Merged-log-concavity of rational functions, semi-strongly unimodal
  sequences, and phase transitions of ideal boson-fermion gases by Okada, So
Merged-log-concavity of rational functions,
semi-strongly unimodal sequences, and phase
transitions of ideal boson-fermion gases
So Okada
March 5, 2020
Abstract
We obtain new results on increasing, decreasing, and hill-shape sequences
of real numbers by rational functions and polynomials with positive integer
coefficients in some generality. Unimodal sequences have these sequences of
real numbers. Then, polynomials give unimodal sequences by suitable log-
concavities. Also, rational functions extend polynomials. In this manuscript,
we introduce a notion of merged-log-concavity of rational functions and study
the variation of unimodal sequences by polynomials with positive integer co-
efficients. Loosely speaking, the merged-log-concavity of rational functions
extends Stanley’s q-log-concavity of polynomials by Young diagrams and
Euler’s identities of q-Pochhammer symbols. To develop a mathematical
theory of the merged-log-concavity, we discuss positivities of rational func-
tions by order theory. Then, we give explicit merged-log-concave rational
functions by q-binomial coefficients, Hadamard products, and convolutions,
extending the Cauchy-Binet formula. Also, Young diagrams yield unimodal
sequences by rational functions and the merged-log-concavity. Then, we
study the variation of these unimodal sequences by critical points, which are
algebraic varieties in a suitable setting. In particular, we extend t-power se-
ries of q-Pochhammer symbols (−t; q)∞ and (t; q)−1∞ in Euler’s identities by
the variation of unimodal sequences and polynomials with positive integer
coefficients. Also, we consider eta products and quantum dilogarithms. This
gives the golden ratio of quantum dilogarithms as a critical point. In statis-
tical mechanics, we discuss grand canonical partition functions of some ideal
boson-fermion gases with or without Casimir energies (Ramanujan summa-
tion). This gives statistical-mechanical phase transitions by the mathemati-
cal theory of the merged-log-concavity and critical points such as the golden
ratio.
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1 Introduction
The notion of unimodal sequences includes increasing, decreasing, or hill-shape
sequences of real numbers. As such, the notion is quite essential, whenever one
computes. Furthermore, polynomials give unimodal sequences by suitable log-
concavities [New, Sta, But] (see Remark 7.1 for [New]). Rational functions extend
polynomials. In this manuscript, we introduce the notion of merged-log-concavity
of rational functions. Then, we investigate a mathematical theory of the merged-
log-concavity. In particular, we discuss unimodal sequences of merged-log-concave
rational functions by polynomials with positive integer coefficients and Young dia-
grams. Then, we study the variation of these unimodal sequences by critical points
such as the golden ratio. In particular, this gives an extension of t-power series of
q-Pochhammer symbols (−t; q)∞ and (t; q)−1∞ in Euler’s identities by polynomials
with positive integer coefficients and the variation of unimodal sequences. Also,
we use the mathematical theory of the merged-log-concavity to obtain statistical-
mechanical phase transitions of some ideal boson-fermion gases (see Figure 2 for
phase transitions on free energies). Hence, we obtain new results on unimodal
sequences by rational functions and polynomials with positive integer coefficients
in some generality. At various points of this manuscript, we provide examples and
conjectures on the merged-log-concavity. Also, for clarity of the new theory, we
attempt to write step-by-step proofs to some extent after this section.
1.1 An overview
Let us recall the unimodality of real numbers, log-concavity of real numbers, and
q-log-concavity of polynomials. Then, we make introductory discussion on the
merged-log-concavity of rational functions, polynomials with positive integer co-
efficients, the variation of unimodal sequences, and some other topics from this
manuscript.
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1.1.1 Unimodality of real numbers
Let us recall the unimodality of real numbers.
Definition 1.1. Let Zˆ = Z ∪ {∞}. For s1, s2 ∈ Zˆ such that s1 ≤ s2, suppose a
sequence r = {ri ∈ R}s1≤i≤s2,i∈Z. Then, r is called unimodal, if there exists δ ∈ Zˆ
such that
rs1 ≤ · · · ≤ rδ ≥ rδ+1 ≥ · · · .
Let us call s2 − s1 length of r.
Let us observe that unimodal sequences contain increasing, decreasing, and
hill-shape sequences in the following definition.
Definition 1.2. For s1, s2 ∈ Zˆ such that s1 ≤ s2, suppose a sequence r = {ri ∈
R}s1≤i≤s2,i∈Z. Then, r is said to be a hill-shape sequence, if there exists an integer
λ such that s1 < λ < s2 and
rs1 ≤ · · · ≤ rλ ≥ rλ+1 ≥ · · · .
For example, let us assume s1 = 0 and s2 =∞. Then, δ =∞ in Definition 1.1
gives an increasing sequence:
r0 ≤ r1 ≤ r2 ≤ · · · .
Also, δ = 0 gives a decreasing sequence:
r0 ≥ r1 ≥ r2 ≥ · · · .
Moreover, 0 < δ <∞ gives a hill-shape sequence:
r0 ≤ · · · ≤ rδ ≥ rδ+1 ≥ · · · ,
which consists of an increasing sequence of a positive length before a decreasing
sequence of a positive length.
1.1.2 Log-concavity of real numbers
Let us recall the log-concavity of real numbers.
Definition 1.3. A sequence r = {ri ∈ R}i∈Z is called log-concave, if
r2i − ri+1ri−1 ≥ 0
for each i ∈ Z.
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For example, suppose a log-concave sequence r = {ri ∈ R}i∈Z such that ri > 0
for i ∈ Z≥0 and ri = 0 for i ∈ Z<0. Then, it holds that
r1
r0
≥ r2
r1
≥ r3
r2
≥ · · · .
Thus, if there exists the smallest integer δ ≥ 0 such that rδ+1
rδ
≤ 1, then we have
· · · ≤ rδ ≥ rδ+1 ≥ · · · .
Therefore, the log-concave sequence r is unimodal. Also, log-concave sequences
include increasing, decreasing, and hill-shape sequences.
1.1.3 q-log-concavity of polynomials
Stanley made the following notion of q-log-concavity for polynomials (see [But]).
The notion has been studied intensively [Bre].
Definition 1.4. Assume a sequence f = {fm(q) ∈ N[q]}m∈Z. Then, f is called
q-log-concave, if
fm(q)
2 − fm−1(q)fm+1(q)
is a q-polynomial with non-negative coefficients for each m ∈ Z.
Let us take some r ∈ R. Suppose a q-log-concave sequence f = {fm(q) ∈
N[q]}m∈Z such that fi(r) > 0 for each i ∈ Z≥0 and fi(r) = 0 for each i ∈ Z<0.
Then, the sequence of real numbers {fi(r) ∈ R}i∈Z is log-concave.
The notion has not been extended to rational functions. Let us explain a
difficulty to obtain a log-concavity of rational functions, which gives polynomials
of positive integer coefficients. We would like a suitable positivity of rational
functions for such a log-concavity. However, this is not clear for a general rational
function f(q) ∈ Q(q) as follows.
• Value positivity: f(r) ≥ 0 for some r ∈ R. This does not imply that f(q) is
a polynomial with positive integer coefficients.
• Quotient positivity: f(q) = g(q)
h(q)
for polynomials g(q), h(q) ∈ Q[q] of positive
integer coefficients. This does not imply that f(q) is a polynomial with
positive integer coefficients, even when h(q) divides g(q).
• Series positivity: the series expansion of f(q) has positive integer coefficients.
This does not imply that f(q) is a polynomial with positive integer coeffi-
cients, which is finite-degree.
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1.1.4 Merged-log-concavity of rational functions
Let us discuss the notion of merged-log-concavity of rational functions. This is a
log-concavity of rational functions in some generality. Also, we consider explicit
merged-log-concave rational functions with polynomials of positive integer coeffi-
cients. To do so, let us recall notions of q-Pochhammer symbols, q-numbers, and
q-factorials.
Definition 1.5. Assume indeterminates a, q.
1. For each n ∈ Zˆ≥1, the q-Pochhammer symbol (a; q)n is defined by
(a; q)n =
n−1∏
λ=0
(1− aqλ).
When n = 0, it is defined by
(a; q)0 = 1.
For each n ∈ Zˆ≥0, let us use the following notation:
(n)q = (q; q)n.
2. For each n ∈ Z≥1, q-numbers and q-factorials are defined as
[n]q =
∑
0≤i≤n−1
qi,
[n]!q = [n]q[n− 1]q · · · [1]q.
As special cases, when n = 0,
[0]q = 0,
[0]!q = 1.
The full version of merged-log-concavity in Definition 2.39 requires more prepa-
rations. Thus, let us introduce a simpler version of Definition 2.39 as follows.
Definition 1.6. Let u−1 ∈ Z≥1 and w ∈ Z≥1. Consider the field Q = Q(qu) of an
indeterminate q.
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1. Suppose a sequence f = {fm ∈ Q}m∈Z such that
fmfn
is a qu-polynomial with positive integer coefficients for each m,n ∈ Z≥0, and
fm = 0
for each m ∈ Z<0.
2. We define a parcel F = Λ(w, f,Q) to be a sequence F = {Fm ∈ Q}m∈Z of
rational functions given by
Fm = fm
(m)wq
for each m ≥ 0, and
Fm = 0
for each m < 0. Also, we call w weight of F .
3. For each m,n ∈ Z and k1, k2 ∈ Z≥0, we define the merged determinant
∆(F)(w,m, n, k1, k2) ∈ Q such that
∆(F)(w,m, n, k1, k2)
=
(k1 +m)
w
q · (k1 + k2 + n)wq
(k1)wq · (k1 + k2)wq
· (FmFn −Fm−k2Fn+k2) .
(1.1.1)
4. We call F merged-log-concave, if
∆(F)(w,m, n, k1, k2)
is a qu-polynomial with positive integer coefficients for each m,n, k1, k2 ∈ Z
such that
m,n ∈ Z≥0, n+ k2 > m, k1 ≥ 0, and k2 ≥ 1. (1.1.2)
If w = 0, the merged determinant ∆(F)(w,m, n, k1, k2) is the determinant of
the following matrix ( Fm Fn+k2
Fm−k2 Fn
)
.
10
For example, let w = 1 and κ ∈ Q. Also, consider the smallest u−1 ∈ Z≥1 such
that u−1κ ∈ Z in Definition 1.6. Then, the parcel Sκ = {Sκ,n ∈ Q(qu)}n∈Z such
that
Sκ,n = q
κn
(n)q
for each n ∈ Z≥0 is merged-log-concave by Theorem 4.35.
To discuss further, we recall q-multinomial coefficients (Gaussian multinomial
coefficients) in the following definition. Let us mention that for each set U and
d ∈ Z≥1, let Ud denote the Cartesian product Ud = U × · · · × U . Also, a ∈ Ud
indicates a tuple a = (a1, · · · , ad) for some ai ∈ U .
Definition 1.7. Let d ∈ Z≥1 and q be an indeterminate.
1. For each i ∈ Z and tuple of integers j ∈ Zd, the q-multinomial coefficient
(Gaussian multinomial coefficient)
[
i
j
]
q
is defined by[
i
j
]
q
=
(i)q
(j1)q · · · (jd)q
if jλ ≥ 0 for each 1 ≤ λ ≤ d and
∑
1≤λ≤d jλ = i ≥ 0, and[
i
j
]
q
= 0
otherwise.
2. Furthermore, for each a, b ∈ Z, the q-binomial coefficient [b
a
]
q
(Gaussian
binomial coefficient) is defined by[
b
a
]
q
=
[
b
(a, b− a)
]
q
=
[
b
(b− a, a)
]
q
.
In particular, if a, b ∈ Z satisfy neither b, a ∈ Z≥0 nor b− a ≥ 0, then[
b
a
]
q
= 0.
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We construct explicit merged-log-concave parcels as monomial parcels in Sec-
tion 4.4, studying Gaussian binomial coefficients. This is because that we have
(k1 +m)
w
q · (k1 + k2 + n)wq
(k1)wq · (k1 + k2)wq
· FmFn
=
[
k1 +m
k1
]w
q
[
k1 + k2 + n
k1 + k2
]w
q
fmfn,
(1.1.3)
(k1 +m)
w
q · (k1 + k2 + n)wq
(k1)wq · (k1 + k2)wq
· Fm−k2Fn+k2
=
[
k1 +m
k1 + k2
]w
q
[
k1 + k2 + n
k1
]w
q
fm−k2fn+k2
(1.1.4)
in Equation 1.1.1. Then, we study Gaussian binomial coefficients in Equations
1.1.3 and 1.1.4 to some extent. This gives monomial parcels by the following
notion of monomial indices.
Definition 1.8. Assume l ∈ Z≥1, w ∈ Zl>0, and γ ∈
∏
1≤i≤lQ3. Let us call
(l, w, γ) monomial index, if
2γi,1 ∈ Z for each 1 ≤ i ≤ l, (1.1.5)
0 ≤ 2
∑
1≤i≤j
γi,1 ≤
∑
1≤i≤j
wi for each 1 ≤ j ≤ l. (1.1.6)
Let us call Condition 1.1.5 integer monomial condition of (l, w, γ). Also, let us
call Condition 1.1.6 sum monomial condition of (l, w, γ). We refer to l, w, and γ
as the width, weight, and core of (l, w, γ).
For example, for each κ ∈ Q, the monomial index (1, (1), ((0, κ, 0))) gives Sκ.
Also, the monomial index (1, (1), ((1
2
, κ, 0))) gives a monomial parcel Tκ such that
Tκ,n = q
n2
2
+κn
(n)q
for each n ∈ Z≥0.
For each m ∈ Z≥0, we observe that numerators of T0 do not yield polynomials
with positive integer coefficients by
q
m2
2 q
m2
2 − q (m−1)
2
2 q
(m+1)2
2 = qm
2 − qm2+1. (1.1.7)
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However, rational functions T0 give polynomials with positive integer coefficients
by the merged-log-concavity. This is a key point of the merged-log-concavity of
rational functions. For example, the following merged determinant of T0 is a q-
polynomial with a positive coefficient:
∆(T0)(1, 1, 1, 0, 1) =(1)q · (2)q
(0)q · (1)q
(
q
12
2
1− q ·
q
12
2
1− q −
q
02
2
1
· q
22
2
(1− q)(1− q2)
)
= q.
Furthermore, width, weight, and core parameters of monomial indices generalize
Sκ and Tκ.
Then, we study internal and external Hadamard products of parcels in Section
5. These are term-wise products of parcels. In particular, we discuss the merged-
log-concavity of Hadamard products of parcels. Hadamard products of parcels
are important for the theory of the merged-log-concavity, because they construct
new parcels from given parcels. For example, the internal Hadamard product gives
higher-weight parcels from given parcels that consist of at least one positive-weight
parcel.
Furthermore, we study parcel convolutions in Section 10. Parcel convolutions
correspond to multiplications of generating functions of appropriate parcels. Thus,
we discuss when generating functions of parcels multiply to a generating function
of a parcel, because a sequence of rational functions is not necessarily a parcel.
Then, we extend the Cauchy-Binet formula in Theorem 10.11 to prove the
merged-log-concavity of parcel convolutions. The Cauchy-Binet formula writes
minors of a matrix product AB by minors of A and B. Thus, we want to write
merged determinants of the convolution of parcels F and G by merged determinants
of F and G, because merged determinants are analogues of determinants. However,
merged determinants in Equation 1.1.1 have factors
(k1 +m)
w
q · (k1 + k2 + n)wq
(k1)wq · (k1 + k2)wq
.
Therefore, we extend the Cauchy-Binet formula for these factors in Theorem 10.11.
This leads to the merged-log-concavity of parcel convolutions in Theorem 10.23.
Moreover, d-fold convolutions of Sκ and Tκ give polynomials with positive in-
teger coefficients by the merged-log-concavity in the following statement.
Theorem 1.9. (special cases of Corollary 12.26) Suppose d, w ∈ Z≥1 and an
indeterminate q.
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1. For each h ∈ Z≥0, the following is a q-polynomial with positive integer coef-
ficients:
[h+ 1]wq ·
∑
j1∈Zd
( ∏
1≤i≤d
q
j1,i(j1,i−1)
2
)[
h
j1
]w
q
2
− [h]wq ·
∑
j1∈Zd
( ∏
1≤i≤d
q
j1,i(j1,i−1)
2
)[
h+ 1
j1
]w
q

·
∑
j2∈Zd
( ∏
1≤i≤d
q
j2,i(j2,i−1)
2
)[
h− 1
j2
]w
q
 .
2. Similarly, for each h ∈ Z≥0, the following is a q-polynomial with positive
integer coefficients:
[h+ 1]wq ·
∑
j1∈Zd
[
h
j1
]w
q
2 − [h]wq ·
∑
j1∈Zd
[
h+ 1
j1
]w
q
 ·
∑
j2∈Zd
[
h− 1
j2
]w
q
 .
1.1.5 On the full version of the merged-log-concavity
Let us make a few comments on the full version of the merged-log-concavity in
Definition 2.39. The full version uses the notion of squaring orders of rational
functions in Section 2.2. This is to obtain suitable positivities of rational functions
and real numbers, because we discuss not only polynomials with positive integer
coefficients but also unimodal sequences of real values of rational functions in
some general settings. Thus, we consider positivities of rational functions by order
theory. In particular, we organize several partial orders and subrings of a field of
rational functions by the notion of squaring orders.
Definition 1.6 indexes parcels by Z. However, the full version indexes parcels
by Cartesian products Zl of l ∈ Z≥1. For this, we introduce the notion of fitting
condition of Zl in Section 2.4. The fitting condition reduces to Condition 1.1.2 in
Definition 1.6, when l = 1. Thus, by the fitting condition, the full version gives
more polynomials with positive integer coefficients than Definition 1.6. Moreover,
we prove that the fitting condition and box counting of Young diagrams give
unimodal sequences of rational functions in Section 7 (see Examples 7.23 and 7.24).
Let us mention that the parameter l of Zl corresponds to the width parameter l
of monomial indices in Definition 1.8.
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Furthermore, the full version considers the change of variables q 7→ qρ of ρ ∈
Z≥1 for q-Pochhammer symbols (m)q and their analogues such as [m]!q. This is
because that the full version generalizes the factor
(k1 +m)
w
q · (k1 + k2 + n)wq
(k1)wq · (k1 + k2)wq
of Equation 1.1.1 into
φ(qρ)(m+n)w · [k1 +m]!
w
qρ ·[k1 + k2 + n]!wqρ
[k1]!wqρ ·[k1 + k2]!wqρ
for ρ ∈ Z≥1 and some appropriate φ(qρ) ∈ Q such as φ(qρ) = 1 − qρ. Let us
mention that monomial parcels such as Sk and Tk give polynomials with positive
integer coefficients by φ(qρ) = 1−qρ and merged determinants of these generalized
factors.
Also, the full version takes a parcel consisting of a finite number of rational
functions. After Section 1, we stick to the full version instead of Definition 1.6 to
avoid confusion.
1.1.6 Comparison with the strong q-log-concavity and q-log-concavity
Sagan [Sag] gave the notion of strong q-log-concavity, which is a restriction of the
notion of q-log-concavity. In Section 6, we explain that the merged-log-concavity of
rational functions is an extension of the strong q-log-concavity of polynomials in a
suitable setting. Thus, strongly q-log-concave polynomials such as q-numbers give
zero-weight merged-log-concave parcels (see Proposition 6.12 for more discussion).
Furthermore, internal Hadamard products give higher-weight merged-log-concave
parcels from zero-weight merged-log-concave parcels and monomial parcels, be-
cause monomial parcels have positive weights. However, we also explain a fun-
damental difference between higher-weight and zero-weight merged-log-concave
parcels in Example 5.28 by Equation 1.1.7.
For completeness, we introduce the constant merged-log-concavity in Section 6,
relaxing the merged-log-concavity. Then, we confirm that the constant merged-
log-concavity extends the q-log-concavity in a suitable setting.
1.1.7 Semi-strongly unimodal sequences of rational functions and crit-
ical points
Let us recall the following semi-strongly unimodal sequences and strongly log-
concave sequences of real numbers. We consider the variation of semi-strongly
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unimodal sequences by the merged-log-concavity and critical points.
Definition 1.10. For s1, s2 ∈ Zˆ such that s1 ≤ s2, suppose a sequence r = {ri ∈
R}s1≤i≤s2,i∈Z.
1. r is said to be semi-strongly unimodal, if there exists δ ∈ Zˆ such that s1 ≤
δ ≤ s2 and
· · · < rδ−1 < rδ ≥ rδ+1 > rδ+2 · · · .
Also, δ is said to be the first mode (or the mode for simplicity) of r.
2. r is said to be strongly log-concave, if
r2i − ri−1ri+1 > 0
whenever s1 ≤ i− 1 and i+ 1 ≤ s2.
In particular, a strongly log-concave sequence r = {ri ∈ R>0}s1≤i≤s2,i∈Z is
semi-strongly unimodal by the following strict inequalities:
rs1+1
rs1
>
rs1+2
rs1+1
> · · · .
Let F = {Fm(qu) ∈ Q(qu)}m∈Z be a merged-log-concave parcel in Defini-
tion 1.6. For each real number 0 < h < 1, let us assume u(F , h) = {Fm(h) ∈
R>0}m∈Z≥0 . Then, u(F , h) is semi-strongly unimodal, because u(F , h) is strongly
log-concave by the following reason. By Definition 1.6, merged determinants
∆(F)(w,m,m, 0, 1) are qu-polynomials of positive integer coefficients for m ≥ 0.
Thus, we have
Fm(h)2 −Fm−1(h)Fm+1(h)2 > 0 (1.1.8)
for m ∈ Z≥0, because
(m)wq · (1 +m)wq
(0)wq · (1)wq
∣∣∣∣
q=hu−1
> 0. (1.1.9)
In particular, we have the variation of semi-strongly unimodal sequences u(F , h)
over 0 < h < 1.
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Let us explain critical points of the variation of semi-strongly unimodal se-
quences. We observe that increasing/decreasing/hill-shape sequences are not mu-
tually exclusive. For example, the following sequence
r0 = r1 > r2 > r3 > · · ·
is decreasing and hill-shape. Also, there exist increasing and hill-shape semi-
strongly sequences, or increasing and asymptotically hill-shape sequences such that
limi→∞
ri+1
ri
= 1 (see Definition 8.5). We use these boundary sequences to study
critical points.
More explicitly, we consider c ∈ R a critical point of the variation of semi-
strongly unimodal sequences u(F , h) over 0 < h < 1, if 0 < c < 1 and u(F , c) is
one of these boundary sequences. By Definition 1.10, r0 = r1 yields r1 > r2 > · · ·,
if r = {rm ∈ R}m∈Z≥0 is semi-strongly unimodal. Thus, for example, u(F , h) is
hill-shape and decreasing if and only if
F0(h) = F1(h), (1.1.10)
because u(F , h) is semi-strongly unimodal. This leads to algebraic varieties of
critical points over 0 < h < 1. This is because that we need no other equations by
the semi-strong unimodality, Equation 1.1.10 is equivalent to (1−h)wf0(h) = f1(h)
over 0 < h < 1, and both f 20 (qu) and f 21 (qu) are qu-polynomials with positive
integer coefficients by Definition 1.6.
Let
E = S 1
2
for our convenience (see Definition 8.30 in later terminology). Then, the golden
ratio −1+
√
5
2
= 0.618 · · · is the critical point of the parcel E , because it is the solution
of
E0(h) = 1 = h
1− h2 = E1(h)
over 0 < h < 1. For parameterized semi-strongly unimodal sequences, we refer to
a transition from strictly decreasing sequences to hill-shape or strictly increasing
sequences as a phase transition (see Theorem 8.18 and Definition 8.20). Therefore,
we have the phase transition of E in the figure below.
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Em(h)
m
Figure 1: Em(h) for some 0 < h < −1+
√
5
2
(bottom), Em(h) for h = −1+
√
5
2
(middle),
and Em(h) for some 1 > h > −1+
√
5
2
(top).
Corollary 13.15 identifies the parcel E as an extremal parcel among monomial
parcels by phase transitions and polynomials with positive integer coefficients.
Section 1.2 (see Figure 2) considers the phase transition in Figure 1 in statistical
mechanics. Furthermore, Section 9.1.3 finds the golden angle as the critical point
of an internal Hadamard product of E .
Let us mention that Section 8 discusses the variation of semi-strongly unimodal
sequences and critical points in more generality by Definition 2.39.
1.1.8 Euler’s identities and monomial parcels
Let us recall the following Euler’s identities of q-Pochhammer symbols (or Euler’s
identities for simplicity).
Definition 1.11. ([Eul]) In the ring of formal power series Q[[q, t]], the following
are Euler’s identities of q-Pochhammer symbols (or Euler’s identities for simplic-
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ity):
(−t; q)∞ =
∑
λ∈Z≥0
q
λ(λ−1)
2
(λ)q
tλ, (1.1.11)
(t; q)−1∞ =
∑
λ∈Z≥0
tλ
(λ)q
. (1.1.12)
Thus, two t-power series of (−t; q)∞ and (t; q)−1∞ in Euler’s identities are gen-
erating functions of monomial parcels T− 1
2
and S0. For example, Hadamard prod-
ucts and parcel convolutions of monomial parcels yield more merged-log-concave
parcels. Therefore, merged-log-concave parcels give an extension of the two t-
power series in Euler’s identities by polynomials with positive integer coefficients
and the variation of semi-strongly unimodal sequences (see Remark 13.18).
Let us mention that the Euler’s identity 1.1.12 follows from the equation
(t; q)−1∞ = (1− t)−1(tq; q)−1∞ ,
because the equation gives the recurrence formula of the t-power series of (t; q)−1∞
in Q[[q, t]]. Furthermore, if q, t ∈ C and |q|, |t|< 1, then Euler’s identities 1.1.11
and 1.1.12 hold as equations of convergent series.
1.1.9 Monomial convolutions and eta products
Sections 12 introduces the notion of monomial convolutions, which are generat-
ing functions of monomial parcels and convolutions of these generating functions.
Then, by monomial convolutions, we consider the eta function η(τ) of Dedekind
[Ded] and eta products Dd,α,β(τ) in the following definition. Eta products have
been studied intensively [Koh].
Definition 1.12. Assume q = e2piiτ of the imaginary unit i and a complex number
τ such that Im(τ) > 0.
1. The eta function η(τ) is defined by
η(τ) = q
1
24 (q; q)∞ = q
1
24
∞∏
λ=1
(1− qλ).
2. Let d ∈ Z≥1, α ∈ Zd≥1, and β ∈ Zd6=0. Then, the eta product Dd,α,β(τ) is
defined by
Dd,α,β(τ) =
∏
1≤λ≤d
η(αλτ)
βλ .
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Let us suppose α1, α2 ∈ Z≥1, κ1, κ2 ∈ Q, and indeterminates q, t1, t2. Then,
t1- and t2-power series of (q
α1
24 (t1q
α1κ1 ; qα1)∞)−1 and q
α2
24 (−t2qα2( 12+κ2); qα2)∞ are
monomial convolutions of monomial parcels q−
α1
24 · Sκ1(qα1) and q
α2
24 · Tκ2(qα2) by
Euler’s identities 1.1.11 and 1.1.12. Also, we consider the product
Mα1,α2,β1,β2,κ1,κ2(q, t1, t2) = (q
α1
24 (t1q
α1κ1 ; qα1)∞)β1 · (q
α2
24 (−t2qα2( 12+κ2); qα2)∞)β2·
for each β1 ∈ Z<0 and β2 ∈ Z>0. Then, an indeterminate z gives the monomial
convolutionMα1,α2,β1,β2,κ1,κ2(q, z) = Mα1,α2,β1,β2,κ1,κ2(q, z, z).
Furthermore, we prove that the monomial convolution Mα1,α2,β1,β2,κ1,κ2(q, z)
is a generating function of a merged-log-concave parcel, using the full-version of
the merged-log-concavity unless α1 = α2 = 1. Also, there are infinitely many
choices of κ1, κ2 ∈ Q such that Mα1,α2,β1,β2,κ1,κ2(q, t1, t2) gives the eta product
D2,(α1,α2),(β1,β2)(τ), because
Mα1,α2,β1,β2,κ1,κ2(q, q
α1(1−κ1),−qα2( 12−κ2)) = D2,(α1,α2),(β1,β2)(τ)
for each κ1, κ2 ∈ Q and q = e2piiτ of Im(τ) > 0.
Therefore, the merged-log-concavity yields infinitely many monomial convolu-
tions that give semi-strongly unimodal sequences and polynomials with positive
integer coefficients of an eta product (see Remark 12.15).
We explicitly describe monomial convolutions and their merged determinants
by weighted Gaussian multinomial coefficients in Section 12.3. This generalizes
Theorem 1.9 by the change of variables q 7→ qαλ for αλ ∈ Z≥1 in Definition 1.12.
Also, we discuss generalized Narayana numbers by merged determinants of mono-
mial convolutions. Furthermore, we study the variation of semi-strongly unimodal
sequences of some monomial convolutions by phase transitions and critical points
in Sections 13.2 and 13.3.
1.1.10 Quantum dilogarithms
In Section 15, we discuss quantum dilogarithms [BazBax, FadVol, FadKas, Kir].
An appearance of the golden ratio has been our interest. However, it seems that
we have not found it for quantum dilogarithms.
Generating functions of monomial parcels Sκ and Tκ are quantum dilogarithms.
Furthermore, Corollary 13.15 proves that E = S 1
2
is an extremal parcel among
monomial parcels by polynomials with positive integer coefficients and phase tran-
sitions. Therefore, we obtain the golden ratio of quantum dilogarithms as the crit-
ical point of the extremal parcel E in the new theory of the merged-log-concavity.
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In particular, this appearance of the golden ratio is of phase transitions and poly-
nomials with positive integer coefficients.
Suppose indeterminates q and t. Then, for later discussion, let us take the
following generating functions
Zb(q 12 , t) = (tq 12 ; q)−1∞ =
∑
λ≥0
q
λ
2
(λ)q
tλ,
Zf (q 12 , t) = Zb(q 12 ,−t)−1 =
∑
λ≥0
q
λ2
2
(λ)q
tλ
by Euler identities 1.1.11 and 1.1.12. These are quantum dilogarithms. Also,
these are monomial convolutions, because Zb(q 12 , t) and Zf (q 12 , t) are generating
functions of monomial parcels E and T0. Section 1.2 uses Zb(q 12 , t) and Zf (q 12 , t)
in statistical mechanics.
1.2 Statistical-mechanical phase transitions by the merged-
log-concavity
In this manuscript, Sections 1.1, 2–13, and 15 develop the theory of the merged-log-
concavity with mathematical rigor (Section 16 is the conclusion section). Sections
1.2 and 14 consider grand canonical partition functions of ideal boson-fermion gases
in statistical mechanics by the mathematical theory of the merged-log-concavity.
In particular, we obtain statistical-mechanical phase transitions of free energies by
monomial convolutions. This uses polynomials with positive integer coefficients
and the variation of semi-strongly unimodal sequences.
Section 1.2 discusses ideal boson or fermion gases. In particular, we obtain a
statistical-mechanical phase transition of Figure 1 by the monomial convolution
Zb(q 12 , t) and the golden ratio. Section 14 discusses ideal (mixed) boson-fermion
gases with or without Casimir energies (Ramanujan summation). For fundamental
statistical mechanical notions, the author refers to Chapter I of [KapGal].
Let β and µ be the thermodynamic beta and chemical potential such that β > 0
and µ < 0. Also, let µ′ = −µβ. In Section 1.2, we suppose
q = e−β,
t = e−µ
′
,
unless stated otherwise. In particular, we have
0 < q, t < 1.
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To discuss systems of free bosons and fermions, let us take the delta function
δλ,λ′ of λ, λ′ ∈ Q such that
δλ,λ′ =
{
1 if λ = λ′,
0 else.
1.2.1 Ideal boson gases
Let us consider some bosonic annihilation and creation operators with Hamiltonian
and number operators. Then, we discuss grand canonical partition functions of
bosonic systems by Zb(q 12 , t).
First, there exist annihilation and creation operators ab,λ, a†b,λ for each λ ∈ Z≥1
with commutator relations
[ab,λ, a
†
b,λ′ ] = δλ,λ′ , (1.2.1)
[a†b,λ, a
†
f,λ′ ] = [ab,λ, ab,λ′ ] = 0 (1.2.2)
for each λ, λ′ ∈ Z≥1. Second, there exist Hamiltonian and number operators in
the following definition.
Definition 1.13. For each v ∈ Q, let Hb,v and Nb denote Hamiltonian and number
operators such that
Hb,v =
∑
λ∈Z≥1
(λ− v) a†b,λab,λ,
Nb =
∑
λ∈Z≥1
a†b,λab,λ.
Then, we consider the bosonic system B(1, 1
2
) that consists of bosonic annihi-
lation and creation operators ab,λ, a†b,λ for all λ ∈ Z≥1 with the Hamiltonian and
number operators Hb, 1
2
and Nb. Thus, B(1, 12) represents an ideal bosonic gas.
Moreover, the quantum dilogarithm Zb(q 12 , t) coincides with the grand canon-
ical partition function
Tr
(
e
−β
(
H
b, 12
−µNb
))
= Tr
(
e
−βH
b, 12 · e−µ′Nb
)
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of B(1, 1
2
). To see this, for each λ ∈ Z≥1, we recall that nλ ∈ Z≥0 are eigenvalues
of the linear operator a†b,λab,λ for eivenvectors
|nλ〉 = 1√
nλ!
· (a†b,λ)nλ |0〉.
Thus, there exists the bosonic Fock space Fb that consists of |n1, n2, · · · , nk, · · ·〉
for any n1, · · · , nk, · · · ∈ Z≥0 such that
∑
λ≥0 nλ <∞.
Furthermore, Hb, 1
2
and Nb are linear operators over Fb. Therefore, it holds that
Zb(q 12 , t) = Tr
(
e
−βH
b, 12 · e−µ′Nb
)
(1.2.3)
by the Euler’s identity 1.1.12, because(
1− qλ− 12 · t
)−1
=
∑
r∈Z≥0
e−rβ(λ−
1
2
) · e−µ′r
for each λ ≥ 1, and
〈n1, · · · , nk, · · · |e−βHb, 12 · e−µ′Nb|n1, · · · , nk, · · ·〉 = e−β
∑
λ≥0 nλ(λ− 12 ) · e−µ′
∑
λ≥0 nλ .
The coincidence of Zb(q 12 , t) and Tr
(
e
−βH
b, 12 · e−µ′Nb
)
in Equation 1.2.3 has
been known. For example, it is briefly mentioned in Chapter I of [Dim].
For each n ∈ Z≥1, let us consider the bosonic system B(n, 12) such that B(n, 12)
consists of n sub-systems with negligible interactions and B(1, 1
2
) represents each
sub-system. Thus, the bosonic system B(n, 1
2
) realizes an ideal boson gas for each
n ∈ Z≥1. Furthermore, Zb(q 12 , t)n is the grand canonical partition function of
B(n, 1
2
) for each n ∈ Z≥1.
1.2.2 Ideal fermion gases
Similarly, we consider some fermionic annihilation and creation operators with
Hamiltonian and number operators. Then, we discuss grand canonical partition
functions of fermionic systems by Zf (q 12 , t).
First, there are fermionic annihilation and creation operators af,λ, a†f,λ for each
λ ∈ Z≥1 with anti-commutator relations
{af,λ, a†f,λ′} = δλ,λ′ , (1.2.4)
{a†f,λ, a†f,λ′} = {af,λ, af,λ′} = 0 (1.2.5)
for each λ, λ′ ∈ Z≥1. Second, there are Hamiltonian and number operators in the
following definition.
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Definition 1.14. For each v ∈ Q, let Hf,v and Nf be Hamiltonian and number
operators such that
Hf,v =
∑
λ∈Z≥1
(λ− v) a†f,λaf,λ,
Nf =
∑
λ∈Z≥1
a†f,λaf,λ.
Hence, let us consider the fermionic system F (1, 1
2
) that consists of fermionic
annihilation and creation operators af,λ, a†f,λ for all λ ∈ Z≥1 with the Hamiltonian
and number operators Hf, 1
2
and Nf . Thus, F (1, 12) represents an ideal fermion gas.
Furthermore, Zf (q 12 , t) coincides with the grand canonical partition function
Tr
(
e
−βH
f, 12 · e−µ′Nb
)
of F (1, 1
2
). To confirm this, for each λ ∈ Z≥1, we recall
that nλ ∈ {0, 1} are eigenvalues of the linear operator a†f,λaf,λ for eivenvectors |0〉
and α†f,λ|0〉 by Pauli exclusion principle. Thus, there exists the fermionic Fock
space Ff that consists of |n1, · · · , nk, · · ·〉 for any n1, · · · , nk, · · · ∈ {0, 1} such that∑
λ≥0 nλ <∞.
Then, Hf, 1
2
and Nb are linear operators over Ff . Thus, it holds that
Zf (q 12 , t) = Tr
(
e
−βH
f, 12 · e−µ′Nb
)
by the Euler’s identity 1.1.11, because
1 + qλ−
1
2 · t = e−β(λ− 12 )·0 · e−µ′·0 + e−β(λ− 12 ) · e−µ′
for each λ ≥ 1, and
〈n1, · · · , nk, · · · |e−βHf, 12 · e−µ′Nf |n1, · · · , nk, · · ·〉 = e−β
∑
λ≥0 nλ(λ− 12 ) · e−µ′
∑
λ≥0 nλ .
Moreover, for each n ∈ Z≥1, we have the fermionic system F (n, 12) such that
F (n, 1
2
) consists of n sub-systems with negligible interactions and F (1, 1
2
) represents
each sub-system. Then, this fermionic system F (n, 1
2
) realizes an ideal fermion gas
for each n ∈ Z≥1. Also, Zf (q 12 , t)n coincides with the grand canonical partition
function of F (n, 1
2
) for each n ∈ Z≥1.
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1.2.3 Phase transitions of free energies and semi-strongly unimodal
sequences
For each n ∈ Z≥1, let us discuss phase transitions of grand canonical partition
functions Zb(q 12 , t)n and Zf (q 12 , t)n. Thus, we consider the following series expan-
sions
Zb(q 12 , t)n =
∑
λ≥0
Zb,n,λ(q
1
2 )tλ,
Zf (q 12 , t)n =
∑
λ≥0
Zf,n,λ(q
1
2 )tλ.
Then, Zb,n,λ(q
1
2 ) of λ ≥ 0 are canonical partition functions of the bosonic system
B(n, 1
2
). Likewise, Zf,n,λ(q
1
2 ) of λ ≥ 0 are canonical partition functions of the
fermionic system F (n, 1
2
).
Remark 1.15. Some studies on quantum dilogarithms such as Zb(q 12 , t) and Zf (q 12 , t)
have often concerned pentagon identities (15.0.1) and (15.0.3) [FadKas, KonSoi].
By contrast, we discuss quantum dilogarithms such as Zb(q 12 , t) and Zf (q 12 , t) by
polynomials with positive integer coefficients and real numbers 0 < q
1
2 < 1. This
gives us the variation of semi-strongly unimodal sequences of rational functions
with critical points such as the golden ratio by the merged-log-concavity.
We observe that
Zb,n,λ(q
1
2 ) > 0,
Zf,n,λ(q
1
2 ) > 0
for each n ≥ 1 and λ ≥ 0, because we have
0 < q
1
2 = e−
β
2 < 1
for each β > 0 and
Zb,1,λ(q
1
2 ) =
q
λ
2
(λ)q
> 0,
Zf,1,λ(q
1
2 ) =
q
λ2
2
(λ)q
> 0
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for each λ ≥ 0. Therefore, there exist real-valued functions
gb,n,λ(q
1
2 ) = log(Zb,n,λ(q
1
2 )),
gf,n,λ(q
1
2 ) = log(Zf,n,λ(q
1
2 ))
for each n ≥ 1 and λ ≥ 0.
Grand canonical partition functions Zb(q 12 , t)n and Zf (q 12 , t)n correspond to
monomial convolutions of E and T0. Furthermore, Theorem 1.9 of these mono-
mial convolutions gives the following phase transitions of semi-strongly unimodal
sequences.
Theorem 1.16. (Corollary 13.19 by the terminology of Section 1.2) For each
n ∈ Z≥1, we have the following.
1. There exists the critical point 0 < cb,n < 1 of the variation of semi-strongly
unimodal sequences {gb,n,λ(q 12 )}λ∈Z≥0 over 0 < q
1
2 < 1 with the following
properties.
(a) For each 1 > q
1
2 > cb,n, we have the mode mb,n(q
1
2 ) ∈ Z>0 of the hill-
shape sequence
gb,n,0(q
1
2 ) < · · · < g
b,n,mb,n(q
1
2 )
(q
1
2 ) ≥ g
b,n,mb,n(q
1
2 )+1
(q
1
2 ) > · · · .
(b) If q
1
2 = cb,n, then we have the mode mb,n(q
1
2 ) = 0 of the hill-shape and
decreasing sequence
g
b,n,mb,n(q
1
2 )
(q
1
2 ) = gb,n,1(q
1
2 ) > gb,n,2(q
1
2 ) > · · · .
(c) For each 0 < q
1
2 < cb,n, we have the mode mb,n(q
1
2 ) = 0 of the strictly
decreasing sequence
g
b,n,mb,n(q
1
2 )
(q
1
2 ) > gb,n,1(q
1
2 ) > gb,n,2(q
1
2 ) > · · · .
2. Likewise, there exists the critical point 0 < cf,n < 1 of the variation of
semi-strongly unimodal sequences {gf,n,λ(q 12 )}λ∈Z≥0 over 0 < q
1
2 < 1 with the
following properties.
(a) For each 1 > q
1
2 > cf,n, we have the mode mf,n(q
1
2 ) ∈ Z>0 of the hill-
shape sequence
gf,n,0(q
1
2 ) < · · · < g
f,n,mf,n(q
1
2 )
(q
1
2 ) ≥ g
f,n,mf,n(q
1
2 )+1
(q
1
2 ) > · · · .
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(b) If q
1
2 = cf,n, then we have the mode mf,n(q
1
2 ) = 0 of the hill-shape and
decreasing sequence
g
f,n,mf,n(q
1
2 )
(q
1
2 ) = gf,n,1(q
1
2 ) > gf,n,2(q
1
2 ) > · · · .
(c) For each 0 < q
1
2 < cf,n, we have the mode mf,n(q
1
2 ) = 0 of the strictly
decreasing sequence
g
f,n,mf,n(q
1
2 )
(q
1
2 ) > gf,n,1(q
1
2 ) > gf,n,2(q
1
2 ) > · · · .
3. In particular, we have the golden ratio
cb,1 = cf,1 =
−1 +√5
2
= 0.618 · · ·
such that
1 > cb,1 = cf,1
> cb,2 = cf,2 =
−2 +√22 + 4
2
> cb,3 = cf,3 =
−3 +√32 + 4
2
> · · · .
The study of unimodal sequences has been important in probability (seeGauss’s
inequality [Gau]). For each n ≥ 1 and 0 < q 12 < 1, infinite sequences {Zb,n,λ(q 12 ) ∈
R>0}λ∈Z≥0 and {Zf,n,λ(q
1
2 ) ∈ R>0}λ∈Z≥0 are semi-strongly unimodal sequences by
the merged-log-concavity and sum to finite real numbers (see Proposition 13.16
for monomial convolutions).
Theorem 1.16 asserts the variation of semi-strongly unimodal sequences with
critical points cb,n and cf,n. Thus, Theorem 1.16 represents statistical-mechanical
phase transitions. To see this, we recall Helmholtz free energies (or free energies
for short) Fb,n,λ(q
1
2 ) and Ff,n,λ(q
1
2 ) of canonical partition functions Zb,n,λ(q
1
2 ) and
Zf,n,λ(q
1
2 ) such that
Fb,n,λ(q
1
2 ) = − log(Zb,n,λ(q
1
2 ))
β
= −gb,n,λ(q
1
2 )
β
,
Ff,n,λ(q
1
2 ) = − log(Zf,n,λ(q
1
2 ))
β
= −gf,n,λ(q
1
2 )
β
.
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Moreover, the variation of semi-strongly unimodal sequences in Theorem 1.16
implies that mb,n(q
1
2 ) stays zero, when
0 < q
1
2 = e−
β
2 ≤ cb,n.
However, mb,n(q
1
2 ) jumps to a positive integer, when
q
1
2 > cb,n.
Similarly, mf,n(q
1
2 ) = 0, when
0 < q
1
2 = e−
β
2 ≤ cf,n.
However, mf,n(q
1
2 ) jumps to a positive integer, when
q
1
2 > cf,n.
Furthermore, because β > 0, semi-strongly unimodal sequences {gb,n,λ(q 12 )}λ∈Z≥0
and {gb,n,λ(q
1
2 )
β
}λ∈Z≥0 have identical modes. The same holds for {gf,n,λ(q
1
2 )}λ∈Z≥0
and {gf,n,λ(q
1
2 )
β
}λ∈Z≥0 . Therefore, let us state the following phase transitions of
Helmholtz free energies Fb,n,λ(q
1
2 ) and Ff,n,λ(q
1
2 ) by Theorem 1.16.
Corollary 1.17. For each n ∈ Z≥1, we have the following.
1. (a) For each 0 < q
1
2 = e−
β
2 ≤ cb,n, the bosonic free energy
F
b,n,mb,n(q
1
2 )
(q
1
2 )
such that
mb,n(q
1
2 ) = 0
is the lowest among bosonic free energies {Fb,n,λ(q 12 )}λ∈Z≥0 of the bosonic
system B(n, 1
2
).
(b) Instead, for each 1 > q
1
2 = e−
β
2 > cb,n, the bosonic free energy
F
b,n,mb,n(q
1
2 )
(q
1
2 )
of the positive integer
mb,n(q
1
2 ) ∈ Z>0
is the lowest among bosonic free energies {Fb,n,λ(q 12 )}λ∈Z≥0 of the bosonic
system B(n, 1
2
).
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2. (a) Likewise, for each 0 < q
1
2 = e−
β
2 ≤ cf,n, the fermionic free energy
F
f,n,mf,n(q
1
2 )
(q
1
2 )
such that
mf,n(q
1
2 ) = 0
is the lowest among fermionic free energies {Ff,n,λ(q 12 )}λ∈Z≥0 of the
fermionic system F (n, 1
2
).
(b) Instead, for each 1 > q
1
2 = e−
β
2 > cf,n, the fermionic free energy
F
f,n,mf,n(q
1
2 )
(q
1
2 )
of the positive integer
mf,n(q
1
2 ) ∈ Z>0
is the lowest among fermionic free energies {Ff,n,λ(q 12 )}λ∈Z≥0 of the
fermionic system F (n, 1
2
).
Let us recall that 1 > q
1
2 = e−
β
2 > cb,n means
0 < β < −2 log (cb,n) .
Furthermore, the thermodynamic beta β is proportional to 1
T
for the temperature
T . Therefore, Corollary 1.17 claims that non-trivial bosonic physical states of pos-
itive integers mb,n(q
1
2 ) would be stable in the system B(n, 1
2
) at high temperatures,
because there are lowest free energies
F
b,n,mb,n(q
1
2 )
(q
1
2 )
along
1 > q
1
2 = e−
β
2 > cb,n.
Similarly, non-trivial fermionic physical states of positive integers mf,n(q
1
2 ) would
be stable in the system F (n, 1
2
) at high temperatures, because there exist lowest
free energies
F
f,n,mf,n(q
1
2 )
(q
1
2 )
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along
1 > q
1
2 = e−
β
2 > cf,n.
Unlike Bose-Einstein condensations, phase transitions in Corollary 1.17 are
not only of bosonic systems B(n, 1
2
) but also of fermionic systems F (n, 1
2
). Thus,
it would be interesting to further study phase transitions in Corollary 1.17 and
Section 14, which extends Section 1.2.
Figure 2 plots some −gb,1,λ(q 12 ) of λ ≥ 0 and 0 < q 12 < 1. Thus, this illustrates
phase transitions of bosonic free energies Fb,1,λ(q
1
2 ) in Corollary 1.17. We have a
similar figure for the phase transition of fermionic free energies Ff,1,λ(q
1
2 ) by the
golden ratio in Corollary 1.17.
−gb,1,λ(q 12 )
λ
Figure 2: −gb,1,λ(q 12 ) for some 0 < q 12 < cb,1 = −1+
√
5
2
(top), −gb,1,λ(q 12 ) for
q
1
2 = cb,1 (middle), and −gb,1,λ(q 12 ) for some 1 > q 12 > cb,1 (bottom).
Figure 2 depicts the phase transition of Figure 1 by more statistical mechanical
functions. Let us use the terminology of phase transitions in statistical mechan-
ics for the variation of semi-strongly unimodal sequences in this manuscript (see
Definition 8.20 and Remark 8.24).
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1.3 Structure of this manuscript
Section 2 first discusses notions such as squaring orders of rational functions and
the fitting condition. After that, Section 2 introduces notions of parcels, merged
determinants, and the merged-log-concavity. Then, in Section 3, we consider some
properties of parcels and merged determinants before constructing explicit merge-
log-concave parcels. In particular, we describe merged determinants by q-binomial
coefficients. This gives general non-negativities and positivities of merged determi-
nants by squaring orders. Section 4 constructs explicit merged-log-concave parcels
as monomial parcels, studying q-binomial coefficients with the change of variables
q 7→ qρ of ρ ∈ Z. We also discuss several conjectures on merged determinants of
monomial parcels.
Section 5 introduces notions of external and internal Hadamard products of
parcels. For example, internal Hadamard products give higher-weight parcels
from monomial parcels and zero-weight parcels. Then, Section 6 compares zero-
weight merged-log-concave parcels, the strong q-log-concave polynomials, and q-
log-concave polynomials.
Section 7 studies semi-strongly unimodal sequences of parcels by the merged-
log-concavity. In particular, we obtain semi-strongly unimodal sequences by the
merged-log-concavity and Young diagrams. Furthermore, we consider critical
points of the variation of semi-strongly unimodal sequences by the merged-log-
concavity in Section 8. Also, we obtain critical points as algebraic varieties under
a suitable setting. Section 9 provides explicit computations of parcels, merged
determinants, phase transitions, and critical points with some conjectures.
Section 10 studies parcel convolutions. For this, we introduce the notion of
convolution indices to define parcel convolutions as parcels. Then, we obtain the
merged-log-concavity of parcel convolutions, extending the Cauchy-Binet formula.
Furthermore, Section 11 computes explicit examples of parcel convolutions, critical
points, phase transitions, and merged determinants.
Section 12 discusses monomial convolutions, eta products, and weighted Gaus-
sian multinomial coefficients. We also provide conjectures and explicit computa-
tions of monomial convolutions. Furthermore, Section 13 considers phase transi-
tions of monomial convolutions by critical points such as the golden ratio.
In this manuscript, Sections 1.1, 2–13, and 15 study the theory of the merged-
log-concavity with mathematical rigor (Section 16 is the conclusion section). Sec-
tion 14 discusses statistical-mechanical grand canonical partition functions of some
ideal boson-fermion gases with or without Casimir energies. In particular, we de-
scribe these grand canonical partition functions as monomial convolutions. Then,
we obtain statistical-mechanical phase transitions by the mathematical theory of
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the merged-log-concavity.
Section 15 discusses quantum dilogarithms by the merged-log-concavity. We
consider a class of quantum dilogarithms for our discussion by pentagon identities
and the dilogarithm (see Definition 15.2). Then, we confirm that the merged-
log-concavity generalizes the class of quantum dilogarithms by polynomials with
positive integer coefficients and the variation of semi-strongly unimodal sequences.
Section 16 is the conclusion section of this manuscript.
2 Merged-log-concavity
We introduce the notion of the merged-log-concavity. To do so, we first consider
positivities of rational functions to obtain not only polynomials with positive inte-
ger coefficients but also semi-strongly unimodal sequences of real values of rational
functions in various settings. Then, we discuss some other topics. This is to con-
sider the merged-log-concavity over Cartesian products of Z and the change of
variables q 7→ qρ of ρ ∈ Z≥1 by q-Pochhammer symbols and their analogues.
2.1 Preliminary notations and assumptions
Throughout this manuscript, we use the following notations and assumptions.
2.1.1 Polynomials and rational functions
Let X denote a finite set of distinct indeterminates such that X = {Xi}1≤i≤L.
Then, Q[X] is the ring of multivariable polynomials such that f ∈ Q[X] indicates
f =
∑
1≤i≤L,ji∈Z≥0,
fj1,j2,···,jLX
j1
1 X
j2
2 · · ·XjLL
for finitely many non-zero fj1,j2,···,jL ∈ Q. Also, Q[X±1] denotes the ring of Laurent
polynomials of X such that f ∈ Q[X±1] implies
f =
∑
1≤i≤L,ji∈Z
fj1,j2,···,jLX
j1
1 X
j2
2 · · ·XjLL
for finitely many non-zero fj1,j2,···,jL ∈ Q. Moreover, Q(X) is the field of rational
functions P
Q
such that P,Q ∈ Q[X] and Q 6= 0 with the equation
P
Q
=
P ′
Q′
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such that PQ′ = QP ′ in Q[X]. For f ∈ Q(X) and r = (r1, · · · , rL) ∈ RL, if there
exists f = f ′ ∈ Q(X) such that f ′(r) ∈ R, then let us consider
f(r) = f ′(r) ∈ R.
When we need multiple sets of indeterminates, we also use X1, X2, · · · for finite
sets of distinct indeterminates such thatX1 = {X1,j}1≤i≤L1 andX2 = {X1,j}1≤i≤L2 .
2.1.2 Cartesian products
For each integer l ∈ Z≥1 and sets U1, · · · , Ul, let
∏
1≤i≤l Ui = U1 × · · · × Ul denote
the Cartesian product. For each a ∈ ∏1≤u≤l Ui and 1 ≤ i ≤ l, let ai ∈ Ui indicate
the i-th element of a. Hence, if a ∈∏1≤i≤l Ui, then we write
a = (a1, a2, · · · , al) = (ai)1≤i≤l
for some ai ∈ Ui. In particular, for each l ∈ Z≥1 and set U , U l denotes the l-fold
Cartesian product of U . Then, we observe that a ∈ U1 implies a = (a1) for some
a1 ∈ U and U1 6= U .
2.1.3 Some other assumptions
We assume that a semiring contains the additive unit 0, but does not have to
contain the multiplicative unit 1. Also, we suppose that the symbol q represents
an indeterminate, unless stated otherwise.
2.2 Positivities of rational functions by squaring orders
We discuss positivities of rational functions in some generality. In particular, we
introduce the notion of squaring orders. This axiomatises the following binary
relations on Q(X) by order theory.
Definition 2.1. Suppose that U ⊂ Q is a semiring of Q such that
U = U≥0 = {u ∈ U | u ≥ 0} and U 6= {0}.
1. Let us set
S≥UX = Q[X].
33
Also, let us write a binary relation ≥UX on Q(X) such that for f, g ∈ Q(X),
f ≥UX g
if
f, g ∈ S≥UX ,
f − g ∈ U [X].
If furthermore f − g 6= 0, let us write
f >UX g.
2. Let us set
S≥U
X±1
= Q[X±1].
Let us write a binary relation ≥UX±1 on Q(X) such that for f, g ∈ Q(X),
f ≥UX±1 g,
if
f, g ∈ S≥U
X±1
,
f − g ∈ U [X±1].
If moreover f − g 6= 0, let us write
f >UX±1 g.
3. Let us define AX ⊂ RL such that
AX = {(Xi)1≤i≤L ∈ RL | 0 < Xi < 1}.
Also, let us define S≥AX ⊂ Q(X) such that f ∈ S≥AX if and only if f(r)
exists as a real number for each r ∈ AX . Then, let us write a binary relation
≥AX on Q(X) such that for f, g ∈ Q(X),
f ≥AX g,
if
f, g ∈ S≥AX ,
f(r)− g(r) ≥ 0.
If moreover f(r)− g(r) > 0 for each r ∈ AX , let us write
f >AX g.
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For simplicity, we denote f ≥Z≥0X g, f >Z≥0X g, f ≥Z≥0X±1 g, and f >
Z≥0
X±1 g by f ≥X g,
f >X g, f ≥X±1 g, and f >X±1 g.
Let us mention that the binary relation ≥q of a polynomial ring has been
introduced in [Sag]. We discuss the merged-log-concavity with various positivities
such as of various rational powers of q. Hence, let us recall the notion of partial
orders of sets and rings (see [GilJer]) to discuss positivities of rational functions in
some generality.
Definition 2.2. Suppose a set R.
1. A binary relation  on R is called a partial order, if  and R satisfy the
following conditions.
(a) f  f for each f ∈ R (reflexivity).
(b) f1  f2 and f2  f3 imply f1  f3 (transitivity).
(c) f1  f2 and f2  f1 imply f1 = f2 (antisymmetricity).
If a binary relation  on R does not allow f  f for each f ∈ R, but satisfies
the transitivity, then  is called a strict partial order on R.
2. Assume that R is a ring and  is a partial order on R. Then, R is called
a partially ordered ring (or poring for short) of , if  and R satisfy the
following conditions.
(i) f1  f2 and f3 ∈ R imply f1 + f3  f2 + f3.
(ii) f1  0 and f2  0 imply f1f2  0.
Analogously, if a strict partial order  on a ring R satisfies Conditions (i)
and (ii), then R is called a strictly partially ordered ring (or strict poring) of
.
We recall the following properties on porings and strict porings. For complete-
ness of this manuscript, we write down a full proof.
Lemma 2.3. Assume that R is a poring of  and strict poring of . Then, the
following holds.
1. f  g implies f − g  0 and vice-versa.
2. f  g implies f − g  0 and vice-versa.
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3. f1  f2 and g1  g2 imply f1 + g1  f2 + g2.
4. f1  f2 and g1  g2 imply f1 + g1  f2 + g2.
5. f1  f2 and g  0 imply f1g  f2g.
6. f1  f2 and g  0 imply f1g  f2g.
7. f1  f2  0 and g1  g2  0 imply f1g1  f2g2  0.
8. f1  f2  0 and g1  g2  0 imply f1g1  f2g2  0.
Proof. Let us prove Claim 1. By Condition (i) in Definition 2.2 and −g ∈ R, f  g
implies f − g  g − g = 0. Similarly, f − g  0 implies f = f − g + g  0 + g = g
by g ∈ R. Claim 2 holds similarly.
Let us confirm Claim 3. The inequality f1  f2 implies
f1 + g1  f2 + g1,
f1 + g2  f2 + g2
by g1, g2 ∈ R and Condition (i) in Definition 2.2. Also, g1  g2 implies
f1 + g1  f1 + g2,
f2 + g1  f2 + g2
by f1, f2 ∈ R and Condition (i) in Definition 2.2. Thus, f1 +g1  f2 +g1  f2 +g2.
Hence, Claim 3 holds by Condition 1b in Definition 2.2. Similarly, Claim 4 holds.
Let us prove Claim 5. By Claim 1, f1  f2 implies f1 − f2  0. Thus,
(f1− f2)g = f1g− f2g  0 by Condition (ii) in Definition 2.2 for g  0. Moreover,
f1g  f2g by Claim 1. Claim 6 follows similarly.
Let us prove Claim 7. By Claim 5, f1  f2 gives
f1g1  f2g1,
f1g2  f2g2.
Thus, we obtain f1g1  f2g1  f2g2, because g1  g2 implies
f1g1  f1g2,
f2g1  f2g2.
Hence, f1g1  f2g2 by Condition 1b in Definition 2.2. Moreover, f2g2  0 by
f2, g2  0 and Condition (ii) in Definition 2.2. Claim 8 holds similarly.
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Let us introduce the following subsets of binary relations.
Definition 2.4. Suppose a binary relation ≥ on a set R. Then, let S(≥, R) denote
a subset of R such that
f ∈ S(≥, R)
if and only if
f ≥ g or g ≥ f
for some g ∈ R.
Then, let us state the following for porings and strict porings.
Lemma 2.5. Assume a ring Q. It holds the following.
1. If R ⊂ Q is a poring of , then
S(, Q) ∩R = R.
2. Similarly, if R ⊂ Q is a strict poring of  such that some f, g ∈ Q satisfy
f  g. then
S(, Q) ∩R = R.
3. If R ⊂ Q is a poring of  and strict poring of  such that
S(, Q) ∩R = S(, Q) ∩R = R, (2.2.1)
then there exist some f, g ∈ Q such that f  g.
Proof. Let us prove Claim 1. The reflexivity of  implies 0  0. Thus, h  h
for each h ∈ R by Condition (i) of Definition 2.2. Thus, Claim 1 follows from
Definition 2.4.
Let us prove Claim 2. By Lemma 2.3, f  g implies f − g  0. Hence,
f − g + h  h for each h ∈ R by Condition (i) of Definition 2.2.
Let us prove Claim 3. By Equations 2.2.1, we have 0 ∈ S(, Q). Thus, there
exists some f ∈ Q such that f  0 or 0  f by Definition 2.4.
Let us introduce the notion of squaring orders by two subrings and four binary
relations of a ring.
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Definition 2.6. Suppose binary relations ≥, > on a ring R such that S(≥, R) =
S(>,R) ⊂ R is the poring of ≥ and strict poring of >. Moreover, assume the
following conditions.
• f > g implies f ≥ g.
• There exists a binary relation  on R with the following conditions.
1. f  0 implies f ≥ 0.
2. There exists the poring S(, R) ⊂ S(≥, R) of .
• There exists a binary relation  on R with the following conditions.
(a) f  0 implies f > 0.
(b) f  g implies f  g.
(c) f  g  h or f  g  h implies f  h.
(d) S(, R) = S(, R) is the strict poring of .
Then, we call , squaring orders on (R,≥, >). Also, we call  strict squaring
order of .
For simplicity, when we write squaring orders  and  on (R,≥, >), we assume
that  is a strict squaring order of . Also, we refer to squaring orders  and 
on (R,≥, >) as inequalities, if no confusion occurs.
We have the terminology “squaring orders”, because  and  complete the
following square diagram of implications:

> 
≥
For squaring orders , on (R,≥, >), we notice that  is not necessarily
“larger than or equal to”, because f  g and f 6= g is not necessarily the same
as f  g in Definition 2.6. This is important for us, because we use binary
relations ≥AX , >AX on Q(X). Furthermore, the equality S(, R) = S(, R) ⊂ R
confirms the following essential properties of usual equalities and strict inequalities
by squaring orders.
Proposition 2.7. Suppose squaring orders , on (R,≥, >). Then, we have the
following.
38
1. f1  f2 and g1  g2 imply f1 + g1  f2 + g2.
2. f1  f2  0 and g1  g2  0 imply f1g1  f2g2  0.
3. f1  f2  0 and g1  g2  0 imply f1g1  f2g2  0.
Proof. Let S = S(, R). Then, we have
S = S(, R) = S(, R) (2.2.2)
by Condition (d) in Definition 2.2. Let us confirm Claim 1. By Condition (b) in
Definition 2.2, g1  g2 gives g1  g2. Then, by Condition (i) in Definition 2.2,
f1  f2 implies
f1 + g1  f2 + g1, (2.2.3)
f1 + g2  f2 + g2.
Moreover, by Condition (i) in Definition 2.2 and Equations 2.2.2, g1  g2
implies
f1 + g1  f1 + g2,
f2 + g1  f2 + g2 (2.2.4)
for f1, f2 ∈ S = S(, R). Then, f1 + g1  f2 + g1  f2 + g2 by Inequalities 2.2.3
and 2.2.4. Hence, Claim 1 holds by Condition (c) in Definition 2.6.
Let us prove Claim 2. By Condition (c) in Definition 2.6, g1  g2  0 and
f1  f2  0 imply f1, g1  0. Thus, by Claim 6 of Lemma 2.3, f1  f2 and g1  g2
imply
f1g1  f2g1,
f1g1  f1g2. (2.2.5)
Moreover, by Condition (b) of Definition 2.6, f1  f2  0 and g1  g2  0 imply
f1  f2  0 and g1  g2  0. Thus, by Claim 5 of Lemma 2.3,
f1g2  f2g2, (2.2.6)
f2g1  f2g2.
Hence, f1g1  f1g2  f2g2 by Inequalities 2.2.5 and 2.2.6. Therefore, f1g1  f2g2
by Condition (c) in Definition 2.6. Also, we have f2g2  0 by f2, g2  0 and
Condition (ii) in Definition 2.2.
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Let us prove Claim 3. By Condition (c) in Definition 2.6, g1  g2  0 implies
g1  0. Hence, g1  0 by Condition (b) in Definition 2.6. Thus, by Claim 5 of
Lemma 2.3, f1  f2 implies
f1g1  f2g1.
Therefore, we obtain f1g1  f2g1  f2g2, because g1  g2 and f2  0 give
f2g1  f2g2.
by Claim 6 of Lemma 2.3. This implies f1g1  f2g2 by Condition (c) in Definition
2.6. Moreover, f2  0 implies f2  0 by Condition (b) in Definition 2.6. Therefore,
f2g2  0 by Condition (ii) in Definition 2.2.
In particular, we obtain the following corollary for our later discussion (see
proofs of Theorems 5.7 and 5.25).
Corollary 2.8. Suppose squaring orders , on (R,≥, >). Also, assume f1, f2, g1, g2 ∈
R such that
f1  f2  0 and g1  g2  0, (2.2.7)
f1  0 and g1  0, (2.2.8)
g2  0 or g2 = 0. (2.2.9)
Then, we obtain
f1g1  f2g2  0.
Proof. Since f2, g2  0, we have f2g2  0 by Condition (ii) of Definition 2.2.
Hence, let us prove f1g1  f2g2. By Conditions 2.2.7 and 2.2.9, we have the
following cases.
f1  f2  0 and g1  g2  0, (2.2.10)
f1  f2  0 and g1  g2 = 0. (2.2.11)
For Case 2.2.10, we obtain
f1g1  f2g2
by Proposition 2.7. For Case 2.2.11, we have f2g2 = 0 by g2 = 0. We have f1g1  0
by Condition 2.2.8 and Condition (ii) in Definition 2.2. Therefore, the assertion
holds.
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Let us prove the following lemma on ≥AX and >AX .
Lemma 2.9. It holds that S≥AX ⊂ Q(X) is the poring of ≥AX and strict poring
of >AX such that
S≥AX = S(≥AX ,Q(X)) = S(>AX ,Q(X)). (2.2.12)
Moreover, f >AX g implies f ≥AX g.
Proof. Let f ∈ S≥AX . Then, f(r)−f(r) = 0 ≥ 0 for each r ∈ AX implies f ≥AX f .
Also, if f1 ≥AX f2 and f2 ≥AX f3, then f1(r)− f2(r) ≥ 0 and f2(r)− f3(r) ≥ 0 for
each r ∈ AX . Thus, f1(r)− f3(r) ≥ 0 for each r ∈ AX . Therefore, f1 ≥AX f3.
If f ≥AX g and g ≥AX f , then f(r) − g(r) ≥ 0 and g(r) − f(r) ≥ 0 for each
r ∈ AX . Thus, f(r) = g(r) for each r ∈ AX . Then, by the definition of S≥AX , we
have f1, f2, g1, g2 ∈ Q[X] such that f2(r), g2(r) 6= 0 for each r ∈ AX and f = f1f2
and g = g1
g2
. Thus, f(r) = g(r) for each r ∈ AX implies
g2(r)f1(r) = g1(r)f2(r)
for each r ∈ AX . Hence, g2f1 = g1f2 ∈ Q[X] by the fundamental theorem of
algebra. Thus, ≥AX satisfies Conditions 1a, 1b, 1c in Definition 2.2.
First, f1 ≥AX f2 and f3 ∈ S≥AX give
f1 + f3 ≥AX f2 + f3,
since f1(r) + f3(r)− (f2(r) + f3(r)) = f1(r)− f2(r) ≥ 0 for each r ∈ AX . Second,
f1 ≥AX 0 and f2 ≥AX 0 give
f1f2 ≥AX 0,
since f1(r) ≥ 0 and f2(r) ≥ 0 imply f1(r)f2(r) ≥ 0 for each r ∈ AX .
Thus, ≥AX satisfies Conditions (i) and (ii) in Definition 2.2. It follows that
S≥AX is a poring of ≥AX . Similarly, S≥AX is a strict poring of >AX , since f >AX
f does not hold for each f ∈ S≥AX . Moreover, Equations 2.2.12 follow from
Definitions 2.1 and 2.4 and Lemma 2.5.
The latter statement holds by Definition 2.1.
Let us introduce squaring orders on X, which specialize squaring orders on
(R,≥, >). We use these squaring orders on X to define the merged-log-concavity.
Definition 2.10. If  and  are squaring orders on (Q(X),≥AX , >AX ), we call
 and  squaring orders on X. In particular, we call  strict squaring order of
.
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The following lemma confirms the existence of squaring orders on X.
Lemma 2.11. It holds that >UX ,≥UX , >UX±1 ,≥UX±1 , >AX ,≥AX are squaring orders on
X. Also, >UX , >UX±1 , >AX are strict squaring orders of ≥UX ,≥UX±1 ,≥AX respectively.
Proof. First, let us prove that ≥AX is a squaring order on X and >AX is a strict
squaring order of ≥AX . By Lemma 2.9, S≥AX is the poring of ≥AX and strict
poring of >AX such that
S≥AX = S(≥AX ,Q(X)) = S(>AX ,Q(X)).
Thus, ≥AX , >AX on S≥AX satisfy conditions 2 and (d) in Definition 2.6. Further-
more, ≥AX , >AX on S≥AX satisfy conditions 1, (a), and (b) in Definition 2.6 by
Definition 2.1.
Let us confirm Condition (c) in Definition 2.6. Assume f1 ≥AX f2 >AX f3.
Then, for each r ∈ AX , f1(r) − f2(r) ≥ 0 and f2(r) − f3(r) > 0. Thus, we have
f1(r)− f3(r) = (f1(r)− f2(r)) + (f2(r)− f3(r)) > 0. This gives
f1 >AX f3.
Similarly, f1 >AX f2 ≥AX f3 implies f1 >AX f3. Hence, ≥AX , >AX are squaring
orders on X. In particular, >AX is a strict squaring order of ≥AX .
Second, let us prove that ≥UX is a squaring order on X and >UX is a strict
squaring order of ≥UX . Hence, let us prove that S≥UX = Q[X] is the poring of ≥UX
and strict poring of >UX such that
S≥UX = S(≥
U
X ,Q(X)) = S(>UX ,Q(X)). (2.2.13)
By 0 ∈ U and f − f = 0 ∈ U [X], f ≥UX f holds. Thus, Condition 1a
in Definition 2.2 holds. When f1 ≥UX f2 ≥UX f3, we have f1 − f2 ∈ U [X] and
f2−f3 ∈ U [X]. Thus, f1−f3 = (f1−f2)+(f2−f3) ∈ U [X], since U is a semiring.
Therefore, Condition 1b in Definition 2.2 follows.
If f1 ≥UX f2 and f2 ≥UX f1, then f1 − f2, f2 − f1 ∈ U [X]. Thus, U = U≥0 gives
f1 = f2.
So, we get Condition 1c in Definition 2.2. If f1 ≥UX f2 and f3 ∈ S≥UX , then
f1 + f3 ≥UX f2 + f3,
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since (f1 + f3)− (f2 + f3) = f1 − f3 ∈ U [X]. Also, f1, f2 ≥UX 0 implies
f1f2 ≥UX 0,
since U is a semiring. Thus, we obtain Conditions (i) and (ii) in Definition 2.2. In
particular, S≥UX is a poring of ≥UX . Similarly, S≥UX is a strict poring of >UX , since
f >UX g only holds when f 6= g.
Moreover, we obtain Equations 2.2.13 by Definition 2.1 and Lemma 2.5, because
U 6= {0} in Definition 2.1 for S≥UX = S(>UX ,Q(X)).
Thus, ≥UX , >UX on S≥UX satisfy conditions 2 and (d) in Definition 2.6. Also,
Conditions 1, (a), and (b) in Definition 2.6 hold by Definition 2.1. Let us check
Condition (c) in Definition 2.6. Assume
f1 >
U
X f2 ≥UX f3.
Then, f1 − f2 ∈ U [X] with f1 − f2 6= 0 and f2 − f3 ∈ U [X]. It follows that
f1 − f3 ∈ U [X] and f1 − f3 = (f1 − f2) + (f2 − f3) 6= 0 by U = U≥0 ⊂ Q.
Thus, f1 >UX f3. Similarly, f1 ≥UX f2 >UX f3 implies f1 >UX f3. Therefore, ≥UX , >UX
are squaring orders. In particular, >UX is a strict squaring order of ≥UX . Similar
arguments hold for ≥UX±1 , >UX±1 .
A strict squaring order  presumes some squaring order . Thus, we often
denote squaring orders {,} just by .
Also, let us mention that a strict squaring order  does not have to be one of
>UX , >UX±1 , or >AX . For example, a strict squaring order  on X can be defined
by convergent power series on AX with positive coefficients.
Let us use the following terminology to compare squaring orders.
Definition 2.12. Suppose fields Q(X1) ⊂ Q(X2). Also, assume O1 = {1,1} of
squaring orders on X1 and O2 = {2,2} of squaring orders on X2. Then, O2 is
said to be compatible to O1, if O1 and O2 satisfy the following conditions.
1. f 2 g holds whenever f 1 g for f, g ∈ Q(X1).
2. f 2 g holds whenever f 1 g for f, g ∈ Q(X1).
For example, letX1 = X2 in Definition 2.12. Then, {≥AX1 , >AX1} is compatible
to any {,} of squaring orders on X1.
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2.2.1 Admissible variables and fully admissible variables
By squaring orders, we introduce notions of admissible variables and fully ad-
missible variables to study the merged-log-concavity by polynomials with positive
integer coefficients.
Definition 2.13. Suppose O = {,} of squaring orders on X and an indeter-
minate x ∈ Q(X). We call x O-admissible (or admissible for short), if x and O
satisfy the following conditions.
1. f ≥x 0 implies f  0.
2. f >x 0 implies f  0.
3. 1 >AX x.
We refer to Conditions 1, 2, and 3 as the non-negative transitivity, positive tran-
sitivity, and the upper definite condition of (x,,) respectively.
For example, X1 ∈ X is {≥X , >X}-admissible. By an admissible variable x and
the merged-log-concavity, we later consider x-polynomials with positive integer
coefficients.
One can generalize Definition 2.13, taking f ≥Ux 0 and f >Ux 0 in the non-
negative and positive transitivities of (x,,). However, we stick to Definition
2.13 for our subsequent discussion. In particular, let us state the following conse-
quences of the existence of admissible variables.
Lemma 2.14. Assume O = {,} of squaring orders on X and x ∈ Q(X) of
O-admissible variables xi. Then, we have the following.
1. f  0 for each f ∈ Z≥0[x].
2. f  0 for each non-zero f ∈ Z≥0[x].
Proof. Let us confirm Claim 1. For each f ∈ Z≥0[xi], it holds that f ≥xi 0. This
gives f  0 by the non-positive transitivity of (xi,,). Claim 1 holds, because
h1, h2  0 implies h1 + h2, h1h2  0 by Lemma 2.3. Claim 2 holds similarly.
Let us introduce the following binary relations on Q(X) with indeterminates
of Q(X).
Definition 2.15. Consider a semiring U ⊂ Q such that U = U≥0 and U 6= {0}.
Also, suppose l ∈ Z≥1 and x ∈ Q(X)l of indeterminates xi. Let Q[x] and U [x]
denote Q[x1, · · · , xl] and U [x1, · · · , xl]. Similarly, let Q[x±1] and U [x±1] denote
Q[x±11 , · · · , x±1l ] and U [x±11 , · · · , x±1l ].
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1. Let us write
S≥Ux = Q[x] ⊂ Q(X).
Then, let us define a binary relation ≥Ux on Q(X) such that for f, g ∈ Q(X),
f ≥Ux g
if
f, g ∈ S≥Ux ,
f − g ∈ U [x].
If also f − g 6= 0, let us define
f >Ux g.
2. Let us define
S≥U
x±1
= Q[x±1] ⊂ Q(X).
Moreover, let us write a binary relation ≥Ux±1 on Q(X) such that for f, g ∈
Q(X),
f ≥Ux±1 g,
if
f, g ∈ S≥U
x±1
,
f − g ∈ U [x±1].
If also f − g 6= 0, let us write
f >Ux±1 g.
For simplicity, let us take the following notation.
(a) Let f ≥x g, f >x g, f ≥x±1 g, and f >x±1 g denote f ≥Z≥0x g, f >Z≥0x g,
f ≥Z≥0x±1 g, and f >
Z≥0
x±1 g.
(b) If x = (q), let >Uq , ≥Uq , >Uq±1, and ≥Uq±1 denote >Ux ,≥Ux , >Ux±1, and ≥Ux±1
respectively.
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For an indeterminate x ∈ Q(X), the binary relation >x on Q(X) does not have
to be a squaring order on X, because x >AX 0 does not have to be true. Thus, let
us state the following lemma by admissible variables.
Lemma 2.16. Assume squaring orders O = {,} on X. Let y ∈ Q(X) be
O-admissible. Then, we have the following.
1. For each r ∈ AX , there exists y(r) ∈ R such that
0 < y(r) < 1.
2. Let us take l ∈ Z≥1 and x ∈ Q(X)l of admissible variables xi. Then, ≥Ux , >Ux
,≥Ux±1 , >Ux±1 are squaring orders on X. Also, >Ux , >Ux±1 are strict squaring
orders of ≥Ux ,≥Ux±1 respectively.
Proof. Let us prove Claim 1. Since y >y 0, we have y  0 by the positive tran-
sitivity of (y,,). This implies y >AX 0 by Condition (a) in Definition 2.6.
Hence, y(r) ∈ R exists and y(r) > 0 for each r ∈ AX . Moreover, the upper definite
condition of (y,,) implies 1 > y(r) for each r ∈ AX . Thus, Claim 1 holds.
Let us prove Claim 2 for ≥Ux , >Ux . Thus, we confirm Definition 2.6 for ≥Ux , >Ux .
By the proof of Lemma 2.11 for ≥UX and >UX , it suffices for us to prove Conditions
1, 2, (a), and (d) in Definition 2.6 for ≥Ux , >Ux .
First, let us prove that f ≥Ux 0 implies f ≥AX 0. Since U = U≥0 ⊂ Q, f ≥Ux 0
implies
rf ≥x 0
for some λ ∈ Q>0. Thus, rf  0 by Lemma 2.14. This implies λf ≥AX 0 by
Condition 1 of Definition 2.6 for the squaring order . Therefore, f ≥AX 0 by
λ > 0. Similarly, f >Ux 0 implies λf >x 0 for some λ ∈ Q>0. Thus, λf  0
by Lemma 2.14. Moreover, f >AX 0 by Condition (a) in Definition 2.6 for the
squaring order  and λ ∈ Q>0. Therefore, we obtain Conditions 1 and (a) in
Definition 2.6 for ≥Ux , >Ux .
Second, let us confirm Conditions 2 and (d) in Definition 2.6 for ≥Ux , >Ux . Be-
cause f ∈ Q[x] implies that f(r) ∈ R exists for each r ∈ AX by Claim 1, it follows
that S≥Ux = Q[x] is a subring of S≥AX . Moreover, we have
S≥Ux = S(≥Ux ,Q(X)) = S(>Ux ,Q(X))
by Definitions 2.4 and 2.15 and Lemma 2.5. Thus, we obtain Conditions 2 and (d)
in Definition 2.6 for ≥Ux , >Ux .
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Let us prove that ≥Ux±1 , >Ux±1 are squaring orders on X. By Lemma 2.11, let us
prove Conditions 1, 2, (a), and (d) in Definition 2.6 for ≥Ux±1 , >Ux±1 .
First, for each f ≥Ux±1 0, there exist some xu11 · · · xull of ui ∈ Z≥0 and λ ∈ Q>0
such that
λxu11 · · ·xull f ≥x 0.
Thus, λxu11 · · ·xull f ≥AX 0 as the discussion above for ≥Ux . Moreover, since xuii (r) ∈
R>0 for each r ∈ AX by Claim 1, we obtain f ≥AX 0 by λ ∈ Q>0. Similarly,
f >Ux±1 0 implies f >AX 0. Thus, we have Conditions 1 and (a) in Definition 2.6
for ≥Ux±1 , >Ux±1 .
Second, S≥U
x±1
= Q[x±1] is a subring of S≥AX , because f ∈ Q[x±1] implies that
f(r) ∈ R exists for each r ∈ AX by Claim 1. Furthermore, we have
S≥U
x±1
= S(≥Ux±1 ,Q(X)) = S(>Ux±1 ,Q(X))
by Definitions 2.4 and 2.15 and Lemma 2.5. Therefore, we have Conditions 2 and
(d) in Definition 2.6 for ≥Ux±1 , >Ux±1 .
We also have the following proposition on powers of admissible variables.
Proposition 2.17. Assume O = {,} of squaring orders on X. Let x ∈ Q(X)
be O-admissible. Then, xλ is O-admissible for each λ ∈ Z>0.
Proof. We have the non-negative and positive transitivities of (xλ,,), because
f ≥xλ 0 and f >xλ 0 imply f ≥x 0 and f >x 0 by λ ∈ Z>0. Since 0 < x(r) < 1 for
r ∈ AX by Lemma 2.16, we have 1 >AX xλ. Hence, the upper definite condition
of (xλ,,) holds.
Moreover, let us introduce the notion of fully admissible variables.
Definition 2.18. Suppose O = {,} of squaring orders on X. Let x ∈ Q(X)
be O-admissible. We call x fully O-admissible by X (or fully admissible for sim-
plicity), if there exists d ∈ Z>0 such that x 1d ∈ X.
Let α ∈ Zl>0 of some l ∈ Z≥1. Then, to be clear, let us mention that we take
lcm(α) for the least common multiple lcm(α1, · · · , αl). Also, we take gcd(α) for the
greatest common divisor gcd(α1, · · · , αl). Then, the following proposition provides
examples of admissible variables and fully admissible variables.
Proposition 2.19. Let l ∈ Z≥1, α, β ∈ Zl>0, and d = lcm(α). Assume q
1
d ∈ X.
Then, β−1i · q
1
αi is {>AX ,≥AX}-admissible for each 1 ≤ i ≤ l. Also, q
1
αi is fully
{>X ,≥X}-admissible and {>X±1 ,≥X±1}-admissible for each 1 ≤ i ≤ l.
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Proof. When 0 < q
1
d < 1, we have 1 > β−1i q
1
αi by βi ∈ Z>0 and d = lcm(α). Also,
f ≥
β−1i q
1
αi
0 and f >
β−1i q
1
αi
0 imply f ≥AX 0 and f >AX 0. Thus, β−1i · q
1
αi is
{>AX ,≥AX}-admissible for each 1 ≤ i ≤ l. By d = lcm(α), the latter statement
holds.
In the following, for x ∈ Q(X) and some chosen r ∈ AX , we also write x for
the real value x(r), if no confusion occurs.
2.3 Some notations of tuples
In later sections, we use multi-indices and multi-variables given by the merged-log-
concavity. Hence, let us summarize some notations of tuples. Also, we also write
some notations of q-binomial coefficients, q-Pochhammer symbols, q-numbers, and
q-factorials over tuples for later discussion.
Let us use the following notations such as for the number of elements, flatness,
flip, and concatenation of tuples.
Definition 2.20. Assume d, d′ ∈ Z≥1, f ∈ Q(X), m ∈ Q(X)d, and m′ ∈ Q(X)d′.
1. Let us write
l(m) = d.
Moreover, let us write l(f,m) ∈ Z≥0 such that
l(f,m) = #{i | f = mi}.
2. If
mi = md−i+1
for each 1 ≤ i ≤ d, then m is said to be symmetric.
3. If
m1 = m2 = · · · = md,
then m is said to be flat. In particular, let ιd(f) ∈ Q(X)d be the flat tuple
such that
ιd(f) = (f, f, · · · , f).
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4. Let us write the flip m∧ ∈ Q(X)d such that
m∧ = (md,md−1, · · · ,m1).
5. Let us write the concatenation m unionsqm′ ∈ Q(X)d+d′ such that
(m unionsqm′)i = mi if 1 ≤ i ≤ d,
(m unionsqm′)i = m′i if i+ 1 ≤ i ≤ d+ d′.
Also, let
munionsq = m unionsqm∧.
Let us put the following notations for sums, products, exponents, and Hadamard
products of tuples.
Definition 2.21. Suppose l, l′ ∈ Z≥1, m ∈ Q(X)l, and m′ ∈ Q(X)l′.
1. We write
∑
m,
∏
m ∈ Q(X) such that∑
m =
∑
1≤i≤l
mi,∏
m =
∏
1≤i≤l
mi.
2. For each f ∈ Q(X)l, let us put fm′ ∈ Q(X)min(l,l′) such that
fm
′
= (f
m′i
i )1≤i≤min(l,l′),
if each fmii is defined in Q(X).
3. Let us put m+m′,m−m′ ∈ Q(X)min(l,l′) by
m+m′ = (mi +m′i)1≤i≤min(l,l′),
m−m′ = (mi −m′i)1≤i≤min(l,l′).
4. For 1 ≤ λ1 ≤ λ2 ≤ l, let us put m(λ1, λ2),m(λ2, λ1) ∈ Q(X)λ2−λ1+1 such
that
m(λ1, λ2) = (mλ1 ,mλ1+1, · · · ,mλ2) = (mλ1+i−1)1≤i≤λ2−λ1+1,
m(λ2, λ1) = (mλ2 ,mλ2−1, · · · ,mλ1) = (mλ2−i+1)1≤i≤λ2−λ1+1,
which coincides with m(λ1, λ2)∧.
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5. Suppose λ1, λ2 such that 1 ≤ λ1 ≤ λ2 ≤ l, l′′ = λ2−λ1 +1, and m′′ ∈ Q(X)l′′.
Then, let us define m+(λ1,λ2) m′′,m−(λ1,λ2) m′′ ∈ Q(X)l such that
m+(λ1,λ2) m
′′ = m(1, λ1 − 1) unionsq (m(λ1, λ2) +m′′(1, l′′)) unionsqm(λ2 + 1, l),
m−(λ1,λ2) m′′ = m(1, λ1 − 1) unionsq (m(λ1, λ2)−m′′(1, l′′)) unionsqm(λ2 + 1, l).
6. For each λ ∈ Q(X), let us write λ ±m = m ± λ ∈ Q(X)l and λm = mλ ∈
Q(X)l such that
λ±m = (λ±mi)1≤i≤l,
λm = (λmi)1≤i≤l.
7. Let us put the Hadamard product (term-wise product) m ◦m′ such that
m ◦m′ = (mim′i)1≤i≤min(l,l′) ∈ Q(X)min(l,l
′).
Moreover, let us put the following inequalities of tuples.
Definition 2.22. Suppose m,m′ ∈ Ql for some l ∈ Z≥1.
1. Let us write
m ≥ m′,
when
mi ≥ m′i
for each 1 ≤ i ≤ l.
2. Similarly, let us write
m > m′,
when
mi > m
′
i
for each 1 ≤ i ≤ l.
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3. Assume λ ∈ Zˆ. Then, let us write
m ≥ λ
if mi ≥ λ for each 1 ≤ i ≤ l. Similarly, let us write
m > λ
if mi > λ for each 1 ≤ i ≤ l.
4. Let us call m ∈ Ql positive, negative, or zero, if m > 0, m < 0, or m = ιl(0)
respectively. Similarly, let us call m ∈ Ql non-negative or non-positive, if
m ≥ 0 or m ≤ 0 respectively.
Furthermore, let us use the following notation for q-binomial coefficients, q-
Pochhammer symbols, q-numbers, and q-factorials in Definition 1.5 over tuples.
Definition 2.23. Assume l ∈ Z≥1, x ∈ Q(X)l of indeterminates xi, andm,m′, w ∈
Zl≥0.
1. Let us write
(m)wx =
∏
1≤i≤l
(mi)
wi
xi
=
∏
1≤i≤l
(xi;xi)
wi
mi
,
[m]wx =
∏
1≤i≤l
[mi]
wi
xi
,
[m]!wx =
∏
1≤i≤l
[mi]!
wi
xi
,[
m
m′
]w
x
=
∏
1≤i≤l
[
mi
m′i
]wi
xi
.
For simplicity, let (m)x = (m)
ιl(1)
x , [m]x = [m]
ιl(1)
x , [m]!x = [m]!
ιl(1)
x , and[
m
m′
]
x
=
[
m
m′
]ιl(1)
x
.
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2. For a single indeterminate y ∈ Q(X), let us write
(m)wy =
∏
1≤i≤l
(mi)
wi
y ,
[m]wy =
∏
1≤i≤l
[mi]
wi
y ,
[m]!wy =
∏
1≤i≤l
[mi]!
wi
y ,[
m
m′
]w
y
=
∏
1≤i≤l
[
mi
m′i
]wi
y
.
Also, let (m)y = (m)
ιl(1)
y , [m]y = [m]
ιl(1)
y , [m]!y = [m]!
ιl(1)
y , and
[
m
m′
]
y
=[
m
m′
]ιl(1)
y
for simplicity.
2.4 Fitting condition
We introduce the notion of fitting condition to state the merged-log-concavity.
This extends the simpler version of the merged-log-concavity in Definition 1.6 over
Z to the full-version of the merged-log-concavity in Definition 2.39 over Cartesian
products Zl. Let us use the following notion of gates.
Definition 2.24. Suppose s = (s1, s2) ∈ Zˆ2, l ∈ Z≥1, and U ⊂ R ∪ {∞} (such as
Z, Zˆ,Q,R). We call s gate, if
s1 ≤ s2.
Moreover, for a gate s ∈ Zˆ2, let us use the following notations.
1. We call s finite, if
s2 <∞.
2. We call s semi-infinite, if
s2 =∞.
3. We write
mCU l s
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if and only if m ∈ U l and
s1 ≤ m ≤ s2.
If it is clear from context, we write mC s for simplicity.
4. Similarly, we write
mCU s
when m ∈ U and s1 ≤ m ≤ s2. If it is clear from context, we simply write
mC s.
5. For a sequence r = {rm ∈ Q(X)}mCZs and λ ∈ R, we write
λr = rλ = {λrm}mCZs.
We also introduce the following notions of σ-plus, σ-minus, and σ-equivalence
to define the fitting condition.
Definition 2.25. Suppose l ∈ Z≥1 and k, k′ ∈ Q(X)2l.
1. For each 1 ≤ i ≤ l, let us define σ(k) ∈ Q(X)l by
σ(k)i =
∑
k(i+ 1, 2l − i+ 1).
2. Furthermore, let us define m k,m k ∈ Q(X)l by
(m k)i = m+ σ(k)∧,
(m k)i = m− σ(k).
Let us call  and  σ-plus and σ-minus.
3. Let us call k and k′ σ-equivalent (or equivalent for short), if
σ(k) = σ(k′).
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Remark 2.26. We often need these σ-plus and σ-minus to study the merged-log-
concavity. Thus, for each l ∈ Z≥1, m ∈ Q(X)l, and k ∈ Q(X)2l, let us write down
the following equations.
(m k)1 = m1 + σ(k)l = m1 +
∑
k(l + 1, l + 1),
(m k)2 = m2 + σ(k)l−1 = m2 +
∑
k(l, l + 2),
· · · ,
(m k)l−1 = ml−1 + σ(k)2 = ml−1 +
∑
k(3, 2l − 1),
(m k)l = ml + σ(k)1 = ml +
∑
k(2, 2l),
(m k)1 = m1 − σ(k)1 = m1 −
∑
k(2, 2l),
(m k)2 = m2 − σ(k)2 = m2 −
∑
k(3, 2l − 1),
· · · ,
(m k)l−1 = ml−1 − σ(k)l−1 = ml−1 −
∑
k(l, l + 2),
(m k)l = ml − σ(k)l = ml −
∑
k(l + 1, l + 1).
Let us introduce the fitting condition.
Definition 2.27. Suppose l ∈ Z≥1, w ∈ Zl, m,n ∈ Zl, k ∈ Z2l, and a gate
s ∈ Zˆ2≥0.
1. Let us define
a = ν(k) ∈ Z2l,
b = ν(m,n, k) ∈ Z2l
such that
ai =
∑
k(1, i) for 1 ≤ i ≤ 2l, (2.4.1)
bi = ai +mi for 1 ≤ i ≤ l, (2.4.2)
bi = ai + ni−l for l + 1 ≤ i ≤ 2l. (2.4.3)
2. Let us call (s, l,m, n, k) fitting, if
m,nCZl s, (2.4.4)
b1 ≤ · · · ≤ bl < bl+1 ≤ · · · ≤ b2l, (2.4.5)
0 ≤ a1 ≤ · · · ≤ al < al+1 ≤ · · · ≤ a2l. (2.4.6)
54
We refer to Conditions 2.4.4, 2.4.5, and 2.4.6 as the inclusion condition, top
sequence condition, and bottom sequence condition of (s, l,m, n, k).
3. Let us call a fitting (s, l,m, n, k) wrapped, if
m k CZl s,
n k CZl s.
Example 2.28. When l = 2, suppose a fitting (s, l,m, n, k) with a = ν(k) and
b = ν(m,n, k). Then, there exists the following diagram:
b1 ≤ b2 < b3 ≤ b4≥
m1
≥
m2
≥
n1
≥
n2
0
k1≤ a1
k2≤ a2
k3
< a3
k4≤ a4,
where numbers on inequalities indicate corresponding differences.
Let us obtain some positivities of fitting tuples.
Lemma 2.29. Let us consider a fitting (s, l,m, n, k). Then, we have
σ(k)1 ≥ · · · ≥ σ(k)l = kl+1 > 0. (2.4.7)
Also, we have
ki ≥ 0 (2.4.8)
for each 1 ≤ i ≤ 2l.
Proof. Since σ(k)i =
∑
k(i + 1, 2l − i + 1) = a2l−i+1 − ai for each 1 ≤ i ≤ l,
Inequalities 2.4.7 hold by the bottom sequence condition of (s, l,m, n, k). Since
ai+1− ai = ki+1 for each 1 ≤ i ≤ 2l− 1 and a1 = k1, Inequality 2.4.8 holds also by
the bottom sequence condition of (s, l,m, n, k).
Moreover, the one-width fitting condition gives the following lemma.
Lemma 2.30. Suppose a gate s ∈ Zˆ2≥0 and l = 1. Also, assume m,n ∈ Zl≥0
and k ∈ Z2l≥0. Then, (s, l,m, n, k) is fitting if and only if we have the following
conditions:
m,nCZl s,
k1 ≥ 0, k2 ≥ 1,
n1 + k2 > m1.
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Proof. Let a = ν(k) and b = ν(m,n, k). First, we need m,nCZl s by the inclusion
condition of (s, l,m, n, k). Second, the bottom sequence condition of (s, l,m, n, k)
for l = 1 is equivalent to
a1 = k1 ≥ 0,
a2 − a1 = k2 ≥ 1.
Third, the top sequence condition of (s, l,m, n, k) for l = 1 is equivalent to b2 > b1,
which is equivalent to
b2 − b1 = (n1 + k1 + k2)− (m1 + k1) = n1 + k2 −m1 > 0.
Hence, the assertion holds.
Let us mention that Section 7.6 (see Remark 7.29) discusses a variant of the
fitting condition by the merged-log-concavity.
2.5 Base shift functions and mediators
We consider the change of variables such as [n]x 7→ [n]xλ of λ ∈ Z≥1 by the
merged-log-concavity and the following notion of base shift functions.
Definition 2.31. Assume an indeterminate x ∈ Q(X), a gate s ∈ Zˆ2≥0, λ1, λ2 ∈
Z≥0, λ3 ∈ Z≥1, and a non-zero φ(x) ∈ Q(x). Then, we define the base shift
function b(s, λ1, λ2, φ, λ3, x,X) ∈ Q(X) such that
b(s, λ1, λ2, φ, λ3, x,X) =
φ(xλ3)λ1λ2 [λ2]!
λ1
xλ3
φ(x)λ1λ2 [λ2]!
λ1
x
if λ2 CZ s,
b(s, λ1, λ2, φ, λ3, x,X) = 0 else.
Let us state some special cases of base shift functions.
Lemma 2.32. Assume that either λ1 = 0, λ2 = 0, or λ3 = 1. Then, we have
b(s, λ1, λ2, φ, λ3, x,X) = 0 if λ2 6CZ s, (2.5.1)
b(s, λ1, λ2, φ, λ3, x,X) = 1 else.
Proof. Equation 2.5.1 holds by Definition 2.31. Hence, let us assume λ2 CZ s.
When λ3 = 1, it holds that
φ(xλ3)λ1λ2 [λ2]!
λ1
xλ3
= φ(x)λ1λ2 [λ2]!
λ1
x .
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When λ1 = 0 or λ2 = 0, we have
1 = φ(xλ3)λ1λ2 [λ2]!
λ1
xλ3
= φ(x)λ1λ2 [λ2]!
λ1
x = 1.
Thus, the assertion holds.
Let l ∈ Z≥1. For x ∈ Q(X)l and φ(x) ∈
∏
1≤i≤lQ(xi), let us write
φ(x)i = φi(xi) ∈ Q(xi).
Then, we make the following multi-index version of base shift functions.
Definition 2.33. Suppose l ∈ Z≥1 and x ∈ Q(X)l of indeterminates xi. Also,
assume λ1, λ2 ∈ Zl≥0, λ3 ∈ Zl≥1, and φ(x) ∈
∏
1≤i≤lQ(xi) such that 0 6= φi(xi) ∈
Q(xi) for each 1 ≤ i ≤ l.
1. Let us define the base shift function B(s, l, λ1, λ2, φ, λ3, x,X) ∈ Q(X) such
that
B(s, l, λ1, λ2, φ, λ3, x,X) =
∏
1≤i≤l
b(s, λ1,i, λ2,i, φi, λ3,i, xi, X).
2. For each m,n ∈ Zl, let us define the base shift function
B(s, l, w,m, n, φ, ρ, x,X) ∈ Q(X)
by
B(s, l, w,m, n, φ, ρ, x,X)
= B(s, l, w,m, φ, ρ, x,X) ·B(s, l, w, n, φ, ρ, x,X).
We make the following notion of mediators by admissible variables. By me-
diators and the merged-log-concavity, we later study q-Pochhammer symbols and
their analogues (see Proposition 3.1 and Section 9.2).
Definition 2.34. Assume a gate s ∈ Zˆ2≥0, l ∈ Z≥1, ρ ∈ Zl≥1, and w ∈ Zl≥0.
Let x ∈ Q(X)l consist of -admissible variables. Let us call φ(x) ∈ ∏1≤i≤lQ(xi)
(s, l, w,, ρ, x,X)-mediator (or mediator for short), if (s, l, w,, φ, ρ, x,X) satis-
fies the following conditions.
1. φ(x)wii >AX 0 for each 1 ≤ i ≤ l.
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2. For each mCZl s, it holds that
B(s, l, w,m, φ, ρ, x,X)  0.
We refer to Conditions 1 and 2 as the term-wise mediator condition and the base-
shift mediator condition of (s, l, w,, φ, ρ, x,X).
In particular, if φ(x) is a (s, l, w,, ρ, x,X)-mediator, we have
B(s, l, w,m, n, φ, ρ, x,X)  0
for each m,nCZl s by the definition of the squaring order .
For later discussion, let us use the following notations for formal power series
and Laurent polynomials.
Definition 2.35. Let Q be a commutative ring.
1. For some l ∈ Z≥1, suppose a ring of formal power series K = Q[[z1, z2, · · · , zl]]
and f ∈ K.
(a) Let us write
f =
∑
i1,···,il∈Z
fi1,···,ilz
i1
1 · · · zill .
(b) For z = (zi)1≤i≤l and each k ∈ Z, let us write
totz,k(f) =
∑
∑
1≤i≤l ij=k
fi1,···,il ∈ Q.
2. Suppose a ring of Laurent polynomials K = Q[u, u−1] and f ∈ K.
(a) Let us write
f =
∑
i∈Z
fiu
i.
(b) If f 6= 0, integers Du,f = degu f and Ou,f = orduf satisfy
fDu,f 6= 0,
fDu,f+λ = 0 for any λ ≥ 1,
and
fOu,f 6= 0,
fOu,f−λ = 0 for any λ ≥ 1.
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(c) For our convention, let us put
degu 0 = Du,0 = −∞,
ordu0 = Ou,0 =∞.
2.5.1 Canonical mediators
We introduce the notion of canonical mediators by polynomials. Hence, let us
prove the following proposition to identify some mediators by polynomials. For a
-admissible variable q ∈ Q(X), we recall that there exists the squaring order >q
by Lemma 2.16.
Proposition 2.36. Assume that l = 1, q ∈ Q(X) is -admissible, and x = (q).
Let us take φ(x) ∈ Q[x]l such that
0 < degqφ(x)1 ≤ 1.
Then, φ(x) is a (s, l, w,>q, ρ, x,X)-mediator for any gate s ∈ Zˆ2≥0, ρ ∈ Zl≥1, and
w ∈ Zl≥0 if and only if
φ(x)1 = u(1− q) ∈ Q(X)
for some u ∈ Q>0.
Proof. First, we assume φ(x)1 = u(1 − q) for some u ∈ Q>0. Let us prove that
φ(x) is a (s, l, w,>q, ρ, x,X)-mediator for any gate s ∈ Zˆ2≥0, ρ ∈ Zl≥1, and w ∈ Zl≥0.
Thus, let s = (0,∞) without loss of generality.
We have
φ(x)1 >AX 0,
since 0 < q(r) < 1 for each r ∈ AX by Lemma 2.16. Hence, let us prove
B(s, l, w,m, φ, ρ, x,X) >q 0 (2.5.2)
for each m CZl s, ρ ∈ Zl≥1, and w ∈ Zl≥0. When m = (0) CZ1 s, Lemma 2.32
gives B(s, l, w,m, φ, ρ, x,X) = 1. Hence, let us assume otherwise. Then, for each
ρ ∈ Zl≥1, w ∈ Zl≥0, and m CZl s such that m1 > 0, we have the following strict
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inequality:
B(s, l, w,m, φ, ρ, x,X) =
(u(1− qρ1))m1w1 [m1]!w1qρ1
(u(1− q))m1w1 [m1]!w1q
=
(m1)!
w1
qρ1
(m1)!
w1
q
=
∏
1≤h≤m1
(h)w1qρ1
(h)w1q
=
∏
1≤h≤m1
[ρ1]
w1
qh
>q 0.
Thus, Inequality 2.5.2 holds for each mCZl s, ρ ∈ Zl≥1, and w ∈ Zl≥0.
Let us prove the converse. Thus, assume s = (0,∞) and φ(x)1 = κ1 − κ2q 6= 0
for some κ1, κ2 ∈ Q. Then, for m = (2), w = (1), and ρ = (2), the base-shift
mediator condition of (s, l, w,>q, φ, ρ, x,X) implies
(κ1 − κ2q2)2(1 + q2)
(κ1 − κ2q)2(1 + q) >q 0.
Since 1 + q does not divide 1 + q2 in Q[x], we need
κ1 − κ2(−1)2 = 0.
Therefore, κ1 = κ2. Furthermore, since 0 < q(r) < 1 for each r ∈ AX by Lemma
2.16, the term-wise mediator condition φ(x)w11 = κ1(1 − q) >AX 0 implies κ1 ∈
Q>0.
Let us introduce the notion of canonical mediators by Proposition 2.36. Canon-
ical mediators give q-Pochhammer symbols in our later discussion.
Definition 2.37. For l ∈ Z≥1 and a tuple of indeterminates z = (z1, · · · , zl), let
φ(z) = (1− z1, · · · , 1− zl) ∈
∏
1≤i≤l
Q(zi).
We call φ(z) canonical l-mediator (or canonical mediator for short).
60
2.6 Definition of the merged-log-concavity
Let us introduce notions of parcels, merged determinants, and the merged-log-
concavity to study a log-concavity of rational functions in some generality. This
uses notions of squaring orders, admissible variables, gates, and mediators in Def-
initions 2.6, 2.13, 2.24, and 2.34. Also, let us introduce the following notion of
doubly positive rational functions.
Definition 2.38. Suppose l ∈ Z≥1 and a gate s ∈ Zˆ2≥0. Then, we call a family
fs = {fs,m ∈ Q(X)}m∈Zl doubly (s, l,)-positive (or doubly positive for short), if
fs,mfs,n  0 for m,nCZl s,
fs,m = 0 else.
Then, we introduce notions of parcels, merged determinants, and the merged-
log-concavity as follows.
Definition 2.39. Suppose the following:
• a gate s ∈ Zˆ2≥0 and O = {,} of squaring orders on X,
• an integer l ∈ Z≥1 and w, ρ ∈ Zl≥0,
• a tuple x ∈ Q(X)l of -admissible variables xi and (s, l, w,, ρ, x,X)-mediator
φ(x) ∈∏1≤i≤lQ(xi),
• a doubly (s, l,)-positive family fs of rational functions in Q(X).
Then, let us introduce the following notions.
1. We define a parcel
F = Λ(s, l, w,, fs, φ, ρ, x,X)
to be family F = {Fm ∈ Q(X)}m∈Zl of rational functions in Q(X) such that
Fm = fs,m∏
φ(x)m◦w · [m]!wx
if mCZl s,
Fm = 0 else.
We call s, l, w,, fs, φ, ρ, x, and X of F as parcel parameters of F . In par-
ticular, we refer to s, l, w, , fs, φ, ρ, x, and X of F as the gate, width,
weight, squaring order, numerator, mediator, base shift, base, and coordinate
of F .
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2. Assume a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) with m,n ∈ Zl, k ∈ Z2l≥0,
a = ν(k), and b = ν(m,n, k). Then, we define the merged determinant
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ∈ Q(X)
such that
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
=
(∏
(φ(xρ)unionsq)(b−a)◦w
unionsq
)
· [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
· (FmFn∧ −FmkF(nk)∧) .
3. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) and squaring orders O′ =
{′,′} compatible to O.
(a) We call F (s, l, w,′, φ, ρ, x,X)-merged-log-concave (or ′-merged-log-
concave for short), if
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for any fitting (s, l,m, n, k).
(b) Similarly, we call F (s, l, w,′, φ, ρ, x,X)-merged-log-concave (or ′-
merged-log-concave for short), if
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for any fitting (s, l,m, n, k).
Thus, a parcel is a family of rational functions with parcel parameters. In
particular, we consider
F = F ′
for parcels F and F ′ of a gate s, width l, and Q(X), if
Fm = F ′m
in Q(X) for each mCZl s. However, in most cases, parcel parameters of a parcel F
are clear in their context. Thus, we simply say the ′-(or ′-)merged-log-concavity
of F in most cases (see Claim (b) of Proposition 12.5 for an exception).
On the notation, let us write the real value of F = Λ(s, l, w,, fs, φ, ρ, x,X)
for each r ∈ AX and m ∈ Zl by Fm(r) ∈ R. Also, let us put the following notation
to simplify the notation of Definition 2.39 in some cases.
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Definition 2.40. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X).
1. If φ(x) is the canonical l-mediator, we write
Λ(s, l, w,, fs, ρ, x,X) = Λ(s, l, w,, fs, φ, ρ, x,X),
∆(F)(s, l, w,m, n, k, ρ, x,X) = ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
2. When ρ = ιl(1), we write
Λ(s, l, w,, fs, φ, x,X) = Λ(s, l, w,, fs, φ, ρ, x,X),
∆(F)(s, l, w,m, n, k, φ, x,X) = ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
3. When ρ = ιl(1) and φ(x) is the canonical l-mediator, we write
Λ(s, l, w,, fs, x,X) = Λ(s, l, w,, fs, φ, ρ, x,X),
∆(F)(s, l, w,m, n, k, x,X) = ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
4. When w = ιl(0), we write
Λ(s, l,, fs, X) = Λ(s, l, w,, fs, φ, ρ, x,X),
∆(F)(s, l,m, n, k,X) = ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
3 Some properties of parcels and merged determi-
nants
We discuss some properties of parcels and the merged-log-concavity before taking
explicit merged-log-concave parcels. First, we obtain parcels with q-Pochhammer
symbols and invariance of the merged-log-concavity on choices of mediators by
trivial base shifts. Then, we introduce the notion of optimal parcel coordinates,
because for a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X), we consider explicit values
Fm(r) ∈ R ofm ∈ Zl and r ∈ AX . After that, we describe merged determinants by
Gaussian binomial coefficients. This gives general non-negativities and positivities
of merged determinants. Furthermore, we discuss cut and shift operators of parcels
to obtain a parcel from another one in a general setting.
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3.1 Parcels with q-Pochhammer symbols
Let us obtain parcels with q-Pochhammer symbols by canonical mediators.
Proposition 3.1. Let F = Λ(s, l, w,, fs, ρ, x,X). Then, we have
Fm = fs,m
(m)wx
for mCZl s, (3.1.1)
Fm = 0 else. (3.1.2)
Moreover, for each m,n ∈ Zl, a = ν(k), b = ν(m,n, k), ρ ∈ Zl≥1, and y = xρ, we
have
∆(F)(s, l, w,m, n, k, ρ, x,X) = (b)
wunionsq
yunionsq
(a)w
unionsq
yunionsq
· (FmFn∧ −FmkF(nk)∧) . (3.1.3)
Proof. Let us take φ(x) = (1− x1, · · · , 1− xl) ∈
∏
1≤i≤lQ(xi). Then, we have∏
φ(x)m◦w · [m]!wx =
∏
1≤i≤l
(1− xi)miwi [mi]!wixi =
∏
1≤i≤l
(mi)
wi
xi
.
Thus, Equation 3.1.1 holds when mCZl s. Definition 2.39 for the parcel F yields
Equation 3.1.2. Also, we have
(φ(y)unionsq)b◦w
unionsq · [b]!wunionsqyunionsq =
∏
1≤i≤l
(1− yi)biwi [bi]wiyi
·
∏
1≤i≤l
(1− yl−i+1)bi+lwl−i+1 [bi+l]wl−i+1yl−i+1
=
∏
1≤i≤l
(bi)
wi
yi
·
∏
1≤i≤l
(bi+l)
wl−i+1
yl−i+1
= (b)w
unionsq
yunionsq .
Similarly, it holds that
(φ(y)unionsq)a◦w
unionsq · [a]!wunionsqyunionsq = (a)w
unionsq
yunionsq .
Hence, we obtain Equation 3.1.3.
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3.2 Invariance of the merged-log-concavity by trivial base
shifts
We obtain invariance of the merged-log-concavity on choices of mediators by trivial
base shifts. For this, let us introduce the following notation to better understand
ν in Definitions 2.27.
Definition 3.2. For l ∈ Z≥1 and a, b ∈ Z2l, let us define (a, b) = (m,n, k) such
that
m = (b− a)(1, l) ∈ Zl,
n = (b− a)(l + 1, 2l) ∈ Zl,
k = (a1, a2 − a1, · · · , a2l − a2l−1) ∈ Z2l.
We prove the following lemma for ν and  in Definitions 2.27 and 3.2.
Lemma 3.3. Assume l ∈ Z≥1, m,n ∈ Zl, k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k).
Then, we have the following equations:
m = (a, b)1, (3.2.1)
n = (a, b)2, (3.2.2)
k = (a, b)3, (3.2.3)
m k = (b− a∧)(1, l), (3.2.4)
n k = (b− a∧)(l + 1, 2l). (3.2.5)
Proof. For 1 ≤ i ≤ l, we have bi = ai + mi by Equation 2.4.2 in Definition 2.27.
Thus, it follows that bi − ai = mi for 1 ≤ i ≤ l. Therefore, Equation 3.2.2 holds
by Definition 3.2.
Similarly, for l + 1 ≤ i ≤ 2l, it holds that bi = ai + ni−l in Equation 2.4.3 in
Definition 2.27. Thus, bi − ai = ni−l for l + 1 ≤ i ≤ 2l. Therefore, Equation 3.2.1
holds by Definition 3.2.
By Equation 2.4.1 in Definition 2.27, we have ai =
∑
k(1, i) for each 1 ≤ i ≤ 2l.
This gives a1 = k1 and ai+1 − ai = ki+1 for each 1 ≤ i ≤ 2l − 1. Thus, Equation
3.2.3 follows from Definition 3.2.
Equation 3.2.4 holds, because each 1 ≤ i ≤ l gives
bi − a2l−i+1 =
∑
k(1, i) +mi −
∑
k(1, 2l − i+ 1)
= mi −
∑
k(i+ 1, 2l − i+ 1)
= mi − σ(k)i.
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We also obtain Equation 3.2.5, because each 1 ≤ i ≤ l gives
bi+l − al−i+1 =
∑
k(1, i+ l) + ni −
∑
k(1, l − i+ 1)
= ni +
∑
k(l − i+ 2, l + i)
= ni + σ(k)l−i+1.
Hence, each assertion holds.
Then, we obtain invariance of the merged-log-concavity on choices of mediators
by trivial base shifts in the following proposition.
Proposition 3.4. Suppose parcels F = Λ(s, l, w,, fs, φ, x,X) and G = Λ(s, l, w,
, fs, ψ, x,X). For a fitting (s, l,m, n, k), let a = ν(k) and b = ν(m,n, k). Then,
we have the following equations:∏
(φ(x)unionsq)(b−a)◦w
unionsq∏
φ(x)m◦w ·∏φ(x)n∧◦w =
∏
(ψ(x)unionsq)(b−a)◦w
unionsq∏
ψ(x)m◦w ·∏ψ(x)n∧◦w = 1, (3.2.6)∏
(φ(x)unionsq)(b−a)◦w
unionsq∏
φ(x)(mk)◦w ·∏φ(x)(nk)∧◦w =
∏
(ψ(x)unionsq)(b−a)◦w
unionsq∏
ψ(x)(mk)◦w ·∏ψ(x)(nk)∧◦w = 1. (3.2.7)
In particular, F is ′-merged-log-concave if and only if G is ′-merged-log-concave.
Also, F is ′-merged-log-concave if and only if G is ′-merged-log-concave.
Proof. Because
(φ(x)n
∧◦w)∧ = (φ(x)∧)(n
∧◦w)∧ = (φ(x)∧)n◦w
∧
,
we have ∏
φ(x)n
∧◦w =
∏
(φ(x)n
∧◦w)∧ =
∏
(φ(x)∧)n◦w
∧
.
Thus, it holds that∏
φ(x)m◦w ·
∏
φ(x)n
∧◦w =
∏
(φ(x) unionsq φ(x)∧)(munionsqn)◦(wunionsqw∧)
=
∏
(φ(x)unionsq)(munionsqn)◦w
unionsq
.
Moreover, because m unionsq n = b− a by Equations 3.2.1 and 3.2.2 in Lemma 3.3, we
obtain Equations 3.2.6.
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Similarly, it holds that∏
φ(x)(mk)◦w ·
∏
φ(x)(nk)
∧◦w =
∏
(φ(x)unionsq)(b−a
∧)◦wunionsq ,
because we have (mk)unionsq (nk) = b−a∧ by Equations 3.2.4 and 3.2.5 in Lemma
3.3. Thus, Equations 3.2.7 follow.
Latter statements hold by Equations 3.2.6 and 3.2.7 and Definition 2.39 for
merged determinants ∆(F) and ∆(G).
Proposition 3.4 gives the following equation
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = ∆(G)(s, l, w,m, n, k, ψ, ρ, x,X)
for each fitting (s, l,m, n, k), when ρ = ιl(1). However, in general, the following
equation
Fm(r) = Gm(r) ∈ R
is not true for r ∈ AX and m ∈ Zl≥0, even when ρ = ιl(1). Thus, choices of
mediators are important, because we consider values Fm(r),Gm(r) ∈ R to study
semi-strongly unimodal sequences.
We stick to Definition 2.39 of the merged-log-concavity, but there are variants
of Definition 2.39. For example, one can consider R(X) instead of Q(X), fmfn  0
instead of fmfn  0 for m,nCZl s, a different version of the fitting condition (see
Section 7.6 and Remark 7.29), or a different version of merged determinants (see
Remark 4.32).
3.3 Restrictions and optimal choices of coordinates
Let us take a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X). When we consider explicit
real values Fm(r) of m ∈ Zl and r ∈ AX , choices of X matter. Thus, we discuss
restrictions and optimal choices of parcel coordinates. Also, we introduce notions
of optimal and fully optimal parcel coordinates.
Let us make the following notion of faithful squaring orders.
Definition 3.5. Suppose Q(X1) of X1 = {X1,i}1≤i≤L1.
1. For an integer L2 ∈ Z such that 1 ≤ L2 ≤ L1, assume λ1 ∈ ZL2≥1 such that
1 ≤ λ1,1 < · · · < λ1,L2 ≤ L1 and λ2 ∈ ZL2≥1. Then, we write the restricted
coordinate X1,λ1,λ2 such that
X1,λ1,λ2 = {Xλ2,j1,λ1,j}1≤j≤L2 .
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2. Assume O1 = {1,1} of squaring orders on X1. We call O1 faithful, if
S(1|Q(X2),Q(X2)) = S(1|Q(X2),Q(X2))
for any X2 = X1,λ1,λ2.
Let us confirm the existence of faithful squaring orders.
Lemma 3.6. Assume O1 = {1,1} of squaring orders on X1. Let S1 = S(1
,Q(X1)) = S(1,Q(X1)). For some X2 = X1,λ1,λ2, suppose restrictions 2=1
|Q(X2), 2=1 |Q(X2), and S2 = S1 ∩ Q(X2). Also, consider a semiring U ⊂ Q
such that U = U≥0 and 1 ∈ U . Then, it holds the following.
1. We have S2 = S(2,Q(X2)).
2. If there exists an O1-admissible x ∈ Q(X1), then O1 is faithful.
3. If O1 is either {≥UX1 , >UX1}, {≥UX±11 , >
U
X±11
}, or {≥AX1 , >AX1}, then O1 is faith-
ful.
Proof. Let O2 = {2,2}. Let us prove Claim 1. First, S2 is the poring of 2,
because O2 is the restriction of O1 to Q(X2) and S1 is the poring of O1. Moreover,
for each f ∈ S2 , we have f 2 f by Definition 2.2. Hence, S2 ⊂ S(2,Q(X2))
by Definition 2.4. On the other hand, if f ∈ S(2,Q(X2)), then there exists some
g ∈ Q(X2) such that f 2 g or g 2 f . Thus, we have f ∈ S2 = S1 ∩ Q(X2),
since S1 = S(1,Q(X1)). Therefore, Claim 1 holds.
Let us prove Claim 2. By Claim 1, it suffices for us to prove
S2 = S(2,Q(X2)). (3.3.1)
By Lemma 2.14, 1 1 0 for 1, 0 ∈ Q(X2). Hence, Equation 3.3.1 holds by 1 2 0
and Lemma 2.5, because S1 is the strict poring of 1.
Let us prove Claim 3. Suppose O1 = {1=≥UX1 ,1=>UX1}. Then, each y ∈ X1
is O1-admissible by 1 ∈ U . Therefore, O1 is faithful by Claim 2. Other cases follow
similarly.
By Lemma 3.6, squaring orders of parcels are always faithful, because parcels
have admissible variables. However, let us make the following remark in a more
general setting.
68
Remark 3.7. Not every O = {1,1} of squaring orders on X1 is faithful. To
confirm this, suppose X1 = {X1,1, X1,2}, X2 = {X1,1}, and X3 = {X1,2}.
Let us define f 1 g if and only if f, g ∈ Z[X2], f − g ∈ Z≥0[X2], and
OX1,1,f−g > 0. Let S1 = Z[X2]. Then, let us check Definition 2.2 so that S1 is
the poring of 1. First, f 1 f for each f ∈ S1, because
OX1,1,0 =∞ > 0
by Definition 2.35. Second, f 1 g 1 h implies f 1 h, since f − g, g − h ∈
Z≥0[X2] and OX1,1,f−g, OX1,1,g−h > 0. Third, f 1 g and g 1 f imply f = g by
f − g, g − f ∈ Z≥0[X2]. For other conditions of Definition 2.2 on 1 and S1,
we have f + h 1 g + h when f 1 g and h ∈ S1, and fg 1 0 when f, g 1 0.
Hence,
S1 = S(1,Q(X1))
is the poring of 1.
Let us define f 1 g if and only if f 1 g and f − g is a positive-degree
X1,1-polynomial with positive coefficients. Let us check Definition 2.2 so that S1
gives the strict poring of 1. First, f 1 f does not hold by f − f = 0. Second,
f 1 g 1 h implies f 1 h. Also, we have f + h 1 g + h when f 1 g and
h ∈ S1, and fg 1 0 when f 1 0 and g 1 0. Therefore, by X1,1 1 0 and
Lemma 2.5
S1 = S(1,Q(X1)) = S(1,Q(X1))
is the strict poring of 1.
Thus, O = {1,1} consists of squaring orders on X1 as follows. Here, f 1 0
implies f >AX1 0 and f 1 0. Also, f 1 g 1 h or f 1 g 1 h gives f 1 h.
However, it holds that
∅ = S(2,Q(X3)) 6= S(2,Q(X3)) = Z
for 2=1 |Q(X3) and 2=1 |Q(X3), because h 2 h for each h ∈ Z and Q(X3) ∩
Z(X2) = Z. Therefore, O is not faithful.
Let us discuss squaring orders of restricted coordinates in the following lemma.
Lemma 3.8. Suppose Q(X1) of X1 = {X1,i}1≤i≤L1 and O1 = {1,1} of faithful
squaring orders on X1. Let X2 = X1,λ1,λ2 and O2 = {2,2} for 2=1|Q(X2)
and 2=1|Q(X2). Then, we have the following.
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1. Let f ∈ Q(X2). Then, f >AX1 0 if and only if f >AX2 0. Also, f ≥AX1 0 if
and only if f ≥AX2 0.
2. It holds that 2,2 are squaring orders on X2. In particular, 2 is a strict
squaring order of 2 on X2.
3. If x ∈ Q(X2) is O1-admissible, then x is O2-admissible.
Proof. Let L2 = l(λ1). Let us prove Claim 1. We fix a real number 0 < u < 1.
For each r = (r1, · · · , rL2) ∈ AX2 , define u,λ1,λ2
√
r = (κt)1≤t≤L1 ∈ RL1 by
κt =
{
u if t 6= λ1,j for some 1 ≤ j ≤ L2,
λ2,j
√
rj if t = λ1j for some 1 ≤ j ≤ L2.
Then, it holds that
u,λ1,λ2
√
r ∈ AX1
by 0 < u < 1 and 0 < ri < 1 for each 1 ≤ i ≤ L2. Assume f >AX1 0. Then,
f(r) > 0 in Q(X2) for each r ∈ AX2 , because f(u,λ1,λ2
√
r) > 0 in Q(X1). Thus,
f >AX2 0.
For each r ∈ AX1 , let us take
rλ1,λ2 = (r
λ2,j
λ1,j
)1≤j≤L2 ∈ AX2 .
Then, we have
rλ1,λ2 ∈ AX2
by 0 < ri < 1 for each 1 ≤ i ≤ L1. Suppose f >AX2 0. Then, f(r) > 0 in Q(X1)
for each r ∈ AX1 , because f(rλ1,λ2) > 0 in Q(X2). Therefore, f >AX1 0. The latter
statement holds similarly.
We prove Claim 2. Hence, let us take S1 = S(1,Q(X1)). Then, S1 = S(1
,Q(X1)) by Condition (d) of Definition 2.6. Also, S1 is the squaring poring of 1
and strict poring of1. Let S2 = S1∩Q(X2). This is the poring of2, sinceO2 is
the restriction of O1 to Q(X2). Moreover, we have S2 = S(2,Q(X2)) by Claim 1
of Lemma 3.6. In particular, S2 is the poring of2 such that S2 = S(2,Q(X2)).
Because the faithfulness of O1 gives the equation
S(2,Q(X2)) = S(2,Q(X2)),
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S2 is the strict poring of 2 such that S2 = S(2,Q(X2)) = S(2,Q(X2)).
Therefore, O2 satisfies Conditions 2 and (d) in Definition 2.6.
Claim 1 asserts Condition 1 in Definition 2.6 for 2, because f 2 0 implies
f 1 0, which gives f ≥AX1 0. Similarly, we obtain Condition (a) in Definition
2.6 for 2 by Claim 1. Moreover, f 2 g implies f 1 g, and hence f 1 g. This
gives f 2 g by f, g ∈ Q(X2). Thus, Condition (b) in Definition 2.6 holds for
O2. Condition (c) holds for O2, since this holds for O1. Therefore, O2 consists of
squaring orders on X2. In particular, 2 is a strict squaring order of 2.
Let us prove Claim 3. We have the non-negative and positive transitivities
of (x,2,2), because O2 restricts O1 to Q(X2). We have the upper definite
condition for (x,2,2), because each r ∈ AX2 gives
1 > x(r)
by 1 >AX1 x and 1 > x(u,λ1,λ2
√
r) in Q(X1).
Let us introduce the following notation of parcel bases and numerators for
restricted coordinates.
Definition 3.9. Assume a parcel F = Λ(s, l, w,1, fs, φ, ρ, x,X1) and X2 =
X1,λ1,λ2.
1. Let us say that (F , X2) satisfies the base condition, if
x ∈ Q(X2)l.
2. Let us say that (F , X2) satisfies the numerator condition, if
fs,m ∈ Q(X2)
for each m ∈ Zl.
Then, the following proposition gives parcels of restricted coordinates.
Proposition 3.10. Suppose O1 = {1,1} of squaring orders on X1 and a parcel
F = Λ(s, l, w,1, fs, φ, ρ, x,X1). Also, for X2 = X1,λ1,λ2, assume that (F , X2)
satisfies the base and numerator conditions. Let O2 = {2,2} for 2=1|Q(X2)
and 2=1|Q(X2). Then, we have the following.
1. 2 is a strict squaring order of the squaring order 2 on X2. Also, x consists
of O2-admissible variables.
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2. fs is doubly (s, l,2)-positive.
3. φ(x) is a (s, l, w,2, ρ, x,X2)-mediator.
4. There exists a parcel Λ(s, l, w,2, fs, φ, ρ, x,X2).
Proof. The first statement of Claim 1 holds by Claim 2 of Lemma 3.8, because F
has admissible variables xi and O1 is faithful by Claim 3 of Lemma 3.6. The second
statement of Claim 1 holds by Claim 3 of Lemma 3.8 and the base condition of
(F , X2).
Claim 2 holds, because fs,mfs,n 1 0 implies fs,mfs,n 2 0 by the numerator
condition of (F , X2).
Let us prove Claim 3. First, let us confirm the term-wise mediator condition of
(s, l, w,2, φ, ρ, x,X2). We have φ(x)i ∈ Q(X2) by the base condition of (F , X2).
Also, we have φ(x)wii >AX1 0 by the term-wise mediator condition of (s, l, w,1
, φ, ρ, x,X1). Thus, Claim 1 of Lemma 3.8 gives
φ(x)wii >AX2 0.
Therefore, we obtain the term-wise mediator condition of (s, l, w,2, φ, ρ, x,X2).
Second, let us prove the base-shift mediator condition of (s, l, w,2, φ, ρ, x,X2).
For each mCZl s, we have
B(s, l, w,m, φ, ρ, x,X1) 1 0
by the base-shift mediator condition of (s, l, w,1, φ, ρ, x,X1). Thus, it holds that
B(s, l, w,m, φ, ρ, x,X1) 2 0
for each mCZl s by Lemma 3.8, because the base condition of (F , X2) implies
B(s, l, w,m, φ, ρ, x,X2) ∈ Q(X2)
by Definition 2.33. Therefore, we obtain the base-shift mediator condition of
(s, l, w,2, φ, ρ, x,X2). This gives Claim 3.
Claim 4 follows from Claims 1, 2, and 3 and Definition 2.39.
Remark 3.11. If 1=>x and 2=>x |Q(X2) in Proposition 3.10, then we have
f 1 g if and only if f 2 g by the definition of X2 and >x in Definition 2.15.
Similarly, if 1=≥x and 2=≥x |Q(X2), then we have f 1 g if and only if f 2 g.
By Proposition 3.10, let us introduce the notion of restricted parcels.
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Definition 3.12. Assume the notations and assumptions of Proposition 3.10.
Then, we define the restricted parcel rλ1,λ2(F) such that
rλ1,λ2(F) = Λ(s, l, w,2, fs, φ, ρ, x,X2).
Moreover, we make the following notion of optimal parcel coordinates.
Definition 3.13. Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X) of X = {Xi}1≤i≤L. Also,
let λ1 = (1, 2, · · · , L) ∈ ZL≥1. If for each λ2 ∈ ZL≥1 such that λ2 6= ιL(1), either
x 6∈ Q(Xλ1,λ2)l or fs,m 6∈ Q(Xλ1,λ2)
for some m ∈ Zl, then we call X optimal for F .
We prove the existence and uniqueness of optimal parcel coordinates. To do
this, let us state the following lemmas. For simplicity, let a ≡ρ b denote a ≡ b
mod ρ for a, b, ρ ∈ Z.
Lemma 3.14. Let us take
f =
h1
h2
=
g1
g2
∈ Q(X1). (3.3.2)
1. Suppose y ∈ X1, X2 = X1\{y}, u, v ∈ Z≥1, d = lcm(u, v), and X3 = X2∪yd.
If each 1 ≤ i ≤ 2 gives
hi =
∑
j≥0,j≡u0
hi,jy
j, (3.3.3)
gi =
∑
j≥0,j≡v0
gi,jy
j (3.3.4)
for some hi,j, gi,j ∈ Q[X2], then f ∈ Q(X3).
2. Suppose Y1 ∪ Y2 = X1, h1, h2 ∈ Q[Y1], g1, g2 ∈ Q[Y2], y ∈ Y2 \ Y1, X2 =
Y2 \ {y}, and v ∈ Z≥1. If each 1 ≤ i ≤ 2 gives
degy hi < v, (3.3.5)
gi =
∑
j≥0,j≡v0
gi,jy
j (3.3.6)
for gi,j ∈ Q[X2], then f ∈ Q(X2).
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Proof. Let us prove Claim 1. We have lcm(u,v)
gcd(u,v)
= u
gcd(u,v)
· v
gcd(u,v)
. Thus, replacing
y with ygcd(u,v), we assume
gcd(u, v) = 1. (3.3.7)
Also, by Equation 3.3.4, let us write
gi = Gi,0 +Gi,vy
v + · · ·+Gi,(u−1)vy(u−1)v
for each 1 ≤ i ≤ 2 so that
Gi,jv = gi,jv + gi,(u+j)vy
uv + gi,(2u+j)vy
2uv + · · · ∈ Q[X3] (3.3.8)
for each 1 ≤ i ≤ 2 and 0 ≤ j ≤ u− 1.
Then, by Equation 3.3.2,
h1(G2,0 +G2,vy
v + · · ·+G2,(u−1)vy(u−1)v)
= h2(G1,0 +G1,vy
v + · · ·+G1,(u−1)vy(u−1)v).
(3.3.9)
Let X4 = X2 ∪ yu. Then, by Equations 3.3.3 and 3.3.8, we have hiGi,jv ∈ Q[X4]
for each 1 ≤ i ≤ 2 and 0 ≤ j ≤ u − 1. Thus, by Equations 3.3.7 and 3.3.9, we
obtain
h1G2,jv = h2G1,jv
for each 0 ≤ j ≤ u − 1. Therefore, because of g2, h2 6= 0, there exists some
0 ≤ p ≤ u− 1 such that
f =
h1
h2
=
G1,pv
G2,pv
∈ Q(X3).
Let us prove Claim 2. By Equation 3.3.6, we have
h1(g2,0 + g2,vy
v + · · ·+ g2,d2vyd2v)
= h2(g1,0 + g1,vy
v + · · ·+ g1,d1vyd1v)
(3.3.10)
for some d1, d2 ≥ 0. Then, by Inequality 3.3.5 and Equation 3.3.10, we have
h1g2,jv = h2g1,jv
for j ≥ 0. Thus, by h2, g2 6= 0, we have some p ≥ 0 such that
f =
h1
h2
=
g1,pv
g2,pv
∈ Q(X2).
Therefore, Claim 2 holds.
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Then, let us discuss field intersections in the following lemma.
Lemma 3.15. Assume Q(X1) of X1 = {X1,i}1≤i≤L1.
1. Subsets Y1, Y2 ⊂ X1 give Q(Y1) ∩Q(Y2) = Q(Y1 ∩ Y2).
2. For ρ1, ρ2 ∈ ZL1≥1, let
Yi = {Xρi,j1,j }1≤j≤L1
for each 1 ≤ i ≤ 2. Also, let Y3 = {X lcm(ρ1,j ,ρ2,j)1,j }1≤j≤L1. Then,
Q(Y1) ∩Q(Y2) = Q(Y3).
Proof. Let us prove Claim 1. We have Q(Y1) ∩ Q(Y2) ⊃ Q(Y1 ∩ Y2), because
Q(Y1) ∩Q(Y2) consists of Y1 ∩ Y2. If f ∈ Q(Y1) ∩Q(Y2), then
f =
g1
g2
=
h1
h2
such that h1, h2 ∈ Q[Y1] and g1, g2 ∈ Q[Y2]. Assume y ∈ Y2 \ Y1. Then, f ∈
Q(Y2 \ {y}) by Claim 2 of Lemma 3.14 and degy hi = 0 for each 1 ≤ i ≤ 2. Thus,
we obtain f ∈ Q(Y2 \ (Y2 \ Y1)) = Q(Y1 ∩ Y2), since Y2 is a finite set.
Let us prove Claim 2. If f ∈ Q(Y3), then f ∈ Q(Y1) ∩Q(Y2) by Y3 ⊂ Q(Y1) ∩
Q(Y2). Suppose u = ρ1,1 and v = ρ2,1. Let X2 = X1 \ {X1,1}. Then, f ∈
Q(Y1) ∩Q(Y2) gives
f =
h1
h2
=
g1
g2
∈ Q(Y1) ∩Q(Y2)
for some hi =
∑
j≥0,j≡u0 hi,jX
j
1,1 and gi =
∑
j≥0,j≡v0 gi,jX
j
1,1 such that hi,j, gi,j ∈
Q[X2]. Thus, f ∈ Q(X2 ∪ {X lcm(u,v)1,1 }) by Claim 1 of Lemma 3.14. Therefore,
Claim 2 holds, since X1 is a finite set.
Then, we have the following lemma on the base and numerator conditions.
Lemma 3.16. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) for X = {Xi}1≤i≤L.
Let us take ρ1, ρ2 ∈ ZL≥1, which are not necessarily comparable by the partial order
≥ on ZL. Let Yi = {Xρi,jj }1≤j≤L for each 1 ≤ i ≤ 2. Assume that (Y1,F)
and (Y2,F) satisfy the base and numerator conditions. Let ρ3 ∈ ZL≥1 such that
ρ3,j = lcm(ρ1,j, ρ2,j) for each 1 ≤ j ≤ L. Then, it holds that ρ3 ≥ ρ1, ρ3 ≥ ρ2, and
Y3 = {Xρ3,jj }1≤j≤L satisfies the base and numerator conditions with F .
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Proof. Statement holds by Claim 2 of Lemma 3.15.
Let us state the following lemma to obtain the existence of optimal parcel
coordinates.
Lemma 3.17. Assume a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X1) for X1 = {X1,i}1≤i≤L1.
Then, we have the following.
1. There exists the smallest non-empty subset X2 ⊂ X1 such that (F , X2) has
the base and numerator conditions.
2. Suppose the smallest X2 ⊂ X1 in Claim 1. Let X2 = {X1,λ1,j}1≤j≤L2 for
some λ1 ∈ ZL2≥1. Then, there exists the largest λ2 ∈ ZL2≥1 with respect to the
partial order ≥ on ZL2≥1 such that X3 = X1,λ1,λ2 has the base and numerator
conditions with F .
Proof. Let us prove Claim 1. For this, we assume that each of Y1, Y2 ⊂ X1 satisfies
the base and numerator conditions with F . Then, Q(Y1)∩Q(Y2) = Q(Y1 ∩ Y2) by
Lemma 3.15. Furthermore, Y1 ∩ Y2 can not be empty by the base and numerator
conditions of (Y1 ∩ Y2,F). Thus, Claim 1 holds by the finiteness of X1.
Let us prove Claim 2. Suppose some 1 ≤ p ≤ L2. By Lemma 3.16, let us assume
µi ∈ ZL2≥1 for i ∈ Z≥0 such that µi,p ≤ µi+1,p, µi,p ≡µ0,p 0, and Yµi = {Xµi,j1,λ1,j}1≤j≤L2
satisfies the base and numerator conditions with F for each i ∈ Z≥0. Then, there
exists Mp such that µi,p ≤Mp for each i ∈ Z≥0 by the following reasoning.
Let us assume otherwise. Thus, we have
lim
i→∞
µi,p =∞. (3.3.11)
By the base and numerator conditions of (F , Yµi) for each i ∈ Z≥0, let us consider
some non-zero
f =
g1
g2
∈ Q(Yµi)
for each i ∈ Z≥0 such that
gi ∈ Q[Yµ0 ]
for each 1 ≤ i ≤ 2 by f ∈ Q(Yµ0). Then, Equation 3.3.11 yields κ ∈ Z≥0 such that
deg
X
µ0,p
1,λ1,p
gi <
µκ,p
µ0,p
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for each 1 ≤ i ≤ 2. Thus, by µκ,p ≡µ0,p 0 and f ∈ Q(Yµκ), Claim 2 of Lemma 3.14
implies f ∈ Q(Yµ0 \ {Xµ0,p1,λ1,p}). In particular, we have
xi, fs,m ∈ Q(Yµ0 \ {Xµ0,p1,λ1,p})
for each 1 ≤ i ≤ l and mCZl s. This contradicts the smallest assumption of X2.
Thus, there exists Mp such that µi,p ≤ Mp for each i ∈ Z≥0. Furthermore, for
each 1 ≤ p ≤ L2, Lemma 3.16 gives M ′p ∈ Z≥1 with the following property. If
there exists ρ ∈ ZL2≥1 such that X1,λ1,ρ has the base and numerator conditions with
F , then M ′p ≡ρp 0 for each 1 ≤ p ≤ L2. Therefore, Claim 2 holds.
Then, we state the existence and uniqueness of optimal parcel coordinates in
the following proposition.
Proposition 3.18. Let F = Λ(s, l, w,1, fs, φ, ρ, x,X1) of X1 = {X1,i}1≤i≤L1.
Then, there exists X2 = {X1,λ1,j}1≤j≤L2 ⊂ X1 and λ2 ∈ ZL2≥1 such that X3 =
{Xλ2,i1,λ1,i}1≤i≤L2 is optimal for rλ1,λ2(F) = Λ(s, l, w,2, fs, φ, ρ, x,X3). In particu-
lar, X3 is uniquely determined from X1.
Proof. The former statement holds by Lemma 3.17. Let us prove the latter state-
ment. Thus, we consider X ′2 = {X1,λ′1,j}1≤j≤L′2 ⊂ X1 and λ′2 ∈ Z
L′2
≥1 such that
X ′3 = {X
λ′2,i
1,λ′1,i
}1≤i≤L′2 is optimal for
rλ′1,λ′2(F) = Λ(s, l, w,3, fs, φ, ρ, x,X ′3).
Also, assume X1,λ1,1 ∈ X2 \ X ′2. Then, since Q(X2) ∩ Q(X ′2) = Q(X2 ∩ X ′2) by
Claim 1 of Lemma 3.15, xi, fs,m ∈ Q(X2 ∩ X ′2) for each 1 ≤ i ≤ l and m CZl s.
Thus, for some κ > 1, we have
xi, fs,m ∈ Q
(
{Xλ2,1κ1,λ1,1} ∪
(
X3 \ {Xλ2,11,λ1,1}
))
for each 1 ≤ i ≤ l and m CZl s. This contradicts the optimal property of X3.
Therefore, X2 = X ′2. Then, the uniqueness of λ2 follows from Claim 2 of Lemma
3.17.
In Definition 3.12, we have 2=1|Q(X2). Thus, f 2 g for f, g ∈ Q(X2) if
and only if f 1 g in Q(X1). Thus, in principle, this 2 depends on the inclusion
Q(X2) ⊂ Q(X1). However, let us prove the following proposition for restrictions of
squaring orders ≥AX , >AX , ≥UX , >UX , ≥UX±1 , and >UX±1 (see Remark 3.11 for ≥x, >x
for x ∈ Q(X)l of admissible variables).
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Proposition 3.19. Assume X1 = {X1,i}1≤i≤L1 and X2 = X1,λ1,λ2. Then, we have
the following:
≥AX1 |Q(X2) =≥AX2 , (3.3.12)
>AX1 |Q(X2) =>AX2 , (3.3.13)
≥UX1|Q(X2) =≥UX2 , (3.3.14)
>UX1|Q(X2) =>UX2 , (3.3.15)
≥U
X±11
|Q(X2) =≥UX±12 , (3.3.16)
>U
X±11
|Q(X2) =>UX±12 . (3.3.17)
Proof. Lemma 3.8 proves Equations 3.3.12 and 3.3.13. Then, let us prove Equation
3.3.14 and 3.3.15. Thus, assume f, g ∈ Q(X2) and f ≥UX1 g. Then, f, g ∈ Q[X1] ∩
Q(X2) = Q[X2]. Moreover, f ≥UX2 g, since f − g ∈ U [X1] implies f − g ∈ U [X2]
by f, g ∈ Q[X2]. On the other hand, suppose f, g ∈ Q[X2] and f ≥UX2 g. Then,
f ≥UX1 g by f − g ∈ U [X2] ⊂ U [X1]. Similarly, f >UX1 g and f, g ∈ Q(X2) imply
f >UX2 g, because f − g 6= 0. Also, if f >UX2 g and f, g ∈ Q[X2], then f >UX1 g.
Equations 3.3.16 and 3.3.17 hold similarly.
Let us introduce the notion of fully optimal coordinates by optimal coordinates
and fully admissible variables.
Definition 3.20. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) for an optimal
X. We call X fully optimal for F (or fully optimal for simplicity), if x consists of
fully admissible variables.
3.4 Gaussian binomial coefficients and merged determinants
We describe merged determinants by Gaussian binomial coefficients. Then, we
obtain general non-negativities and positivities of merged determinants. This is
important for our discussion of the merged-log-concavity.
Let us take the following notation.
Definition 3.21. Consider a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) with m,n ∈
Zl≥0, k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k).
1. We define ∆L(F)(s, l, w,m, n, k, φ, ρ, x,X) ∈ Q(X) such that
∆L(F)(s, l, w,m, n, k, φ, ρ, x,X)
= fs,mfs,n∧B(s, l, w,m, n
∧, φ, ρ, x,X)
[
b
a
]wunionsq
(xρ)unionsq
.
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2. Similarly, we define ∆R(F)(s, l, w,m, n, k, φ, ρ, x,X) ∈ Q(X) such that
∆R(F)(s, l, w,m, n, k, φ, ρ, x,X)
= fs,mkfs,(nk)∧B(s, l, w,m k, (n k)∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
(xρ)unionsq
.
Then, the following theorem describes merged determinants by Gaussian bi-
nomial coefficients. Also, we obtain general non-negativities and positivities of
merged determinants.
Theorem 3.22. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X). Let m,n ∈ Zl,
k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k).
1. There exist the following equations:
∆L(F)(s, l, w,m, n, k, φ, ρ, x,X)
=
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
· FmFn∧ ,
(3.4.1)
∆R(F)(s, l, w,m, n, k, φ, ρ, x,X)
=
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
· FmkF(nk)∧ .
(3.4.2)
In particular, we obtain
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= ∆L(F)(s, l, w,m, n, k, φ, ρ, x,X)
−∆R(F)(s, l, w,m, n, k, φ, ρ, x,X).
(3.4.3)
2. There exist the following inequalities:
∆L(F)(s, l, w,m, n, k, φ, ρ, x,X)  0, (3.4.4)
∆R(F)(s, l, w,m, n, k, φ, ρ, x,X)  0. (3.4.5)
3. Assume that (s, l,m, n, k) is fitting. Then, we have
∆L(F)(s, l, w,m, n, k, φ, ρ, x,X)  0. (3.4.6)
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If (s, l,m, n, k) is unwrapped, then
∆R(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0. (3.4.7)
If (s, l,m, n, k) is wrapped, then
∆R(F)(s, l, w,m, n, k, φ, ρ, x,X)  0. (3.4.8)
Proof. Let y = xρ. Let us prove Claim 1. First, we prove Equation 3.4.1. If
m 6CZl s or n 6CZl s, then Fm = fs,m = 0 or Fn∧ = fs,n∧ = 0. Thus, Equation
3.4.1 holds, since both sides get zero. Assume m,nCZl s. Then, Lemma 3.3 gives
bi − ai = mi ≥ 0 for each 1 ≤ i ≤ l. Therefore, we obtain the following equations:
fs,m ·B(s, l, w,m, φ, ρ, x,X) ·
[
b(1, l)
a(1, l)
]w
y
= fs,m ·
∏
1≤i≤l
φi(yi)
miwi · [mi]!wiyi
φi(xi)miwi · [mi]!wixi
·
∏
1≤i≤l
[bi]!
wi
yi
[ai]!
wi
yi [mi]!
wi
yi
= fs,m ·
∏
1≤i≤l
φi(yi)
miwi · [bi]!wiyi
φi(xi)miwi · [ai]!wiyi [mi]!wixi
=
fs,m∏
φ(x)m◦w · [m]!wx
·
∏
φ(y)(b−a)(1,l)◦w · [b(1, l)]!
w
y
[a(1, l)]!wy
= Fs,m ·
∏
φ(y)(b−a)(1,l)◦w · [b(1, l)]!
w
y
[a(1, l)]!wy
. (3.4.9)
Because Lemma 3.3 gives bi − ai = ni−l ≥ 0 for l + 1 ≤ i ≤ 2l, we obtain the
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following equations:
fs,n∧ ·B(s, l, w, n∧, φ, ρ, x,X) ·
[
b(l + 1, 2l)
a(l + 1, 2l)
]w∧
y∧
= fs,n∧ ·
∏
1≤i≤l
φl−i+1(yl−i+1)niwl−i+1 · [ni]!wl−i+1yl−i+1
φl−i+1(xl−i+1)niwl−i+1 · [ni]!wl−i+1xl−i+1
·
∏
1≤i≤l
[bi+l]!
wl−i+1
yl−i+1
[ai+l]!
wl−i+1
yl−i+1 [ni]!
wl−i+1
yl−i+1
= fs,n∧ ·
∏
1≤i≤l
φl−i+1(yl−i+1)niwl−i+1 [bi+l]!
wl−i+1
yl−i+1
φl−i+1(xl−i+1)niwl−i+1 [ai+l]!
wl−i+1
yl−i+1 [ni]!
wl−i+1
xl−i+1
=
fs,n∧∏
φ(x)n∧◦w ◦ [n∧]!wx
·
∏
(φ(y)∧)(b−a)(l+1,2l)◦w
∧ · [b(l + 1, 2l)]!
w∧
y∧
[a(l + 1, 2l)]!w
∧
y∧
= Fs,n∧ ·
∏
(φ(y)∧)(b−a)(l+1,2l)◦w
∧ · [b(l + 1, 2l)]!
w∧
y∧
[a(l + 1, 2l)]!w
∧
y∧
. (3.4.10)
Therefore, we obtain Equation 3.4.1 even when m,nCZl s, because we have Equa-
tions 3.4.9 and 3.4.10 with the following equations
[b(1, l)]!wy
[a(1, l)]!wy
· [b(l + 1, 2l)]!
w∧
y∧
[a(l + 1, 2l)]!w
∧
y∧
=
[b]!w
unionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
,∏
φ(y)(b−a)(1,l)◦w ·
∏
(φ(y)∧)(b−a)(l+1,2l)◦w
∧
=
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq
.
Let us confirm Equation 3.4.2. If m  k 6CZl s or n  k 6CZl s, then Fs,mk =
fs,mk = 0 or Fs,(nk)∧ = fs,(nk)∧ = 0. Thus, Equation 3.4.2 holds by 0 = 0.
Hence, let us assume m k CZl s and n k CZl s.
For m  k, we have bi − a2l−i+1 = (m  k)i ≥ 0 for each 1 ≤ i ≤ l by Lemma
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3.3. Thus, we have
fs,mk ·B(s, l, w,m k, φ, ρ, x,X) ·
[
b(1, l)
a∧(1, l)
]w
y
= fs,mk ·
∏
1≤i≤l
φi(yi)
(mk)iwi · [(m k)i]!wiyi
φi(xi)(mk)iwi · [(m k)i]!wixi
·
∏
1≤i≤l
[bi]!
wi
yi
[a2l−i+1]!
wi
yi [(m k)i]!wiyi
= fs,mk ·
∏
1≤i≤l
φi(yi)
(mk)iwi · [bi]!wiyi
φi(xi)(mk)iwi · [a2l−i+1]!wiyi [(m k)i]!wixi
=
fs,mk∏
φ(x)(mk)◦w · [m k]!wx
·
∏
φ(y)(b−a
∧)(1,l)◦w · [b(1, l)]!
w
y
[a∧(1, l)]!wy
= Fs,mk ·
∏
φ(y)(b−a
∧)(1,l)◦w · [b(1, l)]!
w
y
[a∧(1, l)]!wy
. (3.4.11)
For (n  k)∧, Lemma 3.3 gives bl+i − al−i+1 = (n  k)i ≥ 0 for each 1 ≤ i ≤ l.
Therefore, we have
fs,(nk)∧ ·B(s, l, w, (n k)∧, φ, ρ, x,X) ·
[
b(l + 1, 2l)
a∧(l + 1, 2l)
]w∧
y∧
= fs,(nk)∧ ·
∏
1≤i≤l
φl−i+1(yl−i+1)(nk)iwl−i+1 · [(n k)i]!wl−i+1yl−i+1
φl−i+1(xl−i+1)(nk)iwl−i+1 · [(n k)i]!wl−i+1xl−i+1
·
∏
1≤i≤l
[bi+l]!
wl−i+1
yl−i+1
[al−i+1]!
wl−i+1
yl−i+1 [(n k)i]!
wl−i+1
yl−i+1
= fs,(nk)∧
·
∏
1≤i≤l
φl−i+1(yl−i+1)(nk)iwl−i+1 [bi+l]!
wl−i+1
yl−i+1
φl−i+1(xl−i+1)(nk)iwl−i+1 [al−i+1]!
wl−i+1
yl−i+1 [(n k)i]!
wl−i+1
xl−i+1
=
fs,(nk)∧∏
φ(nk)∧◦w · [(n k)∧]!wx
·
∏
(φ(y)∧)(b−a
∧)(l+1,2l)◦w∧
· [b(l + 1, 2l)]!
w∧
y∧
[a∧(l + 1, 2l)]!w∧y∧
= Fs,(nk)∧ ·
∏
(φ(y)∧)(b−a
∧)(l+1,2l)◦w∧ · [b(l + 1, 2l)]!
w∧
y∧
[a∧(l + 1, 2l)]!w∧y∧
. (3.4.12)
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Here, we obtain
[b(1, l)]!wy
[a∧(1, l)]!wy
· [b(l + 1, 2l)]!
w∧
y∧
[a∧(l + 1, 2l)]!w∧y∧
=
[b]!w
unionsq
(xρ)unionsq
[a∧]!wunionsq(xρ)unionsq
=
[b]!w
unionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
, (3.4.13)
because we have
[a∧]!w
unionsq
(xρ)unionsq =
( ∏
1≤i≤l
[a2l−i+1]wiyi
)
·
( ∏
1≤i≤l
[al−i+1]wl−i+1yl−i+1
)
=
( ∏
1≤i≤l
[al+i]
wl−i+1
yl−i+1
)
·
( ∏
1≤i≤l
[ai]
wi
yi
)
= [a]!w
unionsq
(xρ)unionsq .
Moreover, we have∏
φ(y)(b−a
∧)(1,l)◦w ·
∏
(φ(y)∧)(b−a
∧)(l+1,2l)◦w∧ =
∏
(φ(y)unionsq)(b−a)◦w
unionsq
, (3.4.14)
because we have∏
φ(y)(b−a
∧)(1,l)◦w =
∏
φ(y)b(1,l)◦w ·
∏
φ(y)(−a
∧)(1,l)◦w
=
∏
φ(y)b(1,l)◦w ·
∏
(φ(y)∧)−a(l+1,2l)◦w
∧
,
and ∏
(φ(y)∧)(b−a
∧)(l+1,2l)◦w∧
=
∏
(φ(y)∧)b(l+1,2l)◦w
∧ ·
∏
(φ(y)∧)−a
∧(l+1,2l)◦w∧
=
∏
(φ(y)∧)b(l+1,2l)◦w
∧ ·
∏
φ(y)−a(1,l)◦w.
Thus, even when (s, l,m, n, k) is wrapped, Equation 3.4.2 holds by Equations
3.4.11, 3.4.12, 3.4.13, and 3.4.14.
Let us confirm Equation 3.4.3. By Definition 2.39, we have
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= Fs,mFs,n∧ ·
∏
(φ(y)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
yunionsq
[a]!w
unionsq
yunionsq
−Fs,mkFs,(nk)∧ ·
∏
(φ(y)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
yunionsq
[a]!w
unionsq
yunionsq
.
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Thus, Equation 3.4.3 holds by Equations 3.4.1 and 3.4.2.
Let us prove Inequality 3.4.4. By Definitions 2.2 and 2.6, we have
fs,mfs,n  0 (3.4.15)
for each m,n ∈ Zl, because the doubly positive condition of fs says
fs,mfs,n  0 (3.4.16)
for each m,nCZl s. Similarly, we have
B(s, l, w,m, n, φ, ρ, x,X)  0 (3.4.17)
for eachm,n ∈ Zl, because the base-shift mediator condition of (s, l, w,, φ, ρ, x,X)
says
B(s, l, w,m, n, φ, ρ, x,X)  0 (3.4.18)
for each m,nCZl s. Furthermore, we have[
b
a
]wunionsq
yunionsq
=
∏
1≤i≤l
[
bi
ai
]wi
x
ρi
i
·
∏
1≤i≤l
[
bl+i
al+i
]wl−i+1
x
ρl−i+1
l−i+1
.
Assume some 1 ≤ i ≤ 2l such that bi − ai < 0. Then, we have
[
b
a
]wunionsq
yunionsq = 0.
This gives Inequality 3.4.4 by Definition 2.2, because both sides of Inequality 3.4.4
become zero. Hence, let us assume bi − ai ≥ 0 for each 1 ≤ i ≤ 2l. Then, we
have
[
bi
ai
]wi
x
ρi
i
>xi 0 for each 1 ≤ i ≤ 2l. In particular, we have
[
bi
ai
]wi
x
ρi
i
 0 for each
1 ≤ i ≤ 2l, since xi is -admissible. Therefore, we have[
b
a
]wunionsq
yunionsq
 0 (3.4.19)
by Definition 2.6 of the strict squaring order . Thus, Inequality 3.4.4 holds by
Inequalities 3.4.15, 3.4.17, and 3.4.19. Inequality 3.4.5 holds similarly.
Let us prove Claim 3. Inequality 3.4.6 holds by Inequalities 3.4.16, 3.4.18, and
3.4.19, since m,n CZl s and b − a ≥ 0 by the fitting property of (s, l,m, n, k).
Similarly, Inequality 3.4.8 holds, since Lemma 3.3 tells us b−a∧ ≥ 0, if mkCZl s
and m kCZl s. Moreover, Equation 3.4.7 holds, since fs,mk = 0 or fs,(nk)∧ = 0,
if m k 6CZl s or m k 6CZl s.
84
Let us write down merged determinants in some special cases by Theorem 3.22.
Lemma 3.23. Let us consider a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) and the gate
s′ = (0,∞).
1. For an unwrapped fitting (s, l,m, n, k), we obtain
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= ∆L(F)(s, l, w,m, n, k, φ, ρ, x,X) (3.4.20)
 0. (3.4.21)
2. For a fitting (s′, l,m, n, k) of some m 6CZl s, we have
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0.
3. Likewise, for a fitting (s′, l,m, n, k) of some n 6CZl s, we have
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0.
Proof. Let y = xρ. When (m k) 6CZl s or (n k) 6CZl s, ∆R(F) = 0 by Equation
3.4.7 of Theorem 3.22. Thus, Claim 1 holds by Equation 3.4.3 and Inequality 3.4.6
of Theorem 3.22.
Let us prove Claim 2. By fs,m = 0 and Theorem 3.22, it holds that
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= −fs,mkfs,(nk)∧ ·B(s, l, w,m k, (n k)∧, φ, ρ, x,X) ·
[
b
a∧
]wunionsq
yunionsq
Also, we have s1 ≤ s2 for the gate s = (s1, s2). Hence, let us first pick some
1 ≤ i ≤ l such that mi < s1 by m 6CZl s, Then, we have
(m k)i = mi − σ(k)i < mi < s1,
because σ(k)j > 0 for each 1 ≤ j ≤ l by the fitting condition of (s′, l,m, n, k) and
Lemma 2.29. Thus, we obtain ∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0 by fs,mk = 0.
Second, assume some 1 ≤ i ≤ n such that s2 < mi. For each 1 ≤ i ≤ l, the
fitting condition of (s′, l,m, n, k) implies
b2l−i+1 − bi = nl−i+1 + a2l−i+1 − (mi + ai)
= nl−i+1 +
∑
k(i+ 1, 2l − i+ 1)−mi
= nl−i+1 + σ(k)i −mi
> 0. (3.4.22)
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Thus, it holds that
(n k)l−i+1 = nl−i+1 + σ(k)l−(l−i+1)+1
= nl−i+1 + σ(k)i
> mi
> s2.
Thus, we have (n  k) 6CZl s, which gives fs,(nk)∧ = 0. Therefore, we obtain
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0.
Let us prove Claim 3. The following argument is parallel to the above argument.
However, we give a full proof for completeness. By fs,n = 0, Theorem 3.22 gives
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= −fs,mkfs,(nk)∧ ·B(s, l, w,m k, (n k)∧, φ, ρ, x,X) ·
[
b
a∧
]wunionsq
yunionsq
.
First, suppose some 1 ≤ i ≤ l such that nl−i+1 < s1 by n 6CZl s. Then,
Inequality 3.4.22 gives
s1 > nl−i+1 > mi − σ(k)i = (m k)i.
Thus, we obtain fmk = 0, which implies ∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0.
Second, assume some 1 ≤ i ≤ n such that ni > s2. However, this gives
(n  k)i > ni > s2, because σ(k)l−i+1 > 0 by Lemma 2.29. Therefore, we have
fs,(nk)∧ = 0. This gives ∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = 0.
3.5 Cut and shift operators
There are some general methods to obtain a parcel from another one. We intro-
duce notions of cut and shift operators of parcels and discuss their merged-log-
concavities.
3.5.1 Cut operators
Let us introduce the notion of cut operators.
Definition 3.24. Suppose gates s1, s2 ∈ Zˆ2≥0 such that s1,1 ≤ s2,1 ≤ s2,2 ≤ s1,2
and a parcel F1 = Λ(s1, l, w,, f1,s, φ, ρ, x,X).
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1. We define a parcel F2 = Cs1,s2(F1) = Λ(s2, l, w,, f2,s, φ, ρ, x,X) by
f2,s2,m = f1,s1,m for mCZl s2,
f2,s2,m = 0 else.
We call Cs1,s2 cut operator.
2. We write
f2,s2 = Cs1,s2(f1,s1).
Then, we prove the following merged-log-concavity of cut operators.
Proposition 3.25. Assume parcels F1 = Λ(s1, l, w,, f1,s1 , φ, ρ, x,X) and F2 =
Cs1,s2(F1) = Λ(s2, l, w,, f2,s2 , φ, ρ, x,X). Also, suppose a fitting (s2, l,m, n, k).
1. If (s2, l,m, n, k) is wrapped, then
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= ∆(F1)(s1, l, w,m, n, k, φ, ρ, x,X).
2. If (s2, l,m, n, k) is unwrapped, then
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= ∆L(F1)(s1, l, w,m, n, k, φ, ρ, x,X).
3. If F1 is ′-merged log-concave, then F2 is ′-merged-log-concave.
Proof. Let us prove Claim 1. By s1,1 ≤ s2,1 ≤ s2,2 ≤ s1,2, m  k CZl s2, and
n k CZl s2, it follows that
f2,s2,mf2,s2,n∧ ·B(s2, l, w,m, n∧, φ, ρ, x,X)
= f1,s1,mf1,s1,n∧ ·B(s1, l, w,m, n∧, φ, ρ, x,X),
and
f2,s2,mkf2,s2,(nk)∧ ·B(s2, l, w,m k, (n k)∧, φ, ρ, x,X)
= f1,s1,mkf1,s1,(nk)∧ ·B(s1, l, w,m k, (n k)∧, φ, ρ, x,X).
Thus, Claim 1 holds by Theorem 3.22.
87
Let us prove Claim 2. By Lemma 3.23, we have
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= ∆L(F2)(s2, l, w,m, n, k, φ, ρ, x,X).
This is the same as ∆L(F2)(s1, l, w,m, n, k, φ, ρ, x,X), since m,nCZl s1.
Let us prove Claim 3. By Definition 2.39, ′ is compatible to , when F1 =
Λ(s1, l, w,, f1,s1 , φ, x,X) is ′-merged-log-concave. Moreover, (s1, l,m, n, k) is
fitting, because (s2, l,m, n, k) is fitting. Thus, Claim 1 implies
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X) ′ 0,
when (s2, l,m, n, k) is wrapped. Also, the condition m,nCZl s2 yields
f2,s2,mf2,s2,n∧ ′ 0,
B(s2, l, w,m, n
∧, φ, ρ, x,X) ′ 0,
because we have
f1,s1,mf1,s1,n∧  0,
B(s1, l, w,m, n
∧, φ, ρ, x,X)  0.
Thus, Claim 2 gives
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X) ′ 0,
when (s2, l,m, n, k) is unwrapped.
3.5.2 Shift operators
Let us discuss shift operators. Shift operators do not lose terms of parcels, unlike
cut operators.
To define shift operators, let us take h ∈ Z≥0 and F = Λ(s1, l, w,, fs, φ, ρ, x,X).
Then, we have
[m]!wx
[m− h]!wx
 0,
when m ∈ Zl≥0 and m ≥ h by the -admissibility of x. Moreover, we have
fs,mfs,n  0 whenever m,nCZl s. Thus, it holds that
f1,s,n−h · f1,s,m−h · [n]!
w
x
[n− h]!wx
· [m]!
w
x
[m− h]!wx
 0 (3.5.1)
whenever m,nCZl s+h. In particular, Sh(F1) in the following definition is a parcel
by Inequality 3.5.1.
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Definition 3.26. Suppose a parcel F1 = Λ(s1, l, w,, f1,s1 , φ, ρ, x,X), h ∈ Z≥0,
and s2 = s1 + h.
1. We define Sh(F1) = Λ(s2, l, w,, f2,s2 , φ, ρ, x,X) such that
f2,s2,m = f1,s1,m−h ·
[m]!wx
[m− h]!wx
for mCZl s2,
f2,s2,m = 0 else.
We call Sh shift operator.
2. We write
f2,s2 = Sh(f1,s1).
For example, let h = 1 in Definition 3.26. Then, for each mCZl s2, we have
f2,s2,m = f1,s1,m−1[m]
w
x .
Thus, we have
S(F1)m = f1,s1,m−1∏
φ(x)m◦w · [m− 1]!wx
.
The following lemma proves Sh+1 = S1 ◦ Sh.
Lemma 3.27. Assume F1 = Λ(s1, l, w,, f1,s1 , φ, ρ, x,X) and h ∈ Z≥0. Then,
Sh+1(F1) = S1(Sh(F1)).
Proof. Let us take the following parcels:
F2 = Sh(F1) = Λ(s2, l, w,, f2,s, φ, ρ, x,X) for s2 = s1 + h,
F3 = S1(Sh(F1)) = Λ(s3, l, w,, f3,s, φ, ρ, x,X) for s3 = s2 + 1,
F4 = Sh+1(F1) = Λ(s4, l, w,, f4,s, φ, ρ, x,X) for s4 = s3.
Then, it follows that
f4,s4,m = f1,s1,m−h−1 ·
[m]!wx
[m− h− 1]!wx
(3.5.2)
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for each mCZl s4. Moreover, since s3 = s2 + 1 = s1 + h+ 1 = s4,
f3,s3,m = f2,s2,m−1 ·
[m]!wx
[m− 1]!wx
= f1,s1,m−h−1 ·
[m− 1]!wx
[m− 1− h]!wx
· [m]!
w
x
[m− 1]!wx
= f1,s1,m−h−1 ·
[m]!wx
[m− h− 1]!wx
(3.5.3)
for eachmCZls4. Thus, Equations 3.5.2 and 3.5.3 coincide. Therefore, the assertion
follows.
To discuss the merged-log-concavity of shift operators, let us state the following
lemmas on the fitting condition and mediators.
Lemma 3.28. Let h ∈ Z≥0 and s2 = s1 + h. Then, (s2, l,m, n, k) is fitting if and
only if (s1, l,m− h, n− h, k) is fitting.
Proof. Assume a fitting (s2, l,m, n, k). Let us take a2 = ν(k) and b2 = ν(m,n, k).
Then, by Definition 2.27, it holds that
m,nCZl s2,
b2,1 ≤ · · · ≤ b2,l < b2,l+1 ≤ · · · ≤ b2,2l,
0 ≤ a2,1 ≤ · · · ≤ a2,l < a2,l+1 ≤ · · · ≤ a2,2l.
Let a1 = ν(k) and b1 = ν(m − h, n − h, k). Then, we obtain 0 ≤ a1,1 ≤ · · · ≤
a1,l < a1,l+1 ≤ · · · ≤ a1,2l by a1 = a2, and b1,1 ≤ · · · ≤ b1,l < b1,l+1 ≤ · · · ≤ b1,2l by
b1 = b2−h. Moreover, m−h, n−hCZl s2−h = s1. Therefore, (s1, l,m−h, n−h, k)
is fitting. The converse holds similarly.
Mediators, base shifts, and Gaussian binomial coefficients give the following
equations.
Lemma 3.29. Let l ∈ Z≥1, w ∈ Zl≥0, ρ ∈ Zl≥1, and m,n ∈ Zl≥1. Assume
a, b ∈ Z2l≥0 such that b − a = m unionsq n. Also, suppose x ∈ Q(X)l, y = xρ, and
φ(x) ∈∏1≤i≤lQ(xi) such that ∏φ(x) 6= 0. Then, we have∏
φ(y)m◦w · [m]!wy∏
φ(x)m◦w · [m]!wx
· [m]wx ·
[b(1, l)]!wy
[a(1, l)]!wy ·[m]!wy
= [b(1, l)]wy ·
∏
φ(y)(m−1)◦w · [m− 1]!wy∏
φ(x)(m−1)◦w · [m− 1]!wx
·
∏
φ(y)w∏
φ(x)w
·
[
b(1, l)− 1
a(1, l)
]w
y
.
(3.5.4)
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Similarly, we have∏
φ(y)n
∧◦w · [n∧]!wy∏
φ(x)n∧◦w · [n∧]!wx
· [n]w∧x∧ ·
[b(l + 1, 2l)]!w
∧
y∧
[a(l + 1, 2l)]!w
∧
y∧ ·[n]!w∧y∧
= [b(l + 1, 2l)]w
∧
y∧ ·
∏
φ(y)(n
∧−1)◦w · [n∧ − 1]wy∏
φ(x)(n∧−1)◦w · [n∧ − 1]wx
·
∏
φ(y)w∏
φ(x)w
·
[
b(l + 1, 2l)− 1
a(l + 1, 2l)
]w∧
y∧
.
(3.5.5)
Proof. Let us prove Equation 3.5.4. Since bi − ai = mi ≥ 1 for each 1 ≤ i ≤ l, we
have∏
1≤i≤l φi(yi)
miwi [mi]!
wi
yi∏
1≤i≤l φi(xi)
miwi [mi]!
wi
xi
·
∏
1≤i≤l
[mi]
wi
xi
· [bi]!
wi
yi
[ai]!
wi
yi [mi]!
wi
yi
=
∏
φ(y)w∏
φ(x)w
·
∏
1≤i≤l φi(yi)
(mi−1)wi [mi − 1]!wiyi∏
1≤i≤l φi(xi)
(mi−1)wi [mi − 1]!wixi
· [bi]!
wi
yi
[ai]!
wi
yi [mi − 1]!wiyi
= [b(1, l)]wy ·
∏
1≤i≤l φi(yi)
(mi−1)wi [mi − 1]!wiyi∏
1≤i≤l φi(xi)
(mi−1)wi [mi − 1]!wixi
·
∏
φ(y)w∏
φ(x)w
·
[
b(1, l)− 1
a(1, l)
]w
y
.
Let us prove Equation 3.5.5. Since bi+l − ai+l = ni ≥ 1 for each 1 ≤ i ≤ l, we
have∏
1≤i≤l φi(yi)
nl−i+1wi [nl−i+1]!wiyi∏
1≤i≤l φi(xi)
nl−i+1wi [nl−i+1]!
wi
xi
·
∏
1≤i≤l
[ni]
w∧i
x∧i
·
[bi+l]!
w∧i
y∧i
[al+i]!
w∧i
y∧i
[ni]!
w∧i
y∧i
=
∏
1≤i≤l φl−i+1(yl−i+1)
niwl−i+1 [ni]!
w∧i
y∧i∏
1≤i≤l φl−i+1(xl−i+1)
niwl−i+1 [ni]!
w∧i
x∧i
·
∏
1≤i≤l
[ni]
w∧i
x∧i
·
[bi+l]!
w∧i
y∧i
[al+i]!
w∧i
y∧i
[ni]!
w∧i
y∧i
=
∏
1≤i≤l φl−i+1(yl−i+1)
niwl−i+1 [ni − 1]!w
∧
i
y∧i∏
1≤i≤l φl−i+1(xl−i+1)
niwl−i+1 [ni − 1]!w
∧
i
x∧i
·
∏
1≤i≤l[bi+l]!
w∧i
y∧i∏
1≤i≤l[al+i]!
w∧i
y∧i
[ni − 1]!w
∧
i
y∧i
= [b(l + 1, 2l)]w
∧
y∧ ·∏
1≤i≤l φi(yi)
(nl−i+1−1)wi [nl−i+1 − 1]!wiyi∏
1≤i≤l φi(xi)
(nl−i+1−1)wi [nl−i+1 − 1]!wixi
·
∏
φ(y)w∏
φ(x)w
·
[
b(l + 1, 2l)− 1
a(l + 1, 2l)
]w∧
y∧
.
Therefore, assertions follow.
Then, we obtain the following merged-log-concavity for shift operators.
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Proposition 3.30. Let us take parcels F1 = Λ(s1, l, w,, f1,s, φ, ρ, x,X), F2 =
Sh(F1) = Λ(s2, l, w,, f2,s, φ, ρ, x,X). Let y = xρ.
1. For each fitting (s2, l,m, n, k), we have
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
=
∏
1≤i≤h
[ν(m− i+ 1, n− i+ 1, k)]wunionsqxunionsq
·
(∏
φ(y)w∏
φ(x)w
)2h
·∆(F1)(s1, l, w,m− h, n− h, φ, ρ, x,X).
2. Assume a squaring order ′ such that(∏
φ(y)w∏
φ(x)w
)2
′ 0. (3.5.6)
If F1 is ′-merged-log-concave, then F2 is ′-merged-log-concave.
Proof. Let us prove Claim 1. First, assume h = 1 and a fitting (s2, l,m, n, k).
Then, let a = ν(k) and b = ν(m,n, k). By Theorem 3.22, we have the following:
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= f2,s2,mf2,s2,n∧ ·B(s2, l, w,m, n∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
− f2,s2,mkf2,s2,(nk)∧ ·B(s2, l, w,m k, (n k)∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
yunionsq
.
(3.5.7)
Then, since
f2,s2,n∧−1 = f2,s2,(n−1)∧ ,
f2,s2,(nk)∧−1 = f2,s2,((nk)−1)∧ ,
[n∧]wx = [n]
w∧
x∧ ,
[(n k)∧]wx = [n k]w
∧
x∧ ,
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Equation 3.5.7 becomes
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= f2,s1,m−1[m]
w
x f2,s1,(n−1)∧ [n]
w∧
x∧ ·B(s2, l, w,m, n∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
− f2,s1,(mk)−1[m k]wx f2,s1,((nk)−1)∧ [n k]w
∧
x∧
·B(s2, l, w,m k, (n k)∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
yunionsq
.
(3.5.8)
Moreover, becausem,nCZls2 and s2 = s1+h for h = 1, we have bi−ai = mi ≥ 1
for 1 ≤ i ≤ l and bi+l − ai+l = ni ≥ 1 for 1 ≤ i ≤ l. Thus, by Lemma 3.29, we
have the following equations:
[m]wx [n]
w∧
x∧ ·B(s2, l, w,m, n∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
= [m]wx [n]
w∧
x∧ ·B(s2, l, w,m, φ, ρ, x,X) ·B(s2, l, w, n∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
=
∏
φ(y)m◦w · [m]!wy∏
φ(x)m◦w · [m]!wx
·
∏
φ(y)n
∧◦w · [n∧]!wy∏
φ(x)n∧◦w · [n∧]!wx
· [m]wx ·
[b(1, l)]!wy
[a(1, l)]!wy [m]!
w
y
· [n]w∧x∧ ·
[b(l + 1, 2l)]!w
∧
y∧
[a(l + 1, 2l)]!w
∧
y∧ [n]!
w∧
y∧
= [b(1, l)]wy ·
∏
φ(y)(m−1)◦w · [m− 1]!wy∏
φ(x)(m−1)◦w · [m− 1]!wx
·
∏
φ(y)w∏
φ(x)w
·
[
b(1, l)− 1
a(1, l)
]w
y
· [b(l + 1, 2l)]w∧y∧ ·
∏
φ(y)(n
∧−1)◦w · [n∧ − 1]wy∏
φ(x)(n∧−1)◦w · [n∧ − 1]wx
·
∏
φ(y)w∏
φ(x)w
·
[
b(l + 1, 2l)− 1
a(l + 1, 2l)
]w∧
y∧
= [b]w
unionsq
yunionsq ·
(∏
φ(y)w∏
φ(x)w
)2
·B(s1, l, w,m− 1, (n− 1)∧, φ, ρ, x,X) (3.5.9)
·
[
b− 1
a
]wunionsq
yunionsq
.
Also, by Lemma 3.3, we have bi − a∧i = (m  k)i for 1 ≤ i ≤ l and bi − a∧i =
(n  k)i for l + 1 ≤ i ≤ 2l. Thus, by (m  k) CZl s2 and (n  k) CZl s2, Lemma
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3.29 gives the following equation:
[m k]wx [n k]w
∧
x∧B(s2, l, w,m k, (n k)∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
xunionsq
= [b]w
unionsq
yunionsq ·
(∏
φ(y)w∏
φ(x)w
)2
·B(s1, l, w, (m k)− 1, ((n k)− 1)∧, φ, ρ, x,X) ·
[
b− 1
a∧
]wunionsq
yunionsq
.
(3.5.10)
When (m  k) 6CZl s2 or (n  k) 6CZl s2, we have ((m k)− 1) 6CZl s1 or
((n k)− 1) 6CZl s1. This still confirms Equation 3.5.10 by 0 = 0.
Therefore, by Equations 3.5.8, 3.5.9, and 3.5.10, we obtain the following equa-
tions:
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
= [b]w
unionsq
yunionsq
(∏
φ(y)w∏
φ(x)w
)2(
f2,s1,m−1f2,s1,(n−1)∧
·B(s1, l, w,m− 1, (n− 1)∧, φ, ρ, x,X)
[
b− 1
a
]wunionsq
yunionsq
− f2,s1,(mk)−1f2,s1,((nk)−1)∧
·B(s1, l, w, (m k)− 1, ((n k)− 1)∧, φ, ρ, x,X)
[
b− 1
a∧
]wunionsq
yunionsq
)
= [b]w
unionsq
xunionsq
(∏
φ(y)w∏
φ(x)w
)2
∆(F1)(s1, l, w,m− 1, n− 1, k, φ, ρ, x,X). (3.5.11)
Therefore, Claim 1 holds for h = 1, since∏
1≤i≤h
[ν(m− i+ 1, n− i+ 1, k)]wunionsqxunionsq = ν(m− i, n, k) = b.
Second, for each h ≥ 2 and F2 = Sh(F1), let us put s2 = s1 +1, · · · , sh = s1 +h.
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Then, Equation 3.5.11 and Lemma 3.27 give the following equations:
∆(F2)(sh, l, w,m, n, k, φ, ρ, x,X)
= [ν(m,n, k)]w
unionsq
yunionsq ·
(∏
φ(y)w∏
φ(x)w
)2
·∆(F1)(sh−1, l, w,m− 1, n− 1, φ, ρ, x,X)
= [ν(m,n, k)]w
unionsq
yunionsq · [ν(m− 1, n− 1, k)]w
unionsq
yunionsq ·
(∏
φ(y)w∏
φ(x)w
)4
·∆(F1)(sh−2, l, w,m− 2, n− 2, φ, ρ, x,X)
· · · .
Therefore, Claim 1 holds for each h ≥ 1.
Let us confirm Claim 2. By Lemma 3.28, Claim 1, and Inequality 3.5.6, each
fitting (s2, l,m, n, k) gives
∆(F2)(s2, l, w,m, n, k, φ, ρ, x,X)
=
∏
1≤i≤h
[ν(m− i+ 1, n− i+ 1, k)]wunionsqxunionsq
·
(∏
φ(y)w∏
φ(x)w
)2h
·∆(F1)(s1, l, w,m− h, n− h, k, φ, ρ, x,X)
′ 0.
Thus, Claim 2 holds by Definition 2.39.
Let us state the following corollary on Condition 3.5.6 in Proposition 3.30.
Corollary 3.31. Let us take F1 = Λ(s1, l, w,, f1,s, φ, ρ, x,X), F2 = Sh(F1) =
Λ(s2, l, w,, f2,s, φ, ρ, x,X), and a squaring order ′ compatible to . Suppose
one of the following four cases.
1. φ(x) is the canonical l-mediator.
2. 1CZ s.
3. w = ιl(0).
4. ρ = ιl(1).
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Then, we have (∏
φ(y)w∏
φ(x)w
)2
 0. (3.5.12)
In particular, if F1 is ′-merged-log-concave, then F2 is ′-merged-log-concave.
Proof. For Case 1, it holds that∏
φ(y)w∏
φ(x)w
=
∏
1≤i≤l
(1− xρii )wi
(1− xi)wi =
∏
1≤i≤l
[ρi]
wi
xi
 0,
since ρi ≥ 1 and wi ≥ 0 for each 1 ≤ i ≤ l.
Let us assume Case 2. Let m = n = ιl(1) CZl s1. Thus, since φ(x) is a
(s1, l, w,, ρ, x,X)-mediator, we have
0 ≺ B(s1, l, w,m, n∧, φ, ρ, x,X)
=
∏
1≤i≤l
φi(yi)
miwi [mi]!
wi
yi
φi(xi)miwi [mi]!
wi
xi
·
∏
1≤i≤l
φi(yi)
nl−i+1wi [nl−i+1]!wiyi
φi(xi)nl−i+1wi [nl−i+1]!
wi
xi
=
∏
1≤i≤l
φi(yi)
wi
φi(xi)wi
·
∏
1≤i≤l
φi(yi)
wi
φi(xi)wi
=
(∏
φ(y)w∏
φ(x)w
)2
.
Inequality 3.5.12 holds for other cases, because Lemma 2.14 gives∏
φ(y)w∏
φ(x)w
= 1  0.
The latter statement holds by Proposition 3.30 and Inequality 3.5.12.
Consider F = Λ(s, l, w,, f, φ, ρ, x,X). Then, when h < 0, Inequality 3.5.1
does not have to be true unless w = ιl(0). Thus, Definition 3.26 does not extend
to h < 0 in general.
4 Explicit merged-log-concave parcels
We construct explicit merged-log-concave parcels of arbitrary choices of gates,
widths, base shifts, and positive weights. First, we construct merged-log-concave
parcels by identity functions for parcel numerators. Second, we construct more
merged-log-concave parcels by certain monomials for parcel numerators. Third,
we discuss several conjectures on merged determinants.
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4.1 Base shift functions, pre-parcels, and pre-merged deter-
minants
Let us make the following notation for base shift functions of canonical mediators.
Definition 4.1. Assume s = (0,∞), q ∈ Q(X), x = (q), and the canonical 1-
mediator φ(x) such that φ(x)1 = 1−q ∈ Q(X). Then, for each λ ∈ Z and ρ ∈ Z≥1,
we define the base shift function bλ,ρ(q) ∈ Q(X) such that
bλ,ρ(q) = b(s, 1, λ, φ, ρ, x,X).
Let us put the following lemma on base shift functions bλ,ρ(q).
Lemma 4.2. We have the following.
1. There exist the following equations:
bλ,ρ(q) =
(qρ; qρ)λ
(q; q)λ
if 0 ≤ λ ≤ ∞,
bλ,ρ(q) = 0 else.
2. When λ ≥ 1, we have
bλ,ρ(q) =
∏
1≤h≤λ
[ρ]qh >q 0.
3. When λ = 0, we have
bλ,ρ(q) = 1 >q 0.
Proof. Claim 1 holds, because λCZ s implies
bλ,ρ(q) = b(s, 1, λ, φ, ρ, x,X)
=
(1− qρ)λ[λ]!qρ
(1− q)λ[λ]!q
=
(qρ; qρ)λ
(q; q)λ
.
by Definitions 2.31 and 4.1. Moreover, Claim 2 holds by Claim 1, because λ ≥ 1
gives (q
ρ;qρ)λ
(q;q)λ
=
∏
1≤h≤λ[ρ]qh . Similarly, Claim 3 holds, because we have
(qρ;qρ)λ
(q;q)λ
=
1
1
= 1 for λ = 0 by Definition 1.5.
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Then, the following lemma gives degrees of base shift functions.
Lemma 4.3. For ρ ∈ Z≥1 and λ ∈ Z≥0, it holds that
degq bλ,ρ(q) =
(ρ− 1)λ(λ+ 1)
2
.
Proof. When λ = 0, the statement holds by bλ,ρ = 1. Hence, let us assume λ ≥ 1.
Then, by Lemma 4.2, we have
degq bλ,ρ(q) = degq
∏
1≤i≤λ
[ρ]qi
= degq(1 + q + · · ·+ qρ−1)(1 + q2 + · · ·+ q2(ρ−1))
· · · (1 + qλ + · · ·+ qλ(ρ−1))
=
(ρ− 1)λ(λ+ 1)
2
.
Thus, the assertion holds.
Moreover, quotients of base shift functions give the following lemma.
Lemma 4.4. Assume integers λ ≥ k ≥ 0. If λ ≥ 1, then we have
bλ,ρ(q)
bλ−k,ρ(q)
=
∑
0≤j1,···,jk≤ρ−1
qj1(λ−k+1)+j2(λ−k+2)+···+jkλ >q 0.
If λ = 0, then we have
bλ,ρ(q)
bλ−k,ρ(q)
= 1.
Proof. When λ ≥ k ≥ 0 and λ ≥ 1, Lemma 4.2 gives
bλ,ρ
bλ−k,ρ
=
∏
λ−k+1≤j≤λ
[ρ]qj
= (1 + qλ−k+1 + q2(λ−k+1) + · · ·+ q(ρ−1)(λ−k+1))
· (1 + qλ−k+2 + q2(λ−k+2) + · · ·+ q(ρ−1)(λ−k+2))
· · · (1 + qλ + q2λ + · · ·+ q(ρ−1)λ).
Therefore, we obtain the first statement, choosing qji(d−k+i) for 0 ≤ ji ≤ ρ − 1 in
each factor.
If 0 = λ = k, then bλ,ρ = bλ−k,ρ = 1. Thus, the latter statement holds.
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Let us introduce pre-parcels, pre-merged determinants, and a multi-index ver-
sion of base shift functions in Definition 4.1.
Definition 4.5. Assume s = (0,∞), µ ∈ Z≥0, λ ∈ Zµ, v ∈ Zµ≥0, ρ ∈ Zµ≥1, and
x ∈ Q(X)µ of indeterminates xi. Also, suppose φ(x) = (1 − x1, · · · , 1 − xµ) ∈∏
1≤i≤lQ(xi).
1. We define the base shift function B(µ, v, λ, ρ, x) ∈ Q(X) such that
B(µ, v, λ, ρ, x) =
∏
1≤i≤µ
bviλi,ρi(xi).
2. We define the pre-parcel U(µ, v, ρ, x) = {U ba(µ, v, ρ, x) ∈ Q(X)}a,b∈Zµ such
that
U ba(µ, v, ρ, x) =
[
b
a
]v
xρ
·B(µ, v, b− a, ρ, x)
=
[
b1
a1
]v1
x
ρ1
1
· · ·
[
bµ
aµ
]v2
x
ρµ
µ
· bv1b1−a1,ρ1(x1) · · · b
vµ
bµ−aµ,ρµ(xµ).
We refer to µ, ρ, v, and x as the width, base shift, weight, and base of the
pre-parcel U(µ, v, ρ, x).
3. Suppose e ∈ Zµ′≥0 for some 1 ≤ µ′ ≤ µ. Then, we define the pre-merged
determinant d(U)ba(µ, v, ρ, e, x) ∈ Q(X) such that
d(U)ba(µ, v, ρ, e, x) = U
b
a(µ, v, ρ, x)− U ba∧(µ, v, ρ, x) ·
∏
xe.
We call e degree shift of d(U)ba(µ, v, ρ, e, x).
Let us also introduce the following notation to compute degree differences of
pre-parcels.
Definition 4.6. Let µ ∈ Z≥1, λ = bµ2 c, and ρ, v ∈ Zµ≥1. Suppose a, b ∈ Zµ such
that
bµ−i+1 − bi ≥ 0,
aµ−i+1 − ai ≥ 0
for each 1 ≤ i ≤ λ.
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1. We define
N ba(µ, v, ρ) ∈ Zλ≥0
such that
N ba(µ, v, ρ)i = ρivi(bµ−i+1 − bi)(aµ−i+1 − ai)
for each 1 ≤ i ≤ λ.
2. In particular, we write
nba(µ, v, ρ) =
∑
N ba(µ, v, ρ) ∈ Z≥0,
oba(µ, v, ρ) =
⌊
nba(µ, v, ρ)
2
⌋
∈ Z≥0.
3. When ρ = ιµ(1), we write
N ba(µ, v) = N
b
a(µ, v, ρ) ∈ Zλ≥0,
nba(µ, v) = n
b
a(µ, v, ρ) ∈ Z≥0,
oba(µ, v) = o
b
a(µ, v, ρ) ∈ Z≥0.
Then, the following lemma gives degree differences of two-width pre-parcels.
Lemma 4.7. Let us take a, b ∈ Z2 such that
0 ≤ a1, a2 ≤ min(b1, b2).
For flat ρ, v ∈ Z2≥1 and x = ι2(q) ∈ Q(X)2, we have
degq
([
b
a
]v
xρ
)
− degq
([
b
a∧
]v
xρ
)
= nba(2, v, ρ), (4.1.1)
degq(U
b
a(2, v, ρ, x))− degq(U ba∧(2, v, ρ, x)) = nba(2, v). (4.1.2)
Proof. Let us prove Equation 4.1.1. We recall that
degq
[
B
A
]
q
= A(B − A)
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for each A,B ∈ Z≥0 such that B − A ≥ 0. Also, the flatness of v and ρ gives
ρ1 = ρ2 and v1 = v2. Thus, we obtain
degq
([
b
a
]v
xρ
)
= degq
([
b1
a1
]v1
qρ1
[
b2
a2
]v1
qρ1
)
= ρ1v1 (a1(b1 − a1) + a2(b2 − a2)) .
Similarly, it holds that
degq
([
b
a∧
]v
xρ
)
= degq
([
b1
a2
]v1
qρ1
[
b2
a1
]v1
qρ1
)
= ρ1v1(a2(b1 − a2) + a1(b2 − a1)).
Thus, we have
degq
([
b
a
]v
xρ
)
− degq
([
b
a∧
]v
xρ
)
= v1ρ1(b2 − b1)(a2 − a1)
= nba(2, v, ρ).
Therefore, Equation 4.1.1 holds.
Let us prove Equation 4.1.2. We have
degq(U
b
a(2, v, ρ, x))− degq(U ba∧(2, v, ρ, x))
= degq
([
b
a
]v
xρ
B(2, v, b− a, ρ, x)
)
− degq
([
b
a∧
]v
xρ
B(2, v, b− a∧, ρ, x)
)
.
Thus, Lemma 4.3 gives
degq (B(2, v, b− a, ρ, x)))− degq (B(2, v, b− a∧, ρ, x)))
= degq
(
bv1b1−a1,ρ1(q)b
v1
b2−a2,ρ1(q)
)− degq (bv1b1−a2,ρ1(q)bv1b2−a1,ρ1(q))
=
v1(ρ1 − 1)
2
·
(
(b1 − a1)(b1 − a1 + 1) + (b2 − a2)(b2 − a2 + 1)
− ((b1 − a2)(b1 − a2 + 1) + (b2 − a1)(b2 − a1 + 1))
)
= −(ρ1 − 1)v1(b2 − b1)(a2 − a1).
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Thus, we obtain Equation 4.1.2 by Equation 4.1.1, since
v1ρ1(b2 − b1)(a2 − a1) = nba(2, v, ρ).
Let us introduce the following notation to compute more general degree differ-
ences of pre-parcels.
Definition 4.8. Suppose µ ∈ Z≥2, λ = bµ2 c, a ∈ Zµ≥0, and e ∈ Zλ≥0.
1. If µ is even, then we define tuples ao ∈ Zµ−2≥0 , ac ∈ Z2≥0, eµ,c≥0 ∈ Zλ−1≥0 , and
eµ,o≥0 ∈ Z1≥0 such that
ao = (ai)1≤i≤λ−1 unionsq (ai+λ+1)1≤i≤λ−1,
ac = (ai+λ−1)1≤i≤2,
eµ,o = (ei)1≤i≤λ−1,
eµ,c = (eλ).
2. If µ is odd, then we define tuples ao ∈ Zµ−1≥0 , ac ∈ Z1≥0, and eµ,o≥0 ∈ Zλ≥0 such
that
ao = (ai)1≤i≤λ unionsq (ai+λ+1)1≤i≤λ,
ac = (aλ+1),
eµ,o = e.
We observe that Equation 4.1.2 in Lemma 4.7 does not depend on ρ. Further-
more, we obtain the following degree differences of pre-parcels of general widths.
Proposition 4.9. Suppose µ ∈ Z≥2, x = ιµ(q), symmetric v, ρ ∈ Zµ≥1, and a, b ∈
Zµ≥0 such that
0 ≤ a1 ≤ a2 ≤ · · · ≤ aµ ≤ b1 ≤ b2 ≤ · · · ≤ bµ,
aµ − a1 > 0, (4.1.3)
bµ − b1 > 0. (4.1.4)
Then, we obtain
degq(U
b
a(µ, v, ρ, x))− degq(U ba∧(µ, v, ρ, x)) = nba(µ, v), (4.1.5)
and
nba(µ, v) > 0. (4.1.6)
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Proof. Let us prove Equation 4.1.5 by the induction on µ. If µ = 2, Equation 4.1.5
holds by Lemma 4.7. Moreover, Equation 4.1.6 holds, because Inequalities 4.1.3
and 4.1.4 imply
nba(µ, v) = v1(b2 − b1)(a2 − a1) > 0.
Hence, let us assume µ > 2. Let h = bµ
2
c. First, suppose that µ is odd. Then,
Definition 4.6 gives
nba(µ, v) =
∑
N b
o
ao (µ− 1, vo) = nb
o
ao(µ− 1, vo). (4.1.7)
Thus, by Equation 4.1.7 and the induction on µ, we have
nba(µ, v)
= degq
(
U b
o
ao (µ− 1, vo, ρo, xo)
)− degq (U bo(ao)∧(µ− 1, vo, ρo, xo)) . (4.1.8)
Let h′ = dµ
2
e. Then, Definition 4.8 gives
U ba(µ, v, ρ, x) =
[
bh′
ah′
]vh′
qρh′
· bvh′bh′−ah′ ,ρh′ (q) · U
bo
ao (µ− 1, vo, ρo, xo).
Also, (a∧)o = (ao)∧ implies
U ba∧(µ, v, ρ, x) =
[
bh′
ah′
]vh′
qρh′
· bvh′bh′−ah′ ,ρh′ (q) · U
bo
(ao)∧(µ− 1, vo, ρo, xo). (4.1.9)
Therefore, Equation 4.1.5 holds by Equations 4.1.8 and 4.1.9, when µ > 2 is odd.
Assume that µ > 2 is even. Then, by Definition 4.8, we have
U ba(µ, v, ρ, x) = U
bo
ao (µ− 2, vo, ρo, xo) · U b
c
ac (2, v
c, ρc, xc),
U ba∧(µ, v, ρ, x) = U
bo
(ao)∧(µ− 2, vo, ρo, xo) · U b
c
(ac)∧(2, v
c, ρc, xc).
Thus, by Lemma 4.7 and the induction on µ, we obtain
degq(U
b
a(µ, v, ρ, x))− degq(U ba∧(µ, v, ρ, x))
= nb
o
ao(µ− 2, v) + nb
c
ac(2, v)
= nba(µ, v).
Therefore, Equation 4.1.5 holds.
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Furthermore, Inequality 4.1.6 holds, because Inequalities 4.1.3 and 4.1.4 imply
nba(µ, v) =
∑
1≤i≤h
vi(bµ−i+1 − bi)(aµ−i+1 − ai)
≥ v1(bµ − b1)(aµ − a1)
> 0.
4.2 Positivity of pre-merged determinants
We prove a positivity of pre-merged determinants. For this, let us recall the
following symmetric, unimodal, or log-concave q-polynomials (see Definition 2.35
for Oq,f , Dq,f ).
Definition 4.10. Suppose a polynomial f(q) ∈ Q[q].
1. f is said to be a symmetric q-polynomial, if
fOq,f+i = fDq,f−i
for each integer 0 ≤ i ≤ Dq,f −Oq,f .
2. f is said to be a unimodal q-polynomial, if
ft−1 > ft
for some integer Oq,f < t < Dq,f , then
fj−1 ≥ fj
for each integer t < j ≤ Dq,f .
3. f is said to be a log-concave q-polynomial, if
f 2t − ft−1ft+1 ≥ 0
for each integer Oq,f < t < Dq,f .
We observe that f in Definition 4.10 is unimodal if and only if f = 0 or some
integer Oq,f ≤ t ≤ Dq,f gives
fOq,f ≤ fOq,f+1 ≤ · · · ≤ ft ≥ · · · ≥ fDq,f−1 ≥ fDq,f .
Let us recall the following proposition of products of symmetric and unimodal
q-polynomials.
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Proposition 4.11 (well-known, [Sta]). Let f(q), g(q) ∈ Q≥0[q] be symmetric and
unimodal q-polynomials. Then, f(q)g(q) ∈ Q≥0[q] is a symmetric and unimodal
q-polynomial.
Let us state Proposition 4.12 that extends Proposition 4.11 for our discussion.
This is to construct explicit merged-log-concave parcels of non-trivial base-shift
parameters. Hence, Proposition 4.12 extends Proposition 4.11 for the change of
variables q 7→ qρ of ρ ∈ Z≥1.
Proposition 4.12. (qρ-extension of Proposition 4.11) Let ρ ∈ Z≥1. Suppose
a symmetric and unimodal qρ-polynomial f(q) ∈ Q≥0[qρ]. Also, assume g(q) ∈
Q≥0[q] such that
g(q) = [ρ]qh(q)
for a symmetric and unimodal q-polynomial h(q) ∈ Q≥0[q]. Then, f(q)g(q) ∈
Q≥0[q] is a symmetric and unimodal q-polynomial.
Proof. Assume f(q)g(q) 6= 0 for simplicity. First, let us confirm that each product
of symmetric q-polynomials is a symmetric q-polynomial. Thus, assume symmetric
q-polynomials µ(q), ν(q) such that Oq,µ = Oq,ν = 0; otherwise, we would replace
µ(q) and ν(q) by q−Oq,µµ(q) and q−Oq,νν(q). Also, let γ(q) = µ(q)ν(q) =
∑
i γiq
i.
Then, γi = γDq,µ+Dq,ν−i holds by
γi =
∑
j1+j2=i
µj1νj2
=
∑
j1+j2=i
µDq,µ−j1νDq,ν−j2
=
∑
j1+j2=Dq,µ+Dq,ν−i
µj1νj2
= γDq,µ+Dq,ν−i.
Second, since f(q)[ρ]q is a symmetric q-polynomial by the above, let us prove
that f(q)[ρ]q is a unimodal q-polynomial. When ρ = 1, f(q) is a symmetric and
unimodal q-polynomial and [ρ]q = 1. Thus, suppose ρ > 1. Also, assume Oq,f = 0
for simplicity. Let us write
p(q) = [ρ]q = 1 + q + · · ·+ qρ−1 =
∑
0≤i≤ρ−1
piq
i,
r(q) = f(q)[ρ]q =
∑
0≤i≤Dq,f+ρ−1
riq
i.
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Then, it holds that
ri+1 − ri =
∑
j
fi−jpj+1 −
∑
j
fi−jpj =
∑
j
fi−j(pj+1 − pj).
We have pj+1 − pj = 0 unless j = −1 or j = ρ − 1; otherwise pj+1 = pj = 1 or
pj+1 = pj = 0, which implies pj+1 − pj = 0. Therefore, it holds that
ri+1 − ri = fi+1 − fi+1−ρ. (4.2.1)
In particular, unless i + 1 ≡ρ 0, it holds that fi+1 = fi+1−ρ = 0, which implies
ri+1−ri = 0 by Equation 4.2.1. Since we already know that f(q)[ρ]q is a symmetric
q-polynomial, let us check ri+1 − ri ≥ 0 for 1 ≤ i+ 1 ≤ Dq,f+ρ−12 .
Suppose i + 1 = Dq,f+ρ−1
2
∈ Z. Then, we have i + 1 6≡ρ 0 as follows. Let us
assume i+1 ≡ρ 0. The equation 2i+2 = Dq,f+ρ−1 implies 2i+3 ≡ρ Dq,f+ρ ≡ρ 0.
Thus, we have 2(i + 1) + 1 ≡ρ 1 ≡ρ 0 by i + 1 ≡ρ 0. This contradicts ρ > 1.
Therefore, i+ 1 6≡ρ 0. This yields ri+1 − ri = 0.
If 1 ≤ i+ 1 ≤ Dq,f
2
, then
ri+1 − ri = fi+1 − fi+1−ρ ≥ 0,
because i+ 1 ≤ Dq,f
2
and fi+1 ≥ fi+1−ρ by the unimodality of f .
Let Dq,f = ρk of some k ∈ Z≥1. If Dq,f2 < i+ 1 <
Dq,f+ρ−1
2
, then
ρk < 2i+ 2 < ρk + ρ− 1
implies i + 1 6≡ρ 0. Therefore, ri+1 − ri = 0. Thus, f(q)[ρ]q is a unimodal q-
polynomial by the symmetricity of f(q)[ρ]q.
Third, the assertion holds by Proposition 4.11, since both f(q)[ρ]q and h(q) are
symmetric unimodal q-polynomials.
We introduce the following polynomials by Gaussian binomial coefficients and
q-numbers.
Definition 4.13. Consider a, b ∈ Z2≥0 such that 0 ≤ a1, a2 ≤ min(b1, b2). Then,
for each ρ ∈ Z≥1, we define ωa,b(ρ, q) ∈ Z≥0[q] such that
ωa,b(ρ, q) =
[
b
a
]
qρ
· [ρ]q =
[
b1
a1
]
qρ
·
[
b2
a2
]
qρ
· [ρ]q.
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We recall that each q-binomial coefficient
[
B
A
]
q
of A,B ∈ Z is a unimodal
q-polynomial (see [Sta]). Let us use this to prove the following corollary of Propo-
sition 4.12.
Corollary 4.14. Each ωa,b(ρ, q) is a symmetric and unimodal q-polynomial such
that ωa,b(ρ, q) >q 0.
Proof. By a1 ≤ b1 and a2 ≤ b2,
[
b1
a1
]
qρ
>q 0 and
[
b2
a2
]
qρ
>q 0. Also,
[
b1
a1
]
qρ
and[
b2
a2
]
qρ
are symmetric and unimodal qρ-polynomials. Therefore,
[
b1
a1
]
qρ
· [b2
a2
]
qρ
is
a symmetric and unimodal qρ-polynomial by Proposition 4.12 such that
[
b1
a1
]
qρ
·[
b2
a2
]
qρ
>qρ 0. Therefore, ωa,b(ρ, q) =
[
b1
a1
]
qρ
·[b2
a2
]
qρ
· [ρ]q is a symmetric and unimodal
q-polynomial by Proposition 4.12 such that ωa,b(ρ, q) >q 0.
We introduce the following polynomials by base shift functions and q-numbers
to prove a strict inequality of pre-merged determinants.
Definition 4.15. Suppose a, b ∈ Z2≥0 such that 0 ≤ a1 < a2 ≤ b1 < b2 and flat
ρ, v ∈ Z2>0. Then, we define
κa,b(v, ρ, q) =
bv1b1−a2,ρ1(q) · bv1b2−a2,ρ1(q)
[ρ1]q
.
Let us state the following lemma for polynomials κa,b(v, ρ, q).
Lemma 4.16. We have κa,b(v, ρ, q) >q 0.
Proof. The inequality b2 > a2 implies
bv1b2−a2,ρ1(q)
[ρ1]q
=
∏
1≤h≤b2−a2 [ρ1]
v1
qh
[ρ1]q
>q 0.
Also, the inequality b1 ≥ a2 implies
bv1b1−a2,ρ1(q) >q 0.
So, we obtain the assertion.
Let us prove strict inequalities of two-width pre-merged determinants in the
following proposition.
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Proposition 4.17. Suppose a, b ∈ Z2≥0 such that 0 ≤ a1 < a2 ≤ b1 < b2. Also,
assume flat ρ, v ∈ Z2>0, x = ι2(q), and e = (e1) ∈ Z1 such that 0 ≤ e1 ≤ nba(2, v).
Then, we have
d(U)ba(2, v, ρ, e, x) >q 0. (4.2.2)
Proof. First, let us prove Inequality 4.2.2 for ρ1 = 1, e1 = 0, and v1 = 1. Thus, by
the induction on b2, let us prove
d(U)ba(2, v, ρ, e, x) =
[
b1
a1
]
q
[
b2
a2
]
q
−
[
b1
a2
]
q
[
b2
a1
]
q
>q 0. (4.2.3)
By 0 ≤ a1 < a2 ≤ b1 < b2, the smallest possible b2 is 2. Then, a1 = 0, a2 = 1, and
b1 = 1. This gives Inequality 4.2.3 by the direct computation:
d(U)ba(2, v, ρ, e, x) =
[
1
0
]
q
[
2
1
]
q
−
[
1
1
]
q
[
2
0
]
q
=
[
2
1
]
q
−
[
1
1
]
q
= q >q 0.
To consider a general b2, let us compute the first factor of Inequality 4.2.3 by
the q-Pascal identity as follows:[
b1
a1
]
q
[
b2
a2
]
q
=
([
b1 − 1
a1 − 1
]
q
+ qa1
[
b1 − 1
a1
]
q
)
·
([
b2 − 1
a2 − 1
]
q
+ qa2
[
b2 − 1
a2
]
q
)
=
[
b1 − 1
a1 − 1
]
q
[
b2 − 1
a2 − 1
]
q
+ qa1
[
b1 − 1
a1
]
q
[
b2 − 1
a2 − 1
]
q
+ qa2
[
b1 − 1
a1 − 1
]
q
[
b2 − 1
a2
]
q
+ qa1+a2
[
b1 − 1
a1
]
q
[
b2 − 1
a2
]
q
.
Similarly, we compute the second factor of Inequality 4.2.3 as follows:[
b1
a2
]
q
[
b2
a1
]
q
=
([
b1 − 1
a2 − 1
]
q
+ qa2
[
b1 − 1
a2
]
q
)
·
([
b2 − 1
a1 − 1
]
q
+ qa1
[
b2 − 1
a1
]
q
)
=
[
b1 − 1
a2 − 1
]
q
[
b2 − 1
a1 − 1
]
q
+ qa2
[
b1 − 1
a2
]
q
[
b2 − 1
a1 − 1
]
q
+ qa1
[
b1 − 1
a2 − 1
]
q
[
b2 − 1
a1
]
q
+ qa1+a2
[
b1 − 1
a2
]
q
[
b2 − 1
a1
]
q
.
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Hence, comparing coefficients of powers of q, it suffices for us to prove the
following four inequalities:[
b1 − 1
a1 − 1
]
q
[
b2 − 1
a2 − 1
]
q
≥q
[
b1 − 1
a2 − 1
]
q
[
b2 − 1
a1 − 1
]
q
, (4.2.4)[
b1 − 1
a1
]
q
[
b2 − 1
a2 − 1
]
q
≥q
[
b1 − 1
a2 − 1
]
q
[
b2 − 1
a1
]
q
, (4.2.5)[
b1 − 1
a1 − 1
]
q
[
b2 − 1
a2
]
q
≥q
[
b1 − 1
a2
]
q
[
b2 − 1
a1 − 1
]
q
, (4.2.6)[
b1 − 1
a1
]
q
[
b2 − 1
a2
]
q
>q
[
b1 − 1
a2
]
q
[
b2 − 1
a1
]
q
. (4.2.7)
Let us prove Inequality 4.2.4. If a1 ≥ 1, Inequality 4.2.4 holds by the induction
of Inequality 4.2.3. If a1 = 0, Inequality 4.2.4 still holds by 0 = 0.
Let us prove Inequality 4.2.5. If a2− 1 > a1, then Inequality 4.2.5 holds by the
induction of Inequality 4.2.3. If a2 − 1 = a1, then we still obtain Inequality 4.2.5,
because both sides become the same.
When b1 − 1 < a2, we obtain Inequalities 4.2.6 and 4.2.7 as follows. The strict
inequality b1 − 1 < a2 gives [
b1 − 1
a2
]
q
= 0. (4.2.8)
Moreover, we have
b2 − 1 ≥ a2, (4.2.9)
b1 − 1 ≥ a1 > a1 − 1 (4.2.10)
by a2 ≤ b1 < b2 and a1 < a2 ≤ b1. Then, Inequalities 4.2.9 and 4.2.10 imply the
following strict inequalities: [
b1 − 1
a1 − 1
]
q
[
b2 − 1
a2
]
q
>q 0, (4.2.11)[
b1 − 1
a1
]
q
[
b2 − 1
a2
]
q
>q 0. (4.2.12)
Thus, Inequalities 4.2.6 and 4.2.7 hold by Equation 4.2.8 and Inequalities 4.2.11
and 4.2.12, when b1 − 1 < a2.
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Hence, let us assume a2 ≤ b1 − 1. If a1 > 0, Inequality 4.2.6 holds by the
induction of Inequality 4.2.3. If a1 = 0, then we still obtain Inequality 4.2.6 by
0 = 0. Inequality 4.2.7 follows from the induction of Inequality 4.2.3 by a2 ≤ b1−1.
In particular, we obtain Inequality 4.2.3.
Second, let us prove Inequality 4.2.2, when v1 = v2 > 0, ρ1 = ρ2 = 1, and
e1 = 0. This holds, because Inequality 4.2.3 implies[
b1
a1
]
q
[
b2
a2
]
q
>q
[
b1
a2
]
q
[
b2
a1
]
q
.
Therefore, v1-fold multiplications of both sides above yield
d(U)ba(2, v, ρ, e, x) =
[
b1
a1
]v1
q
[
b2
a2
]v1
q
−
[
b1
a2
]v1
q
[
b2
a1
]v1
q
>q 0 (4.2.13)
by Lemma 2.3 and Proposition 2.7.
Third, let us prove Inequality 4.2.2 for a general ρ1 = ρ2 > 0, nba(2, v) ≥ e1 ≥ 0,
and v1 = v2 > 0. Then, Equation 4.2.13 implies
[
b1
a1
]v1
qρ1
[
b2
a2
]v1
qρ1
−
[
b1
a2
]v1
qρ1
[
b2
a1
]v1
qρ1
>qρ1 0.
Thus, multiplying [ρ1]q on both sides, we obtain[
b1
a1
]v1
qρ1
[
b2
a2
]v1
qρ1
[ρ1]q −
[
b1
a2
]v1
qρ1
[
b2
a1
]v1
qρ1
[ρ1]q
= ωv1a,b(ρ1, q)
v1 − ωv1a∧,b(ρ1, q)v1
>q 0. (4.2.14)
Moreover, d(U)ba(2, v, ρ, e, x) reads as follows:
d(U)ba(2, v, ρ, e, x)
=
[
b1
a1
]v1
qρ1
[
b2
a2
]v1
qρ1
bv1b1−a1,ρ1(q)
bv1b1−a2,ρ1(q)
bv1b1−a2,ρ1(q)b
v1
b2−a2,ρ1(q)
− qe1
[
b1
a2
]v1
qρ1
[
b2
a1
]v1
qρ1
bv1b2−a1,ρ1(q)
bv1b2−a2,ρ(q)
bv1b1−a2,ρ1(q)b
v1
b2−a2,ρ1(q)
= κa,b(v, ρ, q)
(
ωv1a,b(ρ1, q) ·
bv1b1−a1,ρ1(q)
bv1b1−a2,ρ1(q)
− qe1ωv1a∧,b(ρ1, q) ·
bv1b2−a1,ρ1(q)
bv1b2−a2,ρ1(q)
)
. (4.2.15)
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Let us prove Inequality 4.2.2 by Equation 4.2.15. By the assumption 0 ≤ a1 <
a2 ≤ b1 < b2, we have
d1 := b1 − a1 > 0, (4.2.16)
d2 := b2 − a1 > 0, (4.2.17)
k := a2 − a1 > 0. (4.2.18)
Thus, since b1 − a2 = d1 − k ≥ 0, Lemma 4.4 gives
bb1−a1,ρ1(q)
bb1−a2,ρ1(q)
=
bd1,ρ1(q)
bd1−k,ρ1(q)
=
∑
0≤λ1,···,λk≤ρ1−1
qλ1(d1−k+1)+λ2(d1−k+2)+···+λkd1 .
Also, since b2 − a2 = d2 − k ≥ 0, Lemma 4.4 gives
bb2−a1,ρ1(q)
bb2−a2,ρ1(q)
=
bd2,ρ1(q)
bd2−k,ρ1(q)
=
∑
0≤λ1,···,λk≤ρ1−1
qλ1(d2−k+1)+λ2(d2−k+2)+···+λkd2 .
Hence, let us choose λ = (λi)1≤i≤k ∈ Zk such that
0 ≤ λ1, · · · , λk ≤ ρ1 − 1. (4.2.19)
Then, by Lemma 4.16 and Equation 4.2.15, Inequality 4.2.2 follows from
ωv1a,b(ρ1, q)q
v1(λ1(d1−k+1)+λ2(d1−k+2)+···+λkd1)
− qe1ωv1a∧,b(ρ1, q)qv1(λ1(d2−k+1)+λ2(d2−k+2)+···+λkd2) >q 0. (4.2.20)
Hence, let us set integers L(λ, v1, d1, d2, e1, k) and R(λ, v1, d1, d2, e1, k) such that
L(λ, v1, d1, d2, e1, k)
= v1 (λ1(d1 − k + 1) + λ2(d1 − k + 2) + · · ·+ λkd1) ,
R(λ, v1, d1, d2, e1, k)
= e1 + v1 (λ1(d2 − k + 1) + λ2(d2 − k + 2) + · · ·+ λkd2) .
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We observe that Lemma 4.7 gives the following equations:
degq
(
ωv1a,b(ρ1, q)
)− degq (ωv1a∧,b(ρ1, q))
= degq
([
b
a
]v
yρ
[ρ]q
)
− degq
([
b
a∧
]v
yρ
[ρ]q
)
= degq
[
b
a
]v
yρ
− degq
[
b
a∧
]v
yρ
= nba(2, v, ρ).
Thus, because ωv1a,b(ρ1, q) and ω
v1
a∧,b(ρ1, q) are symmetric and unimodal q-polynomials
by Corollary 4.14, Inequality 4.2.20 follows from
0 ≤ R(λ, v1, d1, d2, e1, k)− L(λ, v1, d1, d2, e1, k) ≤ nba(2, v, ρ) (4.2.21)
by Inequality 4.2.14 and Oq,ωv1a,b(ρ1,q) = Oq,ωv1a∧,b(ρ1,q) = 0. Because
0 ≤ e1 ≤ nba(2, v) = v1(b2 − b1)(a2 − a1),
Equations 4.2.16, 4.2.17, and 4.2.18 and Inequalities 4.2.19 give
R(λ, v1, d1, d2, e1, k)− L(λ, v1, d1, d2, e1, k)
= e1 + v1(d2 − d1)
∑
λi
≤ e1 + v1(d2 − d1)k(ρ1 − 1)
≤ v1ρ1(b2 − b1)(a2 − a1)
= nba(2, v, ρ).
Therefore, Inequalities 4.2.21 hold by d2 − d1 = b2 − b1 > 0. Then, we obtain
Inequality 4.2.2.
In particular, when v1 = v2 = 1, ρ1 = ρ2 = 1, and x1 = x2 = q, we obtain
d(U)ba(2, v, ρ, e, x) =
[
b1
a1
]
q
[
b2
a2
]
q
−
[
b1
a2
]
q
[
b2
a1
]
q
>q 0 (4.2.22)
by Proposition 4.17 for integers 0 ≤ a1 < a2 ≤ b1 < b2. Let us mention that we are
not claiming the q-log-concavity of Gaussian binomial coefficients in these special
cases of Proposition 4.17. Thus, Inequality 4.2.22 differs from pioneering results
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[But, Sag, Kra] on the q-log-concavity. More precisely (see [Kra]), for b1 ≤ b2,
a1 ≤ a2, and a non-negative integer k, they have obtained[
b2
a1
]
q
[
b1
a2
]
q
−
[
b2
a1 − k
]
q
[
b1
a2 + k
]
q
≥q 0. (4.2.23)
Furthermore, we notice >q 0 in Inequality 4.2.22 instead of ≥q in Inequality 4.2.23.
This is important for us to obtain polynomials with positive integer coefficients.
Theorem 4.19 extends Proposition 4.17 for more general pre-merged determi-
nants and squaring orders. This uses the following lemma.
Lemma 4.18. Consider a pre-parcel U ba(µ, v, ρ, x) and e ∈ Zµ
′
≥0 of some 1 ≤ µ′ ≤
µ. Also, assume x ∈ Q(X)µ of -admissible variables xi. Then, we have
U ba(µ, v, ρ, x)  0,
U ba∧(µ, v, ρ, x) ·
∏
xe  0.
Proof. The assertion holds, because we have bbi−ai,ρi(xi)  0, bbi−aµ−i+1,ρi(xi)  0,
and
∏
xe  0.
Let us prove the following theorem.
Theorem 4.19. Suppose µ ≥ 2 and a, b ∈ Zµ≥0 such that
0 ≤ a1 ≤ · · · ≤ aµ, (4.2.24)
b1 ≤ · · · ≤ bµ, (4.2.25)
ai ≤ bi for each 1 ≤ i ≤ µ, (4.2.26)
aµ − a1 > 0, (4.2.27)
bµ − b1 > 0. (4.2.28)
Also, assume a squaring order  on X, a symmetric x ∈ Q(X)µ of -admissible
variables xi, and symmetric v, ρ ∈ Zµ≥1. For h = bµ2 c, let us take a tuple e ∈ Zh
such that
0 ≤ ei ≤ N ba(µ, v)i
for each 1 ≤ i ≤ h. Then, we obtain
d(U)ba(µ, v, ρ, e, x)  0.
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Proof. We may assume aµ ≤ b1; otherwise,
[
b1
aµ
]
x
ρ1
1
= 0 gives
U ba∧(µ, ρ, v, x) =
[
b1
aµ
]v1
x
ρ1
1
[
b2
aµ−1
]v2
x
ρ2
2
· · ·
[
bµ
a1
]v2
x
ρµ
µ
· bv1b1−aµ,ρ1(x1)bv2b2−aµ−1,ρ2(x2) · · · b
vµ
bµ−a1,ρµ(xµ)
= 0,
and
U ba(µ, ρ, v, x) =
[
b1
a1
]v1
x
ρ1
1
[
b2
a2
]v2
x
ρ2
2
· · ·
[
bµ
aµ
]v2
x
ρµ
µ
· bv1b1−a1,ρ1(x1)bv2b2−a2,ρ2(x2) · · · b
vµ
bµ−aµ,ρµ(xµ)
 0
by Inequality 4.2.26, Lemma 4.2, and the -admissibility of x. Hence, let us
assume
0 ≤ a1 ≤ · · · ≤ aµ ≤ b1 ≤ · · · ≤ bµ, (4.2.29)
aµ − a1 > 0, (4.2.30)
bµ − b1 > 0. (4.2.31)
Let us prove the statement by the induction on µ. When µ = 2, the statement
holds by Proposition 4.17. First, suppose that µ ≥ 3 is odd. Let h′ = dµ
2
e. Then,
we have
d(U)ba(µ, ρ, v, e, x)
=
[
bh′
ah′
]vh′
qρh′
b
vh′
bh′−ah′ ,ρh′ (xh′)d(U)
bo
ao(µ− 1, vo, ρo, eµ,o, xo)
 0
by [
bh′
ah′
]vh′
qρh′
b
vh′
bh′−ah′ ,ρh′  0
and the induction on µ ≥ 3.
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Second, suppose that µ ≥ 4 is even. Then, it holds that
d(U)ba(µ, v, ρ, e, x)
= U b
c
ac (2, v
c, ρc, xc)U b
o
ao (µ− 2, vo, ρo, xo)
−
∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc) ·
∏
xe
µ,o · U bo(ao)∧(µ− 2, vo, ρo, xo).
(4.2.32)
Moreover, by Inequalities 4.2.29, 4.2.30, and 4.2.31 and Definition 4.8, we have the
following:
A.1 There are the following inequalities:
0 ≤ ao1 ≤ · · · ≤ aoµ−2 ≤ bo1 ≤ · · · ≤ boµ−2,
aoµ−2 − ao1 > 0,
boµ−2 − bo1 > 0.
A.2 There are symmetric ρo, vo, xo.
A.3 For 1 ≤ i ≤ h− 1, it holds that
0 ≤ eµ,oi = ei ≤ N b
o
ao (µ− 2, vo)i.
In the following, we refer to these A.1, A.2, and A.3 for the induction on µ.
Let us assume that either
ac1 = ah = ah+1 = a
c
2, (4.2.33)
or
bc1 = bh = bh+1 = b
c
2. (4.2.34)
Then, we have
0 ≤ eµ,c1 = eh ≤ ρhvh(bh+1 − bh)(ah+1 − ah) = 0,
and [
bh
ah
]vh
x
ρh
h
[
bh+1
ah+1
]vh+1
x
ρh+1
h+1
bvhbh−ah,ρh(xh)b
vh+1
bh+1−ah+1,ρh+1(xh+1)
=
[
bh
ah+1
]vh
x
ρh
h
[
bh+1
ah
]vh+1
x
ρh+1
h+1
bvhbh−ah+1,ρh(xh)b
vh+1
bh+1−ah,ρh+1(xh+1).
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Thus, it holds that∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc) = U b
c
ac (2, v
c, ρc, xc) q 0.
Therefore, when ac1 = ac2 or bc1 = bc2, the statement holds, because we have Equation
4.2.32 and the induction on µ by A.1, A.2, and A.3.
Instead of Equations 4.2.33 or Equations 4.2.34, let us assume
0 ≤ ac1 < ac2 ≤ bc1 < bc2.
Here, ρc, vc, xc are symmetric. Also, because we have
0 ≤ eµ,c1 = eh ≤ vh(bh+1 − bh)(ah+1 − ah) = N b
c
ac (2, v
c)1,
the induction on µ gives d(U)bcac(2, vc, ρc, eµ,c, xc)  0. Thus, we have
U b
c
ac (2, v
c, ρc, xc) 
∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc). (4.2.35)
This yields
U b
o
ao (µ− 2, vo, ρo, xo) 
∏
xe
µ,o · U bo(ao)∧(µ− 2, vo, ρo, xo), (4.2.36)
because we have d(U)boao(µ−2, vo, ρo, eµ,o, xo)  0 byA.1,A.2, andA.3. Therefore,
Proposition 2.7 and Lemma 4.18 give the statement by multiplying both sides of
Inequalities 4.2.35 and 4.2.36.
In particular, when x = ιµ(q), Theorem 4.19 gives polynomials with positive
integer coefficients:
d(U)ba(µ, v, ρ, e, x) >q 0.
4.3 Merged-log-concave parcels of identities
We obtain merged-log-concave parcels by identity functions. This uses the posi-
tivity of pre-merged determinants d(U)ba(µ, v, ρ, e, x) in Theorem 4.19.
In the following definition, let us introduce the notion of pre-merged determi-
nants d(V )ba(s, l, w, φ, ρ, e, x) such that 2l = l(a) = l(b) for our convenience. Also,
let us introduce the notion of proper mediators, which are similar to canonical
mediators.
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Definition 4.20. Suppose a gate s ∈ Zˆ2≥0, l ∈ Z≥1, w ∈ Zl≥0, and ρ ∈ Zl≥1.
Also, assume a squaring order  on X, x ∈ Q(X)l of -admissible variables, and
(s, l, w,, ρ, x,X)-mediator φ(x).
1. We define the pre-parcel V (s, l, w, φ, ρ, x) = {V ba (s, l, w, φ, ρ, x) ∈ Q(X)}a,b∈Z2l
such that
V ba (s, l, w, φ, ρ, x)
=
[
b
a
]wunionsq
(xρ)unionsq
B(s, l, w, (b− a)(1, l), ((b− a)(l + 1, 2l))∧, φ, ρ, x,X).
2. For l′ ∈ Z≥1 such that l′ ≤ l, let e ∈ Zl′≥0. Also, let a, b ∈ Z2l. We define the
pre-merged determinant d(V )ba(s, l, w, φ, ρ, e, x) ∈ Q(X) such that
d(V )ba(s, l, w, φ, ρ, e, x)
= V ba (s, l, w, φ, ρ, x)− V ba∧(s, l, w, φ, ρ, x) ·
∏
xe.
3. We call φ(x) proper (s, l, w,, ρ, x,X)-mediator (or proper mediator for sim-
plicity), if
d(V )ba(s, l, w, φ, ρ, e, x)  0
for each fitting (s, l,m, n, k), a = ν(k), b = ν(m,n, k), and e ∈ Zl such that
0 ≤ ei ≤ N ba(2l, v)i
for each 1 ≤ i ≤ l.
Let us confirm the existence of proper mediators.
Proposition 4.21. Let l ∈ Z≥1, s1 = (0,∞), w ∈ Zl≥0, and ρ ∈ Zl≥1. Suppose
a squaring order  on X, x ∈ Q(X)l of -admissible variables, and (s1, l, w,
, ρ, x,X)-mediator φ(x).
1. If φ(x) is the canonical l-mediator, then φ(x) is a proper (s1, l, w,, ρ, x,X)-
mediator.
2. If ρ = ιl(1), then φ(x) is a proper (s1, l, w,, ρ, x,X)-mediator.
3. If φ(x) is a proper (s1, l, w,, ρ, x,X)-mediator, then φ(x) is a proper (s2, l, w,
, ρ, x,X)-mediator for each gate s2 ∈ Zˆ2≥0.
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Proof. Let us prove Claim 1. Thus, assume that φ(x) is the canonical l-mediator
and prove that φ(x) is proper. Let a, b ∈ Z2l. Then, Definition 4.5 gives
B(2l, wunionsq, b− a, ρunionsq, xunionsq)
= B(s1, 2l, w
unionsq, b− a, φunionsq, ρunionsq, xunionsq, X)
= B(s1, l, w, (b− a)(1, l), ((b− a)(l + 1, 2l))∧, φ, ρ, x,X),
and
B(2l, wunionsq, b− a∧, ρunionsq, xunionsq)
= B(s1, l, w, (b− a∧)(1, l), ((b− a∧)(l + 1, 2l))∧, φ, ρ, x,X).
Thus, we have
U ba(2l, w
unionsq, ρunionsq, xunionsq) =
[
b
a
]wunionsq
(xρ)unionsq
·B(2l, wunionsq, b− a, ρunionsq, xunionsq)
= V ba (s1, l, w, φ, ρ, x),
U ba∧(2l, w
unionsq, ρunionsq, xunionsq) =
[
b
a∧
]wunionsq
(xρ)unionsq
·B(2l, wunionsq, b− a∧, ρunionsq, xunionsq)
= V ba∧(s1, l, w, φ, ρ, x).
Therefore, for each fitting (s1, l,m, n, k), a = ν(k), and b = ν(m,n, k), Theorem
4.19 gives
d(V )ba(s1, l, w, φ, ρ, e, x) = d(U)
b
a(2l, w
unionsq, ρunionsq, e, xunionsq)  0,
because a = ν(k) and b = ν(m,n, k) satisfy Inequalities 4.2.24, 4.2.25, 4.2.26,
4.2.27, and 4.2.28 of Theorem 4.19 by the fitting condition on (s1, l,m, n, k). It
follows that φ(x) is proper.
Let us prove Claim 2. When ρ = ιl(1), we have
B(s1, 2l, w
unionsq, b− a, φunionsq, ρunionsq, xunionsq, X) = 1,
B(s1, 2l, w
unionsq, b− a∧, φunionsq, ρunionsq, xunionsq, X) = 1
for each (s1, l, w,, ρ, x,X)-mediator φ(x) by Lemma 2.32. Therefore, Claim 2
holds by Theorem 4.19 as well.
Let us prove Claim 3. For each fitting (s2, l,m, n, k), a = ν(k), and b =
ν(m,n, k), we have
d(V )ba(s2, l, w, φ, ρ, e, x) = d(V )
b
a(s1, l, w, φ, ρ, e, x)  0
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if b− a∧ CZ2l s2, and
d(V )ba(s2, l, w, φ, ρ, e, x)
=
[
b
a
]wunionsq
(xρ)unionsq
B(s2, l, w, (b− a)(1, l), ((b− a)(l + 1, 2l))∧, φ, ρ, x,X)
 0,
if b− a∧ 6CZ2l s2. Thus, Claim 3 holds.
Let us use the following notion of identity functions.
Definition 4.22. Suppose a gate s ∈ Zˆ2≥0 and l ∈ Z≥1. We define 1s,l = {1s,l,m ∈
Q(X)}m∈Zl such that
1s,l,m = 1 for mCZl s,
1s,l,m = 0 else.
We call 1s,l (s, l)-identity (or identity for simplicity).
To be clear, for a family f = {fm ∈ Q(X)}m∈Zl and r ∈ R, let us mention that
we write rf = fr = {rfm ∈ Q(X)}m∈Zl .
Let us consider a (s, l)-identify 1s,l. Then, r1s,l = {r1s,l,m ∈ Q(X)}m∈Zl of
r ∈ Q is doubly (s, l,)-positive if and only if r2  0, because (r1s,l,m)2  0 has to
hold for some mCZl s. Hence, let us introduce constant parcels by (s, l)-identities
as follows.
Definition 4.23. Suppose a gate s ∈ Zˆ2≥0 and l ∈ Z≥1. Then, we call Λ(s, l, w,
, r · 1s,l, ρ, φ, x,X) constant parcel, if r ∈ Q and r2  0.
Then, the following proposition gives merged-log-concave constant parcels for
arbitrary choices of widths, gates, positive weights, and base shifts.
Proposition 4.24. Suppose a gate s ∈ Zˆ2≥0, l ∈ Z≥1, w ∈ Zl>0, and ρ ∈ Zl≥1. Also,
assume a proper (s, l, w,, ρ, x,X)-mediator φ(x) and r ∈ Q with r2  0. Then,
the constant parcel F = Λ(s, l, w,, r · 1s,l, ρ, φ, x,X) is -merge-log-concave.
Proof. Let r = 1 for simplicity. We take a fitting (s, l,m, n, k), a = ν(k), b =
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ν(m,n, k), and y = xρ. Then, by Theorem 3.22 and the definition of 1s,l, we have
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= B(s, l, w,m, n∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
−B(s, l, w,m k, (n k)∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
yunionsq
= B(s, l, w, (b− a)(1, l), ((b− a)(l + 1, 2l))∧, φ, ρ, x,X)
[
b
a
]wunionsq
yunionsq
−B(s, l, w, (b− a∧)(1, l), ((b− a∧)(l + 1, 2l))∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
yunionsq
= d(V )ba(s, l, w, φ, ρ, ι
l(0), x).
Therefore, the statement holds by the properness of φ(x).
Example 4.25. Let us take the canonical l-mediator φ and w ∈ Zl>0. Assume a
constant parcel F = Λ(s, l, w,, 1s,l, φ, ρ, x,X). Then, we have
Fm = 1
(m)wx
for mCZl s,
Fm = 0 else.
4.4 Monomial parcels
We introduce the notion of monomial parcels. Then, we obtain more merged-log-
concave parcels. In particular, this extends Proposition 4.24 for flat bases and
parcel numerators of certain monomials.
Let us make the following notion of functional monomial indices.
Definition 4.26. Assume a gate s ∈ Zˆ2≥0, l ∈ Z≥1, and w ∈ Zl>0. Also, suppose a
function t : Zl → Q.
1. For each k ∈ Z2l and m,n ∈ Zl, we define td(m,n, k) ∈ Q such that
td(m,n, k) = t(m k) + t((n k)∧)− t(m)− t(n∧).
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2. We call (s, l, w, t) functional monomial index, when
td(m,n, k) ∈ Z, (4.4.1)
0 ≤ td(m,n, k) ≤ nba(2l, w) (4.4.2)
for each wrapped fitting (s, l,m, n, k), a = ν(k), and b = ν(m,n, k). We refer
to Condition 4.4.1 and Condition 4.4.2 as the integer monomial condition
and the sum monomial condition of (s, l, w, t).
The existence of t satisfying monomial conditions of (s, l, w, t) is clear. For
instance, (s, l, w, t) of t = 0 satisfy monomial conditions of (s, l, w, t). In particular,
a functional monomial index (s, l, w, t) of t = 0 gives a merged-log-concave constant
parcel in Proposition 4.24 for x = ιl(q). We obtain more merged-log-concave
parcels of functional monomial indices in the following proposition.
Proposition 4.27. Suppose a functional monomial index (s, l, w, t). Also, assume
a -admissible variable q ∈ Q(X), x = ιl(q), and proper (s, l, w,>q, ρ, x,X)-
mediator φ(x). Let us consider a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) such that
fs,m = q
t(m) for mCZl s,
fs,m = 0 else.
Then, for each fitting (s, l,m, n, k), a = ν(k), and b = ν(m,n, k), we have
q−t(m)−t(n
∧) ·∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= d(V )ba(s, l, w, φ, ρ, (td(m,n, k)), x) (4.4.3)
>q 0. (4.4.4)
In particular, F is -merged-log-concave.
Proof. Suppose a fitting (s, l,m, n, k), a = ν(k), and b = ν(m,n, k). Then, Theo-
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rem 3.22 gives
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= fs,mfs,n ·B(s, l, w,m, n∧, φ, ρ, x,X) ·
[
b
a
]wunionsq
xunionsq
− fs,mkfs,(nk)∧ ·B(s, l, w,m k, (n k)∧, φ, ρ, x,X) ·
[
b
a∧
]wunionsq
xunionsq
= qt(m)+t(n
∧)(
B(s, l, w, (b− a)(1, l), ((b− a)(l + 1, 2l))∧, φ, ρ, x,X)
[
b
a
]wunionsq
xunionsq
− qtd(m,n,k)B(s, l, w, (b− a∧)(1, l), ((b− a∧)(l + 1, 2l))∧, φ, ρ, x,X)
[
b
a∧
]wunionsq
xunionsq
)
= qt(m)+t(n
∧)d(V )ba(s, l, w, φ, ρ, (td(m,n, k)), x,X). (4.4.5)
Thus, we obtain Equation 4.4.3.
Let us prove Inequality 4.4.4. By monomial conditions of (s, l, w, t), let us
choose e(m,n, k) ∈ Zl≥0 such that
∑
e(m,n, k) = td(m,n, k) and e(m,n, k)i ≤
N ba(2l, w)i. Then, since x = ιl(q) and φ(x) is a proper (s, l, w,>q, ρ, x,X)-mediator,
we have
d(V )ba(s, l, w, φ, ρ, (td(m,n, k)), x,X)
= d(V )ba(s, l, w, φ, ρ, e(m,n, k), x,X)
>q 0.
Thus, we obtain Inequality 4.4.4 by Equation 4.4.5.
Moreover, fs,mfs,n∧ = qt(m)+t(n
∧)  0 for m,n CZl s by Definition 2.39. Thus,
Equation 4.4.5 gives
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)  0.
Therefore, the latter statement holds by Definition 2.39.
Functional monomial indices (s, l, w, t) depend on given functions t : Zl → Q.
Hence, we would like to describe functional monomial indices more explicitly. Also,
we would like to take semi-infinite gates. because Proposition 3.25 of cut operators
give merged-log-concave parcels of any gate from ones of semi-infinite gates. Thus,
let us use the notion of monomial indices in Definition 1.8. Then, we prove an
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equivalence of monomial indices and functional monomial indices by the following
lemmas.
Let us obtain the following wrapped fitting tuples.
Lemma 4.28. Consider a semi-infinite gate s ∈ Zˆ2≥0 and l ∈ Z≥1. Then, we have
the following.
1. Suppose k ∈ Z2l>0 and flat m ∈ Zl with a = ν(k) and b = ν(m,m, k). Then,
bj − bi = aj − ai =
∑
k(i+ 1, j) > 0
for each 1 ≤ i < j ≤ 2l.
2. For each k ∈ Z2l>0 and flat mCZl s, there exists the fitting (s, l,m,m, k).
3. Suppose r ∈ Zl>0 and λ ∈ Zl.
(a) There exist k ∈ Z2l>0 such that 0 < σ(k)i ≡ri λi for each 1 ≤ i ≤ l.
(b) Moreover, there exists a flat m CZl s such that (s, l,m,m, k) is fitting
and wrapped.
4. For each R > 0 and 1 ≤ λ ≤ l, there exists a flat m CZl s and fitting
(s, l,m,m, k) with the following properties.
(a) (s, l,m,m, k) is wrapped.
(b) σ(k)i = 2(l − i) + 1 for each λ < i ≤ l.
(c) σ(k)i = R + 2(l − i) for each 1 ≤ i ≤ λ.
Proof. Let us prove Claim 1. By the flatness of m,
bj − bi = (aj +m1)− (ai +m1) = aj − ai =
∑
k(i+ 1, j)
for each 1 ≤ i ≤ 2l − 1. Therefore, Claim 1 holds by k ∈ Z2l>0. Moreover, Claim 2
follows from Claim 1 of j = i+ 1.
Let us prove Claim 3a. Let k1 = k2 = · · · = kl = 1 and kl+1 = p0rl + λl > 0 for
some p0 ∈ Z>0. If l = 1, we have k1 = 1 and k2 = r1 + λ1. This gives
σ(k)1 =
∑
k(2, 2) = p0r1 + λ1 ≡r1 λ1.
Also, we have σ(k) > 0 by k ∈ Z2l>0.
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Hence, assume l ≥ 2. Thus, we inductively choose kl+i+1, pi ∈ Z>0 for 1 ≤ i ≤
l − 1 such that
kl+i+1 = pirl−i + λl−i −
∑
k(l − i+ 1, l + i) (4.4.6)
> 0.
We have
∑
k(l − i + 2, l + i) = σ(k)l−i+1 for each 1 ≤ i ≤ l. Also, we have
1 ≤ l− i ≤ l− 1 for each 1 ≤ i ≤ l− 1. Thus, on the right-most term of Equation
4.4.6, each 1 ≤ i ≤ l − 1 gives∑
k(l − (l − i) + 1, l + (l − i)) =
∑
k(i+ 1, 2l − i)
=
∑
k(i+ 2, 2l − i) + ki+1
= σ(k)i+1 + ki+1.
Therefore, for each 1 ≤ i ≤ l − 1, Equation 4.4.6 implies
σ(k)i =
∑
k(i+ 1, 2l − i+ 1)
= σ(k)i+1 + ki+1 + k2l−i+1
= σ(k)i+1 + ki+1 + kl+l−i+1
= σ(k)i+1 + ki+1 + pl−iri + λi − σ(k)i+1 − ki+1
= pl−iri + λi
≡ri λi.
Furthermore, σ(k)l = kl+1 = p0rl + λl ≡rl λl. Also, k ∈ Z2l>0 implies σ(k) > 0.
Hence, we obtain Claim 3a.
Let us prove Claim 3b. Let us take a flat m ∈ Zl such that
m ≥ σ(k)1 + s1, (4.4.7)
because s = (s1, s2) for s1 < s2 = ∞. This gives m CZl s by s2 = ∞. Thus,
(s, l,m,m, k) is fitting by Claim 2.
Also, (s, l,m,m, k) is wrapped as follows. We have m  k CZl s, because In-
equality 4.4.7 and Lemma 2.29 imply
(m k)i = mi − σ(k)i ≥ s1.
We have m k CZl s by s2 =∞. Thus, Claim 3b holds.
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Let us prove Claim 4. Let us put k ∈ Z2l≥0 such that ki = 1 for 1 ≤ i 6= λ+1 ≤ 2l
and kλ+1 = R. Also, let us take a flat mCZl s such that
m ≥ R + 2l − 2 + s1.
This gives the fitting (s, l,m,m, k) by Claim 2.
Moreover, we have
m k CZl s
by s2 =∞, and
m k CZl s
by σ(k)i ≤ σ(k)1 = R + 2l − 2 for each 1 ≤ i ≤ l. Therefore, Claim 4a follows.
Claim 4b holds, because
σ(k)i =
∑
k(i+ 1, 2l − i+ 1) = 2(l − i) + 1
for each l ≥ i > λ ≥ 1.
We obtain Claim 4c, because each 1 ≤ i ≤ λ gives
σ(k)i =
∑
k(i+ 1, λ) +R +
∑
k(λ+ 2, 2l − i+ 1)
= (λ− i) +R + (2l − i+ 1− (λ+ 2) + 1)
= R + 2(l − i).
Let us rewrite N ba(2l, w) in Definition 4.6 as follows.
Lemma 4.29. Assume l ∈ Z≥1 and w ∈ Zl≥0. Let m,n ∈ Zl, k ∈ Z2l, a = ν(k),
and b = ν(m,n, k). Then, each 1 ≤ i ≤ l gives
N ba(2l, w)i = wi(σ(k)i + nl−i+1 −mi)σ(k)i.
Proof. By Definition 2.27, we have
N ba(2l, w)i
= wi(b2l−i+1 − bi)(a2l−i+1 − ai)
= wi
(∑
k(1, 2l − i+ 1) + nl−i+1 −
(∑
k(1, i− 1 + 1) +mi
))
·
(∑
k(1, 2l − i+ 1)−
∑
k(1, i)
)
= wi(σ(k)i + nl−i+1 −mi)σ(k)i.
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Let us discuss the sum monomial condition of monomial indices.
Lemma 4.30. Let l ∈ Z≥1. Assume u ∈ Zl and w ∈ Zl≥0 such that
0 ≤
∑
1≤j≤i
ui ≤
∑
1≤j≤i
wj (4.4.8)
for each 1 ≤ i ≤ l. Then, we have the following.
1. There exist u′i ∈ Z and vi ∈ Zi for each 1 ≤ i ≤ l such that
vi ≥ 0, (4.4.9)∑
vi = ui − u′i, (4.4.10)
u′i +
∑
i≤j≤l
vj,i ≤ wi. (4.4.11)
2. Suppose κ ∈ Ql such that
κ1 ≥ · · · ≥ κl ≥ 0. (4.4.12)
Then, we have the following inequalities:∑
1≤i≤l
uiκi ≤
∑
1≤i≤l
wiκi, (4.4.13)
0 ≤
∑
1≤i≤l
uiκi. (4.4.14)
Proof. Let us prove Claim 1. Let i = 1. Then, Equation 4.4.8 implies
0 ≤ u1 ≤ w1.
Hence, suppose v1 = (0) and u′1 = u1. Then, we obtain Equation 4.4.10 and
u′i +
∑
1≤j≤i
vj,i ≤ wi.
Thus, let 1 ≤ p < l. Then, assume that for each 1 ≤ i ≤ p, we have u′i ∈ Z and
vi ∈ Zi that satisfy Inequality 4.4.9, Equation 4.4.10, and the inequality
u′i +
∑
i≤j≤p
vj,i ≤ wi (4.4.15)
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for each 1 ≤ i ≤ p.
If up+1 ≤ wp+1, then let vp+1 = ιp+1(0) and u′p+1 = up+1. This gives Inequality
4.4.9 and Equation 4.4.10 for i = p+ 1. Moreover, we have
u′i +
∑
i≤j≤p+1
vj,i = u
′
i +
∑
i≤j≤p
vj,i ≤ wi
for each 1 ≤ i ≤ p from Inequality 4.4.15. Thus, each 1 ≤ i ≤ p+ 1 gives
u′i +
∑
i≤j≤p+1
vj,i ≤ wi,
because we have
u′p+1 +
∑
p+1≤j≤p+1
vj,p+1 = up+1 ≤ wp+1.
If up+1 > wp+1, then by Inequalities 4.4.8 and 4.4.15, there exist vp+1 ∈ Zp+1
and u′p+1 ≤ wp+1 such that
vp+1,p+1 = 0,
vp+1 ≥ 0,∑
vp+1 = up+1 − u′p+1,
and
u′i +
∑
i≤j≤p+1
vj,i ≤ wi
for each 1 ≤ i ≤ p + 1. Therefore, we obtain Inequality 4.4.11 for each 1 ≤ i ≤ l
by the induction on p. In particular, Claim 1 holds.
Let us prove Inequality 4.4.13 of Claim 2. For this, let us prove
∑
1≤i≤p
uiκi ≤
∑
1≤i≤p
(
u′i +
∑
i≤j≤p
vj,i
)
κi (4.4.16)
for each 1 ≤ p ≤ l.
When p = 1, we have
u1 = u
′
1 +
∑
v1 = u
′
1 +
∑
1≤j≤p
vj,1.
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Therefore, when p = 1, Inequalities 4.4.12 give Inequality 4.4.16.
Second, assume Inequality 4.4.16 for some 1 ≤ p < l. Then, we have(∑
vp+1
)
κp+1 ≤
∑
1≤i≤p+1
vp+1,i · κi
by Inequalities 4.4.9 and 4.4.12. Thus, by the induction on p, we have∑
1≤i≤p+1
uiκi =
∑
1≤i≤p
uiκi + up+1κp+1
≤
∑
1≤i≤p
(u′i +
∑
i≤j≤p
vj,i)κi + up+1κp+1
=
∑
1≤i≤p
(u′i +
∑
i≤j≤p
vj,i)κi + (u
′
p+1 +
∑
vp+1)κp+1
≤
∑
1≤i≤p+1
(u′i +
∑
i≤j≤p+1
vj,i)κi.
Therefore, Inequality 4.4.16 holds for each 1 ≤ p ≤ l.
Moreover, Inequality 4.4.13 of Claim 2 holds, because Inequalities 4.4.11 and
4.4.16 give ∑
1≤i≤l
uiκi ≤
∑
1≤i≤l
(u′i +
∑
i≤j≤l
vj,i)κi ≤
∑
1≤i≤l
wjκi.
Let us prove Inequality 4.4.14 of Claim 2. Hence, let us assume that
0 ≤
∑
1≤i≤p
uiκi (4.4.17)
for some 1 ≤ p < l. This holds for p = 1 by Inequalities 4.4.8 and 4.4.12.
By Inequalities 4.4.8, we have 0 ≤∑1≤i≤p+1 ui. Thus, we have
−
∑
1≤i≤p
ui ≤ up+1.
Then, Inequalities 4.4.12 and 4.4.17 give∑
1≤i≤p+1
uiκi =
∑
1≤i≤p
uiκi + up+1κp+1
≥
∑
1≤i≤p
uiκi −
∑
1≤i≤p
uiκp+1
≥
∑
1≤i≤p
uiκi −
∑
1≤i≤p
uiκi
= 0.
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Therefore, we obtain Inequality 4.4.14 of Claim 2 by the induction on p. In par-
ticular, Claim 2 follows.
We obtain the following equivalence of monomial indices and functional mono-
mial indices by polynomials.
Theorem 4.31. Let us fix a semi-infinite gate s ∈ Zˆ2≥0, l ∈ Z≥1, and w ∈ Zl>0.
For each m ∈ Zl, suppose that
t(m) =
∑
1≤i≤l
ti(mi)
for polynomials ti(z) ∈ Q[z]. Then, the following are equivalent.
1. (s, l, w, t) is a functional monomial index.
2. There exist a monomial index (l, w, γ) such that
ti(z) = γi,1z
2 + γi,2z + γi,3
for each 1 ≤ i ≤ l.
Proof. First, we assume a monomial index (l, w, γ) and ti(z) = γi,1z2 + γi,2z + γi,3
for each 1 ≤ i ≤ l. Let us prove that we have the integer and sum monomial
conditions of (s, l, w, t).
First, let us prove the integer monomial conditions of (s, l, w, t). We consider
a fitting (s, l,m, n, k) with m kCZl s. Since nCZl s for a semi-infinite s, we have
n k CZl s. Thus, (s, l,m, n, k) is wrapped. Then, let us compute as follows:
td(m,n, k)
= t(m k) + t((n k)∧)− t(m)− t(n∧)
=
∑
1≤i≤l
ti(mi − σ(k)i) + ti(nl−i+1 + σ(k)i)− ti(mi)− ti(nl−i+1)
=
∑
1≤i≤l
(
γi,1(mi − σ(k)i)2 + γi,2(mi − σ(k)i) + γi,3
)
+
(
γi,1(nl−i+1 + σ(k)i)2 + γi,2(nl−i+1 + σ(k)i) + γi,3
)
− (γi,1m2i + γi,2mi + γi,3)− (γi,1n2l−i+1 + γi,2nl−i+1 + γi,3)
= 2
∑
1≤i≤l
γi,1σ(k)i(nl−i+1 + σ(k)i −mi).
(4.4.18)
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This is an integer by the integer monomial condition of (l, w, γ). Thus, we have
the integer monomial condition of (s, l, w, t).
Second, let us prove the sum monomial condition of (s, l, w, t). We have
σ(k)i = a2l−i+1 − ai, (4.4.19)
nl−i+1 + σ(k)i −mi = b2l−i+1 − bi (4.4.20)
for each 1 ≤ i ≤ l. Furthermore, the fitting condition of (s, l,m, n, k) and Lemma
2.29 give
σ(k)1 ≥ σ(k)2 ≥ · · · ≥ σ(k)l > 0,
and
nl + σ(k)1 −m1 ≥ nl−1 + σ(k)2 −m2 ≥ · · · ≥ n1 + σ(k)l −ml > 0.
In particular, there exist the following inequalities:
σ(k)1(nl + σ(k)1 −m1) ≥ σ(k)2(nl−1 + σ(k)2 −m2) ≥ · · ·
≥ σ(k)l(n1 + σ(k)l −ml) > 0.
Therefore, by the sum monomial condition of (l, w, γ) and Claim 2 of Lemma 4.30,
we obtain the following inequalities:
0 ≤ 2
∑
1≤i≤l
γi,1σ(k)i(nl−i+1 + σ(k)i −mi)
≤
∑
1≤i≤l
wiσ(k)i(nl−i+1 + σ(k)i −mi).
Thus, (s, l, w, t) satisfies the sum monomial condition by Equations 4.4.18, 4.4.19,
and 4.4.20.
Let us prove that there exists a monomial index (l, w, γ) such that
ti(z) = γi,1z
2 + γi,2z + γi,3
for each 1 ≤ i ≤ l, if (s, l, w, t) satisfies monomial conditions. Hence, let us assume
a flat mCZl s and k ∈ Z2l>0. Then, for a = ν(k) and b = ν(m,m, k), we have
N ba(2l, w)i = wiσ(k)
2
i (4.4.21)
for each 1 ≤ i ≤ l by Lemma 4.29.
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Let us prove that each ti is quadratic at most. Thus, assume that d > 2 is the
highest number among degz(ti) of 1 ≤ i ≤ l. Then, let us take all 1 ≤ j1, · · · , jc ≤ l
such that
tji(z) = αji,dz
d + αji,d−1z
d−1 + · · ·
with αji,d 6= 0. By the flatness of m, we have
td,ji(m,m, k)
:= tji((m k)ji) + tji((m k)∧ji)− tji(mji)− tji(m∧ji)
= tji(mji − σ(k)ji) + tji(ml−ji+1 + σ(k)ji)− tji(mji)− tji(ml−ji+1)
= tji(m1 − σ(k)ji) + tji(m1 + σ(k)ji)− tji(m1)− tji(m1).
(4.4.22)
Thus, we have degm1 td,ji(m,m, k) ≤ d− 2, because
υ(i, λ) := αji,d−λ((m1 − σ(k)ji)d−λ + (m1 + σ(k)ji)d−λ −md−λ1 −md−λ1 )
contains neither md−λ1 nor m
d−λ−1
1 for each 0 ≤ λ ≤ d− 1. Therefore, we obtain
td(m,m, k) = 2m
d−2
1
(
d
d− 2
) ∑
1≤i≤c
αji,dσ(k)
2
ji
+ · · · , (4.4.23)
because
υ(i, 0) = 2αji,d
(
d
d− 2
)
md−21 σ(k)
2
ji
+ · · ·
for
2αji,d
(
d
d− 2
)
σ(k)2jim
d−2
1 6= 0
by d > 2.
Here, Claim 4 of Lemma 4.28 implies that for any R ∈ R>0, there is a wrapped
fitting (s, l,m,m, k) such that σ(k)j1 > R, and σ(k)ji = 2(l − ji) + 1 for each
ji > j1. In particular, there exists a wrapped fitting (s, l, g1, g1, h1) such that∑
1≤i≤c
αji,dσ(h1)
2
ji
6= 0 (4.4.24)
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by taking R > 0 large enough. Then, we still have a wrapped fitting (s, l, g2, g2, h1)
by Claim 2 of Lemma 4.28 for each flat g2 ∈ Zl≥0 such that g2 ≥ g1. Also, Equation
4.4.21 gives
nba(2l, w) =
∑
1≤i≤l
wiσ(h1)
2
i (4.4.25)
for a = ν(h1) and b = ν(g2, g2, h1). Thus, d−2 > 0, Equation 4.4.23, and Inequality
4.4.24 imply that Condition 4.4.2
0 ≤ td(g2, g2, h1) ≤ nba(2l, w)
would not be satisfied for large g2 ≥ g1. Therefore, degz ti(z) ≤ 2 for each 1 ≤ i ≤ l.
In particular, we have a tuple
γi = (γi,1, γi,2, γi,3)
such that ti(z) = γi,1z2 + γi,2z + γi,3 for each 1 ≤ i ≤ l.
Let us confirm the integer monomial condition of (l, w, γ). Suppose otherwise.
Hence, there exists some 1 ≤ j ≤ l such that 2γj,1 6∈ Z. Let 2γi,1 = xiyi for coprime
xi ∈ Z and yi ∈ Z>0. By Claim 3 of Lemma 4.28, there exists a wrapped fitting
(s, l,m,m, k) such that σ(k)j ≡yi 1 and σ(k)i ≡yi 0 for each 1 ≤ i 6= j ≤ l. Then,
we have 2γj,1σ(k)2j 6∈ Z and 2γi,1σ(k)2i ∈ Z for each 1 ≤ i 6= j ≤ l. However, this
does not occur, because the integer monomial condition of (s, l, w, t) implies
td(m,m, k) =
∑
i
2γi,1σ(k)
2
i ∈ Z
by Equations 4.4.18. Thus, we have the integer monomial condition of (l, w, γ).
Let us prove the sum monomial condition of (l, w, γ). Claim 4 of Lemma 4.28
gives the following: for each R > 0 and 1 ≤ λ ≤ l, we have a wrapped fitting
(s, l,mR,λ,mR,λ, kR,λ) such that
σ(kR,λ)i = R + 2(l − i)
for 1 ≤ i ≤ λ, and
σ(kR,λ)i = 2(l − i) + 1
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for λ < i ≤ l. Let aR,λ = ν(kR,λ) and bR,λ = ν(mR,λ,mR,λ, kR,λ). Then, Equations
4.4.18 and 4.4.25 yield
n
bR,λ
aR,λ(2l, w)− td(mR,λ,mR,λ, w)
=
∑
1≤i≤λ
wi(R + 2(l − i))2 +
∑
λ+1≤i≤l
wi(2(l − i) + 1)2
−
(∑
1≤i≤λ
2γi,1(R + 2(l − i))2 +
∑
λ+1≤i≤l
2γi,1(2(l − i) + 1)2
)
.
Thus, because w > 0 gives∑
1≤i≤λ
wiσ(kR,λ)
2
i =
∑
1≤i≤λ
wi(R + (l − i))2 > 0,
we have
lim
R→∞
n
bR,λ
aR,λ(2l, w)− td(mR,λ,mR,λ, w)∑
1≤i≤λwiσ(kR,λ)
2
i
= 1−
∑
1≤i≤λ 2γi,1∑
1≤i≤λwi
.
This limit has to be non-negative, because nbR,λaR,λ(2l, w)− td(mR,λ,mR,λ, w) ≥ 0 by
the sum monomial condition of (s, l, w, t). Therefore, we obtain∑
1≤i≤λ
2γi,1 ≤
∑
1≤i≤λ
wi
for each 1 ≤ i ≤ λ by ∑1≤i≤λwi > 0. Similarly,
lim
R→∞
td(mR,λ,mR,λ, w)∑
1≤i≤λwiσ(kR,λ)
2
i
=
∑
1≤i≤λ 2γi,1∑
1≤i≤λwi
has to be non-negative, because td(mR,λ,mR,λ, w) ≥ 0 by the sum monomial con-
dition of (s, l, w, t). Thus, we obtain∑
1≤i≤λ
2γi,1 ≥ 0
for each 1 ≤ λ ≤ l by ∑1≤i≤λwi > 0. Therefore, we obtain the sum monomial
condition for (l, w, γ).
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Remark 4.32. The following variant of merged determinants would require more
conditions on monomial indices (l, w, γ). Let us take a parcel F = Λ(s, l, w,
, fs, φ, ρ, x,X) for a semi-infinite gate s ∈ Zˆ2≥0 and w ∈ Zl>0. Then, for each
m,n ∈ Zl, k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k), let us consider the variant of
the merged determinant
∆′(F)(s, l, w,m, n, k, φ, ρ, x,X) ∈ Q(X)
such that
∆′(F)(s, l, w,m, n, k, φ, ρ, x,X)
=
(∏
(φ(xρ) unionsq φ(xρ))(b−a)◦wunionsqw
)
· [b]!
wunionsqw
xρunionsqxρ
[a]!wunionsqwxρunionsqxρ
· (FmFn −FmkFnk) .
Thus, this ∆′(F)(s, l, w,m, n, k, φ, ρ, x,X) takes Fn and Fnk instead of Fn∧ and
F(nk)∧ in ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
Moreover, for each m ∈ Zl, let us take t(m) = ∑ ti(mi) for polynomials ti(z) ∈
Q[z] as in Theorem 4.31. Then, for the variant ∆′(F), we take
t′d(m,n, k) = t(m k) + t(n k)− t(m)− t(n),
instead of td in Definition 4.26. Thus, we take
t′d,ji(m,m, k) := tji((m k)ji) + tji((m k)ji)− tji(mji)− tji(mji),
instead of td,ji(m,m, k) in Equations 4.4.22. This gives
t′d,ji(m,m, k) = tji(m1 − σ(k)ji) + tji(m1 + σ(k)l−ji+1)− tji(m1)− tji(m1).
Thus, not m1 + σ(k)ji but m1 + σ(k)l−ji+1 appears in t′d,ji(m,m, k). Therefore,
we would need more restrictions on monomial indices (l, w, γ) such as symmetric
conditions of (γ1,1, γ2,1, · · · , γl,1) and (γ1,2, γ2,2, · · · , γl,2) (see Remark 7.42). This
is to kill non-trivial m1 terms in t′d(m,m, k) and obtain the integer monomial
condition of (s, l, w, t) as in the proof of Theorem 4.31.
Remark 4.33. In Theorem 4.31, let l = 1 and γ1,2 = γ1,3 = 0 for simplicity.
Then, t1 only has a quadratic term of a non-negative coefficient by monomial
conditions. We explain this in some general setting by an analytic study of semi-
strongly unimodal sequences and the merged-log-concavity in Corollary 8.14
We introduce the following notion of monomial parcels to obtain merged-log-
concave parcels.
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Definition 4.34. Suppose a semi-infinite gate s ∈ Zˆ2≥0 and monomial index
(l, w, γ).
1. We define tγi(z) ∈ Q[z] such that
tγi(z) = γi,1z
2 + γi,2z + γi,3
for each 1 ≤ i ≤ l.
2. Let m ∈ Zl. Then, we define tγ(m) ∈ Q such that
tγ(m) =
∑
1≤i≤l
tγi(mi).
3. Let k ∈ Z2l and m,n ∈ Zl. Then, we define tγ,d(m,n, k) ∈ Q such that
tγ,d(m,n, k) = tγ(m k) + tγ((n k)∧)− tγ(m)− tγ(n∧).
4. We define Ψs,γ = {Ψs,γ,m ∈ Q(X)}m∈Zl by
Ψs,γ,m(q) = q
tγ(m) when mCZl s,
Ψs,γ,m(q) = 0 else.
We call Ψs,γ monomial numerator of (s, l, w, γ).
5. Suppose a squaring order  on X, -admissible variable q ∈ Q(X), x =
ιl(q), ρ ∈ Zl>0, and a proper (s, l, w,>q, ρ, x,X)-mediator φ(x). Also, for
each mCZl s, assume
Ψs,γ,m(q) = q
tγ(m)  0.
Then, we define the monomial parcel F by
F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X).
Let us mention that for a monomial parcel F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X),
we assume x = ιl(q) unless stated otherwise. Explicitly, each mCZl s gives
Fm = Ψs,γ,m(q)∏
φ(x)m◦w · [m]!wq
=
qtγ(m)∏
φ(x)m◦w · [m]!wq
.
In particular, when φ(x) is the canonical mediator, each mCZl s gives
Fm = Ψs,γ,m(q)
(m)wq
=
qtγ(m)
(m)wq
.
Let us obtain the merged-log-concavity of monomial parcels.
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Theorem 4.35. Suppose a monomial parcel F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X).
Then, we have
q−tγ(m)−tγ(n
∧) ·∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
= d(V )ba(s, l, w, φ, ρ, (tγ,d(m,n, k)), x)
>q 0
for each fitting (s, l,m, n, k), a = µ(k), and b = ν(m,n, k). In particular, F is
-merged-log-concave.
Proof. Statements follow from Proposition 4.27 and Theorem 4.31.
Remark 4.36. Suppose l = 1 and w = (1). Then, monomial conditions of a
monomial index (l, w, γ) reduce to either
γ1,1 = 0,
or
γ1,1 =
1
2
.
Therefore, t-power series of (−t; q)∞ and (t; q)−1∞ in Euler’s inequalities 1.1.11
and 1.1.12 are generating functions of monomial parcels of
(
l, w,
((
1
2
,−1
2
, 0
)))
and
(l, w, ((0, 0, 0))). In later sections, monomial parcels give more merged-log-concave
parcels and the variation of semi-strongly unimodal sequences. Hence, we obtain
an extension of the t-power series by polynomials with positive integer coefficients
and the variation of semi-strongly unimodal sequences. Furthermore, we discuss
quantum dilogarithms by monomial parcels in Section 15.
Let us make the notion of normalized parcels.
Definition 4.37. Let us call a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) normalized,
if
Fιl(s1) = 1
for the gate s = (s1, s2).
Let us obtain normalized monomial parcels.
Proposition 4.38. Let s = (0,∞). Assume a monomial parcel F = Λ(s, l, w,
,Ψs,γ, φ, ρ, x,X). Then, F is normalized if and only if
∑
1≤i≤l γi,3 = 0.
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Proof. Since s = (s1, s2) = (0,∞), we have
Fιl(s1) =
qtγ(ι
l(0))∏
φ(x)ιl(0)◦w · [ιl(0)]!wq
= q
∑
1≤i≤l γi,3 .
Thus, the assertion holds.
We compute some normalized monomial parcels.
Example 4.39. Let k = (1, 1) and m = n = (2). Then, we have
a = ν(k) = (1, 2),
b = ν(m,m, k) = (3, 4),
m k = (1),
n k = (3).
Moreover, let s = (0,∞), l = 1, γ = ((0, 0, 0)), w = (1), ρ = (1), and x = (q).
Also, suppose the canonical mediator φ. Then, there exists the monomial parcel
F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X). Thus, we obtain the merged determinant
∆(F)(s, l, w,m,m, k, φ, ρ, x,X)
=
(3)q(4)q
(1)q(2)q
(
1
(2)q
· 1
(2)q
− 1
(1)q
· 1
(3)q
)
=
[
3
1
]
q
[
4
2
]
q
−
[
3
2
]
q
[
4
1
]
q
= q6 + q5 + 2q4 + q3 + q2,
which is a q-polynomial with positive integer coefficients.
Example 4.40. Let l = 2, k = ι2l(1), and m = n = ιl(3). Then, we obtain
a = ν(k) = (1, 2, 3, 4),
b = ν(m,m, k) = (4, 5, 6, 7),
m k = (0, 2),
n k = (4, 6).
Also, let s = (0,∞), γ = ιl((0, 0, 0)), w = ιl(1), ρ = ι2(1), and x = ιl(q).
Then, there exists the monomial parcel F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X) for the
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canonical mediator φ. In particular, we have the following merged determinant:
∆(F)(s, l, w,m, n, k, φ, ρ, x,X)
=
(4)q(5)q(6)q(7)q
(1)q(2)q(3)q(4)q
(
1
(3)q(3)q
· 1
(3)q(3)q
− 1
(0)q(2)q
· 1
(4)q(6)q
)
=
[
4
1
]
q
[
5
2
]
q
[
6
3
]
q
[
7
4
]
q
−
[
4
4
]
q
[
5
3
]
q
[
6
2
]
q
[
7
1
]
q
.
This is the following q-polynomial with positive integer coefficients:
q30 + 4q29 + 13q28 + 34q27 + 76q26 + 151q25 + 273q24 + 452q23
+ 695q22 + 999q21 + 1346q20 + 1710q19 + 2052q18 + 2330q17 + 2506q16
+ 2557q15 + 2470q14 + 2262q13 + 1958q12 + 1600q11 + 1229q10
+ 886q9 + 593q8 + 368q7 + 208q6 + 106q5 + 47q4 + 18q3 + 5q2 + q.
4.5 On the density of merged determinants
Merged determinants of monomial parcels give polynomials of positive integer co-
efficients. Thus, let us discuss the log-concavity, symmetricity, and unimodality in
Definition 4.10 for these positive integer coefficients. Also, let us use the following
notion of density for polynomials.
Definition 4.41. Assume f =
∑
i∈Z fiz
i ∈ Q[z].
1. Let us define the width θz(f) by
θz(f) = Dz,f −Oz,f + 1.
2. Let us call f dense z-polynomial, if
fi 6= 0
for each integer Oz,f ≤ i ≤ Dz,f .
3. If f is dense and f >z 0, let us write
f >z,d 0.
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So, f(z) >z 0 is dense, if the sequence fOz,f , fOz,f+1, · · · , fDz,f has no internal
zeros. Also, if f ∈ Q≥0[z] is a unimodal z-polynomial, then f is dense.
Let us state the following conjecture by d(U)ba(2, v, ρ, e, x). By Theorem 4.35,
this conjectures the density of merged determinants of some two-width monomial
parcels. By Theorem 4.35, only d(U)ba(µ, v, ρ, e, x) of µ ≡2 0 appear as merged de-
terminants of monomial parcels. However, we take more general d(U)ba(µ, v, ρ, e, x)
to vary µ ∈ Z≥2.
Conjecture 4.42. Assume v = ι2(1), x = ι2(q), and a flat ρ ∈ Z2≥1. Let us take
a, b ∈ Z2 such 0 < a1 < a2 ≤ b1 < b2 and e = (e1) ∈ Z1 such that 0 ≤ e1 ≤ nba(2, v).
Then, we have
d(U)ba(2, v, ρ, e, x) >q,d 0.
Example 4.43. One can not extend Conjecture 4.42 to a1 = 0, because if ρ =
(1, 1), v = (1, 1), a = (0, 2), b = (2, 3), and e = (1), then
d(U)ba(2, v, ρ, e, x) =
[
2
0
]
q
[
3
2
]
q
− q ·
[
2
2
]
q
[
3
0
]
q
= q2 + 1.
This is not a dense q-polynomial.
We prove a density of d(U)ba(µ, v, ρ, e, x) of µ ∈ Z≥2, assuming Conjecture 4.42.
For this, let us make the following discussion.
Lemma 4.44. Let f(z), g(z), F (z), G(z) ∈ Q≥0[z] be non-zero polynomials such
that
Dz,f ≥ Dz,g, (4.5.1)
Dz,F ≥ Dz,G, (4.5.2)
Dz,F ≥ Dz,f . (4.5.3)
Let us consider i ∈ Z such that
0 ≤ i ≤ Dz,g +Dz,G. (4.5.4)
Then, we have the following.
1. There exists the smallest integer pi ∈ Z≥0 such that
0 ≤ pi ≤ Dz,f , (4.5.5)
0 ≤ i− pi ≤ Dz,F . (4.5.6)
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2. There exists the largest integer p′i such that
0 ≤ p′i ≤ Dz,f ,
0 ≤ i− p′i ≤ Dz,G.
3. If i ≥ 1, then there are the following inequalities:
pi − 1 ≤ pi−1 ≤ pi, (4.5.7)
p′i − 1 ≤ p′i−1 ≤ p′i. (4.5.8)
Proof. Let us prove Claim 1. If i ≤ Dz,F , then let pi = 0. Hence, let us assume
Dz,F < i. (4.5.9)
Since 0 ≤ i ≤ Dz,g +Dz,G ≤ Dz,f +Dz,F by Inequalities 4.5.1, 4.5.2, and 4.5.4, we
have i−Dz,f ≤ Dz,F . Thus, we have
0 ≤ i−Dz,f ≤ Dz,F ,
since Dz,f ≤ Dz,F < i by Inequalities 4.5.3 and 4.5.9. Therefore, there exists the
smallest integer pi ≤ Dz,f that satisfies Inequalities 4.5.5 and 4.5.6.
Let us prove Claim 2. If i ≤ Dz,f , then 0 ≤ i − i ≤ Dz,G. Thus, let p′i = i. If
i > Dz,f , then we have
0 ≤ i−Dz,f ≤ Dz,G,
because Inequalities 4.5.4 implies i − Dz,g ≤ Dz,G and Inequality 4.5.1 implies
i−Dz,f ≤ i−Dz,g. Thus, let p′i = Dz,f .
Let us prove Claim 3. First, we prove Inequalities 4.5.7. If i ≤ Dz,F , then
pi−1 = pi = 0, and hence Inequalities 4.5.7 hold. Thus, let us assume i > Dz,F .
Then, we obtain pi−1 = pi − 1 by the following reason. We have pi > 0 by
Inequalities 4.5.6. Therefore, we obtain
pi−1 ≤ pi − 1
by
0 ≤ pi − 1 ≤ Dz,f ,
0 ≤ (i− 1)− (pi − 1) = i− pi ≤ Dz,F .
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Moreover, if pi−1 < pi − 1, then there exists λ > 1 such that 0 ≤ pi − λ ≤ Dz,f
and 0 ≤ (i− 1)− (pi − λ) ≤ Dz,f . However, this contradicts the minimality of pi,
because we have
0 ≤ (i− 1)− (pi − λ) = i− (pi − λ+ 1) ≤ Dz,f ,
0 ≤ pi − λ+ 1 < pi ≤ Dz,f .
Thus, pi−1 = pi − 1. Therefore, we obtain Inequalities 4.5.7.
Second, let us prove Inequalities 4.5.8. If i ≤ Dz,f , then pi = i and i − 1 ≤
Dz,f . Thus, p′i−1 = i − 1 = p′i − 1. If i > Dz,f , then i − 1 ≥ Dz,f , and hence
p′i−1 = p
′
i = Dz,f . Thus, we obtain Inequalities 4.5.8.
Let us write down the following lemma on products of dense polynomials.
Lemma 4.45. If f, F >z,d 0 for f, F ∈ Q[z], then fF >z,d 0.
Proof. Let us assume Oz,F = Oz,f = 0 without loss of generality. Also, suppose
some 0 < i < Dz,f +Dz,F such that (fF )i = 0. Then, we obtain
(fF )i =
∑
0≤j≤i
fjFi−j = 0.
Thus, we have fjFi−j = 0 for 0 ≤ j ≤ i by f, F ∈ Q≥0[z]. However, this does not
happen for 0 ≤ j ≤ Dz,f and 0 ≤ i− j ≤ Dz,F by the density of f and F .
Let us discuss the density of fF − gG by dense polynomials f, F, g,G. The
following three lemmas consider different boundary conditions of f, F, g,G on
Dz,f , Dz,F , Dz,g, Dz,G and Oz,f , Oz,F , Oz,g, Oz,G.
Lemma 4.46. Assume f, g, F,G ∈ Q≥0[z] such that
Dz,f > Dz,g, (4.5.10)
Dz,F > Dz,G, (4.5.11)
Oz,f , Oz,F = 0, (4.5.12)
f, F, g,G >z,d 0, (4.5.13)
f − g >z,d 0, (4.5.14)
F −G >z,d 0. (4.5.15)
Then, fF − gG >z,d 0.
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Proof. Without loss of generality, let us assume
Dz,F ≥ Dz,f .
Inequalities 4.5.10 and 4.5.11 give Dz,g +Dz,G < Dz,f +Dz,F . Thus, we have
(fF − gG)Dz,f+Dz,F = (fF )Dz,f+Dz,F − (gG)Dz,f+Dz,F
= (fF )Dz,f+Dz,F .
Therefore, (fF − gG)Dz,f+Dz,F = fDz,fFDz,F > 0. Hence, let us prove that if
0 ≤ i < Dz,f + Dz,F and (fF − gG)i = 0, then (fF − gG)i−1 = 0. This confirms
the density of fF − gG.
Assume Dz,g +Dz,G < i < Dz,f +Dz,F and (fF − gG)i = 0. Then, we have
(fF )i − (gG)i = (fF )i = 0.
However, this does not happen, because we have fF >z,d 0 by Inequality 4.5.13
and Lemma 4.45, and Oz,fF = 0 by Equation 4.5.12.
Thus, we take some 0 ≤ i ≤ Dz,g +Dz,G such that
(fF − gG)i = 0.
Since 0 ≤ i ≤ Dz,g + Dz,G, we have the smallest integer pi in Lemma 4.44 such
that
0 ≤ pi ≤ Dz,f , (4.5.16)
0 ≤ i− pi ≤ Dz,F . (4.5.17)
By Inequality 4.5.15, Fi−j = 0 implies Gi−j = 0. This gives∑
0≤j≤i
fj(Fi−j −Gi−j) =
∑
pi≤j≤i
fj(Fi−j −Gi−j). (4.5.18)
Similarly, by 0 ≤ i ≤ Dz,g + Dz,G, we have the largest integer p′i in Lemma 4.44
such that
0 ≤ p′i ≤ Dz,f , (4.5.19)
0 ≤ i− p′i ≤ Dz,G. (4.5.20)
Thus, we have ∑
0≤j≤i
Gi−j(fj − gj) =
∑
0≤j≤p′i
Gi−j(fj − gj), (4.5.21)
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because fj = 0 implies gj = 0 by Inequality 4.5.14. Moreover, we have
(fF )i − (gG)i =
∑
0≤j≤i
fjFi−j −
∑
0≤j≤i
gjGi−j
=
∑
0≤j≤i
fjFi−j − gjGi−j
=
∑
0≤j≤i
fjFi−j − fjGi−j + fjGi−j − gjGi−j
=
∑
0≤j≤i
fj(Fi−j −Gi−j) +Gi−j(fj − gj).
(4.5.22)
Thus, Equations 4.5.18, 4.5.21, and 4.5.22 give
(fF )i − (gG)i =
∑
pi≤j≤i
fj(Fi−j −Gi−j) +
∑
0≤j≤p′i
Gi−j(fj − gj). (4.5.23)
We have fj, Gi−j ≥ 0 by f,G ∈ Q≥0[z], and Fi−j − Gi−j, fj − gj ≥ 0 by
Inequalities 4.5.14 and 4.5.15. Thus, Equation 4.5.23 gives
fpi(Fi−pi −Gi−pi) = 0. (4.5.24)
We have fpi 6= 0 by Inequalities 4.5.13 and 4.5.16 and Equation 4.5.12. Thus, we
obtain
Fi−pi −Gi−pi = 0 (4.5.25)
by Equation 4.5.24. Moreover, since Inequality 4.5.11 implies (F − G)Dz,F 6= 0,
Inequalities 4.5.15, 4.5.17, and 4.5.25 imply
Fs −Gs = 0 (4.5.26)
for each 0 ≤ s ≤ i−pi. In particular, Equation 4.5.12 and F0−G0 = 0 of Equation
4.5.26 force
G0 6= 0.
Thus, Gi−p′i 6= 0 by Inequalities 4.5.13 and 4.5.20. Therefore, Equation 4.5.23
implies fp′i − gp′i = 0. This yields
fs − gs = 0 (4.5.27)
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for each 0 ≤ s ≤ p′i by Inequalities 4.5.19, because Inequalities 4.5.10 and 4.5.14
imply (f − g)Dz,f > 0.
Let us confirm (fF − gG)i−1 = 0. We have
(fF )i−1 − (gG)i−1
=
∑
pi−1≤j≤i−1
fj(Fi−1−j −Gi−1−j) +
∑
0≤j≤p′i−1
Gi−1−j(fj − gj).
If i = 0, then (fF )i−1 − (gG)i−1 = 0. Thus, let us assume otherwise. Then, by
Inequalities 4.5.7, we have −(pi − 1) ≥ −pi−1, and hence
i− 1− pi−1 ≤ i− 1− (pi − 1) ≤ i− pi.
This gives ∑
pi−1≤j≤i−1
fj(Fi−1−j −Gi−1−j) = 0
by Equation 4.5.26. Similarly, we have j ≤ p′i−1 ≤ p′i by Inequalities 4.5.8. Thus,
Equation 4.5.27 gives ∑
0≤j≤p′i−1
Gi−j(fj − gj) = 0.
Moreover, we have
(fF − gG)i−1 = 0.
Therefore, fF − gG is a dense polynomial. We obtain fF >z gG by Lemma 2.3
and the multiplication of both sides of f >z g and F >z G.
Lemma 4.46 yields the following lemma by the change of variables z 7→ z−1.
Lemma 4.47. Assume f(z), g(z), F (z), G(z) ∈ Q≥0[z] such that
Dz,f = Dz,g, (4.5.28)
Dz,F = Dz,G, (4.5.29)
Oz,f < Oz,g, (4.5.30)
Oz,F < Oz,G, (4.5.31)
f, g, F,G >z,d 0,
f − g >z,d 0,
F −G >z,d 0.
Then, fF − gG >z,d 0.
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Proof. We consider the following z−1-polynomials:
f ′ = z−Dz,ff,
g′ = z−Dz,f g,
F ′ = z−Dz,FF,
G′ = z−Dz,FG.
Then, we have
0 = Oz−1,f ′ = Oz−1,F ′ .
Inequalities 4.5.30 and 4.5.31 imply
Dz−1,f ′ > Dz−1,g′ ,
Dz−1,F ′ > Oz−1,G′ .
Also, Equations 4.5.28 and 4.5.29 imply
f ′ − g′ >z−1,d 0,
F ′ −G′ >z−1,d 0.
Thus, Lemma 4.46 gives
f ′F ′ − g′G′ >z−1,d 0.
Therefore, we obtain the assertion by Dz,f + Dz,F ′ = Dz,g + Dz,G′ of Equations
4.5.28 and 4.5.29.
Let us also confirm the following lemma.
Lemma 4.48. Suppose f, g, F,G ∈ Q≥0[z] such that
Dz,f > Dz,g, (4.5.32)
0 = Oz,f = Oz,F , (4.5.33)
Oz,F < Oz,G, (4.5.34)
f, F, g,G >z,d 0, (4.5.35)
f − g >z,d 0, (4.5.36)
F −G >z,d 0. (4.5.37)
Then, fF − gG >z,d 0 and θz(fF − gG) = Dz,f +Dz,F + 1.
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Proof. Inequality 4.5.37 implies Dz,F ≥ Dz,G. Hence, let us prove that 0 ≤ i ≤
Dz,fF gives (fF )i − (gG)i 6= 0. This uses the following equation:
(fF )i − (gG)i =
∑
0≤j≤i
fj(Fi−j −Gi−j) +
∑
0≤j≤i
Gi−j(fj − gj). (4.5.38)
First, assume
0 ≤ i ≤ Dz,f . (4.5.39)
Then, let j = i in Equation 4.5.38. This gives
fi(F0 −G0) > 0,
since we have F0 6= 0 by Equations 4.5.33, G0 = 0 by Inequality 4.5.34, and fi 6= 0
by Equations 4.5.33 and Inequalities 4.5.35 and 4.5.39. Therefore, (fF )i−(gG)i 6=
0 when 0 ≤ i ≤ Dz,f .
Second, suppose
Dz,f < i ≤ Dz,fF , (4.5.40)
(fF )i − (gG)i = 0. (4.5.41)
Then, we have
Fi−Dz,f 6= 0, (4.5.42)
since we have Oz,F = 0 < i − Dz,f ≤ Dz,F by Inequalities 4.5.40 and Equation
4.5.33.
Let j = Dz,f in Equation 4.5.38. Then, Equation 4.5.41 gives fDz,f (Fi−Dz,f −
Gi−Dz,f ) = 0. Thus, Inequality 4.5.42 implies
Fi−Dz,f = Gi−Dz,f 6= 0.
However, this implies
Gi−Dz,f (fDz,f − gDz,f ) 6= 0, (4.5.43)
because gDz,f = 0 by Inequality 4.5.32. Then, Inequality 4.5.43 contradicts Equa-
tion 4.5.41 by Equation 4.5.38. Thus, we have
(fF )i − (gG)i 6= 0
for each 0 ≤ i ≤ Dz,fF . Then, because Inequalities 4.5.36 and 4.5.37 imply fF >z
gG by Lemma 2.3, we have fF−gG >z,d 0 and θz(fF−gG) = Dz,f +Dz,F +1.
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Let us obtain the following density of fF − gG of dense polynomials f, F, g,G.
Proposition 4.49. Assume f(z), g(z), F (z), G(z) ∈ Q≥0[z] such that
θz(f) > θz(g), (4.5.44)
θz(F ) > θz(G), (4.5.45)
f, F, g,G >z,d 0, (4.5.46)
f − g >z,d 0, (4.5.47)
F −G >z,d 0. (4.5.48)
Then, it holds that
fF − gG >z,d 0
for dense polynomials fF and fG.
Proof. By Inequality 4.5.46, Lemma 4.45 gives the density of fF and gG. By
Inequalities 4.5.47 and 4.5.48, Lemma 2.3 gives fF >z gG. Hence, let us prove
the density of fF − gG.
Inequalities 4.5.47 and 4.5.46 imply
Oz,f ≤ Oz,g ≤ Dz,g ≤ Dz,f . (4.5.49)
Similarly, Inequalities 4.5.48 and 4.5.46 imply that
Oz,F ≤ Oz,G ≤ Dz,G ≤ Dz,F . (4.5.50)
Thus, replacing f , g, F , and G with z−Oz,ff , z−Oz,f g, z−Oz,FF , and z−Oz,FG, we
may assume
0 = Oz,f ≤ Oz,g,
0 = Oz,F ≤ Oz,G,
Dz,g ≤ Dz,f ,
Dz,G ≤ Dz,F .
with Inequalities 4.5.44, 4.5.45, 4.5.46, 4.5.47, and 4.5.48 intact.
Therefore, by Inequalities 4.5.44 and 4.5.49, there are the following three cases
A,B,C of f and g on differences of degrees and widths.
A: Dz,g < Dz,f and Oz,g = Oz,f = 0.
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B: Dz,g = Dz,f and Oz,g > Oz,f = 0.
C: Dz,g < Dz,f and Oz,g > Oz,f = 0.
Similarly, by Inequalities 4.5.45 and 4.5.50, there are the following three cases
A′, B′, C ′ of F and G on differences of degrees and widths.
A’: Dz,G < Dz,F and Oz,G = Oz,F = 0.
B’: Dz,G = Dz,F and Oz,G > Oz,F = 0.
C’: Dz,G < Dz,F and Oz,G > Oz,F = 0.
Lemma 4.48 proves fF − gG >z,d 0 for (A,B′) and (A,C ′), since Dz,g < Dz,f
by A, 0 = Oz,f = Oz,F by A and B′ or A and C ′, and Oz,F < Oz,G by B′
or C ′. Similarly, Lemma 4.48 proves fF − gG >z,d 0 for (C,B′) and (C,C ′).
By taking A′ or C ′ in the second slot, Lemma 4.48 proves fF − gG >z,d 0 for
(B,A′), (C,A′), (B,C ′). Lemmas 4.46 and 4.47 prove the density for (A,A′) and
(B,B′) respectively. Thus, the statement holds.
Moreover, we prove the following lemma on the density by base shift functions.
Lemma 4.50. Let ρ, λ ∈ Z≥1. If f ∈ Q≥0[zρ] satisfies f >zρ,d 0, then
f · bλ,ρ(z) >z,d 0. (4.5.51)
Proof. When ρ = 1, Inequality 4.5.51 holds, because f >z,d 0 and bλ,ρ(q) = 1 by
Lemma 2.32. Thus, let ρ > 1. We assume Oz,f = 0, replacing f with z−Oz,ff >zρ,d
0 when necessarily. Let λ = 1. Then, Lemma 4.2 gives bλ,ρ(z) = [ρ]z. Moreover,
we have
(f(zρ)[ρ]z)i > fρr > 0
for each 0 ≤ i ≤ Dz,f + ρ − 1 and i = ρr + q such that r ≥ 0 and 0 ≤ q ≤ ρ − 1.
Thus, Inequality 4.5.51 follows when λ = 1.
Suppose Inequality 4.5.51 for λ− 1. Then, we have
fbλ−1,ρ(q) >z,d 0.
Also, by λ, ρ ≥ 2, Lemma 4.3 gives
degz bλ−1,ρ(q) =
(ρ− 1)λ(λ− 1)
2
≥ λ− 1.
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Therefore, Oz,fbλ−1,ρ(z) = 0 yields
fbλ,ρ(q) = fbλ−1,ρ(z)[ρ]zλ =
∑
0≤i≤ρ−1
fbλ−1,ρ(z)zλi >z,d 0.
Then, we prove the following density of pre-parcels U ba(µ, v, ρ, x).
Lemma 4.51. Let µ ∈ Z≥1, x = ιµ(q), and v, ρ ∈ Zµ≥1. Assume a, b ∈ Zµ≥0 such
that bi ≥ ai for each 0 ≤ i ≤ µ. Then, we have
U ba(µ, v, ρ, x) >q,d 0. (4.5.52)
Also, U ba(µ, v, ρ, x) is a monic q-polynomial.
Proof. Let us prove Inequality 4.5.52. Assume µ = 1. Then, we need to prove
U
(b1)
(a1)
(2, (v1), (ρ1), (q)) =
[
b1
a1
]v1
qρ1
bv1b1−a1,ρ1(q) >q,d 0. (4.5.53)
If b1 > a1, then
[
b1
a1
]
qρ1
>qρ1 ,d 0 implies
U
(b1)
(a1)
(2, (1), (ρ1), (q)) =
[
b1
a1
]
qρ1
bb1−a1,ρ1(q) >q,d 0
by Lemma 4.50. Thus, Inequality 4.5.53 follows from Lemma 4.45 for each v1 ≥ 1.
If b1 = a1, then
[
b1
a1
]v1
qρ1
= bv1b1−a1,ρ1(q) = 1. Therefore, Inequality 4.5.53 follows as
well.
For a general µ ≥ 1, we have
U ba(µ, v, ρ, x) =
∏
1≤i≤µ
[
bi
ai
]vi
qρi
bvibi−ai,ρi(q)
by Definition 4.5. Therefore, Inequality 4.5.52 holds by Inequality 4.5.53 and
Lemma 4.45.
The last assertion holds, because for each 1 ≤ i ≤ µ, bi − ai ≥ 0 implies
that bvibi−ai,ρi(q) is a monic q-polynomial by Lemma 4.2 and
[
bi
ai
]vi
qρi
is a monic q-
polynomial.
Then, we state the following density of U ba(µ, v, ρ, (κ), x) of µ ∈ Z≥2.
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Theorem 4.52. Assume that Conjecture 4.42 is true. Suppose µ ∈ Z≥2, x = ιµ(q),
symmetric v, ρ ∈ Zµ≥1, and κ ∈ Z such that 0 ≤ κ ≤ nba(µ, v). Also, let us take
a, b ∈ Zµ such that
0 < a1 ≤ a2 ≤ · · · < aµ ≤ b1 ≤ b2 ≤ · · · ≤ bµ, (4.5.54)
aµ − a1 > 0, (4.5.55)
bµ − b1 > 0. (4.5.56)
Then, we obtain
d(U)ba(µ, v, ρ, (κ), x) >q,d 0.
Proof. Let h = bµ
2
c. We use the induction on µ ≥ 2. When µ = 2, the statement
holds, since we are assuming Conjecture 4.42.
First, let us consider the case of an odd µ ≥ 3. Then, N ba(µ, v) = N boao (µ−1, vo)
by Definition 4.8, and hence 0 ≤ κ ≤ nboao(µ− 1, vo). Also, we have
d(U)ba(µ, v, ρ, (κ), x) =
[
bc
ac
]vc
qρc
bbc−ac,ρc(q) · U boao (µ− 1, ρo, vo, (κ), xo).
Here, Lemma 4.51 gives
[
bc
ac
]vc
qρc
bbc−ac,ρc(q) >q,d 0. Therefore, let us prove d(U)ba(µ, v, ρ, (κ), x) >q,d
0 for an even µ.
Suppose that µ = 2l for l ∈ Z≥2. Then, there exists e ∈ Zh≥0 such that
0 ≤ ei ≤ N ba(µ, v)i for each 1 ≤ i ≤ h and
∑
e = κ. By Definition 4.8, we have
d(U)ba(µ, v, ρ, e, x)
= U b
c
ac (2, v
c, ρc, xc)U b
o
ao (µ− 2, vo, ρo, xo)
−
∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc) ·
∏
xe
µ,o · U bo(ao)∧(µ− 2, vo, ρo, xo).
Also, the induction gives
U b
o
ao (µ− 2, vo, ρo, xo)−
∏
xe
µ,o · U bo(ao)∧(µ− 2, vo, ρo, xo) >q,d 0. (4.5.57)
First, assume either ac1 = ac2 or bc1 = bc2. Then, as in the proof of Theorem 4.19,
it holds that ∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc) = U b
c
ac (2, v
c, ρc, xc).
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Moreover, Lemma 4.51 yields
U b
c
ac (2, v
c, ρc, xc) >q,d 0.
Thus, the assertion holds by Inequality 4.5.57 and Lemma 4.45.
Second, assume
ac1 < a
c
2, (4.5.58)
bc1 < b
c
2. (4.5.59)
Since U boao (µ− 2, vo, ρo, xo) and U bo(ao)∧(µ− 2, vo, ρo, xo) are monic q-polynomials by
Lemma 4.51, we obtain
θq(U
bo
ao (µ− 2, vo, ρo, xo)) > θq
(∏
xe
µ,o · U bo(ao)∧(µ− 2, vo, ρo, xo)
)
(4.5.60)
by Inequalities 4.5.54, 4.5.55, and 4.5.56 and Proposition 4.9. Furthermore, the
induction gives
U b
c
ac (2, v
c, ρc, xc)−
∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc) >q,d 0. (4.5.61)
Also, we have
θq
(
U b
c
ac (2, v
c, ρc, xc)
)
> θq
(∏
xe
µ,c · U bc(ac)∧(2, vc, ρc, xc)
)
(4.5.62)
by Lemma 4.51, Inequalities 4.5.58 and 4.5.59, and Proposition 4.9. Thus, Propo-
sition 4.49 yields the statement by Lemma 4.51 and Inequalities 4.5.57, 4.5.60,
4.5.61, and 4.5.62.
4.6 On the almost log-concavity, unimodality, and symmetric-
ity
Let us discuss the log-concavity, unimodality, and symmetricity of positive coeffi-
cients of q-polynomials d(U)ba(µ, v, ρ, e, ιµ(q)). To avoid conjectures upon Conjec-
ture 4.42, let us use the following terminology.
Definition 4.53. Assume f(z) = fλ1zλ1 + fλ2zλ2 + · · ·+ fλκzλκ ∈ Q[z] such that
λ1 < · · · < λκ and fλi 6= 0 for each integer Oz,f ≤ λi ≤ Dz,f .
1. Let us call f(z) almost symmetric z-polynomial, if
fλi = fλκ−i+1
for each 1 < i < κ.
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2. Let us call f(z) almost unimodal z-polynomial, if
fλi−1 > fλi
for some 1 < i < κ, then
fλj−1 ≥ fλj
for each i < j ≤ κ.
3. Let us call f(z) almost log-concave z-polynomial, if
f 2λi − fλi−1fλi+1 ≥ 0
for each 1 < i < κ.
Let us conjecture the following almost log-concavity of d(U)ba(2, v, ρ, e, x).
Conjecture 4.54. Suppose µ = 2, x = ιµ(q), and δ, λ ∈ Z≥1. Then, there exists
Hδ,λ ∈ Z≥1 such that if 0 < a1 < a2 ≤ b1 < b2 ≤ δ, 0 ≤ e1 ≤ nba(µ, ιµ(Hδ,λ)), and
1 ≤ t ≤ λ, then the pre-merged determinant
d(U)ba(µ, ι
µ(Hδ,λ), ι
µ(t), (e1), x)
is an almost log-concave q-polynomial.
A similar statement is expected for more general µ.
Example 4.55. The pre-merged determinant
d(U)
(3,4)
(1,2)(2, ι
2(1), ι2(1), (0), ι2(q)) =
[
3
1
]
q
[
4
2
]
q
−
[
3
2
]
q
[
4
1
]
q
= q6 + q5 + 2q4 + q3 + q2
is not a log-concave q-polynomial. However, the pre-merged determinant
d(U)
(3,4)
(1,2)(2, ι
2(3), ι2(1), (0), ι2(q)) =
[
3
1
]3
q
[
4
2
]3
q
−
[
3
2
]3
q
[
4
1
]3
q
is
q18 + 6q17 + 24q16 + 67q15 + 150q14 + 273q13 + 422q12 + 555q11 + 633q10
+ 622q9 + 531q8 + 387q7 + 241q6 + 123q5 + 51q4 + 15q3 + 3q2,
which is a log-concave q-polynomial.
One can check that setting H20,10 = 3 supports Conjecture 4.54.
152
In general, q-binomial coefficients are symmetric and unimodal q-polynomials,
but are not log-concave q-polynomials. However, let us conjecture the following
log-concavity of U ba(1, ρ, v, x). This is related to Conjecture 4.54.
Conjecture 4.56. Let λ, δ ∈ Z≥1. Then, there exists hδ,λ ∈ Z≥1 such that if
1 ≤ a1 < b1 ≤ δ and 1 ≤ t ≤ λ, then
d(U)
(b1)
(a1)
(1, (hδ,λ), (t), (q)) =
[
b1
a1
]hδ,λ
qt
bb1−a1,t(q)
hδ,λ
is a log-concave q-polynomial.
Example 4.57. The q-polynomial
U
(4)
(2) (1, (1), (1), (q)) =
[
4
2
]
q
= q4 + q3 + 2q2 + q + 1
is not log-concave. However, the q-polynomial U (4)(2) (1, (1), (3), (q)) =
[
4
2
]3
q
is
q12 + 3q11 + 9q10 + 16q9 + 27q8 + 33q7 + 38q6 + 33q5 + 27q4 + 16q3 + 9q2 + 3q + 1.
This is a log-concave q-polynomial. One can check that setting h30,20 = 3 supports
Conjecture 4.56.
By the following example, we observe that d(U)ba(µ, ιµ(1), ιµ(λ), e, ιµ(q)) does
not have to be an almost unimodal q-polynomial.
Example 4.58. The pre-merged determinant
d(U)
(2,5)
(0,2)(2, ι
2(1), ι2(1), (3), ι2(q))
=
[
2
0
]
q
[
5
2
]
q
− q3
[
2
2
]
q
[
5
0
]
q
= 1 + q + 2q2 + q3 + 2q4 + q5 + q6
is a dense and not unimodal (bimodal) q-polynomial. Even when e = (0), the
pre-merged determinant d(U)(11,14)(0,6) (2, ι
2(1), ι2(1), (0), ι2(q)) is
(4.6.1 )
q48 + q47 + 2q46 + 3q45 + 5q44 + 7q43 + 11q42 + 14q41 + 20q40
+ 25q39 + 33q38 + 40q37 + 51q36 + 59q35 + 71q34 + 81q33
+ 94q32 + 103q31 + 115q30 + 122q29 + 132q28 + 136q27
+ 141q26 + 140q25 + 141q24 + 135q23 + 130q22 + 120q21
+ 111q20 + 98q19 + 87q18 + 73q17 + 62q16 + 49q15 + 39q14
+ 29q13 + 22q12 + 15q11 + 10q10 + 6q9 + 4q8 + 2q7 + q6.
This is a dense and not unimodal (bimodal) q-polynomial.
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However, let us conjecture the following almost unimodality of q-polynomials
d(U)ba(µ, ι
µ(1), ιµ(λ), e, ιµ(q)).
Conjecture 4.59. Suppose µ ∈ Z≥3, λ ∈ Z≥1, and 0 ≤ a1 < · · · < aµ ≤ b1 <
· · · < bµ. Also, assume e1 = 0 or e1 = nba(µ, ιµ(1))). Then,
d(U)ba(µ, ι
µ(1), ιµ(λ), e, ιµ(q))
is an almost unimodal q-polynomial.
Example 4.60. The pre-merged determinant d(U)(11,14)(0,6) (2, ι
2(1), ι2(1), (0), ι2(q))
is not a unimodal q-polynomial by Equation 4.6.1. However, the pre-merged deter-
minant d(U)(11,12,14)(0,2,6) (3, ι
3(1), ι3(1), (0), ι3(q)) is
q68 + 2q67 + 5q66 + 9q65 + 17q64 + 28q63 + 47q62 + 72q61 + 111q60
+ 161q59 + 233q58 + 322q57 + 443q56 + 588q55 + 775q54 + 993q53
+ 1262q52 + 1565q51 + 1924q50 + 2315q49 + 2761q48 + 3230q47
+ 3744q46 + 4263q45 + 4809q44 + 5335q43 + 5862q42 + 6338q41
+ 6786q40 + 7153q39 + 7465q38 + 7671q37 + 7802q36 + 7813q35
+ 7742q34 + 7552q33 + 7286q32 + 6917q31 + 6492q30 + 5992q29
+5465q28 +4897q27 +4333q26 +3762q25 +3223q24 +2705q23 +2238q22
+ 1810q21 + 1441q20 + 1118q19 + 853q18 + 631q17 + 458q16 + 320q15
+ 219q14 + 143q13 + 91q12 + 54q11 + 31q10 + 16q9 + 8q8 + 3q7 + q6.
This is a unimodal q-polynomial.
Conjecture 4.59 for e1 = 0 is equivalent to Conjecture 4.59 for e1 = nba(µ, ιµ(1))
by Lemma 4.7, because d(U)ba(µ, ιµ(1), ιµ(λ), ιµ(q)) and d(U)ba∧(µ, ιµ(1), ιµ(λ), ιµ(q))
are symmetric q-polynomials.
Let us conjecture the following almost log-concavity of pre-merged determi-
nants d(U)ba(µ, ιµ(1), ιµ(λ), e, ιµ(q)).
Conjecture 4.61. Let µ > 3 and λ ≥ 0. If 0 ≤ a1 < · · · aµ ≤ b1 < · · · < bµ, then
d(U)ba(µ, ι
µ(1), ιµ(λ), (oba(ι
µ(1))), ιµ(q))
is an almost log-concave q-polynomial.
Example 4.62. We have
6 = o
(3,5,7)
(0,2,3)(3, ι
3(1)).
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Then, there exists the q-polynomial d(U)(3,5,7)(0,2,3)(3, ι
3(1), ι3(1), (6), ι3(q)) such that
q18 + 2q17 + 5q16 + 9q15 + 15q14 + 21q13 + 28q12 + 33q11 + 37q10
+ 38q9 + 37q8 + 33q7 + 28q6 + 21q5 + 15q4 + 9q3 + 5q2 + 2q + 1.
This is not a log-concave q-polynomial. However, for
6 = o
(3,4,5,7)
(0,1,2,3)(4, ι
4(1)),
d(U)
(3,4,5,7)
(0,1,2,3)(4, ι
4(1), ι4(1), (6), ι4(q)) is a log-concave q-polynomial such that
q21 + 3q20 + 8q19 + 17q18 + 31q17 + 50q16 + 74q15 + 98q14
+ 121q13 + 138q12 + 147q11 + 146q10 + 137q9 + 119q8
+ 97q7 + 73q6 + 50q5 + 31q4 + 17q3 + 8q2 + 3q + 1.
Because d(U)ba(µ, ιµ(1), ιµ(1), ιµ(q)) and d(U)ba∧(µ, ιµ(1), ιµ(1), ιµ(q)) are sym-
metric q-polynomials, we normally would not expect a symmetric q-polynomial
d(U)ba(µ, ι
µ(1), ιµ(1), (0), ιµ(q)). Hence, let us conjecture the following symmetric-
ity of q-polynomials d(U)ba(µ, ιµ(1), ιµ(1), (0), ιµ(q)).
Conjecture 4.63. If µ > 2 and 0 ≤ a1 < · · · < aµ ≤ b1 < · · · < bµ, then
d(U)ba(µ, ι
µ(1), ιµ(1), (0), ιµ(q))
is not an almost symmetric q-polynomial.
By Conjecture 4.63 of the width µ = 3, d(U)(b1,b2)(a1,a2)(2, ι
2(1), ι2(1), (0), ι2(q))
would not be symmetric, if a2 − a1 > 1 and b2 − b1 > 1. This is because that
these a1, a2, b1, b2 give rise to the non-symmetric case of µ = 3 in Conjecture
4.63. Still, when the width µ = 2, let us conjecture the following symmetricity of
q-polynomials d(U)ba(µ, ιµ(1), ιµ(1), (0), ιµ(q)).
Conjecture 4.64. For each b2 ≥ 0, assume numbers M(b2) and N(b2) such that
M(b2) = #{0 ≤ a1 < a2 ≤ b1 < b2},
N(b2) = #{0 ≤ a1 < a2 ≤ b1 < b2 |
d(U)
(b1,b2)
(a1,a2)
(2, ι2(1), ι2(1), (0), ι2(q)) is not almost symmetric.}.
Then, Nˇ(b2) = N(b2)M(b2) ∈ Q gives
0 = Nˇ(3) < Nˇ(4) < Nˇ(5) < · · · .
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Let us conjecture the following almost unimodality of d(U)ba(2, ι2(1), ι2(1), (0), ι2(q)).
Conjecture 4.65. When 1 ≤ a1 < a2 ≤ b1 < b2, the pre-merged determinant
d(U)ba(2, ι
2(1), ι2(1), (0), ι2(q))
is an almost unimodal q-polynomial.
We observe that Conjecture 4.65 does not contradict Equation 4.6.1, because
not 0 ≤ a1 but 1 ≤ a1 in Conjecture 4.65. Furthermore, Conjectures 4.64 and 4.65
imply that there are infinitely many almost symmetric and unimodal q-polynomials
d(U)ba(2, ι
2(1), ι2(1), (0), ι2(q)).
Let us compute the following on the almost symmetricity of q-polynomials
d(U)ba(2, ι
2(1), ι2(λ), (1), ι2(q)) by base shift.
Example 4.66. The pre-merged determinant
d(U)
(1,4)
(0,1)(2, ι
2(1), ι2(1), (1), ι2(q)) = q3 + q2 + 1
is an almost symmetric q-polynomial. However, the pre-merged determinant
d(U)
(1,4)
(0,1)(2, ι
2(1), ι2(2), (1), ι2(q)) = q13 + 2q12 + 2q11 + 4q10 + 5q9 + 5q8 + 6q7
+ 6q6 + 5q5 + 4q4 + 4q3 + 2q2 + q + 1
is not an almost symmetric q-polynomial.
Still, we conjecture the following transitivity of the almost symmetricity of
q-polynomials of d(U)ba(µ, ιµ(1), ιµ(λ), e, ιµ(q)) by base shift.
Conjecture 4.67. Suppose µ ≥ 3, 0 ≤ a1 < · · · < aµ ≤ b1 < · · · < bµ, 0 ≤ e1 ≤
nba(µ, ι
µ(1)), and λ ∈ Z≥1. Then,
d(U)ba(µ, ι
µ(1), ιµ(λ), e, ιµ(q))
is an almost symmetric q-polynomial if and only if
d(U)ba(µ, ι
µ(1), ιµ(λ+ 1), e, ιµ(q))
is an almost symmetric q-polynomial.
In Proposition 6.12, we prove that merged determinants ∆(F)(s, 1,m, n, k,X)
of some zero-weight parcel F are symmetric log-concave q-polynomials. Thus, this
gives a supporting evidence for Conjectures 4.42 and 4.65.
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5 Hadamard products of parcels
We introduce notions of external and internal Hadamard products of parcels. They
are important for the theory of the merged-log-concavity, because they construct
parcels of non-trivial widths and weights from some parcels. More explicitly, ex-
ternal Hadamard products give parcels of higher widths from some parcels. Also,
internal Hadamard products give parcels of higher weights from some parcels that
has at least one positive-weight parcel.
5.1 External Hadamard products
Let us introduce the notion of external Hadamard products. In particular, we
discuss the merged-log-concavity of external Hadamard products. Let us use the
following truncations of fitting tuples.
Definition 5.1. Assume a fitting (s, l1,m1, n1, k1) and integers λ1, λ2 ∈ Z≥0 with
1 ≤ λ1 ≤ λ2 ≤ l1. Let l2 = λ2 − λ1 + 1.
1. We define the truncation
t((λ1, λ2), (s, l1,m1, n1, k1)) = (s, l2,m2, n2, k2)
such that
m2 = m1(λ1, λ2), (5.1.1)
n2 = n1(l1 − λ2 + 1, l1 − λ1 + 1), (5.1.2)
k2,1 =
∑
k1(1, λ1), (5.1.3)
k2,i = k1,λ1+i−1 for 2 ≤ i ≤ l2, (5.1.4)
k2,l2+1 =
∑
k1(λ2 + 1, 2l1 − λ2 + 1), (5.1.5)
k2,l2+i = k1,2l1−λ2+i for 2 ≤ i ≤ l2. (5.1.6)
2. If λ1 = 1, then we define the off-centered truncation
(s, l1,m1, n1, k1)
o,l2 = t((λ1, λ2), (s, l1,m1, n1, k1)).
3. If λ2 = l1, then we define the centered truncation
(s, l1,m1, n1, k1)
c,l2 = t((λ1, λ2), (s, l1,m1, n1, k1)).
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Then, we have the following lemma for truncations of fitting tuples.
Lemma 5.2. Assume a fitting (s, l1,m1, n1, k1) and integers λ1, λ2 ∈ Z≥0 such
that 1 ≤ λ1 ≤ λ2 ≤ l1. Suppose l2 = λ2 − λ1 + 1 and
(s, l2,m2, n2, k2) = t((λ1, λ2), (s, l1,m1, n1, k1)).
Let ai = ν(ki) and bi = ν(mi, ni, ki) for each 1 ≤ i ≤ 2. Then, we have the
following.
1. There exist the following equations:
a2(1, l2) = a1(λ1, λ2), (5.1.7)
a2(l2 + 1, 2l2) = a1(2l1 − λ2 + 1, 2l1 − λ1 + 1), (5.1.8)
b2(1, l2) = b1(λ1, λ2), (5.1.9)
b2(l2 + 1, 2l2) = b1(2l1 − λ2 + 1, 2l1 − λ1 + 1). (5.1.10)
2. (s, l2,m2, n2, k2) is fitting.
3. There exist the following equations:
σ(k2) = σ(k1)(λ1, λ2), (5.1.11)
m2  k2 = (m1  k1)(λ1, λ2), (5.1.12)
(n2  k2)∧ = (n1  k1)∧(λ1, λ2). (5.1.13)
4. If (s, l1,m1, n1, k1) is wrapped, then (s, l2,m2, n2, k2) is wrapped.
Proof. Let us prove Equations 5.1.7, 5.1.8, 5.1.9, and 5.1.10. By Equation 5.1.3,
we have
a2,1 =
∑
k1(1, λ1) = a1,λ1 .
Hence, we have Equation 5.1.7 by Equation 5.1.4 and λ1 + l2 − 1 = λ2. Also,
Equation 5.1.5 gives the following equation:
a2,l2+1 = a1,2l1−λ2+1.
Thus, Equation 5.1.6 yields Equation 5.1.8. By Definition 2.27, we have b2 =
a2 +m2unionsqn2. Therefore, Equations 5.1.9 and 5.1.10 hold by Equations 5.1.1, 5.1.2,
5.1.7, and 5.1.8,
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Let us prove Claim 2. We have m2, n2CZl2 s by Equations 5.1.1 and 5.1.2, since
m1, n1 CZl1 s. Moreover, (s, l2,m2, n2, k2) satisfies the top and bottom sequence
conditions by Equations 5.1.7, 5.1.8, 5.1.9, and 5.1.10, because we have
a2,l2 = a1,λ2 < a1,2l1−λ2+1 = a2,l2+1,
b2,l2 = b1,λ2 < b1,2l1−λ2+1 = b2,l2+1.
Let us prove Claim 3. By Equations 5.1.4, 5.1.5, and 5.1.6, each 1 ≤ i ≤ l2
yields
σ(k2)i =
∑
k2(i+ 1, 2l2 − i+ 1)
=
∑
k2(i+ 1, l2 + (l2 − i+ 1))
=
∑
k1(λ1 + (i+ 1)− 1, 2l1 − λ2 + (l2 − i+ 1))
=
∑
k1((i+ λ1 − 1) + 1, 2l1 − (i+ λ1 − 1) + 1)
= σ(k1)i+λ1−1.
Thus, we obtain Equation 5.1.11.
Equation 5.1.12 holds, because for each 1 ≤ i ≤ l2, Equation 5.1.11 gives
(m2  k2)i = m2,i − σ(k2)i
= m1,λ1+i−1 − σ(k1)i+λ1−1
= (m1  k1)λ1+i−1.
Equation 5.1.13 holds as follows. For each 1 ≤ i ≤ l2, Equation 5.1.11 gives
(n2  k2)i = n2,i + σ(k2)l2−i+1
= n1,l1−λ2+i + σ(k1)l2−i+1+λ1−1
= n1,l1−λ2+i + σ(k1)λ2−i+1
= n1,l1−λ2+i + σ(k1)l1−(l1−λ2+i)+1.
= (n1  k1)l1−λ2+i.
Thus, for each 0 ≤ i ≤ l2 − 1, we obtain
(n1  k1)∧λ1+i = (n1  k1)l1−(λ1+i)+1
= (n1  k1)l1−λ2+λ2−λ1−i+1
= (n1  k1)l1−λ2+l2−i
= (n2  k2)l2−i
= (n2  k2)∧i+1.
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Therefore, Claim 3 follows.
Claim 4 follows from Definition 2.27 and Claim 3.
Then, we have the following proposition for off-centered/centered truncations
and Gaussian binomial coefficients.
Proposition 5.3. Consider κ1, κ2, κ3 ∈ Z≥1 such that κ1 = κ2 + κ3. For a fitting
(s, κ1,m1, n1, k1), suppose
(s, κ1,m1, n1, k1)
o,κ2 = (s, κ2,m2, n2, k2),
(s, κ1,m1, n1, k1)
c,κ3 = (s, κ3,m3, n3, k3).
Let ai = ν(ki) and bi = ν(mi, ni, ki) for each 1 ≤ i ≤ 3. Then, we have the
following.
1. (s, κ2,m2, n2, k2) is fitting.
2. (s, κ3,m3, n3, k3) is fitting.
3. There exist the following equations:
a2 = a1(1, κ2) unionsq a1(2κ1 − κ2 + 1, 2κ1), (5.1.14)
b2 = b1(1, κ2) unionsq b1(2κ1 − κ2 + 1, 2κ1), (5.1.15)
a3 = a1(κ1 − κ3 + 1, κ1 + κ3), (5.1.16)
b3 = b1(κ1 − κ3 + 1, κ1 + κ3). (5.1.17)
4. There exist the following equations:
σ(k1)(1, κ2) = σ(k2), (5.1.18)
σ(k1)(κ2 + 1, κ1) = σ(k3), (5.1.19)
(m1  k1)(1, κ2) = m2  k2, (5.1.20)
(m1  k1)(κ2 + 1, κ1) = m3  k3, (5.1.21)
(n1  k1)∧(1, κ2) = (n2  k2)∧, (5.1.22)
(n1  k1)∧(κ2 + 1, κ1) = (n3  k3)∧. (5.1.23)
5. For 1 ≤ i ≤ 3, let ui ∈ Zκi≥0 and xi ∈ Q(X)κi of indeterminates. Then, we
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have [
b1(1, κ2)
a1(1, κ2)
]u2
x2
·
[
b1(κ1 + κ3 + 1, 2κ1)
a1(κ1 + κ3 + 1, 2κ1)
]u∧2
x∧2
=
[
b2
a2
]uunionsq2
xunionsq2
, (5.1.24)[
b1(κ2 + 1, κ1)
a1(κ2 + 1, κ1)
]u3
x3
·
[
b1(κ1 + 1, κ1 + κ3)
a1(κ1 + 1, κ1 + κ3)
]u∧3
x∧3
=
[
b3
a3
]uunionsq3
xunionsq3
, (5.1.25)[
b1(1, κ2)
a1(2κ1, κ1 + κ3 + 1)
]u2
x2
·
[
b1(κ1 + κ3 + 1, 2κ1)
a1(κ2, 1)
]u∧2
x∧2
=
[
b2
a∧2
]uunionsq2
xunionsq2
, (5.1.26)[
b1(κ2 + 1, κ1)
a1(κ1 + κ3, κ1 + 1)
]u3
x3
·
[
b1(κ1 + 1, κ1 + κ3)
a1(κ1, κ2 + 1)
]u∧3
x∧3
=
[
b3
a∧3
]uunionsq3
xunionsq3
. (5.1.27)
In particular, we have [
b1
a1
](u2unionsqu3)unionsq
(x2unionsqx3)unionsq
=
[
b2
a2
]uunionsq2
xunionsq2
[
b3
a3
]uunionsq3
xunionsq3
, (5.1.28)[
b1
a∧1
](u2unionsqu3)unionsq
(x2unionsqx3)unionsq
=
[
b2
a∧2
]uunionsq2
xunionsq2
[
b3
a∧3
]uunionsq3
xunionsq3
. (5.1.29)
6. If (s, κ1,m1, n1, k1) is wrapped, then (s, κ2,m2, n2, k2) and (s, κ3,m3, n3, k3)
are wrapped.
Proof. Let us take
λ1 = 1,
λ2 = κ2
in Lemma 5.2. This gives Claim 1, Equations 5.1.14 and 5.1.15 in Claim 3, and
Equations 5.1.18, 5.1.20, and 5.1.21 in Claim 4.
Similarly, let us take
λ1 = κ1 − κ3 + 1 = κ2 + 1,
λ2 = κ1
in Lemma 5.2. This yields Claim 2, Equations 5.1.16 and 5.1.17 in Claim 3, and
Equations 5.1.19, 5.1.22, and 5.1.23 in Claim 4.
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Let us prove Equations 5.1.24, 5.1.25, 5.1.26, and 5.1.27. Equation 5.1.24 fol-
lows from Equations 5.1.14 and 5.1.15. Also, Equation 5.1.25 follows from Equa-
tions 5.1.16 and 5.1.17. We obtain Equation 5.1.26, since
a∧2 = a1(κ1 + κ3 + 1, 2κ1)
∧ unionsq a1(1, κ2)∧
= a1(2κ1, κ1 + κ3 + 1) unionsq a1(κ2, 1).
Similarly, we obtain Equation 5.1.27, since
a∧3 = a1(κ1 + κ3, κ2 + 1).
Equations 5.1.28 and 5.1.29 from Equations 5.1.24, 5.1.25, 5.1.26, and 5.1.27.
Claim 6 holds from Claim 4 of Lemma 5.2.
Let us state the following lemma on squaring orders.
Lemma 5.4. Assume that each of X1 and X2 is a finite set of distinct indeter-
minates and X3 = X1 ∪ X2. Then, {>AX3 ,≥AX3} of squaring orders on X3 is
compatible to {>AX1 ,≥AX1} of squaring orders on X1.
Proof. Let f >AX1 0. This implies f ∈ Q(X1) ⊂ Q(X3). Thus, we obtain f >AX3 0
by X3 = X1 ∪X2. Similar holds for ≥AX1 and ≥AX3 .
Then, let us prove the following proposition to define external Hadamard prod-
ucts of parcels as parcels.
Proposition 5.5. Assume the following.
1. Each of X1 and X2 is a finite set of distinct indeterminates and X3 = X1∪X2.
2. There exist Oi = {i,i} of squaring orders on Xi for each 1 ≤ i ≤ 3 such
that O3 is compatible to O1 and O2.
3. There exist parcels F and G such that
F = Λ(s, l1,1, w1, fs, φ1, ρ1, x1, X1),
G = Λ(s, l2,2, w2, gs, φ2, ρ2, x2, X2).
4. We have l3 = l1 + l2, w3 = w1 unionsq w2, x3 = x1 unionsq x2, ρ3 = ρ1 unionsq ρ2, and
φ3(x3) = φ1(x1) unionsq φ2(x2).
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5. We have
hs,m = fs,m(1,l1) · gs,m(l1+1,l3) ∈ Q(X3)
for each m ∈ Zl3.
Then, there exists the parcel
H = Λ(s, l3,3, w3, hs, φ3, ρ3, x3, X3)
such that
∆(H)(s, l3, w3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆L(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
−∆R(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆R(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
(5.1.30)
for each fitting
(s, l3,m3, n3, k3),
(s, l1,m1, n1, k1) = (s, l3,m3, n3, k3)
o,l1 ,
(s, l2,m2, n2, k2) = (s, l3,m3, n3, k3)
c,l2 .
Proof. Let us prove the existence of the parcelH = Λ(s, l3,3, w3, hs, φ3, ρ3, x3, X3).
First, let us check that x3 consists of 3-admissible variables. If f ≥x3,i 0 for
some 1 ≤ i ≤ l3, then f 1 0 or f 2 0 by Assumptions 3 and 4. This gives f 3 0
by Assumption 2. Thus, we have the non-negative transitivity of (x3,i,3,3) for
each 1 ≤ i ≤ l3. Similarly, if f >x3,i 0, then f 3 0. Thus, we have the positive
transitivity of (x3,i,3,3) for each 1 ≤ i ≤ l3. Moreover, we have the upper
definite condition of (x3,i,3,3) for each 1 ≤ i ≤ l3 by X3 = X1∪X2 and Lemma
5.4. Therefore, x3 consists of 3-admissible variables.
Second, let us confirm that hs is doubly (s, l3,3)-positive. When m,nCZl3 s,
Assumptions 1, 2, 3, 4, and 5 give
hs,mhs,n = fs,m(1,l1) · gs,m(l1+1,l3) · fs,n(1,l1) · gs,n(l1+1,l3)
= fs,m(1,l1) · fs,n(1,l1) · gs,m(l1+1,l3) · gs,n(l1+1,l3)
3 0.
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Also, when m 6CZl3 s, the doubly positive assumption of fs and gs gives
hs,m = fs,m(1,l1) · gs,m(l1+1,l3) = 0.
Thus, hs is doubly (s, l3,3)-positive.
Third, let us prove that φ3(x3) is a (s, l3, w3,3, ρ3, x3, X3)-mediator. By As-
sumptions 1 and 4 and Lemma 5.4, we have the term-wise mediator condition of
(s, l3, w3,3, φ3, ρ3, x3, X3). Moreover, for each mCZl3 s3, we have
B(s, l3, w3,m, φ3, ρ3, x3, X3) = B(s, l1, w1,m(1, l1), φ1, ρ1, x1, X1)
·B(s, l2, w2,m(l1 + 1, l3), φ2, ρ2, x2, X2)
3 0
by m(1, l1)CZl1 s, m(l1 + 1, l3)CZll2 s, and Assumptions 2 and 4. Thus, we obtain
the base-shift mediator condition of (s, l3, w3,3, φ3, ρ3, x3, X3). Therefore, φ3(x3)
is a (s, l3, w3,3, ρ3, x3, X3)-mediator. In particular, H is a parcel.
Let us prove Equation 5.1.30. Hence, let us assume a fitting (s, l3,m3, n3, k3).
Then, let
(s, l3,m3, n3, k3)
o,l1 = (s, l1,m1, n1, k1),
(s, l3,m3, n3, k3)
c,l2 = (s, l2,m2, n2, k2).
Also, let ai = ν(ki) and bi = ν(mi, ni, ki) for each 1 ≤ i ≤ 3. Then, by Theorem
3.22, we have the following equation:
∆(H)(s, l3, w3,m3, n3, k3, φ3, ρ3, x3, X3)
= hs,m3hs,n∧3
·B(s, l3, w3,m3, φ3, ρ3, x3, X3) ·B(s, l3, w3, n∧3 , φ3, ρ3, x3, X3)
·
[
b3
a3
]wunionsq3
xunionsq3
− hs,m3k3hs,(n3k3)∧
·B(s, l3, w3,m3  k3, φ3, ρ3, x3, X3)
·B(s, l3, w3, (n3  k3)∧, φ3, ρ3, x3, X3) ·
[
b3
a∧3
]wunionsq3
xunionsq3
.
(5.1.31)
Then, Proposition 5.3 gives the following four equations:
hs,m3hs,n∧3 = fs,m1gs,m2 · fs,n∧1 gs,n∧2 ,
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B(s, l3, w3,m3, φ3, ρ3, x3, X3) ·B(s, l3, w3, n∧3 , φ3, ρ3, x3, X3)
= B(s, l1, w1,m1, φ1, ρ1, x1, X1) ·B(s, l2, w2,m2, φ2, ρ2, x2, X2)
·B(s, l1, w1, n∧1 , φ1, ρ1, x1, X1) ·B(s, l2, w2, n∧2 , φ2, ρ2, x2, X2),
hs,m3k3hs,(n3k3)∧ = fs,m1k1gs,m2k2 · fs,(n1k1)∧gs,(n2k2)∧ ,
B(s, l3, w3,m3  k3, φ3, ρ3, x3, X3)
·B(s, l3, w3, (n3  k3)∧, φ3, ρ3, x3, X3)
= B(s, l1, w1,m1  k1, φ1, ρ1, x1, X1)
·B(s, l2, w2,m2  k2, φ2, ρ2, x2, X2)
·B(s, l1, w1, (n1  k1)∧, φ1, ρ1, x1, X1)
·B(s, l2, w2, (n2  k2)∧, φ2, ρ2, x2, X2).
Thus, we obtain Equation 5.1.30 by Equations 5.1.28 and 5.1.29 of Proposition 5.3
and Equation 5.1.31.
By Proposition 5.5, let us define external Hadamard products as parcels in the
following definition.
Definition 5.6. Under notations and Assumptions 1, 2, 3, 4, and 5 in Proposition
5.5, we define the external Hadamard product
Λ(s, l1, w1,1, fs, φ1, ρ1, x1, X1) ◦ Λ(s, l2, w2,2, gs, φ2, ρ2, x2, X2)
= Λ(s, l3, w3,3, hs, φ3, ρ3, x3, X3).
Also, we write
fs ◦ gs = hs.
In general,
F ◦ G 6= G ◦ F
for parcels F and G. Hence, external Hadamard products on parcels are non-
commutative. To explain this, let us take a fitting (s, l3,m3, n3, k3). Then, we
have the merged determinant
∆(F ◦ G)(s, l3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆L(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
−∆R(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆R(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
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of fitting tuples (s, l1,m1, n1, k1) = (s, l3,m3, n3, k3)o,l1 and (s, l2,m2, n2, k2) =
(s, l3,m3, n3, k3)
c,l2 .
However, the merged determinant ∆(F ◦G)(s, l3,m3, n3, k3, φ3, ρ3, x3, X3) does
not have to be the same as
∆(G ◦ F)(s, l3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
·∆L(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
−∆R(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
·∆R(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
of fitting tuples (s, l1,m1, n1, k1) = (s, l3,m3, n3, k3)c,l1 and (s, l2,m2, n2, k2) =
(s, l3,m3, n3, k3)
o,l2 .
Let us prove the merged-log-concavity of external Hadamard products.
Theorem 5.7. Suppose F = Λ(s, l1,1, w1, fs, φ1, ρ1, x1, X1), G = Λ(s, l2,2
, w2, gs, φ2, ρ2, x2, X2), and the external Hadamard product H = F ◦G = Λ(s, l3,3
, w3, hs, φ3, ρ3, x3, X3). Also, assume O′i = {′i,′i} of squaring orders on Xi for
each 1 ≤ i ≤ 3 such that O′3 is compatible to O′1 and O′2. Then, we have the
following.
1. H is ′3-merged-log-concave, if F is ′1-merged-log-concave and G is ′2-
merged-log-concave.
2. H is ′3-merged-log-concave, if F is ′1-merged-log-concave and G is ′2-
merged-log-concave.
Proof. Let us prove Claim 1. We take a fitting (s, l3,m3, n3, k3). Then, by
Proposition 5.3, there exists the fitting (s, l1,m1, n1, k1) = (s, l3,m3, n3, k3)o,l1 and
(s, l2,m2, n2, k2) = (s, l3,m3, n3, k3)
c,l2 . For our convenience, let us put
A = ∆L(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1),
B = ∆R(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1),
C = ∆L(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2),
D = ∆R(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2).
We have A 1 0, B 1 0, C 2 0, and D 2 0 by Theorem 3.22. Thus, since
O′1 and O′2 are compatible to O1 and O2 respectively and O′3 is compatible to O′1
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and O′2, we have
A ′3 0, (5.1.32)
C ′3 0, (5.1.33)
B ′3 0, (5.1.34)
D ′3 0. (5.1.35)
Moreover, D 2 0 or D = 0 by Theorem 3.22. Therefore, we have
D ′3 0 or D = 0. (5.1.36)
Also, we have A ′1 B and C ′2 D by the merged-log-concavity of F and G.
Then, since O′3 is compatible to O′1 and O′2, we have
A ′3 B, (5.1.37)
C ′3 D. (5.1.38)
Thus, Corollary 2.8 yields Claim 1 by Conditions 5.1.32, 5.1.33, 5.1.34, 5.1.35,
5.1.36, 5.1.37, and 5.1.38.
Claim 2 holds by Claim 7 of Lemma 2.3, since we have
A ′3 B,
C ′3 D.
Remark 5.8. By the notation of Theorem 5.7, assume X1 = X2, O1 = O2 = O3,
and canonical mediators φ1, φ2 for simplicity. Then, Theorem 5.7 gives higher-
width merged-log-concave parcels on Q(X1).
However, not every two-width monomial parcel is an external Hadamard prod-
uct of one-width monomial parcels. To explain this, let l1 = l2 = 1, l3 = 2,
w1 = w2 = (1), and w3 = (1, 1). Also, consider monomial indices (l1, w1, γ1),
(l2, w2, γ2), and (l3, w3, γ3) such that
γ3,1,1 > 0 > γ3,2,1.
Then, we have
Λ(s, l3, w3,,Ψs,γ3 , ιl3(q), X1)
6= Λ(s, l1, w1,,Ψs,γ1 , ιl1(q), X1) ◦ Λ(s, l2, w2,,Ψs,γ2 , ιl2(q), X1),
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because
γ1,1,1, γ2,1,1 ≥ 0
by monomial conditions of (l1, w1, γ1) and (l2, w2, γ2).
From Definition 2.40, zero weights w = ιl(0) give
Λ(s, l,, fs, X) = Λ(s, l, w,, fs, φ, ρ, x,X),
∆(F)(s, l,m, n, k,X) = ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
In particular, Λ(s, 1,, 1s,1, X) is -merged-log-concave. Thus, let us take the
following notation for λ-fold external Hadamard products by Λ(s, 1,, 1s,1, X).
Definition 5.9. Assume a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X). Then, for each
λ ∈ Z≥1, we define the λ-fold external Hadamard product F◦λ such that
F◦λ = F◦(λ−1) ◦ F ,
F◦1 = F .
Also, we write
F◦0 = Λ(s, 1,, 1s,1, X).
For each parcel F , we have F◦0 ◦ F 6= F , because both sides have different
widths. Hence, F◦(i+j) = F◦i ◦ F◦j only holds when i, j ≥ 1. However, we still
prove analogous equalities between F◦0 ◦ F and F or between F ◦F◦0 and F . To
do this, let us write down the following lemma on zero-weight parcels.
Lemma 5.10. Suppose a parcel F = Λ(s, l,, fs, X). Then, it holds the following.
1. We have
Fm = fs,m
for each mCZl s.
2. If F = Λ(s, l,, fs, X) is -merged-log-concave, then
∆(F)(s, l,m, n, k, x,X) = fs,mfs,n∧ − fs,mkgs,(nk)∧  0
for each fitting (s, l,m, n, k).
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3. If F = Λ(s, l,, fs, X) is -merged-log-concave, then
∆(F)(s, l,m, n, k, x,X) = fs,mfs,n∧ − fs,mkgs,(nk)∧  0
for each fitting (s, l,m, n, k).
Proof. Let ρ ∈ Zl≥1 and w = ιl(0). Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X) for a
(s, l, w,, ρ, x,X)-mediator φ(x). Then, w = ιl(0) gives
Fm = fs,m∏
φ(x)m◦w · [m]!wx
= fs,m.
Thus, Claim 1 holds.
Let a = ν(k) and b = ν(m,n, k) for a fitting (s, l,m, n, k). Then, Claims 2
and 3 follow from Claim 1, since w = ιl(0) kills
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq , [b]!wunionsq(xρ)unionsq , and
[a]!w
unionsq
(xρ)unionsq in the merged determinant ∆(F)(s, l, w,m, n, k, φ, ρ, x,X).
Then, we prove the following equalities between F◦0 ◦ F and F .
Proposition 5.11. Suppose a parcel F = Λ(s, l2, w2,, fs, φ2, ρ2, x2, X) and -
admissible variable q ∈ Q(X). Let x3 = (q) unionsq x2, l1 = 1, l3 = l1 + l2, λ1 = 0,
w3 = (λ1)unionsqw2, λ′1 ∈ Z≥1, and ρ3 = (λ′1)unionsqρ2. Also, consider the external Hadamard
product
G = F◦0 ◦ F = Λ(s, l3, w3,, gs, φ3, ρ3, x3, X).
Then, we have the following.
1. Each mCZl3 s gives the following equation:
Gm = Fm(2,l3) ∈ Q(X).
2. Suppose a wrapped fitting (s, l3,m3, n3, k3), m2 = m3(2, l3), and n2 = n2(2, l3).
Then, we have
∆(G)(s, l3, w3,m3, n3, k3, φ3, ρ3, x3, X)
= ∆(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X) ∈ Q(X).
Proof. Because gs,m = 1s,1,m(1,1) ◦ fs,m(2,l3) and m(1, 1)CZl1 s, we have
gs,m = fs,m(2,l3) ∈ Q(X)
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for each mCZl3 s. Thus, Claim 1 holds by Lemma 5.10.
Let us prove Claim 2. Let (s, l1,m1, n1, k1) = (s, l3,m3, n3, k3)o,l1 and (s, l2,m2, n2, k2) =
(s, l3,m3, n3, k3)
c,l2 . Then, by Theorem 5.7, we have the following equation:
∆(G)(s, l3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(F0)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆L(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
−∆R(F0)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆R(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2).
Furthermore, Claim 6 of Proposition 5.3 and Theorem 3.22 imply that
∆R(F0)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1) 6= 0,
∆R(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2) 6= 0.
Thus, we obtain
∆(G)(s, l3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
−∆R(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
= ∆(F)(s, l2,m2, n2, k2, φ2, ρ2, x2, X2)
by Lemma 5.10 for F◦0 = Λ(s, l1,, 1s,l1 , X).
Also, we obtain the following equalities between F ◦F◦0 and F . This holds by
a proof similar to that of Proposition 5.11.
Proposition 5.12. Let us take a parcel F = Λ(s, l2, w2,, fs, φ2, ρ2, x2, X) and
-admissible variable q ∈ Q(X). Let x3 = x2 unionsq (q), l1 = 1, l3 = l1 + l2, λ1 = 0,
w3 = w2unionsq(λ1), λ′1 ∈ Z≥1, and ρ3 = ρ2unionsq(λ′1). Also, consider the external Hadamard
product
G = F ◦ F◦0 = Λ(s, l3, w3,, gs, φ3, ρ3, x3, X).
Then, we have the following.
1. Each mCZl3 s gives
Gm = Fm(1,l2) ∈ Q(X).
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2. Suppose a wrapped fitting (s, l3,m3, n3, k3), m2 = m3(1, l2), and n2 = n2(1, l2).
Then, we have
∆(G)(s, l3, w3,m3, n3, k3, φ3, ρ3, x3, X)
= ∆(F)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X) ∈ Q(X).
We write down the following proposition on the full-admissibility of external
Hadamard products.
Proposition 5.13. Assume Fi = Λ(s, li,i, wi, φi, ρi, fi,s, xi, Xi) for each 1 ≤ i ≤
3 such that F3 = F1 ◦ F2. If xi consists of fully i-admissible variables for each
1 ≤ i ≤ 2, then x3 consists of fully 3-admissible variables.
Proof. We have x3 = x1 unionsq x2 and X3 = X1 ∪ X2 by Definition 5.6. Thus, the
statement holds by Definition 2.18.
5.2 Merged-log-concavity and merged-log-convexity
Let us take parcels F1 and F2, which are not necessarily merged-log-concave. Then,
we discuss the merged-log-concavity of F1 or F2 by the merged-log-concavity of
F1 ◦ F2. For this, let us state the following lemma.
Lemma 5.14. Suppose a parcel F = Λ(s, l,, w, fs, φ, ρ, x,X) and fitting (s, l,m, n, k).
Then, we have the following.
1. (a) If there exists 1 ≤ i ≤ l such that mi ≤ s1 for s = (s1, s2), then
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = fs,mfs,n∧ .
(b) Similarly, if s2 <∞ and there exists 1 ≤ i ≤ l such that mi ≥ s2, then
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = fs,mfs,n∧ .
2. (a) If there exists 1 ≤ i ≤ l such that ni ≤ s1, then
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = fs,mfs,n∧ .
(b) Likewise, if s2 <∞ and there exists 1 ≤ i ≤ l such that ni ≥ s2 then
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) = fs,mfs,n∧ .
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Proof. Let us prove Claim 1a. The equation mi ≤ s1 yields m  k < s1 by
Definition 2.25 and σ(k) > 0 of Lemma 2.29. Thus, Claim 1a follows from Claim
3 in Theorem 3.22.
Let us prove Claim 1b. By the top sequence condition of (s, l,m, n, k) and
1 ≤ i ≤ l, we have
b2l−i+1 = nl−i+1 + k2l−i+1 + · · ·+ k1 > bi = mi + ki + · · ·+ k1.
Thus, σ(k)i > 0 of Lemma 2.29 gives
nl−i+1 + k2l−i+1 + · · ·+ ki+1 = nl−i+1 + σ(k)i > mi ≥ s2.
In particular, the tuple (s, l,m, n, k) is unwrapped by Definition 2.25. Hence, we
obtain Claim 1b by Claim 3 in Theorem 3.22.
Let us confirm Claim 2a. By the top sequence condition of (s, l,m, n, k), each
1 ≤ i ≤ l gives
bl+i = ni + kl+i + · · ·+ k1 > bl−i+1 = ml−i+1 + kl−i+1 + · · ·+ k1.
Thus, we obtain
s1 ≥ ni > ml−i+1 − (kl+i + · · ·+ kl−i+2) = ml−i+1 − σ(k)l−i+1.
Then, because (s, l,m, n, k) is unwrapped, Claim 2a holds by Claim 3 in Theorem
3.22.
Claim 2b holds by Claim 3 in Theorem 3.22, because we have n  k > s2 by
σ(k) > 0 of Lemma 2.29.
In Theorem 5.7, the merged-log-concavity of F and G give the merged-log-
concavity of F ◦ G. However, the converse is not necessarily true by the following
example.
Example 5.15. Let s = (0, 2) and l1 = l2 = 1. Suppose fs,1 = {fs,1,m ∈ Z}m∈Zl1
such that
fs,1,m = 1 if m1 = 0 or 2,
fs,1,m = 3 if m1 = 1,
fs,1,m = 0 else.
Also, let =≥AX and =>AX . Then, fs,1 is doubly (s, l1,)-positive.
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Let us confirm that F1 = Λ(s, l1,, fs,1, X) is -merged-log-concave. Thus,
suppose a fitting (s, l1,m, n, k). If m = (0), m = (2), n = (0), or n = (2), then we
have
∆(F1)(s, l1,m, n, k,X) = fs,1,mfs,1,n  0
by Lemma 5.14. Thus, let m = n = (1). Assume k1 = 0 for simplicity, since F1
has the zero weight. Then, we have
∆(F1)(s, l1,m, n, (0, 1), X) = fs,1,(1)fs,1,(1) − fs,1,(0)fs,1,(2) = 8  0.
If k2 ≥ 2, then n k 6CZl1 s gives
∆(F1)(s, l1,m, n, k,X) = fs,1,mfs,1,n  0.
Hence, F1 is -merged-log-concave.
Let us put fs,2 = {fs,2,m ∈ Z}m∈Zl2 such that
fs,2,m = 2 if m1 = 0, 2,
fs,2,m = 1 if m1 = 1,
fs,2,m = 0 else.
This fs,2,m is doubly (s, l2,)-positive. Also, F2 = Λ(s, l2,, fs,2, X) is not -
merged-log-concave, because
∆(F2)(s, l2, (1), (1), (0, 1), X) = −3.
However, for l3 = 2, the external Hadamard product
F3 = F1 ◦ F2 = Λ(s, l3,, fs,3, X)
is still -merged-log-concave as follows. We take a fitting (s, l3,m, n, k). Assume
k1 = 0, since the weight of F3 is zero. Moreover, by Lemma 5.14, let m = n =
(1, 1). Then,
∆(F3)(s, l3,m, n, (0, 0, 1, 0), X)
=
(
fs,1,(1)fs,2,(1)
)2 − fs,1,(0)fs,2,(0)fs,1,(2)fs,2,(2)
= 5
 0.
If σ(k)1 > 1, then m k 6CZl3 s implies
∆(F3)(s, l3,m, n, k,X) =
(
fs,1,(1)fs,2,(1)
)2  0.
Therefore, F3 = F1◦F2 is -merged-log-concave, even though F2 is not -merged-
log-concave.
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In Example 5.15, at least F1 is merged-log-concave. Hence, let us prove that at
least one of F1 or F2 is merged-log-concave under a suitable condition, when F1◦F2
is merged-log-concave. This uses the following notion of merged-log-convexity.
Definition 5.16. Suppose squaring orders O = {,} on X and squaring or-
ders O′ = {′,′} compatible to O. Also, assume a parcel F = Λ(s, l, w,
, φ, ρ, fs, x,X).
1. Let us call F ′-merged-log-convex, if
−∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for each wrapped fitting (s, l,m, n, k).
2. Let call F ′-merged-log-convex, if
−∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for each wrapped fitting (s, l,m, n, k).
Let us also use the following notation for extensions of fitting tuples.
Definition 5.17. Suppose l1, l2 ∈ Z≥1, l3 = l1 + l2, and a fitting (s, l1,m1, n1, k1).
Then, we define the extension
e(l3, (s, l1,m1, n1, k1)) = (s, l3,m3, n3, k3),
the pre-extension unit
e˜((l1, l2), (s, l1,m1, n1, k1)) = (s, l2,m2, n2, k2),
and the extension unit
e((l1, l2), (s, l1,m1, n1, k1)) = (s, l2,m2, n2, k4)
by the following.
1. We have m2, n2 ∈ Zl2 and m3, n3 ∈ Zl3 such that
m2 = ι
l2(m1,l1), (5.2.1)
n2 = ι
l2(n1,1), (5.2.2)
m3 = m1 unionsqm2, (5.2.3)
n3 = n2 unionsq n1. (5.2.4)
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2. We have k2 ∈ Z2l2≥0 such that
k2,l2+1 = k1,l1+1, (5.2.5)
k2,i = 0 else. (5.2.6)
3. We have k3 ∈ Z2l3≥0 such that
k3 = k1(1, l1) unionsq k2 unionsq (0) unionsq k1(l1 + 2, 2l1). (5.2.7)
4. We have k4 ∈ Z2l2≥0 such that
k4,1 =
∑
k1(1, l1), (5.2.8)
k4,l2+1 = k1,l1+1, (5.2.9)
k4,i = 0 else. (5.2.10)
We prove the following lemma for extensions and truncations of fitting tuples.
Lemma 5.18. Assume a fitting (s, l1,m1, n1, k1) and l2, l3 ∈ Z≥1 such that l3 =
l1 + l2. Let us take the extension
(s, l3,m3, n3, k3) = e(l3, (s, l1,m1, n1, k1)),
the pre-extension unit
(s, l2,m2, n2, k2) = e˜((l1, l2), (s, l1,m1, n1, k1)),
and the extension unit
(s, l2,m2, n2, k4) = e((l1, l2), (s, l1,m1, n1, k1)).
Then, it holds that following.
(a) (s, l2,m2, n2, k2), (s, l2,m2, n2, k4), and (s, l3,m3, n3, k3) are fitting.
(b) We have
(s, l3,m3, n3, k3)
o,l1 = (s, l1,m1, n1, k1), (5.2.11)
(s, l3,m3, n3, k3)
c,l3 = (s, l2,m2, n2, k4). (5.2.12)
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(c) If (s, l1,m1, n1, k1) is wrapped, then (s, l2,m2, n2, k2), (s, l2,m2, n2, k4), and
(s, l3,m3, n3, k3) are wrapped.
Proof. Let us prove Claim (a). First, let a2 = ν(k2) and b2 = ν(m2, n2, k2). Then,
because k2,l2+1 = k1,l1+1 = a1,l1+1 − a1,l1 > 0, we have
a2(1, l2) = ι
l2(0), (5.2.13)
a2(l2 + 1, 2l2) = ι
l2(k1,l1+1) > 0. (5.2.14)
This gives the bottom sequence condition of (s, l2,m2, n2, k2). Also, we have
b2(1, l2) = ι
l2(m1,l1), (5.2.15)
b2(l2 + 1, 2l2) = ι
l2(k1,l1+1 + n1,1). (5.2.16)
This gives the top sequence condition of (s, l2,m2, n2, k2), since
b1,l1+1 − b1,l1 = n1,1 + k1,l1+1 −m1,l1 > 0.
Thus, (s, l2,m2, n2, k2) is fitting, because the inclusion conditionm2, n2CZl2 s holds
by Equations 5.2.1 and 5.2.2.
Second, let a3 = ν(k3) and b3 = ν(m3, n3, k3). Then, (s, l3,m3, n3, k3) is fitting,
because (s, l1,m1, n1, k1) is fitting and we have the following equations:
a3(1, l1) = a1(1, l1), (5.2.17)
a3(l1 + 1, l1 + 2l2) = ι
l2(a1,l1) unionsq ιl2(a1,l1+1), (5.2.18)
a3(l1 + 2l2 + 1, 2l3) = a1(l1 + 2, 2l1), (5.2.19)
b3(1, l1) = b1(1, l1), (5.2.20)
b3(l1 + 1, l1 + 2l2) = ι
l2(b1,l1) unionsq ιl2(b1,l1+1), (5.2.21)
b3(l1 + 2l2 + 1, 2l3) = b1(l1 + 2, 2l1). (5.2.22)
Third, let us prove Equation 5.2.12 of Claim (b). This also proves that (s, l2,m2, n2, k4)
is fitting by Proposition 5.3.
Equations 5.2.3 and 5.2.4 imply
m3(l1 + 1, l3) = m2,
n3(1, l2) = n2.
For k4,1, Equations 5.2.5, 5.2.6, and 5.2.7 give∑
k3(1, l1 + 1) = k4,1,
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since l2 ≥ 1. For k4(2, 2l2), Equations 5.2.5, 5.2.6, 5.2.7 5.2.9, and 5.2.10 give
k3(l1 + 2, l1 + 2l2) = k2(2, 2l2) = k4(2, 2l2).
Thus, Equation 5.2.12 of Claim (b) holds.
Let us confirm Equation 5.2.11 of Claim (b). By Equations 5.2.3 and 5.2.4,
m3(1, l1) = m1 and n3(l3 − l1 + 1, l3) = n1. Because 2l3 − l1 + 1 = 2l2 + l1 + 1,
Equations 5.2.5, 5.2.6, and 5.2.7 give∑
k3(l1 + 1, 2l2 + l1 + 1) =
∑
k2(1, 2l2) unionsq (0) = k1,l1+1.
Thus, Equation 5.2.11 of Claim (b) follows from Definition 5.1. Therefore, we
obtain Claim (b).
Let us prove Claim (c). First, let us prove that (s, l2,m2, n2, k2) is wrapped.
By Equations 5.2.13, 5.2.14, 5.2.15, and 5.2.16, we have
b2 − a∧2 = ιl2(m1,l1 − k1,l1+1) unionsq ιl2(n1,1 + k1,l1+1).
Thus, because (m1k1)l1 = m1,l1−k1,l1+1CZ s and (n1k1)1 = n1,1 +k1,l1+1CZ s,
(s, l2,m2, n2, k2) is wrapped.
Second, let us prove that (s, l2,m2, n2, k4) is wrapped. Let a4 = ν(k4) and
b4 = ν(m2, n2, k4). Then, Equations 5.2.8, 5.2.9, and 5.2.10 give
a4 = k4,1 + a2,
b4 = k4,1 + b2.
Thus, (s, l2,m2, n2, k4) is wrapped, because b4− a∧4 = b2− a∧2 and (s, l2,m2, n2, k2)
is wrapped.
Third, let us prove that (s, l3,m3, n3, k3) is wrapped. By Equations 5.2.17,
5.2.18, 5.2.19, 5.2.20, 5.2.21, and 5.2.22, we have
b3 − a∧3 = b1(1, l1) unionsq ιl2(b1,l1) unionsq ιl2(b1,l1+1) unionsq b1(l1 + 2, 2l1)
− a1(l1 + 2, 2l1)∧ unionsq ιl2(a1,l1+1) unionsq ιl2(a1,l1) unionsq a1(1, l1)∧
= (b1(1, l1 − 1)− a1(2l1, l1 + 2))
unionsq ιl2(b1,l1 − a1,l1+1) unionsq ι1(b1,l1 − a1,l1) unionsq ιl2−1(b1,l1+1 − a1,l1)
unionsq (b1(l1 + 1, 2l1)− a1(l1, 1)).
Therefore, (s, l3,m3, n3, k3) is wrapped, because we have the following equations:
b1,l1 − a1,l1+1 = (b1 − a∧1 )l1 CZ s,
b1,l1 − a1,l1 = (b1 − a1)l1 CZ s,
b1,l1+1 − a1,l1 = (b1 − a∧1 )l1+1 CZ s.
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Then, let us prove the merged-log-concavity of F1 of F1 ◦F2 from the merged-
log-concavity of F1 ◦ F2 and the merged-log-convexity of F2.
Proposition 5.19. Suppose parcels F1 = Λ(s, l1,1, w1, φ1, ρ1, f1,s, x1, X), F2 =
Λ(s, l2,2, w2, φ2, ρ2, f2,s, x2, X), and
F3 = F1 ◦ F2 = Λ(s, l3, w3,3, f3,s, φ3, ρ3, x3, X).
If F3 is >AX -merged-log-concave and F2 is ≥AX -merged-log-convex, then F1 is
>AX -merged-log-concave.
Proof. Suppose a fitting (s, l1,m1, n1, k1). If (s, l1,m1, n1, k1) is unwrapped, In-
equality 3.4.21 of Lemma 3.23 says
∆(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X) 1 0.
Then, we have
∆(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X) >AX 0,
since 1 is a squaring order on X.
Hence, let us assume that (s, l1,m1, n1, k1) is wrapped. Then, by Lemma 5.18,
we have the extended fitting tuple (s, l3,m3, n3, k3) = e(l3, (s, l1,m1, n1, k1)) such
that
(s, l3,m3, n3, k3)
o,l1 = (s, l1,m1, n1, k1),
(s, l3,m3, n3, k3)
c,l2 = (s, l2,m2, n2, k4).
Furthermore, Theorem 5.7 gives the following equation:
∆(F3)(s, l3, w3,m3, n3, k3, φ3, ρ3, x3, X3)
= ∆L(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆L(F2)(s, l2, w2,m2, n2, k4, φ2, ρ2, x2, X2)
−∆R(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
·∆R(F2)(s, l2, w2,m2, n2, k4, φ2, ρ2, x2, X2).
(5.2.23)
Since F2 is ≥AX -merged-log-convex and (s, l2,m2, n2, k4) is wrapped by Claim (c)
of Lemma 5.18, we have
∆L(F2)(s, l2, w2,m2, n2, k4, φ2, ρ2, x2, X2)
≤AX ∆R(F2)(s, l2, w2,m2, n2, k4, φ2, ρ2, x2, X2).
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Moreover, Theorem 3.22 yields ∆L(F2),∆R(F2),∆L(F1),∆R(F1) ≥AX 0. Thus,
because Equation 5.2.23 holds and F3 is >AX -merged-log-concave, we obtain the
following strict inequality
∆L(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
>AX ∆R(F1)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X2).
Therefore, F1 is >AX -merged-log-concave.
5.3 Internal Hadamard products
Let us discuss internal Hadamard products of parcels. Instead of external Hadamard
products, which sum widths of parcels, internal Hadamard products sum weights
of parcels. In particular, this gives higher-weight merged-log-concave parcels from
zero-weight merged-log-concave parcels in a suitable setting. However, we also
explain a fundamental difference between zero-weight and higher-weight merged-
log-concave parcels in Example 5.28.
Let us state the following proposition to define internal Hadamard products of
parcels as parcels.
Proposition 5.20. Assume the following.
1. Integers λ1, λ2, l1 satisfy 1 ≤ λ1 ≤ λ2 ≤ l1.
2. Each of X1 and X2 is a finite set of distinct indeterminates and X3 = X1∪X2.
3. There are squaring orders Oi = {i,i} on Xi for 1 ≤ i ≤ 3 such that O3
is compatible to O1 and O2.
4. F = Λ(s, l1, w1,1, fs, φ1, ρ1, x1, X1) and G = Λ(s, l2, w2,2, gs, φ2, ρ2, x2, X2)
satisfy
x2 = x1(λ1, λ2),
φ2 = φ1(λ1, λ2),
ρ2 = ρ1(λ1, λ2).
5. There exists hs = {hs,m ∈ Q(X3)}m∈Zl1 such that
hs,m = fs,m · gs,m(λ1,λ2). (5.3.1)
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6. There exists w3 ∈ Zl1≥0 such that
w3 = w1 +(λ1,λ2) w2. (5.3.2)
Consequently, we have the parcel
H = Λ(s, l1, w3,3, hs, φ1, ρ1, x1, X3).
Proof. Let us prove that x1 consists of 3-admissible variables. By Assumption
4, x1 consists of 1-admissible variables. This gives the non-negative and positive
transitivities of each (x1,i,3,3) by Assumption 3. Therefore, x1 consists of 3-
admissible variables, because we have the upper definite condition of each (x1,i,3
,3) by Assumption 2 and Lemma 5.4.
Let us confirm that hs is doubly (s, l1,3)-positive. By λ1, λ2, l1 and hs,m in
Assumptions 1 and 5, we have
hs,mhs,n = fs,m · gs,m(λ1,λ2) · fs,n · gs,n(λ1,λ2) 3 0
for eachm,nCZl1 s, since fs and gs are numerators of F and G and O3 is compatible
to O1 and O2 by Assumptions 2, 3, and 4. Similarly, if m 6CZl1 s, then fs,m = 0
gives
hs,m = fs,m · gs,m(λ1,λ2) = 0.
Let us prove that φ1(x1) is a (s, l1, w3,3, ρ1, x1, X3)-mediator. Assumption
4 implies that φ1(x1)
w1,i
i >AX1 0 for each 1 ≤ i ≤ l1 and φ1(x1)
w2,i−λ1+1
i >AX2 0
for each λ1 ≤ i ≤ λ2. Therefore, we have the term-wise mediator condition of
(s, l1, w3,3, φ1, ρ1, x1, X3), because Assumption 2 and Lemma 5.4 imply
φ1(x1)
w3,i
i = φ1(x1)
w1,i
i φ1(x1)
w2,i−λ1+1
i >AX3 0 for each λ1 ≤ i ≤ λ2,
φ1(x1)
w3,i
i = φ1(x1)
w1,i
i >AX3 0 else.
Also, we have the base-shift mediator condition of (s, l1, w3,3, φ1, ρ1, x1, X3) for
each mCZl1 s, because we have
B(s, l1, w3,m, φ1, ρ1, x1, X3) =
∏
1≤i≤l1
φ(x
ρ1,i
i )
w3,imi [mi]!
w3,i
x
ρ1,i
i
φ(xi)w3,imi [mi]!
w3,i
xi
= B(s, l1, w1,m, φ1, ρ1, x1, X1)
·B(s, l2, w2,m(λ1, λ2), φ2, ρ2, x2, X2)
3 0
by Assumptions 2, 3, 4, and 6. Hence, φ1(x1) is a (s, l1, w3,3, ρ1, x1, X3)-mediator.
Therefore, there exists the parcel H = Λ(s, l1, w3,3, hs, φ1, ρ1, x1, X3).
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By Proposition 5.20, let us introduce internal Hadamard products of parcels
as parcels in the following definition.
Definition 5.21. Under notations and Assumptions 1, 2, 3, 4, 5, and 6 in Propo-
sition 5.20, we define the internal Hadamard product
Λ(s, l1, w3,3, φ1, ρ1, x1, X3) = Λ(s, l1, w1,1, fs, φ1, ρ1, x1, X1)
(λ1,λ2)Λ(s, l2, w2,2, gs, φ2, ρ2, x2, X2).
Also, we write
hs,m = fs,m (λ1,λ2) gs,m(λ1,λ2),
w3 = w1 (λ1,λ2) w2.
Even when an internal Hadamard product F (λ1,λ2) G is defined, G (λ1,λ2)F is
not necessarily defined. Thus, let us state the following corollary.
Corollary 5.22. Let F = Λ(s, l1, w1,1, fs, φ1, ρ1, x1, X1) and G = Λ(s, l2, w2,2
, gs, φ2, ρ2, x2, X2). Assume the parcel F (λ1,λ2) G. Then, G (λ1,λ2) F exists if and
only if l1 = l2. Furthermore, if l1 = l2, then we have
F (λ1,λ2) G = G (λ1,λ2) F .
Proof. To define F (λ1,λ2) G, we need l1 ≥ l2 by Proposition 5.20 and Definition
5.21. Thus, we need l2 ≥ l1 to define G (λ1,λ2)F . Hence, l1 = l2 has to hold. When
l1 = l2, it holds that λ1 = 1 and λ2 = l1. Thus, we have Assumptions 1, 2, 3, 4,
5, and 6 in Proposition 5.20 to define G (λ1,λ2) F . Hence, the first assertion holds.
Second assertion holds by Equations 5.3.1 and 5.3.2
Therefore, we obtain the commutativity of internal Hadamard products, which
differs from the non-commutativity of external Hadamard products.
Let us define λ-fold internal Hadamard products. Thus, we consider a parcel
F = Λ(s, l, w,, fs, φ, ρ, x,X). Then, there exists the parcel
F (1,l) F = Λ(s, l, 2w,, f 2s , φ, ρ, x,X).
Hence, let us put the following notion of λ-fold internal Hadamard products.
Definition 5.23. Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X) and λ ∈ Z≥1.
1. We define the λ-fold internal Hadamard product Fλ such that
Fλ = F(λ−1) (1,l) F ,
F1 = F .
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2. We write
F0 = Λ(s, l,, 1s,l, X).
In particular, Corollary 5.22 implies
Fλ (1,l) F0 = F0 (1,l) Fλ = Fλ.
Also, l = 1 in Definition 5.23 gives the following equation
F0 = F◦0
by Definition 5.9.
Let us put the following example on optimal parcel coordinates and the internal
Hadamard products.
Example 5.24. Suppose F = Λ(s, l1, w1,1, fs, φ, x1, X1) and G = Λ(s, l2, w2,2
, gs, φ, x2, X2). Let H = F (λ1,λ2) G = Λ(s, l1, w3,3, hs, φ, x1, X3). Then, X3
does not have to be optimal for H, even if X1 and X2 are optimal for F and G
respectively.
For example, let s = (0,∞), X1 = X2 = {q 12}, l = 1, and x = (q). Also,
consider the monomial parcel
F = G = Λ(s, 1, (1),,Ψs,((0, 12 ,0)), x,X1).
Then, X1 and X2 are optimal for F and G respectively. However, for X3 =
X1 ∪X2 = {q 12} and the internal Hadamard product
H = F (1,1) G = Λ(s, 1, (2),,Ψs,((0,1,0)), x,X3),
not X3 but {q} is optimal for H.
We obtain the following merged-log-concavity of internal Hadamard products.
Theorem 5.25. Let F = Λ(s, l1, w1,1, fs, φ1, ρ1, x1, X1) and G = Λ(s, l2, w2,2
, gs, φ2, ρ2, x2, X2). Consider an internal Hadamard product
H = F (λ1,λ2) G = Λ(s, l1, w3,3, hs, φ1, ρ1, x1, X3).
Also, suppose squaring orders O′i = {′i,′i} on Xi for each 1 ≤ i ≤ 3 such that
O′3 is compatible to O′1 and O′2. Then, we have the following.
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1. H is ′3-merged-log-concave, if F is ′1-merged-log-concave and G is ′2-
merged-log-concave.
2. H is ′3-merged-log-concave, if F is ′1-merged-log-concave and G is ′2-
merged-log-concave.
Proof. Let us prove Claim 1. Hence, assume a fitting (s, l1,m1, n1, k1), a1 = ν(k1),
and b1 = ν(m1, n1, k1). Then, Lemma 5.2 gives the fitting (s, l2,m2, n2, k2) =
t((λ1, λ2), (s, l1,m1, n1, k1)). We put y1 = xρ11 and y2 = x
ρ2
2 .
Let us compute base-shift functions of w1, w2, and w3. For each λ1 ≤ i ≤ λ2,
we obtain
b(s, w1,i,m1,i, φ1,i, ρ1,i, x1,i, X1)
· b(s, w2,i−λ1+1,m2,i−λ1+1, φ2,i−λ1+1, ρ2,i−λ1+1, x2,i−λ1+1, X2)
=
φ1(y1,i)
m1,iw1,i [m1,i]
w1,i
y1,i
φ1(x1,i)m1,iw1,i [m1,i]
w1,i
x1,i
· φ2(y2,i−λ1+1)
m2,i−λ1+1w2,i−λ1+1 [m2,i−λ1+1]
w2,i−λ1+1
y2,i−λ1+1
φ2(x2,i−λ1+1)
m2,i−λ1+1w2,i−λ1+1 [m2,i−λ1+1]
w2,i−λ1+1
x2,i−λ1+1
=
φ1(y1,i)
m2,iw3,i [m1,i]
w3,i
y1,i
φ1(x1,i)m2,iw3,i [m1,i]
w3,i
x1,i
= b(s, w3,i,m1,i, φ1,i, ρ1,i, x1,i, X3).
(5.3.3)
Similarly, for each λ1 ≤ i ≤ λ2, n∧2 = (n∧1 )(λ1, λ2) gives
b(s, w1,i, (n
∧
1 )i, φ1,i, ρ1,i, x1,i, X1)
· b(s, w2,i−λ1+1, (n∧2 )i−λ1+1, φ2,i−λ1+1, ρ2,i−λ1+1, x2,i−λ1+1, X2)
= b(s, w3,i, (n
∧
1 )i, φ1,i, ρ1,i, x1,i, X3).
(5.3.4)
Also, we have m2  k2 = (m1  k1)(λ1, λ2) and (n2  k2)∧ = (n1  k1)∧(λ1, λ2) by
Lemma 5.2. Thus, each λ1 ≤ i ≤ λ2 gives the following equations:
b(s, w1,i, (m1  k1)i, φ1,i, ρ1,i, x1,i, X1)
· b(s, w2,i−λ1+1, (m2  k2)i−λ1+1, φ2,i−λ1+1, ρ2,i−λ1+1, x2,i−λ1+1, X2)
= b(s, w3,i, (m1  k1)i, φ1,i, ρ1,i, x1,i, X3),
(5.3.5)
and
b(s, w1,i, (n1  k1)∧i , φ1,i, ρ1,i, x1,i, X1)
· b(s, w2,i−λ1+1, (n2  k2)∧i−λ1+1, φ2,i−λ1+1, ρ2,i−λ1+1, x2,i−λ1+1, X2)
= b(s, w3,i, (n1  k1)∧i , φ1,i, ρ1,i, x1,i, X3).
(5.3.6)
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Therefore, Equations 5.3.3, 5.3.4, 5.3.5, and 5.3.6 give the following equations:
B(s, l1, w1,m1, n
∧
1 , φ1, ρ1, x1, X1) ·B(s, l2, w2,m2, n∧2 , φ2, ρ2, x2, X2)
= B(s, l1, w3,m1, n
∧
1 , φ1, ρ1, x1, X3),
and
B(s, l1, w1,m1  k1, (n1  k1)∧, φ1, ρ1, x1, X1)
·B(s, l2, w2,m2  k2, (n2  k2)∧, φ2, ρ2, x2, X2)
= B(s, l1, w3,m1  k1, (n1  k1)∧, φ1, ρ1, x1, X3).
Moreover, because w3 = w1 +(λ1,λ2)w2, Equations 5.1.7, 5.1.8, 5.1.9, and 5.1.10
give the following equations:[
b1
a1
]wunionsq1
yunionsq1
[
b2
a2
]wunionsq2
yunionsq2
=
[
b1
a1
]wunionsq3
yunionsq1
,[
b1
a∧1
]wunionsq1
yunionsq1
[
b2
a∧2
]wunionsq2
yunionsq2
=
[
b1
a∧1
]wunionsq3
yunionsq1
.
By Theorem 3.22, let us set A,B ∈ Q(X1), C,D ∈ Q(X2), and E,F ∈ Q(X3)
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such that
A = ∆L(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
= fs,m1fs,n∧1 ·B(s, l1, w1,m1, n∧1 , φ1, ρ1, x1, X1)
[
b1
a1
]wunionsq1
yunionsq1
,
B = ∆R(F)(s, l1, w1,m1, n1, k1, φ1, ρ1, x1, X1)
= fs,m1k1fs,(n1k1)∧
·B(s, l1, w1,m1  k1, (n1  k1)∧, φ1, ρ1, x1, X1)
[
b1
a∧1
]wunionsq1
yunionsq1
,
C = ∆L(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
= gs,m2gs,n∧2 ·B(s, l2, w2,m2, n∧2 , φ2, ρ2, x2, X2)
[
b2
a2
]wunionsq2
yunionsq2
,
D = ∆R(G)(s, l2, w2,m2, n2, k2, φ2, ρ2, x2, X2)
= gs,m2k2gs,(n2k2)∧
·B(s, l2, w2,m2  k2, (n2  k2)∧, φ2, ρ2, x2, X2)
[
b2
a∧2
]wunionsq2
yunionsq2
,
E = ∆L(H)(s, l1, w3,m1, n1, k1, φ1, ρ1, x1, X3)
= hs,m1hs,n∧1 ·B(s, l1, w3,m1, n∧1 , φ1, ρ1, x1, X3)
[
b1
a1
]wunionsq3
yunionsq3
,
F = ∆R(H)(s, l1, w3,m1, n1, k1, φ1, ρ1, x1, X3)
= hs,m1k1hs,(n1k1)∧
·B(s, l1, w3,m1  k1, (n1  k1)∧, φ1, ρ1, x1, X3)
[
b1
a∧1
]wunionsq3
yunionsq3
.
In particular, we have
AC = E, (5.3.7)
BD = F. (5.3.8)
Also, we have
A ′1 B,
C ′2 D.
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by the merged-log-concavities of F and G of Claim 1. Then, by the compatibility
of O′3 to O′1, O′2 and Theorem 3.22, we have
A ′3 B ′3 0,
C ′3 D ′3 0,
A ′3 0 and C ′3 0,
D ′3 0 or D = 0.
Thus, we obtain
E ′3 F
by Corollary 2.8 and Equations 5.3.7 and 5.3.8. Therefore, H is ′3-merged-log-
concave.
Claim 2 follows from Claim 7 of Lemma 2.3, because the assumption of Claim
2 implies
A ′1 B,
C ′2 D.
Let us write down the following proposition on the full-admissibility of internal
Hadamard products.
Proposition 5.26. Suppose Fi = Λ(s, li,i, wi, φi, ρi, fi,s, xi, Xi) for each 1 ≤ i ≤
3 such that F3 = F1 (λ1,λ2) F2. If xi consists of fully i-admissible variables for
each 1 ≤ i ≤ 2, then x3 consists of fully 3-admissible variables.
Proof. We have x3 = x1 and X3 = X1∪X2 by Definition 5.21. Thus, the statement
follows from Definition 2.18.
Then, we obtain higher-weight parcels from zero-weight parcels in the following
corollary of Theorems 5.7 and 5.25.
Corollary 5.27. Let l1, · · · , lλ ∈ Z≥1 for some λ ≥ 1. Assume the following.
1. For each 1 ≤ i ≤ λ, Fi = Λ(s, li,i, fi,s, Xi) is i-merged-log-concave.
2. For X = ∪1≤i≤λXi, there exist squaring orders O = {,} on X such that
O is compatible to Oi = {i,i} for each 1 ≤ i ≤ λ.
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3. For l =
∑
1≤i≤λ li, we have G = Λ(s, l,, hs, X) = F1 ◦ F2 ◦ · · · ◦ Fλ.
4. We have w ∈ Zl>0, ρ ∈ Zl≥1, x ∈ Q(X)l of -admissible variables, and a
proper (s, l, w,, ρ, x,X)-mediator φ(x).
Then, H = Λ(s, l, w,, hs, φ, ρ, x,X) is a -merged-log-concave parcel.
Proof. By Claim 2 of Theorem 5.7, G is -merged-log-concave. We have 1s,l (1,l)
hs = hs. Moreover, the constant parcel G ′ = Λ(s, l, w,, 1s,l, φ, ρ, x,X) is -
merged-log-concave by Proposition 4.24. Thus, Claim 1 of Theorem 5.25 gives the
-merged-log-concave parcel
H = G ′ (1,l) G = Λ(s, l, w,, hs, φ, ρ, x,X).
In Corollary 5.27, we obtain higher-weight merged-log-concave parcels from
zero-weight parcels. However, let us write the following example on a fundamental
difference between zero-weight and higher-weight merged-log-concave parcels.
Example 5.28. Let w = (1) for simplicity. Assume a semi-infinite gate s ∈
Zˆ2≥0. Then, in Corollary 5.27, F = Λ(s, 1, w,, fs, x,X) is -merged-log-concave,
whenever F ′ = Λ(s, 1,, fs, X) is -merged-log-concave. However, we have a -
merge-log-concave F = Λ(s, 1, w,, fs, x,X) such that F ′ = Λ(s, 1,, fs, X) is
not -merged-log-concave.
For example,
F = Λ(s, 1, w,>q,Ψs,(( 12 ,0,0)), (q), X)
is a >q-merged-log-concave monomial parcel. However, F ′ = Λ(s, 1, >q,Ψs,(( 12 ,0,0)), X)
is not a ≥q-merged-log-concave parcel by Equation 1.1.7.
6 Zero-weight merged-log-concavity, strong q-log-
concavity, and q-log-concavity
Let us discuss the merged-log-concavity of zero-weight parcels, the strong q-log-
concavity, and the q-log-concavity.
In particular, we explain that the strong q-log-concavity of polynomials cor-
responds to the merged-log-concavity of zero-weight parcels in a suitable set-
ting. Thus, by Corollary 5.27, strongly q-log-concave polynomials give merged-
log-concave parcels of non-trivial weights.
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Furthermore, we prove some zero-weight analogues of conjectures in Section 4
and give conjectures of zero-weight parcels.
6.1 Strong q-log-concavity and merged-log-concavity
Let us recall the strong q-log-concavity as follows.
Definition 6.1. ([Sag]) A sequence f = {fm ∈ N[q]}m∈Z is called strongly q-log-
concave, if
fmfn − fm−1fn+1 ≥q 0
whenever n ≥ m.
Let us recall that for l ∈ Z≥1 and m,n ∈ Ql, m ≥ n means mi ≥ ni for each
1 ≤ i ≤ l by Definition 2.20. Then, for compatibility with other notions in this
manuscript, let us introduce the following notions of strong ′-log-concavity and
strong ′-log-concavity.
Definition 6.2. Consider F = Λ(s, 1,, fs, X) of squaring orders O = {,}.
Also, assume squaring orders O′ = {′,′} compatible to O.
1. Let us call F strongly ′-log-concave, if
FmFn −Fm−1Fn+1 ′ 0 (6.1.1)
whenever n ≥ m and n,mCZ1 s.
2. Let us call F strongly ′-log-concave if
FmFn −Fm−1Fn+1 ′ 0
whenever n ≥ m and n,mCZ1 s.
Proposition 6.4 states exact relations between the merged-log-concavity and
strong - or -log-concavity. Then, Corollary 6.5 states exact relations between
the merged-log-concavity and the strong q-log-concavity. We use the following
lemma of telescoping sums.
Lemma 6.3. Consider a parcel F = Λ(s, 1,, fs, X). Then, F is strongly -log-
concave if and only if
FmFn −Fm−kFn+k  0 (6.1.2)
whenever n ≥ m, k ∈ Z>0, and m,nCZ1 s.
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Proof. The if part follows from the case k = 1 and Definition 6.2. Thus, assume
Inequality 6.1.2 for k = 1. Let n ≥ m and n,mCZ1 s. Then, we have
Fm−iFn+i −Fm−i−1Fn+i+1  0
for each i ≥ 0 such that m− i ≥ s1 and n+ i ≤ s2, since we have m− iCZ1 s and
n+ iCZ1 s by n+ i ≥ m− i. When m− i < s1, we get m− i− 1 < s1. Also, when
n+ i > s2, we get n+ i+ 1 > s2. Hence, either m− i < s1 or n+ i > s2 gives
Fm−iFn+i −Fm−i−1Fn+i+1 = 0.
Therefore, for each k ≥ 1, we have
FmFn −Fm−kFn+k =
k−1∑
i=0
(Fm−iFn+i −Fm−i−1Fn+i+1)
 FmFn −Fm−1Fn+1
 0.
Thus, the statement holds.
Let us prove the following relations between the merged-log-concavity and the
strong - or -log-concavity.
Proposition 6.4. Let F = Λ(s, 1,, fs, X). Assume squaring orders O = {,}
and O′ = {′,′} such that O′ is compatible to O. Then, F is ′-merged-log-
concave if and only if F is strongly ′-log-concave. Similarly, F is ′-merged-log-
concave if and only if F is strongly ′-log-concave.
Proof. Let us prove that the ′-merged-log-concavity of F gives the strong ′-
log-concavity of F . By Lemmas 2.30 and 5.10, F is ′-merged-log-concave if and
only if
∆(F)(s, l,m, n, k,X) = fs,mfs,n − fs,m−k2fs,n+k2 ′ 0 (6.1.3)
whenever
m,nCZ1 s, k ≥ (0, 1), and n+ k2 > m. (6.1.4)
When n ≥ m and n,m CZ1 s, Inequality 6.1.3 gives Inequality 6.1.1 of Definition
6.2, since k2 = 1 > 0 implies n + k2 > m. Thus, we obtain the strong ′-log-
concavity of F .
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Let us prove that the strong ′-log-concavity of F gives the ′-merged-log-
concavity of F . When n ≥ m and n,m CZ1 s, Inequality 6.1.3 holds by Lemma
6.3, since Conditions 6.1.4 reduce to k ≥ (0, 1). Suppose n < m, n,m CZ1 s, and
k′2 = n1 + k2 −m1 > 0. Then, for n = m′ and m = n′, we have n′ > m′. Also, we
have
m− k2 = n− (n+ k2 −m) = m′ − k′2,
n+ k2 = m+ (n+ k2 −m) = n′ + k′2.
Thus, we obtain
∆(F)(s, l,m, n, k,X) = fs,mfs,n − fs,m−k2fs,n+k2
= fs,m′fs,n′ − fs,m′−k′2fs,n′+k′2
′ 0
by the strong ′-log-concavity of F and Lemma 6.3. Therefore, the first statement
holds. The latter statement holds similarly.
In particular, we have the following relations between the strong q-log-concavity
and the merged-log-concavity.
Corollary 6.5. Assume a gate s = (s1, s2) ∈ Zˆ2≥0 and >q-admissible q ∈ Q(X).
1. Consider a strongly q-log-concave fs,1 = {fs,1,m ∈ N[q]}m∈Z such that
fs,1,m >q 0 when s1 ≤ m ≤ s2,
fs,1,m = 0 else.
(a) Then, we obtain the ≥q-merged-log-concave F = Λ(s, 1, >q, fs,2, X) for
fs,2 = {fs,2,m ∈ N[q]}m∈Z1 such that
fs,2,m = fs,1,m1
for each m = (m1) ∈ Z1.
(b) Moreover, if
fs,1,mfs,1,n − fs,1,m−1fs,1,n+1 >q 0
whenever n ≥ m and n,mCZ s, then F is >q-merged-log-concave.
2. Conversely, assume that F = Λ(s, 1, >q, fs,2, X) is ≥q-merged-log-concave
for fs,2 = {fs,2,m ∈ N[q]}m∈Z1.
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(a) Then, there exists the strongly q-log-concave fs,1 = {fs,1,m ∈ N[q]}m∈Z
such that
fs,1,m1 = fs,2,(m1)
for each m1 ∈ Z.
(b) Furthermore, if F is >q-merged-log-concave, then we have
fs,1,mfs,1,n − fs,1,m−1fs,1,n+1 >q 0 (6.1.5)
whenever n ≥ m and n,mCZ s.
Proof. Let us prove Claim 1a. By fs,2,m = fs,1,m1 for each m = (m1) ∈ Z1, we
have fs,2,mfs,2,n − fs,2,m−1fs,2,n+1 ≥q 0 whenever n,m ∈ Z1 and n ≥ m. Thus, F
is strongly ≥q-log-concave, and hence ≥q-merged-log-concave by Proposition 6.4.
Therefore, Claim 1a holds.
We obtain Claim 1b, because Inequality 6.1.5 implies that F is strongly >q-
log-concave and Proposition 6.4 implies that F is >q-merged-log-concave. Thus,
Claim 1 holds.
Claim 2 follows similarly from Proposition 6.4.
Remark 6.6. The strong q-log-concavity studies parcel numerators by Corollary
6.5. We later obtain certain vanishing constraints on parcel numerators by an
analytic study of semi-strongly unimodal sequences and the merged-log-concavity
in Corollaries 8.13 and 8.14.
In Corollary 6.5, strongly q-log-concave polynomials give zero-weight merged-
log-concave parcels and vice-versa. Furthermore, we obtain higher-weight merged-
log-concave parcels from zero-weight merged-log-concave parcels in Corollary 5.27.
However, let us recall that Example 5.28 gives merged-log-concave parcels, which
are not of strongly q-log-concave polynomials by Corollaries 5.27 and 6.5.
6.2 q-log-concavity and merged-log-concavity
A gate s ∈ Zˆ2≥0, l ∈ Z≥1, and λCZ s give the fitting tuple
(s, l, ιl(λ), ιl(λ), ιl(0) unionsq (1) unionsq ιl−1(0)).
For completeness on comparison between the q-log-concavity and the merged-
log-concavity, let us introduce the notion of constant merged-log-concavity by these
fitting tuples.
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Definition 6.7. Consider F = Λ(s, l, w,, fs, φ, ρ, x,X) with squaring orders O =
{,} and O′ = {′,′} such that O′ is compatible to O.
1. Let us call F constantly ′-merged-log-concave, if
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for each fitting
(s, l,m, n, k) = (s, l, ιl(λ), ιl(λ), ιl(0) unionsq (1) unionsq ιl−1(0))
of λCZ s.
2. Let us call F constantly ′-merged-log-concave, if
∆(F)(s, l, w,m, n, k, φ, ρ, x,X) ′ 0
for each fitting
(s, l,m, n, k) = (s, l, ιl(λ), ιl(λ), ιl(0) unionsq (1) unionsq ιl−1(0))
of λCZ s.
Let us state the following lemma on the constant merged-log-concavity.
Lemma 6.8. Let l = 1 and F = Λ(s, l,, fs, X). Then, F is constantly ′-
merged-log-concave if and only if
∆(F)(s, l,m,m, (0, 1), X) = f 2s,m − fs,m−1fs,m+1 ′ 0
for each mCZl s. Also, F is constantly ′-merged-log-concave if and only if
∆(F)(s, l,m,m, (0, 1), X) = f 2s,m − fs,m−1fs,m+1 ′ 0
for each mCZl s.
Proof. Since we have (s, l, ιl(λ), ιl(λ), ιl(0)unionsq(1)unionsq ιl−1(0)) = (s, l, (λ), (λ), (0, 1)) for
each λCZ s, statements hold by Lemma 5.10 and Definition 6.7.
Then, we have the following proposition on the q-log-concavity and constant
merged-log-concavity.
Proposition 6.9. Let us take a gate s = (s1, s2) ∈ Zˆ2≥0 and >q-admissible q ∈
Q(X).
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1. Suppose a q-log-concave fs,1 = {fs,1,m ∈ N[q]}m∈Z such that
fs,1,m >q 0 for s1 ≤ m ≤ s2,
fs,1,m = 0 else.
(a) Then, there exists the constantly ≥q-merged-log-concave parcel F =
Λ(s, 1, >q, fs,2, X) such that fs,2 = {fs,2,m ∈ N[q]}m∈Z1 and
fs,2,m = fs,1,m1
for each m = (m1) ∈ Z1.
(b) Moreover, if
f 2s,1,m − fs,1,m−1fs,1,m+1 >q 0
for each mCZ s, then F is constantly >q-merged-log-concave.
2. Conversely, suppose a constantly ≥q-merged-log-concave F = Λ(s, 1, >q, fs,2, X)
such that fs,2 = {fs,2,m ∈ N[q]}m∈Z1.
(a) Then, there exists the q-log-concave polynomial sequence fs,1 = {fs,1,m ∈
N[q]}m∈Z such that
fs,1,m1 = fs,2,(m1)
for each m1 ∈ Z.
(b) Furthermore, if F is constantly >q-merged-log-concave, then we have
f 2s,1,m − fs,1,m−1fs,1,m+1 >q 0
whenever mCZ s.
Proof. Claim 1 holds by the assumption of fs,2, Lemma 6.8, and Definition 1.4.
Claim 2 holds similarly.
6.3 Zero-weight analogues of conjectures in Section 4
In Conjectures 4.42 and 4.65, we claim dense and unimodal merged determinants
of positive-weight parcels. We prove some analogues of these conjectures by zero-
weight parcels of q-numbers.
Let us state the following lemma on q-numbers.
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Lemma 6.10. Suppose m1, n1 ∈ Z≥1.
1. There exists the following equation:
[m1]q[n1]q =
∑
0≤λ≤m1+n1−2
min(λ+ 1,m1, n1,m1 + n1 − 1− λ)qλ. (6.3.1)
2. If moreover m1 ≤ n1, there exist the following equations.
(a) If 0 ≤ λ ≤ m1 − 1, then
min(λ+ 1,m1, n1,m1 + n1 − 1− λ) = λ+ 1. (6.3.2)
(b) If m1 − 1 ≤ λ ≤ n1 − 1, then
min(λ+ 1,m1, n1,m1 + n1 − 1− λ) = m1. (6.3.3)
(c) If n1 − 1 ≤ λ ≤ m1 + n1 − 2, then
min(λ+ 1,m1, n1,m1 + n1 − 1− λ) = m1 + n1 − 1− λ. (6.3.4)
3. Assume n1 + k2 > m1 and m1 − k2 ≥ 1 for some k2 ∈ Z>0. If 0 ≤ λ ≤
m1 + n1 − 2, then
min(λ+ 1,m1, n1,m1 + n1 − 1− λ)
≥ min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − 1− λ).
(6.3.5)
4. If n1 +k2 > m1 and m1−k2 ≥ 1 for some k2 ∈ Z>0, then there exists λ such
that
m1 + n1 − 2 ≥ n1 − 1 ≥ λ ≥ m1 − k2. (6.3.6)
Moreover, it holds that
min(λ+ 1,m1, n1,m1 + n1 − 1− λ)
> min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − 1− λ).
(6.3.7)
Proof. Let us prove Equations 6.3.1 6.3.2, 6.3.3, and 6.3.4. We assume n1 ≥ m1
without loss of generality. Let us write the product as
[m1]q[n1]q =
∑
0≤t1≤m1−1,0≤t2≤n1−1
qt1+t2 . (6.3.8)
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First, if λ ≤ m1 − 1, then we have λ + 1 ≤ m1 choices of (t1, t2) = (λ, 0), (λ−
1, 1), · · · , (0, λ) such that λ = t1 + t2, 0 ≤ t1 ≤ m1 − 1, and 0 ≤ t2 ≤ n1 − 1 in
Equation 6.3.8. If λ ≤ m1 − 1, then we obtain Equation 6.3.2 by
λ+ 1 ≤ m1 ≤ n1,
m1 + n1 − 1− λ = m1 + n1 − (λ+ 1) ≥ n1.
Thus, coefficients of qλ match on both sides of Equation 6.3.1 when λ ≤ m1 − 1.
Second, if m1 − 1 ≤ λ ≤ n1 − 1, then we have m1 choices of (t1, t2) = (m1 −
1, λ− (m1−1)), · · · , (0, λ) in Equation 6.3.8 such that t1 + t2 = λ. Then, Equation
6.3.3 holds, because 0 ≤ n1 − 1− λ implies
m1 + n1 − 1− λ ≥ m1.
Thus, coefficients of qλ in Equation 6.3.1 agree when m1 − 1 ≤ λ ≤ n1 − 1.
Third, if n1− 1 ≤ λ ≤ m1 + n1− 2, then 0 ≤ n1−m1 ≤ λ− (m1− 1) ≤ n1− 1
and 0 ≤ λ− (n1 − 1) ≤ m1 − 1. Hence, there are (n1 − 1)− (λ− (m1 − 1)) + 1 =
m1 +n1−1−λ choices of (t1, t2) = (m1−1, λ− (m1−1)), · · · , (λ− (n1−1), n1−1)
in Equation 6.3.8 such that t1 + t2 = λ. Furthermore, we have
λ+ 1 ≥ n1 ≥ m1 ≥ m1 + n1 − 1− λ = m1 + n1 − (λ+ 1).
Thus, we obtain Equation 6.3.4. In particular, Equation 6.3.1 holds in any case.
Let us prove Inequality 6.3.5. If m1 ≤ n1, then we obtain
min(λ+ 1,m1, n1,m1 + n1 − 1− λ)
= min(λ+ 1,m1,m1 + n1 − 1− λ)
≥ min(λ+ 1,m1 − k2,m1 + n1 − 1− λ)
= min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − 1− λ).
If m1 > n1, then n1 + k2 > m1 > m1 − k2 and n1 > m1 − k2. Thus, we have
min(λ+ 1,m1, n1,m1 + n1 − 1− λ)
= min(λ+ 1, n1,m1 + n1 − 1− λ)
≥ min(λ+ 1,m1 − k2,m1 + n1 − 1− λ)
= min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − 1− λ).
Therefore, Inequality 6.3.5 holds.
By n1 + k2 > m1, we have n1 > m1 − k2. Then, m1 − k2 ≥ 1 by k2 ≥ 1.
This gives m1 ≥ 1, which implies m1 + n1 − 2 ≥ n1 − 1. Thus, there exists λ
195
satisfying Inequalities 6.3.6. Let us prove Inequality 6.3.7. Inequalities 6.3.6 imply
n1 ≥ λ+ 1. Hence, m1 + n1 − 1− λ ≥ m1. Thus, we obtain
min(λ+ 1,m1, n1,m1 + n1 − 1− λ) ≥ min(λ+ 1,m1).
Inequalities 6.3.6 give
λ+ 1 ≥ m1 − k2 + 1 > m1 − k2.
Also, n1 > m1 − k2 gives
n1 + k2 > m1 − k2,
m1 + n1 − 1− λ ≥ m1 > m1 − k2.
Thus, we obtain
min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − 1− λ)
= m1 − k2
< min(λ+ 1,m1).
Therefore, Inequality 6.3.7 holds.
Let us introduce the following notation for q-numbers and parcels.
Definition 6.11. Assume a gate s ∈ Zˆ2≥1, l ∈ Z≥1, x ∈ Q(X)l, and v ∈ Zl≥0.
1. Let us define χ(v, x)s = {χ(v, x)s,m ∈ Q(X)}m∈Zl such that
χ(v, x)s,m = [m]
v
x for mCZl s,
χ(v, x)s,m = 0 else.
2. When l = 1 and v = (1), let us write
χs,q = χs(v, (q)).
3. Let us call Λ(s, 1,, χs,q, X) q-number parcel.
Explicitly, for s = (1,∞) and m ∈ Z1, it holds that
χs,q,m = [m1]q.
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Let l = 1 and F = Λ(s, l,, χs,q, X). Then, we recall that the strong q-log-
concavity of q-numbers is stated in [Sag]. This says
∆(F)(s, l,m, n, k,X) ≥q 0
for each fitting (s, l,m, n, k) in Corollary 6.5.
Furthermore, Claim 1 in Proposition 6.12 below confirms
∆(F)(s, l,m, n, k,X) >q 0
for each fitting (s, l,m, n, k) by the strict inequality >q. This is important for us,
because we would like to study q-polynomials with positive integer coefficients by
the merged-log-concavity.
Also, Claims 2 and 3 in Proposition 6.12 prove some analogues of Conjectures
4.42 and 4.65 by the zero-weight parcel F , because log-concave and symmetric
polynomials with positive integer coefficients are dense and unimodal.
Proposition 6.12. Let s = (1,∞) and l = 1. Assume a -admissible q ∈ Q(X).
Then, we have the following.
1. The q-number parcel F = Λ(s, l,, χs,q, X) is -merged-log-concave.
2. For each fitting (s, l,m, n, k), ∆(F)(s, l,m, n, k,X) is a symmetric q-polynomial.
3. For each fitting (s, l,m, n, k), ∆(F)(s, l,m, n, k,X) is a log-concave q-polynomial.
Proof. Let us prove Claim 1. Since χs,q,mχs,q,n = [m1]q[n1]q >q 0 for m,n CZl s,
we have χs,q,mχs,q,n  0 for m,n CZl s by the -admissibility of q. Also, we have
χs,q,m = 0 for m 6CZl s by Definition 6.11. Thus, we compute merged determinants
of F to obtain the -merged-log-concavity of F .
Let us consider m,n CZl s such that k ≥ (0, 1) and n1 + k2 > m1. Then,
∆(F)(s, l,m, n, k,X) = χs,q,mχs,q,n − χs,q,m−k2χs,q,n+k2 . Thus, if m1 − k < s, then
∆(F) = χs,q,mχs,q,n  0. So, we assume otherwise. Then, by Claims 1, 3, and 4 of
Lemma 6.10, we obtain
χs,q,mχs,q,n
= [m1]q[n1]q
=
∑
0≤λ≤m1+n1−2
min(λ+ 1,m1, n1,m1 + n1 − λ− 1)qλ
>q
∑
0≤λ≤m1+n1−2
min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − λ− 1)qλ
= χs,q,m−k2χs,q,n+k2 .
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Therefore, Claim 1 holds by the -admissibility of q.
Let us prove Claim 2. By Proposition 4.12, χs,q,mχs,q,n and χs,q,m−k2χs,q,n+k2
are q-symmetric polynomials. Moreover, we obtain
degq(χs,q,mχs,q,n) = degq([m1]q[n1]q)
= m1 + n1 − 2
= degq([m1 − k2]q[n1 + k2]q)
= degq(χs,q,m−k2χs,q,n+k2).
In particular, we have
Oq,χs,q,mχs,q,n = Oq,χs,q,m−k2χs,q,n+k2 = 0,
Dq,χs,q,mχs,q,n = Dq,χs,q,m−k2χs,q,n+k2 = m1 + n1 − 2.
Thus, Claim 2 holds by ∆(F)(s, l,m, n, k,X) = χs,q,mχs,q,n − χs,q,m−k2χs,q,n+k2 ,
which is a difference of symmetric polynomials with the same widths.
Let us prove Claim 3. Thus, we define integers P (λ,m1, n1, k2) and δ(P )(λ,m1, n1, k2)
such that
P (λ,m1, n1, k2)
= min(λ+ 1,m1, n1,m1 + n1 − λ− 1)
−min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − λ− 1),
δ(P )(λ,m1, n1, k2)
= P (λ,m1, n1, k2)
2 − P (λ− 1,m1, n1, k2)P (λ+ 1,m1, n1, k2).
If m,n CZl s and m − k2 6CZl s, then ∆(F)(s, l,m, n, k,X) = χs,q,mχs,q,n is
a log-concave q-polynomial by Claim 2 of Lemma 6.10 (see graphs of min(λ +
1,m1, n1,m1 + n1 − λ− 1) in Figures 3 and 4). Thus, we need to prove
δ(P )(λ,m1, n1, k2) ≥ 0 (6.3.9)
for each λ ∈ Z≥0 and k2 ∈ Z>0 such that 0 ≤ λ ≤ m1 + n1 − 2 and m− k2 CZl s.
To prove Inequality 6.3.9, let us first assume m1 ≤ n1. Then, we obtain Figure
3, because Claim 2 of Lemma 6.10 gives the graph of min(λ+ 1,m1, n1,m1 + n1−
λ− 1) by m1 ≤ n1 and the graph of min(λ+ 1,m1 − k2, n1 + k2,m1 + n1 − λ− 1)
by m1 − k2 ≤ n1 + k2.
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λmin(λ+ 1, m1, n1, m1 + n1 − 1− λ)
m1 − 1 n1 − 1(0, 1)
(0, 0)
(0, m1)
λ
min(λ+ 1, m1 − k2, n1 + k2, m1 + n1 − 1− λ)
m1 − k2 − 1 n1 + k2 − 1(0, 1)
(0, 0)
(0, m1 − k2)
λ
(0, 0)
(0, k2)
P (λ,m1, n1, k2)
Figure 3: P (λ,m1, n1, k2) when m1 ≤ n1
In particular, we obtain the following equations:
P (λ,m1, n1, k2) = 0 for 0 ≤ λ ≤ m1 − k2 − 1, (6.3.10)
P (λ,m1, n1, k2) = λ+ 1−m1 + k2 for m1 − k2 − 1 ≤ λ ≤ m1 − 1,(6.3.11)
P (λ,m1, n1, k2) = k2 for m1 − 1 ≤ λ ≤ n1 − 1, (6.3.12)
P (λ,m1, n1, k2) = n1 + k2 − 1− λ for n1 − 1 ≤ λ ≤ n1 + k2 − 1, (6.3.13)
P (λ,m1, n1, k2) = 0 for n1 + k2 − 1 ≤ λ ≤ m1 + n1 − 2. (6.3.14)
Hence, by Equations 6.3.10, 6.3.11, 6.3.12, 6.3.13, and 6.3.14, the strict in-
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equality m1 < n1 gives the following equations:
δ(P )(λ,m1, n1, k2) = 0 for 0 ≤ λ ≤ m1 − k2 − 1,
δ(P )(λ,m1, n1, k2) = 1 for m1 − k2 − 1 < λ < m1 − 1,
δ(P )(λ,m1, n1, k2) = k2 for λ = m1 − 1,
δ(P )(λ,m1, n1, k2) = 0 for m1 − 1 < λ < n1 − 1,
δ(P )(λ,m1, n1, k2) = k2 for λ = n1 − 1,
δ(P )(λ,m1, n1, k2) = 1 for n1 − 1 < λ < n1 + k2 − 1,
δ(P )(λ,m1, n1, k2) = 0 for n1 + k2 − 1 ≤ λ ≤ m1 + n1 − 2.
If m1 = n1, then we have the following equations:
δ(P )(λ,m1, n1, k2) = 0 for 0 ≤ λ ≤ m1 − k2 − 1,
δ(P )(λ,m1, n1, k2) = 1 for m1 − k2 − 1 < λ < m1 − 1,
δ(P )(λ,m1, n1, k2) = 2k2 − 1 for λ = m1 − 1 = n1 − 1,
δ(P )(λ,m1, n1, k2) = 1 for n1 − 1 < λ < n1 + k2 − 1,
δ(P )(λ,m1, n1, k2) = 0 for n1 + k2 − 1 ≤ λ ≤ m1 + n1 − 2.
Therefore, δ(P ) ≥ 0 holds, when we have m1 ≤ n1, 0 ≤ λ ≤ m1 + n1 − 2, and
k2 > 0 such that m1 − k2 ≥ s.
Second, supposem1 > n1. Then, we obtain Figure 4, because Lemma 6.10 gives
the graph of min(λ+ 1,m1, n1,m1 +n1− λ− 1), switching the roles of m1 and n1,
and the graph of min(λ+1,m1−k2, n1 +k2,m1 +n1−λ−1) by m1−k2 ≤ n1 +k2.
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n1 − 1 m1 − 1(0, 1)
(0, 0)
(0, n1)
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min(λ+ 1, m1 − k2, n1 + k2, m1 + n1 − 1− λ)
m1 − k2 − 1 n1 + k2 − 1(0, 1)
(0, 0)
(0, m1 − k2)
λ
(0, 0)
(0, n1 −m1 + k2)
P (λ,m1, n1, k2)
Figure 4: P (λ,m1, n1, k2) when m1 > n1
Thus, we have the following equations:
P (λ,m1, n1, k2) = 0 for 0 ≤ λ ≤ m1 − k2 − 1,
P (λ,m1, n1, k2) = λ+ 1−m1 + k2 for m1 − k2 − 1 ≤ λ ≤ n1 − 1,
P (λ,m1, n1, k2) = n1 −m1 + k2 for n1 − 1 ≤ λ ≤ m1 − 1,
P (λ,m1, n1, k2) = n1 + k2 − 1− λ for m1 − 1 ≤ λ ≤ n1 + k2 − 1,
P (λ,m1, n1, k2) = 0 for n1 + k2 − 1 ≤ λ ≤ m1 + n1 − 2.
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Therefore, when m1 > n1, we obtain the following equations:
δ(P )(λ,m1, n1, k2) = 0 for 0 ≤ λ ≤ m1 − k2 − 1,
δ(P )(λ,m1, n1, k2) = 1 for m1 − k2 − 1 < λ < n1 − 1,
δ(P )(λ,m1, n1, k2) = n1 + k2 −m1 for λ = n1 − 1,
δ(P )(λ,m1, n1, k2) = 0 for n1 − 1 < λ < m1 − 1,
δ(P )(λ,m1, n1, k2) = n1 + k2 −m1 for λ = m1 − 1,
δ(P )(λ,m1, n1, k2) = 1 for m1 − 1 < λ < n1 + k2 − 1,
δ(P )(λ,m1, n1, k2) = 0 for n1 + k2 − 1 ≤ λ ≤ m1 + n1 − 2.
We have n1 + k2 > m1. Thus, δ(P ) ≥ 0 holds, even when m1 > n1.
6.4 Conjectures on zero-weight parcels
We expect similar statements to Proposition 6.12 for some other zero-weight
parcels. Let us conjecture the following on q-number parcels.
Conjecture 6.13. Suppose a gate s = (1,∞) and the q-number parcel F =
Λ(s, 1,, χs,q, X). Then, for each l ∈ Z≥1 and fitting (s, l,m, n, k), the merged
determinant ∆(F◦l)(s, l,m, n, k,X) is a symmetric unimodal q-polynomial.
A log-concave q-polynomial is a unimodal q-polynomial. However, a merged
determinant ∆(F◦l)(s, l,m, n, k,X) in Conjecture 6.13 does not have to be a log-
concave q-polynomial by the following example.
Example 6.14. Let l = 2, m = (5, 2), n = (2, 5), and k = (0, 0, 1, 0). This gives
m k = (4, 1) and n k = (3, 6). Then, for F = Λ(s, 1,, χs,q, X), we have
∆(F◦2)(s, l,m, n, k,X)
= [5]q[2]q[5]q[2]q − [4]q[1]q[6]q[3]q
= q9 + 2q8 + 3q7 + 5q6 + 6q5 + 5q4 + 3q3 + 2q2 + q.
This is a unimodal but not log-concave q-polynomial.
Let us state some other conjectures of zero-weight parcels. For this, we recall
q-Starling polynomials of the first kind c(κ, λ, q) and q-Starling polynomials of the
second kind S(κ, λ, q). For the delta function δi,j of i, j ∈ Q (see Section 1.2),
c(κ, λ, q) ∈ Z[q] of κ, λ ∈ Z≥0 are defined recursively by
c(κ, λ, q) = c(κ− 1, λ− 1, q) + [κ− 1]qc(κ− 1, λ, q) if κ ≥ 1,
c(0, λ, q) = δλ,0.
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Also, S(κ, λ, q) ∈ Z[q] of κ, λ ∈ Z≥0 are defined recursively by
S(κ, λ, q) = S(κ− 1, λ− 1, q) + [λ]qS(κ− 1, λ, q) if κ ≥ 1,
S(0, λ, q) = δ0,λ.
Let us make the following notation to obtain parcels of general widths from
c(κ, λ, q) and S(κ, λ, q).
Definition 6.15. Suppose κ ∈ Z≥1, l ∈ Z≥1, and s = (1, κ).
1. Let us define cs,q = {cs,q,m ∈ Z[q]}m∈Zl such that
cs,q,m =
∏
1≤i≤l
c(κ,mi, q) if mCZl s,
cs,q,m = 0 else.
2. Let us define Ss,q = {Ss,q,m ∈ Z[q]}m∈Zl such that
Ss,q,m =
∏
1≤i≤l
S(κ,mi, q) if mCZl s,
Ss,q,m = 0 else.
Let l, κ ∈ Z≥1 and s = (1, κ). Then, we obtain parcels Λ(s, l, >q, cs,q, X) and
Λ(s, l, >q, Ss,q, X) by Definition 6.15. For κ ∈ Z≥1, {c(κ, λ, q)}λ∈Z and {S(κ, λ, q)}λ∈Z
are strongly q-log-concave polynomials [Sag]. Thus, by Theorem 5.7 and Corollary
6.5, Λ(s, l, >q, cs,q, X) and Λ(s, l, >q, Ss,q, X) are ≥q-merged-log-concave. Let us
conjecture the following log-concavity of their merged determinants.
Conjecture 6.16. Suppose l, κ ∈ Z≥1 and s = (1, κ). Let F = Λ(s, l, >q, cs,q, X).
Then, ∆(F)(s, l,m, n, k,X) is a log-concave q-polynomial for each fitting (s, l,m, n, k).
Likewise, let G = Λ(s, l, >q, Ss,q, X). Then, ∆(G)(s, l,m, n, k,X) is a log-concave
q-polynomial for each fitting (s, l,m, n, k).
Example 6.17. For l = 1 and s = (1, 3), let F = Λ(s, l, >q, cs,q, X). Then,
∆(F)(s, l,m, n, k,X) does not have to be a symmetric q-polynomial (see Proposi-
tion 6.12).
For example, let m = (2), n = (1), and k = (0, 2). This gives m k = (0) and
n k = (3). Then, the merged determinant is
∆(F)(s, l,m, n, k,X) = c(3, 2, q)c(3, 1, q)− c(3, 0, q)c(3, 3, q)
= q2 + 3q + 2.
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This is not a symmetric, but log-concave q-polynomial.
Similarly, for G = Λ(s, l, >q, Ss,q, X), we obtain
∆(G)(s, l,m, n, k,X) = S(3, 2, q)S(3, 1, q)− S(3, 0, q)S(3, 3, q)
= q + 2.
This is not a symmetric, but a log-concave q-polynomial.
Let us recall the notion of strong q-log-convexity.
Definition 6.18. [CWY] A sequence f = {fm ∈ R[q]}m≥0 is called strongly q-log-
convex, if
−(fmfn − fm−1fn+1) ≥q 0
whenever n ≥ m ≥ 1.
Let us recall Ramanujan polynomials Rλ(q) ∈ Z[q] of λ ≥ 1 by
R1(q) = 1,
Rλ+1(q) = λ(1 + q)Rλ(q) + q
2dRλ(q)
dq
if λ > 1.
Also, for λ ≥ 0, let us recall Bessel polynomials Bλ(q) ∈ Z[q] by
Bλ(q) =
λ∑
κ=0
(λ+ κ)!
(λ− κ)!κ!
qκ
2κ
.
Polynomial sequences {Rλ(q)}λ∈Z≥1 and {Bλ(q)}λ∈Z≥1 have been proved strongly
q-log-convex in [CWY]. Here, we leave to readers analogues of Propositions 6.4
and 6.12 for the merged-log-convexity and the strong q-log-convexity. However,
let us still put the following notation.
Definition 6.19. Suppose l ∈ Z≥1 and a gate s ∈ Zˆ2≥1.
1. Let us set Rs,q = {Rs,q,m ∈ Z[q]}m∈Zl by
Rs,q,m =
∏
1≤i≤l
R(mi, q) for mCZl s,
Rs,q,m = 0 else.
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2. Let us set Bs,q = {Bs,q,m ∈ Z[q]}m∈Zl by
Bs,q,m =
∏
1≤i≤l
B(mi, q) for mCZl s,
Bs,q,m = 0 else.
Then, we conjecture the following log-concavity of merged determinants of
Ramanujan and Bessel polynomials. This is an analogue of Conjecture 6.16 of
q-Stirling polynomials
Conjecture 6.20. Let F = Λ(s, l, >q, Rs,q, X) for s = (1,∞) ∈ Zˆ2≥1 and l ∈
Z≥1. Then, ∆(F)(s, l,m, n, k,X) is a log-concave q-polynomial for each fitting
(s, l,m, n, k). Similarly, let G = Λ(s, l, >q, Bs,q, X). Then, ∆(G)(s, l,m, n, k,X) is
a log-concave q-polynomial for each fitting (s, l,m, n, k).
Example 6.21. Let l = 1 and s = (1,∞) ∈ Zˆ2≥1. Then, a merged determinant
∆(F)(s, l,m, n, k,X) of F = Λ(s, l, >q, Rs,q, X) is not a symmetric q-polynomial
in general (see Example 6.17).
For instance, let m = (3), n = (2), and k = (0, 2). Then, we have m k = (1)
and n k = (4). Moreover,
−∆(F)(s, l,m, n, k,X) = −(R(3, q)R(2, q)−R(1, q)R(4, q))
= 12q3 + 18q2 + 12q + 4
is a log-concave but not symmetric q-polynomial.
Likewise, let G = Λ(s, l, >q, Bs,q, X). Then,
−∆(G)(s, l,m, n, k,X) = −(B(3, q)B(2, q)−B(1, q)B(4, q))
= 60q5 + 120q4 + 72q3 + 19q2 + 2q
is a log-concave but not symmetric q-polynomial.
7 Semi-strongly unimodal sequences and Young di-
agrams
Let us obtain semi-strongly unimodal sequences by the merged-log-concavity. This
is important for the theory of merged-log-concavity, because we study semi-strongly
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unimodal sequences of rational functions by the merged-log-concavity. In partic-
ular, we obtain infinite-length semi-strongly unimodal sequences by Young dia-
grams.
Obtaining semi-strongly unimodal sequences by the merged-log-concavity of
parcels differs from that by the strong log-concavity of real numbers. Let us
explain this as follows.
First, let us consider a strongly log-concave sequence γ = {γi ∈ R>0}iCZs. Also,
let j − 1, j + 2CZ s. Then, we have
γ2j − γj−1γj+1 > 0,
γ2j+1 − γjγj+2 > 0 (7.0.1)
by Definition 1.10 of the strong log-concavity. Thus, we obtain
γj
γj−1
>
γj+1
γj
>
γj+2
γj+1
. (7.0.2)
Inequalities 7.0.2 give the semi-strongly unimodal sequence
γj−1, γj, γj+1, γj+2,
because once
γj′+1
γj′
≤ 1
for some j − 1 ≤ j′ ≤ j, we have
1 ≥ γj′+1
γj′
>
γj′+2
γj′+1
.
Second, let us consider a ′-merged-log-concave F = Λ(s, l, w,, fs, φ, ρ, x,X).
Furthermore, we suppose fitting (s, l,m,m, k) and (s, l,m  k,m  k, k) with
a1 = a2 = ν(k), b1 = ν(m,m, k), and b2 = ν(m  k,m  k, k). Then, merged
determinants of F give
∏
(φ(xρ)unionsq)(b1−a1)◦w
unionsq · [b1]!
wunionsq
(xρ)unionsq
[a1]!w
unionsq
(xρ)unionsq
· (FmFm∧ −FmkF(mk)∧) ′ 0,
∏
(φ(xρ)unionsq)(b2−a2)◦w
unionsq · [b2]!
wunionsq
(xρ)unionsq
[a2]!w
unionsq
(xρ)unionsq
· (FmkF(mk)∧ −F(mk)kF((mk)k)∧) ′ 0.
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However, we do not have
(m k) k = m
in general. This corresponds to
(j + 1)− 1 = j
for rj in Inequality 7.0.1. Therefore, we discuss how to obtain semi-strongly uni-
modal sequences by the merged-log-concavity.
Let us also make the following remark for another comparison between the
strong log-concavity of real numbers and the merged-log-concavity of rational func-
tions.
Remark 7.1. Suppose d ∈ Z>0, a non-flat tuple α ∈ Rd6=0, and indeterminates v1
and v2. Also, assume pj ∈ R for 1 ≤ j ≤ d such that∏
1≤i≤d
(v1 + αiv2) =
∑
0≤i≤d
(
d
i
)
piv
d−i
1 v
i
2.
Then, Newton [New] found the strong log-concavity
p2j − pj−1pj+1 > 0
of real numbers pj for 1 ≤ j ≤ d− 1.
By contrast, we study the merged-log-concavity of rational functions not only
by the strong log-concavity of real numbers, but also by polynomials with positive
integer coefficients. Furthermore, we discuss the variation of semi-strongly uni-
modal sequences by rational functions and Young diagrams. In particular, we ex-
tend t-power series of (−t; q)∞ and (t; q)−1∞ in Euler’s identities 1.1.11 and 1.1.12
by polynomials with positive integer coefficients and the variation of semi-strongly
unimodal sequences.
7.1 Fitting paths
By the merged-log-concavity, we discuss semi-strongly unimodal sequences along
fitting paths in the following definition.
Definition 7.2. Let θ1 = (1, 2).
1. Suppose a fitting (s, l,m1, n1, k1) = (s, l,m1,m1, k1).
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(a) Let us call {(s, l,mi, ni, ki)}iCZθ1 fitting path of type 1-1, if we have the
following conditions.
i. k2 is equivalent to k1.
ii. m2 = (m1  k1)∧ = n2.
iii. (s, l,m2, n2, k2) is fitting.
(b) Let us call {(s, l,mi, ni, ki)}iCZθ1 fitting path of type 1-2, if we have the
following conditions.
i. k2 is equivalent to k1.
ii. m2 = (m1  k1)∧ = n∧2 .
iii. (s, l,m2, n2, k2) is fitting.
2. Assume a fitting (s, l,m1, n1, k1) = (s, l,m1,m∧1 , k1).
(a) Let us call {(s, l,mi, ni, ki)}iCZθ1 fitting path of type 2-1, if we have the
following conditions.
i. k2 is equivalent to k1.
ii. m2 = (m∧1  k1)∧ = n2.
iii. (s, l,m2, n2, k2) is fitting.
(b) Let us call {(s, l,mi, ni, ki)}iCZθ1 fitting path of type 2-2, if we have the
following conditions.
i. k2 is equivalent to k1.
ii. m2 = (m∧1  k1)∧ = n∧2 .
iii. (s, l,m2, n2, k2) is fitting.
3. If P = {(s, l,mi, ni, ki)}iCZθ1 is a fitting path such that mi = ni = m∧i for
each 1 ≤ i ≤ 2, then let us call P fitting path of free type.
4. Let us take a gate θ2 ∈ Zˆ2. Assume P = {(s, l,mi, ni, ki)}iCZθ2 such that
{(s, l,mi, ni, ki)}iCZ(i,i+1) is a fitting path whenever i, i+ 1CZ θ2.
(a) Let us call P fitting path. We refer to s, l and θ2 of P as the gate,
width, and length of P .
(b) If {(s, l,mi, ni, ki)}iCZ(i,i+1) is a fitting path of the same type A whenever
i, i+ 1CZ θ2, then let us call P fitting path of the type A.
(c) If {(s, l,mi, ni, ki)}iCZ(i,i+1) is a fitting path of free type whenever i, i +
1CZ θ2, then let us call P fitting path of free type.
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(d) If θ2 is a finite or semi-infinite gate, then let us call P finite-length or
infinite-length.
(e) In particular, if θ2,1 = θ2,2 then let us call P zero-length.
Hence, in Definition 7.2, our game is to find a path from a fitting (s, l,m∧1 ,m1, k1)
or (s, l,m1,m1, k1) by choices of n2 ∈ Zl≥0 and equivalent ki ∈ Z2l≥0 (see Examples
7.6, 7.7, and 7.10). Let us state the following lemma for equivalent k, k′ ∈ Z2l.
Lemma 7.3. Consider m ∈ Zl and equivalent k, k′ ∈ Z2l. Then, we have
m k = m k′,
m k = m k′.
Proof. Since
(m k)i = mi + σ(k)l−i+1 = mi + σ(k′)l−i+1 = (m k′)i
for each 1 ≤ i ≤ l, we have m k = m k′.
The other equation holds, because
(m k)i = mi − σ(k)i = mi − σ(k′)i = (m k′)i
for each 1 ≤ i ≤ l.
The following lemma gives some strict inequalities of fitting paths.
Lemma 7.4. Assume a fitting path {(s, l,mi, ni, ki)}iCZ(1,2). Then, we have
m1 < m
∧
2 and n1 < m
∧
2 if n1 = m1,
m1 < m2 and n1 < m∧2 if n
∧
1 = m1.
In particular, we have ∑
m1 =
∑
n1 <
∑
m2 =
∑
n2.
Proof. Either n1 = m1 or n∧1 = m1 by Definition 7.2. Also, by Definition 7.2,
m2 = (n1  k1)∧. Thus, if n1 = m1, then σ(k) > 0 gives
n1 = m1 < m1  k1 = n1  k1 = m∧2 .
If n∧1 = m1, then each 1 ≤ i ≤ l gives
m1,i < m1,i + σ(k1)i = n1,l−i+1 + σ(k1)i = (n1  k1)∧i = m2,i.
Thus, we have m1 < m2 and n1 < m∧2 .
Since m2 = n2 or m∧2 = n2, the latter statement holds.
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Let us prove the following lemma on infinite-length fitting paths.
Lemma 7.5. Assume an infinite-length fitting path {(s, l,mi, ni, ki)}iCZθ. Then,
for each 1 ≤ j ≤ l, we obtain
lim
i→∞
ni,j =∞. (7.1.1)
In particular, s is a semi-infinite gate.
Proof. We fix some κCZ θ. Then, for each u ∈ Z≥1, we consider the fitting path
{(s, l,mκ+t−1, nκ+t−1, kκ+t−1)}1≤t≤u.
By Definition 7.2, nκ+t+1 = (nκ+t  kκ+t) or nκ+t+1 = (nκ+t  kκ+t)∧. Thus, we
obtain nκ+u−1 ≥ u−1, because σ(k) > 0 and nκ ≥ 0. Therefore, the first assertion
holds.
The latter assertion holds by Equation 7.1.1 and the inclusion condition of
fitting tuples {(s, l,mi, ni, ki)}iCZθ.
Example 7.6. Suppose l = 1, s = (0,∞), w = (1, 1), m1 = (1), and k1 = (0, 1).
Then, (s, l,m1,m1, k1) is fitting, because
a1 = ν(k1) = (0, 1),
b1 = a1 +m1 unionsqm1 = (1, 2).
Also, let m2 = (m1k1)∧ = (2). Then, (s, l,m2, n2, k2) = (s, l, w, (m1k)∧, (m1
k)∧, k1) is fitting. This is because we have m2, n2 C s for s = (0,∞), and
a2 = ν(k2) = (0, 1),
b2 = a2 +m2 unionsq n2 = (2, 3)
for a2 = ν(k2) and b2 = ν(m2, n2, k2).
Therefore, {(s, l,mi,mi, ki)}1≤i≤2 is a fitting path of type 1-1. Moreover, since
l = 1, this is a free-type fitting path.
A point to find a fitting path is to choose equivalent but different ki, if neces-
sarily. Let us put the following example.
Example 7.7. Suppose l = 3, s = (0,∞), w = (1, 1), m1 = (0, 3), and k1 =
(0, 4, 4, 4). Then, we have
a1 = ν(k1) = (0, 4, 8, 12),
b1 = a1 +m1 unionsqm∧1 = (0, 7, 11, 12).
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Therefore, (s, l,m1,m∧1 , k1) is fitting.
If we try to continue with the same k1, then either (s, l, w, (m∧1  k1)∧,m∧1 
k1, k1) or (s, l, w, (m∧1 k1)∧, (m∧1 k1)∧, k1) has to be fitting for m∧1 k1 = (3, 0)+
(4, 12) = (7, 12).
First, if a2 = ν(k1) and b2 = ν((m∧1  k1)∧,m∧1  k1, k1), then we have
a2 = (0, 4, 8, 12),
b2 = a2 + (12, 7) unionsq (7, 12) = (12, 11, 15, 24).
Thus, (s, l, w, (m∧1  k1)∧,m∧1  k1, k1) is not fitting. Second, if a2 = ν(k1) and
b2 = ν((m
∧
1  k1)∧, (m∧1  k1)∧, k1), then it follows that
a2 = (0, 4, 8, 12),
b2 = a2 + (12, 7) unionsq (12, 7) = (12, 11, 20, 19).
Thus, (s, l, w, (m∧1  k1)∧, (m∧1  k1)∧, k1) is not fitting either.
Hence, let us take k2 = (0, 7, 4, 1) 6= k1. Then, k1 and k2 are equivalent, because
σ(k2)2 = σ(k1)2 = 4,
σ(k2)1 = σ(k1)1 = 12.
Furthermore, (s, l,m2, n2, k2) = (s, l, w, (m∧1  k1)∧,m1  k1, k2) is fitting, because
ν(k2) = (0, 7, 11, 12),
ν(m2, n2, k2) = ν(k2) + (12, 7) unionsq (7, 12) = (12, 14, 18, 24).
Therefore, there exists a fitting path
{(s, l,mi, ni, ki)}1≤i≤2
of type 2-2 with different but equivalent k1 and k2.
7.2 Infinite-Length fitting paths, and scalings and sums of
fitting paths
Let us obtain infinite-length fitting paths. We confirm that Ps,l,λ in the following
definition is an infinite-length fitting path.
Definition 7.8. Suppose l ∈ Z≥1, λ ∈ Z3, a semi-infinite gate s ∈ Zˆ2≥0, and
θ = (1,∞) ∈ Zˆ2.
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1. If λ1 = l, λ2 ≥ 1, and λ3 ≥ 0, then we define
Ps,l,λ = {Ps,l,λ,i = (s, l,mi, ni, ki)}iCZθ
such that
mi = ι
l(λ2 + λ3 + s1) + (i− 1) · ιl(λ2), (7.2.1)
ni = mi, (7.2.2)
ki = ι
l(0) unionsq (λ2) unionsq ιl−1(0).
2. Instead, if 1 ≤ λ1 < l, λ2 ≥ 1, and λ3 ≥ 0, then we define
Ps,l,λ = {Ps,l,λ,i = (s, l,mi, ni, ki)}iCZθ
such that
mi = ι
λ1(λ2) unionsq ιl−λ1(0) + ιl(λ3 + s1) + (i− 1) · ιl(2λ2), (7.2.3)
ni = mi, (7.2.4)
ki = ι
λ1(0) unionsq (λ2) unionsq ιl−λ1−1(0) unionsq (λ2) unionsq ιλ1−1(0) unionsq (λ2) unionsq ιl−λ1−1(0).
We recall that Definition 2.20 does not define ιn(λ) for n ∈ Z≤0 and λ ∈ Q(X).
Thus, if this occurs, we simply ignore ιn(λ) and unionsqιn(λ). Let us state the following
lemma, when λ1 = l in Definition 7.8.
Lemma 7.9. Assume l ∈ Z≥1 and λ ∈ Z3 such that
λ1 = l, λ2 ≥ 1, λ3 ≥ 0. (7.2.5)
Then, Ps,l,λ = {(s, l,mi, ni, ki)}iCZθ is an infinite-length fitting path of free type
such that
ν(ki) = ι
l(0) unionsq ιl(λ2). (7.2.6)
Proof. Let us prove that Ps,l,λ is a fitting path of type 1-1 by Definition 7.2. Let
bi = ν(mi, ni, ki) for each iCZ θ.
First, let us prove that Ps,l,λ,i is fitting for each i CZ θ. The semi-infinity of s
gives mi, ni CZl s. Equation 7.2.6 holds by Definition 2.27. Then, Equations 7.2.1
and 7.2.2 give
bi = ι
l(λ2 + λ3 + s1) unionsq ιl(2λ2 + λ3 + s1) + (i− 1) · ι2l(λ2).
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Hence, Ps,l,λ,i is fitting for each i ∈ Z≥1 by Assumption 7.2.5.
Second, let us prove that {Ps,l,λ,i+t}0≤t≤1 is a fitting path of type 1-1 for each
iCZ θ. Since σ(ki) = ιl(λ2) for each iCZ θ, we have
(ni  ki)∧ = ιl(λ2 + λ3 + s1) + i · ιl(λ2).
This yields
Ps,l,λ,i+1 = (s, l,mi+1, ni+1, ki+1)
= (s, l, w, (ni  ki)∧, (ni  ki)∧, ki).
Thus, {Ps,l,λ,i+t}0≤t≤1 is a fitting path of type 1-1 by Definition 7.2 for each iCZ θ.
Therefore, Ps,l,λ is a fitting path of type 1-1. Moreover, Ps,l,λ is an infinite-length
fitting path of free type, because mi = ni = m∧i for each Ps,l,λ,i = (s, l,mi, ni, ki).
Example 7.10. In Lemma 7.9, let λ2 = 1, λ3 = 0, and s = (0,∞) ∈ Zˆ2≥0. Then,
Lemma 7.9 gives an infinite-length fitting path Ps,l,λ = {(s, l,mi, ni, ki)}iCZθ of free
type such that
mi = ι
l(i),
ni = ι
l(i),
ki = ι
l(0) unionsq (1) unionsq ιl−1(0)
for each iCZ θ = (1,∞).
Let us state the following lemma for λ1 < l in Definition 7.8.
Lemma 7.11. Suppose l ∈ Z≥1 and λ ∈ Z3 such that
1 ≤ λ1 < l, λ2 ≥ 1, λ3 ≥ 0. (7.2.7)
Then, Ps,l,λ = {(s, l,mi, ni, ki)}iCZθ is an infinite-length fitting path of type 1-1
such that
ν(ki) = ι
λ1(0) unionsq ιl−λ1(λ2) unionsq ιλ1(2λ2) unionsq ιl−λ1(3λ2). (7.2.8)
Proof. We put bi = ν(mi, ni, ki) for each i CZ θ. Let us prove that Ps,l,λ,i =
(s, l,mi, ni, ki) is fitting for each iCZs. By the semi-infinity of s, we havemi, niCZls
for each i CZ s. By Definition 2.27 each i CZ θ gives Equation 7.2.8. Moreover,
Equations 7.2.3 and 7.2.4 imply
bi = ι
l(λ2 + λ3 + s1) unionsq ιl(3λ2 + λ3 + s1) + (i− 1) · ι2l(2λ2).
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Therefore, Ps,l,λ,i = (s, l,mi, ni, ki) is fitting for each iCZ θ by Assumption 7.2.7.
Let us prove that {Ps,l,λ,j}jCZ(i,i+1) is a fitting path of type 1-1 for each iCZ θ.
We have
σ(ki)l−j = λ2 for 0 ≤ j ≤ min(λ1, l − λ1)− 1,
σ(ki)l−j = 2λ2 for min(λ1, l − λ1) ≤ j ≤ max(λ1, l − λ1)− 1,
σ(ki)l−j = 3λ2 for max(λ1, l − λ1) ≤ j ≤ l − 1.
Assume λ1 ≥ l − λ1. Then, because
σ(ki) = ι
l−λ1(3λ2) unionsq ι2λ1−l(2λ2) unionsq ιl−λ1(λ2),
we have
ni  ki = ιλ1(λ2) unionsq ιl−λ1(0) + (i− 1) · ιl(2λ2) + ιl(λ3 + s1)
+ ιl−λ1(λ2) unionsq ι2λ1−l(2λ2) unionsq ιl−λ1(3λ2)
= ιl−λ1(2λ2) unionsq ιλ1(3λ2) + (i− 1) · ιl(2λ2) + ιl(λ3 + s1).
In particular, this gives
(ni  ki)∧ = ιλ1(λ2) unionsq ιl−λ1(0) + i · ιl(2λ2) + ιl(λ3 + s1) = mi+1.
Therefore, we obtain
Ps,l,λ,i+1 = (s, l,mi+1, ni+1, ki+1)
= (s, l, w, (ni  ki)∧, (ni  ki)∧, ki).
Thus, {Ps,l,λ,j}jCZ(i,i+1) is a fitting path of type 1-1 for each iCZ θ.
Suppose λ1 < l − λ1 instead. Then, because
σ(ki) = ι
λ1(3λ2) unionsq ιl−2λ1(2λ2) unionsq ιλ1(λ2),
we have
ni  ki = ιλ1(λ2) unionsq ιl−λ1(0) + (i− 1) · ιl(2λ2) + ιl(λ3 + s1)
+ ιλ1(λ2) unionsq ιl−2λ1(2λ2) unionsq ιλ1(3λ2)
= ιl−λ1(2λ2) unionsq ιλ1(3λ2) + (i− 1) · ιl(2λ2) + ιl(λ3 + s1).
Thus, we have
(ni  ki)∧ = ιλ1(λ2) unionsq ιl−λ1(0) + i · ιl(2λ2) + ιl(λ3 + s1) = mi+1.
In particular, {Ps,l,λ,j}jCZ(i,i+1) is a fitting path of type 1-1 for each iCZ θ. Hence,
the assertion holds.
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Example 7.12. In Lemma 7.11, let l = 3, λ1 = λ2 = 1, λ3 = 0, and s = (0,∞) ∈
Zˆ2≥0. Then, we have an infinite-length fitting path Ps,l,λ = {(s, l,mi, ni, ki)}iCZθ of
type 1-1 such that
mi = (1 + 2(i− 1), 2(i− 1), 2(i− 1)),
ni = (1 + 2(i− 1), 2(i− 1), 2(i− 1)),
ki = (0, 1, 0, 1, 1, 0)
for each iCZ θ = (1,∞).
7.3 Scalings and sums of fitting paths
To construct more fitting paths, we introduce certain scalings and sums of tuples
in the following definition.
Definition 7.13. Suppose a gate s ∈ Zˆ2≥0, l ∈ Z≥1, m1,m2, n1, n2 ∈ Zl, and
k1, k2 ∈ Z2l. Also, consider tuples P1 = (s, l,m1, n1, k1) and P2 = (s, l,m2, n2, k2).
1. For each λ ∈ Z, let us define
λ P1 = (s, l, λ ·m1, λ · n1, λ · k1).
2. Let us define
P1 u P2 = (s, l,m1 +m2, n1 + n2, k1 + k2).
On scalings of Definition 7.13, let us prove the following lemma for fitting
tuples.
Lemma 7.14. Assume a fitting P1 = (s, l,m1, n1, k1) and λ ∈ Z≥1 such that
λm1, λn1 CZl s. Then, P2 = λ P1 is fitting.
Proof. Let P2 = (s, l,m2, n2, k2) = (s, l, λm1, λn1, λk1). Also, let ai = ν(ki) and
bi = ν(mi, ni, ki) for each 1 ≤ i ≤ 2. Then, since λa1 = a2 and λb1 = b2, the
assertion follows from λm1, λn1 CZl s.
For example, we have
Ps,l,λ,i = λ2  Ps,l,(λ1,1,0),i
for s = (0, s2), λ = (λ1, λ2, 0), and each iCZ θ.
On sums of Definition 7.13, let us prove the following lemma for fitting tuples.
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Lemma 7.15. Consider fitting tuples P1 = (s, l,m1, n1, k1) and P2 = (s, l,m2, n2, k2).
Let P3 = P1 u P2 = (s, l,m3, n3, k3). If m3, n3 CZl s, then P3 is fitting.
Proof. Let ai = ν(ki) and bi = ν(mi, ni, ki) for each 1 ≤ i ≤ 3. Then, since P1 and
P2 are fitting, each 1 ≤ i ≤ 2 gives
bi,1 ≤ · · · ≤ bi,l < bi,l+1 ≤ · · · ≤ bi,2l,
0 ≤ ai,1 ≤ · · · ≤ ai,l < ai,l+1 ≤ · · · ≤ ai,2l.
Also, the definition of P1 u P2 gives
a3 = ν(k1) + ν(k2)
= a1 + a2,
b3 = a3 +m3 unionsq n3
= a3 + (m1 +m2) unionsq (n1 + n2)
= ν(k1) + ν(k2) +m1 unionsq n1 +m2 unionsq n2
= b1 + b2.
Thus, we obtain the top and bottom sequence conditions of (s, l,m3, n3, k3):
b3,1 ≤ · · · ≤ b3,l < b3,l+1 ≤ · · · ≤ b3,2l,
0 ≤ a3,1 ≤ · · · ≤ a3,l < a3,l+1 ≤ · · · ≤ a3,2l.
Therefore, the statement follows from the inclusion condition m3, n3 CZl s.
Moreover, we introduce the notation for scalings and sums of fitting paths.
Definition 7.16. Assume fitting paths P1 = {(s, l,m1,i, n1,i, k1,i)}iCZθ and P2 =
{(s, l,m2,i, n2,i, k2,i)}iCZθ. Let λ1, λ2 ∈ Z≥1.
1. We define P3 = λ1P1uλ2P2 = {P3,i = (s, l,m3,i, n3,i, k3,i)}iCZθ such that
P3,i = λ1  P1,i u λ2  P2,i
for each iCZ θ.
2. Suppose r1, r2 ∈ Z such that r1 ≤ r2. Let us take λj ∈ Z≥1 and fitting paths
Pj = {(s, l,mj,i, nj,i, kj,i)}iCθ for each r1 ≤ j ≤ r2. Then, we write
ur1≤j≤r2λj  Pj = λr1  Pr1 u · · ·u λr2  Pr2 .
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Then, let us obtain fitting paths by scalings and sums of fitting paths.
Proposition 7.17. Let λ1, λ2 ∈ Z≥1. Assume that P1 = {(s, l,m1,i, n1,i, k1,i)}1≤i≤2
and P2 = {(s, l,m2,i, n2,i, k2,i)}1≤i≤2 are fitting paths of the same type A. Then,
P3 = λ1  P1 u λ2  P2 = {P3,i = (s, l,m3,i, n3,i, k3,i)}1≤i≤2
is a fitting path of the type A, provided m3,2, n3,2 C s.
Proof. By Lemmas 7.14 and 7.15, P3,2 is fitting by m3,2, n3,2Cs. Let us prove that
m3,1 = λ1m1,1 + λ2m2,1 CZl s and n3,1 = λ1n1,1 + λ2n2,1 CZl s. We have
m3,1 ≥ m1,1, (7.3.1)
n3,1 ≥ n1,1 (7.3.2)
by λ1, λ2 ∈ Z≥1. Then, by Lemma 7.4 and m3,2 = λ1m1,2 + λ2m2,2, we have
m3,1 = λ1m1,1 + λ2m2,1
<
{
λ1m1,2 + λ2m2,2 = m3,2 if A is type 2-1 or 2-2,
λ1m
∧
1,2 + λ2m
∧
2,2 = m
∧
3,2 if A is type 1-1 or 1-2.
Thus, m3,1 CZl s by Inequality 7.3.1 and m3,2 CZl s. Also, n3,1 CZl s by Inequality
7.3.2, because Lemma 7.4 gives
n3,1 = λ1n1,1 + λ2n2,1 < λ1m
∧
1,2 + λ2m
∧
2,2 = m
∧
3,2.
Then, P3,1 is fitting by Lemmas 7.14 and 7.15.
Let us prove that P3 is a fitting path of the type A. We have
m3,2 = (n3,1  k3,1)∧, (7.3.3)
because each 1 ≤ i ≤ l gives
(n3,1  k3,1)i
= ((λ1n1,1 + λ2n2,1) (λ1k1,1 + λ2k2,1))i
= (λ1n1,1,i + λ2n2,1,i) + (λ1σ(k1,1)l−i+1 + λ2σ(k2,1)l−i+1)
= λ1(n1,1  k1,1)i + λ2(n2,1  k2,1)i
= λ1(m
∧
1,2)i + λ2(m
∧
2,2)i
= (m∧3,2)i.
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Assume that P1 and P2 have the type 1-1. This gives
m1,1 = n1,1,
m1,2 = n1,2,
m2,1 = n2,1,
m2,2 = n2,2.
Moreover, we have m3,1 = n3,1 and m3,2 = n3,2, because
m3,1 = λ1m1,1 + λ2m2,1,
n3,1 = λ1n1,1 + λ2n2,1,
m3,2 = λ1m1,2 + λ2m2,2,
n3,2 = λ1n1,2 + λ2n2,2.
Thus, P3 is a fitting path of type 1-1 by Equation 7.3.3. Similar discussion holds
for other types. Therefore, the assertion follows.
7.4 Fitting paths of type 1-1
We discuss fitting paths of type 1-1 in some details later. Thus, let us describe
each m∧i of a general fitting path {(s, l,mi, ni, ki)}iCZθ1 of type 1-1 by mθ1 and kθ1 .
To do this, we prove the following lemma for σ-sum and σ-minus. For l ∈ Z≥0,
m ∈ Zl, and k, k′ ∈ Z2l, we simply denote (m  k)  k′ and (m  k)  k′ by
m k  k′ and m k  k′ respectively.
Lemma 7.18. Let m ∈ Zl and k, k′ ∈ Z2l for some l ∈ Z≥1. Then, we have the
following equations.
(m k)∧ = m∧  (−k), (7.4.1)
(m k)∧ = m∧  (−k), (7.4.2)
m k  k′ = m (k + k′), (7.4.3)
m k  k′ = m (k + k′), (7.4.4)
(m k)∧  k = m∧, (7.4.5)
(m k)∧  k = m∧, (7.4.6)
m k  k′ = m k′  k. (7.4.7)
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Proof. For each 1 ≤ i ≤ l, we have
(m k)∧i = (m k)l−i+1
= ml−i+1 + σ(k)l−(l−i+1)+1
= ml−i+1 + σ(k)i
= ml−i+1 − σ(−k)i
= (m∧  (−k))i.
Thus, Equation 7.4.1 holds.
We obtain Equation 7.4.2, because each 1 ≤ i ≤ l gives
(m k)∧i = (m k)l−i+1
= ml−i+1 − σ(k)l−i+1
= ml−i+1 + σ(−k)l−i+1
= (m∧  (−k))i.
Furthermore, Equations 7.4.3 and 7.4.4 hold, because
(m k  k′)i = mi + σ(k)l−i+1 + σ(k′)l−i+1
= mi + σ(k + k
′)l−i+1
= (m∧  (k + k′))i,
(m k  k′)i = mi − σ(k)i − σ(k′)i
= mi − σ(k + k′)i
= (m (k + k′))i.
We obtain Equation 7.4.5, because Equations 7.4.1 and 7.4.4 give
(m k)∧  k = m∧  (−k) k = m∧.
Equation 7.4.6 follow from Equations 7.4.2 and 7.4.3, because we have
(m k)∧  k = m∧  (−k) k = m∧.
Equation 7.4.7 holds, because we have
(m k  k′)i = mi − σ(k)i + σ(k′)l−i+1 = (m k′  k)i
for each 1 ≤ i ≤ l.
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Then, let us prove the following proposition for general fitting paths of type
1-1.
Proposition 7.19. Suppose a fitting path P = {(s, l,mi, ni, ki)}iCZθ of type 1-1.
Let i1, i2 ∈ Z≥0. Then, for each θ1 + i1 CZ θ, we have
m∧θ1+i1 =
{
mθ1  (−i2kθ1) (i2 + 1)kθ1 if i1 = 2i2 + 1,
m∧θ1  (−i2kθ1) i2kθ1 if i1 = 2i2.
(7.4.8)
Proof. By Definition 7.2 of a fitting path of type 1-1, we have
mi1 = ni1 ,
mi1+1 = (mi1  ki1)∧ = ni1+1 (7.4.9)
whenever i1, i1 + 1CZ θ.
Equation 7.4.8 holds when i1 = 0, because i2 = 0 and
m∧θ1 = m
∧
θ1
 (−i2kθ1) i2kθ1 .
Also, Equation 7.4.8 holds when i1 = 1 by Equation 7.4.9, because i2 = 0 and
m∧θ1+1 = mθ1  kθ1 = mθ1  (−i2kθ1) (i2 + 1)kθ1 .
Hence, let us take some j1 ∈ Z≥1 such that θ1 + j1 + 1 CZ θ. Also, assume
Equation 7.4.8 for each i1 ≤ j1.
First, let j1 = 2j2 +1 for some j2 ∈ Z≥1. Then, by Equation 7.4.9 and Lemmas
7.3 and 7.18, we obtain
m∧θ1+j1+1 = mθ1+j1  kθ1+j1
= (mθ1  (−j2kθ1) (j2 + 1)kθ1)∧  kθ1+j1
= m∧θ1  (j2kθ1) (−(j2 + 1)kθ1) kθ1
= m∧θ1  ((j2 + 1)kθ1) (−(j2 + 1)kθ1)
= m∧θ1  (−(j2 + 1)kθ1) ((j2 + 1)kθ1).
Therefore, Equation 7.4.8 holds when j1 = 2j2 + 1 for some j2 ∈ Z≥1.
Second, assume j1 = 2j2 for some j2 ∈ Z≥1. Then, we have
m∧θ1+j1+1 = mθ1+j1  kθ1+j1
= (m∧θ1  (−j2kθ1) j2kθ1)∧  kθ1+j1
= mθ1  (j2kθ1) (−j2kθ1) kθ1+j1
= mθ1  ((j2 + 1)kθ1) (−j2kθ1)
= mθ1  (−j2kθ1) ((j2 + 1)kθ1).
Thus, the assertion holds.
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7.5 Infinite-length fitting paths of Young diagrams
We prove that the fitting condition and box counting of Young diagrams give
explicit infinite-length fitting paths of type 1-1. For λ ∈ Z and ξ ∈ Zp of some
p ∈ Z≥1, we recall the notation l(λ, ξ) ∈ Z≥0 in Definition 2.20. Then, let us use
the following notation.
Definition 7.20. Suppose p, λ ∈ Z≥1.
1. ξ ∈ Zp≥1 is called a Young diagram (or a partition of
∑
ξ), if ξ1 ≥ ξ2 ≥ · · · ≥
ξp.
2. Let us write nλ(ξ), n≤λ(ξ) ∈ Z≥0 such that
nλ(ξ) = l(λ, ξ),
n≤λ(ξ) = n1(ξ) + · · ·+ nλ(ξ).
Also, let us introduce the following notation.
Definition 7.21. Suppose l, p ∈ Z≥1 and a Young diagram ξ ∈ Zp≥1 such that
ξ1 ≤ l.
1. Let us define κ(l, ξ) ∈ Z≥0 such that
κ(l, ξ) = 2n≤l−1(ξ) + nl(ξ).
2. Let us define z(l, t, ξ) ∈ Zl≥0 such that
z(l, t, ξ) = t+ (0, n≤1(ξ), n≤2(ξ), · · · , n≤l−1(ξ)) ∈ Zl≥0.
3. Suppose a semi-infinite gate s ∈ Zˆ2≥0, h ∈ Z≥0, and λi ∈ Z3 for each 1 ≤ i ≤
p such that
λ1 = (ξ1, 1, h),
λi = (ξi, 1, 0) when i > 1.
Then, let us define Ps,l,ξ,h by
Ps,l,ξ,h = u1≤i≤pPs,l,λi
for fitting paths Ps,l,λi. Let us call h base height of Ps,l,ξ,h.
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Let l ∈ Z≥1 and ki ∈ Z2l. Then, we recall that to specify ν(ki) ∈ Z2l is
equivalent to specify ki ∈ Z2l by Lemma 3.3. Let us obtain the following infinite-
length fitting paths by Young diagrams.
Theorem 7.22. Suppose a semi-infinite gate s ∈ Zˆ2≥0, θ = (1,∞) ∈ Zˆ2, l ∈ Z≥1,
h ∈ Z≥0, p ∈ Z≥1, and Young diagram ξ ∈ Zp≥1 such that ξ1 ≤ l. Then, Ps,l,ξ,h =
{(s, l,mi, ni, ki)}iCZθ is an infinite-length fitting path of type 1-1 such that
mi = ni = p+ s1 + h− z(l, 0, ξ) + (i− 1) · ιl(κ(l, ξ)), (7.5.1)
ν(ki) = z(l, 0, ξ) unionsq z(l, κ(l, ξ), ξ) (7.5.2)
for each iCZ θ.
Proof. By Lemmas 7.9 and 7.11 and Proposition 7.17, Ps,l,ξ,h is an infinite-length
fitting path of type 1-1.
Let us confirm Equations 7.5.1 and 7.5.2. Assume s1 = h = 0 for simplicity.
Thus, let us write
Ps,l,(ξj ,1,0),i = (s, l,m(ξj ,1,0),i, n(ξj ,1,0),i, k(ξj ,1,0),i)
for each 1 ≤ i ≤ θ.
If ξj = l, then Definition 7.8 and Lemma 7.9 give
m(ξj ,1,0),i = n(ξj ,1,0),i = ι
l(1) + (i− 1) · ιl(1), (7.5.3)
ν(k(ξj ,1,0).i) = ι
l(0) unionsq ιl(1). (7.5.4)
If ξj < l, then Definition 7.8 and Lemma 7.11 tell us
m(ξj ,1,0),i = n(ξj ,1,0),i = ι
ξj(1) unionsq ιl−ξj(0) + (i− 1) · ιl(2), (7.5.5)
ν(k(ξj ,1,0),i) = ι
ξj(0) unionsq ιl−ξj(1) unionsq ιξj(2) unionsq ιl−ξj(3). (7.5.6)
Thus, Equations 7.5.3 and 7.5.5 yield Equation 7.5.1 by Definition 7.21. More-
over, by Equations 7.5.4 and 7.5.6, we have
ν(ki) = ι
l(0) unionsq ιl(nl(ξ))
+
∑
1≤j<l
ιj(0) unionsq ιl−j(nj(ξ)) unionsq ιj(2nj(ξ)) unionsq ιl−j(3nj(ξ)).
Therefore, Equation 7.5.2 holds.
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Theorem 7.22 gives not only infinitely many polynomials with positive inte-
ger coefficients, but also infinite-length semi-strongly unimodal sequences later in
Theorem 7.44 and Proposition 7.47.
Furthermore, for each l, p ∈ Z≥1, z(l, 0, ξ) and p− z(l, 0, ξ) count boxes of two
Young diagrams that are complement to each other in the p× l rectangle. Let us
provide the following two examples of Theorem 7.22.
Example 7.23. Let l = 4, p = 2, ξ = (3, 1), s = (0,∞), and h = 0 in the notation
of Theorem 7.22. Then, we have
mi = ni = (2, 1, 1, 0) + (i− 1) · ιl(4),
ai = (0, 1, 1, 2, 4, 5, 5, 6) = z(4, 0, ξ) unionsq z(4, κ(l, ξ), ξ),
σ(ki) = (6, 4, 4, 2)
for each iCZ θ = (1,∞), since ki = (0, 1, 0, 1, 2, 1, 0, 1).
Moreover, for the Young diagram
of ξ, p− z(l, 0, ξ) for mi corresponds to the following box counting:
2 1 1 0
,
where 2, 1, 1, 0 indicate the number of the boxes in the vertical location. Also, for
the complement Young diagram
of ξ in the p×l rectangle, z(4, 0, ξ) for ai corresponds to the following box counting:
0 1 1 2 ,
where 0, 1, 1, 2 indicate the number of the boxes in the vertical location.
When ξ1 = l, we have the following example.
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Example 7.24. In the notation of Theorem 7.22, let l = 3, p = 2, ξ = (3, 1),
s = (0,∞), and h = 0. Then, we have
mi = ni = (2, 1, 1) + (i− 1) · ιl(3),
ai = (0, 1, 1, 3, 4, 4) = z(3, 0, ξ) unionsq z(3, κ(3, ξ), ξ),
σ(ki) = (4, 3, 2)
for each iCZ θ = (1,∞), since ki = (0, 1, 0, 2, 1, 0).
Furthermore, for the Young diagram
of ξ, p− z(l, 0, ξ) for mi corresponds to the following box counting:
2 1 1
,
where 2, 1, 1 indicate the number of the boxes in the vertical location. Also, for the
complement Young diagram
of ξ in the p×l rectangle, z(3, 0, ξ) for ai corresponds to the following box counting:
0 1 1 ,
where 0, 1, 1 indicate the number of the boxes in the vertical location.
7.6 On the fitting condition and infinite-length fitting paths
The fitting condition in Definition 2.27 is a key notion in the theory of the merged-
log-concavity. To better understand the fitting condition and infinite-length fitting
paths, let us discuss the following variant of the fitting condition. This variant
uses open inequalities instead of partially closed inequalities for top and bottom
sequence conditions in Definition 2.27.
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Definition 7.25. Suppose l ∈ Z≥1, w ∈ Zl, m,n ∈ Zl, k ∈ Z2l, and a gate
s ∈ Zˆ2≥0. Let a = ν(k) and b = ν(m,n, k) ∈ Z2l. Then, we call (s, l,m, n, k)
pre-fitting, if
m,nCZl s, (7.6.1)
b1 < · · · < bl < bl+1 < · · · < b2l, (7.6.2)
0 < a1 < · · · < al < al+1 < · · · < a2l. (7.6.3)
We refer to Conditions 7.6.1, 7.6.2, and 7.6.3 as the inclusion condition, the open-
top sequence condition, and the open-bottom sequence condition.
For example, we have a fitting path of pre-fitting tuples in Example 7.7. More-
over, one can obtain several results in Sections 2,4, and 5 by pre-fitting tuples.
However, when l ≥ 2, we obtain no infinite-length fitting paths of pre-fitting
tuples (s, l,mi, ni, ki). To prove this, let us state the following strict inequalities
of pre-fitting tuples.
Lemma 7.26. Let l ≥ 2. Then, we have the following.
1. For a pre-fitting (s, l,m, n, k), we have
n1 − nl < σ(k)1 − σ(k)l − 1.
2. For a pre-fitting (s, l, n, n, k), we have
n1 − nl < σ(k)1 − σ(k)l
2
.
Proof. Let us prove Claim 1. Let a = ν(k) and b = ν(m,n, k). First, the open-top
sequence condition of (s, l,m, n, k) gives
b2l = nl + a2l > bl+1 = n1 + al+1
by l ≥ 2. Second, we have
al − a1 + a2l − al+1 = k2 + · · ·+ kl + kl+2 + · · ·+ k2l
=
∑
k(2, 2l)−
∑
k(l + 1, l + 1)
= σ(k)1 − σ(k)l.
(7.6.4)
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Third, the open-bottom sequence condition of (s, l,m, n, k) gives al − a1 > 0 by
l ≥ 2. Thus, we obtain
a2l − al+1 < al − a1 + a2l − al+1.
Therefore, Claim 1 holds by Equations 7.6.4.
Let us prove Claim 2. Let a = ν(k) and b = ν(n, n, k). The open-top sequence
condition of (s, l, n, n, k) implies
b1 = n1 + a1 < bl = nl + al,
bl+1 = n1 + al+1 < b2l = nl + a2l
by m = n and l ≥ 2. This gives
n1 − nl < al − a1,
n1 − nl < a2l − al+1.
Thus, we have
2(n1 − nl) < al − a1 + a2l − al+1.
Therefore, Claim 2 follows by Equations 7.6.4.
Definition 7.2 defines the notion of fitting paths {(s, l,mi, ni, ki)}iCZθ for fitting
tuples (s, l,mi, ni, ki). However, let us allow fitting paths {(s, l,mi, ni, ki)}iCZθ of
pre-fitting tuples (s, l,mi, ni, ki) in this section. The following lemma gives strict
inequalities of fitting paths of pre-fitting tuples.
Lemma 7.27. Assume a fitting path P = {(s, l,mi, ni, ki)}1≤i≤2 of a pre-fitting
tuple (s, l,mi, ni, ki) for each 1 ≤ i ≤ 2. Let ai = ν(ki) and bi = ν(mi, ni, ki) for
each 1 ≤ i ≤ 2. Then, it holds the following.
1. We have
b2,j+1 − b2,j
= (n1,l−j − n1,l−j+1) + (σ(k1)j+1 − σ(k1)j) + (a2,j+1 − a2,j)
> 0
(7.6.5)
for each 1 ≤ j ≤ l − 1.
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2. We have
n1,j − n1,j+1 > 1
for each 1 ≤ j ≤ l − 1.
Proof. Let us prove Claim 1. By m2 = (n1  k1)∧ in Definition 7.2, we have
m2,j = n1,l−j+1 + σ(k1)j,
m2,j+1 = n1,l−j + σ(k1)j+1.
Furthermore, the open-top sequence condition gives b2,j+1 − b2,j > 0 for each
1 ≤ j ≤ l − 1. Thus, each 1 ≤ j ≤ l − 1 gives
b2,j+1 − b2,j
= (mj+1 + a2,j+1)− (mj + a2,j)
= (n1,l−j + σ(k1)j+1 + a2,j+1)− (n1,l−j+1 + σ(k1)j + a2,j)
= (n1,l−j − n1,l−j+1) + (σ(k1)j+1 − σ(k1)j) + (a2,j+1 − a2,j)
> 0.
Therefore, we obtain Claim 1.
Let us prove Claim 2. We have a2,2l−j+1 − a2,2l−j > 0 by the open-bottom
sequence condition. Thus, the equivalence of k1 and k2 implies
(σ(k1)j+1 − σ(k1)j) + (a2,j+1 − a2,j)
< (σ(k1)j+1 − σ(k1)j) + (a2,j+1 − a2,j) + (a2,2l−j+1 − a2,2l−j)
= (σ(k1)j+1 − σ(k1)j) + k2,j+1 + k2,2l−j+1
= (σ(k1)j+1 − σ(k1)j)
+
∑
k2(j + 1, 2l − j + 1)−
∑
k2(j + 2, 2l − j)
= (σ(k1)j+1 − σ(k1)j) + (σ(k2)j − σ(k2)j+1)
= (σ(k1)j+1 − σ(k1)j) + (σ(k1)j − σ(k1)j+1)
= 0.
Thus, Inequality 7.6.5 implies
(n1,l−j − n1,l−j+1) > −((σ(k1)j+1 − σ(k1)j) + a2,j+1 − a2,j) > 0.
Therefore, we get Claim 2.
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Then, let us prove the following finiteness of fitting paths of pre-fitting tuples.
Proposition 7.28. Let l ≥ 2. Assume a fitting path P = {(s, l,mi, ni, ki)}iCZθ of
a pre-fitting tuple (s, l,mi, ni, ki) for each iCZ θ. Then, θ2 − θ1 ≤ 2.
Proof. Let ai = ν(ki) and bi = ν(mi, ni, ki) for each i CZ θ. Suppose θ1 = 1 and
θ2 ≥ 4 for simplicity.
Lemma 7.26 gives
ni,1 − ni,l ≤ σ(ki)1 − σ(ki)l − 2 (7.6.6)
for each iCZ θ. Furthermore, by l ≥ 2 and Claim 2 of Lemma 7.27, we have
ni,1 − ni,l ≥ 2 (7.6.7)
for each 1 ≤ i ≤ 3.
Therefore, we have
m2,1 −m2,l ≥ −(σ(k1)1 − σ(k1)l − 2) + (σ(k1)1 − σ(k1)l) = 2 (7.6.8)
by Inequality 7.6.6, because m2 = (n1  k1)∧ implies
m2,1 −m2,l = (n1,l + σ(k1)1)− (n1,1 + σ(k1)l)
= (n1,l − n1,1) + (σ(k1)1 − σ(k1)l)
= −(n1,1 − n1,l) + (σ(k1)1 − σ(k1)l).
In particular, Inequality 7.6.7 of i = 2 and Inequality 7.6.8 give
m2 = n2,
since either m2 = n2 or m∧2 = n2 by Definition 7.2. Then, we obtain
m3 = (n2  k2)∧ = (m2  k2)∧. (7.6.9)
Furthermore, Equations 7.6.9 imply
m3,1 = m2,l + σ(k2)1 = (n1,1 + σ(k1)l) + σ(k1)1,
m3,l = m2,1 + σ(k2)l = (n1,l + σ(k1)1) + σ(k1)l.
Thus, we obtain
m3,1 −m3,l ≥ 2
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by Inequality 7.6.7 of i = 1. Therefore, Inequality 7.6.7 for i = 3 gives
m3 = n3. (7.6.10)
However, Equations 7.6.9 and Claim 2 of Lemma 7.26 yield
m3,1 −m3,l = (n2,l + σ(k2)1)− (n2,1 + σ(k2)l)
= −(n2,1 − n2,l) + (σ(k2)1 − σ(k2)l)
> −σ(k2)1 − σ(k2)l
2
+ (σ(k2)1 − σ(k2)l)
=
σ(k2)1 − σ(k2)l
2
.
This can not happen by the equivalence of k2 and k3, Claim 2 of Lemma 7.26, and
Equation 7.6.10. Therefore, the assertion holds.
Remark 7.29. Suppose an infinite-length fitting path Ps,l,ξ,h = {(s, l,mi, ni, ki)}iCZθ.
Let ai = ν(ki) ∈ Z2l and bi = ν(mi, ni, ki) ∈ Z2l. Then, Ps,l,ξ,h is an analog of a
fixed point in a partially compactified space. This is by the following two reasons.
First, fitting tuples satisfy partially closed inequalities of top and bottom sequence
conditions in Definition 2.27. Second, ai and bi are fixed up to some flat tuples,
because Theorem 7.22 implies
ai+1 − ai = ι2l(0), (7.6.11)
bi+1 − bi = ι2l(κ(l, ξ)). (7.6.12)
More explicitly, let us take l ≥ 2 and a tuple S = (Z2l,Z2l). Also, assume
T1 = {(x, y) ∈ S | 0 ≤ x1 ≤ · · · ≤ xl < xl+1 ≤ · · · ≤ x2l
and y1 ≤ · · · ≤ yl < yl+1 ≤ · · · ≤ y2l}
of partially closed inequalities, and
T2 = {(x, y) ∈ S | 0 < x1 < · · · < xl < xl+1 < · · · < x2l
and y1 < · · · < yl < yl+1 < · · · < y2l}
of open inequalities. Then, fitting paths can be considered as paths in S by Lemma
3.3. In particular, (ai, bi) 6∈ T2 by Proposition 7.28 and Equations 7.6.11 and
7.6.12, but (ai, bi) ∈ T1 for each i CZ θ by the fitting condition. Furthermore,
ai = ai+1 and bi is fixed up to the flat tuple ι2l(κ(l, ξ)).
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7.7 Positivities of q-numbers and mediators
Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X) and a fitting (s, l,m, n, k) with a = ν(k)
and b = ν(m,n, k). Then, let us prove
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
>AX 0. (7.7.1)
Inequality 7.7.1 generalizes Inequality 1.1.9 by squaring orders, mediators, base
shifts, and admissible variables. We use Inequality 7.7.1 to obtain semi-strongly
unimodal sequences along fitting paths, because a merged determinant of F has
the left-hand side of Inequality 7.7.1.
Let us obtain the following polynomial representations of rational functions by
squaring orders.
Lemma 7.30. Let f ∈ Q(X).
1. To have f ≥AX 0 is equivalent to have f = uv for some u, v ∈ Q[X] such that
v(r) 6= 0 and f(r) = u(r)
v(r)
≥ 0 for each r ∈ AX .
2. To have f >AX 0 is equivalent to have f =
u
v
for some u, v ∈ Q[X] such that
v(r) 6= 0 and f(r) = u(r)
v(r)
> 0 for each r ∈ AX .
3. Let us consider a squaring order  on X. If f 2  0, then there exist u, v ∈
Q[X] such that f = u
v
and u(r), v(r) 6= 0 for each r ∈ AX .
Proof. We recall that Q[X] is a unique factorization domain. Thus, there exist
units e1, e2 ∈ Q, and irreducible polynomials g1, · · · , gλ1 , h1, · · · , hλ2 ∈ Q[X] such
that
f =
e1
∏
1≤i≤λ1 gi
e2
∏
1≤i≤λ2 hi
and hi does not divide gj for each 1 ≤ i ≤ λ1 and 1 ≤ j ≤ λ2. Let u =
e1
∏
1≤i≤λ1 gi ∈ Q[X] and v = e2
∏
1≤i≤λ2 hi ∈ Q[X].
Let us prove Claim 1. Assume f ≥AX 0. Then, we have v(r) 6= 0 for each
r ∈ AX , since f(r) ∈ R exists for each r ∈ AX by f ≥AX 0. Thus, we have
f(r) = u(r)
v(r)
≥ 0 for each r ∈ AX . The converse is clear. Therefore, Claim 1 holds.
Claim 2 holds similarly.
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Let us prove Claim 3. Let g = u2 and h = v2. Since  is a strict squaring
order on X, we have
f 2 =
g
h
>AX 0.
Thus, h(r) 6= 0 for each r ∈ AX , since g and h have no common irreducibles
in Q[X]. Therefore, v(r) 6= 0 by v2 = h and u(r) 6= 0 by u2(r)
v2(r)
> 0 for each
r ∈ AX .
Moreover, we use the following lemma.
Lemma 7.31. Assume f, g ∈ Q(X) such that f, g >AX 0. Then, it holds that
f
g
>AX 0. (7.7.2)
In particular, the class C of rational functions f ∈ Q(X) such that f >AX 0 is
closed under multiplications and quotients.
Proof. Let us prove Inequality 7.7.2. By Claim 2 in Lemma 7.30, there exist
f1, f2, g1, g2 ∈ Q[X] such that f = f1f2 , g =
g1
g2
, and f1(r), f2(r), g1(r), g2(r) 6= 0 for
each r ∈ AX . Thus, fg (r) = f1g2f2g1 (r) ∈ R exists for each r ∈ AX . Furthermore,
f1g2
f2g1
(r) = f1
f2
(r)g2
g1
(r) > 0 for each r ∈ AX by f, g >AX 0. Therefore, fg >AX 0 holds.
The latter statement follows from 1 >AX 0.
Then, let us prove the following positivities of mediators and q-numbers.
Proposition 7.32. Assume a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X).
1. Let m ∈ Zl≥0 and λ ∈ Z≥1. Then, we have∏
φ(x)m◦w >AX 0, (7.7.3)
[m]!wxλ >AX 0. (7.7.4)
2. Let mCZl s. Then, we have∏
φ(xρ)m◦w >AX 0. (7.7.5)
3. Suppose a fitting (s, l,m, n, k) with a = ν(k) and b = ν(m,n, k). Then, we
have ∏
(φ(xρ)unionsq)(b−a)◦w
unionsq
>AX 0. (7.7.6)
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Proof. Let us prove Inequality 7.7.3 of Claim 1. Since φ is a (s, l, w,, φ, ρ, x,X)-
mediator, we have
φ(x)wii >AX 0
for each 1 ≤ i ≤ l by the term-wise mediator condition. Also, if mi = 0, we obtain
φ(x)miwii = 1 >AX 0. This gives Inequality 7.7.3 by Definition 2.1.
Let us prove Inequality 7.7.4 of Claim 1. Here, x consists of -admissible xi.
Hence, if mi, wi > 0, then the -admissibility of xi implies
[mi]!
wi
xλi
= ((1 + · · ·+ xλ(mi−1)i ) · · · (1 + xλi ) · 1)wi  0
by λ ∈ Z≥1. Also, when mi = 0 or wi = 0, it holds that 1  0 by Lemma 2.14.
Thus, we have [mi]!wixλi >AX 0 for each 1 ≤ i ≤ l by Definition 2.10. Therefore,
Inequality 7.7.4 holds by Definition 2.1.
Let us prove Inequality 7.7.5 of Claim 2. By the base-shift mediator condition,
we have
B(s, l, w,m, φ, ρ, x,X)  0
by mCZl s. In particular,
B(s, l, w,m, φ, ρ, x,X) >AX 0
by Definition 2.10. Thus, by Definitions 2.31 and 2.33, we have
B(s, l, w,m, φ, ρ, x,X) =
∏
1≤i≤l
b(s, wi,mi, φi, ρi, xi, X)
=
∏
1≤i≤l
φ(xρii )
wimi [mi]!
wi
x
ρi
i
φ(x)wimi [mi]!
wi
xi
=
∏
φ(xρ)m◦w · [m]!wxρ∏
φ(x)m◦w · [m]!wx
>AX 0.
Therefore, we obtain Inequality 7.7.5 by Lemma 7.31 and Claim 1.
Let us prove Inequality 7.7.6 of Claim 3. By Lemma 3.3, we have b−a = munionsqn.
Thus, it follows that∏
(φ(xρ)unionsq)(b−a)◦w
unionsq
=
∏
(φ(xρ)unionsq)(munionsqn)◦w
unionsq
=
∏
φ(xρ)m◦w ·
∏
φ(xρ)n
∧◦w.
Therefore, Inequality 7.7.6 follows from Claim 2, because m,n∧ CZl s.
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In particular, we obtain the following corollary.
Corollary 7.33. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) and fitting (s, l,m, n, k)
with a = ν(k) and b = ν(m,n, k). Then, we have
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
>AX 0.
Proof. We have
[b]!w
unionsq
(xρ)unionsq = [b(1, l)]!
w
xρ ·[b(2l, l + 1)]!wxρ >AX 0,
[a]!w
unionsq
(xρ)unionsq = [a(1, l)]!
w
xρ ·[a(2l, l + 1)]!wxρ >AX 0
by Lemma 7.31 and Claim 1 of Proposition 7.32. Thus, the assertion follows from
Lemma 7.31 and Claim 3 of Proposition 7.32.
7.8 Semi-strongly unimodal sequences by the merged-log-
concavity
We discuss semi-strongly unimodal sequences of parcels along fitting paths by
the merged-log-concavity. This generalizes Inequality 1.1.8 for suitable parcels of
general widths.
Let us use the following total positivity or negativity of parcels.
Lemma 7.34. Let F = Λ(s, l, w,, fs, φ, ρ, x,X). Then, we have either
Fm(r) > 0
for each r ∈ AX and mCZl s, or
Fm(r) < 0
for each r ∈ AX and mCZl s.
Proof. Assume
Fm(λ) > 0 (7.8.1)
for some n ∈ Zl and λ ∈ AX .
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Let us prove that Fn(r) > 0 for each r ∈ AX . Proposition 7.32 gives∏
φ(x)n◦w >AX 0, (7.8.2)
[n]!wx >AX 0. (7.8.3)
Thus, Inequalities 7.8.1, 7.8.2, and 7.8.3 yield
fs,n(λ) > 0, (7.8.4)
because we have
Fn = fs,n∏
φ(x)n◦w · [n]!wx
. (7.8.5)
Also, we have f 2s,n  0, since fs is doubly (s, l,)-positive. Thus, we obtain
f 2s,n >AX 0.
In particular, by Claim 3 in Lemma 7.30, there exist g1, g2 ∈ Q[X] such that
g1
g2
= fs,n,
g1(r), g2(r) 6= 0
for each r ∈ AX . Hence, fs,n(r) ∈ R 6=0 for each r ∈ AX . This gives
fs,n(r) > 0
for each r ∈ AX by Inequality 7.8.4, because g1 and g2 are continuous on AX .
Therefore, we obtain Fn(r) > 0 for each r ∈ AX by Equation 7.8.5 and Inequalities
7.8.1, 7.8.2, and 7.8.3.
Let us prove that Fm(r) > 0 for each m CZl s and r ∈ AX . Let n′ CZl s.
Then, since fs is doubly (s, l, >AX )-positive, we have fs,nfs,n′ >AX 0. This gives
fs,n(λ)fs,n′(λ) > 0. In particular, signs of fs,n(λ) and fs,n′(λ) coincide. Thus, we
obtain Fs,n′(λ) > 0. Therefore, Fs,n′(r) > 0 for each r ∈ AX as above.
When Fn(λ) < 0 for some n ∈ Zl and λ ∈ AX , similar arguments give Fm(r) <
0 for each mCZl s and r ∈ AX .
Let us introduce the following notation for real numbers of parcels along fitting
paths.
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Definition 7.35. Let F = Λ(s, l, w,, fs, φ, ρ, x,X). Assume a fitting path P =
{(s, l,mi, ni, ki)}iCZθ and r ∈ AX .
1. Let us define the gate e(θ) ∈ Zˆ2 such that
e(θ) = (θ1 − 1, θ2 + 1).
2. Let us define a sequence uP,F ,r = {uP,F ,r,i ∈ R}iCZe(θ) by the following.
(a) If θ2 <∞, then let
uP,F ,r,θ1−1 = Fmθ1kθ1 (r),
uP,F ,r,θ1 = Fm∧θ1 (r),
uP,F ,r,θ1+1 = Fm∧θ1+1(r) = Fnθ1kθ1 (r),
uP,F ,r,θ1+2 = Fm∧θ1+2(r) = Fnθ1+1kθ1+1(r),
· · ·
uP,F ,r,θ2 = Fm∧θ2 (r) = Fnθ2−1kθ2−1(r),
uP,F ,r,θ2+1 = Fnθ2kθ2 (r).
(b) If θ2 =∞, then let
uP,F ,r,θ1−1 = Fmθ1kθ1 (r),
uP,F ,r,θ1 = Fm∧θ1 (r),
uP,F ,r,θ1+1 = Fm∧θ1+1(r) = Fnθ1kθ1 (r),
uP,F ,r,θ1+2 = Fm∧θ1+2(r) = Fnθ1+1kθ1+1(r),
· · · .
In particular, we obtain the following proposition for fitting paths of type 1-1.
Proposition 7.36. Assume a fitting path P = {(s, l,mi, ni, ki)}iCZθ of type 1-1
and F = Λ(s, l, w,, fs, φ, ρ, x,X). For some r ∈ AX , let us consider the sequence
uP,F ,r = {uP,F ,r,i ∈ R}iCZe(θ).
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1. Suppose λ1 = θ2 − θ1 <∞. Then, we have
uP,F ,r,θ1−1 = Fmθ1kθ1 (r), (7.8.6)
uP,F ,r,θ1 = Fm∧θ1 (r), (7.8.7)
uP,F ,r,θ1+1 = Fmθ1kθ1 (r), (7.8.8)
uP,F ,r,θ1+2 = Fmθ∧1 (−kθ1 )kθ1 (r), (7.8.9)
· · · ,
uP,F ,r,θ1+i1 =
{
Fmθ1(−i2kθ1 )(i2+1)kθ1 (r) if i1 = 2i2 + 1,
Fm∧θ1(−i2kθ1 )i2kθ1 (r) if i1 = 2i2,
(7.8.10)
· · · ,
uP,F ,r,θ2+1 =
{
Fmθ1(−(λ2+1)kθ1 )(λ2+1)kθ1 (r) if λ1 = 2λ2 + 1,
Fm∧θ1(−λ2kθ1 )(λ2+1)kθ1 (r) if λ1 = 2λ2.
(7.8.11)
2. Suppose θ2 =∞. Then, we have
uP,F ,r,θ1−1 = Fmθ1kθ1 (r),
uP,F ,r,θ1 = Fm∧θ1 (r),
uP,F ,r,θ1+1 = Fmθ1kθ1 (r),
uP,F ,r,θ1+2 = Fmθ∧1 (−kθ1 )kθ1 (r),
· · · ,
uP,F ,r,θ1+i1 =
{
Fmθ1(−i2kθ1 )(i2+1)kθ1 (r) if i1 = 2i2 + 1,
Fm∧θ1(−i2kθ1 )i2kθ1 (r) if i1 = 2i2,
· · · .
Proof. Let us prove Claim 1. We obtain Equation 7.8.6 by Definition 7.35. Equa-
tion 7.8.10 holds by Proposition 7.19. Also, Equation 7.8.10 gives Equations 7.8.7,
7.8.8, and 7.8.9.
Let us prove Equations 7.8.11. By Proposition 7.19, we have
mθ2  kθ2
= mθ1+λ1  kθ2
=
{
(mθ1  (−λ2kθ1) (λ2 + 1)kθ1)∧  kθ2 if λ1 = 2λ2 + 1,
(m∧θ1  (−λ2kθ1) λ2kθ1)∧  kθ2 if λ1 = 2λ2.
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Thus, by Lemmas 7.3 and 7.18, we have
mθ2  kθ2
=
{
m∧θ1  (λ2kθ1) (−(λ2 + 1)kθ1) kθ2 if λ1 = 2λ2 + 1,
mθ1  (λ2kθ1) (−λ2)kθ1  kθ2 if λ1 = 2λ2,
=
{
m∧θ1  ((λ2 + 1)kθ1) (−(λ2 + 1)kθ1) if λ1 = 2λ2 + 1,
mθ1  (λ2 + 1)kθ1  (−λ2)kθ1 if λ1 = 2λ2.
We have mθ2 = nθ2 , since P is a fitting path of type 1-1. Thus, we have
uP,F ,r,θ2+1 = Fnθ2kθ2 (r)
= Fmθ2kθ2 (r)
=
{
Fm∧θ1((λ2+1)kθ1 )(−(λ2+1)kθ1 )(r) if λ1 = 2λ2 + 1,
Fmθ1(λ2+1)kθ1(−λ2)kθ1 (r) if λ1 = 2λ2.
Therefore, Equation 7.8.11 holds. Claim 2 follows similarly.
Let us put the notion of wrapped fitting paths.
Definition 7.37. Suppose a fitting path P = {(s, l,mi, ni, ki)}iCZθ. Let us call P
wrapped, if P satisfies the following conditions.
mθ1  kθ1 CZl s, (7.8.12)
nθ2  kθ2 CZl s when θ2 <∞. (7.8.13)
We refer to Conditions 7.8.12 and 7.8.13 as the lower inclusion condition and the
upper inclusion condition of the fitting path P .
Let us write down the following lemma on the strong log-concavity and the
semi-strong unimodality of real numbers for our reference.
Lemma 7.38. If r = {ri ∈ R>0}iCZs is strongly log-concave, then r is semi-
strongly unimodal. If r = {ri ∈ R<0}iCZs is strongly log-concave, then −r =
{−ri ∈ R>0}iCZs is semi-strongly unimodal.
Proof. Let us prove the first statement. Assume i− 1, i+ 1CZ s. Then, the strong
log-concavity of r gives
r2i − ri−1ri+1 > 0.
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Then, ri−1 > 0 and ri > 0 imply
ri
ri−1
>
ri+1
ri
. (7.8.14)
Assume that rδ+1
rδ
≤ 1 for some δ ∈ Z such that δ + 1, δ CZ s. Then, whenever
λ+ 1CZ s and λ+ 1 > δ + 1, we have
1 ≥ rδ+1
rδ
> · · · > rλ+1
rλ
by Inequality 7.8.14. Thus, we have
rδ ≥ rδ+1 > · · · > rλ > rλ+1
by ri > 0 for each iCZ s. Therefore, r is semi-strongly unimodal.
The latter statement holds similarly.
We introduce the following notion of reflexive parcels.
Definition 7.39. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X).
1. Let r ∈ AX . We call F reflexive at r, if
Fm(r) = Fm∧(r)
for each m ∈ Zl.
2. If F is reflexive at every r ∈ AX , we simply call F reflexive.
Let us prove the following lemma on reflexive parcels.
Lemma 7.40. Let F = Λ(s, l, w,, fs, φ, ρ, x,X) and r ∈ AX . The parcel F is
reflexive at r, if F and r satisfy the following conditions.
1. fs,m(r) = fs,m∧(r) for each m ∈ Zl.
2. x and w are symmetric.
Proof. Since Fm = fm∏φ(x)m◦w·[m]!wx for each mCZl s, the statement follows.
In particular, we have the following (see Remark 4.32).
Proposition 7.41. Let l ∈ Z≥1. Suppose a monomial index (l, w, γ) with sym-
metric tuples w, (γ1,1, γ2,1, · · · , γl,1) and (γ1,2, γ2,2, · · · , γl,2). Let x = ιl(q). Then, a
monomial parcel F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X) is reflexive.
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Proof. The statement follows from Definition 4.34 and Lemma 7.40.
Remark 7.42. Hence, we obtain semi-strongly unimodal sequences of monomial
parcels of general widths. We use reflexive parcels to obtain semi-strongly unimodal
sequences along fitting paths. However, we do not assume the reflexive property
of a parcel in general. This is to obtain many polynomials with positive integer
coefficients as merged determinants of a fitting tuple.
For example, let s = (0,∞), l = 2, w = (1, 1), x = ιl(q), and X = {q 12}. Con-
sider the fitting tuple (s, l,m, n, k) = (s, l, (1, 1), (1, 1), (0, 0, 1, 0)). Also suppose
monomial indices
(l, w, κ1) = (l, w, ((0, 0, 0), (0, 0, 0))),
(l, w, κ2) =
(
l, w,
(
(0, 0, 0) ,
(
1
2
, 0, 0
)))
.
Then, F = Λ(s, l, w,,Ψs,κ1 , x,X) is reflexive, but G = Λ(s, l, w,,Ψs,κ2 , x,X)
is not reflexive at any r ∈ AX . Furthermore, we have distinct polynomials with
positive integer coefficients as their merged determinants:
∆(F)(s, l, w,m, n, k, x,X) = 3q + 1,
∆(G)(s, l, w,m, n, k, x,X) = q 32 + 2q + q 12 .
By Definition 2.6, the -merged-log-concavity implies the >AX -merged-log-
concavity. Hence, let us state the following lemma to obtain short semi-strongly
unimodal sequences by the >AX -merged-log-concavity.
Lemma 7.43. Let us take a zero-length fitting path P = {(s, l,mi, ni, ki)}iCZθ and
r ∈ AX . Suppose that F = Λ(s, l, w,, fs, φ, ρ, x,X) is >AX -merged-log-concave
and reflexive at r. Then, we have the following.
1. The sequence of real numbers
uP,F ,r = {uP,F ,r,i}iCZe(θ)
is strongly log-concave.
2. Furthermore, uP,F ,r or −uP,F ,r is semi-strongly unimodal, if P is wrapped.
Proof. Suppose θ = (1, 1), since P has the zero-length. Then, by e(θ) = (0, 2), we
want to prove the strong log-concavity of the following sequence:
uP,F ,r,0 = Fm1k1(r), (7.8.15)
uP,F ,r,1 = Fm∧1 (r), (7.8.16)
uP,F ,r,2 = Fn1k1(r). (7.8.17)
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Let a = ν(k1) and b = ν(m1, n1, k1).
Then, by the >AX -merged-log-concavity of F , we have
∆(F)(s, l, w,m1, n1, k1, φ, ρ, x,X)
=
∏
(φ(xρ)unionsq)(b−a)◦w
unionsq · [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
· (Fm1Fn∧1 −Fm1k1F(n1k1)∧)
>AX 0. (7.8.18)
Therefore, Lemma 7.31, Corollary 7.33, and Inequality 7.8.18 yield
Fm1Fn∧1 −Fm1k1F(n1k1)∧ >AX 0. (7.8.19)
Since F is reflexive at r, we have
Fm1(r) = Fm∧1 (r),
F(n1k1)∧(r) = Fn1k1(r).
Also, since m1 = n∧1 or m1 = n1, we have
Fn∧1 (r) = Fm∧1 (r)
by the reflexivity of F at r. Thus, Inequality 7.8.19 gives
Fm∧1 (r)Fm∧1 (r)−Fm1k1(r)Fn1k1(r) >AX 0.
Then, Equations 7.8.15, 7.8.16, and 7.8.17 give
u2P,F ,r,1 − uP,F ,r,0uP,F ,r,2 > 0.
Therefore, uP,F ,r is strongly log-concave.
For the latter statement, if m1  k1 CZl s and n1  k1 CZl s hold, then we
have uP,F ,r,0 = Fm1k1(r) 6= 0 and uP,F ,r,2 = Fn1k1(r) 6= 0 by the definition of F .
Hence, the latter statement holds by Lemmas 7.34 and 7.38.
Then, we obtain the following semi-strongly unimodal sequences by the merged-
log-concavity.
Theorem 7.44. Suppose a fitting path P = {Pi = (s, l,mi, ni, ki)}iCZθ. Also, as-
sume that F = Λ(s, l, w,, fs, φ, ρ, x,X) is >AX -merged-log-concave and reflexive
at some r ∈ AX . Let us take the sequence uP,F ,r = {uP,F ,r,i ∈ R}iCZe(θ). Then, we
have the following.
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1. uP,F ,r is strongly log-concave.
2. uP,F ,r or −uP,F ,r is semi-strongly unimodal, if P is wrapped.
Proof. Let us prove Claim 1. For each j CZ θ, Qj = {Pi}iCZ(j,j) is a zero-length
fitting path. Let us fix some λ such that λ, λ + 1 CZ θ. Then, λ CZ θ gives the
sequence uQλ,F ,r such that
uQλ,F ,r,λ−1 = Fmλkλ(r), (7.8.20)
uQλ,F ,r,λ = Fm∧λ (r), (7.8.21)
uQλ,F ,r,λ+1 = Fnλkλ(r).
Also, λ+ 1CZ θ gives the sequence uQλ+1,F ,r such that
uQλ+1,F ,r,λ = Fmλ+1kλ+1(r),
uQλ+1,F ,r,λ+1 = Fm∧λ+1(r), (7.8.22)
uQλ+1,F ,r,λ+2 = Fnλ+1kλ+1(r).
We have that
uQλ,F ,r,λ+1 = Fnλkλ(r) = Fm∧λ+1(r) = uQλ+1,F ,r,λ+1.
Furthermore, we have mλ+1kλ+1 = (nλkλ)∧kλ+1 = n∧λ by Lemma 7.18. Also,
we have Fm∧λ (r) = Fn∧λ (r) by the reflexive property of F at r, because mλ = n∧λ or
mλ = nλ. Thus, we obtain
uQλ,F ,r,λ = Fm∧λ (r) = Fmλ+1kλ+1(r) = uQλ+1,F ,r,λ.
Therefore, it follows that
uQλ,F ,r,λ−1 = Fmλkλ(r),
uQλ,F ,r,λ = uQλ+1,F ,r,λ,
uQλ,F ,r,λ+1 = uQλ+1,F ,r,λ+1, (7.8.23)
uQλ+1,F ,r,λ+2 = Fnλ+1kλ+1(r). (7.8.24)
Moreover, let us confirm
uQλ,F ,r,λ−1 = uP,F ,r,λ−1, (7.8.25)
uQλ,F ,r,λ = uP,F ,r,λ, (7.8.26)
uQλ,F ,r,λ+1 = uP,F ,r,λ+1, (7.8.27)
uQλ+1,F ,r,λ+1 = uP,F ,r,λ+2. (7.8.28)
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First, let us prove Equations 7.8.26 and 7.8.27. By Definition 7.35 of uP,F ,r and
Equation 7.8.21, we have
uQλ,F ,r,λ = Fm∧λ (r) = uF,F ,r,λ.
By Equations 7.8.22 and 7.8.23, we have
uQλ,F ,r,λ+1 = uQλ+1,F ,r,λ+1 = Fm∧λ+1(r) = uF,F ,r,λ+1.
Therefore, we obtain Equations 7.8.26 and 7.8.27.
Second, let us prove Equation 7.8.25. If λ − 1 6CZ θ, then Equation 7.8.25
holds by Definition 7.35 of uP,F ,r and Equation 7.8.20, since λCZ θ. Hence, let us
suppose λ − 1 CZ θ. Then, mλ = (nλ−1  kλ−1)∧. Also, we have n∧λ−1 = m∧λ−1 or
nλ−1 = m∧λ−1. Thus, Lemma 7.18 and the reflexive property of F at r imply
uQλ,F ,r,λ−1 = Fmλkλ(r)
= F(nλ−1kλ−1)∧kλ(r)
= Fn∧λ−1(r)
= Fm∧λ−1(r)
= uP,F ,r,λ−1.
Therefore, Equation 7.8.25 follows.
Third, let us prove Equation 7.8.28. If λ+2 6CZ θ, then Equation 7.8.28 follows
from Definition 7.35 of uP,F ,r and Equation 7.8.24, since λ + 1 CZ θ. Hence, let
us suppose λ+ 2CZ θ. Then, (nλ+1  kλ+1)∧ = mλ+2. Moreover, Equation 7.8.24
gives
uQλ+1,F ,r,λ+1 = Fnλ+1kλ+1(r) = Fm∧λ+2(r) = uP,F ,r,λ+2.
Thus, Equation 7.8.28 follows.
Therefore, we obtain Equations 7.8.25, 7.8.26, 7.8.27, and 7.8.28. In particular,
Claim 1 holds, since Lemma 7.43 on uQλ,F ,r and uQλ+1,F ,r gives
uP,F ,r,λ(r)2 − uP,F ,r,λ−1(r)uP,F ,r,λ+1(r) > 0,
uP,F ,r,λ+1(r)2 − uP,F ,r,λ(r)uP,F ,r,λ+2(r) > 0.
Let us prove Claim 2. The wrapped property of P in Definition 7.37 implies
uP,F ,r,θ1−1(r) = Fmθ1kθ1 (r) 6= 0,
uP,F ,r,θ2+1(r) = Fmθ2kθ2 (r) 6= 0 if θ2 <∞.
Therefore, uP,F ,r or −uP,F ,r is semi-strongly unimodal by Claim 1 and Lemmas
7.34 and 7.38.
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Remark 7.45. Let us take the notation of Theorem 7.44. Suppose that P is
unwrapped. Then, we still have the following semi-strongly unimodal sequences by
Theorem 7.44.
1. The first one is
{uP,F ,r,i}iCZθ or − {uP,F ,r,i}iCZθ,
if neither the lower nor upper inclusion condition holds for P .
2. The second one is
{uP,F ,r,i}iCZ(θ1−1,θ2) or − {uP,F ,r,i}iCZ(θ1−1,θ2),
if only the lower inclusion condition of P holds.
3. The third one is
{uP,F ,r,i}iCZ(θ1,θ2+1) or − {uP,F ,r,i}iCZ(θ1,θ2+1),
if only the upper inclusion condition of P holds.
For example, suppose that s is semi-infinite. Then, the upper inclusion condition
of P follows. Also, we obtain the lower inclusion condition of P , adding some
h ∈ Z to m1 and n1 (see the base height h in Definition 7.21).
The following lemma proves the lower inclusion condition of infinite-fitting
paths Ps,l,ξ,h of Definition 7.21.
Lemma 7.46. For a Young diagram ξ ∈ Zp≥1 such that ξ1 ≤ l, suppose an infinite-
length fitting path P = Ps,l,ξ,h = {(s, l,mi, ni, ki)}iCZθ. Then, P is wrapped, if
h ≥ 3n≤l−1(ξ). (7.8.29)
Proof. Since s is semi-infinite, the upper inclusion condition of P holds. Let us
confirm that Inequality 7.8.29 gives the lower inclusion condition of P . Let ai =
ν(ki) for each iCZ θ. Then, a1,1 = 0 implies σ(k1)1 = a1,2l by Definitions 2.25 and
2.27. Thus, since p = n≤l−1(ξ) + nl(ξ), Theorem 7.22 gives
σ(k1)1 = a1,2l
= κ(l, ξ) + n≤l−1(ξ)
= 3n≤l−1(ξ) + nl(ξ)
= p+ 2n≤l−1(ξ).
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Also, Theorem 7.22 gives
m1 ≥ s1 + h+ p− n≤l−1(ξ).
In particular, we obtain
m1  k1 ≥ s1 + h+ p− n≤l−1(ξ)− σ(k1)1
= s1 + h+ nl(ξ)− (p+ 2n≤l−1(ξ))
= s1 + h− 3n≤l−1(ξ).
Therefore, Inequality 7.8.29 implies that m1k1 ≥ s1, which is the lower inclusion
condition of the fitting path P .
Then, we obtain the following infinite-length semi-strongly unimodal sequences
by the merged-log-concavity and Young diagrams.
Proposition 7.47. Suppose a semi-infinite gate s ∈ Zˆ2≥0 and θ = (1,∞). Also,
assume that F = Λ(s, l, w,, fs, φ, ρ, x,X) is -merged-log-concave and reflexive
at some r ∈ AX . For a Young diagram ξ ∈ Zp≥1 such that ξ1 ≤ l, let P = Ps,l,ξ,h =
{(s, l,mi, ni, ki)}iCZθ. Then, it holds the following.
1. uP,F ,r is a strongly log-concave and infinite-length sequence.
2. uP,F ,r or −uP,F ,r is a semi-strongly unimodal and infinite-length sequence, if
h ≥ 3n≤l−1(ξ).
Proof. Claim 1 follows from Theorems 7.22 and 7.44. Moreover, Lemma 7.46 yields
Claim 2.
8 Variation of semi-strongly unimodal sequences
and algebraic varieties of critical points
There are increasing and hill-shape sequences, or decreasing and hill-shape se-
quences. There are also increasing and asymptotically hill-shape sequences, which
we explain for the merged-log-concavity in this section. We use these boundary
sequences to study critical points of the variation of semi-strongly unimodal se-
quences by the merged-log-concavity. Moreover, we obtain algebraic varieties of
these critical points in a suitable setting.
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8.1 Increasing, hill-shape, and decreasing sequences
Hill-shape sequences have at least three terms by the condition s1 < λ < s2 in
Definition 1.2. Hence, let us state the following lemma.
Lemma 8.1. Assume a semi-strongly unimodal sequence r = {ri ∈ R}iCZs such
that s2 − s1 ≥ 2. Let δ be the mode of r.
1. If δ = s2, then r is a strictly increasing sequence.
2. If δ = s1 and rδ > rδ+1, then we obtain a strictly decreasing sequence:
rδ > rδ+1 > rδ+2 > · · · .
3. In other cases, r is a hill-shape sequence. In particular, we have
· · · < rλ−1 < rλ ≥ rλ+1 > rλ+2 > · · · .
Proof. Let us prove Claim 1. If s2 < ∞, then Claim 1 follows from Definition
1.10, since rδ+1 does not exist. If δ = s2 = ∞, then we obtain the sequence
rs1 < rs1+1 < · · ·, since rδ and rδ+1 do not exist.
Claim 2 holds by Definition 1.10 and the assumption rδ > rδ+1. Hence, let us
prove Claim 3. When s1 < δ < s2, the inequality δ <∞ gives hill-shape sequences
by Definitions 1.2 and 1.10. When δ = s1 and rδ = rδ+1, the inequality s2− s1 ≥ 2
again gives hill-shape sequences.
We use the notion of semi-strongly unimodal sequences, not the notion of gen-
eral unimodal sequences in Definition 1.1. To explain this, let us consider a uni-
modal sequence rq = {rq,i ∈ R}iCZs for s = (0,∞) ∈ Zˆ2 and a parameter 0 < q < 1.
Then, we study the variation of unimodal sequences rq as q varies. In particular,
we want to know when rq changes from a decreasing sequence to a hill-shape se-
quence, as we vary 0 < q < 1. Therefore, we want to know when rq becomes
decreasing and hill-shape.
When rq is only supposed to be unimodal, rq becomes decreasing and hill-shape
by the following closed-open condition
rq,s1 = · · · = rq,λ > rq,λ+1
for each λ ∈ Z such that 0 < λ ≤ ∞. Thus, there exist infinitely many closed-open
conditions to obtain decreasing and hill-shape sequences for a general unimodal
sequence.
However, semi-strongly unimodal sequences give the following proposition.
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Proposition 8.2. Consider a semi-strongly unimodal sequence r = {ri ∈ R}iCZs
for a gate s = (s1, s2) ∈ Zˆ2 such that s2 − s1 ≥ 2. Then, we have the following.
1. r is decreasing and hill-shape if and only if
rs1 = rs1+1. (8.1.1)
2. r is increasing and hill-shape if and only if
s2 <∞, (8.1.2)
rs2−1 = rs2 . (8.1.3)
Proof. Let us prove Claim 1. First, assume Equation 8.1.1. Then, Definition
1.10 implies rs1 = rs1+1 > rs1+2 > · · ·, which is hill-shape by Definition 1.2 and
decreasing.
Second, assume that r is decreasing and hill-shape. Let δ be the mode of r. If
s1 < δ ≤ s2, then r can not be decreasing by Lemma 8.1. Hence, let us consider
the case s1 = δ. Then, the only case when r becomes decreasing and hill-shape is
rδ = rδ+1. Thus, Claim 1 follows.
Let us prove Claim 2. Suppose that Conditions 8.1.2 and 8.1.3 hold. Then, by
Definition 1.10, we have the increasing and hill-shape sequence · · · < rs2−1 = rs2 .
Conversely, assume that r is increasing and hill-shape. Let δ be the mode of
r. Then, s2 = ∞ can not happen as follows. Assume s2 = ∞. Then, by Lemma
8.1, δ < ∞ implies that r is not increasing, and δ = ∞ implies that r is strictly
increasing. Thus, s2 < ∞. Moreover, δ = s2 − 1 and rs2−1 = rs2 have to hold by
Definition 1.10. Therefore, Claim 2 follows.
8.2 Critical points of semi-strongly unimodal sequences
We introduce the notion of critical points of semi-strongly unimodal sequences by
merged-log-concave parcels. Let us make the following notion of merged pairs.
Definition 8.3. Suppose a wrapped fitting path P = {(s, l,mi, ni, ki)}iCZθ and a
gate χ ∈ Z2. Also, assume a parcel family F = {Fi = Λ(s, li, wi,i, fi,s, φi, ρi, xi, X)}iCZχ
such that each Fi satisfies the following three conditions.
1. Fi is reflexive.
2. Fi is >AX -merged-log-concave.
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3. Fi satisfies Fi,mj(r) > 0 of some r ∈ AX and mj CZl s.
Then, let us introduce the following terminology.
(a) We call (P,F) χ-merged pair with the gate θ.
(b) When χ1 = χ2, we simply call (P,Fχ1) merged pair with the gate θ.
By Lemma 7.34 and Theorem 7.44, a χ-merged pair (P,F) with a gate θ gives
the semi-strongly unimodal sequence
uP,Fj ,r = {uP,Fj ,r,i ∈ R>0}iCZe(θ)
for each j CZ χ and r ∈ AX .
Let us define front and rear critical points of semi-strongly unimodal sequences
of merged pairs.
Definition 8.4. Assume a family F = {Fi = Λ(s, li, wi,i, fi,s, φi, ρi, xi, X)}iCZχ.
Let us consider a χ-merged pair (P,F) of a gate θ.
1. We call r ∈ AX front critical point of (P,F), if the semi-strongly unimodal
sequence
uP,Fi,r = {uP,Fi,r,j}jCZe(θ)
is decreasing and hill-shape for each iCZ χ.
2. We call r ∈ AX rear critical point of (P,F), if the semi-strongly unimodal
sequence
uP,Fi,r = {uP,Fi,r,j}jCZe(θ)
is increasing and hill-shape for each iCZ χ.
We use adjectives front and rear in Definition 8.4 by the following reasons. By
Proposition 8.2, uP,Fi,r is decreasing and hill-shape, if front terms uP,Fi,r,θ1−1 and
uP,Fi,r,θ1 satisfy
uP,Fi,r,θ1−1 = uP,Fi,r,θ1 .
Similarly, uP,Fi,r of a finite θ is increasing and hill-shape, if rear terms uP,Fi,r,θ2 and
uP,Fi,r,θ2+1 satisfy
uP,Fi,r,θ2 = uP,Fi,r,θ2+1.
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By Proposition 8.2 a rear critical point exists only if the gate θ in Definition
8.4 is finite. However, there are parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) and fitting
path P such that the merged pair (P,F) has the following property (see Section
9.2 for such an example). We have b1, b2, b3 ∈ AX such that uP,F ,r is hill-shape for
each b1 ≤ r < b2, and uP,F ,r is strictly increasing for each b2 ≤ r ≤ b3. Hence, let
us use the following notion of asymptotically hill-shape sequences.
Definition 8.5. Suppose a strictly increasing sequence r = {ri ∈ R≥0}iCZθ for a
semi-infinite gate θ ∈ Zˆ2. The sequence r is said to be asymptotically hill-shape, if
lim
i→∞
ri+1
ri
= 1.
Then, we introduce the following notion of asymptotic critical points of merged
pairs.
Definition 8.6. Suppose F = {Fi = Λ(s, li, wi,i, fi,s, φi, ρi, xi, X)}iCZχ. Also,
assume a χ-merged pair (P,F) of a semi-infinite gate θ. Let us call r ∈ AX
asymptotic critical point of the merged pair (P,F), if
lim
j→∞
Fi,mj+1(r)
Fi,mj(r)
= lim
j→∞
Fi,njkj(r)
Fi,nj(r)
= 1
for each iCZ χ.
Let us state the following proposition for asymptotic critical points of merged
pairs and asymptotically hill-shape sequences of real numbers.
Proposition 8.7. Suppose a family F = {Fi = Λ(s, li, wi,i, fi,s, φi, ρi, xi, X)}iCZχ
and a χ-merged pair (P,F) of a semi-infinite gate θ. Also, assume an asymptotic
critical point r ∈ AX . Then, uP,Fi,r is asymptotically hill-shape for each iCZ χ.
Proof. By Definition 8.3, each uP,Fi,r consists of positive numbers. Hence, let us
prove that each sequence uP,Fi,r is strictly increasing. Assume some j CZ χ such
that uP,Fj ,r is hill-shape or decreasing. Then, since P is infinite-length, there exists
λ1 CZ θ such that
uP,Fj ,r,λ1 > uP,Fj ,r,λ1+1 > · · · .
Furthermore, since uP,Fj ,r is strongly log-concave by Theorem 7.44, we have
1 ≥ uP,Fj ,r,λ1+1
uP,Fj ,r,λ1
>
uP,Fj ,r,λ1+2
uP,Fj ,r,λ1+1
> · · · .
This contradicts r to be an asymptotic critical point by Definition 8.6. Thus, uP,Fi,r
is strictly increasing for each iCZ χ. Therefore, each uP,Fi,r is asymptotically hill-
shape by Definitions 8.5 and 8.6.
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8.3 Analytic study of merged pairs and semi-strongly uni-
modal sequences
Consider F = Λ(s, l, w,, fs, φ, ρ, x,X), a fitting path P = {(s, l,mi, ni, ki)}iCZθ,
and the merged pair (P,F). Let r ∈ AX . Then, the reflexive property of F implies
uP,F ,r,j+1
uP,F ,r,j
=
Fm∧j+1(r)
Fm∧j (r)
=
Fnjkj(r)
Fnj(r)
(8.3.1)
for each j CZ θ. Thus, we make an analytical study of the merged pair (P,F) and
the semi-strongly unimodal sequences uP,F ,r, taking limits of ratios in Equations
8.3.1. In particular, we obtain certain vanishing constraints of parcel numerators
by the merged-log-concavity.
Let us prove the following lemma for ratios above.
Lemma 8.8. Let us take F = Λ(s, l, w,, fs, φ, ρ, x,X), a fitting path P =
{(s, l,mi, ni, ki)}iCZθ, and the merged pair (P,F). Suppose the canonical mediator
ψ(x) = (1− x1, · · · , 1− xl) ∈ Q(X)l. Let κ = kθ1. Then, we have the following.
1. For each j CZ θ, there exists the following equation:
Fnjkj
Fnj
=
fs,njκ
fs,nj
·
∏
ψ(x)σ(κ)
∧◦w∏
φ(x)σ(κ)∧◦w
· 1∏
1≤i≤l(1− xnj,i+1i )wi · · · (1− xnj,i+σ(κ)
∧
i
i )
wi
.
(8.3.2)
2. Assume that P is infinite-length. Then, it holds that
lim
j→∞
∏
1≤i≤l
(1− xi(r)nj,i+1)wi · · · (1− xi(r)nj,i+σ(κ)∧i )wi = 1 (8.3.3)
for each r ∈ AX .
Proof. Let us prove Claim 1. By Lemma 7.3, we have σ(kj) = σ(κ) and nj  kj =
nj  κ for each j CZ θ. Thus, Definition 2.25 gives
(nj  kj)− nj = σ(kj)∧ = σ(κ)∧.
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Therefore, we obtain
Fnjkj
Fnj
=
∏
φ(x)nj◦w · [nj]!wx
fs,nj
· fs,njkj∏
φ(x)(njkj)◦w · [nj  kj]!wx
=
fs,njκ
fs,nj
· 1∏
φ(x)σ(κ)∧◦w
· [nj]!
w
x
[nj  κ]!wx
=
fs,njκ
fs,nj
·
∏
ψ(x)σ(κ)
∧◦w∏
φ(x)σ(κ)∧◦w
· [nj]!
w
x∏
1≤i≤l(1− xi)σ(κ)∧i ·wi · [nj  κ]!wx
. (8.3.4)
Moreover, there exist the following equations:
[nj  κ]!wx
[nj]!wx
=
∏
1≤i≤l
[nj,i + 1]
wi
xi
· · · [nj,i + σ(κ)∧i ]wixi ,
and
(1− xi)σ(κ)∧i ·wi · [nj,i + 1]wixi · · · [nj,i + σ(κ)∧i ]wixi
= (1− xnj,i+1i )wi · · · (1− xnj,i+σ(κ)
∧
i
i )
wi .
(8.3.5)
Thus, Claim 1 holds by Equations 8.3.4 and 8.3.5.
Let us prove Claim 2. Since xi is -admissible variable, we have 0 < xi(r) < 1
for each r ∈ AX by Lemma 2.16. Thus, Lemma 7.5 gives Equation 8.3.3 for each
r ∈ AX .
We introduce the following notion of tame parcels to discuss asymptotic critical
points of merged pairs by polynomials.
Definition 8.9. Assume F = Λ(s, l, w,, fs, φ, ρ, x,X) and an infinite-length fit-
ting path P = {(s, l,mi, ni, ki)}iCZθ. We call F tame along P , if there exists some
t ∈ Q(X) such that
t ≥AX 0,
t(r) = lim
i→∞
fs,niki(r)
fs,ni(r)
for each r ∈ AX . We call this t tame factor of F along P .
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Then, let us prove the following proposition for an analytic study of merged
pairs and their semi-strongly unimodal sequences.
Proposition 8.10. Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X), an infinite-length fit-
ting path P = {(s, l,mi, ni, ki)}iCZθ, and the merged pair (P,F). Also, assume the
canonical mediator ψ(x) = (1 − x1, · · · , 1 − xl) ∈ Q(X)l. Let κ = kθ1. Then, it
holds the following.
1. Suppose
lim
j→∞
fs,njkj
fs,nj
(r) = 0 (8.3.6)
for some r ∈ AX . Then, we have
lim
j→∞
Fnjkj
Fnj
(r) = 0. (8.3.7)
Furthermore, uP,F ,r = {uP,F ,r,i}iCZe(θ) is hill-shape or decreasing such that
lim
i→∞
uP,F ,r,i = 0. (8.3.8)
2. For each r ∈ AX , the following equation
lim
j→∞
fs,njkj
fs,nj
(r) =∞
does not occur.
3. Assume that F is tame along P with the tame factor t ∈ Q(X). Then, we
have the following.
(a) There exists the following equation:
lim
j→∞
Fnjkj(r)
Fnj(r)
= t(r) ·
∏
ψ(x(r))σ(κ)
∧◦w∏
φ(x(r))σ(κ)∧◦w
. (8.3.9)
(b) Each r ∈ AX satisfies
lim
j→∞
Fnjkj(r)
Fnj(r)
= 1 (8.3.10)
if and only if∏
φ(x(r))σ(κ)
∧◦w − t(r) ·
∏
ψ(x(r))σ(κ)
∧◦w = 0. (8.3.11)
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(c) There exist g1, g2, h1, h2 ∈ Q[X] with h1(r), h2(r) 6= 0 for each r ∈ AX
such that∏
φ(x(r))σ(κ)
∧◦w − t(r) ·
∏
ψ(x(r))σ(κ)
∧◦w = 0
if and only if
(h2g1 − h1g2)(r) = 0
for each r ∈ AX .
Proof. Let us prove Claim 1. Proposition 7.32 gives∏
φ(x(r))σ(κ)
∧◦w > 0, (8.3.12)∏
ψ(x(r))σ(κ)
∧◦w > 0 (8.3.13)
for each r ∈ AX . Therefore, we obtain Equation 8.3.7 from Lemma 8.8 and
Equation 8.3.6.
Let us obtain Equation 8.3.8. Equations 8.3.1 and 8.3.7 give
lim
j→∞
uP,F ,r,j+1
uP,F ,r,j
= 0. (8.3.14)
Furthermore, the sequence uP,F ,r consists of positive real numbers by Definition
8.3. Also, uP,F ,r is semi-strongly unimodal by Theorem 7.44. Therefore, there
exists some λ2CZ θ such that {uP,F ,r,λ1 > 0}λ1≥λ2 is a strictly decreasing sequence.
In particular, there exists some v ∈ R≥0 such that
lim
j→∞
uP,F ,r,j = v.
If v > 0, then
lim
j→∞
uP,F ,r,j+1
uP,F ,r,j
= 1
against Equation 8.3.14. Thus, we obtain Equation 8.3.8.
Let us prove Claim 2. We assume otherwise. Then, Lemma 8.8 and Inequalities
8.3.12 and 8.3.13 imply
lim
j→∞
uP,F ,r,j+1
uP,F ,r,j
= lim
j→∞
Fnjkj
Fnj
(r) =∞
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by Equation 8.3.2. However, this can not happen, because uP,F ,r is a strongly
log-concave sequence by Theorem 7.44, and
∞ > uP,F ,r,j+1
uP,F ,r,j
>
uP,F ,r,j+2
uP,F ,r,j+1
> · · ·
for each j CZ θ. Therefore, Claim 2 follows.
Let us prove Claim 3. By Lemma 8.8 and the tame factor t ∈ Q(X), we obtain
Equation 8.3.9. Thus, Claim 3a holds.
Furthermore, by Claim 3a, we have
1 = lim
j→∞
Fnjkj
Fnj
(r)
for some r ∈ AX if and only if
1 = t(r) ·
∏
ψ(x(r))σ(κ)
∧◦w∏
φ(x(r))σ(κ)∧◦w
.
Thus, Equation 8.3.10 gives Equation 8.3.11. If we have Equation 8.3.11, then we
obtain Equation 8.3.10 by Inequality 8.3.12. Therefore, Claim 3b holds.
Claim 3c follows from Claim 3b and Lemmas 7.30 and 7.31, because we have
t ≥AX 0 and Inequalities 8.3.12 and 8.3.13.
8.3.1 Vanishing constraints of parcel numerators
Let us obtain certain vanishing constraints of parcel numerators by Claim 2 in
Proposition 8.10 (see Remarks 4.33 and 6.6). We prove these vanishing constraints
by infinite-length fitting paths in the following definition.
Definition 8.11. Assume h ∈ Z, l = 1, s = (0,∞) ∈ Zˆ2≥0, and θ = (1,∞) ∈ Zˆ2≥0.
1. For each λ ∈ Z≥1, let us define the Young diagram ξ(λ) by
ξ(λ) = ιλ(1) ∈ Zλ.
2. Furthermore, let us define the infinite-length fitting path
P (λ, h) = Ps,l,ξ(λ),h = {(s, l,mi, ni, ki)}iCZθ
such that
mi = ni = (λi+ h),
ki = (0, λ)
for each iCZ θ.
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If no confusion occurs, when we take P (λ, h), let us assume
ai = ν(ki) = (0, λ),
bi = ν(mi, ni, ki) = (λi+ h, λ(i+ 1) + h)
for each iCZ θ, and
m0 = n0 = (h) = m1  k1,
k0 = a0 = k1,
b0 = ν(m0, n0, k0).
Then, we prove the following lemma for fitting paths P (λ, h).
Lemma 8.12. For each λ ∈ Z>0 and h ∈ Z, P (λ, h) is wrapped if and only if
h ∈ Z≥0.
Proof. Let l = 1. This gives n≤l−1(ξ(λ)) = n≤0(ξ(λ)) = 0. Thus, if h ∈ Z≥0, then
P (λ, h) is wrapped by Lemma 7.46. If P (λ, h) is wrapped, then the lower inclusion
condition of P (λ, h) gives
m1  k1 = (λ+ h, λ+ h) (0, λ) = (h)CZ1 s.
Therefore, we obtain h ≥ 0 by s = (0,∞).
Let us prove the following vanishing constraint of parcel numerators by the
fitting path P (1, 0).
Corollary 8.13. Let s = (0,∞) and l = 1. Consider a -admissible variable
q and ′-merged-log-concave F = Λ(s, l, w,, fs, φ, ρ, x,X). Also, assume the
following.
1. Fm(r) > 0 for some mCZl s and r ∈ AX .
2. For each m = (m1) ∈ Zl≥0, there exist λm1,0,0 ∈ Z and finitely-many non-zero
λm1,i,j ∈ Z of i ∈ Z>0 and j ∈ Z6=0 such that
fs,m = λm1,0,0 +
∑
i∈Z>0,j∈Z6=0
λm1,i,jq
jmi1 ∈ Q(X).
3. There exist p ∈ Z and um1 ∈ Z>1 and vm1 ∈ Z<0 for each m1 ∈ Z≥0 with the
following properties.
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(a) If there exist i ∈ Z>0 and j ∈ Z<0 such that λm1,i,j 6= 0, then
i ≤ um1 ,
j ≥ vm1 .
(b) We have
um1+1 ≥ um1 ,
vm1+1 ≤ vm1 .
(c) We have
lim
m1→∞
λm1,um1 ,vm1 = p.
(d) Each 0 < y < 1 gives
lim
m1→∞
∑
i∈Z>0,j∈Z 6=0,(i,j)6=(um1 ,vm1 )
|λm1,i,j|ym1 = 0,
lim
m1→∞
λm1,0,0y
m1 = 0.
Then, we obtain
λm1,um1 ,vm1 = 0
for infinitely many m1 ∈ Z≥0.
Proof. Consider the fitting path P = P (1, 0) = {(s, l,mi, ni, ki)}iCZθ. By l = 1,
F is reflexive. Also, ′-merged-log-concavity of F gives the >AX -merged-log-
concavity of F . Thus, (P,F) is a merged pair by Assumption 1, Definition 8.3,
and Lemma 8.12.
Let us prove the statement by contradiction. Then, Assumption 3c implies
lim
m1→∞
λm1,um1 ,vm1 = p ∈ Z>0. (8.3.15)
For each h ≥ 0, let us set
U(h, q) = λh,0,0q
−vhhuh + λh,uh,vh +
∑
i∈Z>0,j∈Z6=0,(i,j)6=(uh,vh)
λh,i,jq
jhi−vhhuh .
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Then, for each h ≥ 0, we have
fs,nhkh
fs,nh
=
fs,nh+1
fs,nh
=
λh+1,0,0 +
∑
i∈Z>0,j∈Z 6=0 λh+1,i,jq
j(h+1)i
λh,0,0 +
∑
i∈Z>0,j∈Z6=0 λh,i,jq
jhi
=
qvh+1(h+1)
uh+1
qvhh
uh
· U(h+ 1, q)
U(h, q)
.
Hence, for each r ∈ AX , let us prove
lim
h→∞
U(h+ 1, q(r))
U(h, q(r))
= 1. (8.3.16)
To do so, let
V (h, q) = U(h, q)− λh,0,0q−vhhuh − λh,uh,vh .
Hence, for each r ∈ AX , let us prove
lim
h→∞
λh,0,0q(r)
−vhhuh = 0, (8.3.17)
lim
h→∞
V (h, q(r)) = 0, (8.3.18)
because Equations 8.3.15, 8.3.17, and 8.3.18 give
lim
h→∞
U(h, q(r)) = p > 0. (8.3.19)
Then, Equation 8.3.19 yields Equation 8.3.16.
Let us prove Equations 8.3.17 and 8.3.18. For h ≥ 0, we have
−vhhuh ≥ h, (8.3.20)
since −vh ≥ 1 and uh > 0. Moreover, assume that
λh,i,j 6= 0,
(i, j) 6= (uh, vh), (8.3.21)
h > 1.
Then, we obtain
jhi − vhhuh ≥ h (8.3.22)
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by the following reasons. By Assumption 3a and Inequality 8.3.21, we have the
following three cases: the first one is j > 0, the second one is 0 < i < uh and
0 > j ≥ vh, and the third one is 0 < i ≤ uh and 0 > j > vh. When j > 0,
jhi − vhhuh ≥ −vhhuh ≥ h
by Inequality 8.3.20. When 0 < i ≤ uh and 0 > j > vh, since j−vh ≥ 1, we obtain
jhi − vhhuh ≥ jhi − vhhi = hi(j − vh) ≥ h.
When 0 < i < uh and 0 > j ≥ vh, we have huh−i − 1 ≥ 1 by h > 1 and uh − i > 0.
Thus, Inequality 8.3.20 gives
jhi − vhhuh ≥ vhhi − vhhuh = −vhhi(huh−i − 1) ≥ −vhhi ≥ h.
Therefore, Inequality 8.3.22 holds.
By the -admissibility of q and Lemma 2.16, we have
0 < q(r) < 1 (8.3.23)
for each r ∈ AX . Thus, Inequalities 8.3.20 and 8.3.23 and Assumption 3d give
Equation 8.3.17. Moreover, for h > 1, Inequalities 8.3.22, and 8.3.23 give
|V (h, q(r))| ≤
∑
i∈Z>0,j∈Q6=0,(i,j) 6=(uh,vh)
|λh,i,jq(r)jhi−vhhuh |
≤
∑
i∈Z>0,j∈Q6=0,(i,j) 6=(uh,vh)
|λh,i,j|q(r)h.
Thus, Assumption 3d yields Equation 8.3.18. In particular, Equation 8.3.16 fol-
lows.
By uh+1 ≥ uh ≥ 2 and vh+1 ≤ vh < 0 of Assumption 3b, we have
vhh
uh − vh+1(h+ 1)uh+1 ≥ vhhuh − vh(h+ 1)uh ≥ −vhhuh−1 ≥ h
for h ≥ 0, because −vh(h + 1)uh = −vhhuh − vhuhhuh−1 − · · ·. Thus, Inequalities
8.3.23 imply
lim
h→∞
q(r)vh+1(h+1)
uh+1
q(r)vhh
uh
= lim
h→∞
1
q(r)vhh
uh−vh+1(h+1)uh+1 =∞.
Therefore, Equation 8.3.16 gives
lim
h→∞
fs,nhkh
fs,nh
(r) = lim
h→∞
q(r)vh+1(h+1)
uh+1
q(r)vhh
uh
· lim
h→∞
U(h+ 1, q(r))
U(h, q(r))
=∞.
This contradicts Claim 2 in Proposition 8.10. Thus, the assertion holds.
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Let us prove the following vanishing constraint of parcel numerators. Compared
to Corollary 8.13, this allows j ∈ Q 6=0 and takes λi,j independent to m ∈ Zl.
Corollary 8.14. Suppose s = (0,∞), l = 1, a -admissible q, and a ′-merged-
log-concave F = Λ(s, l, w,, fs, φ, ρ, x,X). Also, assume the following.
1. Fm(r) > 0 for some mCZl s and r ∈ AX .
2. There exist λ0,0 ∈ Q and λi,j ∈ Q for i ∈ Z>0 and j ∈ Q6=0 such that λi,j 6= 0
for finitely many i ∈ Z>0 and j ∈ Q6=0.
3. Each m = (m1)CZ1 s gives
fs,m = λ0,0 +
∑
i∈Z>0,j∈Q6=0
λi,jq
jmi1 ∈ Q(X).
Then, we obtain
λi,j = 0
when i ≥ 2 and j < 0.
Proof. Let P = P (1, 0) = {(s, l,mi, ni, ki)}iCZθ. By l = 1, F is reflexive. Also,
′-merged-log-concavity of F implies the >AX -merged-log-concavity of F . Thus,
(P,F) is a merged pair by Assumption 1 and Lemma 8.12.
Let us prove the statement by contradiction. By Assumption 2, let u ≥ 2 be
the largest number such that there exists j < 0 with λu,j 6= 0. Also, let v < 0 be
the smallest number such that λu,v 6= 0. Then, each h ≥ 0 gives
fs,nhkh
fs,nh
=
λ0,0 +
∑
i∈Z>0,j∈Q6=0 λi,jq
j(h+1)i
λ0,0 +
∑
i∈Z>0,j∈Q6=0 λi,jq
jhi
=
qv(h+1)
u
qvhu
·
λ0,0q
−v(h+1)u + λu,v +
∑
i∈Z>0,j∈Q6=0,(i,j)6=(u,v) λi,jq
j(h+1)i−v(h+1)u
λ0,0q−vh
u + λu,v +
∑
i∈Z>0,j∈Q6=0,(i,j)6=(u,v) λi,jq
jhi−vhu .
Since u > 0 and v < 0, we have
lim
h→∞
−vhu =∞. (8.3.24)
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Also, when λi,j 6= 0 and (i, j) 6= (u, v), it holds that
lim
h→∞
(jhi − vhu) =∞, (8.3.25)
because we only have the following three cases: the first one is j > 0, the second
one is i = u and 0 > j > v, and the third one is i < u.
Let r ∈ AX . Then, 0 < q(r) < 1 by the -admissibility of q and Lemma 2.16.
Thus, Assumption 2 and Equations 8.3.24 and 8.3.25 imply
lim
h→∞
λ0,0q−vhu + λu,v + ∑
i∈Z>0,j∈Q6=0,(i,j)6=(u,v)
λi,jq
jhi−vhu
 = λu,v. (8.3.26)
Moreover, since u ≥ 2 and v < 0, we have
vhu − v(h+ 1)u ≥ −vh > 0
for h > 0, since −v(h+ 1)u = −vhu − vuhu−1 − · · ·. Thus, it follows that
lim
h→∞
q(r)v(h+1)
u
q(r)vhu
= lim
h→∞
1
q(r)vhu−v(h+1)u
=∞. (8.3.27)
Therefore, Equations 8.3.26 and 8.3.27 yield
lim
h→∞
fs,nhkh
fs,nh
(r) = lim
h→∞
q(r)v(h+1)
u
q(r)vhu
· λu,v
λu,v
=∞
This contradicts Claim 2 in Proposition 8.10. Thus, the assertion holds.
8.4 Merged pairs and critical points
We obtain the variation of semi-strongly unimodal sequences of merged pairs by
front, rear, and asymptotic critical points. In particular, we obtain algebraic
varieties of front and rear critical points. Also, we obtain algebraic varieties of
asymptotic critical points by tame factors.
Let us prove the following lemma for polynomial equations of front and rear
critical points.
Lemma 8.15. Let F = Λ(s, l, w,, fs, φ, ρ, x,X) and m,nCZl s. Then, we have
the following.
259
1. There exist g1, g2, h1, h2 ∈ Q[X] such that
Fm = g1
g2
, (8.4.1)
Fn = h1
h2
, (8.4.2)
g2(r) 6= 0, (8.4.3)
h2(r) 6= 0 (8.4.4)
for each r ∈ AX .
2. In particular, for each r ∈ AX and g1, g2, h1, h2 ∈ Q[X] that satisfy Condi-
tions 8.4.1, 8.4.2, 8.4.3, and 8.4.4, we have
(Fm −Fn)(r) = 0
if and only if
(g1h2 − h1g2)(r) = 0.
Proof. Let us prove Claim 1. We recall that
Fm = fs,m∏
φ(x)m◦w · [m]!wx
. (8.4.5)
Hence, let us prove
F2m >AX 0. (8.4.6)
Since fs,m is doubly positive, we have
f 2s,m  0.
Thus, f 2s,m >AX 0 by Definition 2.6. Moreover, Proposition 7.32 gives∏
φ(x)m◦w >AX 0,
[m]!wx >AX 0.
Therefore, Inequality 8.4.6 holds by Equation 8.4.5 and Lemma 7.31. Also, the
first statement holds by Claim 3 of Lemma 7.30.
Claim 2 holds by Conditions 8.4.1, 8.4.2, 8.4.3, and 8.4.4.
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Then, let us make the following notation.
Definition 8.16. Consider a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) with m,nCZl s.
Then, let us put
p(Fm,Fn) = g1h2 − h1g2
for some g1, g2, h1, h2 ∈ Q[X] such that
Fm = g1
g2
, (8.4.7)
Fn = h1
h2
, (8.4.8)
g2(r) 6= 0, (8.4.9)
h2(r) 6= 0 (8.4.10)
for each r ∈ AX .
By Lemma 8.15, there exist some g1, g2, h1, h2 ∈ Q[X] that satisfy Conditions
8.4.7, 8.4.8, 8.4.9, and 8.4.10. Furthermore, let us make the following notation for
asymptotic critical points by Proposition 8.10.
Definition 8.17. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X) and merged pair
(P,F) of a gate θ. Also, assume that F is tame along P with the tame factor
t ∈ Q(X). Let κ = kθ1 and ψ(x) = (1− x1, · · · , 1− xl) ∈ Q(X)l.
1. We define p(P,F ,∞, 1) ∈ Q(X) such that
p(P,F ,∞, 1) =
∏
φ(x)σ(κ)
∧◦w − t ·
∏
ψ(x)σ(κ)
∧◦w.
2. We define p(P,F ,∞, 2) ∈ Q[X] such that
p(P,F ,∞, 2) = h2g1 − h1g2
for some g1, g2, h1, h2 ∈ Q[X] in Claim 3 of Proposition 8.10.
Let us obtain the following variation of semi-strongly unimodal sequences of
merged pairs as transitions among increasing, decreasing, and hill-shape sequences
of real numbers.
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Theorem 8.18. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X), a fitting path
P = {(s, l,mi, ni, ki)}iCZθ, and the merged pair (P,F). Also, consider r ∈ AX and
the sequence uP,F ,r = {uP,F ,r,i ∈ R}i∈e(θ).
1. We obtain the following.
(a) (Fmθ1kθ1 −Fmθ1 )(r) > 0 implies that uP,F ,r is strictly decreasing.
(b) (Fmθ1kθ1−Fmθ1 )(r) = 0 implies that uP,F ,r is hill-shape and decreasing.
(c) (Fmθ1kθ1 − Fmθ1 )(r) < 0 implies that uP,F ,r is hill-shape or strictly
increasing.
2. Suppose that P is finite-length. Then, we have the following.
(a) (Fmθ2 − Fmθ2kθ2 )(r) > 0 implies that uP,F ,r is hill-shape or strictly
decreasing.
(b) (Fmθ2−Fmθ2kθ2 )(r) = 0 implies that uP,F ,r is hill-shape and increasing.
(c) (Fmθ2 −Fmθ2kθ2 )(r) < 0 implies that uP,F ,r is strictly increasing.
3. Suppose that F is tame along P . Then, we have the following.
(a) p(P,F ,∞, 1)(r) > 0 implies that uP,F ,r is hill-shape or strictly decreas-
ing.
(b) p(P,F ,∞, 1)(r) = 0 implies that uP,F ,r is asymptotically hill-shape.
(c) p(P,F ,∞, 1)(r) < 0 implies that uP,F ,r is strictly increasing.
Proof. The first and the second terms of the sequence uP,F ,r are Fmθ1kθ1 (r) andFmθ1 (r). Thus, Claim 1a holds by Proposition 8.2, because uP,F ,r is a semi-strongly
unimodal sequence by Theorem 7.44. Claims 1b and 1c hold similarly by Theorem
7.44 and Proposition 8.2.
Let us prove Claim 2a. The penultimate and the last of the sequence uP,F ,r are
Fi,mθ2 (r) and Fi,mθ2kθ2 (r). Thus, Claim 2a holds by Proposition 8.2, since uP,F ,r
is a semi-strongly unimodal sequence by Theorem 7.44. We obtain Claims 2b and
2c similarly by Theorem 7.44 and Proposition 8.2.
Let us prove Claim 3a. By the notation of Definition 8.17, we have
p(P,F ,∞, 1) =
∏
φ(x)σ(kθ1 )
∧◦w − t ·
∏
ψ(x)σ(kθ1 )
∧◦w.
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Thus, p(P,F ,∞, 1)(r) > 0 implies
1 >
t ·∏ψ(x)σ(kθ1 )∧◦w∏
φ(x)σ(kθ1 )
∧◦w (r),
since
∏
φ(x)σ(kθ1 )
∧◦w >AX 0. This gives
lim
j→∞
Fnjkj(r)
Fnj(r)
< 1
by Claim 3 of Proposition 8.10. Therefore, uP,F ,r is hill-shape or strictly decreasing,
since uP,F ,r is semi-strongly unimodal by Theorem 7.44. Claim 3c holds similarly
by Claim 3 of Proposition 8.10 and Theorem 7.44. Claim 3b holds by Proposition
8.7 and Theorem 7.44.
Definitions 8.16 and 8.17 depend on the choice of g1, g2, h1, h2 ∈ Q[X]. How-
ever, the zero set of p(Fm,Fn) or p(P,F ,∞, 2) in AX does not respect the choice
of g1, g2, h1, h2 ∈ Q[X], because g2(r), h2(r) 6= 0 for each r ∈ AX . Thus, we ob-
tain the following algebraic varieties of critical points of semi-strongly unimodal
sequences and merged pairs.
Theorem 8.19. Consider a fitting path P = {(s, l,mi, ni, ki)}iCZθ, a parcel fam-
ily F = {Fi = Λ(s, l, wi,i, fi,s, φi, ρi, xi, X)}iCZχ, and the χ-merged pair (P,F).
Then, we have the following.
1. There exists the algebraic variety C1 ⊂ AX of front critical points such that
r ∈ C1 if and only if
p(Fi,mθ1kθ1 ,Fi,mθ1 )(r) = 0
for each iCZ χ.
2. Suppose that θ is finite. Then, there exists the algebraic variety C2 ⊂ AX of
rear critical points such that r ∈ C2 if and only if
p(Fi,mθ2 ,Fi,mθ2kθ2 )(r) = 0
for each iCZ χ.
3. Suppose that each Fi ∈ F is tame along P . Then, there exists the algebraic
variety C3 ⊂ AX of asymptotic critical points such that r ∈ C3 if and only if
p(P,Fi,∞, 2)(r) = 0
for each iCZ χ.
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Proof. Let us prove Claim 1. By Proposition 8.2, r ∈ C1 if and only if
(Fi,mθ1kθ1 −Fi,mθ1 )(r) = 0
for each iCZ χ. This is equivalent to say
p(Fi,mθ1kθ1 ,Fi,mθ1 )(r) = 0
for each iCZ χ by Lemma 8.15. Each p(Fi,mθ2kθ2 ,Fi,mθ2 ) is a polynomial in Q[X]
by Definition 8.16. Hence, Claim 1 holds.
Let us confirm Claim 2. Similarly, r ∈ C2 if and only if
(Fi,mθ2 −Fi,mθ2kθ2 )(r) = 0
for each iCZ χ by Proposition 8.2. Then, this is equivalent to say
p(Fi,mθ2 ,Fi,mθ2kθ2 )(r) = 0
for each i CZ χ. By Definition 8.16, each p(Fi,mθ2kθ2 ,Fi,mθ2 ) is a polynomial in
Q[X]. Thus, Claim 2 holds.
Let us prove Claim 3. By Definition 8.17, we have p(P,Fi,∞, 2) = hi,2gi,1 −
hi,1gi,2 of some hi,1, gi,1, gi,2, hi,2 ∈ Q[X]. Furthermore, we have
1 = lim
j→∞
Fi,njkj(r)
Fi,nj(r)
for each r ∈ AX if and only if
1 = p(P,Fi,∞, 2)(r)
by Definition 8.17 and Claim 3 of Proposition 8.10. Therefore, Claim 3 holds.
Let us introduce the following notation of algebraic define varieties of critical
points, semi-phase transitions, and phase transitions of merged pairs.
Definition 8.20. Suppose a fitting path P = {(s, l,mi, ni, ki)}iCZθ, a parcel family
F = {Fi}iCZχ, and the χ-merged pair (P,F). Also, assume algebraic varieties
C1, C2, C3 in Theorem 8.19 of the merged pair (P,F). Then, let us introduce the
following notation, which we write separately to avoid confusion.
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1. We define the algebraic variety FP,F ⊂ AX of front critical points by
FP,F = C1.
If
∅ 6= FP,F 6= AX ,
then we say that the merged pair (P,F) has a front semi-phase transition.
Moreover, if there exist r1, r2 ∈ AX such that
(Fj,mθkθ −Fj,mθ)(r1) · (Fj,mθkθ −Fj,mθ)(r2) < 0
for each j ∈ χ, then we say that (P,F) has a front phase transition between
r1 and r2.
2. Assume that P is finite-length. Then, we define the algebraic variety RP,F ⊂
AX of rear critical points such that
RP,F = C2.
If
∅ 6= RP,F 6= AX ,
then we say that the merged pair (P,F) has a rear semi-phase transition.
Moreover, if there exist r1, r2 ∈ AX such that
(Fj,mθ −Fj,mθkθ)(r1) · (Fj,mθ −Fj,mθkθ)(r2) < 0
for each j ∈ χ, then we say that (P,F) has a rear phase transition between
r1 and r2.
3. Assume that P is infinite-length and each Fi ∈ F is tame along P . Then,
we define the algebraic variety AP,F ⊂ AX of asymptotic critical points by
AP,F = C3.
If
∅ 6= AP,F 6= AX ,
then we say that the merged pair (P,F) has an asymptotic semi-phase tran-
sition. Furthermore, if there exist r1, r2 ∈ AX such that
p(P,Fj,∞, 1)(r1) · p(P,Fj,∞, 1)(r2) < 0
for each j ∈ χ, then we say that the merged pair (P,F) has an asymptotic
phase transition between r1 and r2.
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On the terminology of front/rear/asymptotic phase transitions in Definition
8.20, let us state the following proposition.
Proposition 8.21. Consider a fitting path P = {(s, l,mi, ni, ki)}iCZθ, a parcel
family F = {Fi}iCZχ, and the χ-merged pair (P,F).
1. First, assume a front phase transition of (P,F) between r1 and r2. Then,
there exists a path L(u)0≤u≤1 ⊂ AX such that L(0) = r1, L(1) = r2, and
L(u′) ∈ FP,F for some 0 < u′ < 1 with the following property. For each
j ∈ χ along the path L(u)0≤u≤1, Fj,mθkθ − Fj,mθ exists in R, changes the
sign, and becomes zero at u′.
2. Second, assume a rear phase transition of (P,F) between r1 and r2. Then,
there exists a path L(u)0≤u≤1 ⊂ AX such that L(0) = r1, L(1) = r2, and
L(u′) ∈ RP,F for some 0 < u′ < 1 with the following property. For each
j ∈ χ along the path L(u)0≤u≤1, Fj,mθ − Fj,mθkθ exists in R, changes the
sign, and becomes zero at u′.
3. Third, assume an asymptotic phase transition of (P,F) between r1 and r2.
Then, there exists a path L(u)0≤u≤1 ⊂ AX such that L(0) = r1, L(1) = r2,
and L(u′) ∈ AP,F for some 0 < u′ < 1 with the following property. For each
j ∈ χ along the path L(u)0≤u≤1, p(P,Fj,∞, 1) exists in R, changes the sign,
and becomes zero at u′.
Proof. By Lemma 8.15 and Definition 8.20, Claims 1 and 2 hold. Claim 3 follows
from Lemma 7.30 and Definitions 8.9, 8.17, and 8.20.
Remark 8.22. Therefore, we have the following variation of semi-strongly uni-
modal sequences by Theorem 8.18 and Proposition 8.21. First, front phase transi-
tions give transitions from strictly decreasing sequences to hill-shape or strictly in-
creasing sequences. Second, rear phase transitions give transitions from hill-shape
or strictly decreasing sequences to strictly increasing sequences. Third, asymptotic
phase transitions give transitions from hill-shape or strictly decreasing sequences
to strictly increasing sequences.
Let us obtain the variation of semi-strongly unimodal sequences with front
phase transitions for monomial parcels of general widths (see Section 9.5 for an
explicit example).
Proposition 8.23. Let l ∈ Z≥1 and s = (0,∞) ∈ Zˆ2≥0. Suppose a monomial
index (l, w, γ) with symmetric tuples w, (γ1,1, γ2,1, · · · , γl,1), and (γ1,2, γ2,2, · · · , γl,2).
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Let x = ιl(q) ∈ Q(X)l of a fully admissible q. Consider a wrapped fitting path
P = {(s, l,mi, ni, ki)}iCZθ and monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Then, we have the following.
1. There exists the merged pair (P,F).
2. If
tγ(m1)− tγ(m1  k1) ∈ Q>0, (8.4.11)
then (P,F) has a front phase transition. In particular, if X = {X1}, then
(P,F) has a front phase transition with the unique front critical point.
Proof. For simplicity, let θ1 = 1 and γi,3 = 0 for each 1 ≤ i ≤ l. Also, let us take
T ∈ X and h ∈ Z≥1 such that q = T h by the full admissible property of q.
First, let us prove Claim 1. The parcel F is reflexive by Proposition 7.41,
because w, (γ1,1, γ2,1, · · · , γl,1), and (γ1,2, γ2,2, · · · , γl,2) are symmetric. Also, F is
>AX -merged-log-concave by Theorem 4.35. Furthermore, we have m1CZl s by the
fitting property of (s, l,m1, n1, k1). Thus,
Fm1(r) =
qtγ(m1)
(m1)wq
∈ R>0
for each r ∈ AX , since 0 < q < 1 over AX . Therefore, Claim 1 holds by Definition
8.3.
Let us prove Claim 2. We have m1 k1CZl s by the lower inclusion condition.
Thus, let us consider the following equation
Fm1k1 =
qtγ(m1k1)
(m1  k1)wq
=
qtγ(m1)
(m1)wq
= Fm1 .
For the equation, let us take
u(T ) =
(m1)
w
q
(m1  k1)wq
,
v(T ) =
qtγ(m1)
qtγ(m1k1)
= qtγ(m1)−tγ(m1k1).
Then, u(T ) is strictly decreasing over 0 < T < 1 such that u(0) = 1 and u(1) = 0,
since we have σ(k1) > 0 by 2.29. Furthermore, v(t) is strictly increasing over
0 < T < 1 such that v(0) = 0 and v(1) = 1 by Inequality 8.4.11. Therefore,
the merged pair (P,F) has a front phase transition by Definition 8.20. The latter
statement holds by X = {T}.
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Remark 8.24. Section 13 discusses front phase transitions more by one-width
monomial parcels. Then, these front phase transitions give statistical-mechanical
phase transitions of Sections 1.2 and 14 by Theorem 8.18 and Proposition 8.21.
By Definition 8.20, we have FP,F ⊂ AX ⊂ RL for X = {Xi}1≤i≤L. How-
ever, p(Fi,mθkθ ,Fi,mθ) ∈ Q[X]. Thus, there exists the zero set C ⊂ CL of
p(Fi,mθkθ ,Fi,mθ) such that C |AX= FP,F . Outside AX , this variety C depends
on expressions of Fi,mθkθ and Fi,mθ by polynomials in Q[X], but since Q[X] is a
unique factorization domain, there are canonical expressions of Fi,mθkθ and Fi,mθ
by polynomials in Q[X]. Similar discussion holds for RP,F and AP,F .
8.5 Ideal merged pairs
Section 8 uses Theorem 7.44, which takes the squaring order >AX to obtain
∆(F)(s, l, w,mj, nj, kj, φ, ρ, x,X) >AX 0
for each j ∈ e(θ). The squaring order >AX concerns real values of merged deter-
minants ∆(F) over AX . Thus, we introduce the notion of ideal merged pairs to
obtain polynomials with positive integer coefficients and semi-strongly unimodal
sequences.
Definition 8.25. Suppose a fitting path P = {(s, l,mi, ni, ki)}iCZθ, F = {Fi =
Λ(s, l, wi,i, fi,s, φi, ρi, xi, X)}iCZχ, and the χ-merged pair (P,F). We call (P,F)
ideal, if
∆(Fi)(s, l, w,mj, nj, kj, φ, ρ, x,X) >xi 0
for each iCZχ and jCZ e(θ). If χ1 = χ2, we simply call (P,Fχ1) ideal, if (P,F) =
(P, {Fχ1}) is ideal.
For example, suppose an ideal merged pair (P,F) such that xi = (q) for
each i ∈ χ. Then, because >xi=>q for each i ∈ χ, we obtain q-polynomials
∆(Fi)(s, l, w,mj, nj, kj, φ, ρ, x,X) with positive integer coefficients for each j CZ
e(θ) (see Section 9.5.2 for an ideal merged pair (P,F) such that F is not a >q-
merged-log-concave parcel). These q-polynomials give semi-strongly unimodal se-
quences uP,Fi,r for each r ∈ AX by Theorem 7.44.
268
8.6 Comparison of fitting paths
Let us introduce the following notion to compare fitting paths.
Definition 8.26. Assume fitting paths P1 = {(s1, l,m1,i, n1,i, k1,i)}iCZθ1 and P2 =
{(s2, l,m2,i, n2,i, k2,i)}iCZθ2.
1. We call P1 equivalent to P2, if
θ1,2 − θ1,1 = θ2,2 − θ2,1,
and
m1,θ1,1+j = m2,θ2,1+j,
n1,θ1,1+j = n2,θ2,1+j
for each 0 ≤ j ≤ θ1,2 − θ1,1. We write
P1 ≡ P2,
when P1 is equivalent to P2.
2. We call P1 finer than or equivalent to P2, if for each i1, i2 CZ θ2 such that
i1 < i2, there exist j1, j2 CZ θ1 such that j1 < j2 and
m1,j1 = m2,i1 ,
n1,j1 = n2,i1 ,
m1,j2 = m2,i2 ,
n1,j2 = n2,i2 .
If P1 is finer than or equivalent to P2, then we write
P2 a P1.
Moreover, we make the following notion of restricted fitting paths.
Definition 8.27. We consider a fitting path P = {(s, l,mi, ni, ki)}iCZθ1. Suppose
a gate θ2 ∈ Zˆ2 such that
θ1,1 ≤ θ2,1 ≤ θ2,2 ≤ θ1,2.
Then, we define the restricted fitting path rθ1,θ2(P ) such that
rθ1,θ2(P ) = {(s, l,mi, ni, ki)}iCZθ2 .
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In particular, the following lemma writes down each one-width fitting path as
restrictions of P (λ, h).
Lemma 8.28. For l = 1 and θ1 = (1,∞), let us consider a fitting path P =
{(s1, l,mi, ni, ki)}iCZθ1. Let (λ) = σ(kθ1,1) ∈ Zl>0, (h) = mθ1,1 − σ(kθ1,1) ∈ Zl,
κ = θ1,2 − θ1,1 + 1 ∈ Zˆ≥1, and θ2 = (1, κ). Then, we obtain
P ≡ rθ1,θ2(P (λ, h)).
Proof. By Definition 7.2 and l = 1, mi = ni for each iCZ θ1. Moreover, Definition
7.2 and Lemma 7.3 imply
mθ1,1 = (λ+ h) = nθ1,1 ,
mθ1,1+1 = (2λ+ h) = nθ1,1+1,
· · · .
Therefore, the assertion holds by Definitions 8.11 and 8.27.
Furthermore, we have the following proposition for one-width wrapped fitting
paths.
Proposition 8.29. For each one-width wrapped fitting path P , we have
P a P (1, 0).
In particular, P (1, 0) is the finest one-width wrapped fitting path.
Proof. Let P = {(s, l,mi, ni, ki)}iCZθ. Then, mθ1 ≥ 1, since P is wrapped and
kθ1 6= 0. Thus, P a P (1, 0) by Lemma 7.4. The latter statement holds, because
P (1, 0) is wrapped by Lemma 8.12.
We later study the following parcel E by the finest fitting path P (1, 0).
Definition 8.30. Suppose s = (0,∞), l = 1, w = (1), x = (q), =>
q
1
2
, and
X = {q 12}. Also, assume
γ =
((
0,
1
2
, 0
))
.
Then, we define the monomial parcel E such that
E = Λ(s, l, w,,Ψs,γ, x,X).
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The parcel E is -merged-log-concave by Theorem 4.35, fully optimal by Def-
inition 3.20, and normalized by Proposition 4.38.
When X = {X1}, we have AX = {(X1) ∈ R1 | 0 < X1 < 1}. Thus, for our
convenience, let us take the following notation.
Definition 8.31. Suppose a merged pair (P,F) for a parcel F = Λ(s, l, w,
, fs, φ, ρ, x,X) and coordinate X = {X1}.
1. We call 0 < X1 < 1 front, rear, or asymptotic critical point, if (X1) ∈ FP,F ,
(X1) ∈ RP,F , or (X1) ∈ AP,F respectively.
2. Let 0 < X1 < 1. Then, we write uP,F ,X1 for the sequence uP,F ,(X1) of (X1) ∈
AX .
3. Let us take the following notation of semi-front/semi-rear/semi-asymptotic
phase transitions and front/rear/asymptotic phase transitions. To avoid con-
fusions, we write down separately as follows.
(a) First, assume that FP,F has the unique point. We say that (P,F) has the
unique semi-front phase transition (or the semi-front phase transition
for simplicity). Moreover, if (P,F) has a front phase transition, then
we say that (P,F) has the unique front phase transition (or the front
phase transition for simplicity).
(b) Second, assume that RP,F has the unique point. We say that (P,F) has
the unique semi-rear phase transition (or the semi-rear phase transition
for simplicity). Moreover, if (P,F) has a rear phase transition, then we
say that (P,F) has the unique rear phase transition (or the rear phase
transition for simplicity).
(c) Third, assume that AP,F has the unique point. We say that (P,F) has
the unique semi-asymptotic phase transition (or the semi-asymptotic
phase transition for simplicity). Moreover, if (P,F) has an asymptotic
phase transition, then we say that (P,F) has the unique asymptotic
phase transition (or the asymptotic phase transition for simplicity).
Let us suppose the merged pair (P,F) in Definition 8.31. We observe that
if (P,F) has the unique front phase transition, then (P,F) has the unique semi-
front phase transition, because FP,F is of the unique point. The same holds for
the unique rear or asymptotic phase transition.
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8.7 On critical points and semi/non-semi-phase transitions
In this manuscript, we study one-width parcels to some extent, because one-width
parcels are fundamental in the theory of the merged-log-concavity. In particular,
this section discusses critical points and phase transitions of one-width monomial
parcels by canonical mediators and the finest fitting path P (1, 0) for later sections.
Let us prove the following lemma to obtain critical points in some settings.
Lemma 8.32. Let T ∈ X. Let us take the following four assumptions.
1. There exist υ1(T ), υ2(T ),Ξ(T ),Ω1(T ),Ω2(T ) ∈ Q(X) such that
υ1(T ), υ2(T ),Ξ(T ),Ω1(T ),Ω2(T ) >AX 0.
2. For Ωi,h(T ) = ΩiΞ (T ) of 1 ≤ i ≤ 2, we have
Ω1,h(0) > 0,
Ω1,h(1) ≥ 0,
Ω2,h(0) = 0,
Ω2,h(1) > 0.
3. For υ1,2(T ) = υ2(q)υ1(q) , we have
υ1,2(0) > 0,
υ1,2(1) = 0.
Then, for Fi(T ) = Ωi(T )υi(q) , there exist 0 < T0, T1, T2 < 1 such that
F1(T0) < F2(T0), (8.7.1)
F1(T1) = F2(T1), (8.7.2)
F1(T2) > F2(T2). (8.7.3)
Proof. Let G1(T ) = Ω1,h(T )υ1,2(T ) and G2(T ) = Ω2,h(T ). Then, Assumptions 2
and 3 imply
G1(0) = υ1,2(0)Ω1,h(0) > 0,
G2(0) = Ω2,h(0) = 0,
G1(1) = υ1,2(1)Ω1,h(1) = 0,
G2(1) = Ω2,h(1) > 0.
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Thus, there exist 0 < T0, T1, T2 < 1 such that
G1(T0) < G2(T0),
G1(T1) = G2(T1),
G1(T2) > G2(T2).
Therefore, Inequalities 8.7.1 and 8.7.3 and Equation 8.7.2 hold by Assumption 1
and Lemma 7.31.
Let us state the following lemma for fully admissible variables. Let Q× denote
units of a ring Q.
Lemma 8.33. Let q ∈ Q(X).
1. Assume q
1
d ∈ X for some d ∈ Z≥1. If there exist λ1, λ2 ∈ Z≥1 such that
q
λ2
λ1 ∈ Q(X), then there exists h ∈ Z≥1 such that hλ1 = dλ2 and q hd = q
λ2
λ1 .
2. Assume that q is -fully admissible by X. If there exists κ ∈ Q>0 such that
qκ ∈ Q(X), then
0 < qκ(r) < 1. (8.7.4)
for each r ∈ AX .
Proof. Let us prove Claim 1. Suppose q
λ2
λ1 = f
g
of f, g ∈ Q[X]. Then,
(
q
λ2
λ1
)λ1
=(
f
g
)λ1
= qλ2 = (q
1
d )dλ2 . Thus, there exist some u ∈ Q× and h ∈ Z≥1 such that
u(q
1
d )h = f
g
∈ Q[X], λ1h = dλ2, and uλ = 1, because Q[X] is a unique factorization
domain. Moreover, we have uq
h
d = uq
λ2
λ1
d
d = uq
λ2
λ1 = q
λ2
λ1 . Therefore, u = 1.
Let us prove Claim 2. Because q is fully admissible, we have q
1
d ∈ X of some
d ∈ Z≥1. Thus, qκ = q hd of some h ∈ Z≥1 by Claim 1. Therefore, each r ∈ AX
gives Inequalities 8.7.4 by 0 < q
1
d (r) < 1.
Let us take u ∈ Q and a real number 0 < h < 1. Then, for our convenience,
let hu denote the positive real root such that
hu = u
√
h.
In particular, for each κ ∈ Q and r ∈ AX in Claim 2 of Lemma 8.33, let us write
qκ(r) = q(r)κ = κ
√
q(r) (8.7.5)
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by Lemma 8.33.
Then, we prove the following lemma for monomial numerators and asymptotic
critical points.
Lemma 8.34. Let l = 1. Suppose a semi-infinite gate s ∈ Zˆ2≥0, a monomial index
(l, w, γ), and the monomial numerator Ψs,γ(q) ∈ Q(X). Let q 1d ∈ X for some
d ∈ Z≥1. Then, for each r ∈ AX , we have
lim
i→∞
Ψs,γ,(i+1)(q(r))
Ψs,γ,(i)(q(r))
=
{
q(r)γ1,2 if γ1,1 = 0,
0 if γ1,1 6= 0.
Proof. The monomial condition of (l, w, γ) yields γ1,1 ≥ 0. Thus, 0 < q(r) < 1 of
r ∈ AX gives
lim
i→∞
Ψs,γ,(i+1)(q(r))
Ψs,γ,(i)(q(r))
= lim
i→∞
q(r)γ1,1(i+1)
2+γ1,2(i+1)
q(r)γ1,1i2+γ1,2i
= q(r)γ1,2 lim
i→∞
q(r)(2i+1)γ1,1
=
{
q(r)γ1,2 if γ1,1 = 0
0 if γ1,1 6= 0.
Then, we obtain the following proposition on critical points and semi/non-
semi-phase transitions of one-width monomial parcels by canonical mediators and
the finest fitting path P (1, 0).
Proposition 8.35. Suppose a monomial parcel F = Λ(s, l, w,,Ψs,γ, φ, x,X)
such that s = (0,∞), l = 1, x = ιl(q), and φ(x)1 = 1 − q. Also, assume some
λ ∈ Z>0 such that T = q 1λ ∈ X. For θ = (1,∞) ∈ Zˆ2, consider the fitting path
P = P (1, 0) = {(s, l,mi, ni, ki)}iCZθ and the merged pair (P,F). Then, we have
the following.
1. (P,F) has no rear critical points.
2. (P,F) has no asymptotic critical points.
3. The following statements are equivalent.
(a) (P,F) has a front semi-phase transition.
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(b) γ1,1 − γ1,2 > 0.
(c) (P,F) has a front phase transition.
Proof. Claim 1 holds, since P is infinite-length.
Let us prove Claim 2. By Lemma 8.34, F is tame along P with the tame factor
t ∈ Q(X) such that
t = qγ1,2 if γ1,1 = 0, (8.7.6)
t = 0 if γ1,1 6= 0. (8.7.7)
Furthermore, since σ(kθ1) = (1), we obtain
p(P,F ,∞, 1) =
∏
φ(x)σ(kθ1 )
∧◦w − t ·
∏
ψ(x)σ(kθ1 )
∧◦w
= (1− q)w1 − t(1− q)w1
= (1− q)w1(1− t).
Thus, p(P,F ,∞, 1) = 0 has no solutions over AX by Equations 8.7.6 and 8.7.7,
because we have 0 < q(r), t(r) < 1 for each r ∈ AX . Therefore, Claim 2 holds.
Let us prove Claim 3. Assume γ1,3 = 0 for simplicity. First, let us prove
Statement 3b from Statement 3a. Thus, there exists r ∈ AX such that
1 = F(0) = F(1) = q(r)
γ1,1−γ1,2
(1− q(r))w1 . (8.7.8)
We have 0 < (1 − q(r))w1 < 1 by 0 < q(r) < 1 and w1 > 0. Therefore, Equation
8.7.8 implies Statement 3b, since otherwise q(r)γ1,1−γ1,2 ≥ 1.
Second, let us prove Statement 3c from Statement 3b. Suppose the following
functions
υ1(T ) = 1,
υ2(T ) = (1− q)w1 ,
Ω1(T ) = 1,
Ω2(T ) = q
γ1,1−γ1,2 ,
Ξ(T ) = 1.
Then, Lemma 8.32 and Statement 3b prove Statement 3c.
Third, if (P,F) has a front phase transition, then (P,F) has a front semi-phase
transition by Definition 8.20. Thus, Claim 3 holds.
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9 Explicit examples of parcels, critical points, phase
transitions, and merged determinants
Let us discuss explicit examples of parcels, critical points, phase transitions, and
merged determinants. We consider one-width parcels such as a monomial parcel,
parcel with a non-canonical mediator, zero-weight parcel, and finite-gate parcel.
Also, we discuss a higher-width monomial parcel with some conjectures on merged
determinants.
9.1 Golden angle as a critical point
Let l = 1, w = (2), s = (0,∞), X = {q}, and x = (q). Then, we consider the
monomial parcel
F = Λ(s, l, w,>q,Ψs,((0,1,0)), x,X).
This F is >q-merged-log-concave and normalized by Theorem 4.35 and Proposition
4.38. More explicitly, we have
Fλ = q
λ1
(λ1)2q
=
qλ1
(1− q)2 · · · (1− qλ1)2
for each λCZ1 s, and
Fλ = 0
otherwise.
Let θ = (1,∞). Then, Definition 8.11 and Proposition 8.29 give the fitting
path P = P (1, 0) = {(s, l,mi, ni, ki)}iCZθ such that
mi = ni = (i),
ai = (0, 1),
bi = (i, i+ 1),
ki = (0, 1)
for each i CZ θ and ai = ν(ki) and bi = ν(mi, ni, ki). Also, we have (0) = m0 =
n0 = m1  k1 CZ1 s by Definition 8.11.
By l = 1, F is reflexive. Thus, there exists the merged pair (P,F). Therefore,
each r ∈ AX gives semi-strongly unimodal sequences uP,F ,r by Theorem 7.44. Also,
(P,F) is ideal, since F is >q-merged-log-concave.
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9.1.1 On critical points and phase transitions
We obtain the golden angle as the critical point of the ideal merged pair (P,F).
We have X = {q}, Thus, by Definition 8.31, a real number 0 < q < 1 is a front
critical point if and only if
1 = Fm0(q) = Fm1(q) =
q
(1− q)2 . (9.1.1)
Equation 9.1.1 over 0 < q < 1 yields the golden angle
q =
3−√5
2
= 0.381966 · · ·
as the unique front critical point of (P,F). Thus, let FP,F ,1 = 3−
√
5
2
. By Proposition
8.35, neither rear nor asymptotic critical points exist. Therefore, the ideal merged
pair (P,F) has the golden angle as the unique critical point. For explicit values
of critical points, choices of parcel coordinate matter. Let us recall that the parcel
coordinate X of F is fully optimal.
By Proposition 8.35, (P,F) has the unique front phase transition. Figure 5
below plots Fmi(q) ∈ R for i = 0, · · · , 5 and q = 0, 3, FP,F ,1, and 0.4. For each
i = 0, · · · , 5, the bottom point, the middle point, and the top point in Figure 5
represent Fmi(0.3), Fmi(FP,F ,1), and Fmi(0.4) respectively. In particular, Fmi(0.3)
is strictly decreasing, Fmi(FP,F ,1) is decreasing and hill-shape, and Fmi(0.4) is
hill-shape and not decreasing.
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i
0.2
0.4
0.6
0.8
1.0
Figure 5: Fmi(q) with q = 0.3, FP,F ,1, and 0.4 and i = 0, · · · , 5
9.1.2 Polynomials with positive integer coefficients of an ideal merged
pair
By Fn∧i = Fni , merged determinants of the ideal merged pair (P,F) give q-
polynomials with positive coefficients as follows. For each i ≥ 1, we have
∆(F)(s, l, w,mi, ni, ki, x,X)
=
(i)2q · (i+ 1)2q
(0)2q · (1)2q
· (F1,miF1,ni −F1,mi−1F1,ni+1)
=
(i)2q · (i+ 1)2q
(0)2q · (1)2q
·
((
qi
(i)2q
)2
− q
i−1
(i− 1)2q
qi+1
(i+ 1)2q
)
>q 0.
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More explicitly, we have
∆(F)(s, l, w,m1, n1, k1, x,X)
= 2q3 + q4,
∆(F)(s, l, w,m2, n2, k2, x,X)
= 2q6 + 2q7 + q8,
∆(F)(s, l, w,m3, n3, k3, x,X)
= 2q9 + 2q10 + 2q11 + q12,
∆(F)(s, l, w,m4, n4, k4, x,X)
= 2q12 + 2q13 + 2q14 + 2q15 + q16,
∆(F)(s, l, w,m5, n5, k5, x,X)
= 2q15 + 2q16 + 2q17 + 2q18 + 2q19 + q20,
· · · .
9.1.3 Golden angle from golden ratio by the merged-log-concavity
We later obtain the golden ratio as the unique front critical point of (P, E) in
Corollary 13.15. Thus, let us explain that the parcel E with the golden ratio gives
the parcel F with the golden angle. Consider the internal Hadamard product
E2 = Λ(s, l, w,>
q
1
2
,Ψs,((0,1,0)), (q), {q 12}).
Then, we obtain F as a restricted parcel of E , because
F = r(1),(2)(E2).
9.2 A non-canonical mediator with asymptotically hill-shape
sequences
We discuss a parcel with a non-canonical mediator. Suppose s = (0,∞), l = 1,
w = (2), X = {q}, x = (q), and ρ = (1). Then, q is fully >q-admissible. Also, the
following tuple
φ(x) =
(
29
20
− 5q + 5q2
)
∈ Q(x)l
is a (s, l, w,>q, ρ, x,X)-mediator, because the function
φ1(x1) =
29
20
− 5q + 5q2 = 5
(
q − 1
2
)2
+
1
5
(9.2.1)
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satisfies
φ1(x1)
w1 >AX 0,
and ρ = (1) implies
B(s, l, w,m, φ, ρ, x,X)  0
for each mCZl s by Lemmas 2.14 and 2.32. Thus, there exists the monomial parcel
F = Λ(s, l, w,>q,Ψs,((0,1,0)), φ, ρ, x,X).
The parcel F is >q-merge-log-concave and normalized by Theorem 4.35 and
Proposition 4.38. Explicitly, we have
Fλ = q
λ1
φ1(x1)2λ1 · [λ1]!2q
=
qλ1(
29
20
− 5q + 5q2)2λ1 · 1 · (1 + q)2 · · · (1 + q + · · ·+ qλ1−1)2
for each λCZ1 s; otherwise,
Fλ = 0.
Let P = P (1, 0). Then, we have the ideal merged pair (P,F). In particular,
the ideal merged pair (P,F) gives the same merged determinants of Section 9.1
by Proposition 3.4.
9.2.1 On critical points and phase transitions
Let us find front critical points of the merged pair (P,F). We have X = {q}.
Thus, by Definition 8.31, a real number 0 < q < 1 is a front critical point if and
only if
1 = Fm0(q) = Fm1(q) =
q(
29
20
− 5q + 5q2)2 . (9.2.2)
By Equations 9.2.1, Equation 9.2.2 has two solutions over 0 < q < 1. More
explicitly, Equation 9.2.2 gives two front critical points 0 < q = FP,F ,1, q = FP,F ,2 <
1 such that
FP,F ,1 = 0.253594 · · · ,
FP,F ,2 = 0.884885 · · · .
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Thus, (P,F) has front phase transitions by Equations 9.2.1 and FP,F ,1 < 12 <
FP,F ,2.
Since P is infinite-length, there are no rear critical points. Hence, let us find
asymptotic critical points. By Lemma 8.34, F is tame along P with the tame
factor q. Thus, a real number 0 < q < 1 is an asymptotic critical point if and only
if
p(P,F ,∞, 1) =
(
29
20
− 5q + 5q2
)2
− q(1− q)2 = 0. (9.2.3)
Let u(q) = q(1− q)2. Then, we have
u′(q) = (1− q)(1− 3q),
u
(
1
3
)
> φ1
(
1
3
)2
.
Thus, Equation 9.2.3 has two solutions over 0 < q < 1 by Equations 9.2.1. More
explicitly, Equation 9.2.3 gives two asymptotic critical points 0 < q = AP,F ,1, q =
AP,F ,2 < 1 such that
AP,F ,1 = 0.30813 · · · ,
AP,F ,2 = 0.63486 · · · .
Then, φ1(x1)2, u(q), q, and 1 over 0 < q < 1 give the following table of critical
points and phase transitions (see Figure 6).
FP,F ,1 AP,F ,1 AP,F ,2 FP,F ,2
F(0) −F(1) + 0 − − − − − 0 +
p(P,F ,∞, 1) + + + 0 − 0 + + +
(9.2.4)
281
0.2 0.4 0.6 0.8 1.0
0.5
1.0
1.5
2.0
Figure 6: φ1(x1)2, u(q), q, and 1 over 0 ≤ q ≤ 1
By Definition 8.20 and Table 9.2.4, we have front phase transitions at FP,F ,1
and FP,F ,2 .
First, the front phase transition at FP,F ,1 gives the strictly decreasing sequence
uP,F ,0.2, the decreasing and hill-shape sequence uP,F ,FP,F,1 , and the non-decreasing
hill-shape sequence uP,F ,0.3 in Figure 7. For each i = 0, · · · , 5, the bottom point,
the middle point, and the top point in Figure 7 are of uP,F ,0.2, uP,F ,FP,F,1 , and
uP,F ,0.3 respectively.
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Figure 7: Fmi(q) of q = 0.2, FP,F ,1, 0.3 and i = 0, · · · , 5
Second, the front phase transition at FP,F ,1 gives the hill-shape sequence uP,F ,0.8,
the decreasing and hill-shape sequence uP,F ,FP,F,2 , and the strictly decreasing se-
quence uP,F ,0.95 in Figure 8. For each i = 0, · · · , 5, the bottom point, the middle
point, and the top point in Figure 8 belong to uP,F ,0.95, uP,F ,FP,F,2 , and uP,F ,0.8
respectively.
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Figure 8: Fmi(q) of q = 0.8, FP,F ,2, 0.95 and i = 0, · · · , 5
By Definition 8.20 and Table 9.2.4, we have asymptotic phase transitions at
AP,F ,1 and AP,F ,2. Thus, Proposition 8.7 and Definition 8.31 yield asymptotically
hill-shape sequences uP,F ,AP,F,1 and uP,F ,AP,F,2 in Figures 9 and 10. Then, for
AP,F ,1 < 0.5 < AP,F ,2, we have the strictly increasing sequence uP,F ,0.5 in Figure
11.
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Figure 9: Fmi(q) of q = AP,F ,1 and i = 0, · · · , 15
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Figure 10: Fmi(q) of q = AP,F ,2 and i = 0, · · · , 15
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Figure 11: Fmi(q) of q = 0.5 and i = 0, · · · , 5
9.3 A zero-weight parcel with critical points and no phase
transitions
Suppose a gate s = (1,∞), l = 1, and X = {q}. Then, let us take the zero-weight
parcel
F = Λ(s, l, >q, χs,q, X)
of q-numbers. Also, for λ, h ∈ Z≥1 and θ = (1,∞), we take the fitting path
P = P (λ, h) = {(s, l,mi, ni, ki)}iCZθ
with m0 = n0 = m1  k1 = (h).
Then, the merged pair (P,F) has no phase transitions, even though (P,F) has
critical points. First, let us confirm that (P,F) has no front critical points. Thus,
we take the following equation:
χs,q,m0 = 1 + q + · · ·+ qm0,1−1 = 1 + q + · · ·+ qm1,1−1 = χs,q,m1 . (9.3.1)
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This is equivalent to
0 = qm0,1 + · · ·+ qm1,1−1.
Thus, Equation 9.3.1 has no solutions over 0 < q < 1, since m1,1 −m0,1 = λ ≥ 1.
Therefore, there exist no front critical points. Second, since P is infinite-length,
there are no rear critical points either. Third, each r ∈ AX is an asymptotic critical
point of (P,F), because 0 < q < 1 gives
lim
i→∞
χs,q,mi+1
χs,q,mi
= lim
i→∞
1 + q + · · ·+ qmi+1,1−1
1 + q + · · ·+ qmi,1−1
= lim
i→∞
1−qmi+1,1
1−q
1−qmi,1
1−q
= lim
i→∞
1− qmi+1,1
1− qmi,1
= 1.
Thus, for each r ∈ AX = {(q) ∈ R1 | 0 < q < 1}, the semi-strongly unimodal
sequence uP,F ,r is asymptotically hill-shape. In particular, there are no asymptotic
phase transitions of (P,F) by Definition 8.20.
Therefore, there are no phase transitions of the merged pair (P,F), though
there are asymptotic critical points of (P,F).
9.4 A finite-length merged pair with the rear phase transi-
tion
From Section 6.4, let us recall the q-Stirling polynomial of the second kind
S(3, 1, q) = 1,
S(3, 2, q) = 2 + q,
S(3, 3, q) = 1.
We take s = (1, 3), l = 1, x = (q), w = (1), and X = {q}. Then, there exists the
≥q-merged-log-concave
F = Λ(s, l, >q, Ss,q, X)
by Definition 6.15. Moreover, Corollary 5.27 yields the finite-length >q-merged-
log-concave parcel G such that
G = Λ(s, l, w,>q, Ss,q, x,X) = Λ(s, l, w,>q, 1s,l, x,X) (1,1) F .
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Then, for θ = (1, 1), there exists the finite-length fitting path
P = r(1,∞),θ(P (1, 1))
such that m1 = n1 = (2), a1 = (0, 1), b1 = (2, 3), and k1 = (0, 1). Therefore,
we obtain the ideal merged pair (P,G). Let m0 = n0 = (1), m2 = n2 = (3), and
k0 = k2 = k1 for our convenience.
9.4.1 On critical points and phase transitions
By X = {q} and Definition 2.1, 0 < q < 1 is a front critical pint if and only if
Gm1(q) =
1
1− q =
q + 2
(1− q)(1− q2) = Gm2(q).
This has no real roots. Hence, there are no front critical points. Also, since P is
finite-length, there are no asymptotic critical points. However,
Gm2(q) =
q + 2
(1− q)(1− q2) =
1
(1− q)(1− q2)(1− q3) = Gm3(q)
has the unique solution 0 < q = RP,G,1 < 1 such that
RP,G,1 = 0.86676 · · · .
Thus, (P,G) has the following unique rear phase transition by Theorem 8.18.
Figure 12 puts Gmi(q) for i = 1, 2, 3 and q = 0, 84, RP,G,1, and 0.9. For each
i = 1, 2, 3, the bottom point, the middle point, and the top point in Figure 12 plot
Gmi(0.84), Gmi(RP,G,1), and Gmi(0.9). In particular, Gmi(0.84) is not increasing
but hill-shape, Gmi(RP,G,1) is increasing and hill-shape, and Gmi(0.9) is strictly
increasing.
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Figure 12: Gmi(q) for q = 0.84, RP,G,1, 0.9 and i = 1, 2, 3
9.4.2 Polynomials with positive integer coefficients of an ideal merged
pair
By Gni = Gn∧i and mi = ni, we have the following q-polynomials with positive
coefficients of the ideal merged pair (P,G). Because Gm = 0 for each m 6CZ1 s, we
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have
∆(G)(s, l, w,m1, n1, k1, x,X) = (b1)q
(a1)q
· Gm1Gn1
=
(1)q(2)q
(0)q(1)q
·
(
1
(1− q)
)2
= 1 + q,
∆(G)(s, l, w,m2, n2, k2, x,X) = (b2)q
(a2)q
· (Gm2Gn2 − Gm1Gn3)
=
(2)q(3)q
(0)q(1)q
·
((
q + 2
(1− q)(1− q2)
)2
− 1
(1− q) ·
1
(1− q)(1− q2)(1− q3)
)
= 3 + 7q + 9q2 + 5q3 + q4,
∆(G)(s, l, w,m3, n3, k3, x,X) = (b3)q
(a3)q
· Gm3Gn3
=
(3)q(4)q
(0)q(1)q
·
(
1
(1− q)(1− q2)(1− q3)
)2
= 1 + q + q2 + q3.
9.5 A higher-width parcel with the front phase transition
and conjectures
Sections 9.1, 9.2, 9.3 and 9.4 discuss one-width parcels. Hence, let us consider a
parcel with the higher width l = 3.
Let s = (0,∞), w = (1), X = {q 12}, x = (q), and =>
q
1
2
. Then, for
γ =
((
1
2
, 0, 0
)
,
(
−1
2
, 0, 0
)
,
(
1
2
, 0, 0
))
,
there exists the monomial parcel F such that
F = Λ(s, l, w,,Ψs,γ, x,X).
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Explicitly, we have
Fλ = q
λ21−λ22+λ23
2
(λ1)q(λ2)q(λ3)q
for each λCZ3 s; otherwise, we have
Fλ = 0.
This F is reflexive, since γ is symmetric.
To define a fitting path, let ξ = (2, 1), h = 4, and θ = (1,∞). Then, Theorem
7.22 gives the infinite-length fitting path P = Ps,l,ξ,h = {(s, l,mi, ni, ki)}iCZθ such
that
mi = ni = (6, 5, 4) + (i− 1) · ιl(4),
ai = (0, 1, 2, 4, 5, 6),
bi = (6, 6, 6, 10, 10, 10) + (i− 1) · ι2l(4),
σ(ki) = (6, 4, 2)
for each iCZ θ, ai = ν(ki), and bi = ν(mi, ni, ki). Let m0 = n0 = (2, 1, 0), k0 = k1,
a0 = ν(k0), and b0 = ν(m0, n0, k0) for our convenience.
9.5.1 On critical points and phase transitions
Since s is semi-infinite, there are no rear critical points. Also, there are no asymp-
totic critical points. To explain this, we observe that 0 < q
1
2 < 1 gives
lim
i→∞
Ψs,γ,mi+1
Ψs,γ,mi
= lim
i→∞
q
(4(i+1)+2)2−(4(i+1)+1)2+(4(i+1))2
2
q
(4i+2)2−(4i+1)2+(4i)2
2
= lim
i→∞
q16i+12
= 0.
Thus, F is tame along P with the tame factor 0. Then, uP,F ,r is hill-shape or
decreasing for each r ∈ AX = {(q 12 ) | 0 < q 12 < 1} by Proposition 8.10. Therefore,
(P,F) has no asymptotic critical points.
We have tγ(m1) − tγ(m0) = 12 > 0. Thus, by X = {q 12} and Definition 8.31,
Proposition 8.23 gives the unique front phase transition of (P,F) with the front
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critical point 0 < FP,F ,1 = q
1
2 < 1. Explicitly, FP,F ,1 is the unique solution of the
following equation
Fm0(q
1
2 ) =
q
3
2
(2)q(1)q(0)q
=
q
27
2
(6)q(5)q(4)q
= Fm1(q
1
2 )
over 0 < q
1
2 < 1 such that
FP,F ,1 := 0.82439....
On the front phase transition of (P,F), Figure 13 plots Fmi(q
1
2 ) for i = 0, · · · , 4
and q
1
2 = 0, 8, FP,F ,1, and 0.83. For each i = 0, · · · , 4, the bottom point, the middle
point, and the top point in Figure 13 indicate Fmi(0.8), Fmi(FP,F ,1), and Fmi(0.83)
respectively. Then, Fmi(0.8) is strictly decreasing, Fmi(FP,F ,1) is decreasing and
hill-shape, and Fmi(0.83) is hill-shape and not decreasing. Since some points are
almost colliding in Figure 13, let us plot log(Fmi(q
1
2 )) in Figure 14.
1.5 2.0 2.5 3.0 3.5 4.0
i
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15
Figure 13: Fmi(q) for q = 0.8, FP,F ,1, 0.83 and i = 0, · · · , 4
293
1.5 2.0 2.5 3.0 3.5 4.0
i
-30
-25
-20
-15
-10
-5
Figure 14: log(Fmi(q)) for q = 0.8, FP,F ,1, 0.83 and i = 0, · · · , 4
9.5.2 Ideal property of a merged pair
The parcel F is not >q-merged-log-concave, because the merged determinant
∆(F)(s, l, w, (3, 3, 3), (3, 4, 3), (0, 0, 0, 1, 0, 1), x,X) is
q
37
2 + 3q
35
2 + 7q
33
2 + 13q
31
2 + 19q
29
2 + 23q
27
2 + 24q
25
2
+ 23q
23
2 + 20q
21
2 + 17q
19
2 + 12q
17
2 + 7q
15
2 + 3q
13
2 + q
11
2 ,
which is not a q-polynomial.
However, let us confirm that the merged pair (P,F) is ideal. We have
∆(F)(s, l, w,mi, ni, ki, x,X) = (bi)q
(ai)q
· (F2mi −Fmi−1Fni+1) (9.5.1)
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for each i ∈ θ by Fn∧i = Fni and mi = ni. Thus, each iCZ θ gives
∆(F)(s, l, w,mi, ni, ki, x,X)
=
(4i+ 2)q(4i+ 2)q(4i+ 2)q(4i+ 6)q(4i+ 6)q(4i+ 6)q
(0)q(1)q(2)q(4)q(5)q(6)q
·
((
q
(4i+2)2−(4i+1)2+(4i)2
2
(4i+ 2)q(4i+ 1)q(4i)q
)2
− q
(4i−2)2−(4i−3)2+(4i−4)2
2
(4i− 2)q(4i− 3)q(4i− 4)q ·
q
(4i+6)2−(4i+5)2+(4i+4)2
2
(4i+ 6)q(4i+ 5)q(4i+ 4)q
)
.
(9.5.2)
Therefore, Equation 9.5.2 implies
∆(F)(s, l, w,mi, ni, ki, x,X) >q 0
for each iCZ θ, because we have (
q
(4i+2)2−(4i+1)2+(4i)2
2
)2
>q 0, (9.5.3)
q
(4i−2)2−(4i−3)2+(4i−4)2
2 · q (4i+6)
2−(4i+5)2+(4i+4)2
2 = q16i
2+8i+19 >q 0
for each iCZ θ. Inequality 9.5.3 holds when i = 0 as well. Thus, Equations 3.4.20
and 9.5.1 give
∆(F)(s, l, w,mi, ni, ki, x,X) >q 0
for each i CZ e(θ). Therefore, the merged pair (P,F) is ideal, though F is not
>q-merged-log-concave.
9.5.3 Polynomials with positive integer coefficients of an ideal merged
pair
Let us compute some merged determinants of the ideal merged pair (P,F). This
gives q-polynomials with positive integer coefficients. For example, the merged
determinant ∆(F)(s, l, w,m0, n0, k0, x,X) is
q3 + 3q4 + 6q5 + 10q6 + 15q7 + 20q8 + 23q9 + 24q10
+ 23q11 + 20q12 + 15q13 + 10q14 + 6q15 + 3q16 + q17.
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The merged determinant ∆(F)(s, l, w,m1, n1, k1, x,X) is
(9.5.4)
q27 + 5q28 + 19q29 + 58q30 + 158q31 + 388q32
+885q33 +1890q34 +3828q35 +7390q36 +13688q37
+ 24412q38 + 42089q39 + 70327q40 + 114182q41
+180469q42 +278185q43 +418794q44 +616576q45
+ 888721q46 + 1255398q47 + 1739429q48
+ 2365848q49 + 3160960q50 + 4151230q51
+ 5361659q52 + 6814044q53 + 8524865q54
+ 10503235q55 + 12748773q56 + 15249837q57
+ 17982091q58 + 20907732q59 + 23975445q60
+ 27121214q61 + 30270096q62 + 33338786q63
+ 36239100q64 + 38881893q65 + 41181562q66
+ 43060365q67 + 44452792q68 + 45309075q69
+ 45598218q70 + 45309614q71 + 44453850q72
+ 43061901q73 + 41183518q74 + 38884194q75
+ 36241661q76 + 33341512q77 + 30272892q78
+ 27123986q79 + 23978109q80 + 20910214q81
+ 17984335q82 + 15251804q83 + 12750444q84
+ 10504608q85 + 8525955q86 + 6814878q87
+ 5362272q88 + 4151661q89 + 3161248q90
+ 2366030q91 + 1739536q92 + 1255456q93
+ 888749q94 + 616588q95 + 418798q96
+ 278186q97 + 180469q98 + 114182q99 + 70327q100
+ 42089q101 + 24412q102 + 13688q103 + 7390q104
+ 3828q105 + 1890q106 + 885q107 + 388q108
+ 158q109 + 58q110 + 19q111 + 5q112 + q113.
Also, the merged determinant ∆(F)(s, l, w,m2, n2, k2, x,X) is
(9.5.5)q83 + 5q84 + 19q85 + 58q86 + 158q87 + 390q88 + 899q89 + 1951q90 + · · · .
9.5.4 Conjectures
First several coefficients of ∆(F)(s, l, w,m2, n2, k2, x,X) coincide with those of
∆(F)(s, l, w,m1, n1, k1, x,X). Also, ∆(F)(s, l, w,mi, ni, ki, x,X) for i = 1, 2 are
not symmetric, but log-concave q-polynomials. Thus, we make the following con-
jectures on merged determinants of the ideal merged pair (P,F).
296
Conjecture 9.1. For each i ∈ Z≥0, consider the q-polynomial
fi =
∑
j
fi,jq
j = ∆(F)(s, l, w,mi, ni, ki, x,X).
Let f+i denote their non-zero positive coefficients such that
f+i = (fi,Oq,fi , fi,j2 , · · · , fi,Dq,fi )
and Oq,fi < j2 < · · · < Dq,fi. Then, for each i ≥ 1, we have
f+i+1(2 + 4(i− 1), 5 + 4(i− 1)) = f+i (2 + 4(i− 1), 5 + 4(i− 1)).
For example, Polynomials 9.5.4 and 9.5.5 yield
f+1 = (1, 5, 19, 58, 158, 388, 885, · · ·),
f+2 = (1, 5, 19, 58, 158, 390, 899, · · ·).
Thus, we have the following equations
f+1 (2 + 4(1− 1), 5 + 4(1− 1)) = f+1 (2, 5)
= (5, 19, 58, 158)
= f+2 (2, 5).
To state another conjecture, let us make the following notation for polynomials
with constant terms.
Definition 9.2. For a Laurent polynomial f ∈ Q[z, z−1], let
Cz(f) =
{
z−Oz,ff if f 6= 0,
0 else.
Then, let us make the following conjecture on log-concave q-polynomials of
merged determinants.
Conjecture 9.3. We have the following.
1. For each i ∈ Z≥0,
∆(F)(s, l, w,mi, ni, ki, x,X)
is a log-concave q-polynomial.
2. Each i ∈ Z≥0 gives a log-concave q-polynomial such that
Cq(∆(F)(s, l, w,mi+1, ni+1, ki+1, x,X))
− Cq(∆(F)(s, l, w,mi, ni, ki, x,X)) >q 0.
The first part of Conjecture 9.3 is analogous to Conjectures 4.54 and 4.61.
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10 Parcel convolutions
One-width parcels are fundamental in the theory of the merged-log-concavity (see
Sections 9.1, 9.2, 9.3 and 9.4 for explicit computations). For example, they include
monomial parcels in Theorem 4.35. Also, they construct higher-width parcels
by external Hadamard products in Theorems 5.7. Furthermore, convolutions of
one-width parcels correspond to multiplications of generating functions of one-
width parcels. We simply refer to convolutions of one-width parcels as parcel
convolutions.
10.1 Convolution indices and parcel convolutions
Let us introduce the notion of convolution indices to define parcel convolutions as
parcels, since a sequence of rational functions is not necessarily a parcel.
Definition 10.1. Assume the following:
(a) l = 1 and ρ = (ρ1, ρ2, ρ3) ∈
∏
1≤i≤3 Zl≥1;
(b) squaring orders Oi = {i,i} on X for each 1 ≤ i ≤ 3;
(c) q ∈ Q(X), λ ∈ Q3>0, and xi ∈ Q(X)l for each 1 ≤ i ≤ 3 such that
xi = (q
λi) ∈ Q(X)l
for each 1 ≤ i ≤ 3;
(d) a gate si ∈ Zˆ2≥0 for each 1 ≤ i ≤ 3 such that
s3 = s1 + s2;
(e) a parcel Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X) for each 1 ≤ i ≤ 2;
(f) O3 is compatible to O1 and O2;
(g) o ∈ Z2≥1.
Then, let us call (s3,3, ρ, q, λ, x3, o) convolution index of (F1,F2), when (s3,3
, ρ, q, λ, x3, o) and (F1,F2) satisfy the following three conditions.
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1. We have
o1λ1 = o2λ2 = λ3, (10.1.1)
o−11 ρ1 = o
−1
2 ρ2 = ρ3. (10.1.2)
Let us call Equations 10.1.1 and 10.1.2 exponent equator of (λ, o) and base-
shift equator of (ρ, o).
2. We have the following.
(a) φ(x1) is a (s1, l, w,1, (o1), x1, X)-mediator.
(b) φ(x2) is a (s2, l, w,2, (o2), x2, X)-mediator.
3. φ(x3) is a (s3, l, w,3, ρ3, x3, X)-mediator.
Let us state the following lemma on some special cases of Definition 10.1.
Lemma 10.2. Let us take the notation and Assumptions (a)–(g) in Definition
10.1.
1. (a) Assume that φ is the canonical l-mediator. Then, we obtain Condition
2 of Definition 10.1 for any o ∈ Z2≥1.
(b) Moreover, assume the exponent equator of (λ, o). Then, we obtain Con-
dition 3 of Definition 10.1 for any ρ3 ∈ Zl≥1.
2. (a) Assume
λ = ι3(1), (10.1.3)
o = ι2(1), (10.1.4)
ρ1 = ρ2 = ρ3. (10.1.5)
Then, Conditions 1 and 2 of Definition 10.1 hold.
(b) Furthermore, Condition 3 of Definition 10.1 holds, when s1 and s2 are
semi-infinite or s2 = (0, 0).
3. Suppose
w = (0),
and the exponent equator of (λ, o). Then,
Fi = Λ(si, l, w,i, fi,si , φ, oiρ1, x2, X)
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for each 1 ≤ i ≤ 2. Moreover, (F1,F2) has the convolution index
(s3,3, τ, q, λ, x3, o)
for τ = (o1ρ1, o2ρ1, ρ1).
4. Assume
w = (0),
λ = ι3(1),
o = ι2(1),
ρ1 = ρ2 = ρ3.
Then, Conditions 1, 2, and 3 of Definition 10.1 hold.
Proof. Let us prove Claim 1a. By Definition 10.1, qλi is Oi-admissible for each
1 ≤ i ≤ 2. Thus, Condition 2 of Definition 10.1 holds by Proposition 2.36, because
φ is the canonical l-mediator.
Let us prove Claim 1b. Since o1, o2 ∈ Z≥1, qλ3 is O1- and O2-admissible by the
exponent equator of (λ, o) and Proposition 2.17. Thus, qλ3 is O3-admissible by the
compatibility of O3 to O1 and O2 in Assumption (f) of Definition 10.1. Therefore,
Condition 3 of Definition 10.1 holds by Proposition 2.36.
Let us prove Claim 2a. Equations 10.1.3 and 10.1.4 give the equator condition
of (λ, o). Furthermore, (ρ, o) has the base shift equator
o−11 ρ1 = ρ1 = ρ2 = o
−1
2 ρ2 = ρ3
by Equations 10.1.4 and 10.1.5. Thus, Condition 1 of Definition 10.1 follows.
Furthermore, Lemmas 2.14 and 2.32 imply Condition 2 of Definition 10.1 by o1 =
o2 = 1.
Let us prove Claim 2b. Since s1 and s2 are semi-infinite or s2 = (0, 0), we
obtain m1 CZl s1 by m1 CZl s1 + s2. Thus, each m1 CZl s1 + s2 gives
B(s1 + s2, l, w,m1, φ, ρ3, x3, X) = B(s1, l, w,m1, φ, ρ1, x1, X) 1 0,
because x3 = x1 and ρ3 = ρ1 by Equations 10.1.3 and 10.1.5. Therefore, Condition
3 of Definition 10.1 holds by the compatibility of O3 to O1 and O2.
Let us prove Claim 3. We obtain
F1 = Λ(s1, l, w,1, f1,s1 , φ, ρ1, x1, X)
= Λ(s1, l, w,1, f1,s1 , φ, o1ρ1, x1, X),
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because φ(x1) is a (s1, l, w,1, ρ′, x1, X)-mediator for any ρ′ ∈ Z≥1 by w = (0) and
Lemmas 2.14 and 2.32. Similarly, it holds that
F2 = Λ(s2, l, w,2, f2,s2 , φ, ρ2, x2, X)
= Λ(s2, l, w,2, f2,s2 , φ, o2ρ1, x2, X).
Furthermore, we have the base-shift equator of (τ, o) by
o−11 (o1ρ1) = o
−1
2 (o2ρ1) = ρ1.
Also, Conditions 2 and 3 of Definition 10.1 hold by w = (0) and Lemmas 2.14 and
2.32. Therefore, (F1,F2) has the convolution index (s3,3, τ, q, λ, x3, o).
Claim 4 follows from Claims 2 and 3.
Then, the following proposition proves that convolution indices give parcels.
Proposition 10.3. Let l = 1. Consider Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X) for
each 1 ≤ i ≤ 2 with a convolution index (s3,3, ρ, q, λ, x3, o). Assume H = {Hm ∈
Q(X)}m∈Zl such that
Hm1 =
∑
m2∈Zl
F1,m2 · F2,m1−m2 .
Then, we have the following.
1. When m 6CZ1 s3, it holds that
Hm = 0. (10.1.6)
2. There exists f3,s3 = {f3,s3,m ∈ Q(X)}m∈Zl that satisfies Inequality 10.1.9 and
Equations 10.1.7, 10.1.8, and 10.1.10:
f3,s3,m1 =
∑
m2∈Zl
[
m1
m2
]w
x3
·B(s1, l, w,m2, φ, (o1), x1, X) ·B(s2, l, w,m1 −m2, φ, (o2), x2, X)
· f1,s1,m2f2,s2,m1−m2
(10.1.7)
for each m1 ∈ Zl,
Hm = f3,s3,m∏
φ(x3)m◦w · [m]!wx3
(10.1.8)
301
for each mCZl s3,
f3,s3,mf3,s3,n  0 (10.1.9)
for each m,nCZl s3, and
f3,s3,m = 0 (10.1.10)
when m 6CZl s3.
3. H is a parcel such that
H = Λ(s3, l, w,3, f3,s, φ, ρ3, x3, X).
Proof. Let us prove Claim 1. Equation 10.1.6 holds, because F1,m = 0 form 6CZl s1
and F2,m = 0 for m 6CZl s2.
Let us prove Claim 2. First, we prove Equations 10.1.7 and 10.1.8. Let τ1 = (o1)
and τ2 = (o2). Then, we have
x3 = (q
λ3) = (qo1λ1) = xτ11
by the exponent equator of (λ, o) and Assumption (c) of Definition 10.1. Thus, for
each m1 CZl s1, Condition 2 of Definition 10.1 yields∏
φ(x3)
m1◦w · [m1]!wx3∏
φ(x1)m1◦w · [m1]!wx1
=
∏
φ(xτ11 )
m1◦w · [m1]!wxτ11∏
φ(x1)m1◦w · [m1]!wx1
= B(s1, l, w,m1, φ, τ1, x1, X)
1 0. (10.1.11)
Similarly, we have
x3 = (q
o3) = (qo2λ2) = xτ22 .
Therefore, for each m1 CZl s2, Condition 2 of Definition 10.1 gives∏
φ(x3)
m1◦w · [m1]!wx3∏
φ(x2)m1◦w · [m2]!wx2
=
∏
φ(xτ22 )
m1◦w · [m1]!wxτ22∏
φ(x2)m1◦w · [m1]!wx2
= B(s2, l, w,m1, φ, τ2, x2, X)
2 0. (10.1.12)
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Thus, for each m1 CZl s3, we obtain∏
φ(x3)
m1◦w · [m1]!wx3 ·Hm1
=
∏
φ(x3)
m1◦w · [m1]!wx3 ·
∑
m2
F1,m2F2,m1−m2
=
∏
φ(x3)
m1◦w · [m1]!wx3
·
∑
m2CZls1,m1−m2CZls2
f1,s1,m2∏
φ(x1)m2◦w · [m2]!wx1
· f2,s2,m1−m2∏
φ(x2)(m1−m2)◦w · [m1 −m2]!wx2
=
∑
m2CZls1,m1−m2CZls2
[m1]!
w
x3
[m2]!wx3 [m1 −m2]!wx3
·
∏
φ(x3)
m2◦w · [m2]!wx3∏
φ(x1)m2◦w · [m2]!wx1
·
∏
φ(x3)
(m1−m2)◦w · [m1 −m2]!wx3∏
φ(x2)(m1−m2)◦w · [m1 −m2]!wx2
· f1,s1,m2f2,s2,m1−m2
=
∑
m2CZls1,m1−m2CZls2
[
m1
m2
]w
x3
·B(s1, l, w,m2, φ, τ1, x1, X) ·B(s2, l, w,m1 −m2, φ, τ2, x2, X)
· f1,s1,m2f2,s2,m1−m2 .
Therefore, we obtain Equations 10.1.7 and 10.1.8.
Second, let us prove Inequality 10.1.9. For each m1, n1 CZl s3, we obtain
f3,s3,m1f3,s3,n1
=
∑
m2,n2CZls1,m1−m2,n1−n2CZls2
[
m1
m2
]w
x3
[
n1
n2
]w
x3
·B(s1, l, w,m2, φ, τ1, x1, X) ·B(s1, l, w, n2, φ, τ1, x1, X)
·B(s2, l, w,m1 −m2, φ, τ2, x2, X) ·B(s2, l, w, n1 − n2, φ, τ2, x2, X)
· f1,s1,m2f1,s1,n2 · f2,s2,m1−m2f2,s2,n1−n2 .
The tuple x3 consists of the 3-admissible variable qλ3 by x3 = xτ11 = xτ22 for
τ1, τ2 ∈ Zl≥1 and the compatibility of 3 to 1 and 2. Thus, we obtain[
m1
m2
]w
x3
[
n1
n2
]w
x3
3 0, (10.1.13)
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when
m2, n2 CZl s1, (10.1.14)
m1 −m2, n1 − n2 CZl s2, (10.1.15)
because Conditions 10.1.14 and 10.1.15 imply m2, n2,m1 −m2, n1 − n2 ≥ 0. Fur-
thermore, the compatibility of 3 to 1 and 2 and Conditions 10.1.14 and 10.1.15
give
f1,s1,m2f1,s1,n2 · f2,s2,m1−m2f2,s2,n1−n2 3 0, (10.1.16)
since f1,s1 and f2,s2 are doubly positive. Also, we obtain
B(s1, l, w,m2, φ, τ1, x1, X) ·B(s1, l, w, n2, φ, τ1, x1, X)
·B(s2, l, w,m1 −m2, φ, τ2, x2, X) ·B(s2, l, w, n1 − n2, φ, τ2, x2, X)
3 0
(10.1.17)
by Inequalities 10.1.11 and 10.1.12, Conditions 10.1.14 and 10.1.15, and the com-
patibility of 3 to 1 and 2. Therefore, Inequalities 10.1.13, 10.1.16, and 10.1.17
imply Inequality 10.1.9.
Equation 10.1.10 follows from Equation 10.1.7, since m1 6CZl s3 implies m2 6CZl
s1 or m1 −m2 6CZl s2. Therefore, Claim 2 holds.
Let us prove Claim 3. By Condition 3 of Definition 10.1, φ(x3) is (s3, l, w,3
, ρ3, x3, X)-mediator. Thus, we have the parcel H = Λ(s3, l, w,3, f3,s, φ, ρ3, x3, X)
by Claims 1 and 2.
Thus, we introduce the following notion of parcel convolutions.
Definition 10.4. Let l = 1. Suppose a parcel Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X)
for each 1 ≤ i ≤ 2 with a convolution index (s3,3, ρ, q, λ, x3, o). Then, we define
the convolution F1 ∗ F2 such that
F1 ∗ F2 = Λ(s3, l, w,3, f3,s, φ, ρ3, x3, X),
and
f3,s3,m =
∏
φ(x3)
m◦w · [m]!wx3 ·
∑
n1+n2=m
F1,n1F2,n2 ∈ Q(X)
for each m ∈ Zl.
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By Definitions 10.1 and 10.4, parcel convolutions are commutative. Moreover,
let us state the following lemma on identical parcels to define λ-fold convolutions
of a parcel.
Lemma 10.5. Suppose l = 1, F = Λ(s, l, w,, fs, φ, ρ, x,X), and G = Λ((0, 0), l, w,
, 1(0,0), φ, ρ, x,X). Then, F ∗ G = F .
Proof. Let o = ι2(1) and λ = ι3(1). By Claim 2 of Lemma 10.2, (F ,G) has the
convolution index (s,, κ, q, λ, x, o) such that κ = (ρ, ρ, ρ). Thus, the assertion
holds, because
G(0) =
1(0,0),(0)∏
φ(x)(0)◦w · [(0)]!wx
= 1
implies
(F ∗ G)m1 =
∑
m2∈Zl
Fm2 · Gm1−m2 = Fm1
for each m1 ∈ Zl.
Let us introduce the notation for λ-fold convolutions of a parcel by Claims 2
and 4 of Lemma 10.2 and Lemma 10.5.
Definition 10.6. Let l = 1, λ ∈ Z≥1, and F = Λ(s, l, w,, f1,s, φ, ρ, x,X). As-
sume that s is semi-infinite or w = (0).
1. Let us define
F∗0 = Λ((0, 0), l, w,, 1(0,0), φ, ρ, x,X).
2. Let us define the λ-fold convolution F∗λ such that
F∗λ = Λ(λs, l, w,, fλs, φ, ρ, x,X),
and
fλs,m =
∏
φ(x)m◦w · [m]!wx ·
∑
n1+···+nλ=m
Fn1 · · · · · Fnλ
for each m ∈ Zl.
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The following proposition confirms that parcel convolutions preserve the full
admissible property of base variables.
Proposition 10.7. Suppose l = 1, Fi = Λ(si, l, w,i, fi,s, ρi, φ, xi, X) for 1 ≤ i ≤
3 with a convolution index (s3,3, ρ, q, λ, x3, o) of (F1,F2). Let F3 = F1 ∗ F2.
Then, x3 = (qλ3) consists of the fully 3-admissible qλ3.
Proof. By the exponent equator of (λ, o), x3 = (qλ3) = (qλ1o1) for o1 ∈ Z>0. Also,
qλ1 is fully 1-admissible. Thus, qλ3 is fully 3-admissible.
10.2 Unital extensions of the Cauchy-Binet formula
We give unital extensions of the Cauchy-Binet formula to prove the merged-log-
concavity of parcel convolutions. The Cauchy-Binet formula writes minors of a
matrix product AB by minors of A and B. Merged determinants are analogues of
determinants. However, merged determinants in Definition 2.39 have factors(∏
(φ(xρ)unionsq)(b−a)◦w
unionsq
)
· [b]!
wunionsq
(xρ)unionsq
[a]!w
unionsq
(xρ)unionsq
.
Thus, we extend the Cauchy-Binet formula.
Let us use the following notation.
Definition 10.8. Let Q be a commutative ring and λ1, λ2 ∈ Z≥1. Let us consider
a λ1 × λ2-matrix A = (Ai,j)1≤i≤λ1,1≤j≤λ2 ∈ Mλ1,λ2(Q). Suppose d ∈ Z≥1 and
α, β ∈ Zd such that 1 ≤ α1, · · · , αd ≤ λ1 and 1 ≤ β1, · · · , βd ≤ λ2. Then, the
determinant A(α, β) ∈ Q is defined as
A(α, β) = det

Aα1,β1 Aα1,β2 · · · Aα1,βd
Aα2,β1 Aα2,β2 · · · Aα2,βd
· · · · · · · · · · · ·
Aαd,β1 Aαd,β2 · · · Aαd,βd
 .
Let us recall the Cauchy-Binet formula. For example, one can prove this by
reordering summations of the Leibniz formula of A(α, γ) and B(γ, β).
Theorem 10.9 (Cauchy-Binet formula, well-known). Let Q be a commutative
ring. For λ ∈ Z3≥1, let A ∈ Mλ1,λ2(Q) and B ∈ Mλ2,λ3(Q). Also, suppose d ∈ Z≥1
and α, β ∈ Zd such that 1 ≤ α1 < · · · < αd ≤ λ1 and 1 ≤ β1 < · · · < βd ≤ λ3.
Then, for the matrix AB ∈Mλ1,λ3(Q), it holds that
AB(α, β) =
∑
1≤γ1<···<γd≤λ2
A(α, γ)B(γ, β).
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To extend Theorem 10.9, let us introduce the following notation.
Definition 10.10. Let Q be a commutative ring, d ∈ Z≥1, and λ1, λ2, λ3 ∈ Z≥1.
Let us fix some A ∈Mλ1,λ2(Q), B ∈Mλ2,λ3(Q), and α, β ∈ Zd such that 1 ≤ α1 <
· · · < αd ≤ λ1 and 1 ≤ β1 < · · · < βd ≤ λ3. For simplicity, when we write γ ∈ Zd,
let us assume 1 ≤ γ1 < · · · < γd ≤ λ2.
1. We define a family Θ = {Θ(u) ∈ Q}u∈Z such that
Θ(u) ∈ Q×
for each u ≥ 0. Then, we define
Θ(α, β, u) =
∏
1≤i≤d Θ(βi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
∈ Q
for each u ∈ Z≥0.
2. Assume that for each γ ∈ Zd, A(α, γ)B(γ, β) 6= 0 implies∏
1≤i≤d
Θ(γi − α1 + u) ∈ Q×
for each u ≥ 0. Then, for each γ ∈ Zd such that A(α, γ)B(γ, β) 6= 0, we
define
Θ1,A,B(α, γ, β, u) =
∏
1≤i≤d Θ(γi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
∈ Q×,
A(α, γ, β,Θ1,A,B, u) = Θ1,A,B(α, γ, β, u) · A(α, γ) ∈ Q
for each u ≥ 0.
3. Suppose that for each γ ∈ Zd, A(α, γ)B(γ, β) 6= 0 implies∏
1≤i≤d
Θ(βi − γ1 + u) ∈ Q×
for each u ≥ min(0, γ1−α1). Then, for each γ ∈ Zd such that A(α, γ)B(γ, β) 6=
0, we define
Θ2,A,B(α, γ, β, u) =
∏
1≤i≤d Θ(βi − γ1 + u)∏
1≤i≤d Θ(γi − γ1 + u)
∈ Q×,
B(α, γ, β,Θ2,A,B, u) = Θ2,A,B(α, γ, β, u) ·B(γ, β) ∈ Q
for each u ≥ min(0, γ1 − α1).
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For example, if Θ(u) = 1 ∈ Q for each u ∈ Z, then there exist Θ(α, β, u),
Θ1,A,B(α, γ, β, u), and Θ2,A,B(α, γ, β, u) in Definition 10.10.
In general, Θ(α, β, u) does not have to be unital in Q. Thus, let us extend the
Cauchy-Binet formula by unital Θ(α, β, u), Θ1,A,B(α, γ, β, u), and Θ2,A,B(α, γ, β, u)
in the following theorem.
Theorem 10.11 (Θ-unital extension of the Cauchy-Binet formula). Let Q be a
commutative ring, d ∈ Z≥1, and λ1, λ2, λ3 ∈ Z≥1. Suppose A ∈ Mλ1,λ2(Q), B ∈
Mλ2,λ3(Q), and α, β ∈ Zd such that 1 ≤ α1 < · · · < αd ≤ λ1 and 1 ≤ β1 < · · · <
βd ≤ λ3. Moreover, assume Θ, Θ(α, β, u), Θ1,A,B(α, γ, u), and Θ2,A,B(γ, β, u).
Then, for each u ∈ Z≥0, we have
Θ(α, β, u) · AB(α, β)
=
∑
1≤γ1<···<γd≤λ2,
A(α,γ)B(γ,β)6=0
A(α, γ, β,Θ1,A,B, u)B(α, γ, β,Θ2,A,B, γ1 − α1 + u).(10.2.1)
In particular, suppose
1 = Θ(α, β, u) = Θ1,A,B(α, γ, β, u) = Θ2,A,B(α, γ, β, γ1 − α1 + u) (10.2.2)
for each u ≥ 0 and γ ∈ Zd such that 1 ≤ γ1 < · · · < γd ≤ λ2 and A(α, γ)B(γ, β) 6=
0. Then, Equation 10.2.1 reduces to
AB(α, β) =
∑
1≤γ1<···<γd≤λ2
A(α, γ)B(γ, β).
Proof. Let u ≥ 0. Assume γ ∈ Zd such that 1 ≤ γ1 < · · · < γd ≤ λ2 and
A(α, γ)B(γ, β) 6= 0. Then, we have the following equations:
Θ(α, β, u) ·Θ1,A,B(α, γ, β, u)−1 ·Θ2,A,B(α, γ, β, γ1 − α1 + u)−1
=
∏
1≤i≤d Θ(βi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
·
∏
1≤i≤d Θ(αi − α1 + u)∏
1≤i≤d Θ(γi − α1 + u)
·
∏
1≤i≤d Θ(γi − γ1 + γ1 − α1 + u)∏
1≤i≤d Θ(βi − γ1 + γ1 − α1 + u)
=
∏
1≤i≤d Θ(βi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
·
∏
1≤i≤d Θ(αi − α1 + u)∏
1≤i≤d Θ(γi − α1 + u)
·
∏
1≤i≤d Θ(γi − α1 + u)∏
1≤i≤d Θ(βi − α1 + u)
= 1. (10.2.3)
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Furthermore, we have
A(α, γ) ·B(γ, β) = Θ1,A,B(α, γ, β, u)−1 ·Θ2,A,B(α, γ, β, γ1 − α1 + u)−1
·A(α, γ, β,Θ1,A,B, u) ·B(α, γ, β,Θ2,A,B, γ1 − α1 + u)
by Definition 10.10.
Thus, by Equation 10.2.3 and Theorem 10.9, we have
Θ(α, β, u) · AB(α, β)
=
∑
1≤γ1<···<γd≤λ2,
A(α,γ)B(γ,β)6=0
Θ(α, β, u) · A(α, γ)B(γ, β)
=
∑
1≤γ1<···<γd≤λ2,
A(α,γ)B(γ,β)6=0
Θ(α, β, u)
·Θ1,A,B(α, γ, β, u)−1Θ2,A,B(α, γ, β, γ1 − α1 + u)−1
· A(α, γ, β,Θ1,A,B, u)B(α, γ, β,Θ2,A,B, γ1 − α1 + u)
=
∑
1≤γ1<···<γd≤λ2,
A(α,γ)B(γ,β)6=0
A(α, γ, β,Θ1,A,B, u)B(α, γ, β,Θ2,A,B, γ1 − α1 + u).
Therefore, we obtain the former assertion. The latter assertion holds by Assump-
tion 10.2.2, and definitions of A(α, γ, β,Θ1,A,B, u) and B(α, γ, β,Θ2,A,B, γ1 − α1 +
u).
We mainly refer to Theorem 10.11 in later discussion. However, let us give
another version of Theorem 10.11, due to the importance of the Cauchy-Binet
formula. For this, we use the following notation.
Definition 10.12. Let Q be a commutative ring, d ∈ Z≥1, and λ ∈ Z3≥1. We fix
some A ∈ Mλ1,λ2(Q), B ∈ Mλ2,λ3(Q), and α, β ∈ Zd such that 1 ≤ α1 < · · · <
αd ≤ λ1 and 1 ≤ β1 < · · · < βd ≤ λ3. For simplicity, suppose that γ ∈ Zd indicates
1 ≤ γ1 < · · · < γd ≤ λ2.
1. We define a family Υ = {Υ(u) ∈ Q}u∈Z such that
Υ(u) ∈ Q×
for each u ≥ 0. Then, we define
Υ(α, β, u) =
∏
1≤i≤d Υ(βd − αi + u)∏
1≤i≤d Υ(βd − βi + u)
∈ Q
for each u ≥ 0.
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2. Assume that for each γ ∈ Zd, A(α, γ)B(γ, β) 6= 0 implies∏
1≤i≤d
Υ(γd − αi + u) ∈ Q×
for each u ≥ min(0, βd−γd). Then, for each γ ∈ Zd such that A(α, γ)B(γ, β) 6=
0, we define
Υ1,A,B(α, γ, β, u) =
∏
1≤i≤d Υ(γd − αi + u)∏
1≤i≤d Υ(γd − γi + u)
∈ Q×,
A(α, γ, β,Υ1,A,B, u) = Υ1,A,B(α, γ, β, u) · A(α, γ) ∈ Q
for each u ≥ min(0, βd − γd).
3. Assume that for each γ ∈ Zd, A(α, γ)B(γ, β) 6= 0 implies∏
1≤i≤d
Υ(βd − αi + u) ∈ Q×
for each u ≥ 0. Then, for each γ ∈ Zd such that A(α, γ)B(γ, β) 6= 0, we
define
Υ2,A,B(α, γ, β, u) =
∏
1≤i≤d Υ(βd − γi + u)∏
1≤i≤d Υ(βd − βi + u)
∈ Q×,
B(α, γ, β,Υ2,A,B, u) = Υ2,A,B(α, γ, β, u) ·B(γ, β) ∈ Q
for each u ≥ 0.
Then, the following theorem extends the Cauchy-Binet formula by unital Υ(α, β, u),
Υ1,A,B(α, γ, β, u), and Υ2,A,B(α, γ, β, u).
Theorem 10.13 (Υ-unital extension of the Cauchy-Binet formula). Let Q be
a commutative ring, d ∈ Z≥1, and λ ∈ Z3≥1. Consider A ∈ Mλ1,λ2(Q), B ∈
Mλ2,λ3(Q), and α, β ∈ Zd such that 1 ≤ α1 < · · · < αd ≤ λ1 and 1 ≤ β1 <
· · · < βd ≤ λ3. Also, assume Υ, Υ(α, β, u), Υ1,A,B(α, γ, β, βd − γd + u), and
Υ2,A,B(α, γ, β, u). Then, for each u ∈ Z≥0, we have
Υ(α, β, u) · AB(α, β)
=
∑
1≤γ1<···<γd≤λ2,
A(α,γ)B(γ,β)6=0
A(α, γ, β,Υ1,A,B, βd − γd + u)B(α, γ, β,Υ2,A,B, u).(10.2.4)
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In particular, suppose
1 = ΥA,B(α, β, u) = Υ1,A,B(α, γ, β, βd − γd + u) = Υ2,A,B(α, γ, β, u)
for each u ≥ 0 and γ ∈ Zd such that 1 ≤ γ1 < · · · < γd ≤ λ2 and A(α, γ)B(γ, β) 6=
0. Then, Equation 10.2.4 reduces to
AB(α, β) =
∑
1≤γ1<···<γd≤λ2
A(α, γ)B(γ, β).
Proof. Let us take u ≥ 0 and γ ∈ Zd such that 1 ≤ γ1 < · · · < γd ≤ λ2 and
A(α, γ)B(γ, β) 6= 0. Then, we have
Υ(α, β, u) ·Υ1,A,B(α, γ, β, βd − γd + u)−1 ·Υ2,A,B(α, γ, β, u)−1
=
∏
1≤i≤d Υ(βd − αi + u)∏
1≤i≤d Υ(βd − βi + u)
·
∏
1≤i≤d Υ(γd − γi + βd − γd + u)∏
1≤i≤d Υ(γd − αi + βd − γd + u)
·
∏
1≤i≤d Υ(βd − βi + u)∏
1≤i≤d Υ(βd − γi + u)
=
∏
1≤i≤d Υ(βd − αi + u)∏
1≤i≤d Υ(βd − βi + u)
·
∏
1≤i≤d Υ(βd − γi + u)∏
1≤i≤d Υ(βd − αi + u)
·
∏
1≤i≤d Υ(βd − βi + u)∏
1≤i≤d Υ(βd − γi + u)
= 1.
Therefore, we obtain assertions in Theorem 10.13, as in the proof of Theorem
10.11.
Unital extensions of the Cauchy-Binet theorem in Theorems 10.11 and 10.13
are dual in some sense. We explain this in Remark 10.21.
10.3 Fitting tuples and increasing sequences
Unital extensions of the Cauchy-Binet formula involve determinants of increasing
sequences. Thus, we introduce the following notion to discuss fitting tuples and
increasing sequences, because we have merged determinants of fitting tuples.
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Definition 10.14. Suppose a gate s ∈ Zˆ2 and l = 1. Let α1 ∈ Z, m,n ∈ Zl, and
k ∈ Z2l. Then, we define ω((s, l,m, n, k), α1) = (α, β) such that α = (α1, α2) ∈ Z2
and β = (β1, β2) ∈ Z2 with the following conditions
β1 − α1 = m1,
β2 − α2 = n1,
α2 − α1 = k2.
Then, the following lemma gives increasing sequences from fitting tuples.
Lemma 10.15. Let l = 1. Suppose a fitting (s, l,m, n, k) and α1 ∈ Z≥1. Then,
there exist α, β ∈ Z2≥1 and h ∈ Z≥1 such that ω((s, l,m, n, k), α1) = (α, β) and
1 ≤ α1 < α2 ≤ h,
1 ≤ β1 < β2 ≤ h.
Proof. By Lemma 2.30,m,nCZls, k ≥ (0, 1), and n1+k2 > m1. Also, by Definition
10.14, α1, α2, β1, β2 ∈ Z satisfy
β1 − α1 = m1,
β2 − α2 = n1,
α2 − α1 = k2.
Then, α1 ≥ 1 and m1 ≥ 0 imply
β1 = m1 + α1 ≥ 1,
α1 ≥ 1 and k2 ≥ 1 imply
α2 = k2 + α1 > α1,
and α1 ≥ 1 and n1 + k2 > m1 ≥ 0 imply
β2 = α2 + n1 = n1 + k2 + α1 > m1 + α1 = β1.
Thus, we have 1 ≤ α1 < α2 ≤ h and 1 ≤ β1 < β2 ≤ h for some h ∈ Z≥1.
Therefore, we obtain increasing sequences from fitting tuples. Conversely, let
us introduce the following notion to obtain fitting tuples from increasing sequences.
Definition 10.16. Suppose a gate s ∈ Zˆ2≥0 and l = 1. Let u ∈ Z≥0 and α, γ ∈ Z2.
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1. We define
ω(s, l, α, γ, u) = (s, l,mα,γ, nα,γ, kα,γ,u)
such that
mα,γ = (γ1 − α1),
nα,γ = (γ2 − α2),
kα,γ,u = (u, α2 − α1).
2. For our convenience, we also write
ωs,α,γ,u = ω(s, l, α, γ, u).
Then, let us prove the following reciprocity between fitting tuples and increas-
ing sequences.
Proposition 10.17. Assume a gate s ∈ Zˆ2≥0 and l = 1. Let α1 ∈ Z. Then, we
have the following.
1. If m,n ∈ Zl and k ∈ Z2l, then
ω(s, l, ω((s, l,m, n, k), α1)1, ω((s, l,m, n, k), α1)2, k1)
= (s, l,m, n, k).
2. If α, β ∈ Z2 and k1 ∈ Z, then
ω(ω(s, l, α, β, k1), α1) = (α, β).
Proof. Let us prove Claim 1. Let (α, β) = ω((s, l,m, n, k), α1). By Definition
10.14, we have
β1 − α1 = m1,
β2 − α2 = n1,
α2 − α1 = k2.
Thus, by Definition 10.16, we have
ω(s, l, ω((s, l,m, n, k), α1)1, ω((s, l,m, n, k), α1)2, k1)
= ω(s, l, α, β, k1)
= (s, l, (β1 − α1), (β2 − α2), (k1, α2 − α1))
= (s, l,m, n, k).
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Therefore, Claim 1 holds.
Let us prove Claim 2. By Definition 10.16,
ω(s, l, α, β, k1) = (s, l, (β1 − α1), (β2 − α2), (k1, α2 − α1)).
Thus, Definition 10.14 gives ω(ω(s, l, α, β, k1), α1) = (x, y) such that x1 = α1 and
y1 − α1 = β1 − α1,
y2 − x2 = β2 − α2,
x2 − α1 = α2 − α1.
This implies x2 = α2, y1 = β1, and y2 = β2. Therefore, Claim 2 follows.
Let us consider the following Toeplitz matrices.
Definition 10.18. Let F = {Fm ∈ Q(X)}m∈Z1. For integers h ≥ 1 and 1 ≤ i, j ≤
h, let us write a matrix MF ,h ∈ Mh,h(Q(X)) such that the (i, j)-element MF ,h,i,j
of MF ,h satisfies
MF ,h,i,j = F(j−i).
Then, we state the following lemma on Toeplitz matrices by parcels and fitting
tuples.
Lemma 10.19. Suppose l = 1 and F = Λ(s, l, w,, fs, φ, ρ, x,X). Let d = 2.
Consider h ∈ Z≥1 and i, j ∈ Zd≥1 such that
1 ≤ i1 < i2 ≤ h,
1 ≤ j1 < j2 ≤ h.
Then, we have the following.
1. MF ,h(i, j) 6= 0 implies
j1 − i1 ≥ 0,
j2 − i2 ≥ 0.
2. Assume that F is ′-merged-log-concave. Then, ωs,i,j,u is fitting for each
u ≥ 0 if and only if MF ,h(i, j) 6= 0.
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Proof. Let us prove Claim 1. By Definition 2.39, F(m1) = 0 for m1 ∈ Z<0. In
particular, MF ,h is an upper-triangular matrix by Definition 10.18. Thus, the
assertion holds, since i1 < i2 and j1 < j2.
Let us prove Claim 2. Thus, let us assume MF ,h(i, j) 6= 0. Then, we prove
that ωs,i,j,u = (s, l,mi,j, ni,j, ki,j,u) is fitting for each u ≥ 0. By Definition 10.16,
we have
mi,j = (j1 − i1),
ni,j = (j2 − i2),
ki,j,u = (u, i2 − i1).
Because MF ,h(i, j) 6= 0, we have
j1 − i1 CZ s
by the following reasoning. First, assume j1 − i1 < s1. Then, F(j1−i1) = 0 by
j1 − i1 6CZ s. Also, F(j1−i2) = 0, because i2 > i1 implies j1 − i2 < s1. Thus, we
obtain
MF ,h(i, j) = F(j1−i1)F(j2−i2) −F(j2−i1)F(j1−i2) = 0
againstMF ,h(i, j) 6= 0. Second, assume j1− i1 > s2. Then, j1− i1 6CZ s and j2 > j1
give F(j1−i1) = 0 and F(j2−i1) = 0. Therefore,MF ,h(i, j) = 0 againstMF ,h(i, j) 6= 0.
Similarly, we have
j2 − i2 CZ s
by the following reasoning. First, suppose j2 − i2 < s1. Then, F(j2−i2) = 0 by
j2 − i2 6CZ s, and F(j1−i2) = 0 by j2 > j1. This yields MF ,h(i, j) = 0 contrary to
MF ,h(i, j) 6= 0. Second, suppose j2−i2 > s2. Then, F(j2−i2) = 0 by j2−i2 6CZ s, and
F(j2−i1) = 0 by i2 > i1 ≥ 1. This gives MF ,h(i, j) = 0 contrary to MF ,h(i, j) 6= 0.
Moreover, since i2 − i1 ≥ 1 and u ≥ 0, we have ki,j,u = (u, i2 − i1) ≥ (0, 1).
Also, j2 > j1 gives
ni,j + ki,j,u,2 = (j2 − i2 + i2 − i1)
= (j2 − i1)
> (j1 − i1)
= mi,j.
Thus, ωs,i,j,u is fitting for each u ≥ 0 by Lemma 2.30.
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Let us assume that ωs,i,j,u is fitting for some u ≥ 0. Then, we proveMF ,h(i, j) 6=
0 as follows. We have
mi,j  ki,j,u = (j1 − i1 − (i2 − i1)) = (j1 − i2),
ni,j  ki,j,u = (j2 − i2 + (i2 − i1)) = (j2 − i1).
Thus, we obtain
MF ,h(i, j) = F(j1−i1)F(j2−i2) −F(j2−i1)F(j1−i2)
= Fmi,jFn∧i,j −Fmi,jki,j,uF(ni,jki,j,u)∧ .
(10.3.1)
Thus, MF ,h(i, j) 6= 0, because the ′-merged-log-concavity of F implies that the
right-hand side of Equation 10.3.1 is at least non-zero.
Then, the following proposition realizes merged determinants by Toeplitz ma-
trices and Θ in Definition 10.10. For y ∈ Q(X)1, we recall that we have ∏φ(y) =
φ1(y1) ∈ Q(y1).
Proposition 10.20. Suppose l = 1 and Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X) for
each 1 ≤ i ≤ 3. Let d = 2. Consider h ∈ Z≥1 and α, β, γ ∈ Zd≥1 such that
1 ≤ α1 < α2 ≤ h,
1 ≤ β1 < β2 ≤ h,
1 ≤ γ1 < γ2 ≤ h.
Also, assume the following.
1. (F1,F2) has a convolution index (s3,3, ρ, q, λ, x3, o) and F3 = F1 ∗ F2.
2. Fi is ′i-merged-log-concave for each 1 ≤ i ≤ 2.
3. y = xρ33 = (qλ3)ρ3.
4. For each u ∈ Z,
Θ(u) =
∏
φ(y)(u)◦w · [(u)]!wy . (10.3.2)
Then, it holds the following.
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(a) For each u ≥ 0, we have
Θ(u) ∈ Q(X)×. (10.3.3)
In particular, there exists
Θ(α, β, u) ∈ Q(X)
for each u ∈ Z≥0.
(b) If MF1,h(α, γ)MF2,h(γ, β) 6= 0, then we have
Θ1,MF1,h,MF2,h(α, γ, β, u) ∈ Q(X)×,
MF1,h(α, γ, β,Θ1,MF1,h,MF2,h , u) ∈ Q(X)×,
and
Θ2,MF1,h,MF2,h(α, γ, β, u) ∈ Q(X)×,
MF2,h(α, γ, β,Θ2,MF1,h,MF2,h , u) ∈ Q(X)×
for each u ≥ 0.
(c) Suppose that both ωs1,α,γ,u and ωs2,γ,β,u are fitting for each u ≥ 0, or 0 6=
MF1,h(α, γ)MF2,h(γ, β). Then, for each u ≥ 0, we have the following equa-
tions:
MF1,h(α, γ, β,Θ1,MF1,h,MF2,h , u)
= ∆(F1)(s1, l, w,mα,γ, nα,γ, kα,γ,u, φ, ρ1, x1, X),
(10.3.4)
MF2,h(α, γ, β,Θ2,MF1,h,MF2,h , u)
= ∆(F2)(s2, l, w,mγ,β, nγ,β, kγ,β,u, φ, ρ2, x2, X).
(10.3.5)
(d) Let (s3, l,m, n, k) = ωs3,α,β,u for each u ≥ 0. Then, we have the following
equation:
Θ(α, β, u)MF3,h(α, β) = ∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X).
Proof. Let us confirm Claim (a). By the term-wise mediator condition of (s3, l, w,3
, φ, ρ3, x3, X), it holds that ∏
φ(x3)
w >AX 0.
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Thus, Assumption 3 implies ∏
φ(y)w 6= 0.
Moreover, 0 < qλ1 < 1 over AX gives
0 < y1 = q
λ3ρ3,1 = qλ1o1ρ3,1 < 1
for ρ3 = (ρ3,1) ∈ Zl≥1 and o1 ∈ Z≥1. Thus,
[(u)]!wy 6= 0
for each u ≥ 0. Therefore, Equation 10.3.3 follows. Furthermore, the latter
statement holds by Definition 10.10. Hence, Claim (a) holds.
Let us prove Claim (b). By MF1,h(α, γ)MF2,h(γ, β) 6= 0, Claim 1 of Lemma
10.19 implies
γ1 − α1 ≥ 0. (10.3.6)
Thus, we obtain
Θ(γi − α1 + u) ∈ Q(X)×
for each 1 ≤ i ≤ 2 and u ≥ 0 by Claim (a) and γ2 > γ1.
Furthermore, by MF1,h(α, γ)MF2,h(γ, β) 6= 0, Claim 1 of Lemma 10.19 implies
β1 − γ1 ≥ 0. Thus, we obtain
Θ(βi − γ1 + u) ∈ Q(X)×
for each 1 ≤ i ≤ 2 and u ≥ min(0, γ1 − α1) by Claim (a) and β2 > β1, because
Inequality 10.3.6 implies 0 = min(0, γ1 − α1). Therefore, Claim (b) holds by
Definition 10.10.
Let us prove Claim (c). By Claim 2 of Lemma 10.19, we assume that both
ωs1,α,γ,u and ωs2,γ,β,u are fitting for each u ≥ 0, and MF1,h(α, γ)MF2,h(γ, β) 6= 0.
Let us prove Equation 10.3.4. Let
aα,γ,u = ν(kα,γ,u),
bα,γ,u = ν(mα,γ, nα,γ, kα,γ,u).
318
Then, by Definition 10.16, we have
aα,β,u = (u, α2 − α1 + u), (10.3.7)
bα,γ,u = aα,γ,u +mα,γ unionsq nα,γ
= (γ1 − α1 + u, γ2 − α2 + α2 − α1 + u)
= (γ1 − α1 + u, γ2 − α1 + u),
(10.3.8)
mα,γ  kα,γ,u = (γ1 − α1)− (α2 − α1)
= (γ1 − α2),
(10.3.9)
nα,γ  kα,γ,u = (γ2 − α2) + (α2 − α1)
= (γ2 − α1).
(10.3.10)
Furthermore, by MF1,h(α, γ)MF2,h(γ, β) 6= 0 and Claim (b), each u ≥ 0 gives
Θ1,MF1,h,MF2,h(α, γ, β, u) ∈ Q(X)×
andMF1,h(α, γ, β,Θ1,MF1,h,MF2,h , u) ∈ Q(X)×. Thus, by Definition 10.10 and Equa-
tion 10.3.2, each u ≥ 0 yields the following computation:
MF1,h(α, γ, β,Θ1,MF1,h,MF2,h , u)
= Θ1,MF1,h,MF2,h(α, γ, β, u)MF1,h(α, γ)
=
∏
1≤i≤d Θ(γi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
MF1,h(α, γ)
=
Θ(γ2 − α1 + u)Θ(γ1 − α1 + u)
Θ(α2 − α1 + u)Θ(u)
· (MF1,h,α1,γ1MF1,h,α2,γ2 −MF1,h,α1,γ2MF1,h,α2,γ1)
=
∏
(φ(y)unionsq)(γ2−α1+u,γ1−α1+u)◦w
unionsq
[(γ2 − α1 + u)]!wy [(γ1 − α1 + u)]!wy∏
(φ(y)unionsq)(α2−α1+u,u)◦wunionsq [(α2 − α1 + u)]!wy [(u)]!wy
· (F(γ1−α1)F(γ2−α2) −F(γ2−α1)F(γ1−α2)).
(10.3.11)
Therefore, by Equations 10.3.7, 10.3.8, 10.3.9, 10.3.10, and 10.3.11, each u ≥ 0
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gives
MF1,h(α, γ, β,Θ1,MF1,h,MF2,h , u)
=
∏
(φ(y)unionsq)bα,γ,u◦w
unionsq
[bα,γ,u]!
wunionsq
yunionsq∏
(φ(y)unionsq)aα,γ,u◦wunionsq [aα,γ,u]!w
unionsq
yunionsq
· (F1,mα,γF1,n∧α,γ −F1,mα,γkα,γ,uF1,(nα,γkα,γ,u)∧)
=
∏
(φ(y)unionsq)(bα,γ,u−aα,γ,u)◦w
unionsq · [bα,γ,u]!
wunionsq
yunionsq
[aα,γ,u]!w
unionsq
yunionsq
· (F1,mα,γF1,n∧α,γ −F1,mα,γkα,γ,uF1,(nα,γkα,γ,u)∧).
Furthermore, Definition 10.1 yields
y = xρ33 = (q
λ3)o
−1
1 ρ1 = (qλ1o1o
−1
1 ρ1,1) = (qλ1ρ1,1) = xρ11 .
Thus, we obtain Equation 10.3.4. Equation 10.3.5 holds similarly. Therefore,
Claim (c) follows.
Let us prove Claim (d). By Definition 10.14 and Lemma 10.15, we have
(β1 − α1) = m, (10.3.12)
(β2 − α2) = n, (10.3.13)
(u, α2 − α1) = k. (10.3.14)
Let a = ν(k) and b = ν(m,n, k). Then, we have
a = (u, α2 − α1 + u), (10.3.15)
b = a+m unionsq n
= (β1 − α1 + u, β2 − α2 + α2 − α1 + u)
= (β1 − α1 + u, β2 − α1 + u),
(10.3.16)
m k = (β1 − α1)− (α2 − α1)
= (β1 − α2),
(10.3.17)
n k = (β2 − α2) + (α2 − α1)
= (β2 − α1).
(10.3.18)
Thus, by u ≥ 0 and Equations 10.3.12, 10.3.13, 10.3.14, 10.3.15, 10.3.16, 10.3.17,
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and 10.3.18, we obtain the following equations:
Θ(α, β, u)MF3,h(α, β)
=
∏
1≤i≤d Θ(βi − α1 + u)∏
1≤i≤d Θ(αi − α1 + u)
· (F3,(β1−α1)F3,(β2−α2) −F3,(β1−α2)F3,(β2−α1))
=
Θ(β2 − α1 + u)Θ(β1 − α1 + u)
Θ(α2 − α1 + u)Θ(u)
· (F3,(β1−α1)F3,(β2−α2) −F3,(β1−α2)F3,(β2−α1))
=
Θ(b2)Θ(b1)
Θ(a2)Θ(a1)
· (F3,(β1−α1)F3,(β2−α2) −F3,(β1−α2)F3,(β2−α1))
=
∏
(φ(y)unionsq)b◦w
unionsq
[b]!w
unionsq
yunionsq∏
(φ(y)unionsq)a◦wunionsq [a]!wunionsqyunionsq
· (F3,mF3,n∧ −F3,mkF3,(nk)∧)
=
∏
(φ(xρ3)unionsq)(b−a)◦w
unionsq ·
[b]!w
unionsq
(x
ρ3
3 )
unionsq
[a]!w
unionsq
(x
ρ3
3 )
unionsq
· (F3,mF3,n∧ −F3,mkF3,(nk)∧)
= ∆(F3)(s3, l,m, n, k, φ, ρ3, x3, X).
Therefore, Claim (d) holds.
Remark 10.21. Unital extensions of the Cauchy-Binet formula in Theorems 10.11
and 10.13 are dual to each other in the following sense. When we consider m,n, k
to write
F3,(β1−α1)F3,(β2−α2) −F3,(β1−α2)F3,(β2−α1)
in Proposition 10.20 as
F3,mF3,n∧ −F3,mkF3,(nk)∧ ,
there are exactly two choices that correspond to the two unital extensions.
One choice is that
m = (β1 − α1),
n = (β2 − α2),
k2 = (α2 − α1).
The Θ-unital extension in Theorem 10.11 corresponds to this choice, since
Θ(α, β, k1) =
∏
1≤i≤2 Θ(ν(m,n, k)i)∏
1≤i≤2 Θ(ν(k)i)
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for ν(m,n, k) = (β1 − α1 + k1, β2 − α1 + k1) and ν(k) = (k1, α2 − α1 + k1).
The other choice is that
m = (β2 − α2),
n = (β1 − α1),
k2 = (β2 − β1).
The Υ-unital extension in Theorem 10.13 corresponds to this choice, because
Υ(α, β, k1) =
∏
1≤i≤2 Υ(ν(m,n, k)i)∏
1≤i≤2 Υ(ν(k)i)
for ν(k) = (k1, β2 − β1 + k1) and ν(m,n, k) = (β2 − α2 + k1, β2 − α1 + k1).
10.4 Merged-log-concavity of parcel convolutions
We prove the merged-log-concavity of parcel convolutions in this section.
If there exists a squaring order ′3 compatible to ′1, ′2, and 3 in Proposition
10.20, then Theorem 10.11 and Proposition 10.20 are enough to give the non-
negativity of ∆(F3), i.e. the ′3-merged-log-concavity of F3.
However, we need the positivity of ∆(F3), i.e. the ′3-merged-log-concavity
of F3. This is important for us, because we would like polynomials with positive
integer coefficients. Hence, let us prove the following lemma.
Lemma 10.22. Let l = 1 and α1, h ∈ Z≥1. Assume the following.
1. There are gates s1, s2, s3 ∈ Zˆ2≥0 such that s3 = s1 + s2.
2. There exists a fitting (s3, l,m, n, k).
3. (α, β) = ω((s3, l,m, n, k), α1).
Then, we have
max(s1,1 + α1, β1 − s2,2) ≤ min(s1,2 + α1, β1 − s2,1), (10.4.1)
max(s1,1 + α2, β2 − s2,2) ≤ min(s1,2 + α2, β2 − s2,1), (10.4.2)
max(s1,1 + α1, β1 − s2,2) < min(s1,2 + α2, β2 − s2,1). (10.4.3)
Furthermore, there exists γ ∈ Z2≥1 such that
γ1 = max(s1,1 + α1, β1 − s2,2), (10.4.4)
γ2 = min(s1,2 + α2, β2 − s2,1), (10.4.5)
α1 ≤ γ1 < γ2 ≤ β2, (10.4.6)
and both ωs1,α,γ,u and ωs2,γ,β,u are fitting for each u ≥ 0.
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Proof. By Assumption 3 and Definition 10.14, it holds that
β1 − α1 = m1,
β2 − α2 = n1,
α2 − α1 = k2.
Thus, Assumption 2 implies
s3,1 ≤ β1 − α1 ≤ s3,2, (10.4.7)
s3,1 ≤ β2 − α2 ≤ s3,2.
Also, by Assumption 2 and Lemma 10.15, we have some h ≥ 0 such that
1 ≤ α1 < α2 ≤ h, (10.4.8)
1 ≤ β1 < β2 ≤ h. (10.4.9)
Let us prove Inequality 10.4.1. Assumption 1 implies
s1,2 + s2,2 = s3,2, (10.4.10)
s1,1 + s2,1 = s3,1. (10.4.11)
Thus, we have
(s1,2 + α1)− (β1 − s2,2) = s1,2 + s2,2 + α1 − β1
= s3,2 − (β1 − α1)
≥ 0
by Equation 10.4.10 and Inequalities 10.4.7. Also, we have
(β1 − s2,1)− (s1,1 + α1) = β1 − α1 − (s1,1 + s2,1)
= β1 − α1 − s3,1
≥ 0
by Equation 10.4.11 and Inequalities 10.4.7. Therefore, we obtain Inequality 10.4.1,
because Assumption 1 gives
(s1,2 + α1)− (s1,1 + α1) = s1,2 − s1,1 ≥ 0,
(β1 − s2,1)− (β1 − s2,2) = s2,2 − s2,1 ≥ 0.
Inequality 10.4.2 holds similarly.
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Let us prove Inequality 10.4.3. We have
(s1,2 + α2)− (s1,1 + α1) = (s1,2 − s1,1) + (α2 − α1) > 0,
(β2 − s2,1)− (β1 − s2,2) = (s2,2 − s2,1) + (β2 − β1) > 0
by Inequalities 10.4.8 and 10.4.9 and Assumption 1. Moreover, we have
(s1,2 + α2)− (β1 − s2,2) = s3,2 − β1 + α2
> s3,2 − β1 + α1
= s3,2 − (β1 − α1)
≥ 0
by Equation 10.4.10 and Inequalities 10.4.7 and 10.4.8. Similarly, we have
(β2 − s2,1)− (s1,1 + α1) = β2 − α1 − s3,1
> β1 − α1 − s3,1
≥ 0
by Equation 10.4.11 and Inequalities 10.4.7 and 10.4.9. Thus, we obtain Inequality
10.4.3.
Let us prove the latter statement. Hence, let us prove Inequalities 10.4.6. By
Assumption 1, we have
s1,1 ≥ 0.
Thus, Equation 10.4.4 implies
α1 ≤ γ1. (10.4.12)
Also, since β2 − s2,1 ≤ β2 by Assumption 1, we have
γ2 ≤ β2 (10.4.13)
by Equation 10.4.5. Therefore, Inequalities 10.4.6 holds by Inequalities 10.4.3,
10.4.12, and 10.4.13.
Let us confirm that ωs1,α,γ,u = (s1, l,mα,γ, nα,γ, kα,γ,u) is fitting. By Inequality
10.4.1 and Equation 10.4.4, we have
s1,1 + α1 ≤ γ1 ≤ s1,2 + α1, (10.4.14)
β1 − s2,2 ≤ γ1 ≤ β1 − s2,1. (10.4.15)
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Similarly, by Inequality 10.4.2 and Equation 10.4.5, we have
s1,1 + α2 ≤ γ2 ≤ s1,2 + α2, (10.4.16)
β2 − s2,2 ≤ γ2 ≤ β2 − s2,1. (10.4.17)
Inequalities 10.4.14 and 10.4.15 are equivalent to
s1,1 ≤ γ1 − α1 ≤ s1,2, (10.4.18)
s2,1 ≤ β1 − γ1 ≤ s2,2. (10.4.19)
Likewise, Inequalities 10.4.16 and 10.4.17 are equivalent to
s1,1 ≤ γ2 − α2 ≤ s1,2, (10.4.20)
s2,1 ≤ β2 − γ2 ≤ s2,2. (10.4.21)
Thus, since mα,γ = γ1 − α1 and nα,γ = γ2 − α2 by Definition 10.16, Inequalities
10.4.18 and 10.4.20 imply
mα,γ CZl s1,
nα,γ CZl s1.
Furthermore, Inequalities 10.4.6 give
nα,γ,1 + kα,γ,u,2 = γ2 − α2 + α2 − α1
= γ2 − α1
> mα,γ,1.
Therefore, ωs1,α,γ,u is fitting by Lemma 2.30 and u ≥ 0.
Let us prove that ωs2,γ,β,u = (s2, l,mγ,β, nγ,β, kγ,β,u) is fitting for each u ≥ 0.
By Inequalities 10.4.19 and 10.4.21,
mγ,β CZl s2,
nγ,β CZl s2,
because we have mγ,β = (β1 − γ1) and nγ,β = (β2 − γ2) by Definition 10.16. Also,
we obtain
nγ,β,1 + kγ,β,u,2 = β2 − γ2 + γ2 − γ1
= β2 − γ1
> mγ,β,1
by β2 > β1 of Assumptions 2 and 3 and Lemma 10.15. Therefore, ωs2,γ,β,u is fitting
for each u ≥ 0 by Lemma 2.30.
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Then, we prove the following merged-log-concavity of parcel convolutions.
Theorem 10.23. Let l = 1. Assume Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X) for each
1 ≤ i ≤ 3 with the following assumptions.
1. F3 = F1 ∗ F2.
2. Fi is ′i-merged-log-concave for each 1 ≤ i ≤ 2.
Furthermore, suppose a fitting (s3, l,m, n, k) and
(α, β) = ω((s3, l,m, n, k), α1) (10.4.22)
for some α1 ∈ Z≥1. Then, we have the following.
(a) The following is an equation of merged determinants:
∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X)
=
∑
α1≤γ1<γ2≤β2,
ωs1,α,γ,k1 and ωs2,γ,β,k1 are fitting.
(
∆(F1)(s1, l, w,mα,γ, nα,γ, kα,γ,k1 , φ, ρ1, x1, X)
·∆(F2)(s2, l, w,mγ,β, nγ,β, kγ,β,γ1−α1+k1 , φ, ρ2, x2, X).
) (10.4.23)
(b) Suppose a squaring order ′3 compatible to ′1, ′2, and 3. Also, let
υ = (max(s1,1 + α1, β1 − s2,2),min(s1,2 + α2, β2 − s2,1)) ∈ Z2.
Then, the following are inequalities of merged determinants:
∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X)
′3 (10.4.24)
∆(F1)(s1, l, w,mα,υ, nα,υ, kα,υ,k1 , φ, ρ1, x1, X)
·∆(F2)(s2, l, w,mυ,β, nυ,β, kυ,β,υ1−α1+k1 , φ, ρ2, x2, X)
′3 0. (10.4.25)
In particular, F3 is ′3-merged-log-concave.
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Proof. Let us prove Claim (a). Assume the convolution index (s3,3, ρ, q, λ, x3, o)
of F3 = F1 ∗ F2. Let y = xρ33 . Furthermore, for each u ∈ Z, let us take
Θ(u) =
∏
φ(y)(u)◦w · [(u)]!wy .
Then, by Assumption 2 and Claim (a) of Proposition 10.20, we have
Θ(α, β, u) ∈ Q(X)
for each u ≥ 0.
Let us write Θ(α, β, k1)MF3,h(α, β) by a merged determinant. By Equation
10.4.22 and Claim 1 of Proposition 10.17, we have
ωs3,α,β,k1 = (s3, l,m, n, k).
Also, by Assumption 2 and Lemma 10.15, we have some h ≥ 0 such that
1 ≤ α1 < α2 ≤ h,
1 ≤ β1 < β2 ≤ h.
Therefore, by Assumption 2, and Claim (d) of Proposition 10.20, we obtain
Θ(α, β, k1)MF3,h(α, β) = ∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X). (10.4.26)
Let us write Θ(α, β, k1)MF3,h(α, β) as sums of products of merged determi-
nants. By Definition 10.18, we have
MF3,h = MF1,hMF2,h, (10.4.27)
since F3,m1 =
∑
m2∈Zl F1,m2·F2,m1−m2 for eachm1 ∈ Zl. IfMF1,h(α, γ)MF2,h(γ, β) 6=
0, then Claim 1 of Lemma 10.19 implies γ1 − α1 ≥ 0. This gives
γ1 − α1 + k1 ≥ 0.
Thus,MF1,h(α, γ)MF2,h(γ, β) 6= 0 implies that bothMF1,h(α, γ, β,Θ1,MF1,h,MF2,h , k1)
and MF2,h(α, γ, β,Θ2,MF1,h,MF2,h , γ1 − α1 + k1) exist by Claim (b) of Proposition
10.20. In particular, Equation 10.4.27 and Theorem 10.11 yield
Θ(α, β, k1)MF3,h(α, β) =
∑
1≤γ1<γ2≤h,
MF1,h(α,γ)MF2,h(γ,β)6=0
MF1,h(α, γ, β,Θ1,MF1,h,MF2,h , k1)
·MF2,h(α, γ, β,Θ2,MF1,h,MF2,h , γ1 − α1 + k1).
(10.4.28)
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Therefore, we obtain
∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X)
=
∑
1≤γ1<γ2≤h,
ωs1,α,γ,k1 and ωs2,γ,β,k1 are fitting.
∆(F1)(s1, l, w,mα,γ, nα,γ, kα,γ,k1 , φ, ρ1, x1, X)
·∆(F2)(s2, l, w,mγ,β, nγ,β, kγ,β,γ1−α1+k1 , φ, ρ2, x2, X).
by Claim 2 of Lemma 10.19, Claims (c) of Proposition 10.20, and Equations 10.4.26
and 10.4.28.
Furthermore, when ωs2,γ,β,k1 is fitting,
γ2 ≤ β2 ≤ h
has to hold, because nγ,β = (β2 − γ2)CZl s2 for the gate s2 ∈ Zˆ2≥0. Likewise, when
ωs1,α,γ,k1 is fitting,
1 ≤ α1 ≤ γ1
has to hold, because mα,γ = (γ1−α1)CZl s1 for the gate s1 ∈ Zˆ2≥0. Thus, Equation
10.4.23 holds. Therefore, Claim (a) follows.
Let us prove Claim (b). In the summation of Equation 10.4.23, Assumption 2
gives
∆(F1)(s1, l, w,mα,γ, nα,γ, kα,γ,k1 , φ, ρ1, x1, X) ′1 0,
∆(F2)(s2, l, w,mγ,β, nγ,β, kγ,β,γ1−α1+k1 , φ, ρ2, x2, X) ′2 0.
In particular, the compatibility of ′3 to ′1 and ′2 implies
∆(F1)(s1, l, w,mα,γ, nα,γ, kα,γ,k1 , φ, ρ1, x1, X)
·∆(F2)(s2, l, w,mγ,β, nγ,β, kγ,β,γ1−α1+k1 , φ, ρ2, x2, X) ′3 0. (10.4.29)
Furthermore, α1 ≤ υ1 < υ2 ≤ β2 and both ωs1,α,υ,k1 and ωs2,υ,β,k1 are fitting by
Lemma 10.22 and Assumption 10.4.22. Thus, Inequality 10.4.24 holds by Equation
10.4.23. Then, Inequality 10.4.29 yields Inequality 10.4.25.
The latter statement of Claim (b) follows from Inequalities 10.4.24 and 10.4.25
and the compatibility of ′3 to 3.
Let us compute both sides of Equation 10.4.23 of Theorem 10.23 in the following
example.
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Example 10.24. Suppose l = 1, s1 = s2 = s3 = (0,∞), w = (1), x1 = x2 = x3 =
(q), X = {q}, and 1=2=3=>q. Then, there exist parcels F1,F2 such that
F1 = Λ(s1, l, w,1,Ψs,γ, x1, X) = F2
for
γ = ((0, 0, 0)) .
Moreover, let ρ1 = ρ2 = ρ3 = (1), λ = ι3(1), and o = ι2(1). Then, Claim 2 of
Lemma 10.2 gives the convolution index (s3,3, ρ, q, λ, x3, o). Hence, let us take
the parcel convolution
F3 = F1 ∗ F2 = Λ(s3, l, w,3, f, x3, X)
such that
fm =
∏
φ(x3)
m◦w · [m]!wx3 ·
∑
i+j=m
F1,iF2,j
for each mCZl s.
To consider Equation 10.4.23 of Theorem 10.23, we fix
m = n = (1),
k = (0, 1),
α1 = 1.
Then, (s3, l,m, n, k) is fitting by Lemma 2.30. Also, we have
(α, β) = ω((s3, l,m, n, k), α1) = ((1, 2), (2, 3))
by Definition 10.14. Thus, we have the following γ1, γ2, γ3 ∈ Z2
γ1 = (1, 2),
γ2 = (1, 3),
γ3 = (2, 3)
such that 1 ≤ γi,1 < γi,2 ≤ β2 and both ωs1,α,γi,k1 and ωs2,α,γi,k1 are fitting for each
1 ≤ i ≤ 3. In particular, we have
γ2,1 = max(s1,1 + α1, β1 − s2,2) = α1,
γ2,2 = min(s1,2 + α2, β2 − s2,1) = β2.
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as in Claim (b) of Theorem 10.23.
The right-hand side of Equation 10.4.23 of Theorem 10.23 sums the following
products of merged determinants:
∆(F1)(s1, l, w,mα,γ1 , nα,γ1 , kα,γ1,k1 , φ, x1, X)
·∆(F2)(s2, l, w,mγ1,β, nγ1,β, kγ1,β,γ1,1−α1+k1 , φ, x2, X)
= ∆(F1)(s1, l, w, (0), (0), (0, 1), φ, x1, X)
·∆(F2)(s2, l, w, (1), (1), (0, 1), φ, x2, X)
= q, (10.4.30)
∆(F1)(s1, l, w,mα,γ2 , nα,γ2 , kα,γ2,k1 , φ, x1, X)
·∆(F2)(s2, l, w,mγ2,β, nγ2,β, kγ2,β,γ2,1−α1+k1 , φ, x2, X)
= ∆(F1)(s1, l, w, (0), (1), (0, 1), φ, x1, X)
·∆(F2)(s2, l, w, (1), (0), (0, 2), φ, x2, X)
= q + 1, (10.4.31)
and
∆(F1)(s1, l, w,mα,γ3 , nα,γ3 , kα,γ3,k1 , φ, x1, X)
·∆(F2)(s2, l, w,mγ3,β, nγ3,β, kγ3,β,γ3,1−α1+k1 , φ, x2, X)
= ∆(F1)(s1, l, w, (1), (1), (0, 1), φ, x1, X)
·∆(F2)(s2, l, w, (0), (0), (1, 1), φ, x2, X)
= q. (10.4.32)
Furthermore, the left-hand side of Equation 10.4.23 of Theorem 10.23 is
∆(F3)(s3, l, w,m, n, k, φ, x3, X)
=
(1)q(2)q
(0)q(1)q
(F23,(1) −F3,(0)F3,(2))
= (2)q
((
2
(1− q)
)2
− 1 · q + 3
(1− q)(1− q2)
)
= 3q + 1.
This coincides with the sum of q, q + 1, and q in Equations 10.4.30, 10.4.31, and
10.4.32.
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Let us obtain the following polynomials with positive integer coefficients.
Corollary 10.25. Let l = 1. Suppose Fi = Λ(si, l, w,i, fi,si , φ, ρi, xi, X) for each
1 ≤ i ≤ 3 such that F3 = F1 ∗ F2. Also, assume κ1 ∈ Q>0 and κ2 ∈ Q such that
qκ2(m1+n1)∆(F1)(s1, l, w,m, n, k, φ, ρ1, x1, X) >qκ1 0 (10.4.33)
for each fitting (s1, l,m, n, k), and
qκ2(m1+n1)∆(F2)(s2, l, w,m, n, k, φ, ρ2, x2, X) >qκ1 0 (10.4.34)
for each fitting (s2, l,m, n, k).
Then, we have
qκ2(m1+n1)∆(F3)(s3, l, w,m, n, k, φ, ρ3, x3, X) >qκ1 0
for each fitting (s3, l,m, n, k).
Proof. In Equation 10.4.23 of Theorem 10.23, we have the following equations:
m = (β1 − α1),
n = (β2 − α2),
mα,γ = (γ1 − α1),
nα,γ = (γ2 − α2),
mγ,β = (β1 − γ1),
nγ,β = (β2 − γ2).
Thus, it holds that
κ1(mα,γ,1 + nα,γ,1) + κ1(mγ,β,1 + nγ,β,1) = κ1(β1 + β2 − α1 − α2)
= κ1(m1 + n1).
Therefore, the assertion follows from Inequalities 10.4.33 and 10.4.34.
We notice that Theorem 10.23 applies to the strong >q-log-concavity by Claim
3 of Lemma 10.2 and the zero-weight w = (0) in Theorem 10.23.
11 Explicit examples of parcel convolutions, crit-
ical points, phase transitions, and merged de-
terminants
Let us discuss some explicit parcel convolutions, phase transitions, critical points,
and merged determinants. Since we compute parcel convolutions with semi-infinite
gates in later sections, this section takes convolutions of parcels with finite gates.
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11.1 A parcel convolution of the weight w = (1)
Suppose s1 = (1, 4), l = 1, w = (1), =>q, ρ = (1), x = (q), and X = {q}. Let
φ(x) = (1− q) ∈ Q(X)l. Then, q-Stirling polynomials and a monomial numerator
give the following parcels:
F1 = Λ(s1, l,, cs1,q, X),
F2 = Λ(s1, l, w,,Ψs1,((0,1,0)), φ, ρ, x,X).
Furthermore, the internal Hadamard product gives
F3 = F1 (1,1) F2 = Λ(s1, l, w,, f3,s1 , φ, ρ, x,X)
for f3,s1,m = qm1c(4,m1, q) of mCZl s1. More explicitly, we have
f3,s1,(1) = q
4 + 2q3 + 2q2 + q,
f3,s1,(2) = q
5 + 3q4 + 4q3 + 3q2,
f3,s1,(3) = q
5 + 2q4 + 3q3,
f3,s1,(4) = q
4.
To consider a parcel convolution, let s2 = 2s1 = (2, 8). By Corollary 5.27, F3 is
-merged-log-concave. Thus, Lemma 10.2 and Theorem 10.23 give the -merged-
log-concave parcel F4 such that
F4 = F3 ∗ F3 = Λ(s2, l, w,, f4,s2 , φ, ρ, x,X).
Explicitly, we have
f4,s2,(2) = q
9 + 5q8 + 12q7 + 18q6 + 18q5 + 12q4 + 5q3 + q2,
f4,s2,(3) = 2q
11 + 12q10 + 36q9 + 70q8 + 94q7 + 90q6 + 60q5 + 26q4 + 6q3,
f4,s2,(4) = q
14 + 7q13 + 27q12 + 70q11 + 133q10 + 191q9
+ 212q8 + 183q7 + 120q6 + 55q5 + 15q4,
f4,s2,(5) = 2q
16 + 12q15 + 40q14 + 90q13 + 154q12 + 214q11
+ 244q10 + 236q9 + 186q8 + 122q7 + 60q6 + 20q5,
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f4,s2,(6) = q
19 + 5q18 + 18q17 + 41q16 + 74q15 + 108q14 + 139q13
+ 157q12 + 154q11 + 136q10 + 101q9 + 66q8 + 35q7 + 15q6
f4,s2,(7) = 2q
21 + 6q20 + 14q19 + 20q18 + 32q17 + 42q16 + 50q15 + 52q14
+ 54q13 + 46q12 + 40q11 + 28q10 + 18q9 + 10q8 + 6q7,
f4,s2,(8) = q
24 + q23 + 2q22 + 3q21 + 5q20 + 5q19 + 7q18 + 7q17 + 8q16
+ 7q15 + 7q14 + 5q13 + 5q12 + 3q11 + 2q10 + q9 + q8.
11.1.1 An ideal merged pair
Let θ = (3, 7) ∈ Zˆ2. Then, since F4 is -merged-log-concave and =>q, we have
the ideal merged pair (P,F4) for
P = r(1,∞),θ(P (1, 0)).
Let us write P = {(s1, l,mi, ni, ki)}iCZθ for mi = ni = (i) and ki = (0, 1) of iCZ θ.
Also, let m2 = n2 = (2), m8 = n8 = (8), and k2 = k8 = k3 for our convenience.
11.1.2 On critical points and phase transitions
First, a real number 0 < q < 1 is a front critical point of the merged pair (P,F4)
if and only if
F4,(2)(q) = F4,(3)(q), (11.1.1)
because X = {q}. Thus, Equation 11.1.1 gives the unique front critical point
FP,F4,1 = 0.181093 · · · of the merged pair (P,F4). Moreover, for T = q, let us take
υ1(T ) = (2)q,
υ2(T ) = (3)q,
Ω1(T ) = f4,s2,(2)(q),
Ω2(T ) = f4,s2,(3)(q),
Ξ(T ) = q2.
Then, these functions satisfy assumptions of Lemma 8.32. Therefore, we have the
unique front phase transition of (P,F4) at FP,F4,1.
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Second, the equation
F4,(7)(q) = F4,(8)(q)
has the unique solution RP,F4,1 = 0.978644 · · · over 0 < q < 1. Thus, we obtain
the unique rear critical point RP,F4,1 of (P,F4). Therefore, there exists the unique
rear phase transition of (P,F4) at RP,F4,1 as above by Lemma 8.32.
Third, there are no asymptotic critical points of (P,F4) for the finite gate θ.
11.1.3 Polynomials with positive integer coefficients of an ideal merged
pair
Let us obtain polynomials with positive integer coefficients as merged determi-
nants of the ideal merged pair (P,F4). For example, the merged determinant
∆(F4)(s2, l, w,m2, n2, k2, φ, ρ, x,X) is
q20 + 11q19 + 60q18 + 215q17 + 565q16 + 1152q15 + 1882q14 + 2510q13
+ 2760q12 + 2510q11 + 1882q10 + 1152q9 + 565q8 + 215q7 + 60q6 + 11q5 + q4,
∆(F4)(s2, l, w,m3, n3, k3, φ, ρ, x,X) is
3q25 + 39q24 + 253q23 + 1091q22 + 3500q21 + 8862q20 + 18351q19
+ 31793q18 + 46772q17 + 58972q16 + 64038q15 + 59954q14 + 48259q13
+ 33163q12 + 19215q11 + 9201q10 + 3526q9 + 1024q8 + 203q7 + 21q6,
and ∆(F4)(s2, l, w,m4, n4, k4, φ, ρ, x,X) is
q32 + 15q31 + 114q30 + 584q29 + 2263q28 + 7054q27 + 18368q26 + 40957q25
+ 79554q24 + 136253q23 + 207590q22 + 283136q21 + 347192q20 + 383691q19
+ 382378q18 + 343199q17 + 276483q16 + 198741q15 + 126308q14
+ 70013q13 + 33168q12 + 13010q11 + 4008q10 + 875q9 + 105q8.
One can check that ∆(F4)(s2, l, w,mi, ni, ki, φ, ρ, x,X) is a dense and log-concave
q-polynomial for each 2 ≤ i ≤ 8. Also, ∆(F4)(s2, l, w,mi, ni, ki, φ, ρ, x,X) is a sym-
metric q-polynomial for each i = 2, 8 and is not a symmetric q-polynomial for each
i = 3, 4, 5, 6, 7.
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11.2 A parcel convolution of the weight w = (2)
Assume s1 = (0, 2), s2 = (1, 2), l = 1, w = (2), =>q, ρ = (1), x = (q), and
X = {q}. Let φ(x) = (1−q) ∈ Q(X)l. Then, q-numbers and monomial numerators
in Definitions 4.34 and 6.11 give -merged-log-concave parcels F1,F2,F3 such that
F1 = Λ(s2, l,, χs2,q, X),
F2 = Λ(s2, l, w,,Ψs2,((0,0,0)), φ, ρ, x,X),
F3 = Λ(s1, l, w,,Ψs1,((0,1,0)), φ, ρ, x,X).
Then, Theorem 5.25 gives the following -merged-log-concave parcel
F4 = F1 (1,1) F2 = Λ(s2, l, w,, χs2,q, φ, ρ, x,X).
For a parcel convolution, let s3 = s1 + s2 = (1, 4). Then, Lemma 10.2 and
Theorem 10.23 yield the -merged-log-concave parcel F5 such that
F5 = F3 ∗ F4 = Λ(s3, l, w,, f5,s3 , φ, ρ, x,X).
Explicitly, we have
f5,s3,(1) = 1, (11.2.1)
f5,s3,(2) = q
3 + 2q2 + 2q + 1, (11.2.2)
f5,s3,(3) = 2q
6 + 5q5 + 8q4 + 7q3 + 4q2 + q, (11.2.3)
f5,s3,(4) = q
11 + 3q10 + 7q9 + 11q8 + 14q7 + 14q6 + 11q5 + 7q4 + 3q3 + q2. (11.2.4)
11.2.1 An ideal merged pair
Assume the gate θ = (2, 3). Then, because F5 is -merged-log-concave, there
exists the ideal merged pair (P,F5) such that
P = r(1,∞),θ(P (1, 0)).
Let us put P = {(s1, l,mi, ni, ki)}iCZθ such that mi = ni = (i) and ki = (0, 1) for
2 ≤ i ≤ 3. Also, let m1 = n1 = (1), m4 = n4 = (4), and k1 = k4 = k2 for our
convenience.
11.2.2 On critical points and phase transitions
Since X = {q}, a real number 0 < q < 1 is a front critical point if and only if
F5,(1)(q) = F5,(2)(q). (11.2.5)
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However, Equation 11.2.5 has no solutions over 0 < q < 1 by Equations 11.2.1 and
11.2.2. Thus, the merged pair (P,F5) has no front critical points.
The equation
F5,(3)(q) = F5,(4)(q)
has the unique solution RP,F5,1 = 0.618034 · · · over 0 < q < 1 by Equations 11.2.3
and 11.2.4. Thus, (P,F5) has the unique rear critical point RP,F5,1. Moreover,
(P,F5) has the rear phase transition at RP,F5,1 by Lemma 8.32. Since θ is finite,
there are no asymptotic critical points.
11.2.3 Polynomials with positive integer coefficients of an ideal merged
pair
Let us compute merged determinants of the ideal merged pair (P,F5) to obtain
polynomials with positive integer coefficients. For example, the merged determi-
nant ∆(F5)(s3, l, w,m1, n1, k1, φ, ρ, x,X) is
q2 + 2q + 1,
∆(F5)(s3, l, w,m2, n2, k2, φ, ρ, x,X) is
q10 + 6q9 + 17q8 + 31q7 + 41q6 + 42q5 + 35q4 + 24q3 + 13q2 + 5q + 1,
∆(F5)(s3, l, w,m3, n3, k3, φ, ρ, x,X) is
3q18 + 21q17 + 81q16 + 219q15 + 456q14 + 768q13 + 1074q12 + 1266q11
+ 1266q10 + 1074q9 + 768q8 + 456q7 + 219q6 + 81q5 + 21q4 + 3q3,
and ∆(F5)(s3, l, w,m4, n4, k4, φ, ρ, x,X) is
q30 + 8q29 + 38q28 + 132q27 + 369q26 + 870q25 + 1782q24
+ 3232q23 + 5260q22 + 7754q21 + 10423q20 + 12836q19 + 14527q18
+ 15136q17 + 14527q16 + 12836q15 + 10423q14 + 7754q13 + 5260q12
+ 3232q11 + 1782q10 + 870q9 + 369q8 + 132q7 + 38q6 + 8q5 + q4.
We observe that ∆(F5)(s3, l, w,mi, ni, ki, φ, ρ, x,X) are dense and log-concave
q-polynomials for all iCZ e(θ) and symmetric q-polynomials for all iCZ e(θ) except
i 6= 2.
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12 Monomial convolutions, eta products, and weighted
Gaussian multinomial coefficients
We introduce the notion of monomial convolutions, which are generating functions
of monomial parcels and convolutions of these generating functions. Then, we dis-
cuss monomial convolutions, eta products, and weighted Gaussian multinomial co-
efficients, which we explain later for monomial convolutions (see Definition 12.16).
In particular, we explicitly describe monomial convolutions and their merged de-
terminants by weighted Gaussian multinomial coefficients. Furthermore, we give
some conjectures on merged determinants of monomial convolutions.
12.1 Monomial convolutions
We define the notion of monomial convolutions. In particular, we prove that
all monomial convolutions are generating functions of merged-log-concave parcels.
Thus, we give polynomials with positive integer coefficients by the merged-log-
concavity of monomial convolutions.
Let us introduce the following notation for generating functions of parcels.
Definition 12.1. Let l = 1 and F = Λ(s, l, w,, fs, φ, ρ, x,X). Assume an inde-
terminate z.
1. Let us write the generating function ZF(z) ∈ Q[[z]] of the parcel F by
ZF(z) =
∑
λ∈Z≥0
F(λ) · zλ.
2. In particular, when x = (q), s = (0,∞), φ is the canonical l-mediator, and
F = Λ(s, l, w,,Ψs,γ, φ, ρ, x,X), let
Zw,γ1,q(z) =
∑
λ∈Z≥0
qγ1,3
qλ
2γ1,1+λγ1,2
(λ)w1q
zλ = ZF(z).
We introduce the following notions of monomial convolution indices, monomial
pre-convolutions, and monomial convolutions.
Definition 12.2. Let d ∈ Z≥1, w ∈ Z1≥1, α ∈ Zd≥1, β ∈ Zd>0, and γ ∈
∏
1≤i≤dQ3.
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1. We call (d, w, α, β, γ) monomial convolution index, if
(1, w, (γi))
is a monomial index for each 1 ≤ i ≤ d. We refer to d, w, α, β, and γ as
the width, weight, inner-exponent, outer-exponent, and core of (d, w, α, β, γ).
2. Let z = (z1, · · · , zd) of indeterminates zi. Suppose a monomial convolu-
tion index (d, w, α, β, γ). Then, we define the monomial pre-convolution
M(d, w, α, β, γ, q, z) ∈ Q[[z1, · · · , zd]] by
M(d, w, α, β, γ, q, z) =
∏
1≤λ≤d
(Zw,γλ,qαλ (zλ))βλ .
3. Let v be an indeterminate. Suppose a monomial convolution index (d, w, α, β, γ).
Then, we define the monomial convolution
M(d, w, α, β, γ, q, v) ∈ Q[[v]]
such that
M(d, w, α, β, γ, q, v) =
∑
λ∈Z≥0
totz,λ(M(d, w, α, β, γ, q, z))v
λ
=
∑
λ∈Z≥0
M(d, w, α, β, γ, q)λ · vλ.
In particular, suppose a gate s = (0,∞) ∈ Zˆ2≥0, monomial index (1, w, γ),
α ∈ Z1≥1, and the canonical l-mediator φ. Then, there exist the generating function
Zw,γ1,qα1 (v) of the monomial parcel Λ(s, l, w,,Ψs,γ, φ, ρ, x,X) and the monomial
convolutionM(1, w, α, (1), γ, q, v). Furthermore, we have an equation
Zw,γ1,qα1 (v) =M(1, w, α, (1), γ, q, v).
By Lemma 2.16, we introduce the following squaring orders of monomial con-
volution indices.
Definition 12.3. Suppose a monomial convolution index (d, w, α, β, γ) and δ =
gcd(α).
1. We define the lowest integer uγ ∈ Z≥1 such that
uγtγi(υ) ∈ Z
for all 1 ≤ i ≤ d and υ ∈ Z≥0.
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2. We define
Xq,α,γ =
{
q
δ
uγ
}
.
3. We define the strict squaring order q,α,γ on Q(Xq,α,γ) such that
q,α,γ=>
q
δ
uγ
,
if uγtγi(υ) ∈ Z≥0 for each 1 ≤ i ≤ d and υ ∈ Z≥0; otherwise, we define the
strict squaring order q,α,γ on Q(Xq,α,γ) such that
q,α,γ=>(
q
δ
uγ
)±1 .
The following definition simplifies the notation of monomial convolution indices
in some settings.
Definition 12.4. Suppose a monomial convolution index (d, w, α, β, γ).
1. Let us call (d, w, α, β, γ) reduced monomial convolution index (or monomial
convolution index for short), if
β = ιd(1).
2. If (d, w, α, β, γ) is a reduced monomial index (or monomial index for short),
let us write
(d, w, α, γ) = (d, w, α, β, γ),
M(d, w, α, γ, q, z) = M(d, w, α, β, γ, q, z),
M(d, w, α, γ, q, v) =M(d, w, α, β, γ, q, v).
Let us call M(d, w, α, γ, q, z) and M(d, w, α, γ, q, v) reduced monomial pre-
convolution and reduced monomial convolution (or monomial pre-convolution
and monomial convolution for short).
For each monomial pre-convolutionM(d′, w, α′, β′, γ′, q, z′), some reduced mono-
mial pre-convolutionM(d, w, α, γ, q, z) specializes toM(d′, w, α′, β′, γ′, q, z′). Thus,
we do not lose generality by reduced monomial convolution indices to study mono-
mial convolutions.
To obtain the merged-log-concavity of monomial convolutions, let us state the
following proposition on the variation of parcel parameters and the merged-log-
concavity.
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Proposition 12.5. Let l ∈ Z≥1 and κ, ρ1, ρ2 ∈ Zl≥1. Suppose a parcel G =
Λ(s, l, w,1, gs, φ, ρ1, x,X). Also, assume the following.
1. y = xκ.
2. There is a squaring order 2 compatible to 1.
3. φ(x) is a (s, l, w,2, κ, x,X)-mediator.
4. φ(y) is a (s, l, w,2, ρ2, y,X)-mediator.
Then, we have the following.
(a) There exists a parcel H such that
H = Λ(s, l, w,2, hs, φ, ρ2, y,X) = G,
and
hs,m = gm ·B(s, l, w,m, φ, κ, x,X)
for each mCZl s.
(b) Assume
κ ◦ ρ2 = ρ1. (12.1.1)
Then, G = H is (s, l, w,′, φ, ρ2, y,X)-merged determinant if and only if
G = H is (s, l, w,′, φ, ρ1, x,X)-merged determinant. Similarly, G = H is
(s, l, w,′, φ, ρ2, y,X)-merged determinant if and only if G = H is (s, l, w,′
, φ, ρ1, x,X)-merged determinant
Proof. Let us prove Claim (a). By Assumption 1, we have
B(s, l, w,m, φ, κ, x,X) =
∏
φ(y)m◦w · [m]!wy∏
φ(x)m◦w · [m]!wx
for each mCZl s. Thus, each mCZl s gives
Gm = gs,m∏
φ(x)m◦w · [m]!wx
=
1∏
φ(y)m◦w · [m]!wy
· gs,m ·
∏
φ(y)m◦w · [m]!wy∏
φ(x)m◦w · [m]!wx
=
gs,m ·B(s, l, w,m, φ, κ, x,X)∏
φ(y)m◦w · [m]!wy
.
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Moreover, Assumption 3 implies
B(s, l, w,m, φ, κ, x,X) 2 0
for each m CZl s. Thus, hs is doubly (s, l,2)-positive by Assumption 2, since gs
is doubly (s, l,1)-positive. Therefore, Claim (a) holds by Assumption 4.
Let us prove Claim (b). By Assumption 1 and Equation 12.1.1, we have
yρ2 = xρ1 .
Thus, we obtain
(∏
(φ(xρ1)unionsq)(b−a)◦w
unionsq
)
· [b]!
wunionsq
(xρ1 )unionsq
[a]!w
unionsq
(xρ1 )unionsq
=
(∏
(φ(yρ2)unionsq)(b−a)◦w
unionsq
)
· [b]!
wunionsq
(yρ2 )unionsq
[a]!w
unionsq
(yρ2 )unionsq
for each a, b ∈ Z2l≥0. Therefore, Claim (b) holds by Definition 2.39.
In particular, let us state the following corollary by canonical mediators.
Corollary 12.6. Let l ∈ Z≥1 and κ, ρ1, ρ2 ∈ Zl≥1. Suppose a parcel G = Λ(s, l, w,
, gs, φ, ρ1, x,X) for the canonical mediator φ(x) = (1 − x1) ∈ Q(X)l. Also, let
y = xκ. Then, we have the following.
(a) There is a parcel H such that
H = Λ(s, l, w,, hs, φ, ρ2, y,X) = G,
and
hs,m = gm ·B(s, l, w,m, φ, κ, x,X)
for each mCZl s.
(b) Suppose
κ ◦ ρ2 = ρ1.
Then, G = H is (s, l, w,′, φ, ρ2, y,X)-merged determinant if and only if
G = H is (s, l, w,′, φ, ρ1, x,X)-merged determinant. Likewise, G = H is
(s, l, w,′, φ, ρ2, y,X)-merged determinant if and only if G = H is (s, l, w,′
, φ, ρ1, x,X)-merged determinant
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Proof. Because φ is the canonical mediator, φ, x, y, κ, and ρ2 satisfy Assumptions
2, 3, and 4 of Proposition 12.5 for 2=1=. Thus, Claims (a) and (b) hold.
We recall Λ(s, l, w,, fs, φ, ρ, x,X) = Λ(s, l, w,, fs, ρ, x,X) by Definition 2.40,
if φ is the canonical l-mediator. Then, the following theorem realizes all mono-
mial convolutions as generating functions of merged-log-concave parcels. Thus, we
obtain the merged-log-concavity of monomial convolutions.
Theorem 12.7. Let s = (0,∞) and l = 1. Assume the following:
1. a reduced monomial convolution index (d, w, α, γ);
2. δ ∈ Z≥1, x = (qδ), and κ ∈ Zd≥1 such that κ ◦ α = ιd(δ);
3. X = Xq,α,γ and =q,α,γ.
Then, for each ρ ∈ Zl≥1, there exists a -merged-log-concave parcel F = Λ(s, l, w,
, fs, ρ, x,X) such that
F = Λ(s, l, w,,Ψs,(γ1)(qα1), κ1ρ, (qα1), X) ∗ · · ·
∗Λ(s, l, w,,Ψs,(γd)(qαd), κdρ, (qαd), X),
(12.1.2)
and
ZF(v) =M(d, w, α, γ, q, v). (12.1.3)
Proof. Let us prove Equation 12.1.2. By Assumptions 1 and 3, we have the parcel
Gi = Λ(s, l, w,,Ψs,(γi)(qαi), κiρ, (qαi), X)
for each 1 ≤ i ≤ d.
First, suppose d = 1. Then, by Assumption 2 and Claim (a) of Corollary 12.6,
we obtain the parcel F such that
F = Λ(s, l, w,, fs, ρ, x,X) = G1.
Furthermore, G1 is -merged-log-concave by Assumption 3 and Theorem 4.35.
Thus, F is -merged-log-concave by Claim (b) of Corollary 12.6, because x =
(qα1)κ and κ ◦ ρ = κ1ρ by Assumption 2 and d = 1. Therefore, Equation 12.1.2
holds for d = 1.
Second, assume d ≥ 2. Then, there exists the -merged-log-concave parcel H
such that
H = Λ(s, l, w,, hs, ρ, x,X) = G1 ∗ · · · ∗ Gd−1
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by induction. Then, (H,Gd) has the convolution index (s,, τ, q, λ, x, o) of τ =
(ρ, κdρ, ρ), λ = (δ, αd, δ), and o = (1, κd) by Claim 1 of Lemma 10.2, because we
obtain the exponent equator of (τ, o) and the base-shift equator of (λ, o) such that
1 · δ = κdαd = δ,
1−1 · ρ = κ−1d κdρ = ρ.
Thus, by Proposition 10.3 and Theorem 10.23, we obtain the-merged-log-concave
F such that
F = Λ(s, l, w,, fs, ρ, x,X) = H ∗ Gd = G1 ∗ · · · ∗ Gd.
Therefore, Equation 12.1.2 holds for each d ≥ 1.
Equation 12.1.3 holds, because each u ≥ 0 gives
M(w, d, α, γ, q)u =
∑
∑
1≤j≤d ij=u
G1,(i1) ∗ · · · ∗ Gd,(id) = F(u)
by the definition of the monomial convolutionM(w, d, α, γ, q, v).
We often take δ in Theorem 12.7 as lcm(α). Thus, let us make the following
notation.
Definition 12.8. Suppose a monomial convolution index (d, w, α, β, γ). Let δ =
lcm(α), x = (qδ), X = Xq,α,γ, and ρ ∈ Z1≥1.
1. Assume m,n ∈ Zl, k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k). Then, we define
the merged determinant ∆(d, w, α, β, γ,m, n, k, ρ, q) ∈ Q(X) such that
∆(d, w, α, β, γ,m, n, k, ρ, q)
=
(b)w
unionsq
(xρ)unionsq
(a)w
unionsq
(xρ)unionsq
·
(
M(d, w, α, β, γ, q)m1 · M(d, w, α, β, γ, q)n1
−M(d, w, α, β, γ, q)m1−k2 · M(d, w, α, β, γ, q)n1+k2
)
.
2. We write
∆(d, w, α, γ,m, n, k, ρ, q) = ∆(d, w, α, β, γ,m, n, k, ρ, q),
when (d, w, α, β, γ) = (d, w, α, γ) is reduced.
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Since each monomial convolution index gives a monomial convolution, merged
determinants in Definition 12.8 are merged determinants of monomial convolu-
tions.
Furthermore, Theorem 12.7 gives the following positive integers and polynomi-
als with positive integer coefficients by merged determinants of monomial convo-
lutions.
Corollary 12.9. Suppose l = 1, s = (0,∞), =q,α,γ, and a reduced monomial
convolution index (d, w, α, γ).
1. Assume ρ ∈ Zl≥1 and a fitting (s, l,m, n, k). Then, we have
∆(d, w, α, γ,m, n, k, ρ, q)  0, (12.1.4)
∆(d, w, α, γ,m, n, k, ρ, 1) ∈ Z>0. (12.1.5)
2. Let δ = gcd(α). For each 1 ≤ i ≤ d, assume λi ∈ Z≥1 and λ′i ∈ Z≥0 such
that
γi =
(
λi
2
,−λi
2
+ λ′i, 0
)
.
Then, for each ρ ∈ Zl≥1 and fitting (s, l,m, n, k), we have
∆(d, w, α, γ,m, n, k, ρ, q) >qδ 0.
Proof. Let us prove Inequality 12.1.4 of Claim 1. Let δ′ = lcm(α) and x =
(qδ
′
). Then, Theorem 12.7 gives the -merged-log-concave parcel F = Λ(s, l, w,
, fs, ρ, x,X) such that
ZF(v) =M(d, w, α, γ, q, v).
Thus, it holds that
∆(F)(s, l, w,m, n, k, ρ, x,X) = ∆(d, w, α, γ,m, n, k, ρ, q)
for each m,n ∈ Zl, k ∈ Z2l≥0, a = ν(k), and b = ν(m,n, k) by Definition 12.8.
Therefore, Inequality 12.1.4 holds by the merged-log-concavity of F .
Furthermore, Inclusion 12.1.5 follows from Inequality 12.1.4.
Claim 2 holds, because we have
Ψs,γi,m(q
αi) = q
αi
(
m21λ
2
i
2
−m1λi
2
+m1λ′i
)
= q
αi
(
m1λi(m1λi−1)
2
+m1λ′i
)
>qαi 0
for each mCZl s by the assumption on γi.
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Remark 12.10. For each λ1 ∈ Z≥1, suppose monomial convolution indices (d1, wλ1 , α1, γ1)
and (d2, wλ1 , α2, γ2) such that
wλ1 = (λ1),
d1 = d2 = 1,
α1 = α2 = (1),
γ1 =
(
1
2
,−1
2
, 0
)
,
γ2 = (0, 0, 0).
Then, we obtain positive integers ∆(d1, wλ1 , α1, γ1, (1), (1), (0, 1), (2λ2), 1) by Corol-
lary 12.9 for λ1, λ2 ∈ Z≥1. In particular, for each λ1 ∈ Z≥1 and λ2 ∈ Z≥0, we
expect the following equations of Mersenne numbers:
∆(d1, wλ1 , α1, γ1, (1), (1), (0, 1), (2
λ2), 1)
= ∆(d2, wλ1 , α2, γ2, (1), (1), (0, 1), (2
λ2), 1)
= 4λ1λ2 · (2λ1 − 1).
Let us compute the following example.
Example 12.11. We consider the monomial convolution index (d, w, α, γ) such
that
d = 2,
w = (1),
α = (2, 3),
γ = ((0, 0, 0) , (0, 1, 0)) .
Then, we have
q,α,γ=>q,
since gcd(α) = 1 and uα,γ = 1. Also, let x = (q6) = (qlcm(α)).
Then, for each m ∈ Z≥0, we obtain
(m)wxM(d, w, α, γ, q)m >q 0
by Theorem 12.7. For example, (0)q6M(d, w, α, γ, q)0 is
1,
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(1)q6M(d, w, α, γ, q)1 is
q6 + q4 + q3 + q2 + 1,
(2)q6M(d, w, α, γ, q)2 is
q16+q15+q14+q13+3q12+q11+2q10+2q9+3q8+q7+3q6+q5+2q4+q3+q2+1,
and (3)q6M(d, w, α, γ, q)3 is
q31 + q30 + q29 + 2q28 + 3q27 + 3q26 + 3q25 + 5q24 + 4q23 + 6q22 + 5q21
+ 7q20 + 5q19 + 9q18 + 5q17 + 8q16 + 6q15 + 8q14 + 4q13 + 8q12
+ 4q11 + 6q10 + 4q9 + 5q8 + 2q7 + 4q6 + q5 + 2q4 + q3 + q2 + 1.
Furthermore, Corollary 12.9 gives q-polynomials with positive coefficients by
the merged determinant of M(d, w, α, γ, q, v). For example, let k = (0, 1) and
ρ = (1). Then, ∆(d, w, α, γ, (0), (0), k, ρ, q) is
1,
∆(d, w, α, γ, (1), (1), k, ρ, q) is
q18 + q16 + q15 + 2q14 + q13 + 3q12 + q11 + 3q10
+ 2q9 + 2q8 + q7 + 3q6 + q5 + q4 + q3 + q2,
∆(d, w, α, γ, (2), (2), k, ρ, q) is
q44 + q43 + 2q42 + 2q41 + 5q40 + 4q39 + 7q38 + 7q37 + 13q36 + 10q35 + 17q34
+ 16q33 + 22q32 + 19q31 + 28q30 + 22q29 + 31q28 + 28q27 + 32q26 + 27q25
+ 37q24 + 27q23 + 32q22 + 28q21 + 31q20 + 22q19 + 28q18 + 19q17 + 22q16
+16q15 +17q14 +10q13 +13q12 +7q11 +7q10 +4q9 +5q8 +2q7 +2q6 +q5 +q4,
and ∆(d, w, α, γ, (3), (3), k, ρ, q) is
q80 + q79 + 2q78 + 3q77 + 6q76 + 6q75 + 12q74 + 14q73 + 21q72 + 25q71
+ 37q70 + 40q69 + 56q68 + 64q67 + 83q66 + 92q65 + 118q64 + 129q63
+ 158q62 + 171q61 + 206q60 + 216q59 + 259q58 + 271q57 + 310q56
+320q55 +373q54 +367q53 +418q52 +420q51 +464q50 +452q49 +508q48
+478q47 +529q46 +504q45 +539q44 +499q43 +550q42 +490q41 +525q40
+475q39 +502q38 +435q37 +467q36 +396q35 +416q34 +352q33 +364q32
+296q31 +313q30 +248q29 +252q28 +200q27 +205q26 +152q25 +156q24
+ 115q23 + 115q22 + 82q21 + 81q20 + 55q19 + 56q18 + 36q17 + 34q16
+ 22q15 + 21q14 + 12q13 + 11q12 + 6q11 + 6q10 + 3q9 + 2q8 + q7 + q6.
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In Example 12.11, we have non-log-concave q-polynomials
∆(d, w, α, γ, (i), (i), k, ρ, q)
for 1 ≤ i ≤ 3. Moreover, even when α = (1, 1),
∆(d, w, α, γ, (1), (1), k, ρ, q) = q3 + q2 + 2q
is not log-concave either. However, let us put the following conjecture.
Conjecture 12.12. Let k = (0, 1). For each λ1 ∈ Z≥1, assume the monomial
convolution index (d, w, α, βλ1 , γ) such that
d = 2,
w = (1),
α = (1, 1),
βλ1 = (λ1, λ1),
γ =
((
1
2
,−1
2
, 0
)
, (0, 1, 0)
)
.
Then, for each λ1 ≥ 1 and λ2 ≥ 0, the merged determinant
∆(d, w, α, βλ1 , γ, (λ2), (λ2), k, ρ, q)
is a log-concave q-polynomial.
12.2 Eta products
We confirm the existence of infinitely many monomial pre-convolutions that spe-
cialize to an eta product. These monomial pre-convolutions give monomial convo-
lutions. Thus, we obtain semi-strongly unimodal sequences and polynomial with
positive integer coefficients of eta products by the merged-log-concavity of mono-
mial convolutions. Also, we discuss semi-strongly unimodal sequences and phase
transitions of monomial convolutions in later sections.
By the eta function η(τ) and eta products Dd,α,β(τ) in Definition 1.12, we have
the following lemma.
Lemma 12.13. Suppose s = (0,∞), l = 1, w = (1), and x = (q). Also, assume
κ1, κ2 ∈ Q such that
κ1 + κ2 = 1.
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1. First, let us take the monomial parcel
F1 = Λ(s, l, w,,Ψs,(( 12 ,κ12 , 124)), ρ, x,X).
Furthermore, suppose q = e2piiτ for τ ∈ C such that Imτ > 0. Then,
ZF1(−q
κ2
2 ) = η(τ).
2. Second, let us take the monomial parcel
F2 = Λ(s, l, w,,Ψs,((0,κ1,− 124)), ρ, x,X).
Moreover, suppose q = e2piiτ for τ ∈ C such that Imτ > 0. Then,
ZF2(qκ2) = η(τ)−1.
Proof. Let us prove Claim 1. Because η(τ) = q
1
24 (q; q), we have
η(τ) = q
1
24 (q; q)∞ = q
1
24
∑
λ≥0
q
λ(λ−1)
2
(λ)q
(−q)λ = q 124
∑
λ≥0
(−1)λ q
λ(λ+1)
2
(λ)q
by the Euler’s identity 1.1.11. Thus, by Definition 12.1, we obtain
η(τ) = q
1
24
∑
λ≥0
(−1)λ q
λ2
2
+λ
κ1+κ2
2
(λ)q
= q
1
24
∑
λ≥0
q
λ2
2
+λ
κ1
2
(λ)q
(−q κ22 )λ
= ZF1(−q
κ2
2 ).
Let us prove Claim 2. It holds that
η(τ)−1 = q−
1
24 (q; q)−1∞ = q
− 1
24
∑
λ≥0
qλ
(λ)q
by the Euler’s identity 1.1.12. Thus, we have
η(τ)−1 = q−
1
24
∑
λ≥0
qλ(κ1+κ2)
(λ)q
= q−
1
24
∑
λ≥0
qλκ1
(λ)q
(qκ2)λ = ZF2(qκ2)
by Definition 12.1.
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Let us consider a monomial convolution index (d, w, α, γ) of w = (1). Then,
by monomial conditions, the core γ has to satisfy γi,1 = 12 or γi,1 = 0 for each
1 ≤ i ≤ d. Thus, we obtain the following monomial pre-convolutions that specialize
to eta products.
Proposition 12.14. Let d ≥ 1, w = (1), κ1 ∈ Qd, and κ2 = 1−κ1 ∈ Qd. Suppose
a monomial convolution index (d, w, α, β, γ) and 0 ≤ d′ ≤ d such that
γλ =
(
1
2
,
κ1,λ
2
,
1
24
)
for each 1 ≤ λ ≤ d′, and
γλ =
(
0, κ1,λ,− 1
24
)
for each d′ + 1 ≤ λ ≤ d. Also, let
βˆ = β(1, d′) unionsq (−β(d′ + 1, d)).
Then, we have
M(d, w, α, β, γ, q, z) = Dd,α,βˆ(τ),
provided
z = (−q
κ2,1α1
2 , · · · ,−q
κ2,d′αd′
2 , qκ2,d′+1αd′+1 , · · · , qκ2,dαd)
for q = e2piiτ such that τ ∈ C and Imτ > 0.
Proof. By Lemma 12.13, we have
Zw,γλ,qαλ (−q
κ2,λαλ
2 ) = η(ταλ)
for each 1 ≤ λ ≤ d′, and
Zw,γλ,qαλ (qκ2,λαλ) = η(ταλ)−1
for each d′ + 1 ≤ λ ≤ d. Thus, the assertion holds by Definition 12.2.
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Remark 12.15. By Proposition 12.14 and Definition 12.2, there exist monomial
pre-convolutions M(d, w, α, β, γ, q, z) that give eta products Dd,α,βˆ(τ) and mono-
mial convolutionsM(d, w, α, β, γ, q, v) (see Figure 15).
M(d, w, α, β, γ, q, z)
Dd,α,βˆ(τ) M(d, w, α, β, γ, q, v)
Prop. 12.14 Def. 12.2
Figure 15: eta products and monomial convolutions by monomial pre-convolutions
Furthermore, Proposition 12.14 gives infinitely many monomial pre-convolutions
M(d, w, α, β, γ, q, z) for an eta product Dd,α,βˆ(τ), because there are infinitely many
choices of γ ∈ ∏1≤i≤dQ3 of M(d, w, α, β, γ, q, z) for an eta product Dd,α,βˆ(τ).
Thus, by the merged-log-concavity, there are infinitely many monomial convolu-
tionsM(d, w, α, β, γ, q, v) that give semi-strongly unimodal sequences and polyno-
mials with positive integer coefficients of an eta product Dd,α,βˆ(τ) (see Example
12.29).
In particular, Section 12.3 explicitly describes monomial convolutions and their
merged determinants by weighted Gaussian multinomial coefficients. Also, Section
13 discusses semi-strongly unimodal sequences and phase transitions of monomial
convolutions.
12.3 Weighted Gaussian multinomial coefficients and poly-
nomials with positive integer coefficients
We explicitly describe monomial convolutions and polynomials with positive inte-
ger coefficients of their merged determinants. Let us use the following notation of
weighted Gaussian multinomial coefficients.
Definition 12.16. Let λ ∈ Z≥1, α ∈ Zλ≥1, and δ = lcm(ρ). Suppose i ∈ Z and
j ∈ Zλ.
1. Let
[
i
j
]
α,q
denote the weighted q-multinomial coefficient (weighted Gaussian
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multinomial coefficient) such that[
i
j
]
α,q
=
(i)qδ
(j1)qα1 · · · (jd)qαλ
for
∑
j = i ∈ Z≥0 and j ∈ Zλ≥0, and[
i
j
]
α,q
= 0
otherwise.
2. In particular, when λ = 2,
[
i
j
]
α,q
is said to be the weighted q-binomial coeffi-
cient (weighted Gaussian binomial coefficient).
We state the following proposition on weighted Gaussian multinomial coeffi-
cients. For example, this confirms weighted q-Pascal identities.
Proposition 12.17. Let λ ∈ Z≥1, α ∈ Zλ≥1 δ1 = lcm(α), and δ2 = gcd(α).
Assume i ∈ Z≥0 and j ∈ Zλ≥0 such that
∑
j = i. Then, we have the following.
1. When δ1 = 1, it holds that [
i
j
]
α,q
=
[
i
j
]
q
.
2. We have [
i
j
]
α,q
=
[
i
j
]
qδ1
·
∏
1≤i≤λ
b
ji,
δ1
αi
(qαi) >qδ2 0.
3. For each 1 ≤ i ≤ λ, we have[
i− 1
(j1, · · · , ji − 1, · · · jλ)
]
qδ1
·
∏
1≤κ≤λ
b
jκ,
δ1
ακ
(qακ)
=
[
i− 1
(j1, · · · , ji − 1, · · · jλ)
]
α,q
·
[
δ1
αi
]
qαiji
.
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4. For each i ≥ 1, the following is a weighted q-Pascal identity:[
i
j
]
α,q
=
[
i− 1
(j1 − 1, j2, · · · , jλ)
]
α,q
[
δ1
α1
]
qα1j1
+ qδ1j1
[
i− 1
(j1, j2 − 1, · · · , jλ)
]
α,q
[
δ1
α2
]
qα2j2
+ · · ·
+ qδ1(j1+···+jλ−1)
[
i− 1
(j1, j2, · · · , jλ − 1)
]
α,q
[
δ1
αλ
]
qαλjλ
.
Proof. When δ1 = 1, we have α = ιλ(1) by the definition of δ1. Thus, Claim 1
follows from Definition 12.16.
Let us prove Claim 2. By Definition 4.1 and Lemma 4.2, we have
(ji)qδ1
(ji)qαi
= b
ji,
δ1
αi
(qαi) >qαi 0,
since αi divides δ1. Moreover, by Definition 12.16, we have[
i
j
]
α,q
=
[
i
(j1, j2, · · · , jd)
]
α,q
=
(i)qδ1
(j1)qα1 · · · (jd)qαλ
=
(i)qδ1
(j1)qδ1 · · · (jd)qδ1
(j1)qδ1 · · · (jd)qδ1
(j1)qα1 · · · (jd)qαλ
=
[
i
j
]
qδ1
·
∏
1≤i≤λ
b
ji,
δ1
αi
(qαi)
>qδ2 0.
Therefore, Claim 2 holds.
Let us prove Claim 3. Assume ji − 1 < 0. Then,
[
i−1
(j1,···,ji−1,···jλ)
]
qδ1
= 0 =
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[
i−1
(j1,···,ji−1,···jλ)
]
α,q
. Thus, Claim 3 holds by 0 = 0. If ji − 1 ≥ 0, then[
i− 1
(j1, · · · , ji − 1, · · · jλ)
]
qδ1
·
∏
1≤κ≤λ
b
jκ,
δ1
ακ
(qακ)
=
(i− 1)qδ1
(j1)qδ1 · · · (ji − 1)qδ1 · · · (jd)qδ1
· (j1)qδ1 · · · (ji)qδ1 · · · (jd)qδ1
(j1)qα1 · · · · · · (ji)qαi · · · (jd)qαλ
=
[
i− 1
(j1, · · · , ji − 1, · · · jλ)
]
α,q
· (1− q
δ1ji)
(1− qαiji)
=
[
i− 1
(j1, · · · , ji − 1, · · · jλ)
]
α,q
·
[
δ1
αi
]
qαiji
.
Therefore, Claim 3 holds.
Let us prove Claim 4. By Claims 2 and 3 and the classical q-Pascal identity,
we compute as follows:[
i
j
]
α,q
=
[
i
j
]
qδ1
·
∏
1≤i≤λ
b
ji,
δ1
αi
(qαi)
=
([
i− 1
(j1 − 1, j2, · · · , jλ)
]
qδ1
+ qδ1j1
[
i− 1
(j1, j2 − 1, · · · , jλ)
]
qδ1
+ · · ·+ qδ1(j1+···+jλ−1)
[
i− 1
(j1, j2, · · · , jλ − 1)
]
qδ1
)
·
∏
1≤i≤λ
b
ji,
δ1
αi
(qαi)
=
[
i− 1
(j1 − 1, j2, · · · , jλ)
]
α,q
[
δ1
α1
]
qα1j1
+ qδ1j1
[
i− 1
(j1, j2 − 1, · · · , jλ)
]
α,q
[
δ1
α2
]
qα2j2
+ · · ·
+ qδ1(j1+···+jλ−1)
[
i− 1
(j1, j2, · · · , jλ − 1)
]
α,q
[
δ1
αλ
]
qαλjλ
.
Thus, Claim 4 follows.
Let us compute some explicit weighted Gaussian multinomial coefficients.
Example 12.18. Let αi = (1, i, i) for each i ∈ Z≥1. Then,
[
3
(1,1,1)
]
α1,q
is
(3)q
(1)q(1)q(1)q
= q3 + 2q2 + 2q + 1,
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[
3
(1,1,1)
]
α2,q
is
(3)q2
(1)q(1)q2(1)q2
= q7 + q6 + 2q5 + 2q4 + 2q3 + 2q2 + q + 1,
and
[
3
(1,1,1)
]
α3,q
is
(3)q3
(1)q(1)q3(1)q3
= q11 + q10 + q9 + 2q8 + 2q7 + 2q6 + 2q5 + 2q4 + 2q3 + q2 + q + 1.
In Example 12.18, we have unimodal q-polynomials. Let us compute the
following weighted Gaussian multinomial coefficient, which is not a unimodal q-
polynomial.
Example 12.19. Let α = (1, 2, 2). Then,
[
10
(4,3,3)
]
α,q
is
q76 + q75 + 3q74 + 4q73 + 9q72 + 11q71 + 21q70 + 26q69 + 43q68
+ 53q67 + 80q66 + 97q65 + 138q64 + 165q63 + 221q62 + 262q61
+ 336q60 + 392q59 + 485q58 + 559q57 + 668q56 + 761q55 + 884q54
+ 993q53 + 1125q52 + 1248q51 + 1380q50 + 1512q49 + 1637q48
+ 1769q47 + 1879q46 + 2004q45 + 2088q44 + 2198q43 + 2252q42
+ 2336q41 + 2355q40 + 2409q39 + 2390q38 + 2409q37 + 2355q36
+ 2336q35 + 2252q34 + 2198q33 + 2088q32 + 2004q31 + 1879q30
+ 1769q29 + 1637q28 + 1512q27 + 1380q26 + 1248q25 + 1125q24
+ 993q23 + 884q22 + 761q21 + 668q20 + 559q19 + 485q18 + 392q17
+ 336q16 + 262q15 + 221q14 + 165q13 + 138q12 + 97q11 + 80q10
+ 53q9 + 43q8 + 26q7 + 21q6 + 11q5 + 9q4 + 4q3 + 3q2 + q + 1.
This is not a unimodal q-polynomial, because we have · · · + 2409q39 + 2390q38 +
2409q37 + · · ·.
It would be interesting to determine α and i so that
[
i
j
]
α,q
is a unimodal q-
polynomial for each j ∈ Zλ≥1. For example, let i = 30 and α = (1, 4, 8). Then, one
can check that
[
i
j
]
α,q
is a unimodal q-polynomial for each j ∈ Z3≥1.
We write monomial convolutions by weighted Gaussian multinomial coeffi-
cients. To do this, let us introduce the following notation.
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Definition 12.20. Consider a reduced monomial convolution index (d, w, α, γ).
Then, let us define ψα,γ(q) = {ψα,γ,j(q) ∈ Q(Xq,α,γ)}j∈Zd by
ψα,γ,j(q) =
{∏
1≤i≤d q
αi(γi,1j
2
i +γi,2ji+γi,3) if j ∈ Zd≥0,
0 else.
Let us call ψα,γ(q) monomial numerator of (d, w, α, γ).
In particular, the monomial numerator Ψ(0,∞),γ and d = 1 give
ψα,γ,j(q) = Ψ(0,∞),γ,j(qα1).
Let us state the following lemma on monomial numerators ψα,γ(q).
Lemma 12.21. Suppose a reduced monomial convolution index (d, w, α, γ). Let
j ∈ Zd. Then, we have
ψα,γ,j(q) =
∏
1≤i≤d
ψ(αi),(γi),(ji)(q).
Proof. It holds that
ψ(αi),(γi),(ji)(q) = q
αi(γi,1j
2
i +γi,2ji+γi,3).
Thus, the assertion holds by Definition 12.20.
Then, weighted Gaussian multinomial coefficients explicitly describe monomial
convolutions as follows.
Proposition 12.22. Suppose a reduced monomial convolution index (d, w, α, γ).
Also, let δ = lcm(α) and λ = w1. Then, it holds the following.
1. We have
M(d, w, α, γ, q, v) =
∑
h∈Z≥0,j∈Zd
ψα,γ,j(q) ·
[
h
j
]λ
α,q
(h)λ
qδ
· vh.
2. Let s = (0,∞), l = 1, x = (qδ), and ρ ∈ Zl≥1. Then, the following is a
q,α,γ-merged-log-concave parcel
F = Λ(s, l, w,q,α,γ, fs, ρ, x,X)
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such that
M(d, w, α, γ, q, v) = ZF(v),
and
fs,m =
∑
j∈Zd
ψα,γ,j(q) ·
[
m1
j
]λ
α,q
for each m ∈ Zl.
Proof. We prove Claim 1. By Definition 12.2, we have
M(d, w, α, γ, q, v) =
∏
1≤i≤d
∑
h≥0
ψ(αi),(γi),(h)(q)
(h)λqαi
vh.
Hence, by Lemma 12.21, let us compute as follows:
M(d, w, α, γ, q, v)
=
∑
h≥0
∑
j∈Zd≥0,
∑
j=h
ψα,γ,j(q)
(j1)λqα1 · · · (jd)λqαd
· vh
=
∑
h≥0
∑
j∈Zd≥0,
∑
j=h
ψα,γ,j(q) ·
(h)λ
qδ
(j1)λqα1 · · · (jd)λqαd
· 1
(h)λ
qδ
· vh
=
∑
h≥0
∑
j∈Zd≥0,
∑
j=h
ψα,γ,j(q) ·
[
h
j
]λ
α,q
(h)λ
qδ
· vh.
Thus, Claim 1 holds, because
[
h
j
]λ
α,q
= 0 when
∑
j 6= h or j 6∈ Zd≥0 by Definition
12.16. Claim 2 follows from Theorem 12.7 and Claim 1.
Furthermore, the following theorem gives polynomials with positive integer
coefficients by monomial convolutions and weighted Gaussian multinomial coeffi-
cients.
Theorem 12.23. Suppose a reduced monomial convolution index (d, w, α, γ). Let
δ = lcm(α), x = (qδ), l = 1, ρ ∈ Zl≥1, y = xρ, λ = w1 ∈ Z≥1, and s = (0,∞).
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Then, for each fitting (s, l,m, n, k), a = ν(k), and b = ν(m,n, k), we obtain the
following strict inequality:
∆(d, w, α, γ,m, n, k, ρ, q)
=
[
b
a
]λ
y
· (m1)
λ
y
(m1)λx
· (n1)
λ
y
(n1)λx
·
∑
j1∈Zd
ψα,γ,j1(q)
[
m1
j1
]λ
α,q
·
∑
j2∈Zd
ψα,γ,j2(q)
[
n1
j2
]λ
α,q
−
[
b
a∧
]λ
y
· (m1 − k2)
λ
y
(m1 − k2)λx
· (n1 + k2)
λ
y
(n1 + k2)λx
·
∑
j1∈Zd
ψα,γ,j1(q)
[
m1 + k2
j1
]λ
α,q
·
∑
j2∈Zd
ψα,γ,j2(q)
[
n1 − k2
j2
]λ
α,q
q,α,γ 0
Proof. By Proposition 12.22, there exists theq,α,γ-merged-log-concave parcel F =
Λ(s, l, w,q,α,γ, fs, ρ, x,X) such that M(d, w, α, γ, q, v) = ZF(v). Therefore, the
assertion holds by Theorem 3.22.
Example 12.24. Suppose reduced monomial convolution indices (d, wi, α, γ) for
i ∈ Z≥1 such that
d = 2,
wi = (i),
α = (2, 4),
γ =
((
1
2
,−1
2
, 0
)
, (1, 0, 0)
)
.
Also, let ρ = (2), m = n = (1), and k = (0, 1). Then, the merged determinant
∆(d, w2, α, γ,m, n, k, ρ, q) is
2q40 + 5q38 + 15q36 + 23q34 + 42q32 + 52q30 + 76q28 + 84q26 + 107q24 + 106q22
+116q20 +102q18 +97q16 +76q14 +64q12 +44q10 +31q8 +17q6 +9q4 +3q2 +1,
and ∆(d, w3, α, γ,m, n, k, ρ, q) is
q60 + 7q58 + 24q56 + 62q54 + 138q52 + 251q50 + 438q48 + 656q46
+ 981q44 + 1291q42 + 1720q40 + 2038q38 + 2449q36 + 2639q34 + 2883q32
+ 2848q30 + 2845q28 + 2581q26 + 2350q24 + 1946q22 + 1602q20 + 1201q18
+ 886q16 + 592q14 + 381q12 + 217q10 + 114q8 + 50q6 + 19q4 + 5q2 + 1.
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Let us specialize Theorem 12.23 in the following three corollaries.
Corollary 12.25. Assume a reduced monomial convolution index (d, w, α, γ).
Also, let δ = lcm(α) and λ = w1. Then, for each h ∈ Z≥0, we have the following
strict inequality:
[h+ 1]λqδ ·
∑
j1∈Zd
ψα,γ,j1(q)
[
h
j1
]λ
α,q
2
− [h]λqδ ·
∑
j1∈Zd
ψα,γ,j1(q)
[
h+ 1
j1
]λ
α,q
 ·
∑
j2∈Zd
ψα,γ,j2(q)
[
h− 1
j2
]λ
α,q
 q,α,γ 0.
Proof. Let ρ = (1), k = (0, 1), and x = (q). Then, for each h ∈ Z≥0, a = ν(k),
and b = ν((h), (h), k), Theorem 12.23 gives
∆(d, w, α, γ, (h), (h), k, ρ, q)
=
[
b
a
]λ
qδ
·
ψα,γ,j1(q) ∑
j1∈Zd
[
h
j1
]λ
α,q
2
−
[
b
a∧
]λ
qδ
·
∑
j1∈Zd
ψα,γ,j1(q)
[
h+ 1
j1
]λ
α,q
·
∑
j2∈Zd
ψα,γ,j2(q)
[
h− 1
j2
]λ
α,q
q,α,γ 0.
Moreover, because a = (0, 1) and b = (h, h+ 1), we have[
b
a
]λ
qδ
=
[
h
0
]λ
qδ
[
h+ 1
1
]λ
qδ
= [h+ 1]λqδ ,[
b
a∧
]λ
qδ
=
[
h
1
]λ
qδ
[
h+ 1
0
]λ
qδ
= [h]λqδ .
Thus, the assertion holds.
In particular, we obtain the following polynomials with positive integer coeffi-
cients.
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Corollary 12.26. Let d ∈ Z≥1, α ∈ Zd≥1, δ = lcm(α), h ∈ Z≥0, λ ∈ Z≥1, and
κ ∈ Zd≥0. Then, the following is a qδ-polynomial with positive integer coefficients:
(12.3.1 )
[h+ 1]λqδ ·
∑
j1∈Zd
 ∏
1≤i≤d
q
αi
(
j21,i−j1,i
2
+κij1,i
)[h
j1
]λ
α,q
2
− [h]λqδ ·
∑
j1∈Zd
 ∏
1≤i≤d
q
αi
(
j21,i−j1,i
2
+κij1,i
)[h+ 1
j1
]λ
α,q

·
∑
j2∈Zd
 ∏
1≤i≤d
q
αi
(
j22,i−j2,i
2
+κij2,i
)[h− 1
j2
]λ
α,q
 >qδ 0.
Similarly, the following is a qδ-polynomial with positive integer coefficients:
(12.3.2 )
[h+ 1]λqδ ·
∑
j1∈Zd
( ∏
1≤i≤d
qαiκij1,i
)[
h
j1
]λ
α,q
2
− [h]λqδ ·
∑
j1∈Zd
( ∏
1≤i≤d
qαiκij1,i
)[
h+ 1
j1
]λ
α,q

·
∑
j2∈Zd
( ∏
1≤i≤d
qαiκij2,i
)[
h− 1
j2
]λ
α,q
 >qδ 0.
Proof. Let us prove Inequality 12.3.1. Thus, we take a reduced monomial con-
volution index (d, w, α, γ) such that w = (λ) and γi =
(
1
2
,−1
2
+ κi, 0
)
for each
1 ≤ i ≤ d in Corollary 12.25. Then, we obtain Inequality 12.3.1 by Corollaries
12.9 and 12.25. Similarly, Inequality 12.3.2 holds by Corollaries 12.9 and 12.25 for a
reduced monomial convolution index (d, w, α, γ) such that γ = ((0, κi, 0))1≤i≤d.
Remark 12.27. Let λ = 1 in Corollary 12.26. Then, multiplying both sides of
Inequality 12.3.1 by the factor q
∑
α
24 gives a q
δ
24 -polynomial with positive integer
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coefficients:
(12.3.3 )
[h+ 1]qδ ·
∑
j1∈Zd
 ∏
1≤i≤d
q
αi
(
j21,i−j1,i
2
+κij1,i+
1
24
) · [h
j1
]
α,q
2
− [h]qδ ·
∑
j1∈Zd
 ∏
1≤i≤d
q
αi
(
j21,i−j1,i
2
+κij1,i+
1
24
) · [h+ 1
j1
]
α,q

·
∑
j2∈Zd
 ∏
1≤i≤d
q
αi
(
j22,i−j2,i
2
+κij2,i+
1
24
) · [h− 1
j2
]
α,q
 >
q
δ
24
0.
Furthermore, let us take γ ∈ ∏1≤i≤dQ3 such that γi = (12 , κi − 12 , 124) for each
1 ≤ i ≤ d. Then, monomial convolutionsM(d, w, α, γ, q, v) give Inequality 12.3.3
and are of the eta product
∏
1≤i≤d η(αiτ) by Proposition 12.14 (see Remark 12.15).
Similarly, multiplying both sides of Inequality 12.3.2 by q−
∑
α
24 gives a Laurent
q
δ
24 -polynomial with positive integer coefficients:
(12.3.4 )
[h+ 1]qδ ·
∑
j1∈Zd
( ∏
1≤i≤d
qαi(κij1,i−
1
24)
)
·
[
h
j1
]
α,q
2
− [h]qδ ·
∑
j1∈Zd
( ∏
1≤i≤d
qαi(κij1,i−
1
24)
)
·
[
h+ 1
j1
]
α,q

·
∑
j2∈Zd
( ∏
1≤i≤d
qαi(κij2,i−
1
24)
)
·
[
h− 1
j2
]
α,q
 >(
q
δ
24
)±1 0.
Moreover, suppose γ ∈∏1≤i≤dQ3 such that γi = (0, κi,− 124) for each 1 ≤ i ≤ d.
Then, monomial convolutions M(d, w, α, γ, q, v) give Inequality 12.3.4 and are of
the eta product
∏
1≤i≤d η(αiτ)
−1 by Proposition 12.14 (see Remark 12.15).
Let us obtain the following q-polynomials with positive integer coefficients by
q-binomial coefficients.
Corollary 12.28. For each h ∈ Z≥0 and λ ∈ Z≥1, the following is a q-polynomial
with positive coefficients:
[h+ 1]λq ·
(∑
j1∈Z
[
h
j1
]w1
q
)2
− [h]λq ·
∑
j1 ∈Z
[
h+ 1
j1
]λ
q
·
∑
j2 ∈Z
[
h− 1
j2
]λ
q
>q 0.
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Proof. Let us take a reduced multinomial convolution index (d, w, α, γ) such that
d = 1, α = ιd(1), w = (λ), and γ = ((0, 0, 0)). Then, the assertion holds by
Corollary 12.26.
12.4 Conjectures and examples of merged determinants of
monomial convolutions
Theorem 12.23 gives polynomials with positive integer coefficients as merged deter-
minants ∆(d, w, α, γ,m, n, k, ρ, q) of monomial convolutions. Therefore, we write
some conjectures and explicit computations of these merged determinants.
In particular, suppose γ1 = ιd
((
1
2
,−1
2
, 0
))
, γ2 = ιd((0, 0, 0)), and γ3 = ιd ((0, 1, 0))
for d ∈ Z≥1. Let α ∈ Zd≥1. Then, by Remark 12.15, these γ1, γ2, and γ3 give eta
products
∏
1≤i≤d η(αiτ) and
∏
1≤i≤d η(αiτ)
−1 without overall factors q±
∑
α
24 . Fur-
thermore, let us make the following computation.
Example 12.29. Let l = 1, d ∈ Z≥1, and α ∈ Zd≥1. Then, both γ2 = ιd((0, 0, 0))
and γ3 = ιd ((0, 1, 0)) give the same eta product
∏
1≤i≤d η(αiτ) without the overall
factor q−
∑
α
24 by Remark 12.15. However, merged determinants ∆(d, w, α, γ2,m, n, k, ρ, q)
and ∆(d, w, α, γ3,m, n, k, ρ, q) differ non-trivially, because
∆(d, w, α, γ2,m, n, k, ρ, q) ·∆(d, w, α, γ3,m, n, k, ρ, q)−1
is not necessarily a power of q.
For example, let s = (0,∞), d = 2, w = (1), α = (1, 2), k = (0, 1), and
ρ = (1). Also, suppose mi = (i) ∈ Zl≥0 for each i ∈ Z≥0 so that (s, l,mi, ni, k) is
fitting for each i ∈ Z≥0.
First, let γ2 = ιd((0, 0, 0)). Then, ∆(d, w, α, γ2,m1,m1, k, ρ, q) is
1 + 2q + 3q2 + 2q3 + q4,
∆(d, w, α, γ2,m2,m2, k, ρ, q) is
1 + 2q + 6q2 + 8q3 + 13q4 + 14q5 + 11q6 + 12q7 + 7q8 + 4q9 + 3q10,
and ∆(d, w, α, γ2,m3,m3, k, ρ, q) is
1 + 2q + 6q2 + 12q3 + 21q4 + 32q5 + 49q6 + 58q7 + 69q8 + 78q9 + 77q10
+ 76q11 + 68q12 + 58q13 + 44q14 + 34q15 + 22q16 + 12q17 + 7q18 + 2q19 + q20.
Second, let γ3 = ιd((0, 1, 0)). Then, ∆(d, w, α, γ3,m1,m1, k, ρ, q) is
2q3 + 2q4 + 2q5 + 3q6,
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∆(d, w, α, γ3,m2,m2, k, ρ, q) is
3q6 + 4q7 + 7q8 + 12q9 + 11q10 + 14q11 + 13q12 + 8q13 + 6q14 + 2q15 + q16,
and ∆(d, w, α, γ3,m3,m3, k, ρ, q) is
4q9 + 6q10 + 12q11 + 23q12 + 30q13 + 46q14 + 58q15 + 69q16 + 76q17 + 80q18
+ 78q19 + 67q20 + 60q21 + 44q22 + 32q23 + 22q24 + 12q25 + 7q26 + 2q27 + q28.
In particular, we observe that
∆(d, w, α, γ2,mi, ni, k, ρ, q) ·∆(d, w, α, γ3,mi, ni, k, ρ, q)−1
is not a power of q for each 1 ≤ i ≤ 3.
Let us use the following notation for differences of merged determinants of
monomial convolutions.
Definition 12.30. Suppose a monomial convolution index (d, w, α, β, γ). Let k =
(0, 1), δ = lcm(α), and λ1, λ2, λ3 ∈ Z≥0.
1. We define ξ(d, w, α, β, γ, λ1, λ2, λ3, ρ, q) ∈ Q
[(
q
δ
uγ
)±1]
such that
ξ(d, w, α, β, γ, λ1, λ2, λ3, ρ, q)
= ∆(d, w, α, β, γ, (λ1 + λ3), (λ1 + λ2 + λ3), k, ρ, q)
−∆(d, w, α, β, γ, (λ1), (λ1 + λ2), k, ρ, q).
2. When (d, w, α, β, γ) = (d, w, α, γ) for β = ιd(1), we write
ξ(d, w, α, γ, λ1, λ2, λ3, ρ, q) = ξ(d, w, α, β, γ, λ1, λ2, λ3, ρ, q).
Then, let us conjecture a positivity of ξ.
Conjecture 12.31. Let w, ρ ∈ Z1≥1, d ∈ Z≥2, α ∈ Zd≥1, and k = (0, 1). Suppose
the reduced convolution index (d, w, α, γ) such that
γ = ιd((0, 0, 0)).
Then, for each λ1, λ2 ∈ Z≥0, we have
ξ(d, w, α, γ, λ1, λ2, 1, ρ, q) >q 0.
362
Example 12.32. Suppose the convolution index (d, w, α, γ) in Conjecture 12.31
such that w = (1), d = 2, and α = (1, 1). Also, assume k = (0, 1) and ρ = (1).
Then, the merged determinant ∆(d, w, α, γ, (0), (0), k, ρ, q) is
1,
∆(d, w, α, γ, (1), (1), k, ρ, q) is
3q + 1,
∆(d, w, α, γ, (2), (2), k, ρ, q) is
q4 + 3q3 + 8q2 + 3q + 1,
∆(d, w, α, γ, (3), (3), k, ρ, q) is
3q7 + 5q6 + 12q5 + 14q4 + 18q3 + 8q2 + 3q + 1,
∆(d, w, α, γ, (4), (4), k, ρ, q) is
q12 + 3q11 + 12q10 + 18q9 + 30q8 + 39q7 + 46q6 + 39q5 + 38q4 + 18q3 + 8q2 + 3q + 1.
Thus, ξ(d, w, α, γ, 0, 0, 1, ρ, q) is
3q >q 0,
ξ(d, w, α, γ, 1, 0, 1, ρ, q) is
q4 + 3q3 + 8q2 >q 0,
ξ(d, w, α, γ, 2, 0, 1, ρ, q) is
3q7 + 5q6 + 12q5 + 13q4 + 15q3 >q 0,
ξ(d, w, α, γ, 3, 0, 1, ρ, q) is
q12 + 3q11 + 12q10 + 18q9 + 30q8 + 36q7 + 41q6 + 27q5 + 24q4 >q 0.
Hence, these polynomials above support Conjecture 12.31.
Conjecture 12.31 does not extend to the case of d = 1 by the following example.
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Example 12.33. Suppose the reduced convolution index (d, w, α, γ) for d = 1,
w = (1), α = (2), and γ = ((0, 0, 0)). Also, let k = (0, 1) and ρ = (1). Then, we
have
∆(d, w, α, γ, (2), (3), k, ρ, q) = q6 + q4,
∆(d, w, α, γ, (3), (4), k, ρ, q) = q8 + q6.
Thus, we obtain
ξ(d, w, α, γ, 2, 1, 1, ρ, q) = q8 − q4,
which is not a q-polynomial with positive integer coefficients.
To state another conjecture, let us recall generalized Narayana numbers [Guy].
Definition 12.34. Let d ∈ Z≥1, 1 ≤ h ≤ d, and λ ∈ Z≥0. Then, the generalized
Narayana number N(λ, d, h) is defined by
N(λ, d, h) =
λ+ 1
d
(
d
h
)(
d
h− 1− λ
)
.
In particular, N(0, d, h) are Narayana numbers, which refine Catalan numbers.
By polynomials with constant terms of Definition 9.2, let us also make the
following notation.
Definition 12.35. Suppose a monomial convolution index (d, w, α, β, γ). Let l =
1, k = (0, 1), δ = lcm(α), and λ1, λ2, λ3 ∈ Z≥0.
1. For each m,n ∈ Zl and k ∈ Z2l≥0, we define ∆C(d, w, α, β, γ,m, n, k, ρ, q) ∈
Q[q
δ
uγ ] such that
∆C(d, w, α, β, γ,m, n, k, ρ, q)
= C
q
δ
uγ
(∆(d, w, α, β, γ,m, n, k, ρ, q))
2. Furthermore, we define ξC(d, w, α, β, γ, λ1, λ2, λ3, ρ, q) ∈ Q[q
δ
uγ ] such that
ξC(d, w, α, β, γ, λ1, λ2, λ3, ρ, q)
= ∆C(d, w, α, β, γ, (λ1 + λ3), (λ1 + λ2 + λ3), k, ρ, q)
−∆C(d, w, α, β, γ, (λ1), (λ1 + λ2), k, ρ, q).
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3. When (d, w, α, β, γ) = (d, w, α, γ) for β = ιd(1), we write
ξC(d, w, α, γ, λ1, λ2, λ3, ρ, q) = ξC(d, w, α, β, γ, λ1, λ2, λ3, ρ, q).
In Definition 12.35, ∆C(d, w, α, β, γ,m, n, k, ρ, q) exists, because each merged
determinant ∆(d, w, α, β, γ,m, n, k, ρ, q) is a Laurent q
δ
uγ -polynomial by Theorem
12.7.
Then, let us conjecture a positivity and periodicity of ξC and ∆C by generalized
Narayana numbers.
Conjecture 12.36. Let w, ρ ∈ Z1≥1, d ∈ Z≥2, α ∈ Zd≥1, and k = (0, 1). Suppose
monomial convolution indices (d, w, α, γ1) and (d, w, α, γ2) such that
γ1 = ι
d ((0, 1, 0)) ,
γ2 = ι
d
((
1
2
,−1
2
, 0
))
.
1. For each λ1, λ2 ∈ Z≥0, we have
ξC(d, w, α, γ1, λ1, λ2, 1, ρ, q) >q 0.
2. Assume the following.
(a) Let h1, h2 ∈ Z≥1 with h2 > h1.
(b) Let αi = h1 or αi = h2 for each 1 ≤ i ≤ d.
Also, let us define p(d, h1, h2, α) ∈ Z≥1 such that
p(d, h1, h2, α) = dh2 − l(h2, α)(h2 − h1).
Then, for each λ1, λ2 ∈ Z≥0, we have the following periodicity of ∆C:
ξC(d, w, α, γ2, λ1, λ2, p(d, h1, h2, α), ρ, 0) = 0
for l(h1, α), l(h2, α) > 0, and
ξC(d, w, α, γ2, λ1, λ2, d, ρ, 0) = 0
for l(h1, α) = d or l(h2, α) = d.
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3. Assume moreover α = ιd(1) and λ, h ∈ Z≥0 such that h + λ ≤ d. Then, we
have
∆C(d, w, α, γ2, (h), (h+ λ), k, ρ, 0) = N(λ, d+ 1, h+ 1 + λ).
Example 12.32 supports Claim 1 in Conjecture 12.36 for several convolution
indices (d, w, α, γ) of w = (1), d = 2, α = (1, 1), and γ = ιd((0, 1, 0)). To explain
this, let k = (0, 1), ρ = (1), and γ′ = ι2((0, 0, 0)). Then, we have
∆C(d, w, α, γ, (i), (i), k, ρ, q) = ∆C(d, w, α, γ
′, (i), (i), k, ρ, q),
because the tuple α is flat.
Let us compute the following to support Claims 2 and 3 in Conjecture 12.36.
Example 12.37. We consider the reduced monomial convolution index (d, w, α, γ)
such that d = 3, w = (1), α = ιd(1), and
γ = ιd
((
1
2
,−1
2
, 0
))
.
Also, let k = (0, 1) and ρ = (1).
Then, the merged determinant ∆(d, w, α, γ, (0), (0), k, ρ, q) is
1,
∆(d, w, α, γ, (1), (1), k, ρ, q) is
3q + 6,
∆(d, w, α, γ, (2), (2), k, ρ, q) is
6q4 + 18q3 + 33q2 + 18q + 6,
∆(d, w, α, γ, (3), (3), k, ρ, q) is
10q9 + 35q8 + 88q7 + 155q6 + 162q5 + 144q4 + 83q3 + 43q2 + 8q + 1,
∆(d, w, α, γ, (4), (4), k, ρ, q) is
15q16 + 57q15 + 162q14 + 357q13 + 642q12 + 858q11 + 1041q10
+ 1041q9 + 912q8 + 678q7 + 447q6 + 222q5 + 96q4 + 27q3 + 6q2,
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∆(d, w, α, γ, (5), (5), k, ρ, q) is
21q25 + 84q24 + 255q23 + 618q22 + 1296q21 + 2328q20 + 3528q19
+ 4905q18 + 6105q17 + 6951q16 + 7161q15 + 6882q14 + 5958q13 + 4791q12
+ 3450q11 + 2280q10 + 1308q9 + 690q8 + 294q7 + 111q6 + 27q5 + 6q4,
and ∆(d, w, α, γ, (6), (6), k, ρ, q) is
28q36 + 116q35 + 367q34 + 938q33 + 2114q32 + 4229q31 + 7638q30
+ 12248q29 + 18374q28 + 25457q27 + 33106q26 + 40206q25
+ 46214q24 + 49983q23 + 51342q22 + 49690q21 + 45663q20
+ 39534q19 + 32462q18 + 24969q17 + 18121q16 + 12227q15 + 7745q14
+ 4463q13 + 2382q12 + 1124q11 + 476q10 + 164q9 + 52q8 + 8q7 + q6.
In particular, we have
∆C(d, w, α, γ, (0), (0), k, ρ, 0) = 1,
∆C(d, w, α, γ, (1), (1), k, ρ, 0) = 6,
∆C(d, w, α, γ, (2), (2), k, ρ, 0) = 6,
∆C(d, w, α, γ, (3), (3), k, ρ, 0) = 1,
∆C(d, w, α, γ, (4), (4), k, ρ, 0) = 6,
∆C(d, w, α, γ, (5), (5), k, ρ, 0) = 6,
∆C(d, w, α, γ, (6), (6), k, ρ, 0) = 1.
Because α = (1, 1, 1) and d = 3, we have l(1, α) = d. Thus, the periodicity in
Claim 2 in Conjecture 12.36 is consistent with the following equations:
ξC(d, w, α, γ, 0, 0, 3, ρ, 0) = ∆C(d, w, α, γ, (3), (3), k, ρ, 0)
−∆C(d, w, α, γ, (0), (0), k, ρ, 0)
= 0,
ξC(d, w, α, γ, 1, 0, 3, ρ, 0) = ∆C(d, w, α, γ, (4), (4), k, ρ, 0)
−∆C(d, w, α, γ, (1), (1), k, ρ, 0)
= 0,
ξC(d, w, α, γ, 2, 0, 3, ρ, 0) = ∆C(d, w, α, γ, (5), (5), k, ρ, 0)
−∆C(d, w, α, γ, (2), (2), k, ρ, 0)
= 0,
ξC(d, w, α, γ, 3, 0, 3, ρ, 0) = ∆C(d, w, α, γ, (6), (6), k, ρ, 0)
−∆C(d, w, α, γ, (3), (3), k, ρ, 0)
= 0.
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Moreover, since
N(0, 4, 1) = 1,
N(0, 4, 2) = 6,
N(0, 4, 3) = 6,
N(0, 4, 1) = 1,
we obtain
∆C(d, w, α, γ, (0), (0), k, ρ, 0) = N(0, 4, 1),
∆C(d, w, α, γ, (1), (1), k, ρ, 0) = N(0, 4, 2),
∆C(d, w, α, γ, (2), (2), k, ρ, 0) = N(0, 4, 3),
∆C(d, w, α, γ, (3), (3), k, ρ, 0) = N(0, 4, 4).
This supports Claim 2 in Conjecture 12.36.
Generalized Narayana numbers of Claim 3 in Conjecture 12.36 do not account
all ∆C(d, w, α, γ2, (h), (h+λ), k, ρ, 0) of h, λ ∈ Z≥0, even by Claim 2 in Conjecture
12.36. This is because that Claim 3 in Conjecture 12.36, has the condition 0 ≤
h ≤ d − λ to give generalized Narayana numbers N(λ, d + 1, h + 1 + λ). More
explicitly, let us compute the following.
Example 12.38. Let us take the monomial convolution index (d, w, α, γ) such that
d = 4, w = (1), α = ιd(1), and γ = ιd
((
1
2
,−1
2
, 0
))
. For ρ = (1), k = (0, 1), and
λ = 2, we have the following sequence:
∆C(d, w, α, γ, (0), (0 + λ), k, ρ, 0) = 6,
∆C(d, w, α, γ, (1), (1 + λ), k, ρ, 0) = 15,
∆C(d, w, α, γ, (2), (2 + λ), k, ρ, 0) = 6,
∆C(d, w, α, γ, (3), (3 + λ), k, ρ, 0) = 16,
∆C(d, w, α, γ, (4), (4 + λ), k, ρ, 0) = 6,
∆C(d, w, α, γ, (5), (5 + λ), k, ρ, 0) = 15,
∆C(d, w, α, γ, (6), (6 + λ), k, ρ, 0) = 6,
∆C(d, w, α, γ, (7), (7 + λ), k, ρ, 0) = 16,
∆C(d, w, α, γ, (8), (8 + λ), k, ρ, 0) = 6,
∆C(d, w, α, γ, (9), (9 + λ), k, ρ, 0) = 15.
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Thus, we have the sequence 6, 15, 6, 16, 6, 15, 6, 16, 6, 15 with the period d = 4. This
is consistent with Claim 2 in Conjecture 12.36.
However, generalized Narayana numbers in Claim 3 in Conjecture 12.36 only
give the first three numbers of the sequence 6, 15, 6, 16, because there are three
choices 0, 1, 2 of h of 0 ≤ h ≤ d− λ = 2 and
N(λ, d+ 1, 0 + 1 + λ) = N(2, 5, 3) = 6,
N(λ, d+ 1, 1 + 1 + λ) = N(2, 5, 4) = 15,
N(λ, d+ 1, 2 + 1 + λ) = N(2, 5, 5) = 6.
For another example, let λ = 3. Then, we obtain the following sequence of the
period d = 4:
∆C(d, w, α, γ, (0), (0 + λ), k, ρ, 0) = 4,
∆C(d, w, α, γ, (1), (1 + λ), k, ρ, 0) = 4,
∆C(d, w, α, γ, (2), (2 + λ), k, ρ, 0) = 24,
∆C(d, w, α, γ, (3), (3 + λ), k, ρ, 0) = 24,
∆C(d, w, α, γ, (4), (4 + λ), k, ρ, 0) = 4
∆C(d, w, α, γ, (5), (5 + λ), k, ρ, 0) = 4,
∆C(d, w, α, γ, (6), (6 + λ), k, ρ, 0) = 24,
∆C(d, w, α, γ, (7), (7 + λ), k, ρ, 0) = 24,
∆C(d, w, α, γ, (8), (8 + λ), k, ρ, 0) = 4,
∆C(d, w, α, γ, (9), (9 + λ), k, ρ, 0) = 4.
Then, generalized Narayana numbers in Claim 3 in Conjecture 12.36 give the first
two numbers in the sequence 4, 4, 24, 24, because d− λ = 1 and
N(λ, d+ 1, 0 + 1 + λ) = N(3, 5, 4) = 4,
N(λ, d+ 1, 1 + 1 + λ) = N(3, 5, 5) = 4.
It would be interesting to study numbers that are not of generalized Narayana
numbers in periodic sequences of Claim 2 in Conjecture 12.36.
Let us compute the following for a non-flat α in Conjecture 12.36.
Example 12.39. Suppose the monomial convolution index (d, w, α, γ) such that
d = 2, w = (1), α = (1, 2), and γ = ιd
((
1
2
,−1
2
, 0
))
. Also, assume ρ = (1) and
k = (0, 1). Then, for h1 = 1 and h2 = 2, the equation l(2, α) = 1 gives
p(d, h1, h2, α) = 2 · 2− 1 · 1 = 3.
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Thus, Claim 2 of Conjecture 12.36 for the non-flat α is consistent with the follow-
ing sequence of the period 3:
∆C(d, w, α, γ, (0), (0), k, ρ, 0) = 1,
∆C(d, w, α, γ, (1), (1), k, ρ, 0) = 3,
∆C(d, w, α, γ, (2), (2), k, ρ, 0) = 1,
∆C(d, w, α, γ, (3), (3), k, ρ, 0) = 1,
∆C(d, w, α, γ, (4), (4), k, ρ, 0) = 3,
∆C(d, w, α, γ, (5), (5), k, ρ, 0) = 1,
∆C(d, w, α, γ, (6), (6), k, ρ, 0) = 1,
∆C(d, w, α, γ, (7), (7), k, ρ, 0) = 3,
∆C(d, w, α, γ, (8), (8), k, ρ, 0) = 1,
∆C(d, w, α, γ, (9), (9), k, ρ, 0) = 1.
13 Primal monomial parcels
Let us introduce the following notion of primal parcels.
Definition 13.1. Let l = 1, s = (0,∞), w = (1), and x = (q). Suppose a parcel
F = Λ(s, l, w,, fs, ρ, x,X) such that q is fully -admissible. Then, we call F
primal.
Primal parcels are foundational for the theory of the merged-log-concavity,
because they induce non-primal parcels of various widths, weights, gates, and
base shifts. For example, internal and external Hadamard products of primal
parcels induce parcels of higher widths and weights. Also, cut and shift operators
of primal parcels give parcels of different gates. Moreover, primal parcels provide
parcels of different base shifts, because primal parcels assume canonical mediators.
In particular, we have primal monomial parcels to study.
13.1 Decaying parcels
We study primal monomial parcels by their semi-strongly unimodal sequences,
which are infinite sequences of positive real numbers. Thus, let us introduce the
notion of decaying parcels for primal monomial parcels.
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Definition 13.2. Suppose a parcel F = Λ(s, l, w,, fs, φ, ρ, x,X). Let us call F
decaying, if
lim
m1→∞
Fιl(m1)(r) = 0
for each r ∈ AX .
Let us consider a primal monomial parcel F . Then, by the notion of tγ in
Definition 4.34, let us state the following lemma on the decaying property of F
and estimates of Fm for m ∈ Z1.
Lemma 13.3. Suppose x = (q) and a primal monomial parcel F = Λ(s, l, w,
,Ψs,γ, ρ, x,X). Also, assume λ ∈ Z>0 such that
tγ((m1))− γ1,3 > 0 (13.1.1)
for each m1 ≥ λ. Then, for each r ∈ AX , there exist real numbers
Nγ(q(r)) ≥ 1, (13.1.2)
0 < Sγ(q(r)) < 1 (13.1.3)
such that
F(m1)(r) ≤ q(r)γ1,3 ·Nγ(q(r)) · Sγ(q(r))m1 (13.1.4)
for each m1 ≥ 0. In particular, F is decaying.
Proof. Without loss of generality, we assume γ1,3 = 0. Let r ∈ AX . We have
γ1,1 =
1
2
or γ1,1 = 0 by monomial conditions of (l, w, γ), because the primal property
of F says w = (1). Thus, Inequality 13.1.1 holds, when
γ1,1 = 0 and γ1,2 > 0,
or
γ1,1 =
1
2
.
In particular, there exist some λ(q(r)) ∈ Z≥0 and u(q(r)) ∈ Q>0 such that
tγ((m1)) ≥ u(q(r)) ·m1 (13.1.5)
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for each m1 > λ(q(r)) and
q(r)u(q(r))
1− q(r)λ(q(r))+1 < 1, (13.1.6)
because Lemma 2.16 says 0 < q(r)u(q(r)) < 1. Also, let us take b(q(r)) ∈ Z>0 such
that
q(r)u(g(r)) ≤ b(q(r)), (13.1.7)
q(r)tγ((m1)) ≤ b(q(r))λ(q(r)) (13.1.8)
for each 0 ≤ m1 ≤ λ(q(r)). Then, let
υ1(q(r)) =
b(q(r))
1− q(r) ,
υ2(q(r)) =
q(r)u(q(r))
1− q(r)λ(q(r))+1 ,
M(q(r)) =
υ1(q(r))
υ2(q(r))
.
By 0 < q(r) < 1, we have
1
1− q(r) >
1
1− q(r)2 > · · · ≥ 1. (13.1.9)
Therefore, Inequality 13.1.7 implies
q(r)u(q(r))
1− q(r)m1 ≤
b(q(r))
1− q(r) = υ1(q(r)) (13.1.10)
for each m1 ∈ Z≥1. Also, we have
q(r)u(q(r))
1− q(r)λ(q(r))+m1 ≤
q(r)u(q(r))
1− q(r)λ(q(r))+1 = υ2(q(r)) (13.1.11)
for each m1 ∈ Z≥1. Therefore, because Inequality 13.1.5 implies
q(r)tγ((m1)) ≤ q(r)u(q(r))m1
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for each m1 > λ(q(r)), each m1 > λ(q(r)) gives
F(m1)(r)
=
q(r)tγ((m1))
(m1)q|q=q(r)
≤ q(r)
u(q(r))
1− q(r) · · ·
q(r)u(q(r))
1− q(r)λ(q(r)) ·
q(r)u(q(r))
1− q(r)λ(q(r))+1 · · ·
q(r)u(q(r))
1− q(r)m1
≤ υ1(q(r))λ(q(r))υ2(q(r))m1−λ(q(r))
= M(q(r))λ(q(r))υ2(q(r))
m1
(13.1.12)
by Inequalities 13.1.10 and 13.1.11.
Furthermore, for each 1 ≤ m1 ≤ λ(q(r)), Inequalities 13.1.6, 13.1.8, and 13.1.9
give
F(m1)(r) = q(r)tγ((m1)) ·
1
1− q(r) · · ·
1
1− q(r)m1
≤ b(q(r))λ(q(r)) ·
(
1
1− q(r)
)λ(q(r))
≤ υ1(q(r))λ(q(r)) · υ2(q(r))
m1
υ2(q(r))λ(q(r))
= M(q(r))λ(q(r)) · υ2(q(r))m1 .
(13.1.13)
Thus, we put
Nγ(q(r)) = M(q(r))
λ(q(r)), (13.1.14)
Sγ(q(r)) = υ2(q(r)). (13.1.15)
Then, it holds that
M(q(r)) =
b(q(r))
q(r)u(q(r))
· 1− q(r)
λ(q(r))+1
1− q(r) ≥ 1 (13.1.16)
by Inequality 13.1.7 and λ(q(r)) ∈ Z≥0. Therefore, we obtain Inequality 13.1.2 by
Equation 13.1.14. Moreover, Inequality 13.1.6 and Equation 13.1.15 give Inequal-
ities 13.1.3.
Thus, we obtain Inequality 13.1.4 by Inequalities 13.1.12 and 13.1.13, when
m1 ≥ 1. When m1 = 0, Inequality 13.1.4 holds by Inequality 13.1.2. Therefore,
we obtain Inequality 13.1.4 for each m1 ≥ 0. Because Inequality 13.1.16 implies
that F is decaying by Inequalities 13.1.3, the latter statement holds.
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Let us give if-and-only-if statements on decaying primal monomial parcels.
Proposition 13.4. Suppose a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X)
such that x = (q). Then, it holds the following.
1. F is decaying if and only if we have some λ ∈ Z>0 such that
tγ((m1))− γ1,3 > 0 (13.1.17)
for each m1 ≥ λ.
2. F is decaying if and only if there exist real numbers Nγ(q(r)) ≥ 1 and 0 <
Sγ(q(r)) < 1 for each r ∈ AX such that
F(m1)(r) ≤ q(r)γ1,3 ·Nγ(q(r)) · Sγ(q(r))m1
for each m1 ≥ 0.
Proof. Let us prove Claim 1. First, assume that F is decaying. When γ1,1 = 12 ,
we obtain Inequality 13.1.17 for any choice of γ1,2, γ1,3 ∈ Q. Hence, let us consider
the case γ1,1 = 0. For each r ∈ AX , we have 0 < q(r) < 1 by Lemma 2.16. Then,
since 0 < 1− q(r) < 1− q(r)2 < · · · < 1, it follows that
1 <
1
1− q(r) <
1
(1− q(r))(1− q(r)2) < · · · . (13.1.18)
Thus, we need γ1,2 > 0; otherwise, F would not be decaying by q(r)γ1,2 ≥ 1
and Inequalities 13.1.18. Thus, we obtain Inequality 13.1.17. Second, Inequality
13.1.17 implies that F is decaying by Lemma 13.3. Therefore, Claim 1 holds.
Claim 2 follows from Claim 1 and Lemma 13.3.
13.2 Phase transitions and the golden ratio
We obtain phase transitions of primal monomial parcels. In particular, this gives
the golden ratio as a critical point. Thus, we need to study critical points of
merged pairs for primal monomial parcels. Let us state the following lemma for
asymptotic phase transitions.
Lemma 13.5. Assume a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X)
such that
γ1,1 = γ1,2 = 0. (13.2.1)
We consider a merged pair (P,F) of a semi-infinite gate θ. Then, uP,F ,r is asymp-
totically hill-shape for each r ∈ AX .
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Proof. Let x = (q). Assume γ1,3 = 0 without loss of generality. Then, Equations
13.2.1 give
F(κ) = 1
(κ)q
for each κ ∈ Z≥0. Let P = {(s, l,mi, ni, ki)}iCZθ. By Lemma 8.28, we have λ ∈ Z>0
and h ∈ Z such that
mi = ni = ((i− θ1 + 1)λ+ h)
for each iCZ θ. Moreover, since 0 < q(r) < 1 by Lemma 2.16, we have
lim
j→∞
Fmj+1(r)
Fmj(r)
= lim
j→∞
1
(mj+1)q |q=q(r)
1
(mj)q |q=q(r)
= lim
j→∞
∏
1≤i≤λ
1
1− q(r)(j−θ1+1)λ+h+i
= 1.
Therefore, the assertion holds by Proposition 8.7.
Let us state the following lemma on asymptotic critical points for cases not in
Lemma 13.5.
Lemma 13.6. Assume a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X)
such that γ1,1 = 0 implies
γ1,2 6= 0. (13.2.2)
Then, each merged pair (P,F) has no asymptotic critical points.
Proof. Let P = {(s, l,mi, ni, ki)}iCZθ. If θ is finite, then (P,F) does not have
an asymptotic critical point by Definition 8.6. Hence, let us assume that θ is
semi-infinite.
First, we suppose that there exists λ ∈ Z>0 such that
tγ((m1))− γ1,3 > 0 (13.2.3)
for each m1 ≥ λ. Thus, for each r ∈ AX , Lemmas 7.4 and 13.3 yield
lim
j→∞
uP,F ,r,j = 0.
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In particular, the sequence uP,F ,r is either strictly decreasing or hill-shape by The-
orem 7.44, because
uP,F ,r,θ1−1 > 0.
Therefore, uP,F ,r does not have an asymptotic critical point.
Second, assume that 13.2.3 does not hold. Then, since either γ1,1 = 12 or γ1,1 = 0
by monomial conditions, we have γ1,1 = 0 and γ1,2 ≤ 0. Thus, by Inequality 13.2.2,
let us assume γ1,1 = 0 and γ1,2 < 0.
Let x = (q). This gives
q(r)γ1,2 > 1 (13.2.4)
for each r ∈ AX by Lemma 2.16. Then, by Lemma 8.28, we have κ ∈ Z>0 and
h ∈ Z such that
mi = ((i− θ1 + 1)κ+ h)
for each iCZ θ1. Thus, Inequality 13.2.4 implies
lim
j→∞
Fmj+1
Fmj
= lim
j→∞
q(r)((j−θ1+2)κ+h)·γ1,2
((j−θ1+2)κ+h)q |q=q(r)
q(r)((j−θ1+1)κ+h)·γ1,2
((j−θ1+1)κ+h)q |q=q(r)
= lim
j→∞
q(r)κγ1,2∏
1≤i≤κ(1− q(r)(j−θ1+1)κ+h+i)
> 1.
Therefore, there are no asymptotic critical points.
Let us obtain front and rear phase transitions in the following lemma.
Lemma 13.7. Suppose a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X)
and some λ ∈ Z>0 such that
tγ((m1))− γ1,3 > 0 (13.2.5)
for each m1 ≥ λ. Then, we have the following.
1. The merged pair (P (λ, 0),F) has a front phase transition.
2. Let θ1 = (1,∞). Then, there exists some finite gate θ2 ∈ Zˆ2 such that
(rθ1,θ2(P (λ, 0)),F) has a rear phase transition.
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Proof. Let us take the fitting path P (λ, 0) = {(s, l,mi, ni, ki)}iCZθ1 such that
mi = ni =(λ · i),
ki =(0, λ)
for each iCZ θ1. Also, we have
m1  k1 = (λ) (0, λ) = (0) = m0 = n0.
Let us prove Claim 1. We have
F(m0) = F(0),
F(m1) = F(λ).
Then, let us use Lemma 8.32 as follows. Let x = (q). This gives d ∈ Z≥1 such
that T = q
1
d ∈ X by the full admissibility of q. Thus, let us take the following
functions:
υ1(T ) = 1,
υ2(T ) = (λ)q,
Ω1(T ) = q
γ1,3 ,
Ω2(T ) = q
tγ((λ)),
Ξ(T ) = qγ1,3 .
Then, υ1(T ), υ2(T ),Ξ(T ),Ω1(T ),Ω2(T ) >AX 0. Also, let Ωi,h(T ) =
Ωi
Ξ
(T ) for each
1 ≤ i ≤ 2. This gives
Ω1,h(0) = Ω1,h(1) = Ω2,h(1) = 1,
and
Ω2,h(0) = 0
tγ(λ)−γ1,3 = 0
by Inequality 13.2.5. Moreover, υ1,2(T ) = υ2(q)υ1(q) = (λ)q gives
υ1,2(0) = 1 > 0,
υ1,2(1) = 0.
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Thus, Lemma 8.32 implies r1, r2, r3 ∈ AX such that
F(0)(r1) < F(λ)(r1),
F(0)(r2) = F(λ)(r2),
F(0)(r3) > F(λ)(r3).
Therefore, we have a front phase transition of (P (λ, 0),F).
Let us prove Claim 2. Let θ2 = (1, κ) of some κ ∈ Z≥1. We have
F(mκ) = F(κλ),
F(mκ+1) = F((κ+1)λ).
Then, to use Lemma 8.32, let us take the following functions:
υ1(T ) = (κλ)q,
υ2(T ) = ((κ+ 1)λ)q,
Ω1(T ) = 1,
Ω2(T ) = q
tγ(((κ+1)λ))−tγ((κλ)),
Ξ(T ) = 1,
Ω1,h(T ) =
Ω1
Ξ
(T ) = Ω1(T ),
Ω2,h(T ) =
Ω2
Ξ
(T ) = Ω2(T ).
Then, we have
υ1(q), υ2(q),Ξ(T ),Ω1(T ),Ω2(T ) >AX 0,
Ω1,h(0) = Ω1,h(1) = Ω2,h(1) = 1.
Here, Inequality 13.2.5 implies
tγ(((κ+ 1)λ))− tγ((κλ)) > 0, (13.2.6)
because m1 ∈ Z≥0 gives
tγ((m1))− γ1,3 = m21γ1,1 +m1γ1,2
with γ1,1 ≥ 0, and
tγ(((κ+ 1)λ))− tγ((κλ))
= (((κ+ 1)λ)2 − (κλ)2)γ1,1 + ((κ+ 1)λ− κλ)γ1,2
= (2κλ+ λ2)γ1,1 + λγ1,2
= 2κγ1,1 + tγ((λ))− γ1,3.
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Thus, we obtain
Ω2,h(0) = 0
tγ(((κ+1)λ))−tγ((κλ)) = 0
by Inequality 13.2.6. Also, equations υ1,2(T ) = υ2(T )υ1(T ) = (1− qκλ+1) · · · (1− q(κ+1)λ)
give υ1,2(0) = 1 > 0 and υ1,2(1) = 0. Thus, Lemma 8.32 implies r1, r2, r3 ∈ AX
such that
Fmκ(r1) < Fmκ+1(r1),
Fmκ(r2) = Fmκ(r2),
Fmκ(r3) > Fmκ+1(r3).
Therefore, we have a rear phase transition of (rθ1,θ2(P (λ, 0)),F).
Then, we obtain decaying primal monomial parcels from front semi-phase tran-
sitions.
Lemma 13.8. Assume a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Also, suppose some λ ∈ Z>0 such that (P (λ, 0),F) has a front semi-phase transi-
tion. Then, we have the following.
1. For each m1 ≥ λ,
tγ((m1))− γ1,3 > 0.
2. F is decaying.
Proof. Let θ = (1,∞). Assume P (λ, 0) = {(s, l,mi, ni, ki)}iCZθ formi = ni = (λ·i)
and ki = (0, λ) of i CZ θ. Also, we have m1  k1 = (λ)  (0, λ) = (0) = m0 = n0.
Let x = (q).
Let us prove Claim 1. Since F(m0) = F(0) and F(m1) = F(λ), the existence of a
front semi-phase transition gives r ∈ AX such that
q(r)γ1,3 = F(0)(r) = F(λ)(r) = q(r)
tγ((λ))
(λ)q|q=q(r) . (13.2.7)
Since 0 < q(r) < 1 by Lemma 2.16, we have 0 < (λ)q|q=q(r)< 1. Thus, Equa-
tions 13.2.7 imply 0 < q(r)tγ((λ))−γ1,3 < 1. This yields
γ1,1λ
2 + γ1,2λ > 0. (13.2.8)
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Because γ1,1 = 12 or γ1,1 = 0 by monomial conditions of (l, w, γ), Inequality 13.2.8
implies
tγ((m1))− γ1,3 = γ1,1m21 + γ1,2m1 > 0
for each m1 ≥ λ. Thus, Claim 1 holds.
Moreover, Claim 2 holds, because F is decaying by Proposition 13.4.
The following lemma gives decaying primal monomial parcels by rear semi-
phase transitions.
Lemma 13.9. Suppose a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Let θ1 = (1,∞). Also, assume some λ ∈ Z>0 and finite gate θ2 ∈ Zˆ2 such that
(rθ1,θ2(P (λ, 0),F)) has a rear semi-phase transition. Then, we have the following.
1. There exists some λ′ ∈ Z>0 such that
tγ((m1))− γ1,3 > 0
for each m1 ≥ λ′.
2. F is decaying.
Proof. Assume P (λ, 0) = {(s, l,mi, ni, ki)}iCZθ1 for mi = ni = (λ ·i) and ki = (0, λ)
of iCZ θ1. Let θ2 = (κ1, κ2) and x = (q).
Let us prove Claim 1. The existence of a rear semi-phase transition demands
r ∈ AX such that
q(r)tγ((κ2λ))
(κ2λ)q|q=q(r) = Fmκ2 (r) = Fmκ2+1(r) =
q(r)tγ((κ2+1)λ)
((κ2 + 1)λ)q|q=q(r) . (13.2.9)
Since 0 < q(r) < 1 by Lemma 2.16, we have
0 <
((κ2 + 1)λ)q|q=q(r)
(κ2λ)q|q=q(r) = (1− q(r)
κ2λ+1) · · · (1− q(r)(κ2+1)λ) < 1.
Thus, Equations 13.2.9 imply
0 < q(r)tγ(((κ2+1)λ))−tγ((κ2λ)) < 1.
This yields
tγ(((κ2 + 1)λ))− tγ((κ2λ)) > 0
by 0 < q(r) < 1. Thus, monomial conditions of (l, w, γ) imply either γ1,1 = 12 or
γ1,1 = 0 and γ1,2 > 0. Therefore, Claim 1 holds.
Claim 2 holds by Claim 1 and Proposition 13.4.
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Unimodal sequences are important in probability (see Gauss’s inequality [Gau]).
Thus, let us introduce the notion of probabilistic merged pairs.
Definition 13.10. Suppose F = Λ(s, l, w,, fs, φ, ρ, x,X) and a fitting path P =
{(s, l,mi, ni, ki)}iCZθ. Then, we call the merged pair (P,F) probabilistic, if each
r ∈ AX gives ∑
iCZe(θ)
uP,F ,r,i <∞.
If (P,F) is probabilistic for each fitting path P , then we call F probabilistic.
Let us assume that the merged pair (P,F) in Definition 13.10 is probabilistic.
Then, since (P,F) is a merged pair, we have uP,F ,r,i > 0 for each r ∈ AX and
i CZ e(θ) by Definition 8.3 and Lemma 7.34. Thus, the meaning of the term
probabilistic in Definition 13.10 is clear, because uP,F ,r for each r ∈ AX is a
sequence of positive real numbers that sums to a finite real number. Moreover,
uP,F ,r for each r ∈ AX is a semi-strongly unimodal sequence by Theorem 7.44.
Thus, uP,F ,r for each r ∈ AX is strictly decreasing or hill-shape, if θ is semi-infinite.
Let us state the following equivalence of decaying and probabilistic primal
monomial parcels.
Lemma 13.11. Consider a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Then, the following are equivalent.
1. F is decaying.
2. F is probabilistic.
Proof. Let x = (q). Suppose that F is decaying. Hence, let us consider a merged
pair (P,F) of a gate θ. Then, the merged pair (P,F) is probabilistic, because we
have ∑
iCZe(θ)
uP,F ,r,i ≤ q(r)γ1,3Nγ(q(r))
∑
0≤i≤∞
Sγ(q(r))
i <∞
for each r ∈ AX by Lemma 7.4 and Proposition 13.4.
Suppose that F is probabilistic. Then, since (P (1, 0),F) is probabilistic, each
r ∈ AX gives
lim
m1→∞
F(m1)(r) = 0
by Definitions 8.11 and 13.10. Therefore, F is decaying.
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We obtain the following variation of semi-strongly unimodal sequences of pri-
mal monomial parcels with phase transitions. This extends Proposition 8.35 by
decaying or probabilistic parcels.
Theorem 13.12. Consider a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Let θ1 = (1,∞). Then, we have the following.
1. For each fitting path P , the merged pair (P,F) has no asymptotic semi-phase
transitions.
2. The following are equivalent.
(a) F is decaying.
(b) F is probabilistic.
(c) There exists some λ ∈ Z≥1 such that
tγ((m1))− γ1,3 > 0
for each m1 ≥ λ.
(d) There exists some λ ∈ Z>0 such that the merged pair (P (λ, 0),F) has a
front phase transition.
(e) There exists some λ ∈ Z>0 such that (P (λ, 0),F) has a front semi-phase
transition.
(f) There exists some λ ∈ Z≥1 and finite gate θ2 ∈ Zˆ2 such that the merged
pair (rθ1,θ2(P (λ, 0)),F) has a rear phase transition.
(g) There exists some λ ∈ Z≥1 and finite gate θ2 ∈ Zˆ2 such that (rθ1,θ2(P (λ, 0)),F)
has a rear semi-phase transition.
3. In particular, assume some λ ∈ Z≥1 such that
tγ((m1))− γ1,3 > 0
for each m1 ≥ λ. Then, there exists a finite gate θ2 ∈ Zˆ2 such that the
merged pair (rθ1,θ2(P (λ, 0)),F) has a rear phase transition. Also, the merged
pair (P (λ, 0)),F) has a front phase transition.
Proof. Claim 1 holds by Lemmas 13.5 and 13.6 and Definition 8.20.
Let us prove Claim 2. First, Claims 2a, 2b, and 2c are equivalent as follows.
Lemma 13.11 gives the equivalence of Claims 2a and 2b. Then, Claim 1 of Propo-
sition 13.4 gives the equivalence of Claims 2a and 2c.
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Second, Claims 2a, 2b, 2c, 2d, and 2e are equivalent as follows. By Claim 1
of Lemma 13.7, Claim 2c implies Claim 2d. Then, Claim 2d implies Claim 2e by
Definition 8.20. Furthermore, Claim 2e implies Claim 2a by Lemma 13.8.
Third, let us prove that Claims 2a, 2b, 2c, 2f, and 2g are equivalent. By Claim
2 of Lemma 13.7, Claim 2c gives Claim 2f. Moreover, Claim 2f yields Claim 2g by
Definition 8.20. Then, Claim 2g implies Claim 2a by Lemma 13.9. Therefore, we
obtain Claim 2.
Claim 3 is of Lemma 13.7.
Theorem 13.12 gives primal monomial parcels F with phase transitions and
semi-strongly unimodal sequences by the merged-log-concavity. In particular, front
phase transitions give infinitely many polynomials with positive integer coefficients,
because we take infinite-length fitting paths P (λ, 0). Let us obtain the following
proposition for primal monomial parcels and front phase transitions by the finest
fitting path P (1, 0).
Proposition 13.13. Suppose a primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X).
Then, Claims 1 and 2 below are equivalent.
1. The merged pair (P (1, 0),F) is ideal with a front phase transition.
2. We have
2γ1,3 ∈ Z≥0. (13.2.10)
Also, we have either
γ1,1 = 0, (13.2.11)
γ1,2 =
λ
2
(13.2.12)
for some λ ∈ Z>0, or
γ1,1 =
1
2
, (13.2.13)
γ1,2 =
λ
2
(13.2.14)
for some λ ∈ Z≥0.
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Proof. First, let us assume Claim 1 and obtain Claim 2. Let x = (q), θ1 = (1,∞),
and θ2 = e(θ1). Also, we take P = {(s, l,mi, ni, ki)}i∈θ1 . Since the merged pair
(P (1, 0),F) is ideal, we must have
∆(F)(s, l, w,mi, ni, ki, ρ, x,X) >q 0 (13.2.15)
for each iCZ θ2. Then, by Definition 8.11, we have
mi = ni = (i),
ki = (0, 1),
ai = ν(ki),
bi = ν(mi, ni, ki)
for each iCZ θ2. Also, let φ(x) = (1− q) ∈ Q(X)l denote the canonical mediator.
Then, we have
∆(F)(s, l, w,mi, ni, ki, ρ, x,X)
= ∆(F)(s, l, w,mi, ni, ki, φ, ρ, x,X)
= q2(γ1,1i
2+γ1,2i+γ1,3)d(V )biai(s, l, w, φ, ρ, (tγ,d(mi, ni, ki)), x),
(13.2.16)
and
d(V )biai(s, l, w, φ, ρ, (tγ,d(mi, ni, ki)), x) >q 0 (13.2.17)
for each iCZ θ2 by Theorem 4.35. Thus, Inequality 13.2.15 needs
2(γ1,1i
2 + γ1,2i+ γ1,3) ∈ Z (13.2.18)
for each i ∈ Z≥0 by Equation 13.2.16 and Inequality 13.2.17. Therefore, when
i = 0, we obtain Equation 13.2.10.
Let us assume γ1,1 = 0 and prove Equation 13.2.12. Then, by Equations 13.2.10
and 13.2.18, we need
2γ1,2 ∈ Z
when i = 1. Thus, γ1,2 = λ2 for some λ ∈ Z. Moreover, λ > 0 has to hold, because
a front phase transition of (P (1, 0),F) gives
tγ((m1))− γ1,3 = γ1,2m1 > 0
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for each m1 ≥ 1 by Lemma 13.8. Therefore, Equation 13.2.12 holds when γ1,1 = 0.
Suppose γ1,1 = 12 . Then, by Equations 13.2.10 and 13.2.18, we need
1 + 2γ1,2 ∈ Z.
Thus, γ1,2 = λ2 for some λ ∈ Z. Moreover, by a front phase transition of (P (1, 0),F)
and Lemma 13.8, we have
tγ((m1))− γ1,3 = m
2
1
2
+
λ
2
m1 > 0
for each m1 ≥ 1. In particular, m1 = 1 gives
1 + λ > 0.
Thus, λ ≥ 0. Therefore, Equation 13.2.14 holds when γ1,1 = 12 . In particular,
Claim 2 follows.
By Claim 2, let us prove Claim 1. Hence, let us assume Equations 13.2.10,
13.2.11, and 13.2.12. Then, it holds that
2(γ1,1i
2 + γ1,2i+ γ1,3) = 2λi+ 2γ1,3 ∈ Z>0.
Thus, (P (1, 0),F) is ideal by Inequality 13.2.17. Moreover, since
tγ((m1))− γ1,3 = λ
2
·m1 > 0
for each m1 ≥ 1, (P (1, 0),F) has a front phase transition by Claim 3 of Theorem
13.12. Therefore, we obtain Claim 1 when γ1,1 = 0.
Let us assume Equations 13.2.10, 13.2.13, and 13.2.14. Then, we have
2(γ1,1i
2 + γ1,2i+ γ1,3) = i
2 + λi+ 2γ1,3 ∈ Z>0,
and
t((m1))− γ1,3 = 1
2
+
λ
2
·m1 > 0
for each m1 ≥ 1. Thus, Claim 1 holds as well by Claim 3 of Theorem 13.12.
Therefore, we obtain assertions.
Let us introduce the following definition to compare semi-strongly unimodal
sequences of merged pairs by bases.
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Definition 13.14. Suppose a parcel Fi = Λ(s, l, w,i, fi,s, φi, ρi, xi, Xi) for 1 ≤
i ≤ 2.
1. If x1 = x2 = y ∈ (Q(X1) ∩ Q(X2))l, then we call F1 and F2 mutually
supported by y.
2. Assume that F1 and F2 are mutually supported by y. If r1 ∈ AX1 and
r2 ∈ AX2 satisfy
yi(r1) = yi(r2) ∈ R
for each 1 ≤ i ≤ l, then we write
r1 ≡y r2.
3. Assume that F1 and F2 are mutually supported by y. Also, suppose merged
pairs (P,F1) and (P,F2) of a gate θ. We say that (P,F1) envelopes (P,F2),
if
uP,F1,r1,i ≥ uP,F2,r2,i
for each iCZ e(θ), r1 ∈ AX1, and r2 ∈ AX2 such that r1 ≡y r2.
Let us recall the parcel E in Definition 8.30. The parcel E is the primal mono-
mial parcel such that
E = Λ(s, l, w,,Ψs,γ, ρ, x,X)
for
γ =
((
0,
1
2
, 0
))
,
x = (q),
X = {q 12}.
We use the finest fitting path P (1, 0) to obtain many polynomials with positive
integer coefficients. Then, the merged pair (P (1, 0), E) gives merged determinants
of polynomials with positive integer coefficients, because (P (1, 0), E) is ideal by
Proposition 13.13. Thus, the following corollary identifies E among monomial
parcels as an extremal parcel by q-polynomials with positive integer coefficients
and phase transitions. Also, the following corollary obtains the golden ratio as the
critical point of (P (1, 0), E) with the fully optimal coordinate X.
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Corollary 13.15. The ideal merged pair (P (1, 0), E) envelopes any ideal merged
pair (P (1, 0),F) with a front phase transition, if F is primal, monomial, and
normalized. Furthermore, the ideal merged pair (P (1, 0), E) has the unique critical
point FP (1,0),E,1 such that
FP (1,0),E,1 =
−1 +√5
2
= 0.618 · · · ,
which is the golden ratio.
Proof. Let us prove the former statement. For x = (q), we have the parcel
E = Λ(s, l, w,,Ψs,γ, ρ, x,X1) of the core γ =
((
0, 1
2
, 0
))
and coordinate X1 =
{q 12}. Let us consider a primal, normalized, and monomial parcel F = Λ(s, l, w,
,Ψs,γ′ , ρ, x,X2) such that we have the ideal merged pair (P (1, 0),F) with a front
phase transition.
Then, γ′1,3 = 0 by the normalized property of F . Moreover, by Proposition
13.13, we have either
γ′1,1 = 0, (13.2.19)
γ′1,2 =
λ
2
(13.2.20)
for some λ ∈ Z≥1, or
γ′1,1 =
1
2
, (13.2.21)
γ′1,2 =
λ
2
(13.2.22)
for some λ ∈ Z≥0.
First, assume Equations 13.2.19 and 13.2.20. We have
0 < q(r1) = q(r2) < 1
by Lemma 2.16 for each r1 ∈ AX1 and r2 ∈ AX2 such that
r1 ≡x r2.
Thus, for each m1 ∈ Z≥0, r1 ∈ AX1 , and r2 ∈ AX2 such that r1 ≡x r2, it holds that
E(m1)(r1) =
q(r1)
m1
2
(m1)q|q=q(r1)
≥ q(r2)
λ·m1
2
(m1)q|q=q(r2)
= F(m1)(r2)
387
by Lemma 8.33 and Equations 8.7.5. In particular, we have
uP (1,0),E,r1,m1 = E(m1)(r1) ≥ F(m1)(r2) = uP (1,0),F ,r2,m1 .
Therefore, the assertion holds for Equations 13.2.19 and 13.2.20 by Definition
13.14.
Second, assume Equations 13.2.21 and 13.2.22. Then, λ ∈ Z≥0 yields
m1
2
≤ m
2
1
2
+
λ ·m1
2
for each m1 ∈ Z≥0. Thus, for each m1 ∈ Z≥0, r1 ∈ AX1 , and r2 ∈ AX2 such that
r1 ≡x r2, we have
E(m1)(r1) =
q(r1)
m1
2
(m1)q|q=q(r1)
≥ q(r2)
m21
2
+
λ·m1
2
(m1)q|q=q(r2)
= F(m1)(r2)
for each m1 ∈ Z≥0. Therefore, we have
uP (1,0),E,r1,m1 = E(m1)(r1) ≥ F(m1)(r2) = uP (1,0),F ,r2,m1 .
In particular, the former statement holds.
Let us prove the latter statement. By the fully optimal coordinate X1 = {q 12}
and Definition 8.31, 0 < q
1
2 < 1 is a front critical point of (P (1, 0), E) if and only
if
1 = E1,(0) = E1,(0) = q
1
2
1− q
by Theorem 8.19. This has the unique solution for 0 < q
1
2 < 1 such that
1− q 12 − q = 0.
Thus, we obtain the front critical point FP (1,0),E,1 such that
FP (1,0),E,1 =
−1 +√5
2
= 0.618033 · · · ,
which is the golden ratio. The ideal merged pair has no other critical points,
because s is semi-infinite and E is decaying by Theorem 13.12. Therefore, the
latter assertion holds.
In Section 15, we explain that normalized primal monomial parcels are quantum
dilogarithms. Thus, it can be seen that Corollary 13.15 finds the golden ratio of
quantum dilogarithms by the merged-log-concavity. This appearance of the golden
ratio is of phase transitions and polynomials with positive integer coefficients.
Moreover, in Section 9.1, the internal Hadamard product E2 gives the golden
angle as the critical point of the ideal merged pair (P (1, 0), r(1),(2)(E2)).
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13.3 Convolutions of primal monomial parcels
Theorem 13.12 yields probabilistic parcels F with phase transitions and semi-
strongly unimodal sequences by the merged-log-concavity. The following proposi-
tion gives more probabilistic parcels by convolutions of primal monomial parcels.
We also discuss phase transitions of these convolutions.
Proposition 13.16. Suppose δ ∈ Z≥1. For each 1 ≤ i ≤ δ, assume a pri-
mal monomial parcel Fi = Λ(s, l, w,,Ψs,γi , ρ, x,X) such that the merged pair
(P (1, 0),Fi) is probabilistic. Let us consider the parcel convolution
H = F1 ∗ · · · ∗ Fδ.
Then, the merged pair (P (1, 0),H) is probabilistic.
Proof. Let x = (q). Assume that each Fi is normalized for simplicity. Then, since
(P (1, 0),Fi) is probabilistic for each 1 ≤ i ≤ δ, there exist real numbers
Ni(q(r)) ≥ 1,
0 < Si(q(r)) < 1
such that
F(m1)(r) ≤ Ni(q(r)) · Si(q(r))m1 (13.3.1)
for each r ∈ AX , 1 ≤ i ≤ δ, and m1 ∈ Z≥0 by Proposition 13.4. Thus, there exist
real numbers N˜(q(r)) and S˜(q(r)) such that
N˜(q(r)) ≥ Ni(q(r)),
1 > S˜(q(r)) ≥ Si(q(r)) > 0
for each 1 ≤ i ≤ δ. We set λ = δ − 1. Then, Inequality 13.3.1 yields
H(m1)(r) ≤ (m1 + 1)λ · N˜(q(r))λ+1 · S˜(q(r))m1
for each r ∈ AX , 1 ≤ i ≤ δ, and m1 ∈ Z≥0. Furthermore, we have∑
m1∈Z≥0
(m1 + 1)
λ · N˜(q(r))λ+1 · S˜(q(r))m1 <∞,
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because
lim
m1→∞
(m1 + 2)
λ · N˜(q(r))λ+1 · S˜(q(r))m1+1
(m1 + 1)λ · N˜(q(r))λ+1 · S˜(q(r))m1
= lim
m1→∞
(m1 + 2)
λ
(m1 + 1)λ
· S˜(q(r))
< 1.
Therefore, the merged pair (P (1, 0),H) is probabilistic by Definition 13.10.
Furthermore, the following convolutions of primal monomial parcels have the
variation of semi-strongly unimodal sequences with front critical points. In par-
ticular, the following convolutions give monomial convolutions of eta products in
Proposition 12.14 and primal monomial parcels in Proposition 13.13.
Corollary 13.17. Let x = (q) and X = {qκ} for some κ−1 ∈ Z≥1. Suppose
d1, d2 ∈ Z≥1 such that 1 ≤ d1 ≤ d2. Also, consider a monomial index (l, w, γi) for
each 1 ≤ i ≤ d2 such that
γi =
(
1
2
, γi,2, γi,3
)
,
1
2
+ γi,2 > 0 (13.3.2)
for each 1 ≤ i ≤ d1, and
γi = (0, γi,2, γi,3) ,
γi,2 > 0 (13.3.3)
for each d1 + 1 ≤ i ≤ d2. Assume a parcel Fi = Λ(s, l, w,,Ψs,γi , ρ, x,X) for each
1 ≤ i ≤ d2. Then, for the convolution
H = F1 ∗ · · · ∗ Fd2 = Λ(s, l, w,, hs, ρ, x,X),
we have the following.
1. The merged pair (P (1, 0),H) has the unique critical point as the front critical
point
FP (1,0),H,1 ∈ AX
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such that r = FP (1,0),H,1 satisfies the following equation:
1− q(r) =
∑
1≤i≤d1
q(r)
1
2
+γi,2 +
∑
d1≤i≤d2
q(r)γi,2 .
Furthermore, (P (1, 0),H) has the unique front phase transition.
2. If one of Inequalities 13.3.2 and 13.3.3 fails, then the merged pair (P (1, 0),H)
has neither rear nor front critical points.
Proof. Let us prove Claim 1. Let γi,3 = 0 for each 1 ≤ i ≤ d2 for simplicity.
The merged pair (P (1, 0),H) has no rear critical points by the semi-infinite s =
(0,∞). Also, (P (1, 0),H) has no asymptotic critical points by Theorem 13.12 and
Proposition 13.16.
Let
p(qκ) =
∑
1≤i≤d1
q
1
2
+γi,2 +
∑
d1≤i≤d2
qγi,2 .
Then, by Definition 10.4, we have
H(0) = 1, (13.3.4)
H(1) = p(q
κ)
1− q . (13.3.5)
Furthermore, p(qκ) is strictly increasing over 0 < qκ < 1 with p(0) = 0 and
p(1) = d2 ≥ 1 by Equations 13.3.2 and 13.3.3. Let v(qκ) = 1 − q. Then, v(qκ)
is strictly decreasing over 0 < qκ < 1 with v(0) = 1 and v(1) = 0. Thus, there
exists the unique solution 0 < FP (1,0),H,1 = qκ < 1 of H(0) = H(1) such that
v(FP (1,0),H,1) = p(FP (1,0),H,1) by Equations 13.3.4 and 13.3.5. Also, we have r1, r2 ∈
AX such that H(0)(r1) < H(1)(r1) and H(0)(r2) > H(1)(r2). Therefore, Claim 1
holds.
Let us confirm Claim2. If one of Inequalities 13.3.2 and 13.3.3 fails, then
p(qκ) > 1
for 0 < qκ < 1. In particular, we have no front critical points, since 0 < 1− q < 1
for 0 < qκ < 1. Because s is semi-infinite, there are no rear critical points of the
merged pair (P (1, 0),H).
Therefore, Corollary 13.17 determines front phase transitions and critical points
of (P (1, 0),H) for each convolution H of primal monomial parcels. We leave to
readers the question of asymptotic critical points in Corollary 13.17.
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Remark 13.18. Convolutions of monomial parcels and monomial parcels of gen-
eral widths yield polynomials with positive integer coefficients by the merged-log-
concavity. Also, these parcels give the variation of semi-strongly unimodal se-
quences with front phase transitions in Proposition 8.23, Theorem 13.12, and
Corollary 13.17. Furthermore, t-power series in Euler’s inequalities 1.1.11 and
1.1.12 are generating functions of some monomial parcels in Remark 4.36. There-
fore, merged-log-concave parcels give an extension of t-power series in Euler’s iden-
tities 1.1.11 and 1.1.12 by polynomials with positive integer coefficients and the
variation of semi-strongly unimodal sequences with phase transitions.
Let us obtain the following explicit front critical points by convolutions of the
parcel E in Definition 8.30.
Corollary 13.19. Let x = (q) and X = {q 12}. Suppose primal monomial parcels
E = Λ(s, l, w,,Ψs,γ, ρ, x,X)
of γ = ((0, 1
2
, 0)), and
F = Λ(s, l, w,,Ψs,γ′ , φ, ρ, x,X)
of γ′ =
((
1
2
, 0, 0
))
. For each n ∈ Z≥1, let us consider n-fold convolutions En = E∗n
and Fn = F∗n. Assume the fitting path P = P (1, 0). Then, we have the following.
1. The coordinate X is fully optimal for each En and Fn.
2. For each n ∈ Z≥1, the ideal merged pair (P, En) has the unique critical point
as the front critical point FP,En,1. Also, (P, En) has the unique front phase
transition for each n ∈ Z≥1.
3. For each n ∈ Z≥1, the ideal merged pair (P,Fn) has the unique critical point
as the front critical point FP,Fn,1. Also, (P,Fn) has the unique front phase
transition for each n ∈ Z≥1.
4. Furthermore, we have
FP,E1,1 = FP,F1,1 > FP,E2,1 = FP,F2,1 > · · · ,
and
FP,En,1 = FP,Fn,1 =
−n+√n2 + 4
2
for each n ∈ Z≥1.
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Proof. Claim 1 holds by Definitions 3.20 and 10.4 and Claim 1 of Lemma 10.2.
Let us confirm Claim 2. The merged pair (P, En) is ideal for each n ∈ Z≥1 by
Proposition 13.13 and Theorem 10.23. Moreover, for each n ∈ Z≥1, (P, En) has the
unique critical point as the front critical point FP,En,1 by Corollary 13.17. Also, by
Definition 10.4, we have
En,(0) = 1,
En,(1) = nq
1
2
1− q .
Therefore,
En,(0) = En,(1)
has the unique solution over 0 < q
1
2 < 1 such that
q
1
2 = FP,En,1 =
−n+√n2 + 4
2
. (13.3.6)
By Corollary 13.17, (P, En) has the unique front phase transition. Therefore, Claim
2 holds.
Let us prove Claims 3 and 4. By a similar argument to the above, the merged
pair (P,Fn) is ideal and has the unique critical point as the front critical point
with the front phase transition. Furthermore, because
Fn,(0) = 1,
Fn,(1) = nq
1
2
1− q ,
Claims 3 and 4 hold by Equations 13.3.6.
14 Monomial convolutions and ideal boson-fermion
gases
As with Section 1.2, Section 14 obtains statistical-mechanical phase transitions by
the mathematical theory of the merged-log-concavity. Hence, Section 14 considers
ideal (mixed) boson-fermion gases with or without Casimir energies by monomial
convolutions.
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Section 14 assumes the following convention, unless stated otherwise. Let s =
(0,∞), l = 1, and w = (1). Also, we suppose
q = e−β
by the thermodynamic beta β > 0, and
t = e−µ
′
by µ′ = −µβ of the chemical potential µ. Let us assume µ < 0 as in Section 1.2.
14.1 Monomial convolutions and ideal boson-fermion gases
without Casimir energies
Let us introduce bosonic systems B(1, v), fermionic systems F (1, v), and mixed
bosonic-fermionic systems Md1,d2(κ) without Casimir energies. Then, we describe
grand canonical partition functions of B(1, v), F (1, v), andMd1,d2(κ) by monomial
convolutions. Thus, we obtain statistical-mechanical phase transitions of these
systems by the merged-log-concavity.
14.1.1 Primal monomial parcels and ideal boson gases without Casimir
energies
For each v ∈ Q, let us take the bosonic system B(1, v) that has bosonic annihilation
and creation operators ab,p, a†b,p of Equations 1.2.1 and 1.2.2, the Hamiltonian Hb,v,
and the number operator Nb in Definition 1.13.
Then, there exists the grand canonical partition function ZB(1,v)(q, t) of B(1, v)
such that
ZB(1,v)(q, t) = Tr
(
e−βHb,v · e−µ′Nb
)
.
In particular, it follows that
ZB(1,v)(q, t) = Zw,(0,1−v,0),q(t) (14.1.1)
from the Euler’s identity 1.1.12, because each integer λ ≥ 1 gives(
1− qλ−v · t)−1 = ∑
r∈Z≥0
e−rβ(λ−v) · e−µ′r.
Hence, for each v ∈ Q, we obtain the grand canonical partition function
ZB(1,v)(q, t) of B(1, v) as the monomial convolution Zw,(0,1−v,0),q(t) of the primal
monomial parcel Λ(s, l, w,,Ψs,((0,1−v,0)), x,X).
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14.1.2 Primal monomial parcels and ideal fermion gases without Casimir
energies
For each v ∈ Q, let us take the fermionic system F (1, v) that has fermionic annihila-
tion and creation operators af,p, a†f,p in Equations 1.2.4 and 1.2.5, the Hamiltonian
Hf,v, and the number operator Nf in Definition 1.14.
Thus, F (1, v) carries the grand canonical partition function ZF (1,v)(q, t) such
that
ZF (1,v)(q, t) = Tr
(
e−βHb,v · e−µ′Nb
)
.
Then, it holds that
ZF (1,v)(q, t) = Zw,( 12 , 12−v,0),q(t) (14.1.2)
by the Euler’s identity 1.1.11, because it holds that
(−q1−vt; q)∞ =
∑
λ≥0
q
λ2
2
+λ( 12−v)
(λ)q
tλ,
and
1 + qr−vt = e−β(r−v)·0 · e−µ′·0 + e−β(r−v) · e−µ′
for each r ∈ Z≥1.
Therefore, for each v ∈ Q, we obtain the grand canonical partition function
ZF (1,v)(q, t) of F (1, v) as the monomial convolution Zw,( 12 , 12−v,0),q(t) of the primal
monomial parcel Λ(s, l, w,,Ψs,(( 12 , 12−v,0)), x,X).
14.1.3 Monomial convolutions and ideal boson-fermion gases without
Casimir energies
Let us discuss boson-fermion systems by monomial convolutions. We assume some
0 ≤ d1 ≤ d2 of d1, d2 ∈ Z and κ ∈ Qd2 . Then, we consider the boson-fermion
system Md1,d2(κ) that has d1 sub-systems of
B(1, κλ)
for 1 ≤ λ ≤ d1 and d2 − d1 sub-systems of
F (1, κλ)
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for d1 + 1 ≤ λ ≤ d2 with negligible interactions among sub-systems. Thus,
Md1,d2(κ) represents an ideal boson-fermion gas.
Furthermore, the boson-fermion system Md1,d2(κ) has the grand canonical par-
tition function ZMd1,d2 (κ)(q, t) such that
ZMd1,d2 (κ)(q, t) =
∏
1≤λ≤d1
Tr
(
e−βHb,1−κλ · e−µ′Nb
)
·
∏
d1+1≤λ≤d2
Tr
(
e
−βH
f, 12−κλ · e−µ′Nf
)
.
Hence, let us consider the monomial convolution index (d2, w, α, γκ) such that
γκ,λ = (0, 1− κλ, 0)
for each 1 ≤ λ ≤ d1,
γκ,λ =
(
1
2
,
1
2
− κλ, 0
)
for each d1 + 1 ≤ λ ≤ d2, and
α = ιd2(1).
Then, we have
ZMd1,d2 (κ)(q, t) =M(d2, w, α, γκ, q, t)
by Equations 14.1.1 and 14.1.2.
Therefore, we obtain the grand canonical partition function ZMd1,d2 (κ)(q, t) of
the boson-fermion systemMd1,d2(κ) as the monomial convolutionM(d2, w, α, γκ, q, t)
for each d1, d2 ∈ Z such that 0 ≤ d1 ≤ d2 and κ ∈ Qd2 .
14.2 Monomial convolutions and ideal boson-fermion gases
with Casimir energies
Sections 1.2 and 14.1 ignore zero-point energies of Hamiltonians. This is often
done in statistical mechanics [KapGal]. However, let us assume otherwise and
consider Casimir energies (or Ramanujan summation) for divergent sums of zero-
point energies.
Hence, let us suppose an entire function v(y) of y ∈ C such that the exponential
type of v(y) is less than pi. Then, let us recall the Ramanujan summation
∑R
λ≥1 v(y)
[Can] such that
R∑
λ≥1
v(y) =
∫ 1
0
v(y)dy − 1
2
v(0)−
∞∑
λ=1
v(λ)(0)
Bλ+1
(λ+ 1)!
(14.2.1)
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by Bernoulli numbers Bλ+1. In particular, v(y) = y − 1 gives
R∑
λ≥1
v(y) =
R∑
λ≥1
(y − 1) = −1
2
+
1
2
− 1
12
= − 1
12
as in [Ram].
By Equation 14.2.1, we compute grand canonical partitions functions with
Casimir energies by monomial convolutions. As we mention in Section 1.2, we
develop the theory of the merged-log-concavity with mathematical rigor in Sections
1.1, 2–13, and 15. Then, in Section 14.2, we obtain grand canonical partition
functions with Casimir energies, replacing divergent infinite sums with Ramanujan
summation (see also Section 1.3 of [Pol]).
14.2.1 Primal monomial parcels and ideal boson gases with Casimir
energies
Let us take the following Hamiltonian and number operators.
Definition 14.1. Let v ∈ Q.
1. Let Hb,v denote the Hamiltonian operator such that
Hb,v =
∑
λ∈Z≥1
(λ− v)
2
· {a†b,λ, ab,λ}
=
∑
λ∈Z≥1
(λ− v)
(
a†b,λab,λ +
1
2
)
. (14.2.2)
2. For each u ∈ Z≥1, let Hb,v,u and Nb,u denote the Hamiltonian and the number
operator such that
Hb,v,u =
∑
1≤λ≤u
(λ− v)
(
a†b,λab,λ +
1
2
)
,
Nb,u =
∑
1≤λ≤u
a†b,λab,λ.
Then, for each v ∈ Q, we consider the bosonic system B(1, v) of bosonic anni-
hilation and creation operators ab,p, a†b,p in Equations 1.2.1 and 1.2.2, the number
operator Nb in Definition 1.13, and the Hamiltonian Hb,v.
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Terms λ−v
2
in Equation 14.2.2 represent zero-point energies of Hamiltonians.
Thus, the bosonic system B(1, v) extends the bosonic system B(1, v) by these
zero-point energies. Also, B(1, v) gives the grand canonical partition function
ZB(1,v)(q, t) = Tr
(
e−βHb,v · e−µ′Nb
)
.
Let u ≥ 1. Then, to consider Casimir energies, we take the bosonic system
B(1, v, u) of bosonic annihilation and creation operators ab,p, a†b,p in Equations 1.2.1
and 1.2.2, the number operator Nb,u, and the Hamiltonian Hb,v,u in Definition 14.1.
Moreover, the system B(1, v, u) has the grand canonical partition function
ZB(1,v,u)(q, t) = Tr
(
e−βHb,v,u · e−µ′Nb,u
)
.
Then, let us compute grand canonical partition functions. For each n ∈ Z≥0,
λ ∈ Z≥1, and v ∈ Q, it holds that
〈n|e−β(λ−v)(a†λαλ+ 12 ) · e−µ′a†λαλ|n〉 = e−β(λ−v)n · e−µ′n · e−β (λ−v)2 .
Also, we have
∏
1≤λ≤u e
−β (λ−v)
2 = q
∑
1≤λ≤u(λ−v)
2 . Therefore, it holds that
ZB(1,v,u)(q, t) = Tr
(
e−βHb,v,u · e−µ′Nb,u
)
= (q1−vt; q)−1u · q
∑
1≤λ≤u(λ−v)
2 (14.2.3)
for each u ∈ Z≥1 and v ∈ Q.
In particular, when u→∞ in Equation 14.2.3, the following sum
lim
u→∞
1
2
∑
1≤λ≤u
(λ− v) (14.2.4)
is of zero-point energies of the HamiltonianHb,v. Thus, we replace the sum (14.2.4)
by the Ramanujan summation (14.2.1). This gives the following regularization:
lim
u→∞
1
2
∑
1≤λ≤u
(λ− v)→1
2
R∑
λ≥1
(λ− v) = 1
4
− v
4
− 1
24
.
Then, the bosonic system B(1, v) has the Casimir energy 1
4
− v
4
− 1
24
. Thus, we
obtain
ZB(1,v)(q, t) =R (tq1−v; q)−1∞ · q
1
4
− v
4
− 1
24 = Zw,(0,1−v, 14− v4− 124),q(t), (14.2.5)
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where =R indicates the Ramanujan summation (14.2.1) on the sum of zero-point
energies (14.2.4).
Therefore, for each v ∈ Q, we realize the grand canonical partition function
ZB(1,v)(q, t) of the bosonic system B(1, v) with the Casimir energy 14 − v4 − 124 as
the monomial convolution
Zw,(0,1−v, 14− v4− 124),q(t)
of the primal monomial parcel
Λ(s, l, w,Ψs,((0,1−v, 14− v4− 124))
, x,X).
14.2.2 Primal monomial parcels and ideal fermion gases with Casimir
energies
Let us take the following Hamiltonian operators and number operators.
Definition 14.2. Let v ∈ Q.
1. Let Hf,v denote the Hamiltonian operator such that
Hf,v =
∑
λ∈Z≥1
(λ− v)
2
· [a†f,λ, af,λ]
=
∑
λ∈Z≥1
(λ− v)
(
a†f,λaf,λ −
1
2
)
. (14.2.6)
2. For each u ∈ Z≥1, let Hf,v,u and Nf,u denote the Hamiltonian the number
operator such that
Hf,v,u =
∑
1≤λ≤u
(λ− v)
(
a†f,λaf,λ −
1
2
)
,
Nf,u =
∑
1≤λ≤u
a†f,λaf,λ.
For each v ∈ Q, we consider the fermionic system F(1, v) that consists of
fermionic annihilation and creation operators af,p, a†f,p in Equations 1.2.4 and 1.2.5,
the number operator Nb in Definition 1.14, and the Hamiltonian Hf,v
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Thus, the fermionic system F(1, v) extends the fermionic system F (1, v) by
zero-point energies −λ−v
2
in Equation 14.2.6. In particular, F(1, v) has the grand
canonical partition function
ZF(1,v)(q, t) = Tr
(
e−βHf,v · e−µ′Nf
)
.
Furthermore, for each u ≥ 1, we take the fermionic system F(1, v, u) of fermionic
annihilation and creation operators af,p, a†f,p in Equations 1.2.4 and 1.2.5, the
number operator Nf,u, and the Hamiltonian Hf,v,u in Definition 14.2. Then, the
fermionic system F(1, v, u) carries the grand canonical partition function
ZF(1,v,u)(q, t) = Tr
(
e−βHf,v,u · e−µ′Nf,u
)
.
Hence, let us compute grand canonical partition functions with Casimir ener-
gies. For each n ∈ {0, 1}, λ ∈ Z≥1, and v ∈ Q, it follows that
〈n|e−β(λ−v)(a†λαλ− 12 ) · e−µ′a†λαλ|n〉 = e−β(λ−v)n · e−β·−(λ−v)2 · e−µ′n.
This gives
ZF(1,v,u)(q, t) = (−q1−vt; q)u · q−12
∑
1≤λ≤u(λ−v)
for each u ∈ Z≥1 and v ∈ Q. Thus, as in Section 14.2.1, the fermionic system
F(1, v) has the Casimir energy
−1
4
+
v
4
+
1
24
by the Ramanujan summation (14.2.1). Moreover, for each v ∈ Q, we have
(14.2.7)
ZF(1,v)(q, t) =R Zw,( 12 , 12−v,0),q(t) · q
− 1
4
+ v
4
+ 1
24
= Zw,( 12 , 12−v,− 14+ v4+ 124),q(t).
Therefore, for each v ∈ Q, we obtain the grand canonical partition function
ZF(1,v)(q, t) of the fermionic system F(1, v) with the Casimir energy −14 + v4 + 124
as the monomial convolution
Zw,( 12 , 12−v,− 14+ v4+ 124),q(t)
of the primal monomial parcel
Λ(s, l, w,Ψs,(( 12 ,
1
2
−v,− 1
4
+ v
4
+ 1
24))
, x,X).
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14.2.3 Monomial convolutions and ideal boson-fermion gases with Casimir
energies
Let us assume some integers 0 ≤ d1 ≤ d2 and tuple κ ∈ Qd2 . Then, we consider
the boson-fermion systemMd1,d2(κ) that consists of d1 sub-systems of
B(1, κλ)
for 1 ≤ λ ≤ d1 and d2 − d1 sub-systems of
F(1, κλ)
for d1 + 1 ≤ λ ≤ d2 with negligible interactions among sub-systems. Thus, the
boson-fermion systemMd1,d2(κ) represents an ideal boson-fermion gas with zero-
point energies.
In particular, the boson-fermion system Md1,d2(κ) has the grand canonical
partition function ZMd1,d2 (κ)(q, t) such that
ZMd1,d2 (κ)(q, t) =
∏
1≤λ≤d1
Tr
(
e−βHb,1−κλ ·e−µ′Nb
)
·
∏
d1+1≤λ≤d2
Tr
(
e
−βH
f, 12−κλ,2 ·e−µ′Nf
)
.
Hence, let us consider the convolution index (d2, w, α, γcκ) such that
α = ιd2(1),
γcκ,λ =
(
0, 1− κλ, 1
4
− κλ
4
− 1
24
)
=
(
0, 1− κλ, 5
24
− κλ
4
)
for each 1 ≤ λ ≤ d1 ≤ d2, and
γcκ,λ =
(
1
2
,
1
2
− κλ,−1
4
+
κλ
4
+
1
24
)
=
(
1
2
,
1
2
− κλ,− 5
24
+
κλ
4
)
for each d1 + 1 ≤ λ ≤ d2. Then, we have
ZMd1,d2 (κ)(q, t) =RM(d2, w, α, γcκ, q, t) (14.2.8)
from Equations 14.2.5 and 14.2.7. More explicitly, we obtain
(14.2.9)ZMd1,d2 (κ)(q, t) =R ZMd1,d2 (κ)(q, t) · q−
5(2d1−d2)
24
+
∑
1≤λ≤d1 κλ−
∑
d1+1≤λ≤d2 κλ
4 ,
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because ∑
1≤λ≤d1
(
− 5
24
+
κλ
4
)
+
∑
d1+1≤λ≤d2
(
5
24
− κλ
4
)
= −5d1
24
+
5(d2 − d1)
24
+
∑
1≤λ≤d1 κλ −
∑
d1+1≤λ≤d2 κλ
4
= −5(2d1 − d2)
24
+
∑
1≤λ≤d1 κλ −
∑
d1+1≤λ≤d2 κλ
4
.
Therefore, for each d1, d2 ∈ Z such that 0 ≤ d1 ≤ d2 and κ ∈ Qd2 , we determine
the grand canonical partition functions ZMd1,d2 (κ)(q, t) of the boson-fermion systemMd1,d2(κ) with the Casimir energy
−5(2d1 − d2)
24
+
∑
1≤λ≤d1 κλ −
∑
d1+1≤λ≤d2 κλ
4
as the monomial convolution
M(d2, w, α, γcκ, q, t)
(see Lemma 12.13 for eta products, when κλ = 1 for each 1 ≤ λ ≤ d2). Also,
Equations 14.2.8 and 14.2.9 give explicit descriptions of ZMd1,d2 (κ)(q, t) by Gaussian
multinomial coefficients in Proposition 12.22.
14.3 On phase transitions of ideal boson-fermion gases by
the mathematical theory of the merged-log-concavity
We have grand canonical partition functions ZMd1,d2 (κ)(q, t) of ideal boson-fermion
systems Md1,d2(κ) as monomial convolutions in Sections 14.1 and 14.2. Also, as
in Section 1.2, there exist free energies of grand canonical partition functions
ZMd1,d2 (κ)(q, t) of Md1,d2(κ). Thus, we obtain statistical-mechanical phase tran-
sitions and critical points of Md1,d2(κ) by Corollaries 13.17 and 13.19 of monomial
convolutions.
Similarly, we obtain statistical-mechanical phase transitions and critical points
of ideal boson-fermion systemsMd1,d2(κ) with Casimir energies, because we have
Equation 14.2.9 for ZMd1,d2 (κ)(q, t) and ZMd1,d2 (κ)(q, t) and Corollaries 13.17 and
13.19.
Furthermore, one can take external/internal Hadamard products of parcels of
these ideal boson-fermion systems. Then, one considers phase transitions of these
Hadamard products by polynomials with positive integer coefficients and Young
diagrams (see Section 9.5 for a similar example).
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15 Quantum dilogarithms and the merged-log-concavity
Quantum dilogarithms have been studied intensively [BazBax, FadVol, FadKas,
Kir, Zag, KonSoi, Rom]. Let us explain that generating functions of normalized
primal monomial parcels are quantum dilogarithms. Thus, we need to recall some
definition of quantum dilogarithms. For this, we state Theorem 15.1 and Lemma
15.3 to obtain pentagon identities and the dilogarithm.
The following theorem is due to [BazBax, FadVol, FadKas, Sch](see also [Kir,
Zag]). Let us write a full proof for the completeness of this manuscript.
Theorem 15.1 ([BazBax, FadVol, FadKas, Sch]). Suppose Q = Q(X), u0 = 1,
and δ, u1 ∈ Q×. Also, for an indeterminate q ∈ Q, assume p = 1− q and µ = u1p.
We consider a formal power series
kq(t) = δu0 + δu1t+ δu2t
2 + · · · ∈ Q[[t]].
Let us take
Q˜ = Q〈z1, z2〉/〈z1z2 = qz2z1〉
for the q-Weyl relation z1z2 = qz2z1. Then, we have the following.
1. The following statements are equivalent.
(a) kq(z1), kq(z2) ∈ Q˜ satisfy the pentagon identity:
δkq(z1)kq(z2) = kq(z2)kq (−u1 · p · z2z1) kq(z1). (15.0.1)
(b) It holds that
kq(t) = δ
∑
λ∈Z≥0
µλ
(λ)q
· tλ. (15.0.2)
2. The following statements are equivalent.
(a) kq(z1), kq(z2) ∈ Q˜ satisfy the dual pentagon identity:
δkq(z2)kq(z1) = kq(z1)kq (u1 · p · z2z1) kq(z2). (15.0.3)
(b) It holds that
kq(t) = δ
∑
λ∈Z≥0
q
λ(λ−1)
2 · µλ
(λ)q
· tλ. (15.0.4)
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Proof. Let us prove Claim 1. First, we prove that Equation 15.0.1 implies Equation
15.0.2. The left-hand side of Equation 15.0.1 gives
δkq(z1)kq(z2) = δ
3
∑
v1,v2∈Z≥0
uv1uv2q
v1v2zv22 z
v1
1 (15.0.5)
by the q-Weyl relation z1z2 = qz2z1. Also, the right-hand side of Equation 15.0.1
reads
kq(z2)kq(−u1pz2z1)kq(z1)
= δ3
∑
v′1,v
′
2,v
′
3∈Z≥0
uv′1uv′2uv′3z
v′1
2 (−u1pz2z1)v
′
2z
v′3
1
= δ3
∑
v′1,v
′
2,v
′
3∈Z≥0
uv′1uv′2uv′3(−u1p)v
′
2q
v′2(v′2−1)
2 z
v′1+v
′
2
2 z
v′2+v
′
3
1 .
(15.0.6)
To obtain zv22 z11 for each v2 ∈ Z≥0 in Equation 15.0.6, we have only two choices
such that
v′1 = v2, v
′
2 = 0, v
′
3 = 1, or (15.0.7)
v′1 = v2 − 1, v′2 = 1, v′3 = 0. (15.0.8)
Furthermore, either Case 15.0.7 or Case 15.0.8 gives
q
v′2(v′2−1)
2 = 0.
Thus, for each v2 ∈ Z≥0, we obtain the equation
u1uv2q
v2 = uv2u1 + uv2−1u1(−u1p)
by taking coefficients of zv22 z11 in Equations 15.0.5 and 15.0.6. Moreover, u1 ∈ Q×
yields the equation
u1uv2−1p = uv2(1− qv2)
for each v2 ∈ Z≥0. Consequently, we have
u1p · uv2−1
1− qv2 = uv2
for each v2 ∈ Z≥1. This implies Equation 15.0.2, because v2 = 1 gives
u1p
1− q = u1,
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and uv2−1 =
(u1p)v2−1
(v2−1)q gives
u1p
1− qv2
(u1p)
v2−1
(v2 − 1)q =
(u1p)
v2
(v2)q
= uv2 .
Second, let us obtain Equation 15.0.1 from Equation 15.0.2. Then, because
kq(t) = δ
∑
λ∈Z≥0
µλ
(λ)q
· tλ.
the left-hand side of Equation 15.0.1 gives
δkq(z1)kq(z2) = δ
3
∑
v1,v2∈Z≥0
µv1+v2
(v1)q(v2)q
qv1v2zv22 z
v1
1 . (15.0.9)
Also, the right-hand side of Equation 15.0.1 yields
kq(z2)kq(−µz2z1)kq(z1)
= δ3
∑
v′1,v
′
2,v
′
3∈Z≥0
(−1)v′2q v
′
2(v
′
2−1)
2
µv
′
1+2v
′
2+v
′
3
(v′1)q(v
′
2)q(v
′
3)q
z
v′1+v
′
2
2 z
v′2+v
′
3
1 .
(15.0.10)
Furthermore, the coefficient of zv22 z
v1
1 in Equation 15.0.10 is
min(v1,v2)∑
λ∈Z≥0
(−1)λq λ(λ−1)2
(v1 − λ)q(λ)q(v2 − λ)q ,
because v′1 + v′2 = v2, v′2 + v′3 = v1, and v′2 = λ imply
v′1 = v2 − λ ≥ 0,
v′3 = v1 − λ ≥ 0.
Thus, comparing coefficients of zv22 z
v1
1 in Equations 15.0.9 and 15.0.10, it suffices
for us to prove
qv1v2
(v1)q(v2)q
=
min(v1,v2)∑
λ∈Z≥0
(−1)λq λ(λ−1)2
(v1 − λ)q(λ)q(v2 − λ)q . (15.0.11)
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Let us multiply both sides of Equation 15.0.11 by (v1)q(v2)q. Then, Equation
15.0.11 is equivalent to
qv1v2 =
min(v1,v2)∑
λ∈Z≥0
[
v2
λ
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2 . (15.0.12)
Let us prove Equation 15.0.12. Assume v1 ≥ v2 without loss of the generality.
Then, when v2 = 0, Equation 15.0.12 clearly holds. Moreover, by the induction
on v2, there exist the following equations:
v2−1∑
λ∈Z≥0
[
v2 − 1
λ
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2 = qv1(v2−1),
v2−1∑
λ∈Z≥0
[
v2 − 1
λ
][
v1 − 1
λ
]
(λ)q(−1)λq
λ(λ−1)
2 = q(v1−1)(v2−1).
Thus, by the q-Pascal identity, we compute the right-hand side of Equation 15.0.12
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as follows:
v2∑
λ∈Z≥0
[
v2
λ
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2
=
v2∑
λ∈Z≥0
[
v2 − 1
λ
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2
+
v2∑
λ∈Z≥1
qv2−λ
[
v2 − 1
λ− 1
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2
=
v2−1∑
λ∈Z≥0
[
v2 − 1
λ
][
v1
λ
]
(λ)q(−1)λq
λ(λ−1)
2
+
v2∑
λ∈Z≥1
q(v2−1)−(λ−1)
(1− qv1)
(1− qλ)
[
v2 − 1
λ− 1
][
v1 − 1
λ− 1
]
(λ)q(−1)λq
λ(λ−1)
2
= qv1(v2−1)
+ (1− qv1)qv2−1
v2∑
λ∈Z≥1
[
v2 − 1
λ− 1
][
v1 − 1
λ− 1
]
(λ− 1)q(−1)λq
(λ−1)(λ−2)
2
= qv1(v2−1)
+ (qv1 − 1)qv2−1
v2−1∑
λ∈Z≥0
[
v2 − 1
λ
][
v1 − 1
λ
]
(λ)q(−1)λq
λ(λ−1)
2
= qv1(v2−1) + (qv1 − 1)qv2−1q(v1−1)(v2−1)
= qv1v2 .
Thus, Equations 15.0.11 and 15.0.12 hold. In particular, we obtain Equation 15.0.1
Therefore, Claim 1 holds.
Let us prove Claim 2. First, let us prove Equation 15.0.4 from Equation 15.0.3.
Since δ ∈ Q× and u0 = 1, kq(t) is invertible in Q[[t]]. Let kq(t)−1 = ωq(t). Then,
we have
ωq(t) = δ
−1 − δ−1u1t+ · · · .
Thus, because Equation 15.0.3 gives
δ−1kq(z1)−1kq(z2)−1 = kq(z2)−1kq (u1pz2z1)
−1 kq(z1)−1,
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we have
δ−1ωq(z1)ωq(z2) = ωq(z2)ωq (−(−u1)pz2z1)ωq(z1). (15.0.13)
Therefore, Claim 1 and Equation 15.0.13 imply
ωq(t) = kq(t)
−1 = δ−1
∑
λ∈Z≥0
κλ
(λ)q
tλ
for κ = −u1p. Right-hand sides of Euler’s identities 1.1.11 and 1.1.12 imply the
inverse of
∑
λ∈Z≥0
yλ
(λ)q
∈ Q(q)[[y]] for an indeterminate y. Thus, we have
kq(t) = δ
∑
λ∈Z≥0
(−1)λq λ(λ−1)2 κλ
(λ)q
tλ = δ
∑
λ∈Z≥0
q
λ(λ−1)
2 µλ
(λ)q
tλ
by µ = u1p. Therefore, we obtain Equation 15.0.4.
Second, assume that kq(t) satisfies Equation 15.0.4. Then, going backward the
discussion above, ωq(t) = kq(t)−1 satisfies Equation 15.0.13, because Claim 1 is an
equivalence. Thus, kq(t) satisfies Equation 15.0.3. Therefore, Claim 2 follows.
Thus, Theorem 15.1 defines kq(t) by the pentagon equation (15.0.1) or the dual
pentagon equation (15.0.3). Furthermore, let us recall the dilogarithm.
Definition 15.2. The dilogarithm Li2(t) ∈ Q[[t]] of an indeterminate t satisfies
Li2(t) =
∑
n≥1
tn
n2
∈ Q[[t]].
Then, we state the following lemma to obtain dilogarithms from kq(t) in The-
orem 15.1. Let us fix kq(0) = δ = 1 for simplicity.
Lemma 15.3. For some h−1 ∈ Z>0, let qh ∈ X = {Xi}1≤i≤L. For µ ∈ Q(X) and
τ = ιL(1) ∈ RL, let ξ = µ(τ) ∈ Q 6=0. We take k1,q(t), k2,q(t) ∈ Q(X)[[t]] such that
k1,q(t) =
∑
λ∈Z≥0
µλ
(λ)q
· tλ, (15.0.14)
k2,q(t) =
∑
λ∈Z≥0
q
λ(λ−1)
2 · µλ
(λ)q
· tλ. (15.0.15)
Then, there exist the following equations:
((1− q) · Log (k1,q(t))|q=q(τ),µ=µ(τ) = Li2(tξ), (15.0.16)
− ((1− q) · Log (k2,q(t))|q=q(τ),µ=µ(τ) = Li2(−tξ). (15.0.17)
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Proof. Let us prove Equation 15.0.16. Assumption 15.0.14 gives
Log(k1,q(t)) =
∑
λ∈Z≥1
tλµλ
λ(1− qλ) .
Hence, we have
((1− q) · Log(k1,q(t)) |q=q(τ),µ=µ(τ) =
∑
λ∈Z≥1
(tµ)λ
λ[λ]q
∣∣∣∣∣∣
q=q(τ),µ=µ(τ)
= Li2(tξ).
Thus, Equation 15.0.16 holds.
Equation 15.0.17 holds by Equations 15.0.15 and 15.0.16, because we have
−Log(k2,q(t)) = −Log(k1,q(−t)−1) =
∑
λ∈Z≥1
(−t)λµλ
λ(1− qλ) .
Furthermore, we assume that µ in Lemma 15.3 is a rational power of q. Thus,
let us recall the following quantum dilogarithms (see [BazBax, FadVol, FadKas,
Kir]) that satisfy the pentagon or the dual pentagon duality by Theorem 15.1 and
the assumption µ(τ) ∈ Q 6=0 of Lemma 15.3. This is to clarify a class of quantum
dilogarithms for formal power series.
Definition 15.4. Let κ ∈ Q. Assume an indeterminate q ∈ Q(X). If
kq(t) =
∑
λ∈Z≥0
qκλ
(λ)q
· tλ ∈ Q(X)[[t]], (15.0.18)
or
kq(t) =
∑
λ∈Z≥0
q
λ(λ−1)
2
+κλ
(λ)q
· tλ ∈ Q(X)[[t]], (15.0.19)
then kq(t) is called a quantum dilogarithm.
For our convenience, let us refer to kq(t) in Equation 15.0.18 or 15.0.19 as a
quantum dilogarithm of the first or second kind respectively.
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Hence, exponents κλ of quantum dilogarithms of the first kind are λ-polynomials
of degree at most one. Also, exponents λ(λ−1)
2
+κλ of quantum dilogarithms of the
second kind are λ-polynomials of degree two.
For example, 1+
∑
λ∈Z>0
q
λ2
2
(qλ−qλ−1)···(qλ−q)(qλ−1)t
λ =
∑
λ∈Z≥0
q
λ
2
(λ)q
(−t)λ of [KonSoi]
is a quantum dilogarithm of the first kind, since −t is an indeterminate. Similarly,∑
λ∈Z≥0
q
(λ−1)λ
2
(λ)q
(−t)λ (the q-exponential function) is a quantum dilogarithm of the
second kind. As such, we have often studied quantum dilogarithms of the first and
second kinds.
Let us state the following theorem on quantum dilogarithms and generating
functions of normalized primal monomial parcels.
Theorem 15.5. We have the following.
1. Assume a normalized primal monomial parcel F = Λ(s, l, w,,Ψs,γ, ρ, x,X)
of x = (q). If γ1,1 = 0, then the generating function of F
Zw,γ,q(t) =
∑
λ∈Z≥0
qγ1,2λ
(λ)q
· tλ ∈ Q(X)[[t]] (15.0.20)
is a quantum dilogarithm of the first kind. Instead, if γ1,1 = 12 , then the
generating function of F
Zw,γ,q(t) =
∑
λ∈Z≥0
q
λ2
2
+γ1,2λ
(λ)q
· tλ ∈ Q(X)[[t]] (15.0.21)
is a quantum dilogarithm of the second kind.
2. The generating function of a normalized primal monomial parcel coincides
with a quantum dilogarithm.
3. Each quantum dilogarithm of the first or second kind coincides with the gen-
erating function of a primal monomial parcel.
Proof. We have γ1,2 ∈ Q by Definition 1.8 of monomial indices. Thus, Claim 1
follows from Equations 15.0.20 and 15.0.21 and Definitions 12.1 and 15.4. Claim
2 holds by Definition 15.4 and Claim 1, because monomial conditions of (l, w, γ)
for w = (1) imply γ1,1 = 0 or γ1,1 = 12 .
Let us prove Claim 3. Let us take kq(t) =
∑
λ∈Z≥0
qκλ
(λ)q
· tλ ∈ Q(X1)[[t]], which
is a quantum dilogarithm of the first kind. Then, there exists a set of distinct
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indeterminates X2 ⊂ Q(X1) such that qh ∈ X2 and h−1κ ∈ Z≥1. Also, let γ =
((0, κ, 0)) and x = (q). Then, there exists a normalized primal monomial parcel
F = Λ(s, l, w,,Ψs,γ, ρ, x,X2) such that Zw,γ,q(t) = kq(t). A similar discussion
holds for quantum dilogarithms of the second kind. Thus, Claim 3 holds.
Therefore, by Theorem 15.5, the merged-log-concavity generalizes the impor-
tant class of quantum dilogarithms in Definition 15.4 by polynomials with positive
integer coefficients and the variation of semi-strongly unimodal sequences.
16 A conclusion
We discussed the merged-log-concavity of rational functions by polynomials with
positive integer coefficients and the variation of semi-strongly unimodal sequences.
We first introduced the notion of squaring orders of rational functions by par-
tial inequalities and subrings of a field of rational functions. This is to discuss not
only polynomials with positive integer coefficients but also positive real values of
rational functions. Then, we introduced the notion of the merged-log-concavity
by notions such as the fitting condition and mediators. This is to study a log-
concavity of rational functions in some generality by polynomials with positive
integer coefficients and the variation of semi-strongly unimodal sequences. Fur-
thermore, we studied q-binomial coefficients by symmetric unimodal polynomials
and the change of variables q 7→ qρ of ρ ∈ Z≥1. This constructs explicit merged-
log-concave parcels as monomial parcels by the equivalence of monomial indices
and functional monomial indices.
After that, extending the Cauchy-Binet formula, we discussed Hadamard prod-
ucts, parcel convolutions, eta products, weighted Gaussian multinomial coeffi-
cients, and quantum dilogarithms. They provide polynomials with positive integer
coefficients and the variation of semi-strongly unimodal sequences by the merged-
log-concavity and Young diagrams. Furthermore, we studied phase transitions of
semi-strongly unimodal sequences by front, rear, and asymptotic critical points,
which are algebraic varieties in a suitable setting. In particular, the merged-log-
concavity not only gives a log-concavity of rational functions, but also extends
t-power series of (−t; q)∞ and (t; q)−1∞ in Euler’s identities by polynomials with
positive integer coefficients and the variation of semi-strongly unimodal sequences.
For example, the golden ratio is the critical point of the monomial parcel E
such that (q)m1E(m1) = q
m1
2 for each m1 ∈ Z≥0 and the finest fitting path P (1, 0).
Furthermore, the parcel E is an extremal parcel among normalized primal mono-
mial parcels by polynomials with positive integer coefficients and the variation of
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semi-strongly unimodal sequences. Also, generating functions of normalized pri-
mal monomial parcels are quantum dilogarithms. Thus, it can be seen that we
obtained the golden ratio of quantum dilogarithms by the theory of the merged-
log-concavity. Moreover, the golden angle is the critical point of the internal
Hadamard product r(1),(2)(E2) and the finest fitting path P (1, 0).
In Sections 1.1, 2–13, and 15, we developed the theory of the merged-log-
concavity in mathematics. In Sections 1.2 and 14, we discussed grand canonical
partition functions of ideal boson-fermion gases with or without Casimir energies in
statistical mechanics. This uses monomial convolutions in the mathematical the-
ory of the merged-log-concavity. Then, the mathematical theory gives statistical-
mechanical phase transitions of free energies by polynomials with positive integer
coefficients and critical points such as the golden ratio.
Thus, we discussed the notion of the merged-log-concavity to study increasing,
decreasing, and hill-shape sequences of real numbers by rational functions and
polynomials with positive integer coefficients in some generality. Also, we provided
explicit examples and conjectures on the merged-log-concavity.
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