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1. ISTRODUCTIOK 
1.1. Celztral heights. Almost three years ago Philip Flail asked whether 
a finitely generated Abelian by nilpotent group could contain subgroups of 
infinite upper central height. Our first results are concerned with this question. 
Let G be a group and 31 an ordinal. We write c,(G) for the zth. term of the 
upper central series of G. The group G has upper central height 01 if and only if 
i,(G) = <ui,l(G), whilst &(G) < [s,,(G) for all /3 < a. Wehrfritz [12, p= 667: 
proved that subgroups of finitely generated linear groups over fields have finite 
upper central height. We are interested in groups which satisfy a stronger 
property: that of having the upper central heights of subgroups bounded. 
We say that G is centrally stunted, or mereiy stmted, if the central heights of 
subgroups of G are bounded. For example, it is a theorem of Gruenberg [3] 
that torsion-free linear groups over &ids are stunted. We prove as our first 
main resuit 
THEOREM A. Ewry finitely generated Abelian by nilpot~at group is centrally 
stuntea’. 
Following I’. Hall [6], we shall use German capitais for classes of groups. 
In particular 
3 is the class of all finite groups; 
2I is the class of all Abelian groups; 
5R is the ciass of ail nilpotent groups; 
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‘$3 is the class of all polycyclic groups; 
6 is the class of all finitely generated groups. 
We shall write X,z) for the class of.all groups which are extensions of X-groups 
by @groups, and as usual 3?+l will be used for (33) X, (n > 1). By Max-n 
we shall mean the maximal condition for normal subgroups. 
P. Hall showed in [4] that 6 n (+x92)-groups satisfy Max-n. Theorem A 
extends easily to show that all 9&groups with Max-n are also stunted. A less 
trivial extension will allow us to prove 
COROLLARY A. Evmy W2g-group z~Gtlz Max-n is stunted. 
By a theorem of Malcev (see for example [5, Theorem 9.51) every poly- 
cyclic group is in the class (9’M)~. Therefore polycyclic groups are stunted. 
It is not difficult to see that for 8 n (‘W%)-groups the properties of being 
stunted and having a bound for the classes of nilpotent subgroups are equiv- 
alent. Hall in [7, Theorem 21 showed that 6 n (‘ES)-groups have nilpotent 
Hirsch-Plotkin radical. Our Theorem A shows that if G is in Q n (IU92) then 
every locally nilpotent subgroup of G is nilpotent and of bounded class. 
Hence in 8 n (‘!a)-groups every nilpotent subgroup is contained in a 
maximal one. This opens up the possibility of some sort of Carter theory 
for such groups. We shall not pursue this idea seriously, merely touching 
upon it in our discussion of the Fan Out Lemma in section 2.5. 
1.2. Centralizers. Our next result is also concerned with a certain 
boundedness condition for centrality. We recall that a subgroup H of a 
group G is said to be isolated in G if and only if the only elements of G which 
have positive powers in H are the elements of H. It is well known (see, for 
example, [5, Lemma 4.81) that in torsion-free locally nilpotent groups 
centralizers are isolated. One might say that such groups are centrally isolated. 
We are interested in the property of being centrally nearly isolated. 
Accordingly, we say that a group G is centralb erernitic, or merely memitic, 
if and only if there exists a positive integer e such that whenever an element 
of G has some positive power in a centralizer C, it has its eth. power. 
Writing cc(X), for a subset X of a group G, to denote the centralizer of X in 
G, it is clear that G is eremitic if and only if there exists e > 0 such that for 
all n > 0 and for all x in G the inclusion 
holds. We shall prove 
THEOFBM B. Everyjnitely generated Abelian by nieotent group is centrally 
eremitic. 
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As with Theorem A, this will be extended to give the 
COROLLARY B. Ezwy ‘%2&group with Max-n is awn&c. 
1.3. Chaiz conditions for centralizers. Theorem B has a further corolkq 
which is not immediately apparent and w’hich answers another question of 
I’. Wall. We shall use Max-c to denote the maximal condition for centralizers. 
Thus a group G has Max-c if and only if any chain 
c,(q) < c,(H,) < *** < &&E) < ... fl) 
of centralizers of subgroups HI , H, ,..., H, ,... of G breaks off. Of course, 
since cc3 = cc , the conditions Max-c and Yin-c are equivalent. 1. Hall 
asked whether 6 n (\W%)-groups had to satisfy Max-c. 
Our third result shows that 65 n (?I%)-g roJ . p s satisfy a very strong form 
of Max-c. We say that a group has a jkite central gap nwnber, or merely a 
finite gap number, if and only if there is a non-negative integer g such that in 
any ascending chain (1) of centralizers there are at most g strict inclusions, 
or as vve shall say, at most g gaps. We shall prove 
THEOREXI C. Every Jinitely gewrated Abelian by nilpotent g~~cp has a 
finite central gap number. 
Unlike the first two theorems, this does not extend to ‘Wg-groups with 
Max-n, so perhaps it is worthwhile stating explicitly that it is true for 
!&groups. Indeed we may state 
THEOREM D. Ezery polycyclic by Jinite group has a$nite gap number. 
Of course, since pg-groups satisfy the maximal condition for all subgroups, 
it is obvious that they satisfy Max-c. It does not seem easy to decide whether 
there are finitely generated soluble groups with Max-c which fail to have 
a finite gap number and we leave this question open. 
It is well known (see, for example, [g, p. 541) that linear groups over fields 
have Max-c. It would be interesting to determine which linear groups have 
a finite gap numberl. It is easily seen that if G has Max-c and if x is in G, there 
exists B = e(x) > 0 such that +(P) < cC(xe) for any positive n. This lends 
point to a further question: which linear groups are erernrtic ? 
1.4. ,4beZiafz by polycyclic groups. The methods which we use to prove 
the first two theorems depend rather heavily upon the groups involved being 
Abelian by nilpotent. Also of interest are the Q n (W$)-groups. These, by 
the result of Hall [4], also satisfy Max-n. We have not been able to decide 
whether such groups need be eremitic or stunted. However a certain amount 
1 See the remark on page 434. 
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can be said of them using the same techniques. We shall not, at this stage, 
quote our results in this direction with the generality with which they will 
be stated and proved in section 5. We content ourselves with mentioning 
some of the corollaries. 
We recall that a subgroup H of a group G is said to be subnormal in G 
if and only if there is a chain H = H, Q Hnml 4 ... CJ HI a HO = G of finite 
length connecting H to G. As usual, Hs,G mill be used to indicate that H 
is a subnormal subgroup of G. For a positive integer 71 we shall write H” 
for the subgroup (h”; h E H) generated by the nth. powers of elements 
of H. 
A group G will be called s,-stunted if and only if the central heights of 
subnormal subgroups of G are bounded and G will be called s,-eremitic 
if and only if there is a positive integer e such that for all n > 0 and all 
Hs,G the inclusion c,(W) < cG(Hc) holds. We shall prove 
COROLLARY El. Ezery 6 /7 (W@)-g rou p is S.-stunted and s,-eremitic. 
Whether or not Q n (2l‘@)-groups have to have a finite s,-gap number we 
have not been able to decide. However, writing Max-CS, for the maximal 
condition for centralizers of subnormal subgroups, we are able at least to 
prove 
COROLLARY E2. Ezwy 6 n (‘Z’$J)-group satis$es Max-es, . 
1.5. iModules and group rings. Let r be any group. We shall usually 
write r-modules A multiplicatively and we shall write the image of an element 
cx of A under an element x of r as ol”. Effectively we shall be thinking of the 
pair A, r as being embedded in the natural split extension G = AT with 
A Q G and A n r = I. It then makes sense to use the commutator notation 
[CY, x] = C%P for CL in A and x in r, and for x1 ,..., xr+r in r to use 
[a!, x1 ,... , xrT1] for [[a, xl ,..., x,,.], xr+J. It will be convenient to have a special 
notation for what Gruenberg [2, p. 4421 calls the upper r-series of A. Indeed, 
thinking of AT as a split extension, we shall vvrite, for ordinals 01 and sub- 
groups H of r, 
A,(H) = A n {,(AH). 
Thus for a positive integer n, the subgroup A,(H) of A consists precisely 
of those (Y in A for which [CC, x1 ,..., xn] = 1 for all n-tuples x1 ,..., xTz of 
elements of H. 
We say that the pair (A, r) is stunted if and only if there is an integer 
h > 0 such that for all subgroups H of r the equality A,(H) = A,(H) 
holds. The pair (A, r) will be said to be eremitic if there exists e > 0 such that 
for all n > 0 and for all elements x of r the inclusion A,(.+) < AI holds. 
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Both Theorems A and B are essentially theorems about Noetherian 
r-modules for finitely generated nilpotent groups r. They will be 
consequences of 
THEOREM A". If r is in 8 n % and A is a Noetheran ~-module the?? 
(A, r) is stunted. 
THEOREM B*. If r is in 8 n 91 and A is a Xoetherian T-module then 
(A, r) is eremitic. 
Let r be in 8 i? ‘3 and let R = 2.P be the integral group ring of r. Let d 
be a finitely generated, and consequently Koetherian, r-module. We adopt 
additive notation, temporarily, and write 01 for an element of A and x for an 
element of r. It is clear for n > 0 that A,(x) is the kernel of the endo- 
morphism (I: -+ CX(X - 1)” of A. Theorem A* assures us that there exists 
h >, 0 such that for all n > 0 the equality CY(X - 1)” = 0 follows from 
a(x - 1)” = 0. 
Let B be a submodule of A and consider the pair (AIB, r). By Theorem A*, 
there exists k = ,&(A, B, r) > 0 such that a(x - 1)” E 3 follows from 
ol(x - 1)” E , B, (n > 0). In other words 
A(x - 1)” n B = (A@ - 1)” n 3)(x - l)n--X;, (4 
for all IV in r and for all n > K. In this form Theorem A* resembles the 
Artin-Rees Lemma (see [lo, p. 2101) f or commutative Koetherian rings, 
although our result is concerned with group elements rather than with ideals 
or right ideals of R. 
Suppose that W is any subgroup of r and that IJ is the additive subgroup 
of R generated by all the elements h - 1 with h in H. Theorem A* shows 
that there exists h = h(A, r) >, 0 such that &j” = 0 follows from ap = 0, 
H > 0. It would be interesting to know whether there exists K = k(A, B, I”) 
such that the formula 
corresponding to (2) holds for 12 > K and for all subgroups H of r. We have 
not been able to decide upon this point. 
Writing g for the augmentation ideal of R, we can view the elements x - 1 
as rather special elements of g. It seems possible that there exists N such that 
for all 6 in g whenever aE” = 0 for some n > 0 then CX[” = 0. Again we 
have not been able to decide whether this is really so. It is rather easy to see, 
however, that it is true if r happens to be L4belian. For then R is a commu- 
tative Koetherian ring and the result follows by considering a normal primary 
decomposition of the zero submodule of A. 
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Theorem B* states that there exists e > 0 such that C+ - 1) = 0 follows 
from a(zP - 1) = 0 if n > 0. Suppose ol(l + x -/- *a. + 9-r) = 0 for some 
s > 1. Multiplication by x - 1 yields o@ - 1) = 0. It follows that 
a(Xe - 1) = 0. (3) 
Now(l+x+*.. + xe-I)(1 + xe $ xze + .** + A+-~)~) equals 
(1 + x + a*- + x”‘)(l + xs + 54s + *** + x ce--ljs). It follows, from (3) and 
our assumption, that sa(1 + x + ..* + 9-l) = 0 so that [ = a(1 + x + 
**. + xc-l) has finite order. However, since A is Noetherian, the periodic 
part of A, as an additive group, has finite exponent E, say. Hence ES = 0. 
Using (3) once more we deduce that 
a(l + * + . . . + xer-1) = 0 
Therefore Theorem B* has the following consequence: 
COROLLARY B*. If I’ is in Q n ‘9l and A is a Noetherian r-module then 
there exists m > 0 such that a(1 + x $ **. f x~) = 0 follows from 
ol(l$-x+ ~*~~~~)=Oands>OforaZlolinAandxinr. 
If we now revert to multiplicative notation and form the split extension 
G = AT then any element t of G can be written in the form CW-~ with 01 in A 
andxinI’.Ifs>Othen~=olmx.=.$“l x+. Hence p lies in r if and only 
if 0lcP *** cP *I is trivial. Let m be the integer of Corollary B*. We deduce 
that (ax- l ) nz+l lies in r. Hence the elements of G which have positive powers 
in r all have their (m + 1)th. power in r. 
It is this, or rather a theorem about polycyclic groups inspired by it, which 
is essential for Corollaries El and E2. We shall prove 
THEORRN F. Suppose A is a subgroup qf the polycyclic group r. There 
exists a positive integer d = d(A, r) such that / H : H n A 1 d&ides d for all 
subgroups H of r for which 1 H : H n A 1 is jinite. 
1.6. Examples. We do not lmow of any examples of g3-groups with 
Max-n which are not eremitic and stunted and we leave the question of the 
existence of such groups open. However, we are able to classify the properties 
of being stunted or eremitic or of having a finite gap number according to the 
scheme introduced by Hall in [6, p. 6011. We shall prove 
THEOREM G. (i) There exists a 3-generator group G with G’ nilpotent 
of class 2 which has upper central hezkht W. 
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(ii) There exists a 3-generator group Gl with G’; < &(GJ, which is zot 
uemitic. 
(iii) There exists a 3-generator group G, with G’i $ &(G,) which has Max-n 
but which fads to satisfy Max-c. 
Here, as usual, for a group H the subgroup H’ is the derived subgroup, 
generated by all the commutators [x, y] with x and y in H. 
(ii) and (iii) of Theorem G, together with Theorems B and C, show at once 
that the properties of having a fmite gap number and of being eremitic are 
both W%-properties, in the sense of Hal! [7, p. 3331. In classify+ng the property 
of being stunted we need to introduce a dich.otomy of the commutator sub- 
group functions not mentioned in [S], although it has been mentioned by 
Phiiip Hall during lectures in Cambridge and it was used by Stroud [ll] in 
classifying other sorts of property. We recall a few notions from Nzll’s 
paper LO]. 
Let C denote the set of ali commutator subgroup functions si, obtainable 
from the identity function 6, , decked by S,(G) = G for all groups 6, by a 
finite succession of commutations. The members of C which are of interest 
here are the lower central functions yn , (n > 1), defined inductively by 
‘yr = 6, and yseI = b/n , ~~1, and the derived functions S, , (12 > 0), defined 
by S,+r = FL, hzl, (a t 9. 
Let C+ denote all those elements of C which are of the forms 
y1 or [Y* 3 Y%l ‘@ 
with n > 1, m > 1 and 1’ >, 0; and let C- be ail those elements + of C such 
that 
+ < 1% , u. 
Thus q5 is in C- if and only if every group G for which G” < &(G’) aiso 
satisfies +(G) = 1, while if $ is in CT and +(G) = 1 then for some R 31 
and Y >, 0 the inclusion 
holds. 
m(G) 9 5,(G) (4) 
It is quite easy to see, using Hall’s argument on page 603 of [6] that 
C = C+ u C-. We show that C+ n C- is empty. We need only produce a 
group G with G” < t,(G) which does not satisfy (4) for any n, 7. Let Q be 
the quaternion group of order 8 and let X be 2 cyclic group of order 3. Let G 
be the wreath product Q 1 X. Then t,(G) is the diagonal subgroup, of order 2: 
of the centre of the base group of G. Since (i Q :, / X I) = I, we have 
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It is easy to see that ya(G) = 1/3(G) and that G” is the elementary Abelian 
2-group of order 8 which forms the centre of the base group. Hence Y.~(G) has 
order 8 for all n > 2. Since c,(G) h as order 2, we deduce from (5) that (4) 
holds for no pair n, Y. On the other hand it is clear that G” < c,(G). 
Thus C+ and C- form a dichotomy of C. 
Kow let 4 be in C+ and suppose that G is a finitely generated group such 
that 4(G) = 1. From (4), for some r, the quotient G/&.(G) is in 8 n (5X%). 
A simple induction on r, after Theorem A, shows that G is in X, the class of 
all stunted groups. Hence all finitely generated groups in the variety %& 
determined by + are in X. However if 4 is in C- then not every finitely gener- 
ated soluble group in !B3, is in X. This is so since Theorem G (i) shows that 
there is a finitely generated group G with G” < c,(G) which is not in 3. 
Therefore, in the language of [6], 
Cf = C+(x) and c- = C-(X). 
We have thought it worth while, in view of the difficulty we have expe- 
rienced in trying to find finitely generated soluble groups with Max-c but 
without a finite gap number to include an example concerned with this. 
We shall prove 
THEOREM H. There exists a group G which is nilpotent of class 2 and satisfies 
Max-c but which does not haze a jinite gap number. 
1.7. Layout. The proofs of all our results depend upon what we call 
the Fan Out Lemma. We shall prove this in section 3. Section 2 will consist 
of the deduction of Theorems A* and B* from the Fan Out lemma. In that 
section we shall also make some remarks, not strictly relevant to the main 
results, about other consequences of the lemma. 
The proofs of Theorems A, B, C, D and their corollaries will occupy 
section 4, whilst in section 5 we shall prove the Theorems E and E* and the 
corollaries El and E2. The examples needed to prove Theorems G and H 
will be constructed in section 6. 
2. DISCUSSION OF THE Fxs OUT LEMMA 
AND PROOFS OF THEOREMS A* AND B* 
2.1. Notation and terminology. Let r be a group and A a r-module. 
If (A, r) is stunted then there exists a least non-negative integer h for which 
A,(H) = A,(H) for all subgroups H of lY We call this integer h the height 
of the pair (A, r). If (A, r) is eremitic then there is a least positive integer e 
such that for all n > 0 and for all I in r the inclusion AI < AI holds. 
We call this integer e the eccentricity of the pair (A, r). 
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For a subgroup H of r we shall write q-(H) for the normalizer of H in r. 
When there is no ambiguity about the ambient group r me shall write simply 
Go 
If r is in Q A ‘3 and if H is a subgroup of I’ we shall write i,(H), or simply 
i(H), for the isolator of H in I’. Thus i(H) comprises precisely those elements 
of r which have some positive power in H. For any H, the isolator of H is a 
subgroup and the isolated subgroups of r are the subgroups H Co: which 
H = i(Hj. It is well known (see, for example [5, Theorem 4.5]) that the 
index of H in i(H) is finite. It is also well known (see [5, Lemma 4.91) that 
for such r the operators rz, and & commute. That is to say the normalizer of 
the isolator of H is the isolator of the normalizer of H. In what follows we 
shall use these facts without more ado. 
If r is in ?I3 there is a series 
of finite length such that the factors rJr,, 0 < i < n, are cyclic. The 
number of infinite factors is an invariant of r. We shail call it the Hirsch 
number of r and write it as h(r). It is easy to see that h(aj = h(r) for a 
subgroup d of r if and only if 1 r : d 1 is finite. We shall use this frequentiy 
without further mention. 
For subgroups H, K of a group me shall use [H, $1 to mean 
W, -1 
+ 
if r > 0. 
2.2. The sets x(A, r). Suppose r is in 6 n ‘93 and that A is any non- 
triTia1 r-module, not necessarily Noetherian. The proofs of Theorems A*: 
B” and E* rest upon the remarkable properties of a curious collection ~(~4, r) 
of subgroups of r, which we now define. 
We say that the subgroup X of r is in $A, r) if and only if the following 
four conditions hold. 
,4,(X) > 1; (6) 
n,-(X) is isolated; (7) 
if X < H < r and if A,(H) > 1 then / H : X j is finite; (8) 
if X < H < r and if A,(H) > 1 then q(H) is not isolated. (9) 
It is not at once apparent that there is any subgroup of r at all in r(A, r>. 
That $A, r) is non-empty stems from the simple 
48x/16/3-7 
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LEMMA 1. Let r be in 6 n 9l and suppose H < r. There exists a subgroup 
H,, of finite index in H such that 
n(H,) = in(H). 
Proof. Let K = in(H), let N = n(H) and let I = i(H). Since K =i(N), 
the index 1 K : N 1 is finite. There are therefore onl-y finitely many conjugates 
of H under K. However H < I Q K and 1 I : H j is finite, so that each 
of these conjugates is of finite index in I. We define HO to be fizEK Hz, and 
then HO is of finite index in H. It follows that I = i(H,,) and therefore that 
K = ni(H,) = in(H,,). Hence n(H,) < K. But K normalizes H,, , so that 
K = n(H,), as required. 
It is now easy to prove 
LEMMA 2. x(A, r) is non-empty. 
Proof. There are subgroups H of r with A,(H) > 1 since A is non-trivial 
and equals ,4,(l). Let d be the largest Hirsch number of any subgroup H 
of I’ for which A,(H) > 1, and suppose H is a subgroup of I’ which satisfies 
both A,(H) > 1 and h(H) = d. By lemma 1 there is a subgroup HO of finite 
index in H with n(H,) = in(H). Clearly ,4,(H,,) 3 _4,(N), so that A,(H,) > 1. 
Moreover h(H,,) = h(H) and n(H,,) is isolated. This subgroup HO already 
satisfies (6), (7) and (8). However it may fail to satisfy (9), so me must enlarge 
it slightly. 
If HO < L and A,(L) > 1 then by the choice of d the index 1 L : H,, 1 is 
finite. Hence i(H,) = i(L) and therefore ni(L) = ni(H,,) = in(H,) = n(H,), 
since n(H,,) = in(H) is isolated. Therefore ilt(L) = n(H,,) and this shows 
that n(L) is of finite index in n(H,,). It follows that a(L) will be isolated if 
and only if n(L) = n(H,). 
Let X be any normal subgroup of n(H,,) containing H,, which is maximal 
with respect to having A,(X) non-trivial. The above analysis shows that Xis 
in x(4, I’) This completes the proof. 
2.3, Properties of x(A, r). The purpose of the Fan Out Lemma is to 
show that the set x(4, r) has some very desirable properties. ,4t this point 
we mention just three of these. If H,, , (A E A) are subgroups of a group 
G we shall write DT,,,~ H,, for the subgroup they generate if this happens to 
be the direct product of the H,, , h E A. We use 
(Fl) If X E x(A, r) nnd if T is a tranmersal to the cosets of n(X) in r then 
A,(X)r = g; A,(X)“. 
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(F3) IfX~x(A,IJandifT is a tramwrsal to the cosets of x(X> in I? then 
for n > 0 and II < r 
Here TH consists of those members t of T for which H is contained in 
n(Xy. 
(F4) If ri, , (A E A) are elements of x(A, r) which are mutual& inconjugate 
in I’ and if Yh = A,(X,)r then 
In (F4) we may take the X, , (A E A) to form a complete set of represen- 
tatives of the conjugacy classes of subgroups in s(A, r). The submodule 
generated by all of the YA in this case we shall denote with A*. Since it 
is evident that A* is a r-module of a special sort we call it the s?ecial sub- 
module of A. 
There are two immediate inferences to be drawn from the existence and 
form of A*. Let us say that 1 is irreducible if and only if 1 cannot be written 
as the intersection of two non-trivial submodules of A. We may state 
LEX:VI~ 3. (i) If 1 is irreducible the subgroups in ~(~4, I’) form a &gle 
conjugacy class. 
(ii) [f A is Eoetherian the subgroups in x(A, IJ fall into finite@ many COIZ- 
jzlgacy classes. 
Proof. (i) is immediate from (F4), since it is clear that 1 A ! is no bigger 
than 1. For (ii) we have merely to notice that if in (F4), A were to be infinite 
we could immediately construct an infinite properly ascending chain of 
submodules of A. 
2.4. Proofs of The&ems A* and B* from the Pan Out Lemma. in this 
section we suppose that A is Noetherian. The group r continues to be in 
8 n W. We write A’O) = 1 and for i 3 0 we suppose that A@: has been 
defined and that C, = A!Aia) is non-trivial. We define Au+l? by the rule 
Since A is supposed Koetherian there exists s > 0 such that 
1 = JJ’O’ < AU’ ( .*. < A(“) = -4, (13) 
410 LENNOX -AND ROYBBLADE 
and by the very construction each of the factors of this series is the special 
submodule C* of some nontrivial r-module C. 
These remarks will reduce the proofs of Theorems A* and B* to the con- 
sideration of pairs of the form (A*, r). We have 
LEMXL~ 4. Let B be a submodule of the r-module A. Suppose that the 
periodic part of B has exponent E. If (B, r) and (A/B, F) are both eremitic with 
eccentricities e. 2 , e, respectively then (A, r) is eremitic qf eccentricity diziding 
<e,e, . If (B, r) and (A/B, lJ al-e both stunted with heghts la,, h, then (,4, r) 
is stunted of he@ht at most h, + h, . 
Proof. Suppose 01 is in A and x is in r. Suppose that n > 0 and that 
[a, A+] = 1. Since (A/B, r) h as eccentricity- e, it foliows that [a, PI] is in B. 
But A,(x”) is invariant under (s). Since (B, r) has eccentricity e, it follows 
that [m, ~81, XQ] = 1. Therefore [a, xelen, xelel] is trivial. Since [a, xele@] = 1, 
it follows that [a, xeles] has finite order. Therefore [cu, xelezlf = 1. It is then 
immediate that [cx, x’~~~z] = 1, as required. 
Kozv let H be any subgroup of r. Since (A/B, r) has height h, it follows 
that [-A,(H), n,li] < B. Since (B, r) has height Jz, it follows that 
[B,(H), T,pH] = 1. Hence [A,(H), R1+A2H] = 1, as required. 
Suppose we have proved, for all non-trivial r-modules C, that the pair 
(C*, r) is both stunted and eremitic. (12), (13) and lemma 4 show immediately 
that al! pairs (A, r) are both stunted and eremitic. We therefore consider 
the pair (A*, r). 
Lemma 3 (ii) shows that the subgroups in x(A, r> fall into finitely many 
conjugacy classes. Let Xr ,..., X, be a full system of representatives of these 
classes. (F4) shows that 
A*=@, 
where Yi = A1(XJr, 1 < i < I.. 
It is perfectly clear that A,*(H) for n 3 0 and H ,< I’ decomposes into 
the product Dr& Y&H). To prove Theorems A- and B* it suflices to show 
that the pairs (Yi , r) with 1 < i < r are all eremitic and stunted. Let X be 
a typical X, and let Y = A,(X)r. 
We consider the pair (Y, r). Here (Fl) and (F3) come into the picture. 
Let N be the normalizer of X in r and let T be a transversal to the cosets of N 
in r. We write (10) again as 
Y = II; A,(X)t. 
Now N normalizes X and A; it therefore normalizes A,(X). We wish to 
establish the vital 
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~EMhIh 5. AL(X) is a IVoetherim A?-module. 
This, in a sense, is the crux of the proof. If r, is a subgroup of finite index 
in I’ then A remains Noetherian when viewed as a r,,-module. If r0 has 
i.nfinite index in I’ this is no longer necessarily true, so that there is no simple 
minded way of proving the pair theorems by induction on any of the various 
integers which can be attached to r. We prove the lemma. 
Let 
u1 < u2 < ..* < LT* < ~.I (15) 
be any ascending sequence of N-submodules of Ai( We form the series 
Ly- < uqr < I 1 . . . < c,r r < . . . n (16) 
of r-submodules generated by the Ui . Since A is xoetherian this chain (15) 
must break off and consequently so also must the chain 
iLy in A,(X) < u2= n a,(x) < ... < r;,r in Lll(X) < . . . . (17) 
However, since T/‘i” = Vi , it follows that Stir = nt,r tiyig, and this from (14) 
is a direct product. Hence Uir n A,(Xj is merely the l-component of zJi’: 
viz. C.ri itself. Therefore (15) and (17) are the same chain. This establishes 
lemma C 4. 
Kow X centralizes A,(X) so that -4,(X) is a h’oetherian AT/X-module -. 
Let U = Iz,(X) and L = AT/X. It is clear that (CT, N) will be stunted and 
eremitic if and only if (U, L) is. Suppose that we have shown that (C? N) is 
stunted of height h and eremitic of eccentricity e. The same is clearly tr?le 
for the conjugate pairs (V, W) for t in T. Hence for i in T: 
if H < Nf then Uwt(N) = Lrhf(Nj, (18j 
and 
if x E Art and n > 0 then Urt(rz) =< U t[xe’ I\’ !- (t-9) 
We nom recall formula (1 l), which with the present notation may be written 
as 
if H<r then Y,(H) = Z&r C.‘,‘(H). (20) 
‘7 
Now (18) and (20) together show that Y;(H) equals Yj~(iY). This shows that 
(Y, I’) is stunted and completes the proof of Theorem A*. 
To complete the proof of Theorem B*, we must show that (I’, rj is 
eremitic. We notice that if n > 0 and U1;(xn) > 1 then (20) shows that sz 
lies in W. But from (7), since X is in x(-4, I’), the subgroup W is isolated. 
It follows that x is in N”. Therefore E;(P) = DrtETtTl C:(P) from (20). 
From (19) any nontrivial component subgroup U,$(.P) is contained in 
Ult(xe). Hence Y1(xn) < Y1(xe), so that (Y, rj is eremitic of eccentricity e; 
as required. 
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We have therefore reduced the proofs to the consideration of the pair 
(U, L). This we need to show is both stunted and eremitic. Suppose that 
1 < K < L and that Cl(K) > 1. Since L = AT/X, the subgroup K has 
the form H/X for some H > X. Since Yl(K) > 1 it follows that A,(H) > 1. 
Since X E x(A, r) we know from (8) that ; H : X ( is finite. Hence K is finite. 
In such a situation it is rather easy to see that (I/‘, L) is both stunted and 
eremitic. We state this in 
LEMMA 6. If U is a Noethuian L-module with L in Q n % and ;f 
U,(K) = 1 for all injnite subgroups K of L then (U, L) is stunted and eremitic. 
We shall prove lemma 6 in section 4.4, when we are dealing with rather 
more general situations. 
We have reduced the proofs of Theorems A* and B* to the proofs of (Fl), 
(F3) and (F4) of the Fan Out Lemma. 
2.5. Further properties of s(A, lJ. We pause here to take further stock 
of non-trivial Noetherian r-modules A with I’ in Q n %. In particular we 
consider further the special submodule A*. 
We know from lemma 3 (ii) that the subgroups in x(A, r) fall into finitely 
many classes with representatives X, ,..., L XT say. The periodic subgroup of 
n(Xi)/Xi is finite. Suppose it has order llzi and let 
We prove 
m = mlmP a.0 m, (21) 
LEN- 7. Let m be dejined by (21). If H < ris such that A,(H) > 1 then 
there exists X in s(A, IJ such that 1 H : H n X ( divides m. 
Proof. From lemma 1 there exists a subgroup H,, of H of finite index in H 
whose normalizer is in(H) and consequently isolated. Hence there exist 
subgroups K of r satisfying 




1 H : H n K 1 finite. 
Let d be the biggest Hirsch number of any K satisfying (22) and let .M be 
the set of all K < I’ which satisfy (22) and have their Hirsch number equal 
to d. Let X be any maximal member of -&. It is immediate that X satisfies 
conditions (6) to (9) and therefore X is in x(A, r). 
Since ) H : H n X ! is finite we deduce 
H < i(H) = i(H n X) < i(X) < k(X) = in(x) = n(X). (23) 
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‘I’herefore H normalizes X. Since XHIX is finite, it has order dividing the 
order of the periodic part of n(X)!X. But X is conjugate to one of the Xi so 
that I N : H n X ! divides nz, as required. 
The above argument, in particular the section i(H) < i(X) of (23), shows 
that the maximal members of the set 
4=@(H); H<r and 4(H) > I> 
lie amongst the i(X) with X in x(4, r). Using lemma 3 (ii), we deduce 
LEiLIXA 8. The maximal members of .p fall into f%rite& many conjugacy 
classes. 
Whether the i(X) with X in ~(4, r) all have to be maximal members of .if” 
does not seem to be clear, except for the X of biggest Hirsch number. For in 
this case if z!(X) < i(H) with H < r and 4,(H) > 1, it follows from lemma 7 
that there is some X* in ~(-4, r) with i(H) < ;(X*). But then i(X) < i(Xv>, 
which contradicts the choice of X. If 1 is irreducible the members of ~(-4, r) 
are all conjugate bv lemma 3 (i), and therefore have the same Hirsch number. 
In this case we can be sure that the i(X) for X in x(4, r) are the maximal 
elements of 9. 
The question arises as to whether the subgroups H of r maximal with 
respect to A,(H) > 1 fall into finitely many classes. We have not been able 
to decide upon this. The most we can say is expressed in 
LEMMA 9. The subgroups H of r maximal su@ect o iZ,*(H) > i fall in.to 
jhitely many classes. 
PYOC$ Let Yi = A1(XJr, 1 < i < Y. If A,*(H) > 1 then there exists 
i with 1 < i < I and ITi,, > 1. By (11) with n = I, it follows that there 
is some t with 4,(X$ n A,(H) > 1 and H < Arft, where Ar$ is n(Xij. This 
shows that A,* (Xt , H) > 1 and since H is maximal with A,*(H) > 1 
we deduce that Xit < H < :Vit. We know from (8) that HjXit has to be 
finite. Hence H is conjugate to one of the finitely many subgroups between 
Xi and N< which have Xi of finite index. The result follows. 
Bearing in mind the two methods of proof, that of lemma 7 and that of 
le-mma 9: we are tempted to conjecture that for a subgroup H of r such that 
A,(H) > 1, me also have .4,*(H) > 1. If this were so, it would settle the 
earlier question. 
We remark that if H is maximal in rsubject to A,(H) > i then A,(H).H, 
viewed as a subgroup of the split extension AI’ is easily seen to be maximal 
nilpotent. If the above question had a positive answer the maximal nilpotent 
subgroups of Ar obtained in this way would fall into finitely many r-classes. 
As it is we can be sure only that the ones arrived at in this way where the 
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subgroup H satisfies A,*(H) > 1 fall into finitely many classes. This is what 
was alluded to in the introduction as the beginnings of a possible Carter 
theory for 6 n (WI)-groups. 
It is worth remarking, perhaps, that for X in x(A, r) the group A,(X)r. r is 
a special sort of twisted wreath product. Twisted wreath products were 
discussed briefly by B.H. Neumann in [9]. Possibly, in view of their 
appearance here, a closer study of these would be worthwhile. 
3. THE FAX OUT LEMMA 
3.1. Statement and notation. In this section we shall be dealing with a 
finitely generated nilpotent group r and a non-trivial, not necessarily 
Noetherian r-module A. The set x(A, r) has already been defined in section 2. 
We state the 
FAN OUT LEMMA. (Fl) If X is in x (A, r) and ;f T is a transversal to the 
cosets of n(X) in .T’ then 
Al(X)’ = I& A,(X)‘. 
(F2) If X is in x(A, r) and if B is a submodule of A then B n (A,(Xr) is 
non-triw’al only if B,(X) > 1. 
To simplify matters we shall use the letters X, X1, X, ,... to denote 
members of x(A, r). Corresponding to these we shall use U, U1 , Us ,... for 
the subgroups A,(X), ,4,(X1), A,(X,),... and Y, Yr , Ya ,... to denote the 
submodules Ur, C,71r, Lrsr ,.... We shall always write N for the normalizer 
in r of X and T for a transversal to the cosets of N in r. For H < r we shall 
use TH for the subset of T comprising those elements t for which H < W. 
3.2. Co?rsequences. In proving the Fan Out Lemma we shall need first 
some consequences of it. These we state in 
LEMMA 10. If (Fl) and (F2) both hold then so also do: 
(F3) For x E x(A, r), 
YnW = & L7nfW) 
for all 11 > 0 azd all H < r; 
(F4) If X, , (h E A) are elements of x(A, r) mutually inconjugate in r then 
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(FS j If Xl ?.  . , X,. are elements of ~(-4, r j mutually inconjugate in I’ and ;f B 
is a sub~module of A such that B [C-I (Y,Y, ... YTj > i then there exists i with 
1 < i < T such that B,(X,) > I. 
Proof. We split the proof into three parts. 
(a) (F3) foZZor~s from (Flj. For suppose (Fl j holds and that 
1 f 5 E Y,(H). Suppose that n > 0 and that the formula of (F3) holds 
with n - 1 replacing n. 
By (FL) we have 
Y = I?; v. (29 
There exist distinct elements t, ,..., t,. in T and non-unit elements zdr ,..., 2c, 
of 17 with l = u> *.* u> . Let x be in H, then [e, x] is in Y,+i(H) and there- 
fore by the induction hypothesis 
Suppose if possible that iPx does not equal Ctj for any j with 1 < j < Y. 
Then z@” has to be a component element of the direct product in (26). Hence 
n > 1 and u$” lies in Ut for some t in TH . From (25) we deduce that 
Vi” = Crt and thence that IV@ = Xt. However t is in TH , so it follows 
that H < N” = Arti”. This shows that H < :W and therefore U~fi+ = Util 
a contradiction. 
Therefore H permutes W,..., Vi. There exists a subgroup H,, of finite 
index in H such that HO normalizes each of VI,..., CP. From (25j the 
normalizer of U in I’ is precisely N. Hence H,, lies in each of ?Vl,..., ATt~. 
However iv, being the normalizer of a subgroup in x(A! T) is isolated by (7j. 
It follows that H < n$ WC. In other words t, ?..., t,. all belong to TH . 
Moreover (26) now shows that for each i with 1 < i < Y the element 
z@z&~” lies in C&(H). Therefore ui is in ~~~iHj. This shows that t iies 
in LbH LTnt(H) as required. 
xe’ext we show 
(b) (F4)foZ!oz~~fronz (Fl) and (F2). F or suppose (Fl j and (F2) both hold. 
By (a) we know that (F3) also holds. We prove (F4) by induction upon r: 
showing that if Xi ,..., X, are elements of x(A, r) mutually inconjugate in T 
YlY2 *-- Yr is a direct product. 
Suppose T > 1 and that B = YaYa ... Y, is direct, but that Y,B is not. 
We assume therefore that Yr n B > 1. It follows from (F2j that B,(X,) > 1. 
Since B is the direct product of the submodules Ys ,..., Yr it must happen, 
for some i between 2 and Y, that Y,,,(X,) > 1. 
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To simplify the notation we write X for X, . Since i > 2 we know that 
X and X, are inconjugate in r. (27) 
We also know 
l-1(X,) > 1. (28) 
We shall show that we are led to a contradiction. From (F3) we know that 
It follows from (28) that U1t(X,) . IS non-trivial for some t. In other words 
A,(Xt) n ,4,(X,) is nontrivial. Hence 
A,(Xt, XJ > 1. (29 
From (27) and the definition of r(A, r), neither of Xt, X1 contains the 
other. Therefore, writing N for (X6, X,j, it is clear that 
Xt < H and Xl < H. (30) 
Since both Xt and X, are in x(/l, r) it follows from (29), (30) and (8) that 
1 H : Xt j and 1 H : X, 1 are both finite. Hence i(H) = i(Xt) = i(X,). Taking 
normalizers we deduce that G(H) = ni(Xt) = ni(X,). But, as we have 
remarked, in = ni and we know from (7) that n(XJ and n(Xt) are both 
isolated. Therefore in(H) = in(Xt) = in(X,) = n(X*) = n(X,). Hence 
n(H) < n(Xb) = n(X,). (31) 
But H = (X, , Xt) so that =(X1) = n(Xt) normalizes H. The inclusion (31) 
now shows that we have violated (9). This contradiction establishes (b). 
The last part of lemma 10 is easier. 
(c) (F5) follows from (Fl) and (F2). Suppose (Fl) and (F2) both hold. 
We prove (F5) by induction on r. The case Y = 1 is just (F2). We suppose 
therefore that r > 1 and that B n (YIYz *.. YT) > 1. Let C = YzYa a** Y, . 
We suppose that B n Y1 = B n C = 1 and produce a contradiction. 
Since B n ( YIC) > 1 it follows that Y1 n (BC) > 1. From (F2) we deduce 
that (BC),(X,) > 1. In other words (BC) n A,(X,) > 1. Since BC is direct 
we must have either BI(XI) > 1 or else C,(XJ > 1. The former possibility 
contradicts B n Y1 = 1, whilst the latter contradicts C n Y1 = 1 which 
we know from (F4). 
3.3. Proof of the Fnn Out Lemma. It is convenient to abstract one part 
of the proof before embarking properly. 
LEMMA 11. If X is in &(A, T) and if A is an isolated subgroup of r con- 
taining N then X is in x(4, A). 
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Proof. We must check the four quaiifications (6) to (9) for membership 
of x(A, 4j. Since X < N < A and A,(X) > 1 it is clear that (6) and (7) 
hold. Also (8) holds for subgroups H of A properly containing X since X 
is in x(./l, r). To see that (9) holds we must show that if X < H < A and 
A,(H) > 1 then n,(H) is not isolated in A. 
We already know from (8) that ! H : X 1 is finite, so that as before 
in(H) = k(Hj = n;(X) = in(X) = tz(X). Hence n(H) < n(X), Therefore 
z(?$) < M < A and we deduce that n,(H) = nA(Hj. If n,(H) were isolated 
in A then since A is isolated in r by hypothesis, it would follow that 
n,(H) = Q(H) would be isolated in S. But this is not so by (8), since X is 
in ~(4, rj. Hence n,(H) is not isolated in 4, as required. 
We prove the Fan Out Lemma by induction on the Hirsch number h(r) 
of r. If 12(T) = 0 then r is finite and every subgroup X in x(&l, r) has 
~z(Xj = r. That is to say X is normal in r. In this case both of the statements 
(Fl) and (F2) are trivial. We suppose therefore that k = h(r) > 0 and the 
lemma has been proved for all pairs (A, A) such that h(Aj < h. 
For a subgroup H of r the normalizer series 
H < n(Hj < T?(H) < -.. < T+(H) < ~.. 
reaches up to r in at most c steps if r has class c. That is to say n”(H) = fi. 
There is therefore a smallest positive integer wz such that rP(Nj = r. We 
write this wz as T+(H). 
Let X be in x(A, r). If m,(X) = 1 then X is normal in r. Again both 
(Fl) and (F2) are trivally true. We suppose therefore that .my(Xj = m > 1. 
Let A = n+l(X). Since n”(X) = r we know that A normal in I’. Also, 
since X is in s(A, r), the normalizer &Y) is isolated. Since i and n commute, 
all the terms nf(X) of the normalizer series of X are isolated. In particular A 
is isolated. Moreover A, as an isolated proper subgroup of r, has Hirsch 
number strictly less than h. By the induction hypothesis we deduce that 
(Fl) and (F2) hold for the pair (A, 4j. 
Now for x in r the conjugate -%? of X is also in s(A, r) and 
n(X=) = n(X)” < dZ = A. By lemma 11, therefore, every conjugate of X 
in r lies in x(/I, A). 
Let R be a transversal to the cosets of N = n(X) in A. Using (Fl) for the 
pair (A, A j TVS have 
A1(X)~ = gi A,(X)‘. (32j 
Let S be a transversal to the cosets of 4 in r. It is easy to see that 
if sr , sg are different elements in S then ) 
Xsl and XSz are not conjugate in A. j (33) 
418 LENNOX ASD ROSEBLADE 
For if 6 E A and X816 = Xs2 then sr 8 s;i is in :Ir and consequently in A. 
But A is normal in I’ so that srs;’ E A follows. This shows that si and sa 
cannot be distidct. 
From lemma 10, since (Fl) and (F2) hold for (A, A), we know that (F4) 
also holds. Bearing (33) in mind we deduce 
g a,(Xs)d is direct. (34) 
Now let T = RS. This T is a transversal to the cosets of N in r, and we have 
Al(X)’ = Al(X = fl Al(X = n S,(XJ)~. (35) 
SES sas 
By (34), this product is direct over S. But (32) and (35) together now show 
that 
A,(Xy- = II; Al(X)=. 
ses 
Finally 
Y = l3; C.-t. (36) 
Since (36) holds for this particular transversal T, it holds for all transversals. 
This establishes (Fl). 
We now establish (F2). Again from the inductive assumption and lemma 10 
it follows that (F5) holds for (A, A). Therefore, again using (33), we deduce 
that 
if B is any A-submodule of A and if \ 




some s in S. 
Now let B be any r-submodule of A and suppose that B n Y > 1. 
By (35) and (37), since B is also a A-submodule of A, we deduce that there is 
some s in S with B,(Z) > 1. But B”-’ = B so that transforming with s-r 
yields the desired B,(X) > 1. This establishes (F2) and therewith is the 
proof of the Fan Out Lemma complete. 
4. PROOFS OF THEOREMS A, B, C, D AND THEIR COROLLARIES 
4.1. ~Votution. The symbol a mill denote a set of primes and P will 
denote the set of all primes. The set w’, complementary to w, is P\w. If 72 
CXNTRLITY IX SOLUBLE GROUPS 419 
is a positive integer it is a w-number if the only primes dividing ?z belong to 
w. We write nz for the greatest w-number dilriding n. If x is an element of a 
group G we say that x is finite if (x) is, and write G, for the subgroup of G 
generated by all the finite elements of G whose orders are w-numbers. For 
example, for an Abelian group A the periodic subgroup of B is A, I 
If G is a group such that the orders of the finite elements are bounded u-e 
define C(G) to be the least positive integer E for which 5’ = 1 holds for every 
finite element s of G. For other groups G we say that E(G) is infinite. 
If G is stunted, then the height of G will be the least upper bound of the 
central heights of subgroups of G. If G is an eremitic group, the e~ce~ztricit~ 
of G tvill be the least positiv L integer e for which +(s”) < c,JP) holds for 
all 72 > 0 and for ali x in G. 
4.2. Lemmas on $nite elements. Here, and in the next paragraph, we 
state and prove a few elementary facts which are no doubt well-known. 
However we wish to tailor their statements to our needs. 
LEMMA 12. Let H be a group and suppose Z and L are normal subgroups of 
H. Szlppose L, = Z f3 i,(L), (?z 3 0). If E(L,) = E is finite then E(L~,+~L~) 
divides E for all n > 0. 
Proof. This is by induction on fz. Suppose n > 0 and E(L~+~L~) divides E. 
Let * denote the homomorphism of H onto H/LE and suppose x is in Ljzee ~ 
Suppose that xr EL+~ for some r > 0. Let A be in L. Then 
p, A] * = 1 = [X, xi”‘. 
By hypothesis, [x, hIYE = 1 and therefore [.v, h] * = 1. In other words! 
since X is arbitrary, [xE, L] < L, . This shows that xE is in Lzel , Therefore 
E(L,JL,,~) also divides E, as required. 
LEMMA 13. [f K is sohble .with Max-n. thelz E(K) is $nite. 
Proof. If K is Abelian then K is finitely generated and E(K) is the exponent 
of Kp . We use induction on the derived length of K. If K is not Abelian 
there is some normal Abelian subgroup A of K such that K* = K/A has 
derived length lower than K, and we may assume that E(K*) = cl , is finite. 
Now A as a normal subgroup of K has the maximal condition for charac- 
teristic subgroups and therefore A, has finite exponent ~a , say. If x is a finite 
element of K then X* is a finite element of K* and so ~1 E A, . Therefore 
XQQ = i and so E(K) divides EWE? . 
4.3. Lemmas OR central heights. We begin by stating a result of Baumslag 
(effectively Lemma 3.8 of [l]). 
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LEMMA 14. Suppose p is a prime and that r is a jkite group of order pn. 
Suppose also that A is a r-module with A = A,. If c(A) = pm then 
A = A,(T) for some f = f (n, m). 
The integer f depends only uponn, mandp and, as with the similar integersg 
and h below, we may clearly suppose that it is an increasing function of each 
argument. It is a slight extension of Baumslag’s result that we shall need. 
LEMMA 15. Suppose I’ is a jinite group of mder r and that A is a ~-module 
wzlh e(A) = E j%ite. If ,4 = A,(r) then A = AB(r) for some g = g(c, r). 
Proof. Let B = A/A, and let b E B,(r). For x in r, we have 
[b, x’] = [b, ix]’ = 1. s ince BP is trivial it follows that [b, X] = 1. This 
shows that B,(r) = B,(r), but since A = A,(r) we deduce that 
B = B,(r) = B,(r). Hence 
L-4 Cl < A,. (38) 
Let p be a prime and let r(p) = r,,jr;, . Then r(p) is a p’-group. For 
any subgroup C of A,,,(r,,), the subgroup [C, r,s] is a homomorphic image 
of the tensor product C 0 r(p). It follows that A&r,,) = A,,Jr,,) and 
therefore that [A,, r,,] = 1. Hence A, is a J’jr,p-module. By lemma 14 
we have 
[~4,J(A = 13 (39) 
with 
t(P) = f (P 9 1% rzJ log, %)* w 
(39) and (40) together show that 
L‘%,srl = 1 (41) 
with 
s = r$$X t(p). (42) 
Combining (38), (41) and (42) we deduce that [A, ,r] = 1 with 
g = g(E, r) I= 1 + s. 
From lemmas 12 and 15, we may now prove 
LEMMA 16. Suppose L is normal in H and that H/L is j%ite of order Y. 
Suppose that c(L) = E is jinite. If c,(L) = &+,(L) then cB(H) = [h+l(H) fm 
some h = h(Z, r, E). 
Before proving this we notice that it has the 
COROLLARY 16. Suppose K is a stunted group with E(K) finite. If G is a 
jinite extension of K then G is also stunted. 
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For if H is any subgroup of G we may detine L to be H n K and appeal to 
the lemma. 
Proof of lemma 16. Let 2 = c,(H) and L, = 2 n QL) for n > 0. 
Then Z n L < i,(L) = 1,(L). Therefore L, = 2 n L. NOW E(L,) divides E. 
Let 111% be L,+JLLn for 11 > 0. Lemma 12 shows that QV&J divides E. 
\ rT~w H/L = r is finite of order r, and for each n the group .M’, is a -r- 
modu!e. If g = g(E, r) is the g of lemma 15, we deduce, since lW9 = n/r,,(r), 
that 
[M,,,iq = 1. (43) 
(43) shows immediately that 
k&f1 = 1, 
so that 2 n L is contained in &,,(H). However Zj(Z fi L) is isomorphic 
with ZLIZ and has order at most Y. It follows that Z is contained in &,+JH). 
Therefore h(Z, Y, C) may be taken as I~(E, r) + T. 
4.4. Proofs of Theorems A and B. We need a iemma about extensions. 
LEXMA 17. (i) Suppose A is an Abelian normal subgroup of the group G 
and that r = G/A. If r is stunted of height h, and (A, r) is stunted of height 
hl , &m G is stunted of height at most h, + h2 . 
(ii) Suppose K is normal in G and G/K is eremitic of eccentricity e2 .If there 
exists e, > 0 such that cK(xn) < cK(xcl) holds for all x in G and for all n > 0, 
and if E(K) = E is$nite then G is eremitic of eccentricity dtiiding eelep . 
Of course, in (ii) if K = A is Abelian and r = GIA then (ii) says that G 
is eremitic if both r and (A, r) are and if E(A) is finite. We haye expressed 
(ii) differently because we wish to deduce the 
COROLLARY 17. Suppose K is an eremitic group z&h e(K) $nite. If G in 
a-finite extension of K then G is also eremitic. 
For suppose r = G/K and that r is finite of order r. Suppose K has 
eccentricity ea . Let x be in G and let n > 0. Then 
Since T is obaiousiy eremitic, the corollary follows from the iemma. 
Proof of lemma 17. (i) is immediate, cf. lemma 4. For (ii) suppose n > 0 
and that x, y are elements of G. Suppose y E C&P), so that [y, x”] = 1. We 
have to show that [JJ, xEelep] = 1. L t e z - y, ,xelez]= Since G/K has eccen- [ 
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. . 
tricity ea , it follows that [y, ~z] lies in K. Hence z is in K. Moreover ,a 
commutes with ZP. By the hypothesis x is in c&l) and therefore x is in 
cK(xelez). Hence 
The proof noft proceeds in the same way as that of lemma 4. Since 
[y, %elezlz] = 1, equation (44) shows that x is a finite element of K. From 
hypothesis, it follows that zE = 1. We deduce from (44) that [y, XEQ@] = 1. 
Now let I’ be in Q n %. Obviously r is stunted of height equal to the class 
of r. Moreover .5(&(r)) = E is finite. Lemma 12 with H, L and 2 all equal to 
rshows that ~(c,+,(r)fc,(r) (d’ - d ni es E for all n > 0. Is. trivial induction on the 
class of I’, using lemma 17 (ii) shows that I’is eremitic of eccentricity dividing 
8-l. Therefore Theorems A and B both follow from lemma 17 and 
Theorems A* and B*. To complete the proofs, we need only deal with 
lemma 6. 
We suppose B is a Noetherian I%nodule and that A,(H) = I for all infinite 
subgroups H of r. We have to show that (A, r) is stunted and eremitic. 
It is clearly enough to show that (A, r,) is stunted and eremitic. But I’, is 
finite and AT, is a finite extension of the Abelian group 4. The result follows 
from corollaries 16 and 17. 
4.5. Proofs of corollaries d and B. We use a recent result of Wilson [14]. 
LEMMA 18. Suppose that K is a subgroup of jinite index in G. If G has 
Max-n then so does K. 
This shows that the corollaries are questions about finite extensions of 
%*-groups with Max-n. Since c(K) is finite for any W-group K with Max-n 
by lemma 13, it is sufficient by corollaries 16 and 17 to show that every g2- 
group with Max-?z is stunted and eremitic. We shall in fact omit the proof that 
such groups are stunted. This is deduced by induction in exactly the same 
way as we now deduce that the !R2-group G with Max-n is eremitic. 
There exists a normal subgroup K of G such that both K and G/K are 
nilpotent. We use induction on the class of K Since we know that @i n (W%)- 
groups are eremitic by Theorem B, we may let A be cl(K) and assume that 
r = G,/A is eremitic. Since ~(-4) is finite, we need only show, according to 
lemma 17 (ii), that the pair (A, r) is eremitic. Let I’, = G/K. Since 
[A, K] = 1 the eremiticity of (A, r) will foll ow from that of (A, r,). However 
G has Max-n so that A is a Noetherian r,,-module. Moreover J’, is in (li n ‘%, 
so that Theorem B gives (A, r,) eremitic. 
4.6. Proof of Theorem C. We recall a well known result which we state 
for polycyclic by finite groups since we shall need it in this form later on. 
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LEMMA 19. Suppose I’ is in ‘$3 and e > 0. There exists an integer 
M = M(e, T) such that H/He is finite of or-deer diciding M for eaery .&group 
H I$ r. 
We omit the proof. Theorem C can be proved directly from Theorem B 
However it is more convenient to prove it by way of a pair theorem. In what 
follows r is to be a 8 n %-group and B is to be a Noetherian r-module. 
The pair (A, r) has a finite gap number if and on!y if there exists a non- 
negative integer g such that in any sequence 
Ai < *.. < A,(H,) < ... (45) 
of A-centralizers of subgroups HI , H, ,... of r there are at most g gaps, 
We prove iirst 
THEOREM C”. The pair (A, I’) has a jkite gap number. 
Proof. From Theorem B”, the pair (;4, r) is eremitic. Let its eccentricity 
be e. Suppose we have a sequence of type (45). Since A,(H) < A,(K) 
implies A,(H) < A,(H, K), there will be no loss in assuming that 
HI > H2 > 0.. > H, > -... (46) 
Since the Hirsch number h of r is finite there can be at most h indices 
n for which h(H,) > h(H,+,). H ence chain (46) breaks up into at most 
h $ 1 stretches, where in each stretch H, > H,,, > *-* > Ha > -.- all 
the terms have the same Hirsch number. Let M = M(e, r) be the integer 
of lemma 19. We prove Theorem C* by showing that in any such stretch 
there are at most log, M gaps in the corresponding stretch of chain (45). 
We may therefore assume that (46) is one of the stretches with all the terms 
having equal Hirsch number. In other words we assume for each n >, 1 
that / HI : H,,, 1 is finite. We show that (45) has at most log, M gaps. There 
exist integers r, such that H2 < H, . Hence A,(H,) < A,(Hp). But e is the 
eccentricity of the pair (A, r) so that A,(H,rJ < A,(H”). Writing K = NT” 
we have 
A(H,) d 4(K), (n 2 1) (47 
Now if H,K = H,+,K, then 12r(~Y,) n A,(K) equals ,4,(H,_;,) n A,(K). 
From (47) it follows that AI = A,(H,,J. Therefore gzps in chain (45) 
can occur only at places corresponding to gaps in the chain 
H,K >, H,K > ... >, H,K > .--. 
But by lemma 19, the order of HI/K is most XI, so that there at most log, M 
gaps in this chain, 2s required. 
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We now deduce Theorem C from Theorem C*. Suppose G is in 6 n @I%). 
Suppose A is a normal Abelian subgroup of G such that I’ = G/A is nil- 
potent. Suppose that HI , H, ,... are subgroups of G such that 
Cl < c, < *.. < c, < *** (48) 
with C, = c,(H,J, (n > 1). From Theorem B we know that G is eremitic. 
Let its eccentricity be e and let M = M(e, r> be the integer of lemma 19. 
We suppose first that 
and that 
C,nA = C,nA, (n 3 1) (49) 
i AC, : AC, 1 is finite, (n 3 1). (jo) 
Since AC,/A is isomorphic with C,/(C, n A), (49) and (50) together 
show that / C, : C, 1 is finite for all IZ > 1. Writing C for Uz=‘=, C, we deduce, 
as in the proof of Theorem C* that H, centralizes Ce. Hence 
C” < c, . (51) 
It follows that (AC)” < 4C, . Writing L = AC/A and R = ACJA we 
may say that Le < K. From lemma 19 the order of L/K is at most M. There 
are therefore at most log, IM gaps in the chain 
However if ACn = ACYn+, then (49) together with C, < C,+, shows that 
C, = C,+, . It follows that there are at most log, N gaps in the chain (48). 
We now deal with the general situation, that is, not assuming (49) and (50). 
Since C,, n A is cR(Hn), it is precisely A1(AHJA). From Theorem C*, we 
know that the pair (A, r) has a gap number, say g. Therefore in 
there are at most g gaps. 
Further, since r is in 8 r? 93 it has a finite Hirsch number h, say. There 
are therefore at most 12 indices n for which h(AC,/A) < h(=2C,+,/~4). For 
other indices m we have i AC,,, : AC, ! finite. 
This shows that the chain (48) breaks up into fewer than (h + l)(g + 1) 
stretches C, < C,+, < ..., where in each stretch the members have the 
same intersection with A and neighbouring members C, < C,+r satisfq- 
I AG,, : ACYa / finite. According to the case with which we have already- 
dealt, none of these stretches can have more than log, M gaps. Hence (48) 
as a whole has no more than (h f l)(g f I)(log, M - 1) gaps. This proves 
Theorem C. 
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4.7. Proof of Theorem D. We remarked in the introduction that ‘$3 is a 
subclass of (933)~. Therefore ‘!jJjJ < (%?l)~. It follows from corollary B 
that ali v&roups are eremitic. However corollary B depends upon the 
Fan Out Lemma which was necessary to establish that 8 n (a%)-groups 
were eremitic. It is perhaps worthwhile pointing out that in proving that 
(%%)g-groups with Max-a are stunted and eremitic, the intricacies of the 
Fan Out Lemma are not essential. That (%%)g-groups with &Iax-n are 
stunted and eremitic will follow, as did corollary B from Theorem BY from 
the fact that 6 n 2%groups are stunted and eremitic. This in turn follows 
from knowing that (A, r) is stunted and eremitic if l= is in Q n U and A is 
a Noetherian r-module. For this special case of Theorem B”, vast simpli- 
fications in the arguments occur. One merely notices, in this case, that for 
all H < r the centralizer A,(H) is a submodule of A, and also that the set 
x(/l; r) is precise!y the set of all subgroups X of r maximal with respect to 
A,(X) > 1. 
The proof of Theorem D has virtually been given in the previous paragraph. 
Suppose that G is in @j. Let K be a polycyclic nornal subgroup of finite 
index in G. Let 
c, < c, < ..a < c, < ... :ql \- i 
be an ascending chain of centralizers in G. If i C,+, : C, ) is infr,nite, then 
1 C,_, r! R : C, n K / is infinite and hence iz(C, fi Kj < k(C,l, t? K). 
Therefore in (52) there are at most r = ii(K) indices n for which j CZ+.r : CTE i 
is infinite. Therefore (52) splits up into at most T + 1 stretches, where if 
Cii and C,,+l are in the same stretch the index i C,+, : C, 1 is finite. Let e be 
the eccentricity of G and let M = M(e, P) be the integer of lemma 19. By 
exactly the same argument as in the proof of Theorem C, we deduce that 
(52) has at most B + (r I I) log, M gaps. This proves Theorem D. 
5. E~~ENSIOSS OF THE THEOREMS TO ?I!+?-GROCPS 
5.1. Proqf of Theorem F. Let A be a subgroup of the polycyclic group .K 
We must show the existence of an integer d = d&l, r) such that 1 H : H fi A I 
divides d whenever H is a subgroup of r such that i H : H c A j is finite. 
Since ‘7 .< (WK>~ there is a normal %?I-subgroup rG of r of finite index. 
Let ! r;r, i be r. If $<.A A r, , r,) exists and equals d,, , it is quite clear 
that djd, r) can be taken as d,r. In other words we may assume that r, = r 
and that r is in YN. 
Suppose that 1V is a normal Q-subgroup of r with r/N dbelian. Let 
A = <,(~V>. We prove the theorem by induction on the class of A? Since 
r::Y is Abelian and since the theorem obviously holds if r is Abelian, we 
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may assume that if * denotes the natural homomorphism from I’ onto I’/A 
that d(A*, F) = d* exists. Suppose d(A, Ad) exists and equals d’. Suppose 
also that H < rand that 1 H : H n A 1 is finite. Then 1 H n (AA) : H n A 1 
divides d’ and 1 H* : (H n (aA))* 1 divides d*, so that 1 H : H n A 1 divides 
d’d*. Hence d(A, r) may be taken as d/d*. 
We may therefore assume that J’ = AA. Let Q equal fiosr AZ. Since 
1 HQ : (HQ) n A j equals / H : H n A I, we may assume that Q is trivial. 
It follows since [A, NJ = 1 that A’ = 4 n A = 1. Now r is eremitic with 
eccentricity e, say. Suppose I H : H n A 1 is finite of order TZ. Then H” < A. 
Since A is Abelian we deduce that HE < +(A). But c,(A) is the direct product 
of cA(A) and A. Moreover H Bn < A. Hence, if m is the order of the periodic 
part of cA(A), it follows that H em < A. Let M = M(em, r) be the integer of 
lemma 19. Then 1 H/H&” ; divides M. Therefore d(A, r) can be taken as M. 
Of course, we could have appealed in the last stages directly to corollary B *, 
and then used lemma 19. 
5.2. Theorems E and E*. Let G be in 8 n (‘W$). There exists an Abelian 
normal subgroup A of G such that G” = G/a is polycyclic. Let * denote 
the natural homomorphism of G onto G*. Subgroups H of G for which 
H*s,G* will be called %,-subgroups of 6. We shall say that G is *s,+tzcnted 
if the upper central heights of *s,-subgroups of G are bounded and that G 
is *s,-eremitic if and only if there exists e > 0 such that for all n > 0 the 
inclusion c,(Hn) < co(H”) holds for all *s,tz-subgroups H of G. 
We intend to indicate briefly how one may prove 
THEOREM E. G is *s,n-stunted and *s,-eremitic. 
If Hs,G then H*s,~,G*, so that corollary El follows directly from 
Theorem E. If G* happens to be nilpotent then every subgroup H of G is a 
%,-subgroup. ThereforeTheorem E includes Theorems Aand B. We thought 
it worthwhile, in view of the added complications for ?l!j3-groups, to prove 
these separately. 
The proof of Theorem E rests upon a theorem on pairs, which we state as 
THEOREM E*. If r is a (92%) n !&group and A is a Noetherian I’-module 
tlaen 
(i) there exists la > 0 such that A,(H) = Ah(H) for all Hs,~ 
(ii) there exists e > 0 such that A,(H”) < ,4,(He) for all 11 > 0 and for 
all Hs,~. 
Pairs (A, r) which satisfy (‘) 1 are said to be s,-stunted and pairs vvhich 
satisfy (ii) are said to be +eremitic. 
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Before xv-e prove this we shall deduce Theorem E and corollary E2 from it. 
There is a normal subgroup r of finite index in G* such that r is in ‘%X. Let 
GO be the preimage of r in G, so that G,, is of finite index in G and GO* = r. 
From the analogues of corollaries 16 and 17 we need only show that GO is 
*s,,z-stunted and *s,-eremitic. The conclusions of Theorem E* hold for the 
pair (A, G,*j since A viewed as a GO-module is still Soetherian. By the 
analogue of lemma 17 together with the fact that GO* is stunted and eremitic, 
we deduce that Gt, is %,-stunted and *s,-eremitic, as required. 
In order to deduce corollary E2 we recall an old result of Wielandt [13] 
which states that in a group with the maximal condition on subnormal 
subgroups the join of arbitrarily many subnormal subgroups is again sub- 
normal. With this remark and the fact that the relevant pair (A, r) is s,- 
eremitic by TheoremE*: the proof of TheoremC* goes over with slight verbal 
changes to yield 
LEMMA 21. Suppose A is a ilioetherian r’-m.odde with r in (3%) ,Q ‘$. 
There exists g > 0 such that in any ascending chaise 
with H,s.,r, (n = 1, 2 ,...) there are at m.ost g gaps, 
Since G,/A satisfies the maximal condition for subgroups, lemma 21 
shosvs immediately that ascending chains of centralizers in G, of *s,-sub- 
groups of GO break off. An easy argument then shows that chains of centralizers 
in G of *s,,-subgroups of G break off. 
We should perhaps point out that the proof of Theorem C does not go 
over with verbal changes. This is because centralizers of *s,-subgroups 
need not themselves be %n-subgroups. This is the difhcuity in trying to 
prove that G has, in the obvious sense, a %,-gap number. 
5.3. Proof cf Theorem E*. In proving theorem E*, there are two cases to 
be distinguished. Let F be the Fitting radical of r, that is the product of all 
the normal nilpotent subgroups of r. Because r satisfies the maximal con- 
dition, F is nilpotent. Because I’ is in %a, the quotient r,P is Xbelian. We 
consider first the simple case of Theorem E obtained by adding the hypothesis 
A,(H) = 1 for all non-trivial subgroups H of F. i53) 
Suppose (53j holds and that K is any subgroup of r such that A,(K) > I. 
Since A,(K) < A,(K (9 F) it follows that K n F is trivial. Therefore K, 
being isomorphic with F&Z/F, is Abelian. Every Abelian subnormal sub- 
group of r is contained in F, so that if K is non-trivial, it cannot be subnormal 
in r. In this case it is obvious that (A, I’) is both s,,-stunted and s,-eremitic. 
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We now consider the general case. We use induction on the Hirsch number 
of r. If h(r) = 0 then r is finite and (A, r) is actually stunted and eremitic 
by corollaries 16 and 17. We suppose that h(r) > 0 and assume the obvious 
inductive hypothesis. Sow r has a subgroup r,, of finite index which is 
torsion-free. It will be sufficient from the analogues of corollaries 16 and 17 
to prove that (A, r,,) is qstunted and s,-eremitic. In other words we assume 
that r, = r is torsion-free. 
Let D be a submodule of R chosen maximal with respect to the property 
that (a/D, r) is not both s,-stunted and s,-eremitic. We may assume that D 
is trivial and we must produce a contradiction. Otherwise put, we assume that 
for every non-trivial submodule of B, the pair (B/B, r) is both s,-stunted 
and s,n-eremitic. By the analogue of lemma 4, we need only show therefore, 
that there is some non-trivial submodule B of $ such that (B, r) is s,-stunted 
and s,-eremitic. Also by the simple case already established we may assume 
that there is some subgroup H of F such that 1 < H and 1 < A,(H). Since 
r is torsion-free, this H has non-zero Hirsch number. Therefore (see the 
proof of lemma 2) 
l$ x(4 F). W 
Let X be in x(,4, F), and let B = il1(X)r. We shall show that (B, r) is 
both qstunted and s,-eremitic. 
Let V = Far(X) and let S be a transversal to the cosets of V in I’. If s, 
and sa are distinct elements of S then XQ and X52 are not conjugate in F. 
From (F4) of lemma 10, it follows that the product nIsos A1(X)SF is direct. 
But B = A,(X)Vs = A,(X) Fs. Hence, if C is A1(X)F then 
B = D&T”. 
Now C is normalized by V so that (55) gives 
v = q(C). (56) 
Suppose H < r and that B,(H) > 1. It follows as in (a) of the proof of 
lemma IO, that / H : n,(@)i is finite for some s in S. But F < T/ and r,!F is 
Abelian. Therefore V is normal in r and (56) shows that V = rzr(Cs). 
Hence ; H : H n V ( is finite. But H&Y n V) is isomorphic with VH/ V so 
that 1 H : H n F- i divides Y, the order of (c/V), . If we show that (B, V) 
is s,-stunted and qeremitic then, again, analogues of corollaries 16 and 17 
will show that (B, r) is. 
We- need therefore only consider subgroups H of r with H < V. However, 
as we have remarked, V normalizes each of the direct factors Cs, (s E 5’) of B 
so that for each n > 0 
B,(H) = II; CnS(H). (57) 
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If me show that the pair (C, V) is s,-stunted and s,-eremitic, we shall be 
able to deduce from (57) that (B, V) is. 
We consider therefore the pair (C, V). From (Fl) of the Fan Out Lemma 
we know that 
(7 = Dr I;it 
te ’ (58) 
where T is a transversal to the cosets of N = nF(X) in F, and U is A,(X). 
Let II be a subgroup of V and suppose C,(a) > 1. As in the proof of (a) in 
!emma 10, v-e deduce that if ur ,..., u,~ are non-unit elements of U and if 
t, ,---, t, are distinct elements of T such that 5 = 4 ... 24:’ is in &(H), then 
for each i the index 1 H : nH(XQ)i is finite. Let 4 be the normalizer in P of X. 
From Theorem F, there exists d = d(4, r) such that ! K : K n 4 ! divides B 
whenever j K : K n 4 I is finite. Clearly d(4:, I’) can be taken independent 
of t. We deduce that if 5 is in C,(H) then I H : H n dtt 1 d&id-ides d for each i 
with I < i < r. If we write Z!‘H for the set of ali t in T such that 
1 H : ,! n Ai j divides d, it follows easily that 
It follows from (55) and (58) and the fact that B is a Noetherian r-module, 
exactly as lemma 5 followed from (lo), that U is a xoetherian d-module. But 
U is a 4,/X-module and the Hirsch number of 4/X will be strictly less than 
h(r) unless j r : 4 1 is finite and X is finite. However I’ is torsion-free so that 
if X is finite it is trivial. But (54) says that the identity subgroup is not in 
r(A,F). Hence h(4jX) < h(r). By the induction hypothesis this shows at 
once that the pair (U, 4) is both s,-stunted and s,-eremitic: say of s,-height 
hI and s,-eccentricity e. 
Therefore iYmt(H”) = Ujl(H”) for any t in pH . From (59) it foliows that 
Cc,(H) < CtL,(Hd). Let M = N(d, V) be the integer of lermna 19 and Let 
E = e(C). By an argument similar to that used to prove iemma 16, it follows 
that C,(H) = C,(H) f or some h = h(h, , M, e). Hence the pair (C, V) is 
s,-stunted. 
Sow Gli(HdSj < Crlt(Hde) for any s > 1 and any t in fH . We deduce from 
(59): with n = I and H” replacing H, that 
WV C,( Ha”). 
Therefore the pair (C, V) is s,-eremitic, as required. 
We remarii that we have only used the data about subnormal subgroups of 
r in discussing the case of Theorem E* when (53) holds. If one could prove 
that the pair (A, r) is stunted and eremitic under this extra hypothesis, then 
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the remainder of the argument would show that (A, r) is stunted and eremitrc 
without (53) holding. This would, of course, lead to a proof that 8 n (%‘$)- 
groups are stunted and eremitic. 
6. EXAMPLES 
6.1. Proof of Theorem G (i). Our construction is a slight variant of that 
used by Hall to prove Theorem 7 in [4]. We begin with a certain nilpotent 
group K of class 2. 
The group Kis to be generated by elements a, ,6, with n. = 0, fl, f2,..., 
subject only to the following relations, which are to hold for all integers 
i, j and k. 
[a, , Uj] = [bi ) bj] = 1; (60) 
[Ui,bj,bJJ = [bi,Uj,Uk] = 1; (61) 
E"i 9 bj] = [% 3 bi]; (62) 
[% 9 bj] = [%+?c 3 bj+?c1; (63) 
[ai 3 bj]2 = [%+j. , bjl; (64) 
[Ui ) bJ2 = 1. (65) 
Let A = (a, ; n = 0, +l, 52 ,... > and let B = (b, ; n = 0 ‘1 +2 > - 9 - ,.*- ). 
From (60), both A and B are free Abelian. From (61) it follows that 
K’ = [A, B] is in the center of K, so that K is nilpotent of class 2. 
We write z, , n = 0, 1,2 ,... for the element [ui , b,,,], which from (62) 
is the same as [a,,, , bJ. From (63), this is independent of i. Relations (64) 
and (65) now become 
&,I = x, , (n 3 0) (66) 
and 
zo2 = 1. (67) 
(66) and (67) show that K’ is a quasicyclic group of type C,, . 
The relations are unaltered if we replace i by i + 1 throughout, or if we 
replacej by?j + 1, or k by k f- 1. Hence K has an automorphism [ such that 
for all integers n, 
unr = a n:1> b,[ = b,+1 . (68) 
It is easy to see that the relations are effectively unaltered if we interchange 
a, and b, , (n = 0, f I, &2,...) throughout. Hence K has an automorphism 7 
such that 
4L r = 6, , bn7 = a, , (6% 
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for all n. Moreover it is obvious that 
& = Tf. (70) 
Let H be the group of automorphisms of K generated by 5 and 7. We 
define G to be the natural split extension of K hy H. Thus 
G==KH with K<G and KnH=l. 
Since <A, & = (as, E) and Ar = B it follows that G = (a,, , 6,~) is a 
three generator group. By (70), the group H is Abelian, so that G’ is a sub- 
group of K. Hence G’ is nilpotent of class 2. 
Let bars denote factors module K’. Clearly both (2, $> and (& & are 
isomorphic with the restricted wreath product of one infinite cyclic group 
by another, and therefore have trivial centre. Since cg([) = cX(t) x cg(<) 
it follows that 
&(G) = 1. (71) 
Xow from (62) it follows that 
and from (63) that 
z 7 = ,&!;I, n (n = 0, 1, 2,,..), (72) 
Z,f = x n 3 (n = 0, 1, 2 ,,.. ). (73) 
(72) shows that ‘T inverts every element of K’ and therefore since 
[K’,(K, ei] = 1 by (73), it is clear that K’ < c,(G). But (71) now shows, 
that K’ = c,(G). Since K’ has type C, oc we deduce that G has upper central 
height precisely w. This establishes (i) of Theorem G. 
6.2. Proof of Theorem G(ii). We consider the subgroup Gr of G generated 
by K and [. Clearly G, = (as, b, , 0 is a three generator group and 
G; < K’ < &(G,), by (73). Re need to show that G1 is not eremitic. 
Subgroups of eremitic groups are eremitic, so that it is sufficient to show that 
K is not eremitic. Since K is nilpotent of class 2 and c(K’) is infinite, this 
follows from the simple 
F.EMKi 22. Suppose K is nilpotent of class 2 and that K’ is periodic. If A7 
is eremitic .m’th eccentricity e then E(K) d&ides e. 
We ornit the easy proof. Incidentally, it is easy to see that if C, is 
c&b,, , b, f..., b,), (n 3 0), then a:+’ is in C, but not C,,, . Therefore 
c, > c, > c, *.. is a strictly decreasing chain of centralizers in K. Hence 
K, and consequently Gr , fails to satisfy Max-c. However Gr does not satisfy 
Max-n. 
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6.3. Proof of Theorem G (iii). Here we need to vary the construction 
slightly. Let J be the group generated by elements a, , b, (zz = 0, f 1, *2,.. .) 
subject only to the relations, for all integers i, i and k. 
[ai , aj] = [bi , bj] = 1; (74) 
[a,,Z+,b,] = [6i,aj,ak] = 1; (75) 
a.2 = b.2 = 1. 
[a,,bI] = 1’ if 
(76) 
i+j; (77) 
[ai , &I = bl:+x, , LA. (78) 
Again let 
A = (a, ; n = 0, 21, 52 ,... > and B = (& ; n = 0, fl, &2 ,... >. 
(74) and (76) h s ow that A and B are elementary Abelian 2-groups. (75) 
shows that J’ = [A, B] is in the centre of J. Let 2: = [a,, b,]. Then (77) 
and (78) show that /’ = <x> and clearly : J’ ! = 2. 
?Vriting D, = (a, , b,) then D, is simply isomorphic with the dihedral 
group D of order 8. The group J could be described as the central product 
of copies of D. 
Let 5 be the automorphism of J which takes an onto a,-, and b, onto b,+l 
for all n. We define G, to be the natural split extension of J by (5). Clearly 
Gi < J’ < <,(G,) by (78) and Ga = (a,, , b, , 5). Moreover J’ is finite 
and Ga/JI is isomorphic with the restricted wreath product of an elementary 
Abelian group of order 4 with an infinite cyclic group. Hence Gs satisfies 
Max-n. However GZ does not satisfy Max-c because J does not satisfy 
Max-c. 
Indeed let B, = (b, , L, ,..., b,,). From (77) it is immediate that 
CA(&) = (bi ; i -L t n). Hence cA(Bn) = (bi ; / i 1 > n). This shows that 
c&J > c&Q > *.* > cA(Bn) > -*.. 
Since Min-c and Max-c are equivalent, this shows that J does not satisfy 
Max-c. 
6.4. Proof of Theorem H. Let I denote the set of all natural numbers. 
For n in I we define 
and 
&=(r;r~I and n<r<2n) 
T,={Y;~EI and n/2<r<n). 
The subsets S, and T,, of I are all finite and if n, ztz are in I then m E S, if 
and only if n E T,,? . 
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We define a group G to be generated by elements a, , b, I (n = 1: 2, 3,...) 
subject to the relations which express that Lr! = (n, ; 72 E I) and 
B = (b, ; 7~ ~1) are both elementary Abelian of exponent 2 and that G is 
nilpotent of class 2, together with the relations 
ia, , U = 1 if n E s, . (79) 
We notice that G’ is an elementary 2-group and that the elements 
form a basis of G’. 
ia;,r : bcl, (72 $S,) PO) 
Let CL be a non-unit element of A. There is a unique expression for 01 of the 
forma ..‘a 5 31~ . We write sup(a) = (aI ,..,, m,) and we write 
S(a) zzz 
“.S!L si ; 
Similarly we define for non-unit elements ,$ of B the symbols sup@) and 
W!. 
Xow for 1 + CL E A we define the subgroup B1 of B b>- 
B, = (b, ; n E S(x),. 
For 1 +j3EBwedefine 
A, = (a, ; n E qq). 
It is now immediate from (80) that 
and 
c#) = G’Bd, ) (1 + j3 c B). 
Suppose 1 + 01 E A and 1 + $’ E B. We dehe 
A,., = (a, ; 7i E qq '2 sup(cx)>, 
and 
B,,, = (b, ; n E S(a) u sup@)>. 
(81) 
(83j 
Suppose 0~’ is in d and /3’ is in B and that [c@: CX’/Y] = 1. Since A and B are 
Abeiian and G’ < i,(G) it fo!lows that 
Suppose jr E sup@‘) but that j’ $ S(a). There exists i in sup(z) with 
[ad ) b,,] f 1. Thus in the expression for 4 in terms of the basis (80) of G’, 
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the element [ni , ZQ~] occurs. Hence j’ must lie in sup@). Therefore 
sup(B’) c S(a) ” sup(P)* 
Similarly 
sup@‘) c T(j3) u sup(x). 
It follows at once that 
G’ < cc(&g < G’A,,,B,,, , (1 f olEL4, 1 # /?sB). (83) 
Since the sets S,, and T, are all finite it follows that the subgroups A, , 
B, , 4,~ and & are all finite. (81), (82) and (83) now shorn that the 
centralizers in G of single elements not in G’ either have G’A as a subgroup 
of finite index, or G’B as a subgroup of finite index, or G’ of finite index. 
It follows immediately that G satisfies Min-c. 
However G does not have a finite gap number. For let n be in I and let C, , 
0 < r < n be cG(alL , a,+, ,..., a,,,). From (79) it is clear that 
B n C, = B,,, n -.a n B,,+, = (b,+T, b,,,+, ,..., bz,). 
HenceBr\CO>BnC,> ... > B n C, . This demonstrates the existence 
of chains of centralizers with 11 gaps for any n in 1, as required. 
We remark, by way of contrast, that it is easy to see that for a primep the 
wreath product G, of a cyclic group of order p” with a cyclic group of order p 
has gap number 2. However G, has class ~zp - (n - 1). There is therefore 
very iittle connexion between the class of a finitely generated nilpotent group 
and its gap number. 
Note added irz proof. B.&F. Wehrfritz points out in his forthcoming paper 
“Remarks on centrality and q&city in linear groups” that it is trivial to show that 
any linear group of degree n has gap number at most n” - 1. In that paper he also 
discusses our other questions about linear groups. 
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