Abstract. Contravariantly finite resolving subcategories of the category of finitely generated modules have been playing an important role in the representation theory of algebras. In this paper we study contravariantly finite resolving subcategories over commutative rings. The main purpose of this paper is to classify contravariantly finite resolving subcategories over a henselian Gorenstein local ring; in fact there exist only three such subcategories. Our method to obtain this classification also recovers as a by-product the theorem of Christensen, Piepmeyer, Striuli and Takahashi concerning the relationship between the contravariant finiteness of the full subcategory of totally reflexive modules and the Gorenstein property of the base ring.
Introduction.
Tilting theory has been a central topic in the representation theory of algebras. This theory was originally introduced in the study of module categories over finite-dimensional algebras, and is now an important notion in many areas of mathematics, including finite and algebraic group theory, commutative and noncommutative algebraic geometry, and algebraic topology; see [1] for the details. Cohen-Macaulay approximation theory due to Auslander and Buchweitz [6] is an aspect of tilting theory for commutative algebra. Dualizing modules, which play a critical role in Cohen-Macaulay approximation theory, are special types of cotilting module.
The notion of a contravariantly finite subcategory (of the category of finitely generated modules), which is also called a (pre)covering class, was first introduced over artin algebras by Auslander and Smalø [12] in connection with studying the problem of which subcategories admit almost split sequences. The notion of a resolving subcategory was introduced by Auslander and Bridger [5] in the study of totally reflexive modules, which are also called modules of Gorenstein dimension zero or finitely generated Gorenstein projective modules. There is an application of contravariantly finite resolving subcategories to the study of the finitistic dimension conjecture [7] . For other details of contravariantly finite subcategories and resolving subcategories, see [3] , [13] , [8] , [9] , [14] , [34] , [32] , [33] , [18] , [35] in addition to the articles introduced above. On the other hand, there are many articles which study contravariantly finite subcategories of the category of all modules; see [25] , [26] , [2] , [19] for example.
It was found out by Auslander and Reiten [7] that the notion of a contravariantly finite resolving subcategory is closely related to tilting theory; they classified contravariantly finite resolving subcategories over an artin algebra of finite global dimension in terms of cotilting modules. Here, mod R denotes the category of finitely generated R-modules, and ⊥ T the full subcategory of mod R consisting of all finitely generated modules M with Ext i R (M, T) = 0 for i > 0. This paper deals with contravariantly finite resolving subcategories over commutative rings. The main result of this paper is the following classification theorem.
THEOREM 1.2. Let R be a commutative henselian (e.g. complete) Gorenstein local ring. Then all the contravariantly finite resolving subcategories of mod R are:
• the full subcategory of free modules,
• the full subcategory of maximal Cohen-Macaulay modules, and
The assumption of finiteness of global dimension in Theorem 1.1 is essential to obtain the bijection in the theorem. Without this assumption, in general there exist so many contravariantly finite resolving subcategories, and it is extremely difficult to classify them; see [33] . Theorem 1.2 should be remarkable since in it the ring R is not assumed to have finite global dimension. By the way, over an arbitrary commutative noetherian local ring, all the three subcategories in Theorem 1.2 are resolving, and the first and third subcategories are contravariantly finite. The second subcategory is contravariantly finite if the base ring is a Cohen-Macaulay local ring admitting a dualizing module. This fact is known as the Cohen-Macaulay approximation theorem due to Auslander and Buchweitz [6] .
From now on, we explain our main results more minutely. Throughout the rest of this section, let R be a commutative noetherian henselian local ring. We will give a sufficient condition for a given resolving subcategory to be a test for injective dimension: THEOREM 1.3. Let X be a resolving subcategory of mod R such that the residue field of R has a right X -approximation. Assume that there exists an R-module G ∈ X of infinite projective dimension with Ext Using this result, we will prove the following theorem. Theorem 1.2 will be obtained from this. On the other hand, Theorem 1.3 also yields the following corollary as an immediate consequence. The assertion of this corollary is a main result of [24] . (Our method to get the corollary is quite different from the proof given in [24] A totally reflexive module was defined by Auslander [4] as a common generalization of a free module and a maximal Cohen-Macaulay module over a Gorenstein local ring. Auslander and Bridger [5] proved that the full subcategory of totally reflexive modules over a left and right noetherian ring is resolving. Many other properties of totally reflexive modules are stated in [5] and [22] . If R is Gorenstein, then the totally reflexive R-modules are precisely the maximal Cohen-Macaulay R-modules, and so the full subcategory of totally reflexive R-modules is contravariantly finite by virtue of the Cohen-Macaulay approximation theorem. Thus, Corollary 1.5 can be viewed as the converse of this fact. Corollary 1.5 implies a geometric result: let R be a homomorphic image of a regular local ring. Suppose that there is a nonfree totally reflexive R-module and are only finitely many nonisomorphic indecomposable totally reflexive R-modules. Then R is an isolated simple hypersurface singularity. For the details, see [24] . (1) Every free R-module is totally reflexive, namely,
(2) If R is Cohen-Macaulay, then all totally reflexive R-modules are maximal Cohen-Macaulay, namely, G(R) is contained in C(R). Next, we recall the notion of a right approximation over a subcategory of mod R. Definition 2.4. Let X be a subcategory of mod R.
(1) Let φ: X → M be a homomorphism of R-modules with X ∈ X . We say that φ is a right X -approximation (of M) if the induced homomorphism Hom R (X , φ):
(2) We say that X is contravariantly finite (in mod R) if every R-module has a right X -approximation.
By definition, contravariant finiteness can be regarded as a weaker version of the property that the inclusion functor has a right adjoint.
Example 2.5. Let R be an arbitrary ring and n a nonnegative integer. The following subcategories of mod R are contravariantly finite, assuming in addition that R is artinian in (7) and (8) .
(1) mod R. The subcategory (1) is contravariantly finite since the identity map of every R-module is a right mod R-approximation. As to the fact that (2) is contravariantly finite, for a given R-module M, a surjective homomorphism from a module in F(R) to M (i.e., a free cover of M) is exactly a right F(R)-approximation of M. As for the facts that the subcategories (3)- (8) The following result is immediately obtained from Example 2.5(3) and Remark 2.3(3).
THEOREM 2.6. If R is Gorenstein, then G(R) is contravariantly finite.
Recently, it has been proved that the (essential) converse of this theorem holds:
THEOREM 2.7. ([24]) Suppose that there is a nonfree totally reflexive R-module. If G(R) is contravariantly finite, then R is Gorenstein.
Yoshino [45] , [46] and Takahashi [38] , [36] , [37] , [39] proved the statement of Theorem 2.7 in several special cases. Theorem 2.7 is shown in [24] by choosing a good maximal R-regular sequence x = x 1 , . . . , x t and considering the smallest extension closed additive subcategory of mod (R/xR) containing all R/xR-modules X/xX with X ∈ G(R). Theorem 2.7 will be recovered by Theorem 3.4 stated in the next section, and the proof of Theorem 3.4 is quite different from that of Theorem 2.7 given in [24] .
By the way, the assumption in Theorem 2.7 of existence of a nonfree totally reflexive module is necessary. Indeed, let R be a non-Gorenstein Golod local ring (e.g. a non-Gorenstein Cohen-Macaulay local ring with minimal multiplicity). Then G(R) coincides with F(R) by [17 
Contravariantly finite resolving subcategories.
In this section, we will give the main theorems of this paper. The most general result is Theorem 3.4, which implies all of the other results obtained in this paper. First of all, we recall the definition of the syzygies of a given module. Let M be an R-module and n a positive integer. Let
be a minimal free resolution of M. We define the nth syzygy Ω n M of M as the image of the homomorphism d n . We set Ω 0 M = M. Note that the nth syzygy Ω n M of M is uniquely determined up to isomorphism, since so is a minimal free
Now we recall the definition of a resolving subcategory.
Definition 3.1. A subcategory X of mod R is called resolving if it satisfies the following four conditions.
(
(4) X is closed under kernels of epimorphisms: for an exact sequence 0
A resolving subcategory is a subcategory such that any two "minimal" resolutions of a module by modules in it have the same length; see [5, (3.12) ].
Remark 3.2. Let X be a resolving subcategory of mod R. Then (1) X is closed under finite direct sums: if M 1 , . . . , M n are a finite number of R-modules in X , then so is the direct sum
(2) X is closed under syzygies: if M is an R-module in X , then so is Ω n M for every n ≥ 0.
Indeed, as to (1), it is enough to check that if M and N are R-modules in X , then so is M ⊕ N. This follows by applying Definition 3.1(3) to the natural split exact sequence 0 → M → M ⊕ N → N → 0. As to (2) , it suffices to show that if M is an R-module in X , then so is the first syzygy ΩM. There is an exact sequence 0 → ΩM → F → M → 0 with F free, and F is in X by Definition 3.1(1) and the first assertion of this remark. Hence ΩM is in X by Definition 3.1(4). Example 3.3. Let I be an ideal of R, K an R-module, and n a nonnegative integer. The following subcategories of mod R are resolving.
( (5) follows from that of (4). The fact that (7) and (8) 
In this sense, such a subcategory X of mod R is "large".
We shall prove Theorem 3.4 in the next section. In the rest of this section, we will state and prove several results by using Theorem 3.4. We begin with two corollaries which are immediately obtained. Proof. Since R is henselian, M has a minimal right X -approximation: there exists a right X -approximation φ: X → M such that every endomorphism f : X → X with φ = φf is an automorphism; see [38, Corollary 2.5] . Take an element m ∈ M, and define a homomorphism ρ: R → M by ρ(1) = m. As X is a resolving subcategory, R is in X . The homomorphism ρ factors through φ, and we see that m = φ(x) for some x ∈ X. Thus φ is surjective. Put Y = Ker φ. Wakamatsu's lemma (see [42] , and so the exact sequence splits. Hence k is isomorphic to a direct summand of X, and k is in X as X is closed under direct summands. This contradiction shows that R has positive Krull dimension.
To give the next corollary of Theorem 3.4, we need the following three lemmas. Proof. It is easy to see that X is contained in ⊥ (X ⊥ ). Let M be an R-module in ⊥ (X ⊥ ). Then there is an exact sequence 0 → Y → X → M → 0 of R-modules with X ∈ X and Y ∈ X ⊥ by Lemma 3.8. This exact sequence can be regarded as an element of Ext 1 R (M, Y), and this Ext module vanishes since M ∈ ⊥ (X ⊥ ) and Y ∈ X ⊥ . Hence the exact sequence splits, and M is isomorphic to a direct summand of X. Since X is closed under direct summands, M is in X . Thus X = ⊥ (X ⊥ ). Proof. Suppose that X = mod R. Then Lemma 3.10 says that k is not in X . By Corollary 3.9, R is Cohen-Macaulay.
First, we show that C(R) is contained in X . For this, let M be a maximal Cohen-Macaulay R-module. We have only to prove that M is in ⊥ (X ⊥ ) by Lemma 3.11. Let N be a nonzero R-module in X ⊥ . Theorem 3.4 implies that N is of finite injective dimension. Since M is maximal Cohen-Macaulay, we have sup{ i | Ext Next, we show that X is contained in C(R). We have an exact sequence 0 → Y → X → k → 0 with X ∈ X and Y ∈ X ⊥ by Lemma 3.8. Since k is not in X , the module Y is nonzero. By Theorem 3.4, Y has finite injective dimension. According to Lemma 3.12, for a nonzero R-module X in X , we have equalities 0
Therefore X is a maximal Cohen-Macaulay R-module, as desired.
Next, we study contravariantly finite resolving subcategories all of whose objects X satisfy Ext 0 R (X, R) = 0. We start by considering special ones among such subcategories. PROPOSITION 3.14. Let X be a contravariantly finite resolving subcategory of mod R. Suppose that every R-module in X has finite projective dimension. Then either of the following holds.
( Combining Proposition 3.14 with Corollary 3.13, we can get the following. (
1) X = F(R), (2) R is Gorenstein and X = C(R), (3) R is Gorenstein and X = mod R.
Proof. The corollary follows from Proposition 3.14 in the case where all R-modules in X are of finite projective dimension. So suppose that in X there exists an R-module of infinite projective dimension. Then Corollary 3.13 shows that either of the following holds.
i) X = mod R, (ii) R is Cohen-Macaulay and X = C(R). By the assumption that every X ∈ X satisfies Ext
Thus, in both cases, the ring R is Gorenstein.
Finally, we obtain the following result from Corollary 3.15, Example 2.5(2)(3) and Example 3.3(2)(5). It says that the category of finitely generated modules over a Gorenstein local ring possesses only three contravariantly finite resolving subcategories. 
Remark 4.1. Let M be an R-module.
(1) The transpose Tr M of M are uniquely determined up to isomorphism, since so is a minimal free resolution of M.
(2) One has Tr ( Tr M) ∼ = M and M * ∼ = Ω 2 Tr M up to free summand.
For an R-module M, we denote by ν R (M) the minimal number of generators 
Assume that Tr M has a nonzero free summand. Then there exists a surjective homomorphism π: Tr M → R. We obtain a commutative diagram 0 0
with exact rows and columns, where F is a free R-module. This diagram yields
, as the homomorphism θ * is surjective. Hence there exists a surjective homomorphism F * → ΩM, and we have rank F = rank F * ≥ ν R (ΩM) = rank F 1 = rank F * 1 = rank F + 1, which is a contradiction.
For an R-module M, let M * M be the ideal of R generated by the subset
of R. We verify that this ideal has the following property.
LEMMA 4.3. An R-module M has a nonzero free summand if and only if
Proof. If M has a nonzero free summand, then there exists a surjective homomorphism π: M → R. Hence there is an element x ∈ M such that π(x) = 1.
Conversely, suppose that the equality M * M = R holds. Then there are el-
Then the composite map fg is the identity map of R, so g is a split monomorphism. Hence R is isomorphic to a direct summand of M ⊕n . Since R is henselian, R is isomorphic to a direct summand of M by virtue of the Krull-Schmidt theorem, that is, M has a nonzero free summand.
Let M and N be R-modules. We denote by P R (M, N) the R-submodule of Hom R (M, N) consisting of all homomorphisms from M to N which factors through some free R-module. We denote by Hom R (M, N) the residue R-module
For R-modules M and N, there is a natural homomorphism
which is given by λ MN (x ⊗ y)( f ) = f (x)y for x ∈ M, y ∈ N and f ∈ M * . The following proposition will be used to prove the essential part of the proof of Theorem 3.4. 
is exact, and the map h ⊗ R Y factors through the map F
Proof. According to [5, Proposition (2.6) ], there is a commutative diagram 
As ηβ = γε = 0, there exists a homomorphism
with ζσ = β. The commutativity ζα = βδ and the injectivity of ζ imply that σδ = α. Put
The map δ is a split monomorphism with a splitting map τ . There is a commutative diagram
with exact rows and columns, and we have h
Thus, the homomorphism h ⊗ R Y factors through the homomorphism
We have an isomorphism Tor [44, Lemma (3.9) ]. It remains to prove that Hom R (ΩG, Y) = 0. There is an exact sequence 0 → ΩG θ −→ P → G → 0 of R-modules such that P is a free R-module. Let ρ ∈ Hom R (ΩG, Y). We want to show that this map factors through some free R-module. There is a pushout diagram:
The second row is a split exact sequence since it can be regarded as an element of Ext 1 R (G, Y), which vanishes as G ∈ X and Y ∈ X ⊥ . Hence there is a homomorphism π: Q → Y such that πψ = 1, and we have ρ = (πψ)ρ = πφθ. Therefore ρ factors through the free R-module P, as desired.
The proof of our next result will require the following elementary lemma. 
be a sequence of surjective homomorphisms. Then f i is an isomorphism for i 0.
Proof. For a positive integer i, let K i be the kernel of the composite map
where the horizontal isomorphisms are induced by g i and g i+1 , and π is a natural surjective homomorphism. Since π i is an isomorphism for i ≥ n, the map f i is an isomorphism for i ≥ n. (1) For each short exact sequence as above, there is a long exact sequence
(2) For each commutative diagram
with exact rows, the diagram
is commutative. Now we can prove the following, which will play a key role in the proof of Theorem 3.4. 
Proof. Since X is closed under syzygies, the module Ω i G is in X for i ≥ 0. Replacing G with Ω i G for i 0, we may assume that Ext 
and it is easily seen that H i ∼ = (Ω i+3 G) * and ΩH i ∼ = (Ω i+2 G) * for i ≥ 0. By Proposition 4.4, for each integer i ≥ 0 we have an exact sequence
such that f i factors through (F i+2 ) * ⊗ R X. There is an integer a ≥ 0 such that D j (X) = 0 for all j ≥ a. From the above short exact sequence, we get a long exact sequence
The homomorphism D j ( f i ) factors through D j ((F i+2 ) * ⊗ R X), which vanishes for j ≥ a as (F i+2 ) * ⊗ R X is isomorphic to a direct sum of copies of X. Hence D j ( f i ) = 0 for j ≥ a, and we obtain an exact sequence 
