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ABSTRACT 
This paper makes use of the extrapolation principle to improve and extend most 
of the theoretical results concerning the accelerated overrelaxation (AOR) method, as 
well as to discover some new ones. 
1. INTRODUCTION 
Among the various iterative schemes (methods) which are used for the 
numerical solution of the linear system 
Ax=b, (I-I) 
where A is a nonsingular matrix of order n with nonvanishing diagonal 
elements, and x and b are two n-dimensional vectors with x unknown and b 
known, the completely consistent linear stationary iterative schemes of first 
degree play a very important role. Such an iterative method, called the 
accelerated overrelaxation (AOR) method, was introduced by the first of the 
present authors in [3]. Since the introduction of the AOR method, many 
properties as well as numerical results concerning it have been given in 
another two reports which followed [1,2]. 
It is well known that the idea of ext.rapolati,ng an iterative scheme to 
accelerate its convergence rates goes back to Richardson [5]. Richardson’s 
idea has been exploited by many researchers in various ways. The AOR 
method has some connection with the extrapolation principle, since, as was 
proved in [3], it is an extrapolation of either the Jacobi method or the SOR 
one, when the two parameters involved in it take on some special values. 
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It is therefore the main purpose of this pape- to introduce the idea of 
extrapolation in a specific sense and to exploit it to find some new results 
which are then used in connection with the AOR method when the matrix 
coefficient A in (1.1) possesses ome further basic properties. Thus we have 
been able to discover new theoretical results concerning the AOR method 
which extend in a new direction some of those given in [Z] some other 
well-known ones in [9] and also a result of Varga [7 and 81. 
2. THE PRINCIPLE OF EXTRAPOLATION 
We start our analysis by assuming that the linear stationary scheme of 
first degree 
,(m+l)= TX(m)+ c 
, m=0,1,2 ,..., (2.1) 
is completely consistent (see [9, p. 641) with ‘the system (l.l), where T is a 
known matrix of order n, c an n-dimensional known vector and x(O) any 
arbitrary approximation to the solution x. This simply means that the systems 
(1.1) and (2.2), where 
(I- T)x=c, (2.2) 
with Z the unit matrix of order n, possess the same unique solution. A 
sufficient and necessary condition for the latter to hold is obviously that 
there exists a nonsingular matrix Q such that QA = Z - T and Qb = c. The 
matrix Q must be easy to invert. This, in fact, turns out to be the case in Sec. 
3, where as we shall see indirectly that the matrix Q will be either a diagonal 
or a lower triangular one. 
At this point we define the following scheme (or method): 
X(m+l) = [ (1 -w)I+wT]~(~)+uc, m=o,1,2 ,..., (2.3) 
which we shall call the extrapolated scheme (or method) of the scheme (or 
method) (2. l), where o (#O) is a real constant called the extrapolation 
parameter. Under the assumptions made so far it is clear that the scheme 
(2.3) is also a completely consistent one with the original system (1.1). Thus if 
we denote by p(C) the spectral radius of a square matrix C, we can state and 
prove the following basic theorem, called from now on the Extrapolation 
Theorem (Ex. Th.). 
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EXTUPOLATION THEOREM. 1f the scheme (2.1) converges [p(T) < I] and 
0 < o < 2/ [ 1 + p( I’)], then the extrupokzted scheme (2.3) converges [p( (1 - M) I 
+ UT) < 11. More specifically, 
p((l-w)l+wT)~<l-wl+op(T)<l. (2.4) 
Proof. Let A = pe 1 be the eigenvalues of T, where p and 8 are real 
numbers such that p > 0 [p < p(T)], 0 < 0 < 27~ and i = L/_1. The eigenval- 
ues p of the iterative matrix T,=(l -o)Z+oT of the extrapolated scheme 
(2.3) will be given by the relationship 
p=(l-w)+wX=(l-rJ)+wpe”. 
A sufficient and necessary condition for the scheme (2.3) to converge is to 
have p(T,) < 1 or equivalently 1 pi < 1 for al! p. Because of the expressions for 
p we obtain 
0”p*+2(1-4wpc0se+(1-0)*<1. (2.5) 
Since i? can be any number in the range given previously, we have that 
- 1 Q cos!? G 1. Therefore two cases have to be considered in (2.5), according 
as (1 - o)o is greater or less than zero. We simply note here that we do not 
consider the case (1 - o)w = 0, since w is different from 0 by definition and 
the value o= 1 makes the extrapolated scheme coincide with the original 
one, so that the Ex. Th. is automatically satisfied. Let (1 - o)o >O, or 
O<o<l. (2.6) 
It is obvious that the relationship (2.5), with o in the range (2.6), holds for 
any value of 19 E [0,2~) if and only if it holds for cos@= 1. This, however, 
gives 
(wp+l-;3j2<1, (2.7) 
which is equivalent to the pair of relationships 
O<w(l-p) <2. (2.8) 
We observe that the second inequality in (2.8) is always true, while for the 
validity of the first one we must have e < p(T) < 1. Therefore the conclusion 
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so far is that if the relationships (2.6) hold, tbe convergence of (2.1) implies 
the convergence of (2.3). Let us now examine the case where (1 - o)o <O, 
which is equivalent to the disjunction of the relationships 
o<o, a> 1.. (2-g) 
This time (2.5) i;rust hold for cosQ = - 1, implying that 
( op-1+w)2<l. (2.10) 
The relationship (2.10) is equivalent to the following ones: 
O<o(l+p) <2. (2.11) 
For w < 0 the first inequahty above is not satisfied. For o > 1, as in (2.9), both 
inequalities in (2.11) are valid provided that o < 2/(1-t p) and p < 1. Thus the 
second conclusion we arrive is that for any o such that 1 <o <2/[1+ p( T)] 
the convergence of (2.1) implies the convergence of (2.3). Taking into 
consideration the two basic conclusions we have drawn as well as the trivial 
case for o = 1, we deduce the validity of the first part of the Ex. Tb. To 
prove the relationships (2.4) we proceed as follows. If 4, i = l( l)n, is one of 
the eigtinvalues of the iterative matrix T and h, i = l(l)n, the corresponding 
one of T,. we shall obviously have p, = (1 - o) + 04. This gives 
which implies that 
P(T,) G Il--d+~~(Th (2.12) 
proving the first inequality in (2.4). The second one is proved by distinguish- 
ing the two cases O<w< 1 and 1<~<2/[1+o(T)]. For O<o< 1 the RHS 
of (2.12) becomes successively 1 -o + wp( T) = 1 - o[ 1 -p(T)] < 1. For 1 < w 
<2,/[1+kV)I we obtain again from the RHS of (2.12) that w - 1 + op( 1”) = 
o[ 19 p(T)] - I< 2 - 1 = 1. Thus (2.4) has been proved. 
R~BWRBL The result of the Ex. Th. extends in one direction a rel:ent 
result by Varga (see [7 and S]) that 
The C~~JW&WZ mutrix of a nonsingular complex matrix A with rum- 
uankhing diagonal elements is a nonsingular M-matrix if and only if for any 
mutrix B equimodular to A and any w such that 0<0<2/[1 +p(J,(B))] it b 
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imp2ied that &JB)) < 11 -&I +op(J,(B)) < 1, where J,(B) is the iterative 
matrix of Jacobi scheme corresponding to matrix B and J,(B) the extrapo- 
lated Imobi matrix in the sense presented in this paper. 
It should be noted that part of the above result by Varga is given in the 
survey paper by Plemmons [4]. 
If the matrix T has at least one real negative eigenvalue of modulus 
p(T) < 1, then the following theorem can be proved. 
THEOREM. If both schemes (3.1) and (3.2) converge and T has at l&t 
one real negative eigenvalue of modulus p(T), then 0 <a < 2/[1+ p( T)]. 
Proof. If we start working as in the Ex. Th., we find that the relation- 
ship (2.5) holds and can be written as follows: o[(p2 - 2pcosO + 1)~ - 2(1- 
pcos@)] < 0. Thus, because p G p(T) < 1 and - 1 < cod? G 1, we have 
()<o< 2w-Pcos~) 
p2-2pcose+ i ’ 
We observe, however, that for the upper bound of me) in t_he above relation- 
ships we must take the smallest value for all possible pairs (p,e) correspond- 
ing to the n eigenvalues of T. Studying the behavior of the partial derivative 
of the expression 2(1- pcose)/(p2 - 2pcose + 1) with respect to 8, we easily 
find ?ut that the upper bound’s minimum value is attained at 8 = CIT. Thus the 
upper bound becomes 2/(1+ p), whose smallest value is assumed for p = 
p(T). Since there exists at least one eigenvalue of T corresponding to the pair 
(p(T), s), th,e theorem is proved. q 
Sometimes it is possible to know something more concerning the be- 
havior of the eigenvalues of the basic iterative matrix T. For example, we 
may know that Reh > 0 or Reh 4 0, where Reh denotes the real part of the 
eigenvalues A of T. Matrices T with eigenvalues h fulfilling either of the 
restrictions given previously may well be encountered in practice. For 
instance, there exists a theorem which states that: 
If T is a strictly or an irreducibly diagonully dominant complex matrix 
with mm-negative real diugonul elements then the real purts of its eigenval- 
ues are non-negatioe real numbers. 
(See Varga [6, p. 24, Exercise 41.) It is understood that the matrix - T, where 
T is the matrix of the theorem just stated, will be such that Reh < 0. 
In what follows we state and prove two more theorems concerning the 
extrapolation, where the basic iterative matrix T has all its eigenvalues with 
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real parts either normegative or nonpositive real mmbers. Both theorems are 
stronger than the corresponding Ex. Th., on whict their proofs are mainly 
based. 
THEOREM 2.1. If the eigenvalues A of the matrix T of the scheme (2.1) 
are such that ReX > 0, then sufficient conditions for the s&me (2.3) to 
converge are 
p(T)<1 and O<wX 
2 
1+$(T) * 
Proof. By using the notation we used in the Ex. Th., we have that the 
relationship (2.5) still holds. Because of the extra assumption made here, 8 
will be such that 0 Q cos0 < 1. By distinguishing again the two basic cases 
concerning the extrapolation parameter o, we can very easily obtain that 
when the relationships (2.6) are satisfied wee must have p < 1 as before. In the 
case [2.9), however, we have that (2.5) holds provided that it holds for 
cos t9 = 0. This gives 
4 (1+p2)w-21 <o, 
which in turn implies that 
2 o<w< -
1+p2’ 
(2.13) 
It is readily seen that the relationships (2.13) are not consistent with the first 
one of (2.9). However, (2.13) taken with the second one of (2.9) yields 
2 
l<w<--- 
l+p2’ 
provided, of course, that p < 1. This conclusion, the previous one, and the 
obvious conclusion for w = 1 prove the validity of the theorem. q 
THEOREM 2.2. If the eigenvalues X of mutrix T of the scheme (2.1) are 
such that ReX Q 0, then sufficient conditions for the scheme (2.3) to con- 
verge are either (i) p(T) < 1 and 0 <o < 2/[1+ p( T)] (as in the Ex. 7%) or (ii) 
p(T)> 1 and 0<o<2/[1+p2(T)]. 
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Pmof. It is clear that this time we have - 1 Q cos0 < 0. If now w 
satisfies (2.6), then for cosB = 0 the relationship (2.5) implies (2.13) as in 
Theorem 2.1 above. Thus we can readily obtain that 
O<w<min 1, 
( 
2 
1 1+$(T) - 
Depending on which of the two quantities 1 and 2/[ 1 + p”( T)] is the smallest 
one, (2.14) yields either 0< o< 1 and p(T) < 1 or O<o < 2/[1+ p2(T)1 and 
p(T) > 1. On the other hand, with w satisfying either of (2.9), (2.5) ir:’ valid 
provided that it holds for cos0 = - 1. This gives, in exactly the same way as 
in the corresponding part of the Ex. Th., that 1 <w < 2/[1 +p(T)] and 
p(T) < 1. All the conclusions drawn so far taken together with the trivial case 
for w = 1 prove the validity of this present theorem. 
Before we close this section we make the following comment. As is 
known, the problem of finding an optimum value for wf 1 (say aopt) such 
that 
(2.15) 
has not been solved analytically in the general case, but only in some special 
ones (e.g. in the case where the eigenvalues of T are real and the smallest 
and largest ones are known). In addition to the well-known cases for which 
(2.15) is true, we give here without proof one more: 
df we require that 1 1 - 0 + 04 I< 14 I< p( T) < 1 and either p,2 <x, or 
x, < $, i = l( l)n, where pi = x,~+ y,“, are satisfied with A,, i= l(l)n, being the 
eigenvalues of T and x, = Re 4, y8 = Im 4, then thcye exists a range fm o such 
thut p( T,) <p(T). More specifically, we hut>e 
oE 1, min ( 1-d ’ 1+&-2x, 1 if p;“<x, 
and 
oE max ( l-P,2 8 1++2xi 91 1 if p,“>xi. 
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1 __ I 0 
A= 0 I -I and 
13 1 
Q=I, 
-- 31 -- 
72 36 2 
then 
0 
yko i 
1 0 
0 1 
13 31 3 
z -38 ii  
with eigenvalues i, i 2 $ ’ 2 satisfying the relationships pi2 <xi, i = 1(1)3. Thus 
and P( T,) < P( TJ f or any cr: E (1, g). For practical purposes, when the system 
(1.1) has to be solved many times. with the same matrix coefficient A, and 
the case is not one for which the aforementioned problem has been solved, 
we make the following suggestion. Find computationally and out of its given 
range a value for O=aoPpt such that the LHS of (2.15) is as ‘small as possible 
and at the same time (2.15) is satisfied. The same suggestion can be made in 
Sets. 3 and 4 below, where either one or both of the parameters w and r are 
involved. 
3. ACCELERATED OVERRELAXATION METHOD 
Let the system (1.1) be given satisfying all the assumptions made in the 
Introduction. It is apparent that without loss of generality we can zsume 
that the matrix coefficient A can be split as follows: 
A=Z-L-U, (3.1) 
where -L and - U are the strictly lower and upper trian@ar parts 
respectively. The AOR method introduced in [3] consists of the following 
scheme: 
.(m+ 1) =(Z-rL)-l[(l-w)Z-t~(o-r)L+oU]x(m)+cJ(Z-rL)-lb, 
m=0,1,2,..., (3.2) 
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with the iterative matrix Tr,o being given by 
T,,,=(Z-rL)-‘r(l-w)Z+(w-rjL+wu]. (3-3) 
In (3.2), r and w (ZO) are two constants called the acceleration and the 
overrelaxation parameter of the scheme respectively. As was shown in [3], 
the scheme (3.1) is always an extrapolated scheme of another well-known 
one connected with the original scheme (1.1). To be more specific, if we 
distinguish the two cases r= 0 and r #O we can observe the following. For 
r =0 (3.2) reduces to 
,(m+ 1) = [(I-Q)z+o(L+ U)jr(m,+& m=O,P,2,..., (3.4) 
which is of the form (2.3). Therefore (3.4) constitutes the extrapolated 
scheme of 
r(m’l)=(L+ U)x(“)+b, m=0,1,2 ,...) (3.5) 
with extrapolation parameter w. Since the scheme (3.5) is the Jacobi scheme 
corresponding to the original matrix equation (l.l), (3.4) will constitute the 
extrapolated Bacobi scheme (or method) of the original system. In the case 
where r#O and after some algebra, the scheme (3.2) can be written as 
follows: 
X(m+l)- - {(l- ;)I+ ;(z-rL)-‘[(l-r)zt rU] p+ $,(I-r,q-lb, 
m=0,1,2 ,... . P-6) 
Comparing the form of (3.6) with that of the corresponding scheme i&3), it is 
easily deduced that (3.6) is the extrapolated scheme of the following one: 
x(m+l)= (z--rL)-1[(l-r)z+rU]X(“)+T(z-rL)-%, tn=0,1,2,..., 
(3.7) 
with extrapolation parameter equal to the ratio o/r. However, (3.7) is 
nothing but the SOR scheme (or method) of the original system with 
overrelaxation. parameter r. Therefore, for r#O, (3.2) is an extrapoiated 
scheme (with extrapolation parameter w/r) ofithe SOR scheme (or method) 
(with overrelaxation parameter r) which is derived straightforwardly from 
the original system. 
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Having in mind the analysis made SC far in this section as well as the Ex. 
Th. given in the previous section, we can exploit the extrapolation principle, 
as it was presented here, and extend the theory cdmcerning the AOR method 
given in [3] and [2]. It should be stressed that in dre sequel we do not make 
any use of Theorems 2.1 and 2.2 of the previous section. These can give 
obvious extensions of the theory which is t;, be developed when the extra 
assumptions of these two theorems are f&&d. 
By distinguishing the two cases for the AOR method (r -0 and r#O) the 
Ex. Th. can immediately give the following two theorems. 
THEOREM 3.1. Sufficient conditions for the extrapolated Jacobi scheme 
(3.4) to conwrge [p( T,,,) < l] are: the Jacobi scheme (3.5) converges [p( TO, J
<l] and O<w<2/[1+p(T,, ,)I. Moreocer we hnve 
It should be pointed out that this theorem still constitutes an extension in 
another direction of the theorem by Varga (see Remark in Sec. 2). 
THEDREM 3.2. Sufficient conditiom for the extrapolated SOR scheme 
(3.6) to comerge [p( T,,,) < I] are: the SOR schme (3.7) converges [p( I’,,) < 
I] and 0 < o < 2r/[ 1 + p( I’,,,)]. Moreouer we have 
In the analysis of the next section we shall distinguish cases where the 
matrix coefficient A of (l.l), in addition to the properties it already 
possesses, will possess at least one more. Thus in the cases to be considered 
the matrix A will ble (i) an irreducible matrix with weak diagonal dominance, 
(ii) a real symmetric positive definite matrix, (iii) an L-matrix or (iv) an 
M-matrix. In all cases we shall omit the obvious analogous result (2.4), which 
still holds. 
4. CON’VERGENCE THEOREMS CONNECTED WITH MATRIX 
COEFFICIENTS WHICH POSSESS SOME EXTRA BASIC 
PROPERTY 
Irreducible Matrices with Weak Diagonal Dominance 
THEOREM 4.1, Sufficient conditions for p(TaJ<l are 0<~<2/[1+ 
P(G, Jl. 
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Proof. Since A is an irreducible matrix with weak diagonal dominance, 
its corresponding Jacobi scheme (3.5) converges [p( T,,,) < 1] (see [9, p. 107, 
Theorem 2.la]). Therefore in view of Theorem 3.1, the hypotheses of this 
present theorem are true. Thus the basic result of [9] (p. 107, Theorem 2.la) 
is extended. 
THEOREM 4.2. For O<T G 1, sufficient coalitions far p(T,,,) < 1 arti 
o~~~wP+P(~,r)1. 
Proof. Because of our basic assumption that A is an irreducible matrix 
with weak diagonal dominance, we have that for 0 <r Q 1 the corresponding 
SOR scheme (3.7) converges [p( T,,,) < l] [9, p. 107, Theorem 2.lb]. This 
result, together with Theorem 3.2, proves the validity of the theorem. 
THEOREM 4.3. For 0= r91 and O<o<max {1,2r/[l+p(Z’J]} we 
hcrve that p(T,,) < 1. (Note: if the largest of the two quuntities in the braces 
is not the number 1 then the second inequality as regards o must be a strict 
one*) 
Proof The result follows from Theorem 4.2 and the Theorem in Sec. 3 
of [3]. It is cbvious that this theorem constitutes an extension of the one in 
[3] if and cn_y if 1 +p( T,,,) <2r. It is recalled that the theorem in [3] states 
that: 
For OGr,oG l,o#O, we have that p(T,,)<l. 
The part corresponding to r= 0 is covered by Theorem 4.1 above. 
Real Symmetric Positive Definite Matrices 
THEOREM 4.4. For 0 <r < 2 suficht coladitions for p( T,,) < 1 are 
o--/~l+Pvr,,n 
Proof. It is known that for 0 <r < 2 we have p( T,,,) < 1 [9, p. 113, 
Theorem 3.61. Therefore the present theorem is valid because of Theorem 
3.2. 
It is obvious that it is more general than the Theorem 1 of [2, Sec. 4,] 
which sts. tes that The AOR method converges for 0 < w Q r Q 2, o f2. be- 
cause of the relationship r < 2r/[ 1 + p( T, ,)I, which gives a larger range for 
the values of w. We note, however, that t&e present theorem does not cover 
the case 7~2. 
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L- and _M-matrices 
It is recalled that a matrix A of the form (3.1; is an L-matrix if and only if 
all its off-diagonal elements are nonnegative real numbers and also that an 
L-matrix is an M-matrix if and only if the Jacobi scheme (3.5) corresponding 
to the system (1.1) converges [i.e., p(T,,,)< I]. 
THEOREM 4.5. Let A be an L-matrix. Then suf$kient conditions for 
p(TO,,)< 1 are that O<w <2/[1 +p(T,,,)] and A is an M-matrix. 
Proof. The present theorem is nothing but Theorem 3.1 in the case 
where A is an L-matrix. N 
This is a special case of the theorem due to Varga (see Remark in Sec. 2). 
THEOXEM 4.6. Let A be an L-matrix and O<r < 1. ‘p7zen sufficient 
conditions fm p( T,,,) < 1 are that 0 < 0<2r/[l +p( TJ] and A is an M- 
matrix. 
Proof. If A is an M-matrix [i.e., p( T,,,) < I], then for any r such that 
0 < r < 1 we have that p( q,J < 1, by virtue of Theorem 5.la in [9, p. 1201. 
The result p( T,r) < 1, together with the relationships 0 <w < 2r/[l +p( T,,)] 
and Theorem 3.2, implies that p( T,,) < 1. n 
The present theorem extends the first part o1^ Theorem 1 of [2, Sec. 51, 
which states that: 
If A is an L-matrix and O<o<r< 1 then p(T_,)<l if A is an 
M-matrix. 
The extension lies in the fact that r<2r/[l+ p( T,,)] and therefore a larger 
upper bound for the values of o is used. 
THEOREM 4.‘7. Let A be an L-matrix, 0 < r Q 1 and 0 <o Q max{ 1,2r/[l 
f PGCJW 2% en a su#icient condition for p( ‘1’: ,) < 1 is thut A is an 
M-matrix. 
(Note: The same note as in Theorem 4.3). 
Proof. If 
2r 
” l+o(T,,,) 
2r 
max 
= _.-_ 
1 +p( q,r ’ 
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then because of ‘Theorems 4.5 and 4.6 the conclusion of the present one 
folIows. If max{ l,Zr/[l +p( I&)]} = 1, th e conclusion follows from Theorem 
2 in Sec. 5 of [2]. 
THEOREM 4.8. Let A be an L-m&ix, 0 < r < 2/[ 1 + p( I’,,, J] and 0 < w < 
2r/[l+ p( I”,,)]. Z%en p(T,.,) < 1 if A is an M-matrix. 
Proof. If ,4 is an M-matrix, then p( TJ < 1 [9, p, 126, Theorem 5.91. 
Since, on the other hand, we have for w that 0 < o < Zr/[ 1 + p( T,,)], Theo- 
rem 3.2 gives p( Tr,,,) < 1. 
This theorem generalizes the first part of Theorem 4 in Sec. 5 of [2]. 
THEOREM 4.9. Let A be an M-matrix. Then p(T,,) < 1 fm 
O<r<l and O<w<max 1, 
I 
2r 
1+P(T,J 
and aiso for 
l<r< 
2 2r 
l+P(G,J 
and o<o< 
l+P(KJ * 
(Note: The same note as in Theorem 4.3.) 
Proof. The present theorem is an immediate result of Theorems 4.7 and 
4.8. H 
I%e authors are indebted to the referee for his ueg comtmctiue wmmeat s 
and suggestions. 
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