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The purpose of computing is insight, not numbers.
 Richard Hamming (19151998)
1 Introduction
Information has become one of the most critical factors for companies to maintain
their competitiveness in times of rapidly changing market factors and customer
needs. Having timely access to the right information enables companies to gain a
competitive advantage. (Gabriel et al. 2009, p. 4)
Very often a huge amount of data that is only insuﬃciently used resides in the
databases of the companies' operational information systems. Thus, valuable in-
formation is not accessible for decision makers at a timely and appropriate manner.
(Gabriel et al. 2009, p. 4)
Additionally, there is more and more data relevant for decisions that exists in data
sources which are external to the companies, e.g. social networks data, documents
on the web or sensor data. Thomas & Cook (2005, p. 24) show that the amount of
data produced and stored, regardless whether externally or internally, is growing
rapidly at a rate of more than 30% a year. The challenge is to select the most
relevant bits of information that are very often contained in only small parts of
the overall information base.
The vast amount of data, distributed over multiple sources is the reason why there
is an ongoing demand for appropriate access and analytical methods to make the
information usable in decision making processes (Gabriel et al. 2009, p. 4).
Appropriate analysis techniques, visualization and interaction possibilities are es-
sential for gaining meaningful insight from all the available data. Because of this
immanent demand for analytical tools, the following project paper introduces dif-
ferent tools that can help decision makers in gaining insights from the data and
making reasonable decisions. Next to traditional number crunching based tools,
graph based tools and Formal Concept Analysis (FCA)1 based tools, which belong
to a rather new ﬁeld of analytical research called Visual Analytics, will be intro-
duced. In advance, the basics of analytical information systems, data types and
visualization will be examined.
1Formal Concept Analysis is a mathematical method in order theory (see section 4.3.1)
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2 Decision Support with Analytical Information
Systems
2.1 Necessity and Architecture of Analytical Information
Systems
Decision support is ubiquitous by nature (Hosack et al. 2012, p. 316), as decisions
are made on all levels and areas of business (Gabriel et al. 2009, p. 4).
Problem solving processes require decision making. The nature of problems whether
structured, semi-structured or unstructured inﬂuences the decision making tasks,
related to these problems. The more structured a decision task is the higher the
number of stable parameters and relationships a decision maker has to consider.
Contrary, the more unstructured a decision task is the more unknown or shifting
parameters and relationships exist. In both extremes information systems which
deliver right access to the data should support the decision makers in eﬀective
decision making. (Hosack et al. 2012, p. 316)
The required information systems have to provide the necessary information in a
suitable fashion regarding the situation, the persons and problems in the decision
making stage. Those systems are called Analytical Information Systems or
Business Intelligence Systems. (Gabriel et al. 2009, p. 4)
Many deﬁnitions of Business Intelligence (BI) exist in literature. Ghazanfari et
al. (2011, p. 24ﬀ.) build up a classiﬁcation of BI deﬁnitions based on how BI
is approached, diﬀerentiating between managerial, technical and system enabler
approaches. For all approaches in common, they point out that the collection, anal-
ysis and distribution of information is the core of BI and supporting the strategic
decision making process is its objective.
A rather technically oriented deﬁnition, which emphasizes the importance of deci-
sion support, can be found in Chaudhuri et al. (2011, p. 88):
"BUSINESS INTELLIGENCE (BI) SOFTWARE is a collection of de-
cision support technologies for the enterprise aimed at enabling knowl-
edge workers such as executives, managers, and analysts to make better
and faster decisions."
Chamoni & Gluchowski (2006, p. 11) emphasize that the term Business Intelli-
gence has been excessively used in the past and it is imminent to dilute. Because of
that, they prefer to use the term Analytical Information Systems. In the following
paragraphs both terms will be used synonymously.
Figure 1 shows the basic architecture of a business intelligence system. It becomes
apparent that a BI environment is typically composed of a set of diﬀerent compo-
nents ranging from the data sources (external and/or internal), data extraction,
transformation and loading functionalities (i.e. ETL), a data staging layer i.e. a
data warehouse, analytical data preparation components to numerous front-end
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Figure 1: Typical business intelligence architecture (Bange 2006; Chaudhuri et al.
2011, adapted)
applications through which users access the data. The data ﬂows through the
system from the data sources to the analytical front-end tools, and is transformed
according to the analytical information needs. The data can also ﬂow the other
way round when users enter new data in the front-end tools. This will be shortly
covered in section 3.3. In this project paper the focus lies on the upper two layers
including data preparation e.g. the OLAP engine and additional analysis methods
residing in this layer, and especially the front-end layer with its possible visualiza-
tions and applications. For details about the lower layers please refer to Gabriel
et al. (2009) or Chaudhuri et al. (2011).
2.2 Historical Development of Decision Support Systems
Decision Support Systems (DSS) have been a paradigm of interest from almost the
beginning of information systems research. Hosack et al. (2012) give a compre-
hensive overview of the historical development of DSS showing that DSS research
and practices have evolved along with the development of information technology:
In the 1960s, when mainframe computers were used for decision support, decision
making was a centralized process mainly characterized through batch processing
techniques. Mainframe computers were large, expensive and space-ﬁlling systems
with less capacity than a mobile device today. Tabulating data and creating simple
reports were costly calculation tasks. Data was processed in a ﬁxed way with a
ﬁxed set of reports. Applying changes to the reports required the intervention of
programming experts. Thus, the systems could not be used to conduct ﬂexible sce-
nario analysis in the increasingly dynamic business environments. Arnold (2013)
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calls these systems which were rather static and required specialist intermediation
ﬁrst-generation analytics.
The emergence of smaller, less expensive microcomputers in the early to mid-1970s
led to more distributed computing environments and decentralized decision making
processes. Individual departments in organizations purchased their own systems.
Non-programmed, rather unstructured decisions as opposed to the programmed
routine problems solved in mainframe systems became the focus of DSS research.
The introduction of the IBM PC in 1981 led to a common integration of microcom-
puters as business computing resources. The formerly dumb terminals connected
to mainframe computers were replaced by microcomputers being able to run com-
puter programs independently of larger corporate computing resources. The de-
velopment of spreadsheet applications, like Lotus 1-2-3, enabled a manager to in-
teractively work with the data and prepare reports without a need for intervention
by a programming specialist. Arnold (2013) calls these systems second-generation
analytics. The new paradigm led to the development of small scale decision models
mainly supporting individual and functional area decision making.
The distributed computing environment and relative ease of individual decision
making support were a problem for decision making processes at a corporate level
as conﬂicting analyses of problem situations could be the result. Thus, the focus
of research turned to group decision making processes. The importance of group
decision support systems (GDSS) was accompanied by the evolving availability of
local area networks. Research on GDSS evolved into research on computer sup-
ported cooperative work (CSCW).
In the 1990s, DSS research focused on data warehouses for the integration and
harmonization of data from diﬀerent sources. The Internet and web explosion of
the late 1990s and early 2000s further increased the need for viable and ﬂexible
decision support systems. Decision support as a business service was expected to
be always available. Furthermore, decision making responsibilities were pushed
downward the organizational hierarchy to lower level employees or even outward
to consumers or stakeholders.
Arnold (2013) calls the newest generation of analytical systems third-generation
analytics in which the appliance of mathematical methods and intuitive and inter-
active interfaces should completely eliminate the need for expert intermediation.
Moreover, in third-generation systems users are not confronted with the mass of
underlying primary data as it is automatically transformed with analytical meth-
ods before it is visualized.
2.3 The Nature of Data To Be Analyzed
To make use of all the available data it has to be brought into a suitable data
representation format. The quality of the underlying data representations has a
severe impact on the quality of the visualizations used in analytical tools. This
makes it necessary to transform the data into a representation that ﬁts the diﬀer-
ent analytical tasks. (Thomas & Cook 2005, p. 9)
Before transforming the data, it is important to understand that raw data is present
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in multiple data types, with diﬀerent characteristics which have an inﬂuence on
how the data is represented in analytical information systems and on how it can
be used in the decision making process. Chaudhuri et al. (2011, p. 96) show that
BI tasks often require to search diﬀerent types of data.
Perspective Description
Data type Numeric or non-numeric or both
Level of structure Structured, semi-structured or unstructured
Geospatial characteristics Association with location or region information
Temporal characteristics Temporal association, discrete or continuous
Table 1: Data characteristics from multiple perspectives
Thomas & Cook (2005, p. 108) try to characterize data by looking at it from
multiple perspectives (see table 1). The perspectives can be described as follows:
Data Type Regarding the data type, the data can be divided into two larger
categories: numeric and non-numeric data.
Numeric data mainly originates from other computer systems e.g. ERP systems
and it is quantitative by nature. Depending on the analytical tool used or on
the purpose of the analysis numeric data may or may not be manipulated or re-
represented before visualization takes place. For a long time, numeric data have
been the focus in analytics and many data representation techniques have been
developed for this type of data. (Thomas & Cook 2005, p. 108f.)
The distinction whether data is numeric or not mainly originates from the fact
that traditionally thousands records of numeric data are produced during business
operations and stored in the operational information systems (see section 3.1).
All other types of data can be regarded as non-numeric data. These include
for example textual data, image, audio or video data. However, categorizing all
these types as non-numeric data in a binary categorization does not imply that
the same processing techniques can be applied to all of these types of data, e.g.
video and audio data need to be encoded and tagged with meta data for searching
and interpretation purposes.
Nevertheless, these types have in common that they can include or be made of
linguistic data. Examining linguistic data means paying attention to its diﬀerent
level of structure: phonological, morphological, syntactic, semantic and pragmatic
level. With proper representations, all levels could support visualization. However,
it is still a big challenge to create useful data representations of linguistic data that
can be used for analytic purposes. (Thomas & Cook 2005, p. 109ﬀ.)
According to Chaudhuri et al. (2011, p. 96) more and more valuable BI relevant
data is available in the form of texts (e.g. E-mail, surveys, forums, blogs). It is
also possible that numeric and non-numeric data is combined, e.g. with categorical
data such as survey data (Thomas & Cook 2005, p. 113).
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Level of Structure The level of structure ranges from well-structured, semi-
structured to completely unstructured data. Numeric data is highly structured,
textual data can be well-structured or not structured at all. E-mail is an example
for semi-structured data as it contains well-structured elements and prosa text as
well. Speaking of structure in this sense means the ability to automatically derive
a structure from data and interpret it without human involvement. Unstructured
does not mean that there is no structure at all, but only humans can interpret the
data meaningfully. (Thomas & Cook 2005, p. 109)
With the evolvement of the Internet in the past decade managing semi- and un-
structured data has become a focus of data management research, e.g. Florescu
(2005) describes the problem of automatically processing semi-/unstructured data.
Using metadata languages like XML, as proposed in Sperberg-McQueen (2005),
can provide structural information on raw data.
Next to this rather syntactic perspective on structure, structure can also be viewed
from a more semantically oriented perspective. Similar to XML, languages for de-
scribing the semantics of data have been developed e.g. OWL (Web Ontology
Language). OWL can be used to describe data via classes, properties and rela-
tions, and thus enabling machine interpretability and automatic processing ability
of data. The level of semantic structure determines how far machine processing
can be applied to data without human involvement. (Breitman et al. 2006, p. 81)
This is important as structure makes it possible to assign meaning to data and
forms a basis for data representation. If no structure is available, it needs to be
derived. Thus, non-structured data is transformed into structured data before it
is analyzed.
Geospacial and Temporal Characterisics Geospacial and temporal charac-
teristics can add additional valuable content to data analysis. Those characteristics
compose information that is associated either with numeric data (e.g. seismic ac-
tivity data) or non-numeric data (e.g. textual news report or transportation data).
Adding geospacial and/or temporal information aﬀects the types of possible anal-
ysis and also the data representation (e.g. raster grids and vectors for geospatial
data). (Thomas & Cook 2005, p. 109)
As geospatial and temporal analytics will not be the focus within the following
sections, please see Thomas & Cook (2005) for additional information.
2.4 Information Visualization in Analytics
Through visualization decision makers access data that need to be analyzed. Ac-
cording to Card et al. (1999, p. 6) decision making is one of the main goals of
visualization next to explanation and discovery. Card et al. (1999, p. 9) deﬁne
information visualization as:
"The use of computer-supported, interactive, visual representations of
abstract data to amplify cognition2."
2Cognition is the process of acquisition or use of knowledge (Card et al. 1999).
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The authors use the term abstract data in their deﬁnition, as information visual-
ization shows abstractions of raw data that have been transformed meaningfully.
Regarding the handling of business data, they emphasize that visualizing non-
physical data - like ﬁnancial data, business information, collections of documents
and abstract conceptions - is more challenging than visualizing data that allow
obvious spatial mappings.
Figure 2: Reference model for visualization (Card et al. 1999)
Card et al. (1999, p. 9) propose a reference model for visualization as a basis for
discussions about visualization systems (see ﬁg. 2). A similar model that lays
more emphasis on the data and the transformation steps is the data state model
(or operator model) introduced by Chi & Riedl (1998). Both models are based
on the so called visualization pipeline model which has been introduced by Haber
& McNabb in 1990. The visualization pipeline is used to describe the diﬀerent
operations performed on data in the process of creating a visualization of the
data.
In all models three stages can be identiﬁed: data transformations, visual map-
pings and view transformations. In the data transformation stage raw data is
transformed into relations or set of relations (i.e. set of tuples) that are more
structured and thus can be more easily visualized. The second step is the visual
mapping stage, where characteristics of the transformed data are mapped to at-
tributes of visual structures e.g. dimensions, transparency or color. In the last
step, the view transformation, the visual structures are rendered for presentation.
In this step, feedback mechanisms like rotation or scaling functionalities are added
and made available to the analyst. (Card et al. 1999, p. 17ﬀ.)
As shown in ﬁgure 2 an analyst can inﬂuence all stages of visualization through
interaction and thus manipulate the view presented on the data.
3 Traditional Analytical Tools
3.1 Concept - Number Crunching
Traditional analytical tools are mainly based on number crunching, i.e. deriving
information from numerical data. Many business relevant information is available
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in form of numerical data or can be translated into measures, e.g. sales, budget,
inventories, or revenues. Thus, for traditional tools data is stored in a measure-
based and multidimensional structure. The combination of numerical data with
diﬀerent dimensions that are logical summarizations of data elements like prod-
ucts, segments, or places, transforms raw numbers into meaningful information as
dimensions add context to each measure. The dimensions can be described by a set
of attributes and hierarchies that provide additional information for analyzing the
measures (see ﬁg. 3). The aggregation of measures along the diﬀerent dimensions,
e.g. total sales by country and year, is another characteristic of the data model
used in traditional analytics. (John et al. 2011, p. 43; Chaudhuri et al. 2011, p.
92)
As visualized in ﬁgure 3 and stressed by Chamoni & Gluchowski (2006, p. 15)
these multidimensional data structures are often allegorized as cubes where the
dimensions build the textualized edges. Each intersection of the dimensions rep-
resents the value of the measure relevant for this combination of dimensions. The
overall volume of the cube represents all available measure values for the selected
level of aggregation.
Figure 3: Multidimensional data (Chaudhuri et al. 2011)
Analytical engines called OLAP servers (Online Analytical Processing) are used to
provide the multidimensional access on the data to the analytical tools and thus
to the users. There are "classical" BI operations like pivoting, roll-up, drill-down,
slicing and dicing that are enabled through OLAP engines. Those operations en-
able the user to navigate freely and interactively within the database. (Chaudhuri
et al. 2011, p. 90; Chamoni et al. 2005, p. 18)
Despite the term OLAP is used by Chaudhuri et al. to describe the engine it is
not only a calculation engine but also a common framework for building analyt-
ical information systems. It is mainly used for analyzing historical, consolidated
data from a multidimensional perspective. Chamoni & Gluchowski (2006, p. 14)
show that the possibility of multidimensional analysis is the main characteristic of
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OLAP which distinguishes it from OLTP (Online Transaction Processing) used in
operational information systems to support transaction-based business processes.
3.2 Visualization in Traditional BI Systems
The multidimensional view provided by the OLAP engine, inﬂuences how the data
is mapped to visualizations and presented in the frontend tools (see visualization
pipeline in section 2.4).
According to John et al. (2011, p. 52) two-dimensional tables, like shown in ﬁgure
4, are the most frequently used visualizations in traditional BI tools. One or more
of the data model's dimensions are mapped to the horizontal and vertical axis. At
the intersection of the axes the measures are displayed. The user can interact with
the data by (ex-)changing the dimensions or elements shown in the axes. These
interaction possibilities correspond with the pivoting, roll-up, slice or dice opera-
tions enabled by the OLAP engine, e.g. the user create a more aggregated view
on the data by choosing node elements from within the dimension hierarchies. By
navigating through the data and its dimensional levels, diﬀerent questions can be
answered that require diﬀerent levels of data aggregation. Additionally, analyzing
the data from multiple perspectives is possible by changing the dimensions and its
order in the axes.
Figure 4: Data analysis with a two-dimensional table
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Figure 5: Pie chart and bar chart for data visualization
Sometimes, displaying information in table based visualizations can be overwhelm-
ing for the user who is not able to select the most relevant information from
the whole pool of information. Fekete et al. (2008, p. 5) show examplarily how
challenging or almost impossible it could be to derive valuable information from
spreasheet data when answering complex questions without proper graphical vi-
sualizations.
Therefore, there are many visualizations in traditional analytical tools that illus-
trate the numerical data in graphics. This leads to higher attention, fosters data
exploration and supports the user in gaining insight from the numerical data.
Typical non-table based visualizations in traditional BI tools are bar charts, pie
charts, line diagrams and all varieties of theses types of diagrams. As with the
table based visualizations, the characteristics of the multidimensional data model
are mapped to the characteristics of the graphical diagrams, e.g. elements of a
dimension are spread in a pie chart or form the bars in a bar chart. Furthermore,
colors, transparency or other attributes can be used to categorize dimensional el-
ements or the measures themselves. Depending on which diagrams are used and
how the data model's dimensions and measures are mapped diﬀerent information
can be drawn from the visualizations, e.g. forecast the development of a measure
by placing it in the data area of a time-associated line diagram, comparing a mea-
sure with regard to diﬀerent dimension elements in a bar chart, or examining the
share of diﬀerent dimensional elements in a measure's sum value in a pie chart.
This eﬀect is shown in ﬁgure 5 where the data from ﬁgure 4 is visualized.
3.3 Application of Traditional BI Systems
Talking about applications requires to distinguish between the functional area of
application and speciﬁc software applications. Depending on which functional area
is supported diﬀerent tools will be applied. According to Gluchowski & Chamoni
(2006, p. 151) the scope of application for multidimensional analytical information
systems comprises a wide range of functional areas and facets. An OLAP-based
system can be applied everywhere where analytical tasks in organizations need to
be solved. This ranges from a pure supply of professionals and executives with
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information to oﬀering a corpus of data for complex analyses, e.g. for calculations
in market forecasting or investment decisions. Therefore, in virtually all business
areas there is a requirement for analytical information systems.
Figure 6: Applications of OLAP systems regarding functional areas (Gluchowski
& Chamoni 2006)
As shown in ﬁgure 6, OLAP-based analytical information systems are mainly ap-
plied in management accounting and at the executive board's level followed by
marketing and sales areas. In human resource management, logistics and produc-
tion they still play a minor role.
Without regard to a special functional area, the main objective of analytical in-
formation systems is displaying and processing decision relevant information (see
section 2.1). With this understanding Bange (2006, p. 97) suggests a classiﬁ-
cation of (software) applications for analytical OLAP-based information systems
that distinguishes the applications according to its level of freedom in analysis for
the user and the applications' complexity (see ﬁg. 7).
The visualizations described in the previous section are integrated into the diﬀer-
ent types of applications.
With reference to Bange (2006, p. 98ﬀ.) the classes of applications can be de-
scribed as follows:
• Cockpits and Scorecards are used for a simpliﬁed and aggregated view
on information and are published in enterprise portals or as stand-alone
applications. They are often used to visualize key performance indicators
and are popular tools at the executive board level.
• Reporting provides a static or dynamic view on the data according to the
reports' deﬁnitions, formatting, and query possibilities. Very often table
based views are combined with diagrams to visualize the data in reports.
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Figure 7: Classiﬁcation of applications for analytical information systems (Bange
2006)
• Analysis extends reporting as it adds possibilities of navigating and restruc-
turing the data, e.g. with additional calculation and simulation possibilities.
• Planning & Simulation applications oﬀer functionalities for forecasting,
planning and simulation. They diﬀer from the previous application classes
as they allow to access the data bi-directionally, i.e. they allow to read and
write data. They are mainly used in management accounting but also in
marketing, sales or human resource planning.
• Legal Consolidation applications are used to create a common view on
corporations' ﬁnancial data by integrating diﬀerent accounting standards
and chart of accounts. Due to the focus on ﬁnance the tools are mainly used
in accounting and for information purposes of the executive level or external
shareholders.
• Data Mining tools are used to analyze data with the purpose of discovering
new structures and patterns in existing data by applying statistical methods,
techniques of machine learning or artiﬁcial intelligence to the existing pool of
data. Depending on where the data mining logic is implemented there could
exist seperate data mining servers next to the OLAP engines (see ﬁg. 1).
Data mining applications are popular tools in marketing and sales analyses.
There is almost an inﬁnite number of traditional, OLAP-based and/or data mining
based BI software available at the market that can be assigned to one or more of
the classes of applications.
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4 Visual Analytics Tools
4.1 Concept - Visual Analytics
As already shown in section 1 there is a steadily increasing amount of data with
diﬀerent types and from multiple sources. Thomas & Cook belong to the pio-
neers who coined the term Visual Analytics to describe a new way of how these
massive amounts of data could be consumed and analyzed. Next to the immense
amounts of data, the often disparate, sometimes conﬂicting and dynamic nature
of information that can be derived is a reason why Thomas & Cook (2005, p. 22)
demand new methods of data analyses.
Additionally, Thomas & Cook (2005, p. 30) stress the importance of human judg-
ment in the analysis process, as analytical reasoning on the available data is a key
factor in gaining insight from the data by discovering unexpected relationships or
revealing missing expected relationships . Lemieux (2011, p. 39) captures this idea
by speaking of an "integrated approach combining visualization, human cognition,
and data analysis".
Thomas & Cook (2005, p. 28) summarize the above mentioned key points in their
deﬁnition of Visual Analytics:
"Visual analytics is the science of analytical reasoning facilitated by
interactive visual interfaces."
This deﬁnition reveals that Visual Analytics should rather be regarded as an au-
tonomous research area than simply as a set of analytical tools. Figure 8 shows
the diﬀerent ﬁelds of research which simultaneously make up the components of
Visual Analytics.
According to ﬁgure 8, fostering the analytical reasoning process could be seen as
one of the main components of Visual Analytics and it is also one of its main pur-
poses. This is realized by software that allows humans to maximize their capacity
to perceive, understand and reason about complex and dynamic data situations.
The underlying analytical reasoning process is an iterative process where an ana-
lyst iteratively collects and organizes information when advancing to judge about
a question. Thomas & Cook (2005, p. 33f.) show that using interactive visualiza-
tions, rather than static visualizations, is essential in this iterative process, as they
allow the user to gradually explore the data. They call this kind of dialog between
an analyst and the data analytic discourse, in which the visual representation is
simply the interface or view on the data.
As part of Visual Analytics diﬀerent methods of computer analysis are used to
transform data into representations that can be mapped to the necessary interac-
tive visualizations (Lemieux 2011, p. 39). These methods are used to pre-process
the data for ﬁrst visualization but also process data in reaction to the user's inter-
actions during the analytical reasoning process. The data that has been processed
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Figure 8: The R&D agenda for Visual Analytics (Thomas & Cook 2005)
in reaction to a user's interaction is re-represented as visual representation and
can be further analyzed. An example of such a method for computer analysis is
Formal Concept Analysis (FCA) which is introduced in section 4.3.1.
In Visual Analytics data representation and transformation also occurs in lower
layers of the analytical information system's architecture comparable to the ETL-
process in traditional BI environments (see ﬁg. 1). However, these steps of convert-
ing the diﬀerent types of maybe conﬂicting and dynamic data will not be covered
in this project paper.
Using tools that can be characterized as Visual Analytics tools do not eliminate
the idea of number crunching as possible with traditional BI tools (see section
3.1). They rather allow another form of interaction with the data. Thus, the same
visualizations as available in traditional BI tools, like e.g. bar charts, could also be
used in Visual Analytics (Lemieux 2011, p. 39). As described by Thomas & Cook
(2005, p. 69), the combinational use of visual representations and interactions
to accelerate rapid insight into complex data is the key factor that distinguishes
Visual Analytics tools from other analytical tools.
4.2 Graph Based Visual Analytics
4.2.1 Basics of Graphs and their Role in Visual Analytics
As mentioned in the previous section, the integration of computer analysis meth-
ods with visualization and interaction techniques to analyze large sets of data is
the core of Visual Analytics. Von Landesberger et al. (2011, p. 1720) pick up this
idea by taking a Visual Analytics perspective on the ﬁeld of visual graph analysis,
as graphs are popular data structures within Visual Analytics. They describe the
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importance of applying graph algorithms as a pre-processing step and also a pro-
cessing step in the interaction process to reveal new interesting aspects of data.
This is visualized in ﬁgure 9 which shows the components of visual graph analysis.
Next to representation and interaction it stresses the importance of algorithmic
graph analysis and visualizes that an integrated approach is necessary for eﬀective
visual graph analysis.
The main aspect that distinguishes graph based analytics from traditional analyt-
ics is the importance of understanding structures in the graph or respectively in
the underlying data. Thus, identifying connections between entities and clusters
among them is the main focus of graph based analytics.
Figure 9: Main components of visual graph analysis (Von Landesberger et al. 2011)
To better understand graph visualizations a short abstract about graph theory
follows:
A graph in general is a set of vertices V (i.e. nodes) and a set of edges E (i.e.
links) that connect pairs of vertices (Diestel 2005, p. 2).
In addition, attributes can be attached to nodes and edges that provide additional
information like their type, size etc. Graphs can either be directed or undirected. If
to every edge e an initial vertex init(e) and a terminal vertex ter(e) are assigned,
it is called a directed graph. There can be several edges between the same two
vertices which are then called multiple edges. If there are no loops or multiple
edges in a directed graph, it is called an oriented graph. (Diestel 2005, p. 28)
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Several substructures can be identiﬁed in graphs. A path with length k is a se-
quence of distinct vertices xi (with i=0,...,k) which are connected through edges
xjxl (with i=0,...,k-1 and l=1,...,k). The vertices x0 and xk are called ends. (Di-
estel 2005, p. 6)
If there is a closed path where x0 equals xk it is called a cycle. If it is an undi-
rected graph with no cycles, it is called a tree. A tree is called rooted if a particular
node is designated as a root node. Rooted trees are often considered as hierarchies
where the length of the path from a vertex to the root determines its level in the
hierarchy. (Diestel 2005, p. 13ﬀ.)
A directed graph with weighted edges, e.g. associated ﬂows of material or trans-
portation costs, is called a network. In Visual Analytics the term network is also
used for graphs whose vertices and edges are associated with attributes in gen-
eral. It is possible to successively aggregate (or cluster) vertices in a graph by
adding new meta-nodes or super-nodes and meta-edges between those nodes to
form aggregated graphs. If graphs evolve over time, i.e. its attributes, the graph
structure or both changes, they are called dynamic graphs in contrast to static
graphs. (Von Landesberger et al. 2011, p. 1721)
Several algorithms for mapping and transforming data into graph structures exist.
For more details on graph algorithms see the available literature about graph
theory.
Due to their importance for graph visualization the graph pre-processing tech-
niques graph ﬁltering and graph aggregation are shortly described. Graph pre-
processing in general is applied to simplify graph structures or highlight the most
interesting parts of graphs, as visual inspection of large and complex graphs can
be very diﬃcult and time-consuming. Graph ﬁltering means selecting only certain
nodes and edges of a graph either stochastically or by applying deterministic al-
gorithms. These algorithms can e.g. use the attributes assigned to nodes/edges
or the topology of the graph to ﬁlter out parts of a graph that are less relevant
for answering a certain question. The second technique called graph aggregation
merges nodes and edges to reduce the size of graphs and reveal relationships among
groups of nodes. (Von Landesberger et al. 2011, p. 1722)
4.2.2 Visualization of Graphs
Visual presentation through eﬀective graph layouts, visual mappings and interac-
tion techniques is essential to support the analysis of graphs. Very often graphs
form complex structures which makes it impossible to analyze a complete graph
with only one static view. Thus, interaction and graph processing techniques,
as mentioned in the previous section, are required to navigate eﬀectively through
graphs. (Von Landesberger et al. 2011, p. 1719)
Many graph based visualizations and even more derivatives exist which cannot all
be discussed in this project paper. Only a selection of well-known visualizations
will be discussed. They have in common that basic graph properties, like num-
ber of nodes included, graph density and connectivity are used by graph based
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Figure 10: Three diﬀerent representations for the same graph: (a) node-link dia-
gram; (b) matrix representation; (c) list representation. (Burch 2009)
visualization algorithms to apply certain visualization methods. Those properties
inﬂuence the choice and eﬀectiveness of the applied methods. (Von Landesberger
et al. 2011, p. 1721)
Talking about graphs in general without considering substructures as introduced
in the previous section, Burch (2009, p. 17f.) names three basic types of graph
visualizations (see ﬁg. 10). One of the most prevalent representations is the node-
link style. Node-link-based representations can be intuitively interpreted, as a set
of nodes is connected by lines that represent some kind of relationship. However,
the more nodes and the more links are displayed the harder it becomes to analyze
the diagrams because of link crossings and seemingly vanishing level of detail. This
problem is known as visual clutter.
A second type of graph representations is the matrix representation. Here the
vertices are represented at both axes of a matrix. A marker at the intersection of
both axes represents a link between elements. Edge weights can be represented
with special color coding. With this form of representation link crossing can be
avoided and links can be displayed very clearly, though the doubled presence of
an element at the diﬀerent axes makes tracking paths in the graph diﬃcult.
A third type of graph representation is a list-based representation. In list-based
representations for a vertex all vertices that are linked through an edge are added
in a list, but there is no order which makes it diﬃcult to read the visualization. De-
spite vertices with many outgoing edges can be easily identiﬁed, ﬁnding incoming
edges or identifying the vertex with the most incoming edges becomes very diﬃcult
in large graphs without proper support through interactive features. Thus, tools
that use list-based graph representations are rare at the market.
When trees as a subset of graphs are to be visualized, Burch (2009, p. 23) shows
that next to the previously introduced visualizations additional types of visual-
izations can be used which make use of the planar characteristic of trees. Planar
means that a tree can be visualized as a node-link diagram in a two dimensional
plane without crossing edges.
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Node-link diagrams for tree layouting can be top-down, left-to-right or radial ori-
ented concerning the positioning of parent-child relationships (Herman et al. 2000,
p. 4).
Two "non-traditional" so called space-ﬁlling graph visualizations used for tree vi-
sualization are tree-maps and sunburst diagrams (see ﬁg. 11). In tree-maps rect-
angles/boxes form the vertices which are nested according to its sequence in the
graph. Herman et al. (2000, p. 4) show that the size of the boxes is signiﬁcant for
interpreting the visualizations, as it displays certain attributes of the vertices or
edges (e.g. ﬁle size in a hierarchical ﬁle system). Thus, Burch (2009, p.) empha-
sizes that tree-maps can be very eﬀective to visualize the size of vertices but they
are much more ineﬀective compared to e.g. node-link diagrams when analyzing
the hierarchical structure of a graph.
Another form of space-ﬁlling visualization is the radial sunburst diagram. This
type of diagram distinguishes from tree-maps as the parent nodes are not over-
lapped by child-nodes. The parent-child relationships are represented by placing
the children next to the parent. Thus, attributes can be more easily displayed and
analyzed, but the diagrams are not as dense as tree-maps. A non-radial, linear
form of those diagrams is called icicle plots. (Von Landesberger et al. 2011, p.
1724)
4.2.3 Application of Graph Based Analytics
As shown in Herman et al. (2000, p. 1) graph visualization is used in many areas
of applications ranging from displaying ﬁle hierarchies in computer systems, to
organizational charts in companies, taxonomies in biology, object and ﬂow struc-
tures in software development or semantic networks and knowledge-representation
diagrams. To shorten this enumeration, graph visualization can be applied ev-
erywhere where the following question should be answered: Is there an inherent
relation among the data elements to be visualized?
As the idea of graph visualization itself is much older than the notion of Visual
Analytics which has been introduced by Thomas & Cook in 2005, the traditional
area of applying graphs in science has also been one of the ﬁrst areas of application
for visual graph analysis (e.g. analyzing protein functions in biology). However,
as mentioned by Lemieux (2011, p. 38), Visual Analytics and also graph analysis
have moved to other areas like business intelligence, fraud detection and epidemi-
ology.
In graph based analytical applications diﬀerent granular analytical tasks can be
performed by the analytical engine or through user interaction. Table 2 shows dif-
ferent tasks in graph analysis that form the basic analytical functionalities oﬀered
in graph based tools. For more details on the diﬀerent tasks see Von Landesberger
et al. (2011, p. 1735ﬀ.).
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Figure 11: Diﬀerent types of tree visualization: (a) tree-map; (b) sunburst dia-
gram; (c) icicle plot (Heer et al. 2010)
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Task Focus of Analysis
Analysis of Graph Structure Identiﬁcation of important nodes
Connections between nodes
Graph substructures
Graph structure on several aggregation levels
Impact of graph changes on the structural
properties
Graph Comparison One-to-one node comparison of two graphs
One-to-many nodes comparison of two graphs
Structural diﬀerences between two graphs
Structural similarity among multiple graphs
Table 2: Graph analysis tasks
The ongoing expansion of social networks and the richness of the data that can be
derived (see section 1) constitute an important ﬁeld of application for graph based
Visual Analytics. Due to the emerging presence of companies in social networks
like Facebook, and the availability of professional networks like XING or LinkedIn,
companies encounter new possibilities of gathering valuable information for their
business decisions, e.g. they are able to analyze connections between (potential)
customers, markets, market trends, focus groups, potential employees etc. The an-
alytical tasks mentioned in table 2 support decision makers in deriving meaningful
information from social network data, e.g. the analysis of graph substructures
helps to identify cliques or focus groups in social networks.
LinkedIn oﬀers a graph analysis tool called InMaps to its users, which allows them
to automatically cluster and visualize their connections in the network. Figure 12
shows exemplarily how a professional network of a LinkedIn employee looks like.
Diﬀerent color codings represent diﬀerent aﬃliations and groups. In the example
contacts from other companies are grouped. The label size symbolizes highly con-
nected people in the network. The tool enables users to identify clusters of people,
experts, new and maybe already forgotten connections. Thus, InMaps is a good
example of how social network data can be visualized and explored with the help
of graph analysis and visualization.
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Figure 12: InMaps example for LinkedIn employee (Imam 2011)
4.3 FCA Based Visual Analytics
4.3.1 Basics of Formal Concept Analysis (FCA)
Though graph based analytics take a dominant role in Visual Analytics, a rather
new approach of computer analysis in connection with BI systems called Formal
Concept Analysis (FCA) will be introduced in the following sections. FCA
itself has been introduced by Wille (1982). The idea to integrate FCA as an algo-
rithmic engine in BI systems has been fostered by the EU funded research project
named CUBIST (see section 4.3.2).
To understand the value of FCA as an analytical analysis method in BI some es-
sential FCA fundamentals are described in the following paragraph.
As part of the methods name, the notion of a concept plays an important role in
FCA. Philosophically, a concept can be deﬁned as a unit of thoughts that consists
of an extension and an intension. The extension comprises all objects that belong
to the concept and the intension includes all attributes valid for all objects in the
extension. The relation between the objects and the attributes is called incidence
relation ("an object has an attribute"). (Wolﬀ 1994, p. 2)
From a more formal perspective the elementary notions in Formal Concept Anal-
ysis are the terms formal context and formal concept.
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Figure 13: A table of crosses representing a formal context (Wolﬀ 1994)
According to Ganter & Wille (1996, p. 17) a formal context K can be deﬁned as
K := (G,M, I)
where G is a set of objects, M a set of attributes and I the relation that relates
objects in G to attributes in M .
A formal concept of a context (G,M, I) is a pair (A,B) with
A ⊆ G,B ⊆M,A′ = B and B′ = A.
Deﬁned that A′ := {m ∈ M | (g,m) ∈ I,∀g ∈ A} (the set of all common at-
tributes in A) and B′ := {g ∈ G | (g,m) ∈ I,∀m ∈ B} (the set of objects having
all attributes of B).
A is called the extent and B is called the intent of a concept (A,B).
A natural hierarchical order called subconcept-superconcept relation exists between
concepts in a context. In case (A1, B1) and (A2, B2) are concepts in a context,
(A1, B1) is called a subconcept of (A2, B2) if A1 ⊆ A2 (or equivalent B2 ⊆ B1).
Then, (A2, B2) is a superconcept of (A1, B1). This relationship is a partial ordering
relationship, to be formalized as:
(A1, B1) ≤ (A2, B2)⇔ A1 ⊆ A2 and B2 ⊆ B1
The thus ordered set of all concepts in (G,M, I) is called concept lattice of the
context (G,M, I). The context can be completely reconstructed from the concept
lattice.
Figure 13 shows an example of an animal context deﬁned as a table of crosses.
Focusing the FINCH and the EAGLE, a set X can be identiﬁed that includes a
set Y of attributes (ﬂying and bird). Thus, the pair (X, Y ) forms a formal concept
in the context of animals. The concept might be called "ﬂying birds". In this
example the concept "preying ﬂying birds" (i.e. the EAGLE) is a subconcept of
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the concept "ﬂying birds" (i.e. the EAGLE and FINCH).
Next to this object concept view the attribute concept view can be taken. In the
attribute concept (C,D) for an attribute m, C determines all objects of m and D
is the set of all attributes valid for all objects in C. In the example, the attribute
concept for "ﬂying" comprises the objects FINCH and EAGLE which have the
attributes "ﬂying" and "bird" in common.
4.3.2 Visualization of FCA Results
FCA can be used to present data in a hierarchical form by analyzing a set of ob-
jects and associated attributes. As the mathematical representation introduced in
the previous section is not feasible for appliance in (business) scenarios the most
commonly used visualizations will be introduced.
Very often a concept lattice is visualized with a line-diagram (a so called Hasse
diagram). In a Hasse diagram the formal concepts of a concept lattice are visual-
ized by circles. Objects that belong to a subconcept of a superconcept are placed
below the objects that belong to the superconcept. (Burmeister 2003, p. 15)
For example in ﬁgure 14, which is a line-diagram of the previously used animal
concept lattice, the concept generated by the object EAGLE (with the attributes
preying, ﬂying, bird) is placed below the concept generated by FINCH (with the
attributes ﬂying, bird).
As depicted by Burmeister (2003, p. 18), by convention the object name is written
below the circle representing the object. An attribute name is written above the
circle which represents the attribute concept. The object circles are connected
through edges with the attribute circles which represent the incidence relation.
From the object concept perspective, the Hasse diagram can be read from the
bottom to the top by following sequences of line segments. It is possible to move
upwards as long as an object has the attribute at the opposite end of the sequence.,
e.g. when looking for the concept "ﬂying birds" one can go from the EAGLE up to
the FINCH but not up to the OSTRICH as it is placed above the attribute "ﬂying",
which implies that OSTRICH does not carry this attribute. Consequently, taking
the attribute concept perspective one has to follow the sequences from the top
to the bottom, starting at the respective attribute circle to identify all objects
carrying the attribute.
It is possible that one circle represents an object and an attribute simultaneously
if there is a unique relationship between the object and the attribute, taking the
restrictions regarding sequences and placement of circles in the diagram into con-
sideration. For example, the OSTRICH is the only object in this context that only
carries the attribute "bird" and no additional attributes. Thus, the literals "bird"
and "OSTRICH" are placed at a common circle in the diagram.
Without basic knowledge about how FCA results are mapped to the Hasse dia-
gram it might be diﬃcult to understand the diagram correctly. Furthermore, when
contexts with a large number of concepts are visualized the visualization might be
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Figure 14: Line diagram for the animal concept lattice (Wolﬀ 1994)
confusing. Melo et al. (2011, p. 262) propose an approach for extracting tree
structures from concept lattices to visualize the data in tree based visualizations
which are easily understandable and more commonly used. Their basic idea is to
choose one single parent for each concept in a lattice. The main objective in this
procedure is to preserve the most essential features of the original concept lattice
structure as the transformation leads to information loss. Thus, Melo et al. pro-
pose diﬀerent strategies for parent selection. After extracting the tree structures,
tree-based visualizations as introduced in section 4.2.2 can be applied.
4.3.3 Application of Formal Concept Analysis
FCA in general is a formal method for data analysis and knowledge representation.
Its formalism and application independence allows it to apply it in diﬀerent func-
tional areas. In comparison to graph based analytics, FCA is not mainly used to
analyze inherent, maybe explicit relationships between entities but rather stresses
the derivation of the meaning of data by creating clusters of objects through analyz-
ing commonly shared or diﬀering sets of attributes. In a second step, relationships
between objects can be inferred.
A frequently mentioned area of application is analyzing the semantic structures
of textual data. Conceptual models can be extracted through human natural lan-
guage processing by applying FCA methods (Laukaitis & Vasilecas 2007, p. 5).
By oﬀering such a conceptual centric view on a domain of interest, a common
understanding about concepts with less ambiguity can be created. Exemplarily,
the research of Hashemi et al. (2004) can be stated who demonstrate how FCA has
been applied on interview data and accident logs to conceptualize marine accidents
for marine policy and regulation purposes.
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Other possible areas of applications, extracted from Wolﬀ (1994, p. 10) and Kang
et al. (2009, p. 353), are listed below without raising claim to completeness:
• Psychoanalysis
• Industrial Engineering
• Bioinformatics
• Social Science
• Ontology Engineering
• Software (Re-)Engineering
• Knowledge Systems
Figure 15: CUBIST architecture (CUB 2013)
A ﬁrst approach of integrating FCA into BI systems is the prototypic application
called CUBIST. The main idea of CUBIST is to integrate semantic technologies
like the FCA method into business intelligence environments by focusing on the
meaning of data and thus enabling the user to discover new (semantic) facts in
the data which are not explicitly modeled in the database schemes. By fostering
the analytical reasoning on data and having the meaning of data in place, the user
should be better guided in the analysis process.
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Figure 15 shows the basic architecture of CUBIST. The CUBIST architecture is
very similar to the BI architecture introduced in section 2.1, including diﬀerent
datasources, an ETL layer and an information warehouse layer, which diﬀer from
traditional BI through the integration of semantic technologies, e.g. a triple-store
is used instead of a relational database. The FCA engine and the visualizations
are placed on top. In the course of the CUBIST project three use cases have been
implemented to show the capabilities of the tool exemplarily. The use cases include
the analysis of biomedical atlases, data of space control centres and recruitment
data for the UK job market. For more details about the use cases see the CUBIST
project website3. The analytical tool oﬀered in CUBIST is a ﬁrst approach of
combining the diﬀerent analytical methods (FCA, graph and traditional BI) in
a common tool as visualized in ﬁgure 16. Next to Hasse diagrams, tree-based
visualizations or traditional diagrams like bar charts can be used in CUBIST front-
end providing diﬀerent perspectives on the same data.
Figure 16: CUBIST prototype frontend
3http://www.cubist-project.eu/
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5 Summary and Outlook
The previous sections have shown that each of the introduced approaches to ana-
lytical information systems does have its own impact on what kind of information
can be extracted from raw data and how this information can be leveraged in de-
cision making processes.
Traditional number crunching based tools allow to analyze mainly numeric data
from multiple perspectives. Graph-based tools can be employed to visualize and
analyze relationships among entities that can be extracted from the data. FCA-
based tools can be used to describe the nature (i.e. the attributes) of entities in
the data and thus assign meaning to them.
Next to the analytical basics of the diﬀerent tools the most commonly used visual-
izations and applications have been introduced. However, the number of possible
visualizations is almost inﬁnite. Which visualization is best suitable for a certain
analysis situation depends on various factors, e.g. the type of data to be analyzed,
the questions to answer or the analyst's level of knowledge in the domain of inter-
est. Thomas & Cook (2005, p. 30) emphasize that a single visual metaphor cannot
meet all analytical needs but a combination can provide multiple complementary
views on the information.
As introduced with the notion of Visual Analytics, next to visualization interaction
plays an important role in the analytical reasoning process. Analytical interaction
capabilities have not been discussed within this project paper. Nevertheless, for
the analysis process they are as essential as visualization itself since interaction al-
lows to explore the underlying data, navigate in the information space and reveal
unexpected facts. Thus, interaction with analytical tools is another interesting
ﬁeld of research.
Considering future activities in analytical information systems research, a system
that combines the diﬀerent analytical approaches might be of interest. Such an in-
tegrated system should exploit the strengths of the diﬀerent analytical approaches
and minimize the weaknesses that exist when using each approach separately. This
will require to systematically classify the questions answered with analytical in-
formation systems, derive the analytical requirements from such a classiﬁcation,
analyze the capabilities (strengths and weaknesses) of the analytical approaches,
visualizations and interaction functionalities and match them to the requirements.
Going further, next to analyzing the requirements and capabilities of such a mul-
tipurpose system, research on automating the selection of the analytical methods,
visualizations and interaction functionalities depending on the speciﬁc situation in
the analysis process will enable users to eﬀectively utilize analytical information
systems without having to care about the most appropriate analytical approach
by themselves. This requirement is immanent in times of increasing amounts of
data, various available types of data and analytical approaches.
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