In this paper, we propose a regularized factorized quasi-Newton method with a new Armijo-type line search and prove its global convergence for nonlinear least squares problems.
Introduction
The objective of this paper is to present a globally convergent factorized quasiNewton method for the nonlinear least squares problem
problems. Under suitable conditions, the iterative matrices of factorized quasiNewton methods are proved to be positive definite if the initial point is close to the solution point [20, 24] . However, all iterative matrices of factorized quasi-Newton methods may not be positive definite if the initial point is far from the solution. Therefore, the search direction may not be descent. This is a drawback of factorized quasiNewton methods to have global convergence when the line search methods are used. Another difficulty for the global convergence is that the iterative matrices and their inverses may not be uniformly bounded. To the best of our knowledge, global convergence of factorized quasi-Newton methods has not been established.
The paper is organized as follows. In Section 2, we propose a regularized factorized quasi-Newton method which guarantees that the iterative matrix is positive definite at each step. We use a new Armijo-type line search to compute the stepsize. Under suitable conditions, we prove that the proposed method converges globally for nonlinear least squares problems. In Section 3, we extend this result to the BFGS and DFP methods for general nonlinear optimization. We show that the regularized BFGS and DFP methods converge globally for strictly convex objective functions. In Section 4, we compare the performance of the proposed method to some existing methods and present some numerical results to show efficiency of the proposed method.
Algorithm and global convergence
In this section, we first present the regularized factorized quasi-Newton algorithm and then analyze its global convergence property. The motivation of the method is that the positive definite property of the iterative matrix can be guaranteed by the use of the Levenberg-Marquardt regularization technique. It is important for global convergence of the method to choose suitable regularization parameter and stepsize carefully. Now we give the details of the method.
Algorithm 2.1 (Regularized factorized quasi-Newton method)
Step 1. Give the starting point
Step 2. Compute d k by solving the linear equations
where
Here B k is referred to the Frobenius norm of B k . For simplicity, we denote
Step 3.
(ii) If k ∈ K 1 , we consider the following two cases.
Step 4. Set
and go to Step 2. [9, 12, 23] .
(ii) The line search (2.4) is different from the standard Armijo line search (2.3) since β > 1 in (2.4) . This new Armijo-type line search can accept stepsize as large as possible in Case (1). The following proposition shows that it is well-defined. Proposition 2.1. The Algorithm 2.1 is well-defined.
Proof.
We only need to prove that the line search (2.4) terminates finitely. If it is not true, then for infinite many m, we have
Let m → ∞ in the above inequality, then from β > 1, f (x) ≥ 0 for all x and
which leads to a contradiction.
In the convergence analysis of Algorithm 2.1, we need the following assumption.
Assumption A.
(II) In some neighborhood N of , f is continuously differentiable and its gradient is Lipschitz continuous, namely, there exists a constant L > 0 such that
It is clear that the sequence {x k } generated by Algorithm 2.1 is contained in . Moreover, the sequence { f (x k )} is a descent sequence. Therefore it has a limit f * , that is,
In addition, from Assumption A we get that there is a positive constant γ such that
Now we give some useful lemmas for the convergence analysis of the algorithm.
Lemma 2.2. Let Assumption A hold. Then we have
Proof. It follows directly from (2.3), (2.4), (2.5) and (2.7).
For convenience, we denote index sets
Then we have
(2.10)
Proof. If k ∈ K 3 , then from the line search (2.4), we have
By the mean values theorem and (2.6), we have The above two inequalities implies
Here we use the conditions β > 1 1−δ and δ ∈ (0, 1). If k ∈ K 4 , then from the line search (2.5), we have
Therefore the inequality (2.10) also holds by using similar proof in the case k ∈ K 3 . The proof is then completed since
Lemma 2.4. If k ∈ K 2 , then there exists a constant c 2 > 0 such that
(2.11)
Proof. For k ∈ K 2 , if α k = 1, then by the line search (2.3), we also have
Then the conclusion follows directly from the same argument as Lemma 2.3.
The proof of the following lemma is similar to that of Theorem 2.2.2 of [12] , for completeness, we present the proof here.
Lemma 2.5. Let Assumption A hold and the sequence {x k } be generated by Algorithm 2.1. If K 1 is infinite, then we have
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We have from (2.1) that
From Lemma 2.3 and (2.12), we get
This inequality together with (2.13) shows that
It follows from (2.9) and (2.12) that
The inequalities (2.15), (2.16) and (2.13) imply that
Therefore from the above equality and (2.1) we have
The proof is then finished.
The following theorem shows that Algorithm 2.1 is globally convergent. Proof. We suppose that the conclusion of the theorem is not true. Then there exists a constant ε > 0 such that for any k ≥ 0, it holds that
From Lemma 2.5, we only need to consider the case that K 1 is finite. Therefore
It follows from (2.1) and (2.17) that
This inequality together with Lemma 2.4 and (2.9) means that
From (2.1), (2.17) and the definition of K 2 , we have
It follows from the above inequality and (2.18) that
which contradicts with (2.17). This finishes the proof.
Application to nonlinear optimization
In this section, we will extend the result of Section 2 to the BFGS method and the DFP method for the general nonlinear optimization problem
where f : R n → R is continuously differentiable.
QUASI-NEWTON METHOD FOR NONLINEAR LEAST SQUARES PROBLEMS
The BFGS method and the DFP method are two well-known quasi-Newton methods for solving (3.1). Their updated formulas are given by BFGS formula:
DFP formula:
where y k = g k+1 − g k , and s k = x k+1 − x k . An important property of both methods is that B k+1 can inherit the positive definiteness of
If f is strictly convex or the Wolfe line search is used, then s T k y k > 0 and B k+1 is well-defined.
During the past three decades, global convergence of the BFGS and DFP methods has received growing interests. When f is convex and the exact line search is used, Powell proved that both methods converge globally [17] . When the Wolfe line search is used, Byrd et al. [3] proved the global convergence of the convex Broyden's class except for the DFP method. Byrd and Nocedal [2] obtained global convergence of the BFGS method with the standard Armijo line search for strongly convex function. For nonconvex optimization, counterexamples in [4, 13] show that the BFGS method may not converge globally when using exact line search or the Wolfe line search.
Li and Fukushima [11] proposed a modified BFGS method which possesses global and superlinear convergence even for nonconvex functions. Zhou and Zhang [25] extended this result to the nonmonotone case. Zhou and Li [26] proposed a modified BFGS method for nonlinear monotone equations and established its global convergence. But these modified BFGS formulas destroy the affine invariability of the standard BFGS formula. To overcome this drawback, Liu [12] proposed a regularized BFGS method and proved that this method converges globally for nonconvex functions if the Wolfe line search is used. Liu [12] also proposed a question that whether the regularized BFGS method is globally convergent for strictly convex or nonconvex functions if Armijo-type line search is used. The answer is positive.
In fact, if we update B k in Algorithm 2.1 by the BFGS update foumula or DFP update formula, then a direct consequence of Theorem 2.6 is that the regularized BFGS and DFP methods converge globally for strictly convex functions. 
Numerical experiments
In this section we compare the number of iterations and function evaluations performance of the proposed method to some existing methods such as the GausssNewton method for nonlinear least squares problems. The details of six methods are listed as follows.
(1) The Gauss-Newton method, denoted GN, which has the search direction given by
We compute the stepsize by the standard Armijo line search, that is, compute stepsize
where we choose δ = 0.1, ρ = 0.5.
(2) The Levenberg-Marquardt method, denoted LM, whose search direction is defined by
The stepsize is computed by (4.1).
(3) The factorized BFGS method [20] , denoted FBFGS, whose search direction is given by B k d = −g k , and B k is updated by
The stepsize is obtained by (4.1). (5) The scaled factorized BFGS method [24] , denoted SFBFGS, whose search direction is given by B k d = −g k , and B k is updated by
(6) Algorithm 2.1, denoted R-SFBFGS, where B k is updated by (4.3). Here we use the same parameters as R-FBFGS.
All codes were written in Matlab 7.4. In our experiments, we stopped whenever g k < 10
) or the number of iterations exceeds 10 4 . In the methods R-FBFGS and R-SFBFGS, we set
. The test problems are from [14] . Table-0 • fv and Av stand for the functional evaluation at the stopping point and the average of corresponding measure index, respectively;
• * means that the number of iterations exceeds 10 4 ;
• Sp is the starting point for the problems BD, VARDIM and KOWOSB.
Here we use seven different starting points, that is, x1 = (10
As can be seen in Table 2 , the method R-SFBFGS performed best for the problem BD since it requires the least number of iterations and function evaluations. The method R-FBFGS was faster than the methods LM and GN. stationary points for the given test problems. Moreover, we observe that the line search (2.4) was rarely used, but it is very efficient for the large residual problems.
In order to show the number of iterations or function evaluations performance of the six methods more clearly, we made Figures 1-2 according to the dada in Tables 1-4 by using the performance profiles of Dolan and Moré [7] .
Since the top curve in Figures 1-2 problems successfully while the methods R-FBFGS and R-SFBFG can solve all test problems. For τ > 2, the top curves correspond to R-FBFGS and R-SFBFGS, which shows that both methods are best within a factor τ with respective to the number of iterations and function evaluations.
Conclusions
We have proposed a regularized factorized quasi-Newton method with a new Armijo-type line search for nonlinear least squares problems. Under suitable conditions, global convergence of the proposed method is established. We also compared the performance of the proposed method to some existing methods. Numerical results show that the proposed method is promising. 
