We consider the inverse boundary value problem for operators of the form −△ + q in an infinite domain Ω = R × ω ⊂ R 1+n , n ≥ 3, with a periodic potential q. For Dirichlet-to-Neumann data localized on a portion of the boundary of the form Γ 1 = R × γ 1 , with γ 1 being the complement either of a flat or spherical portion of ∂ω, we prove that a log-type stability estimate holds.
Introduction
For an equation of the type − △u(x) + q(x)u(x) = 0, x ∈ Ω,
the inverse boundary value problem is the question of determining the potential q, given knowledge of pairs (u| ∂Ω , ∂ ν u| ∂Ω ) of Dirichlet and Neumann data, either on the whole boundary, or on some proper subset of it. One way to encode the given information is as the Dirichlet-to-Neumann map Λ q : u| ∂Ω → ∂ ν u| ∂Ω . An interesting sub-problem is the one of uniqueness, i.e. showing that if Λ q 1 = Λ q 2 , then q 1 = q 2 . A more general question is that of stability: showing that a suitable norm ||q 1 − q 2 || of the difference of two potentials can be controled by a suitable operator norm ||Λ q 1 − Λ q 2 || * of the difference of the corresponding Dirichlet-to-Neumann maps, through an estimate of the form ||q 1 − q 2 || ≤ φ(||Λ q 1 − Λ q 2 || * ), where lim sց0 φ(s) = 0.
When full boundary data is given, log-type (φ(s) = | log(s)| −σ ) stability estimates have been obtained (see [1] ). In [24] it has been shown that logtype stability is optimal. For partial boundary data, log-log-type (φ(s) = |log | log(s)|| −σ ) estimates have been obtained (see [5] , [6] , [7] , [8] , [16] , [23] , [25] ), as well as log-type estimates (see [2] , [4] , [5] , [14] , [17] ).
The result of Heck and Wang [17] , where they consider the case of a bounded domain in three or more dimensions and boundary data on a portion of the boundary whose complement is either flat or spherical. In that instance they obtain a log-type stability result. This setup was used by Isakov in [18] to prove a uniqueness result. In [5] a similar method is used to prove a logtype stability result with partial data in the case of electromagnetism. In [2] , [4] , [14] different methods are used, but with the assumption that the unknown coefficients are known near the boundary. In this paper we will follow the method in [17] to prove a log-type stability result.
Suppose ω ⊂ R n , n ≥ 3, is a bounded domain with C 2 -boundary. The domain for the problem we will consider here is an infinite cylinder of the form Ω = R × ω. We will denote γ = ∂ω and Γ = ∂Ω = R × γ.
We consider two types of geometry for ω:
In each of these cases let
Let q ∈ L ∞ (Ω) be real valued and such that
We consider the following boundary value problem
The Dirichlet-to-Neumann map Λ q assigns to the Dirichlet data f the corresponding Neumann data Λ q (f ) = ∂ ν u| Γ . If we only consider data supported in the open subset Γ 1 ⊂ Γ of the boundary, then we can define the local Dirichlet-to-Neumann map
Infinite cylinder domains of this type have been considered in [3] , [10] , [13] , [19] , [20] , [21] , [22] , in both static and time dependent cases. In [11] , [12] , a log-log-type stability result for the potential problem has been obtained.
We will exploit the fact that the potential is periodic in the x 1 variable and convert the boundary value problem (4) into a problem on a bounded domain. Then we will establish a relation between the Dirichlet-to-Neumann map for the two problems and then we will prove a stability estimate for the converted problem in the bounded domain and hence we will prove the main result of this article.
Main results

Let
and pick constants 0 < M − < C ω , M + ≥ M − . We will consider potentials in the class
We will make use of spaces of the type
, where r, s ≥ 0, and Y ⊂ R n could stand for ω, γ, γ 1 , etc. Similarly let H r,s
For functions φ ∈ C ∞ 0 (Ω) we can define the trace operators T 0 (φ) = φ| Γ and T 1 (φ) = ∂ ν φ| Γ . These extend (see [11] , Lemma 2.2) to bounded linear
Since H △ (Ω) is a larger space than H 2 (Ω), it is not entirely straightforward to identify the range of these trace maps in terms of classic function spaces. We will define H (Γ) = T 0 H △ (Ω) as a set. Noticing that T 0 becomes a bijection onto H (Γ) when restricted to D = {u ∈ H △ (Ω) : △u = 0} (see [11] , Lemma 2.3), we endow H (Γ) with the topology D induces on it through T 0 .
Before stating our stability theorem we need to clarify the well-posedness of the direct problem and give a precise definition of the Dirichlet-to-Neumann map. We have that
This is identical to the statement of [11, Proposition 1.1]. Though there ω ⊂ R 2 , their proof does not rely crucially on the dimension and does apply equally well to our ω ⊂ R n case. Let || · || * = || · || H (Γ)→L 2 (Γ) . Our main result is
, where ω satisfies one of the geometry
, and ||q 1 || H s ((0,1)×ω) , ||q 2 || H s ((0,1)×ω) < N, then there exists C > 0 and σ > 0 such that
We will prove Theorem 1.1by making use of the Floquet-Bloch-Gelfand (FBG) transform (or fiber transform). This will allow us to prove Theorem 1.1 by proving an equivalent result for a bounded domain. We describe this in section 2. In section 3 we introduce complex geometric optics solutions for case (a), which we then, in section 4.1, use to establish our stability estimate. Finally, in section 4.2 we make use of a (partial) Kelvin transform to reduce case (b) to case (a).
Fiber decomposition
In this section we summarize certain results concerning the FBG transform. All statements are easy generalizations of results proven in [11] .
Let Y be ω, ∂ω, or γ 1 . We define the operator
This extends to a unitary operator mapping L 2 (R × Y ) onto the direct sum
. We will use the notationY = (0, 1) × Y . We need to introduce several function spaces. Let
Also let H s,t θ (Y ) be the set of all functions
The maps u → u|γ and u → ∂ ν u|γ defined on smooth functions may be extended to bounded operators
Consider the set
It can be shown that T 0,θ is a bijection between D θ = {u ∈ H △,θ (ω) : △u = 0)} and H θ (γ). As with the original problem, we use this bijection to endow H θ (γ) with a topology. Note that if X θ (Y ) is any of the spaces defined above, and X(R × Y ) is the similarly defined space on R × Y , then it holds that
It also holds that, for q ∈ V(M ± ),
For any θ ∈ [0, 2π) consider the following boundary value problem inω
The following proposition is analogous to Proposition 1.
Proposition 2 (see [11] , Propositon 3.2). Let θ ∈ [0, 2π) and fix
We have that
and
where on the right hand side || · || * denotes the operator norm || · || H θ →L 2 To prove Theorem 1.1 it is then enough to prove Theorem 2.1. Under the same conditions as in Theorem 1.1, we have
holds for θ ∈ [0, 2π).
Complex geometric optics solutions
In this section we will construct complex geometric optics solutions for the problem (20) . These will later be used to prove Theorem 2.1 and hence Theorem 1.1.
In this section we consider the case (a), i.e ω ⊂ {x n < 0} is such that
1+n , we will use the notation x * = (x 0 , x 1 , . . . , −x n ). For a function f defined on R 1+n or a proper subset of it, we will write f * (x) = f (x * ). We extend q j so that as q j = 0 for x ∈ {R 1+n : x n < 0} \ω and q j (x) = q j (x * ) for x ∈ {R 1+n : x n > 0}. This means that q * j = q j . For each j = 1, 2 we are interested in solutions u j ∈ H △ (ω) of (20) for q = q j of the form
where ζ j ∈ C 1+n is chosen so that ζ j · ζ j = 0. We will construct ζ j explicitly. Let ξ, η ∈ R n \ {0} such that |ξ| = 1, ξ · η = 0 and ξ · (0, . . . , 0, 1) = 0. For any 0 ≤ θ < 2π, k ∈ Z + 1 2 , r > 0 and ξ, η as above we define
where [r] denotes the integer part of [r], and σ k = 7/4 if k − 1/2 is even and
We define
and observe that
Suppose R > 0 is such that ω ⊂ B(0, R) ⊂ R n . We follow [15, 12] to prove Lemma 3.1. Solutions of the form (25) 
Proof. Note that u = e ζ·x (1 + r), where ζ = ζ 1 or ζ = ζ 2 satisfies (20) if
We will construct a solution operator G ζ for the operator −△ − 2ζ · ∇. Without loss of generality we may choose a basis in R n so that ξ = (1, 0 . .
These form an orthonormal basis in
. Suppose we want to find a solution r to the equation
If we definer α = r, e α andφ α = φ, e α then
In our case we have Re(ζ 0 ) = 0, Re(ζ ′ ) = −τ (1, 0, . . . , 0) ∈ R n , so we get
for all α. Writing r = G ζ φ and using Plancherel's equality we get
We may also obtain (see [15] ) estimates of the form
where C 1 doesn't depend on ζ.
We may write (32) in the form
For τ > 2πR||q|| L ∞ we may invert the operator I + G ζ (q·) that appears on the left hand side to obtain a solution
with a constant C that depends only on ω. We also get
Clearly, supp v j |γ ⊂γ 1 . Using integration by parts we have, for q = (q 1 − q 2 ),
We can easily estimate
Since Re(ζ * 1 + ζ 2 ) = 0, the we get in the same way that
Using the fact that q * = q, we see that
where
Similarly
where σ k is either 5/4 or 7/4. Lemma 3.2. There exists constants C, ǫ 0 , α > 0 such that for any 0 < ǫ < ǫ 0
Proof. Since q ∈ H s (ω), s > (1 + n)/2 it follows that there is an α > 0 such that q ∈ C 0,α (ω). We will denote byq the extension by zero of q to R 1+n . First we estimate, for |y 0 | < 1,
Applying [17, Lemma 2.2] (see also [9, Lemma 2.4])we also obtain that there exists C, δ > 0 such that if y ′ ∈ R n , |y ′ | < δ then
Using the triangle inequality we can conclude that for y = (y 0 , y ′ )
We can then apply [17, Lemma 2.1] to obtain the conclusion.
A consequence of this is that
On the other hand
We have here used the fact that
Putting together the above estimates and the fact that
we obtain
where C is a constant depending on n,ω, M ± .
4 Stability estimate 4.1 Case (a), γ 0 ⊂ {x n = 0}
We need the following lemma:
Then
where µ(k) = n∈Z δ n . Let
Then we have
The first integral in (60) is easy to estimate:
To estimate the second integral, we use (57) and the fact that on B ρ τ ≤ 100(r + ρ)
to obtain:
We can choose ǫ such that ǫ 2α = r −1 . Then
withα = 1 − 1/(2α). Next we choose r = ρ 4+ñ α . With this choice, going back to (60) we obtain
To finish the estimate, we can choose ρ so that
In this case clearly there exists a γ(n,α) > 0 so
This gives us the estimate
Since we are additionally assuming that ||q j || H s (ω) < N, for and s that can be written as s = 1+n 2 + 2ǫ, by interpolation we have that there exists τ ∈ (0, 1) such that
Our desired result now follows trivially. 
whose inverse is
Letω,γ,γ 0 ,γ 1 be the images of ω, γ, γ 0 , γ 1 through this transform. Theñ γ 0 ⊂ {y n = 2R},γ 1 =γ ∩ {y n > 2R}, so the transformed domainω satisfies the conditions of case (a). For a function u(x) we definẽ
u(x(y)).
Note that |y ′ | 2R 
Let f ∈ H θ (γ 1 ), then there exists u ∈ H ∆,θ (ω) such that u|γ 1 = f , △u = 0. We notice thatũ|γ 1 =f and △ũ = 0. Since (2R/|y ′ |) n−2 is a bounded positive function onω, there are constants C ′ , C ′′ > 0 such that
Similarly, for any g ∈ L 2 (γ 1 ),
It follows then that the norms ||Λ q 1 ,γ 1 ,θ − Λ q 2 ,γ 1 ,θ || * and ||Λ q 1 ,γ 1 ,θ − Λ q 2 ,γ 1 ,θ || * are equivalent, i.e. that there are constants C ′ , C ′′ > 0 such that C ′ ||Λ q 1 ,γ 1 ,θ − Λ q 2 ,γ 1 ,θ || * ≤ ||Λ q 1 ,γ 1 ,θ − Λ q 2 ,γ 1 ,θ || * ≤ C ′′ ||Λ q 1 ,γ 1 ,θ − Λ q 2 ,γ 1 ,θ || * .
With this observation, we see that the stability estimate we have proved for case (a) implies the one for case (b).
