ABSTRACT Nonlinear blind source separation (BSS) is one of the unsolved problems in unsupervised learning, because the solutions are highly non-unique when there is no prior information for the mixing functions. In this paper, we present a novel approach to tackle the ill-posedness of the nonlinear BSS problem with a few assumptions. The derivation of our algorithm is inspired by the idea of an efficient layer-by-layer representation to approximate the nonlinearity. Once such a representation is built, a final output layer is constructed by solving a convex optimization problem. Relying on the multi-layer architecture, the algorithm transforms a time-invariant nonlinear BSS to the local linear problem with a tolerable computational cost. Then, the projected data can break the nonlinear problem down into the version of a generalized joint diagonalization problem in the feature space. Importantly, the parameters and forms of polynomials depend solely on the input data, which guarantee the robustness of the structure. We thus address the general problem without being restricted to any specific mixture or parametric model. Experiments show that the proposed algorithm has a higher estimation accuracy on audio data sets from the real world for separating various nonlinear mixtures.
I. INTRODUCTION
The problems of independent component analysis (ICA), blind separation of source signals have received wide attention in various fields such as speech enhancement [1] , image recognition [2] , wireless communication [3] , and thus have been thoroughly studied in the signal processing community. Usually, the original sources are linearly or nonlinearly mixed in some ways to produce a number of observations. BSS aims at recovering independent sources from their mixtures having access only to the observations without any prior knowledge, i.e., neither the sources nor the mixing matrix is known. The foundation assumption for linear blind source separation is that the statistical independence of the sources is usually sufficient to constrain the demixing functions up to the trivial transformations such as permutation and scaling.
An obvious extension for the task of BSS is that the observations are assumed to be generated from a set of sources by a nonlinear, instantaneous and invertible function. Roughly, the blind source separation seeks to find the mixing function or its inverse, solely based on the assumption that the sources are statistically independent. However, the indeterminacies imposed by the nonlinear model are difficult to handle [4] . Without extra constraints, the solutions are nonunique and then it suffers from the inability to recover the sources such as scaling and permutation [5] . In fact, there is an infinite number of possible nonlinear decompositions of a random vector into independent components, and those decompositions are not similar to each other in any trivial way [4] . The recovery inconsistency has been tackled by adding further prior information directly in the model or as a regularization term in the optimization processing procedure.
Various attempts [6] - [8] have been proposed to provide a theoretical understanding for solving the nonlinear mixing. Despite such progress, there are still many important open problems and unexplored areas, particularly in the nonlinear spaces and systems. The captured nonlinear features are in fact growing at an enormous rate. That necessitates higher advancement of algorithms and methods to extract models, patterns, and knowledge from nonlinear mixing. For instance, the approach that captures the topology of the space from data points is represented in [9] and [10] . Studying of various aspects of data geometry including manifold learning have been proposed in [11] .
One way relies on such a flexible approximation, including multi-layer perceptron (MLP) neural network [12] , [13] , which is employed for estimating the nonlinear separation transform function. By restricting the smoothness of the target transforming, 1 MLP provides the regularized solutions to ensure that nonlinear ICA leads to the sources separable. However, the example presented in [14] shows that the smoothness property is not a sufficient condition for this purpose. Hyvärinen and Pajunen [5] show conformal mapping 2 may helpful. Nonlinear ICA is able to estimate a separation mapping up to the rotation when the mapping functions are restricted to the set of conformal mapping. Unfortunately, the angle preservation conditions seem very restrictive [15] . In particular, it is not realistic in the framework of the nonlinear mappings associated with the nonlinear sensor array.
A. OUR CONTRIBUTION
We present a novel separation model that relies on the temporal structure and a novel mathematical construction with a multi-layer architecture. The approach pre-processes the data using a flexible approximation that projects the data into a high dimensional feature space. Then, by considering the temporal decorrelation as the separation criterion, we can break a nonlinear problem down into a version of the generalized joint diagonalization problem in the feature space.
The derivation of our algorithm is inspired by the idea of an efficient layer-by-layer representation to approximate such nonlinearity, which is referred to as Vanishing Idealbased NonLinear SEparation Model (ViNLisem). By using vanishing component analysis (VCA) in [16] , a prominent work in machine learning, we generate a set of polynomial functions that transform a time-invariant nonlinear BSS to the local linear problem. Such transformed components are used to extract the nonlinear mixture as the flexible approximation. Similar to a well-known principle in modern deep learning [17] - [19] , the layers of our architectures are built one-by-one, creating higher-and-higher level representations of the data. Once such a representation is built, a final output layer is constructed by solving a convex optimization problem [20] . Based on the multi-layered architecture, the nonlinearity of the mixing model is depicted by such polynomials. Importantly, the parameters and forms of polynomials depend solely on the input data, which guarantee the robustness of the structure. We thus address the general problem without being restricted to any specific mixture or parametric model.
In particular, the layer-by-layer representation is adaptively generated solely on the observations. As the number of spanned spaces goes up, the computational complexity grows exponentially. To overcome this obstacle, relying on the properties of vanishing components, we provide a feasible way to narrow the size of the candidate polynomial set. We thus generate the polynomial in the current layer only from the spanned space of the last layer and that of the first layer, such as g (t) (S) is generated from the span of F t−1 × F 1 rather than considering all the extended spaces, i.e., F 1 , F 2 , · · · , F t−1 . The details are shown in Theorem 2 and Theorem 3.
In addition, using the frameworks in [21] , the local temporal structure of the transformations is taken into account. The contrast function is discriminative to be designed by emphasizing the difference from the temporally i.i.d. data. On the other hand, the criterion is formulated by minimizing the second-order statistics in which the transformed components and their time lags are statistically as independent as possible. Therefore, we can break a nonlinear problem down into the version of generalized joint diagonalization problem in the feature space.
The rest of the paper is structured as follows. In Section II, we introduce some related works. The preliminary and problem formulation are given in Section III. In Section IV, we present a novel approach used for nonlinear BSS algorithm and its analysis of properties. In Section V, we discuss the computational cost of the proposed algorithm. Section VI provides experimental results to illustrate the effectiveness of the proposed algorithm. We conclude the paper briefly in Section VII.
II. THE RELATIVE WORK
One of the earliest frameworks based on temporal structures is Temporal Decorrelation source SEParation method, which is abbreviated as TDSEP in [21] . It works on the temporal structure that the separated signal and its time lags are jointly taken into account for the independence of the sources. However, for most temporal blind source separation (TBSS) methods, how to select the optimal time lags is an important problem. In this paper, we are going to show how this framework can be extended to the nonlinear case rather than solving the problem of searching the optimal time lags.
A related but different idea is exploited in approximation using multi-kernel space. Harmeling et al. [22] - [24] , a kernelized TDSEP (KTDSEP) method was proposed for nonlinear blind source separation that the kernel functions are used for mapping the observations into the kernel spaces. They show how kernel functions are employed to linear BSS methods to solve nonlinear source separation problems. These functions, however, do not have any optimizing property in terms of the contrast function that allows them to be ranked and evaluated. In addition, the method assumes the number of kernel spaces is chosen enough to approximate the nonlinearity without technical reasons. Sprekeler et al. [25] claim that temporal slowness complements statistical independence well, and a combination of these principles leads to unique solutions of the nonlinear BSS problem.
Our construction and algorithm rely on the representation learning [26] . Heldt et al. [27] introduced a numerically stable approximate vanishing ideal algorithm. Livni et al. [28] defined a family of neural networks with polynomial activation functions that the polynomial features are learned as nonlinear combinations of the original signals. Donini and Aiolli [29] , used a hierarchy of base kernel in the space of polynomial. These approaches consist of using an implicit map of the data, such as the Nyström method [30] , random features [31] and sketching [32] , [33] . That is features interactions in possibly high-dimensional data [34] . All of these approaches have in common with the flexible approximation, which emphasizes the representation learning as the key to the challenging nonlinear problems.
III. PRELIMINARY AND PROBLEM FORMULATION
The nonlinear BSS problem is formally described as follows. The observed signals x(t) = {x 1 (t), x 2 (t), · · · , x n (t)} are assumed to be generated from a set of statistically independent sources s(t) = {s 1 (t), s 2 (t), · · · , s m (t)} by a nonlinear, instantaneous and invertible function
where {·} denotes the transpose, and t is the sample (time) index. Here, T is the total number of time points. n and m refer to the number of observed signals and sources, respectively. In this paper, we set n = m in general. Since we are going to exploit only the statistical independence of the sources to be retrieved, a suitable approximation of the inverse nonlinear transformation could better reproduce the independence of the sources. Then some basic definitions are introduced for problem setup. Let f • h denotes the Hadamard product, such
The polynomial ring with n variables over R is denoted as R[x 1 , · · · , x n ] that the addition and multiplication operators over the polynomial ring are equivalent to addition and multiplication of functions.
Definition 3 (Ideal): Let I be a set of polynomials in
is a polynomial ring with n variables. For ∀f ∈ I and g ∈ R[x 1 , · · · , x n ]. If fg ∈ I holds, then I is defined as an ideal.
Definition 4 (Set of Generators): Let I be an ideal.
Definition 5 (Vanishing Ideal): Given a dataset S ⊂ R n , for all x ∈ S, the vanishing ideal of S is the set of polynomials that vanish on S. i.e. g ∈ I (S) iff g(x) = 0 for ∀x ∈ S.
The problem can be set up as follows. We have a set of observed signals S = {x(t)} T t=1 that are generated from (1). The objective is to estimate the original sources s(t) and the mixing functions F (or it's inverse function G = F −1 ) by using the observed signals x(t) only.
However, without any extra constraints, the solutions of blind source separation are non-unique [5] . In this paper, a novel approach is proposed by utilizing a flexible approximation to estimate the nonlinearity of the mixing function. First, let us focus on the representation learning [26] : how can we construct a structure that provides a good approximation basis for the values attained by vanishing polynomials.
Problem 1: Given an input dataset S = {x(t)} T t=1 , where x(t) = [x 1 (t), · · · , x n (t)] and S ⊂ R n . The problem is to learn a set of vanishing polynomials, which is formulated as the following optimization problem
for i = 1, · · · , k, where dim(·) represents the dimension of variables and V denotes the set of vanishing polynomial. Since the real data are noisy that allow us to consider a tolerate value , such that the polynomials almost vanish on S, i.e., g i (x) ≤ for ∀x ∈ S is satisfied, where · denotes the Euclidean norm.
In Problem 1, we prefer to seek a set of polynomials such that g i (x) ≈ 0 for all i and x ∈ S. These polynomials may provide a sufficient characterization of elements in S. By utilizing the generators of vanishing polynomials, any nonlinear mixture can be approximated with the combination of coefficients and the monomials. However, such polynomials did not achieve the inversion of the F function directly. They provide more features with a different selection of vanishing polynomials. Finally, the sources are recovered by solving a joint diagonalization problem in the feature space.
The procedure is implemented by finding a set of polynomials g 1 
· · · , k and x ∈ S. Given a dataset S, the vanishing ideal is denoted as I (S), which is a set of polynomials vanished on S, i.e., g ∈ I (S) iff g(x) ≤ for ∀x ∈ S. If a set of polynomials can generate I (S), then this set of polynomials is referred to as a set of generators for I (S). Hilbert basis theorem in [35] told us that a finite set of generators exists for any ideal. A finite set of generators of the ideal is an attractive mechanism for describing I (S), since all the elements in I (S) can be derived from this set of generators. Thus, the mixing function F can be approximated by finding such a finite set of generators, whose elements are named as vanishing polynomials.
Using the vanishing polynomials, the projected signals take the form of φ(x(t)) that is the projection of x(t) in the high-dimensional feature space. The demixing process can be expressed by a linear combination of these projected signals in the following formulation.
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Problem 2: Let {x(t)} T t=1 be a set of observed signals. There is a set of polynomials g i such that
form a basis of R n . By using such polynomials g i , the projected data of x(t) in feature space denoted as φ(x(t)) = {φ 1 (x(t)), · · · , φ k (x(t))}. Since the original sources s(t) are mutually independent, there exist a coefficient matrix W so as to arg min
where W i,: and W j,: are the i-th and j-th row of matrix W, respectively. The matrices φ = E[φ(x(t))φ(x(t)) ] and
] are defined as the covariance matrix of φ(x(t)) and the covariance matrix with time lags τ i , respectively. Thus, the signal is defined bỹ
for j = 1, · · · , k, where W ji denotes the (j, i)-th element of the coefficient matrix W. Problem 2 implies that if we build a set of vanishing components, which computes such k polynomials g 1 , · · · , g k , then we can recover the signalss(t) with k dimensions. Due to k > n, we need to select n sources froms(t), which construct the estimation of the original sources s(t).
Problem 3:
] be a set of recovered signals. Since the original sources s(t) are mutually independent, it is also independent if the separation process in (3) is applied again to the signals(t). i.e.,s (t) = W s(t), where W is another coefficient matrix if joint diagonalization approach is applied to the signals(t) again. Then, the recovered sourcesŝ(t) corresponds to the first n maximum correlations (corr) ins(t)
wheres π,: (t) is the vector composed of elements froms(t) indicated with the index π. π is the index number of output of ϒ(θ ; n) that is the function to choose the maximum n values of vector θ . max {corr s(t),s (t) } is a function to output a vector θ with each element being as the maximum value of each row of the matrix corr s(t),s (t) . Figure 1 shows an intuitive example for nonlinear separation using the mapping functions. Since the observations are nonlinearly mixed in the input space, we need to resort to a flexible approximation that can extract the nonlinear characteristics in the manifold G. Here, vanishing components allow us to construct the nonlinear variants by some polynomials, such as g 1 
i.e., the data x(t) are mapped implicitly into the feature space that denoted as φ(
The feature space is spanned from such polynomials that enable us to work on G. Then BSS FIGURE 1. Input data x(t ) are mapped to the manifold of G ∈ R k , which is a feature space constructed by some polynomials {g 1 , · · · , g k } ⊂ G. Therefore, the projected points φ(x(t )) in feature space can make the problem linearly separable. The linear coefficient matrices in the feature space correspond to nonlinear coefficient matrices in the input space.
approaches can be applied to the projected data in the feature space, which corresponds to the nonlinear BSS approaches in the input space. Finally, due to k > n, we need to select n sources, which construct the estimation of the original sources s(t) in the estimated space. Since the parameters of the polynomials depend solely on the input data, it guarantees the robustness of the structure.
IV. NONLINEAR SEPARATION MODEL
We now turn to develop our nonlinear separation model as well as the accompanying analysis. We do the algorithm in the following stages. First, we derive a flexible approximation with multi-layer architecture, which runs in a set of polynomials that approximately equal to the value of zero. Thus the projected data in the feature space can make the problem linearly separable. Then, by taking into account the temporal structure served as a separation criterion, we can break the nonlinear problem down into a joint diagonalization problem in the feature space.
A. STRUCTURE OF MULTI-LAYER ARCHITECTURE
In order to perform a simple linear separation problem in feature space that corresponds to the nonlinear problem in input space, we need to specify how to map inputs x(1), · · · , x(T ) ∈ R n into the feature space R k . A similar way is the kernel-based TDSEP presented by Harmeling et al. [24] . The difference is that our proposed method adapts to generate the polynomials, rather than assuming the number of approximate functions is chosen enough to represent the nonlinearity.
To ensure that a set of generators of I (S) carry significant information about the input, we require the generators to be uncorrelated and the coefficients being in the null space of the matrix, which is composed of the monomials with different degree. Mathematically, this can be stated as follows.
Proposition 1: Denote the set of monomials over n variables with total degree up to d by T n d . Consider the set of monomials T n d and the matrix A of size T × |T n d | as follows: A ij = t j (x(i)), where t j (x(i)) is the j th monomials in T n d , which is composed of elements from x(i). Let β 1 , · · · , β k be a basis of the null space of matrix A. Namely, for all i = 1, · · · , k, we have Aβ i = 0 and any vector β that satisfies Aβ = 0 can be written as a linear combination of
, where β ij is the coefficient for the i-th polynomial function and j-th monomial.
Proof: 
. Thus, the polynomials f i (x) form a set of generators of I (S).
The above procedure achieves the goal of finding a set of generators of I (S). Since the real data are noisy that allow us to consider a tolerate value , such that the polynomials almost vanish on S if g(x) ≤ is satisfied.
1) POLYNOMIALS OF DEGREE 1
If the vanishing polynomial is applied to the whole data S, we have
where S = {x(1), · · · , x(T )}. Firstly, the linear polynomial can be expressed as the combination of vector x(t) with the coefficient β ∈ R n+1 such that
where x i (t) is the i-th element for the observations x(t) and ρ i (x(t)) = x i (t) for convenience. Thus, ρ 0 (x(t)) = 1 for all x(t). It follows that for any such polynomial we have
where
The polynomial g (1) (S) vanishes on dataset S if and only if g (1) (S) = 0 T ×1 , which requires the vector β would be in the null space of the T × (n + 1) matrix
Then the vanishing polynomials can be obtained by searching the null space of A 1 . We maintain two sets for polynomials of degree 1: V 1 for the vanishing polynomials and F 1 for the non-vanishing polynomials. We use the notation F 1 = {ρ(S) : ρ ∈ F 1 } ⊂ R T to denote the vectors in R n . We will construct F 1 such that F 1 is a set of orthogonal vectors in R T . Algorithm 1 describes the procedure to generate the vanishing and non-vanishing polynomials of degree 1 by the Gram-Schmidt procedure.
Algorithm 1
1: for i = 1 to n do 2:
else 6 :
end if 8: end for Output: 1: Vanishing polynomial set V 1 ; 2: Non-vanishing polynomials set F 1 .
Considering a polynomial of degree 0, ρ 0 (S) = 1 T ×1 is clearly non-vanishing. We initialize F 1 = {ρ 0 (S)/ ρ 0 (S) }, where · denotes the norm of the vector. And set V 1 = ∅ initially. Set C 1 to be a candidate set of polynomials, which is composed of polynomials of degree 1, such as C 1 = {ρ 1 (S), ρ 2 (S), · · · , ρ n (S)}. To obtain the nonvanishing polynomials orthogonal to each other, it requires
Since the non-vanishing polynomial set F 1 only contains one element ρ 0 (S) initially, the above equation can be simply represented as
where ρ i (S), ρ 0 (S) is the coefficient for ρ 0 (S). We can now reformulate (11) in terms of a dual representation as
Compared with (9) in Theorem 1, the vector β is given in the form
. If a proper coefficient vector β can be searched so as to g i (S) vanish on the data S, we update
i (S) } is updated, where the normalization ensures that all the vectors in F 1 are orthonormalization as the normalized vectors. At the end of VOLUME 6, 2018 this process, F 1 contains a set of linear polynomials which are non-vanishing on S and V 1 contains a set of linear polynomials that vanish on S.
2) POLYNOMIALS OF DEGREE 2
To exploit the polynomials of degree 2, we need to construct a candidate set of polynomials C 2 = {ρ i,j (S)} n i,j=1 , where ρ i,j (S) = [ρ i,j (x(1)), · · · , ρ i,j (x(T ))] and ρ i,j (x(t)) = x i (t)x j (t) for all i, j. Each polynomial of degree 2 takes the form
By considering all the data points in S, we have
As before, we can find vanishing 2 nd order polynomials via the null space of the matrix:
To find the null space of the matrix A 2 , we could simply continue the Gram-Schmidt procedure that we have already performed for the columns of A 1 . However, we now need to consider n 2 + n + 1 columns. As the degree goes up, the number of columns increases exponentially. To overcome this obstacle, relying on the properties of vanishing components, we provide an effective iterative approach to narrow the size of the candidate polynomial set.
Theorem 2: Let g (2) (S) be a set of polynomials of degree 2. It can be constructed by two terms of degree 1 of the form g (2) 
. Without loss of generality, assume that for i 1 , i 2 ≤ l, where l is index number of polynomial of degree 1. We have that both f
|F 1 | } is denoted as a non-vanishing polynomial set of degree 1, where |F 1 | denotes the number of elements included in the set F 1 . Any polynomial of degree 1 that generated from F 1 can be expressed as
where α
denote the coefficients that make f
Then F 2 can be generated from the span of f (1) 
The operator • denotes the Hadamard product, namely the vector f
, where the degree of f
Theorem 2 is proved in the Appendix A. It follows that g (2) (S) can be constructed from the span of F 1 × F 1 and thus to construct F 2 and V 2 , which suffices to find the null space and range on the set of candidate polynomials from F 1 × F 1 . Formally, let us redefine C 2 to be the set
We will construct F 2 and V 2 by continuing a similar process with a polynomial of degree 1 on the candidate vectors of C 2 . Note that, due to the particular structure of vanishing polynomials, as proposed in Theorem 2, g (2) (S) can be generated from the span of F 1 × F 1 , i.e., from the polynomials with i 1 , i 2 ≤ l rather than the whole candidate vectors. Therefore, the remainder of ρ i 1 ,i 2 ≤l ∈ C 2 after projecting it on the current set F 2 is the polynomial g (2) (S) defined by
It requires |F 1 | × |F 1 | times to evaluate all the polynomials in the candidate polynomial set C 2 . Before we evaluate the polynomials of degree 2, we initialize F 2 and V 2 as F 2 = F 1 and V 2 = V 1 . Then if |g (2) (S)| ≤ , we have g (2) (S) vanishes on S. So we update V 2 ← V 2 {g (2) (S)}. Otherwise, we update F 2 ← F 2 {g (2) (S)/ g (2) (S) }. At the end of this process, F 2 contains a set of polynomials of degree 1 and degree 2 that are non-vanishing on S. In contrast, V 2 contains a set of polynomials of degree 1 and degree 2 that vanish on S.
3) POLYNOMIALS WITH A HIGHER DEGREE
The above progress continues to a higher degree. For any polynomial of degree t, we prefer to construct the set of nonvanishing polynomials F t only from the span of F t−1 × F 1 . At iteration t, the candidate polynomial set C t is given in the form
∈ F t−1 and p (1) j t ∈ F 1 . For simple expression, the candidate polynomial set is written as C t = q 1 (S), · · · , q l (S) . Then the above orthogonal processing can be given as
(S). (20)
The above processing procedure performs like a consecutive processing procedure that each time one polynomial is added to the vanishing polynomial set V t or non-vanishing polynomial set F t . Actually, we can operate more polynomials simultaneously with singular value decomposition (SVD). Before that, let us first introduce a property similar to Theorem 2.
Theorem 3: Let g (t) (S) be a set of polynomials of degree t. It can be constructed asĝ (t) (S) = i 1 ,i 2 ,··· ,i t ≤l f
|F 1 | } as a nonvanishing polynomial set of degree t − 1 and 1, respectively. Then any polynomialsĝ (t) (S) can be formulated aŝ
where α (t−1) j and α
(1) i t ,j t denotes the coefficients that make p
The theoretical proof is shown in the Appendix B. Then F t can be generated from the span of F t−1 × F 1 . The matrix A t can be formed as
|F t | (S)]. By using SVD, the matrix A t can be decomposed as A t = LDU . Using a simple matrix operation, we then obtain
The above equation can be written as
i (S) vanishes, where is the tolerate value used to evaluate the polynomials how close to zero. Thus, we update V t ← V t {η
B. APPROXIMATE SIMULTANEOUS DIAGONALIZATION
After we obtain a set of polynomials that projected data in the feature space, we consider the blind source separation with temporal structure employed as the separation criterion. Thus, the nonlinear separation problem can be changed to a generalized joint diagonalization problem. An alternative technique proposed in [36] can achieve the process by implementing two steps: 1. whitening and 2. Constructing several Jacobi rotations to achieve an approximate simultaneous diagonalization of the correlation matrix set. In step 1, we find a linear transform, which can be determined by taking the inverse square root of the covariance matrix as
where φ(x(t)) = [g 1 (x(t)), · · · , g k (x(t))] and k is total number of vanishing polynomials. The transform φ gives a representation of the signals φ(x(t)) in a new basis and the transformed signals are denoted by z(t) = φ φ(x(t)) = φ(x(t)) φ(x(t)). We defined a time-lagged correlation matrix of z(t) as
With different time lag, we can have different correlation matrix as z(τ 1 
where N is the number of time lags. After the pre-whitening step, any time delayed correlation matrix can be transformed to a diagonal matrix by a rotation matrix Q as
Concatenating both the whitening matrix φ and the rotation matrix Q yields the demixing matrix as
Therefore, the signals(t) can be expressed as
Note that the dimensions ofs(t) and the original source s(t) are k and n respectively, where k > n. We need to select n sources froms(t), which construct the estimation of the original sources s(t). Considering all the projected components, we have the demixed signals
Since the original sources are mutually independent, the demixed sources should be also independent even if the demixed matrix is applied to the signal s(t) again. Therefore, we can obtain another set of signal S = [s (1), · · · ,s (T )]. By employing the above temporal structure ons(t), the correlation (corr) between each row inS and each row inS is calculated by
Then, the rows inS with the maximum n correlations are denoted as the recovered sourcesŝ(t).
V. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity of the algorithm. Recalling our notations, we defined two sets: V and F are sets of vanishing polynomials and non-vanishing polynomials, respectively. The subscript of F denotes the subset of non-vanishing polynomials in the corresponding degree. For example, we use the notation F 1 ⊂ F to denote the non-vanishing polynomials with degree 1 in R T . F [r] = i≤r F i is defined as the union of the collection F i up to degree r. |F i | denotes the number of polynomials in the nonvanishing polynomial set F i . In Algorithm 1, the progress will terminate at round r when the set F r is empty. On the other hand, the progress does not stop, then |F [r] | ≥ r holds for any F [r] = i≤r F i , because F i should contain at least one polynomial. Since F [r] is a set of orthonormal non-vanishing polynomials, none of the vector in F [r] can be expressed as the combination of other polynomials in F [r] . Then the rank of the matrix with the columns listed as the polynomials from
|. Consequently, we have |F [r] | ≤ T . Suppose we have the non-vanishing polynomial set F 1 , · · · , F r−1 , the candidate polynomial set C r is generated as C r = F r−1 × F 1 . Let us enumerate all the nonvanishing polynomial according to the order in which they were inserted into F [r−1] , which is listed as
Then for any polynomial from the candidate polynomial set C r , we have
where ρ i (S) is the candidate polynomial. Since ρ i (S) is the constant vector, it can be evaluated in time O(T ). There are
| vector in the non-vanishing polynomial set F [r−1] . Any polynomial g i (S) can be written as a product of two polynomials from F 1 and F r−1 minus a linear combination of g 1 (S), · · · , g |F [r−1] | (S). Therefore, the process can be evaluated in time O(T × |F [r−1] |). A similar argument shows that if we take account into all the polynomials in the candidate polynomial set C r , the evaluation of computational cost is O(T × |F [r−1] | × |C r |). Thus, considering the iteration up to the degree of r, it will take the computational cost as
A. COMPUTATIONAL COMPLEXITY OF TEMPORAL PROCESS
Next, we consider another part of the computational cost of the temporal structure. For the observed signal x(t) ∈ R n , the calculation of the covariance
requires O(n 2 T + n 2 ). The covariance matrix with time lag τ is defined by
Assume we need to calculate N time-lagged correlation matrices
Simultaneous diagonalization of N matrices is implemented by the Jacobi-like technique [37] . We are going to search a unitary matrix that makes Q τ 1 (x) Q , · · · , Q τ N (x) Q as a collection of diagonal matrices. Considering a set {Q τ 1 (x) Q , · · · , Q τ N (x) Q } of N matrices of size n × n, the process needs to take the time O(λmn 2 ), where λ is the number of iterations for the simultaneous diagonalization.
After we obtain the matrix Q, the demixing matrix is calculated as W = ( 1 2 x Q) −1 , which needs the time O(2n 3 + n 2 T ). To summarize the above process, the computational cost of the temporal process is given by
Since we have T n, T λ and T m, the computation time of the temporal process can be approximated as O(Nn 2 T ). We have |V | vectors in the vanishing polynomial set. Then the total computational cost can be evaluated in time As shown in Table 1 , the computational complexity of TDSEP [21] for the observed signal x(t) ∈ R n is O(Nn 2 T ), where N is the number of time lags of temporal structure. Using the approximation of multi-kernel space in [22] - [24] , the cost of adding the signal channels from n to the high dimensional space with d that can be evaluated in O(Nd 2 T ). Since KTDSEP method sets the number of kernel spaces initially, the parameter d is fixed rather than depending on the data itself. In contrast, the algorithm ViNLisem is not restricted to any specific mixture or parameter model, but generate the multi-layer architecture to approximate such nonlinearity solely based on the data and the degree of vanishing polynomials.
VI. EXPERIMENTS WITH REAL-WORLD DATA
In this section, experimental results of the proposed algorithms for three kinds of nonlinear mixtures are shown. The methods used for comparison and evaluation equation are presented in Section VI-A. Afterward, the description of data and experimental settings are shown in Section VI-B. The results and their performance evaluation are given in Section VI-C.
A. METHODS AND EVALUATION EQUATION
The separation performance of the proposed nonlinear separation method is evaluated with other six approaches on five real audio datasets. The following shows the six methods used for comparison.
1. TDSEP [21] : Temporal decorrelation source separation relies on the estimation of simple time-lagged covariance matrices (second-order statistics), which emphasize the difference from the temporally i.i.d. case.
2. KTDSEP 3 [24] : Kernel-based TDESP was proposed by Harmeling et al. that transformed the source signals into kernel spaces. The approach relies on such kernels that are assumed to be chosen enough to approximate the nonlinearity of the observed signals.
3. FICA 4 [38] : Fast independent component analysis is a significant milestone for blind source separation. It recovered the statistically dependent sources by minimizing the criterion composed of the negative-entropy.
4. KICA 5 [39] : Kernel-based ICA is used to show the necessity of exploiting nonlinear ICA methods for separating nonlinear mixtures.
5. JADE 6 [40] : Joint approximate diagonalization of eigenmatrix is considered to operate on the high-order statistics of independence.
6. SOBI 7 [36] : Second-order blind identification is a technique to exploit the coherence of the source signals, which relies only on stationary second-order statistics.
To measure the performance of recovered sources, the normalized mean squared error (NMSE) is employed [41] , which has the following definition NMSE(s i ,ŝ i ) = 10 log 10 1 n
whereŝ i denotes the estimate of the source signal s i , and δ is a scalar reflecting the scalar ambiguity.
B. DATA AND EXPERIMENT SETTING
The experiments are designed on the assumption that the observed signals are mixed nonlinearly. The sources used for the following simulations include 5 real-world audio signals with different temporal properties. They are publicly available [42] . Each one has its own advantages, depending on whether one is interested in a variety of environments, in a number of microphones, or in the overlap. For instance, the data ''AMI'' has two kinds of sound from the cable news and network news. Another data ''Multitrack'' was mixed with two anonymous singers. All the sources were sampled at 8,000 Hz. The length of the samples was varied to assess how the amount of training data affects the performance of the algorithm. The general properties of the datasets are summarized in Table 2 . Three kinds of nonlinear mixture functions were investigated, including the distorted source (DS) in [6] post-nonlinear mixture (PNL) in [15] , and the generic nonlinear (GN) in [14] and [43] .
1) THE DISTORTED SOURCE (DS)
In the DS mixture function of (34), each observation is a linear mixture of nonlinear distorted sources. Specifically, in the experiments the two channel mixtures were generated according to
where a 1 = a 2 = 1. 
2) THE POST-NONLINEAR (PNL)
The post-nonlinear mixtures constitute a particularly interesting example of the theoretical separability characterized by weak indeterminacy. The sources were the first subject to a linear mixture z(t) = As(t), where A is a 2 × 2 mixing matrix give by 
Then each mixture component is generated from a nonlinear, invertible transformation, as the form of x 1 (t) = (z 2 (t) + 3z 1 (t) + 6) cos(1.5π )z 1 (t),
The sources are plotted in Figure 3(a) . The mixture components are shown in Figure 3 (b), where we can see the distortions caused by the nonlinearities. 
3) THE GENERIC NONLINEAR (GN)
In the following example, at each sample t, the sources are mixed nonlinearly as
where α(s(t)) is defined by the parameter model α(s(t)) = α 0 + γ × s 2 1 (t) + s 2 2 (t). In our simulation, the parameter α 0 and γ are set to 0 and 1, respectively. Table 2 . By using a mixing function given in (37), the observations are nonlinearly mixed, which is shown as an anchor-shaped structure in Figure 4(b) . The mixing function (37) is not symmetric in s 1 (t) and s 2 (t). Thus, for every pair of sources, there are two possible mixtures and we have tested both for each source pair.
For most blind source separation method based on the temporal structure, such as TDSEP, KTDSEP and our proposed ViNLisem method, the selection of the optimal time lags is a tough problem. Clearly, the performance can be degraded if the improper delay is chosen, whereas a large number of delays always give a stable solution. Here, we got some knowledge of practical experiments, which was shown in Figure 5 that many delays always brings us to the stable side. Thus, in the following experiments, the time-shift is In addition, for the best parameter setting, we could apply KTDSEP with a polynomial kernel of degree 9, i.e. K(s 1 , s 2 ) = (s 1 s 2 + 1) 9 and the dimensionality of kernel space set as 20. In practice, the real data are noisy that allow us to consider a tolerate value , so as to the polynomials almost vanish, i.e. g i (x) ≤ . The parameter is used to indicate the distance between the measured polynomials and the value 0. If a bigger is selected, the polynomials will have a bigger distance from the value 0. However, if a smaller is selected, the degree of the polynomial will be higher to make the polynomial satisfying the restrict of . Then the cost time will be longer to search such polynomial. Therefore, we set the parameter = 0.001 according to the experiments of the real datasets. The additive noise is generated to be white and Gaussian with uncorrelated samples whose variance was assumed to be uniform. The algorithms are performed under the signal-to-noise power ratio (SNR) varied from 5 dB to 45 dB by a step of 10 dB. To reduce the randomness effect, 20 times of Monte Carlo simulations are performed to evaluate the performance of the algorithms versus different SNR. 
C. RESULTS
Since our algorithm utilizes a set of polynomials to approximate the nonlinearity of mixture, we thus obtain 9 components (projected signals) adaptively for dataset ''AMI'' as shown in Figure 6 . Then, two components with the maximum correlation are selected as described in the previous section. The best matching waveforms with the maximum correlations are shown as the first and second rows, which are denoted as the estimation of original signalsŝ 1 andŝ 2 , respectively. The algorithm automatically chooses two signals that turn out to reach very high correlation coefficients (cc), such as cc(s 1 ,ŝ 1 ) = 0.9848 and cc(s 2 ,ŝ 2 ) = 0.9803.
To clarify the separation performance, we use the NMSE in (33) as the error measure. We evaluate seven BSS approaches on three kinds of mixed functions with five different datasets. Figure 7 show parts of the experimental results. Similar accuracy trends were also observed with other datasets being used to testify different mixed functions with different BSS approaches. We can see from Figure 7 that the ViNLisem achieved a more accurate estimate than the other methods. In contrast, FICA and KICA optimized their estimate by having access to all the samples in one space. In addition, we also verified that for all datasets, the improved performance of the proposed approach was significant. Apart from the estimation quality, an important aspect for ViNLisem method is that the vanishing components are constructed solely on the input data without any additional constraints on the mixing functions except for invertibility.
Among these methods used for comparison, we can distinguish two classes. Methods such as JADE and Fast ICA are based on statistics of order higher than two, which require at most one source can be Gaussian. This means that their performance will be poor if more than one source is close to Gaussian. However, in practice, most of the sources have distributions deviate markedly from Gaussian (e.g. speech data are strongly super-Gaussian, while images tend to be strongly sub-Gaussian). Methods of this class do not exploit any temporal or spatial structure of the sources. On the other hand, methods such as TDSEP and SOBI use only secondorder statistics, and can deal with any number of Gaussian sources. However, they require sources being with temporal structure. Again, most sources of practical interest (such as speech, biomedical signals or images) do not have a temporal or spatial structure that can be used.
Note that unlike KTDSEP, ViNLisem does not assume the number of approximate functions initially, but adapt to the nonlinear approximation in the form of a multi-layer representation. Therefore, the complexity and storage requirements of the model are proportional to the number of vanishing components. The complexity of the models learned by ViNLisem is generally larger than that of the KTDSEP. VOLUME 6, 2018
VII. CONCLUSION
Our work has three main contributions. First, the approach presents a novel mathematical construction with a multilayer architecture. By using the layer-by-layer representation, we can approximate such nonlinearity of mixing functions. Similar to the principle of modern deep learning, the layers are generated one-by-one up to the higher-degree representations of data. Once such representations are generated, a final output layer is constructed by solving a convex optimization problem. Thus, the technique establishes a highly useful isomorphism between the projection of the data points and the multi-layer representations. By projecting a time-invariant nonlinear BSS to the local linear problem, the nonlinear problem can be linearly separable. Importantly, the parameters and forms of polynomials depend solely on the input data, which guarantees the robustness of the structures. We thus address the general problem without being restricted to any specific mixture or parametric model.
Then, the layer-by-layer representation is adaptively generated solely on the observations. As the number of spanned spaces goes up, the computational complexity grows exponentially. To overcome this obstacle, relying on the properties of vanishing polynomials, we provide a feasible way to reduce the computational cost as shown in Theorem 2 and Theorem 3. Finally, considering the temporal correlation as the separation criterion, the approach can be designed by emphasizing the difference from the temporally i.i.d. data. Therefore, we can break the nonlinear problem down into a simpler version of the generalized joint diagonalization problem in the feature space. However, due to adopting the nonlinear approximation in the form of a sample representation, the complexity and storage requirements of the model are proportional to the number of vanishing components, which is generally larger than that of the TDSEP and KTDSEP.
