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In dieser Arbeit erweitern wir die Werkzeuge zur Lösung der Born-Markovschen
Mastergleichung für spezifische Systeme. Im Hauptteil präsentieren wir die Beschrei-
bung eines Festkörperquantenemitters, gegeben durch eine Mastergleichung, welche
die Eigenschaften der Kristallgitterumgebung beinhaltet. Wir leiten die Lösung dieser
Gleichung in der Form der spektralen Zerlegung des Liouville-Operators her und geben
Beispiele für ihre Anwendung.
Im zweiten Teil dieser Arbeit analysieren wir die Dynamik eines optomechanischen
Hybridsystems, das aus einem Zwei-Niveau-Atom in einem optomechanischen Re-
sonator befindet. Hier präsentieren wir einen Effekt, bei dem die Dipol-Resonator-
Wechselwirkung durch die Bewegung des Spiegels unterdrückt wird. Zusätzlich zeigen
wir die spektrale Zerlegung des Liouville-Operators eines dissipativen optomecha-
nischen Systems.
Der Fokus des letzten Teils liegt auf einzelnen durch Laser gekühlten Atomen,
die in nicht harmonischen Fallenpotentialen gefangen sind. Im Lamb-Dicke-Regime
zeigen wir die Eigenschaften der Laserkühlung und beschreiben die Signaturen der
atomaren Schwerpunktsbewegung im Spektrum der Resonanzfluoreszenz. Anhand





In this thesis we extend the toolbox for solving the Born-Markov master equation for
specific systems. In the main part we present a description of a solid-state quantum
emitter, in the form of a master equation which takes the properties of the phonon
environment into account. We present the solution of this equation in the form of the
spectral decomposition of the Liouville operator and exemplify its application.
In the second part of this work we analyze the dynamics of a hybrid optomechanical
system consisting of a two-level atom in an optomechanical cavity. Here, we present an
effect where the dipole-cavity interaction is suppressed due to the mirror motion. In
addition we derive the spectral decomposition of the Liouville operator of a dissipative
optomechanical system.
The last part focuses on the a single laser-cooled atom trapped in a non-harmonic
potential. In the Lamb-Dicke regime we present the laser-cooling performance and the
signatures of the atomic center-of-mass motion in the spectrum of resonance fluores-
cence. For two exemplary potentials we show the deviations from the known results
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The recent progress in quantum physics focuses increasingly on its technological ap-
plications. Such applications range from quantum information processing [Nie03]
over protocols for secure communication [Gis02] to simulation of complex sys-
tems [Bul09, Blo12, Geo14] and high-precision sensing [Gio11]. This progress draws
from the control of the quantum dynamics of a wide variety of quantum systems, e.g.
single photons [Har13], nuclear spins [Pla13], and atoms [Lei03] up to mesoscopic sys-
tem such as superconducting circuits [Bla04] and nanomechanical oscillators [Poo12].
However, most of these quantum systems are only suitable for a specific task. For
instance, information is best transmitted using photons while spins are more useful
for its storage. This shortcoming of the individual systems call for the development
of hybrid quantum systems that combine the advantages of its constituents and are
thus able to perform several task simultaneously. Examples for such hybrid systems
are circuit electromechanical setups [Lec15, Pir15], ultracold atoms coupled to mem-
branes [Cam11], or superconducting resonator-spin ensemble interfaces [Kub10], to
mention only a very few, for more examples we point out Refs. [Xia13, Kur14, Rog14]
and references therein.
In many solid-state based setups, which are among the candidates for hybrid
quantum systems, environmental noise plays a crucial role in the dynamics. In a
perturbative treatment of this noise, in the framework of master equations, special
care has to be taken about the validity of the Born-Markov approximation, since the
coupling to the environment can be relatively large and the Markovian assumption
may not be warranted [Wei12].
In the main part of this work we present a description of a solid-state quantum
emitter in which a part of the environment is included into the system, thereby ac-
counting for possibly strong coupling and environmental memory effects. The resulting
dynamical equation is nevertheless given by a Born-Markov master equation, however,
for the density operator of the system including an environmental degree of freedom.
For this equation we present the solution in terms of the spectral decomposition of
the associated Liouville operator, called the damping basis [Bri93, Bar00], allowing a
straightforward derivation of analytical expressions for the dynamics and light scat-
tering properties. We thereby also provide a general tool for the theoretical analysis
of systems governed by similar equations of motion, such as dissipative optomechani-
cal systems for whose master equation we also derive the solution in the form of the
damping basis.
This thesis is divided into four parts and we give a brief outline of their general
structure: Part I introduces the basic theoretical tools and comprises two chapters. In
Chapter 1 we present a derivation of the Born-Markov master equation and familiarize
the reader with the damping basis. Chapter 2 contains the explicit calculation of the
2damping basis of a damped harmonic oscillator, which is an essential tool for the
following treatments.
The focus of Part II lies on the description of the interaction of solid-state emitters
with their surrounding crystal environment and consists of two chapters. Here, Chap-
ter 3 reviews an earlier model from the literature for the light-scattering properties
of two-level defects in crystals which serves as a reference for the following work. In
Chapter 4 we present our model formulated as a single Born-Markov master equation,
derive the solution of this equation and show some examples for its application. Our
results are then compared to the ones from the previously reviewed model.
Part III is dedicated to cavity optomechanics and involves three chapters. Chap-
ter 5 recapitulates the description of generic optomechanical systems in order to lay
the foundation for what follows. In Chapter 6 we then analyze, in the spirit of hybrid
quantum systems, the dynamics of a hybrid optomechanical system, consisting of a
two-level atom placed inside an optomechanical cavity. In this system we identify a
distinct effect where the cavity-dipole interaction is suppressed due to the optome-
chanical coupling and analyze the influence of dissipation on this feature. In Chapter 7
we transfer the methods we used in our description of solid-state quantum emitters to
optomechanical systems and derive the damping basis of dissipative optomechanics.
Finally, in Part IV of this work we investigate, in its single Chapter 8, the cooling
of a single laser-driven two-level atom trapped in a non-harmonic potential and the
signatures of its center-of-mass motion in the spectrum of resonance fluorescence. This
work was motivated by recent cavity-cooling experiments in which the atom is trapped
in the standing wave of an optical optical resonator and the spectrum of scattered
photons shows distinct features of the anharmonicity of the optical lattice potential.
Giving two explicit examples, the infinite square well and the Morse potential, we show






Conventionally the term master equation refers to a first-order differential equation
describing the time evolution of probabilities. In the case of a quantum master equa-
tion the dynamical equation does not only cover the diagonal elements of a density
operator, which constitute probabilities, but also its off-diagonal elements, called co-
herences. Although it might not always be possible, the master equations we will deal
with here can be derived from underlying microscopic models.
In general the dynamics of a non-relativistic quantum system is fully described by
the Schrödinger equation. Here, the term system usually stands for a limited number of
degrees of freedom, such as a single electronic system. However, when describing such
a such system one often has to take into account the fact that it is not isolated: it is
in constant contact with its environment. Since this environment is generally given by
a vast number of degrees of freedom, it is, similar to the case of classical mechanics,
an insurmountable task to determine the initial conditions or solve the equations
of motion. To cope with this problem one has to rely on techniques known from
statistical mechanics and consider the environment to be a reservoir with which the
system exchanges energy, or both energy and particles. One can then characterize this
reservoir by only a small number of quantities, such as the nature of its constituents,
its temperature and its density of states.
This is what is called the system plus reservoir approach [Sar74, Lou90]: from the
dynamics of the full density operator, covering both the system and the environment,
an equation of motion for the system’s reduced density operator is derived which
depends only parametrically on the properties of the reservoir. Generally, an equa-
tion for the time evolution of the system’s reduced density operator can be obtained
using a projection operator technique leading to the so-called Nakajima-Zwanzig equa-
tion [Nak58, Zwa60, Haa73]. However, in some cases suitable approximations, summa-
rized under the name Born-Markov approximation, can be performed in the derivation
of the dynamical equation. These approximations include a weak interaction of the
system with the external degrees of freedom, thermal equilibrium of the reservoir and
assumptions on the timescales of the system and the reservoir. The resulting equation
is then called a Born-Markov master equation, accordingly, and is the type of master
equation we will focus on. In the derivation care has to be taken and the validity
of the approximations has to be examined critically for every physical situation. For
example, a timescale separation between the reservoir relaxation and the system evo-
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lution is valid in most quantum optical situations while it is not necessarily valid in
solid-state systems [Wei12].
Two prominent examples for the successful application of the Born-Markov ap-
proximation in quantum optics are the description it delivers for an atom interacting
with the free electromagnetic field and the description of a damped quantum harmonic
oscillator such as the mode of a cavity field. We will hark back to both of these cases
at a later instance.
In general, solving Born-Markov master equations is a challenging task due to
their operator-valued character. Among many methods to solve a master equation
is a way, proposed by Briegel and Englert [Bri93], that is analogous to the standard
method of solving the Schrödinger equation, in which the Hamiltonian is diagonalized.
Translated to a master equation this means one has to find a basis of operators in which
the generator of the dynamics, termed the Liouvillian, is diagonal. Unfortunately, the
fact that the restriction to the reduced dynamics of the system’s density operator
results in a non-unitary time evolution is reflected in the property of this Liouvillian
that it is not self-adjoint. This in turn implies that the diagonalization requires the
eigenoperators of the Liouvillian as well as the ones of its adjoint, or in different words
its right and left eigenoperators.
This chapter is organized as follows: After briefly outlining the derivation of the
Born-Markov master equation in Sec. 1.1 we also present in Sec. 1.2 a useful result that
can be extracted from the master equation with little effort, the so-called quantum
regression theorem. In Sec. 1.3 we then formally introduce the basis of eigenoperators
of the Liouvillian and summarize some of its properties and give a first example of its
application, the damped two-level atom.
There exists a host of literature in which the derivation of quantum master equations
is treated in general as well as for specific physical systems, we refer to Refs. [Lou90,
Car02] to mention only two. Here, we assume the system to couple weakly to a
large reservoir. We denote by HS and HR the Hilbert spaces of the system and the
reservoir, respectively, and by χ the full density operator, that describes the system
and the reservoir. Our aim is to derive an equation of motion for the reduced density
operator of the system
% = TrR{χ} , (1.1)
which is obtained by the partial trace of χ over the reservoir degrees of freedom, where
the partial trace is defined as TrR{ · } =
∑
n R〈n| · |n〉R, with some basis {|n〉R} of
the Hilbert space HR. The starting point of this derivation is the time evolution of







1.1 Derivation of the Born-Markov master equation 7
The Hamiltonian that governs the time evolution can be split into different parts as
H = H0 + V = HS +HR + V , (1.3)
where HS and HR denote the system and reservoir Hamiltonians, respectively, and
the operator V describes the mutual coupling.
The operators χ and V are now transformed into the interaction picture with
respect to H0 = HS +HR according to
χ˜(t) = eiH0t/~χ(t)e−iH0t/~ , (1.4)
V˜ (t) = eiH0t/~V e−iH0t/~ . (1.5)







[V˜ (t), χ˜(t)] . (1.6)
It is convenient to formally integrate Eq. (1.6) in the time interval [0, t] resulting in





dτ [V˜ (τ), χ˜(τ)] . (1.7)











dτ [V˜ (t), [V˜ (τ), χ˜(τ)]] . (1.8)
Up to this point we have merely cast the original equation into a different form, it
is still exact. Now a major assumption is made that is sometimes called the Born
approximation: we assume that the density operator is separable, meaning that it can
be written as a tensor product of a density operator on HS and a density operator on
HR according to
χ˜(t) = %˜(t)%R , (1.9)
with the system’s reduced density operator %˜(t) and the reservoir density operator
%R. The essence of this approximation is twofold: (i) We take the system-reservoir
interaction only into account up to second order. Correlations arising during the time
evolution that lead to non-separability, i.e. the impossibility to write the density
operator as a tensor product of the form (1.9), are neglected because they are at least
of order one in the interaction. (ii) The reservoir state is assumed to be in thermal
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and remains unchanged during the dynamics. This includes the additional requirement
that the reservoir is large enough, compared to the system, that it is not affected by
the interaction.















[V˜ (t), [V˜ (τ), %˜(τ)%R]]
}
(1.11)
which is the time evolution of the system’s reduced density operator in the interaction
picture under the Born approximation. For many concrete models the first term in
this equation vanishes, i.e. TrR{[V˜ (t), %˜(0)%R]} = 0. If this is not the case it is always
possible to incorporate an additional (%R-dependent) term in the Hamiltonians, in the
manner
V → V − TrR{V %R} , HS → HS + TrR{V %R} , (1.12)










dτ K(τ)%(t− τ) (1.13)
with the memory Kernel K(t) whose action on an arbitrary system operator X is given
by







The system itself, the reservoir and the system-reservoir interaction are still not speci-
fied. By choosing a microscopic model for the interaction one can identify the operator
V accordingly, leading to an explicit form of the Kernel K and thereby the master
equation itself. Since Eq. (1.13) contains a convolution of the memory kernel and the
density operator, the future evolution depends on the history of the density operator.
This is the reason why Eq. (1.13) is still a non-Markovian equation [Gar04] and the
solution remains a difficult task. We therefore seek another approximation to further
reduce the complexity.
In some physical systems there exist two widely separated time scales: the time
scale on which reservoir correlations decay and the time scale on which the system
evolves. If the system’s time scale, given by the inverse of the frequencies in the Hamil-
tonian, is small compared to the characteristic time scale of the memory kernel (1.14),
which is given by the thermal time ~β of the reservoir [Wei12], it is justified to use
the Markov approximation in Eq. (1.13), i.e. to approximate %(t − τ) by %(t). This




%(t) = L%(t) (1.15)
1.2 Quantum regression theorem 9
with a superoperator L, which is referred to as the Liouville operator. This is the
type of master equations we will deal with in the subsequent text, e.g. in the master-
equation description of spontaneous emission or the damped harmonic oscillator. It
can be shown, see for example [Lin76, Riv12], that if after performing the approxi-
mations introduced above the master equation is still physically admissible, meaning
that it preserves the properties of density operators, it can be written in terms of a









with a set of bounded operators Xk and real numbers γk ≥ 0. Here, we defined
superoperators of the Lindblad form by the expression
D[X]% = 2X%X† −X†X%− %X†X . (1.17)
For a time-independent Liouville operator and the initial condition %(0) the formal
solution of the master equation (1.15) is given by
%(t) = eLt%(0) . (1.18)
For a detailed evaluation of the Liouville operator for a two-level atom undergoing
spontaneous emission or pure dephasing and a damped harmonic oscillator we refer
to [Car02].
In the previous section we derived an equation of motion for the reduced density
operator of the system. However, in many situations we will encounter two-time
correlation functions of two system operators X and Y , defined on HS, of the form
〈X(t+ τ)Y (t)〉 = Tr{X(t+ τ)Y (t)χ(0)} , (1.19)
〈X(t)Y (t+ τ)〉 = Tr{X(t)Y (t+ τ)χ(0)} , (1.20)
where the trace extends over the Hilbert space HS ⊗ HR and the time evolution is
generated by the same system plus reservoir Hamiltonian H as in the previous section,
given by Eq. (1.3). The two operators X and Y obey the Heisenberg equations whose
formal solutions read
X(t) = eiHt/~X(0)e−iHt/~ , (1.21)
Y (t) = eiHt/~Y (0)e−iHt/~ . (1.22)
Let us focus on the first of the two correlation functions, Eq. (1.19), and assume τ > 0.
Given the time evolution from Eqs. (1.21) and (1.22) and the formal solution of the
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von Neumann equation (1.2) we can use the cyclic property of the trace and write
Tr{X(t+ τ)Y (t)χ(0)} = Tr{X(0)e−iHτ/~Y (0)χ(t)eiHτ/~} . (1.23)
Since X is a pure system operator the trace can be split into a trace over the system
and a trace over the reservoir according to







In the reservoir trace we now define the time-dependent operator
Y¯ (τ) = e−iHτ/~Y (0)χ(t)eiHτ/~ (1.25)
which is now defined on the system plus reservoir Hilbert space HS ⊗HR. With the






[H, Y¯ (τ)] (1.26)
in the time variable τ , of whose solution we need to evaluate the reservoir trace.
By using the same arguments as in the derivation of the Born-Markov master equa-
tion (1.16) one obtains
∂
∂τ
TrR{Y¯ (τ)} = LTrR{Y¯ (τ)} (1.27)
and the formal solution of this differential equation is given by
TrR{Y¯ (τ)} = eLτTrR{Y¯ (0)} = eLτ [Y (0)%(t)] (1.28)
with the same reduced system density operator % that is the solution of Eq. (1.16).
This finally results in
Tr{X(t+ τ)Y (t)χ(0)} = Tr{X(0)eLτY (0)%(t)} , (1.29)
where one has to be careful that the superoperator exponential acts on all opera-
tors inside the trace that are to its right. The procedure for the second correlation
function (1.20) is analogous and the two results can be summarized as
〈X(t+ τ)Y (t)〉 = Tr{X(0)eLτY (0)%(t)} , (1.30)
〈X(t)Y (t+ τ)〉 = Tr{Y (0)eLτ%(t)X(0)} . (1.31)
This result is called the quantum regression theorem and was derived in Refs. [Lax63,
Lax67]. Of special interest are correlation functions evaluated after the system has
settled in its steady state, if such a state exists, namely the limit t → ∞, for which
we find
lim
t→∞〈X(t+ τ)Y (t)〉 = 〈X(τ)Y (0)〉st = Tr
{
X(0)eLτY (0)%st} (1.32)
1.3 Damping basis 11
with the steady state %st of the system.
The determination of the time evolution of an arbitrary initial state under a Born-
Markov master equation can be achieved by finding the eigenbasis of the associated
Liouville operator L. Following Ref. [Bri93] we will call this basis the damping basis
and its elements eigenelements. The existence of such an eigenbasis is not a priori
warranted but has to be checked case by case for every Liouville operator. The solution
has been found only for very few cases.
We consider the space L(H) of linear operators on a Hilbert space H. In this space
the set of density operators forms a convex subset. For X,Y ∈ L a scalar product can
be defined by
(X,Y ) = Tr{X†Y } . (1.33)
This definition of an inner product also induces an outer product of two elements
whose action is given by
[X ⊗ Y ]Z = X(Y,Z) = Tr{Y †Z}X . (1.34)
In the previous section we already referred to the Liouville operator as a superoperator.
This common notation comes from the fact that it is a linear operator itself, acting on
linear operators, formally expressed as L ∈ L(L(H)) (for a review of the properties of
superoperators see for example Ref. [Tar08]). In the subsequent text we will mostly
refer to superoperators simply as operators.
Our aim is to find a basis of operators in which a Liouville L of the form Eq. (1.16)
is diagonal. Using the fact LX† = (LX)†, which is valid for all superoperators of the
Lindblad form (1.16), one finds
(X,LY ) 6= (LX,Y ) , (1.35)
which shows that the Liouville operator is not self-adjoint. This implies that it is not
sufficient to find the set of right eigenelements, but one has to additionally find the
set of left eigenelements. They, respectively, have to fulfill the eigenvalue equations
L%ˆλ = λ%ˆλ , (1.36)
%ˇ†λL = λ%ˇ†λ . (1.37)
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Here, we denoted the left eigenelements by %ˇ†λ and the right ones by %ˆλ, for a common
eigenvalue λ. In some references they are denoted by 〈〈%λ| and |%λ〉〉, respectively, in
analogy to the bra-ket notation for state vectors [Bar87, Jak03, Sch12]. The action
to the left is defined via the scalar product
(X,LY ) = (XL, Y ) (1.38)
and for superoperators of the Lindblad form, defined in Eq. (1.17), the action to the
left is derived using the cyclic property of the trace explicitly given by Dˇ[X]% := %D[X]
with
Dˇ[X]% = 2X†%X −X†X%− %X†X . (1.39)
We will restrict ourselves to the case of a non-degenerate spectrum of eigenvalues λ.
In this case one can write
0 = Tr{%ˇ†λL%ˆλ′} − Tr{%ˇ†λL%ˆλ′} = (λ− λ′)Tr{%ˇ†λ%ˆλ′} (1.40)
which directly shows that the right and left eigenelements can be normalized to fulfill
the orthogonality relation
Tr{%ˇ†λ%ˆλ′} = δλ,λ′ . (1.41)
In general the question whether the set of left and right eigenelements forms a complete
basis has to be checked for every specific Liouville operator, which is not always
possible. If they do form a complete set the closure relation reads∑
λ
%ˆλ ⊗ %ˇλ = 1 . (1.42)
We will see that for the damped two-level system this can be shown straightforwardly.
For the damped harmonic oscillator the completeness was shown in Ref. [Eng02].
Employing again the relation (LX)† = LX† to the eigenvalue equation (1.36)
yields
L%ˆ†λ = λ∗%ˆ†λ , (1.43)
which shows that the eigenvalues of L appear in complex conjugate pairs and the
corresponding eigenelement to the eigenvalue λ∗ is given by the Hermitian conjugate
of the eigenelement for λ.
For a non-degenerate spectrum with Reλ ≤ 0 the unique steady state of the
dynamics fulfills L%st = 0, meaning that it is the right eigenelement of the Liouville
operator with the eigenvalue λ = 0, i.e. %st = %ˆ0. It is the single eigenelement
that is an actual physical state. The trace condition Tr{%st} = 1 combined with the
1.3 Damping basis 13
orthogonality relation (1.41) leads to
1 = Tr{%st} = Tr{%ˆ0} = Tr{1%ˆ0} = Tr{%ˇ†0%ˆ0} (1.44)
which means that, in the case of a unique steady state, the corresponding left eigenele-
ment is always the unity operator. This also implies that all eigenelements except the
steady state are traceless.
With the damping basis of a given Liouville operator at hand the master equation
is formally solved. The calculation of the time evolution of a given initial state can
then be carry out after an established procedure. We saw in Eq. (1.18) that the
formal solution of a Markovian master equation is given by the exponential of the
Liouville operator applied to the initial state. Using the spectral resolution and the









with the expansion coefficients
cλ = Tr{%ˇ†λ%(0)} . (1.46)
Analogous to a time evolution given by a Schrödinger equation one has to calculate
the overlap, given by the scalar product (1.46), of the initial state with the elements
of the basis. Since we established that for a non-degenerate eigenvalue λ = 0 the right
eigenelement is %ˇ†0 = 1 we find that the overlap of any initial state with the steady
state is unity, c0 = 1. The negative real part of the remaining eigenvalues ensures
that the dynamics converges towards this steady state. Furthermore, the fact that
Hermitian conjugates of eigenelements are also eigenelements to complex conjugate
eigenvalues ensures the Hermiticity of %(t) for all times.
As a simple example for a damping basis we consider a two-level atom with ground
state |g〉 and excited state |e〉 whose density operator we denote by ρ.
Undriven case
If the transition frequency between the two states is given by ω and we set the ground-
state energy to zero the Hamiltonian has the simple form
H = ~ω|e〉〈e| . (1.47)
The time evolution of such an atom undergoing spontaneous emission at rate Γ and
pure dephasing at rate Γ∗can be described by a Born-Markov master equation with
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the Liouville operator






with the atomic lowering operator σ− = |g〉〈e| whose Hermitian conjugate, the raising
operator, we denote by σ+ = |e〉〈g|. One can verify that the values and the correspond-
ing elements summarized in Tab. 1.1 fulfill the eigenvalue equation of L [Bri93, Jak03].
λ
λ0 = 0





ρˆ0 = |g〉〈g| ρˇ†0 = 1
ρˆ± = σ± ρˇ
†
± = σ∓
ρˆ = |e〉〈e| − |g〉〈g| ρˇ† = |e〉〈e|
Table 1.1: Eigenvalues λ and the corresponding eigenelements ρˆλ and ρˇ†λ of the Liouvillian
describing a two-level atom undergoing spontaneous emission and pure dephasing.
Here, we defined the total rate Γ¯ = Γ + Γ∗ at which the coherence is lost.
Spectra
In Sec. 1.2 we saw that the quantum regression theorem allows to express two-time
correlation functions in terms of the Liouville operator. Correlation functions of the
negative and positive electric field components at a fixed position, E(−)(t) and E(+)(t),
are of special interest for the theory of the ideal photon detector [Gla63, Gla07]. In
the steady state ρst of a radiating system the spectral signal S(ω) at such a detector




dt 〈E(−)(t)E(+)(0)〉st e−iωt , (1.49)
where the correlation function is evaluated according to 〈 · 〉st = Tr{ · ρst}. For a
dipole-allowed transition between |g〉 and |e〉 the electric field components in the far-
field are related to the atomic raising and lowering operators by E(±) ∝ σ∓ [Bre07].











where we disregarded the proportionality factor between the field components and
the atomic operators. Inserting a completeness relation Eq. (1.42) next to the super-
operator exponential leads an eigenvalue decomposition of the spectral signal of the








dt e(λ−iω)t . (1.51)






iω − λ (1.52)
with the definition of the weight factors
wλ = Tr{σ+(0)%ˆλ}Tr{%ˇ†λσ−(0)ρst} . (1.53)
This results shows that, if a complete eigenbasis of the Liouville operator exists, the
spectrum can be decomposed into contributions from the eigenvalues λ weighted with
wλ. Depending on the real and imaginary part of these weight factors the eigen-
value components in the spectrum have a Lorentzian or a Fano profile. For the zero
eigenvalue the proper limit results in a delta peak δ(ω) weighted with the factor
w0 = pi|Tr{σ+ρst}|2, proportional to the squared modulus of the steady-state coher-
ence. The decomposition (1.52) will be used later to calculate the power spectrum of
the light emitted by a dipole source.
Since the two-level atom is not driven the steady state is the ground state such
that the emission spectrum Eq. (1.50) is zero, which follows directly from σ−ρst = 0.
Similarly to the emission one can calculate the response A(ωL) of the two-level system




dt 〈[σ−(0), σ+(t)]〉st e−iωLt . (1.54)
In the same fashion as for the power spectrum of the emitted radiation, given by
Eq. (1.50), we can use the quantum regression theorem (1.30)-(1.31) and formal inte-








where the second term of the commutator vanished for the same reason that the
emission spectrum vanished. Checking the first trace Tr{σ+ρˆλ} already suffices to
show that only the eigenvalue λ = λ− contributes with
A(ωL) = Re 1
iωL − λ− =
Γ¯/2
(ωL − ω)2 + Γ¯2/4
(1.56)
giving the expected Lorentzian absorption lineshape centered around the transition
frequency ω with a full width at half maximum Γ¯.
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Driven case
Including a laser which is detuned from the atomic resonance by ∆ and drives the
dipole transition with a Rabi frequency Ω leads to an additional term in Hamiltonian
which can then be written, in the frame rotating with the laser frequency, as
H = −~∆|e〉〈e|+ ~Ω
2
(|e〉〈g|+ |g〉〈e|) . (1.57)
In the basis {|g〉〈g|, |e〉〈g|, |g〉〈e|, |e〉〈e|} the corresponding Liouville operator can be
written in its matrix representation
L =

0 −iΩ/2 iΩ/2 Γ
−iΩ/2 i∆− Γ¯/2 0 iΩ/2
iΩ/2 0 −i∆− Γ¯/2 −iΩ/2
0 iΩ/2 −iΩ/2 −Γ
 (1.58)
from which it is straightforward to derive the actual form of the eigenelements, being
the left and right eigenvectors of the matrix (1.58). For instance, the steady state ρst,













in the basis {|g〉, |e〉}, with the normalization constant N = Γ¯2/4 + ∆2 + Γ¯Ω2/2Γ.
The shape of the remaining three right eigenelements is more complicated and is not
reported here but can be found in Ref. [Jak03].
Chapter 2
Damped harmonic oscillator
After introducing the damping basis as a convenient tool for the solution of master
equations and a first example of its application to the damped two-level atom we
present in this chapter the derivation of the eigenbasis of a harmonic oscillator which
is damped by a reservoir of thermal oscillators. Since the damped harmonic oscillator
plays a central role in many physical systems, for example a lossy cavity or a mechan-
ical resonator in contact with a thermal reservoir, and some of our later treatments of
more complex systems rely on the solution of its eigenvalue problem, we present the
derivation of its damping basis in more detail. For further reading on the subject we
refer to Refs. [Bri93, Bar00, Eng02].
We begin in Sec. 2.1 by presenting the master equation and the eigenvalue problem.
One possible way to a solution is the use of phase-space distributions, which we
will briefly introduce in Sec. 2.2. In Sec. 2.3 we transform the master equation of
the damped harmonic oscillator into its phase-space equivalent, the Fokker-Planck
equation, and derive its eigensolutions which in turn lead to the eigenelements. Finally,
in Sec. 2.4 we apply the solution to the time evolution of a particular initial state.
We consider a harmonic oscillator of mass M and frequency ν and denote the annihi-
lation and creation operators by b and b†, respectively. Their commutator is given by
[b, b†] = 1 and their relation to the position and momentum operators, x and p, reads
x = ξ(b+ b†) , (2.1)
p = − i~
2ξ
(b− b†) , (2.2)
with the ground-state wavepacket width ξ =
√
~/2Mν. In terms of these two opera-
tors the harmonic oscillator Hamiltonian has the form
H = ~νb†b , (2.3)
where we neglected the constant zero-point energy ~ν/2. The number states |n〉, also
called Fock states, which fulfill b†b|n〉 = n|n〉, for n = 0, 1, 2..., are the eigenstates of
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this Hamiltonian and the annihilation and creation operators act on them according
to
b|n〉 = √n|n− 1〉 , (2.4)
b†|n〉 = √n+ 1|n+ 1〉 . (2.5)
The coupling of this harmonic oscillator to a reservoir with the inverse temperature




µ = Lµ (2.6)
for the density operator µ with the Liouville operator [Car02, Bre07]





where γ denotes the decay rate. The damping basis is given by the spectral decom-
position of L, i.e. the solutions of the eigenvalue equations
Lµˆλ = λµˆλ , (2.8)
µˇ†λL = λµˇ†λ . (2.9)
The adjoint equation in the second line can be found by the action to the left of L
according to Eq. (1.39) and is explicitly given by







Before we proceed we briefly comment that for zero temperature, i.e. for m¯ = 0,
the Liouville operator without the so-called jump operator J , whose action is given
by J µ = γbµb†, fulfills the eigenvalue equation





|n+ |l|〉〈n| , (2.11)
for l ≥ 0, and the Hermitian conjugate equation for l < 0. Later we will find that
the spectrum of eigenvalues λn,l = −ilν − [n+ |l|/2]γ is not changed by including the
jump operator J . We will encounter this fact, that the operators L − J and L have
the same spectrum, again in a subsequent chapter.
Since our derivation of the damping basis relies on the transformation the eigen-
value equations (2.8) and (2.9) into differential equations for phase-space distributions,
we briefly review some properties of quasiprobability distributions.
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We begin by defining the s-ordered exponential operator as




which coincides with the well-known displacement operator D(α) = exp[αb† −α∗b] in
the case s = 0. On the basis of these exponential operators one can define a whole
class of quasiprobability distributions [Gla07, Cah69a]. This is achieved by defining
the s-parametrized characteristic function of an operator µ as
χ(β, s, µ) = Tr{D(β, s)µ} (2.13)
which is useful to calculate expectation values of s-ordered products of creation and
annihilation operators [Cah69b]. A Fourier transform of this characteristic function
then yields the s-parametrized quasiprobability distribution




d2β χ(β, s, µ)eαβ
∗−α∗β . (2.14)
This class of distributions includes the most widely used phase-space distributions: the
Wigner function, the Glauber-Sudarshan P -distribution and the Husimi Q-function.
On the other hand, the characteristic function can obviously be obtained from the
quasiprobability distribution by the inverse Fourier transform
χ(β, s, µ) =
∫
d2αW (α, s, µ)eβα
∗−β∗α . (2.15)
The quasiprobability distributions introduced here will be useful on many occasions
in the text below and we therefore summarize a collection of their properties.
The density operator of a harmonic oscillator in thermal equilibrium, which is the













Writing this density operator in the number state basis |n〉 we arrive at an expression
that contains the diagonal elements of the exponential operator, which can be found
in [Cah69a], and has the form
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with the generalized Laguerre polynomials L(α)n (z) [Abr65]. A closer look reveals that








where we identify z = m¯/(m¯+ 1) and x = |β|2, leading to




which is the characteristic function of a thermal state. Since we now have the char-











to arrive at the s-parametrized quasiprobability distribution





These distributions have the same Gaussian shape as the distributions for a coherent
state with the only difference that the thermal occupation m¯ adds an additional width.
The form also suggests that for high thermal occupations the value of s becomes more
and more irrelevant.
There are three prominent examples for phase-space distributions. They correspond
to the s-parametrized distributions for the values s = −1, 0, 1. For s = −1 the
distribution is given by the so-called Q-function introduced by Husimi [Hus40]
Q(α) = W (α,−1, µ) = 1
pi
〈α|µ|α〉 , (2.22)
which turns out to be the expectation value of µ in a coherent state |α〉 and is thereby
strictly positive.
The next example is especially useful to illustrate quantum states. It was intro-
duced by Wigner [Wig32] and is given by the s = 0 distribution
W (x, p) =
1
2~
W (α = x/2ξ + iξp/~, 0, µ) . (2.23)
An equivalent definition is given by the Fourier transform




dy 〈x+ y/2|µ|x− y/2〉e−ipy/~ . (2.24)
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This distribution is particularly interesting because its marginals are the position and
momentum probability distributions. On the contrary to the Q-function the Wigner
function can assume negative values, which is generally accepted to be an indicator
for the non-classicality of quantum states [Sch01]. We will later make use of this
distribution to illustrate the states of an oscillator in order to discuss properties such
as the above mentioned non-classicality or its spread in phase space.
The last candidate is the s = 1 case, called the Glauber-Sudarshan P -distribution:
W (α, 1, µ) = P (α) , (2.25)
which can be rewritten as the diagonal representation of a density operator in the
coherent state basis [Sud63, Meh65, Gla07], viz.
µ =
∫
d2αP (α)|α〉〈α| . (2.26)
Opposed to the Wigner- and Q-function this distribution can have a highly patholog-
ical behavior [Cah69b].
With the Q- and P -distributions at hand the scalar product of two operators X
and Y can be expressed as
Tr{X†Y } =
∫
d2αP (α)Tr{|α〉〈α|Y } = pi
∫
d2αP (α)Q(α) (2.27)
which is a phase space integral over the product of the P -function of X† and the Q-
function of Y . This relation can be useful to turn the problem of calculating involved
traces of operator products into mere c-number integrals.
The term Fokker-Planck equation refers is a certain type of differential equation for
a probability density function [Ris96]. The procedure to find the eigenbasis of the
damped harmonic oscillator is the following: (i) Starting from the Liouville opera-
tor (2.6) and its adjoint there is a straightforward way to obtain the corresponding
differential operators for the phase-space distribution. (ii) The resulting eigenvalue
equations for these differential operators can be cast into the form of differential equa-
tions with well-known solutions. (iii) From these solutions the inverse transformation
to operators leads to the eigenelements.
On the basis of the equation of motion for µ we can write down the dynamical equation








= χ(β, s,Lµ) . (2.28)
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This means we have to find the phase-space equivalent of the terms occurring in Lµ.
It is sufficient to derive χ(β, s, bX), χ(β, s,Xb), χ(β, s, b†X) and χ(β, s,Xb†) for an
arbitrary operator X. As an example we inspect the term χ(β, s, bX) which leads to
χ(β, s, bX) = Tr{D(β, s)bX} . (2.29)
At this point we can use the Baker-Haussdorf formula to write the derivative ofD(β, s)
















which on the other hand means we can write for example









χ(β, s,X) . (2.31)
When going from the characteristic function to the quasiprobability distribution the
properties of the Fourier transform then relate multiplications with derivatives, and
vice versa. The resulting expressions are summarized in Tab. 2.1.










W (α, s, µ)
X W (α, s,X)
b†µ
[
α∗ − s+12 ∂∂α
]
W (α, s, µ)
µb†
[
α∗ − s−12 ∂∂α
]
W (α, s, µ)
Table 2.1: Relations between multiplication with b (left panel) and b† (right panel) from
both sides and operations on the quasi probability distributions.
With this table one can then construct the Fokker-Planck equation for the desired
s-parametrized phase space function by transforming the different terms in the master
equation (2.6) individually, yielding
∂
∂t
W (α, s, µ) = LˆsW (α, s, µ) (2.32)




















































In the next subsections we will take a specific value of s and find the eigenfunctions
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of the differential operators Lˆs and Lˇs.
In the remaining derivation we will restrict ourselves to the Q-function and denote the
differential operators Lˆs and Lˇs for s = −1 simply by Lˆ and Lˇ. Since we eventually
want to solve the eigenvalue equations (2.8) and (2.9) we introduce a new notation to






〈α|µˆλ|α〉 , Qˇλ(α) = 1
pi
〈α|µˇ†λ|α〉 . (2.35)
With this new notation the phase-space eigenvalue equations read[
Lˆ− λ
]
Qˆλ(α) = 0 , (2.36)[
Lˇ− λ]Qˇλ(α) = 0 . (2.37)
Eigenfunctions associated to the right eigenelements

















Qˆλ(α) = 0 . (2.38)
In the number state representation the Liouville operators only couples entries of the
density operator that are on the same diagonal, which suggests the ansatz
Qˆλ(α) = α
∗(|k|+k)/2α(|k|−k)/2fk(|α|2) (2.39)
with an integer k. Substituting this ansatz in Eq. (2.38) leads to
γ(m¯+ 1)|α|2f ′′k (|α|2) + γ
[







fk(|α|2) = 0 . (2.40)
The change of variables z = −|α|2/(m¯ + 1) finally gives the so-called Kummer’s
differential equation [Abr65]








, Bk = |k|+ 1 . (2.42)
Since Kummer’s equation is an ordinary differential equation of second order there
exist two independent solutions, of which the one that remains finite at z = 0 is given
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by the hypergeometric function 1F1(Ak;Bk; z) [Mag67]. They obey
1F1(Ak;Bk; z) = 1F1(Bk −Ak;Bk; z)ez (2.43)
In order to have a finite series in Eq. (2.43) the condition Bk − Ak = −m has to be
fulfilled with a positive integer m, which is independent of k. This fact combined with
Eq. (2.42) immediately reveals the form of the eigenvalues, which are given by







Here, we already gave the eigenvalues a double index, because they depend on the
two integers m ≥ 0 and k. This also means we have already found the functions
fm,k which we will now also index with the two integers. It is proportional to the
generalized hypergeometric series






which turns out to be related to the mth generalized Laguerre polynomial [Mag67].








where we have not yet fixed the normalization constant.
Eigenfunctions associated to the left eigenelements
We will use the same procedure to obtain the solutions of Eq. (2.37). The differential




















Qˇm,k(α) = 0 . (2.47)
We choose an ansatz similar to Eq. (2.39), but in this case
Qˇm,k(α) = α
(|k|+k)/2α∗(|k|−k)/2gm,k(|α|2) . (2.48)
Inserting this in Eq. (2.47) yields
γm¯|α|2g′′m,k(|α|2)+γ
[









gm,k(|α|2) = 0 (2.49)
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which can also be transformed into Kummer’s differential equation using the change
of variables z = |α|2/m¯ and the eigenvalues λm,k of Eq. (2.44). This results in
zg′′m,k(z) + [(|k|+ 1)− z]g′m,k(z) +mgm,k(z) = 0 (2.50)
which has the normalizable solutions





L(|k|)m (z) . (2.51)
By substituting this into the ansatz (2.48) we can write the eigensolutions associated






The last step is now to perform the back transform from the phase-space functions to
operators.
From the eigenfunctions to the eigenelements
A product of annihilation and creation operators is said to be normally ordered if
all creation operators stand to the left of the annihilation operators and the normal
ordering is denoted by colons, for example : bb† := b†b. If we keep the definition (2.22)
























: b(|k|+k)/2 , (2.54)
where we substituted α by b and α∗ by b† and applied the normal ordering. Here,
we followed Ref. [Bri93] in the choice of the normalization constants, which can in
general be chosen otherwise as long as the orthogonality relation (1.41) between the
left and right eigenelements is fulfilled. This is indeed the case for the normalization
we employ here and it was furthermore shown in Ref. [Bri93, Bar00] that the basis is





µˆm,k ⊗ µˇm,k = 1 . (2.55)
From the Q-function one can also obtain the P -distribution using the methods re-
ported in App. A.1. A brief summary of the necessary steps and the resulting P -
functions are reported in App. A.2. From the P -distributions it is then straightforward
to obtain the antinormally ordered form of the eigenelements.
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As an example for the use of the damping basis we will calculate the time evolution
of a simple initial state, a number state. Let us consider the oscillator to be initially
















2 |N〉 , (2.56)
where we already see that only the terms with k = 0 contribute, since they are the only
terms containing the same number of creation and annihilation operators. This fact
is also expected since in phase space number states show a radial symmetry [Sch01].
The coefficients then become cm,k = δk,0cm,0 with
cm,0 = (−1)m 2F1
(
























from which we can deduce the Q-function using a newly found generating function























with the definition of the time-dependent thermal width m¯(t) = m¯(1−exp[−γt]). This
can be translated to a normally ordered density operator of which one can evaluate





















The limiting case m¯→ 0 of this state reproduces the known result of a number state









1− e−γt)N−b†b . (2.61)
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a) b)
c) d)
Figure 2.1: Wigner function of a decaying Fock state N for γ = ν and m¯ = 0.1 at different
times: a) γt = 0, b) γt = 1/25, c) γt = log(m¯+ 1)− log(m¯+ 1/2) and d) γt = 50.
It is also straightforward to go from the Q-function (2.59) to the corresponding
Wigner function using the steps described in App. A.1 and one arrives at





















which is shown in Fig. 2.1 for different times, illustrating the decay of the number
state towards a thermal state. The time γt = log(m¯+1)−log(m¯+1/2), see Fig. 2.1 c),
is particularly interesting because it is the threshold time after which the Laguerre







The steady growth of the field of quantum-information science over the last decades
is the main motivation for today’s research on single-photon sources [San10, Eis11],
which are vital components for the realization of quantum cryptography [Eke00] or
quantum computation with photonic qubits [Kok07]. The resulting demand for sources
of non-classical light for these quantum technological applications has triggered a wide
search for alternatives to single-photon sources based on single trapped atoms [Die87]
or molecules in several fields of physics. Hereby, solid-state platforms, such as semi-
conductor quantum dots [Kir04] and crystal defect centers [Kur00], turned out to be
attractive candidates.
Compared to atoms, solid-state quantum emitters demand a much lower exper-
imental overhead and offer several advantages. For example, they show relatively
high rates of single-photon emission [Hoa16], they can be employed at ambient con-
ditions [Miz12, Alb14] and they do not need to be trapped, since they are embedded
in their solid-state matrix. However, the latter advantage also comes at a high price:
the embedding in the crystal environment leads to a strong coupling of the electronic
degrees of freedom to lattice vibrations, while single atoms ideally only couple to the
free electromagnetic field. It is this coupling to lattice vibrations that gives rise to
the broad spectrum of the absorbed and spontaneously emitted single photons, the
so-called phonon sideband.
In the case of atomic single-photon sources, the spectral properties of the scattered
photons can be conveniently obtained from the Born-Markov master equation (1.48)
describing the spontaneous emission. Their solid-state counterparts, on the other
hand, lack such a theoretical description based on a simplified physical picture that
reproduces the phonon sideband. With the work presented in this part we shall con-
tribute to filling this gap by proposing a model for the description of solid-state emit-
ters and their coupling to lattice phonons in terms of a Born-Markov master equation
in which the continuum of phonons is replaced by a single damped vibrational mode.
This model thereby provides the means for the analysis of the emitter’s dynamics as
well as its light scattering properties based on a single dynamical equation.
Among the variety of solid-state emitters, color centers in diamond, primarily the
negatively charged nitrogen-vacancy (NV−) centers, have experienced an impressively
successful development [Jel06, Doh13, Sch16] in their application to quantum tech-
nologies during the last two decades. In the following we will therefore comment on
the applicability of our model to NV− centers at several points. These defect centers
provide optically addressable electronic transitions between discrete quantum states
energetically situated between the valence and conduction band. For example, anti-
bunching of the light emitted on this transition was shown [Kur00], Wheeler’s delayed-
choice experiment was realized [Jac07] and the coupling to optical micro- or nano-
cavities [Alb13, Li15] as well as photonic crystal cavities [RM14, RM15] was performed,
to mention only a very few of the experimental breakthroughs. Moreover, applicability
of the centers for quantum information technology using coupled electronic and nuclear
spins has been shown [Dut07, Tog10, Wal14], high precision magnetic sensing using
the states of the ground state triplet has been reported [Deg08, Bal08, Maz08, Tri16]
and coupling to mechanical oscillators was achieved [Tei14].
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This part is arranged as follows: To lay the basis for our model to describe the
emitter-phonon interaction, in Chapter 3 we review a model from the literature that
is used to describe, among other properties, the light-absorption spectra of solid-state
defect centers. In Chapter 4 we introduce our model for two-level quantum emitters
coupling to localized vibration modes in form of a Born-Markov master equation. A
full solution of this master equation is then derived, followed by some applications of
the model before we finally compare the obtained results to the previously introduced
model from the literature.
Chapter 3
Huang-Rhys model for color centers in crystals
A color center in a crystal, or what we refer to as a solid-state quantum emitter, is a
point defect in the crystal lattice that absorbs and emits light in a spectral region where
the crystal itself does not absorb or emit. They were first investigated in alkali-halide
crystals [Poh37] and were originally termed Farbzentren (German for color centers) or
F -centers [Sch62]. Usually they are formed by a single or multiple electrons confined
to a lattice vacancy which is sometimes accompanied by a neighboring impurity atom.
One of the first, most elementary and quantitative models for color centers was
developed by Huang and Rhys [Hua50]. The basis of their model is the Franck-Condon
principle applied to color centers in crystals, in their case specifically to F-centers. In
order to model the shape of the absorption band it takes the strength of the interac-
tion between the electron and the lattice into account with the so-called Huang-Rhys
parameter. The vibrational modes of the crystal in this model are assumed to be all
of the same frequency in a continuum approximation, hence being essentially a model
with a single vibrational degree of freedom. This assumption is a textbook example
for the description of crystals referred to as the Einstein model [Kit04, Mah00]. Later
developments generalized this approach to an arbitrary spectrum of the vibrational
frequencies [Lax52, Mar66, Mar67] and afterwards these ideas were applied to color
centers in diamond [Dav74], e.g. the NV− center, especially for the calculation of
their absorption and emission spectra.
More recent models include pragmatic approaches [Su08], using somehow artifi-
cially but successfully a certain number of vibrational levels, also called vibronic sub-
levels, associated with the electronic ground state with each transition to the excited
state damped by an individual Markovian reservoir, thereby lacking a clear underly-
ing physical picture. A more sophisticated description is based on a non-Markovian
master equation, i.e. a master equation where the Markov approximation discussed
in Sec. 1.1 is not performed, for the emitter’s reduced density operator with general
phononic spectral functions [Wei12]. This method was later applied to quantum dots
in Ref. [WR02].
To gain first insight into the physics of defect centers and for a later comparison
we review the main features of the Huang-Rhys model in this chapter. In Sec. 3.1 we
introduce the linearized interaction of an electronic two-level system with the phonons
of the surrounding crystal. From the Hamiltonian describing this interaction we derive
in Sec. 3.2 the electronic correlation function from which the absorption spectrum is
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derived. Finally in Sec. 3.3 we make the single frequency approximation and explicitly
derive the form of the absorption lines.
We consider a single two-level defect, with the electronic ground state |g〉, the excited
state |e〉, and a transition frequency ω, embedded in a crystal lattice. An electronic
excitation to the state |e〉 is accompanied with a change in the electronic charge
distribution thereby altering the electrostatic potential that the surrounding lattice
experiences. A schematic picture of this deformation potential interaction is depicted
in Fig. 3.1. The annihilation and creation operator of the kth phonon mode of the
a) b)
Figure 3.1: a) The Coulomb interaction of the ground state electronic orbital (shaded
gray) of a two-level defect center lets the surrounding atoms take on a certain equilibrium
lattice position. b) The excited electronic orbital displaces the adjacent crystal atoms into an
altered equilibrium configuration.
lattice with frequency νk will be denoted bk and b
†
k, respectively. In first order of the
displacement of the atoms from their former equilibrium position the Hamiltonian










where λk is the strength of the interaction between the kth phonon mode with the
defect. This Hamiltonian is also called the independent boson model [Mah00] and can












3.2 Polaron correlation function 35
with the dimensionless relative interaction strengths βk = λk/νk. The transformation
leads to a Hamiltonian H¯ = PHP † of the form




where the bosons are fully decoupled. The frequency shift of the defect center’s







and is referred to as the polaron shift.
The absorption lineshape (1.54) of a weak probe laser of frequency ωL coupling the two
electronic states under stationary conditions, i.e. assuming that the phonon modes
are in thermal equilibrium and the two-level system has relaxed to its ground state,




dt e−iωLtΣ(t) . (3.5)
with the correlation function Σ(t)










Here, we defined the raising and lowering operators σ+ = |e〉〈g| and σ− = |g〉〈e| and




th of the system with the thermal equilibrium
density operator µ(k)th of the kth phonon mode. Inserting 1 = P
†P between all oper-
ators and taking into account that %st remains unchanged by the polaron transform
the correlation function can be rewritten as
Σ(t) = Tr
{








In order to obtain this we have used the fact that the raising operator transforms








which is a product of displacement operators Dk of the kth phonon mode. In the
polaron picture, i.e. under the Hamiltonian H¯, the operator σ+ rotates with the
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This can be simplified using exp[iνa†at]D(α) exp[−iνa†at] = D(α exp[iνt]) and the













with the definition βk(t) = βk(1−exp[iνkt]). The remaining trace is the characteristic
function of a thermal state which we derived in Eq. (2.19) and have to employ here
for s = 0. With the kth thermal occupation m¯(νk) = (exp[β~νk] − 1)−1 this then
leads to the final form









1− eiνkt)+ m¯(νk)(1− e−iνkt)] . (3.12)





kδ(ν − νk) to represent the distribution of the interaction strength. The
sum over all modes is then rewritten as an integral over the whole frequency range.
The resulting integrals in Φ(t) can be solved analytically only in some cases, e.g. for
an ohmic spectral density [Wei12, Sch12].
Including electronic relaxation in the form of spontaneous emission, similar to
Eq. (1.48), leads to a master equation in the polaron picture that includes the term
D[σ−B] which is not purely atomic but also includes the phonon operators.
As originally suggested by Huang and Rhys we now assume all phonon modes to have
the same frequency ν. The relative strength of the interaction to the defect is then





leading to a polaron shift ∆ = Sν. Under this assumption we can derive analytical
results for the absorption spectrum from which we can obtain some physical insight
into the influence of the electron-phonon coupling on the light-scattering properties
of the defect.
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We begin by examining the case of a zero temperature crystal. This implies a vanish
thermal occupation m¯(ν) = 0, resulting in the correlation function
Σ(t) = e−S(1−exp[iνt]) . (3.14)
When evaluating the Fourier transform of this function it is helpful to write the











dt e−i(ωL−ω+∆−lν)t , (3.15)







δ(ωL − ω + ∆− lν) . (3.16)
The spectral weight of these peaks is given by a Poissonian distribution in terms of
the Huang-Rhys parameter S. The peak position is displaced from the renormalized
transition frequency ω − ∆ by multiples of the phonon frequency ν. In Fig. 3.2 we
show the weight of the peaks for two values of S, namely S = 0.5 and S = 5. The
lth line in the spectrum corresponds to an absorption process where in addition to an
electronic transition from |g〉 to |e〉 the creation of l phonons occurs. The Poissonian
distribution implies that the largest weight is not necessarily given for l = 0, whose
corresponding line is called the zero-phonon line. On the contrary: when the coupling
strength exceeds S = 1 the maximum of the absorption is at frequencies higher than
the pure electronic transition, as seen in Fig. 3.2 b).
a)
0 5 10 15











0 5 10 15










Figure 3.2: Absorption spectrum (3.16) of the Huang-Rhys model for a two-level defect as
a function of the probe frequency ωL, in units of the oscillator frequency ν, at zero temperature
for different values of the Huang-Rhys parameter: a) S = 0.5 and b) S = 5. The gray vertical
line represent the zero-phonon line at ωL = ω −∆.
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Finite temperatures are completely characterized by m¯ = m¯(ν) in Eq. (3.12). In this










and later on the time-independent term can be taken out of the Fourier transform in
the absorption spectrum. For the time-dependent term it is useful to remember the







The identifications y = 2S
√


























δ(ωL − ω + ∆− lν) . (3.20)
The spectral weight of the lth absorption line is given by a modified Bessel function of
order l and the summation is not restricted to positive values anymore: negative values
of l are associated with absorption events where an electronic excitation occurs under
annihilation of |l| thermal lattice phonons. Figure 3.3 shows the spectral weights for
S = 1 and two different values of the thermal occupation, namely m¯ = 1 and m¯ = 10.
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Figure 3.3: Absorption spectrum (3.20) of the Huang-Rhys model for a two-level defect as a
function of the probe frequency ωL, in units of the oscillator frequency ν, at finite temperature
for different values of the mean occupation: a) m¯ = 1 and b) m¯ = 10. The gray vertical line
represent the zero-phonon line at ωL = ω −∆. The Huang-Rhys parameter is S = 1
Chapter 4
Master equation for solid-state quantum emitters
The numerous solid-state based applications in quantum photonics call for a tractable
theoretical description of the dipole-phonon interaction which renders the basics of the
photon’s spectral properties and is based on a clear physical picture of the underlying
mechanism. In this chapter we will present such a model by combining the Franck-
Condon principle with a Born-Markov master-equation formalism.
The basic idea is to describe the coupling to the vibrational modes by a single
harmonic oscillator, similar to the Huang-Rhys model. This single-mode assumption
is reasonable since many lattice defects are accompanied by the presence of localized
modes that strongly couple to the defect center. In our model these modes are repre-
sented by the single oscillator while the delocalized phononic modes, in contrast, play
the role of a reservoir for the oscillator. This approach can also be seen in the spirit
of pseudomodes [Dal01, Maz09] that were introduced to describe the dynamics of a
system in a structured environment.
We bring this idea into the form of a Born-Markov master equation and provide
its full solution in terms of the damping basis, i.e. the spectral decomposition of
the Liouville operator that was introduced in the Chapters 1 and 2. In terms of this
biorthogonal basis, we show how the absorption and emission spectra of a single defect
center can be easily represented and analyzed. In such a way the basic features in
the spectrum of light of solid-state quantum emitters can be reproduced by a simple
dynamical equation for the system’s density operator.
This chapter has the following structure: In Sec. 4.1 we present the model and
set up the master equation. Sec. 4.2 is devoted to the damping basis as a solution of
the dynamical equation. We derive the left- and right eigenelements of the Liouville
operator together with its eigenvalues. In Sec. 4.3 we use the damping basis to describe
the time evolution of both the defect’s and the oscillator’s reduced density operators
and calculate the absorption spectrum of a single defect center. We discuss the features
of the model in Sec. 4.4, and put it into context with the description of Huang and
Rhys. Finally, in Sec. 4.5 we draw the conclusions.
The main results of this chapter have been published in
m Ralf Betzholz, Juan Mauricio Torres, and Marc Bienert,
“Quantum optical master equation for solid-state quantum emitters”,
Phys. Rev. A 90, 063818 (2014),
Copyright (2014) by the American Physical Society.
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The presence of lattice defects alters the phononic spectrum of the crystal that contains
them in such a way that special vibrational modes, called localized modes, emerge
which have an exponentially decaying amplitude [Mar66, Mar67] away from the defect.
This confinement of their vibration amplitude leads to a coupling to the defect center
that is much stronger than the coupling of phonon modes whose oscillation amplitude
is spread over the whole crystal. These modes are represented by the single oscillator
in our model. An extension to multiple modes is straightforward but we restrict
ourselves to a single one for the sake of clarity. For diamond, local vibration mode
calculations [Gal11] have shown the existence of eight localized modes around an NV−
center, with four almost degenerate frequencies (given by {11.4, 14.4, 15.4, 18.6} THz).
In this section we develop a simplified theoretical description of the strong electron-
phonon coupling of an individual color center to such a single localized mode. The
delocalized phononic modes are considered here to form a thermal reservoir, causing
the singled out localized mode to thermally relax. This relaxation can have its origin
in normal mode coupling arising from crystal anharmonicities.
In analogy to the previous chapter we consider two electronic states with transition
frequency ω, a stable state |g〉 and an energetically higher state |e〉. For an NV−
center these states can be identified with the 3A2 and 3E levels [Doh11], respectively.
The common understanding of the defect-vibration interaction assumes electronic-
state dependent equilibrium positions of the atoms around the defect [Mar66, Mar67],
as depicted in Fig. 3.1. Within the Franck-Condon assumption [Fra26, Con26], atoms
on the lattice sites around the defect experience a modified potential due to the
reconfigured electronic orbitals, see Fig. 4.1, leading to an interaction term
V (x) = |g〉〈g|Vg(x) + |e〉〈e|Ve(x) (4.1)
in the total Hamiltonian H when only a single vibrational mode with coordinate x
is taken into account. In the harmonic approximation Vg(x) = Mν2x2/2, with the
frequency ν and effective mass M associated with the local vibrational mode, we can
expand the modified potential up to first order in x and find
Ve(x) = Vg(x)− Fx
= Vg(x− x0)− ~ωR , (4.2)
with the new equilibrium position x0 = F/Mν2 and the energy shift ~ωR = F 2/2Mν2
that comes from completing the square. The total Hamiltonian then takes the form
H = |g〉〈g|Hosc + |e〉〈e|[~ω +Hosc − Fx]
= Hosc +Htls +W , (4.3)
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Figure 4.1: Model of the Franck-Condon like lattice-defect center interaction in single mode
and harmonic approximation including damping: In the excited state |e〉, the wavepacket of
the vibrational mode experiences a potential displaced by x0 compared to the potential in the
ground state |g〉. The interaction causes a renormalized transition frequency between the states
|e〉 and |g〉, shifted by the relaxation frequency ωR. The single vibrational mode is coupled to a
thermal reservoir modeling the phononic modes of the crystal and thermally relaxes with rate
γ. The electronic two-level system decays with rate Γ due to spontaneous emission.







Mν2x2 = ~νb†b , (4.4)
where we again abstain from writing the zero-point energy. The annihilation and
creation operators b and b† are connected to the normal coordinate x and momentum
operator p by
x = ξ(b+ b†) , (4.5)
p = − i~
2ξ
(b− b†) (4.6)
with the ground-state length scale ξ =
√
~/2Mν. In the second line of Eq. (4.3),
we furthermore introduced the Hamiltonian representing the energy of the uncoupled
two-level system
Htls = ~ω|e〉〈e| (4.7)
and the interaction between the electronic and the vibrational degree of freedom
W = −~η|e〉〈e|(b+ b†) (4.8)
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with a coupling constant η = Fξ/~. Note that the coupling leads to an energy
relaxation of ~ωR = ~η2/ν that corresponds to the polaron shift (3.4). Up to this
point, the model corresponds basically to the description of Huang and Rhys [Hua50,
Doh13] that was summarized in the previous chapter and the strength of the vibronic
interaction is measured by the dimensionless Huang-Rhys factor S = (η/ν)2. We
briefly note that the same interaction Hamiltonian also occurs in the description of
different physical systems, such as a single electron spin coupled to the quantized
motion of a vibrating magnetized tip [Rab10].
To complete the description we take three relaxation processes into account using a
master-equation formalism: (i) electronic relaxation due to the coupling to the free
electromagnetic field, (ii) additional pure dephasing of the defect and (iii) vibra-
tional damping of the harmonic oscillator by a thermal reservoir. In the Born-Markov
approximation the time evolution of the system’s density operator %, covering the elec-
tronic and vibrational degree of freedom, reads ∂t% = L% with the Liouville operator
L% = 1
i~
[H, %] + LΓ%+ Lγ% . (4.9)
The first term on the right-hand side corresponds to the coherent evolution governed
by the Hamiltonian H, Eq. (4.3). Spontaneous decay with the rate Γ and pure de-







where we defined the atomic lowering operator σ− = |g〉〈e|, with the correspond-
ing raising operator σ+ = |e〉〈g|, and used the previously introduced abbreviation
D[X]% = 2X%X† − X†X% − %X†X to represent a Lindblad-form term. We further
assume a finite lifetime of the vibrational excitation. Imperfections in the lattice
structure or non-harmonic corrections may lead to a coupling between the vibrational
modes and let the mode b interact with a reservoir of delocalized phononic modes with






and damps the localized mode irreversibly towards its stationary thermal state with
mean vibrational occupation number m¯ = (exp[~ν/kBT ]− 1)−1 on a time scale given
by the inverse decay rate 1/γ. Such a picture should be suitable for materials with
few localized modes coupled strongly to the defect center, compared to the delocalized
modes forming the reservoir. The model also allows for a temperature dependent
decay rate γ(T ), typical for many solid-state systems [Mar62, Fre95, Pou10]. We
furthermore remark that in the dissipation we neglected the dressing of the electronic
states with the strongly interacting phonons of the oscillator, that leads to additional
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terms [Hu15] in the Liouvillian, Eq. (4.9). Their influence can approximately be taken
into account by an additional effective dephasing of the electronic subsystem.
An elegant form of providing a solution to the differential equation (4.9) is given in
terms of the damping basis that was introduced in Sec. 1.3. To this end, we seek for
the left and right eigenelements of the Liouville operator (4.9), fulfilling
L%ˆλ = λ%ˆλ , (4.12)
%ˇ†λL = λ%ˇ†λ . (4.13)
The remainder of this section is dedicated to the derivation of the explicit form of
the damping basis of the problem at hand. The reader who is not interested in this
technical part may skip the rest of this section without loss of coherence. The explicit
formulas are summarized at the end of this section.




[Htls, %] + LΓ% , (4.14)
Losc% = 1
i~
[Hosc, %] + Lγ% , (4.15)
describing a two-level system underlying spontaneous decay and dephasing and a
damped harmonic oscillator, as already encountered in Eqs. (1.48) and (2.7), respec-




[|e〉〈e|(b+ b†), %] (4.16)
and write the complete Liouvillian as
L = Ltls + Losc + Lint . (4.17)
The superoperators Ltls and Losc exclusively act on the electronic and vibrational
subspace, respectively. In the following, we will express the eigenbasis of the coupled
system in terms of the eigenelements µˆm,k and µˇ
†
m,k of a damped quantum harmonic
oscillator whose form was explicitly derived in Chapter 2.
Inspired by the damping basis of a two-level system with spontaneous decay and pure
dephasing that we presented in Tab. 1.1, the form of the Liouville operator (4.9)




λ = |g〉〈g| µˆ(0)λ , (4.18)
%ˆ
(±)





λ = |e〉〈e|µˆ(e)λ − |g〉〈g|µˆ(g)λ (4.20)
for the right eigenelements, where we furnished the two-level system operators with
the operators µ that act on the oscillator Hilbert space only and their explicit shape
will be derived in the following. Here, the eigenvalues λ depend on the two integers
m, k and the superscript index of Eqs. (4.18)-(4.20).
Eigenelements connected to the atomic populations
We begin with Eq. (4.20), since it will also deliver the result for Eq. (4.18). Plugging
the ansatz into Eq. (4.12) and using the action of L in the form (4.17) yields
[L − λ]%ˆ( )λ = |e〉〈e|
{








where we defined the Liouvillian of a displaced harmonic oscillator









with the displacement operator D(β) = exp[βb† − β∗b]. The quantity
β =
η
ν − iγ/2 (4.23)
will appear throughout the rest of our treatment of this problem and is connected to
a generalization of the Huang-Rhys parameter S, as will become apparent later.
One possibility to fulfill Eq. (4.21) is to choose µˆ(e)λ = 0. Then only a component
in the |g〉〈g|-subspace remains, obeying
Loscµˆ(0)λ = λµˆ(0)λ . (4.24)
This obviously is the case from Eq. (4.18), and we consequently relabeled the operator
in Eq. (4.24) correspondingly. This is exactly the eigenvalue equation of the damped
harmonic oscillator and the solution is given by the eigenelements µˆ(0)λ = µˆm,k from
Eq. (2.53) and the eigenvalues λm,k = −ikν − [m+ |k|/2]γ from Eq. (2.44).
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Losc − λm,k + Γ µˆ
(e)
λ (4.26)
in the |g〉〈g|-subspace. The corresponding the eigenvalues are λ = λm,k − Γ.
Eigenelements connected to the atomic coherences
It remains to deal with the eigenelements associated with the electronic coherences,
Eqs. (4.19). The action of L yields
[L − λ]σ±µˆ(±)λ = σ±
{







λ = 0 . (4.27)
Here, we introduced L±µ = iη([µ, b+ b†]±{µ, b+ b†})/2, a superoperator that multi-
plies µ from the right or left depending on the sign. To handle this eigenvalue equation,






and choose the displacement parameters α±, β± and ς such that in the new picture
the Liouville operator is of the standard damped harmonic oscillator form (2.7) at the
cost of an additional constant term. This turns out to be indeed possible if one sets
α+ = β(m¯+ 1)− β∗m¯ , (4.29)
β+ = (β − β∗)(m¯+ 1) , (4.30)
α− = (β∗ − β) m¯ , (4.31)
β− = β∗(m¯+ 1)− βm¯ , (4.32)
ς = (β∗ − β)(2m¯+ 1) . (4.33)
The condition on the curly bracket of Eq. (4.27) then transforms into the equation
Losc ˆ˜µ(±)λ =
[






with the renormalized atomic transition frequency and linewidth
ω˜ = ω − |β|2ν , (4.35)
Γ˜ = Γ + Γ∗ + (2m¯+ 1)|β|2γ . (4.36)
The solution of the original eigenvalue equation (4.27) is then naturally given by the
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and the eigenvalues
λ = λm,k ∓ iω˜ − Γ˜
2
(4.38)
are composed of the harmonic oscillator part and the renormalized electronic transition
frequency and linewidth.
The derivation of the left eigenelements of L goes along the same lines as for their





















where we again use the short notation Dˇ[b]X = 2b†Xb− b†bX −Xb†b. This time
%ˇ
(0)†
λ = |g〉〈g| µˇ(g)†λ + |e〉〈e| µˇ(e)†λ , (4.40)
%ˇ
(±)†





λ = |e〉〈e|µˇ( )†λ (4.42)
serves as an ansatz. Following an analogous treatment as in Sec. 4.2.1, we start with












Γ + λm,k − Losc
]
D†(β) (4.44)







to the eigenvalue λ = λm,k − Γ. Also the electronic coherence parts can be derived






with α±, β± and ς from Eqs. (4.29)-(4.33). This transforms the problem into the eigen-
value equation of the adjoint damped harmonic oscillator Liouville operator (2.10).
We briefly summarize the results. In the previous subsections we found that the
eigenelements of the model Liouvillian L, Eq. (4.17), can be grouped into three sets of
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operators associated with: (i) the stable electronic subspace |g〉〈g|, (ii) the electronic
coherences σ± and (iii) a subspace which is related with the population decay in the
excited state at rate Γ. The right eigenelements have the form
%ˆ
(0)








{|e〉〈e| − |g〉〈g|Γ[Losc − λm,k + Γ]−1}D(β)µˆm,kD†(β) . (4.49)
They fulfill the orthogonality relation
Tr{%ˇ()†m,k%ˆ(
′)
m′,k′} = δ,′δm,m′δk,k′ , (4.50)
with , ′ ∈ {0,±, }, together with their left-side counterparts
%ˇ
(0)†
m,k =|g〉〈g|µˇ†m,k + |e〉〈e|ΓD(β)
{












m,k =|e〉〈e|D(β)µˇ†m,kD†(β) , (4.53)
both having the common eigenvalues
λ
(0)
m,k = λm,k , (4.54)
λ
(±)






m,k = λm,k − Γ (4.56)
for non-negative integers n and arbitrary integers l. The renormalized frequency are
given by ω˜ = ω−|β|2ν and Γ˜ = Γ + |β|2(2m¯+ 1)γ, respectively, in terms of the model
parameter β = η/(ν − iγ/2). Moreover, α±, β± and ς are defined in Eqs. (4.29)-
(4.33). The stationary state %st = %ˆ
(0)
00 = σgµth of the system corresponds to the
eigenvalue λ = 0 and describes the atom in the ground state and the vibrational
mode in thermal equilibrium, i.e. µth = µˆ0,0. The corresponding left eigenelement
%ˇ
(0)
00 = 1 is the identity operator. We remark that the formal representations (4.49)
and (4.51) containing the superoperator Losc can be made explicit by inserting the
completeness relation (2.55) together with the relation (B.19). As a final note we
point out that the completeness of the harmonic oscillator damping basis, which was
shown in Ref. [Eng02], directly implies the completeness of the damping basis derived
here.
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The dynamics of an arbitrary initial state in terms of the damping basis is given by
Eq. (1.45). We focus on the case of a separable state where the oscillator is initially
in thermal equilibrium and the two-level system is prepared in an arbitrary state ρ0,
viz. %(t = 0) = ρ0µth.
Reduced dynamics of the two-level system
For the time evolution of the reduced density operator ρ(t) = Trosc{%(t)}, describing
































The expansion coefficients c()m,k = Tr{%ˇ()†m,k%(t = 0)} are determined by the initial state
%(t = 0) and are calculated using the right eigenelements %ˇ()†m,k with  ∈ {0,±, }.
The partial trace in Eq. (4.57) over the oscillator degrees of freedom yields
Trosc{%ˆ(0)m,k} = |g〉〈g|δm,0δk,0 , (4.58)
Trosc{%ˆ( )m,k} =
[|e〉〈e| − |g〉〈g|]δm,0δk,0 , (4.59)
according to Eqs. (4.47) and (4.49). For the first line this becomes clear when recalling
that the only right oscillator eigenelement with non-vanishing trace is the stationary
state µˆ00. The same argument can be used to show the second line, after inserting
the completeness relation (2.55) next to the superoperator in the eigenelement (4.49).
For the two coherences, one finds
Trosc{%ˆ(±)m,k} = σ±A±m,k, (4.60)






The evaluation of these traces is conveniently carried out using phase space distribu-
tions and the relation (2.27), as it is sketched in App. B.1.1. The resulting functions
depend only on β and m¯ and are presented App. B.1.1 in the formulas (B.7)-(B.8).
We now turn to the expansion coefficients in Eq. (4.57). Because of Eqs. (4.58)-
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{[|e〉〈e|+ |g〉〈g|]ρ0} = 1 , (4.62)
c
( )
00 = Tr{|e〉〈e|ρ0} = ρee , (4.63)
giving unity and the initial excited state population ρee = 〈e|ρ0|e〉. In the last term
of Eq. (4.57) the coefficients for the coherences
c
(±)
m,k = Tr{σ∓ρ0}B±m,k = ρ±B±m,k (4.64)
are required, where we have defined the initial values ρ± = Tr{σ∓ρ0} of the atomic









Again we use phase space representations of the required eigenelements to evaluate










]|k| for k < 0[
m¯β2








∗ always appear as products. The only difference
between the + and − cases is that m¯ and (m¯ + 1) are interchanged. As a matter of
course, for t = 0 the initial state must be reproduced by the solution (4.57) of the
master equation. Hence, if the eigensystem is complete, the remaining sum over m
and k has to fulfill this requirement. For finite times, the exponentials containing the
eigenvalues generate the dynamics. The form of the eigenvalues is linear in m and k,
such that the time dependency can be easily incorporated into Eq. (4.66) as follows.


















with the time dependent raising and lowering operators
σ±(t) = σ±e∓iω˜t−Γ˜t . (4.68)
The sum over m that has to be carried out over Eq. (4.67) can be performed with the









of the modified Bessel function Il(z), if one makes the identifications l = |k| and
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z = 2
√
m¯(m¯+ 1)|β|2e−γt/2. The remaining sum over k is then readily evaluated using
the generating function from Eq. (3.18). After performing these steps one arrives at
the solution
ρ(t) =|g〉〈g|+ ρee(|e〉〈e| − |g〉〈g|)e−Γt + ρ−σ−(t)e−Ψ(t) + ρ+σ+(t)e−Ψ∗(t) . (4.70)
The function
Ψ(t) = β∗2(m¯+ 1)
[




1− e(−iν− γ2 )t
]
(4.71)
is the correspondence to Φ(t), defined in Eq. (3.12), that we encountered in the Huang-
Rhys model. The expression (4.70) indeed reproduces the initial electronic state for
t = 0, as expected. For finite times, the population in the excited state decays with
the natural rate Γ of the two-level system. It is the coherence between the ground
and excited state which is modified by the coupled phonon mode. This influence on
the temporal behavior is twofold: (i) The operators σ±, Eq. (4.68), rotate and decay
with the renormalized frequencies from Eq. (4.55). (ii) The evolution is modulated by
the time-dependency of Ψ(t), Eq. (4.71). The oscillator hence generates an additional
effective dephasing of the two-level system.
Reduced dynamics of the oscillator
In many-body systems the vibrational degree of freedom can also play a crucial role.
For instance, in protein molecules, the relaxation of a high frequency mode (approx-
imately equivalent to the two-level system considered here) interacting with a local-
ized mode can change the dynamics of the latter [Cru05, Sil06, Pou08]. We therefore
briefly delve into its dynamics in order to provide additional insight into the over-
all temporal behavior. We focus on the reduced density operator of the oscillator,
µ(t) = Trtls{%(t)}, with the same initial state %(t = 0) = ρ0µth as above. The dynam-
ics is described by Eq. (4.57) with the trace this time going over the electronic degrees
of freedom, leaving only the first two terms, since the atomic off-diagonal elements









m,kTrtls{%ˆ(0)m,k}eλm,kt + c( )m,kTrtls{%ˆ( )m,k}e(λm,k−Γ)t
]
. (4.72)
With the help of the completeness relation (2.55) and the representation∫∞
0 dt exp[(L − λ)t] = [λ − L]−1 the terms involving the inverse of superoperators
in c(0)m,k and Trtls{%ˆ( )m,k} can be brought into a form that contains only overlaps of dis-
placed harmonic oscillator eigenelements, calculated in App. B.1.3, and exponentials
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The remaining sum can be carried out using again the completeness relation (2.55)
and the expression for µ(t) can then be recast into the form
µ(t) =ρggµth + ρeee




dτ e−ΓτD(β(t− τ)− β(t))µthD†(β(t− τ)− β(t)) . (4.75)
The result consists of three contributions: (i) The thermal state corresponding to
the |g〉-part of %(t = 0) showing no dynamics. (ii) A dynamically displaced thermal
state component moving in the |e〉-potential surface, whose population dies off with
the electronic decay rate Γ and (iii) the flow of the decayed population towards the
undisplaced thermal state. In the asymptotic limit t → ∞ the oscillators state µ(t)
ends in the thermal state µth, as expected.
In Fig. 4.2 we illustrate the reduced dynamics of both the electronic and the vi-
brational degree of freedom. As an initial state of the two-level system, ρ0 = |ψ0〉〈ψ0|,
we choose the equal superposition |ψ0〉 = (|g〉+ |e〉)/
√
2 while we assume the oscilla-
tor to be in a thermal state. Subplot a) shows the time evolution of the population
in the excited state (dashed curve) which decays exponentially with rate Γ, as in
the unperturbed two-level system. The time evolution of the coherences (black solid
curve) is modified by the oscillator: We show the modulus of 〈e|ρ(t)|g〉 which exhibits
a faster decay compared to the pure two-level case, superimposed by an oscillating
modulation with frequency ν as described by Eq. (4.70). For larger temperature (gray
solid curve) the coherences are damped away even faster. Fig. 4.2 b) visualizes the
temporal behavior of the oscillator’s quantum state, Eq. (4.75), in phase space with
the help of the Wigner function which was introduced in Sec. 2.2.2. We show four
snapshots of the Wigner function within one oscillation period τ = 2pi/ν at the times
marked in subfigure a) by empty circles. Initially, at t = 0, the phase space distri-
bution corresponds to a thermal state, i.e. a Gaussian with variance proportional to
m¯ + 1/2. The portion of the distribution corresponding to the excited state starts
to spirally circulate around the displaced equilibrium position at x/2ξ = Reβ and
pξ/~ = Imβ and its population decays simultaneously at rate Γ, as described in the
second term of Eq. (4.75). The black spiral visualizes the trajectory of the center of
probability of this part while the dashed and solid white rings mark the variance of
the Gaussian components moving in the harmonic potential of the ground and excited
state, respectively [for t = 0 in Fig. 4.2 b) the two rings overlap] . The contribution of
the last term of Eq. (4.75) is hardly visible, but results, for example at t = 2τ/3, in a
small asymmetry with respect to the axis connecting the centers of the two Gaussians.
At t = τ , the components moving in the ground and excited state potentials strongly
overlap again, leading to the partial revival of the electronic coherence in Fig. 4.2 a).
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a)
b)
Figure 4.2: a) shows the time evolution of the excited state population (dashed line) and
the modulus of the coherences (solid lines) for the initial atomic state (|g〉+ |e〉)/√2 in units
of the oscillator period τ = 2pi/ν when the oscillator is initially in thermal equilibrium. The
parameters are γ = 0.2ν, Γ = 0.1ν, Γ∗ = 0 and η = 1ν. The black curves show the case
m¯ = 0.05 while the gray one corresponds to m¯ = 1. The density plots b) show the Wigner
function of the oscillator state at the times indicated by the circles in a). The dashed white
ring represents the variance and location of the |g〉〈g|-projection of the oscillator state in phase
space, whereas the solid white ring analogously represents the |e〉〈e|-projection which follows
a trajectory along the spiral around β. The excited state population dies off and the system
ultimately ends up in the stationary state |g〉〈g|µth.
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The advantage of the eigenvalue decomposition of the Liouvillian becomes apparent
most clearly when calculating the spectral properties of the system. The method we
use here was already applied for a systematic analysis of the fluorescence light of laser
cooled atoms [Bie04] and is now carried over to the case of solid state quantum emit-
ters. In Eq. (1.54) we already introduced the spectrum of absorption under stationary
conditions for a weak probe laser of frequency ωL illuminating the defect center, which




dt 〈[σ−(0), σ+(t)]〉ste−iωLt . (4.76)
In this form the correlation function is evaluated without the probe. The time evolu-
tion of the operators is determined by the Liouvillian L, Eq. (4.17), and can be cal-
culated using the quantum regression theorem Eq. (1.30) to rewrite 〈[σ−, σ+(t)]〉st =
Tr{σ+eLt[%st, σ−]}. The stationary state of the undriven system is %st = |g〉〈g|µth,









In the last step we expanded the spectrum in terms of the eigensystem of L,
Eqs. (4.47)-(4.56), and performed the integration. The traces in Eq. (4.77) are readily
evaluated because we encountered them already in the previous subsection when we
















with the explicit form of the quantities A−m,k and B
−
m,k specified in App. B.1 and the
products Wm,k = A−m,kB
−







is a superposition of curves associated with each eigenvalue λ(−)m,k, weighted by the
function Wm,k which also determines the shape: For real Wm,k the spectral contribu-
tion is a Lorentzian, for purely imaginary weight it is a Fano-like profile, and in the
general case it is a mixture of both, positioned at ωL = Imλ
(−)
m,k with a width given by
Reλ(−)m,k. From the k-dependency of the eigenvalues λ
(−)
m,k it follows that the spectrum
is built up by a series of peaks separated by the mechanical frequency ν and situated
around the renormalized transition frequency ω˜. The peaks are distinguishable for
Γ, γ  ν and otherwise overlap. Each peak, corresponding to a fixed value of k, is a
sum of several contributions of increasing width for rising values of m. In the zero-
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Figure 4.3: The absorption spectrum of the defect center under weak excitation, according
to Eq. (4.79), for the parameters γ = 0.2ν, Γ = 0.01ν, Γ∗ = 0, η = 1.5ν and m¯ = 0.05.
The gray dotted curves show the main contributions of the eigenvalue decomposition (4.79)
of the spectrum, namely the terms corresponding to m = 0 and k = −5, ..., 1. ZPL denotes
the position of the zero-phonon line shifted by ω˜R from the bare transition frequency ω of the
electronic states.
temperature limit, viz. for m¯ → 0, the k > 0 peaks vanish and only the terms with








for k ≤ 0 and are zero otherwise. It goes over into a Poissonian distribution when β
becomes real. For vanishing thermal occupation of the phonon mode, only phonons
can be created during the absorption process and consequently, the spectral compo-
nents for k > 0 disappear. Note that the absorption and excitation spectrum of the
two-level system coincide in the situation discussed here. We further remark that
the integral representation of the absorption spectrum (4.76), involving the two-time
correlation function in terms of the function Ψ(t), can be advantageous in some cases,
for example in the high temperature limit, when the expansion, Eq. (4.77), converges
only slowly.
In Fig. 4.3 we show the absorption spectrum, Eq. (4.79), as a function of the probe
frequency ωL for a temperature close to zero. The spectrum is composed of several
resolved peaks. The zero-phonon line corresponding to a pure electronic transition
without creation or annihilation of phononic excitations is shifted by the relaxation
frequency ω˜R = ω˜ − ω from the frequency of the bare transition |e〉 ↔ |g〉. More
peaks are visible at multiple distances of the oscillator frequency and extend towards
higher frequencies, forming the vibronic sidebands corresponding to absorption pro-
cesses accompanied by the creation of phonons. Phonons to be annihilated are only
rarely present at low temperatures entailing strongly suppressed signals on the lower
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frequency side of the zero-phonon line. The dashed curves show the most relevant
terms of the sum in Eq. (4.79), that is the individual spectral components associated
with a certain eigenvalue which compose together the total spectrum. Note that the
single contributions can become negative, only the superposition generally yields a
valid spectrum.
We conclude this section by discussing the spectral properties of a photon emitted







dτ 〈σ+(t+ τ)σ−(t)〉e−iωpτ . (4.81)
We assume here that the two-level system is initially excited and the oscillator is in the
corresponding equilibrium µ0 = D(β)µthD†(β). This is a reasonable assumption if the
lifetime of the excited state Γ−1 is much larger than the thermalization time scale γ−1
of the phonon mode. Again the quantum regression theorem and the completeness





(λ− iωp)λ′ . (4.82)
The further evaluation uses
Tr{σ+%ˆ(−)m,k} = A−m,k , (4.83)
Tr{%ˇ( )†m′,k′ |e〉〈e|µ0} = δm′,0δk′,0Tr{%ˇ( )†m′,k′µth} , (4.84)
and thus λ′ = −Γ. The remaining trace in Eq. (4.82) can be calculated using the










contains the weight factors W ′m,k = W
∗
m,−k, signifying the fact that the emission
spectrum is a mirrored version of the absorption spectrum [Mah00] with respect to
the modified transition frequency ω˜.
We modeled the vibronic interaction of defect centers in crystals using a single-mode
description including the radiative damping and pure dephasing of the electronic de-
gree of freedom as well as the damping of the vibrational mode by a thermal reservoir
with a temperature corresponding to a mean vibrational quantum number m¯. The
model can therefore be considered as an extension the Huang-Rhys model we intro-
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a) b)
Figure 4.4: a) The temperature dependence of the absorption spectrum for m¯ = 0 (solid
line), m¯ = 0.25 (dashed line) and m¯ = 1 (dotted line). b) Dependence of the absorption on the
coupling strength for η = 1.5ν (solid line), η = 1.2ν (dashed line) and η = 0.9ν (dotted line).
The vertical lines are drawn at the corresponding zero-phonon lines, i.e. at the renormalized
atomic frequency ω˜. The other parameters are the same as in Fig. 4.3.
duced in Chapter 3, which is the limiting case of our model when both linewidths, Γ
and γ, tend to zero.
From the temporal behavior treated in Sec. 4.3.1 follows that the vibronic coupling
results in an effective dephasing mechanism for the electronic subsystem: It leaves
the dynamics of the population unaffected but expedites the decay of the electronic
coherences. This decay of the coherences is superimposed by an oscillatory behavior
whose origins can be traced back to the motion of the vibrational degree of freedom
in Wigner phase space. In the spirit of master equations, the dynamics of the two-
level system can be considered as being dephased by a structured environment with
harmonic time evolution, when tracing out the vibrational coordinates. The different
types of dynamics concerning the populations and coherences is formally resembled in
the classes of eigenvalues, Eqs. (4.54)-(4.56): The excited state simply decays with the
natural rate Γ. In contrast, the electronic coherences oscillate with a renormalized
frequency ω˜ = ω − ω˜R and decay with the increased, temperature-dependent rate
Γ˜ = Γ+Γ˜R. The relaxation frequency ω˜R = |β|2ν goes over into ωR = Sν, proportional
to the Huang-Rhys factor S, when the linewidth γ tends to zero. For finite linewidth,
the damping rate γ additionally modifies the transition frequency of the two-level
system, reflecting the fact that the electronic subsystem indirectly couples to the
Markovian environment which damps the oscillator. Compared to the uncoupled
case, the decay rate is increased by Γ˜R = |β|2γ(2m¯+ 1).
For the spectra, again a comparison with the Huang-Rhys model [Hua50, Dav81]
suggests itself. This single-mode Hamiltonian model presented in Chapter 3 results in
absorption spectra, see Figs. 3.2 and 3.3, consisting of Dirac-δ-shaped spikes displaced
from the renormalized frequency ω − ωR by multiples of the vibrational frequency ν,
whose envelope (related to the intensities) is described by a Poissonian distribution
Il = e−SSl/l!, when l numbers the vibronic sidebands. The generalized formulation
applied here reflects these characteristics formally in Eq. (4.80), with the Huang-Rhys
parameter replaced by the complex parameter β∗2 quantifying the vibronic interaction
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strength. For finite temperature, the Poissonian-like distribution breaks down and the



















m,l, given in Eq. (4.66), and the representation (4.67) leading to












with θl = Imβ2+arg β2l. This is a meaningful expression when the vibronic sidebands
are resolved, that is for γ,Γ  ν. The total spectral weight, i.e. the sum over l,
gives the value pi. The dependency of the absorption spectrum on the temperature
is depicted in Fig. 4.4 a). For low temperature m¯ ≈ 0 (solid line), the spectrum
consists of the zero phonon line at ωL = ω − ω˜R with ω˜R ≈ 2ν for the parameters
considered here. Towards higher frequencies the vibronic sidebands are stretched out,
starting to mutually overlap due to the swelling width of increasing orders. For a
higher temperature, m¯ = 0.25, the individual lines are only hardly distinguishable
and extend also towards lower frequencies on the red side of the zero-phonon line.
The position of the zero phonon line is not temperature dependent, in contrast to its
width given by Reλ(−)m,0, Eq. (4.55). Finally for m¯ = 1 only a broad spectral shape
is present, centered approximately at the bare transition frequency ω of the two-level
system. For ν  γ,Γ this single peak approaches a Gaussian form around ωL = ω
whose width is proportional to
√
m¯. Fig. 4.4 b) shows the absorption spectrum at low
temperature for three different vibronic coupling strengths, η = 0.9ν, 1.2ν, and 1.5ν,
corresponding to the dotted, dashed, and solid curves, respectively. The peak strength
follows the quasi-Poissonian distribution (4.80), with more peaks appearing for larger
coupling: then higher order phonon processes become more likely. The position of the
zero-phonon line moves towards lower frequencies for larger couplings in accordance
with the renormalized frequency ω˜ defined in Eq. (4.55) and the simplified physical
picture of Fig. 4.1. Moreover, the curves in Fig. 4.4 b) demonstrate that an increased
coupling goes along with a broadening of the spectral components, as described by Γ˜,
Eq. (4.55).
The master equation description of this work can also be related to the independent
boson model [Mah00], in which a linear coupling to essentially a continuum of phononic
modes is taken into account. The phase diffusion in the temporal evolution of the
phononic modes is at the heart of the dephasing mechanism there, being replaced in
the present description by a Markovian reservoir. Consequently, the spectral function
describing the frequency dependent coupling strength of the phononic continuum in
that model is replaced here by a single parameter, namely the damping rate γ of the
singled out phononic mode. Depending on the intended application, the more detailed
independent boson model or the one-parametric simplified description presented here
58 Master equation for solid-state quantum emitters
can be advantageous.
Finally we comment on the applicability of the model for NV− centers in diamond.
As already mentioned, the presence of a few localized modes of similar frequencies sug-
gests to highlight these modes – or ultimately a single mode – as it was done here.
A thermal reservoir damping the mode has clear physical origins in the continuum
of the delocalized phononic modes. The Markovian description, however, is a simpli-
fication which works reasonably well for rendering the basic properties of the NV−
dynamics, but does not include the details of the temperature dependency of the
zero-phonon line, for example. This would at least require to replace the flat spec-
tral function implicitly applied here, if not more involved processes [Fu09] have to
be included, depending on the desired accuracy of the description. A temperature-
dependent damping rate γ(T ) can however be used to mimic such behaviour. Of
course, effects stemming from the dynamical Jahn-Teller effect are absent. Neverthe-
less, the model renders the basic properties of the spectra of NV− centers, especially
in the room temperature regime and goes beyond simple pure dephasing models or
artificial fitting models. Note that the room temperature spectra still correspond to
m¯ 1 due to the high Debye-temperature of diamond.
We formulated a compact theoretical description for the dynamics of defect centers in
crystals. This master equation description is based on a linear vibronic coupling in the
Franck-Condon, single phonon mode and two-level approximation and includes radia-
tive and phononic Markovian damping. The overall solution of the master equation
is given in terms of the eigenelements and eigenvalues of the Liouville operator. This
solution covers both, the electronic and phononic degree of freedom and can be further
reduced to a master equation of the electronic two-level system only by tracing out
the undesired degree of freedom. We demonstrated the calculation of the absorption
and emission spectrum at different temperatures, which take on a insightful form and
reproduce the basic features of real spectra, for example for NV− centers in diamond.
The physical picture at the heart of the presented model was reviewed in detail by
means of the dynamics of both involved degrees of freedom.
In the form presented here, the model can be easily extended by adding more
vibrational modes in order to increase the accuracy of the theory, if desired. Moreover,
such an extension would also be interesting from the point of view of a systematic
approximation of open quantum dynamics [Woo14]. It is also entirely conceivable to
extend the treatment to include quadratic vibronic coupling or more electronic levels.
We believe that the model, based on an easy but clear physical picture, will be
helpful for investigations of defect centers in quantum-optical applications, for exam-
ple as single-photon sources, when the influence of the vibronic sidebands becomes
important. With the analytic solution provided here it can deliver a basis for the





The interaction of light with matter lies at the heart of many developments in
modern physics. It were, for instance, the investigations of black-body radiation and
the photoelectric effect that played a major role in the invention of quantum mechan-
ics. This interaction comprises the coupling of the electric or magnetic field of light to
the internal degrees of freedom of atoms, as successfully described by quantum elec-
trodynamics, and allows, among others, high-precision spectroscopy, optical trapping
and coherent manipulation of the electronic states.
On the other hand, light, although massless, carries a momentum. This momen-
tum entails mechanical effects that are, for example, routinely employed in today’s
laboratories to cool trapped atoms down towards the ground state of their center-
of-mass motion using laser light [Neu78, Met01]. For objects more massive than
single atoms the momentum of the electromagnetic field of light can exert a radiation
pressure force. This fact was predicted and experimentally observed [Leb01, Nic01]
already before the advent of quantum mechanics, and early speculations even go back
to Kepler.
The astonishing achievements in the control of single atomic systems [Lei03,
Mes06] lead to increasing interest in the manipulation of macroscopic objects [Ash06]
using this radiation pressure. To control the quantum state of truly macroscopic
objects is not only interesting for applications, such as displacement and force detec-
tion [Cav80, Bra95, Gav12] near the fundamental quantum limit, but also from the
point of view of testing the foundations of quantum mechanics on a larger scale than
the atomic one. In this context the interaction can be used, for instance, to bring
macroscopic objects into quantum superpositions and investigate how these superpo-
sitions behave under the influence of gravitation.
However, the radiation pressure force exerted by a single photon is exceedingly
small. In order to develop an intuition we can consider a photon with wavenumber
k being reflected on a mirror whereby the momentum 2~k is transferred. For a con-
tinuous light ray of power P illuminating the mirror the rate of photon impacts is
given by P/~ck, leading to a force F = 2P/c. Since the speed of light c appears
in the denominator of this expression its magnitude is very small, e.g. even a kilo-
watt beam only exerts a force of roughly 10−5 N. The smallness of this force implies
that extremely low-weight mechanical objects have to be used in order to exhibit an
appreciable influence of the radiation pressure on the mechanical degree of freedom.
A possible way to enhance the interaction is to confine the light field between two
mirrors, such that in a simplified picture a photon can bounce off the mirrors many
times instead of being reflect only once, as it would in free-space experiments. The
paradigm setup of cavity optomechanical systems [Mey13, Asp14, Bow15] is an optical
Fabry-Pérot cavity with one fixed and one moving end-mirror. The light field inside
the optical resonator exerts a radiation pressure force on the end-mirror and transfers
momentum to its motional degree of freedom. Due to the smallness of the radiation
pressure the typical mechanical objects employed in optomechanical experiments are
nano-cantilevers [HM04, Fav07] or microtoroids [Car05, Sch06] with effective masses of
∼10−11 kg, to mention only two examples. For a detailed review introducing a variety
of optomechanical devices we refer to Ref. [Asp14] and references therein. Among
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the tremendous progress toward full quantum control over the mechanical degree of
freedom in such systems we mention the successful demonstration of laser cooling of
the cavity’s mirror motion toward the ground state of the confining potential [Gig06,
Sch08, Roc10, Cha11], reaching phonon occupations of down to ∼0.35 [Teu11]. For a
theoretical analysis of the optomechanical cooling we refer to Refs. [WR04, WR08b].
This recent experimental success in cavity optomechanics also pioneers near-future
experiments with extended, hybrid systems [Kur14, Rog14]. An obvious extension of
the paradigmatic optomechanical system can be achieved by adding a single two-level
system which couples to the cavity light field by dipole interaction, thereby combining
cavity optomechanics with cavity quantum electrodynamics. Besides conventional
quantum electrodynamics experiments with macroscopic cavities investigations of such
systems are of particular importance for solid-state systems, such as two-level systems
in optomechanical crystals [Eic09, RM12, Bre12]. In circuit electromechanical setups
the coupling to two-level systems has already been demonstrated [LaH09, Pir13, Lec15,
Pir15] successfully.
The richness in the dynamics of such highly non-linear hybrid systems has only
been started to be explored theoretically in several general investigations of the co-
herent motion [Wan08, Cha09, Ram13, Mir15] and can, for example, be exploited to
prepare non-classical states, similar as in nonlinear optical setups [Poy96, Rit04].
With the work presented in this part we provide a detailed theoretical treatment
of such optomechanical hybrid systems in which we especially focus on an effect where
the presence of the mechanical degree of freedom strongly changes the atom-cavity
interaction leading to a suppression of Rabi-oscillations. This effect is analyzed for a
coherent evolution as well as for a hybrid system subject to dissipation.
In general the dissipative dynamics of optomechanical systems can be described
by a Born-Markov master equation. In a subsequent work presented at the end of this
part we leave aside the two-level atom again and concern ourselves with this master
equation. In the spirit of the damping basis that was introduced in Sec. 1.3 we derive
the solution of the optomechanical master equation in terms of this damping basis
and thereby provide a tool for the analytic treatment of dissipative optomechanics.
The structure of this part is the following: In Chapter 5 we introduce the ba-
sic theoretical description of generic optomechanical systems. Chapter 6 then deals
with the dynamics of hybrid-optomechanical setups including the suppression of Rabi-
oscillations. A derivation of the damping basis of the Liouville operator associated




In this chapter we briefly recapitulate the theoretical description of generic optome-
chanical systems in order to lay the ground work for the later treatment of optome-
chanical hybrid systems and the optomechanical master equation. In Sec. 5.1 we
present a phenomenological derivation of the optomechanical Hamiltonian governing
the coherent dynamics. The eigenbasis of this Hamiltonian and the time evolution of
initial states which are relevant for a subsequent chapter are summarized in Sec. 5.2.
We consider an end-mirror of mass M whose center-of-mass motion is confined in a
harmonic potential of frequency ν. The motion of the mirror then imposes boundary
conditions on the electromagnetic field inside the cavity that vary with time. A
Hamiltonian formulation of this problem with time-dependent boundary conditions,
as found in Ref. [Law95], would go beyond the scope of this thesis, so that we give
a more intuitive approach that leads to the same Hamiltonian. The motion of the
movable mirror inherently changes the cavity length, making the cavity frequency ω
a function of the mirror position x, measured with respect to its equilibrium position,
i.e. ω(x). For small elongations of the mirror, compared to the cavity length L, a
Taylor expansion in terms of x/L suggests itself, leading to
H = ~ω(x)a†a+ ~νb†b ≈ (~ω − Fx)a†a+ ~νb†b , (5.1)
with F = −∂ω(x)/∂x|x=0. Additionally we introduced the cavity annihilation and
creation operators a and a† and the corresponding mechanical oscillator operators b
and b†. The latter are related to the mirror position via x = ξ(b + b†), with ξ =√
~/2Mν. The quantity F can be thought of as the single photon radiation pressure
force on the mirror. Defining the optomechanical coupling strength χ = Fξ/~ one
arrives at the standard Hamiltonian of an optomechanical system which reads
Hom = ~ωa†a+ ~νb†b− ~χa†a(b+ b†) . (5.2)
This Hamiltonian captures the basic interplay between the mirror motion and the
cavity field: the radiation pressure results in a photon-number dependent displacement
of the mirror which in turn changes the cavity’s frequency.
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The Hamiltonian (5.2) can be diagonalized using the photon-number dependent dis-





and the mechanical displacement operators D(α) = exp[αb† − α∗b]. In the displaced
picture the two oscillators are decoupled and the eigenstates are products of cav-
ity Fock states |n〉 and mechanical Fock states |m〉mec. In the original picture the
eigenstates of Hom are then given by
|n〉D(nβ)|m〉mec (5.4)
with the corresponding eigenvalues n~ω + m~ν − n2β2~ν. The separability of these
eigenstates entails the fact that any initial state in which the cavity is in a single
number state always remains separable. If we consider the cavity to be in the state
|n〉 and the mechanical oscillator in the coherent state |α〉mec the propagation of the
mechanical oscillator is given by the coherent state [Bos97]
|η(t)〉mec = |nβ(1− e−iνt) + αe−iνt〉mec , (5.5)
apart from an additional phase factor. Figure 5.1 a) shows the trajectories in Wigner
phase space for the values n = 1 and n = 2 of the cavity photon number and the
mechanical ground state α = 0. The radiation pressure of the cavity photons pushes
the mirror out of its equilibrium position, resulting in a modified cavity length and
thereby a modified frequency. In the modified potential the initial ground state of
the mechanical oscillator moves like a coherent state on circular orbits in phase space
centered around x = 2βξ and p = 0 whose radii are proportional to β. In Fig. 5.1 b) the
trajectories of the probability density of the wave packet in the position representation
are depicted. The turning points are marked by the maximum displacements from
the equilibrium position which are given by
〈x〉(n)max = 2ξRe[nβ(1− e−iνt)] = 4nβξ . (5.6)
They are reached after half a mechanical period, i.e. at the time t = pi/ν. In the
single-photon strong coupling regime, a regime that will be discussed in a later chapter
in which β & 1 is fulfilled, this displacement amounts to a significant change in the
cavity frequency during the dynamics, a fact that will be particularly important in
the following.
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a)
b)
Figure 5.1: a) Circular trajectories of the mechanical oscillator’s Wigner function for
cavity photon numbers n = 1 (solid) and n = 2 (dashed) if the mirror was initially prepared
in its ground state |0〉mec. The radii are proportional to β while for n = 0 the Wigner function
rests centered around the origin. b) Trajectory of the oscillator wave packet in the harmonic
potential modified by the radiation pressure. The 〈x〉(n)max mark the maximal elongations.

Chapter 6
Suppression of Rabi oscillations in hybrid optomechanical systems
In the Jaynes-Cummings model [Jay63], a single atomic dipole interacting with a sin-
gle photon of an electromagnetic field mode in a cavity periodically exchanges the
excitation between the electronic and photonic degree of freedom. In this chapter we
ask ourselves the following questions: How does this behavior change, when the cav-
ity’s mirrors are not fixed, but can move in time as an additional quantum dynamical
degree of freedom? And, how does the quantumness of the mirror motion manifest
itself in the dynamics?
When adding a single atom to the optomechanical cavity, the resulting hybrid sys-
tem does not only incorporate the radiation forces of the cavity-mirror interaction, but
also includes the dipole interaction between a near-resonant atomic transition and the
cavity field, drastically altering the dynamics as a whole. In this chapter we focus on
the possibility to dynamically suppress the Rabi oscillation of the atomic population
due to the mirror motion. The idea behind can best be illustrated having a classical
picture in mind, i.e. when the mirror is moving parametrically along a given trajec-
tory. Then, an initially resonant atom-cavity interaction becomes disturbed by the
mirror motion due to the change of the cavity’s resonance frequency being a function
of the cavity length. If the mirror elongation is large enough, the modified atom-
cavity detuning can lead to reduced Rabi oscillations of the quantum electrodynamic
subsystem. We will develop this simple classical picture beyond the trivial parametric
motion towards a fully dynamical one in the quantum regime. The Wigner function
will be used to represent the dynamics of the mechanical degree of freedom, which can
exhibit strong non-classical characteristics deep in the non-linear parameter regime.
Even when dissipation and a variation of the initial state is included, the characteristic
features of this suppression can be distinguished.
We briefly note that especially solid-state systems (leaving aside the two-level
system in contemporary realizations) are candidates for reaching the so-called single-
photon strong coupling regime [Nun11], where the radiation force of a single photon
is strong enough to displace the harmonically oscillating mechanical element by more
than the extension of its ground-state wavepacket. This regime is entered, when the
mechanical frequency becomes much smaller than the optomechanical coupling. Then,
the non-linearity of the radiation force becomes clearly apparent and manifests itself
in phenomena like the photon blockade effect [Rab11], which is caused by an effective
photon-photon interaction mediated by the mechanical degree of freedom.
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The present chapter has the following structure: In Sec. 6.1 we introduce the
hybrid system that we investigate. In the subsequent Sec. 6.2 we present the coherent
dynamics of the system, including two limiting cases of the parameters that allow for
an analytic treatment, and analyze the suppression of Rabi-oscillations induced by the
mirror motion. The behavior of this suppression effect under dissipation is treated
in Sec. 6.3 and the influence of the initial state of the hybrid system is presented in
Sec. 6.4 before we conclude in Sec. 6.5.
The main results of this chapter have been published in
• Timo Holz, Ralf Betzholz, and Marc Bienert,
“Suppression of Rabi oscillations in hybrid optomechanical systems”,
Phys. Rev. A 92, 043822 (2015),
Copyright (2015) by the American Physical Society.
We consider an optomechanical resonator with a two-level atom placed at a fixed
position within the resonator. The transition frequency between the ground state
|g〉 and the excited state |e〉 is assumed to be resonant with the frequency ω of the
cavity when its end mirror is in the equilibrium position. The atomic dipole couples
via Jaynes-Cummings interaction [Jay63] to the electromagnetic field of the cavity
while the cavity interacts with the mechanical oscillator of frequency ν and mass
M by radiation pressure. We denote the dipole-cavity interaction strength and the
optomechanical coupling strength by g and χ, respectively. A schematic picture of
this hybrid quantum system is shown in Fig. 6.1. The total Hamiltonian of the hybrid
Figure 6.1: Hybrid optomechanical setup consisting of a single-mode cavity with a moving
end-mirror confined in a harmonic potential of frequency ν and a resonant two-level atom at
a fixed position. The cavity couples to the mechanical oscillator by radiation pressure with a
coupling strength χ and to the two-level atom via dipole interaction of strength g.
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systems reads
H = Hom +Htls +HJC , (6.1)
where the operator Hom labels the standard Hamiltonian of optomechanics [Law95]
that was introduced in Eq. (5.2). We use the same notation as before and write a
and a† for the annihilation and creation operators of the cavity mode, and b and
b† for the mechanical oscillator whose position operator relative to the equilibrium
is x = ξ(b + b†), with the harmonic oscillator length scale ξ =
√
~/2Mν. The
Hamiltonians of the two-level system and the Jaynes-Cummings interaction are given
by
Htls = ~ω|e〉〈e| , (6.2)
HJC = ~g
[
a†|g〉〈e|+ a|e〉〈g|] , (6.3)
respectively.
For the coherent dynamics of the hybrid system including cavity, atom and mechanical
oscillator, we focus on the initial state |ψ(t = 0)〉 = |e〉|0〉|0〉mec, where the atom
is in the excited state, the cavity is empty and the mirror is in its ground state.
Experimentally such a state can be prepared with the help of ground-state cooling of
the mechanical oscillator and standard optical pumping for the atomic state. Ground-
state cooling for an optomechanical crystal was already demonstrated [Cha11] and is
expected to be realizable in similar hybrid systems in near-future experiments.
The position of the mirror determines the frequency of the cavity, which can be







a†a+ ~νb†b+Htls +HJC . (6.4)
The mechanical oscillator in its maximally elongated mean position, Eq. (5.6), results
in an effective detuning δ¯n = 4nβχ between the cavity and the atom. From this
consideration follows that for a distinct effect of the mirror’s motion on the Rabi
oscillation one has to be in the strong-coupling regime with β & 1. In this regime we
cannot resort to the approximate solution of single polariton optomechanics [Res14].
Nevertheless, to provide first insight into the dynamics we start our investigation
with two limiting cases, namely a small dipole-cavity coupling g  χ, ν and a small
optomechanical coupling β  1, that allow for an approximate analytical treatment.
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Slow Rabi oscillations
In the case of small Jaynes-Cummings coupling, i.e. g  ν, χ, we focus on the
parameter region β ≈ 1 for strong optomechanical coupling and restrict the following
discussion to the subspace of only one excitation in the quantum electrodynamical
subsystem, remarking that the generalization is straightforward. In the interaction





2νtD(βeiνt)|e, 0〉〈g, 1|+ H.c.
]
, (6.5)
apart from a constant energy, in the relevant subspace spanned by the two atom-
cavity states |g, 1〉 = |g〉|1〉 and |e, 0〉 = |e〉|0〉. A rotating-wave approximation can
be performed after expanding the displacement operator in a power series and taking
only those terms that rotate with the smallest occurring frequency, which is given
by (β2 − 1)ν for β ≈ 1. In the expansion of D(β exp[iνt]) these surviving terms





2−1)νtf(b†b)b|e, 0〉〈g, 1|+ H.c.
]
(6.6)
where the function f(m) can be obtained by evaluating the matrix elements








with the generalized Laguerre polynomials L(α)m (x) [Abr65]. Within this approxima-
tion the Hamiltonian is a Jaynes-Cummings-type interaction between the atom-cavity
subsystem and the mechanical oscillator with an additional phonon number depen-
dent factor that does not alter the eigenstates, i.e. the dressed states [Har06]. In the
original picture the Hamiltonian then reads
HRWA = ~νb†b− ~χ|g, 1〉〈g, 1|(b+ b†) + ~g
[
f(b†b)bD†(β)|e, 0〉〈g, 1|+ H.c.] (6.8)
and its eigenstates are dressed states in which the state |g, 1〉|m〉mec is displaced by
D(β) while the state |e, 0〉|m+ 1〉mec remains undisplaced. For the initial state where
the atom is prepared in its excited state and the mechanical oscillator in its ground




cos2(Ωt) + cos2 ϑ sin2(Ωt)
]|0〉mec〈0|
+ sin2 ϑ sin2(Ωt)D(β)|1〉mec〈1|D†(β) (6.9)




cos2(Ωt) + cos2 ϑ sin2(Ωt)
]|e, 0〉〈e, 0|+ sin2 ϑ sin2(Ωt)|g, 1〉〈g, 1| (6.10)
for the mechanical oscillator and the atom-cavity subsystem, respectively. Here, we
defined tanϑ = Ω/(β2 − 1)ν and Ω = 2gf(0). We compared these approximate re-
sults with numerical propagation and found especially good agreement for the case
β = 1, where the rotating-wave approximation is best fulfilled. From these outcomes
we conclude: (i) The motion of the mechanical oscillator leads to non-classical states
being composed of two contributions, namely an incoherent superposition of the vac-
uum and a displaced Fock state. They correspond to the radiation pressure of zero
and one photon which are associated with the two trajectories n = 0 and n = 1 of
Fig. 5.1a) in the uncoupled case and become mixed due to the coherent Rabi oscilla-
tions between |g, 1〉 and |e, 0〉. (ii) For β 6= 1 one finds detuned Rabi oscillations of the
atom-cavity subsystem, while they are strictly sinusoidal for β = 1. (iii) The regime
considered here is not sufficient for observing a suppression of Rabi oscillations of the
atomic population. Nevertheless, it provides a first insight into the coupled dynamics
of the system and the origin of the emergence of non-classicalities in the state of the
mechanical oscillator.
Small optomechanical coupling
In a frame displaced by D(−β/2) and restricted to the subspace spanned by the usual
Jaynes-Cummings dressed states [Har06]
|±〉 = 1√
2
[|g, 1〉 ± |e, 0〉] (6.11)
of the resonant atom-cavity subsystem the Hamiltonian (6.1), apart from a constant
energy ~β2ν/2, can be written as the Hamiltonian of the driven Rabi model [Rab36]
H˜Rabi =~νb†b+ ~g [|+〉〈+| − |−〉〈−|]
− β
2
~ν [|+〉〈−|+ |−〉〈+|] (b+ b†) + β
2
2
~ν [|+〉〈+|+ |−〉〈−|] . (6.12)
Even in the absence of the last term, constituting a drive of the dressed state transition
with a strength proportional to β2, where this model allows for analytic expressions of
the eigenvalues and eigenstates [Bra11, Zho13], the solutions are not easy-to-handle
and reveal little physical insight.
We therefore follow the treatment presented in Ref. [Res14] for an approximation
in the regime of small values of the optomechanical coupling ratio. In this regime, for
β  1, one can discard the driving term in Hamiltonian (6.12) and perform a rotating-
wave approximation leading to dynamics that are governed by the Hamiltonian [Res14]
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The Hamiltonian (6.13) is again of Jaynes-Cummings form, with the ladder operators
|±〉〈∓| playing the role of the atomic rising and lowering operators and the mechan-
ical oscillator taking over the cavity part. In the rotating wave approximation we
additionally assumed that the requirement |2g − ν|  2g + ν is fulfilled. In the case
of a resonant interaction, 2g = ν, the double dressed states
|0, 0〉 =|−〉|0〉mec (for m = 0) , (6.14)
|±,m〉 = 1√
2
[|+〉|m− 1〉mec ± |−〉|m〉mec] (6.15)
are the eigenstates of the Hamiltonian (6.13) with the corresponding eigenenergies











for m ≥ 1. The initial state |ψ(t = 0)〉 = |e, 0〉|0〉mec can be propagated with help of
























































































t|−〉D(β2 )|1〉mec} , (6.18)
written here in the original frame, showing the dominant behaviour of |ψ(t)〉 for β  1:
The first term describes the usual Rabi-oscillations of the atom-cavity system when
β → 0, whereas the second term represents an oscillating displaced number state of
the mechanical oscillator, associated with the dressed state |−〉. Nevertheless, the
condition β  1 for the validity of the Hamiltonian (6.13) prevents clear signatures
of non-classicality of the evolved state in this limit.
The time evolution of the excited state population Pe(t) = Tr{|e〉〈e|ψ(t)〉〈ψ(t)|},
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which shows a sinusoidally modulated Rabi oscillation with a beat frequency of βν/2
describing the onset of the suppression of Rabi-oscillations for small values of β.
We now focus on the strong-coupling regime β & 1 where the approximate Hamil-
tonians (6.6) and (6.13) are not valid and one has to deal with the original hybrid
Hamiltonian, Eq. (6.1) instead. We therefore restrict ourselves in the following on the
discussion of numerical results.
The case g = ν
We first focus on the case g = ν and β = 1. We start again from the same ini-
tial state |ψ(t = 0)〉 = |e, 0〉|0〉mec and propagate it numerically using the Hamilto-
nian (6.1). In Fig. 6.2 we show the time evolution of the excited state population
Pe(t) = Tr{|e〉〈e|ψ(t)〉〈ψ(t)|}. The strictly periodic Rabi oscillation of the uncoupled
case (dashed) undergoes a drastic change. Instead of the sinusoidal time evolution
the excited state population exhibits a strong suppression before it rises up again at
a time appreciably longer than the Rabi period pi/g. This behavior continues quasi-
periodically for the considered parameters and can be qualitatively understood with
the following intuitive explanation: As time evolves the atom initially prepared in
the excited state populates the cavity with a single photon leading to a rising radia-
a)
b)
Figure 6.2: a) Time evolution of the excited state population for the initial state
|e, 0〉|0〉mec. The population experiences a strong suppression before a first revival at a time
larger then a Rabi period. The parameters are β = 1 and g = ν. For comparison the unper-
turbed Rabi oscillations (β = 0) are shown in the dashed line. b) Inset on a time scale until
the first revival occurs. The circles indicate instances of time which will be referred to later.
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tion pressure inside the cavity pushing the mirror significantly out of its equilibrium
position and driving it along the trajectory n = 1 in Fig. 5.1 a). Its displacement is
accompanied by an effective dynamical detuning between atom and cavity suppressing
the Rabi oscillations. After approximately one mechanical oscillator period τ = 2pi/ν
the atom-cavity resonance condition is fulfilled again and the Rabi oscillation con-
tinues. This simple picture, however, does not explain all details in Fig. 6.2: The
behavior is not strictly periodic in the mechanical period τ and Pe(t) does not show
a full revival.
To systematically analyze the suppression of the Rabi oscillations for different
values of β using the same initial state |ψ(t = 0)〉 = |e, 0〉|0〉mec as before we show in
Figure 6.3 a) the time evolution of the population of the excited state in dependence
of β color-coded in a density plot for g = ν, where dark shading indicates high values
of the population in |e〉. For the dotted white lines in the lower part of Fig. 6.3 a) we
used the perturbative results of Sec. 6.2.1 to show the times Tn of the n-th maximum
of the perturbed Rabi oscillation for the borderline parameters chosen here. These
times can be approximated by the expression Tn ≈ npi[1 − m˜nβ2/2]/g, where the
m˜n play the role of average phonon numbers. As β increases this quadratic behaviour
ceases and distinct maxima of the population emerge separated by gaps approximately
given by the mechanical period τ , being significantly longer than a Rabi period τ/2
for the parameters chosen here. For even larger β . 3 the first revival stabilizes while
subsequent revivals of the population show interference-like patterns and decline.
In order to provide deeper insight into this behaviour we show in Figs. 6.3 b) and c)
the Wigner function of the mechanical oscillator for two different values of β and eight
different instances of time as marked by the open circles in the density plot Fig. 6.3 a)
[and in Fig. 6.2 b) for β = 1]. For both cases the mechanical oscillator starts in the
vacuum state represented by the Gaussian Wigner function of minimal uncertainty.
For β = 1 the phase space distribution begins to follow the trajectory belonging to
the radiation pressure of a single photon inside the cavity until at t ≈ 2τ/5 the quasi
probability distribution splits into two contributions and the non-classicality of this
state manifests itself in the negative parts in between which are denoted by encircled
areas. This behavior is caused by the coherent swapping between the states |e, 0〉 and
|g, 1〉 of different radiation pressures corresponding to the two trajectories n = 0 and
n = 1 in Fig. 5.1 a). At t ≈ 3τ/5 the two contribution are clearly distinguishable
and merge again towards the end of the mechanical period at t ≈ τ hence bringing
atom and cavity back into resonance. One can observe, however, that the Wigner
function is mostly localized around t ≈ 6τ/5, i.e. after more than one mechanical
period. We conjecture that this delay stems from the Rabi oscillations taking place
simultaneously with the oscillation of the mechanical element. After that, the quasi-
periodic behavior starts into another round. For β = 2 the time evolution of the
Wigner function is coined by the appearance of strong interferences in phase space
for almost all instances of time as shown in Fig. 6.3 c). Only at t = 0 and the first
revival at t ≈ 1.3τ it is positive, already at the next revival at t ≈ 2.6τ negativities
and a delocalized Wigner function can be observed. This spread in phase space and
the interferences explain incomplete population of the excited state and the fading of
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a)
b) β = 1
c) β = 2
Figure 6.3: a) Dependence of the Rabi oscillations on the optomechanical coupling ratio β
for g = ν. The dotted lines show the dependence of the times at which the population exhibits
maxima in dependence of β calculated using a perturbative treatment of the optomechanical
coupling. b) Wigner function of the mechanical oscillator for the eight instances denoted by
the circles in a) along the line β = 1. c) Wigner function of the mechanical oscillator for
the eight instances denoted by the circles in a) along the line β = 2. Encircled areas denote
regions where the Wigner function takes on negative values.
the later revivals: no sharp mirror position and thereby no defined resonance between
atom and cavity can be found for later times. We also checked if the suppression effect
persists for higher photon numbers and found indeed very similar characteristics.
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The case g = ν/2
We briefly consider the case g = ν/2, whose limit for small β was analyzed in Sec. 6.2.1.
The numerical results in this case for β = 1 are presented in Fig. 6.4.The excited
state population in subfigure a) alternatingly displays incomplete and almost full
revivals separated by roughly ∆t = 1.75τ . In contrast to the previous case g = ν, the
Wigner functions of the mechanical oscillator shown in Fig. 6.4 b) exhibits much more
pronounced negativities. This phase space structure of the mechanical oscillator can
be interpreted as an extrapolation of the simple superposition of vacuum and Fock
state |1〉mec, Eq. (6.18), being present for β → 0, towards β = 1.
a)
b)
Figure 6.4: a) Time evolution of the excited state population for the initial state |e, 0〉|0〉mec
for β = 1 and g = ν/2. The unperturbed Rabi oscillations (β = 0) are shown in the dashed
line. b) Wigner function of the mechanical oscillator state at the eight instances denoted by
open circles in a). The encircled areas indicate regions where the Wigner functions takes on
negative values, more circles correspond to more negative values.
Before we go over to the dissipative dynamics we point out the connection of
our model to the photon blockade in optomechanical systems. The photon block-
ade [Rab11] results from the interaction between the cavity field mode and the mechan-
ical object due to the radiation pressure which lifts the degeneracy of the equidistant
spectrum of the harmonic oscillators. Descriptively expressed, if a resonant photon
is scattered into the cavity, a second photon is effectively detuned from resonance
and therefore reflected with increased probability. When the entering photon stems
from a second cavity which coherently couples to the optomechanical resonator in the
form of a beam-splitter-like interaction, the analogy to the model presented here is
established by replacing this second cavity with a two-level atom.
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In this section we include spontaneous decay of the atom with rate Γ, cavity losses
at rate κ and damping of the mechanical oscillator on a time scale 1/γ into account.
In the regime considered in this work the dissipative dynamics can be described by




[H, %] + Ltls%+ Lcav%+ Lmec% (6.20)
in Born-Markov approximation. The strong optomechanical coupling requires a treat-
ment where the damping of the cavity and the mechanical oscillator cannot be treated















)D[b− βa†a]% , (6.23)
where we again use the notation D[X]% = 2X%X† − X†X% − %X†X to describe
Lindblad terms and denote the mean thermal phononic occupation at temperature
T by m¯ = (exp[~ν/kBT ] − 1)−1. As initial state we chose the same state as before,
viz. %(t = 0) = |ψ(t = 0)〉〈ψ(t = 0)|, and calculated its time evolution by numerical
diagonalization of the Liouville operator L in Eq. (6.20) on a truncated Hilbert space.
When the dissipative dynamics is dominated by the mechanical damping, i.e. γ 
κ,Γ, the mechanical oscillator approaches its thermal state and thereby averages out
the Rabi oscillations of the atom-cavity subsystem towards a constant value of the
atomic population as shown in Fig. 6.5 a) for γ = 0.1ν (solid) and γ = 0.4ν (dashed).
Nevertheless, the suppressed Rabi oscillation are observable even for such mechanical
decay rates which are much larger than in typical existing or planned optomechanical
setups with Q-factors in the order of 103 − 106 [Coh15, Wil15, Kip14].
For high-Q mechanical oscillators the relevant time scale for damping is given
by the atomic and cavity decay. Such a situation is depicted in Fig. 6.5 b) for
κ = Γ = 0.1ν and β = 2 (solid) where we also show the undamped case (dashed)
for comparison. For such high values of β where the Wigner function exhibits pro-
nounced negativities one might suppose that the virtually undamped mechanical os-
cillator is capable to support a non-classical quasi-stationary state. However, the
snapshots in Fig. 6.5 c) reveal that the time evolution disembogues into a non-trivial
quasi-stationary Wigner function where all negativities are averaged out due to the
randomness of the spontaneous emission and cavity losses. We remark that in an ex-
periment where the emitted photon is recorded the negativity of the Wigner function
persist for such a single quantum trajectory [Ple98].




Figure 6.5: Time evolution of the excited state population under dissipative dynamics for
g = ν. a) The bad oscillator case (Γ = κ = 0) for β = 1. The mean phononic occupation
is m¯ = 0.25 and the mechanical decay rates are γ = 0.1ν (solid) and γ = 0.4ν (dashed). b)
The good oscillator case (γ = 0) with the atomic and cavity decay rates Γ = κ = 0.1ν (solid)
and the undamped case (dashed) for β = 2. c) Wigner function of the mechanical oscillator
for the good resonator case of b) at times t = τ , t = 4τ and t = 50τ . Encircled areas denote
negativities of the Wigner function.
We eventually analyze the dependence of the modification of the Rabi oscillations on
the initial state. Current technology provides techniques which allow for the prepa-
ration of atomic and cavity states to a high degree of fidelity. The initial state of the
mechanical oscillator is prepared by laser cooling and the most relevant initial states










such that %(t = 0) = |e, 0〉〈e, 0|µα,m¯. The initial mechanical displacement is charac-
terized by the complex value α and the extension in phase space is proportional to
the mean thermal occupation m¯. The variance of the mechanical number operator in
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a)
b)
Figure 6.6: a) Density plot of the measure F (α, m¯) for the suppression of the Rabi
oscillation in dependence of |α| and m¯ of the initial state (for each modulus |α| an average
over eight equidistant polar angles was performed). The dashed lines indicate the constant
values of the phonon number variance ∆m2 = 1, 2.75, 6. b) Shows two exemplary evolutions
of the excited state population for the initial states denoted by open circles in a) with |α| = 0.5,
m¯ = 1 (solid line) and |α| = 1, m¯ = 2 (dashed-dotted line) corresponding to the values
F = 0.15 and F = 0.25, respectively. As references the case of the usual initial state, viz.
α = 0, m¯ = 0, for κ = Γ = 0 is shown in the dashed line and the unperturbed Rabi oscillations
in the dotted line. The parameters are g = ν, β = 1, γ = 0 and κ = Γ = 0.05ν.
these states has the value ∆m2 = m¯(m¯+ 1) + (2m¯+ 1)|α|2. We restrict ourself to the
familiar case of g = ν and β = 1. In order to compare the behavior of the modified
Rabi oscillations with the ideal case, i.e. an initial mechanical vacuum, we adopt the
measure
F (α, m¯) =
∫ 6τ/5
0
dt [P (0,0)e (t)− P (α,m¯)e (t)]2 , (6.25)
representing the mean quadratic deviation of the atomic population P (α,m¯)e (t), be-
longing to µα,m¯, from the ideal case P
(0,0)
e (t), integrated over a time window where
the suppression takes place. In Fig 6.6 a) we show a density plot of F (α, m¯) for
|α| ≤ 1 and m¯ ≤ 2 in the good resonator case with κ = Γ = 0.05ν and coupling
strengths g = ν and β = 1. For the complex parameter α we preformed an average
over eight equidistant polar angles for each modulus |α|. From the density plot a
quite stable behavior of the suppressed Rabi oscillations can be read off, which only
marginally diminishes for temperatures corresponding to m¯ . 0.25 and displacements
up to |α| = 0.5, but even higher temperatures and displacements are tolerable.
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To clarify the expressiveness of the deployed measure we additionally depict the
time-evolution of the atomic population in Fig 6.6 b) for the different initial states
indicated by open circles in Fig. 6.6 a), i.e. |α| = 0.5, m¯ = 1 and α = 1, m¯ = 2 which
correspond to F = 0.15 (solid line) and F = 0.25 (dashed-dotted line), respectively.
Strongly displaced thermal states hence do not exhibit an appreciable maximum in
the region around t = 6τ/5, as found in the ideal case (dashed line and Fig. 6.2). The
higher the displacement and mean thermal occupation the flatter the curves for the
time evolution of the excited state population become, thereby drastically diminishing
the visibility of the suppression effect. Nevertheless, within a quite large region in the
parameter space of the initial states, the effect remains clearly distinguishable.
We identified a distinctive feature in the highly non-linear regime of a hybrid optome-
chanical system which manifests itself in the suppression of Rabi oscillations of the
atom-cavity subsystem and dynamically produces non-classical Wigner functions in
the mechanical degree of freedom. The presented phenomenon is linked to blockade
effects of non-linear systems, particularly to the photon blockade of optomechanics.
We analyzed the dynamics of this suppression and gave a qualitative and intuitive
explanation using the time evolution of the mechanical Wigner function. We also
pointed out that even under the influence of dissipation the main features of the effect
are still observable.
For the case of a resonant atom-cavity interaction, the effect is clearly observable
when β & 1 and g ≈ ν. Since it is based on the coherent time evolution, strong
coupling is required, meaning κ,Γ g and γ  ν. The latter requirement is already
achieved in the majority of optomechanical experiments with high-Q mechanical ele-
ments. Ground state cooling is required such that the initial state fulfills m¯ . 1. We
exemplify these requirement based on current experiments, such as the experiment
of Ref. [Cha11], with a mechanical frequency ν = 2pi · 4 GHz, mechanical (optical)
Q-factor of Q = 105 (Q = 106) and m¯ ≈ 1, only lacking the necessary strong op-
tomechanical coupling which should, along with the cavity-dipole coupling, also be
in the GHz range. In upcoming hybrid-systems with diamond-based crystal cavi-
ties [RM12, Kip14], a resonant interaction with color centers with linewidths in the
MHz range could be tailored, basically fulfilling the requirements for the observation
of the suppression effect presented here.
With this work we provided deeper insight into the rather unexplored area of the
non-linear dynamics of hybrid optomechanical systems being potentially pivotal for
future quantum technological applications interfacing different quantum degrees of
freedom.
Chapter 7
The optomechanical damping basis
In Sec. 1.3 we introduced the spectral decomposition of the Liouville operator that
generates the non-unitary dynamics of a system and in Chapter 4 we employed this
method to solve the master equation we presented for the description of solid-state
emitters. In the present chapter we extend this technique to the master equation
describing optomechanical systems that were introduced in Chapter 5. Besides the
unitary part that comes from the optomechanical Hamiltonian (5.2) the master equa-
tion comprises the coupling of the optical cavity to the free electromagnetic field and
the damping of the mechanical oscillator. Similar to the damping basis for the solid-
state emitter the solution in this chapter again greatly relies on the solution of the
damped harmonic oscillator that we reviewed in Chapter 2.
The chapter has the following structure: In Sec. 7.1 we introduce the optomechan-
ical Liouville operator and split it into two superoperators. In Sec. 7.2 we present the
solution of the eigenvalue problem of the first superoperator and obtain, by letting
the second one act on these solutions, the eigenbasis of the full Liouville operator in
Sec. 7.3. In Sec. 7.4, as an example, we finally apply the damping basis to determine
the time evolution for a certain type of initial states.
A manuscript summarizing the results presented in this chapter is currently in
preparation:
• Juan Mauricio Torres, Ralf Betzholz, and Marc Bienert,
“The optomechanical damping basis”.
In addition to the unitary dynamics generated by the Hamiltonian (5.2) we incorporate
cavity losses at rate κ and mechanical damping [Cle03, WR08a] by a finite temperature
reservoir at rate γ. We treat these two decay processes independently, a fact that has
to be examined critically in the case of strong optomechanical coupling [Hu15], leading
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Here, m¯ = (exp[~ν/kBT ] − 1)−1 again denotes the thermal occupation of the me-
chanical oscillator at the reservoir temperature T . As before, our aim is to solve the
eigenvalue equations for the left and right eigenelements, viz.
L%ˆΛ = Λ%ˆΛ , (7.2)
%ˇ†ΛL = Λ%ˇ†Λ . (7.3)
For what follows it proves convenient to split the Liouville operator into two parts
according to
L =M+ J , (7.4)
where the photonic jump operator J has the form
J % = κa%a† (7.5)
and carries its name because it describes jumps from the cavity Fock states |n〉 to
|n− 1〉. The remaining superoperator can be regrouped in the form




%a†a+ Lmec%+ iχ[a†a(b+ b†), %] (7.6)
with the Liouville operator Lmec from Eq. (2.7), describing the damping of the me-
chanical oscillator, whose eigenbasis was presented in Chapter 2. Since we are now
dealing with two damped harmonic oscillators, the mechanical one and the optical
one, we denote the eigenvalues of Lmec by
λ
(mec)







In the next step we diagonalize the operator M and use the action of J on its
eigenbasis to derive the form of the eigenbasis of the full Liouvillian.
In this section we present the solution of the eigenvalue equations of the operatorM.
Denoting the eigenvalues, right and left eigenelements by Λ, ρˆ, and ρˇ†, respectively.
The eigenvalue equations read
Mρˆ(n,l)m,k =Λ(n,l)m,k ρˆ(n,l)m,k , (7.8)
ρˇ
(n,l)†
m,k M =Λ(n,l)m,k ρˇ(n,l)†m,k , (7.9)
where we have already anticipated the four indices n,m = 0, 1, 2, ... and l, k =
0,±1,±2, ... of the eigenelements and eigenvalues. The only cavity operator involved
inM is the photonic number operator a†a. This means that it does not couple differ-
ent diagonals of the cavity density operator in the Fock-state basis and suggests the









∣∣n+ (|l| − l)/2〉〈n+ (|l|+ l)/2∣∣ξˇ(n,l)†m,k . (7.11)




First, we focus on the case l ≥ 0 in Eq. (7.10) lettingM act on the ansatz we chose
for the right eigenelements results in
M%ˆn,l =M|n+ l〉〈n|ξˆ(n,l)m,k = |n+ l〉〈n|Mn,lξˆ(n,l)m,k (7.12)
with the newly defined superoperators Mn,l which act on the operators on the me-
chanical Hilbert space associated with the photonic (n, l)-space. Their action is given
by
Mn,lξˆ(n,l)m,k = λ(cav)n,l ξˆ(n,l)m,k + Lmecξˆ(n,l)m,k + inχ[b+ b†, ξˆ(n,l)m,k ] + ilχ(b+ b†)ξˆ(n,l)m,k . (7.13)
We note that the action ofM already produces the term λ(cav)n,l = −ilω− κ[n+ |l|/2],
the eigenvalue of the damped cavity oscillator, although we have not included the jump
term. This hints at the fact that the full Liouville operator L has the same spectrum
asM, which is familiar from the damped harmonic oscillator master equation (2.7),
where the Liouville operator for m¯ = 0 with and without the jump term has the same
spectrum. Except for the last term in Eq. (7.13) the operator Mn,l is the master
equation for a driven and damped harmonic oscillator, where the driving term can be
removed straightforwardly by a suitable displacement. The last term in Eq. (7.13) is









in the same fashion as the transform Eq. (4.28). Our aim is to choose αn,l, βn,l, and
ηl in such a manner that in the asymmetrically displaced picture the action of the











because this is nothing but the damped harmonic oscillator case with additional con-
stant terms. The correct choice (details of the calculation can be found in App. C.1)
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is given by
















with the same definition of the dimensionless, complex coupling strength
β =
χ
ν − iγ/2 (7.19)
that we used in the description of solid-state emitters in the previous part, Eq. (4.23).









and the eigenvalue equation Eq. (7.15) is readily solved by the harmonic oscillator
eigenelements (2.53), i.e. ˆ˜ξ(n,l)m,k = µˆm,k. The last step is to revert the asymmetrical
displacement of Eq. (7.14) to obtain the eigenelements ofMn,l which read
ρˆ
(n,l)
m,k = |n+ l〉〈n|D†(αn,l)e−ηlbµˆm,keηlbD(βn,l) (7.21)







m,k + εn,l . (7.22)
We found that the eigenvalues ofM consist of the damped harmonic oscillator eigen-
values for the mechanical and the optical oscillator and an extra term that is due to
the interaction between the two degrees of freedom. The left eigenelements ρˇ†m,kn,l are
obtained by a treatment that goes along the same lines resulting in
ρˇ
(n,l)†
m,k = |n〉〈n+ l|ξˇ(n,l)†m,k = |n〉〈n+ l|D†(βn,l)e−ηlbµˇ†m,keηlbD(αn,l) (7.23)
with the same parameters αn,l, βn,l, and ηl as for their right counterparts. Alter-
natively, one can use the orthogonality relation (1.41) between the left and right
eigenelements to arrive at the same result.
For l < 0 one could use the same procedure as before with an appropriate ansatz, viz.
Eq. (7.8) for l < 0. Fortunately, this is not necessary since we can use the property
[Mρ]† =Mρ† and the fact that the Hermitian conjugate of an eigenelement is again
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n,−l + εn,−l = Λ
(n,−l)
m,−k . (7.24)
















is fulfilled for the eigenelements (7.21). Combined with the property µˆ†m,k = µˆm,−k






|n+ l〉〈n|ξˆ(n,l)m,k , for l ≥ 0




|n+ l〉〈n|D†(αn,l)e−ηlbµˆm,keηlbD(βn,l) , for l ≥ 0
|n〉〈n+ |l||D†(βn,|l|)eη|l|b† µˆm,ke−η|l|b†D(αn,|l|) , for l < 0 .
(7.27)





|n〉〈n+ l|ξˇ(n,l)†m,k , for l ≥ 0




|n〉〈n+ l|D†(βn,l)e−ηlbµˇ†m,keηlbD(αn,l) , for l ≥ 0
|n+ |l|〉〈n|D†(αn,|l|)eη|l|b† µˇ†m,ke−η|l|b
†
D(βn,|l|) , for l < 0 .
(7.29)
We now include the jump operator J which makes the situation more complicated
since the jumps induce a coupling between different photonic subspaces. As we briefly
mentioned before we will show that the operators L andM have the same spectrum,
meaning that L is already triangular in the eigenbasis ofM. This means that in this
basis we have to find the correct linear combinations of eigenelements such that L is
diagonal.
Taking into account that the jumps induced by J are always downwards on the same
diagonal in the Fock-state basis we make the ansatz
L%ˆ(n,l)m,k = Λ(n,l)m,k %ˆ(n,l)m,k (7.30)
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|r + l〉〈r|ζˆ(n,r,l)m,k , (7.31)
where the operators ζˆ(n,r,l)m,k have yet to be determined. We first focus on l ≥ 0 and
note that the transfer to the case l < 0 is straightforward. Letting L = M + J act
















This equality has to be fulfilled for each value of r separately, i.e. in each subspace
associated with the cavity operator |r+l〉〈r|. For r = n this simply gives the condition
Mn,lζˆ(n,n,l)m,k = Λ(n,l)m,k ζˆ(n,n,l)m,k , (7.33)
which is the eigenvalue equation of the operatorMn,l that was solved in the previous






with the operators ξˆ(n,l)m,k defined in Eq. (7.26). Going one step downwards then leads



































for q = 0, 1, ..., n − 1, with the convention ∏Nj=1Xj = X1X2 · · · XN for products of
superoperators.
The action to the left of the jump operator on an arbitrary operator X is given by
XJ = κa†Xa (7.37)
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and is generally meaningful only in a trace. This means that it induces a jump upwards











|r〉〈r + l|ζˇ(n,r,l)†m,k . (7.39)
In the same way as for the right eigenelements we let L act to the left on this ansatz,










(r + 1)(r + l + 1)|r + 1〉〈r + l + 1|ζˆ(n,r,l)†m,k
]
= 0 (7.40)
which has to be satisfied in each photonic subspace. Again this leads to a first order



























with q = n+ 1, n+ 2, ... and the same convention for products as above.
With the results (7.36) and (7.42), substituted back into ansatz (7.31) and (7.39),
respectively, we have derived the formal expression for the eigenbasis of the optome-
chanical Liouville operator and the corresponding eigenvalues are given by (7.22).
The expressions for the eigenelements are formal in the sense that they still contain
superoperators. In App. C.2 we show how Eqs. (7.36) and (7.42) can be rewritten in
a more explicit form without superoperators.
In order to gain some insight into the non-unitary dynamics of an optomechanical
system we can investigate the time evolution of a certain class of initial states. Let us
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with some mechanical oscillator density operators µn. This state is diagonal in the
cavity photon number states and therefore remains of a diagonal shape throughout









n|n− 1〉〈n− 1|µn(t) , (7.44)
where we wroteMn,0 :=Mn for convenience. In each photonic subspace this results
in the reduced mechanical dynamics
∂
∂t
µn(t) =Mnµn(t) + κ(n+ 1)(1− δn,N )µn+1(t) (7.45)
which is a system of coupled differential equations whose first equation, i.e. for n = N ,
is decoupled and can be solved according to
µN (t) = e
MN tµN (0) . (7.46)
The subsequent equation is then given by
∂
∂t
µN−1(t) =MN−1µN−1(t) + κNeMN tµN (0) . (7.47)
Here, for simplicity we assume initial conditions in which the system density operator
is a product of a single cavity Fock state |N〉〈N | and a thermal state µth = µˆ0,0 of
the mechanical oscillator, viz.
µn(0) = δn,Nµth . (7.48)
The linearity of the Liouville operator directly implies that the results obtained with
this initial state can be generalized to any state that is a product of the mechanical
thermal state and a cavity state that is diagonal in the number state basis, i.e. states




k ck = 1. The solution of Eq. (7.47) with




dτ eMN−1(t−τ)eMN τµth . (7.49)
Iteratively applying this procedure to the coupled system of differential equa-















with the definition τ0 = t and the same product convention as before. The successive
application of the superoperator exponentials can be carried out using the diagonal-
ization of the operators Mn, given by Eqs. (7.27) and (7.29). In particular, we can
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a) b)
c) d)
Figure 7.1: Wigner functionW (α, t) of the mechanical oscillator’s reduced density operator
µ(t) for the initial state %(0) = |2〉〈2|µth at different times: a) t = 0, b) t = τ/3, c) t = 2τ/3
and d) t = τ , with the mechanical period τ = 2pi/ν. The parameters are χ = ν/2, γ = ν/50
and κ = ν/2 and the circles correspond to the one- and two-photon trajectories from Fig. 5.1.
incorporate the exponential of eigenvalues into the overlap of displaced eigenelements
and the thermal state in the same manner as in Eq. (4.73). Using the properties of
displacement operators produces a time-dependent displacement of the mechanical






























Due to the diagonal shape of the state in the cavity Fock basis the time evolution
of the mechanical oscillator’s reduced density operator µ(t) = Trcav{%(t)}, given by
the trace over the cavity degrees of freedom, has the simple form µ(t) =
∑
n µn(t).
In Fig. 7.1 we illustrate the time evolution of the oscillator state for N = 2 using its
Wigner functionW (α, t) for different times, given in units of the mechanical oscillation
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period τ = 2pi/ν. Without damping the Wigner function would follow the circular
trajectory from Fig. 5.1 for n = 2. However, cavity photons are lost with a rate κ,
leading to a trajectory that lies between the n = 1 and n = 2 circles at first, as seen
in Fig. 7.1 b). As time goes on, the probability that both cavity photons are lost
increases which leads to an unmodified mechanical oscillator potential in which the
Wigner function circles around the origin, see Fig. 7.1 c) and d).
We presented a treatment of the master equation describing the dynamics of an op-
tomechanical system in terms of the spectral decomposition of the associated Liouville
operator. In this treatment we showed the derivation of the full system of eigenele-
ments relying on the solution of the eigenvalue problem of the damped harmonic os-
cillator. The formal shape of the eigenelements, Eqs. (7.31), (7.36), (7.39), and (7.42),
still contain expressions involving superoperators, however, in App. C.2 we show how
they can be made explicit, i.e. recast into a form without superoperators.
This explicit form can, among other applications, be practical for numeric calcu-
lations since they make the numeric diagonalization of the Liouville operator over a
truncated Hilbert space unnecessary. Especially for higher temperatures the dimen-
sion of the truncated Hilbert space has to be chosen sufficiently large, and can thereby
make the numeric treatment of the Liouville operator a challenging task. With our so-
lution of the optomechanical master equation we thereby hope to provide a basic tool





Laser cooled atom in a non-harmonic potential
In 1953, Dicke investigated the effect of photon recoil on the spectrum of light scattered
by atoms [Dic53]: When the atoms emit single photons, they experience a recoil and
thereby change their motional state. The required energy for this acceleration is taken
from the photons, which show a shifted frequency after the scattering event. In order
to describe this effect most clearly, Dicke presented its calculation based on a simple
confining potential, namely an infinite square well.
Trapping atoms in confining potentials has meanwhile become state of the art in
experiments and exploiting the momentum recoil due to the spontaneous emission of
single photons is routinely applied in laser cooling in today’s laboratories[CT98, Phi98,
Chu98, Met01]. Laser cooling is achieved when the laser parameters are chosen such
that photon scattering processes that diminish the atomic motional energy prevail
over transitions that heat the motion [Win79, Dal85]. For trapped ions or ground-
state cooled atoms, it is justified to approximate the trapping potential harmonically.
In the Lamb-Dicke limit [Jav81] the atomic wavepacket is spatially confined on a scale
much smaller than the laser wavelength. Laser cooling theory then predicts that light
scattering drives the atomic motion towards a thermal state [Lin84a]. In the spectrum
of resonance fluorescence [Raa00] two distinct peaks emerge, the motional sidebands,
as the Stokes- and anti-Stokes components of the scattered light.
In this chapter we investigate the light scattering at an atom trapped in a non-
harmonic potential in the Lamb-Dicke regime. By this analysis we extend the theo-
retical tools for the description of laser cooling [Lin84b, Cir92] and the corresponding
spectrum of resonance fluorescence [Cir93, Lin86, Bie04] to the case of non-harmonic
potentials. Compared to the previous works, the details of the theoretical treat-
ment for arbitrarily shaped potentials are presented and compared to the well-known
harmonic case. This extension becomes relevant, for example, for atoms cooled in
optical lattices [Gat97, Ham98, Blo08], where the harmonic approximation can be
insufficient, especially at higher temperatures. Similarly, in cavity cooling experi-
ments [Hor97, Pin00, Mau04, Rit13] the trapping potential’s anharmonicity can man-
ifest itself in the cooling dynamics and the spectrum of scattered light.
The work presented here focuses on the expansion of the theoretical description,
guided by Dicke’s original work based on a particle in a box. The infinite square well,
but also the Morse potential, are used to exemplify the application of the extended
theory. Both potentials support an analytic solution of the eigenvalue problem given
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by the time independent Schrödinger equation for the center-of-mass motion, allow-
ing for a clear and comprehensive treatment of laser cooling and the analysis of the
scattered light. The Morse potential describes the dynamics of the relative coordinate
of diatomic molecules [Mor29b, Mor29a] and therefore is of essential interest for the
cooling [Mor07, Ngu11] and spectroscopy [Roy13] of such systems.
The presented approach allows to identify details in the perturbative description
in the Lamb-Dicke regime that are connected with the non-degeneracy of transition
frequencies between the motional eigenstates. For both potentials the resulting steady
state of the center-of-mass motion cannot be written in terms of a thermal distribution
and the motional sidebands consist of a series of peaks of finite width whose spectral
position is connected to the transition frequencies between the relevant vibrational
states.
The chapter is organized as follows: In Sec. 8.1 we introduce the system and
present in Sec. 8.2 the elements of the theory of light scattering that are necessary to
describe the signatures of the atomic motion in the spectrum of resonance fluorescence.
In order to discuss the results and to illustrate the deviations from harmonic trapping
potentials, we present in Sec. 8.3 the laser cooling performance and the motional
sidebands of the scattered light for the two previously mentioned potentials. Finally,
in Sec. 8.4 we draw the conclusions.
A manuscript about the contents of this chapter has been submitted:
• Ralf Betzholz and Marc Bienert,
“Resonance fluorescence of a laser-cooled atom in a non-harmonic potential”,
Preprint: http://arxiv.org/abs/1605.05951.
We investigate the radiation scattered by a single laser-cooled two-level atom. Along
the x-direction the atom’s center of mass is tightly trapped in a non-harmonic po-
tential V (x) and we restrict ourselves to the one-dimensional problem. The relevant
electronic states are the ground state |g〉 and the excited state |e〉 which are ener-
getically separated by the transition frequency ω0. A running wave laser with wave
number k irradiates the atom under an angle φ with respect to the motional axis
and drives the dipole transition between the two levels with Rabi frequency Ω. The
laser with frequency ωL is detuned from the atomic transition by ∆ = ωL − ω0. The
scattered photons are recorded by a narrow-band detector positioned at an angle ψ
from the axis of motion. The rate of spontaneous emission of the two-level system is
given by Γ. Figure 8.1 depicts a sketch of the setup.
We assume that the coupling of the light field to the atomic motion is in a regime
where the size of the center-of-mass wave packet is much smaller than the laser wave-
length. Formally this can be expressed by the necessary condition
η = kξ  1 , (8.1)
8.1 System 95
Figure 8.1: Two-level atom with excited state linewidth Γ. The transition is detuned from
an incidence laser with wave number k by ∆. The center of mass is confined along the x-
direction in the non-harmonic potential V (x). A detector is placed in the far field at an angle
ψ while the laser illuminates the atom under the angle φ with respect to the motional axis.
for the smallness parameter η, where ξ =
√
〈x2〉0 − 〈x〉20 denotes the position uncer-
tainty of the atomic ground-state wave function in the potential V (x). The require-
ment on the atomic localization puts constraints on the occupation of higher excited
motional states: Only a sufficiently low mean occupation number m¯ of energy eigen-
states in the trapping potential is allowed for the treatment presented in this work
to be valid. We note that for harmonic trapping η corresponds to the Lamb-Dicke
parameter [Jav81, Lin84b, Ste86].
The Hamiltonian of the system is composed of an internal part HI describing the
electronic states, an external part HE accounting for the atomic center-of-mass motion
and the coupling W (x) of those two degrees of freedom by the mechanical effects of
the laser light, viz.
H = HI +HE +W (x) . (8.2)
In the frame rotating with the laser frequency the internal Hamiltonian is given by
HI = −~∆σ+σ− , (8.3)
where σ+ = |e〉〈g| and σ− = |g〉〈e| represent the atomic raising and lowering operators,




+ V (x) (8.4)
with the atomic massM and the momentum operator p. The coupling of the electronic
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ikx cosφ + σ−e−ikx cosφ
]
. (8.5)
To complete the description, we take electronic relaxation processes into account using
a master-equation formalism. The time evolution of the system’s density operator %,
covering the internal and external degrees of freedom, including spontaneous emission,









with our usual abbreviation D[X]% = 2X%X† −X†X%− %X†X for superoperators of
Lindblad form. The normalized radiation pattern w(u) for the considered transition
describes the probability of emitting a photon at an angle ψ = arccosu while the
exponential accounts for momentum recoils due to spontaneously emitted photons
projected on the axis of motion. The specific form of the symmetric function w(u)
depends on the details of the electronic transition [Lin84b].





dt e−i(ω−ωL)t〈D+(t)D−(0)〉st , (8.7)
where in the far field the two mutually adjoint generalized atomic lowering and raising
operators have the form
D−(t) =σ−(t)e−ikx cosψ ,
D+(t) =σ+(t)e
ikx cosψ , (8.8)
respectively. The exponential term in Eq. (8.8) accounts for the recoil of the photon
of wave number k spontaneously emitted along the direction specified by ψ, projected
on the axis of motion.
A convenient way to evaluate the power spectrum (8.7) is to employ the spectral
decomposition of the Liouville operator defined in Eq. (8.6), the so-called damping
basis [Bri93, Bar00]. This method has already been applied for the description of light
scattering [Cir93, Bie04, Bie07, Tor11] and laser cooling [Lin84b, Cir92] of harmoni-
cally trapped atoms in the Lamb-Dicke limit.
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Formally the solution of the master equation (8.6) can be achieved by solving the
eigenvalue equations of L for the left and right eigenelements which read
L%ˆλ = λ%ˆλ , (8.9)
%ˇ†λL = λ%ˇ†λ . (8.10)
A small value of η suggests an expansion of the Liouville operator L with techniques
described in [Bie04, Bie07]. Up to second order in η we write the Liouville operator
as L = L0 + L1 + L2, where the subscript indicates the order. The individual terms
read
L0% = LI%+ LE% , (8.11)
L1% = 1
i~








with the definition α =
∫ 1
−1 duw(u)u
2. In the case of a dipole pattern w(u) one finds
the value α = 2/5 [Lin84b] which we will use in the subsequent text. The internal




























k cosφ (σ+ − σ−) , (8.18)
W2 = −~Ω
4
k2 cos2 φ (σ+ + σ−) . (8.19)
We solve the eigenvalue equations (8.9) and (8.10) in zeroth order of η and then
perform perturbation theory to obtain the eigenvalues and eigenelements in higher
orders.
The zeroth order Liouville operator Eq. (8.11) does not couple the internal and
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external degrees of freedom. Hence, the eigenelements
%ˆ
(0)







factorize, where ρ and µ denote eigenelements of the internal and external degrees of
freedom, respectively. The eigenvalues are λ0 = λI + λE, with λI and λE denoting
the internal and external eigenvalues of LI and LE, respectively. Therefore, we only
have to solve the eigenvalue equations of the internal and external motion separately,
which read








The eigenvalue equations for the internal Liouville operator can be readily solved using
a matrix representation we presented in Sec. 1.3.5 where we also gave the explicit
expression of the steady state ρst of the internal dynamics.
The external Liouvillian (8.11) on the other hand does not include any non-unitary
terms and its eigenelements
µˆn,m = |n〉〈m| , (8.24)
µˇ†n,m = |m〉〈n| (8.25)
can be constructed from the energy eigenstates |n〉 satisfying
HE|n〉 = εn|n〉 . (8.26)






between the energy eigenstates |m〉 and |n〉.






λ L1 (λ0 − L0)−1Qλ , (8.28)
%ˆ
(1)
λ = (λ0 − L0)−1QλL1%ˆ(0)λ . (8.29)
Here subscripts of the eigenvalues and superscripts of the eigenelements again label
the corresponding order of η. The projectors introduced in Eqs. (8.28) and (8.29) are
given by Qλ = 1− Pλ and Pλ = %ˆ(0)λ ⊗ %ˇ†(0)λ .
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The time evolution of the operators in expression (8.7) for the spectrum of resonance
fluorescence is determined by the Liouville operator L and can be calculated using
the quantum regression theorem, which was derived in Sec. 1.2. Together with the
eigenvalue equations (8.9) and (8.10) of the Liouville operator and the completeness





i(ω − ωL)− λ , (8.30)
i.e. we can decompose the spectrum into contributions connected to the eigenvalues
of the Liouville operator, weighted by
wλ = Tr{D+%ˆλ}Tr{%ˇ†λD−%st} . (8.31)
Depending on the real and imaginary parts of wλ the spectrum consists of a superpo-
sition of Lorentzians and Fano profiles.
We are mainly interested in the signatures of the atomic motion in the spectrum
of the scattered light. Therefore we only focus on contributions fulfilling the following
criteria: (i) We only take the first non-vanishing correction, i.e. the second order in
η, of the spectrum into account. (ii) We only consider eigenvalues with λI = 0 giving
the motional sidebands of the elastic peak (for the harmonic trapping potential the
motional sidebands of the inelastic peaks were reported in Ref. [Bie06]). (iii) We do
not report the contribution λI = 0 and λE = 0 resulting in a correction to the Rayleigh
peak.
In order to evaluate the factors (8.31) we expand the generalized atomic lowering




− + ... with
D
(0)
− = σ− , (8.32)
D
(1)
− = −ik cosψ σ−x (8.33)




λ + ... in orders of η. In
this expansion the zeroth order weight factors give rise to the Mollow-type spectrum
of a laser driven two-level system [Mol69]. It turns out that the first order does not
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in the energy eigenbasis (8.26) of the external Hamiltonian. The populations pj =
TrI〈j|ρ|j〉 in the energy eigenstates |j〉 are determined by laser cooling as discussed in
the next section.
An outline of the evaluation of the factors (8.35) is presented in App. D.1. The





pm|r˜(ωn,m)|2 + (pn − pm)r˜(ωn,m)q(ωn,m)
]|〈n|x|m〉|2
i(ω − ωL − ωn,m)− λ(1)n,m − λ(2)n,m
(8.37)
where r˜(ω) = r(ω)−[∆+iΓ/2]Ωk cosψ/2N and N = Γ2/4+∆2 +Ω2/2. Furthermore,












dt e−iωt 〈W1(t)σ−(0)〉st . (8.39)
Explicit expressions for r(ω) and q(ω) are given in App. D.2. In the denominator







the eigenvalues. The higher order contributions of this expansion introduce a finite
linewidth of the motional sidebands, since the denominator of Eq. (8.37) is purely
imaginary in zeroth order.
In the well studied case of a harmonic trapping potential the external eigenvalues
λn,m are degenerate due to the equidistant eigenenergies of the potential. In that spe-
cific case, perturbation theory for degenerate eigenvalues has to be performed. In the
problem treated here the potential is assumed to show an appreciable anharmonicity
such that generally only the eigenvalue λE = 0 is degenerate. Hence, perturbation
theory for non-degenerate eigenvalues has to be applied. Such an approach is valid if
the splitting of the eigenvalues due to the interaction with the laser is small compared
to the energy differences of the vibrational levels [Mor03]. Explicitly the condition
ηΩ minn,n′ 6=n|ωn,n′ | (8.40)
has to be fulfilled.
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[〈n|x|n〉 − 〈m|x|m〉] . (8.42)
This constitutes a shift of the peak positions but does not add a finite width. We
further note that this shift vanishes in all even potentials due to the parity of the






[L2 + L1(λ0 − L0)−1QλL1] %ˆ(0)λ } (8.43)
shows a non-vanishing real part. Their evaluation is sketched in App. D.3 where it is
























describing finite width of the sidebands. In this expression we introduced the diffusion
coefficient




and the transition rates
An,m = [2Re s(ωn,m) +D] |〈n|x|m〉|2 (8.47)






dt eiωt〈W1(t)W1(0)〉st . (8.48)
Here, the two-time correlation function s(ω) (for explicit expressions see App. D.2) is
evaluated in the steady state ρst, viz. 〈X〉st = Tr{Xρst}. In the next section we will
see that the coefficients An,m indeed describe the rate of population transfer between
the energy eigenstate |m〉 and |n〉 due to the mechanical effects of light scattering.
Inspecting γn,m defined in Eq. (8.45) we find that the width of a sideband peak that
originates in a transition from |m〉 to |n〉 involves a sum over the rates of transitions
from |m〉 and |n〉 to all other states |j〉, i.e. Aj,m and Aj,n. We note that since
Re s(ω) > 0 one also finds γn,m > 0.
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In zeroth order of η the steady state µst cannot be determined uniquely since the
eigenvalue λE = 0 is infinitely degenerate. This degeneracy is lifted in second order
perturbation theory and the unique steady state of laser cooling can be found by
adiabatic elimination of the internal degrees of freedom [Jav84, Lin84b, Ste86, Gar04].
This procedure applied to Eq. (8.6) yields the equation
P0
(L1L−10 Q0L1 − L2)P0ρstµst = 0 (8.49)
for the external steady state µst. Using the representation (8.36) of µst and performing
a partial trace TrI{ · } over the internal degrees of freedom in Eq. (8.49) results in the





Am,npn = 0 (8.50)
with An,m defined in Eq. (8.47), see App. D.4. This set of equations determines the
steady state of the atomic motion. In this rate equation the part of the coefficients
An,m including s(ω) reflects the rate of transitions induced by the laser field while
the diffusive part connected with the diffusion coefficient D stems from spontaneous
emission.
We conclude this section by a comparison with the harmonic trapping potential
V (x) = Mν2x2/2 [Jav81, Lin84b, Ste86, Cir92]. The matrix elements of the po-
sition operator are only non-zero between neighboring energy states, 〈n|x|m〉 ∝√
mδn,m−1 +
√
m+ 1δn,m+1, allowing only transitions between adjacent vibrational
levels. This is directly reflected in the transition rates Anm which are also non-zero
only for n = m± 1, resulting in a recurrence relation Eq. (8.50) that has the form of
the detailed balance condition
nA+pn−1 + (n+ 1)A−pn+1 = [nA− + (n+ 1)A+]pn (8.51)
with A± = 2Re s(∓ν) +D [Cir92]. The normalized solution is a thermal distribution
pn = m¯
n/(m¯ + 1)n+1 with the mean occupation number m¯ = A+/(A− − A+). The
steady state (8.36) of the atomic center-of-mass motion can be cast in the canoni-
cal form µst = exp(−βHosc)/Z with the harmonic oscillator Hamiltonian Hosc, the
partition function Z = Tr{exp(−βHosc)} and the inverse temperature β implicitly
defined via m¯ = [exp(β~ν) − 1]−1. The harmonic potential is special in the sense
that the effective dynamical equation (8.49) takes the shape of a master equation of a
harmonic oscillator in contact with a thermal reservoir [Cir92], resulting in a thermal
distribution as a steady state. In contrast, non-harmonic potentials do not lead to a
recursive relation as Eq. (8.51) and generally do not lead to a thermal external state.
According to Eq. (8.37) the atomic motion causes the emergence of an infinite
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number of motional sidebands, each approximately centered around a possible tran-
sition between eigenstates of the external motion. The property that only transitions
between neighboring levels can occur together with the degeneracy of the transition
frequencies results in a sideband spectrum Eq. (8.54) consisting of two peaks centered
around ±ν. The widths of both peaks can be obtained by employing perturbation
theory for degenerate eigenvalues and is given by the cooling rate γ = A− − A+,
thereby giving a sideband spectrum of the form [Cir93]
Ssb(ω) = Rem¯|r˜(ν)|
2 + r˜(ν)q(ν)
i(ω − ωL − ν˜) + γ + Re
(m¯+ 1)|r˜(−ν)|2 − r˜(−ν)q(−ν)
i(ω − ωL + ν˜) + γ (8.52)
with a renormalized frequency ν˜.
We exemplify our results by means of two specific choices of the potential V (x), namely
the infinite square well and the Morse potential. For both potentials we will focus
on two distinct parameter regimes of laser cooling: The regime of Doppler cooling
(ωnm  Γ) and the regime of resolved sideband cooling (ωnm  Γ).
In the following we will assume the Rabi frequency to be small such that the






Γ/2 + i(ω + ∆)
Γ2/4 + (ω + ∆)2
+O(Ω4) . (8.53)
In the spectrum formula (8.37) we find |r˜(ω)|2 = O(Ω2) while r˜(ω)q(ω) = O(Ω4). In
the low intensity limit Ω  Γ this implies that we can write the motional sidebands





(ω − ωL − ω˜n,m)2 + γ2n,m
(8.54)





slightly shift the sideband peaks from the natural transitions between vibrational
states.
In Ref. [Dic53] a study of the light scattered by atoms confined in a one-dimensional
square well (see Fig. 8.2) of length L has been performed. We revisit this problem
using the theory presented in the previous sections. As a first example we therefore
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Figure 8.2: Infinite square well potential with its first seven eigenenergies (dashed) and the
corresponding probability densities |ϕn(x)|2 (solid) with some transition frequencies of allowed
transitions (in units of ν).
consider the atom to be trapped in the symmetric potential
V (x) =
{ ∞, for |x| ≥ L/2
0, for |x| < L/2 . (8.55)







L sin((n+ 1)pix/L), for odd n√
2
L cos((n+ 1)pix/L), for even n .
(8.57)
for n = 0, 1, 2, ... with the frequency ν = ~pi2/2ML2. Figure 8.2 shows the poten-
tial well with the motional eigenenergies in units of ~ν and the probability densities
of the associated wavefunctions ϕn(x) = 〈x|n〉. The transition frequency between
neighboring eigenstates increases linearly with n according to
ωn,n+1 = (2n+ 3)ν . (8.58)
With the help of the eigenstates (8.57) it is straightforward to calculate the matrix
elements of the position operator which are needed to evaluate the coefficients An,m
and the eigenvalue corrections of Eqs. (8.42) and (8.43). They are given by
〈n|x|m〉 = −8(n+ 1)(m+ 1)(−1)
(n+m+1)/2L
pi2[(n+ 1)2 − (m+ 1)2]2 (8.59)
for n,m of different parity and zero otherwise, being a consequence of the symmetry of
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≈ 0.18 kL . (8.61)
The parameter kL was already mentioned in Ref. [Dic53] to quantify the influence of
the atomic motion on the emitted radiation.
The above mentioned matrix elements can now be used to determine the steady
state of the atomic motion. Although the explicit shape of the rate equation (8.50) is
easily obtained it is nevertheless necessary to solve the rate equation numerically due
to the complexity of the coefficient matrix (see Eq. (D.19)).
Doppler regime
In the Doppler regime the transition frequencies between the lower eigenstates are
small compared to the linewidth of the atomic transition. To fulfill this criterion we
choose ν = Γ/30 which corresponds to a lowest transition frequency of ω0,1 = Γ/10.
Figure 8.3 a) shows the dependence of the mean steady state occupation m¯ =
Σmpmm on the laser detuning ∆ for Ω = Γ/5. Optimal Doppler cooling occurs at
the detuning ∆ ≈ −0.59 Γ (indicated by a circle), where a steady state occupation
of m¯ ≈ 1.24 is reached. The optimal detuning takes a higher value than in the
harmonic trapping potential where best Doppler cooling is achieved for approximately
∆ = −Γ/2 with m¯ ≈ 3. This shows that in the square well potential the atomic motion
is Doppler cooled well below the final value for harmonically trapped atoms.
In the inset of Fig. 8.3 a) we plot the negative logarithm of the populations pm for
optimal Doppler cooling against the eigenenergies εm. Since − log(pm) does not show
a linear dependence on εm the steady state of the atomic motion cannot be written in




In Fig. 8.3 b) we show the motional sidebands detected under an angle ψ =
pi/2 calculated using Eq. (8.54) for optimal cooling ∆ = −0.6 Γ and a smallness
parameter of η = 0.1. The sideband spectrum consists of a series of Lorentzians
centered around the transition frequencies between neighboring energy levels, viz.
ωn,n+1 = (2n+3)ν such that they are separated by 2ν. Their height decreases rapidly
towards higher values of n, because of the lower populations pn of higher motional
states. Transitions between non-adjacent levels are not visible due to the smallness of
the position operator’s matrix elements and vanishing values of r(ω).
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a) b)
c)
Figure 8.3: Doppler cooling of an atom trapped in an infinite square well potential for
ν = Γ/30 (ω0,1 = Γ/10), Ω = Γ/5 and η = 0.1. a) Mean occupation m¯ in dependence on the
detuning ∆. The circle indicates optimal cooling for ∆ ≈ −0.6 Γ resulting in m¯ ≈ 1.24. b)
Negative logarithm of the steady state occupations pm (m = 0, ..., 10) for optimal cooling. In
a thermal distribution the curve would be linear–clearly not the case here. c) Power spectrum
Eq. (8.54) of the motional sidebands for ψ = pi/2 consisting of Lorentzians centered around
the transition frequencies ωn,n+1 = (2n + 3)ν. Transitions of the kind n → n ± l with l > 1
are not visible due to their small heights.
Resolved sideband regime
In the regime of resolved sideband cooling the transition frequency between the lowest
energy states is much larger than the atomic linewidth. We choose ν = 10 Γ/3, which
corresponds to a transition frequency ω0,1 = 10 Γ. Figure 8.4 a) shows again the
dependence of the mean occupation on the laser detuning for Ω = Γ/5. Optimal
cooling to a mean occupation m¯ ≈ 0.068 is achieved when the laser is red-detuned from
the atomic transition by roughly the first transition frequency ω0,1, i.e ∆ ≈ −3.35 ν. In
contrast to Doppler cooling the cooling curve shows additional dips at the detunings
∆/ν = −15,−21,−27, ..., corresponding to frequencies where multiple transitions
between motional eigenstates coincide, e.g. in the cases ω3,0 = ω7,6 = −15 ν or
ω4,1 = ω10,9 = −21 ν.
Due to ground state cooling, the spectrum shown in Fig. 8.4 b) is dominated by
two peaks involving the lowest transition frequency ±ω0,1 = ±3 ν. The inset shows
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a) b)
Figure 8.4: a) Cooling of an atom trapped in an infinite square well potential in the
resolved sideband regime for ν = 10 Γ/3 (corresponding to ω0,1 = 10 Γ) and Ω = Γ/5. The
mean occupation m¯ in dependence of the laser detuning ∆ takes its minimum m¯ ≈ 0.086 at
∆ ≈ −3.35 ν (indicated by a circle), where sideband cooling of the 1 → 0 transition occurs.
b) Power spectrum of the motional sidebands for ψ = pi/2 and η = 0.1. The insets show
magnifications of the first red and blue sideband which dominate the spectrum.
a magnification of the red and blue sideband where also the frequency shift due to
the interaction with the laser becomes visible. We also note that the half-width at
half-maximum of both peaks is equal, due to the invariance of γn,m under exchange
of n and m, and that the asymmetry in the height vanishes when the spectrum is
averaged over the detection angle ψ.
We turn to the discussion of the Morse potential [Mor29b, Mor29a] which is sketched
in Fig. 8.5. It has possible applications in the laser cooling of the vibrational degrees
of freedom of di-atomic molecules [Ngu11, Man13, Ham15]. Although the general
results are well-known, we briefly summarize them for the sake of completeness.
The potential has the form
V (x) = U
(
1− e−κx)2 (8.62)
















for n = 0, 1, 2, ... with the frequency ν = κ
√
2U/M and the dimensionless parameter
a =
√
2MU/~κ. The corresponding energy eigenstates |n〉 in the position representa-
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Figure 8.5: The asymmetric Morse potential and the eigenenergies (dashed) and corre-
sponding probability densities |ϕn(x)|2 of its bound states for a = 7 with some transition




with the abbreviation ζ = 2a exp(−κx) and the generalized Laguerre polynomials
L
(α)
n (z) and the normalization constants Nn = [κ(2a−2n−1)n!/Γ(2a−n)]1/2 [Pek34,
Sch32]. The highest bound state in this potential has the index n = ba− 1/2c.
Figure 8.5 shows the Morse potential and its eigenenergies in units of ~ν along with
the probability densities of the bound states for a = 7. The transition frequency





The matrix elements of the position operator required for the evaluation of the










Γ(2a− n) (2a− 2n− 1)(2a− 2m− 1)
]1/2
, (8.66)
with the Gamma function Γ(z) [Abr65], for n < m, while for n > m the two in-
dices have to be interchanged on the right-hand side. The moments of the position
operator in the eigenstates of the Morse potential are obtained from the generating
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function [Gal80]















× Γ(2a− 2n− 1 + j + l − s/κ) (8.67)









ψ(1)(2a− 1) + 〈0|x|0〉2] (8.69)
with the polygamma functions ψ(n)(z) [Abr65], resulting in the ground-state variance





ψ(1)(2a− 1) . (8.70)
Doppler regime
In Fig. 8.6 we show the mean steady state occupation m¯ in dependence of ∆ for
a = 30 and Ω = Γ/5 assuming that the transition frequency between the lowest two
states is again given by ω0,1 = Γ/10 which leads to ν = a/(a − 1)Γ/10 ≈ 0.1034 Γ.
Optimal cooling is achieved for ∆ ≈ 0.509 Γ with a mean occupation of m¯ ≈ 3.54. In
the inset we plot − log(pm) against the eigenenergies εm. It can be seen that only the
populations of the lower energy levels can be approximated by a thermal distribution
while for higher states this is clearly not the case. In the calculation only the finite
number ba− 1/2c+ 1 of bound states of the potential, here 30 for a = 30, are taken
into account while free solutions are disregarded. This is a good approximation for
states which are energetically well localized within the range of bound states.
In Fig. 8.6 b) we show the motional sidebands of an atom trapped in a Morse
potential (a = 30) calculated using Eq. (8.54). We used the parameters of optimal
cooling, i.e. ∆ = −0.509 Γ, a detection angle ψ = pi/2 and a smallness parameter η =
0.1. The decreasing transition frequency between neighboring states is reflected in the
fact that in the sideband spectrum the modulus of the peak positions is smaller than
the first transition frequency ω0,1. The thin gray curves under the sideband spectrum
are the main components, according to the decomposition Eq. (8.54), corresponding
to the transitions n + 1 → n for n = 0, ..., 9 on the blue sideband and n− 1 → n for
n = 1, ..., 10 on the red sideband, which add up to the complete spectrum but overlap
because of their finite width.
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Figure 8.6: Cooling of atoms trapped in a Morse potential in the Doppler regime for
a = 30, ν = aΓ/10(a− 1) (corresponding to ω0,1 = Γ/10) and Ω = Γ/5. a) Mean occupation
m¯ in dependence of the laser detuning ∆. The circle indicates optimal cooling occurring at
∆ ≈ −0.51 Γ resulting in m¯ = Σmmpm ≈ 3.54. b) Negative logarithm of the steady state
occupations pm (m = 0, ..., 24) for optimal cooling. In a thermal distribution the resulting
curves would be linear–only approximately the case for the lower energy levels. c) Power
spectrum of the motional sidebands. The thin lines correspond to the first ten transitions
between neighboring states on both sidebands. The smallness parameter is given by η = 0.1
and the detector angle by ψ = pi/2.
Resolved sideband regime
In the resolved sideband case with ν = 10aΓ/(a − 1), corresponding to ω0,1 = 10 Γ,
optimal cooling occurs when the laser is red-detuned by the transition frequency ω01,
leading to a mean occupation m¯ = 0.0026. This is only slightly higher than in the
harmonic case where m¯ = 0.0016 is achieved [calculated using m¯ = A+/(A− − A+),
see Sec. 8.2.4]. The fact that in this case the cooling is more efficient than in the square
well case is due to the comparatively small anharmonicity of the Morse potential in
the lower energy levels. Figure 8.7 a) shows the mean occupation in dependence
of the detuning ∆ where again shallow dips are visible where multiple transition
frequencies coincide, for example ω2,0 = ω12,9 = −1.9 ν, ω4,1 = ω19,13 = −2.7 ν, and
ω3,0 = ω21,14 = −2.8 ν.
In this regime the motional sideband spectrum, depicted in Fig. 8.7 b), is also
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a) b)
Figure 8.7: a) Cooling of an atom trapped in a Morse potential in the resolved sideband
regime for ν = 10a/(a − 1)Γ (corresponding to ω0,1 = 10 Γ) and Ω = Γ/5. The mean
occupation m¯ = Σmmpm in dependence of the detuning ∆ takes its minimum m¯ ≈ 0.0026 at
∆ ≈ −ω0,1 (indicated by a circle), where sideband cooling of the 1→ 0 transition occurs. b)
Power spectrum of the motional sidebands for a smallness parameter η = 0.1 and ψ = pi/2.
mainly given by the two peaks arising from the transitions between the lowest energy
states. The insets show a magnification of the red and blue sideband.
Following up on Dicke’s original work on light scattered by atoms confined to an
infinite square well and subsequent works on harmonically trapped atoms we present
the spectrum of resonance fluorescence of laser cooled atoms trapped in arbitrary
potentials. The treatment relies on a perturbative analysis of the power spectrum of
the scattered light up to second order in the Lamb-Dicke parameter and is based on the
solution of the corresponding master equation describing the laser cooling dynamics.
We applied the results to two exemplary potentials, the infinite square well and the
Morse potential, and distinguished between different cooling regimes, namely Doppler
cooling and resolved sideband cooling. In contrast to the harmonic trapping potential
the steady state of the atomic motion does not take the form of a thermal distribution.
The spectrum of the motional sidebands consists of a series of peaks centered around
the transitions between eigenstates of the atomic center-of-mass motion. From our
treatment also follow the widths of the individual peaks which are determined by the
transitions rates between the motional states due to the interaction with the laser. In
the case of separated motional sideband peaks, the temperature of the cooled atom
can be extracted from the individual heights. When the peaks overlap, the resulting
asymmetric envelope of the spectral signals stemming from the atomic motion can be
used to determine the temperature by using our theoretical results.
Asymmetric motional sidebands have been observed in recent atom-cavity exper-
iments where instead of the resonance fluorescence the spectrum of the cavity output
was measured. In this case the atom is trapped in the sinusoidal optical-lattice po-
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tential of the cavity mode. With the work presented here we lay the ground work for
further investigation of such periodic potentials offering possible means for tempera-
ture extraction in cavity-cooling experiments.
Summary and conclusions
In this thesis we extended the toolbox for solving the Born-Markov master equation
to various situations, namely solid-state quantum emitter, optomechanical systems
and atoms trapped in non-harmonic potentials.
We started by proposing a model for the description of solid-state emitters and
their interaction with lattice vibrations of the crystal in which they are embedded. We
formulated this description in the form of a single Born-Markov master equation and
derived the solution of this equation in the form of the eigensystem of the associated
Liouville operator, the damping basis. In this master equation we included the lattice-
phonon environment in the form of a single vibrational mode damped by a Markovian
reservoir. We then showed how this eigenbasis can be used to calculated the dynamics
of the emitter and its light scattering properties. Here, the electron-phonon interac-
tion manifests itself in an additional dephasing of the emitter and in the emergence of
the phonon sideband in the spectrum of absorbed and emitted photons. This phonon
sideband shows the characteristic shape of solid-state single-photon sources such as
Nitrogen-vacancy centers in diamond [Alb14]. Our model intrinsically contains the
results obtained by the Huang-Rhys model [Hua50] for the absorption lineshape of
crystal defect centers when both the linewidth of the emitter transition and the vi-
brational mode tend to zero. The solution we showed represents a general tool for the
investigation of damped two-level systems interacting with a damped harmonic oscil-
lator via a state-dependent displacement, for instance a single electron spin coupled
to the quantized motion of a vibrating magnetized tip [Rab10],
We then lay our focus on optomechanical systems where we investigated the dy-
namics of a hybrid system consisting of a two-level atom coupled to the electric field of
a noptomechanical cavity. In this system we analyzed an effect where the dipole-cavity
interaction can be appreciably suppressed in the regime of strong optomechanical cou-
pling. A possible realization of such a hybrid system are monolithic diamond struc-
tures in which a Nitrogen-vacancy center couples to a phoxonic crystal cavity [Kip14],
i.e. a crystal cavity that can host localized mechanical vibrations and electric fields
that are optomechanically coupled. In a more detailed description of this kind of
system the master equation for solid-state emitter can be useful to account for the
coupling of the Nitrogen-vacancy center to the surrounding crystal. To follow up on
the first subject we transfered the methods we employed for solid-state emitters to
the master equation describing a dissipative optomechanical system. As a result we
derived the damping basis of the optomechanical master equation which can be a
resource to avoid numerical overhead.
The third and last subject of this thesis was the analysis of a single laser-driven
atom trapped in a non-harmonic potential. Here, we employed a perturbative treat-
ment of the underlying master equation in the Lamb-Dicke regime to investigate the
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cooling performance and the signatures of the atomic motion in the spectrum of spon-
taneously emitted photons. In particular, we presented the results for two specific
potentials, the infinite square well and the Morse potential. In both cases the final
stages of the laser cooling dynamics do not result in a thermal distribution of the
motional state populations. These populations on the other hand influence the shape
of the motional sidebands in the resonance fluorescence spectrum. Our example of
the Morse potential could thereby be employed to obtain information on the motional
degrees of freedom of diatomic molecules in molecule-cooling experiments. Similarly,
in recent cavity cooling experiments, where the atom is trapped in the optical-lattice
potential of the cavity mode, motional sidebands have been observed whose shape
reflect the sinusoidal nature of the trapping potential.
The work presented here demonstrates the prediction power of the spectral de-
composition of the Liouville operator in Born-Markov master equations. Open issues
in this context are its application to non-Markovian reservoirs [Bar01] which are im-





We saw in Eq. (2.14) that the s-parametrized distribution can be expressed by the
Fourier transform









of the characteristic function (2.13), where we used the definition of the exponential
operator (2.12). Inserting the t-parametrized characteristic function in terms of the
quasiprobability distribution, using Eq. (2.15), yields














Here, one has to check whether the integral over β exists, which is the case if the
Fourier transform ofW (υ, t, µ) with respect to β multiplied by exp[αβ∗−α∗β] decrease
faster than the anti Gaussian exp[(s − t)|β|2/2] (for s > t). We shortly summarize
the three steps: (i) Fourier transform of W (υ, t) to obtain χ(β, t), (ii) multiplication
with exp[(s− t)|β|2/2] and (iii) Fourier transform of χ(β, s) to arrive at W (α, s).
The procedure mentioned in App. A.1 can be used to transform the Q-representations
(s = −1) of the left and right eigenelements, given by Eqs. (2.46) and (2.52), into the
corresponding P -functions (t = 1). For the left eigenelements we start with
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where we introduced the notation that the upper line stands for the case k ≥ 0 and
the lower one for k < 0. For the generating function of these functions we obtain



















where we used the generating function (2.18). The Fourier transform of this delivers
the generating function of the characteristic function. It is easily performed under use
































According to step (ii) of App. A.1 we have to multiply this function with exp[|β|2]
and take the Fourier back transform, again using the same integral (A.5), to arrive at

















The distribution itself is obtained by differentiating this generating function with
respect to z and setting z = 0 afterwards. Here, again the generating function for




































From the definition of the P -distribution it is also straightforward to write the eigenele-
ments in their antinormally ordered form.
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The newly found generating function for products of hypergeometric functions and
Laguerre polynomials has the form
∞∑
m=0
2F1 (−m,N + 1; 1;w)L(0)m (wy)zm =
[1− z]New[w−1]yz1−z+wz




[1− z][1− z + wz]
)
. (A.10)
The proof can be carried out using induction and the properties of the Laguerre
polynomials. In the generating function one has to identify w = (m¯+ 1)−1, y = |α|2


















following from overlaps of eigenelements of the Liouvillian L, Eq. (4.17). Moreover,






is helpful for the application of the damping basis.
To evaluate expression (B.1), we use the cyclic property of the trace and



















of antinormally ordered expectation values [Cah69a], being the Fourier transform
of the quasi-probability distribution Qˆm,k(α) = 〈α|µˆm,k|α〉/pi defined in Eqs. (2.35)
and (2.46). The remaining integral can be evaluated using the generating function
Eq. (2.18) of the Laguerre polynomials and Gaussian integrals of the form (2.20).
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In this notation, the upper and lower line in the curly brackets again correspond to
k ≥ 0 and k < 0, respectively.




with the P -function of the left eigenelements, see Eq. (A.8), and the Q-function of



















respectively. The Q-function can be evaluated explicitly by applying the Baker-



























For the “−”-case, the coefficients are
ξ = − m¯
m¯+ 1




























B.1 Overlaps between eigenelements 123
from the generating function (B.12) by differentiation with respect to z and setting
z → 0 afterwards.
The evaluation of Eq. (B.3) goes along the lines sketched in App. B.1.2, this time,







The generating function, Eq. (2.18), is applied twice to express the Laguerre polyno-
mials in Pˇn,l and Q
(β)

















c−ν(−ξ)ν−µµ!L(ν−µ)µ [ξ(β∗ + ζ∗/c)]
c−µζ∗µ−νν!L(µ−ν)ν [−ζ∗(β − ξ/c)]
}
. (B.18)


















where the upper line corresponds to l ≥ 0, k ≥ 0 and the lower line to l < 0, k ≥ 0.




In this appendix we elaborate on the symmetric displacement transform Eq. (7.14).
We use the identities
eηbD(α)bD†(α)e−ηb =b− α , (C.1)
eηbD(α)b†D†(α)e−ηb =b† − α∗ + η (C.2)
which follow immediately from the Baker-Hausdorff formula and write the action of




























































































where we have already grouped the different combinations of annihilation and creation
operators and the operator ξ. With this expression we have already found the constant
εn,l in Eq. (7.15), which is nothing but the collection of all factors that multiply ξ
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n,l − ηl) + γm¯βn,l(α∗n,l − ηl)
− iχ(n+ l)(αn,l + α∗n,l − ηl) + iχn(βn,l + β∗n,l − ηl) . (C.4)
As a brief reminder, we want to choose αn,l, βn,l, and ηl such that all terms in Eq. (C.3)
except for Lmec and εn,l vanish. The terms involving b†ξ and ξb†, i.e. the second last
and the last line in Eq. (C.3), can be written as the linear equations[
iν + γ2 (2m¯+ 1) −γm¯



















[−iν + γ2 (2m¯+ 1) γm¯







Simplification of this expression gives the results for αn,l and βn,l which can be used
to identify ηl from the condition that the remaining terms in (C.3) vanish as well.
This leads to
αn,l =− n χ
ν − iγ/2 − l
χ[ν + iγ2 (2m¯+ 1)]
ν2 + γ2/4
, (C.7)








which can be rewritten in terms of β = χ/(ν − iγ/2) yielding the expressions (7.16)-
(7.18) and (7.20) from the main text.
We will write the eigenelements (7.36) in a form that might be useful for practical


























The inverse of the superoperators can be applied explicitly by expanding the operator
ξˆ
(n,l)
m,k in the eigenbasis of Mn−1,l. This is achieved by insert a completeness relation
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The scalar product can be calculated using
eηlbD(αn−1,l)D†(αn,l)e−ηlb =D†(β)e
−iνγm¯|β|2l









































































We will outline the main steps in the evaluation of the weight factors (8.35) that





















=− ir˜(ωn,m)Tr{xµˆn,m} , (D.1)
where we used r˜(ω) defined in Sec. 8.2.2 and evaluated Tr{σ+ρst} = [∆ + iΓ/2]Ω/2N

















































Tr{µˇ†n,m[x, µst]} . (D.3)
where we have used the corrections Eq. (8.28), (8.29), (8.32) and (8.33) as well as the
explicit form of L1 from Eq. (8.12) and the projector Qn,m = 1− Pλn,m . Addition of






∣∣r˜(ωnm)∣∣2 + (pn − pm)r˜(ωn,m)q(ωn,m)] , (D.4)
where we already inserted the actual form of the motional steady state µst = Σjpj |j〉〈j|
and the two definitions Eqs. (8.38) and (8.39).
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In this section we give explicit expressions for the two functions r(ω) and q(ω) from
Eqs. (8.38) and (8.39) as well as s(ω) from Eq. (8.48). Using the quantum regression
theorem (1.30) and
∫∞












ΓN∆˜ + i[(∆˜ + iΓ)|∆˜|2 + ∆Ω2]ω − i|∆˜|2ω2

















iΓ3N∆˜∗ − Γ2∆˜∗Nω + aω2 + b∆˜∗ω3 + [b− iΓ∆˜]ω4 + ∆˜∗ω5 + ω6












Γ3Ω2/(4N) + dω + [i∆|∆˜|2/N − 3Γ/2− 2i∆]ω2 + iω3
−iΓNω − [5Γ2/4 + ∆2 + Ω2]ω2 + 2iΓω3 + ω4 , (D.7)
with the complex detuning ∆˜ = ∆ + iΓ/2 and the constants
a = Γ2(b+ Ω2)− iΓb∆˜∗ , b = 3Γ2/4−∆2 − Ω2 , (D.8)
d = Γ(∆− 3iΓ/2) + iΓ2|∆˜|2/N . (D.9)
In the evaluation of the trace we employed the explicit form of the matrices (iω∓LI)−1
which can be obtained by using the Liouville operator (1.58).
We briefly go into the derivation of the perturbative corrections of the eigenvalues
that lead to a non-vanishing real part which becomes immanent in the finite width of






[L2 + L1(λ0 − L0)−1QλL1]%ˆ(0)λ } . (D.10)
We will treat the two terms separately, starting with the first one that involves L2.










2〈n|x|n〉〈m|x|m〉 − 〈n|x2|n〉 − 〈m|x2|m〉] . (D.11)
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[2s∗(ωj,m) +D] |〈j|x|m〉|2 . (D.13)
With the definition of the transition rates An,m given by Eq. (8.47) this corresponds
to Eqs. (8.43)-(8.45).
We transform the reduced motional dynamics Eq. (8.49) into a linear system Ap = 0
with p = (p0, p1, ...)T . The trace over the internal degrees of freedom in Eq. (8.49)
yields
TrI
{P0 (L1L−10 Q0L1 − L2)P0ρstµst} = 0 . (D.14)





with internal and external density operators ρ and µ, respectively. For the second




(pm − pn)|〈n|x|m〉|2 (D.16)
with the diffusion coefficient D defined in Eq. (8.46). The evaluation of the first term
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where we separated the internal and external expressions and used s(ω) defined in





Am,npn = 0 . (D.18)
This is the set of equations that determines p which can be expressed in the matrix
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