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a b s t r a c t
A necessary and sufficient condition is given under which a linear time-invariant system
of ordinary differential equations has a solution which is nonoscillatory with respect to a
fixed set of cones. In contrast with existing results, ours allows that the given cones do not
cover the whole space. The proof of the result is based on its discrete counterpart.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and the main results
Let R and N denote the set of real numbers and the set of nonnegative integers, respectively. For a positive integer d, let
Rd be the d-dimensional space of real column vectors. The symbol Rd×d denotes the set of d× dmatrices with real entries.
A set K is called a cone in Rd if the following three conditions are satisfied.
(i) K is a nonempty, convex and closed subset of Rd,
(ii) tK ⊂ K for all t ≥ 0, where tK = {tx | x ∈ K},
(iii) K ∩ (−K) = {0}, where−K = {−x | x ∈ K}.
A cone K is said to be nontrivial if K ≠ {0}.
Following [1], we introduce the following general concept of oscillation and nonoscillation with respect to a given set of
cones in Rd.
Definition. LetK be a nonempty set of nontrivial cones in Rd. We say that a function x : [0,∞)→ Rd isK-nonoscillatory
if there exists K ∈ K such that x(t) ∈ K \ {0} for all large t . The function x : [0,∞)→ Rd is calledK-oscillatory if it is not
K-nonoscillatory.
This definition unifies and generalizes several definitions used earlier [2]. For example, if d = 1 and K = {[0,∞),
(−∞, 0]}, then x : [0,∞) → R is K-nonoscillatory if either x(t) > 0 for all large t or x(t) < 0 for all large t . Another
important example is the case where d > 1 andK is the set of all cones inRd of the form I1× I2×· · ·× Id, where Ij is either
[0,∞) or (−∞, 0], j ∈ {1, . . . , d}. In this case x : [0,∞) → Rd isK-nonoscillatory if x(t) = (x1(t), . . . , xd(t))T ≠ 0 for
all large t and the components xj(t), j ∈ {1, . . . , d}, do not change sign for sufficiently large t .
For the special case where the cones from K cover the whole space Rd, Győri and Krisztin [1] established a necessary
and sufficient condition for all solutions of a linear delay differential equation to beK-oscillatory. In the simplest case of
ordinary differential equations their result can be reformulated as follows (see [1, Theorem 4.1]).
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Theorem 1. Consider the linear system of ordinary differential equations
x′ = Ax, (1)
where A ∈ Rd×d. Suppose that K is a nonempty set of nontrivial cones in Rd such that
K∈K
K = Rd. (2)
Then the following statements are equivalent.
(a) Eq. (1) has aK-nonoscillatory solution.
(b) A has a real eigenvalue.
For the discrete counterpart of Theorem 1, see [3, Corollary 3.8].
In this note, we will study the existence of aK-nonoscillatory solution of (1) and its discrete counterpart in the general
case where the cones fromK do not necessarily cover Rd. We will prove the following generalization of Theorem 1.
Theorem 2. Let A ∈ Rd×d. Suppose that K is a nonempty set of nontrivial cones in Rd. Then the following statements are
equivalent.
(a) Eq. (1) has aK-nonoscillatory solution.
(b) A has a real eigenvalue with an eigenvector belonging to some K ∈ K .
The proof of Theorem 2 will be based on the following result which may be viewed as its discrete counterpart.
Theorem 3. Consider the system of linear difference equations
y(n+ 1) = By(n), n ∈ N, (3)
where B ∈ Rd×d is a nonsingular matrix. Suppose that K is a nontrivial cone in Rd. Then the following statements are equivalent.
(a) Eq. (3) has a solution y : N→ Rd such that
y(n) ∈ K \ {0} for all n ∈ N. (4)
(b) B has a positive eigenvalue with an eigenvector belonging to K .
The proofs of Theorems 2 and 3 will be given in Section 2.
LetK be a nonempty set of cones inRd of the form I1× I2×· · ·× Id, where Ij is either [0,∞) or (−∞, 0], j ∈ {1, . . . , d}.
We emphasize that while in [1], in order to guarantee the covering property (2), all the 2d cones of the above form
should be considered, this is not necessary in the present work. The case of a single cone K = {Rd+}, where Rd+ =[0,∞)× [0,∞)× · · · × [0,∞) (d times), is already interesting and important in itself because in many applications only
those solutions which are componentwise nonnegative are of interest. We have, as a simple consequence of Theorem 2:
Corollary 4. Let A ∈ Rd×d. Then the following statements are equivalent.
(a) Eq. (1) has a nontrivial (componentwise) nonnegative solution.
(b) A has a real eigenvalue with a (componentwise) nonnegative eigenvector.
Similarly, Theorem 3 yields the following:
Corollary 5. Suppose that B ∈ Rd×d is a nonsingular matrix. Then the following statements are equivalent.
(a) Eq. (3) has a nontrivial (componentwise) nonnegative solution.
(b) B has a positive eigenvalue with a (componentwise) nonnegative eigenvector.
2. Proofs
First we give a proof of Theorem 3. We will need the following result concerning the existence of a norm on Rd which is
additive on a given cone.
Lemma 6. Let K be a cone in Rd. Then there exists a norm ∥ · ∥ on Rd which is additive on K , that is,
∥x+ y∥ = ∥x∥ + ∥y∥ whenever x ∈ K and y ∈ K .
Lemma 6 follows from the results given in Example a below [4, Chap. 1, Theorem 5.8] and in [4, Chap. 1, Exercise 5.7].
Proof of Theorem 3. (b) H⇒ (a). If B has a positive eigenvalue µ with an eigenvector v ∈ K , then the cone property (ii)
implies that
y(n) = µnv, n ∈ N,
is a solution of Eq. (3) satisfying (4).
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(a)H⇒ (b). Suppose that Eq. (3) has a solution y : N→ Rd such that (4) holds. By Lemma 6, there exists a norm ∥ · ∥ on
Rd which is additive on K . Define
C = {x ∈ K | ∥x∥ = 1 and Bnx ∈ K for all n ∈ N}.
(Note that by definition B0 = I , the d× d identity matrix.) By virtue of (4), we have
y(n) = Bny(0) ∈ K \ {0}, n ∈ N.
This, together with the cone property (ii), implies that
x = y(0)∥y(0)∥ ∈ C .
Thus, C is not empty. Clearly, C is a bounded subset of Rd. The additivity of the norm ∥ · ∥ on K and the fact that K is a closed
set imply that C is a convex and closed set. Since B is nonsingular, we can define an operator T : C → Rd by
T (x) = Bx∥Bx∥ , x ∈ C .
It is easily verified that T is continuous and T (C) ⊂ C . By Brouwer’s fixed point theorem, there exists v ∈ C such that
T (v) = v. Clearly, v ∈ K , ∥v∥ = 1, and Bv = µv, where µ = ∥Bv∥ > 0. Thus, µ is a positive eigenvalue of B and v ∈ K is a
corresponding eigenvector. 
Now we give a proof of Theorem 2.
Proof of Theorem 2. (b) H⇒ (a). If λ is a real eigenvalue of A with an eigenvector v ∈ K for some K ∈ K , then the cone
property (ii) implies that for the solution
x(t) = eλtv, t ∈ [0,∞),
we have x(t) ∈ K \ {0} for t ∈ [0,∞) and hence x isK-nonoscillatory.
(a)H⇒ (b). Suppose that x : [0,∞)→ Rd is aK-nonoscillatory solution of (1). Then there exist K ∈ K and t0 ≥ 0 such
that x(t) ∈ K \ {0} for all t ∈ [t0,∞). Without loss of generality, we may assume that t0 = 0. Otherwise, we pass to the
solution y(t) = x(t + t0), t ∈ [0,∞), of (1). From now on suppose that
x(t) ∈ K \ {0}, t ∈ [0,∞). (5)
Let τ > 0 be fixed. Since
x(t) = eA(t−s)x(s), t ≥ s,
we find that
x((n+ 1)τ ) = eAτ x(nτ), n ∈ N.
Thus,
y(n) = x(nτ), n ∈ N,
is a solution of Eq. (3) with nonsingular matrix B = eAτ . Moreover, by virtue of (5), condition (4) of Theorem 3 is satisfied.
By the application of Theorem 3, we conclude that there exists µ(τ) ∈ (0,∞) and v(τ) ∈ K \ {0} such that
eAτv(τ) = µ(τ)v(τ ). (6)
Without loss of generality, wemay assume that ∥v(τ)∥ = 1, where ∥ ·∥ is any fixed norm onRd. Sinceµ(τ) is an eigenvalue
of eAτ , according to the Spectral Mapping Theorem, there exists an eigenvalue λ(τ) of A such that
µ(τ) = eτλ(τ).
Therefore (6) can be written in the form
eAτv(τ) = eτλ(τ)v(τ). (7)
Take a sequence (τj)j∈N in (0,∞) such that τj → 0 as j →∞. Since both sequences (λ(τj))j∈N and (v(τj))j∈N are bounded,
there exists a subsequence (τjk)k∈N of (τj)j∈N such that the (finite) limits
λ = lim
k→∞ λ(τjk) (8)
and
v = lim
k→∞ v(τjk) (9)
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exist. The limit vector v in (9) belongs to the (closed) set K and ∥v∥ = 1 as a consequence of the same properties of
v(τjk), k ∈ N. Since the eigenvalues of A form a finite set, (8) implies that λ(τjk) = λ for all large k. From this and (7),
we find that
eAτjk v(τjk) = eλτjk v(τjk)
for all large k. Hence
eAτjk − I
τjk
v(τjk) =
eλτjk − 1
τjk
v(τjk)
for all large k. Letting k →∞ and taking into account that τjk → 0 as k →∞, we obtain
Av = λv. (10)
Note that we have used the fact that
d
dτ

eAτ

τ=0
= A.
Since v ∈ K ⊂ Rd and A ∈ Rd×d, (10) implies that λ is a real eigenvalue of A. 
3. A problem for delay differential equations
It would be interesting to generalize Theorem 2 to delay differential equations of the form
x′(t) =
 0
−r
[dη(θ)] x(t + θ), (11)
where r > 0 and η : [−r, 0] → Rd×d is a matrix function of bounded variation. The result of Theorem 2 suggests the
following:
Conjecture. Let K be a nonempty set of nontrivial cones in Rd. Then the following statements are equivalent.
(a) Eq. (11) has aK-nonoscillatory solution.
(b) There exist λ ∈ R and a nonzero vector v ∈K∈K K such that
∆(λ)v = 0, where∆(λ) = λI −
 0
−r
eλθ dη(θ).
If (2) holds, then condition (b) is equivalent to the existence of a real root of the characteristic equation
det∆(λ) = 0.
In this case the validity of the conjecture follows from [1, Theorem 4.1].
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