Abstract Acoustic Doppler current profilers (ADCPs) are the current standard for flow measurements in large-scale open water systems. Existing techniques to process vessel-mounted ADCP data assume homogeneous or linearly changing flow between the acoustic beams. This assumption is likely to fail but is nevertheless widely applied. We introduce a new methodology that abandons the standard assumption of uniform flow in the area between the beams and evaluate the drawbacks of the standard approach. The proposed method strongly reduces the extent over which homogeneity is assumed. The method is applied to two field sites: a mildly curved bend near a junction featuring a typical bend flow and a sharply curved bend that features a more complex sheared flow. In both cases, differences are found between the proposed method and the conventional method. The proposed technique yields different results for secondary flow patterns compared with the conventional method. The velocity components estimated with the conventional method can differ over 0.2 m/s in regions of strong shear. We investigate the number of repeat transects necessary to isolate the mean flow velocity vector from the raw ADCP signal, discarding the influences of noise, positioning and projection errors, and turbulence. Results show that several repeat transects are necessary. The minimum number of repeat measurements needed for robust mean velocity estimates is reduced when applying the proposed method.
Introduction
Acoustic Doppler current profilers (ADCPs) are the current standard for flow measurements in large-scale open water environments [Dinehart and Burau, 2005b; Buschman et al., 2013; Sassi et al., 2013; Jamieson et al., 2011] . Current techniques to process ADCP data [Kim et al., 2009; Le Bot et al., 2011; Parsons et al., 2013] assume homogeneous flow between the measured radial components of velocity, often referred to as radial velocities (Figure 1a) . This homogeneity assumption is often questionable [Marsden and Ingram, 2004] , but, nevertheless, widely applied. We propose a technique to process vessel-mounted ADCP data that reduces the volume in which the flow is considered homogeneous. This volume is reduced by abandoning the standard procedure of combining inclined ADCP beams that measure simultaneously. Instead, we combine radial velocities based on their position within a predefined mesh (Figures 1a and 1b) . The combination of several radial velocities leads to one, best fitting velocity, estimated with a least squares method. The velocity achieved by this approach can differ up to 40% from that obtained with the conventional approach.
ADCPs do not directly measure the Cartesian components of a velocity vector. The velocity vector can only be reconstructed by combining several radial velocities. This necessarily leads to the common assumption of a homogeneous flow between the measuring locations of the radial velocities. The set of radial velocities that leads to a flow velocity estimate directly determines the extent over which the flow is assumed homogeneous.
At present, vessel-mounted ADCP data processing techniques typically solve for the velocity based on-generally three to four-radial velocity components. These radial velocity measurements originate from the three or four available acoustic beams and are collected during one measuring cycle, and at one specific depth [Marsden and Ingram, 2004; Kawanisi, 2004; Kim et al., 2009; Le Bot et al., 2011; Parsons et al., 2013; Tokyay et al., 2009; Muste et al., 2010; Nystrom et al., 2007; Gargett, 1994] . Since acoustic beams diverge with distance from the ADCP, the distance among the measured radial velocities increases when moving away from the ADCP (Figure 1a ). This results in an increase of the volume in which the flow is assumed homogeneous. Although this homogeneity assumption is widely applied, it is likely to fail.
A way to deal with this inhomogeneity is to apply a correction to account for first-order shearing in the flow [Marsden and Gratton, 1997; Marsden and Ingram, 2004; Kawanisi, 2004] . This correction is achieved by Taylor expansion of the solution of the velocity vector. These corrections were derived for three beams [Kawanisi, 2004] and four beams systems [Marsden and Gratton, 1997; Marsden and Ingram, 2004] . With these corrections, the flow is no longer assumed to be constant but may vary linearly within the measuring volume. The volume in which linear change of the flow is assumed remains, however, unchanged.
There are several conditions that may lead to flow inhomogeneity. Turbulence causes both spatial and temporal variations in the flow. An instantaneous ADCP velocity measurement therefore contains contributions by the mean flow, turbulence, and instrumental noise. Typically, the contribution by turbulence overwhelms the noise effect [Lu and Lueck, 1999; Vermeulen et al., 2011] . Turbulence-induced time variations require vessel-mounted ADCP transects to be navigated repeatedly at the same cross section [Szupiany et al., 2007; Tarrab et al., 2012] . This allows to isolate the mean flow contribution. Turbulence-induced spatial variations affect the quality of velocity estimates by introducing flow inhomogeneity, when the scales involved are smaller than the distance between the acoustic beams [Marsden and Ingram, 2004] . Other sources of inhomogeneity include large gradients in bed topography, mixing layers at confluences, and secondary flows at river bends, which can result in considerable spatial gradients in the mean flow velocity field (Figure 1c ).
We introduce a generic approach to estimate flow velocity given an arbitrary set of radial velocities in section 2.1. We explain how to estimate the variance in flow velocity in section 2.2. Subsequently, in section 2.3, we define the mesh in which we estimate velocity. Details about the estimation of ship velocity, defining sections, positioning the velocity data, and nondimensionalizing the depth are given in sections 2.4-2.7. The method is applied to two field cases, yielding results presented in section 3. These results specifically address the homogeneity assumption (section 3.1) and the role of turbulence (section 3.2). We discuss the results and draw conclusions in section 4. (a) Tilting strongly affects the location where velocity is sampled. The large spread of the beams implies that, when combining velocity samples from different beams directly, the sampling volume is very large (gray area in Figure 1a ). This renders the location of the velocity estimate to be unclear. The assumption of flow homogeneity also fails due to the large sampling volume (Figure 1a) . A better approach is to combine velocity sampled in the same location (e.g., in a mesh cell indicated as the gray area in Figure 1b ) instead of combining velocity sampled simultaneously by the acoustic beams of the ADCP. When bed gradients are present, it is better to combine velocity samples from the same relative depth. Based on a continuity consideration, (c) a stream-tube approach can be adopted. To determine the relative depth, the actual depth of the velocity sample (d 1 in Figure 1d 
Method

Estimating Velocity
Given an arbitrary set of measured radial velocities, we intend to find a ''best fit'' mean velocity vector, representing the average over the time span of available transect data. Radial velocities measured within a predefined volume contain information about the average velocity of the flow in that volume. The radial velocity measured by an ADCP is the projection of the velocity vector in the direction of the acoustic beam. The direction of the acoustic beam can be described by a unit vector q. The measured radial velocity b relates to the velocity v as
If we consider a set of N radial velocity samples we can write:
where v may be replaced with a Taylor expansion around the center of the volume spanned by a set of radial velocities [Marsden and Ingram, 2004; Kawanisi, 2004] to account for remaining inhomogeneities. In practice, the radial velocity will be affected by instrument noise, the effect of turbulence, spatial inhomogeneity, and other errors:
in which is the combined effect of all errors. The solution for the velocity is found in such a way that the sum of squared errors T is minimized. The estimate of the velocity v reads [Johnson and Wichern, 2007; Vermeulen et al., 2011] :v
in which Q 1 5ðQ T QÞ 21 Q T is the generalized inverse of Q. The matrix Q can be rank deficient when the number of radial velocity estimates included is too small. A single repeat transect already yields sufficient samples to invert Q, provided the vessel speed is not too high.
Estimating Velocity Variance
The residuals can be estimated as
From this, we can also obtain the covariance matrix of the velocity estimator [Johnson and Wichern, 2007] var
This relates to the velocity covariance as in var ðvÞ5 var ðvÞ N :
The estimate of residuals in radial velocity can be used to remove possible outliers.
Meshing
The navigated section during a repeat transect can be subdivided in small volumes by defining a mesh. All radial velocities within a mesh cell, from several repeat transects, are used to solve for the flow velocity according to section 2.1.
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The mesh generation procedure starts by subdividing the section in vertical slices with a user-defined width (Dn). The lower boundary of the mesh is set to the lowest part of the water column not influenced by sidelobes (in our case 0.06 of the water depth). The upper boundary is determined by the highest location where a radial velocity sample is available.
Subsequently, each of the vertical slices is split in several cells. The available vertical distance is subdivided in an integral number of parts such that the given vertical mesh size (Dz) is best resembled. A mesh cell will have six edges, two on the left side, two in the middle, and two on the right side (see mesh in Figure 2 ). Eventually, the vertical z coordinates of the mesh are converted to nondimensional coordinates r, as defined in equation (11). The mesh itself defines an intrinsic coordinate system (m, f), corresponding to rows and columns. The connectivity of neighboring cells is chosen such that the vertical coordinate z remains relatively constant for a constant value of f (Figure 2 ). Since this is not everywhere the case, we need to apply a correction to the computation of the derivatives. The gradient of a quantity defined on the mesh can be computed as
where n is the horizontal coordinate on the section plane. All derivatives are approximated based on centered differences.
Estimating Ship Velocity
The raw radial velocity samples have to be corrected for the ship velocity. One way to estimate ship velocity is to use a so-called bottom-ping, which estimates the vessel speed with respect to the river bed, assumed to be fixed. This method fails when the range to the bed is too high, or when the river bed is moving due to bed-load sediment transport [Rennie et al., 2002; Sassi et al., 2011] . An alternative method requires the use of an accurate GPS to estimate ship velocity. In this study, all raw radial velocities were corrected for the ship velocity, transformed to radial components, based on DGPS data. The use of GPS as a reference is not a pre requisite for the application of the proposed method.
Transect Splitting and Section Definition
The track navigated by the vessel during data collection is defined by all positions of the ADCP, p a , expressed in a projected geographic coordinate system (x, y, z), and usually collected with a GPS device (the vertical component z of p a is set to the draft of the ADCP transducers). The track is split into single crossings, each belonging to a river section (Figures 3 and 4) , based on which the data will be further processed. For each section, we define a direction, which together with the vertical (k), defines a plane on which the data will be projected. The direction of a section t is determined as the largest eigenvector of the covariance matrix of p a . The horizontal direction, orthogonal to t, is defined by the unit vector o (Figures 3 and 4) . Any position p is transformed to a coordinate system defined on the section plane 
where p a denotes the average of all track positions belonging to a certain section.
Positioning of Radial Velocities
The location of the radial velocity sample determines which mesh cell the radial velocities belong to. In an ADCP-centered coordinate system, the spatial orientation of the acoustic beams of an ADCP can be described by a unit vectorsq for each beam. To account for the orientation of the ADCP during data collection, we need to rotate the coordinate system to the projected geographic coordinate system q5Tq. The rotation matrix T is usually composed of three consecutive rotations in space that transform the ADCP-fitted coordinate system to a projected geographic coordinate system. The definition of T will mainly depend on the way the instrument measures the three consecutive rotations. The position of a radial velocity measurement at a range r from the instrument is p5p a 1rq:
The same approach is followed to determine the position of the bed based on the range to the bed measured by the ADCP.
Nondimensional Depth
Commonly, when processing ADCP data, the depth detected at the end of the beam is considered representative for all measurements performed along that beam. This can be correct when the gradient in the bed elevation is limited. When strong bed level gradients are present, the depth at a velocity measurement can be quite different from the depth at the end of the acoustic beam (see Figure 1d ). The proper depth at each radial velocity is found by interpolation from a predetermined bathymetry. This bathymetry is constructed using all depth measurements obtained with the ADCP. For each velocity measurement position, p v , we therefore find the corresponding bed position p b . With the obtained bed position, we nondimensionalize the vertical coordinate:
where g is the fluctuation of water level around the mean water level at which z 5 0. 
Results
We process two data sets according to the proposed method. The data were collected at two locations along the Mahakam River, East Kalimantan, Indonesia. This river features several bends with very deep scour holes often exceeding three times the average depth, reaching depths of typically 45 m [B. Vermeulen et al., Sharp bends associated with deep scours in a tropical river: The River Mahakam, submitted to Journal of Geophysical Research: Earth Surf, 2013]. We selected two locations, one featuring a strongly sheared flow near a sharp bend ( Figure 3 ) and another at a mild bend near a junction (Figure 4 ).
The two data sets are processed both according to the proposed method and according to the conventional processing approach. The conventional method differs from the proposed method only in the way velocity vectors are estimated, i.e., directly from simultaneously measured radial velocities, from each of the four ADCP beams.
Flow Inhomogeneity
At large distance from the ADCP, differences between the two methods are most pronounced, because the beam spreading increases with depth from the surface. The difference between the two methods reaches in some areas values of 0.24 m/s, which is a significant portion of the total magnitude of the estimated velocity ( Figure 5 ). These large differences not only occur in sections with complex flows. Also at section 7, with a relatively simple flow pattern including a secondary circulation cell due to curving of the river, differences are high compared to the total magnitude of the velocity (Figure 6 ). The vertical component in the uppermost velocity estimates appears to be biased low. This can be attributed to the effect of the vessel interfering with the flow [Tokyay et al., 2009; Muste et al., 2010; Jamieson et al., 2011] .
Thirty percent of the cells have a relative difference in longitudinal velocity between 0 and 210% (Figure 7) . The difference in longitudinal velocity between the two methods can exceed 20 cm/s. When integrated over the cross section, differences become insignificant. This shows that the conventional method acts as an effective smoother, such that variance is reduced, but the longitudinal flow is preserved.
Velocity estimates differ most in the cross-stream and vertical direction (Figures 7b and 7c ). The streamwise vorticity of the flow (Figure 8) seems smoother in the conventional method compared to the proposed method. The reason for this can be the fact that the conventional method combines velocity samples collected at much larger distances than the proposed method, introducing spatial smoothing. The secondary flow patterns are different between the two methods. A secondary flow cell clearly visible in the results obtained with the proposed technique is resolved differently in the results obtained with the conventional method (Figure 8 ). The core of the secondary flow cell is located closer to the bed in the conventional method and below the core no flow toward the inner bank (to the right in Figure 8 ) is observed. The largest differences in secondary flow occur at locations with strong shearing. 
Turbulence and Inhomogeneity
The estimated variances (equations (6) and (7)) of the velocity are strongly influenced by the flow inhomogeneity within a mesh cell. The estimated variance for the conventional method is determined as the variance of the Cartesian estimators of velocity within a mesh cell. We can expect this variance to be biased low, compared to the variance estimated for the proposed method, since we do not take into account the variance in the initial radial velocities.
When more repeat transects are included in the estimate of the velocity variance, we expect the variance to increase until enough repeat transects are included. The variance will only reach a stable value under steady flow conditions [Soulsby, 1980] . Once a stable value of the variance estimate is obtained, it is reasonable to conclude that enough data were collected to obtain a robust estimate of the mean velocity vector. This analysis was performed with different cell sizes (Figure 9 ).
For section 3, the variance is increasing when more repeat transects are included. This is attributed to a higher temporal coverage of turbulence-induced fluctuations. At a certain number of repeat transects, the estimated variances in velocity stabilize. Typically, four to five repeat transects are needed when using the proposed method, while many more transects are needed when the conventional method is adopted. The improvement in variance convergence is most pronounced for smaller mesh cell sizes. This can be explained by the fact that the current method provides the largest improvements when the cell size is much smaller than the beam spread.
The estimates of variance, which is mostly caused by turbulence, benefit more from the inclusion of additional repeat transects than from a larger mesh cell size. These results confirm earlier findings by Tarrab et al. [2012] . Increasing the mesh cell size, or applying a spatial smoother, only improves the estimates of the spatially induced variance. The temporal component of the variance is strongly improved when including more repeat transects. Due to ship motions, this variance cannot be used to estimate turbulence properties [Lu and Lueck, 1999] .
Discussion and Conclusions
A new method is proposed to yield improved velocity estimates from moving-boat measurements. The new method abandons direct combination of velocity estimates from the four acoustic beams to a Cartesian velocity vector, which is intuitively appealing, and has gained wide acceptance. Since the acoustic beams are divergent and sample synchronously, velocity estimates from three beams at the same horizontal level yield the instantaneous Cartesian velocity vector, provided that the instantaneous velocity field between the three beams at that level is spatially homogeneous. The latter assumption is largely valid for the mean flow but not for turbulence-induced velocity fluctuations Stacey et al., 1999] . To some degree, the fourth acoustic beam can be used to reduce the effect of spatial inhomogeneity of turbulent fluctuations, but repeat transects are indispensable to remove it completely, and to take out the effect of temporal variation. In the new method, the mean Cartesian velocity vector is retrieved in a single step based on a least squares procedure.
The proposed method reduces the spatial extent of the region over which turbulence-averaged properties are assumed to be homogeneous, which applies both to the conventional and to the proposed method. In the conventional approach, the quality of the velocity estimates generally deteriorates with distance from the transducer, because of the increasing aperture between the beams. Also, instrument tilts directly lead to a loss of accuracy, depending on the distance to the transducer. The new approach features a very generic way of dealing with beam spreading and instrument tilts and can be applied to any beam configuration. It can also be extended to perform a first-order correction for the inhomogeneity [Marsden and Ingram, 2004; Kawanisi, 2004] .
The method is shown to provide results that differ from results obtained with conventional processing methods. The method allows to better recognize secondary flow cells. Beam divergence acts as a spatial filter [Gonz alez-Castro and Muste, 2007] , with a filtering window that increases with distance from the ADCP transducer. This leads to a reduction of the variance in velocities but leaves the cross-section integrated velocity unaffected.
Our results confirm earlier findings of Szupiany et al. [2007] and Tarrab et al. [2012] , who argue that several repeat transects are needed to obtain robust estimates of the turbulence-averaged velocity. The proposed method seems to reduce the minimum number of repeat transects needed. When estimating the variance in velocity, progressively including more repeat transects is shown to be an effective method to assess the effect of turbulence-induced inhomogeneities on the estimated velocity. A single repeat transect already yields sufficient data to estimate the velocity vector, which holds both for the proposed method and for the conventional method. The inclusion of a larger number of repeat transects serves to isolate the mean velocity vector but is not a prerequisite to apply the proposed method. Mean velocity estimates obtained either from the conventional method or from the new method suffer from errors in positioning and projection, essentially in the same way. The solution to the problem of beam divergence presented here comes at no extra cost other than restrictions to the mesh, to guarantee enough velocity samples in each mesh cell.
The new method can have far-reaching implications for those using vessel-mounted ADCPs for flow velocity measurements. The relevance for procedures to obtain river discharge [e.g., Gordon, 1989; Le Coz et al., 2008; Nihei and Kimizu, 2008; Sassi et al., 2011; Hidayat et al., 2011] is limited, since cross-section averaged velocity is largely unaffected. Secondary flow patterns appear to be different with the proposed method, resulting in different positioning of the core of secondary recirculations. It will be particularly relevant for studies of complex geophysical surface flows, focusing on sediment transport [e.g., Rennie et al., 2002; Thorne and Hanes, 2002; Hoitink, 2004; Hoitink and Hoekstra, 2005; Kostaschuk et al., 2005; Parsons et al., 2005; Buschman et al., 2012; Moore et al., 2012; Sassi et al., 2012; Szupiany et al., 2012] , flow division at bifurcations [e.g., Richardson and Thorne, 2001; Dinehart and Burau, 2005a; Sassi et al., 2012; Buschman et al., 2013] 
