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The rapid development social media has produced huge amount of images
with embedded text such as brand logos, road signs, business name boards. Read-
ing the texts will help to better understand the image contents. However, the
automatic text reading in scene images is still a challenging task. Therefore, in
this thesis, we address the text reading problem by solving each of the sequential
components, namely, text detection, text segmentation and text recognition.
The first problem for text reading is to locate the text areas in the images.
To address this, we propose a unified text detection system, i.e., Text Flow, to deal
with languages of different scripts such as English and Chinese which is difficult
for most existing connected component based methods.
When the text locations have been identified, the background regions of the
located texts need to be removed before conducting text recognition. We propose
text segmentation algorithms from different perspectives based on color and stroke
properties for character segmentation and word segmentation.
Once the background regions have been removed, characters in the detected
words could be easily identified for text recognition. We extend the Histogram of
Oriented Gradients feature to recognize characters in different scripts including
English, Chinese and Bengali. We also propose two new scene character datasets,
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Chapter 1
Introduction of Text Reading in
Natural Scene Images
1.1 Background and Motivation
Texts in scene images provide a very fundamental means of communication be-
tween humans and environments due to its highly self-expressiveness and conclu-
siveness. Machine reading of texts in scenes has attracted increasing interest in
recent years, largely due to their important roles in many practical applications
such as autonomous navigation, multilingual translation, image retrieval [17], ob-
ject recognition [18] and so on. An experimental study in [19] shows that human
beings tend to be attracted by text when they are presented with images con-
taining text and other objects. This study further shows the importance of text
compared with other objects appearing in images. Therefore, automatic reading
of texts in scene images becomes a very important and worthwhile task to assist
humans in their daily life.
It’s necessary to distinguish between the task of extracting text from natural
scene images and document images. The technology of automatically reading
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text from document images, i.e., Optical Character Recognition (OCR), has been
developed for years and its very first idea could be traced back to works involving
telegraphy and creating reading devices for the blind around 1914 [20]. From
then on, various commercial and open source OCR systems have been developed
such as ABBYY FineReader [21] and Tesseract [22] which are powerful engines to
convert document images into machine-encoded text. Besides, many task-specific
OCR engines have been designed to process different kinds of documents including
receipt OCR, check OCR and bank statement OCR.
Despite the great success of reading text from document images, reading
texts in scene images is a much more challenging research topic due to the high
complexity of scene images. Firstly, unlike scanned document texts that usually lie
over a “blank” document background with uniform color, texture, and controlled
lighting, scene texts could appear together with any arbitrary context such as
bottles, clothes, cars, sign boards, buildings that usually have variational color,
texture, and lighting conditions. Secondly, unlike scanned document texts that are
usually printed in some commonly used text font and text size, the scene text could
be captured in arbitrary size and printed in some fancy but infrequently used text
fonts. Even worse, the font of the scene text may even change within a single word,
for the purpose of special visual effects or attraction of the human attention. Third,
unlike scanned document texts that usually have a front-parallel view, scene texts
captured from arbitrary viewpoints often suffer from the perspective distortion.
Figure 1.1 shows a few sample document images and natural scene text images
where scene images intuitively demonstrate higher complexity. All these variations
make the extraction of scene texts a very challenging task.
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(a) Document images
(b) Natural scene images
Figure 1.1: Demonstration of texts in document images and natural scene images.
(a) shows two scanned document images from the Tobacco800 Document Image
Database [1]. (b) shows two natural scene images from the SVT dataset [2] and
the multilingual dataset [3], respectively.
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Table 1.1: Comparison of text extraction performance between document images
and natural scene images
Image type Recognition accuracy
Document images 90-98% [23]
Natural scene images 45% [24]
Table 1.1 gives the text extraction performance in document images and
natural scene images. For document images, the average OCR accuracy is 90-98%
which is generally agreed for historic newspapers as reported in [23]. This accuracy
may vary for different kinds of documents such as books, bank statements, receipts
etc. As to text extraction in natural scene images, the state-of-the-art performance
of 45% is reported by Neumann and Matas [24] in 2013 on the ICDAR 2011 dataset
[25]. The poor performance on natural scene images is mainly because of the image
complexity and text variations mentioned previously.
1.2 Scene Text Reading Pipeline
In order to address the text reading problem in scene images, there are generally
two key sequential steps. Firstly, given an input image, text locations need to
be correctly identified. The localization result is usually shown by tight bounding
boxes around the text regions, each of which usually contains one single word or one
text line containing several words. Secondly, text recognition algorithm is applied
to each bounding box text region to output the machine encoded text strings.
In addition, text segmentation algorithms are employed in some frameworks as a
pre-processing step for better text reading performance. The pipeline of scene text
reading is shown in Figure 1.2.
Various scene text reading methods have been reported in the literature









Figure 1.2: Pipeline of the scene text reading. (a) shows an input image with
detected text region in blue bounding box from ICDAR 2003 dataset [4]. (b) is
the detected words cropped from the input image. (c) is the ground truth [5] text
segmentation result of (b). (d) is the recognition results which are text strings.
the performances of existing techniques are far from satisfactory because the un-
constrained conditions under which images are captured, such as low contrast,
uneven illumination, rare font styles, complex texture of the text regions. In ad-
dition, many of the algorithms are specifically designed for Latin scripts and may
be ineffective dealing with scripts in other languages such as Chinese and Bengali.
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1.3 Thesis Structure and Contributions
In this thesis, we address the problem of reading scene text from images in multiple
languages and improving the performance on both Latin and non-Latin languages
like Chinese and Bengali. The structure of the thesis is as follows. Related works
in scene text reading are introduced in (Chapter 2). Since the whole text reading
pipeline consists of three components, namely, text detection, text segmentation
and text recognition. Hence, each of these components needs to be properly ad-
dressed to improve the overall performance.
The first problem is to locate the text regions in the image which is referred
as text detection. For this problem, we propose an integrated approach in Chapter
3 to detect different text scripts. The detected text regions are then pre-processed
by text segmentation methods in Chapter 4 to eliminate background regions.
Finally, we identify the characters from the segmented text images and apply
text recognition algorithms described in Chapter 5 to output the text strings
in the image. Conclusions and future works are described in Chapter 6. Our
contributions to each component of the pipeline include:
1. Text detection: We develop a unified text detection system, i.e., Text
Flow, utilizing the minimum cost flow network model for text line extraction
in combination with an accelerated cascade boosting process. Our proposed
system could more easily deal with texts of different scripts such as English
and Chinese which is difficult for most existing connected component based
methods. Besides, this system is the first work that formulates the text
detection task into a single model and solves the error propagation problem
in most existing systems.
2. Text segmentation: We propose one algorithm for cropped character im-
age segmentation and two algorithms for cropped word image segmentation
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considering different text properties. The first work makes use of the radius
of medial axis to reconstruct the character regions which has not been in-
vestigated before. For cropped word segmentation, we present a multi-level
MSER technology that identifies the best-quality text candidates from a set
of extracted stable regions with four novel designed measures. In addition,
we refine the seed selection of an existing work and utilize graph cut to get
accurate text segmentation. Experimental results prove that our proposed
algorithms give better performance than existing ones.
3. Text recognition: We explore a spatial Pyramid Histogram of Oriented
Gradient (PHOG) for scene text recognition which encodes the relative spa-
tial layout of the character parts. In addition, we extend the HOG feature
and proposed two new feature descriptors: Co-occurrence HOG (Co-HOG)
and Convolutional Co-HOG (ConvCo-HOG) for accurate recognition of scene
texts of different languages. We have also created two new scene character
datasets, one for Chinese and one for Bengali, to advance the research in




In this chapter, we introduce some recent works on text reading in scene images
for the three components as indicated in Figure 1.2, i.e., text detection, text seg-
mentation and text recognition.
2.1 Text Detection
The detection of texts in scenes has been studied for years and quite a number
of methods have been reported. Most of these methods as shown in [26, 27, 28]
typically consist of four sequential steps: 1) text candidate detection, which is
to locate possible candidate regions with text; 2) false text candidate removal,
which aims to reduce the false alarm text candidates as mush as possible (for high
precision) and meanwhile keep the positive candidates (for high recall); 3) text line
extraction, which aggregates the isolated text candidates into semantic words or
text lines; 4) text line verification, which eliminates falsely detected text lines to
produce the final text detection outputs. Some of the works may utilize the text
recognition results as a feedback to further improve the text detection performance
[29].
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(a) Input image (b) Confidence map
Figure 2.1: Illustration of sliding window based methods (adapted from [6]). The
darker regions in the confidence map indicate lower text confidence and vice verse.
2.1.1 Text Candidate Detection
Text candidate detection is an essential first step for text detection task of which
the methods could be roughly grouped into two categories, sliding window based
methods and connected component based methods.
2.1.1.1 Sliding Window Based Text Candidate Detection
The basic idea of sliding window based methods is to apply windows of different
sizes and aspect ratios on the image pyramid at all possible locations to detect texts
of various shapes. By training a powerful classifier with the designed image features
in each window, it can produce a confidence map regarding whether the window
contains text or non-text which is then thresholded to produce text regions (Figure
2.1) as in [6]. Another option is applying non-maximum suppression algorithm to
produce text candidates and the text candidates are then aggregated to generate
semantic text lines as in [30]. Sliding window based methods are generally slow
since it needs to process thousands or even millions of windows for a single image.
The key point of the sliding window based methods is how to develop an
effective text/non-text classifier. In [30], the authors build a cascade Adaboost
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classifier based on features including mean and standard deviation of intensity,
derivative features, histogram of intensity, gradient direction as well as intensity
gradient. Block patterns are designed for feature extraction in each sub-window
due to the observation that the gradient derivatives follow obvious pattern. His-
togram of oriented gradients [31] is adopted in [3] as a text region detector to get
text confidence and scale information of the image. Local binarization is applied
to generate text candidates, followed by a conditional random field model to filter
non-text components. To avoid designing hand-crafted features, unsupervised fea-
ture learning technique is exploited to solve the text detection problem. In [6, 29],
the authors use a variant of k-means clustering to first build a dictionary of visual
words using a huge number of training samples. Then each sliding window in the
test image is mapped to a new representation using the dictionary, followed by a
Support Vector Machine and a multilayer neural network, respectively. This will
produce a confidence map in terms of text and non-text and it is then thresholded
to differentiate text and non-text regions. While those methods are more tolerant
to image noises, their main drawback is computation expensive. Besides, they can
not segment the characters accurately to provide binary masks of the character
shapes. An example of sliding window methods is shown in Figure 2.1.
2.1.1.2 Connected Component Based Text Candidate Detection
Connected component based methods [7, 32, 33, 34, 35, 36, 37] are prevalent
recently due to their much higher efficiency compared to sliding window based
approaches and generally they can provide accurate character segmentation results
at the same time.
A local image operator Stroke Width Transform (SWT) is proposed in [7]
based on the observation that text tends to have nearly constant stoke width com-
pared with background regions. Canny detector is first used to identify potential
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text edges and SWT is applied to each edge pixel to get their stroke width. A
demonstration of how SWT works is shown in Figure 2.2. Figure 2.3 is an exam-
ple of applying SWT to a test image. Those connected components in Figure 2.3b
(a) (b)
Figure 2.2: Implementation of the SWT (adapted from [7]). (a) p is a pixel on the
boundary of the stroke. Searching in the direction of the gradient at p, leading to
finding q, the corresponding pixels on the other side of the stroke. (b) Each pixel
along the ray is assigned by the minimum of its current value and the found width
of the stroke.
are taken as the text candidates. The SWT is effective to retrieve the character
candidates since text regions tend to have sharp edges and their strokes are gen-
erally symmetric. Therefore, many ensuing works have been exploited based on
the SWT. In [14, 36, 38], SWT operator is used as the first step to detect text
candidate regions and it is also employed in text deblurring task [39] to estimate
the blurring parameters. The SWT is extended in [40] where the Stroke Feature
Transform (SFT) is proposed with additional constrains to ensure that the shoot-
ing ray is less erroneous. The constrains consist of stoke width constraint (gradient
orientation difference), stroke color constraint (color difference between the edge
pixel and the pixels on the ray) and neighborhood coherency constraint (color dif-
ference of neighboring rays). SFT reduces the number of incorrect connections and
occasional error shooting rays compared to SWT and thus improve the text de-
tection performance. However, these methods depend on the edge detector which
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(a) Input image (b) SWT map
Figure 2.3: A sample image using SWT (adapted from [7]). Each pixel in (b)
are labelled by its corresponding stroke width value. Darker intensity indicates
smaller stroke width.
is likely to produce many noisy edges and probably fails on low contrast images.
In [35], the authors extract candidate components by combining gradient parti-
tion and color partition. Candidate components are then grouped to form text
lines based on their joint structural features. A framework incorporating bound-
ary clustering, stroke segmentation and string fragment classification is proposed
in [41]. The method uses Gaussian mixture model and EM algorithm to group
boundary pixels first, followed by stroke analysis to extract text candidates. Those
candidates are then classified based on some text features.
Maximally Stable Extremal Regions (MSERs) [42] has been employed in
many recent works [8, 33, 37, 43, 44, 45, 46] because of its efficiency and robustness
to noise and affine transformation. Conceivably, it helps to achieve the state-of-
the-art performance in horizontal text detection [46] (winning the first place in one
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(a) Input image (b) MSER regions
Figure 2.4: Illustration of MSER region detector (adapted from [8]). Blue regions
are obtained by the MSER+ (to detect regions that are brigter) pass and the red
regions by the MSER- (to detect regions that are darker) pass.
of the tasks at the ICDAR 2013 robust reading competition [11]) and arbitrary
orientation text detection [45]. Extremal Regions (ERs) [37] is proposed as an
extension of MSERs to overcome its inability with low contrast and blurry images
by relaxing the maximal stability constraint to attain higher recall in text candi-
date detection. Those MSERs based methods are based on the assumption that
text regions usually have an obvious contrast with the background and they them-
selves have relatively stable colors or intensities and thus could be retrieved by the
MSER detector. The problem with these methods is that many non-text regions
are also detected as text candidates. Therefore, false text candidate elimination is
regarded as a primary task in most MSERs based methods. An illustration of the
MSERs text candidate detector is shown in Figure 2.4.
2.1.2 False Text Candidate Removal
To obtain a better recall of text candidates, a huge number of non-text regions will
be falsely picked up. According to [37], the precision of text candidates is only 5.7%
when the expected recall is 93.7% by applying the ERs detector. To effectively
13
eliminate those false alarms, many methods have been exploited [33, 37, 44, 46]
based on heuristic rules and feature learning classifiers.
2.1.2.1 Heuristic Rules
Text regions carry many discriminative features that make them distinguishable
from other objects like the stroke constancy, color stability, aspect ratio etc. Popu-
lar adopted rules to discard potential false alarm components including component
size, aspect ratio, stroke width variance, number of holes, region color stability
[7, 40, 43]. These rules based filtering methods depend on the prior knowledge
of text features which do not need extra learning process and are very efficient in
terms of processing time. But there are several problems that make these rules
unreliable and incapable of achieving high performance. First, the rules are based
on human’s knowledge which, in most of the time, are just an approximate esti-
mation and could not be adapted to most general cases. For instance, the text
fonts and strokes may appear very differently in some fancy brand names which
are beyond the capability of the derived rules. Secondly, the heuristic rules for dif-
ferent languages may conflict with each other. If we identify the scripts of the text
candidate first and then apply different rules for different languages, the system
complexity could be greatly increased.
2.1.2.2 Feature Learning Classifier
Most recent works employ feature learning based methods to train text/non-
text classifiers to eliminate false alarm candidates. Learning based methods are
more generative and adaptable compared to heuristic rules since they will catch
more insights about the data relations. The generally used features include as-
pect ratio, relative candidate height, occupation ratio, number of holes, convex
hull area to surface ratio, character color consistency, background color consis-
14
tency, skeleton length to perimeter ratio, compactness, contour gradient, bound-
ing box coordinates, horizontal crossings, boundary smoothness, gradient density
[3, 34, 36, 37, 46, 47, 48, 49, 50]. These features are trained using some well-known
classifiers such as Support Vector Machine (SVM), random forest, etc.
In addition, more elaborate features and learning algorithms are designed
for false alarm removal. Neumann and Matas [37] propose a two-phase filtering
process where computation economic features like aspect ratio and compactness
as mentioned previously are used to remove a large part of the false alarms. More
complex features with much higher computational costs such as convex hull ratio,
hole area ratio and the number of outer boundary inflexion points are extracted to
deal with the hard cases. In [40], the filtering of false alarm candidates is managed
by a Text Covariance Descriptor (TCD) to represent the text information for each
component. Different from most previous methods that compute local features for
all pixels within a sub-window, the TCD derives a covariance matrix of multiple
element-level features within a defined region. Different features are exploited
to compute the covariance matrix including normalized pixel coordinates, pixel
intensities, stroke width values and per-pixel edge labeling which induce a 45-
dimensional vector. Some of the global features are also included such as the aspect
ratio and occupation ratio to train a random forest for text/non-text classification.
Some latest works utilize neural networks to remove false alarm candidates
[29, 44, 51, 52, 53, 54] and have achieved the state-of-the-art performance. The
convolutional neural network (CNN) is utilized for text/non-text classification with
two convolutional layers with 96 and 256 filters respectively based on 32-by-32 gray
scale image patch [29]. Different network structural are studied in [44, 51, 52, 54]
to obtain a better performance of classification by varying the number of layers,
the activation function, the sampling techniques, etc. In [53], a neural network
model is combined with a divide-and-conquer strategy which is designed to label
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each candidate image patch (generated by color-enhanced contrasting extremal
region) by rules. Each patch will be identified as one of five types, namely, long,
thin, fill, square-large and square-small, and classified as text or non-text by a
corresponding neural network. As a result of the powerful text/non-text classifier,
it reports a new record on the ICDAR 2013 dataset with 86.37% F-score.
2.1.3 Text Line Extraction
The study on text line extraction, which is to group the isolated text candidates
into semantic text lines, is limited compared to the other steps in the text detection
pipeline. The popular approach is the hierarchical clustering adopted in [7, 36, 40,
44, 48, 53] where a pair of neighboring character candidates with certain similarities
are first grouped to form a text line and two neighboring text lines are further
merged if they share one character candidate. The merging process iterates until
no text lines could be merged. This clustering approach is based on many pre-
defined heuristic rules which could hardly be generalized to various text styles.
A single-link clustering algorithm is presented in [46] which is similar to that in
[7]. The difference is that in each step two closest clusters (text lines) having the
smallest distance are merged and the distance weights and clustering thresholds
are learned by a distance metric learning algorithm. A common problem of these
algorithms is the exclusion of character confidence when grouping the neighbors
into a text line.
A learning-based method is presented in [3] which first clusters neighboring
components into a minimum spanning tree (MST) and then partitions the MST
into sub-trees (corresponding to text lines) by minimizing the total energy of the
sub-trees. Another technique extracts text lines based on the assumption that
characters within a text line can be fitted with one or more top and bottom
lines [33]. But this assumption may not be valid for texts and languages where
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each character could consist of multiple isolated parts. Gomez and Karatzas [55]
present a method built around a perceptual organization framework that exploits
collaboration of proximity and similarity laws to create text-group hypotheses.
They assume that texts could be located by humans even for languages and scripts
that they have never seen before because of the similar perceptual organization of
neighboring regions. In [45], text line extraction is treated as a graph partitioning
problem where each vertex is an MSER. The MSERs are first grouped under a
weak hypothesis about the spatial and appearance information. Then high order
correlation clustering is utilized to partition the MSERs into text lines, where soft
constraints are adopted to enforce long range interactions.
2.1.4 Text Line Verification
To further reduce the falsely detected text regions, many works have an additional
text line verification step to justify the confidence [36, 40, 55]. The features adopted
include some from the false text candidate removal step (as mentioned earlier in
Section 2.1.2.2) as well as additional text line level information such as spatial
position of two neighboring candidates, average text candidate confidence, etc.
In [40], the Text Covariance Descriptor (TCD) is applied to detected text
lines with features not only from isolated components, but also high order features
such as the normalized component center, text line height, component angle, etc.
The covariance matrix of the HOG feature is also computed for each component
and attached to the feature vector to train a random forest to discriminate text-
like outliers. In [36], text line features like candidate count, average candidate
confidence, average color self-similarity, average structure self-similarity are com-
puted to filter false text lines. A two stage filtering is designed in [55] where each
region of the group is first eliminated by the character confidence of a Real Ad-
aboost classifier using component level features like stroke width, area, perimeter,
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number and area of holes. Then the same features are used for the whole text line
in combination with the scores from the previous step to train another Adaboost
classifier to eliminate false text lines.
2.1.5 Summary
In this section, we mainly discuss the techniques in the four steps in scene text
detection, namely, text candidate detection, false text candidate removal, text line
extraction and text line verification. The most popular candidate detection method
is the MSER detector and because of the large amount of false alarms produced,
false text candidate removal step is taken as a crucial step to improve the detection
precision. Remaining candidates will be grouped into text lines where hierarchical
clustering is mostly adopted. Extracted text lines will be further verified with
classifiers trained on text line level features. These sequential steps are easy to
catch when designing a system but the errors will accumulate from previous steps
and propagate to the following steps, leading to an unsatisfactory performance.
2.2 Text Segmentation
The objective of text segmentation is the pixel level separation of text from the
background, i.e., to get a binary image where text regions are set to black and
background regions to white, or vice verse.
Document image binarization is a well developed text segmentation tech-
nique in document image analysis. It has achieved very good performance on
scanned documents and could deal with certain degraded document images. Ex-
isting methods [56, 15, 57, 58, 59] are mainly based on thresholding techniques,
varying from global, local to adaptive ones. For scene text with high contrast and
monotonous foreground and background, some of these algorithms still work well.
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However, in many other cases, scene text images are very complicated, because
of the variety of colors, different textures, changing illumination, complex back-
ground and so on. Such unconstrained conditions make scene text segmentation a
very challenging task.
To address the above problems, many text segmentation algorithms have
been proposed. In [30], a variant of Niblack’s adaptive binarization algorithm [56]
is proposed for this purpose. In [60], a multi-scale edge-based text extraction algo-
rithm is developed which generates a feature map based on average edge density,
strength and variance of orientations within a local window. Text regions are ob-
tained by global thresholding on the feature map. K-means clustering is adopted
in [61] to get candidate text regions followed by SVM to select the candidate that
is most likely to be text. In [62], an approach based on mathematical morpholog-
ical operations has been studied for extraction of Devanagari and Bengali texts
from scene images. The method in [63] mainly considers the color distribution of
the text regions and introduces a two-step text segmentation algorithm to refine
the text segmentation result. In order to combine color and spatial information,
a selective metric-based clustering is proposed in [64] to first merge similar color
regions and Gabor filters are then adopted to enable character segmentation.
Recently the Markov Random Field (MRF) model is adopted for binariza-
tion in [14] where an auto-seeding technique is proposed to first select foreground
and background pixel seeds and MRF is then used to do text segmentation. How-
ever, the pixel seeds selection method is not robust when the image contrast is
low or when text regions contain cluttered detected edges. A similar approach is
implemented in [50] which first produces seed pixels by local binarization using
Niblack bianrization. Then the strengths of the seed pixels are estimated using
Laplacian operator on the image intensity to get initial labeling, followed by a




Figure 2.5: Illustration of text segmentation examples from SVT dataset [9]. The
top row is input cropped word images and the bottom row is the ground truth
text segmentation results from [5].
[37, 65] to detect character candidates which could be well segmented from the
image backgrounds. In [66], a bilateral regression method is introduced to model
text regions containing smooth color changes. An error is computed for each pixel
comparing with the model and Otsu’s method is used on the error values to pro-
duce the segmentation result. A novel ring radius transform [67] is proposed to
restore broken contours in the edge domain to reconstruct a binary character. By
combining with medial pixels and the symmetric properties of character stroke, it
could restore the broken parts on the inner and outer contour of the character.
Zhou et al. [12] describe a text segmentation method based on inverse render-
ing, which iteratively optimizes the rendering parameters including light source,
material properties as well as blur kernel size. But the method could erroneously
include image backgrounds that have similar color with text regions. A multi-level
MSER technology is proposed in [68] to identify the best-quality text candidates
from a set of stable regions based on measures to evaluate the text probability.
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Examples of cropped word text segmentation are shown in Figure 2.5.
2.3 Scene Character Recognition
As mentioned previously, scene texts could appear in arbitrary size, color, fonts,
orientations, lighting, and background as illustrated in Figure 2.6 which make it
challenging to recognize using existing OCR systems. Therefore, quite a number
of scene text recognition techniques have been reported in the literature which
can be broadly classified into two categories. The first is text segmentation based,
which first segments (binarizes) text regions from scene images and then exploit the
traditional OCR for scene text recognition. The second bypasses the binarization
and traditional OCR processes by designing new visual features with classifiers.
2.3.1 Segmentation Based Approach
Segmentation based approaches are discussed in Section 2.2 and the advantage of
the segmentation based approach is that it can leverage on many existing OCR
engines. But it often fails to produce satisfactory recognition results due to two
typical reasons. First, the segmentation by itself is a very challenging task for texts
in scene images which is liable to various segmentation errors. Second, the OCR
engines may not be able to recognize the text even when it is perfectly segmented,
largely due to the large variations of the text appearance in fonts, size and various
distortions such as perspective. An alternative approach is to train a new OCR
engine to adapt to these variations, but that requires the manual segmentation




Figure 2.6: Samples of scene characters of different languages: (a) English scene
characters from ICDAR2003 [4], Street View Text (SVT) [2] and IIIT5K [10]
databases , (b) Chinese scene characters from images captured in China, (c) Ben-
gali scene characters from images captured in West Bengal, India.
2.3.2 Feature Based Approach
As the scene text segmentation is prone to error, feature based approach has
been attracting increasing interests in recent years. Various discriminative shape
and texture features such as Shape Contexts, Scale Invariant Feature Transform
(SIFT), Geometric Blur, Maximum Response of filters, and patch descriptor [69]
have been exploited but few produce satisfactory results when evaluated on public
datasets such as Char74k [69] and ICDAR2003 [4]. In [70], the problem is ad-
dressed by employing Gabor filters and a similarity model for recognition of scene
characters. MSERs are used in [34] to get an MSER mask and extract orientation
features along the MSER boundary. Later in [37], extremal regions are used to
extract character candidates and computationally intensive text features are then
designed to identify the character classes. An unsupervised feature learning sys-
tem is proposed in [6] which first uses a variant of K-means clustering to build
a dictionary and then maps all character images to a new representation using
this dictionary. The part-based tree structure [71] is also proposed to capture the
structure information of different characters where a tree is built for each class
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of character with nodes representing a part of the character. In [72], a bag-of-
keypoints approach is presented based on densely extracted SIFT descriptors to
recognize perspective scene texts of arbitrary orientations.
Some latest works utilize neural networks for scene character recognition
[29, 51, 52, 54]. The convolutional neural network (CNN) as described in [29]
has two convolutional layers that have 115 and 720 filters, respectively, trained
on 32-by-32 gray scale image patches. Different network structures have been
studied in [51, 52, 54] to obtain a better recognition performance by varying the
number of layers, the activation function, the sampling techniques, etc. But to
train a good neural network requires a large amount of data which are not easy to
collect. Besides, the network configuration often requires extensive fine tuning for
the optimal classification performance.
Recently, the classical Histograms of Oriented Gradients (HOG) [31] has
also been widely investigated for scene text recognition. As studied in [2, 9, 73],
HOG outperforms almost all the other features due to its robustness to illumination
variation and invariance to the local geometric and photometric transformations.
Another important reason is that HOG has the capability to encode and match
the strong gradients in characters. In fact, the HOG based approach obtained the
best performance in both ICDAR2003 and SVT datasets when combined with a
deep neural network as trained with a huge amount of training data (up to 40
million) [52]. A HOG-based texture descriptor is presented in [74] to distinguish
text/non-text single lines by dividing the lines into horizontal cell strips which is
defined by cell weight functions when extracting the HOG features.
However, these feature based methods are either based on huge amount of




2.4.1 Text Localization Evaluation
We use the evaluation measure proposed by [75] in ICDAR2011 text localization
competition [25]. Different from previous simple rectangle overlapping methods,
it considers not only one-to-one matches but also many-to-one (the condition that
one detected bounding box corresponds to many ground truth bounding boxes) and
one-to-many matches (many detected bounding boxes correspond to one ground
truth bounding box), which is more accurate to evaluate the detection result.
The evaluation metric is as follows. Given two lists G and D of detected
rectangles and ground truth rectangles, two overlap matrices σ and τ are created.
The lines i = 1...|G| of the matrices correspond to the ground truth rectangles
and the columns j = 1...|D| correspond to the detected rectangles. The values of
these matrices correspond, respectively, to area recall and precision between the
row rectangle Gi and the column rectangle Dj are given in Equation 2.1.
σij = RAR(Gi, Dj)
τij = PAR(Gi, Dj)
(2.1)
The Recall, Precision and F-Measure are defined as in Equation 2.2, where
MatchG and MatchD are functions handling different matches between ground













2.4.2 Text Segmentation Evaluation
Our text segmentation performance is evaluated using a typical precision/recall
measurement based on [76] which is widely adopted by document image bina-
rization task. The definitions are shown in Equation 2.3, where TP, FP, FN
denote the True Positive, False Positive and False Negative values, respectively.








2.4.3 Scene Character Recognition Evaluation
The performance of scene character recognition is much easier to be measured,
which is indicated by the percentage that how many of characters have been cor-
rectly labeled with respect to the total number of test sample images.
2.5 Summary
This chapter mainly reviews some existing techniques in text detection, text seg-
mentation and scene character recognition. Though many works have been re-
ported, the performance is still not satisfactory. The state-of-the-art text detection
performance on the public scene text ICDAR 2011 dataset is 78% [44]. Besides,
text segmentation is also covered which helps improve text recognition accuracy for
existing OCR engines. In addition, scene character recognition is also discussed.
The best end-to-end text recognition performance is achieved by Jaderberg et al.
at 76% [77] as reported on the ICDAR 2013 dataset. In the end, corresponding
evaluation metrics of each step are given.
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Chapter 3
Text Flow: A Unified Text
Detection System in Natural
Scene Images
Text detection is essentially the first step for text reading in scene images. The
performance of this step will have a direct impact for subsequent text segmentation
and text recognition steps. Hence, in this chapter, we investigate and address this
problem to provide a better base for later processing.
3.1 Introduction
The prevalent scene text detection approach typically consists of four sequential
steps namely character candidate detection, false character candidate removal, text
line extraction, and text line verification as discussed in Section 2.1. However, this
prevalent approach suffers from two typical limitations, namely, the constraint to
texts in English and the low detection recall.
First, character candidate detection often makes use of connected compo-
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Figure 3.1: Text detection examples on ICDAR2013 dataset [11] (top row) and
the multilingual dataset [3] (bottom row).
.
nents that are extracted in different ways such as SWT [7] and MSERs [42]. The
idea is to detect as many text components as possible (for a high recall). On the
other hand, this “greedy” detection approach includes too many non-text com-
ponents, leaving the ensuing false alarm removal (for a high precision) a very
challenging task. For example, the precision of the character candidate detection
using MSER is only 5.7% when the recall is controlled at 93.7% for the ICDAR2011
dataset [37]. In addition, connected components do not work well for texts of
many non-Latin languages such as Chinese and Japanese, where each character
often consists of more than one connected component.
Second, the sequential processing approach often suffers from a typical er-
ror accumulation problem. In particular, the error occurred in each of the four
sequential steps will propagate to the subsequent steps and eventually lead to a
low detection accuracy. The situation becomes even worse considering that many
existing techniques focus on the optimization of simply one or a few of the four
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sequential steps. In addition, many existing text line extraction techniques rely
heavily on knowledge-driven rules [7, 33, 37, 44] that are unadaptable when con-
ditions change. For instance, the technique in [33] works by fitting the top and
bottom lines into a text line, but it does not work properly for texts in other
languages.
We propose a novel scene text detection technique to address these two
typical issues as illustrated in Figure 3.1. First, a sliding window based cascade
boosting approach is adopted for character candidate detection. One distinctive
characteristics of this approach is that character candidates are detected as a whole,
hence it dispenses with the complicated process of grouping isolated character
strokes into a whole character. This feature facilitates the detection of texts of
many non-Latin languages such as Chinese where each character often consists
of more than one connected component. Another advantage is that the cascade
boosting approach gives a high recall with much less false alarms. In particular,
when the recall is controlled at 89.2% for the ICDAR 2011 dataset, a detection
precision of 23.1% is obtained (the precision and recall are 5.7% and 93.7% for the
MSERs based approach [37]).
Second, a novel minimum cost (min-cost) flow network model is designed
which integrates the last three sequential steps into a single process and solves the
typical error accumulation problem effectively. The min-cost flow network model
takes the detected character candidates as inputs and it mainly deals with a unary
data cost and a pairwise smooth cost. The data cost indicates the character
confidence which is measured by a Convolutional Neural Network (CNN). The
smooth cost evaluates the likelihood of two neighboring candidates belonging to
the same text line. The problem of text line extraction could hence be formulated
into a task of finding the minimum cost text flows in the network.
The min-cost flow model has a number of advantageous properties. First, it
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Figure 3.2: The pipeline of our proposed system. At first, boosting based character
detection is applied on the input image to obtain candidates. Then text lines are
extracted from the detected candidates using min-cost flow network.
extracts text lines with a very high recall since much less constraints are imposed
and no character-level false alarm reduction is performed before the text line ex-
traction step. Second, it solves the error accumulation problem by combining the
character confidence with text layout information, thus it eliminates most back-
ground noise at both character level and text line level simultaneously. Third, it is
simple and easy to implement, as the adopted features are simple and the min-cost
flow network problem can be solved efficiently.
The proposed technique has been evaluated on the latest ICDAR 2013
benchmarking dataset [11]. The test shows that it outperforms the winning algo-
rithm by a much higher recall (75.89% vs 66.45%) and F-score (80.12% vs 75.89%).
It has also been evaluated on a multilingual dataset [3] with texts in both English
and Chinese, and a 7% improvement in F-score is obtained as compared with
state-of-the-art techniques. More importantly, it obtains similar F-score on both
datasets which shows that the proposed technique can be successfully transferred
for the detection of texts in different languages.
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3.2 Our Proposed System
Figure 3.2 shows the pipeline of the proposed scene text detection system. The
character candidate detection is handled by a fast cascade boosting technique. A
“Text Line Extraction” technique is designed which takes the detected character
candidates as inputs and outputs the verified text lines directly. It integrates
the traditional false character candidate removal, text line extraction, and text
line verification into a single process and can be solved by a novel mini-cost flow
network model efficiently.
3.2.1 Character Candidate Detection
We detect character candidates by combining the sliding window scheme with a
fast cascade boosting algorithm as exploited in [30]. In particular, the cascade
boosting in [30] is simplified by ignoring the block patterns in the sliding window.
Furthermore, only six simple features (pixel intensity, horizontal and vertical gra-
dients and second order gradients) are adopted to accelerate the feature extraction
process. The features are computed at each pixel location and concatenated as the
feature vector for boosting learning. In fact, fewer feature operations improve the
character recall while the weaker character confidence will be later compensated by
a convolutional neural network. Positive training examples are the ground truth
character bounding boxes and negative examples are obtained by a bootstrap pro-
cess, hence reducing the chance of each window enclosing multiple characters or
single character stroke.
The sliding window approach is capable of capturing high level text-specific
shape information such as the distinct intensity and gradient distribution along the
character stroke boundary. In contrast, the connected component approach focuses
on low level features such as intensity stability and is more liable to various false
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alarms. In addition, the use of the cascade boosting plus our speedup strategies
(integral feature map, Streaming SIMD Extensions 2 [78], multi-thread window
processing etc.) compensates for the high computational cost of the sliding window
process. For the ICDAR 2013 dataset, the cascade boosting method takes 0.82s
on average which is comparable to the MSERs based technique that takes 0.38s
on average [46]. Furthermore, the cascade boosting method could detect whole
characters instead of isolated components which are taken as negative samples
during the training process. This feature helps to reduce the complexity greatly for
situations where one single character such as Chinese consists of multiple isolated
components or one connected component consisting of several characters (due to
touching). These distinctive characteristics are illustrated in Figure 3.3 where
most characters are detected as a whole and few windows contain more than one
character.
The detected character candidate is considered positive if
(Area(D) ∩ Area(G))/(Area(D) ∪ Area(G)) > 0.5,
where D is detected candidate and G is the ground truth character bounding box.
Note that each ground truth character window is re-computed as a square bounding
box for a fair evaluation. Under this configuration, the proposed approach achieves
23.1% in precision and 89.2% in recall.
3.2.2 Text Line Extraction
We handle the text line extraction by a min-cost flow network model [79] which
has been successfully applied for the multi-object tracking problem [80]. The
target is to integrate multiple scene text detection steps into a single process and
accordingly solve the typical error accumulation problem that exists widely in the
connected component based scene text detection techniques.
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(a) (b) (c)
Figure 3.3: Character candidate that are detected by our proposed cascade boost-
ing technique.
A flow network consists of a source, a sink, and a set of nodes that are linked
by edges. Each edge has a flow cost and a flow capacity defining the allowed
flows across the edge. The min-cost flow problem is to find the minimum cost
paths when sending a certain amount of flows from the source to the sink. When
applied to the text line extraction problem, the nodes correspond to the detected
character candidates and the flows in the network correspond to text lines. We
therefore refer to this flow network solution as “Text Flow”. Intuitively, if we
want to extract text flows and meanwhile eliminate non-text candidates both at
character level and line level, the network should have a mechanism that deals
with three issues: character/non-character confidence, transition constraints and
cost between neighboring candidates, and probability of choosing a candidate to
be the starting and ending point of a text flow.
3.2.2.1 Min-Cost Flow Network Construction
Based on the assumption that all text lines start from the left to the right, all
character candidates are first sorted according to their horizontal coordinates.
The flow network can thus be constructed as illustrated in Figure 3.4. First, a




Figure 3.4: Illustration of the min-cost flow network construction: (a) shows the
six detected character candidates where the edges show the reachability of the
detected character candidates. (b) shows the constructed min-cost flow network.
For each candidate in (a), a pair of nodes (in blue and orange colors) are created
and an edge linking the two candidates is created and associated with a data cost.
A source node (S) and a sink node (T ) are created and they are connected to all
character candidates in the network. The green path in (b) shows a true text flow.
that represents the data cost of this candidate. Second, a directed edge from
character candidate A to candidate B is created with a smooth cost if A could
reach B based on the transition constraints to be explained later. Third, a source
node and a sink node are created and each candidate is connected to both, where
the edge connecting with the source has an entry cost and the edge connecting
with the sink has an exit cost.
For each character candidate A, the next character candidate B, which A
could connect to, should be restricted by certain constraints to reduce the errors
as well as the search space. Three constrains are employed in our flow network
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Figure 3.5: Spatial and geometrical relationship between two neighboring candi-
dates: Each detected character candidate is represented by a square patch in our
system.
model as illustrated in Figure 3.5. (1) the horizontal distance between A and
B should satisfy the condition H(A,B)/min(WA,WB) < TH . (2) the vertical
distance between A and B should satisfy the condition V (A,B)/min(WA,WB) >
TV . (3) the size similarity S(A,B) of A and B should satisfy the condition (|WA−
WB|)/min(WA,WB) < TS. Extensive tests on the training datasets show that by
setting TH , TV and TS to 2, 0.6, and 0.2 respectively can efficiently reduce the
search space yet keep those right next character candidates. These conditions can
be relaxed to expand the search space in order to detect text lines not complying
with the aforementioned constrains.
Figure 3.4 shows a simple illustration of the flow network construction pro-
cess. As Figure 3.4b shows, each character candidate is represented by a pair of
blue and orange nodes that are connected by an edge with a data cost. Likewise,
the smooth cost is associated with by an edge between two neighboring character
candidates. In addition, each candidate is connected to both the source and the
sink by a pair of edges that are associated with the entry and exit cost, respec-
tively. The text line extraction problem is to find certain number of text flows
that have the minimum cost from the source to the sink.
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3.2.2.2 Flow Network Costs
The costs in the flow network are explained in this part. The data cost C1 is
defined as follows,
C1(A) = −p(T |A) (3.1)
where A is the character candidate and p(T |A) is the confidence of the character
candidate A which is measured by a Convolutional Neural Network (CNN) classi-
fier. The CNN structure is similar to the one that is implemented for the classic
handwritten digit recognition [81]. It consists of three convolutional layers, where
each layer consists of three steps namely convolution, max pooling and normal-
ization. Two fully connected layers are stacked on the last layer, followed by a
softmax layer.
The CNN is trained by using the image patches that are obtained by apply-
ing the character detector on the training images. An image patch (enclosed by
a sliding window) is taken as a positive sample if the overlapping between it and
any ground truth patches is large than 0.5. This step is to minimize the processing
error so that the training and testing data are obtained under similar conditions.
The data cost is negatively correlated with the confidence of how likely a character
candidate is a true character. Higher confidence therefore corresponds to larger
negative cost which decreases the cost of a text flow passing through it. A true
text flow thus will run through character candidates with higher confidence to have
a lower cost.
The smooth cost penalizes two neighboring character candidates that are
less likely to belong to the same text line. It exploits two simple features including
candidate size and the normalized distance between two candidates. The smooth
cost C2 is defined as follows,
C2(A,B) = α ·D(A,B) + (1− α) · S(A,B) (3.2)
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where D(A,B) is the Euclidean distance between the centers of character can-
didates A and B as normalized by the mean of their sizes. S(A,B) is the size
difference of A and B as defined in Section 3.2.2.1. Parameter α controls the
weight of the distance cost and size cost. Note that the smooth cost will not be
negative, i.e., C2 ≥ 0. It is large when the two connected character candidates are
spatially far away or have very different sizes, meaning that they are less likely to
be neighboring characters in a text flow. As a result, a text flow prefers the edge
with a smaller smooth cost while searching for a min-cost flow path.
Though every node has a chance to be the starting/ending of a text line,
their probabilities are different. As text lines are usually linear, intuitively those
candidates lying in the middle of a group of candidates are less likely to be the




where j denotes all possible candidates that could reach candidate A in the directed
graph. If no candidate reaches A, Cen(A) is set to 0. The exit cost can be similarly
defined except that j ranges over all the candidates that could be reached by A.
Equation 3.3 makes sense because if no character candidate precedes A, the chance
of a text flow starting at A is large which is in consistent with a small entry cost
at A. On the contrary, the entry cost will increase if there are preceding character
candidates in front of A. Note that Cen(A) not only depends on the spatial position
of A but also the text confidence of its preceding candidates. The exit cost Cex(A)
is defined following the similar idea.
3.2.2.3 Mini-Cost Flow Solution
To implement the min-cost flow network for text line extraction, the data cost
and the smooth cost (including entry/exit cost) should not be both positive (or
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negative) to avoid the empty zero-cost flow occasions (or flows having too many
candidates). We therefore define the smooth cost to be positive and the data cost
to be negative so that the total cost can be decreased when sending a flow through
a series of character candidates. As a result, the min-cost flow will run through
a network path that consists of character candidates that have similar size and
are close to each other (so as to have smaller positive smooth costs) and character
candidates that have high text confidence (so as to have larger negative data
cost). A true text flow is highlighted by a green color path in Figure 3.4b because
character candidates along this path have much higher text confidence and the
neighboring candidates also have similar sizes (the distance between neighboring
candidates are roughly the same in this case).
The objective function of the min-cost flow based text line extraction can
thus be defined as follows,




Cen(i) · fen,i +
∑
i









where C1(i) is the unary data cost of a character candidate i and C2(i, j) is a
pairwise cost between two candidates i and j. Cen(i) and Cex(i) are the entry
and exit costs of the candidates, respectively. Parameter β is the weight between
the data cost and the smoothness cost. Variables fi, fi,j, fen,i and fi,ex represent
the number of flows passing through the unary edges, the pairwise edges, and the
edges connecting with the source and the sink, respectively. They should be either
0 or 1 to enforce that each character candidate belongs to at most one text line
and they are determined while solving the min-cost flow problem. Γ denotes all
possible flow paths from the source to the sink. The optimal text flows (which are
identified by combinations of fi, fi,j, fen,i and fi,ex.) should be those in Γ that
minimize the overall costs as defined in Equation 3.4 given the flow number.
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Algorithm 1 Text line extraction by min-cost flow technique.
Input: Graph G with all the cost precomputed
Output: Extracted text flows as well as character candidates in each flow
1: repeat
2: Set the flow number to 1.
3: Solve the min-cost flow problem by algorithm [82] and get the cost for flow
i as Costi.
4: Trace the flow path and its character candidates Lij from the algorithm
output.
5: Delete those character candidates that have more than 50% overlap with Lij
from graph G.
6: until Costi > 0
This optimization problem can be efficiently solved by the min-cost flow
algorithm [82]. Algorithm 1 shows how text lines are extracted from the flow net-
work. In particular, one text line is extracted each time as optimization of multiple
flows in one go has relatively lower performance. The overlapping characters are
removed as described in Step 5, since character candidates are detected at multiple
scales and some may overlap with others as illustrated in Figure 3.3. Algorithm
1 terminates when the flow cost Costi > 0. Our test shows that the scene text
detection performance is not sensitive to the α in Equation 3.2 and β in Equation
3.4 when both parameters lie in certain ranges (0.3 ≤ α ≤ 0.5, 1.5 ≤ β ≤ 2.5). We
set α empirically to 0.4 to make the range of data cost two times of the smooth
cost. This makes the text flow favors more on character candidates with higher
text confidence. Parameter β is set to 2 so that the smooth cost will penalize more
on the size difference. Under these settings, the cost will be negative for true text
flows and positive otherwise as verified in our experiments. The extracted text
flows are shown as green lines running through character candidates in Figure 3.6.
As we can see that false candidates are removed during the text line extraction
process and text flows do not zigzag among different lines due to the transition
constrains as explained in Section 3.2.2.1.
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Figure 3.6: Illustration of text line extraction based on the min-cost flow network
model: Input images are shown in the leftmost column and detected character
candidates are labeled by green color bounding boxes as shown in the images in
the middle column. The extracted text flows are labeled by green lines that link
the identified true character (labeled by blue bounding boxes) as shown in the
images in the rightmost column. The center of each identified true character is
labeled by a red dot.
The extracted text lines can be further split into words for the evaluation
of some datasets such as ICDAR 2013 dataset where the ground truth is provided
at the word level. We extract words by using the inter-word blank which can be
easily detected by projecting the image gradient of each extracted text line to the
horizontal axis. The inter-word blank regions usually have very small value along
the projected image gradient.
3.3 Experimental Results
The proposed scene text detection technique has been evaluated on two publicly
available datasets including ICDAR 2013 dataset [11] and the multilingual dataset
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[3]. In addition, it has been compared with seven state-of-the-art techniques over
the two datasets.
3.3.1 Dataset and Evaluation
The ICDAR 2013 dataset evolves from a series of Robust Reading Competitions
held in conjunction with International Conference on Document Analysis and
Recognition (ICDAR). The dataset consists of 462 images including 229 for train-
ing and 233 for testing. For each word within each image, the ground truth (for
detection) includes a manually labeled bounding box as denoted by the coordinates
of the top-left corner and the box width and height.
The second dataset is a multilingual scene text dataset that was created
by Pan etal. as described in [3]. One motivation of this dataset is for techni-
cal benchmarking on texts in non-Latin languages, specifically on Chinese. The
dataset consists of 248 images for training and 239 for testing, and most images
contain texts in both English and Chinese. The ground truth (for detection) in-
cludes a manually labeled bounding box for each text line instead of word because
for texts in Chinese cannot be broken into words without understanding of the
text semantics.
The two datasets are evaluated by using two different evaluation metrics
as suggested by the dataset creators. For the multilingual dataset [3], only one-
to-one matches are considered and the matching score for a detection rectangle is
calculated by the best match with all ground truth rectangles of the image. For
the ICDAR 2013 dataset [11], many-to-one and one-to-many matches (e.g. a single
detected text line corresponds to many words in the ground truth) are considered
for a better evaluation of the detection performance. The two evaluation metrics
are described in more details in [75].
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Table 3.1: Text detection results on ICDAR2011 dataset (%)
Method Year Recall Precision F-score
Kim et al. [25] 2011 62.47 82.98 71.28
Huang et al. [40] 2013 75.00 82.00 73.00
Yao et al. [83] 2014 65.70 82.20 73.00
Baseline - 67.13 81.48 73.61
Yin et al. [84] 2015 66.01 83.77 73.84
Neumann and Matas [65] 2013 67.50 85.40 75.40
Yin et al. [46] 2014 68.26 86.29 76.22
Zamberletti et al. [85] 2014 70.00 86.00 77.00
Huang et al. [44] 2014 71.00 88.00 78.00
Jaderberg [77] 2015 - - 81.00
Text Flow - 76.17 86.24 80.89
3.3.2 Experimental Results
The cascade boosting models for the three public datasets are trained by using
the corresponding training images, respectively. The CNN models used in the
min-cost flow network are trained using the character candidate samples detected
from the training images. In addition, for each character candidate sample in the
three public datasets, we create 30 synthetic samples by rotation, shifting, blurring,
adding Gaussian noise and so on. The total positive and negative training samples
are roughly 600,000 for both.
Tables 3.1 and 3.2 show experimental results on the ICDAR2011 dataset
and ICDAR2013 dataset, respectively. As the two tables show, the proposed tech-
nique obtains similar results for the ICDAR2011 dataset and ICDAR2013 dataset
and it outperforms state-of-the-art techniques clearly. The winning algorithm in
the ICDAR Robust Reading Competition 2013 [11] reports a F-score of 75.89%
while our text flow technique obtains 80.25% as shown in Table 3.2. The superior
performance can be explained by the proposed min-cost flow model that reduces
the error accumulation significantly.
For the multilingual dataset, the first two methods in Table 3.3 produce
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Table 3.2: Text detection results on ICDAR2013 dataset (%)
Method Year Recall Precision F-score
Shi et al. [48] 2013 62.85 84.70 72.16
Baseline - 66.54 80.69 72.93
Ye and David [86] 2014 62.26 89.17 73.33
Yin et al. [84] 2015 65.11 83.98 73.35
Neumann and Matas [37] 2013 64.84 87.51 74.49
Yin et al. [46] 2013 66.45 88.47 75.89
Lu et al. [87] 2015 69.58 89.22 78.19
Text Flow - 75.89 85.15 80.25
Table 3.3: Text detection results on Multilingual dataset (%)
Method Recall Precision F-score Speed (s)
Pan etal. [3] 65.9 64.5 65.5 3.11
Yin etal [46] 68.5 82.6 74.6 0.22
TextFlow 78.4 84.7 81.4 0.94
state-of-the-art detection performance, where Pan et al. [3] are actually the cre-
ators of the dataset and Yin et al. [46] won the Robust Reading Competition
2013. As Table 3.3 shows, our proposed technique outperforms the best perform-
ing method [46] by up to 10% in detection recall and 7% in F-score. To further
analyze the performance on the multilingual dataset, we divide the testing dataset
into two parts, i.e., Chinese and English, and evaluate the performance separately.
There are totally 951 text lines of which 669 are in Chinese (∼70%) and 282 in
English (∼30%). We manually label the correctly detected text lines as Chinese or
English and compute the recall for these two subsets, which are 79.1% (Chinese)
and 76.6% (English) respectively. Since it is not possible to label a false positive
into Chinese or English, the precision cannot be obtained. This result further
proves that Text Flow is robust in processing different scripts of languages.
To verify that the good performance is attributed to the min-cost flow model
instead of the CNN classifier, a baseline scene text detection system is implemented
for comparison. The system consists of the four sequential components, i.e, char-
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acter candidate detection (same as the proposed method), character candidate
elimination, text line extraction and text line verification. The text candidate
and text line elimination is done by thresholding the CNN scores. While the text
line extraction follows the methods in [7, 44, 53] which iteratively merge two text
lines with similar geometric and heuristic properties. The result of the baseline
system is shown in Table 3.2 which decreases more than 7% in F-score. This com-
parison justifies that the min-cost flow model contributes much more to the good
performance than the CNN classifier.
Figure 3.7 shows several sample results from the three public datasets. As
we observe, the proposed technique works well on shaded texts, uncommon fonts,
low contrast texts. Besides, it can detect both English and Chinese present in one
image with the same character detector, as illustrated by the middle row samples
in Figure 3.7. In addition, those characters with multiple isolated components are
easily addressed in our framework while it may be quite complicated for CCs based
methods to group those components into a character. These facts demonstrate
the superiority of the proposed method being utilized as a general text detection
framework regardless of the language scripts. On the other hand, the proposed
method could miss some true text or detect non-text objects falsely under certain
challenging conditions such as rare handwriting font, text similar patterns, vertical
texts, etc.
3.3.3 Discussion
The good performance of our proposed technique is largely due to the min-cost flow
network model which integrates multiple steps into a single process and accordingly
solves the typical error accumulation problem effectively. In particular, the min-
cost flow network model incorporates the character level text confidence and the
inter-character level spatial layout jointly which outperforms those approaches
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Figure 3.7: Successful scene text detection examples on the ICDAR datasets (first
row) and the multilingual dataset (middle row). Representative failure cases (last
row) are illustrated, most of which suffer from the typical image degradation such
as complex background, rare fonts, etc. Miss-detections are labeled by red bound-
ing boxes.
that exploit either character level confidence or inter-character level spatial layout
alone. In addition, the good performance is also partially due to the cascade
boosting model which gives a high recall of character candidates as well as the
CNN employed in the min-cost flow network which provides reliable character
confidence.
The proposed text detection system runs on a 64-bit Linux desktop with
a 2.00GHz processor. Though the sliding window scheme is adopted for the text
candidate detection, the speed of our system is much faster than the hybrid method
(combination of sliding window and text segmentation) in [3] and is comparable
with the MSERs based method in [46] on the multilingual dataset as shown in
Table 3.3. The high efficiency of the proposed technique is largely due to the
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accelerating strategy in the character candidate detection step and the efficient
min-cost flow network solution.
We examine all failure cases and notice that a large amount of failures are
due to the limited training data. In particular, the currently available training data
does not have sufficient diversity. Given more training data with higher diversity,
the character detection recall should be improved, and the CNN model will provide
a higher detection precision.
3.4 Summary
In this chapter, a novel text detection system, Text Flow, is proposed. The system
consists of two steps including character candidate detection handled by cascade
boosting and text line extraction solved by a min-cost flow network. The proposed
system can capture the whole character instead of isolated character strokes and
the processing time is comparable with the fastest MSER based techniques. To
handle the typical error accumulation problem, a flow network model is designed
to integrate the traditional false character candidate removal, text line extraction,
and text line verification into a single process where the text line extraction is
solved by a min-cost flow optimization technique. Experiments on the ICDAR
2013 and the multilingual datasets show that the proposed technique outperforms
the state-of-the-art techniques greatly.
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Chapter 4
Robust Scene Text Segmentation
The previous text detection step provides the bounding boxes around text regions
in a given scene image. However, those text regions may include too much complex
backgrounds that will greatly affect the performance of either OCR engines or
existing text recognition algorithms. Hence, in this chapter we investigate the
text segmentation methods to eliminate backgrounds and keep the text regions
[68, 88, 89, 90]. Our initial attempt is to segment the characters from background,
where characters are cropped manually from the images. A further study on
word segmentation is conducted using multi-level MSER, where the output of text
detection regions could be used directly. In addition, to enhance the segmentation,
a graph cut based algorithm is proposed. The ideal goal of text segmentation is
to remove the background and separate the characters, making it easier for the
ensuing text recognition step.
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4.1 Scene Character Reconstruction through Me-
dial Axis
4.1.1 Introduction
To improve the segmentation of scene characters, Shivakumara et al. [67] have
proposed the ring radius transform to reconstruct shapes of characters to improve
character recognition rate for video and scene characters. However, the method
works well for filling horizontal and vertical gaps but not other kinds of gaps. In
addition, shape may not be preserved when there is a big gap in the character’s
edge image. Later in [91], iterative-midpoint-method is proposed to fill gaps and
preserve shapes of the characters without assuming the direction of gaps. However,
this method is good when the character’s contour has limited small gaps. Thus
it fails for characters having multiple and large gaps. Thus poor recognition rate
for scene characters is reported in the paper. The main focus of these methods
[67, 91] is to reconstruct shape of characters based on Sobel and Canny edge maps
of the input images which makes it prone to error. This motivates us to propose a
new character reconstruction method through medial axis which can take care of
multiple gaps, large gaps and character shapes to achieve better recognition rate
for scene characters without depending on edge maps of characters.
4.1.2 Our Proposed Method
Inspired by the work proposed in [92] where it is shown that Histogram Gradient
Division (HGD) on local gradient is useful for obtaining dominant text pixels
without losing much text pixels for video text with complex background, we extend
the division operation to diagonal direction to obtain dominant pixels for scene
characters in this work. In addition, we propose Reverse Gradient Orientation
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(RGO) to study the local gradient information to obtain dominant text pixels.
Then a union operation is applied on dominant pixels by HGD and RGO which
outputs Candidate Text Pixels (CTPs) that may be scattered without connecting
to each other. Ring Radius Transform (RRT) [67] is applied on CTP image to
obtain a radius map. Then probable Medial Axes (MA) are extracted based on
the radius map and false branches are eliminated via color information. Iterative-
midpoint-method (IMM) [91] is applied to connect small gaps of the medial axis.
The resultant medial axis has preserved the character’s shape and we propose a
novel way to reconstruct a solid binary character directly from the medial axis.
The pipeline of the proposed method is shown in Figure 4.1. The method consists
of three subsections which deal with candidate text pixels selection, medial axis
















Figure 4.1: Pipeline of the proposed method.
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4.1.2.1 Candidate Text Pixels Selection
Scene texts appear to have consistent foreground which usually does not vary
greatly in terms of color and texture such that humans can locate and recognize
them. In contrast, no constrains are given to the background, which means that the
background can appear in any way. Given this assumption, we propose gradient
division and gradient orientation to obtain two kinds of dominant text pixels of
the input character and a union operation is applied on them to get the candidate
text pixels. The candidate text pixels are supposed to lie densely on the contours
of the character and may be scattered within the background region when it is
very cluttered.
• Dominant Text Pixels using Histogram Gradient Division
Gradient information is extremely useful in character shape reconstruction because
it gives lower gradient values in the text region and higher values along the contours
and cluttered background of the characters. Based on this fact, we propose to
use Histogram Gradient Division (HGD) to find the dominant text pixels of the
characters.
Given an input image, we first compute different kinds of gradient as shown in Fig-
ure 4.2. The horizontal gradient is computed via [−1, 0, 1] while a transpose is used









is used to get the secondary diagonal gradient. After obtaining the
gradients, the character is divided as illustrated in Figure 4.2 to get 8 subregions.
Then, we use k-means to get two clusters according to the gradient magnitude in
each subregion. Between the two clusters, the pixels belonging to the cluster that
has the larger mean magnitude are kept, while the rest are discarded because we
expect the candidate text pixels to have larger gradient values. Then a gradient




































Figure 4.2: Workflow of Histogram Gradient Division to get candidate text pixels.
whose gradient values correspond to the peak in the histogram as the dominant
pixels. Figure 4.3b shows the dominant pixels obtained using gradient division of
the input character in Figure 4.3a.
• Dominant Text Pixels using Reverse Gradient Orientation
As studied in [7], each edge pixel lying on one side of the stroke of a scene character
is likely to have a corresponding pixel with opposite gradient orientation lying on
the other side of the same stroke. Inspired by this assumption, we propose Reverse
Gradient Orientation (RGO) to capture those pixel pairs that have opposite gra-
dient orientation as well as large gradient magnitudes. First, gradient orientation
is computed at each pixel and quantized into integer orientation bins ranging from
−180◦ to +180◦ based on the horizontal and vertical gradient computed in the
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above HGD section. Note that here we use the same orientation map in the eight
subregions whereas in the gradient domain we compute gradient differently when
we divide the image into different subregions. Then a gradient map is obtained
using L2 norm with respect to the horizontal and vertical gradient magnitudes.
As to each of the eight subregions, we take the following steps. We first use k-
means to get two clusters in terms of gradient values. The one whose center’s
value is larger is noted as the high-mean cluster. For each of the pixels in each
orientation bin (say bin x), we check whether there exists a pixel in the opposite
orientation bin (i.e. bin -x). If yes, we further check whether both of them belong
to the high-mean cluster we get previously. Mark this pair of pixels as dominant
pixels if the above conditions are satisfied. The rationale for this step is that we
expect those candidate text pixel pairs to have opposite gradient orientations and
large gradient magnitudes.
Because the number of dominant text pixels obtained by HGD is limited, a union
operation is performed after we get the dominant text pixels by HGD and RGO
over all the eight subregions, resulting in the Candidate Text Pixels (CTPs). Up
to now, the CTPs we get roughly exhibit the shape of the given character as shown
in Figure 4.3d.
(a) (b) (c) (d) (e)
Figure 4.3: Illustration of candidate text pixels selection. (a) Input character. (b)
Candidate text pixels by Histogram Gradient Division (HGD). (c) Candidate text
pixels by Reverse Gradient Orientation (RGO). (d) Union of HGD and RGO. (e)
Ring Radius Transform result.
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4.1.2.2 RRT for Medial Axis Extraction
After the CTPs selection step, we perform a Ring Radius Transform (RRT) [67]
on the CTPs, which results in a radius map. Based on the radius map, we can
extract the corresponding medial axis. We further employ color information to
eliminate medial axes that are deemed to be false.
• Ring Radius Transform for Ring Radius Map
For a given image consisting of candidate text pixels, RRT produces a radius map
of the same size, in which each pixel is assigned a value according to the radius to
the nearest CTP. The radius map produced by RRT is shown in Figure 4.3e.
• Candidate Medial Axis Extraction
From the radius map in Figure 4.3e we can clearly see the medial axis we want to
obtain. The candidate medial axis pixels are expected to have maximum radius
values in their neighborhoods. In order to find such medial axis, we need to
identify a radius sequence such that the radius increases from a small value to
a maximum value and then decreases to a small value. The pixel corresponding
to the maximum radius is marked as the medial axis candidate and the radius
is assigned to it. The radius of other non-candidate pixels is set to 0. We find
such radius sequence in 4 directions, i.e., horizontal, vertical, principal diagonal
and secondary diagonal directions, respectively. In this way, we get four candidate
medial axis maps with respect to each direction as shown in Figure 4.4 (a)-(d).
The reason of using 4 directions instead of only horizontal or vertical direction is
that the nearest CTP may lie in any direction and such radius sequence may exist
in any direction. In practice, we have found that using 4 directions is sufficient for
most characters.
In the radius map, positive values are candidates and the rest are non-candidates.
We produce a new medial axis map by taking the maximum value in each location
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of the four maps obtained previously. Till this step, we get an initial medial axis as
in Figure 4.4e. The initial medial axis may have some false branches that appear
in the background. We eliminate these false branches by using the color difference
with the text regions via k-means cluster. After this step, there are still some
noisy medial axes which, in most cases, have the radius values that do not appear
frequently. Therefore, we find the dominant radius with the highest frequency
and keep those radii that are within a small range from the dominant radius and
discard those isolated small medial axes. So far, we successfully obtain the medial
axis we want as in Figure 4.4f.
The medial axis we get may not be connected due to varying illumination, fancy
fonts and so on. We perfect it using iterative-midpoint-method [91] to fill the gaps
to get Figure 4.4g.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.4: Medial axis extraction: (a) Horizontal Medial Axis (MA). (b) Vertical
MA. (c) Principal diagonal MA. (d) Secondary diagonal MA. (e) Union of horizon-
tal, vertical, principal diagonal and second diagonal MA. (f) Filtered MA which
may have gaps (as indicated by circles). (g) MA after IMM to fill small gaps. (h)
Raw shape reconstruction result from (g).
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4.1.2.3 Character Shape Reconstruction
The character shape can be easily reconstructed once we get the medial axis pixels
which are assigned a radius value each. For each pixel in the medial axis, we set
all the pixels within its radius as white pixels (text region). Then some small holes
in text region are filled to get a complete binary character. This method works
well even there are small gaps in MA as show in Figure 4.4g. The raw shape
reconstruction result is shown in Figure 4.4h.
(a) (b) (c)
Figure 4.5: Shape reconstruction and comparison: (a) Original input character.
(b) Otsu’s binarization method. (c) Shape reconstruction by our proposed method.
The reconstructed character is already a binary character with a jagged
boundary. In order to refine the character shape, we use k-means clustering with
respect to color feature of those pixels in the original image that correspond to text
in the binary image. The cluster that has the larger number of pixels is kept. In
this way, we can eliminate some background pixels along the boundary and make
the character smoother. The final shape reconstruct is shown in Figure 4.5c in
comparison with Otsu’s adaptive thresholding method. Figure 4.6 gives one more
example.
4.1.3 Experiments
The evaluation of our proposed methods is performed on 1025 character images
from ICDAR 2003 character testing dataset [4]. In a recent work [5], the au-
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(a) (b) (c)
Figure 4.6: Another example of our proposed method and existing ones. Charac-
ters in the first row from left to right are the original input, Otsu’s binarization,
our proposed method, respectively.
thors annotated pixel-level binarization ground truth for ICDAR 2003 dataset for
evaluation. We compare our methods with previous works based on the ground
truth.
Tesseract OCR [22] is employed for shape reconstruction evaluation and
the results are shown in table 4.1. The result in the second column of Table 4.1
is the accuracy of Tesseract OCR on raw color images and the third column are
results after applying the corresponding methods in the first column. As shown
in the second column, if we just apply OCR directly to the characters without
any preprocessing, only 20.78% recognition accuracy is achievable. We next apply
OCR to the pixel-level binarization ground truth [5], and obtain 65.17% recognition
accuracy. This is the best achievable as this is an idealized situation when the OCR
is given the ground truth. We will now test our method together with the other
methods mentioned above to see how close we can achieve with respect to the best
result of 65.17%.
As shown in Table II, our method achieves the closest result of 62.15%.
Among the binarization methods, Niblack’s method gives the lowest accuracy since
the local window size is fixed in the method while the scene character size varies
significantly (character height ranges from 21 to 731 pixels and width ranges from
11 to 444 pixels).
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Table 4.1: Recognition accuracy on ICDAR 2003 test dataset









We propose a character shape reconstruction method based on medial axis. A
new Reverse Gradient Orientation method is proposed to get additional dominant
text pixels. Then medial axis is extracted after applying ring radius transform
on candidate text pixels and the character is reconstructed from the medial axis
values.
Currently parts of the boundary of the reconstructed binary character are
not very smooth and the noise in the medial axis may affect the final reconstruction
result. Therefore, our future work will deal with such problems to obtain a much
smoother and more accurate binary character.
4.2 Scene Text Segmentation with Multi-level
Maximally Stable Extremal Regions
4.2.1 Introduction
MSERs feature [42] has been proposed initially to establish correspondence points
between images and it has been increasingly popular in many fields like object
recognition, stereo matching, object tracking. It is shown to be invariant to affine
transformation of image spatial coordinates, stable to a range of thresholds and
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robust to multi-scale detection. Because of these advantages, MSERs detector has
been adopted in many scene text detection and recognition systems [34, 43, 48]
and achieved promising results.
We propose a novel scene text segmentation technique that identifies the
best-quality text components from multi-level MSERs which are extracted from
scene images by using a range of the controlling parameter deltas. Comparing with
the single-level MSERs (MSERs extracted using a single delta), the multi-level
MSERs produce much better character candidates especially for input images that
suffer from low contrast or uneven illumination where single-level MSERs often fail
to extract many character components properly. At the same time, MSERs from
multiple channel images are fused to improve the scene text segmentation perfor-
mance as text components may only be extractable within a specific color channel
image. Besides, we propose a text candidate selection algorithm incorporating
stroke width, boundary curvature, character confidence and color constancy. Such
measures are chosen because text regions usually appear in roughly constant stroke
width, with smoothing boundary and consistent color intensity while the image
backgrounds usually vary greatly. At last, the candidate segmentation results are
combined to form the final segmentation.
Figure 4.7 shows an example of our proposed method in comparison with
existing ones. We can observe that the contrast along the boundary of text is so
poor that both the classic Otsu method and the recent reverse rendering method
fail to segment text from the image backgrounds. On the other hand, segmentation
by our proposed method is much better. It consists of text candidates extracted
from the R channel with muti-level MSERs.
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(a) (b) (c) (d)
Figure 4.7: Scene text segmentation example. (a) An input word image. (b) Otsu’s
global thresholding result. (c) Inverse rendering result [12]. (d) Segmentation by
our proposed method. Note: a black border is added for the segmentation results
for better view.
4.2.2 Our Proposed Method
We first briefly introduce the extremal regions. A region is regarded as an extremal
region if the intensity of all the pixels inside the region is larger (less) than the
intensity of the boundary pixels. And an extremal region Ωi is maximally stable if
and only if |Ωi+∆−Ωi−∆|/|Ωi| has a local minimum, where i is the current intensity
and ∆ is the intensity increment and the | · | operation denotes the area of the
region. The above stability measurement means that the maximally stable region
has a lower variation than the regions delta (∆) level above and below. Thus,
stability of a region is directly controlled by delta. When delta is too small, the
stable regions will merge with their neighbors and tend to be less stable and if too
large, many text regions could be missed. Therefore, we could not use a single
delta for all images because the contrast and illumination vary greatly in natural
scene images.
Considering this, we propose a multi-level MSERs technique. Our proposed
method consists of the following steps. First, we detect multi-level MSERs and
filter out small noisy regions and the remaining ones are regarded as text candi-
dates. Then for each candidate, we compute the stroke width, boundary curvature,
character confidence and color constancy and combine them to get a segmentation
score. After that, we select from the text candidates in each color channel image
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Figure 4.8: Pipeline of the proposed method.
to form a best text segmentation result. The final text segmentation output is ob-
tained by combining the results from the R, G, B color channels in two polarities
(bright text on dark background and dark text on bright background).
Previous work [33] also employs MSERs by exhaustively searching and prun-
ing among all possible MSERs. Multiple projections (gray, red, green and blue
channel) are implemented to improve the recall of character detection task. Some
easy-to-compute region descriptors (like bounding box, Euler number and so on)
are employed to classify the candidate regions into character and non-character
classes, aiming to eliminate non-character regions accurately. We also adopt the
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multiple projections approach for better character detection recall. On the other
hand, we design a novel segmentation score that helps to obtain better word segmen-
tation result by measuring the segmentation performance between similar character
candidates. At the same time, our features are very different from those in [37, 33]
which can also be employed to eliminate non-text regions that usually have a very
low segmentation score.
The pipeline of the proposed method is shown in Figure 4.8. Details of each
step are given in the following subsections.
4.2.2.1 Multi-level MSERs
Multi-level MSERs can greatly improve the recall of character candidates. We
achieve this by varying delta from 2 to 20 with interval 2 when applying MSERs
detector [93]. For each candidate obtained with higher delta, there is a corre-
sponding parent candidate with lower delta that includes all the pixels from the
child. With delta getting smaller, the stable regions will expand and merge with
the image background. Therefore, the survived regions with larger delta indicate
they are much more stable. Figure 4.9 shows the detected dark on bright stable
regions in the R channel of the input image with different deltas. When compar-
ing Figure 4.9d and Figure 4.9e which is obtained by a larger delta, we can see
the letter ‘n’ disappears. This means that letter ‘n’ is less stable than letter ‘d’.
The multi-level MSERs operation is performed on two polarities and three color
channels respectively as shown in Figure 4.8.
4.2.2.2 Segmentation Score
As illustrated in Figure 4.9, for one character candidate, it could appear differently
in different MSERs levels. Therefore, we need a score to express how well each




Figure 4.9: Multi-level MSERs illustration. (a) An input image. (b) - (f) are dark
on bright stable regions detected in the R channel with delta equal to 4, 8, 12, 16,
20, respectively.
est score from the multi-level stable regions. The segmentation score consists of
four measures: stroke width, boundary curvature, character confidence and color
constancy, each addressing one aspect of the segmentation.
• Stroke width
One of the most distinctive characteristics between text and background is the
stroke width. Text usually has nearly constant stroke width while background
regions usually have a varying stroke width. Thus it is an effective measure to
eliminate the noisy backgrounds. Two features are computed for each stable re-
gion, stroke mean and variance. Stroke mean is used in the sense that the text
candidates’ stroke widths should be globally consistent with each other. Stroke
variance is to locally measure the consistency in each text candidate.
Stroke information is obtained by extracting media axes (with radius values) from
each stable region using the the method in [68]. Then the mean and variance are
computed based on the media axes values and denoted as stm and stv.
• Boundary curvature
A better segmentation usually has a less jagged boundary. The Freeman chain
code based curvature [94] is used to estimate the smoothness of the boundary
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(a) (b)
Figure 4.10: Freeman chain code encoding illustration from [13].
since chain code is very effective in describing object contours and shapes. The
boundary is encoded using 8 directions as shown in Figure 4.10. For a given point
on the boundary, the curvature function takes two histograms of K points forward
and K points backward respectively and computes their correlation coefficient. It








where i is the direction number, f(·) and g(·) are the forward and backward his-
tograms, with mf and mg their averages. Similar histograms induce low curvature
which is characterized by a ρ close to 1 while a larger difference leads to a smaller
ρ. We take the N smallest ρ (N = 30) from each candidate and compute the mean,
denoted by ρm. Only the N smallest values (instead of all values) are used because
most parts of the boundary are smooth and we want to find the least-smooth parts
to measure the smoothness of the segmentation boundary.
• Character confidence
Character confidence measures the likelihood of a stable region being text. It could
be used to choose better text candidates and eliminate false alarms. To achieve
this, we train a Support Vector Machine (SVM) by extracting HOG feature [31]
of binary characters. The training characters are binary characters from the IC-
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DAR2013 training dataset [11] and synthetic ones from [70]. Character confidence
returned by SVM is indicated as prob.
• Color constancy
Besides the above features, color intensity of the text regions is also a distinctive
feature, both locally and globally. Both the intra- and inter-text candidate color
intensity should not change much within a word image. On the other hand, the
color intensity of the backgrounds could vary greatly, when comparing globally
with other background regions. We compute the mean color intensity of each text
candidate, denoted as Im. Color variance is not included since the text candidates
are already stable regions.
4.2.2.3 Text Candidates Selection
The segmentation score for each text candidate is calculated as in Equation 4.2,
f = (
√
stv/stm) · (1− ρm) · (1− prob) (4.2)
where stm, stv, ρm, prob are the stroke width mean, stroke width variance, bound-
ary curvature mean and character confidence, respectively. Smaller f means the
corresponding candidate is better segmented.
Text candidate selection is applied in each color channel image for the two
polarities. It means that we need to do this 6 times to get 6 candidate segmentation
of the input image. The candidate selection metric is given in Algorithm 2.
After getting the 6 candidate segmentation images, the final output seg-




var(stmi) · var(Imi) · (1− probi) (4.3)
where i is the number of candidate characters in each candidate segmentation im-
age. Function var(·) is the variance and stmi , Imi , probi are the stroke width mean,
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Algorithm 2 Text candidates selection for multi-level MSERs based text segmen-
tation
Input: Extracted multi-level MSERs mesrij and the segmentation score for each
candidate in a given color channel image. mesrij is the jth MSERs obtained
at level i.
Final candidate set S, initialized empty.
Output: Final candidate set S, consisting of selected character candidates.
1: for i = 20, 18, ... 2 do
2: for each candidate mesrij do
3: search the final candidate set S for its children (a candidate in S is con-
sidered as a child if it is a subset of mesrij)
4: if no children found then
5: add mesrij to S if its segmentation score fij is smaller than a threshold
T (T = 0.9× 0.5× 0.6)
6: else if fij > sum(score of the children) then




color intensity mean and the character confidence of the ith candidate character.
4.2.3 Experiments
The evaluation of the proposed method is performed on ICDAR2003 [4] and SVT
[2] datasets. The ICDAR2003 dataset consists of 1110 word images and the SVT
dataset consists of 647 word images. Compared with ICDAR2003 dataset, the SVT
dataset is more challenging since the contrast is much lower and the background re-
gions are more complex. Both datasets have pixel level segmentation ground truth
as presented in [5]. The segmentation performance is evaluated in both pixel level
and atom level as presented in ICDAR2013 Robust Reading Competition [11]. We
also compare our segmentation method with existing segmentation methods like
Otsu [57], Niblack [56], Savola [58] and Howe [15] in document image binarization
as well as the state-of-the-art scene text segmentation method in [12].
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Table 4.2: Pixel level segmentation evaluation on
ICDAR2003 and SVT datasets (%)
Method ICDAR2003 SVT
P R F P R F
Otsu [57] 88.09 90.51 89.29 71.81 87.01 78.68
Niblack [56] 71.10 81.72 76.04 57.59 78.56 66.46
Savola [58] 62.87 75.67 68.68 48.03 72.77 57.87
Howe [15] 81.08 87.92 84.36 69.16 81.32 74.74
Zhou [12] 88.06 90.35 89.19 71.93 87.18 78.82
Proposed 88.27 90.18 89.21 76.74 86.22 81.20
4.2.3.1 Pixel Level Evaluation
Pixel level evaluation is widely used in document image processing and adopted
in the robust reading competitions [4, 11]. It can give a very direct measure of the
text segmentation performance. Detailed results are give in Table 4.2.
From Table 4.2 we can see that Otsu, Zhou and our proposed methods
give roughly the same results on ICDAR2003 dataset. But on the much more
challenging SVT dataset, our method performs much better. The similar segmen-
tation performance for the ICDAR2003 dataset is due to the fact that most images
in this dataset have a simple background and a global thresholding method like
Otsu’s can get good segmentation result. On the other hand, images in the SVT
dataset consist of more complicated background and text styles also vary a lot.
The pixel-level segmentation results in Table I show that our proposed multi-level
MSERs is more robust and can deal with these challenging problems much better.
4.2.3.2 Atom Level Evaluation
Pixel level evaluation is very direct but cannot accurately measure how well the
text’s morphological structure has been preserved. Therefore, we use the method
proposed in [95] to evaluate the performance of different methods at atom level.
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Table 4.3: Atom level segmentation evaluation on
ICDAR2003 and SVT datasets (%)
Method ICDAR2003 SVT
P R F P R F
Otsu [57] 81.16 70.45 75.40 72.63 49.13 58.52
Niblack [56] 61.73 44.24 51.54 56.75 32.54 41.36
Savola [58] 58.15 29.07 38.76 43.43 15.40 22.73
Howe [15] 75.10 66.32 70.43 68.24 48.82 56.92
Zhou [12] 80.99 71.91 76.18 73.73 49.18 59.00
Proposed 81.12 71.91 76.24 72.71 57.92 64.47
Table 4.4: OCR evaluation on ICDAR2003 dataset
Method No Lexicon Lexicon
(Full)
Lexicon (50)
Otsu [57] 33.15% 40.81% 56.85%
Niblack [56] 22.34% 34.41% 45.14%
Savola [58] 18.29% 26.40% 36.58%
Howe [15] 25.23% 35.68% 48.74%
Zhou [12] 35.05% 43.42% 58.20%
Proposed 40.09% 48.83% 63.96%
It is more accurate for text segmentation since it is designed to measure how well
the text structure has been preserved instead of just comparing pixel by pixel with
the ground truth. Detailed results are given in Table 4.3.
As shown in Table 4.3, the proposed method obtains state-of-the-art accu-
racy on the ICDAR2003 dataset. But for the more challenging SVT dataset, it
performs much better than other algorithms. The reason is that a large portion of
images in SVT have a more complex background as shown in the last four images
in Figure 4.15. In As a comparison, the background of images in ICDAR2003 are
much simpler and the percentage of low quality images are much smaller.
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4.2.3.3 OCR Recognition Results
To further verify the effectiveness of our method, we also test the results using
the publicly available Tesseract OCR [22] engine on the ICDAR2003 test dataset.
The testing is conducted under three different conditions: (1) No lexicon is consid-
ered and the recognition result is regarded as correct only when the OCR output
matches exactly with the ground truth label. (2) A full lexicon is used which
consists of all the words in the testing dataset. The OCR output is matched with
each word in the lexicon and the word with the minimum edit distance is chosen as
our final recognition result. (3) Similar with (2) but with a smaller lexicon which
includes the ground truth label and 50 random words. The detailed recognition
results are shown in Table 4.4.
As we can see from the table, the OCR results are consistent with the results
of atom level segmentation which is a more reasonable approach to measure the
text segmentation performance. It also proves that our method could well extract
true text shape for recognition. Note that the results in Table 4.4 cannot be
compared directly with the results given in previous works [12] or [14] since the
datasets are different (Both use 171 images in ICDAR2003 sample dataset while
we use the whole test dataset which consists of 1110 images with more variations).
More advanced text recognition system could be adopted on the segmented images
to improve word recognition accuracy. Here we only use Tesseract OCR which is
simple and effective, to show the robustness of our proposed method.
4.2.3.4 Sample Results
Several sample segmentation results are shown in Figure 4.11 to give a direct
comparison. We can see that Otsu and Zhou’s methods mostly consider the color
intensity of text which decrease the segmentation performance when the image
backgrounds have similar colors with text regions. On the other hand, our method
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(a) Input (b) Otsu (c) Howe (d) Zhou (e) Proposed
Figure 4.11: Sample positive text segmentation results. The first 5 images are
from ICDAR2003 and the rest comes from SVT dataset.
takes into account the stroke width stability, segmentation boundary smoothness,
character confidence as well as color constancy in multi-level MSERs, thus is more
robust to complex backgrounds. However, the current system is still sensitive to
certain abrupt illumination variation as illustrated in Figure 4.12.
(a) (b) (c) (d)
Figure 4.12: Some negative samples. The first two images are from ICDAR2003
and the rest comes from SVT dataset.
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4.2.4 Summary
We propose a multi-level MSERs technique that extracts text candidates from
scene images captured using digital cameras. A segmentation score scheme based
on stroke width, boundary curvature, character confidence and color constancy is
designed to measure the segmentation performance. We also propose an algorithm
to select best-quality text candidates based on the segmentation score and com-
bine the results from different color channels to form the final text segmentation.
The proposed method is evaluated using different metrics which clearly show its
superiority over existing methods.
4.3 Robust Text Segmentation using Graph Cut
4.3.1 Introduction
The MSERs based approaches assume text regions are usually presented with sta-
ble colors and hence the MSERs detector works effectively in most cases. However,
there are situations that texts exist in low contrast with backgrounds, leading to
poor performance of MSERs. SWT [7] utilizes the facts that scene text strokes
appear in symmetric patterns, solves this problem from a different point of view. A
recent work focusing on scene text segmentation has been presented in [14] which
makes use of the SWT to generate text seeds. Then Gaussian Mixture Models
(GMMs) are adopted to model text region colors and backgrounds. The text seg-
mentation problem is thus turned into a energy minimization problem which is
solved by an iterative graph cut algorithm.
The main limitation of the above method is the error prone auto seeding
algorithm. First, the selected text seeds are limited and may not be sufficient for
the GMMs to model the text regions. Second, the incremental background seeds
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Figure 4.13: Text segmentation samples of our proposed method and that from
[14]. Input images are given in the first row and the second row is the segmentation
results from [14]. The third row is the seeds produced by our proposed technique
with red pixels indicating text seeds and blues ones indicating background seeds.
collection scheme fails to produce correct seeds when the Canny edge operator
gives broken edges. As the seeds play a critical role in the following graph cut
process, messing them will likely leads to an unreliable segmentation.
Considering this, we propose a robust algorithm utilizing Stroke Feature
Transform (SFT) [40] to obtain more accurate text seeds which can sufficiently
model the color distribution of text regions. Besides, distinct background seeds
are collected by reversing edge direction (RED) to facilitate differentiating text
regions from the background under low contrast. Since the seeds produced by our
proposed technique is considerably reliable, the MRF energy function is defined
much simpler and graph cut is used only once to get a sufficiently good output.
The proposed method has been evaluated on the ICDAR 2003 and ICDAR 2011




4.3.2.1 Graph cut model
The text segmentation problem can be viewed as a binary labeling task, i.e., label
‘1’s for text pixels and ‘0’s for background pixels or vice verse. It follows the same
problem formulation as the standard image segmentation using graph cut model
[96, 97]. A graph G = (V,N) is created for each input image where V stands for
the set of nodes and N represents the set of edges connecting two adjacent nodes.
Therefore, the binary labeling problem is to assign each node i in V a unique label
xi where xi ∈ {0, 1}. A Gibbs energy E is defined and the minimization of E gives
a good segmentation [98] since it is guided by both foreground and background









where X = {xi} is a set of binary labels for each pixel in the image. E1(xi) is
the data energy that represents the unary cost when node i takes label xi and
E2(xi, xj) is the smooth energy that encodes the pairwise cost when neighboring
nodes i and j take label xi and xj respectively. λ is a weighted term between
data energy and smooth energy. The data energy measures the color difference of
pixel i with foreground and background seed pixels. The smooth energy penalizes
two neighboring pixels with different labels, enforcing the optimal segmentation
follows local color consistency.
In our proposed method, we need to identify segmentation seeds for both
text regions and background regions in order to employ graph cut solutions. Once




Suppose the text seeds and background seeds have been obtained as shown in












if xi = 0
(4.5)
where T and B represent text (labeled ‘1’) and background (labeled ‘0’) seed
pixel sets, DTi and D
B
i denote the color difference of pixel i with text seeds and
background seeds respectively. For pixel i with color C(i), DTi = minj∈T ||C(i)−
C(j)|| and DBi = minj∈B ||C(i)− C(j)||. In practice, text seeds are first clustered
and DTi is computed based on pixel i and the center of each cluster to speed up the
process (similiar for DBi ). The data energy tends to assign a pixel with label ‘1’
if it has similar color with text seed pixels and vice verse. When the background
is complex, the seed pixels may vary a lot and the data energy alone could not
achieve a good segmentation. Hence, the smoothness energy is employed.
• Smoothness energy
Smoothness energy prefers giving two neighboring pixels the same label if they have
similar colors since images usually have local color consistency property. For pixels
along the text boundary, the smoothness energy should be small since the color
contrast is high and they should be assigned with different labels. Considering




||C(i)− C(j)||2 +  (4.6)
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In the above Equation, E2 tends to be large if nodes i and j with similar colors
C(i) and C(j) are assigned two different labels (i.e., |xi − xj| = 1).  is to avoid
zero appearing in the denominator.
The Gibbs energy E can be obtained based on the data energy and smoothness
energy and it could be efficiently minimized by the graph cut algorithm [99, 100].
4.3.2.2 Seed pixel generation
In order to compute the data energy in Equation 4.5, text seeds and background
seeds need to be obtained beforehand. We propose a robust method utilizing SFT
[40] to obtain accurate text seeds and text edges. Based on the identified text edges,
background seeds are obtained along the text edges so that we could distinguish
text pixels from background pixels near the text edges under low contrast.
• Text seeds by SFT
To obtain text seeds for graph cut, Mishra et al. [14] use the constrained Stoke
Width Transform [7] where the difference of a pair of opposite orientation edge
pixels is set to pi
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. As such a constraint generally limits the number of text seeds,
the generated text seeds are not sufficient to model the text region color distribu-
tions. An example of the text seeds picked up by [14] is shown in Figure 4.14g.
Therefore, we utilize the more robust SFT method to get text seeds.
For each pixel p on the Canny edge map, a ray is shot in its gradient dp until
it hits an edge pixel q with direction dq. The pixels along this ray are stored as
candidate text pixels as well as the length of the ray if it satisfies two constrains:
i) ||dp−dq|−pi| < pi2 , this constraint enforces that the gradient direction of two
edge pixels should be roughly opposite.
ii) Cq−Cr¯ > T , where Cq and Cr¯ are the R, G, B color of pixel q and the median
color of pixels along the ray respectively (Cr¯ does not include the edge pixel).
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T is a threshold that guarantees that the color difference is not large. If the
color constraint is not satisfied, the first constraint is checked with a stricter
one, i.e., ||dp − dq| − pi| < pi6 .
After all the pixels on the edge map have been traversed, we further filtered the rays
whose median colors and gradient orientations are very different from their local
neighbors on the edge map. The rationale behind this is that the rays of adjacent
edge pixels should have similar orientations and they should contain pixels with
similar color. The above SFT is performed on two polarities (dark text on light
background and light text on dark background) and the one with the larger number
of identified rays are chosen as the correct polarity.
For all those labeled candidate rays, we find the dominant length L, i.e., the stroke
width that appears most frequently in the image. Those rays whose length are
within the 20 percent fluctuation of the dominant length ([0.8 · L, 1.2 · L]) are
kept as text seeds. Examples of detected text seeds and text edges are shown in
Figure 4.14c and 4.14d. Compared with Figure 4.14g, we accurately pick up more
text seeds and thus identify more text edges, which builds a solid basis for our
background seeds selection in the next part.
• Background seeds by reversing edge direction (RED)
To obtain background seeds, the scheme in [14] is mainly based on the edge map.
Those rows or columns that do not contain any edge pixels are taken as background
seeds and such condition is relaxed where they traverse from the four sides of the
image boundary until hitting an edge pixel. This method mainly suffers from two
typical problems. Firstly, when the image quality is poor, the Canny edge detector
will produce many false text edges or broken text edges where the above method
1This is our implementation of seeds selection in [14] which may not be exactly the same as
the original paper due to some unknown parameters.
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(a) Input image (b) Canny edge map
(c) Identified text seeds (red) (d) Identified text edges
(e) Background seeds (blue) (f) Our text segmentation result
(g) Segmentation seeds by [14]1 (h) Text segmentation result by [14]
Figure 4.14: Illustration of picking text and background seeds.
will take pixels from text regions as background seeds. Take Figure 4.14g as an
example, the broken edges in ‘A’ and ‘L’ make the method wrongly treat text
region pixels as background seeds. Secondly, the method tends to get background
pixels near the four boundaries of the input image and is less likely to obtain
background pixels near the character strokes, especially the pixels in the inner
hole of a character, thus may be incapable to well segment the regions near the
character boundary.
Inspired by [43], we here propose the RED method to collect background seeds
near the text edges so that the obtained seeds are more reliable and discriminating
for graph cut. Once we have identified the text edges from the previous step, for
each pixel p with direction dp on the edges, we set the ray in the opposite direction,
i.e. pi − dp, with length R as background seeds (R is empirically set to 5 pixels).
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The ray starting at pixel p will stop if it hits an edge pixel to ensure that the
ray does not go into text regions. Besides, those horizontal/vertical strips without
edge pixels are also included as text seeds.
As shown in Figure 4.14e, the background seeds contain not only marginal pixels
along the image boundaries, but also pixels near the character strokes which allow
the graph cut inference to more easily distinguish text regions from the background.
4.3.2.3 Graph cut text segmentation
Once the text and background seeds have been picked up, each of the unlabeled
pixel will be assigned a data energy according to Equation 4.5 and a smoothness
energy will be computed during graph cut2. The graph cut algorithm is only
called once to get a final segmentation instead of iteratively as in [14]. Since the
text seeds and background seeds of our proposed method are selected robustly
and discriminatively, only one cut is sufficient to separate text regions from the
background.
Examples of our proposed segmentation results as well as those of Mishra’s
method [14] are given in Figure 4.13 and 4.14. The right column of Figure 4.13
shows that our proposed method could well separate characters even in the low
contrast regions such as the part between character ‘P’ and ‘O’ as well as the lower
and upper parts of ‘S’ in comparison with Mishra’s results. While in Figure 4.14h,
the segmentation result includes many background noise due to the inappropriate
selection of text and background seeds.
4.3.3 Experiments
The ICDAR 2003 [4] and ICDAR 2011 [25] datasets, which consist of 1110 and 716
word images respectively, are used for evaluation. The word images are cropped
2The implementation is available onlinehttp://vision.middlebury.edu/MRF/
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from the original text detection images which suffer from large color distribution
variation, poor illumination, abnormal font styles and complex text and back-
ground textures. A semi-automated segmentation tool has been developed in [5]
which generates pixel level ground truth annotation for ICDAR 2003 dataset and
is publicly available3.
To prove the effectiveness of our proposed method, we give pixel level and
atom level segmentation evaluation for a thorough comparison. Atom level evalua-
tion is proposed in [95] to compensate for the error in pixel-to-pixel scheme. It can
accurately measure how well the text morphological structure has been preserved
and thus is more suitable for the evaluation of scene text segmentation. We also
compare our results with existing document image binarization method such as
Niblack [56] and Howe [15] as well as the state-of-the-art scene text segmentation
method in [14] and [16].
To give a fair comparison, for those methods that are unable to decide the
text polarity [56, 15, 16], that is, dark text on light background or light text on dark
background, we compute the scores on both polarity and use the higher one. In
addition, since atom level evaluation closely depends on the number of connected
components in the segmented image, we ignore small isolated components that are
unlikely to be text regions to improve the accuracy of the evaluation.
4.3.3.1 Pixel-to-pixel evaluation
Pixel-to-pixel comparison with ground truth gives a direct measure of the text
segmentation performance and is for some recent robust reading competitions [25].
For the ICDAR2003 and ICDAR 2011 datasets, Table 4.5 gives the pixel-level
performance as measured by precision, recall, and F-score.
As shown in Table 4.5, the proposed method gives better results than ex-
3 http://mile.ee.iisc.ernet.in/bench/
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Table 4.5: Evaluation on ICDAR 2003 dataset(%)
Method Pixel level Atom level
P R F P R F
Niblack [56] 71.10 81.72 76.04 61.73 44.24 51.54
Mishra [14] 85.20 88.60 86.86 75.26 62.77 68.45
Jacqueline [16] 86.58 87.84 87.21 74.67 64.05 68.95
Howe [15] 81.08 87.92 84.36 75.10 66.32 70.43
Lu [87] 72.61 95.48 82.49 79.30 64.61 71.21
Proposed 87.45 90.63 89.01 78.82 68.92 73.54
isting document binarization methods [56, 15] as well as the latest scene text
segmentation techniques [16]. And compared with [14], we have more than 2%
improvement which is a large gap as in pixel-to-pixel evaluation.
4.3.3.2 Atom level evaluation
For text segmentation, the atom-level evaluation emphasizes more on which pixels
are misclassified instead of how many. Those segmented text parts that are slightly
dilated/eroded on the ground truth ones are considered as a good segmentation
and impose no penalty. However, if the shapes of segmented text parts are very
different from the ground truth ones, it is greatly penalized with a zero score.
A more detailed framework of this evaluation method is described in [95]. We
use Milyaev’s Matlab implementation4 of atom level evaluation and the recall,
precision and F-score are presented in Table 4.6.
For the atom level results, our proposed method also outperforms that in
[14] with more than 6% gap as well as the latest bilateral text segmentation work
[16]. It proves that our method could well preserve the character shape which is
crucial for scene text segmentation.
4http://graphics.cs.msu.ru/en/research/projects/msr/text
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Table 4.6: Evaluation on ICDAR 2011 dataset(%)
Method Pixel level Atom level
P R F P R F
Niblack [56] 77.39 90.33 83.36 64.80 58.50 61.49
Lu [87] 77.26 95.37 85.36 78.97 67.73 72.92
Jacqueline [16] 90.84 89.61 90.22 80.31 69.12 74.29
Howe [15] 82.50 89.28 85.76 80.77 69.25 74.57
Proposed 87.24 93.85 90.42 84.94 68.10 75.59
4.3.3.3 Text segmentation samples and discussions
Some sample segmentation results of our proposed methods are shown in Figure
4.15. All the displayed images are scaled to the same height and all segmented
images are adjusted to white text on black background for better visualization
and comparison. Howe’s method [15] also employs graph cut but it uses Laplacian
operator to estimate the likelihood of foreground and background labels and it may
not work well for a text component with changing colors or textures as illustrated
in Figure 4.15. Jacqueline’s method [16] employs bilateral regression to model the
top n prominent colors separately and selects the best segmentation based on HOG
descriptor. Hence, when the foregrounds of images contain various colors like the
one in the rightmost column in Figure 4.15, it fails to model multiple colors and
thus cannot produce satisfactory results. Mishra’s method [14] restricts too much
when selecting text seeds and is prone to error when picking background seeds.
Therefore, when the images are affected by broken or noisy edges, it also does
not perform well. In addition, Figure 4.16 shows some cases where the proposed
technique does not produce satisfactory result due to the great complexity of text
and background regions, though it still clearly outperforms the method in [14].
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Figure 4.15: Comparison of our proposed method with existing text segmentation
methods. The first row is the input images and from the second row to the last row
are results produced by Howe [15], Jacqueline [16], Mishra [14] and our proposed
method.
4.3.4 Summary
In this paper, we propose a more robust seeding technique that makes use of SFT to
pick up text seeds and Reversing Edge Direction (RED) to select background seeds.
SFT can select more accurate text seeds and suppress noisy edges when shooting a
ray. RED could pick up more distinctive background seeds along text edges to well
discriminate between text and background regions along text boundaries when the
contrast is low. Based on these well-selected seeds, graph cut is employed only once
to segment text regions from the background. The proposed method is especially
effective for low contrast images or images with words that are nearly touching
as shown in Figure 4.13. We will investigate the usage of the Laplacian energy
as in [15] to incorporate gradient information for better scene text segmentation
performance.
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Figure 4.16: Some cases that we perform better than Mishra’s method but still
missing some text parts or including background regions as text. The rows from






After the last text segmentation step, we can easily identify the characters from
the segmented text images and then apply character recognition algorithms to get
the final text strings. However, existing works on scene character recognition still
adopts classic features such as SIFT and HOG, which are not as effective on scene
character recognition as in other computer vision tasks. Therefore, in this chapter,
we investigate on the character recognition problem and extend the classic features
to character recognition [101, 102, 103, 104].
5.1 Introduction
Most of the recent works adopt HOG for character recognition in their text recog-
nition system [2, 9, 73] because of the robustness to illumination variation and
local geometric transformations On the other hand, HOG just captures the fre-
quency of gradient orientation in each block which misses the spatial context of
neighboring pixels. For example, two image patches with similar HOG features
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may look very different when their pixel locations are rearranged.
5.2 Using Pyramid of Histogram of Oriented Gra-
dients on Natural Scene Character Recogni-
tion
In this section, we explore a variation to the HOG method [31], by taking a pyramid
of the HOG features at different levels of cell dimensions to represent the spatial-
shape of the image. It aims to take into account the spatial structure of the text
images and find the similarities between the different shapes to distinguish the
characters represented. The Pyramid of Histogram of Oriented Gradients (PHOG)
is a variation to the original HOG, so we will first briefly explain how HOG works
and then show in detail how to extend PHOG and use it for scene text recognition.
5.2.1 Histogram of Oriented Gradients
The original HOG features were applied to human detection. Due to its robust-
ness to illuminations and local geometric and photometric changes [31], it became
widely used in object detection. HOG features consist of dividing the image into
small cells (usually 8x8 pixels) and computing the magnitude of the orientations
of pixels and interpolating them into a histogram of orientation bins of 20 degrees
each. After which, the cells are grouped into overlapping blocks and normalized,
and finally the normalized histograms are joined together to form the features
for an image as summarized in Figure 5.1. However, HOG is limited as it only
accounts for the orientation of individual pixels, without regards to the spatial
distribution of the image.
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Figure 5.1: A brief overview of the HOG method on the left showing the process
of getting the gradient of the image, dividing the image into cells and normalizing
the overlapping blocks; to the right illustrates the bilinear followed by tri-linear
interpolation performed between the orientation bins and across the cells respec-
tively.
5.2.2 Pyramid of Histogram of Oriented Gradients
To better present the spatial relationship of the oriented gradients, the Pyramid
of Histogram of Oriented Gradients (PHOG) [105] was proposed for object cat-
egorization. Inspired by this work, we propose to adopt PHOG to extract more
information by encoding HOG feature in a spatial pyramid. The main idea for
PHOG is to represent the image shape and its spatial layout so that the corre-
spondence between two shapes can be calculated by chi-square kernel.
For a given image, instead of having fixed cell size as in HOG, PHOG divides
the image into different cells at different pyramid levels, with 2l · 2l cells at the
lth level. The final feature of an image, as summarized in Figure 5.2, will thereby
be the HOG features for each of these levels combined together, having a total
dimension of K ·∑l∈L 4l, where K = 20 orientation bins, L is the total number of
84
levels which is limited to no more than 3 to prevent over-fitting.
Figure 5.2: PHOG combines the HOG features of the image at each level divided
into different cells to represent the shape of the image.
We show a few character examples and their respective features at different
level in Figure 5.3. From Figure 5.3, it can be observed that PHOG features at
each level for different characters are represented differently. The final feature is
then normalized like in HOG to prevent unequal weighting for images with various
illuminations and contrast.
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Figure 5.3: PHOG features at different levels for different characters: differ-
ent characters on similar background has vastly different PHOG shape features,
whereas same character on different background have similar PHOG shape fea-
tures.
Since PHOG divides the cell into different resolution that gets increasingly
smaller to form the pyramid structure, the pyramid structure at the lower resolu-
tions allows for focus onto the region of interest. Specifically, on top of the orien-
tation information captured by HOG, the spatial matching [106] of the pyramid
structures allows for the geometric matching of the orientations at finer resolution.
The variation made to the original PHOG method is to follow the original HOG
method with the overlapping block normalization so that each cell can contribute
to more than one component of the final feature where each cell is normalized to
their respective different blocks [31]. Bi-linear interpolation of the pixels is also
implemented, where tri-linear interpolation kicks in when as interpolation helps to
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decrease the artifacts and distortions.
In addition, no weights specific to the levels were given, because although
lower levels has less dissimilar features, but they already weigh less in terms of
feature dimension, hence additional weights to penalize the lower levels will make
these features meaningless; but the lower levels are useful as they serve to capture
the more general outline of the image and is more robust to noises in the image
compared to the higher levels at lower resolution.
5.2.3 Experimental Results
The support vector machine, Libsvm [107] is used for the training and testing.
• Chi-Square Kernel
Instead of using SVM with the normal linear or radical-based function (RBF)
kernel, the chi-square kernel is used. The chi-square kernel calculates the similarity
between two image features, by taking two times the square difference divided by
the sum of the two features as in Equation 5.1,
k(x, y) = 1−
n∑
i=1
2 · (xi − yi)2
xi + yi
(5.1)
where x and y are the n dimension feature vectors. As PHOG features capture the
spatial layout of an image, modeling the overlaps between features using chi-square
kernel to encompass the relation between images will perform better than using
RBF kernel. RBF calculates Euclidean distance, thereby requiring the individual
features to capture more correlation data of the image itself in order to map similar
features together.
• Dataset
The training data consist of ICDAR2003 [4], chars74k [69], IIIT5k [10] and syn-
thetic data from computer fonts, amounting to a total of 24k characters whereas
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Table 5.1: Recognition accuracy on ICDAR2003, SVT and IIIT5K datasets
Method ICDAR SVT IIIT5K
Tesseract OCR [22] 37.3% 34.9% 32.2%
GB+NN [69] 41.0% - -
HOG+NN [9] 51.5% - -
NATIVE+FERNS [2] 64.0% - -
MSERs [34] 67.0% - -
HOG+SVM [93] 74.5% 61.9% -
GHOG+SVM [108] 76.0% - -
Co-HOG [102] 79.4% 75.4% -
PHOG 79.0% 74.7% 75.8%
PHOG (case insensitive) 82.7% 80.1% 81.7%
for the testing, ICDAR2003, SVT and IIIT5k dataset are used, which totals to
around 5k, 3k and 15k characters respectively. The labels consist of the 62 classes
including digits, upper and lower case characters. Each of the images is then
resized into 32x32 pixels.
• Recognition Result
The testing result in Table 5.1 shows that PHOG performed comparatively close
to the result obtained from Co-HOG. One main advantage compared with Co-
HOG is that PHOG has a much smaller feature dimension (4K vs 100K) but it
extracts an almost equal amount of feature information. This is crucial for real-
time mobile applications which require less memory and processing time. Besides,
the accuracy of all 3 datasets is also comparatively close to each other, especially
for case insensitive testing, showing that the method is stable across different
natural scene text images.
5.2.4 Discussion
One of the features that are hard to distinguish in natural scene text will be the
upper and lower cases, especially for characters like ‘c’, ‘p’, ‘z’ etc. This can also
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be observed from the confusion matrix in Figure 5.4, where two distinctive light
blue lines running parallel to the main line corresponds to the upper and lower
casing classified wrongly into its counterpart. Hence, when tested without the
case-sensitivity, the accuracy result shows marked improvement.
Figure 5.4: Confusion Matrix of the PHOG method on ICDAR2003 dataset (1 to
62 on the axes represent0-9A-Za-z respectively).
Another feature that is hard to distinguish is for ambiguous characters like
‘l’ (love), ‘I’ (Indigo) and ‘1’ (one) or ‘o’ (orange) and ‘0’ (zero) etc. It is made
worst in natural scene text where characters come in various fonts which express
these ambiguous characters differently. Such ambiguities can only be resolved if
the context of the character is known, i.e. the whole word is needed.
The pre-processing segmentation is also very crucial to the recognition re-
sult. For the same image, if the segmentation is not appropriate, it can be labeled
wrongly, as observed in Figure 5.5, especially if the orientation is very skewed when
the original character already has a noisy background, or the original character has
abnormal shape (e.g. extra-long tail of ‘R’) and the segmentation did not bound
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(a) (b)
Figure 5.5: Examples of correctly and wrongly labeled images are shown in (a)
and (b) respectively.
the character properly.
Still, the recognition for some disjoint characters or characters in noisy
background performed well. Some of these characters in Figure 5.5a are hard to
even visually recognize due to poor lighting or low contrast etc. Whereas in Figure
5.5b, some characters are labeled incorrectly due to the segmentation or ambiguity
problem, while others are too distorted for visual recognition. Sometimes, the
distortion could be due to the size of the original image, which might be very small.
Hence, the resizing is constrained to 32x32 pixels, and by enlarging the images, it
will inevitably lead to lose of image quality and hence affect the resultant feature.
5.3 Multilingual Scene Character Recognition with
Co-occurrence of Histogram of Oriented Gra-
dients
We propose an extension of HOG, namely, Co-occurrence HOG (Co-HOG) [109]
for recognition of texts in scenes. Different from HOG, Co-HOG encodes gradi-
90
ent orientation of neighboring pixel pairs and accordingly captures more spatial
and contextual information, making it more powerful to describe the character
shape precisely and effectively. In addition, we further design a Convolutional
Co-HOG (ConvCo-HOG) feature by exhaustively extracting Co-HOG for every
possible image patch. ConvCo-HOG is more robust and discriminative, because it
captures the co-occurrence dual edge characteristics of text strokes by exhaustively
exploring every image patches within a character image.
Co-HOG and ConvCo-HOG were presented before in our earlier studies
[102] and [101]. However, in contrast to the above two earlier studies, here we
present them under a uniform framework with more detailed descriptions and
a comparative study. Additionally, two new scene character image datasets are
created including one in Chinese and another in Bengali and a few samples from
these two datasets are shown respectively in Figure 2.6b and 2.6c. To the best
of our knowledge, these two datasets are the first in the literature which must be
very useful for the benchmarking of the future multilingual scene text recognition
technologies. Furthermore, the Co-HOG and ConvCo-HOG based techniques are
evaluated extensively on the two new scene character image datasets as well as the
three publicly available datasets with English texts. Last but not the least, a new
offset metric has been designed for feature dimension reduction.
5.3.1 Co-occurrence of Histogram of Oriented Gradients
(Co-HOG) and Convolutional Co-HOG (ConvCo-HOG)
5.3.1.1 Co-HOG Feature
HOG describes the key characteristics of an image block by capturing the statistics
of oriented gradients of image pixels within the image block. It is widely used for
object detection and has achieved great success. On the other hand, HOG captures
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(a) Offset in Co-HOG (b) Co-occurrence matrix
Figure 5.6: Illustration of Co-HOG feature extraction: (a) offset used in Co-HOG,
(b) one of the 24 co-occurrence matrices of the block of input image containing
the yellow pixel corresponding to the offset in (a).
only the orientations of isolated pixels and ignores spatial information with respect
to their neighboring pixels. The proposed Co-HOG instead captures rich spatial
information by counting frequency of co-occurrence of oriented gradients between
pixel pairs. Figure 5.6a shows the relative locations of neighboring pixels when
the maximum offset along both horizontal and vertical directions are set to 2
pixels. The yellow pixel at the center of a block is the pixel under study and the
neighboring blue ones are pixels with different offsets. Each neighboring blue pixel
forms an orientation pair with the central yellow pixel and accordingly votes to
the co-occurrence matrix as illustrated in Figure 5.6b. Therefore, if the offset of
Co-HOG is set to (0, 0), it provides the HOG. Thus, HOG may be obtained as a
special case of Co-HOG.
The frequency of co-occurrence of oriented gradients is captured at each
offset via the co-occurrence matrix as shown in Figure 5.6b. The co-occurrence




 1 if O(p, q) = i & O(p+ x, q + y) = j0 otherwise (5.2)
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where Hx,y is the co-occurrence matrix at offset (x, y), which is a square matrix
and its dimension is decided by the number of orientation bins. Therefore, if the
maximum offset is set to 2 as in Figure 5.6a, it will give rise to 24 co-occurrence
matrices. O is the gradient orientation of the input image I and B is a block
in the image. Therefore, Equation 5.2 computes co-occurrence matrices for each
block, leading to a dimension of Nbin · Nbin · 24. One such co-occurrence matrix
is shown in Figure 5.6b. The Co-HOG feature descriptor of an image can thus
be constructed by vectorizing and concatenating the Co-HOG matrix of all blocks
within the image with a total of BlockW · BlockH · Nbin · Nbin · 24 if the image is
divided by BlockW ·BlockH blocks.
The Co-HOG feature extraction strategy of the present study is described
in the following three steps.
• Gradient Magnitude and Orientation Computation
Here, gradient magnitude is determined by the L2 norm of the horizontal and ver-
tical magnitude as computed by the Sobel filter. For color images, the gradient is
computed separately for each color channel and the one with maximum magnitude
is used. Gradient orientation ranges between 0◦− 180◦ (unsigned gradient) and is
quantized into 9 orientation bins.
• Weighted Voting
The original Co-HOG is computed using Equation 5.2 for the purpose of human
detection [109]. This Equation 5.2 uses only gradient orientation values without
giving any regard to the respective gradient magnitudes. Thus, in the existing ap-
proach, no distinction between strong and weak gradients is made for computation
of co-occurrence matrices. In the proposed approach of scene character recogni-
tion, we achieved efficient performance of Co-HOG features by implementing a
weighting mechanism using gradient magnitudes in its computation as shown in
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Equation 5.3. Here, a gradient value contributes to two orientation bins on both
sides of it instead of adding 1 to a single bin. Bi-linear interpolation is used as in
Equation 5.3 to decide the share of each of the two orientation bins corresponding
to the gradient orientations and magnitudes of the pixel under consideration and
the pixel at a given offset.
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where H is the co-occurrence matrix of pixel (p, q) at a specific offset (x, y) as
defined in Equation 5.2. M1 is the gradient magnitude at location (p, q) and α is
its corresponding gradient orientation. M2 is the gradient magnitude at location
(p + x, q + y) with corresponding gradient orientation β. θ1 and θ2 denote the
neighboring orientation bin centers of α, while θ3 and θ4 are the same of β.
In the proposed weighting scheme, a pixel with very small gradient value can have a
fairly large weight if the corresponding pixel at the given offset has a large gradient
value. To avoid such situations, we do not consider pairs of pixels if either of them
has a very small gradient magnitude.
• Feature Vector Construction
The obtained block features are first normalized with L2 normalization method.
The Co-HOG feature descriptor of the whole image under study can then be
constructed by concatenating all the normalized block features.
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5.3.1.2 ConvCo-HOG Feature
Although extraction of Co-HOG feature based on dividing the whole image into
non-overlapping blocks is pretty fast, it may not be able to capture certain vi-
tal information due to possible divisions of some co-occurrence structures of text
strokes into adjacent blocks. To overcome this limitation, we propose a convo-
lutional strategy to exhaustively extract the Co-HOG feature for every possible
distributions of co-occurrence structures of an image.
The construction of ConvCo-HOG feature is illustrated in Figure 5.7. Given
an N × N image, the Co-HOG feature is extracted based on a W ×W block to
construct the M ×M feature matrix as follows,
F(i, j) = F( I( i, j, W ) ) (5.4)
where I(x, y,W ) denotes a W ×W image block with its starting position (top-left
corner) at the pixel (x, y) of the original image, F denotes the ZW×W → RP feature
extraction function as illustrated in Equation 5.3 and P denotes the dimension of
the Co-HOG feature vector. F(i, j) is the (i, j)-th entry of the M ×M feature
matrix where M = N −W + 1.
We next apply the average pooling strategy [110] on the above feature
matrix by averaging the feature vectors component wise within a small non-
overlapping window defined as follows,
Favg(i, j) =
(∑
F(i− T/2 : i+ T/2, j − T/2 : j + T/2)
)
/ T 2 (5.5)
where F is the Co-HOG feature matrix extracted by Equation 5.4 and T ×T is the
size of the averaging window. The average pooling could incorporate a smoothing
operation resulting a feature matrix of reduced dimensionK×K, whereK = M/T .
Finally, we form the ConvCo-HOG feature vector by sequentially arranging all the
individual quantities in the resulting matrix into a vector. Thus, the dimension of
the ConvCo-HOG feature vector is K2P .
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Figure 5.7: Illustration of ConvCo-HOG feature extraction: From left to right,
CoHOG feature are first extracted from every image patch exhaustively and then
vectorized for average pooling.
5.3.1.3 Feature Dimension Reduction
Feature dimension reduction is often employed to reduce both memory requirement
and computational burden when the extracted feature dimension is large. Towards
the above, some feature dimension reduction methods such as Principal Compo-
nent Analysis (PCA) have been widely used in the literature. However, during our
simulation studies, we observed that reduction of our feature set by PCA decreases
the recognition accuracy on the test set by 5% - 9% and the corresponding detail
results have been provided in Section 5.3.3.3).
Due to the reasons described above, we incorporated minor adjustment to
the computation of Co-HOG feature which helps to reduce its dimension from
∼90K to ∼18K only. However, this modification does not have any significant
adverse effect on the recognition performance as it is apparent from the results
shown in the Tables of Section 5.3.3.3. In this attempt, we design a new offset
that merges certain groups of neighboring pixels into individual local regions as
illustrated in Figure 5.8. The surrounding areas of the reference pixel (shown in
yellow) are divided by D concentric circles with increasing radii which are further
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(a) Original offset (b) New offset
Figure 5.8: Comparison of original offset and the new offset used in Co-HOG
and ConvCo-HOG feature. The central yellow pixel is the reference pixel and
neighboring pixels in (a) are grouped into sector regions in (b). Co-occurrence is
accordingly counted for the regions instead of pixels as in Figure 5.6a. Note that
the offset regions in (b) cover a much wider neighborhood than that in (a) which
shows a small neighborhood for illustration only.
divided by E radials in different orientations. For each reference pixel, all the
pixels in a sector R will be considered as one offset and will only form one co-
occurrence matrix. Suppose one of the sectors R contains n pixels, the offset
shown in Figure 5.8a will produce n co-occurrence matrices, leading to n times
larger feature dimension.
In the experiment, the number of the concentric circles D is set to 3 and
radii set to 1, 3 and 5 pixels respectively. The number of orientations E is set to
8, i.e., each is 45◦. Thus for each block, the original offset as in Figure 5.8a will
create (2 × 5 + 1)2 − 1 = 120 co-occurrence matrices while the new offset metric
will only produce D × E which is 3 × 8 = 24 co-occurrence matrices. Therefore,
this strategy helps to reduce the number of co-occurrence matrices and the feature
dimension is accordingly reduced greatly.
Character images segmented from scene texts can be recognized by train-
ing a suitable classifier with the help of either Co-HOG or ConvCo-HOG feature
descriptor described previously. Linear Support Vector Machines (SVMs) are per-
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haps the most prominent machine learning technique used for high dimensional
data since they are fast and capable of providing the state-of-the-art classification
accuracies [111] in similar situations. Thus, in the present study, we have chosen
linear SVM classifiers with L2-regularization and used its LIBLINEAR1 imple-
mentation. We have also studied Sparse Representation Classifier and non-linear
SVM2 for comparison purposes and observed that although these later two classi-
fiers are capable of providing similar recognition accuracies but both of them are
much more time intensive.
5.3.2 Multilingual Scene Character dataset
Most existing scene text recognition works focus on texts in English or Latin script.
However, a significant amount of texts in natural scene images are written/printed
in non-English languages such as Chinese and Bengali. On the other hand, Chi-
nese, English and Bengali are of different types, viz. logosyllabary, alphabet and
abiguda respectively. A few standard datasets of English scene character images
such as ICDAR 2003, Chars74K etc. are available for training/testing of English
scene text recognition systems. But there is no such dataset for Chinese or Bengali.
Thus, creation of scene character datasets of Chinese or Bengali has significant im-
pact on the advancement of scene text recognition research. The contributions of
the present work include creation of two scene character datasets, one for each of
Chinese and Bengali scripts. These two new datasets and existing English scene
character datasets used for the evaluation of the proposed scene text recognition




5.3.2.1 Chinese Character dataset
To the best of our knowledge, few scene text dataset is available in Chinese. The
only such existing database is reported in [112], where the training data are gen-
erated automatically while the testing data are extracted from TV news videos.
Our Chinese character dataset is based on the images in [3], where the authors
provide a text detection annotation (word bounding boxes) of 248 scene images
for training and 239 for testing. We create the Chinese scene character dataset by
manually annotating the Chinese characters within each image, producing 3419
and 2843 Chinese character images for training and testing, respectively (alto-
gether 849 classes). We name this dataset “Pan Chinese Character” and a few
sample images from this dataset are shown in Figure 2.6b. The images in this
dataset are mainly captured at outdoors in Beijing, China which involve various
scenes like road signs, business boards, etc.
Here, it may be noted that the number of Chinese character classes is very
large (2,500 classes for common Chinese characters according to Zhonghua Zihai
in 1994 3). Thus, it seems that “Pan Chinese Character” dataset (consisting
of only 849 character classes) alone cannot be accepted as a benchmark dataset
for Chinese scene character recognition tasks. So, we collected another 343 scene
images and manually annotated the Chinese characters in each of them. We refer
this second set of Chinese scene character image samples as “ChiPhoto”. This
latter dataset consists of 4476 character samples of 1115 Chinese character classes.
The majority of its scene images were captured from the streets of Shanghai, China
by cameras of hand phones and they include images of shop sign-boards, various
other advertisements, banners, objects with texts printed on their surfaces. Texts
in the images of “ChiPhoto” dataset have significant diversity in terms of size,
font, texture etc., a desirable property of any such benchmark dataset.
3 http://en.wikipedia.org/wiki/Chinese_characters#Number_of_characters
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These two sets of Chinese scene character samples together have 10658
samples of 1443 character classes. The ChiPhoto dataset has 399 classes which are
not included in the Pan Chinese Character dataset. The height of the character
samples in these datasets ranges from 13 pixels to 385 pixels and the width ranges
from 11 pixels to 325 pixels. These two datasets are the first such datasets as far as
Chinese scene character samples are concerned and a preliminary version of them
is available at http://www.comp.nus.edu.sg/~tians/webpages/dataset.html.
5.3.2.2 Bengali character dataset
Bengali script is used by Bengali and a few other languages of the eastern part
of South Asia such as Assamese and Manipuri. It is the 6th most popularly used
script in the world and it holds official status in the two neighboring countries
Bangladesh and India. Bengali alphabet set has 50 basic characters which include
11 vowels and 39 consonants. Additionally, it has several diacritics and a large
number of conjunct characters. The occurrence statistics of its characters in a
Bengali corpus vary widely.
There are only a few oﬄine Bengali character datasets available in the
literature [113, 114] but those are extracted from scanned documents. To the
best of our knowledge there is no such available character dataset extracted from
camera captured images of natural scenes. So, here we make the first attempt to
provide a scene character image dataset of Bengali. These characters (including
numerals) or their parts are extracted from 260 outdoor scene images captured
from the streets, lanes and by-lanes of West Bengal. These characters or their
parts had been initially extracted by an automatic approach as described in [115]
and further manually labeled into 159 classes of Bengali numerals, characters or
their parts. On the other hand, the Bengali alphabet set is large but a majority of
its characters occur only rarely and several of these rarely occurring characters did
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not appear in the present set of 260 scene images. Moreover, the number of samples
in different classes varies widely. We enhance this dataset by creating a set of 40
artificial samples for each character class that has less than 40 samples as extracted
from the present set of 260 natural scene images. Thus, the present dataset has
15250 Bengali character samples extracted from these 260 images and another
set of 4280 manually created samples. A few of these Bengali character samples
are shown in Figure 2.6c. This dataset therefore has 19530 Bengali character
samples which are divided into two sets including 13410 for training and 6120
for testing, respectively. This database is referred by “ISI Bengali Character”
dataset in the following discussion and a preliminary version is available at http:
//www.isical.ac.in/~ujjwal/download/SegmentedSceneCharacter.html.
These two datasets are not only useful for the evaluation of the cross-
language scalability of our proposed method, but more importantly to bring atten-
tion to the research in this area. More specifically, one major purpose is to bring
attention to non-Latin texts so as to speed up the research for “reading” text of
different languages in scene images. Preliminary versions of the two datasets con-
sisting of a few examples have been uploaded on the Internet and the full versions
will be made available to the academic researchers.
5.3.2.3 English datasets
Besides the Chinese and Bengali scene character datasets, we also evaluate the
proposed recognition method on three English scene character datasets, i.e, ICDAR
2003 [4], SVT [2] and IIIT 5K-word [10] datasets. The ICDAR2003 character
dataset has about 6,100 characters for training and 5,400 characters for testing.
These character samples are collected from a wide varieties of camera captured
images, like book covers, road signs, brand logo and other texts randomly selected
from various objects.
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A part of the Street View Text (SVT) data set [2] consisting of 3,796 char-
acter samples of 52 classes (called SVT-CHAR) was annotated in [73] for evalua-
tion of scene character recognition algorithms. Compared with the ICDAR 2003
dataset, SVT-CHAR is more challenging where most of the character samples are
cropped from business board and brand names taken from Google Street View.
They are usually of fancy fonts, low resolution and often suffer from bad illumina-
tion.
The IIIT 5K-word dataset consists of 9,678 character samples for training
and 15,269 samples for testing. Samples of this dataset are collected through
Google image search with query words like billboards, signboard, house numbers,
house name plates, movie posters. It contains both scene text images and born-
digital images. A few samples of English characters taken from the above datasets
are shown in Figure 2.6a.
5.3.3 Experimental Results
5.3.3.1 Experimental Setup
In the experiment, we resize each character image to 24×24 pixels and then divide
each into 4 × 4 blocks before feature extraction. After we get the Co-HOG and
ConvCo-HOG features, a linear SVM classifier is trained with LIBLINEAR and
evaluated on the testing datasets.
The training data for ICDAR2003 and SVT dataset consist of Char74K
dataset [69] and training set from ICDAR2003 in consistent with the setup in
[102]. For IIIT 5K-word, Pan Chinese and ISI Bengali Character datasets, we
use their respective training and testing datasets for evaluation. The ChiPhoto
dataset are split into two parts (60% and 40%) and added to the training and
testing datasets of Pan Chinese Character. Those classes that do not appear in
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the training are excluded from the testing dataset which decreases the number of
classes from 1443 to 1184.
The proposed method has been compared with Tesseract OCR [22], HOG
[93], MSERs [34], CNN [54]4, Feature pooling method [116] on the three English
datasets. On the Chinese dataset and Bengali dataset, it has been compared with
HOG and CNN.
5.3.3.2 Scene Text Recognition on Multilingual datasets
• Results on English datasets
Table 5.2 presents the character recognition accuracy on the three public English
scene character datasets. It shows that our proposed methods greatly outperform
other existing descriptors. Tesseract OCR [22] gets only about 35% on those three
English character datasets, largely due to the fact that the Tesseract is designed
for the scanned document text.
The GB+NN (41.0%) as trained on Chars74K dataset, is the best performing one
as reported in [69]. The accuracy for the HOG+SVM method is based on the
implementation of [93] which produces a higher accuracy compared with the one
reported in [73] (61.9% on SVT dataset). For the experiments of CNN on the
English datasets, the network structure and parameters used in our experiment
are based on the model in [54]. The network has three convolutional layers with 96,
128, 512 filters of size 9×9, 8×8, 1×1 respectively. One additional soft-max layer
with 62 output nodes is stacked on the last convolutional layers to convert the
channel features into character probabilities. It achieves 86.8% on ICDAR2003
dataset which partly attributes to the large amount of additional training data
(107k in [54] compared to 18k samples in our experiment). We also implemented
the combination of feature extraction with CNN and classification with SVM. It
4Code available at https://bitbucket.org/jaderberg/eccv2014_textspotting
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Table 5.2: Recognition accuracy on three English scene character datasets
Method ICDAR SVT IIIT5K
Tesseract OCR [22] 37.3% 34.9% 32.2%
GB+NN [69] 41.0% -
HOG+NN [9] 51.5% -
NATIVE+FERNS [2] 64.0% -
MSER [34] 67.0% -
HOG+SVM[93] 74.1% 70.9% 70.7%
GHOG+SVM [108] 76.0% - -
Feature Pooling [116] 79.0% - -
CNN [54] 86.8% 77.6% 1 78.5% 1
Co-HOG 80.5% 75.8% 77.8%
ConvCoHOG 81.7% 77.2% 78.8%
gives minor improvement (0.4% to 0.7% on the three datasets) over CNN which
is similar to the results in [51].
For English characters, text case identification is a very challenging task because
scene texts usually lack specific document layout information. For scene texts,
some upper case letters and lower case letters like ‘C’ and ‘c’, ‘S’ and ‘s’, ‘O’ and
‘o’ are extremely difficult to distinguish, even by human eyes. In fact, letter cases
are often annotated incorrectly in the ground truth dataset. Therefore, we also
check the case insensitive result which increases the scene text recognition accuracy
by about 4-5% percent on the average.
Figure 5.9 shows some examples that are correctly recognized by our proposed
method and some failure cases in three datasets of different scripts. The top two
rows in each sub-figure show a few correctly recognized samples and the bottom
two rows show some failure cases. As the figure shows, the proposed technique is
capable of recognizing many challenging characters in scenes such as those suffering
from low contrast, rare fonts, and so on.
1The results on SVT and IIIT5K datasets are obtained by applying the pre-trained CNN on
the re-cropped square character samples in the two datasets.
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• Results on Chinese Character dataset
The recognition result of Chinese characters is given in Table 5.3. We can see that
the performance of our method is much better than Tesseract OCR and HOG
though it is still lower compared with English characters. The input characters
are resized to 32 × 32 pixels. The CNN structure is different from the one for
English character recognition since the classes are much larger. The network in
our experiment has eight blocks where each of the first four blocks consists of
a convolutional layer, a relu activation layer and a normalization layer with 96,
160, 320 and 960 filters of size 9 × 9, 9 × 9, 5 × 5 and 5 × 5 respectively. Each
of the following three blocks has a convolutional layer, a relu activation layer
and a drop out layer with 1440, 1440 and 960 filters of size 8 × 8, 1 × 1 and
1 × 1 respectively. The last softmax layer with 1184 units outputs the character
probabilities. We also tested to train SVMs with outputs of each layer respectively
and the output of the penultimate layer produce better result which gives less than
1% improvement. The column ‘Pan+ChiPhoto’ in Table 5.3 shows the results of
the extended training and testing dataset. Since the training samples are limited,
the advantage of CNN could not present and thus obtains lower accuracy. This
could be compensated by using more synthetic training samples.
The results of Co-HOG based methods verify our initial hypothesis and reveal that
Co-HOG is a good choice for Chinese text recognition. Its good performance could
be explained by: 1) Co-HOG is designed to capture more gradient information
and Chinese characters have more complex strokes and patterns which make the
extracted feature easier to be distinguished, 2) In general, the input characters
are normalized to square patches and some of the character shapes get distorted
introducing some more confusions. But Chinese characters are born to be square
shaped and therefore have much less distortion due to the normalization.
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Table 5.3: Recognition accuracies on Chinese and Bengali scene character datasets
Method ISI Bengali Pan Pan+ChiPhoto
Tesseract OCR [22] - 20.2% 20.5%
HOG [93] 87.4% 57.6% 59.2%
CNN [54] 89.7% 59.2% 61.5%
CNN +SVM [54] 90.1% 60.1% 62.3%
Co-HOG 91.3% 64.3% 64.3%
Co-HOG NewOffset 91.5% 65.1% 65.4%
ConvCoHOG 92.1% 68.4% 68.4%
ConvCoHOG NewOffset 92.2% 71.0% 71.2%
• Results on Bengali Character dataset
The evaluation results on Bengali character dataset is given in Table 5.3. The
network structure for the Bengali dataset is similar to the model on Chinese dataset
except that the output layer has 158 units corresponding to the number of class.
The combination of CNN with SVM does not have obvious improvement over the
CNN with softmax layer. The Tesseract OCR result is not available since it cannot
handle isolated Bengali characters. As we can see from Table 5.3, the recognition
accuracy on the Bengali dataset is much higher for both HOG, CNN [54] and Co-
HOG compared to the same on English and Chinese datasets. But our methods
still outperform HOG and CNN greatly. The higher recognition accuracies may be
partially due to the facts that this dataset has a larger number of training samples.
Besides, the artificial test samples comprise approximately 20% of all test samples
which have lower complexity in their backgrounds and less variation in the shapes
within a same class.
The overall performance of the CNN classifier is not satisfactory mainly because of
two reasons. Firstly, the training data is insufficient which makes the CNN easily
suffer from over fitting. Secondly, the network parameters need to be further
studied when applied to different text languages. On the contrary, the proposed
method shows its advantage under insufficient training data and changing of the
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(a) (b) (c)
Figure 5.9: Successful and failure cases of our ConvCo-HOG method with feature
reduction. (a), (b) and (c) show English, Chinese and Bengali character samples
respectively. In each figure, the top two rows show correctly recognized samples
and bottom two rows show wrongly recognized ones. For (a), the last two rows
are (‘r’, ‘P’), (‘6’, ‘E’), (‘M’, ‘H’), (‘Q’, ‘O’), (‘G’, ‘O’) and (‘N’, ‘V’), (‘C’, ‘S’),
(‘A’, ‘R’), (‘V’, ‘Y’), (‘a’, ‘E’)where the first character in the tuple is the ground
truth and the second is the recognized. For (b) and (c), the results could not be
shown because of the complex character encoding.
language scripts.
5.3.3.3 Feature Reduction Evaluation
The results of feature reduction using the improved feature pattern are given in
Tables 5.3 and 5.4 as indicated with “NewOffset”. It presents that by using the
new pattern, we could achieve almost the same accuracy on those datasets but
with a much lower feature dimensions. For Chinese characters, the new pattern is
much better. The reason may be as what we discussed earlier that Chinese texts
have much denser gradient distribution. By using regions to get co-occurrence
matrices, we can still capture rich spatial information while decreasing the effect
from noises. The results of feature reduction by PCA (99% of the variance is
retained) are also list in Table 5.4. It proves that the classic PCA method does
not work well on scene character recognition.
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Table 5.4: Feature reduction evaluation on three English scene character datasets
Method ICDAR SVT IIIT5K
Co-HOG 80.5% 75.8% 77.8%
Co-HOG NewOffset 80.4% 75.8% 77.5%
Co-HOG PCA 72.8% 70.5% 70.1%
ConvCoHOG 81.7% 77.2% 78.8%
ConvCoHOG NewOffset 80.8% 78.3% 77.9%
ConvCoHOG PCA 74.8% 71.1% 71.5%
5.3.3.4 Discussion
We accumulate the confusion matrix on the three English datasets as shown in
Figure 5.10. For Chinese and Bengali datasets, the confusion matrix is not shown
as they contain too many classes. As Figure 5.10 shows, the mistakes concentrate
on those confusing letter cases as we discussed earlier. Besides, two most obvious
mistakes are the mis-classification between ‘I’ and ‘l’, and between ‘0’, ‘o’ and ‘O’,
which even human beings often fail to differentiate correctly without context. This
problem could be alleviated by merging the similar classes into one and distinguish
them by exploiting the context information.
In addition, ConvCo-HOG could achieve better performance as demon-
strated in Section 5.3.3. In contrast, Co-HOG has slightly lower performance but
with less computation cost. In general, ConvCo-HOG has a larger dimension and
because it has an average pooling step, many of the feature entries are non-zero
which decrease the processing speed. As we tested on the ICDAR dataset, the av-
erage processing time for HOG is 1.25ms per character and 4.5ms for Co-HOG with
the new offset metric. For ConvCo-HOG the average processing time is 12.8ms,
roughly 3 times slower than Co-HOG. Therefore, Co-HOG and ConvCo-HOG can
be selected based on practical requirements.
The proposed techniques could be improved in different aspects. First, the
proposed techniques focus on character-level recognition. But for texts in scenes,
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Figure 5.10: Accumulated confusion matrix on the SVT, ICDAR and IIIT5K
datasets. There are 62 classes indicated by the number on the coordinate, which
represents ‘0-9a-zA-Z’ respectively. The tuple (‘a’, ‘b’) in the figure means ‘a’ is
mis-classified as ‘b’. As we can see, most frequent mis-classifications occur between
those challenging upper and lower case letters.
characters may not be separated from each other properly especially for those
suffering from different types of blurs and variation of viewpoints. In the future,
we will further investigate word-level scene text recognition to advance the machine
reading of texts in scene images. Second, both Co-HOG and ConvCo-HOG require
higher computational cost compared with the original HOG. Different strategies
will be investigated to speed up the computation of the Co-HOG and ConvCo-
HOG features. Third, we focus on the recognition of texts in three languages only
in the current work. Texts in other languages will also be investigated in our future
work.
5.4 Summary
In this chapter, we present three new feature descriptors, namely, PHOG, Co-
HOG and ConvCo-HOG, for efficient recognition of scene characters. Also, we
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present here two new scene character datasets, one for Chinese and the other
for Bengali towards the advancement of scene character recognition research for
multiple scripts.
The proposed Co-HOG feature descriptor is designed to capture the local
spatial information by counting the frequency of co-occurrence of gradient orienta-
tion of neighboring pixel pairs. The PHOG feature is to compute HOG at different
image pyramid levels to encode a wider spatial gradient information of the input
characters. Since the existing HOG feature descriptor captures orientation of each
pixel in an isolated manner and does not take into account the spatial information
described by their neighboring pixels, Co-HOG is more powerful than HOG as a
feature descriptor and captures the character shape information more precisely.
Since some co-occurrence structure of text strokes may not yet get captured by
this new Co-HOG feature, a convolutional strategy which extracts the Co-HOG
feature exhaustively for each possible block of an input character image is exploited
in designing the ConvCo-HOG feature descriptor. Thus, although ConvCo-HOG
has more computational complexities, it is more robust and possesses more dis-
criminative power because it captures the co-occurrence dual edge characteristics
of text strokes. The above claim is verified from the experimental results on five
data sets of three different scripts provided in the previous section. ConvCo-HOG




Conclusion and Future Work
6.1 Contributions
In this thesis, we mainly focus on the automatic reading of multilingual text in
scene images. To achieve this, we develop techniques for each of the components,
namely, text detection, text segmentation and text recognition. For an input
image, text detection algorithm is first applied to obtained a bounding box around
the text regions. These bounding boxes are then fed as source images for text
segmentation, which removes background regions and divides the detected words
into characters. Finally, text recognition algorithms are proposed to translate the
character images to strings. Below is our contributions to each component in the
text reading pipeline.
• Text detection: A unified text detection system, namely Text Flow, is
developed for multilingual text detection in scene images. The novelty of this
work includes: 1) It is the first system to formulate the text detection task
into a single integrated model, replacing existing sequential steps to avoid
error accumulation problem. 2) It removes false positives at text line level
with more context instead of making hard decision individually. 3) We prove
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sliding window is a good option to connected components for multilingual
text detection and our proposed system has great scalability for Latin and
non-Latin scripts.
• Text segmentation: This component takes the text detection results as
inputs and acts as the pre-processing step for text recognition. It aims to
eliminate as much background noisy regions and keep the text regions. Our
initial attempt is to segment characters for which media axis is extracted and
its radius is used to recover the character [68, 90]. Furthermore, we propose
two approaches for word segmentation in two different perspectives [88, 89].
The idea of the first work is to select the best-quality MSERs candidates from
a set of stable regions by designing four distinctive features. The latter work
refines an existing algorithm through two aspects: background seeds genera-
tion and foreground seeds selection. More reliable seeds lead to much better
segmentation based on graph cut algorithm. These methods produce better
segmentation results compared with most state-of-the-art methods and can
be utilized before the text recognition task to improve the performance.
• Text recognition: Spatial Pyramid Histogram of Oriented Gradient (PHOG)
is explored for scene text recognition which encodes the character spatial lay-
out by dividing the character images into pyramid grids [104]. Then HOG
feature in each grid is extracted and combined to form the final feature for
classification. Besides, we extend the HOG feature and propose two new
feature descriptors: Co-occurrence HOG (Co-HOG) [102] and Convolutional
Co-HOG (ConvCo-HOG) [101] for accurate recognition of scene texts of dif-
ferent languages. To address the large dimension produced by Co-HOG, a
feature dimension reduction offset is proposed which reduces the dimension
from ∼90K to ∼18K [103]. Meanwhile, we propose two new scene character
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datasets, one for Chinese and one for Bengali, to push the development of
text recognition in multi-scripts.
6.2 Future Works
6.2.1 End-to-End Multilingual Text Reading
Two character recognition approaches have been studied in this work, namely
Pyramid HOG and Co-occurrence HOG, for different language scripts, including
English, Chinese and Bengali.
However, word recognition on different scripts have yet been investigated.
To address this problem, we could combine our proposed text detection system
with the character recognition methods. To be specific, the text detection system
needs to provide not only the word bounding boxes but also character recognition
and script identification results. Based on the script identification and character
recognition results, proper language model could be adopted.
To conclude, for an input scene image, text detection and script identifica-
tion is first employed and the results are feed to the text recognition component
to obtain the end-to-end text reading results. Such a system would address the
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