University of Nebraska at Omaha

DigitalCommons@UNO
Information Systems and Quantitative Analysis
Faculty Proceedings & Presentations

Department of Information Systems and
Quantitative Analysis

12-2015

When Disclosure is Involuntary: Empowering
Users with Control to Reduce Concerns
David W. Wilson
University of Oklahoma Norman Campus

Ryan M. Schuetzler
University of Nebraska at Omaha, rschuetzler@unomaha.edu

Bradley Dorn
University of Arizona

Jeffrey Gainer Proudfoot
Bentley University

Follow this and additional works at: https://digitalcommons.unomaha.edu/isqafacproc
Part of the Databases and Information Systems Commons
Recommended Citation
Wilson, David W.; Schuetzler, Ryan M.; Dorn, Bradley; and Proudfoot, Jeffrey Gainer, "When Disclosure is Involuntary: Empowering
Users with Control to Reduce Concerns" (2015). Information Systems and Quantitative Analysis Faculty Proceedings & Presentations. 17.
https://digitalcommons.unomaha.edu/isqafacproc/17

This Conference Proceeding is brought to you for free and open access by
the Department of Information Systems and Quantitative Analysis at
DigitalCommons@UNO. It has been accepted for inclusion in Information
Systems and Quantitative Analysis Faculty Proceedings & Presentations by
an authorized administrator of DigitalCommons@UNO. For more
information, please contact unodigitalcommons@unomaha.edu.

Involuntary Disclosure

When Disclosure is Involuntary:
Empowering Users with Control to Reduce
Concerns
Completed Research Paper

David W. Wilson
University of Oklahoma
Norman, Oklahoma
davidwilsonphd@gmail.com

Ryan M. Schuetzler
University of Nebraska at Omaha
Omaha, Nebraska
ryan@schuetzler.net

Bradley Dorn
University of Arizona
Tucson, Arizona
bdorn@email.arizona.edu

Jeffrey G. Proudfoot
Bentley University
Waltham, Massachusetts
jproudfoot@bentley.edu

Joseph S. Valacich
University of Arizona
Tucson, Arizona
jsvalacich@cmi.arizona.edu
Abstract
Modern organizations must carefully balance the practice of gathering large amounts of
valuable data from individuals with the associated ethical considerations and potential
negative public image inherent in breaches of privacy. As it becomes increasingly commonplace for many types of information to be collected without individuals’ knowledge or
consent, managers and researchers alike can benefit from understanding how individuals
react to such involuntary disclosures and how these reactions can impact evaluations of
the data-collecting organizations. This research develops and empirically tests a theoretical model that shows how empowering individuals with a sense of control over their personal information can help mitigate privacy concerns following an invasion of privacy.
Using a controlled experiment with 94 participants, we show that increasing control can
reduce privacy concerns and significantly influence individuals’ attitudes toward the organization that has committed a privacy invasion. We discuss theoretical and practical
implications of our work.
Keywords: privacy, involuntary disclosure, perceived control

Introduction
In December 2009, following a steady stream of high-profile privacy incidents from large companies (e.g.,
Yahoo, Verizon, and Sprint), Google CEO Eric Schmidt was asked a pointed question regarding Google’s expansive data collection practices. Echoing the opinions of a large number of Americans, a reporter suggested
that Google was collecting and storing private information that many people only shared with their most
trusted friends. Rather than reassuring the reporter—and the listening audience—that Google’s practices
were safe, beneficial, or otherwise justified, Schmidt responded that “if you have something that you don’t
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want anyone to know, maybe you shouldn’t be doing it in the first place” (Tate 2009). Schmidt’s tone-deaf
response incited substantial criticism of the company’s dismissive stance toward individuals’ privacy, and
has contributed to a general trend of public caution toward interacting with Google’s many online services
(Adams 2012).
Though this anecdote involving Google provides an opportunistic example, it is increasingly common for
companies to engage in large-scale capture, storage, and analysis of Internet users’ personal information
(Vaidhyanathan 2011). These large sets of data are not all bad; among other things, the advertising revenue generated through leveraging troves of (mostly anonymous) data allows companies like Google and
Facebook to offer their popular services to the public free of charge. Users of the Android phone operating
system further benefit from this data collection, as Google is able to offer personalized recommendations
and information, including weather forecasts, traffic reports, and appointment reminders. Additionally,
many companies derive significant business value from these data, enabling new and interesting business
models such as the recent expansion of big data analysis (McKinsey Global Institute 2011).
However, these economic advances come at a cost. Such widespread collection of personal and behavioral
information generates significant trepidation by the general public (Burst Media 2009; UK Information
Commissioner’s Office 2013), and negative opinions regarding information-gathering activities are detrimental to a company’s image (Best 2014; Herold 2014). The data being collected are increasingly positioned
as a condition of use of many online services (Son and Kim 2008), and even concerted efforts to shield one’s
personal information from the many data repositories are ineffective and cost-prohibitive to pursue (Vertesi
2014). With elevated public concern about privacy, well-meaning organizations are faced with limited options: (1) cease collecting certain information, (2) collect information in secret, or (3) assuage user concern
regarding the information that is collected. The first choice is a non-option for most online companies, and
many pursue a combination of the second and third choices by suppressing publicity regarding how much
data is being collected and engaging with the public to reduce concerns (Johnson 2010).
In response to these pressing issues, this research investigates how organizations can relieve users’ information privacy concerns (IPC) regarding personal information that has already been (involuntarily) collected
(i.e., informing the third strategy in the list above). Involuntary disclosure is here defined as information collected by an organization without the informed consent of the individual. Very often today we see
long terms of service and privacy policies, and users are inclined to click through without reading or understanding the policies they are agreeing to. Even operating systems like Windows 10 include data-collecting
software that users may view as a violation of their privacy (Forrest 2015). This study addresses how an
organization can address user privacy concerns after data has been collected. In doing so, we contribute
uniquely to the privacy literature—which has been limited in addressing this type of disclosure—and provide important managerial guidance to aid organizations seeking to find effective ways to balance users’
privacy considerations with the value (or, in come cases, necessity) of personal information collected about
individuals. Information privacy concerns are generally defined as an individual’s concerns about possible
loss of privacy (Smith et al. 2011). Given the difficulty of measuring the concept of privacy itself, IPC has
been the measurement proxy of choice for nearly all prior information privacy research (Smith et al. 2011).
As such, IPC has received extensive theoretical and empirical treatment in the IS literature (e.g., Dinev and
Hart 2006; Hong and Thong 2013; Malhotra et al. 2004; Smith et al. 1996; Xu et al. 2011), most of which
has framed IPC as a primary obstacle to overcome for personal information disclosure or other online interactions to take place.
Our contribution to the privacy literature is significant for at least two reasons. First, we know relatively little about the determinants of IPC in general, as most prior research has employed IPC as a predictor of other
privacy-related outcomes (Smith et al. 2011). Second, what little literature exists investigating the determinants of IPC has been based solely in e-commerce or mobile commerce settings (Xu 2007; Xu et al. 2011;
Xu and Teo 2004; Xu et al. 2012), where the ultimate goal in measuring IPC is to predict users’ disclosure
decisions. However, traditional models of disclosure may not be adequate to explain IPC reduction in an
involuntary disclosure context in which disclosure has already occurred.
To overcome these potential inadequacies in prior literature, the research model developed here focuses on
determinants of IPC in involuntary disclosure situations. The model employs the perceived control con-

Thirty Sixth International Conference on Information Systems, Fort Worth 2015

2

Involuntary Disclosure

struct as a key determinant of IPC, following prior research (Xu 2007; Xu et al. 2011; Xu and Teo 2004; Xu
et al. 2012). Two characteristics distinguish this model from prior literature and tailor it to the involuntary
disclosure context. First, two key predictors of perceived control are adapted from the psychological stress
literature (Averill 1973), namely behavioral control—the feeling that one can influence or modify the nature
of a threatening event—and cognitive control—the feeling that one understands the nature of a threatening event. These types of control contribute to one’s perceived control and are useful for their ease of implementation, as discussed below. Second, the model replaces disclosure behavior with an evaluation of
participants’ attitudes regarding the company as the ultimate dependent variable. The result is a model particularly suited to a case where disclosure occurs and the goal is to reduce resulting concerns and maintain
positive evaluations of the information-collecting organization without changing this disclosure.

Related Literature
Before building the theoretical model, we first provide some background for the theory and concepts used
within the model. We review the privacy literature to establish privacy as a form of control over personal
information, and to explore prior work that has identified antecedents to IPC. We then provide a brief background in the psychological stress literature to define both behavioral and cognitive control. Finally, we
review the literature that has investigated privacy issues in the context of involuntary disclosure.

Control as an Antecedent of Privacy Concerns
Control is found among the earliest conceptualizations of privacy (Altman 1975; Westin 1967)—Altman’s
(1975) oft-cited definition of privacy is “the selective control of access to the self” (p. 24)—and has persisted as a common concept in nearly every rendition of privacy in the years since. Despite its deep history
in the study of privacy, however, control has been treated rather inconsistently in the IS literature. Some
researchers consider privacy to be a form of control per se (e.g., Altman 1975; Goodwin 1991; Milne and
Rohm 2000), while others assume control to be antecedent to privacy (e.g., Dinev and Hart 2004; Laufer
and Wolfe 1977). The most common scales used to measure privacy (Hong and Thong 2013; Malhotra et al.
2004; Smith et al. 1996) have included control as one (though not the only) dimension of privacy. As Solove
(2002) noted, “[privacy] theorists provide little elaboration as to what control really entails, and it is often
understood too narrowly or too broadly” (p. 1112). Margulis argues that there remains an opportunity to
further clarify the nature of control in the context of privacy (Margulis 2003a; Margulis 2003b).
While the inconsistency highlighted above may seem disconcerting, the last decade of privacy research in the
IS discipline has seen growing consensus that control and privacy should be treated as separate concepts,
with control as a predictor of privacy (Smith et al. 2011). Dinev and Hart (2004) argue that “when people
have a greater sense that they control the use of their information, they will have fewer privacy concerns”
(p. 416). This view has been reinforced by several other studies in which perceived control is a significant
predictor of privacy concerns (e.g., Hoadley et al. 2009; Xu 2007). Most recently, Xu et al. (2012) offered
strong theoretical clarification and empirical evidence regarding the role of perceived control as a mediator
of privacy concerns. Their study adopted control agency theory to distinguish between personal control—
which empowers an individual with personal control over their privacy—and proxy control—in which third
parties such as government or industry regulators act as control agents to protect privacy. Their findings
support the notion that perceived control, derived from both personal and proxy control, plays an important,
mediating role in determining privacy concerns.
This relatively small core of literature investigating control as a predictor of privacy concerns is valuable for
another reason. Even as IPC has become the most common conceptualization of, and measurement proxy
for, privacy, we know relatively little regarding the factors that determine an individual’s IPC. In their extensive review of the privacy literature, Smith et al. (2011) note that only a minority of privacy research has
explored the determinants of IPC, with most theorists opting instead to explore the outcomes of individuals’
IPC. Those studies that have examined the formation of IPC have identified prior privacy invasions (Smith
et al. 1996), general awareness of privacy practices (Malhotra et al. 2004), and personality (Bansal et al.
2010; Lu et al. 2004; Xu 2007) and demographic (Chen and Rea 2004; Culnan and Armstrong 1999; Sheehan 1999; Sheehan and Hoy 2000) differences, among others, as significant predictors. In one particular
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stream of research, Xu and colleagues (Xu 2007; Xu et al. 2008; Xu et al. 2011; Xu and Teo 2004; Xu et al.
2012) explored a variety of antecedents to IPC, including dispositional measures, perceived risks, and various forms of institutional assurances. These prior studies constitute an important initial exploration of the
antecedents of IPC. However, as Smith et al. (2011) suggest, our understanding of the antecedents of IPC is
limited, and there is value in empirical studies that contribute to this area of research.
Following the recent trend in the privacy literature that has separated perceived control as an important
antecedent of privacy, and in response to the more general need for greater understanding of the factors
that shape IPC, the model developed in this study highlights the important role of control in shaping privacy
concerns. We provide a unique perspective on the notion of control, however, given our focus on reducing
IPC in the context of involuntary disclosure. In such situations, the privacy invasion has already occurred
and our objective is to reduce the negative perceptions related to the invasion. The next section examines
the psychological stress literature, which positions control as an effective countermeasure to a negative,
stressful event.

Reducing Psychological Stress with Control
Control is deeply important to psychological functionality, and many decades of research have demonstrated
that a sense of control is a consistent predictor of physical and mental well-being (Skinner 1996). Among its
many virtues, control has long been accepted as an effective countermeasure to stressful and negative (even
painful) stimuli (Averill 1973; Carlsson et al. 2006; Müller 2011; Salomons et al. 2004). In short, “personal
control makes it possible to incorporate a potentially threatening event into a cognitive plan, thus reducing
anxiety” (Averill 1973, p. 286).
Our focus is on reducing the negative effects of a privacy invasion that has already occurred. To understand
the effect of control in soothing individuals’ concerns about their privacy after such an invasion, we draw
from the psychological stress literature, which provides two helpful forms of control that serve to ease an
individual’s anxiety—behavioral control and cognitive control. We propose that manipulating these two
forms of control will reduce anxiety resulting from privacy concerns after a disclosure has occurred.
Behavioral control is one’s perception that a direct, behavioral response is available that can affect, alter, or
even terminate a negative event (Averill 1973). This type of control empowers an individual with a feeling
that he or she can direct the outcome of a stressful situation, thereby reducing uncertainty and perceived
risk related to the negative event. Interestingly, people desire control over a negative stimulus even when
that control does not actually alter the nature of the threat (Staub et al. 1971). For example, participants in
one study reported significantly lower perceived pain after they themselves administered an electric shock
compared to participants for whom an experimenter administered the shock, even though the intensity of
the electric shock was the same for both groups (Müller 2011). This phenomenon is particularly relevant
for our involuntary disclosure context, in which the stressful event (i.e., the privacy invasion) has already
occurred. Individuals in this situation are not able to prevent the past disclosure, but through other means
of promoting behavioral control, it may be possible to effect an anxiety-reducing outcome. Our theoretical
model and experimental procedures will explore this possibility.
Cognitive control refers to the way in which an event is interpreted, understood, and appraised (Averill 1973).
It has been shown that pain, discomfort, or stress can be mitigated on the basis of a person’s interpretation
of events (Averill 1973). In one study, for example, researchers manipulated cognitive control among patients about to undergo major surgery by providing detailed information on the surgery procedures and
calming the patient’s fears regarding the potential pain and discomfort expected during recovery (Langer
et al. 1975). This manipulation reduced pre- and postoperative stress, and patients in this treatment group
requested significantly fewer pain relievers following surgery and went home sooner than other patients.
Cognitive control has also been found to reduce uncertainty and increase satisfaction in customer service
engagements (Faranda 2001; Namasivayam 2004) and to play a key role in reducing workplace stress and
increasing job satisfaction among employees (Fila et al. 2014; Ganster 1989). Thus, increasing an individual’s understanding of a given negative event (e.g., an involuntary disclosure) can significantly reduce the
pain and stress incurred by the event. Importantly, this reduction in anxiety occurs without actually modifying the negative event.
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In summary, the psychological stress literature provides two unique methods of producing perceived control
when a negative event is considered inevitable or unavoidable. Thus, behavioral and cognitive control constitute plausible mechanisms through which perceived control can be produced. Our experimental design
will specifically explore such mechanisms in the context of an involuntary disclosure. Before building our
model, however, we first review the relatively small set of prior work that has investigated privacy concerns
in involuntary situations.

Prior Studies Investigating Privacy in the Context of Involuntary Disclosure
As a condition of usage, most online services require their users to provide varying levels of personal information. Though this does not constitute strict involuntary disclosure (since individuals can choose to simply not use these services), individuals who choose to use the Internet are forced to disclose at least some
amount of private information. Despite this fact, the vast majority of disclosure-related privacy research
has focused on individuals’ choices regarding whether to disclose information. These prior investigations
usually measure individuals’ willingness or intentions to disclose personal information (e.g., Dinev et al.
2006; Dinev and Hart 2006; Li et al. 2010; Malhotra et al. 2004; Xu et al. 2009), with a more limited subset
having studied actual disclosure behavior (e.g., Keith et al. 2013; Norberg 2007). Studies that follow this
disclosure-decision paradigm have been extremely valuable, but have always carried the assumption that
the user has not yet disclosed any information. Relatively little research has examined privacy issues under
the general assumption that disclosure has already occurred.
However, some prior work has examined nonconsensual monitoring of computer or Internet behavior, usually referred to as surveillance. This research has examined the privacy-related implications of governmental surveillance (Dinev et al. 2008), organizational surveillance of employees’ computer behavior (e.g., Alge
2001), as well as the issues surrounding the tracking of online browsing behavior via browser cookies by
online companies (e.g., Cranor et al. 2006; Martin et al. 2003; Milne et al. 2004; Miyazaki 2012; Sheehan
2005). An interesting commonality among these streams of surveillance research is found in the effect of
transparency in reducing privacy concerns. Employees who are told they are being surveilled (Alge 2001)
and Internet users who are informed of websites’ cookie monitoring procedures (Miyazaki 2012) report
fewer concerns about their privacy. Furthermore, citizens who perceive a legitimate need for government
surveillance report being less concerned about their private information being potentially accessed by government agencies (Dinev et al. 2008). These prior findings relate well to the concept of cognitive control
developed within our model. Our model develops this concept further into an explicit driver of perceived
control intended to assuage user concern about the private information that has already been disclosed.
In summary, though privacy theorists have long considered control to be an integral part of privacy, there
remains ambiguity in the literature regarding the role of control in shaping IPC. Given our unique, involuntary disclosure context, the psychological stress literature provides two promising mechanisms that may
help users feel that they have greater control over the aftermath of a privacy-threatening disclosure. Furthermore, while a great deal of prior research has helped us understand the factors that influence users’
disclosure decisions, relatively little has studied privacy issues in situations where the disclosure has already happened. We thus develop a research model and propose specific hypotheses in the next section
to explain how users’ privacy concerns about involuntarily disclosed information can be mitigated through
control-enhancing interventions.

Theory Development and Research Model
Our research model, shown in Figure 1, comprises a set of hypotheses that summarize the factors that shape
privacy concerns in the involuntary disclosure context. We first discuss dispositional factors that influence
perceived control and IPC. We then leverage the psychological stress literature to justify hypotheses relating
behavioral and cognitive control to perceived control. Finally, we argue for beneficial effects of perceived
control on users’ attitudes toward the data-collecting organization, partially mediated by the user’s IPC.
The resulting research model provides a unique description of how privacy concerns are formed when an
involuntary disclosure has occurred, and how those concerns and associated attitudinal assessments can be
managed by applying control-related interventions.
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Behavioral control

Cognitive control

H3

Disposition to trust

H1(a)

H4

Perceived control
H6

H1(b) (-)
Attitudes toward
organization

H5 (-)
H2(a) (-)
H7 (-)
Disposition to value
privacy

H2(b)

Privacy concerns

Figure 1. Research Model with Hypotheses

Dispositional Characteristics
Individuals vary in the extent to which they value privacy and are willing to submit themselves to potentially
risky situations. These differences are likely the result of a wide range of factors, including an individual’s
past experiences, personality traits, cultural beliefs, and so on. These dispositional factors significantly impact users’ decisions, particularly when the user is interacting with unfamiliar transaction partners (Mayer
et al. 1995; McKnight et al. 1998; Rotter 1971). While the impact of dispositional factors has long been accepted in the context of trusting relationships (Colquitt et al. 2007), they have received substantially less
attention from privacy theorists. (Exceptions include Li 2011; Li 2014a; Morton n.d.; Patil and Kobsa 2005;
Phelps et al. 2001; Rensel et al. 2006; Richards 2012; Xu et al. 2008; Xu et al. 2011; Yao and Zhang 2008).
We identify two different dispositional factors that will help predict the control and privacy concepts within
our model—disposition to trust and disposition to value privacy.
An individual’s disposition to trust is a personality-based trait summarizing a person’s general willingness
to trust others (Mayer et al. 1995). Trust has been shown to play an important role in many prior privacy
studies (e.g., Bélanger et al. 2002; Dinev et al. 2006; Dinev and Hart 2006), but the role of an individual’s
disposition to trust in determining privacy-related outcomes has not been extensively studied. In order to
connect dispositional trust to privacy outcomes, we first consider that a key function of trust is to reduce
uncertainty in a given transaction (Metzger 2004). If individuals are generally more trusting, then, they
should feel considerably less uncertainty and, by extension, be more likely to feel a sense of control in the
context of an online interaction. Prior research has provided some evidence for a link between trust and
control (Arcand et al. 2007; Walczuch and Lundgren 2004), though the relationship is somewhat tenuous,
having been infrequently tested. In an exploratory effort to better understand the effect of this dispositional
factor within our context, we hypothesize that an individual’s disposition to trust will have a facilitating
role in the formation of IPC. We further assume that this facilitating role will be partially mediated through
perceived control, such that disposition to trust will both positively impact perceived control and negatively
impact IPC. Thus, we hypothesize:
H1: An individual’s disposition to trust will (a) positively influence the individual’s perceived
control and (b) negatively influence the individual’s privacy concerns.
In contrast to the rather under-studied trait of disposition to trust (in the context of privacy), dispositional
factors related to an individual’s need for or tendency to value personal privacy have been more popular
among privacy researchers. Disposition to value privacy is a personality attribute reflecting an individual’s
inherent need to maintain certain boundaries that frame personal information space, and is defined as “an
individual’s general tendency to preserve his or her private information space or to restrain disclosure of
personal information across a broad spectrum of situations and contexts” (Xu et al. 2011, p. 805). One’s
disposition to value privacy has been found to positively influence an individual’s privacy concerns, given
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that those who inherently value their privacy will desire more control over the disclosed information, and
thus generally be more concerned about any information that has been disclosed (Li 2011; Li 2014a; Morton
n.d.; Patil and Kobsa 2005; Phelps et al. 2001; Rensel et al. 2006; Richards 2012; Xu et al. 2008; Xu et al.
2011; Yao and Zhang 2008). We thus hypothesize a positive relationship between an individual’s disposition
to value privacy and his or her level of IPC. In addition, an individual who naturally assigns a higher value
to privacy will perceive a given invasion of privacy as more intrusive and the feeling that control has been
lost will be magnified. Thus we additionally hypothesize a negative impact of disposition to value privacy on
perceived control, following prior literature (Xu et al. 2008; Xu et al. 2011). In summary, we hypothesize:
H2: An individual’s disposition to value privacy will (a) negatively influence the individual’s
perceived control and (b) positively influence the individual’s privacy concerns.

The Role of Control in Shaping Privacy Concerns
Nearly every academic conversation on the topic of privacy includes the concept of control in some form
(Altman 1975; Smith et al. 2011; Westin 1967; Xu et al. 2012). Our model embraces this trend and focuses
directly on the role of control in reducing IPC and improving users’ evaluations of the data-collecting organization. We instantiate this control as perceived control, which is defined as “an individual’s belief about the
presence of factors that may increase or decrease the amount of control over the release and dissemination
of personal information” (Xu et al. 2012, p. 5). Aside from the dispositional factors already discussed, we argue that perceived control can be significantly improved by providing users the two forms of control we have
derived from the psychological stress literature (Averill 1973)—behavioral control and cognitive control.
Behavioral control refers to the perception that a direct, behavioral response is available that can affect,
alter, or even terminate a negative event (Averill 1973). Behavioral control empowers an individual with
the feeling that he or she “has a say” in what will happen in a given situation. Though this concept has
applications in a wide variety of contexts, we focus on the outcomes of behavioral control in a situation
where a negative, stressful event, such as a privacy-invading disclosure, has occurred.
When an individual is faced with an anxiety-inducing event, there are a number of ways in which behavioral control might be granted. The most direct method—and, arguably, the one most effective at reducing anxiety—is to allow the individual to either prevent or reduce the negative impact of the event. In the
experimental psychology domain, this form of behavioral control is referred to as stimulus modification
(Averill 1973), and has been implemented by allowing participants, for example, to opt-out of receiving an
electric shock, to reduce the intensity of the shock, or by having punishment contingent upon the performance of some task (Averill 1973). In the privacy literature, this concept is easily recognized in what have
been termed privacy-enhancing technologies (Burkert 1997), or technologies that allow individuals to protect their information privacy by directly controlling the flow of their personal information to others (Xu
et al. 2012). Examples of such technologies include the privacy controls provided to users of online social
networks (Hoadley et al. 2009) or automated web browser tools for reading and evaluating website privacy
policies (Cranor et al. 2006). In addition to these privacy-enhancing technologies, Internet users worried
about their privacy sometimes have the ability to either falsify the personal information they provide or avoid
disclosure altogether (Son and Kim 2008).
While the actions listed above can be effective in producing control and reducing privacy concerns, we categorically exclude these types of control-enhancing factors from our investigation. We focus instead on
situations where disclosure has already taken place or is mandatory as a condition of use, and we therefore
assume that this popular avenue for providing control to the user is not an option. In other words, we focus
on what other methods organizations can employ in order to increase perceived control and reduce privacy
concerns. To this end, we explore methods of effecting behavioral control that do not allow the individual
to actually reduce the intensity of the negative event.
Behavioral control can also be generated by empowering an individual with the ability to direct—but not
actually modify—the execution of the negative event. This is referred to in the psychology literature as regulated administration (Averill 1973). For example, employees who control the scheduling of distasteful office
work are subject to less stress and fatigue than employees who are required to follow a regulated schedule for
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the same amount of work (Hockey and Earle 2006). Even something as simple as allowing participants to
choose their seats during an anxiety-inducing experiment can reduce reported anxiety (Endler et al. 2001).
In the context of privacy and involuntary disclosure, this type of control could be granted to a user by allowing him or her the ability to direct the sharing of personal information with third-party organizations, or
by allowing the user to ensure that the information that was disclosed is accurate before it is shared with a
third party. We hypothesize that taking such measures to provide behavioral control over his or her private
information would increase a user’s sense of control over that information, even without actually reducing
the user’s exposure to privacy-related risks. Thus, we hypothesize:
H3: Providing an individual behavioral control over his/her personal information will positively influence the individual’s perceived control.
Cognitive control refers to the way in which an event is interpreted, understood, and appraised (Averill
1973). The psychology and management literatures have produced many examples in which pain or stress
is reduced simply by helping an individual better understand the nature of a negative event (Averill 1973;
Langer et al. 1975). Again, we note that these effects have been observed when the occurrence and intensity
of the negative event is not modified, which aligns well with our involuntary disclosure context. If personal
information has already been disclosed, cognitive control could be granted to users by clearly explaining
and/or justifying the organization’s need for the disclosed information, or by clearly explaining the extent
of disclosure (i.e., exactly what has been disclosed). We observe similar effects of transparency in situations
of surveillance or Internet tracking (Alge 2001; Dinev et al. 2008; Miyazaki 2012), in which concerns have
been reduced. According to our theory, this reduction in privacy concerns observed in prior literature is the
result of increases in cognitive control, which serve to increase the individual’s overall perceived control. In
summary, we hypothesize:
H4: Providing an individual cognitive control over his/her personal information will positively
influence the individual’s perceived control.
A consistent theme in prior privacy research is that consumers tend to have fewer privacy concerns when
they believe that they have control over their personal information (Culnan and Armstrong 1999; Culnan
and Bies 2003; Phelps et al. 2001; Xu et al. 2011; Xu et al. 2012). Given that one’s concerns about privacy
are, to an extent, generated by a feeling that one has lost the ability to decide who has access to their personal
information (Hong and Thong 2013), this inverse control-concern relationship is quite logical and certainly
not unique to our study. We therefore follow prior literature and predict that increasing perceived control
will reduce individuals’ IPC. Thus we hypothesize:
H5: Increasing an individual’s perceived control will negatively influence the individual’s privacy concerns.

Linking Privacy Issues to Organizational Evaluations
Negative opinions regarding information-gathering activities are detrimental to an organization’s image
(Best 2014; Herold 2014), and there is evidence that companies that take measures to protect the privacy
of their customers may gain a competitive advantage over their less privacy-conscious competitors (Tsai
et al. 2011). We argue that in addition to these prior findings that customers are willing to pay a premium
to privacy-conscious companies, such companies will also earn greater respect and affective judgments by
embracing positive privacy practices. In other words, companies who respect their customers’ privacy can
expect their customers to have more positive attitudes towards the company. Given our focus on control as
a central driver of privacy-related outcomes, we argue further that increasing users’ perceived control will
positively impact those users’ attitudes towards the data-collecting organization. Prior research has shown
that individuals’ attitudes can be affected by their perceived control over their behavior (Bandura 1991) and
this sense of control can impact both intentions and attitudes (Dzewaltowski et al. 1990). We find further
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support for this notion in prior marketing research (Tucker 2014), in which online social network users provided with privacy controls were significantly more likely to click on advertisements by third parties, even
when these advertisements used personalized text derived from private information. Tucker (2014) speculates that part of this increase in successful advertising was the result of more positive evaluation of the
online social network that collected the personal information. Building on this prior literature, we specifically link the increases in perceived control with a user’s attitudes toward the organization collecting the
data, and we hypothesize:
H6: Increasing an individual’s perceived control will positively influence the individual’s attitudes toward the organization.
While increasing perceived control will have a positive impact on attitudes, this effect is likely to be largely
mediated by the user’s IPC. Privacy concerns have long been studied as a predictor of user attitudes in various
forms (Culnan 1993; Smith et al. 1996). As Angst and Agarwal (2009) note in the context of IPC, “individuals
who harbor strong concerns about a particular issue require particularly compelling arguments to modify
their belief structure” (p. 349). A trend of the majority of this prior literature, however, has focused on
attitudes toward a particular practice or activity, e.g., collecting information (Smith et al. 1996), secondary
use (Culnan 1993), personalization (Chellappa and Sin 2005), and so on. We break from this tradition and
posit a relationship between users’ IPC and their affective evaluation of the organization collecting information. We expect this relationship to follow prior findings regarding the link between privacy concerns and
other attitudes, namely that higher levels of IPC will be associated with lower attitudinal assessments of the
data-collecting organization. Taken together, this prediction, and that indicated by H5, comprise a partially
mediated effect of perceived control on attitudes toward the organization. In summary, we hypothesize:
H7: An individual’s privacy concerns will negatively influence the individual’s attitudes toward
the organization.

Methodology
Our method entails presenting participants with a description of a company (which participants received as a
part of the experimental manipulation, described below) and then asking them to provide an overall opinion
of the company on the basis of the information provided. Subjects were recruited from an undergraduate
course at a large university in the United States. Student subjects are appropriate for this context, since
they are heavy users of the Internet and social media (Jones 2009), where privacy disclosure behaviors are a
growing issue (Giles 2010). Student samples are also beneficial for experimental procedures, since they tend
to be homogenous and provide maximal control over the experimental manipulations (Dennis and Valacich
2001).

Measurement
All measures were adapted from prior research. Measures for disposition to trust were adapted from (Jarvenpaa et al. 1998) and those for disposition to value privacy from (Xu et al. 2011). IPC was measured using
items adapted from (Li 2014b), and items for perceived control were adapted from (Xu et al. 2011). Finally,
attitudes toward the organization were measured using the method developed by Brown and Dacin (1997).
In addition to the constructs found within our theoretical model, we also included measures of various demographic variables, such as age, sex, and ethnicity, as well as measures of prior privacy invasion experiences
and general privacy awareness, as control variables.

Experimental Procedure
The experiment employed a 2 x 2 factorial design in which behavioral control (high/low) was crossed with
cognitive control (high/low), following the operationalizations described below. Participants first completed
a presurvey in which they consented to participate in the study and provided demographic data and other
measures, including those for the dispositional factors in the model. This was completed on the participants’
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personal computer via a web-based survey application. They were then told that they would need to complete
an in-person task in the lab to receive credit, but that all lab sessions were currently full. In reality there were
no lab sessions at all, and this deception was a part of the experimental manipulation. They were informed
that they would be contacted by the research team when more slots were made available. After a considerable
time (nearly two months), participants received an email stating that the lab portion of the experiment had
been cancelled, but that they could complete the second portion of the study via the same online survey
system that was used to collect the presurvey information. At the beginning of this second online survey,
they learned that a (fictitious) online marketing company had been tracking their online activities since
they began their participation nearly two months earlier. They were further told (deceptively) that they
had consented to this tracking and data gathering procedure when they agreed to participate in the study.
This was intended to simulate a now-common, real-world situation in which a user unknowingly agrees to
disclose some personal information by failing to read the fine-print of a privacy policy. The participants
learned that their browsing history, including websites visited, search engine queries, videos watched, etc.,
had all been recorded and would be used by the fictitious marketing company for marketing purposes. They
were led to believe that they had already forfeited their right to have that information removed when they
agreed to participate in the study. All of these measures were taken in order to effect the perception that the
information disclosure had already taken place, and that there was no option for the participant to prevent
or cancel the privacy invasion. This provided the unique (but rather realistic) context for our experimental
manipulations to take effect, as described below.
Participants were randomly assigned to one of four conditions within our 2 x 2 design. For the low behavioral control condition, participants were told that their browsing profile information would be shared with
two different third-party marketing organizations, randomly selected from a list of six possible organizations. Individuals in the high behavioral control condition were allowed to choose exactly two of the six
third-party organizations with whom the information would be shared. Participants in the high behavioral
control condition were further informed that they would be able to check the data for accuracy and correct
any potential errors (though they would not be able to remove the data or prevent it from being shared).
They were informed that they would receive a followup email from the fictitious company with instructions
regarding this checking procedure. Participants in the low behavioral control condition were not informed
of any data-checking procedure. For the cognitive control manipulations, those in the high cognitive control condition were informed that the marketing company sponsoring the research had a strict transparency
policy that required them to inform individuals each time their personal information was shared with a third
party. They were informed that they would receive an email report each time their data was shared with a
third party containing a description of what data was shared and how and why the data were to be used.
Those in the low cognitive control condition received no indication that they would know when their data
was shared in the future.
After reading through the instructions pertaining to their specific experimental manipulation, the participants were asked a number of questions regarding their perceptions of control, privacy concerns, and attitudes toward the fictitious marketing organization sponsoring the research, as well as several measures
used as manipulation checks to ensure the validity of the experimental procedure. After completing these
measures, they were fully debriefed regarding the deceptive nature of the experiment and reassured that
their browsing history had not been tracked and that their personal information would not be shared with
any third-party organizations.

Analysis and Results
In this section, we detail the pre-analysis and data validation procedures undergone to establish construct
validity and reliability of the measurement items used. After establishing these necessary pre-conditions,
we proceed to evaluate the proposed model using SEM. All data validation and model testing was completed
in R (R Core Team 2014) using the lavaan SEM package (Rosseel 2012).
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Manipulation Checks and Sample Characteristics
It is necessary in experimental research to test whether the experimental manipulation(s) produced the
intended effects. Manipulation checks were performed for the behavioral and cognitive control manipulations using measurement items gathered for this purpose. For behavioral control, the low behavioral control
condition reported significantly lower perceived behavioral control (M = 2.72, SD = 1.44) than the high behavioral control group (M = 3.61, SD = 1.60), t(90.1) = -2.80, p < .01 (one-tailed). For cognitive control, the
low cognitive control condition reported significantly lower cognitive control (M = 2.25, SD = 1.16) than the
high cognitive control group (M = 2.76, SD = 1.46), t(85.7) = -1.87, p < .05 (one-tailed).
The initial pool of participants who completed the presurvey totaled 139. Just 108 of these participants responded when invited to complete the second portion of the study. A comparison of the initial and final participant groups did not reveal any significant differences in terms of demographic variables, privacy-related
measures, or other factors. After filtering out incomplete responses and several participants who either
missed attention-checking questions or were clearly not providing legitimate responses, the final sample
consisted of 94 usable responses. This sample was 51% male, 65% Caucasian, and a large majority (85%)
reported English as their primary language. They were young adults (Mage = 21.2, SD = 1.76) in their first
few years of college (MY rs College = 2.38, SD = 1.34).

Establishing Construct Validity and Reliability
A first step in the pre-analysis was to establish factorial validity and the reliability of the measures used. Since
most constructs and several relationships hypothesized in the model are derived from prior literature, we
chose to use CFA to validate the measurement model. CFA is appropriate in situations where strong theory
suggests known relationships among the indicators and their intended factors (Brown 2006), as in our case.
Upon fitting the proposed measurement structure of the model, measurement items that loaded poorly onto
their respective factors and reduced reliability were dropped. The refined model exhibited acceptable fit to
the data (χ2 = 105.17, dfmodel = 93, p = 0.183, χ2 /df = 1.13, CFI = 0.98, TLI = 0.98, RMSEA = 0.037,
SRMR = 0.062). Satisfied that the model was a good fit to the data, we could then calculate correlations,
reliabilities, and AVEs to further aid in establishing factorial validity. These metrics are summarized in
Table 1.
Table 1. Construct Correlations, Reliabilities, and AVEs
Construct
1. Attitudes toward organization
2. Perceived control
3. Privacy concerns
4. Disposition to trust
5. Disposition to value privacy

CR
.772
.867
.916
.802
.826

AVE
.628
.632
.682
.573
.621

(1)
.792
.284∗∗
−.374∗∗∗
.028
−.133

(2)

(3)

.795
−.439∗∗∗
.207∗
−.146

.826
−.160
.460∗∗∗

(4)

(5)

.757
.138

.788

Notes. N = 94; CR = Composite Reliability; AVE = average variance extracted; values along the diagonal are
the square root of the AVE.
* = p < 0.05, ** = p < 0.01, *** = p < 0.001.

In order to demonstrate factorial validity, the AVE for a construct should be > 0.5 (convergent validity)
(Hair et al. 2010). In addition, discriminant validity is demonstrated when the square root of a construct’s
AVE is higher than the correlation between that construct and all other constructs in the model (Hair et al.
2010). As shown in Table 1, the constructs in the model meet all of these criteria. To establish reliability, the
composite reliability value should be > 0.7 (Fornell and Larcker 1981; Kock 2010; Nunnally and Bernstein
1994). The computed reliability values shown in Table 1 indicate sufficient reliabilities.

Evaluating Common-Methods Bias
Because all survey items were measured using the same method (an online survey), the possibility exists that
some of the shared variance among the constructs is due to the common method rather than the underlying
relationships among the constructs. Though precautions were implemented to reduce this likelihood (e.g.,
randomizing the order of survey items) (Straub et al. 2004), it is necessary to test for common-methods bias
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in the measurement model. We first note that no correlations shown in Table 1 are above 0.90. Correlations
above this threshold may indicate a common-methods bias (Pavlou et al. 2007). A second approach is called
Harman’s single factor test (Podsakoff et al. 2003), in which all measurement items are included in an exploratory factor analysis to see whether a single factor (the common method used) can explain a majority of
the observed variance in the measures. While this method does not statistically control for method effects,
it can be used as an effective diagnostic tool to identify whether common methods are negatively affecting
results. Following the single factor test procedure, we included all items in an exploratory factor analysis
and examined the (unrotated) solution. The single factor explained a mere 20% of the variance in the items,
indicating that common methods bias was not negatively affecting the results of our analysis.
Having established the validity and reliability of the constructs measured, we now proceed to describe the
SEM analysis of the full model.

Model Testing Results
We tested the theoretical model shown in Figure 1 using covariance-based SEM. We also included sex (female
= 1), age, education, prior privacy invasion experiences, and privacy awareness as control variables for the
endogenous constructs in the model. Only significant paths from the control variables were retained in the
final model, as such removal did not significantly alter the other estimates in the model. The final model is
shown in Figure 2 with model testing results. Fitting the structural model to the data produced generally
acceptable indications of fit (χ2 = 164.18, dfmodel = 139, p = 0.071, χ2 /df = 1.18, CFI = 0.97, TLI = 0.96,
RMSEA = 0.043, SRMR = 0.072) (Hair et al. 2010). Hypothesized relationships shown in the theoretical
model in Figure 1 were tested in conjunction with the SEM analysis. The tested hypotheses, along with
their corresponding path estimates and significance levels, are summarized in Table 2. The testing results
indicate general support for many of the relationships proposed in the model. These results are discussed
in the context of their broader implications in the section that follows.
Table 2. Hypothesis Testing Results
Hypothesis
H1a. Disposition to trust → Perceived control
H1b. Disposition to trust → (-) Privacy concerns
H2a. Disposition to value privacy → (-) Perceived control
H2b. Disposition to value privacy → Privacy concerns
H3. Behavioral control → Perceived control
H4. Cognitive control → Perceived control
H5. Perceived control → (-) Privacy concerns
H6. Perceived control → Attitudes toward organization
H7. Privacy concerns → (-) Attitudes toward organization

β
.312∗∗
n.s.
n.s.
.391∗∗∗
.246∗
n.s.
−.404∗∗∗
−.270∗
−.384∗∗

Support?
Yes
No
No
Yes
Yes
No
Yes
Yes
Yes

Notes. * = p < 0.05, ** = p < 0.01, *** = p < 0.001.

Discussion
Many modern organizations collect large amounts of data from and about their customers (Vaidhyanathan
2011). These data are proving highly valuable (McKinsey Global Institute 2011), but such widespread collection of personal and behavioral information has been met with significant trepidation by the general public
(Burst Media 2009; UK Information Commissioner’s Office 2013), especially as this data collection has become nearly ubiquitous and difficult to fully prevent (Vertesi 2014). As more customers find out just how
much data has been involuntarily collected about them, companies must balance the business value of large
customer datasets against ethical considerations and the potential negative public opinion that results from
breaches of privacy (George et al. 2014). Given these pressing managerial issues, this research develops and
empirically tests a theoretical model that investigates the link between customer attitudes toward an organization and their perceptions of privacy issues when personal data has already been involuntarily collected.
We draw on psychological stress literature to explore methods of returning a sense of control to individuals. We then model the downstream effects of this perceived control in the formation of privacy concerns,
and we argue that these perceptions of control and IPC can have important effects on overall evaluations of
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Behavioral control

Cognitive control

(n.s.)

.246*

Disposition to trust

.312**

Perceived control
R2 = 19.2%
.270*

(n.
s.)

Attitudes toward
organization
R2 = 31.4%

-.404***

.)

s
(n.

-.384**
Disposition to value
privacy

.391***

Privacy concerns

.200✝

R2 = 39.0%
.197*

Note: * = p < .05; ** = p < .01; *** = p < .001

Female

Figure 2. Final Research Model with Hypothesis Testing Results
the data-collecting organization. Our empirical model was tested using 94 experimental subjects, and most
of the proposed relationships within the model received clear support. This section discusses the implications of these results, both in terms of theoretical development and the potential practical application of the
concepts discussed.
We will now address the unsupported hypotheses regarding the effects of cognitive control and disposition to
value privacy on perceived control. First, our empirical test showed no significant influence of cognitive control on perceived control, even though the psychological stress literature has clearly validated this construct
as an effective means of increasing control and reducing anxiety in many different contexts. One plausible
explanation for this (aside from the obviously small sample size) is that the effect of cognitive control may
have been partially obviated by participants’ baseline level of concern in the experiment. If some individuals’ baseline level of concern in the scenario was low as a result of them not thinking in detail about the level
of their personal exposure (a likely possibility with student subjects in an experiment), then the cognitive
control manipulation may have pushed awareness beyond that baseline, which could actually amplify privacy concerns and reduce perceived control. This would have made the effect more ambiguous, and serves
as a plausible explanation for the nonsignificant relationship indicated by the model testing results. Future
research should more specifically examine the effects of cognitive control while accounting for a broader
range of other possible effects in order to isolate the effect of that construct. The cognitive control construct
has been clearly validated in other domains, and it may simply be that more methodological refinement is
needed to obtain the intended effect within an experimental scenario.
Second, our analysis revealed a lack of statistical support for the influence of disposition to value privacy on
perceived control. This hypothesis was derived based on the tendency for an individual who values privacy
to feel less in control of the situation when a privacy violation occurs. It is possible that the relationship
between these constructs was not supported due to the constraints of conducting laboratory research. In
this research, participants were aware that they were engaged in a research study and thus may have felt
that the invasion of privacy that occurred was fabricated and of marginal risk. Accordingly, participants
may have maintained a perception of control over the situation rather than the hypothesized emotional
state associated with a lack of control. Future research investigating perceptions of control should strive to
incorporate as much realism as possible in the experimental design. Doing so will yield the most ecologically
valid and generalizable results.
Finally, disposition to trust did not significantly influence privacy concerns. It is possible that the nature of
our sample—young college students—negatively impacted our results. Young technology users have been
engaging with various forms of technology for a majority of their lives. It is possible that technology users
with such extensive experience maintain a general trusting demeanor whilst identifying privacy concerns
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associated with specific technologies, organizations, or users that they have encountered over time. In other
words, a general disposition to trust may not ensure a broad sentiment of reduced privacy concerns. This
possibility represents an interesting avenue for future investigation.

Implications for Research
This research has important implications for privacy theory. Drawing from prior work in related contexts,
the theory presented here is the first to examine IPC mitigation in an involuntary-disclosure context. Accordingly, we contribute theory to a disclosure domain in which very little understanding has yet been obtained, despite unprecedented amounts of involuntary disclosure occurring in online settings. The privacy
models in other contexts may not translate well to an involuntary disclosure setting, since privacy has been
identified as being highly context-dependent (Pavlou 2011; Smith et al. 2011). When disclosure has already
occurred, the options available for organizations to manage users’ IPC are limited compared to other contexts wherein a company offers various privacy assurances in order to convince the customer to disclose
information. Given the widespread practice of involuntary data collection, and the increasing futility of
avoiding such disclosure (Vertesi 2014), it is important for the IS community to offer effective theoretical
guidance for companies grappling with these issues.
Two such solutions are presented in our theoretical model in the form of behavioral and cognitive control.
We show that empowering users with behavioral control—by something as simple as enabling the user to
verify the accuracy of their information and choose which third-party organizations their data will be shared
with—can significantly increase those users’ perceived control of their personal information. This control,
in turn, mitigates IPC. These findings can be leveraged by future theorists as we continue to seek effective
methods of increasing control and reducing privacy concerns, particularly in situations where options for
offering privacy assurances are limited. In addition, we argue theoretically for the effect of cognitive control
in producing an increased sense of control, building on substantial validation of this relationship in other
domains. While our empirical test of this relationship did not indicate a significant influence on perceived
control, there is still potential value for future research to build on these principles and further test other
operationalizations of cognitive control in other scenarios. Taken together, these two constructs, which are
drawn from the robust psychological stress literature (Averill 1973), constitute a fresh approach to exploring
issues of control in the context of information privacy.
Finally, there are important implications for the influence of perceived control and IPC on participants’ attitudinal assessments of the organization collecting the personal information. Prior research has linked IPC
with more specific attitudes directed at a particular practice or activity, such as information collecting (Smith
et al. 1996), secondary use (Culnan 1993), personalization (Chellappa and Sin 2005), and so on. With modern companies facing severe public scrutiny for their privacy-threatening activities (Best 2014; Herold 2014),
it is crucial for IS researchers to examine whether privacy policy can directly affect how companies are viewed
by their customers and potential customers. This research is directed squarely at the link between privacyrelated perceptions and affective judgments of a company, and we show that increasing perceived control
can indeed positively impact users’ evaluations of the company. This effect is largely mediated through the
mitigating effect of perceived control on IPC, which was even more strongly linked with attitudes toward
the organization in our sample. There remain unanswered questions, however, regarding the full extent of
the relationship between IPC and customer attitudes. For example, do individuals uniformly relate privacy
practices with positive judgments of a company, or are there other moderating factors that would qualify
this relationship? How does the effect of customers’ IPC on their attitudes toward a company change over
time? Is it possible for an organization to overcome a past grievance and repair their public image? These
and other questions may lead to important theoretical insights, and the theory developed in this work can
be leveraged in future work that tackles these issues.

Implications for Practice
Given the widespread collection and use of personal information, and the associated privacy issues inherent
in this practice, this research has important practical contributions as well. Most importantly, online companies and other organizations involved in some form of involuntary data collection can, with relative ease,
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implement the behavioral and cognitive control constructs proposed in the model. The manipulations in the
experimental design constitute just a few of many potential methods to empower users with perceived control over the data being collected. Practitioners could apply the concepts of behavioral and cognitive control
to aid in effectively managing privacy concerns by increasing users’ sense of control over their online data.
The practical implications of the theory developed here are not limited to online companies, however. Many
governmental organizations (e.g., the Transportation and Security Administration in the United States) are
required to gather and evaluate highly sensitive information (e.g., full-body scans in many airports), and are
constantly grappling with public opinion regarding the privacy implications of such mandatory disclosures
(Ahlers 2013). These organizations gather private information in the interest of national security, and some
such disclosure is acceptable to most citizens. Additional mechanisms that would allow these organizations
to collect necessary information while managing privacy concerns could prove a valuable strategy. There are
several potential practical applications of behavioral control that such an agency could employ. For example,
it may be feasible to allow citizens access to verify that their information was recorded correctly. Another
strategy would be to allow individuals to choose between a set of equally effective screening technologies,
perhaps even with something as simple as choosing the color of ink used when taking fingerprints. All
of these would allow individuals to feel that they were “in charge” of a portion of the privacy-threatening
experience.
Likewise, we argue theoretically for the efficacy of cognitive control in providing individuals increased control, and this concept is also an excellent candidate for real-world application by government organizations.
The main way in which cognitive control could be granted would be various forms of transparency regarding
what data is being used, how and why it is being used, and so on. Particularly attractive is the fact that such
transparency does not change the amount of data being collected or used, but rather provides individuals
an explanation as to why. An interesting possibility would be an online portal through which an individual
could easily see which organizations accessed a given piece of information and for what purpose. These and
other methods could be used by any organizations that have certain data collection procedures that are effectively mandatory. Such organizations can use the concepts highlighted in this work to more effectively
manage individual privacy concerns.
Further, as these companies and government organizations find effective ways of reducing privacy concerns,
our findings indicate that this will have a direct impact on public opinion regarding the organization. Most
modern organizations are keenly aware of the need to manage public opinion regarding privacy, and focus
on gathering data that produce value while respecting their customers. Our findings indicate that giving
users control over information collection will have a direct, positive impact on their evaluations of the organization. Enabling users with control also reduces IPC, which can have a profound impact on attitudes about
the company, according to our findings. These recommendations constitute practical knowledge that can be
applied by many different organizations to their benefit. In an environment where massive data collection
is the norm, organizations will continually need effective ways to engage with the public regarding privacy
issues.

Limitations and Future Research
As with any research study, our work has limitations that should be considered when interpreting our results
and stated implications. By design, experiments sacrifice realism in favor of experimental control. We took
measures to align the experimental privacy invasion with its real-world counterpart, but the participants
knew they were participating in a study and may have been freer with their personal information or biased
in their privacy-related evaluations than if their privacy had been violated in their everyday lives. Relatedly,
our use of relatively young student subjects to study privacy issues may bias our results, given that younger
individuals tend to evaluate privacy differently than the general population. While student subject pools
tend to be more homogeneous and conducive to experimental research, we acknowledge the lack of generalizability as a limitation. These purposeful methodological choices were made to carefully examine the
effects of behavioral and cognitive control, but there remains an opportunity for future research to evaluate
these phenomena using field studies, which would grant greater generalizability to the theory.
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Conclusion
Many modern organizations must carefully balance the practice of gathering large amounts of valuable data
from individuals with the associated ethical considerations and potential negative public image inherent
in breaches of privacy. As it becomes commonplace for many types of information to be collected without
individuals’ knowledge or consent, managers and researchers alike can benefit from understanding how
individuals react to such involuntary disclosures, and how these reactions can impact evaluations of the
data-collecting organizations. We have proposed and empirically tested a theoretical model to show how
empowering individuals with a feeling of control over their personal information can help mitigate IPC following an invasion of privacy. We draw from the psychological stress literature to establish behavioral and
cognitive control as effective mechanisms to increase perceived control, and show that increasing control
and reducing IPC can significantly influence individuals’ attitudes toward the organization that has committed the privacy invasion. Our theory provides an initial look at managing privacy concerns in an involuntary disclosure context that future research can build on. Furthermore, modern organizations can use the
mechanisms identified in our model to build effective strategies for engaging with the public regarding the
collection and protection of private information.
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