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We have examined the valence-electron emission from Cu, Ge, GaAs, InP, and NiO single crystals under the
condition of strong x-ray Bragg reflection; i.e., in the presence of the spatially modulated x-ray standing-wave
interference field that is produced by the superposition of the incident and reflected x-ray beams. These crystals
span the entire metallic, covalent, and ionic range of solid-state bonding. It is demonstrated that the valence-
electron emission is closely coupled to the atomic cores, even for electron states close to a metallic Fermi edge.
Using the bond-orbital approximation, the x-ray standing-wave structure factor for valence-electron emission is
derived in terms of the bond polarities and photoionization cross sections of the atoms within the crystalline
unit cell and compared to experiment. Additionally, we demonstrated that by exploiting the spatial dependence
of the electric-field intensity under Bragg condition, site specific valence electronic structure may be obtained.
The technique is demonstrated for GaAs and NiO.
DOI: 10.1103/PhysRevB.64.125115 PACS number~s!: 68.49.Uv, 78.70.Ck, 79.20.2m
I. INTRODUCTION
One of the most powerful experimental tools for examin-
ing the electronic structure of a solid or film is photoelectron
spectroscopy. Due to the conservation of energy between the
incident photon and the ejected photoelectron,1 much direct
and important electronic information pertaining to the occu-
pied valence-band density of states has been obtained for
many materials, and this information has been used to estab-
lish the validity of complicated band-structure calculations
for metals, semiconductors, insulators, and alloys.2
Typical photoemission measurements are performed with
excitation sources that are monochromatic plane waves. Be-
cause the intensity of a plane wave is constant over the di-
mensions of the crystalline unit cell, standard photoemission
measurements are unable to produce direct, site specific va-
lence information. As many of the recent density of states
calculations that have been performed for compound materi-
als are element or site specific, such information is necessary
for the detailed comparisons between theory and experiment
that are necessary to advance our knowledge of solid-state
bonding. This limitation of the photoemission technique has
been partially mitigated by experiments that have exploited
either the photon-energy dependence or Cooper minimum3
of the atomic cross sections of the atoms within the unit
cell4–6 or the photon-energy dependence or Fano7 resonant
behavior of these atoms near a core-ionization threshold.8
Additionally, x-ray photoelectron diffraction has also been
used to obtain site specific valence information.9
In this work, we utilize the spatial dependence of the
x-ray standing-wave ~XSW! interference field that results
from the coherent superposition of the incident and reflected
x-ray beams near a crystal x-ray Bragg reflection to examine
the valence-electronic structure of a number of materials that
span the entire range of solid-state bonding; i.e., metallic,
covalent, and ionic. By combining this form of x-ray diffrac-
tion with valence-photoelectron spectroscopy, we are able to
gain a better experimental understanding of the fundamental
physics of the photoemission process. In addition, by selec-
tively positioning the maximum of the electric-field intensity
within the crystalline unit cell and recording high-resolution
valence-photoelectron spectra, site-specific information on
the occupied valence-band density of states may be directly
obtained.
II. THEORY OF VALENCE-ELECTRON EMISSION IN AN
X-RAY STANDING-WAVE FIELD
We turn our attention to the problem of the photoelectron
emission from a valence band of a single crystal. Because the
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valence electrons are delocalized, we must consider the
emission from all of the atoms within the crystalline-unit
cell, rather than from a single type of atom as is typically
assumed for standard x-ray standing-wave analysis.10 Fur-
thermore, we assume that we do not energy discriminate be-
tween valence states of different energy. This situation will
be discussed in later sections. For simplicity, we assume that
our unit cell has two atoms, and we label these atoms as a for
the anion sites and c for the cation sites, respectively.
The initial bound-state wave function of a valence elec-
tron can be taken in the tight-binding, bond-orbital
approximation11,12 as the sum of the hybridized valence
atomic orbitals on each of the cores. As a Bloch wave, our
initial-state wave function may therefore be written
ui&5(
R
eikR@uafa~r2ra2R!1ucfc~r2rc2R!# . ~1!
Here fa(r) and fc(r) are the hybrid, atomic-state valence
orbitals of atom a and atom c. ~For the III-V semiconductors
they are the s-p states.! Coefficients ua and uc are defined in
terms of the bond polarity ap which is calculated from the
Hartree-Fock term values of the free atoms11
ua5@~11ap!/2#1/2 and uc5@~12ap!/2#1/2. ~2!
The coordinate vectors R describe the positions of the unit
cells, and ra and rc are the positions of the anion and the
cation atoms within each unit cell. @For the ~111! reflection
of the group III-V semiconductors, rc2ra5 14 a@111# , where
a is the lattice parameter.#
Since we are working at several keV photon energy, we
may use the Born approximation13 that describes the final-
state wave function of the escaping photoelectron as an en-
ergetic plane wave travelling with wave vector kf
u f &5eikfr. ~3!
Under the condition of x-ray Bragg reflection, the electric
field is given by the superposition of the coherently coupled
incident Eo and reflected Eh monochromatic plane waves
that travel with wave vectors ko and kh , polarization vectors
eo and eh , and frequency v
E~r,t !5@eoEoeikor1ehEheikhr#e2ivt. ~4!
ko and kh are connected by the Bragg condition
h5kh2ko , where h is a reciprocal-lattice vector of the crys-
tal.
This field squares to give the wavefield intensity at an
arbitrary point r in space
I~r!5uEou2@11R12CAR cos~n1hr!# , ~5!
where n is the phase of the complex-field amplitude ratio
Eh /Eo5ARein, R is the reflectivity function R5uEh /Eou2,
and C5eoeh is the polarization coefficient which is equal to
1 for s-polarization and equal to cos 2uB for p polarization.
~uB is the Bragg angle.! Both R and n are functions of pho-
ton energy and angle around the Bragg condition. For the
symmetric reflections studied in this work C51, although
we will consider both situations in the following derivation.
The general importance of Eq. ~5! arises because within
the region of dynamical x-ray Bragg diffraction,14 the phase
n may be continuously varied from 0 to p. Consequently, the
maxima ~or minima! of the sinusoidal electric-field intensity
may be experimentally scanned across the atomic planes of a
crystal simply by slightly varying either the angle of the
sample or the photon energy around the Bragg condition.
To calculate the cross section of the photoelectron effect
in the presence of the x-ray standing-wave field, we must
first calculate the differential cross section using the total
electric field from Eq. ~4!. The intensity of the photoexcita-
tion process is proportional to the square modulus of the
transition-matrix element M i f between the initial and final
states13
ds/dV}uM i f u2, ~6!
where
M i f5^ f uEoeikor~eop!1Eheikhr~ehp!ui&, ~7!
and p52ih„ is the momentum operator. It follows from
Eq. ~7! that the matrix element of the photoelectron process
is the sum of the matrix elements corresponding to the direct
and diffracted waves
M i f5Eo^ f ueikor~eop!ui&1Eh^ f ueikhr~ehp!ui&, ~8!
or
M i f5EoM i f~ko!1EhM i f~kh!. ~9!
We will now calculate each matrix element separately.
Using Eqs. ~1! and ~3! for our initial- and final-state wave
functions, and performing the change of variables to electron
coordinates re
a5r2ra2R and re
c5r2rc2R in each anion
and cation term, we arrive at an expression for M i f(ko)
M i f~ko!5(
R
ei~k1ko2kf !R@uaei~ko2kf !ra
3^ f ueikorea~eop!ufa&
1uce
i~ko2kf !rc^ f ueikorec~eop!ufc&# . ~10!
Performing the sum in Eq. ~10! over the coordinates R of
the unit cells, we obtain the conservation law of quasimo-
mentum for the photoelectron process SRei(k1ko2kf )R
5Ndkf ,k1ko1g , where N is the number of unit cells, d is the
Kronecker delta, and g is a reciprocal-lattice vector.12 Fi-
nally, we obtain an expression for the matrix element
M i f(ko)
M i f~ko!}@uaei~ko2kf !"raVa~ko!1ucei~ko2kf !rcVc~ko!# ,
~11!
where the matrix elements Va(ko) and Vc(ko)
Va~ko!5^ f ueikore
a
~eop!ufa,
Vc~ko!5^ f ueikore
c
~eop!ufc&, ~12!
correspond to the elementary photoexcitation process from
the anion and cation sites a and c for the incident beam.
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Integration in Eq. ~12! is performed over the electron coor-
dinates re
a and re
c which are the electron-position vectors
from the anion and cation sites in each integral, respectively.
Performing the same calculation for the diffracted beam,
we obtain for the matrix element M i f(kh)
M i f~kh!}@uaei~kh2kf !raVa~kh!1ucei~kh2kf !rcVc~kh!# ,
~13!
where we also have
Va~kh!5^ f ueikhre
a
~ehp!ufa&,
Vc~kh!5^ f ueikhre
c
~ehp!ufc&. ~14!
If we now substitute the expressions for the matrix ele-
ments of the incident @Eq. ~11!# and diffracted @Eq. ~13!#
beams into Eq. ~9!, after some algebra we arrive at the most
general expression for the transition-matrix element for the
photoelectron effect from a crystal-valence band
M i f5Eo$uaei~ko2kf !ra@Va~ko!1~Eh /Eo!eihraVa~kh!#
1uce
i~ko2kf !rc@Vc~ko!1~Eh /Eo!eihrcVc~kh!#%.
~15!
From Eq. ~6!, taking the magnitude squared of this expres-
sion gives us the differential cross section for the valence-
electron emission in the presence of two coherently coupled
x-ray beams
ds/dV}ua
2uVa~ko!1~Eh /Eo!eihraVa~kh!u2
1uc
2uVc~ko!1~Eh /Eo!eihrcVc~kh!u2
1uauce
i~ko2kf !~rc2ra!@Va~ko!
1~Eh /Eo!eihraVa~kh!#*
3@Vc~ko!1~Eh /Eo!eihrcVc~kh!#1c.c. ~16!
Note that the equation usually used to study x-ray photoelec-
tron emission from a crystal-valence band from one propa-
gating electromagnetic beam4,15 is obtained from Eq. ~16! by
setting Eh50.
As we are interested in the integral photoeffect, we will be
integrating Eq. ~16! over all solid angle dV . As valence
electrons have negligible binding energies («b;0), the
product u(ko2kf)(rc2ra)u will be much greater than 1 at
x-ray energies; consequently, the phase factor ei(ko2kf )(rc
2ra will be highly oscillatory, and therefore the cross terms
can be neglected compared to the first two terms of Eq.
~16!.4,15,16 This approximation leads us to the differential
cross section for two independent, mixed-site emitters in the
presence of two coherently coupled x-ray beams
ds/dV}ua
2uVa~ko!1~Eh /Eo!eihraVa~kh!u2
1uc
2uVc~ko!1~Eh /Eo!eihrcVc~kh!u2. ~17!
For the moment, we will make the dipole approximation13
in the matrix elements of Eqs. ~12! and ~14! that e iko"rea ,c
;e ikh"rea ,c;1. Due to the spatial extent of the valence elec-
trons, one might not expect the dipole approximation to be
valid. However, again because a valence electron has negli-
gible binding energy, it becomes a good approximation for
the low x-ray energies that the momentum of the photon may
be neglected compared to the momentum of the electron in-
side the matrix elements; i.e., k f@ko ,h .13 Additionally, be-
cause we are utilizing a bond-orbital wave function, the di-
pole approximation is implicit because fa and fc are atomic
orbitals. ~We will address higher-order multipole terms
shortly.! Consequently, because the directions of propagation
of the incident and diffracted x-ray beams do not affect the
matrix elements, all the terms in Eq. ~17! are directly propor-
tional to the total cross sections of the anion and cation wave
functions within this approximation
E uVa~ko ,h!u2dV}saT ,
E uVc~ko ,h!u2dV}scT ,
E Va*~ko!Va~kh!dV}CsaT ,
E Vc*~ko!Vc~kh!dV}CscT . ~18!
From Eqs. ~17! and ~18!, we now obtain the intensity of
the total valence-electron emission from the two coherently
coupled beams
Y T5ua
2sa
T@11R12CAR cos~n1hra!#
1uc
2sc
T@11R12CAR cos~n1hrc!# . ~19!
Comparison with Eq. ~5! shows that the valence-electron
emission associated with each atom is directly proportional
to the electric-field intensity at the location of its electronic
core.
The above expression can be written in the usual param-
etrized form of the XSW yield from an ensemble of atoms10
Y T511R12CARF cos~n22pD !, ~20!
where the parameters D and F are referred to as the coherent
position and coherent fraction, respectively. ~For core-
emission XSW measurements, D and F may be interpreted as
the phase and amplitude of the charge-density Fourier coef-
ficient for the h reflection.17!
Using a trigonometric identity, Eqs. ~19! and ~20! render
Fei2pD5@ua
2sa
Teihra1uc2scTeihrc#/@ua2saT1uc2scT# ,
~21!
which may be generalized for a unit cell with an arbitrary
number of i atoms
Fei2pD5(
i
ui
2s i
TeihriY (
i
ui
2s i
T
. ~22!
Equation ~22! is the x-ray standing-wave structure factor for
valence-electron emission. Note that both the bond polarities
and photoelectron cross sections appear in Eq. ~22!.
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It is also possible to take into account nondipole contri-
butions to the x-ray standing-wave yield. This amounts to
including the first term in the Taylor-series expansion of the
retardation terms in Eq. ~18!; i.e., eikorea ,c;11ikorea ,c and
eikhrea ,c;11ikhrea ,c . According to the results of Ref. @18#,
we may write the integrals of Eq. ~18! in terms of their
dipole and quadrupole contributions
E uVa~ko ,h!u2dV}saD1saQ ,
E uVc~ko ,h!u2dV}scD1scQ ,
E Va*~ko!Va~kh!dV}CDsaD1CQsaQ ,
E Vc*~ko!Vc~kh!dV}CDscD1CQscQ , ~23!
where sa ,c
D and sa ,c
Q are the total dipole and quadrupole cross
sections for the anion and cation atoms, and CD5eoeh and
CQ5@(eoeh)(kokh)1(eokh)(ehko)#/ukou2 are the dipole
and quadrupole polarization parameters. Equation ~19! is
then modified to include the ratio of the dipole to quadrupole
cross sections for the angle-integrated yield
Y T5ua
2sa
T@11R12CD~12Qa!AR cos~n1hra!#
1uc
2sc
T@11R12CD~12Qc!AR cos~n1hrc!# .
~24!
where sa ,c
T 5sa ,c
D 1sa ,c
Q
, polarization coefficient CD51 for
s polarization and CD5cos 2uB for p polarization, and Qa ,c
are the quadrupole contributions for the anion and cation
sites, respectively. They are equal to
Qa ,c52~sQ/sT!a ,c sin2 uB ~25!
for s polarization and
Qa ,c52~sQ/sT!a ,c@cos 2uB2cos 4uB#/cos 2uB . ~26!
for p polarization. Note that the inclusion of the quadrupole
contributions to the integral photoyield breaks the strict pro-
portionality between the electric-field intensities and the
valence-electron emissions found in Eq. ~19! by reducing the
amplitudes or coherent fractions of the x-ray standing-wave
modulations. The coherent position will also be affected, but
only in cases where Qa and Qc are large and differ by a
significant amount.
III. EXPERIMENTAL DETAILS
The experimental studies of the covalent semiconductors
Ge, GaAs, and InP were performed at the Stanford Synchro-
tron Radiation Laboratory using the ‘‘Jumbo’’ double-crystal
monochromator and a standard ultra-high vacuum chamber.
Electron-emission, back-reflection x-ray standing-wave
data10,19,20,21 were recorded in a fixed-angle, normal-
incidence diffraction geometry by scanning the monochro-
mator and a double-pass cylindrical-mirror analyzer ~CMA!
simultaneously through the photon-energy range of the crys-
tal x-ray Bragg back reflection. The CMA was operated with
x-ray photoelectron-spectroscopy slits and a pass energy of
200 eV to give an electron-energy resolution of ;3.2 eV. The
horizontal axis of the spectrometer was aligned parallel to
the polarization vector of the synchrotron radiation, and a
pair of InSb~111! crystals provided the monochromatized
x-ray beam. In this geometry, the CMA accepts electrons
with an angular range of ;6° about the CMA cone which has
a half angle of 42.3° with respect to the CMA axis. Fiducial
information on the photon energy, the photon-energy
rocking-curve width ~;0.7 eV!, and the sample alignment
was obtained from the reflectivity curves which were mea-
sured simultaneously to the electron-emission curves with an
Io grid upstream of the sample.
~111! back-reflection x-ray standing-wave data were re-
corded from freshly cleaved Ge~111!. From freshly cleaved
GaAs~110!, GaAs~-1-10!, InP~110!, and InP~21210!, ~111!,
~212121!, ~111!, and ~212121! back-reflection x-ray
standing-wave data were recorded, respectively. The sample
geometries were adjusted to make the incident beam normal
to either the ~111! or ~212121! diffraction planes. Ge 3d ,
Ga 3d , As 3d , In 4d , and P 2s core-level intensity data
were recorded in addition to the intensity from the top of
each crystal-valence band as the photon energy was scanned
through the Bragg back-reflection condition. Only in the case
of the P 2s core line was it necessary to measure the modu-
lation of the inelastic-electron background at a slightly
higher kinetic energy and then subtract it from the data re-
corded at the kinetic energy of the elastic core line. ~The
valence band has no extrinsic inelastic background due to
electron emission at higher kinetic energies, and the signal to
background is large for the other core levels.!
We also examined the core- and valence-photoelectron
spectra at fixed photon energies for the GaAs~111! and
GaAs~212121! reflections with the CMA operating with a
pass energy of 50 eV, to give a high-resolution electron-
energy width of ;0.8 eV. For the GaAs~111! reflection, these
data were recorded with the photon energy set to place the
maximum of the electric-field intensity near the Ga atomic
planes, and for the GaAs~212121! reflection, these data
were recorded with the photon energy set to place the maxi-
mum of the electric-field intensity near the As atomic planes.
The experimental studies of Cu and NiO were conducted
at the National Synchrotron Light Source using beamline
X24a and a standard ultra-high vacuum chamber. This
double-crystal monochromator was operated with Si~111!
crystals, and electron-emission spectra were recorded with a
multichannel hemispherical analyzer. Atomically clean Cu
surfaces were produced by repeated cycles of argon sputter-
ing and annealing. NiO surfaces were produced by repeated
cycles of argon sputtering and annealing in oxygen.22 For the
x-ray standing-wave experiments, the Cu~111! crystal was
aligned so that the ~1121! diffracting planes were normal to
the synchrotron beam, and the NiO~001! crystal was aligned
so that the ~111! diffracting planes were normal to the syn-
chrotron beam. For both the Cu and NiO studies, the hori-
zontal axis of the spectrometer was aligned parallel to the
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polarization vector of the synchrotron radiation. In this ge-
ometry, the hemispherical analyzer accepts electrons within a
cone of 620° with respect to the polarization vector.
Unlike the CMA, the hemispherical analyzer utilizes a
multichannel detector plate, so Cu x-ray standing-wave
electron-emission data were recorded by setting an analyzer
window around either the Cu 3p core line or the Cu valence
band and summing the counts in all of the 16 channels of the
analyzer while a bias voltage connected to the sample was
scanned together with the photon energy. Cu and NiO pho-
toelectron spectra were collected at different photon energies
around the Bragg condition by setting the photon energy and
scanning the electron analyzer in a high-resolution mode. For
the Cu data, valence spectra were recorded with a pass en-
ergy of 11.75 eV to give an electron-energy resolution of
;0.18 eV. For NiO, a pass energy of 23.50 eV was used to
give an electron-energy resolution of ;0.35 eV. In both
cases, the photon-energy width was ;0.45 eV.
IV. RESULTS
A. Covalent semiconductors
1. Homopolar Ge
Figure 1 compares the photon-energy dependence of the
Ge 3d core-level emission with the Ge valence-electron
emission in the vicinity of the Ge~111! Bragg back-reflection
condition. These are raw electron-yield curves recorded by
scanning both the monochromator and CMA simultaneously;
they have been scaled only by a constant to make equal their
yield away from the energy of the crystal Bragg back reflec-
tion. Additionally, they have been recorded in quick, alter-
nating scan-by-scan succession by changing only the detec-
tion energy of the CMA in order to eliminate any systematic
errors between them. The lower part of the figure shows the
reflectivity curve recorded simultaneously with the electron-
emission data.
The Ge 3d core-level emission shows the characteristic
x-ray standing-wave pattern from this centrosymmetric
crystal.23 The emission from the delocalized valence band is
startlingly similar, showing only a small reduction in XSW
amplitude.
In order to obtain quantitative information, following
standard XSW analysis, these data were fit by Eq. ~20! (C
51), using the photon-energy offset and photon-energy
width obtained from the fit to the reflectivity data. The
complex-reflectivity function was calculated from the dy-
namical theory of x-ray diffraction;14 both R and n are func-
tions of photon energy. The pertinent XSW fitting parameters
are D, the average position of the resulting emission relative
to the diffracting planes in units of the reflecting plane spac-
ing, and F, the coherent fraction of emission that arises
from D.
For the Ge 3d core distribution, D and F are found to be
D510.01960.009 and F510.68260.038.24 These param-
eters are indistinguishable from the expected values of D
50 and F50.71 for the ideal, nonvibrating25 lattice sites
shown in Fig. 2. Note that for this centrosymmetric reflec-
tion, the ~111! atomic planes bisect the Ge~111! double layer;
consequently, F is not equal to 1, but rather it is equal to
cos(p/4)5&/250.71. This reduction in amplitude reflects
the spread of positions between the two spectroscopically
indistinguishable Ge atoms of the diamond-unit cell, which
are displaced by a quarter of a ~111! lattice constant along
the @111# direction. @The two Ge atoms of the unit cell have
displacements of 1 18 and 2 18 ~111! lattice spacings from the
center of the ~111! diffraction planes.# For the valence distri-
bution, the same fitting procedure finds D50.00260.011
and F50.65060.045.
2. Heteropolar GaAs and InP
Figure 3 compares the photon-energy dependence of the
Ga 3d , the As 3d , and the GaAs valence-electron emission
in the vicinity of the GaAs~111! Bragg back-reflection con-
dition. For the GaAs~111! reflection, the Ga atoms occupy
the top half of the diamond bilayer, and the As atoms occupy
the bottom half, as shown in Fig. 2. This is easily verified
experimentally by the Ga 3d and the As 3d core-level XSW-
emission patterns that show the characteristic yield for each
site.23 Unlike the case of the centrosymmetric Ge planes,
FIG. 1. Photon-energy dependence of the Ge 3d and the Ge
valence-electron emission near the Ge~111! Bragg back-reflection
condition. Also shown is the Ge~111! reflectivity curve. The lines
are the theoretical fits to the data points.
FIG. 2. Side views of the Ge~111! and GaAs~111! crystal struc-
tures. The ~111! atomic planes are indicated.
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these noncentrosymmetric sites are displaced by 1 18 ~Ga!
and 2 18 ~As! ~111! lattice spacings from the center of the
GaAs bilayer, and each of the sites produces a coherent frac-
tion much closer to 1. The valence pattern appears similar to
the average of the Ga and As core-level patterns, but it is
shifted significantly towards the As site.
To demonstrate that this result is not an experimental ar-
tifact, we also collected ~212121! electron-emission data
from the same GaAs crystal. These data are shown in Fig. 4.
The positions of the Ga and As atoms are now reversed, as
seen from the core-level emission patterns. Once again, the
valence-emission pattern is close to the average of the two
sites, but it is skewed significantly toward the As site.
Figure 5 shows similar data for InP acquired from the
InP~111! reflection. Figure 6 shows similar data acquired
from the InP~212121! reflection. We also chose to study
InP because, unlike GaAs, the principal quantum numbers of
the hybridized valence electrons differ by 2; i.e., the valence
band is composed of the hybridized P 3s and 3p electrons
and the In 5s and 5p electrons. Consequently, atomic cross-
section effects should be more apparent in the InP data than
in the GaAs data.
An interesting consequence of the large difference in
atomic number between the In and P atoms is that the posi-
tion of the diffracting planes does not coincide with the cen-
ter of the atomic planes. Rather, the position of the diffract-
ing planes is shifted significantly towards the In sites, as
evidenced by the In and P core-level emission patterns. This
situation arises due to the large difference in the atomic form
factors of In and P that appear in the x-ray structure factor.26
~The atomic form factors are included in the determination of
the atomic positions.! For Ge, the reflection is symmetric.
So, in the absence of anomalous dispersion, the Ge charge
FIG. 3. Photon-energy dependence of the Ga 3d , the As 3d , and
the GaAs valence-electron emission near the GaAs~111! Bragg
back-reflection condition. The lines are the theoretical fits to the
data points.
FIG. 4. Photon-energy dependence of the Ga 3d , the As 3d , and
the GaAs valence-electron emission near the GaAs~212121!
Bragg back-reflection condition. The lines are the theoretical fits to
the data points.
FIG. 5. Photon-energy dependence of the In 4d , the P 2s , and
the InP valence-electron emission near the InP~111! Bragg back-
reflection condition. The lines are the theoretical fits to the data
points.
FIG. 6. Photon-energy dependence of the In 4d , the P 2s , and
the InP valence-electron emission near the InP~212121! Bragg
back-reflection condition. The lines are the theoretical fits to the
data points.
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distribution is uniformly distributed across the diffracting
planes; consequently, the position of the diffracting planes
and the center of the atomic planes coincide. For GaAs, As
has a larger atomic number than Ga; consequently, the dif-
fracting planes are shifted toward the As site, but not by a
large amount.26 For InP, the effect is much greater due to the
much larger difference in atomic number.
Table I shows the resulting fitting parameters D and F for
the various core levels and the crystal-valence bands of the
covalent semiconductors. Note that in the case of the GaAs
data, the valence emission is skewed towards the As ~anion!
sites, whereas for the InP data, the valence emission is
skewed towards the In ~cation! sites. Clearly, the importance
of the atomic cross sections in Eq. ~19! is immediately evi-
dent because the direction of the charge transfer is the same
for both GaAs and InP; i.e., from the positively charged cat-
ion to the negatively charged anion.
3. Site-specific valence-electronic structure
We also collected high-resolution valence photoemission
spectra at fixed photon energies around the GaAs~111! and
the GaAs~212121! reflections with the CMA pass energy
set at 50 eV. For the ~111! reflection, these data were col-
lected with the electric-field intensity maximum placed close
to the Ga atomic planes, and for the ~212121! reflection,
these data were collected with the electric-field intensity
maximum placed close to the As atomic planes, as shown in
Fig. 7. These experimental geometries and photon energies
correspond to the peaks in the Ga and As core-level scanned
XSW data of Figs. 3 and 4, respectively. Both reflections
were utilized in order to maximize the contrast between the
electric-field intensities on the Ga atomic sites and on the As
atomic sites.
Figure 8 shows the resulting GaAs crystal valence-band
spectra, referenced to the valence-band maximum. These
data are characteristic of the GaAs valence-band density of
states.27,28 The intensities of the three different lobes ob-
served in the spectra modulate significantly depending on
which of the atomic planes; i.e., either the anion or cation
atomic planes, was preferentially excited. The features at the
lowest and highest kinetic energies are enhanced when the
TABLE I. XSW fitting parameters D, coherent position, and F,
coherent fraction, for the covalent semiconductors Ge, GaAs, and
InP.
Ge~111!
Ge3d D510.01960.009 F510.68260.038
VB D510.00260.011 F510.65060.045
GaAs~111!
Ga3d D510.10760.009 F510.77560.047
As3d D520.09660.006 F510.77660.029
VB D520.05560.010 F510.66760.040
GaAs~21 21 21!
Ga3d D520.10060.011 F510.82760.053
As3d D510.13660.014 F510.82160.076
VB D510.07260.015 F510.60560.061
InP~111!
In4d D510.11160.010 F510.81160.049
P2s D520.13360.016 F510.88060.080
VB D510.05160.012 F510.66060.050
InP~21 21 21!
In4d D520.12660.009 F510.97060.054
P2s D510.13360.025 F511.06560.183
VB D520.06260.014 F510.74660.066
FIG. 7. Theoretical calculations of the normalized electric-field
intensity for the GaAs~111! ~shaded line! and GaAs~212121!
~solid line! Bragg back-reflection conditions at photon energy \v
51900.05 eV. This photon energy maximizes the electric-field in-
tensity on the Ga atomic planes for the ~111! reflection and on the
As atomic planes for the ~212121! reflection. The spatial posi-
tions of the field intensities within the GaAs unit cell are shown
relative to the Ga and As atomic planes. The dotted line represents
the electric-field intensity away from the Bragg condition which is
constant and equal to 1 throughout the unit cell.
FIG. 8. Comparison of the Ga ~shaded line! and As ~solid line!
on-atom GaAs valence-photoemission spectra. Note the sensitivity
of the spectra to the location of the electric-field intensity within the
crystalline-unit cell. The features at the lowest and highest binding
energies are enhanced when the maximum of the electric-field in-
tensity is placed on the As atomic cores, whereas the feature at
intermediate kinetic energy is enhanced when the maximum of the
electric-field intensity is placed on the Ga atomic cores.
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maximum of the electric-field intensity is placed on the As
atomic sites, whereas the feature at the intermediate kinetic
energy is enhanced when the maximum of the electric-field
intensity is placed on the Ga atomic sites.
B. Metallic Cu
The XSW emission patterns and high-resolution photo-
emission spectra from a Cu~111! surface were also studied.
Figure 9 compares the photon-energy dependence of the Cu
3p core-and valence-electron emission in the vicinity of the
Cu~1121! Bragg back-reflection condition. Once again,
these are raw electron-yield curves; they have been scaled
only by a constant to make equal their yield away from the
Bragg condition. Additionally, they have been recorded in
quick, alternating scan-by-scan succession by changing only
the detection energy of the analyzer in order to eliminate any
systematic errors between them.
As in the case of crystalline Ge, the photon-energy depen-
dence of the valence-electron emission is startlingly similar
to the photon-energy dependence of the core-electron emis-
sion; the valence-emission pattern shows only a small reduc-
tion in XSW amplitude or coherent fraction relative to the
core-emission pattern.
These data were also fit by Eq. ~20!. For the core distri-
bution D510.99460.013 and F510.91860.069, while
for the valence distribution D510.99060.012 and F5
10.87060.061.
Although the Cu valence band is composed mostly of Cu
3d electrons, the less tightly bound electronic states extend-
ing to the Fermi edge are composed of the Cu 4s electrons.29
In anticipation of the data presented in Fig. 9, it was our
belief that the 4s states composing the Fermi edge would be
less ‘‘atomiclike’’ and therefore more ‘‘free-electron-like’’
than the more tightly bound and structured 3d states. Con-
sequently, we presumed that the states at the Fermi edge
would account for the small reduction in coherence or am-
plitude of the Cu XSW valence-emission pattern relative to
the core-emission pattern observed in Fig. 9.
In order to test this hypothesis, we recorded high-
resolution valence-photoelectron spectra at different photon
energies throughout the energy width of the Cu~1121! re-
flection; i.e., with the electric-field intensity maximum
placed on the Cu sites, between the Cu sites in the region of
maximum bonding charge, intermediate to these two ex-
tremes, and with the photon energy set ;5 eV below the
Bragg condition where R50 and the electric-field intensity
is constant over the dimensions of the Cu unit cell. These
spectra are shown in Fig. 10. They have been referenced to
the Fermi level and scaled to equal peak height. The weak
region of flat emission near the Fermi level is due to the Cu
4s band, and the intense, more tightly bound and structured
features are due to the Cu 3d emission.
Experimentally, these lineshapes are indistinguishable;
therefore, it is clear that the entire Cu valence band or,
equivalently, each-energy state of the valence band has the
same response to the x-ray standing-wave interference field.
We may therefore conclude that all of the Cu valence elec-
trons contribute equally to the experimentally observed small
reduction in valence coherent fraction, independent of their
initial-state binding energy.
C. Ionic NiO
We also studied the valence-electron emission from the
ionic crystal NiO. Unlike the crystal structures studied above
that are all formed from the face-centered cubic lattice, NiO
crystallizes in the NaCl rocksalt structure.30 The polar ~111!
reflections allow the placement of the x-ray standing-wave
electric-field intensity maximum on either the Ni or O atomic
sites.
Figure 11 shows the x-ray photoelectron spectrum from
the spin-orbit split Ni 2p1/2 and Ni 2p3/2 core levels. The
spin-orbit splitting is ;17.3 eV. In addition to the main spec-
FIG. 9. Photon-energy dependence of the Cu 3p core ~solid
line! and the Cu valence-electron emission ~dots! near the
Cu~1121! Bragg back-reflection condition.
FIG. 10. Comparison of the high-resolution Cu valence-
photoemission spectra. The spectra have been normalized to equal
peak height and referenced to the Fermi energy. The large peak at
intermediate binding energy arises from the Cu 3d contribution to
the Cu density of states, while the emission near the Fermi energy is
of 4s origin. The spectral line shapes are indistinguishable within
the experimental uncertainties.
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tral lines, there are several additional satellite features that
are of many-body origin. Similar features are apparently also
present in the valence-band spectra which are shown in Fig.
12. The valence spectra were recorded near the NiO~111!
Bragg back-reflection condition with the electric-field inten-
sity maximum placed close to the Ni atomic sites and with
the electric-field intensity maximum placed close to the O
atomic sites. They have been scaled to equal peak height at
the top of the Ni 3d valence band, which occurs at ;1 eV
binding energy. They have also been referenced to the
valence-band maximum. The peak at ;20.5 eV binding en-
ergy in the valence-band spectra is the O 2s line.
Upon comparison of the Ni 2p core spectrum with the
valence spectra, it is clear that both satellite features occur-
ring at ;1.9 and ;7.3 eV below the main line in the Ni 2p
core spectrum are similarly reproduced in the crystal
valence-band spectra, although their energy separation from
the main line is somewhat reduced. In the valence spectra
they now occur at ;1.6 and ;6 eV from the main line, with
the additional complexity that the lowest-energy feature ap-
pears split. The filling of the large trough ;4.5 eV below the
main line in the valence spectra relative to the core spectrum
has been attributed to the presence of a broad oxygen 2p
valence band at this energy in both early photoemission31,5
and later theoretical works.32 However, only the intensity of
the O 2s level in the scaled spectra modulates with the place-
ment of the x-ray standing-wave field; i.e., the line shapes of
the two valence spectra recorded with the maximum of the
electric-field intensity placed on either the Ni or O atomic
sites are indistinguishable above the kinetic energy of the O
2s line. Consequently, it is clear that the filling of the trough
;4.5 eV below the Ni 3d main line in the valence versus
core spectrum must be due to emission from Ni derived
states, rather than from an O 2p band, which is counter to
the previous interpretations.31,5,32,2
V. DISCUSSION
A. Covalent semiconductors
In order to critically evaluate our theory for valence x-ray
standing-wave emission presented in Sec. II, we begin our
discussion with crystalline Ge. For a homopolar material
such as crystalline Ge that has two atoms in its primitive unit
cell, the quantum mechanical parameters of Eq. ~19! are
identical for each of the two Ge atoms: ua5uc51/& and
sa
T5sc
T
. In our x-ray energy limit of two independent emit-
ters, the valence-electron emission pattern should therefore
appear similar to the core-level emission pattern recorded by
monitoring the more tightly bound Ge 3d core electrons. As
seen from Fig. 1, this is indeed the case.
The data from crystalline Ge therefore preclude any sig-
nificant ~.5%! electron emission emanating from the
bonding-charge region between the cores. Had our data been
sensitive to this region of intramolecular bonding charge,
then the XSW-emission pattern from the valence electrons
would dramatically differ from the XSW-emission pattern
from the electronic cores. In fact, due to the large amount of
bonding charge that is amassed between the atoms,33 it was
presumed by us that the amplitude of the valence-emission
pattern would be reduced by a considerable fraction relative
to the core-emission pattern. For example, F would be iden-
tically equal to zero for a uniform emission of electrons from
throughout the unit-cell volume. Rather, our data have deter-
mined D50.00060.011 and F50.6660.05 for the valence
distribution, which shows only a small reduction in XSW
amplitude relative to the ideal core distribution.
In order to reconcile our physical intuition with the mea-
surement, it is necessary to examine the basic physics of the
photoemission process that leads to these emission patterns.
For core states at typical x-ray energies, the product of
kre will be much less than 1 wherever the core-wave func-
tion gives an appreciable contribution to the matrix elements
of the photoionization process. Consequently, the spatial part
as well as the directions of propagation of the incident and
FIG. 11. High resolution Ni 2p core-photoemission spectrum
from NiO.
FIG. 12. Comparison of the high-resolution NiO valence-
photoemission spectra recorded with the electric-field intensity
maximum placed close to the Ni atomic sites and with the electric-
field intensity maximum placed close to the O atomic sites. The
spectra have been normalized to equal peak height at the top of the
Ni 3d band and referenced to the valence-band maximum. The
spectra are indistinguishable at kinetic energies higher than the O
2s level within the experimental uncertainties.
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reflected photon beams of the electric field will not effect the
integrals of Eq. ~7!. Hence, in the dipole approximation, the
electron emission is found to be directly proportional to the
electric-field intensities at the locations of the atomic cores.
Due to the large spatial extent of the valence wave func-
tions, this situation will not hold for arbitrarily low photon
energy; however, because the valence electrons have negli-
gible binding energy ~\2k f
2/2m5\v2«b ; «b;0!, the di-
pole approximation becomes a good approximation at the
low x-ray energies as the final state quickly approaches an
energetic plane wave ~eikfr; Born approximation!. Because
the transition probability is proportional to the overlap be-
tween the initial-and final-state wave functions, for this rap-
idly varying final state there will only be contributions to the
photocurrent from the spatial regions where the initial state is
also rapidly varying; i.e., the slowly varying regions will
integrate to zero. As we know from the orthogonality rela-
tionship between the valence and core states in the region of
the nucleus34 and the resulting success of pseudopotential
theory,33 the initial valence states have appreciable high-
frequency Fourier components only in the immediate vicinity
of their electronic cores. Consequently, it is this effective
localization of the valence emitter35 for high-kinetic-energy
final states that is responsible for the core-like behavior of
the valence-XSW yield.
In early photoemission studies this phenomenon was il-
lustrated schematically by matching the curvature of the
initial-state wave function to the de Broglie wavelength of
the ejected photoelectron;36,27 only in the immediate vicinity
of the electronic cores does a significant overlap between the
initial and outgoing electron-wave functions exist. Addition-
ally, because k f@ko ,h for valence states in our low x-ray
energy range, the contribution to the emission pattern from
the photon momentum is small ~,5%!, and the resulting
angular distribution may be considered dipole-like.13
From the angle integrated theory presented in Sec. II as
well as the above analysis, it is clear that x-ray standing-
wave measurements utilizing tightly bound core levels can
only sense the spatial distribution of the atomic wave func-
tion through nondipole contributions to the photoyield. For
valence emission, the interference term can also contribute to
the yield from regions away from the cores because it con-
tains nonlinear terms that depend on the electric-field inten-
sity midway between the atoms @Eq. ~16!#. Due to the high
kinetic energy of the final-state electron, the contribution
from these terms should be negligible compared to the local-
ized core portion of the yield. Even for wave functions that
are significantly delocalized due to the chemical bonding
~Wannier functions!, the magnitude of the interference terms
should not be effected because they contain only the product
of the anion and cation matrix elements, rather than a depen-
dence on the actual overlap between the anion and cation
wave functions. Consequently, the contribution from the in-
terference term is not expected to increase as the atomic
wave functions become delocalized, whereas the nondipole
contributions to the photoelectron yield should increase be-
cause the product of kre increases away from the cores.
From comparison of the core- and valence-XSW emission
patterns of crystalline Ge, it is evident that the quadrupole
contribution Q to the valence-XSW yield is only a few
percent,37 which quantitatively accounts for the small ob-
served reduction in coherent fraction ~and hence the sensitiv-
ity to the spatial distribution of the valence wave function!.
To explore the distortion of the atomic orbitals by the
solid-state bonding, we may quantitatively examine the de-
rived structural parameters from the heteropolar semiconduc-
tors and compare them to their atomic counterparts. As we
have already argued that the basic form of Eq. ~16! is not
altered by the chemical bonding, deviations from atomic be-
havior should be reflected as observable differences in the
fundamental parameters of our model.
For the case of heteropolar bond, the anions and cations
have different atomic cross sections, and charge is trans-
ferred from the less electronegative cation to the more elec-
tronegative anion. As the positions of the anion and cation
are known @hra52p/4 and hrc51p/4 for the ~111! re-
flections#, we may use the x-ray standing-wave structure fac-
tor of Eq. ~22! to derive an expression for the coherent po-
sitions and fractions for the valence-XSW distribution of the
zincblende semiconductors. Due to the symmetry of the zinc
blende structure, the ~212121! reflections will have the
same coherent fractions as the ~111! reflections, but the co-
herent positions will be of opposite sign. For the ~111! re-
flection the result is
D5~2p!21 tan21$@~12ap!sc
T2~11ap!sa
T#
/@~12ap!sc
T1~11ap!sa
T#% ~27!
and
F5@~12ap!2sc
T21~11ap!2sa
T2#1/2/@~12ap!sc
T
1~11ap!sa
T# . ~28!
Table II lists the atomic cross sections of the valence elec-
trons in Ga, As, In, and P calculated using the multiconfigu-
ration Dirac-Fock method.38 The calculations have been per-
formed at 1900 eV photon energy for GaAs and 1830 eV
photon energy for InP; i.e., close to the ~111! Bragg back-
reflection condition for each crystal. The calculations were
performed for the ground state of each atom; i.e., Ga 4s24p1,
As 4s24p3, In 5s25p1, and P 3s23p3. Consequently, each
atomic cross section reflects the fractional occupancy of
each atomic subshell. Also listed are the bond polarities from
Ref. @11#.
For our measurements of the scanned valence XSW emis-
sions of the covalent semiconductors, we monitored the
emission from the top of the crystal-valence bands. As these
states are mostly of p character,28 it is appropriate to compare
our results to the theoretical values of D and F calculated
from Eqs. ~27! and ~28! using the atomic cross sections and
bond polarities ap for p states; however, for comparison, we
have also listed the bond polarities ap
h and the resulting
structural parameters assuming complete sp3 hybridization
across the entire valence band. The theoretical values of D
and F are compared to the experimental values obtained
from the fits in Table I. Here we have statistically combined
the results for the ~111! and ~212121! reflections to reduce
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the experimental error. In each case, the experimental values
for the ~111! and ~212121! coherent positions for the two
reflections are equal in magnitude, but of opposite sign
within the experimental uncertainties as necessitated by sym-
metry. Due to the different roles of D and F in the XSW
equation, our determination of the coherent fraction is not as
accurate as our determination of the coherent position.
For both GaAs and InP, the theoretical description places
the center of the valence-electron distribution much closer to
the anion sites than what is experimentally observed. The
fact that the two experimental distributions are shifted in
opposite directions relative to the direction of electron-
charge transfer; i.e., towards the anion sites for GaAs, but
towards the cation sites for InP, clearly illustrates the impor-
tance of the photoionization cross sections in the analysis.
The unsatisfactory comparison of theory with experiment
most likely lies with the theoretical overestimate of the anion
cross sections relative to the cation cross sections in going
from the atomic to the solid state. Obviously, the solid-state
bonding suppresses the emission from the anions relative to
the cations. Such effects have been shown to influence the
s-p cross-section ratio in the valence band of the elemental
semiconductors39 as well as the magnitude of the Cooper
minimum in d-shell metals.40
This large discrepancy may most likely be traced to the
covalent nature of the bonding within these crystals. As seen
from the charge-density plots calculated by Chelikowsky and
Cohen,41 a large fraction of the valence charge associated
with the anion resides in the bonding region between the
cores. We have already demonstrated that charge density in
this region is not visible to the x rays. Consequently, a large
fraction of the charge that has been transferred from the an-
ion to the cation will not contribute to the photoyield, leading
to an effectively smaller experimental measure of either the
effective charge transfer or its proximity to the anion sites.
The above formalism may be reversed to obtain the rela-
tive cross sections on a per electron basis (saT/scT) from the
XSW measurements and the theoretical values of the bond
polarities alone. For GaAs the ratio is 0.83, while for InP the
ratio is 0.12. These ratios are much smaller than the theoret-
ical predictions of 2.32 for GaAs and 0.72 for InP based on
the theoretical calculations of the atomic cross sections; i.e.,
(saT/scT)solid!(saT/scT)atomic . The larger discrepancy in the
case of InP versus GaAs may be attributed to the larger
amount of charge that is transferred from the cation to the
anion in the former case. Note that for a homopolar material
like crystalline Ge, (saT/scT)solid5(saT/scT)atomic51, which is
consistent with the above analysis.
B. Site-specific valence-electronic structure
Although quantitative agreement with the quantum me-
chanical parameters for the heteropolar semiconductors as
calculated from the free-atom wave functions may be lack-
ing, it remains clear that little emission emanates from the
bonding region between the cores. Additionally, the Cu data
has shown that the behavior of the valence-electron emission
in the presence of the x-ray standing-wave interference field
is independent of the binding energy of the particular elec-
tronic state near the core. Consequently, the emission prob-
ability of each energy state associated with the crystal-
valence band must have the same approximate linear
relationship with the electric-field intensity at its core site.
These considerations lead to the following energy-
dependent generalization of Eq. ~19! for the valence photo-
current (C51) in the dipole approximation
I~E ,\v!}(
i
r i~E !s i~E ,\v!@11R12AR cos~n1hri!# .
~29!
Here the r i(E) are the partial density of states. We have
written them in place of the energy-dependent bond polari-
ties ui
2(E) that may be interpreted as the probability of find-
ing an electron with binding energy E on the ith atom of the
crystalline-unit cell. The s i(E ,\v) are the energy-dependent
photoionization cross sections. They include both binding-
energy and photon-energy dependence to account for the dif-
ferent angular-momentum42 and energy states of the crystal-
valence band as well as for the shrinking of the valence
emitter with increasing photon energy;35 i.e., the spatial de-
pendences of the initial-state wave functions. Both the r i(E)
and the s i(E ,\v) extend over the entire energy width of the
crystal-valence band. Note that Eq. ~29! reduces to the com-
TABLE II. Theoretical atomic photoionization cross sections of
the valence levels of GaAs at 1900 eV and of InP at 1830 eV
photon energy ~in barns!. Note that the cross sections reflect the
occupancy of each orbital. Also listed are the bond polarities ap and
aP
h and the theoretical and experimental values for D and F.
GaAs
4s 4p
Ga(4s24p1) 661.5 107.9
As(4s24p3) 1197.5 752.6
ap 0.47 ap
h 0.32
VB Theory
D520.100 F50.88
VBh Theory
D520.086 F50.82
VB Experiment
D520.06060.008 F510.64860.033
Inp
5s 5p
In(5s25p1) 596.2 141.4
3s 3p
P(3s23p3) 983.3 303.6
ap 0.58 aph 0.40
VB Theory
D520.068 F50.78
VBh Theory
D520.066 F50.77
VB Experiment
D510.05660.009 F510.69160.040
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monly used expression for the valence photocurrent when
R50; i.e., in the presence of only one monochromatic pho-
ton beam4,6
I~E ,\v!a(
i
r i~E !s i~E ,\v!. ~30!
From Eq. ~29! it is clear that the individual chemical com-
ponents of a crystal-valence band may be obtained from
valence-photoelectron spectra recorded at different electric-
field conditions around the Bragg reflection by solving a
simple set of linear equations. The coefficients of the indi-
vidual components to the valence spectra are the relative
electric-field intensities at the different atomic sites; they
may be either calculated theoretically, as in Fig. 7, or deter-
mined experimentally from core-level data.
Figure 13 shows the resulting chemically resolved com-
ponents of the GaAs valence band obtained by taking the
appropriate linear combinations of the spectra from Fig. 8.
Indeed, the difference between the Ga- and As-related curves
is greatly enhanced with respect to Fig. 8. These components
are compared to an ab initio theoretical calculation of the Ga
and As partial density of states computed by Chelikowsky’s
group by using ab initio pseudopotentials within density
functional theory with a plane-wave basis.43,28 The site-
specific density of states curves were computed by using a
sphere corresponding to the Ga-As covalent radius centered
on each atom to deconvolute the obtained wave functions
over atomic orbitals of valence electrons.
The calculation clearly shows the differences between the
two electronic structures centered around each atomic core.
These differences occur due to the natural ordering of the Ga
and As atomic 4s and 4p valence states, coupled with the
solid-state bonding that has occurred between them. Remark-
able qualitative agreement between theory and experiment is
observed, even though experimental resolution and cross-
section effects have not been considered theoretically.
C. Cu
The Cu data experimentally confirm that the entire energy
spectrum of the crystal-valence band has the same, approxi-
mate linear response to the x-ray standing-wave field inten-
sity at the position of its atomic cores, regardless of the par-
ticular initial-state binding energy or valence wave function.
This result has provided the experimental basis for our linear
decomposition of the valence band into its individual, site
specific components; it is equivalent to saying that the quad-
rupole contribution Q is equivalent for each energy state of
the valence band, within our experimental resolution. In ad-
dition to providing this important piece of experimental evi-
dence, the Cu data also give unique experimental confirma-
tion of an important theoretical premise that has been used in
band-structure calculations for over 6 decades.
In 1940, Herring34 noted that because both the valence
states and the core states of a crystal are solutions to the
crystal Schrodinger equation, the valence states must be or-
thogonal to the core states in the spatial region of the cores
because the core states vanish outside the region of the
nucleus. Additionally, the valence wave functions of the
crystal must resemble the atomic wave functions of the indi-
vidual atoms in the region of the cores because the core wave
functions are not significantly altered by the atomic bonding.
We have already used this result in our earlier discussion of
the x-ray standing-wave valence-structure factor. Further-
more, because the nuclear potential is weak between the
cores, the valence wave functions there should be nearly
free-electron or plane-wave-like. Consequently, Herring con-
jectured that only a few plane waves that have been orthogo-
nalized to the core states would be needed to represent the
entire eigenfunction spectrum of the crystal potential33
c~r!5(
k
ak OPWk , ~31!
where
OPWk5uk&2( t , j ut , j&^t , j uk&. ~32!
Here uk&5V1/2eikr are the normalized, plane-wave parts of
the valence-wave function that extend throughout the crystal,
and ut , j&5f t(r2rj) are the normalized, t core eigenstates
that are centered at the individual ion positions j.
In the x-ray limit, only the rapidly oscillating core parts of
Eq. ~31! will contribute to the matrix elements of Eq. ~17!
because ak→0 as k→‘ and k f is very large. This situation
provides little final-state overlap with the more slowly vary-
ing plane-wave parts of the initial-state eigenfunctions. Con-
sequently, the x-ray valence photocurrent will consist of a
significant core part plus a much smaller and inconsequential
plane-wave part, as is evidenced even for the most loosely
bound valence states residing at the Fermi level. The fact that
FIG. 13. Comparison of the chemically resolved Ga and As
contributions to the GaAs valence band with the theoretically cal-
culated Ga and As partial density of states. The upper portion of the
figure shows the cation contributions, and the lower portion of the
figure shows the anion contributions. The spectra have been offset
for clarity. The solid lines are the experimental data, and the shaded
lines are the theoretical calculations.
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all energy states of the valence band have the same approxi-
mate linear response to the electric-field intensity is appar-
ently also a consequence of Herring’s principles; i.e., that in
the region near the nucleus, the solutions of the wave equa-
tion do not depend very much on the energy of the state
because the negative potential of the nucleus is so large.34
D. NiO
Although one of the first photoemission studies of NiO
was published in 1973,31 the NiO photoemission spectra
have continued to receive considerable theoretical and ex-
perimental attention. The reason for the ambiguities that
have persisted may be attributed to the large contributions of
many-body effects to both the initial- and final-state wave
functions. Although the photoemission process is a many-
body phenomenon in general, for the simple semiconductors
and metals, a one-electron picture adequately describes the
features which we have already discussed. However, in the
case of the transition-metal oxides such as NiO, strong elec-
tron correlations between the valence d electrons make inter-
pretations of the different photoemission spectra in such
single-particle approximations impossible. Additionally, it is
recognized that NiO is a charge-transfer insulator, so elec-
tronic excitations from the ligand 2p orbitals to the unfilled
metal 3d shell are commonly observed in both x-ray absorp-
tion and electron-emission experiments.
One of the first theoretical calculations of the NiO
valence-photoemission spectrum was presented by Fujimori
et al.32 In their work they utilized a configuration-interaction
wave function for an octahedral metal-ligand @NiO6#210
cluster that took into account the different charge-transfer
configurations of the initial ground state:
cg5aud8&1bud9LI 1& . ~33!
Here d8 represents the 3d valence electrons of the Ni12 ion,
and LI represents a hole in an O22 ligand-bonding orbital that
has transferred an electron to the Ni ion. The second term in
Eq. ~33! therefore corresponds to the finite probability of
finding an O ligand electron on a Ni site. Consequently, a
valence photoionization event produces the following mix-
ture of final ionization states:
c f5a8ud7&1b8ud8LI 1&1b9ud9LI 2&. ~34!
To complicate this configuration-interaction wave func-
tion further, both the initial and final states of the Ni 3d
electrons are split by the crystal-field potential, as well as by
the Coulomb and exchange interactions of the remaining
holes. Despite the complexity of this analysis, the calculated
valence-photoemission spectra were found to agree remark-
ably well with the experimental data. The primary result was
that the main line lying closest to the Fermi energy was
found not to be due to a d7 final state as had been originally
interpreted,31 but rather to a d8 final state that was produced
by a ligand to metal electron-charge transfer; i.e., a final state
with considerable ud8LI 1& character.
One necessity, however, for the agreement of the calcula-
tion with the experimental data was the inclusion of a wide O
2p band lying approximately 4 eV below the valence-band
maximum. Previous evidence for the existence of this band
was provided by experimental valence-band photoemission
studies of other transition-metal oxides,31 such as TiO2, that
were believed to have nonoverlapping metal 3d and O 2p
states.31,2 Additionally, analysis of the NiO valence spectra
recorded at lower photon energies suggested large contribu-
tions from the O 2p band in this region as well.5
One of the more detailed resonant photoemission studies
of NiO has been published by Tjernberg et al.44 By examin-
ing the resonant behavior of the NiO valence band in the
photon-energy range around the Ni 3p and Ni 2p core-
photoionization thresholds, these authors were able to con-
firm the existence of the localized Ni 3d states predicted by
theory. However, these authors found no resonances around
the O 1s absorption threshold, which demonstrates either
that the valence spectrum at these energies contains no
strong oxygen emission or that the oxygen states are highly
delocalized. An interesting observation from these data was
that a peak ;4 eV below the valence-band maximum previ-
ously attributed to O 2p emission in the earlier resonant-
photoemission study by Oh et al.45 was found to resonate
strongly at the Ni 3p absorption edge which supports the
assignment of this feature to the Ni density of states. Addi-
tionally, strong emission from Ni states within the energy
range of the O 2p level is observed in the theoretical
valence-band study of van Elp et al.46 as well as in modified
local-density approximation calculations47 and angle-
resolved photoemission studies.48
As we have already concluded, the contribution from the
O 2p states to the valence-band spectra must be negligible,
because the O 2s level shows strong modulation with the
placement of the XSW-field intensity in the scaled spectra
that the higher kinetic-energy region does not. The fact that
there are negligible lineshape changes in the energy region of
the 3d emission demonstrates that the O 2p band does not
give any significant contribution to the valence photocurrent
at these photon energies. Our estimate of the emission inten-
sity from the O 2p band relative to the Ni 3d band is about
1/40, compared to a peak-to-peak height of roughly 1/5 in
the spectra calculated by Fujimori et al.32 and even larger
contributions in the atomic cross-section deconvolutions of
the experimental data.5 Consequently, we must conclude that
the Ni valence band in NiO is wider than the simple crystal-
field and atomic-multiplet theories of a @NiO6#210 cluster
predict.
VI. CONCLUSIONS
In conclusion, we have examined the behavior of the
valence-photoelectron emission from a series of crystals that
span the entire range of solid-state bonding under the condi-
tion of strong x-ray Bragg reflection. We find that the
valence-electron emission arises from a region close to the
atomic cores in our x-ray energy range, even for electron
states lying close to a metallic Fermi edge. We have ex-
plained this finding by examining the basic physics of the
photoemission process. Additionally, we have derived a the-
oretical expression in terms of the bond polarities and
valence-photoionization cross sections for the x-ray
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standing-wave structure factor for valence-electron emission.
Comparison of our data for the heteropolar semiconductors
with the resulting theoretical structural parameters has re-
vealed interesting solid-state contributions to the valence-
photoionization cross sections. Furthermore, we have dem-
onstrated that valence-photoelectron spectra recorded in the
vicinity of a crystal x-ray Bragg reflection can reveal site
specific valence information that is directly related to the
partial density of occupied valence states. Our delineation of
the GaAs valence band is in agreement with theory, and ex-
amination of the NiO valence band by the same technique
reveals that little O 2p emission contributes to the valence
photocurrent.
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