This paper describes a methodology for evaluating the rate-distortion behavior of combined source and channel coding schemes with particular application to images. We demonstrate use of the operational ratedistortion function to obtain the optimum tradeoff between source coding accuracy and channel error protection under the constraint of a fixed transmission bandwidth. Furthermore, we develop information-theoretic bounds on performance and demonstrate that our combined source-channel coding methodology results in rate-distortion performance which closely approaches these theoretical limits. We concentrate specifically on a wavelet-based subband source coding scheme and the use of binary rate-compatible punctured convolutional (RCPC) codes for transmission over the additive white Gaussian noise (AWGN) channel.
INTRODUCTION
Shannon's information theory has established that, in the limit of large block sizes, source and channel coding can be treated separately and if the rate-distortion function of the encoded source is smaller than the channel capacity, theoretically achievable performance is limited solely by source coding errors. However, this assumes that there are no const,raints on tolerable channel encoding/decoding complexity which is never the case in real-world systems. As a result, some form of combined source and channel coding approach is required to optimize overall performance at reasonable complexity levels. Furthermore, this approach should result in different error protection to individual bits according to their respective effects on the reconstructed image. This paper is organized as follows. After a brief description of the source coder, the statistical properties of the various data streams and the different quantiz- 
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Troy, NY, 12180, U.S.A. ers in Section 11, we describe in Section I11 how the quantization errors and the channel error effects contribute to the overall distortion as an explicit function of the number of quantization bits used for the different source data streams and on the specific channel codes employed for operation over an additive white Gaussian noise (AWGN) channel at a specific value of E,/No. In Section IV, we show how to optimize the rate-distortion performance for (real-world) transmission systems by jointly distributing source and channel bits in an optimum way and extend the rate-distortion approach to the development of general informationtheoretic bounds and compare different image transniission schemes. Finally, in Section V we provide a summary and conclusions.
SOURCE CODER
The image first undergoes a discrete wavelet transform (WVT) [l] to decorrelate the source signal and to make the data more suitable for compression. We make use of the fact that the histograms of the various subimages after the WVT can be modeled very precisely in terms of the generalized Gaussian distribution (GG) Dl with a a scale parameter and the parameter /3 controlling the exponential rate of decay. Results have shown that all AC-subimages match the GG-model very well, while the DC-subimage does not and thus will be modeled by a Gaussian distribution.
Quantization and Coding
We use two different quantization schemes: a uniform threshold (UT) quantizer with equally spaced intervals, for which the mean-square error (mse) when quantizing the quantization range Q R with n bits can be roughly estimated as eUT,n = 1/12 . (QR/2")'.
For the second scheme, an optimum (nonuniform) GG quantizer, we use the fact that the histograms of 0-8186-7310-9/95 $4.00 0 1995 IEEE the AC-subimages can be modeled as generalized Gaussian (GG) distributions. When following a procedure described by Roe [2] and applying it to the generalized Gaussian distribution [3] , one can calculate the optimum reconstruction levels and quantization thresholds for a particular number of quantization bits n. The expected mse due to quantization can be computed as with the correction term y~ given by si . ni. T h e number of quantization bits ni for a given source rate Rs can then be determined by an optimal bit-allocation algorithm of Westerink et al. [5] .
CHANNEL ERROR EFFECTS
For joint source and channel coding, one must consider, in addition t o quantization errors, the effects of corrupted source bits on the reconstructed image. In particular, knowing the distribution parameters of the generalized Gaussian distribution associated with a particular subband i, denoted ai and Pi, one can then evaluate the contribution to the overall mean-square reconstruction error due to an error in any given bit position. These contributions can be expressed in terms of individual bit-sensitivities to errors, Ai,j , and lead to a useful and tractable approximation to the combined effect of source and channel coding errors. We used a sign-magnitude representation of quantizer output levels or indices, and we show how to analytically derive the bit-sensitivities very precisely before transmission.
Derivation of Bit-Sensitivities
For the uniform threshold (UT) quantizer, when quantizing the quantization range QR = [-+; $1 with n bits, the sensitivity of the magnitude bits can be written as AUT,^,^ = (2j . Q/2")2 for j = 0, ..., ( n -2), where j = 0 denotes the least significant bit (LSB) and j = ( n -2) denotes the most significant bit (MSB).
The average sensitivity of the sign bit (SB) of the DCband, which is modeled as a Gaussian distribution, is the summation over all possible corruptions (i.e., all possible magnitude values being corrupted t o their negative values, resulting in twice the error of the actual magnitude) and can be written as AUT,s,dc = Similarly, the sensitivity of the sign bit of an AC-band can be expressed as [3] with P(u, 2) the incomplete Gamma function. To obtain the final effect of a single bit-error on the reconstructed image, one has to normalize the sensitivities Ai,j of the samples t o the relative number of pixels in each subband by multiplying with the factor si/S.
For the optimum (nonuniform) GG-quantizer, we can calculate the bit-sensitivities in a similar way [3] . Let's denote d(z,,,, x / , b ) as the distance between the reconstruction levels ~1 ,~ and 2 1 , b , where, due to symmetry, we refer to the positive range only (i.e., mean = 0, 0 5 21 5 03, a , b E (0 ,... ,(2.-l -1))).
The probability, that a sample to be quantized falls into the interval [ 2 t , k , xt,k+l] with k E (0, ..., (2"-l -1)) is pr(Xf,k) = 1 / 2 . (P(1/P,Zt,k+l) -P(1/Pl"i,k)). S O the sensitivity for the ( n -1) magnitude bits can be expressed as [3] To demonstrate the close correspondence between analytical and simulated bit-sensitivities, we plotted the results for the GG-quantizer in Fig. 1 for a 
Effects of Channel Errors
It can be shown [3] that for error probabilities pi,j << 1 of subband i and bit j , the overall distortion due to quantization and channel errors can be written as
The resulting overall rate RS+, = Rs/Rc (in channel uses per pixel) can be written as
RATE-DISTORTION BEHAVIOR
Similar to the bit-allocation problem for pure source coding, we now have to find the number of quantization bits ni for every subband i together with the channel code rates R i j for the different classes of sensitivities to obtain a minimum overall distortion DS+, under the constraint of a given maximum overall rate RS+,. Therefore, for every subband we calculated the operational rate-distortion function for joint source and channel coding. We allow two different modes: one single channel code per subband (no CA) with suboptimum performance, and the more complex but superior case with a code-allocation (CA) that assigns different channel codes to the ni bits with different sensitivities within subband i. The approach to calculate the operational rate-distortion bound for one subband can be seen in Fig. 2 . We plotted the joint distor- = 6) of 1/1, 8/9, 4/5, 2/3, 4/7,  1/2, 4/9,4/10, 4/11, 1/3, 4/13,4/15, 1/4 . One can see the decreasing distortion with the increase of quantization bits. The decrease in distortion due to more and more channel coding saturates at a distortion equal to the quantization noise (when quantizing with n, bits). This is why there is a 6 dB difference of the (horizontal) saturation lines corresponding to each increment in quantization bits. In Fig. 2 , we also plotted the final operational joint rate-distortion function as the convex hull for this particular subband. The calculation of the operational rate-distortion bound in the case of code-allocation (CA) is basically the same, but results in much smoother and steeper behavior of the final operational joint rate-distortion function due to the more optimal assignment of required protection to the differently sensitive bits (see the comparison in Fig. 2) .
We then applied a single bit-allocation procedure to distribute source and channel bits in an optimum way. One can see results (CA) for transmission over an additive white Gaussian noise (AWGN) channel at E,/No=O dB in Figure 3 
. CONCLUSION
In order to derive the dependence of rate and distortion for a combined source and channel coding scheme, in this paper we calculated t,he effects of channel errors, the bit-error sensit,ivities to the reconstructed inage, both for a uniform t,hreshold (lJT) quantizer and an optimum nonuniform quantizer, based on the generalized Gaussian (GG) distribution. We showed how to perform an optimum bit-allocat,ion procedure, where the bits were jointly allocated to source and channel coding in one operation. Considerably better performance of the jointly opt,imized scheme employing the GGquantizer (making use of local adaptivity) under noisy channel conditions (additjive wliik Gaussian noise) was shown. Simulation results demonstrate the very close correspondence of theory and the actual system performance and also show the improvements and the benefits that can be realized by using a combined source and channel coding scheme. Furthermore, we compared the performarice to theoretical performance bounds and we showed that the real-world systeni closely approaches the rate-distohon behavior of o u r system operating at the (theoretical) cutoff rate, and thus shows the benefits of t,he approach and t,he usefulness of combined source arid channel coding. It, also strongly suggests consideration in addition to current schemes with separate optimization.
