Abstract. Let G be a graph with n vertices. The nullity of G, denoted by η(G), is the multiplicity of the eigenvalue zero in its spectrum. In this paper, we characterize the graphs (resp. bipartite graphs) with pendent vertices and nullity η, where 0 < η ≤ n. Moreover, the minimum (resp. maximum) number of edges for all (connected) graphs with pendent vertices and nullity η are determined, and the extremal graphs are characterized.
Introduction. Let G be a simple undirected graph with vertex set V (G) and edge set E(G). For any v ∈ V (G)
The disjoint union of two graphs G 1 and G 2 is denoted by G 1 ∪ G 2 . The disjoint union of k copies of G is often written by kG. The null graph of order n is the graph with n vertices and no edges. As usual, the complete graph, the cycle, the path, and the star of order n are denoted by K n , C n , P n and S n , respectively. An isolated vertex is sometimes denoted by K 1 .
Let t (≥ 2) be an integer. A graph G is called t-partite if V (G) admits a partition into t classes X 1 , X 2 , ... , X t such that every edge has its ends in different classes; vertices in the same partition must not be adjacent. Such a partition (X 1 , X 2 , ... , X t ) is called a t-partition of G. A complete t-partite graph is a simple t-partite graph with partition (X 1 , X 2 , ... , X t ) in which each vertex of X i is joined to each vertex of G−X i (1 ≤ i ≤ t). If |X i | = n i (1 ≤ i ≤ t), such a graph is denoted by K n1, n2, ... , nt . In Section 2 of this paper, we give a characterization of the graphs (resp. connected graphs) with pendent vertices and nullity η (0 < η ≤ n). As corollaries of this characterization, some results in [9] can be obtained immediately. Moreover, all bipartite graphs (resp. bipartite connected graphs) with pendent vertices and nullity η = n − 2k are characterized. (It is known from [6] that the nullity set of all bipartite graphs of order n is {n − 2k | k = 0, 1, ... , n/2 }.)
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Let Γ(n, e) be the set of all simple graphs with n vertices and e edges. In [4] , the maximum nullity number of graphs with n vertices and e edges, M (n, e) = max{ η(A) | A ∈ Γ(n, e)}, was studied, where n ≥ 1 and 0 ≤ e ≤ n 2 . Conversely, we shall study the number of edges for the graphs with pendent vertices and nullity
min and e (η)
min and e (η) max ) denote the minimum and maximum number of edges for all (connected) graphs with pendent vertices and nullity
min ) denote the graphs (resp. connected graphs) of nullity η with pendent vertices and e
min ) the minimum graphs (resp. connected graphs) with pendent vertices and nullity η. Similarly, we can define G
max ), the maximum graphs (resp. connected graphs) with pendent vertices and nullity η. In Section 3, we determine the number e
min , e (η) max and characterize the graphs G
max , respectively. Now we list some known results needed in this paper. 
Lemma 1.5. ([9]) Let v be a pendent vertex of a graph G and u be the vertex in
Proof.
(1) Obviously, there exists no such graph G with nullity η(G) = n − 1. Moreover, by Lemmas 1.1 and 1.4, the graph G of nullity η(G) = n (resp. n − 3) contains no pendent vertices. This leads to the desired results.
(2) Since the graph G has pendent vertices, combining this with Lemma 1.1, η(G) = n − 2 if and only if G is isomorphic to K 1, n2 ∪ kK 1 , where 1 + n 2 + k = n and n 2 > 0, k ≥ 0. This completes the proof. Now we give a characterization of the graphs with pendent vertices and nullity
n be the set of all connected graphs of order n with nullity η (0 ≤ η ≤ n). Then it follows from Lemmas 1.1 and 1.4 that Υ
Let n, k, t be positive integers with 4 ≤ k < n and 1
by connecting v to all vertices of pK 1 and H j (j = 1, 2, ... , t) (see Figure 1. ). Suppose that E * is a subset of E(G). Let G{E * } (resp. G{E * }) denote the (resp. connected) spanning subgraph of G which contains the edges in E * . 
Proof. To begin with, we need to check that η(
and
t).
Hence by Lemmas 1.4 and 1.5,
On the other hand, assume that η(G) = n − k. Choose a pendent vertex, say x, in G. Let N (x) = {y}. Delete x, y from G, and let the resultant graph be 
where z is the number of isolated vertices in G 1 . The above equality holds iff G 11 , ... , G 1t are all complete bipartite graphs.
It follows from Lemmas 1.4 and 1.5 that
. , t). Thus we have
n − k = t j=1 (n j − p j ) + (n − t j=1 n j − 2). Hence t j=1 p j + 2 = k and G 1j ∈ Υ (nj −pj ) nj (j = 1, 2, ..
. , t).
Let p = n − t j=1 n j − 2. In order to recover G, to add x, y to G 1 , we need to insert edges from y to x and to some (maybe partial or all) vertices of pK 1 and G 1j (j = 1, 2, ... , t). Thus the graph (resp. connected graph) G is isomorphic to Let Q 1 be a graph of order n created from K n1, n2 , pK 1 and K 2 (suppose V (K 2 ) = {u, v}) with n 1 +n 2 +p+2 = n and n 1 , n 2 > 0, p ≥ 0 by connecting v to all vertices of pK 1 and K n1, n2 . Let Q 2 be a graph of order n created from K n1, n2, n3 , pK 1 and K 2 (V (K 2 ) = {u, v}) with n 1 + n 2 + n 3 + p + 2 = n and n 1 , n 2 , n 3 > 0, p ≥ 0 by connecting v to all vertices of pK 1 and K n1, n2, n3 (see Figure 2. ).
Corollary 2.3. Let G be a graph (resp. connected graph) of order n with pendent vertices. Then (1) η(G) = n − 4 if and only if G is isomorphic to
where
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Graphs with Pendent Vertices and Given Nullity
725
(1) There exists no such graphs G with nullity η(G) = n;
be the set of all connected bipartite graphs of order n with nullity η = n − 2k (k = 0, 1, ... , n/2 ). It is easy to see that Φ 1, 2, ... , t) , pK 1 and K 2 (suppose V (K 2 ) = {u, v}) by connecting v to all vertices of pK 1 and to all vertices in one partite set of B j (j = 1, 2, ... , t) (also see Figure 1. ). 
is a bipartite graph. The proof is now analogous to that of Theorem 2.2.
Let Q 3 be a graph of order n created from K n1, n2 , pK 1 and K 2 (suppose V (K 2 ) = {u, v}) with n 1 + n 2 + p + 2 = n and n 1 , n 2 > 0, p ≥ 0 by connecting v to all vertices of pK 1 and all vertices in one partite set of K n1, n2 . Let Q 4 be a graph of order n created from 
1) η(G) = n − 4 if and only if G is isomorphic to
(2) η(G) = n − 6 if and only if G is isomorphic to
Q 4 {E * 1 }, Q 5 {E * 2 } or Q 6 {E * 3 } (resp. Q 4 {E * 1 }, Q 5 {E * 2 } or Q 6 {E * 3 }), where E * 1 = E(O m1 O m2 ) ∪ E(O m3 O m4 ) ∪ {uv}, E * 2 = E(O m1 O m2 O m3 O m4 ) ∪ {uv}, E * 3 = E(O m1 O m2 O m3 O m4 O m5 ) ∪ {uv}.
Proof. (1) Note that η(G) = n−4 implies
| n 1 + n 2 = n, and n 1 , n 2 > 0}, by Theorem 2.5, the result follows.
(2) Notice that η(G) = n − 6 implies the following two cases: Case 1. t = 1,
Thus the results are obtained by applying Theorem 2.5 to Cases 1 and 2.
3. The minimum and maximum (connected) graphs with pendent vertices and nullity η. In this section, we shall determine the number e 
Note that there exists no graph G of order n with pendent vertices and nullity η(G) = n, n − 1, n − 3 by Lemma 2.1, so we exclude these three cases.
Proof. Suppose |E(G (n−2k) min )| = i and there are j nontrivial connected compo- 
It is a contradiction that
Hence j = k. Combining Claims 1 and 2, G (n−2k) min is isomorphic to a graph with k edges and k nontrivial connected components. Clearly,
and e 
Claim 2. |E(G
(n−2k−1) min )| = k + 2. Note that |V (G 1t )| ≤ |E(G 1t )| + 1 (t = 1, 2, · · · , j). Thus r(G (n−2k−1) min ) = j t=1 r(G 1t ) ≤ j t=1 |V (G 1t )| ≤ j t=1 |E(G 1t )| + j = i + j.
It follows that
Hence i + j ≥ 2k + 1. Since j ≤ k by Claim 1, we have i ≥ k + 1. 
By Claim 2, |E(G (n−2k−1) min )| = i = k + 2, and it follows that i + j = (k + 2) + j ≥ 2k + 1. Combining this with Claim 1, we have j = k − 1 or k. Case 1. j = k−1. First we show that there is no nontrivial connected components which are isomorphic to P 3 . Suppose to the contrary that G 11 ∼ = P 3 .
Note that r(P 3 ) = 2 by Lemma 1.6 and
Therefore, G (n−2k−1) min may be isomorphic to one of the following:
where T * is a graph of order 4 created from C 3 and K 2 by identifying a vertex of C 3 with a vertex of K 2 ;
where T * * is a graph of order 5 created from K 2 and S 3 by connecting the center of S 3 to a vertex of K 2 ;
By Lemmas 1.4 and 1.6, we get η(
Case 2. j = k. G (n−2k−1) min may be isomorphic to one of the following: 
Proof. On one hand, by the definition of S n1 ⊕ S n2 ⊕ · · · ⊕ S n k , there is a pendent vertex u n k which is adjacent to the center of S n k . Then
On the other hand we prove that G Claim 1. It's obvious that for any connected graph of order n, the minimum connected graph is a tree which has n − 1 edges.
Claim 2.
If T is a tree of order n with η(T ) = n − l, then l is even.
Note that a tree T could be decomposed into t (with possibly t = 0) isolated vertices by deleting a pendent vertex and its adjacent vertex from T (and its resultant graph, suppose s times) recurrently. Hence r(T ) = r(tK 1 ) + 2s = 2s, and then η(T ) = n − r(T ) = n − 2s. Therefore, l = 2s is even.
Notice that G (j = 1, 2, ... , q) . Moreover, it follows from Claim 2 that we suppose η( G 1j ) = n * j − p j , where p j is even and 0 < p j ≤ n * j
(1 ≤ j ≤ q). By Theorem 2.2, we have q j=1 p j + 2 = 2p.
Let p j = 2k j , and then
In order to recover the connected graph G (n−2p) min , to add x, y to G 1 , we need to insert edges from y to each of z isolated vertices of G 1 and x. This gives a star K 1, z+1 = S z+2 . Moreover, we shall connect the vertex y (namely, the center of S z+2 ) to one vertex of each G 1j (j = 1, 2, ... , q). So G (n−2p) min is a tree of order n created from S n * j i ( i = 1, 2, ... , k j ; j = 1, 2, ... , p) and S z+2 by adding q j=1 k j = p − 1 edges to connect these stars, and any two non-center vertices are not connected since y is the center of S z+2 .
All in all, it follows from the induction that G Proof. By the definition of
On the other hand, we show that G 
