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Suppose F: Iw x E -+ E where E is a real Banach space, F is continuous, 
and F possesses a simple curve ?Z of zeros: {(h(a), u(a)) j ~11 E I = (a, b) C Iw}. 
If there exists ol EI such that in every neighborhood of (h(E), u(s)), F has 
zeros not on %?, then (h(c), U(E)) is said to be a bifurcation point for F with 
respect to %?. Bifurcation phenomena occur in many parts of physics and 
have been intensively studied. See e.g. [I]. It is often the case in applications 
that F(h, u) = u - (ALU + H(A, u)) w h ere L is a compact linear operator 
and H: [w x E -+ E is compact with H = o(l/ u 11) at u = 0 uniformly on 
bounded X intervals. The zeros ‘# = ((X, 0) 1 X E [w} of F are then called the 
line of trivial solutions of 
u = ALU + H(h, u). (1) 
In this context, Krasnoselski [2] has shown that if p is a real characteristic 
value of L of odd multiplicity, then (p, 0) is a bifurcation point of F with 
respect to %?. The author [3] has sharpened Krasnoselski’s result by showing 
that in the above situation, bifurcation has global consequences. More 
precisely, if p is of odd multiplicity and 9 denotes the closure of the set of 
nontrivial solutions of (l), then Y possesses a component which contains 
(II, 0) and is either unbounded or meets (/Lz, 0) where TV # F is also a charac- 
teristic value of L. 
This note concerns an application of these global results to bifurcation 
from infinity. We say (CL, co) is a bifurcation point for (1) if every 
neighborhood of (CL, co) contains solutions of (l), i.e. there exists a sequence 
(& , u,) of solutions of (1) such that X, + /.L and 11 u, II-+ co. It will be 
shown in Section 1 that if L is compact and linear, p is a real characteristic 
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ON BIFURCATION FROM INFINITY 463 
value of L of odd multiplicity, K(X, U) = o(II u 11) at u = cc uniformly on 
bounded X intervals and is appropriately compact, then (p, CO) is a bifurcation 
point for 
u = ALU + K(h, u). (2) 
Indeed there is an unbounded component 9 of solutions of (2) which meets 
(p, a). More precise information concerning 9 will be given in Section 1. 
This result can be obtained in a simple fashion from that of [3]. Applications 
to ordinary and elliptic partial differential equations will be given in 
Section 2. * 
Our results were motivated by a recent paper of Stuart [4] who obtained 
some existence theorems for solutions of large norm of nonlinear Sturm- 
Liouville problems for ordinary differential equations of the form 
-(pu’)’ + qu = h(a(x) - f(X, u, u’))u O<x<l 
u(0) = 0 = u(l) 
(3) 
using a theorem of Krasnoselski on asymptotic bifurcation points [2] and the 
Schauder fixed point theorem. The applications to ordinary differential 
equations contained in Section 2 improve Stuart’s results. The main theorems 
of Section 1 can also be considered to be a generalization of Krasnoselski’s 
result on asymptotic bifurcation points. 
1. THE ABSTRACT RESULT 
Following the notation of [3, 51, let E be a real Banach space and L: E -+ E 
be a compact linear map. If there exists p E R and 0 # ZI E E such that 
w = pLv, p is said to be a real characteristic value of L. The set of real 
characteristic values of L will be denoted by r(L). The multiplicity of p E r(L) 
is 
dim 6 N((1- pL)j) 
j=l 
where N(A) denotes the null space of A. Suppose that H: R x E --+ E is 
compact (i.e., continuous and maps bounded sets into relatively compact 
sets) and H(X, u) = o(jl u 11) a u = 0 uniformly on bounded h intervals. t 
Then 
u = ;\Lu + H(/\, u) (l-1) 
* After submitting this paper for publication, we received a preprint from Toland, 
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possesses the line of trivial solutions W = ((h, 0) 1 X E R}. It is easy to see 
[2, 51 that if p E R, a necessary condition for (p, 0) to be a bifurcation point 
of (1.1) with respect to 98 is that p E r(L). Let Y denote the closure of the set 
of nontrivial solutions of (1 .l). A component of Y is a maximal closed 
connected subset. It was shown in [3, 51 that 
LEMMA 1.2. If p E r(L) is of odd multiplicity, 9’ contains a component V
which meets (p, 0) and is either unbounded in R’ x E OY meets (6, 0) where 
p # PEY(L). 
A stronger result can be obtained if p is a simple characteristic value of L, 
i.e. p has multiplicity 1 [3]. To describe it precisely, let v denote the eigen- 
vector of L corresponding to p normalized so I] v I( = 1. Let E’ denote the 
dual space of E, (., a) the duality between E’ and E, and 1 E E’ an eigenvector 
of the transpose of L corresponding to p and normalized so that (1, v} = 1. 
Let,!?={wEEI(Z,w)=O}.ThenE={spanv}@~anduEEisequi- 
valent to u = OLV + w where 01 = (I, u) and w E 8. 
LEMMA 1.3. If p E r(L) is simple, V can be decomposed into two sub- 
continua V+, V- such that for some neighborhood M of (p, 0), 
(A, u) E Q?+(e) n .N and 0, 4 # (CL, 0) 
implies (A, u) = (A, 01v + w) where 01 > 0 (a < 0) and 1 h - p j = o(l), 
11 w I/ = o(I 01 I) at a = 0. 
The lemma is a consequence of Theorems 1.3 and 1.25 of [3]. See [3] 
for a precise definition of W+, %Y-. Lemma 1.3 shows that aside from (p, 0), 
the elements of Vf, %‘- near (p, 0) are distinguished by the sign of their 
component in the direction of v. Theorem 1.40 of [3] makes a stronger 
assertion than the above lemma but as has been pointed out to the author by 
the referee, its proof is incomplete (although it suffices for Lemma 1.3). 
Our goal is to obtain analogues of Lemmas 1.2 and 1.3 when one is dealing 
with co rather than 0. Let L be as above and K: R x E -+ E be continuous 
with K(h, u) = o(ll u 11) at u = cc uniformly on bounded X intervals. Consider 
the equation 
u = ALU + K(A, u). (1.4) 
Let F denote the set of solutions of (1.4). If (h, u) E 9 with II u I] # 0, 
dividing (1.4) by I/ u II2 and setting w = u/l/ u II2 yields 
w = ALw + H(h, w), U-5) 
where H(h, w) = /I w ]I2 K(h, w//l w 11”) for w # 0. Extend H to w = 0 by 
H(h, 0) = 0. The hypotheses made for K imply H: R x E -+ E is continuous. 
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Since K(h, u) = o(lj 24 11) a u = cc uniformly on bounded h intervals, t 
w, 4 = 4ll w II) t a w = 0 uniformly on bounded h intervals. If H is also 
compact and p E r(L) is of odd multiplicity, (1.5) possesses a component %’ 
of nontrivial solutions satisfying the alternatives of Lemma 1.2. Under the 
inversion w -+ w/l] w II* = u, Q -+ 9 satisfying (1.4). Thus F possesses an 
unbounded component 9 which meets (p, CO). (We add the points 
{(h, 00) I h E R} to our space so (CL, co) is an element of 9. Without this 
convention % may split under inversion into more than one component each 
of which meets (CL, co).) It is somewhat ackward to express the alternatives 
of Lemma 1.2 for V in terms of 9 but formalizing the above observations 
gives 
THEOREM 1.6. Suppose L is compact and linear, K is continuous on Iw X E, 
WC 4 = 41 u II> at u = co uniformly on bounded h intervals, and 
II u lW(4 u/II u II”> is compact. If p E r(L) is of odd multiplicity, .F possesses an 
unbounded component 9 which meets (CL, co). Moreover if A C [w is an interval 
such that A n r(L) = {p} and .N is a neighborhood of (p, W) whose projection 
on Iw lies in A and whose projection on E is bounded away from 0, then either 
lo $3 - A! is bounded in [w x E in which case 9 - .&l meets 
98 = {(A, 0) I x E R} OY 
2” 9 - A%’ is unbounded. 
If 2O occurs and 3 - A has a bounded projection on 03, then 3 - A meets 
(@, co) where p # j3 er(L). 
Proof. The result is obvious from our above remarks, Lemma 1.2 and 
the form of the above inversion. 
Remark 1.7. A similar result obtains if K is only defined in a neighbor- 
hood of (CL, cc). Applications of Theorem 1.6 will be given in Section 2. 
Note that a necessary condition for lo is that K(X, 0) = 0 for some X E R. 
By using Lemma 1.3 instead of Lemma 1.2 in the remarks before Theorem 
1.6, the following result obtains: 
COROLLARY 1.8. If p E r(L) is simple, 9 can be decomposed into two 
subcontinua 9+, 9;- and there exists a neighborhood 0 C A of (CL, co) such that 
(A, u) E 9+(9-) n 0 and (A, u) # (p, 03) implies (A, u) = (A, ~rv + w) where 
01 > 0 (a < 0) and I X - p 1 = o(l), II w II = o(I OL I) at I a: I = cx3. 
Remark 1.9. g+ n zP- n 0 = (p, co). If in addition 
.9+n&n((R x E)-A) # 0, 
then for all LY E R, there exists (h, u) E 9 such that (Z, u) = 01. 
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2. APPLICATIONS TO DIFFERENTIAL EQUATIONS 
This section contains some applications of Theorem 1.6 and Corollary 1.8 
to ordinary and partial differential equations. The results are in the same 
spirit as those of [3, 5, 61 and contain in particular [4] as a special case. 
Our first set of applications are to nonlinear Sturm-Liouville eigenvalue 
problems for ordinary differential equations. Consider 
224 = -(pu’)’ + qu = F(x, u, u’, A) o<x<n (2.1) 
together with the separated boundary conditions (B.C.) 
a,u(O) + b&‘(O) = 0, a&r) + b,u’(n-) = 0 (2.2) 
where (ao2 + b,,2)(a12 + b12) # 0. W e assume F is continuous in its arguments 
on [0, W] x W and I+, E, 7, A> = a(x +f(~ 5, rl, A) where 
f = o((f2 + r12)1’2) at (5,~) = a 
uniformly on bounded h intervals. The functions p, q, a are assumed to be 
continuous on [0, 71 with p and a positive and p continuously differentiable. 
As is well known, the linear Sturm-Liouviile eigenvalue problem 
2% = pav O<x<rr (2.3) 
together with the B.C. (2.2) p assesses an increasing sequence of simple 
eigenvalues pFLn with pn -+ co as n + co. [7]. Any eigenfunction vn 
corresponding to pn has exactly n - 1 simple zeros in (0, r). 
Let E be the Banach space of continuously differentiable functions on 
[0, ~1 satisfying (2.2) under the norm 
Let S,f denote the subset of E of functions which are positive in a deleted 
neighborhood of x = 0, have exactly k - 1 simple zeros in (0, m), and all 
of whose zeros in [0, Z-] are simple. Then Sic+, S,- = -Sk+, and 
S, = S,+ u S,- are open in E and any eigenfunction V~ of (2.3), (2.2) 
corresponding to t.+ belongs to S, . By requiring vlc E S$ and /I vk [I1 = 1, 
vk is uniquely determined. 
The Green’s function of --d/dx(pd/dx) together with (2.2) can be used to 
convert (2.1) to an equivalent equation in R x E. Thus it makes sense to 
study solutions of (2.1), (2.2) in this space. Let 9- denote the set of solutions 
of (2.1), (2.2) in R x E. 
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THEOREM 2.4. For each integer k > 0, there exists a component Sk of F 
which contains (pFLh, co) and satisfies the conclusions of Theorem 1.6 and 
Corollary 1.8. Moreover the neighborhood Q of Corollary 1.8 can be chosen so 
that B$ n 0 C (R x S,*) u (pk , a). 
Proof. Assume first that 0 is not an eigenvalue of (2.3). Then with the aid 
of the Green’s function g of 9 together with the boundary conditions, 
(2.1) is equivalent to 
44 = Jon .dx, y&W) W + f (x 4Y), u’b% 41 dr 
f ALU + K(h, u). 
(2.5) 
Clearly K is continuous on R x E, L is compact and linear, and all charac- 
teristic values of L are simple. To show that K(h, U) = o(/l u [iI) at u = co 
uniformly on bounded X intervals, let d C U&’ be a bounded interval and let 
v(M) = max hE‘,I,xc[O,nl,e~+t%t!P (If (x, & rl, 41 + Ml. 
Hence p(M) is a monotonic increasing function and y(M) -+ CO as M -+ 00. 
Let E > 0 and S = {u E E 1 11 u II1 > v(M)} where M is free for the moment. 
By hypothesis if h E .JI and f2 + 72 3 M2, M = M(E), then If (x, e, 7, X)1 < 
44” + rl 2 1/2, > Therefore (A, u) E (1 x S implies 
II w, 4lll = Jc$;, j jo= & Y)f (y, U(Y), U’(Y), 4 4 1 
+ max I/” gz(x, r> f (y, U(Y), U’(Y), 4 dr 1 
60,rl 0 
d Cl 
[S 
If b, U(Y), U’(Y), 314 
U(YP+w(w)PQ42 
i-s u(r)*+(U’(Y)P>.@ 
If b> U(Y), U’(Y), 41 dy] 
B w4~W) + E II * 111) (2.6) 
where cr depends on bounds for g and g, . Choosing M so large that 
a(M)/v(M) < E, (2.6) shows that 
II m U)llI G 27%~ IIu II1 for (h, u) E fl x S. 
Hence K(X, u) = o(lj u III) at u = 00. 
To verify that II u 11: K(h, u/II u 11:) = T(h, u) is compact, note that if 
(ICIR is bounded, the image of {(h,u)~R x EIXEA,~ <Ilull <p> 
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under T is relatively compact for any 0 < 6 < p < cc. Thus we need only 
prove that T : A x B, is relatively compact in E for some 6 > 0 where 
B, = {U E E 111 u II1 < S>. Choosing 6 = a-l as above, 
Hence T(A, Bb) is bounded in E. Moreover w = K(h, u) satisfies 
DLpw = hau + f (x, u, d, A) O<x<r (2.7) 
and solving (2.7) for W” provides uniform bounds for the second derivatives of 
w on A x B, . Thus T is compact and Theorem 1.6 and Corollary 1.8 are 
applicable here. 
Next we treat the degenerate case in which 0 is a characteristic value of Y. 
The above ideas plus an approximation argument are used. Let dz: = Y + ea. 
The eigenvalues of 
YEv = pav (24 
together with (2.2) are &E) = pLK + E so for E sufficiently small, 0 is not an 
eigenvalue of -Ep, . Consider the equation obtained from (2.1) on replacing 
9 by Se. By what has been shown already, the corresponding operator 
equation 
u = XL,u + K&i, u) (2.9) 
has 9& satisfying the conclusion of Theorem 2.4. Let V,,, denote the image 
of S&, under the inversion u + w = u//l u 11: . Then gp,*, is a continuum 
meeting &(E), 0) and satisfying the alternatives of Lemmas 1.2 and 1.3. 
Let GZ be a bounded open neighborhood of (pk , 0) such that (Pi, 0) $0 for 
j # k. Then (CLUE), 0) 1 ies in 0! for all z small and consequently there exists 
(h&), W&N E aa n (iPK,r . Equation (2.1) with Y replaced by Zc shows the 
wk(e) have uniformly bounded second derivatives. In addition (11 wp(~)ljl} are 
bounded away from 0, for otherwise ~~(6) = wk(e)/\] wk(e)& satisfies 
-%+A4 = ha44 + II wddlIf(~~ &)9 ~k’(4 Ad o<x<m. (2.10) 
This equation shows {z&)} are uniformly bounded in C2[0, ~1 and choosing 
subsequences if necessary, it can be assumed that zk(e) + z in E with 
II z IL = 1 and U > E + A. Moreover (2.10) shows z~(E) -+ z in C2 and 
therefore 
227 = hax O<x<?i-. (2.11) 
Consequently h = t.~ and z = vi or -vi for some j implying that 
(&(e), We) -+ (p, , 0) IZ WZ, contrary to the construction of CY. Hence as 
E + 0, @k(E), %(E)) - (A w) E a@ with w # 0 and (A, u) = (A, w/l] w l/t) 
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satisfies (2.1). Since this is true for every such set, it follows from an 
elementary argument from point set topology (see e.g. the proof of Corollary 
1.34 of [6]) that (2.1) possesses a component of solutions $Z$ as in Theorem 
1.6. 
To get the existence of gk* as in Corollary 1.8, use %7& in the above 
argument instead of %Yk . The remaining statements of Corollary 1.8 for (2.1) 
follow since if 0, is the neighborhood of (Pi, co) given by Corollary 1.8,0, 
can be taken to be independent of E for E near 0 as an argument analogous to 
that involving zk above shows. 
It remains to show that for 0 possibly still smaller, (X, u) E 0 n gk+(.Bk-) 
implies that u E S,+(Sk-). We have already established that for 
(A, 24) 6 U n 9$+, (A, 24) = (A, wk + W) where a>0 
and II w II1 = 4 01 I) t a cx - co. Since Sk+ is open and w/al is small compared - 
to Vk E S,f near 01 = co, vk + w/~l and therefore avk + w = u E S,+ for OL 
near co. The same argument works if + is replaced by -. Thus the proof 
of Theorem 2.4 is complete. 
Remark 2.12. Unlike the related theorem for bifurcation from the line 
of trivial solutions in [3, 51, it need not be the case that gk* C (R x &*) u 
{(pllc , co)}. A simple counterexample is provided by 
-d = A(24 + l), O<x<rr, u(0) = 0 = U(P). (2.13) 
For X $1 n2, n E lV, the solution is unique and given by 
U(x) = - 1 + cos tG x + (1 - cos d/x 7f)(sin & z-)-l sin d/si x. 
For n odd, all + 00 as X+n2; for n2 even, VA+--1 fcosnx Gil,8 
and in addition to the solution (n2, ZQ), (2.13) possesses the family of solutions 
(n2, u,,~ + 01 sin nx), 01 E R. Thus 
91’ = w> %I I x E (0, 1)) u w, w u ((1, co)). 
Note in particular that @+ meets (0,O). 
~~-={(h,u,)IhE(1,9)}U{(4,Uh+a?sin2xjolEIW} 
u (1, 4 u (4, 4 u (9, cQ> 
and meets g2* as well as .GBa+. Thus &- p (W x S,-) u (( 1, co)}. 
In the .following corollaries and examples, we explore the effect of more 
structure for f. 
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COROLLARY 2.14. If f(x, 67, A) = f&, 6, rl, h)t + f2(x, 5, rl, A>? where 
fi , fi are continuous at (f, r]) = (0, 0), then gK* - 0 contains a subcontinuum 
lring in (R x &*I t-J {h , ~0)) and which is unbounded or meets 
((A, 0) 1 h E R} 5% L%?. 
Proof. gk+ n 0 C (R x Sk+) u ((pk , co)}. Let &+ denote the maximal 
subcontinuum of gk+ lying in R x Sk+. Suppose Yk+ - 0 is bounded. 
Then there exists (A, U) E a&+ with u E as,+. Hence u has a double zero 
(i.e. a point at which u and U’ vanish) and (2.1) and the form off then imply 
u f 0. 
EXAMPLE 2.15. As an example of the first alternative of Corollary 2.14, 
consider 
-d = h(1 + fi(U))U, o<x<n-, u(O) = 0 = U(T) (2.16) 
where fi(l) = - 1 if 1 5 1 ,< 1, jr(f) = 0 if 1 5 1 3 2 and fl is linear inbetween. 
Since the right hand side of (2.16) vanishes for I/ u II1 < I, no point (h, 0), 
X E R, can be a bifurcation point for (2.16) and therefore gk* - 0 is 
unbounded in Iw x Sk& for all 0 < k E N. An example of the second alter- 
native of the corollary is given by 
-4 = h(1 + (1 + Ic2)-‘)U, o<x<%-, u(0) = 0 = u(7r). (2.17) 
Here pk = K2 and a simple comparison argument shows Sk* lies in 
[pk/2, pk] x E. Therefore g,* meets 9? in fact at (&2 , 0). 
Remark 2.18. The problem treated in [4] fits into the context of Corollary 
2.14. In [4], f (x, f, r], X) = Xfi(x, 4, T)[ with fr continuous at (5,~) = (0, 0) 
and decaying to 0 as (I, 7) --f co at a prescribed rate (which implied our 
O-condition on f,) Less precise results than ours were obtained in [4]. 
COROLLARY 2.19. If f is as in Corollary 2.14 with fi(x, 0, 0, A) = 0, 
i = 1,2, and Bkf meets W, then it does so at (plc , 0). 
Proof. The point at which gk* meets 93 corresponds to a characteristic 
value of L. But the only point (pj , 0) which can be the limit of elements 
(h, u) with u E S,* is (pk, 0). 
EXAMPLE 2.20. A simple example of the corollary is given by 
-24” = h(1 + U”( I + us)-2)u, O<x<n, u(0) = 0 = u(7r). (2.21) 
For an example in which Z&f need not meet 93 consider 
-24” = A(1 + g(u2 + (u’)2))u, o<x<%-, u(0) = u(7r) = 0 (2.22) 
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where g(t) = -5 for 1 4 1 < 1, g(t) = --4/t for ] 6 1 > 2 and is continuous 
for all 6. Then 9r+ = ((cz/(c2 - 4), c sin X) 1 c 2 2). Note that (2.22) also 
possesses an unbounded component of solutions %r = {(l/(1 - c2), 
c sin x)I I c I < 1) bifurcating from (1,O). 
More general results and other applications to ordinary differential 
equations as well as to integral equations can be obtained by proving the 
analogues at co of some of the results of [3, 61. However we will conclude 
this section with an application to quasi-linear elliptic partial differential 
equations. 
Let 8 C IlP be a bounded domain with a smooth boundary and let 
924 = - i U,j(X) UZiZj + i z+(x) U,< + c(x)u 
i,j=l id 
= ha(x)u +F(x, u, Du, A) XEQ (2.23) 
24 = 0, xEas2 
where Du denotes arbitrary first derivatives of U. To avoid technicalities, 
assume that the coefficients of 9 and a are smooth, a > const > 0, and Y 
is uniformly elliptic. F is assumed to be continuous in its arguments and 
F(x, 4, p, h) = o((q2 + 1 p js)r/a) at (n, p) = cc uniformly in x and in h on 
bounded h intervals. 
Let P(Q) denote the Banach space of continuously differentiable functions 
on 0 under the norm 
where the usual multi-index notation is being employed. Let E = 
{UECl(Q) 1 u =o on 8X2}. We will convert (2.23) to an equivalent operator 
equation in R x E. 
Assume for convenience that 0 is not an eigenvalue of 9. Let (X, U) E R x E 
and consider the inhomogeneous linear boundary value problem 
J%V = ha(x)u + F(x, u, Du, A), XEs2 
v=o xeaQ 
(2.24) 
For p > 1, let WTSP(G) denote the closure of m times continuously differen- 
tiable functions in D which vanish on aQ with respect to 
and let 1 j0,9 = / I9 . Clearly @*p(Q) = LP(G). Note that the right hand 
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side of (2.24) lies in D’(Q) for all p > 1. The Lf’ theory for uniformly elliptic 
partial differential equations [8, 91 implies there exists a unique 
er = G(I\, U) E Wt*p satisfying (2.24) and 
1 w /2,p < const I ham +F(., u, Du, A)/, . (2.25) 
Forp > n, E is compactly embedded in W,*p(Q) [lo]. Indeed for Q E Wi2.p(s2), 
11 v lIl.l-~nlP~ d const 19” lzmp (2.26) 
where 
Thus choosing any p > 71, (2.25), (2.26) and the Arzela-Ascoli Theorem 
imply that G is compact on R x E. 
Let w = Lu E W,f*z.p(f2) denote the solution of 
SW = a(x)u, XEQ; w = 0, XEiX2. (2.27) 
Then as above L is a compact linear map on E. It was shown, e.g., in [5] that 
if c 3 0, L possesses a simple characteristic value pr which is the smallest 
characteristic value of L and any corresponding eigenvector vr is of one sign 
in 52 and is the only eigenvector of L having this property. (Actually in [5], 
E = Cr+2) n B.C. but the same argument works here). More generally, 
if c 2 0, replacing c by c + Ma where M is a sufficiently large positive 
constant makes c + Ma 3 0 and shifts the spectrum of S? or L to the right 
by M. Thus the previous result also holds in the more general case although 
p1 may not be positive. Let 
P+= uEE]u>OinQ,~<Oon~Q/ 
I 
and P- = -Pf where a/2v denotes differentiation in the direction of the 
exterior normal to Q. The sets Pf are the analogues of S,*. The eigenfunction 
et, of L is made unique by requiring or E P+ and I] o /jr = 1. 
Let 9 denote the set of solutions of (2.23) in R x E. 
THEOREM 2.28. There exists a component .& of 7 which contains (k , CO) 
and satisfies the conclusions of Theorem 1.6 and Corollary 1.8. Moreover the 
neighborhood 0 of Corollary 1.5 can be chosepl such that 
Bl*nOC(R x P*)u&, a~)}. 
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Proof. Let K(h, u) = G(X, u) - ALU. Our above remarks imply that 
(2.23) is equivalent to 
24 = ALU + qx, u). (2.29) 
To verify that K(X, u) = o(ll u &) at u = 00 uniformly on bounded h intervals, 
let E > 0 and w = K(A, u). By the Lp estimates, 
Moreover 
j w 12,p < const I F(., u, Du, A)[, . (2.30) 
1 F(*, u, Du, h)l, < const rn;x I F(x, u, Du, A)]. (2.31) 
Now the argument continues as in Theorem 2.4. Let A C 58 be a bounded 
interval and 
Therefore II, is a monotonic increasing function of M and $ -+ co as M + CO. 
The o-condition on F implies 
I F(x 
Therefore 
,4, P, 41 < 4Q2 + I P w2 for q2 + I p I2 > Mu. 
max I F(x, u, Du, 41 < max XEl2 n~~,u(s)e+lnu(z)12sM2 I F(x, u, Du, 41 
+ max &A,u(iv)*+Du(e)~%M~ I F(x, u, Du, 0 
< $(M) + 6 II u IL - (2.32) 
?g I F(xj U, Du, 41 < WPVN~)) + c> II ZJ Ii1 - (2.33) 
Choosing % so large that $(M) < c#(m) and combining (2.26) and (2.30)- 
(2.33) yields II K@, 4lh = 4II u IId a u = co uniformly on bounded h t 
intervals. 
To verify that 11 u 11: K(h, u//l u 11:) = T(h, u) is compact, as in the proof of 
Theorem 2.4 it suffices to show that T(A, B,) is relatively compact in E for 
some S > 0. The above estimates imply for S = l/m and (A, u) E A x B8 , 
so that 
I Wt 411 u ll2,)1,~, < cow 411 uIL (2.34) 
I W, u)I~.~ < const #f 
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which with the aid of (2.26) establishes the relative compactness of T(n, B,). 
Thus Theorem 1.6 and Corollary 1.8 are applicable here. The verification 
of the last statement of Theorem 2.28 follows as in Theorem 2.4. 
Remark 2.36. The requirement that 0 is not an eigenvalue of Z’ can be 
eliminated by an approximation argument as earlier. If e.g. F is Holder 
continuous in its arguments, the Schauder theory for elliptic equations 
implies the elements of F are twice continuously differentiable. The 
coefficients a+, 6, c can also be permitted to depend on u and Du provided 
that B is appropriately elliptic at cc. 
Next we obtain analogues of Corollaries 2.14 and 2.19. 
COROILARY 2.37. If F is continuously dzpeerentiable in its arguments and 
J’(x, 4, P, 4 = Fdx, q, P, 4q + i F&, q, p, A) pi 
i=l 
with Fl and Fzi continuous at (q, p) = (0,O) then gl* - 0 contains a 
subcontinuum lying in (R x P*) u {(pl , 00)) and which is unbounded or 
meets 2. 
Proof. Remark 2.36 implies the elements of F are classical solutions of 
(2.23). gr+ n 0 C ([w x P+) u ((pr , co)}, Let q+ denote the maximal 
subcontinuum of &+ lying in ([w x P+) u {(pr , co)> and suppose Fr+ - 0 
is bounded. Then there exists (h, u) E aFr+ with u E aP+. Thus 
(i) u(t) = 0 for some 8 E Q or 
(ii) au(~)/& = 0 for some t E aQ. 
Suppose for convenience that X 3 0 and write (2.23) as 
R I n 
9~ = - 1 adx) u,,,~ + c b&9 u,, - 1 F&x, u, Du, A> u,$ + b(x>u 
i.j=l i=l i=l 
- Fl-(x, u, Du, A)u = ha(x)u - C-(x)u + Fl+(x, u, Du, X)u XEln 
(2.38) 
where y+(x) = max(p(x), 0) and v-(x) = q(x) - v+(x) = min(v(x), 0). Since 
X > 0 and u > 0 in Q, (2.38) shows pu 3 0 in Q. Hence the maximum 
principle [l I] implies that u > 0 in Q and au/& < 0 on aQ or u 5 0 in 9. 
Thus if(i) or (ii) occur, u E 0 and the result is proved for gl+ and similarly 
for &-. 
COROLLARY 2.39. If Fl , Fzi are as in Corollary 2.37 and vanish at q = 0, 
p -- 0 and gl* meets 9, then it does so at (k , 0). 
Proof. As in Corollary 2.19. 
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