Introduction
Let G be a finite cyclic group with a fixed generator g, acting on a complex affine m-space C lfl =C m (z 1 ,..., z m ) by the formula;
(1) g: (z lv ..,z m ) >(^z l5 ...X>»z m ),
where n, p t , 1 ^ i ^ m, are integers satisfying 0 ^ ^ < n and e£* =
exp(27i v / -Ipi/ri).
Then the quotient space X=C m /G has the natural structure of a normal affine algebraic variety such that the quotient map n: C m -+X is a morphism of algebraic varieties [10] [13] . We call this X a cyclic quotient singularity and denote it often by N ntplt _ tpm according to the particular expression of the generator g as above. Now the main purpose of this paper is to show the existence of certain natural ways of resolution of these cyclic quotient singularities, which have some good properties. (For the precise statement, see Theorem 1.) Such resolutions were first constructed by Hirzebruch in [3] when m=2 and then, by Ueno [12] , when m = 3, p±=l and p 2 =Pi in (1) . On the other hand, the author recently learned that Mumford has found the equivariant resolutions of toroidal singularities, which contain cyclic quotient singularities as special cases [6] . However, our method is different from his and is connected more closely with the above expression of g. So it may be of some interest to compare the resolutions obtained here with those in [6] .
In § 1 we prove Theorem 1 and then, in § 2 we apply this theorem to obtain resolutions of the general isolated quotient singularities and the isolated singularity with C* action in the case where the dimension of the spaces is 3. This is done by methods similar to those used in [1] for the former and in [8] for the latter respectively in the 2-dimensional cases. The unpleasant restriction on the dimension comes from the fact that ue cannot prove the statement corresponding to Lemma 7 in higher dimensional cases.
In this paper the variety means an irreducible algebraic variety defined over C in the sense of FAC. Further we adopt the following notational conventions; for positive integers n l5 ..., n h (n l9 ..., w/) denotes the greatest common divisor of them. If T is an automorphism of C m defined by T(z l9 ..., z m )=(t 1 z 1 ,..., t m z m ) with T f eC*, then we abbreviate it to T=(T I? ..., t m ). Moreover for Q^p<n, ^=exp(2;r N / -Ip/n). JV Wjpl .. pm =O/{0} if g=(ef l 1 ,..., e% n ) in the above notation. We also use the notation N nipj(} to express N ntiiptq in 1.4.2.
In concluding the introduction, the author wishes to express his hearty thanks to Prof. S. Nakano and Dr. K. Ueno for their kind encouragement during the preparation of this paper. §1. Resolutions of Cyclic Quotient Singularities 1.1. Let the notations be the same as in the introduction, except that in the sequel we assume (n 9 p 1 ,..., p m ) = l in the expression (1) of g. In this section we study the singular locus S of X. For this purpose, let F be the fixed point set of G in C m , namely, the set of those points whose stabilizers are nontrivial with respect to the action of G. This F, with reduced structure, is in general a subvariety of C m . But to describe F more closely, we put in general, for any nonempty subset M = {m lf ...,m t }£{l,...,m}, H(M) = {(z 1 )eC-; z wi =z ma = -=0} and call it a coordinate subspace of C m defined by M. Then we have In fact, a) and the sufficiency of the condition in b) are immediate. So suppose dim5=0, and (n, p f )>l for some f. Let {ji,...,A} be the subset of {1, . , m} consisting of those elements for which (n, p jo ) is divisible by (n, p t ) for every a, l^afg/c, and let M be the complementary set of {ji,...,jfc} in (I,,.., m}. Then by Lemma 1, /f(M) coincides with F(f) for some f. But since F(0 = {0} by the assumption, M must coincide with {!,..., m}. This is a contradiction because i£M. 
Lemma 1. Let F(i) be the fixed point set of g 1 for lgi<n. Then each F(i) coincides with some coordinate subspace H(M) of C m . Conversely, a coordinate subspace H(M) of C m coincides with F(i) for some i if and only if the following condition is satisfied; if we put d=d(M)=(n, pj^...^^^ then df(n,
Proof. The construction we have in mind when p/>0 for every / is roughly as follows; first, we take an abelian covering /?:€'"(f)-» C'"(z) with the covering transformation group // and then, define an action of G on C m (t) Then it is easy to see that this is compatible with /?, namely, the equality g-h=h-g holds. Now let a: W 0 -+C m (t) be the monoidal transformation at the origin. Then VV 0 has the natural structure of a line bundle over a projective (m -l)-space P'"" 
v) Let F 0 be the fixed point set of g, 5 0 =7r(F 0 ), and S l =f~l(S 0 ), then nT^UiftSi) is defined by w}=0 in W t .
The proofs are all straightforward and we omit them. We only note that the construction of X i and / A depends crucially on the choice of a generator g of G as in (1) 
where TI,-:
n 17 j) has the following form;
where n^ = ord U i9 n j = ord U J9 a(s) 9 l^s^m, s^k, are certain rational numbers, and finally n: {!,..., £,..., m}->{!,..., I,..., m} is some bijective map. (7) The groups G f are all small.
Remark 2. a) For any point PeC m (u l ) nl l (n(P)) consists of at most n t distinct points. From this, we see that the denominators of a(s)
do not exceed n t in their irreducible expressions. b) Let Ui and Uj be as in (j8) and if Tt tj has the form stated in (j5), then so does n^ as is seen by solving the equation with respect to u j .
Now let (X,U) and (7, S3) be admissible pairs and f:X-+Y be a proper birational morphism. We say that / is compatible with the coverings U and 8 if for any F a e8, H a = {l^eU| l^. c /-'(]/)} makes an affine open covering of f~l(V tx ). Then the pair (f~l(V^, U a ) with groups G /9 coordinates {u*}, and isomorphisms (p t : l/ f^C m (M')/G» induced by those of the original U t is admissible. We denote this also by Definition 2. Suppose (X, U), (7, 93) , and / are as above. We say that / is admissible as a morphism of admissible pairs (X, U) and (7, 8) and / are admissible, and any admissible automorphism of X extends uniquely to that of (X l9 U).
On the other hand, if X is nonsingular in an admissible pair (X, U), then since G t are small, we must have n t = l and U t are isomorphic to C m (u l ). Then the multivalued maps n u in (/?) are nothing but the trandition functions with respect to this covering. Rewriting these, we have where a(s) are now integers. Now recall that a resolution of a variety X is a pair (X,f) consisting of a variety X and a proper birational morphism /: X-+X such that / is isomorphic outside f~1(S), S being the singular locus of X. Then we are able to state our main theorem. From 4) we derive easily the following.
Theorem 1. Suppose (X, IT) is an admissible pair. Then there exists a resolution (X,f) of X and a finite affine open covering II of X such that the following conditions are satisfied;
1) (X, K) is admissible, 2) / is
Corollary. Let E=f~}(S). Then E has only normal crossings in X and every irreducible component E i of E is nonsingular and rational. Further E { is covered by finite affine open subsets, each of which is isomorphic to C m~l .
Proof of Theorem 1. First we consider the set 0 of maps (p: JV-> AT U {0} such that (p(N)^Q and (/?(/i)=0 for all but a finite number of n's, where N is the set of natural numbers. We shall introduce an order on the set 4> in the following manner. Let <p l9 (p 2 £& and n 0 be the largest integer for which 9i(no)^(p 2 (nQ). Then we define <pi<(p 2 by the inequality <pi(H 0 ) <( P2( w o)-% this, <P becomes a totally ordered set with a minimal element <p 0 , which is defined by 9 0 (1) = 1 and <p 0 (n)=0 for n^2. We associate then to each admissible pair (X, U) an element of <P, which we denote simply by <p x since no confusion may arise, by <Px(ri) = %{UiEll', ord U t = n} for weJV, where 9 means the number of elements of the corresponding set. io . Then by the admissibility of (X, U) and by the above assertion, we can successively define a distinguished generator g' t of G t for every f for which C/jfiSo^^, with the following properties; if C/ f is adjacent to I/,-, and is related to Uj by the multivalued map n tj as above after a suitable renumbering of coordinates depending on i and j, then n t = nj ( = n io ) and pi 0^*^, Igfcg/. We leave the precise argument to the reader. But for the proof it makes no difference if we change the generator g t to g\. So we assume that this change has already been done, and we denote the new generators also by the same letters g t . Then by Lemma 4 3) and 5), we see that \l/ f is isomorphic outside \l/j l (S 0 nU i ).
We s is equivalent to U t n S 0 ^ 0 and I/, n SQT^^). If we show that i^f j -is holomorphic at each point of i^y 1 (l7 f n 17 j) as a map of analytic spaces, then by Z.M.T., we see that this is a morphism of varieties, and since this holds also for \l/ ij9 we get that i//î s an isomorphism. To prove that ^{ j is holomorphic, we go back to the situation and the notations given in the proof of the Assertion 1. There, we defined for each point P = (w/ +1 ,..., u Proof. First we fix U t and Uj which are mutually adjacent and make some preliminary considerations. We distinguish three cases; 1) neither U t nor Uj intersects with S 0 , 2) either U t or Uj intersects with S 0 but not both, and 3) both U t and Uj intersects with S 0 .
In case 1), since W t (resp. Wj) = U t (resp. Uj) by construction, W t is adjacent to Wj and the corresponding multivalued map satisfies the condition (/?).
Next we consider the case 3). We may assume that n tj is given by (4). Then W t (resp. Wj) is covered by / affine open subsets V il9 ... 9 V n (resp. V J19 ... 9 Vjd and the multivalued map TiJ" 1^^: C^v^-tC^u*), Finally, the groups G f are small by construction. This is (y), thus completing the proof of the assertion.
In order to apply the induction hypothesis to the admissible pair (X l9 Uj), we have to see that (pxi«Px-But by construction we see that for any V x e^t if l/fflSo^, tnen ord F a <ord 17, and if l/ f nS 0 = 0, ord F a = ord C/ f , where ord F a (resp. ord [/,-) denotes the order of F a (resp. of U t ). Hence cp Xl <9x-Hence by the induction hypothesis there exist a resolution (X 9 f 2 ) of Xi and a finite affine open covering U of X satisfying the properties stated in the theorem. Hence 2)j_ / 2 is admissible as a morphism of admissible pairs (X 9 H) and (X l5 Hj), 3)j any admissible automorphism of (X 19 H t ) extends uniquely onto that of (X, U), and 4) t /iH^i) n C/ s is defined by Mj 1 ...wJ M =0 for some fc lv .., fc M if it is not empty, where Sj is the singular locus of X l . Set /=/ 2 '/i, then since / x is isomorphic outside /I 1 (S 0 ) and S 0^S , we see that (X,/) gives a resolution of JsT.
We show that these (X, /) and (X 9 U) satisfy the requirement of the theorem. For this, we have to check the conditions 2), 3) and 4) of the theorem. Note first that f^ is admissible since so is each b y Lemma 4, 3 i, then a special resolution of X exists as follows from Lemma 3. For the motivation for this definition, we refer to Remark 6 after Proposition 1 in the next section.
1.4.
By way of illustration we apply the above method when m=2, and next, examine the case when m = 3.
1.4.1, Let X = C
2 /G be the cyclic quotient singularity of dimension 2. where 5 fe and A fc , /x fc are defined by (9) . This can be proved easily if one uses (10) . Note that the minimal resolution is unique. Now suppose X=N n;piq as before and /: X^X is one of the resolutions obtained in the theorem. Decompose / into /=/!•.. /<* as in the The canonical resolution is one of the special resolutions defined in Remark 3 c).
To describe the minimality condition, we make the following definition after Moishezon. Definition 4. Suppose X is a complex manifold of dimension 3 and S is a connected submanifold of X of codimension 1. Let N s/x be the normal bundle of S in X. We say that S is the exceptional surface of the first kind, if either S is isomorphic to Proof. Let /=/ 1? ..,/ d be the decomposition of / as in Remark 3 and E i the exceptional locus of/ f : X^X-^^ Let E t be the proper transform of Ei in X. We have to show that E t are not the exceptional surface of the first kind unless it comes under the above exceptional case. Set />£=/)(£/). First we consider the case when dimD £ = 0. Then EI is isomorphic to a projective plane divided by a cyclic group. Indeed, by Lemma 3 and 5) of Lemma respectively, where we assumed that there exists U K ell (i~l) with the canonical isomorphism with N n >. p > q -such that /^eU a and where p' 3 and q' 2 are determined from p' and q f by the formula corresponding to (11).
But since E t are nonsingular by the theorem, the induced map EI-^EI gives the resolution of the singularity of E t . Now since Z tn (resp. P 2 ) have 2 (resp. 1) as the second betti number, from this, we can readily infer that E t is isomorphic to neither of them unless in the following three cases; i) (p' 3 , g' 2 )=(0, 0), ii) (p' 3 , q' 2 )=(\, 0) (iii) (p' 3 , g' 2 ) = (0, 1). But i) is equivalent to p = q ii) to p=\ and iii) to q = i. These cases are dealt with in the following two lemmas. Proof. We shall only indicate the method of proof and leave the explicit computations to the readers. It suffices to prove that X' is covered by 2s + 1 copies of C 3 and that the transition functions between them are given by (15). Decompose / into /=/i •••/<* as in Remark 3. We prove the lemma by induction on d. have to show that N P > ;P " P " is isomorphic to W V l k U F 0 in the nota- to see that the transition functions with respect to V\ and l/ 0 . But these can be calculated using (12) and (8) For the precise proof we refer the reader to Lemma 4.3-4.6 of [12] . We only note that since ^^^2^2 for /c^2, we conclude that 9 k £2 0 , £%! for any k. Hence in particular there exists no exceptional surface of the first kind at all among 9 k . Now we continue the proof of the proposition. By virtue of the above results we may assume now that dim 1^ = 1. Then E t coincides with an irreducible component of (fb'~fd)~l (Cj) f°r some C,. Set
Then 1) This is in fact the consequence of the following lemma 7, which makes no use of this fact, together with the uniqueness of the minimal resolution of a normal singU' larity of a surface and the rigidity of quotient singularities [1] . .f°l gives a resolution of U n U', and finally both / and /' coincide with /° on U n £/'. This completes the proof.
We call the resolution obtained in the lemma the minimal resolution of X at ^p. Moreover, suppose X l is a complex space of d\mX 1 =3 and each point <^l eX l admits a neighborhood 17 ', which is isomorphic to D x 7 j with F, a neighborhood of the singular point of some cyclic quotient singularity. Then a resolution /: X l ->X l is said to be minimal if it gives the minimal resolution at each singular point of X,.
2.2 9 Let GgGL(3, C) be a finite subgroup. Then G acts naturally on C 3 and the quotient space X = C 2 /G has the natural structure of a normal affine algebraic variety [10, Prop. 18] . Let S be the singular locus of X. In this section we shall prove From this, we infer that the fixed point sets on W of the elements of G are classified according to the eigenvalues of the elements as follows ; if the eigenvalues of an element ^eG are as a set (i) {!,«,«}, (ii) {1, a, b}, (iii) {a, a, a}, (iv) (a, a, b} or (v) {a, 5, c}, then the fixed point set of g is (i) union of a fiber of co and a line in E, (ii) union of a fiber and a point on E, (iii) £, (iv) uion of a line and a point on E, or (v) three distinct points in E, respectively, where a, b and c are roots of unity which are mutually distinct and different from 1. Remark 7. The above proof shows that also in the higher dimensional cases the stabilizer G% at each point ^Pe£ is cyclic if X has only an isolated singularity. But if we allow X to have the singularity of positive dimensions, then the map ILL above has necessarily a kernel and G<$ is in general not cyclic.
2.3. Suppose X is a normal affine algebraic variety embedded in C n (z !,..., zj and there exists a C* action \JL on C" which leaves X invariant of the form;
where q t are positive integers satisfying (g 1? ..., </") = ! [cf. 8]. This means in particular that the action is effective. We assume further that X is not contained in any linear subspace of C n . Noe suppose that X has an isolated singularity at the origin. We call such a variety X an isolated singularity with C* action. For such an X we have the canonical way of inserting a '0-section' at the singular point, due to Orlik and Wagreich X'-*Z be the projection and F'^X'xZ be the graph of n'. It is known that Z is a projective variety [8] .
Let r be the closure of F' in XxZ and /^i F-^X (respTi: T-+Z) be induced by the natural projection p±'.XxZ-*X (resp p 2 '. X x Z -> Z) to the first (resp. to the second) factor. We have then the canonical section i:Z-*F defined by z(Z)=(0, z)eXxZ. In the sequel we identify Z with z(Z). Then we show Lemma 8. F has only the cyclic quotient singularities: For each point ^eT, F is isomorphisc as a germ of an analytic space at ^3 to a cyclic quotient singularity.
Proof. We consider F and Z as analytic spaces. First, by the fundamental result of Holmann [5] , for each point ^3eF' there exists a neighborhood U% of $ in F' and a 1-codimensional closed submanifold A% of U^ such that (i) both U% and A^ are G^ invariant and (ii) n'\A% induces an isomorphism between ^4^/G^ and some neighborhood V% of ?p = 7t'OPX where G^ is as usual the stabilizer of ^ (refer [2] Further, the natural actions of G^ on Y and C*xA^ commute with (p and thus Y= Y/G^ is isomorphic to (C*xA^)IG^. On the other hand G^ acts naturally on CxA% and C, extending those on €*xâ nd C* respectively. From this we infer that n~l(V%) = (C xA^)/Gŵ ith respect to this action of G^ on C x ^.
This proves the lemma, since G^ is cyclic.
Remark 8. Acutually, we have the following commutative diagram extending the above one; such that the map v is equavariant, where C* acts on C x ^ in a natural manner.
Combining Lemma 7 and Lemma 8 with Theorem 1 we have the following theorem when dimension X = 3. We only note that the equivariance can be deduced from the above remark.
It may be conjectured that the same kind of resolution could be obtained also in higher dimensional cases.
As an example we shall examine the resolutions of Brieskorn varieties. Let X a be a hypersurface in In the latter case we have a birational morphism h: X^X 0 such that X 0 is nonsingular, h is isomorphic outside 9 and C 0 =h(9) is isomorphic to P 1 and the normal bundle N Co/Xo of C 0 in X 0 is isomorphic to ( -2// Co )©l Co , where H Co and l Co denotes the hyperplane bundle of C 0 and the trivial bundle respectively.
