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Abstract
In this paper, we construct the Ext-quivers of the principal blocks of FS9 and FS10, where
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Blocks of symmetric group algebras in odd characteristic has been studied exten-
sively with the aim of understanding algebras of wild representation type. So far, the
investigation has been concentrated on the blocks which have elementary Abelian de-
fect groups. These blocks are found to enjoy many common properties. It is natural to
ask if the blocks having non-Abelian defect groups would have similar properties.
In this paper, we look at the principal blocks of FS9 and FS10, where F is an
algebraically closed eld of characteristic 3. These blocks have non-Abelian defect
group C3 o C3 and thus have defect 4. We shall nd that these blocks behave in
a very similar manner as the principal blocks of kS3p and kS3p+1, where k is an
algebraically closed eld of characteristic p ( 5), shown in [8,10]. The main reason
for this behaviour is that the blocks concerned have the same p-weight and the entries
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in the decomposition matrices are bounded above by 1. We construct the Ext-quivers of
these blocks and obtain the Loewy structures of the principal indecomposable modules.
In particular, we show that these blocks have the following properties:
1. The simple modules do not self-extend.
2. The Ext1-space between two simple modules is at most one-dimensional.
3. The principal indecomposable modules have a common Loewy length 7.
4. The Ext-quiver is bipartite.
1. Preliminaries
In this section, we give a brief account of the representation theory which we will
need. For a more detailed account, we refer the reader to [3] for the representation
theory of symmetric groups, and [7] for general theory of group representations.
Firstly, the following notations will be used in this paper:
1. the projective cover of a module M will be denoted by P(M), and 
(M) will
denote the submodule of P(M) satisfying P(M)=
(M) = M ;
2. a ltration M =M0M1M2   Mr =0 will be denoted by a matrix with r
rows, where the ith row is the factor Mi−1=Mi;
3. the multiplicity of a simple module S as a composition factor of a module M
will be denoted by [M : S].
Recall that the Specht modules S, as  runs through the set of partitions of n,
give a complete list of mutually non-isomorphic simple modules of Sn in ordinary
characteristic. In positive characteristic p, the Specht module S has a simple, self-dual
head D if the partition  is p-regular; all composition factors D of its radical satisfy
 . . If  is p-singular, then all composition factors D of S satisfy  . . As  runs
through the p-regular partitions, the set of simple heads is a complete list of mutually
non-isomorphic simple modules of kSn.
Two Specht modules S and S of kSn lie in the same block if, and only if, 
and  have the same p-core (Nakayama’s ‘Conjecture’). The Branching Rule provides
a Specht ltration for the restricted Specht module S#Sn−1 and the induced Specht
module S"Sn+1 . The Specht module S is a factor in this ltration if, and only if, 
can be obtained from  by removing or adding a node. A factor S lies above another
factor S in this ltration if  . .
The Ext-quiver of an k-algebra A is a direct graph whose vertex set is labelled by the
non-isomorphic simple A-modules and the number of edges from S1 to S2 is given by
dimk Ext1A(S1; S2). Since the simple modules of symmetric group algebras are self-dual,
all edges in its Ext-quiver are bi-directional. Recall that a (directed) graph is bipartite
if there is a partition of its vertex set into two parts such that there is no edge between
any two vertices in the same part. If the Ext-quiver of A is bipartite, then one of the
consequences is that if P(S) is the projective cover of a simple A-module and S 0 is a
simple module occurring on an odd (resp. even) Loewy layer of P(S), then all compo-
sition factors of P(S) isomorphic to S 0 lie on odd (resp. even) Loewy layer(s) of P(S).
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We now give an account of Kleshchev’s work [4{6] on the restricted simple module
D#B. Let B be a block of kSn and let ~B be a block of kSn−1 such that the core
of the latter has an abacus display having the same number of beads on each column
as that of B, except the (i − 1)th and ith columns, where respectively there is one
bead more than and one bead less than that of B. Let  be a p-regular partition of B.
A bead lying on the ith column and jth row of the abacus display of  is normal if
the position on its left is unoccupied and, for all l> j, counting the beads between
the (j + 1)th and lth row (both inclusive), those lying on the (i − 1)th column is not
more than those lying on the ith column. A normal bead is good if it is the highest (in
the abacus display) normal bead. We may move a normal bead of  one position to
its left and obtain a p-regular partition ~ of ~B. The multiplicity of the simple module
D ~ as a composition factor of D# ~B is one more than the number of normal beads
below the normal bead moved to obtain D ~. If the normal bead moved is good, then
the simple module D ~ obtained is the head and socle of D# ~B. In particular, D# ~B is
either zero (when there is no normal bead for ), or has a simple head and a simple
socle (and thus indecomposable). Moreover, two non-isomorphic simple modules of B
may not give non-zero isomorphic simple heads when restricted to ~B.
Tensoring a simple module D with the signature representation sgn produces another
simple module, and thus is of the form D

. Mullineux conjectured [11] a combinatorial
algorithm for constructing  from  and this conjecture is later proved jointly by Ford
and Kleshchev [1]. For a version of this algorithm, we refer the reader to [1].
Recall also the h i-notation for partitions with p-weight 3 with p-core :
Denition 1.1. Let  be a p-core having r parts. Let b be a xed integer not less than
r + 3p. Any weight 3 partition  having core  may be represented on the abacus
having b beads. Then  may be denoted using the h i-notation, dened as follows: if
the abacus display having b beads of  has
1. one bead of weight 3 on column i, then denote  by hii;
2. one bead of weight 2 on column i and one bead of weight 1 on column j, then
denote  by hi; ji;
3. three beads of weight 1 on column(s) i; j and l, then denote  by hi; j; li.
2. The principal block of FS9
In this section, we look at the principal block B0(FS9), denoted as B, of FS9. Its
decomposition matrix, and hence also its Cartan matrix, can be found in, for example,
[3, Appendix I.E]. We construct of the Ext-quiver of this block and obtain the Loewy
structures of its principal indecomposable modules.
In constructing the Ext-quiver of B, we follow the method used in [8]. Though the
blocks dealt with in [8] are fundamentally dierent from B in the sense that they have
elementary Abelian defect groups, very little modication of the method is required,
mainly because all the blocks have the same p-weight, and have the property that all the
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entries in their decomposition matrices are 0 or 1. We shall see that the Ext-quiver of B
is bipartite, the Ext1-space between two simple B-modules is at most one-dimensional
and the simple B-modules do not self-extend.
After the construction of the Ext-quiver, the rst two Loewy layers of the principal
indecomposable modules are known. Then with the aid of some simple lemmas and by
inducing the principal indecomposable modules of FS8 up to B, we obtain the Loewy
structure of the principal indecomposable modules lying in B. In particular, we see that
the principal indecomposable modules have a common Loewy length 7.
Throughout this section, we will use the h i-notation with nine beads to denote the
partitions of B.
2.1. The Ext-quiver
Much information about the principal block B of FS9 can be obtained from what
we know of three blocks of FS8: the principal block B3, the block B2 with 3-core
(12) and the block B1 with 3-core (3; 12). Every module lying in B, when restricted to
FS8, gives (a direct sum of) modules lying in these three blocks, and by Frobenius
reciprocity, only the modules lying in these three blocks of FS8, when induced to
FS9, give a non-zero summand lying in B.
Note that the blocks B2 and B3 are conjugate, and are thus Morita equivalent. The
block B1 is self-conjugate.
In [12, Appendix 2], Scopes gives the Loewy structures of the principal indecom-
posable modules of B3 and B2 (see Appendices B and C). The Loewy structures of
the principal indecomposable modules of the defect 1 block B1 are given in Appendix
D. The decomposition matrix and Cartan matrix of B are listed in Appendix A. With
this information we can proceed to construct the Ext-quiver of B.
Lemma 2.1. The simple modules of B are related by tensoring with the signature
representation sgn in the following way:
Dh3i $ Dh2;3i;
Dh2i $ Dh1;3i;
Dh1i $ Dh1;2i;
Dh3;2i $ Dh3;3;2i;
Dh3;1i $ Dh2;1i:
So, for example, Dh3i ⊗ sgn = Dh2;3i and Dh3;3;2i ⊗ sgn = Dh3;2i.
Lemma 2.1. We have S ⊗ sgn = dual of S0 , where 0 is the conjugate partition
of . Using this fact and the given decomposition matrix of B, the lemma follows
immediately. Alternatively, we may also use Mullineux’s algorithm.
Using Kleshchev’s results [5] on restricted simple modules, we have:
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Proposition 2.2 (Restriction). Restriction of simple modules of B it to S8 produces
the following modules:
Dh3i #S8 = D(8)
Dh2i #S8 = D(7;1)
Dh1i #S8 = D(6;1
2)
Dh3;2i #S8 = D(5;3)  D(6;2)
Dh3;1i #S8 = D(5;2;1)
Dh2;3i #S8 = D(4
2)
Dh2;1i #S8 = D(4;2
2)
Dh1;3i #S8 = D(4;3;1)
Dh1;2i #S8 = D(3
2 ;2)
Dh3;3;2i #S8 = D(3
2 ;12)  D(3;22 ;1)
:
We have arranged the modules on the right-hand side in three columns, each column
representing a block of FS8. Modules in the rst column lie in B3, those in the second
column lie in B2 and those in the last column lie in B1. We note that all these restricted
simple modules are semi-simple.
Denition 2.3. For i 2 f1; 2; 3g, we dene a subset i of 3-regular partitions of B by
i = f jD#Bi 6= 0g:
Hence, we have
3 = fh3i; h3; 2i; h3; 1i; h1; 3i; h3; 3; 2ig;
2 = fh2i; h3; 2i; h2; 3i; h2; 1i; h3; 3; 2ig;
1 = fh1i; h1; 2ig:
Proposition 2.4 (Induction 1). Induction of simple modules lying in B3; B2 up to B
gives modules having the following module structures:
Dh3i
D(8)"B = Dh2i
Dh3i
;
Dh2i
D(7;1)"B = Dh3i Dh1i
Dh2i
;
Dh3;2i
D(5;3)"B = Dh2i Dh2;3i
Dh3;2i
;
Dh3;2i
D(6;2)"B = Dh3;1i
Dh3;2i
;
Dh3;1i
D(5;2;1)"B = Dh1i Dh2;1i
Dh3;1i
;
Dh2;3i
D(4
2)"B = Dh1;3i
Dh2;3i
;
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Dh1;3i
D(4;3;1)"B = Dh2;3i Dh1;2i
Dh1;3i
;
Dh2;1i
D(4;2
2)"B = Dh3;1i Dh1;2i
Dh2;1i
;
Dh3;3;2i
D(3
2 ;12)"B = Dh2;1i
Dh3;3;2i
;
Dh3;3;2i
D(3;2
2 ;1)"B = Dh3i Dh1;3i
Dh3;3;2i
:
Proof. Firstly, we apply the branching rule to obtain the composition factors of D ~"B
for each D ~ lying in B3. Since S(8) = D(8), the composition factors of D(8)"B can be
found immediately. Suppose then we have found the composition factors of D ~"B for
~> ~. By applying the branching rule to S ~, we get the composition factors of S ~"B.
We then use this to subtract the composition factors of D ~"B for each composition factor
D ~ of S ~( 6= ) to get the composition factors of D ~"B. Similarly, the composition
factors of D ~"B can be found for each D ~ lying in B2. We observe that each induced
module has composition length either 3 or 4, and has exactly one composition factor
occurring twice.
Now, for each simple module D ~ lying in Bi (i 2 f2; 3g), let D denote the unique
simple module in B such that D ~ is a summand D#S8 . By Frobenius reciprocity, D ~"B
has both its head and its socle isomorphic to D. Combining these with the fact that
D ~"B is self-dual, we get its module structure.
We observe that if D ~ lies in Bi (i 2 f2; 3g), then each composition factor D lying
in the second Loewy layer of D ~"B has the property that  62 i and has multiplicity 1.
We rst give an important lemma which we shall often use. The proof of this lemma
is obvious.
Lemma 2.5. Suppose B is a block of kSn; where k is a eld of any characteristic;
and ~B is a block of kSn−1. Suppose Ext1B(D
; D) is non-zero with D ~ = soc(D# ~B).
Then one of the following holds:
1. Ext1(D ~"B; D) = 0; in which case; D lies in the second Loewy layer of D ~"B
and the dimension of Ext1(D; D) is the number of copies of D occurring in the
second Loewy layer of D ~"B; or
2. Ext1(D ~; D# ~B) 6= 0; in particular; D# ~B 6= 0.
Lemma 2.6. Suppose  2 i with i 2 f2; 3g. Then D extends any simple module of
B at most once. Moreover; D does not self-extend.
Proof. Suppose Ext1(D; D) 6= 0 and D#Bi= D ~. If  2 i, then D does not occur
in the second Loewy layer of D ~"B. Thus, by Lemma 2.5, Ext1(D ~; D ~) is non-zero,
where D ~ = D #Bi , and hence one-dimensional. Moreover, this shows that  6= .
Since Ext1(D; D) is a non-zero vector subspace of Ext1(D ~"B; D) = Ext1(D ~; D ~), it
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is also one dimensional. If  62 i, then by Lemma 2.5, D lies in the second Loewy
layer of D ~"B and Ext1(D; D) is one-dimensional.
Proposition 2.7 (Induction 2). Induction of simple modules lying in B1 up to B gives
modules having the following module structures:
Dh1i
Dh2i Dh3;1i
D(6;1
2)"B = Dh3i Dh1i Dh3;2i
Dh2i Dh3;1i
Dh1i
;
Dh1;2i
Dh2;1i Dh1;3i
D(3
2 ;2)"B = Dh2;3i Dh1;2i Dh3;3;2i
Dh2;1i Dh1;3i
Dh1;2i
:
Proof. Since S(6;1
2)=D(6;1
2), we see that D(6;1
2)"B has a Specht ltration of the following
form by the Branching Rule:
Sh1i
Sh3;1i
Sh3;3i
:
Its module structure now follows from the fact that it has a simple head and a simple
socle, and is self-dual. By tensoring this module structure with the signature represen-
tation, we obtain the module structure of D(3
2 ;2)"B.
We note the following corollaries.
Corollary 2.8. Suppose  2 i (i 2 f1; 2; 3g) with D#Bi= D ~. If D is a composition
factor of D ~"B; where  6= ; then  62 i.
Corollary 2.9. Suppose  2 1 with D#B1= D ~. Then D extends any simple module
of B at most once. Moreover; D does not self-extend.
Proof. This uses exactly the same proof as Lemma 2.6.
Lemma 2.5 provides us with some necessary conditions for the Ext1-space between
two simple modules in B to be non-zero. We now show that they are also sucient
conditions.
Proposition 2.10. Suppose D and D are simple modules of B. Then Ext1(D; D) 6=
0 if; and only if; either of the two following conditions holds:
1. D lies in the second Loewy layer of D ~"B where D ~ is a summand of D#S8 .
2. There exist summands D ~ and D ~ of D#S8 and D#S8 respectively such that
Ext1(D ~; D ~) is non-zero.
Proof. We only need to show that condition (2) is sucient. Suppose on the contrary
that Ext1(D ~; D ~) is non-zero but Ext1(D; D) = 0, and D ~ and D ~ lie in Bi. Then
Ext1(D ~"B; D) = Ext1(D ~; D ~) is non-zero. So some composition factor, say D ( 6=
), of D ~ "B extends D. Now  62 i by Corollary 2.8, so that Ext1(D ~ "B; D) =
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Ext1(D ~; D#Bi)=0. Hence D must lie in the second Loewy layer of D ~"B. Checking
through the list of non-zero Ext1-spaces between simple modules lying in B1; B2 and
B3 and the structures of the induced modules, we see that this cannot happen, so that
condition (2) is indeed sucient.
With Propositions 2:10; 2:4; 2:7 and 2:2, and the information we know about B1; B2
and B3, we get the following theorem.
Theorem 2.11. Let  and  be 3-regular partitions of B with >. The following
is a complete list of  and  such that Ext1(D; D) is non-zero:
     
h3i h2i h1i h3; 1i h2; 3i h2; 1i
h3i h3; 1i h1i h1; 2i h2; 3i h1; 3i
h3i h3; 3; 2i h3; 2i h3; 1i h2; 1i h1; 2i
h2i h1i h3; 2i h2; 3i h2; 1i h3; 3; 2i
h2i h3; 2i h3; 1i h2; 1i h1; 3i h1; 2i
h2i h2; 1i h3; 1i h1; 3i h1; 3i h3; 3; 2i
We can hence construct the Ext-quiver of B. We label the vertices of the Ext-quiver
by the partitions of B instead of the corresponding simple modules. Also, an undirected
edge between two vertices denotes two directed edges. We have arranged the vertices
in the Ext-quiver so that the Mullineux map of partitions corresponds to the graph
automorphism given by a rotation of  about the central vertical axis.
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Theorem 2.12. The Ext-quiver of B is bipartite.
Proof. From the Ext-quiver of B, we observe that
f fh3i; h1i; h3; 2i; h2; 1i; h1; 3ig; fh2i; h3; 1i; h2; 3i; h1; 2i; h3; 3; 2ig g
is a partition of its vertex set such that no two vertices from the same part are adjacent.
2.2. The Loewy structures of the PIMs
With the Ext-quiver of B constructed, the rst two Loewy layers of the principal
indecomposable modules are known. In this subsection, we shall construct the other
Loewy layers. In particular, we shall see that the principal indecomposable modules
have a common Loewy length 7.
We begin by observing this important lemma.
Lemma 2.13. Suppose  2 i (i 2 f1; 2; 3g) with D #Bi= D ~ and D extends D.
Suppose also that we have a non-split extension M of D ~"B by D. Then D lies in
the second Loewy layer of M .
Proof. We have Ext1(D ~; D#Bi) = Ext1(D ~"B; D); the latter is non-zero by hypoth-
esis. Thus,  2 i. Let D#Bi= D ~. Since the non-zero Ext1-spaces between simple
modules of Bi are one-dimensional, we see that Ext1(D
~ "B; D) = Ext1(D ~; D ~) is
one-dimensional. As D is not a composition factor of D ~"B (by Corollary 2.8) and
Ext1(D; D) is non-zero, this forces D to lie in the second Loewy layer of M .
Lemma 2.14. Suppose M is a non-split extension of D ~ by D ~ lying in Bi (i 2 f2; 3g).
Let D ~"B (resp. D ~"B) have Loewy structure of the form
D
N1
D
0
@resp:
D
N2
D
1
A ;
where N1 (resp. N2) is semi-simple. Then M"B has the following Loewy structure:
D
D N1
N2 D
D
:
Proof. By Frobenius reciprocity, we see that M"B has a simple head D and a simple
socle D. Also, M"B has a ltration of the form
D
~"B
D ~"B :
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By Lemma 2.13, the head of D ~"B lies in the second Loewy layer of M"B. Now, D
does not extend any composition factor of N2, since they belong to the same part of
the bipartite Ext-quiver of B. Hence M"B has Loewy structure as shown.
Theorem 2.15. The principal indecomposable modules P(D) with  2 i (i 2 f2; 3g)
have the following Loewy structures:
Dh3i
Dh2i Dh3;1i Dh3;3;2i
Dh3i Dh3i Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh1;3i
P(Dh3i) = Dh2i Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh1;2i Dh3;3;2i Dh3;3;2i
Dh3i Dh3i Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh3;3;2i
Dh3i
;
Dh2i
Dh3i Dh1i Dh3;2i Dh2;1i
Dh2i Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
P(Dh2i) = Dh3i Dh3i Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i
Dh2i
;
Dh3;2i
Dh2i Dh3;1i Dh2;3i
Dh3i Dh1i Dh3;2i Dh3;2i Dh2;1i Dh1;3i
P(Dh3;2i) = Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh1;2i
Dh3i Dh1i Dh3;2i Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh2;3i
Dh3;2i
;
Dh3;1i
Dh3i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh2i Dh3;1i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh1;2i Dh3;3;2i
P(Dh3;1i) = Dh3i Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh2;1i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh2i Dh3;1i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh3;1i
;
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Dh2;3i
Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh2;3i Dh1;2i Dh3;3;2i
P(Dh2;3i) = Dh3i Dh3i Dh1i Dh3;2i Dh3;2i Dh2;1i Dh2;1i Dh1;3i Dh1;3i Dh1;3i
Dh2i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh2;3i Dh1;2i Dh3;3;2i
Dh3;2i Dh2;1i Dh1;3i
Dh2;3i
;
P(Dh2;1i) =
Dh2;1i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh2i Dh3;1i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh1;2i Dh1;2i Dh3;3;2i Dh3;3;2i
Dh3i Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh2;1i
;
P(Dh1;3i) =
Dh1;3i
Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh1;3i Dh1;3i Dh1;3i
Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh2;3i Dh2;3i Dh1;2i Dh1;2i Dh3;3;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh1;3i Dh1;3i Dh1;3i
Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh1;3i
;
P(Dh3;3;2i) =
Dh3;3;2i
Dh3i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i Dh3;3;2i
Dh3i Dh3i Dh1i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i Dh3;3;2i
Dh3i Dh2;1i Dh1;3i
Dh3;3;2i
:
Proof. For  2 i (i 2 f2; 3g), let D # Bi = D ~. Then P(D) = P(D ~) "B by
Frobenius reciprocity. Using the known Loewy structure of P(D ~) as well as
Proposition 2.4 and Lemma 2.14, we get the Loewy structure of P(D).
Proposition 2.16. Let M be a non-split extension of D(6;1
2) by D(3
2 ;2) and N be a
non-split extension of D(3
2 ;2) by D(6;1
2). Then the Loewy structures of M"B and N"B
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are
M"B =
Dh1i
Dh2i Dh3;1i Dh1;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh1iDh2;1i Dh1;3i
Dh1;2i
;
N"B =
Dh1;2i
Dh1i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh2iDh3;1i Dh1;2i
Dh1i
:
Proof. By Frobenius reciprocity, M "B has a simple head Dh1i and a simple socle
Dh1;2i. Also, M"B has a ltration of the form
D(6;1
2)"B
D(3
2 ;2)"B :
By Lemma 2.13, the head of D(3
2 ;2)"B, which is isomorphic to Dh1;2i, has to lie in
the second Loewy layer of M"B. As the principal indecomposable modules P(D) for
 2 i (i 2 f2; 3g) all have Loewy length 7, this forces all the other composition
factors of D(3
2 ;2) "B, with the possible exception of the socle, to lie in the rst six
Loewy layers of M "B. Hence the socle must lie in the rst seven Loewy layers
of M "B. But as the socle is isomorphic to Dh1;2i, it has to lie in an even Loewy
layer of M"B by Theorem 2.12. As D(32 ;2)"B has Loewy length 5 by Proposition 2.7,
we conclude that the socle of M "B lies in the sixth Loewy layer, and the Loewy
structure of M"B is as claimed. The Loewy structure of N"B is obtained using similar
arguments.
Theorem 2.17. The principal indecomposable modules P(D) with 21 have the
following Loewy structures:
P(Dh1i) =
Dh1i
Dh2i Dh3;1i Dh1;2i
Dh3i Dh1i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh2i Dh3;1i Dh3;1i Dh2;3i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh1i Dh3;2i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh1;2i
Dh1i
;
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P(Dh1;2i) =
Dh1;2i
Dh1i Dh2;1i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh1;2i Dh3;3;2i
Dh3i Dh1i Dh3;2i Dh2;1i Dh2;1i Dh1;3i Dh1;3i
Dh2i Dh3;1i Dh2;3i Dh1;2i Dh1;2i Dh3;3;2i
Dh1i Dh2;1i Dh1;3i
Dh1;2i
:
Proof. We have P(D(6;1
2)) "B =P(Dh1i) and P(D(32 ;2)) "B =P(Dh1;2i) by Frobenius
reciprocity. So using the known Loewy structures of P(D(6;1
2)) and P(D(3
2 ;2)), and
Propositions 2.7 and 2.16, we obtain the Loewy structures of P(Dh1i) and P(Dh1;2i).
Corollary 2.18. The principal indecomposable modules of B have a common Loewy
length 7.
We conclude this section with a lemma which we shall need in the next section.
Lemma 2.19. The Specht module Sh3;1i has the following module structure:
Dh3;1i
Dh3i Dh1i Dh3;2i
Dh2i
:
Proof. Using the Ext-quiver of B, it suces to show that Sh3;1i has a simple socle
Dh2i. Observe that Sh3;1i#B2= S(6;2) has a simple socle D(7;1). By Frobenius reciprocity
and the branching rule, S(6;2)"B has a simple socle Dh2i and a Specht ltration of the
form
Sh3;2i
Sh3;1i
:
Thus, Sh3;1i has a simple socle Dh2i as claimed.
3. The principal block of FS10
Building on the knowledge on the principal block B0(FS9) of FS9 obtained in the
last section, we proceed to study the principal block B0(FS10) of FS10 in this section.
The decomposition matrix of this block can be found in, for example, [3,
Appendix I.E] and we have included both this matrix and the Cartan matrix in
Appendix E.
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We construct the Ext-quiver of this block and obtain the Loewy structures of its
principal indecomposable modules. In particular, we will nd that this block enjoys
the following properties:
1. its Ext-quiver is bipartite;
2. the Ext1-space between any two simple modules is at most one-dimensional;
3. its simple modules do not self-extend;
4. its principal indecomposable modules have a common Loewy length 7.
Throughout this section, we denote the principal blocks of FS10 and FS9 by B and
~B respectively. As the entries of the decomposition matrix of B are either 0 or 1, we
nd that B and ~B give a good example of a [3:1]-pair studied in [10].
3.1. The Ext-quiver
The blocks B and ~B form a [3:1]-pair and are both self-conjugate. We will use the
h i-notation with ten beads to denote the partitions of B and that with nine beads to
denote the partitions of ~B.
We recall the following terminology used in [10].
Denition 3.1. Suppose the abacus display of the p-core of a weight 3 block B has
one bead more on the ith column than on the (i − 1)th column. Interchanging these
two columns produces an abacus display of the p-core of another weight 3 block ~B,
and B and ~B form a [3:1]-pair. With respect to this [3:1]-pair,
1. a partition  of B is exceptional if more than one bead on the ith column of its
abacus display may be moved to their respective preceding positions on the (i − 1)th
column. Otherwise, it is non-exceptional.
2. a Specht module S of B is exceptional if, and only if,  is exceptional.
3. a simple module D of B is exceptional if D# ~B is not simple. Otherwise, it is
non-exceptional.
4. a partition ~ of ~B is exceptional if more than one bead on the (i − 1)th column
of its abacus display may be moved to their respective succeeding positions on the ith
column. Otherwise, it is non-exceptional.
5. a Specht module S ~ of B is exceptional if, and only if, ~ is exceptional.
6. a simple module D ~ of B is exceptional if D ~"B is not simple. Otherwise, it is
non-exceptional.
Remark. As we shall see, the partition associated to an exceptional simple module
is always exceptional, but the simple module associated to an exceptional partition
(dened when the partition is 3-regular) needs not be exceptional.
There are nine exceptional partitions of B, denoted as i; i and i (i 2 f1; 2; 3g).
These partitions have the following abacus displays, using an abacus with ten beads:
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There are also nine exceptional partitions of ~B, denoted as ~i; ~i and ~i (i 2 f1; 2; 3g).
These partitions have the following abacus displays, using an abacus with nine beads:
Let ^1=(7; 2; 12); ^2=(4; 32; 1) and ^3=(4; 2; 15). These are the partitions of the defect
1 block B^ of FS11 whose 3-core is (4; 2; 12). For (1  i  3), we have Si"B^= Si"B^=
Si"B^= S^i , and S^i#B has the following Specht ltration:
Si
Si
Si
:
Also, for j 2 f1; 2g, we have Dj "B^ =D^j , and D "B^ =0 for all other 3-regular
partitions  of B. The restricted module D^j#B has a simple head and a simple socle
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both isomorphic to Dj , and another copy of Dj occurring in its heart. Its other
composition factors D satisfy D"B^ =0.
Similarly, let 1 = (6; 12); 2 = (32; 2) and 3 = (3; 15). These are the partitions of the
defect 1 block B of FS8 whose 3-core is (3; 12) ( B is denoted as B1 in the previous
section). For (1  i  3), we have S ~i # B = S ~i # B = S ~i # B = S i , and S i " ~B has the
following Specht ltration:
S ~i
S
~i
S ~i
:
Also, for j 2 f1; 2g, we have D ~j # B =D j , and D ~ # B =0 for all other 3-regular
partitions ~ of B. The induced module D j " ~B has a simple head and a simple socle
both isomorphic to D ~j , and another copy of D ~j occurring in its heart. Its other
composition factors D ~ satisfy D ~# B =0.
Firstly, we note that Mullineux’s algorithm gives the following lemma:
Lemma 3.2. The simple modules of B correspond in the following way via tensoring
with the signature representation sgn:
Dh2i $ Dh3;2i;
Dh3i $ Dh1;2i;
Dh2;3i $ Dh1;2;3i;
Dh2;2i $ Dh2;2;3i;
Dh1i $ Dh3;1i:
Lemma 3.3.
1. The only exceptional simple modules of B are D1 and D2 ; and the only excep-
tional simple modules of ~B are D ~1 and D ~2 .
2. The non-exceptional simple modules of B and ~B correspond in the following way
via restriction and induction:
B ~B B ~B
Dh2i $ Dh3i Dh3;2i $ Dh2;3i
Dh3i $ Dh2i Dh3;1i $ Dh2;1i
Dh2;3i $ Dh3;2i Dh1;2i $ Dh1;3i
Dh1i $ Dh3;1i Dh1;2;3i $ Dh3;3;2i:
3. The exceptional simple modules of B and ~B induce and restrict in the following
way:
Dh1i"B=
Dh2;2i
Dh2i Dh2;3i
Dh2;2i
; Dh2;2i# ~B=
Dh1i
Dh2i Dh3;1i
Dh1i
;
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Dh1;2i"B=
Dh2;2;3i
Dh3;2i Dh1;2;3i
Dh2;2;3i
; Dh2;2;3i# ~B=
Dh1;2i
Dh2;1i Dh1;3i
Dh1;2i
:
Proof. We rst use the branching rule to obtain the composition factors of the re-
stricted and induced simple modules. Since Sh3i = Dh3i in ~B, we get the composition
factors of Dh3i"B immediately using the branching rule and the decomposition matrix
of B. Suppose then we have obtained the composition factors of D ~"B for all ~> ~. To
get the composition factors of D ~"B, we use the branching rule to obtain the composi-
tion factors of S ~"B and use this to subtract the composition factor of D ~"B for every
composition factor D ~ of S ~. In a similar manner, we nd the composition factors of
restricted simple modules. Except for Dj (j 2 f1; 2g), the simple modules of B remain
simple when restricted to ~B. For Dj (j 2 f1; 2g), we nd that only D ~j occurs twice
as a composition factor of Dj# ~B; the remaining composition factors have multiplicity
1. Thus, since Dj# ~B is self-dual and indecomposable, its module structure must be as
stated. Similarly, Dj is the only composition factor of D ~j"B which occurs twice; the
remaining composition factors have multiplicity 1. Thus the module structure of D ~j"B
must be as stated.
Hence, we can get immediately all the non-zero Ext1-spaces between two simple
modules of B, except those involving Dj (j 2 f1; 2g).
Lemma 3.4. The head of 
(D^j#B) (j 2 f1; 2g) is isomorphic to D3−j .
Similarly; the head of 
(D j" ~B) is isomorphic to D ~3−j .
Proof. Restricting the short exact sequence 0 ! 
(D^j) ! P(D^j) ! D^j ! 0 to B,
we get 0 ! 
(D^j)#B! P(Dj) ! D^#B! 0, since P(D^j)#B= P(Dj) by Frobenius
reciprocity. Hence we have 
(D^j #B) = 
(D^j)#B, but the latter module has head
isomorphic to D3−j , again by Frobenius reciprocity.
The second assertion follows using a similar proof.
Proposition 3.5. Suppose M has a simple head isomorphic to Dj ; and D3−j does not
occur as its composition factor. Then M is isomorphic to a quotient of D^j#B.
Similarly; if ~M has a simple head isomorphic to D ~j and D ~3−j does not occur as
its composition factor; then ~M is isomorphic to a quotient of D j" ~B.
Proof. We show that 
(M) must contain 
(D^j#B) as a submodule (where both are
viewed as submodules of P(Dj)). Otherwise, 
(M)\
(D^j#B) is a proper submodule
of 
(D^j#B), so that 
(D^j#B)=(
(M)\
(D^j#B)) will have either D3−j occurring as
its composition factor, by the above lemma. However,

(D^j#B)=(
(M) \ 
(D^j#B)) = (
(M) + 
(D^j#B))=
(M)
is isomorphic to a submodule of M , so that we have a contradiction. Since 
(M)

(D^j#B), it follows that M is isomorphic to a quotient of D^j#B.
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The second assertion follows using a similar proof.
We obtain an immediate corollary of this proposition.
Corollary 3.6. The induced module D ~j"B is isomorphic to a quotient of D^j#B.
Similarly; the restricted module Dj# ~B is isomorphic to a quotient of D j" ~B.
Proposition 3.7. Suppose M is a submodule of D^j#B satisfying D ~j"B =D^j#B = M .
Suppose also that Ext1(D ~j"B; D) 6= 0. Then one of the following holds:
1. D is a composition factor of D^j#B and dim Ext1(D ~j"B; D) = [head(M) : D];
2. D = D3−j ; and Ext1(D ~j"B; D) is one-dimensional.
Proof. The projective module P(Dj) has a ltration of the following form:
D ~j"B
M

(D^j#B)
:
The proposition now follows easily.
A similar argument proves the following:
Proposition 3.8. Suppose ~M is a submodule of D j " ~B satisfying Dj # ~B =D j " ~B = ~M .
Suppose also that Ext1(Dj# ~B; D ~) 6= 0. Then one of the following holds:
1. D ~ is a composition factor of D j" ~B and dim Ext1(Dj# ~B; D ~) = [head( ~M) : D ~];
2. D ~ = D ~3−j ; and Ext1(Dj# ~B; D ~) is one dimensional.
Corollary 3.9. The induced module D ~j"B does not extend Dj :
Similarly; the restricted module Dj# ~B does not extend D ~j :
Proof. We know that D ~j "B is isomorphic to a submodule as well as a quotient of
D^j #B. Since Dj occurs thrice in D^j #B, we see that rad(D ~j "B) is isomorphic to a
submodule of M (dened in Proposition 3.7). As the heart of D ~j"B is non-zero, we
see that the head of M does not contain Dj :
A similar argument proves the second assertion.
Corollary 3.10. The exceptional simple modules of B do not self-extend.
Proof. This follows immediately from Lemma 2.5, Corollary 3.9 and the module struc-
tures of D ~j"B (j 2 f1; 2g).
Lemma 3.11. The simple modules Dh2;2i and Dh2;2;3i of B have non-trivial extensions
with the following non-exceptional simple modules only:
Dh2;2i : Dh2i; Dh2;3i;
Dh2;2;3i : Dh1;2;3i; Dh3;2i:
Moreover; these extensions are all one dimensional.
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Proof. It suces to look at D1 and to use the fact that D1⊗sgn = D2 to deduce D2 .
Let D be a non-exceptional simple module of B with D# ~B= D ~. Since D ~"B= D, we
have Ext1(D1# ~B; D ~) = Ext1(D1 ; D). By Propositions 3.8 and 2.7 and Lemma 3.3,
we see that D1 #B extends Dh3i and Dh3;2i once each, since each of these simple
modules occurs once in the head of ~M . Thus, it remains to show that Dh2i and Dh3;1i
does not occur in the head of ~M . This follows from the fact that Sh3;1i is a subquotient
of D 1" ~B, Lemma 2.19 and the self-duality of D 1" ~B.
We are now left with the question whether Ext1(D1 ; D2 ) is non-zero. However, we
can still conclude that the Ext-quiver of B is bipartite.
Proposition 3.12. The subset fDh2i; Dh2;3i; Dh2;2;3i; Dh3;1i; Dh1;2ig of simple modules of
B and its complement display the bipartite nature of the Ext-quiver of B.
Lemma 3.13. The Ext1-space Ext1(D1 ; D2 ) is one dimensional.
Proof. It is clear that Ext1(D1# ~B; D ~2 ), and hence Ext1(D1 ; D ~2"B), is one dimensional.
Since D1 and D2 belong to dierent parts of the bipartite Ext-quiver of B, and D ~2"B
has Loewy length three, this forces D1 to extend D2 : Now, since Ext1(D1 ; D2 ) is a
non-zero vector subspace of Ext1(D1 ; D ~2"B), it must be one dimensional.
We can hence construct the Ext-quiver of B. For the convenience of the reader,
we have also included the Ext-quiver of ~B beside it. We arrange the vertices so that
if D is a simple module of B such that D ~ = soc(D # ~B), then D and D ~ oc-
cupy the same position in their respective Ext-quivers. As before, we label the ver-
tices of the Ext-quivers by the partitions instead of the simple modules they corres-
pond to.
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We end this subsection by observing that the block B has the properties that its
Ext-quiver is bipartite, the Ext1-space between any two simple modules is at most
one-dimensional and the simple modules do not self-extend.
3.2. The Loewy structures of the PIMs
In this subsection, we obtain the Loewy structures of the principal indecomposable
modules of B. Since B is self-conjugate, we only need to give the Loewy structures of
P(Dh2i); P(Dh3i); P(Dh2;3i); P(Dh2;2i) and P(Dh1i), and obtain those of the remaining
ones by tensoring with the signature representation.
Proposition 3.14. The principal indecomposable modules of B have a common Loewy
length 7.
Proof. Let D be a non-exceptional simple module of B with D# ~B =D ~. From what
we have seen so far, we can conclude that if D ~j (j 2 f1; 2g) lies in the dth Loewy
layer of P(D ~), then D ~j"B is lying in the (d− 1)th, dth and (d+ 1)th Loewy layers
of P(D ~)"B. Moreover, if a non-exceptional simple module D ~ lies in the dth Loewy
layer of P(D ~), then D lies in the dth Loewy layer of P(D ~)"B, where D=D ~"B.
Since P(D ~) has Loewy length 7, so does P(D). For P(Dj) (j 2 f1; 2g), let D ~ be a
composition factor of the semi-simple heart of Dj# ~B, and let D ~"B= D. Since P(D ~)
has a copy of D ~i lying in its sixth Loewy layer and P(D ~)"B= P(D) P(Dj), we
see that P(Dj) also has Loewy length 7.
Corollary 3.15. The following are the Loewy structures of some principal indecom-
posable modules of B.
P(Dh2i) =
Dh2i
Dh3i Dh1i Dh1;2;3i Dh2;2i
Dh2i Dh2i Dh2i Dh2i Dh2;3i Dh2;3i Dh3;1i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh3i Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh1;2;3i Dh2;2i Dh2;2i
Dh2i Dh2i Dh2i Dh2i Dh2;3i Dh2;3i Dh3;1i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh1i Dh1;2;3i Dh2;2i
Dh2i
;
P(Dh3;2i) =
Dh3;2i
Dh2;3i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh2;2i
Dh2i Dh2i Dh2i Dh2;3i Dh2;3i Dh2;3i Dh3;1i Dh3;1i Dh1;2i Dh1;2i Dh1;2i Dh2;2;3i Dh2;2;3i
Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh2;2i
Dh2;3i Dh3;1i Dh1;2i Dh2;2;3i
Dh3;2i
;
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P(Dh2;3i) =
Dh2;3i
Dh3i Dh1i Dh3;2i Dh2;2i
Dh2i Dh2i Dh2;3i Dh2;3i Dh2;3i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh3i Dh1i Dh1i Dh3;2i Dh3;2i Dh3;2i Dh2;2i Dh2;2i Dh1;2;3i
Dh2i Dh2i Dh2;3i Dh2;3i Dh2;3i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh1i Dh3;2i Dh2;2i
Dh2;3i
;
P(Dh1;2;3i) =
Dh1;2;3i
Dh2i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh1i Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh1;2;3i Dh2;2i
Dh2i Dh2i Dh2i Dh2;3i Dh3;1i Dh3;1i Dh1;2i Dh1;2i Dh2;2;3i Dh2;2;3i
Dh3i Dh1i Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh1;2;3i Dh2;2i
Dh2i Dh3;1i Dh1;2i Dh2;2;3i
Dh1;2;3i
:
Proof. The above principal indecomposable modules are of the form P(D) where, if
D# ~B =D ~, then P(D ~)"B =P(D). Thus, using the known Loewy structures of P(D ~),
we can then obtain the Loewy structures of P(D).
Proposition 3.16. The projective covers P(D1 ) and P(D2 ) have the following Loewy
structures:
P(Dh2;2i) =
Dh2;2i
Dh2i Dh2;3i Dh2;2;3i
Dh3i Dh1i Dh2;2i Dh2;2i Dh3;2i Dh1;2;3i
Dh2i Dh2i Dh2;3i Dh2;3i Dh3;1i Dh1;2i Dh2;2;3i
Dh3i Dh1i Dh2;2i Dh2;2i Dh3;2i Dh1;2;3i
Dh2i Dh2;3i Dh2;2;3i
Dh2;2i
;
P(Dh2;2;3i) =
Dh2;2;3i
Dh2;2i Dh3;2i Dh1;2;3i
Dh2i Dh3;1i Dh2;2;3i Dh2;2;3i Dh2;3i Dh1;2i
Dh3;2i Dh3;2i Dh1;2;3i Dh1;2;3i Dh3i Dh1i Dh2;2i
Dh2i Dh3;1i Dh2;2;3i Dh2;2;3i Dh2;3i Dh1;2i
Dh2;2i Dh3;2i Dh1;2;3i
Dh2;2;3i
:
Proof. We know that P(D1 ) has a ltration of the following form:
D^1# ~B
D^2# ~B
D^1# ~B
:
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Each D^j# ~B (j 2 f1; 2g) has three copies of Dj , namely, one as its head, one as its
socle and one in its heart. Since Dj does not self-extend, D^j # ~B has Loewy length
at least 5. But P(Dj) has Loewy length 7, and the Ext-quiver of B is bipartite; thus
D^j# ~B has Loewy length 5. Thus the Loewy structure of D^j# ~B is as follows:
D^1# ~B =D(7;2;1
2)# ~B =
Dh2;2i
Dh2iDh2;3i
Dh3iDh2;2iDh1i
Dh2iDh2;3i
Dh2;2i
;
D^2# ~B =D(4;3
2 ;1)# ~B =
Dh2;2;3i
Dh3;2iDh1;2;3i
Dh3;1iDh2;2;3iDh1;2i
Dh3;2iDh1;2;3i
Dh2;2;3i
:
Using these Loewy structures and the fact that P(D1 ) has Loewy length 7, we obtain
the Loewy structure of P(D1 ). That of P(D2 ) is then obtained by tensoring with the
signature representation.
Proposition 3.17. The following are the Loewy structures of some principal indecom-
posable modules of B:
P(Dh3i) =
Dh3i
Dh2iDh2;3iDh3;1i
Dh3iDh3iDh1iDh3;2iDh2;2iDh1;2;3i
Dh2iDh2iDh2iDh2;3iDh2;3iDh3;1iDh1;2iDh2;2;3i
Dh3iDh3iDh1iDh3;2iDh2;2iDh1;2;3i
Dh2iDh2;3iDh3;1i
Dh3i
;
P(Dh1i) =
Dh1i
Dh2iDh2;3iDh3;1iDh1;2i
Dh3iDh1iDh1iDh3;2iDh3;2iDh2;2iDh1;2;3i
Dh2iDh2iDh2;2;3iDh2;3iDh2;3iDh3;1iDh3;1iDh1;2i
Dh3iDh1iDh1iDh3;2iDh3;2iDh2;2iDh1;2;3i
Dh2iDh2;3iDh3;1iDh1;2i
Dh1i
;
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P(Dh3;1i) =
Dh3;1i
Dh3iDh1iDh3;2iDh1;2;3i
Dh2iDh2iDh2;3iDh3;1iDh3;1iDh1;2iDh2;2;3i
Dh3iDh1iDh1iDh3;2iDh3;2iDh2;2iDh1;2;3iDh1;2;3i
Dh2iDh2iDh2;3iDh3;1iDh3;1iDh1;2iDh2;2;3i
Dh3iDh1iDh3;2iDh1;2;3i
Dh3;1i
;
P(Dh1;2i) =
Dh1;2i
Dh1iDh3;2iDh1;2;3i
Dh2iDh2;3iDh3;1iDh1;2iDh1;2iDh2;2;3i
Dh3iDh1iDh3;2iDh3;2iDh3;2iDh2;2iDh1;2;3iDh1;2;3i
Dh2iDh2;3iDh3;1iDh1;2iDh1;2iDh2;2;3i
Dh1iDh3;2iDh1;2;3i
Dh1;2i
:
Proof. The above principal indecomposable modules are of the form P(D) where, if
D# ~B =D ~, then P(D ~)"B =P(D)  P(Dj) for some j 2 f1; 2g. Using the Loewy
structure of P(D ~), we rst obtain the Loewy structure of P(D ~)"B. Since we know
the Loewy structure of P(Dj), we may then obtain that of P(D).
Appendix A The decomposition and Cartan matrices of B0(FS9)
Dh3i Dh2i Dh1i Dh3;2i Dh3;1i Dh2;3i Dh2;1i Dh1;3i Dh1;2i Dh3;3;2i
Sh3i = S(9) 1
Sh2i = S(8;1) 1 1
Sh1i = S(7;1
2) 1 1
Sh3;2i = S(6;3) 1 1
Sh3;1i = S(6;2;1) 1 1 1 1 1
Sh3;3i = S(6;1
3) 1 1
Sh2;3i = S(5;4) 1 1
Sh2;1i = S(5;2
2) 1 1 1 1 1 1
Sh2;2i = S(5;1
4) 1 1
Sh1;3i = S(4
2 ;1) 1 1 1 1
Sh1;2i = S(4;3;2) 1 1 1 1 1 1 1 1
Sh1;1i = S(4;1
5) 1 1
Sh3;2;1i = S(3
3) 1 1
Sh3;3;2i = S(3
2 ;2;1) 1 1 1 1 1 1 1 1
Sh3;2;2i = S(3
2 ;13) 1 1 1 1 1 1
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Dh3i Dh2i Dh1i Dh3;2i Dh3;1i Dh2;3i Dh2;1i Dh1;3i Dh1;2i Dh3;3;2i
Sh3;3;1i = S(3;2
3) 1 1 1 1
Sh3;1;1i = S(3;2;1
4) 1 1 1 1 1
Sh3;3;3i = S(3;1
6) 1 1
Sh2;2;1i = S(2
4 ;1) 1 1
Sh2;1;1i = S(2
3 ;13) 1 1
Sh2;2;2i = S(2;1
7) 1 1
Sh1;1;1i = S(1
9) 1
Decomposition matrix of B0(FS9)
Dh3i Dh2i Dh1i Dh3;2i Dh3;1i Dh2;3i Dh2;1i Dh1;3i Dh1;2i Dh3;3;2i
Dh3i 8 5 2 2 4 2 4 2 1 4
Dh2i 5 8 4 4 4 2 4 2 2 2
Dh1i 2 4 6 2 4 1 2 2 3 1
Dh3;2i 2 4 2 6 4 4 2 2 1 0
Dh3;1i 4 4 4 4 8 4 5 4 2 2
Dh2;3i 2 2 1 4 4 8 4 5 2 2
Dh2;1i 4 4 2 2 5 4 8 4 4 4
Dh1;3i 2 2 2 2 4 5 4 8 4 4
Dh1;2i 1 2 3 1 2 2 4 4 6 2
Dh3;3;2i 4 2 1 0 2 2 4 4 2 6
Cartan matrix of B0(FS9)
Appendix B. The principal block B3 of FS8
Decomposition matrix of B3
D(8) D(5;3) D(5;2;1) D(4;3;1) D(3
2 ;12)
S(8) 1
S(5;3) 1
S(5;2;1) 1 1 1
S(5;1
3) 1
S(4;3;1) 1 1 1
S(3
2 ;12) 1 1 1 1
S(2
4) 1 1
S(2
2 ;14) 1 1
S(2;1
6) 1
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The principal indecomposable modules have the following Loewy structures:
P(D(8)) =
D(8)
D(5;2;1)D(3
2 ;12)
D(8)D(8)D(5;3)D(4;3;1)
D(5;2;1)D(3
2 ;12)
D(8)
P(D(5;3)) =
D(5;3)
D(5;2;1)
D(8)D(5;3)D(4;3;1)
D(5;2;1)
D(5;3)
P(D(5;2;1)) =
D(5;2;1)
D(8)D(5;3)D(4;3;1)
D(5;2;1)D(5;2;1)D(3
2 ;12)
D(8)D(5;3)D(4;3;1)
D(5;2;1)
P(D(4;3;1)) =
D(4;3;1)
D(5;2;1)D(3
2 ;12)
D(8)D(5;3)D(4;3;1)D(4;3;1)
D(5;2;1)D(3
2 ;12)
D(4;3;1)
P(D(3
2 ;12)) =
D(3
2 ;12)
D(8)D(4;3;1)
D(5;2;1)D(3
2 ;12)
D(8)D(4;3;1)
D(3
2 ;12)
Appendix C. The block B2 of FS8 with 3-core (12)
Decomposition matrix of B2
D(7;1) D(6;2) D(4
2) D(4;2
2) D(3;2
2 ;1)
S(7;1) 1
S(6;2) 1 1
S(4
2) 1 1
S(4;2
2) 1 1 1 1
S(4;1
4) 1
S(3;2
2 ;1) 1 1 1
S(3;2;1
3) 1 1 1
S(2
3 ;12) 1
S(1
8) 1
The principal indecomposable modules have the following Loewy structures:
P(D(7;1)) =
D(7;1)
D(6;2)D(4;2
2)
D(7;1)D(7;1)D(4
2)D(3;2
2 ;1)
D(6;2)D(4;2
2)
D(7;1)
P(D(6;2)) =
D(6;2)
D(7;1)D(4
2)
D(6;2)D(4;2
2)
D(7;1)D(4
2)
D(6;2)
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P(D(4
2)) =
D(4
2)
D(6;2)D(4;2
2)
D(7;1)D(4
2)D(4
2)D(3;2
2 ;1)
D(6;2)D(4;2
2)
D(4
2)
P(D(4;2
2)) =
D(4;2
2)
D(7;1)D(4
2)D(3;2
2 ;1)
D(6;2)D(4;2
2)D(4;2
2)
D(7;1)D(4
2)D(3;2
2 ;1)
D(4;2
2)
P(D(3;2
2 ;1)) =
D(3;2
2 ;1)
D(4;2
2)
D(7;1)D(4
2)D(3;2
2 ;1)
D(4;2
2)
D(3;2
2 ;1)
Appendix D. The block B1 of FS8 with 3-core (3; 12)
Decomposition matrix of B1
D(6;1
2) D(3
2 ;2)
S(6;1
2) 1
S(3
2 ;2) 1 1
S(3;1
5) 1
The principal indecomposable modules have the following Loewy structures:
P(D(6;1
2)) =
D(6;1
2)
D(3
2 ;2)
D(6;1
2)
P(D(3
2 ;2)) =
D(3
2 ;2)
D(6;1
2)
D(3
2 ;2)
Appendix E. The decomposition and Cartan matrices of B0(FS10)
Dh2i Dh3i Dh2;3i Dh2;2i Dh1i Dh3;2i Dh3;1i Dh1;2i Dh2;2;3i Dh1;2;3i
Sh2i = S(10) 1
Sh3i = S(8;2) 1 1
Sh2;3i = S(7;3) 1 1
Sh2;2i = S(7;2;1) 1 1 1 1
Sh2;1i = S(7;1
3) 1
Sh1i = S(6;2;1
2) 1 1 1 1
Sh3;2i = S(5
2) 1 1
Sh3;1i = S(5;2
2 ;1) 1 1 1 1 1 1
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Dh2i Dh3i Dh2;3i Dh2;2i Dh1i Dh3;2i Dh3;1i Dh1;2i Dh2;2;3i Dh1;2;3i
Sh3;3i = S(5;2;1
3) 1 1
Sh1;2i = S(4
2 ;12) 1 1 1 1
Sh2;2;3i = S(4;3
2) 1 1 1 1
Sh1;2;3i = S(4;3;2;1) 1 1 1 1 1 1 1 1 1 1
Sh2;3;3i = S(4;3;1
3) 1 1 1 1 1 1
Sh2;2;1i = S(4;2
3) 1 1 1 1
Sh2;2;2i = S(4;2;1
4) 1 1 1 1
Sh2;1;1i = S(4;1
6) 1
Sh1;3i = S(3
3 ;1) 1 1 1 1
Sh1;1i = S(3;2;1
5) 1 1 1 1
Sh3;3;1i = S(2
5) 1 1
Sh3;1;1i = S(2
3 ;14) 1 1
Sh3;3;3i = S(2
2 ;16) 1 1
Sh1;1;1i = S(1
10) 1
Decomposition matrix of B0(FS10)
Dh2i Dh3i Dh2;3i Dh2;2i Dh1i Dh3;2i Dh3;1i Dh1;2i Dh2;2;3i Dh1;2;3i
Dh2i 10 5 4 4 4 3 4 2 2 5
Dh3i 5 6 4 2 2 2 3 1 1 2
Dh2;3i 4 4 8 4 4 5 2 2 2 1
Dh2;2i 4 2 4 6 2 2 1 1 3 2
Dh1i 4 2 4 2 6 4 4 3 1 2
Dh3;2i 3 2 5 2 4 10 4 5 4 4
Dh3;1i 4 3 2 1 4 4 6 2 2 4
Dh1;2i 2 1 2 1 3 5 2 6 2 4
Dh2;2;3i 2 1 2 3 1 4 2 2 6 4
Dh1;2;3i 5 2 1 2 2 4 4 4 4 8
Cartan matrix of B0(FS10)
4. For further reading
The following references are also of interest to the reader: [2,9,13{15].
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