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Abstrakt
Návrh instrukční sady aplikačně specifických procesorů je náročná úloha. Tato práce popi-
suje problematiku výběru, označení a vytvoření instrukčních rozšíření aplikačně specifických
procesorů. Použitá semiautomatická metoda umožňuje uživateli snadný výběr instrukčních
rozšíření pomocí označení úseku zdrojového kódu aplikace. Samotné vytvoření nové in-
strukce v modelovacím jazyku je řešen automaticky. Tím nechá uživatele soustředit se na
činnost, při které se nejvíce uplatní vynalézavost a zkušenosti člověka.
Abstract
The design of instruction sets for application specific processors is a difficult task. This
thesis describes the tasks of selection, marking and creation of instruction set extensions
for application specific processors. The presented semiautomatic method provides the user
with a simple way to select instruction set extensions by marking a section of source code
in the application. The creation of the new instruction in the modelling language itself is
solved automatically. Thanks to this the user can concentrate his efforts on tasks where
human ingenuity and experience can be used the most.
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Kapitola 1
Úvod
1.1 Cíl práce
Cílem této bakalářské práce je návrh a implementace semiautomatické metody vytvoření
specializovaných instrukcí. Specializované instrukce jsou rozšířením základní instrukční sady
aplikačně specifických procesorů. Jejich použití umožňuje výrazně zlepšit parametry proce-
soru, především výkon a spotřebu.
Existující metody pro vytváření specializovaných instrukcí jsou ruční optimalizace a plně
automatická optimalizace. Plně automatickou metodu je jednoduché používat, ale v porov-
nání s ruční optimalizací poskytuje výrazně slabší výsledky. Na druhé straně ruční návrh
a vytvoření specializovaných instrukcí je náročná činnost.
Semiautomatická metoda představena v této práci je snahou skloubit výhody obou exis-
tujících metod. Klade za cíl zjednodušit vytváření specializovaných instrukcí a tím umožnit
širší skupině vývojářů použití optimalizací pomocí takových instrukcí. Umožňuje progra-
mátorovi pomocí #pragma direktivy označit úsek kódu v jazyku C. Z označeného úseku se
následně vygeneruje specializovaná instrukce. Označený úsek se pak ve výsledné spustitelné
formě nahradí jedinou instrukcí.
1.2 Struktura dokumentu
Tato práce je členěna na několik kapitol. Kapitola 1 stanovuje cíl práce a uvede čtenáře
do problematiky. Kapitola 2 zasazuje řešený problém do širšího kontextu a obsahuje popis
použitých prostředků. Kapitola 3 se zaměřuje na specializované instrukce. Popisuje metody
jejich vytvoření a detailně se zabývá návrhem semiautomatické metody. V kapitole 4 čtenář
najde popis implementace optimalizačního průchodu, který slouží k vytváření specializo-
vaných instrukčních rozšíření. Kapitola 5 popisuje testovací prostředí a seznamuje čtenáře
s výsledky testování. Nakonec kapitola 6 shrnuje poznatky získané v této práci a načrtne
možnosti dalšího vývoje. Příloha A obsahuje seznam adresárů na přiloženém CD. Příloha
B obsahuje ukázku specializované instrukce v různých formách.
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Kapitola 2
Teoretický základ
Účelem této kapitoly je uvést čtenáře do kontextu řešeného problému. Slouží také jako
přehled použitých prostředků a vymezuje pojmy používané v této práci.
2.1 LLVM
LLVM (Low Level Virtual Machine) je open-source sbírka knihoven a nástrojů pro snadný
vývoj modulárních překladačů. Umožňuje oddělený vývoj frontendu, backendu a optimali-
zátoru. Komunikaci mezi jednotlivými kroky překladu zajišťuje jednotná mezireprezentace:
LLVM IR [9].
LLVM IR (LLVM Intermediate Representation) je jazyk pro vnitrní reprezentaci kódu
v modulech LLVM. Má tři ekvivalentní formy:
• textová reprezentace – soubory .ll
jakýsi
”
asembler vyšší úrovně“;
výhodou této reprezentace je, že je snadno čitelná,
• bitkód – soubory .bc
pro rychlé načítání a efektivní ukládání na disku
používá se například u Just-In-Time překladu,
• interní reprezentace v paměti
běžný formát pro manipulaci pomocí knihovních funkcí LLVM.
LLVM IR je silně typovaný jazyk s vlastností SSA – Static Single Assignment [4]. To
znamená, že každé proměnné se přiřazuje hodnota právě jednou. Tato vlastnost značně
zjednodušuje různé optimalizace. Nevýhodou je obtížnější implementace podmíněných při-
ražení a podobných konstrukcí. Podmíněné přiražení se řeší pomocí prvku PHINode, který
vybírá přiraženou hodnotu na základe předchůdce aktuálního bloku.
Program v LLVM IR je uspořádán do modulů a funkcí. Přítomnost pojmu funkce v defi-
nici jazyka usnadňuje mapování kódu vyšších programovacích jazyků do reprezentace LLVM
IR. Ostatní strukturované řídící konstrukce – větvení, smyčky – se mapují na skokové in-
strukce [1].
LLVM zahrnuje rozsáhlou knihovnu pro manipulaci s LLVM IR. Knihovna LLVM je
objektově orientovaná, napsaná v C++. Existuje i rozhraní pro jazyk C, Java a Python.
Každý prvek jazyka LLVM IR – instrukce, základní bloky, funkce, . . . – je reprezentován
objektem. Objekt reprezentující prvek vyšší úrovně obsahuje seznam ukazatelů na prvky
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nižší úrovně, např. funkce obsahuje seznam svých základních bloků, které obsahují seznamy
svých instrukcí. Všechny tyto prvky mají společného předchůdce, třídu Value, od kterého
jsou odvozeny ostatní typy specializovaných tříd objektů. Podobně, různé typy instrukcí
jsou reprezentovány specializovanými třídami odvozenými od třídy Instruction.
Knihovna LLVM je dobře zdokumentovaná a jeho pochopení není příliš náročné. Ovšem
jako každý složitější systém, ani LLVM se nevyhol výnimkám, které můžu způsobovat po-
tíže. Já jsem měl problémy především s instrukcí PHINode, protože práce s ní je odlišná
od ostatních instrukcí (detaily jsem uvedl v kapitole 4).
Sada nástrojů LLVM
V následujících odstavcích jsou představeny důležitější nástroje ze sady nástrojů LLVM.
Důležitou součástí projektu LLVM je překladač clang. Jedná se o překladač jazyků C,
C++ a Objective-C. Cílem překladu je LLVM IR. Pro optimalizaci a generování strojového
kódu lze využít ostatní nástroje z toolchainu LLVM.
Nástroj llvm-opt je modulární optimalizátor. Pracuje nad LLVM IR. Kromě použití zá-
kladní sady optimalizací umožňuje připojit a spouštět optimalizační průchody z dynamicky
linkovaných knihoven.
llvm-extract slouží k výběru a oddělení částí kódu na základě zadaných parametrů
příkazové řádky. Umožňuje například výběr určených funkcí do zvláštního modulu. Spolu
s vybranou funkcí automaticky extrahuje i potřebné definice struktur a deklarace funkcí
volaných z extrahované funkce.
llc je samostatný backend pro LLVM. Překládá z LLVM IR do asembleru a do nativního
kódu cílové platformy.
Nástroje llvm-as a llvm-dis překládají mezi textovou a bitkódovou reprezentací LLVM IR.
Jelikož v této práci jsem pracoval prakticky výhradně s textovou reprezentací, tyto nástroje
jsem až na pár výnimek nepoužil.
llvm-link slouží k spojení více modulů v LLVM IR do jednoho modulu. Spojování
modulů na úrovni LLVM IR umožňuje použití takzvaných link-time optimalizací.
V této práci jsem použil nástroje z LLVM toolchainu, především překladač clang a opti-
malizátor llvm-opt, pro který jsem vytvořil vlastní optimalizační průchod. Ten je detailně
popsán v kapitole 4.
2.2 Aplikačně specifické procesory
Existuje veliké množství především vestavěných aplikací, které vyžadují vysoký výkon
a/nebo nízkou spotřebu, kterou procesory a mikrokontroléry s obecnou instrukční sadou
nedokážou splnit. V takových aplikacích se používají ASIC čipy. Návrh ASICu je ale ná-
ročná činnost a finanční náklady na výrobu se vyplatí jen při vysokých objemech. Postup-
ným zmenšováním výrobního procesu se situace zhoršuje. Řešením jsou právě procesory
s aplikačně specifickou instrukční sadou.
Aplikačně specifický procesor (ASIP – Application Specific Instruction Set Processor) je
mikroprocesor, která implementuje instrukční sadu specifickou pro danou aplikaci či aplika-
ční doménu. Typický ASIP kombinuje jednoduchou redukovanou instrukční sadu s několika
komplexními instrukcemi. Tyto komplexní instrukce pak implementují časté operace z dané
aplikační domény [8].
Hlavní výhodou ASIP procesorů oproti klasickým ASIC čipům je jejich programova-
telnost. Tato vlastnost umožňuje použití stejného procesoru v různých aplikacích. Navíc
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prodlouží dobu života výrobků obsahující ASIP procesor, protože umožňuje jednodušší ak-
tualizaci prováděné aplikace. Z toho dále plyne, že stejný ASIP s upraveným programem
může posloužit v několika generacích stejného produktu. Prodloužení životnosti a vyšší fle-
xibilita znamenají, že ASIP může být vyráběn ve velikých objemech a po poměrně dlouhou
dobu.
Při porovnání ASIP s klasickými procesory vidíme, že ASIP s vhodně zvolenými spe-
ciálními instrukcemi může vykonat stejnou aplikaci vyšší rychlostí nebo s mnohonásobně
nižší spotřebou a nižšími nároky na chlazení. Samozřejmě pokud použijeme ASIP pro vy-
konávání aplikace, která je výrazně odlišná než ta, pro kterou byl navržen, tyto výhody se
ztrácejí.
SOC – Systémy na čipu
Dříve výpočetní systémy sestávali z většího množství integrovaných obvodů spojených
na desce plošných spojů. Postupné zlepšování výrobní technologie integrovaných obvodů
dovolilo umístit dostatečné množství tranzistorů na jeden čip, aby se celý systém dalo
”
po-
stavit“ na jednom čipu. Systém na čipu je integrovaný obvod, který kromě procesorového
jádra či jiné výpočetní jednotky obsahuje i další součásti jako paměti a řadiče periferních
zařízení.
Dnešní výrobní technologie umožňují umístit více výpočetních jednotek na čip a vytvořit
tzv. MPSOC (MultiProcessor System On Chip). SOC může obsahovat několik různých
ASIP procesorů, které jsou vyladěné pro různé aplikace. Tím lze dosáhnout malé spotřeby
a vysokého výkonu zároveň. Příkladem jsou procesory v moderních mobilních telefonech,
které kromě obecného procesoru, na kterém běží operační systém, obsahují specializované
výpočetní jednotky pro více komunikačních technologií a hardwarovou podporu multime-
diálních aplikací [10].
V moderních SOC není nezvyklé integrace konfigurovatelných bloků, jako FPGA (Field-
Programmable Gate Array). Přítomnost konfigurovatelných bloků umožňuje implementovat
výpočetní jednotky vykonávající specializované instrukce až po výrobě čipu a tím urychlit
vývoj. Pomocí dynamické rekonfigurace za běhu je dokonce možné do jednoho SOC imple-
mentovat více specializovaných instrukcí, než kolik dovoluje omezení na maximální plochu
čipu.
V této práci jsem použil vývojové prostředí Codasip Framework, které je popsáno dále (2.4).
Další informace o ASIP a SOC, včetně metodiky jejich vývoje obsahují [10] a [6].
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2.3 Jazyk CodAL
CodAL je modelovací jazyk pro rychlé prototypování a návrh aplikačně specifických pro-
cesorů a MPSOC systémů. Je základním prostředkem pro popis hardwaru v Codasip Fra-
mework (2.4).
Aktuální verze jazyka CodAL dostupná v Codasip Framework verze 2 poskytuje dva
typy modelů:
• model platformy – slouží k definování celého systému SOC, obsahuje popis použi-
tých ASIP jader, pamětí, periferií a komunikačních kanálů mezi nimi
tady se tady nachází popis rozhraní SOC s okolím
v této práci se modelem platformy nebudeme dále zabývat
• model ASIP procesorového jádra
modeluje instrukční sadu, případně i mikroarchitekturu, a vnitrní záležitosti proceso-
rového jádra
CodAL umožňuje efektivní modelování procesoru na dvou úrovních:
– úroveň instrukcí (instruction accurate model)
slouží k rychlému prototypování a prozkoumání návrhového prostoru
dovoluje rozumně rychlou simulaci i složitějších programů a ověření vhodnosti
instrukční sady
– úroveň cyklů hodin (cycle accurate model)
slouží k upřesnění modelu na úrovni instrukcí, k definici a verifikace mikroarchi-
tektury
je podkladem pro generování popisu v jazyku VHDL
Model v jazyku CodAL obsahuje následující části:
• popis zdrojů – paměti, sběrnice, rozhraní. . . ,
• syntaxe instrukční sady,
• sémantika instrukční sady,
• časování mikroarchitektury – jen u modelů s přesností hodinových cyklů,
• sémantika událostí (např. přerušení).
Popis na úrovni instrukcí plně modeluje programátorem viditelné rozhraní procesoru.
Tato vlastnost umožňuje zahájit testování softwaru jakmile je k dispozici model instrukční
sady pomocí vygenerovaného simulátoru na úrovni instrukcí, tedy poměrně brzo v životním
cyklu vývoje systému.
K jednomu modelu na úrovni instrukcí může být přiraženo více modelů na úrovni hodi-
nových cyklů. Jinými slovy je možné modelovat více různých mikroarchitektur implemen-
tující stejnou instrukční sadu.
Údaje v této sekci jsem čerpal z manuálu jazyku CodAL [3].
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2.4 Codasip Framework
Codasip Framework je sada nástrojů pro efektivní prototypování a vývoj aplikačně speci-
fických procesorových jader a systémů využívající tyto procesorová jádra. Jako modelovací
jazyk se používá CodAL (2.3).
Pomocí nástrojů z Codasip Framework-u je možné z CodAL-ovského popisu procesoru
vygenerovat následující vývojové nástroje:
• assembler,
• disassembler,
• simulátor (podle úrovně popisu, který je k dispozici)
– s přesností na úrovní instrukcí,
– s přesností na úrovni cyklů procesoru,
• překladač jazyka C.
Dále je možné vygenerovat popis systému v jazyku VHDL z modelu na úrovni hodinových
cyklů procesoru.
Codasip Framework poskytuje překladač jazyka CodAL a nástroje pro generování tool-
chainu z přeloženého modelu procesoru. Tyto nástroje lze ovládat i pomocí rozhraní pří-
kazového řádku, které usnadňuje zadávání parametrů. Dalším rozhraním nad Codasip Fra-
meworkem je Codasip Studio postavené nad Eclipse IDE. Ve své práci jsem potřeboval
skriptovatelné rozhraní, proto jsem použil nástroje především přímo, nebo z příkazového
rozhraní.
Spolu s Codasip Framework-em je k dispozici množství předpřipravených jader pro-
cesorů. V této práci jsem použil model procesoru Codix na úrovni instrukcí. Codix je
32-bitový RISC procesorové jádro s registrovou architekturou. Poskytuje široké možnosti
konfigurace.
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Kapitola 3
Specializované instrukce
V této kapitole je přesně definován pojem specializované instrukce. Čtenář je seznámen
s existujícími technikami vytvoření takových instrukcí v prostředí Codasip Frameworku.
Jádro kapitoly tvoří popis návrhu semiautomatické metody vytvoření specializovaných in-
strukcí.
3.1 Definice a příklady
specializovaná instrukce – ISE (Instruction Set Extension)
je rozšířením základní instrukční sady procesoru
provádí složitější operaci, která je relevantní pro danou aplikaci či aplikační doménu
Typické ISE implementuje úsek sekvenčních výpočtů, které lze vykonat efektivně v hard-
waru. Příkladem takových operací jsou bitové posuvy o předem známý počet bitů, změna
pořadí bitů, rozšíření hodnoty na vetší bitovou šířku nulami či podle znaménka a podobné.
Je taky možné vytvořit instrukce s větším počtem operandů, než je obvyklé.
Další kategorii tvoří operace, které pracují s daty o nezvyklé bitové šířce. Jako příklad
lze uvést instrukce na zpracování audio dat, kde jeden vzorek má typicky 24 bitů. Procesor
implementující takovou instrukci ušetří plochu na čipu, protože nepoužívá zbytečně široké
sběrnice, registry a výpočetní jednotky v porovnání s implementací obvyklé 32bitové archi-
tektury. Na druhé straně, v porovnání s 8mi či 16bitovou architekturou lze ušetřit cenné
hodinové cykli, protože není potřeba provádět načtení a zápis operandů z/do paměti ani
samotný výpočet ve více krocích.
Díky výše uvedeným vlastnostem specializovaných instrukcí se při jejich použití sníží
počet hodinových cyklů potřebných na vykonání programu. To nám dává možnost snížit
frekvenci procesoru, a tím i spotřebu, teplotu čipu a požadavky na chlazení oproti řešení
bez specializovaných instrukcí.
Pro větší flexibilitu lze specializované instrukce implementovat v FPGA, a tím umožnit
vývoj nových instrukcí i po výrobě a nasazení čipu.
Jednoduchým příkladem specializované instrukce, kterou najdeme v prakticky každém
DSP procesoru, je instrukce mac (Multiply-Accumulate). Instrukce mac kombinuje instrukce
násobení s přičítáním výsledku násobení do akumulačního registru. Při zpracování signálů
je taková instrukce užitečná. Uplatní se například při násobení matic, počítání vektorového
součinu nebo konvoluce. V jiných aplikacích je ale málo použitelná, proto se v běžných
procesorech s obecní instrukční sadou většinou neimplementuje [11].
Informace v této sekci jsem čerpal z článků [5] a [7].
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3.2 Existující metody
Codasip Framework umožňuje tvorbu specializovaných instrukcí dvěma způsoby:
• ruční vytvoření instrukcí,
• automatické vytvoření.
Nová semiautomatická metoda představuje alternativu k těmto možnostem. V následujících
odstavcích jsou popsány výhody a nevýhody obou možností. Semiautomatická metoda je
detailně popsaná v sekci 3.3.
3.2.1 Manuální vytvoření specializovaných instrukcí
Optimalizace pomocí manuálně vytvořených specializovaných instrukcí je podobné klasické
ruční optimalizaci, kdy vývojář ručně přepíše úsek kódu z vyššího programovacího jazyka
do assembleru. Při optimalizaci pomocí nových instrukcí se úsek kódu nahradí jedinou spe-
cializovanou instrukcí. Vývojář novou instrukci popíše v jazyku CodAL a začlení do modelu
procesoru.
Samotnému popisu instrukce ale nutně předchází výběr vhodné instrukce. Při manu-
álním vytvoření specializované instrukce je výběr ovlivněn především zkušenosti vývojáře.
Zajímavým ukazatelem, který pomůže s výběrem nové instrukce jsou výstupy z profilace
zdrojového kódu.
Hlavní výhodou manuální optimalizace je, že vývojář má celý proces dokonale pod kon-
trolou. Může využívat své zkušenosti k vytvoření instrukcí, které dobře zapadají do hard-
warového modelu, a zároveň jsou využitelné na různých místech v programu. Pomocí ručně
vytvořených specializovaných instrukcí se dá dosáhnout až 15tinásobné zrychlení v závislosti
na aplikaci.
Na druhé straně musíme poznamenat, že manuální optimalizace nejen umožňuje využít
zkušenosti, ale je přímo vyžaduje. Pro úspěšné použití jsou nutné rozsáhlé znalosti z oblasti
souběžného vývoje hardwaru a softwaru. Je dále potřebné důkladně znát požadavky na vy-
víjenou aplikaci a možnosti hardwarové platformy. V případe použití Codasip Frameworku
je nutná znalost jazyka CodAL.
Detailní informace o manuální optimalizaci pomocí specializovaných instrukcí, včetně
dosahovaného urychlení na velikém množství benchmarků lze najít v [7].
3.2.2 Plně automatické metody
Plně automatické metody pro generování specializovaných instrukcí jsou optimalizace, které
provádějí výběr a vytvoření specializovaných instrukcí bez zásahu člověka. Případně je
možné nastavit parametry jako maximální počty vstupů a výstupů, počet přístupů do pa-
měti, a podobné parametre. Jednoduchost použití je jednoznačnou výhodou automatických
metod oproti ruční optimalizaci.
Nevýhodou těchto metod je výpočetní náročnost. Algoritmy automatického výběru in-
strukcí jsou vesměs založené na prohledávání stavového prostoru. Stavovým prostorem se
v tomto případe rozumí výpočetní strom aplikace či nějakého menšího celku, kterou chceme
optimalizovat. Výběr vhodných částí výpočetního stromu k optimalizaci se většinou vybírá
profilací kódu na úrovni funkcí či základních bloků. Specializované instrukce se pak hledají
jenom ve funkcích, které se volají dostatečně často.
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Známý algoritmus pro automatický výběr specializovaných instrukcí je ISEGEN. Vy-
užívá upravenou heuristiku Kerninghan-Lin pro iterativní vylepšování výběru vhodného
podgrafu z výpočetního stromu základního bloku. Algoritmus ISEGEN dosahuje vynikající
výsledky u třídy aplikací, které se vyznačují pravidelnou strukturou výpočetního stromu [2].
Optimalizacemi s automatickým generováním specializovaných instrukcí se věnovali
i Stanislav Melo [12] a Martin Češka [13] ve svých bakalářských pracích.
3.3 Semiautomatické vytvoření ISE
Semiautomatická optimalizace pomocí specializovaných instrukcí je snahou skloubit vý-
hody obou výše popsaných metod vytváření specializovaných instrukcí. Hlavním cílem je
zkombinovat vyšší efektivitu výsledného kódu, kterou dosahujeme při ruční optimalizaci,
se snadností použití, kterou poskytují automatické metody.
Vytvoření a použití specializované instrukce pozůstává z následujících kroků:
1. výběr vhodné části výpočtu, z které chceme implementovat novou instrukci,
2. vytvoření vybrané instrukce:
(a) ohraničení instrukce, oddělení od okolí,
(b) určení vstupů a výstupů,
(c) implementace – transformace do jazyka CodAL,
(d) generování nového toolchainu s podporou nové instrukce,
3. nahrazení původně vybraných částí kódu novou instrukcí.
Z pojednání o automatických metodách (3.2.2) je patrné, že tyto metody zaostávají
především ve výběru specializovaných instrukcí. Zároveň je výběr vhodných instrukcí nej-
obtížnější částí z hlediska implementace i co se týče doby běhu optimalizačního průchodu.
Proto v semiautomatické metodě posuneme výběr instrukcí do kompetence člověka.
Na druhé straně, samotné vytvoření už vybrané specializované instrukce je poměrně
snadno algoritmizovatelné. Nevyžaduje kreativitu člověka, spíš zatěžuje a unavuje opako-
váním velikého množství kroků. Nahrazení původně vybraných částí kódu nově vytvoře-
nou instrukcí a správné navázání vstupů a výstupů je podobně snadno algoritmizovatelné.
V obou případech jde o v principu jednoduché činnosti, které ale se zvětšujícím rozsahem
specializované instrukce stávají pro člověka nepříjemně zdlouhavou.
Semiautomatická optimalizační metoda implementuje právě výše zmíněné, lépe algorit-
mizovatelné části a poskytuje rozhraní pro jednoduché vyznačení specializovaných instrukcí
v kódu. Na rozdíl od automatických metod podporuje i tvorbu specializovaných instrukcí
přesahující hranice základního bloku. Princip činnosti je znázorněn na schematu 3.1.
Použití semiautomatické metody je jednoduché. Vývojář označí v zdrojovém kódu pro-
gramu (v jazyku C) pomocí #pragma codasip ise (jméno instrukce). Postup překladu
je prozatím implementován v bash skriptu, ale lze použít i utilitu make. Jednotlivé kroky
překladu popisuje následující odstavec.
Až máme vyznačené specializované instrukce, následuje překlad do LLVM IR pomocí
nástroje clang. V LLVM IR se #pragma objeví jako pár anotací llvm.var.annotation
na začátku a konci označeného bloku kódu. Pomocí nástroje opt s parametrem -create-ise
vytvoříme novou funkci v LLVM IR obsahující kód, který byl původně mezi anotacemi.
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Původní úsek kódu se nahradí voláním nové funkce v LLVM IR. Tato nová funkce tvoří
vstup nástroje isegen1, který vygeneruje popis instrukce v jazyku CodAL.
Získaný popis nové instrukce v jazyku CodAL se vloží do modelu procesoru. Model
se následně znovu přeloží a dojde k vygenerování nového toolchainu, který podporuje
právě vytvořenou specializovanou instrukci. Nový překladač se negeneruje, nová instrukce
se do kódu vloží pomocí inline assembleru. Nakonec se aplikace sestaví a je připraven k si-
mulaci a ověření správné funkčnosti.
Všechny kroky kromě samotného označení instrukcí proběhnou automaticky. Samozřejmě
je možné proces při kterémkoli kroku (po)zastavit a případné nevyhovující mezivýsledky
ručně doladit. Díky této možnosti může semiautomatická metoda posloužit i jako základ
pro ruční optimalizaci.
Vstup od uživatele
void f() {
// kód pred ISE
#pragma codasip ise (ise name)
{
// specializovaná instrukce
}
// kód po ISE
}
-clang -O0 -S -emit-llvm
C → LLVM IR
define void f() {
// kód pred ISE
@llvm.var.annotation(...)
// specializovaná instrukce
@llvm.var.annotation(...)
// kód po ISE
}
?
opt -create-ise
%ISEOutputStruct =
type {<typ výstupů>}
define
%ISEOutputStruct
ise name {<parametry>}
{
// kód ISE
ret %ISEOutputStruct %retval
}
ﬀ isegen
CodAL ← LLVM IR
Vygenerované ISE
element ise name {
use REG <využité registry>;
assembler
{<syntaxe textové podoby>};
binary {<operační kód>};
semantics {
// popis chování instrukce
};
};
Obrázek 3.1: Semiautomatická optimalizace z pohledu uživatele
1Nezaměňovat s algoritmem ISEGEN (3.2.2), shoda názvů je náhodná.
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3.4 Kontrola přítomnosti ISE v modelu procesoru
Pokud chceme použít větší množství specializovaných instrukcí v jednom procesoru, může
se nám snadno stát, že některé námi vybrané instrukce budou podobné nebo dokonce stejné.
Přidat dvě nebo více výpočetních jednotek, které dělají totéž je ale plýtvání plochou na čipu.
Tato sekce do detailů rozebírá tento problém a předkládá návrh řešení. Implementace na-
vrženého řešení není součástí této práce.
Potřebujeme způsob, jak zjistit, či je daná instrukce nebo nějaká její podobná už pří-
tomná v procesoru. Jako první řešení nám může napadat ruční kontrola popisu instrukcí
v jazyku CodAL nebo v LLVM IR. Tato metoda je určitě použitelná pro poměrně malý
počet specializovaných instrukcí, pokud popis těchto instrukcí je krátká (jednotky až de-
sítky řádků). Jelikož ruční kontrola je omezena, budeme hledat způsob, jak tuto činnost
automatizovat.
Nejprve si ujasníme, co rozumíme podobností či stejností instrukcí. Stejné instrukce jsou
ty, které mají stejnou množinu vstupů a výstupů, a pro všechny možné kombinace vstupů
dostaneme z obou instrukcí stejné výstupy. Podobné jsou pro naše účely takové instrukce,
u kterých množina vstupů resp. výstupů je podmnožinou množiny vstupů resp. výstupů
druhé instrukce. Přitom instrukce s více vstupy a výstupy dává na společné podmnožině
výstupů stejné výsledky, jako instrukce druhá, pokud na společné množině vstupů jsou
stejné hodnoty, a hodnoty na zbytku vstupů jsou buď libovolné, nebo musí nabývat určitých
hodnot.
Pokud chceme automatizovat kontrolu přítomnosti specializované instrukce v procesoru,
můžeme se o takovou kontrolu snažit na úrovni LLVM IR nebo na úrovni jazyka CodAL. Je-
likož pro LLVM IR existují lepší možnosti optimalizačních transformací a analýz, použijeme
LLVM IR.
Specializovaná instrukce je v LLVM IR reprezentován funkcí. Zjištění stejnosti funkcí
je implementována v optimalizačním průchodu MergeFunctions [9]. Tento průchod je po-
měrně efektivní. Nejprve rozděluje funkce do skupin na základe hashovací funkce, která je
parametrizována různými vlastnostmi funkcí:
• počet základních bloků,
• typ návratové hodnoty,
• počet a typ parametrů.
Následně v rámci skupin porovnává výpočetní stromy funkcí na rovnost. Tato porovnávací
metoda je tedy vhodná i pro naše účely, alespoň z části. Neřeší totiž případ podobných
instrukcí.
Další otázkou teda je, jestli je možné přizpůsobit náš problém – porovnávání funkcí na
podobnost – existujícímu řešení na podobný problém, a jestli ano, jakým způsobem. Využi-
jeme z matematiky všeobecně známy fakt, že funkce s více výstupy lze nahradit množinou
funkcí s jedním výstupem:
F (X) = y1, y2, . . . , ym = (f1(X), f2(X), . . . , fm(X)) kde X = (x1, x2, . . . , xn) je vektor
parametrů funkce F . Pro každou z funkcí reprezentující specializovanou instrukci s více
výstupy vytvoříme pomocné funkce pro každý výstup. Tyto pomocné funkce pak porovná-
váme mezi sebou na rovnost. Výsledkem porovnání je mapa společných výpočtů z hlediska
vstupů a výstupů napříč všemi specializovanými instrukcemi.
Aby byla umožněna postupná integrace specializovaných instrukcí do modelu za pod-
pory výše uvedeného postupu, potřebujeme uchovávat používané instrukce nejen ve tvaru
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CodAL-ovského popisu, ale i jako funkce v LLVM IR. Podmínkou pro správné fungování
průchodu MergeFunctions je, aby všechny vstupující funkce byli optimalizované stejným
způsobem. Dvě funkce, které jsou na úrovní jazyka C úplně stejné, mohou po vzájemně
různých pokročilých optimalizacích2 v LLVM IR vypadat úplně jinak a tím pádem vyhod-
nocené jako nestejné, i když počítají stejný výsledek ze stejných vstupů. Na druhé straně
je žádoucí, aby funkčně ekvivalentní konstrukce, které v základním tvaru vypadají odlišně,
byli optimalizované dostatečně. Pokud po optimalizaci takových konstrukcí dosáhneme, že
budou ve stejném tvaru, můžeme porovnáním potvrdit, že jsou stejné. Je proto potřebné
určit množinu optimalizací, které se provedou nad každou funkcí reprezentující speciali-
zovanou instrukci před zařaděním do databáze specializovaných instrukcí. Určení vhodné
množiny optimalizací pro tento účel vyžaduje rozsáhlé pokusy a alespoň částečnou imple-
mentaci systému.
Z našeho pojednání v této sekci plyne následující závěr. Pro účinnou kontrolu duplicit
a podobností specializovaných instrukcí v procesoru potřebujeme:
• databázi specializovaných instrukcí popsaných funkcemi v LLVM IR,
• určit množinu optimalizací pro funkce v databázi instrukcí,
• metodu vytvoření pomocných funkcí s jedním výstupem z funkcí s více výstupy,
• metodu pro porovnávání funkcí na rovnost – je implementováno v MergeFunctions.
Na základě výsledků porovnání můžeme některé instrukce vyřadit nebo naopak zařadit
novou instrukci implementující společnou část více podobných instrukcí.
2Například nahrazení PHInode-ů instrukcemi select změní počet základních bloků funkce.
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Kapitola 4
Implementace
Tato kapitola do detailů rozebírá podrobný návrh a implementaci jednotlivých částí opti-
malizačního průchodu create-ise. Tento průchod tvoří jádro semiautomatické optimali-
zační metody. Vstupem je program přeložený do LLVM IR, který obsahuje anotace značící
začátek a konec budoucí specializované instrukce. Výstupem je upravený program, taky
v LLVM IR, obsahující na místě kódu označené anotacemi volání nové funkce, který pro-
vádí stejný výpočet, jako kód mezi anotacemi ve vstupním programu.1 Tato funkce tvoří
vstup pro nástroj isegen (3.3).
Je důležité poznamenat, že uvnitř bloku specializované instrukce se nesmí vyskytnout
volání funkce, instrukce návratu z funkce ani alokace paměti. V průchodu create-ise jsem
proto implementoval vysunutí alokací paměti z bloku specializované instrukce. Vysunutí
alokací přesune jenom takové alokace, u kterých je velikost alokované paměti známa v době
kompilace.
Průchod je implementován jako Module-pass. To umožňuje průchodu přistupovat ke všem
funkcím modulu v libovolném pořadí, a přidávat či odebírat funkce. Každá funkce ve vstup-
ním modulu je navštívena alespoň jednou. Pokud průchod najde specializovanou instrukci,
provede transformaci z původního tvaru na tvar funkce. Algoritmus 1 je popisem průchodu
na vysoké úrovni abstrakce.
Detailnější popis zajímavých částí obsahují jednotlivé sekce této kapitoly. Sekce 4.1
rozebírá způsob implementace vyhledávání vstupů a výstupů, možnosti a omezení tohoto
podsystému. V sekci 4.2 se čtenář dočte o tom, jak se vytváří nová funkce v LLVM IR.
Nakonec sekce 4.3 popisuje řešení náhrady úseku kódu voláním funkce a navázání parametrů
funkce a výstupů na okolí.
1Je to v podstatě opačná operace k inlineování.
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Algoritmus 1: Optimalizační průchod create-ise
Vstup : program v LLVM IR, ISE jsou vyznačené anotacemi
Výstup: se vstupem funkčně ekvivalentní program, ISE jsou oddělené
do samostatných funkcí
foreach Function in Module do
state = beforeISE;
hasISE = False;
foreach Instruction in Function do
if state = beforeISE then
if Instruction is annotation(ISE BEGIN) then
state = insideISE;
hasISE = True;
end
else if state = insideISE then
vyber vstupy;
vytvoř seznam alokací uvnitř ISE;
vytvoř seznam hodnot spočítaných uvnitř ISE;
if Instruction is annotation(ISE END) then
state = afterISE;
end
else if state = afterISE then
vyber výstupy;
end for
if hasISE then
najdi další vstupy a výstupy ISE bloku;
vysuň alokace z ISE bloku;
vytvoř výstupní strukturu nové ISE funkce;
vytvoř funkční typ ISE funkce;
vytvoř prázdnou ISE funkci a naplň instrukcemi;
vlož volání ISE funkce a navaž vstupy a výstupy na okolí;
vymaž původní ISE blok;
zopakuj pro stejnou funkci, až se zpracují všechny ISE;
end
end for
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4.1 Výběr vstupů a výstupů
Podsystém výběru vstupů a výstupů prošel ze všech částí tohoto optimalizačního průchodu
asi nejdelším vývojem. Původní verze počítalo pouze se sekvenčním průchodem kódu a ne-
uvažovala skoky. Toto neumožňovalo využití specializovaných instrukcí uvnitř smyček, pro-
tože došlo skoro ve všech případech k chybnému vyhodnocení vstupů a výstupů.
Základní principy při sekvenčním prohledávání kódu byli následující:
• vstupem bloku je R-hodnota, která se nespočítala uvnitř tohoto bloku,
• výstupem bloku je L-hodnota, která se spočítá uvnitř bloku a používá se po ukončení
bloku.
Podsystém buduje a používá 4 seznamy hodnot:
1. seznam vstupů,
2. seznam výstupů,
3. seznam hodnot známých uvnitř bloku specializované instrukce,
4. seznam hodnot spočítaných uvnitř bloku specializované instrukce.
Čtenář si určitě všimne, že tyto seznamy jsou redundantní. Seznam všech známých hodnot
je prakticky sjednocením seznamu vstupů se seznamem hodnot spočítaných uvnitř bloku.
Seznam všech známých hodnot má jen pomocný charakter a při případné refaktorizaci bude
odstraněn.
Jelikož je žádoucí, aby jsme specializované instrukce mohli použít i uvnitř smyček, bylo
nutné zlepšit vyhledávání vstupů a výstupů. Jedním z problémů bylo, že výstupy se teď
už používali ne jenom sekvenčně po bloku speciální instrukce, ale před či uvnitř tohoto
bloku. Byli proto upravené a rozšířené principy výběru výstupů. Jelikož vstup byl i před
tím všechno, co se nespočítalo od začátku bloku do prvního místa výskytu jako R-hodnoty,
výběr vstupů nebylo potřeba dále upravovat.
Nově se jako výstup rozpoznává hodnota, která se spočítá uvnitř bloku a zároveň:
• se používá po ukončení bloku, nebo
• v seznamu užití2 má jinou hodnotu, která se sekvenčně nachází před ním.
Seznam užití hodnoty je k dispozici pro každou hodnotu v LLVM. Pokud k úpravě kódu
používáme pouze volání knihovních funkcí z LLVM, tento seznam bude konzistentní a aktu-
ální. Jeho použití ve výsledku značně zjednodušilo implementaci výběru vstupů a výstupů.
Zvláštní pozornost jsem musel věnovat při implementaci PHINode-ům. Jedná se o in-
strukce v LLVM IR, které implementují podmíněný výběr hodnoty na základe toho, který
základní blok je předchůdcem aktuálně prováděného základního bloku. Instrukce PHINode
je výrazně odlišná od jiných instrukcí, a to nejen sémantikou, ale i funkcemi, pomocí kte-
rých se vytváří a obsluhuje v optimalizačních průchodech. Zbytek instrukcí se obsluhuje
uniformním způsobem.
U jednoduchých instrukcí se k operandům přistupuje pomocí op iterator-u. PHINode
ale má, na rozdíl od ostatních instrukcí, páry operandů: základní blok (předchůdce aktuál-
ního bloku) a hodnota (proměnná či konstanta) pro přiražení do cílové proměnné tvoří jeden
2dostupný pomocí use iterator
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pár. Počet takových párů je rovných počtu předchůdců aktuálního základního bloku. Z hle-
diska vyhledání vstupů a výstupů nás zajímají pouze hodnoty, které se přiřazují. Přístup
k těmto hodnotám máme pomocí metody PHINode::getIncomingValue(int i).
if.then: ; preds = %entry
br label %if.end
if.else: ; preds = %entry
br label %if.end
if.end: ; preds = %if.else, %if.then
%x = phi i32 [ %a, %if.then ], [ %b, %if.else ]
Výpis kódu 4.1: Příklad použití PHINode
Ve finální verzi jsem vyhledávání vstupů a výstupů vyřešil následujícím způsobem. Byl
ponechán sekvenční průchod blokem specializované instrukce, protože pořád potřebujeme
najít konec bloku, a to vyžaduje sekvenční průchod instrukcemi. Tento průchod zároveň
naplní seznam hodnot vypočtených v bloku specializované instrukce. Následně se na zá-
klade seznamu použití jednotlivých vypočtených hodnot doplní výstupy. Vstupy se doplní
z hodnot vstupující do PHINode-ů.
Stávající implementace umožňuje vyznačit specializované instrukce v sekvenčním kódu
i uvnitř smyček. Specializovaná instrukce samotná ale nesmí obsahovat smyčku ani volání
funkce. Uvedené omezení jsou způsobeny možnostmi implementace výběru vstupů a vý-
stupů. Vychází taky z omezení pro efektivní generování hardwaru. Složitější a dokonalejší
výběr vstupů a výstupů by v současné době neznamenal příliš veliký přínos, a byl by spíš
zdrojem potenciálních chyb.
4.2 Vytvoření ISE funkce
Po identifikaci vstupů a výstupů bloku specializované instrukce můžeme přistoupit k vy-
tvoření samostatné funkce provádějící činnost specializované instrukce. Tato funkce bude
sloužit jako vstup pro nástroj isegen, který vygeneruje CodAL-ovský popis z funkce
v LLVM IR.
Prvním krokem při vytvoření funkce je výběr návratového typu. Pokud specializovaná
instrukce zapisuje svůj výsledek přímo do paměti, může se stát, že nebude mít žádnou
návratovou hodnotu. V tomto případe se použije jako návratový typ void. Pokud je počet
výstupů specializované instrukce rovno jedné, vybere se jako návratový typ funkce právě
typ tohoto výstupu. Poslední možností je, že počet výstupů specializované instrukce je dva
a více. V tomto případe funkce specializované instrukce vrací strukturu.
Dalším krokem je vytvoření typu funkce pro specializovanou instrukci. Typ funkce
v LLVM IR je plně určen typem návratové hodnoty, dále typem a pořadím parametrů.
Podle možností se argumenty pojmenují, ale není to nutné. Nepojmenované argumenty
dostanou automaticky přiražený číselný kód. Pojmenování argumentů, a hodnot obecně,
slouží jen k lepší čitelnosti pro člověka. Nástroje LLVM manipulují přímo s objektovou
reprezentací hodnot a instrukcí. Objekty se identifikují pomocí ukazatelů. Jméno musí mít
jen základní blok a funkce [1].
Až máme typ nové funkce (objekt typu FunctionType), přistoupíme k vytvoření prázdné
funkce tohoto typu a jeho naplnění instrukcemi z bloku specializované instrukce. Vytvoření
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prázdné funkce daného typu je otázkou jediného volání knihovní funkce LLVM. Jeho napl-
nění instrukcemi je už daleko obtížnější. Jednoduché kopírování z původního místa do nové
funkce není dostatečné. Je potřeba vzájemně navázat výsledky a operandy instrukcí v nové
funkci. Je dále potřebné navázat identifikované vstupy – operandy instrukcí – na argumenty
funkce, a stejně navázat výstupy na položky výstupní struktury.
Při implementaci kopírování instrukcí a základních bloků jsem vycházel z implementace
funkcí v souboru CloneFunction.cpp v knihovně LLVM.
Podle počtu základních bloků specializované instrukce můžu nastat dvě případy:
• celá funkce sestává z jediného základního bloku,
• funkce sestává z dvou a více základních bloků.
Pokud celý blok specializované instrukce se nachází v rámci jednoho základního bloku, je
kopírováno všechno mezi anotacemi značící začátek a konec specializované instrukce.
Na druhé straně pokud specializovaná instrukce rozsahem překračuje jeden základní
blok, kopíruje se
• z prvního základního bloku část od anotace značící začátek specializované instrukce
do konce základního bloku,
• z posledního základního bloku od začátku až k anotaci značící konec specializované
instrukce,
• z mezilehlých bloků všechno, od začátku do konce základního bloku.
Všechny tyto kombinace jsem implementoval pomocí jediné metody, kde parametry jsou
základní blok, z kterého se kopíruje, cílový základní blok, a hraniční instrukce v rámci
zdrojového základního bloku. Po dokončení kopírování následuje plnění struktury návratové
hodnoty a vložení instrukce return.
Při kopírování instrukcí zároveň plním mapovací strukturu typu ValueToValueMap,
pomocí kterého po dokončení kopírování navážu operandy instrukcí na správné hodnoty.
ValueToValueMap je v podstatě relačním mapováním mezi ukazateli na instrukce (a hod-
noty obecně) mezi původním místem výskytu a novým místem výskytu ve funkci repre-
zentující specializovanou instrukci. Při navázání operandů se jednoduše vyhledá obraz ope-
randu původní instrukce v nové funkci.
Po dokončení kopírování a navázání operandů instrukcí následuje vložení instrukce
return. V případe, že návratovou hodnotou naši funkce je struktura, před vložením in-
strukce return musíme nejdříve sestavit návratovou strukturu. Struktura se sestavuje po-
mocí série instrukcí insertvalue, která rozšíří vstupní operand – strukturu, skalár nebo
prázdnou hodnotu – o další položku.
%add8931 = insertvalue %ISEOutputStruct.2 undef, i32 %add893, 0
%add9042 = insertvalue %ISEOutputStruct.2 %add8931, i32 %add904, 1
%add9153 = insertvalue %ISEOutputStruct.2 %add9042, i32 %add915, 2
%add9264 = insertvalue %ISEOutputStruct.2 %add9153, i32 %add926, 3
ret %ISEOutputStruct.2 %add9264
Výpis kódu 4.2: Skládání struktury v LLVM IR pro navrácení z ISE funkce
Jako vždy, i tady musíme brát zřetel na speciální vlastnosti instrukcí PHINode. Navázání
jejich operandů musíme odkládat na chvíli, když už máme zkopírované všechny základní
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bloky do nové funkce. Až vtedy jsme totiž schopné určit předchůdce každého základního
bloku. Když se změní či zanikne některý předchůdce základního bloku obsahující PHINode,
musí se nutně změnit i parametry tohoto PHINode-u. V našem případě neprovádíme žádné
dodatečné optimalizace typu odstranění mrtvého kódu a podobné, takže počet základních
bloků ani počet předchůdců se nemění.
Odkládání navazování operandů provádíme z jediného důvodu: aby nedošlo k navázání
částečnému, ale úplnému. Pod částečným navázáním lze představit situaci, kdy některý
operand PHINode-u ještě nebyl zkopírován do nové funkce. V takovém případe je výsledkem
pokusu o navázání operandu buď chyba, nebo navázání nedefinované hodnoty a následné
selhání překladu. Úplným navázáním rozumíme stav, kdy každý operand PHINode-u je
platná a definovaná hodnota.
V této sekci jsme vysvětlili postup při vytvoření nové funkce v LLVM a problematické
aspekty kopírování instrukcí do nové funkce. V následující sekci ukážeme, jak je implemen-
tovaná náhrada úseku kódu za naši funkci, kterou jsme právě vytvořili.
4.3 Náhrada označeného bloku ISE funkcí
Dosáhli jsme stavu, kdy máme původní vstupní kód včetně anotací, které označují začátek
a konec bloku specializované instrukce, a máme funkci, která je funkčně ekvivalentní s tímto
blokem. Našim posledním úkolem je náhrada původního bloku instrukcí, včetně anotací,
voláním naši nové funkce.
Postup shrneme do čtyr bodů:
1. vložení instrukce volání funkce,
2. navázání vstupů a výstupů funkce na okolí,
3. odstranění anotací vymezující specializovanou instrukci a veškeré instrukce mezi ano-
tacemi,
4. vymazání vyprázdněných základních bloků, které nám zůstali po mazání instrukcí.
Instrukce volání funkce vložíme pomocí knihovní funkce CallInst::Create(). Para-
metry této funkce jsou typ funkce, která se má volat, seznam skutečných parametrů funkce,
název proměnné, do které se má přiřadit návratová hodnota, a referenční bod pro vložení
do kódu (instrukce nebo základní blok). Seznam skutečných parametrů je v podstatě náš
seznam vstupů, kterou jsme vytvořili na začátku (viz. sekce 4.1). Tím jsme splnili i polo-
vinu bodu 2: navázání vstupů na okolí. Jako referenční bod pro vkládání do kódu využijeme
anotaci, která značí začátek bloku specializované instrukce. Volání funkce vložíme před tuto
anotaci.
V dalším kroku navážeme výstup funkce na okolí. V případě, že naše funkce vrací prázd-
nou hodnotu3, je tento bod bezpředmětný. Pokud vrací skalární hodnotu, využijeme metodu
z knihovny LLVM Value::replaceAllUsesWith() a nahradíme původní výstup návrato-
vou hodnotou naši funkce. V případe, že vracíme strukturu, využijeme stejnou funkci pro
všechny páry položek ze seznamu výstupů a výstupní struktury. Samozřejmě před náhradou
hodnot musíme výstupy z výstupní struktury vytáhnout pomocí instrukce extractvalue.
Funkcionalitou se jedná o opak instrukce insertvalue, kterou jsme vysvětlili výše v sekci
(4.2).
3Zapisuje svůj výsledek přímo do paměti.
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Až máme navázané výstupy, můžeme přistoupit k odstranění už nepotřebného bloku
instrukcí mezi anotacemi. Běžně pro přístup k instrukcím a jiným objektům v LLVM je
vhodné použít iterátory. Při mazání je ale použití iterátorů nemožné a vede k chybovým
stavům. Místo toho použijeme iterátoru k procházení bloku kódu specializované instrukce
a tvoříme seznam ukazatelů na instrukce uvnitř bloku. Následně mažeme instrukce, které
se nachází v našem seznamu.
Po vymazání nepotřebných instrukcí nám v kódu zůstanou prázdné základní bloky, které
potřebujeme taky odstranit. Při jejich mazání použijeme stejnou techniku jako při mazání
instrukcí.
Po provedení těchto kroků máme náš vstupní kód upravený jak jsme potřebovali. Kód
mezi anotacemi značící specializovanou instrukci je nahrazen voláním funkce, která imple-
mentuje tuto specializovanou instrukci.
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Kapitola 5
Testování a vyhodnocení efektivity
řešení
Tato kapitola představuje testovací prostředí, cíle a výsledky testování. Už při vývoji op-
timalizačního průchodu popsaného v kapitole 4 probíhalo testování zaměřené na základní
funkčnost samotného optimalizačního průchodu a na součinnost s nástrojem isegen. Taky
jsem do jisté míry zjišťoval omezení součinnosti semiautomatické optimalizace s jinými op-
timalizacemi.
Druhá část testování bylo zaměřeno na měření zrychlení, které lze dosáhnout pomocí
semiautomatické optimalizace. V této fázi už probíhalo integrování nových instrukcí do mo-
delu procesoru a simulace aplikací v simulátoru s přesností na úrovni instrukcí. Dalším cílem
této fáze testování bylo odhalit problémy se součinností semiautomatické optimalizace s ná-
stroji na generování překladače a simulátoru.
5.1 Základní testování funkčnosti a ladění
Cílem první fáze testování bylo ověřit, že optimalizační průchod provádí všechny potřebné
transformace správně. Testoval jsem následující podčásti optimalizačního průchodu:
• výběr vstupů a výstupů v sekvenčním kódu,
• výběr vstupů a výstupů v jádru smyček,
• vysunutí alokací paměti z označeného úseku kódu,
• transformace označeného úseku kódu na samostatnou funkci,
• náhrada označeného úseku kódu voláním funkce.
Pro každou testovanou část jsem napsal několik krátkých programů v jazyku C, které
demonstrovali potřebnou vlastnost. Snažil jsem se o minimální délku testovacích programů,
aby bylo poměrně jednoduché ručně odvodit správné výsledky. Testovací program jsem
přeložil do LLVM IR bez optimalizací, nebo s optimalizací mem2reg1. Následovalo semi-
automatická optimalizace, do které jsem přidával ladící výpisy podle potřeby aktuálního
testu. Nakonec jsem výsledek zkontroloval a podle potřeby jsem prováděl změny v kódu
optimalizačního průchodu.
1Paměťové operace nahradí operacemi s virtuálními registry.
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Jakmile byl můj optimalizační průchod schopný generovat funkci s kódem specializo-
vané instrukce, jsem mohl začít testovat součinnost s nástrojem isegen. Pro specializované
instrukce, které obsahovali jenom jeden základní blok, bylo možné od začátku provést trans-
formaci do jazyka CodAL bez problémů. Pro složitější specializované instrukce, které byli
popsané více základními bloky, ale nastal problém.
Nástroj isegen totiž byl původně vytvořen pro podporu automatického generování
specializovaných instrukcí, a tyto metody nepodporovali vyhledávání instrukcí přes více
základních bloků. Výsledkem bylo, že ani isegen nepodporoval transformaci funkce s více
základními bloky na instrukci. Semiautomatická metoda, na rozdíl od automatických metod,
je schopná vytvořit i specializované instrukce s více základními bloky. Proto byl nástroj
isegen upraven2, aby tuto funkcionalitu podporoval.
5.2 Popis testovacího prostředí
Testování výkonnosti bylo provedeno pomocí simulátoru s přesností na úrovní instrukcí.
K testování bylo vybráno několik benchmarků, kterých popis se nachází níže. Nejprve po-
píšeme postup překladu a simulace.
K testování jsem využil model procesorového jádra Codix, do kterého jsem integroval
specializované instrukce vytvořené kombinací mého optimalizačního průchodu a nástroje
isegen. Obecný postup překladu je popsán v (3.3). Tady doplním některé detaily.
Množina testů byla připravena do samostatné adresářové struktury. Do kořenového ad-
resáře testů jsem umístil skript test.sh, který implementuje
• překlad a vygenerování specializované instrukce,
• import specializované instrukce do modelu procesoru,
• vygenerování nové sady nástrojů,
• opětovný překlad a sestavení testovacího programu,
• simulaci programu se specializovanými instrukcemi i bez nich,
• výpis statistik ze simulace.
Každý test jsem umístil do samostatné složky s následujícím obsahem:
• zdrojový kód testovacího programu v jazyku C, případně ve více verzích,
• Makefile implementující příkazy make test a make clean.
Při prvním překladu testovacího programu se použije jen optimalizace mem2reg. Některé
pokročilejší optimalizace přemístí i anotace v kódu, a to může způsobit, že naše označená
instrukce bude provádět jinou činnost, než jsme předpokládali. Jelikož optimalizací v LLVM
existuje veliké množství, nebylo v mojich silách v rámci této práce určit všechny
”
bezpečné“
optimalizace, které by bylo možné bez rizika změny sémantiky označené instrukce použít
při prvním překladu. Ukázalo se, že mem2reg nemění umístění anotací v kódu. Zároveň
eliminuje paměťové operace, což je výhodné, protože chceme minimalizovat počet přístupů
do paměti.
2Úpravu provedl Adam Husár.
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Po prvním překladu následuje vygenerování funkce se specializovanou instrukcí pomocí
našeho optimalizačního průchodu create-ise. Výsledná funkce se transformuje na po-
pis instrukce v jazyku CodAL pomocí nástroje isegen. Tento výslední popis se integruje
do modelu procesoru Codix a vygenerují se nové nástroje.
Pak následuje druhý překlad a sestavení programu, tentokrát už s novými specializo-
vanými instrukcemi. Vytvoří se dvě verze: referenční verze bez specializovaných instrukcí,
a verze se specializovanými instrukcemi. Obě verze se spustí v simulátoru. Po ukončení
simulace dostaneme návratové kódy obou verzí a počet použitých hodinových cyklů simu-
lovaného procesoru.
Všechny použité benchmarky jsou postavené tak, aby bylo možné jejich správnou fun-
kčnost odvodit z návratové hodnoty programu. Pokud jsou návratové kódy referenční a op-
timalizované verze shodné, výsledek se považuje za správný. Zrychlení se spočítá jako
zrychleni =
Tref
Topt
, kde Tref je počet cyklů referenční implementace a Topt je počet cyklů
optimalizované verze.
Popis benchmarků
Následující odstavce obsahují popis jednotlivých testovacích programů a popis specializo-
vaných instrukcí, které v nich byli označené.
crc.c
Program provádí výpočet cyklického kontrolního součtu. V testech jsem použil dvě verze:
jedna s vnořenou smyčkou a druhá s ručně rozbalenou vnitrní smyčkou. Jednu specializo-
vanou instrukci jsem umístil do smyčky a druhou do sekvenční části mimo smyčky. Obě
instrukce vykonávají převážně bitové operace.
dijkstra.c
Ukázka Dijkstrova směrovacího algoritmu. Vyznačené specializované instrukce jsou po-
měrně krátké, ale obsahují podmíněné výrazy.
ifelse.c
Jednoduchá ukázka specializované instrukce, která má uvnitř konstrukci if-else. Samotný
výpočet je jedno násobení a jedno sčítání v obou větvích.
randgen.c
Implementace kongruentního generátoru pseudonáhodných čísel. Demonstruje jednoduchou
aplikaci, kterou lze implementovat jedinou instrukcí. Kongruentní generátor je implemen-
tován v samostatné funkci, kde celá funkce kromě příkazu return je označená jako specia-
lizovaná instrukce. Tato funkce se volá v cyklu z funkce main().
quicksort.c
Implementace stejnojmenného řadícího algoritmu. V kódu jsem vyznačil jednu specializova-
nou instrukci která provádí výměny hodnot mezi 4 proměnnými. Výrazný podíl operací se
nachází v podmínkách cyklů, kde bohužel není možné použít #pragma výrazy a tím pádem
ani vyznačit instrukci.
5.3 Výsledky měření
Testování ukázalo, že semiautomatická optimalizační metoda může poskytnout zajímavé
výsledky. Zároveň se potvrdilo, že případná nevhodná volba specializované instrukce vede
v určitých případech dokonce ke zpomalení. Je proto důležité vybírat specializované in-
strukce s rozvahou a očekávané zlepšení výkonu prověřit měřením.
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Testovací metoda byla ověřená překladem kódu bez vyznačených specializovaných in-
strukcí. V takovém případe byla rychlost provedení referenčního programu i
”
optimalizova-
ného“ programu stejná. Z toho vyplývá, že na výsledek nemají vliv malé rozdíly v překladu
referenční a optimalizované verze.
Nejvyšší zrychlení bylo dosaženo u benchmarku randgen.c – až 7,7-násobné. Označená
specializovaná instrukce má jeden vstup – poslední vygenerovanou hodnotu – a jeden vý-
stup. Ukázku specializované instrukce z tohoto benchmarku čtenář nalezne v příloze B.
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Obrázek 5.1: Zrychlení vybraných benchmarků
Graf 5.1 ukazuje naměřené zrychlení u jednotlivých benchmarků. Sloupce s označením
crc1 a crc2 se vztahují k benchmarku crc.c. crc1 je základní verze, u crc2 je vnitrní smyčka
ručně rozbalená. Rozbalení vnitrní smyčky zrychlilo tento benchmark 1,93-násobně bez
použití specializovaných instrukcí. Přidáním specializovaných instrukcí jsem dosáhl dalšího
citelného zrychlení.
Benchmark dijkstra.c se nepodarilo odsimulovat. Specializovaná instrukce se sice vyge-
neruje, ale vygenerování nové sady nástrojů selže. Vyznačené instrukce nejsou příliš složité,
ale pravděpodobně obsahují konstrukci, kterou generátor sady nástrojů nedokáže zpracovat.
Většinu vybraných benchmarků se mi podařilo zprovoznit a dosáhnout relativně dobré
zrychlení. Předpokládám, že zkušenější vývojář by byl schopný pomocí semiautomatické
optimalizační metody dosáhnout i lepších výsledků. Dosáhnuté výsledky svědčí o tom, že se-
miautomatická metoda je efektivní.
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Kapitola 6
Závěr
Výsledkem této bakalářské práce je optimalizační průchod pro optimalizátor LLVM imple-
mentující semiautomatické vytvoření specializovaných instrukcí. Jedná se o postup spojující
výhody automatických metod a ruční optimalizace.
Samotný výběr specializovaných instrukcí je úplně v kompetenci vývojáře. Výběr in-
strukcí je umožněno vyznačením úseku kódu pomocí #pragma direktivy v jazyku C. Vy-
tvoření vybraných instrukcí už probíhá automaticky, a tím odbřemení vývojáře od rutinní
práce, která je snadno algoritmizovatelná.
Testování ukázalo potenciál semiautomatické optimalizační metody. Dokonce i při ma-
lém množství použitých specializovaných instrukcí bylo dosáhnuto až 7 -násobné zrychlení
v závislosti na testované aplikaci. Zároveň bylo ukázáno, že pomocí semiautomatické me-
tody je možné vytvořit specializované instrukce pozůstávající z více základních bloků. Byli
odhalené i některé nedostatky stávající implementace. Největším problémem jsou nezarov-
nané přístupy do paměti.
Jelikož se jedná o novou optimalizační metodu, možnosti dalšího vývoje jsou rozsáhlé.
Jedním z úkolů do budoucna je důkladné prozkoumání možností součinnosti semiautoma-
tické optimalizační metody s jinými optimalizacemi a jejich vliv na dosahované zrychlení.
Další možností je umožnit vyznačení celých smyček a zkombinovat vytvoření specializova-
ných instrukcí s vektorizací a rozbalením smyček. Před výraznějšími úpravami optimalizač-
ního průchodu bude vhodné udělat refaktorizaci zdrojového kódu a opravu chyb odhalených
při testování.
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Příloha A
Obsah CD
Priložené CD obsahuje následující adresárovou strukturu:
/src zdrojové kódy vytvořené v rámci této práce
/examples benchmarky použité k testování
/scripts pomocné skripty k testování
/thesis/tex zdrojové soubory textu této práce
/thesis/pdf táto práce ve formátu pdf
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Příloha B
Ukázka specializované instrukce
Táto příloha obsahuje ukázku specializované instrukce ve třech formách:
1. instrukce vyznačená pomocí #pragma v jazyku C,
2. funkce reprezentující specializovanou instrukci, výstup průchodu create-ise1,
3. výsledná podoba instrukce v jazyku CodAL.
Jedná se o specializovanou instrukci z benchmarku randgen.c implementující kongruentní
generátor pseudonáhodných čísel.
int my_rand_r(int seed) {
unsigned x;
#pragma codasip ise (RAND_GEN)
{
x = seed * 1664525 + 1013904223;
x = (x>>16) & 0x7fff;
}
return x;
}
Výpis kódu B.3: Vyznačená instrukce v jazyku C
; Function Attrs: noinline
define i32 @ise_RAND_GEN(i32 %seed) #0 {
entrypoint:
%mul = mul nsw i32 %seed, 1664525
%add = add nsw i32 %mul, 1013904223
%shr = lshr i32 %add, 16
%and = and i32 %shr, 32767
ret i32 %and
}
attributes #0 = { noinline }
Výpis kódu B.4: Podoba specializované instrukce v LLVM IR
1viz. kapitola 4
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#include "codix_risc_auto_ise_defs.hcdl"
element ise_RAND_GEN
{
use REG as r0, r1;
assembler { "ise_RAND_GEN" r0"," r1 };
binary { OPC_ISE0:9 r0 r1 FILLING:13 };
semantics {
uint32 tseed;
uint32 tmul;
uint32 tadd;
uint32 tshr;
uint32 tand;
codasip_compiler_builtin();
tseed = rread(r0);
tmul = tseed * (uint32)1664525;
tadd = tmul + (uint32)1013904223;
tshr = tadd >> (uint32)16;
tand = tshr & (uint32)32767;
rwrite(r1, tand);
};
};
set i_auto_ise =
ise_RAND_GEN;
Výpis kódu B.5: Výsledná instrukce v jazyku CodAL
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