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Abstract  
In this paper, a comparative study was conducted on image fusion models based on moderate resolution images of 
MODIS and TM data. Non-supervised classification were used upon original image and two fusion images (PCA and 
HIS) respectively. Land change area and change rate were calculated and impact of color distortion from different 
data fusion models was presented. The result showed: (1) only one sensor data from MODIS or TM does not work 
well in extracting land use information because of the limitation of spatial resolution or spectral information.  (2) 
effects from HIS and PCA models were different. PCA image had abundance information but more distortion. 
Spectrum statistics showed that compared with original image mean value decreased by 13.6% and increased by 
8.3% for HIS and PCA, respectively.  (3) HIS model could provide more details and better spectral signatures 
compared with the original image. It proved to be an excellent tool for distinguishing the small differences on the 
image. 
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1. Introduction 
Image fusion is a popular method to integrate different sensors data for obtaining a more suitable 
image for a variety of applications, such as visual interpretation, image classification, etc. Phol [1] provide 
the following definition: "image fusion combines data from multiple sensors, and related information 
from associated databases, to achieve improved accuracy and more specific inferences than that could be 
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achieved by the use of single sensor alone". The fusion of two images can be done in order to obtain one 
single image with the qualities of both [2]. Thus, the merged image provides faster interpretation, and can 
help in extracting more features [3]. The resulting merged image is a product that synergistically integrates 
the information provided by various sensors or by the same sensor [4], which may be found useful for 
human visual perception, provides faster interpretation and can help in extracting more features[3]. Various 
image fusion models are available in published literature [5, 6].   
Fusion of images is to create a new set of images I from the source images of X, Y, Z: 
 ,...),,( ZYXfI    (1) 
where X, Y, Z are the original set of images or the characteristic features that may be retained in the fused 
image. These sets may originate from various modalities, e.g. remote sensing—PAN, LISS, AWiFS, 
medical X-rays, CT, MRI, PET, taken at different instants and with different times of integration and may 
have different spatial, spectral and radiometric resolutions [7, 8]. 
The most significant problem for image fusion is color distortion [9,10] (LU, 2010; Zhang, 2002). This 
problem could lead to poor accuracy in classifying an image, for example, a particular vegetation type 
may have a consistent spectral signature in the original, unfused image. So the impact of color distortion 
from different data fusion models on classification accuracy was an imperative question that cannot be 
ignored. In this paper, a comparative study was conducted on image fusion models based on moderate 
resolution images of MODIS and TM data. First land types of forest, paddy field, dry land, water and 
building was selected through field survey. Then supervised classification and non-supervised 
classification were used upon original image and 2 fusion images (PCA and HIS) respectively. Finally 
Land change area and change rate were calculated and impact of color distortion from different data 
fusion models on classification accuracy was presented. 
 
2. Data and METHODOLOGY  
2.1. data  
MODIS (Moderate Resolution Imaging Spectroradiometer) is one of the sensors onboard Terra and 
Aqua satellite, with a 36-channel visible to thermal-infrared sensor with an FOV of f55°, a scene width 
of 2230 km, and a temporal resolution of 1–2 days. Its nadir resolution is 250 m (Channels 1 and 2), 500 
m (Channels 3 to 7) and 1 km (other channels), respectively. 
It can be used in operational mapping of crop type, because it has 7 spectral  channels for primary use 
in land mapping application and also because of its large coverage, high frequency of revisit, small data 
volume, and low cost compared with higher spatial resolution multispectral satellite data. However, it also 
has several problems, i.e. mixed pixel problem and number of samples problem, which make it more 
complicated in crop identification and other types of land cover mapping. The accuracy of a classification 
process depends mainly on two factors: the sample size and the degree to which the selected sample 
represents the object of interest  [11]. If the selected sample is homogeneous, a small sample will suffice; if 
the selected sample exhibits some heterogeneity, a larger sample is needed to reflect this variability. The 
problems existing in the MODIS data usually lead to low classification accuracy. The image fusion model 
with Landsat TM is capable to deal with such issue. 
The data used to carry out this study were MODIS L1B(MOD02) datasets of 9st September, 2004 over 
the Zhengzhou Zone and surrounding areas in Henan Province, China, between latitudes 33°N and 35°N, 
and longitudes 112°E and 115°E, Spatial resolution was 250m in 1,2 bands and 500m in 3-7 bands. 
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Landsat 5 TM datasets as a higher spatial resolution data source were  30st August, 2004 with orbit 
number of 124-036. Table 1 shows the details of satellite data used in the study. 
 
Table 1.  Bands, Wavelength and Resolution of MODIS and TM 
Bands 
MODIS  TM 






































Pre-processing before image fusion mainly included geo-correction of MODIS bands 1 to 7, 
reprojection  to lat-long projection, resampling of band 1 and 2 (spatial resolution 250 m) and bands 3 to 7 
(spatial resolution 500 m) to 100 m using nearest neighbourhood technique, TM bands 1 to 7 were also  
resampled  to 100 m for the following fusion.  
2.2. methodology   
2.2.1 PCA 
PCA is a statistical model which transforms a vector of multivariate data (bands of low resolution 
multi-spectral satellite imagery) with correlated variables (bands) into one (component) with uncorrelated 
variables (weights of linear combination), where the new variables are obtained as linear combinations of 
the original variables (bands). During image fusion, it is performed on the image with all its spectral 
bands (bands of low resolution multi-spectral satellite imagery). Then, the calculated first principal 
component is replaced with the PAN image information, and the fused image is obtained by inverting 
back to the original color space [12, 13]. 
Let Z be the new variable which is a linear combination of the source images, X1, X2,… Xp. Thus :  
PP XmXmXmZ ...2211                                                              (2) 
where m1, m2,…mp are weights assigned to the original p images. For preserving possible 
maximum variability, the variance of Z should be as large as possible. This can be done for PCA by 
selecting the values of m's in such a way that 12  ¦ pm . Once the weights are calculated, the variable Z 
is called the first principal component or first PC. 
Finally, it becomes )(ZVar O , where Ȝ is the Langrangian multiplier. In other words, the 
variance of a principal component is actually an eigenvalue of the matrix C. Hence, to maximize Var (Z), 
the largest eigenvalue of C has to be selected and its associated eigenvector taken as the weights in vector 
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M. Similarly, the second principal component may be defined as a linear combination of the Xs having 
the second largest variance [14, 15]. 
In our research, fusion image of PCA (Fig 1a) hold both high-resolution and abundant spectrum 
information. Through 7,2,4 bands color combination the result showed more clear details and better 
contrast[16]. Different vegetation types and growing period in cropland, garden and forest could be 
distinguished clearly from color and texture differences. Tone between paddy and dry land showed sharp 
contrast and vegetation in building area was visible. Although water was recognized easily, that in paddy 
and wetland held small differences. 
2.2.2  HIS 
The main function of the HIS is to separate the spectral information in the hue (H) and saturation (S) 
components, and the spatial information in the intensity (I) component, starting from a RGB image [17, 18]. 
According to Pohl and Van Genderen [19], the process begins with the transformation of a RGB color 
composite into HIS. In this study, the transformation were done respectively for TM and MODIS with the 
same spectral bands (R: SWIR, G: NIR, B: Green). After that, Band I from MODIS is substituted by the 
same from TM, returning to the RGB space, thereby obtaining a hybrid image with the spectral 
characteristics of the color composite of  MODIS and the spatial qualities of  TM . 
Through 7,2,4 bands color combination the result (Fig 1b) showed outstanding brim and sharp contrast 
between city and countryside. In addition, texture was remarkably improved and multi-spectrum 
information on chroma and saturation was hold after inverse transform of histogram tension. 
 
 
Fig. 1. (a) Fusion image of PCA; (b) Fusion image of HIS 
 
3. Result and Evaluation   
Non-supervised classification and supervised classification were used on four fusion images and 
original image to classify land types of forest, paddy, dry land, water and building. For non-supervised 
classification the Iterative Self-Organizing Data Analysis Technique (ISODATA) was used in our study. 
ISODATA is an iterative unsupervised classification scheme. It has been developed with empirical 
knowledge gained through experimentation and requires relatively little in the way of human interaction. 
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While implementations of ISODATA vary there are often some nominal inputs that need to be specified 
by the users. 
Table 2 showed land change area and land change rate in undertaking the non-supervised classification 
after fusion. 
Table 2.  Land change area and land change rate in the non-supervised classification after fusion  
 
Land type Land area 
before fusion 
(km2) 













PCA HIS  
forest 5.23 38.43 43.79  
paddy 6.78 26.55 14.45  
dry land 3.89 14.91 10.03  
water 5.93 23.95 23.27  
building 1.28 52.34 53.91  
total 23.11 7.48 5.73 65.82 24.79  
 
 
4. Conclusions    
 
The result showed:  
(1) Only one sensor data from MODIS or TM does not work well in extracting land use information 
because of the limitation of spatial resolution or spectral information. Compared with the single TM or 
MODIS image, the fusion result can preserve the color information from multispectral image and the 
spatial details of TM. Residential texture, water, the relative position between roads, industrial and dry 
land, etc, was identified easily. Statistics showed that the accuracy had been improved by 6.3% than TM. 
 (2) Effects from HIS and PCA model were different. Water and road were very easy to distinguish on 
HIS image. Meanwhile vegetation and urban building were better on PCA image. PCA image had 
abundance information but more distortion. Spectrum statistics showed that compared with original image 
mean value decreased by 13.6% and increased by 8.3% for HIS and PCA, respectively.  
  (3) HIS model could provide more details and better spectral signatures compared with the original 
image. It proved to be an excellent tool for distinguishing the small differences on the image.  
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