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Abstract
The translational self-diffusion, the librations, and the reorientational mo-
tions of guest water molecules in the zeolite chabazite are examined by
Molecular Dynamics (MD) computer simulations at different temperatures
and loadings, including at room temperature, at which the experiments are
carried out. Satisfactory agreement is found between the computed and
measured translational self-diffusion coefficients. It is, however, further-
more found that the way in which the long-range electrostatic interactions
are computed has an effect on the self-diffusion at high loadings and tem-
peratures.
The spectral densities of the librational motions of water are found to
be similar to those in aqueous salt solutions. The reorientations of the wa-
ter molecules, on the other hand, are much slower than in the liquids, and
very anisotropic. The vector in direction of the molecular dipole moment
reorients only very slowly, at the time scale of the simulations, due to the
attraction to the almost immobile Ca++-ions and the walls of the zeolite.
The other two vectors seem to undergo jump-reorientations rather than re-
orientations by a diffusion process.
Hyper dynamics boost potential method has been applied to the MD sim-
ulations to estimate the self-diffusion coefficients of Ca++ ions in dehydrated
chabazite. Because of our system is very complicated, the self-diffusion of
Ca++ ions can only be roughly estimated. The Ca++ ions diffusion is small
enough to confirm that the cation motion can be neglected in the normal
MD simulation.
Keywords: self-diffusion, chabazite, water, libration, reorientation, boost
potential
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Chapter 1
Introduction
1.1 Zeolites
A “molecular sieve” is a material with selective adsorption properties, ca-
pable of separating the components of a mixture of chemicals on the basis
of differences in molecular sizes and shapes [6]. Such sieves include clays,
porous glasses, microporous charcoals, active carbons, zeolites, and many
more systems.
Zeolites, the systems of interest here, are microporous aluminosilicate
materials which have numerous properties that are appropriate for catalysis
and separation. The high porosity and the very regular system of pores
lead to beneficial characteristics of these materials, as for example shape
selectivity and catalytic properties.
1.1.1 What is a Zeolite?
In 1756 Cronstedt [7], a Swedish mineralogist, described zeolites for the
first time. Because the ones occurring naturally usually appear as ‘moist’
or ‘wet’ stones, he proposed the term zeolite (in translation from Greek “a
boiling stone”). Many zeolites [8–10] are found in nature. However, these
natural zeolites are seldom phase-pure and usually contain impurities of
other minerals.
Synthetic zeolites can be manufactured from basic chemicals. It is even
possible to manufacture zeolite structures which do not appear in nature.
They may hold advantages over their natural analogues.
Generally speaking zeolites are porous crystalline aluminosilicalites. The
three dimensional zeolite network consists of SiO4 and AlO
−
4 tetrahedral
units linked together by shared oxygen atoms [11]. Zeolites can be described
with the followings empirical formula [12]:
Mn+2/n · AlO−2 · x SiO2 · y H2O
1
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where M is the counterion, n the counterion valence, x the silicon/aluminum
ratio, and y the number of hydrate water.
Figure 1.1: Basic structure of zeolites.
In addition to Si4+ and Al3+ tetrahedra, other elements can also be
presented in the zeolitic framework. They need not to be isoelectronic with
Si4+ or Al3+, but must be able to occupy framework sites. Aluminosilicate
zeolites which display a net negative framework charge, can be electrically
neutral by the cation extraframework.
1.1.2 Classification of Zeolites
Zeolites are divided into different structure type groups, which differ in
their channel geometries [13]. The channels can be of elliptical, circular, or
tubular shape and contain periodic cavities, straight or zig-zag. The pore
structure is determined by the framework and the composition, in particular
the presence of cations [14] other than Al3+. Zeolites pore diameters are in
the range of 3 - 10 A˚. Zeolites were named by Framework Type Codes, which
are identifications by three capital letters used by the International Zeolite
Association (IZA).
The primary building unit of a molecular sieve is the individual tetra-
hedral unit. The topology of all known molecular sieve framework types
can be described in terms of a finite number of specific combinations of
tetrahedra called “secondary building units” (SBU’s) [15]. In the Figure 1.2
the T-atoms (Si4+ or Al3+) belonging to a TO4 tetrahedron are located at
each corner. The oxygens located near the mid-points of the lines joining
each pair of T-atoms [16] are not shown in the figure. A molecular sieve
framework is made up of one type of SBU only.
These secondary building units consist of 4, 6, and 8-member single rings,
4-4, 6-6, and 8-8-member double rings, and 4-1, 5-1, and 4-4-1 branched
rings. The tetrahedron units can be arranged in rings, chains, sheets, or
complex frameworks, taking into account various types and sizes of cavities
that in turn lead to the different physico-chemical properties. Zeolites are
also classified according to their pore sizes into small, medium, large, and
ultralarge pore systems. The corresponding number of tetrahedral (mem-
bered ring) are 6, 8, and 9 for small; 10 for medium; 12 for large; and 14, 18,
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Figure 1.2: Secondary building units (SBU’s) found in zeolite-like molecular
sieve structures.
and 20 for ultralarge structures. The characteristics of some typical zeolites
are listed in Tables 1.1 [17].
1.1.3 Physico-Chemical Characterization of Zeolites
Zeolites can have widely varying Si/Al ratios. Zeolites with low Si/Al ratios
have strongly polar anionic frameworks. Extra-framework cations are thus
absorbed to neutralize the charge. These exchangeable cations create strong
local electrostatic fields and interact with polar molecules such as water.
The cation-exchange behavior of zeolites has been studied and found to
depend on
(i) the nature of the cation species, the cation size (both anhydrous and
hydrated) and the cation charge,
(ii) the temperature,
(iii) the concentration of the cationic species in the solution,
(iv) the anion associated with the cation in solution,
(v) the solvent (most exchange has been carried out in aqueous solutions,
although some work has been done in organics), and
(vi) the structural characteristics of the particular zeolite.
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Zeolite Number of rings Pore size (A˚2) Pore/channel structure
8-membered oxygen ring
Erionite 8 3.6 × 5.1 Intersecting
10-membered oxygen ring
ZSM–5 10 5.1 × 5.6 Intersecting
ZSM–11 10 5.3 × 5.4 Intersecting
Dual pore system
Ferrierite 10, 8 4.2 × 5.4 One dimensional
3.5 × 4.8 10:8 intersecting
Mordenite 12 6.5 × 7.0 One dimensional
8 2.6 × 5.7 12:8 intersecting
12-membered oxygen ring
ZSM–12 12 5.5 × 5.9 One dimensional
Faujasite 12 7.4 Intersecting
7.4 × 6.5 12:12 intersecting
Mesoporous system
VPI–5 18 12.1 One dimensional
MCM41–S - 16 – 100 One dimension
Table 1.1: Characteristics of some typical porous materials.
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Cation exchange in a zeolite is accompanied by an alteration of the sta-
bility of lattice, its adsorption behavior and selectivity, the catalytic activity
and other properties. In some cases, the introduction of a larger or smaller
cation will decrease or enlarge the pore opening. The location of that cation
within the crystal will also contribute to the effective size of pore opening.
For example, the Na+-form of zeolite A has a smaller effective pore di-
mension than expected from its 8-membered ring framework opening. The
sodium ion occupies sites where it will partially block the ring window.
When the Na+-ion is exchanged for the larger K+-ion, the pore diameter is
further reduced so that only very small polar molecules will be adsorbed. If
the divalent Ca2+ cation is used to balance the framework charges, the ef-
fective pore opening widens, as only half the number of cations are needed.
These ions occupy sites within the voids of the zeolite and so do not re-
duce the effective pore diameter of the 8-membered ring. Highly and purely
siliceous molecular sieves have virtually neutral frameworks, exhibit a high
degree of hydrophobicity and no ion-exchange capacity.
The diffusion of water in chabazite has been studied both experimentally
by means of PFG NMR and by a simple microkinetic jump model [5]. The
MD simulations of this system have been also investigated by Jost et al. [18].
However, since the diffusion in these systems is rather slow on the time scale
of simulations, molecular dynamics simulations had to be run at tempera-
tures much above room temperature. This limited the direct comparisons
with the experiments, which are carried out at room temperature. These
provided the primary motivation for the present work to revisit the self-
diffusion problem of the water and then focus the remainder of this study
on the rotational (librational) auto-correlation function and the molecular
reorientations.
1.1.4 Applications
Before we proceed to study the specifics of our systems, some background
on industrial applications of such systems may be in order. Zeolites have
found widespread industrial applications as highly selective absorbents, ion
exchangers and, most importantly, catalysts of exceptionally high activity
and selectivity for a wide range of reactions [10]. Applications include the
drying of refrigerants, the removal of atmospheric pollutants such as sulphur
dioxide, the separation of air components, separation and recovery of normal
paraffin hydrocarbons, recovering radioactive ions from waste solutions, the
catalysis of hydrocarbon reactions, and the curing of plastics and rubber.
Zeolites exhibit appreciable Brønsted acidities with shape-selective features
not available in amorphous catalysts of similar composition.
The molecular sieves are such selective, high-capacity adsorbents because
of their high intracrystalline surface area and strong interactions with adsor-
bates. Molecules of different size generally have different diffusion properties
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in a given molecular sieve. The molecules are separated on the basis of size
and structure relative to the size and geometry of the apertures. Molecular
sieves adsorb molecules, in particular those with a permanent dipole mo-
ments, and exhibit other interactions not found in other sorbents. Different
polar molecules have different interactions with the sieve framework, and
may thus be separated. This is one of the major uses of zeolites. An exam-
ple is the separation of N2 and O2 in the air on zeolite A by exploiting the
different polarities of the two molecules [10].
The quantity of gas or liquid absorbed in a zeolite generally depends
on the pressure, the temperature, the nature of the adsorbate and the kind
of the molecular sieve. Variations in the chemical composition of the sieve
also affect adsorption. The adsorbed molecules can be removed by heating
and/or evacuation. In some cases, the structure of the zeolite changes when
the adsorbed water is removed.
The most important application of molecular sieves is, however, as cata-
lysts. Zeolites combine high acidity with shape selectivity, high surface area
and high thermal stability. They have been used to catalyze a variety of
hydrocarbon reactions, such as cracking, hydrocracking, alkylation, and iso-
merisation. The reactivity and selectivity of zeolites as catalysts are largely
determined by the active sites brought about by the charge imbalance be-
tween the silicon and aluminum atoms in the framework. Each framework
aluminum atom induces a potential active acid site. In addition, purely
siliceous and AlPO4 molecular sieves have Brønsted acid sites whose weak
acidity seems to be caused by the presence of terminal –OH bonds on the
external surface of the crystal.
Extra-framework cations play an important role in determining the ad-
sorption, separation, catalytic properties of zeolites. The positive charge of
the extra-framework cations produces electric fields within the zeolite pores,
which can strongly influence absorptive behavior and the electric fields.
The location of different extra-framework cations within the zeolite lattice
has been investigated by experiments and computer simulations. Since the
water molecules are always present in experimental zeolite structure, even
when the zeolite is dehydrated, the effects of water have been included in
these simulations in order to compare simulated data to the experimental
results. It has been found that a small number of water molecules can in-
fluence the preferred adsorption positions of the extra-framework cations.
Extra-framework cations are resisting to exchange their sites when they are
strongly hydrated. Furthermore, the motion of water molecules governs the
mobility of the cations.
High crystallinity and the regular channel structure are the principal
features of molecular sieve catalysts. The channels and cages in a molecular
sieve are similar in size to medium-sized molecules; different sizes of channels
and cages may promote or hinder the diffusion of different reactants, prod-
ucts or transition-state species. This is the so-called shape selectivity, which
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can be subdivided into reactant shape selectivity, product shape selectivity
or transition-state shape selectivity. Reactant shape selectivity results from
the limited diffusivity of some of the reactants, which cannot effectively en-
ter and diffuse inside the crystal. Product shape selectivity occurs when
slowly diffusing product molecules cannot rapidly escape from the crystal,
and undergo secondary reactions. Restricted transition-state shape selectiv-
ity is a kinetic effect coming from the local environment around the active
site: the rate constant for a certain reaction mechanism is reduced e.g. if
the necessary transition state is too bulky to form readily.
While the transport of guest molecules within zeolites has been exten-
sively examined during the last two decades [19,20], the investigation of the
effects at the external surface or in the region between gas phase and zeo-
lite is still at its beginning. Although, the resistances of zeolite membranes
against the flow of particles have recently been investigated in several sim-
ulations [21–30] and experimental papers [31–33], however, the more infor-
mations must be understood in detail. In our paper [34], the permeation of
guest molecules through the zeolite surface have been investigated by the
nonequilibrium molecular dynamics simulations, using our own developed
potential parameters for guest-surface interactions. We have investigated
the influence of the silanol groups (-OH) on the zeolite surface. It is found
that the silanol groups on the zeolite external surface play an important role
on the penetration of the guest molecules through the external surface of
zeolites.
1.2 Chabazite
Chabazite is one of several zeolites routinely employed in air-separation. It
can be used to remove Cs137 and Sr90 from radioactive eﬄuents. Chabazite
can adsorb water molecules under room temperature and normal pressure. It
will remove moisture more rapidly and more completely than silica gel or clay
desicants. The water molecules in the lattice influence the diffusion of other
molecular types. It is a reasonable starting point for theoretical studies as it
has a small unit cell with high symmetry, R3¯m, which reduces the number
of possible unique aluminum distributions [35–38]. The idealized chemical
formula of chabazite is Ca2Al4Si8O24. In naturally occurring chabazites,
some of the Ca2+ ions are often substituted, mainly by Na+ ions, which
results in Si/Al ratios of more than 2 to maintain the charge-balance. The
structure of the aluminosilicate framework of chabazite is built up of double
6-rings ([4662]-rings), and consequently one [4126286]-cavity per unit cell
is formed, as shown in Figure 1.3 and 1.4 [39]. Each cavity is connected
to six neighboring [4126286]-cavities by sharing 8-ring windows and filled
exchangeable cations such as Ca2+ and Na+. The experimental diffusion
data of this system are available. It is interesting to study the diffusion
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Figure 1.3: The structure of chabazite framework: (a) [46.62]+[412.62.86]
unit cell, (b) [46.62]-ring and (c) [412.62.86]-cavity.
behavior of water molecules and their structure with varying water loadings.
Figure 1.5 shows the channel structure of chabazite and the direction from
one cage to anothor.
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Figure 1.4: Chabazite lattice in tiling style: [46.62]-ring (blue) and
[412.62.86]-cavity (yellow).
Figure 1.5: Schematic view of the chabazite framework [5]
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1.3 Review of Simulation Works
The structure of water molecules and their interactions with the zeolite
framework and extraframework cations have been studied by many experi-
ments [40–43]. A clear picture of structure and mobility of water molecules
and cations is still needed. Molecular simulation techniques have the advan-
tage of understanding molecular structure of water and cations and their
interaction in zeolites. The behavior of water in chabazite, in particular the
ionic hydration of the extraframework Ca++ ions, has been investigated by
molecular dynamics simulations [18] using the BJH water model [44]. How-
ever, since the diffusion in these systems is rather slow on the time scale
of simulations, and the model expensive is in computer time, simulations
had to be run at temperatures much above room temperature. This limited
direct comparisons with experiments.
In [18] it was shown that, at low water contents, the average water-cation
interactions dominate over the interactions of other types and virtually all
water molecules are attached to calcium ions. In the fully hydrated system,
on the other hand, about one third of the molecules exist as a phase with
liquid-like density. However, these molecules form only about one hydro-
gen bond per molecule, which is significantly less than in bulk liquid water
(where, on the average, and depending on the way of counting, each molecule
accepts two H-bonds from neighboring ones and donates two other bonds to
other neighbors). This should entail consequences for the dynamics of the
individual molecules. It has been observed that the self-diffusion coefficient
first increases with water concentration, reaches a maximum, and then de-
creases. This can be explained by the number of free water molecules and
the available space inside the zeolite.
Faux [45] performed molecular dynamics simulations of hydrated sodium
zeolite A for a number of hydration levels for durations of 0.5 ns. The po-
sitions of the H2O molecules oscillate between preferred sites in both α-
and β-cages of the lattice. Only molecules in the large α-cages are capable
of diffusing. The calculated self-diffusion coefficient D reached a maximum
of (6.8±1.0)×10−10 m2s−1 at an hydration level of 75 % of the full hydra-
tion. The diffusion coefficient for a fully hydrated structure is lowered by
a blocking effect of the water molecule. Nevertheless, the computed values
exceeded the experimental ones [46] by a factor of about 3, a discrepancy
not unusual between simulations and experiments. The author concluded
that longer MD simulations are necessary to obtain more reliable values of
the self-diffusion coefficient.
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1.4 Scope of the Dissertation
This study mainly aims to evaluate the translational self-diffusion coeffi-
cients of water molecules and extraframework Ca++-ions in chabazite as a
function of loading and temperature. The rotational (librational) motions
of the water molecules and the molecular reorientations were also focused.
The translational self-diffusion coefficients Ds were determined from the
fit to computed mean-square displacements (MSDs). The self-diffusion co-
efficients were also estimated from the moments of the propagator, in order
to confirm the validity of the Ds values obtained from the fit to MSD.
The librational motion of water molecules was determined from the nor-
malized angular velocity autocorrelation function, which is the rotational
equivalent of the normalized velocity autocorrelation function. The spectral
densities of the librational motions have been obtained from the Fourier co-
sine transforms. The molecular reorientations have been investigated from
the first and second rank Legendre polynomials, and also from the correla-
tion functions corresponding to NMR powder averages.
For a more detailed interpretation, at the microscopic level, of the ob-
servables computed from the simulations, the water molecules were subdi-
vided into groups with common properties and computed, under certain
conditions. The translational self-diffusion, the librations and the reorien-
tational motions of water were determined separately for water molecules
hydrating the Ca++ ions and the remaining molecules. The cations are usu-
ally assumed to be fixed. In order to check the validity of this assumption,
additional simulations have been carried out.
Since the Ca++ ions diffuse extremely slow in dehydrated chabazite, the
self-diffusion coefficients of the cations cannot be estimated by the normal
molecular dynamics simulations. Therefore, a new and challenging boost
potential method was used to accelerate the MD simulations, in order to de-
termine the self-diffusion coefficients of Ca++ ions in dehydrated chabazite.
Chapter 2
Theory and Method
Computer simulations aim to understand the structural and dynamical prop-
erties of assemblies of molecules based on their microscopic interactions.
Simulations use ‘models’ for these interactions. Simulations are mainly used
in comparison with experiments, but can also be used to test the approx-
imations inherent to theoretical developments based on the same model.
We can perform our simulations e.g. at extreme temperatures or pressures,
which are difficult or impossible to achieve in a laboratory. They can also
look into details of molecular motion that are invisible for the experiment
and they can vary conditions more easily than in reality. In this study,
molecular dynamics simulations have been used to study water confined in
the zeolite chabazite, its self-diffusion, librations and reorientations at room
and high temperatures. This zeolite also contains mobile ions. However,
their mobilities are lower than that of the water. We have therefore used
boosted molecular dynamics simulations to study the self-diffusion of these
Ca++ ions.
2.1 Molecular Dynamics Simulations
According to ref [47], the molecular dynamics simulation (MD) technique
was developed by Alder and Wainwright [48] in 1957 in order to simulate the
behavior of an ensemble of hard spheres depending on the thermodynamics
conditions, in this case temperature and density. This was a field of current
investigation at that time among statistical mechanics specialists.
MD provides the methodology for a detailed microscopic modeling, i.e.
on a molecular scale, through the solution of the classical equation of motion
for classical particles representing the atoms and molecules of a chemical
system. In order to perform MD simulations of a system, a set of N classical
particles characterized by coordinates, velocities, and masses is chosen. The
particles usually interact through a potential which, in most investigations,
is taken to be the sum of suitable pair potentials, depending on the distances
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between particles. The forces acting on the particles are evaluated from the
derivatives of the potentials, and Newton’s law of motion is applied. As
the system progresses in time, it is nudged toward the desired equilibrium
conditions and then sampled for in its structural and dynamics properties.
The statistical averages of interest are calculated from the positions and the
velocities of the particles as time averages over the trajectories of the system
in its phase space.
The trajectory is obtained by solving the differential equations embodied
in Newton’s second law:
~fi = mi~ai (2.1)
where ~fi is the force acting on particle i, mi the mass, and ~ai the accelera-
tion of the particle. The acceleration is related to the velocity, ~vi, and the
position, ~ri, by
~ai =
~fi
mi
=
d~vi
dt
=
d2~ri
dt2
(2.2)
Since it is possible to calculate the forces acting on all particles from
the potential, which is assumed to be known, the positions as function of
time can be obtained by integrating Eq. (2.2). Unfortunately, an analytical
solution for the resulting system of equations is not possible in general since
the motion of one particle is affected by all other particles. However, it is
possible to assume that for a reasonably short period of time, the time step
∆t, any given particle will experience a constant force. In this case, the
position of a particle at time t + ∆t can be obtained from a Taylor series
expansion
~ri(t+ ∆t) = ~ri(t) + ~vi∆t+
~ai
2
(∆t)2 + ... (2.3)
This equation can also be written for −∆t instead of ∆t; the position at
time t + ∆t can thus also be calculated from the positions at time t and t -
∆t:
~ri(t+ ∆t) = ~ri(t) + ~vi∆t+
~ai
2
(∆t)2 + ...
~ri(t−∆t) = ~ri(t)− ~vi∆t+ ~ai
2
(∆t)2 + ... (2.4)
By adding both equation, we obtain
~ri(t+ ∆t) = 2~ri(t)− ~ri(t−∆t) + ~ai(∆t)2 (2.5)
This time integration algorithm is the so-called Verlet algorithm, de-
veloped by the French physicist Loup Verlet [49]. It is probably the most
widely used algorithm for integrating the equations of motion. A problem
with this version of the Verlet algorithm is that velocities are not directly
generated. Furthermore, the positions at time t - ∆t is needed even at the
beginning of the simulation. Therefore a different version is often preferred
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to start the simulation. Moreover, the velocities are required to compute the
kinetic energy K, whose evaluation is necessary e.g. to test the conservation
of the total energy E = K + V . This is one of the most important tests to
verify that an MD simulation is proceeding correctly. One could compute
the velocities from the position by using
~v(t) =
~r(t+ ∆t)− ~r(t−∆t)
2∆t
(2.6)
Another, often better implementation of the same basic algorithm is the
so-called velocity Verlet algorithm [50], which uses
~r(t+ ∆t) = ~r(t) + ~v(t)∆t+
~a(t)
2
(∆t)2 (2.7)
and
~v(t+ ∆t) = ~v(t) +
1
2
[~a(t) + ~a(t+ ∆t)]∆t (2.8)
and obtains positions, velocities and accelerations at the same time without
loss of numerical precision. This algorithm solves the first time step problem
in basic Verlet algorithm. Other methods of integrating the equations of
motions are the leap-frog algorithm [51], the Beeman algorithm [52] and
predictor-corrector based methods according to Gear [53] or others.
2.2 Molecular Simulation Techniques
2.2.1 Periodic Boundary Condition
In order to model a macroscopic system by a finite simulation system of N
particles, the concept of periodic boundary conditions is introduced. Peri-
odic boundary conditions are a method that makes it possible to represent
an extended system, e.g. a liquid or solid, using only a relatively small
number of particles. The cubic simulation box is mostly used. A cubic box
of particles is replicated in all directions to give a periodic array. In Fig-
ure 2.1, each two-dimensional box is surrounded by eight neighbor boxes.
The coordinates of the particles in the image boxes can be computed simply
by adding or subtracting integral multiples of the box sides to the particle
coordinates in the box. When a particle escapes from the box during the
simulation, it is replaced by the image particle entering from the opposite
side. Therefore, the number of particles within the central box is constant.
Other box shapes, such as the rhombic dodecahedron or the truncated oc-
tahedron, can also be used.
For molecular simulations of surface, the surface is modeled as a true
boundary. The opposite side of the box must still be treated: when a
molecule moves out of the top side of the box, it is reflected back, for exam-
ple, into the simulation box, as shown in Figure 2.2.
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Figure 2.1: Periodic boundary conditions in two dimension
Figure 2.2: Periodic boundary conditions in two dimension
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In principle, the so-called non-bonded interactions (i.e. the intermolec-
ular interactions, or intramolecular interactions between atoms or groups
of atoms sufficiently far away from each other in large molecules) are calcu-
lated between every pair of atoms, (or more generally sites, see below) in the
system. The way to deal efficiently with these non-bonded interactions is to
use a “non-bonded cutoff” and to apply the “minimum image convention”.
In the minimum image convention, the energy and force are calculated only
according to the shortest distance between a particle i and a particle j or
one of its images j′, as illustrated in Figure 2.1.
When a cutoff distance is employed, which one must do when periodic
boundary conditions are used, the interactions between all pairs of particles
(sites), or of molecules, depending on the implementation, that are further
apart than the “cutoff values” are set to zero. When periodic boundary
conditions are used together with the minimum image convention this cutoff
distance must be less than or equal to half the smallest box edge.
2.2.2 Lennard-Jones and Coulomb Pair Potential
The dispersive and exchange-repulsive interactions between atoms and
molecules can be represented using a simple empirical expression that can
be rapidly calculated. The most often used empirical potential function in
simulations is the Lennard-Jones (LJ) 12-6 function. It was proposed in
1931 by John Lennard-Jones of Bristol University. The LJ potential is of
the form
ULJ(r) = 4
[(σ
r
)12 − (σ
r
)6]
(2.9)
The Lennard-Jones potential is a function of the interatomic separation (r)
and only two adjustable parameters are required: the “collision diameter”
σ (the separation for which the energy is zero) and the “energy constant” 
(or well depth). These parameters are shown in Figure 2.3. The Lennard-
Jones equation can also be expressed in terms of the separation at which
the energy passes through a minimum, rm = 2
1
6σ. It can also be written as
follows:
ULJ(r) = 
[(rm
r
)12 − 2(rm
r
)6]
(2.10)
or
ULJ(r) =
A
r12
− B
r6
(2.11)
where the coefficient A is equal to  r12m (or 4σ
12) and the coefficient B is
equal to 2 r6m (or 4σ
6).
The term (1/r)12 describes the repulsion between two atoms at short
distances while the (1/r)6 term describes the longer ranged attraction. The
form of the repulsion term has no strong theoretical justification. The LJ
formula is convenient due to the ease and efficiency of computing r12 as the
CHAPTER 2. THEORY AND METHOD 17
−10
−5
 0
 5
 10
 0  2  4  6  8  10
P o
t e
n t
i a
l  e
n e
r g
y
Distance / Å
Repulsion
Attraction
LJ
Figure 2.3: The Lennard-Jones potential
Figure 2.4: The Lennard-Jones potential is constructed from a repulsive and
an attractive component
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square of r6. The attractive long-range potential is derived from dispersion
interactions. These two components are shown in Figure 2.4.
In many cases, however, e.g. when polar molecules are involved, and all
the more for charged species (ions), the electrostatic, or Coulomb, potential
is the dominant part. Many models specify ‘partial charges’, i.e. fractions
(positive of negative) of the elementary charge e at various sites on the
molecular frame to reproduce the electrostatic properties of the molecule.
If the charges are restricted to the nuclear centers they are often referred to
as atomic net charges. The electrostatic interaction between two molecules
(or different parts of the same molecule) is then calculated as a sum of
interactions between pairs of point charges using Coulomb’s law:
UCoulomb(r) =
qiqj
4pi0rij
(2.12)
where rij is the distance between two partial charges qi and qj , and 0 the
electric constant.
2.2.3 Shifted Potential
The potential energy surfaces, and thus the force, are discontinuous at the
cutoff radius, which causes a small step in the energy as atoms move in and
out of the cutoff. This creates problems, especially in Molecular Dynamics
simulations where energy conservation is required. To solve this problem,
one of the approaches is to use a shifted potential, in which a constant term
is subtracted from the original potential:
U´(r) =
{
U(r)− U(rc) , r ≤ rc
0 , r > rc
(2.13)
where rc is the cutoff distance and U(r) the original potential energy func-
tion. As the additional term is constant, it disappears when the potential
is differentiated and does not affect the force calculation in Molecular Dy-
namics.
The shifted potential procedure does improve energy conservation, but
it still can give rise to instabilities in a simulation. This is because the force
remains discontinuous at rc. In order to avoid this problem, a linear term
can be added to the potential, making the derivative zero at the cutoff:
U´(r) =
{
U(r)− U(rc)−
(
dU(r)
dr
)
r=rc
(r − rc), r ≤ rc
0 , r > rc
(2.14)
The shifted force potential method will be used for all potential terms in our
simulations except for the electrostatic interaction, in which it is a rough
but, sometimes possible approximation, as shown in the next chapter.
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2.2.4 The Ewald Summation Method
The electrostatic interactions, i.e. the charge-charge interactions, which de-
cay as ∝ r−1, are long ranged, which is problematic in molecular simulations.
They can not be treated with the shifted force procedure, although this is
often done, e.g. in large simulations of biological systems [54]. Specific pro-
cedures, akin to the methods used to compute Madelung constants [55] in
lattices, must thus be used. The Ewald summation is one of them, it is only
briefly sketched here, details are described e.g. in [56,57].
The Ewald sum is the most rigorous technique for calculating electro-
static interaction in a periodic (or pseudo-periodic) system, but it is com-
putationally quite expensive. It was first devised by Paul Peter Ewald [58]
to study the energetics of ionic crystals. In this method, a particle interacts
with all the other particles in the simulation box and with all their images
in the infinite array of periodic cells. The position of each image box (as-
sumed here for simplicity’s sake to be a cube of side length L containing
N charge) can be related to the central box by specifying a vector, each of
whose components is an integral multiple of the length of the box, (iL, jL,
kL); i, j, k = 0, ±1, ±2, ±3, etc.
We follow here the presentation given in [57]. The charge-charge con-
tribution to the potential energy, see Eq. (2.12), due to all pairs of charges
in the central simulation box can be written in the international SI system
as
U =
1
2
N∑
i=1
N∑
j=1
qiqj
4pi0rij
(2.15)
where rij is the distance between the charges i and j. There are six boxes
at a distance L from the central box with coordinates (~rbox) given by (0,
0, ±L), (0, ±L, 0), and (±L, 0, 0). The contribution of the charge-charge
interaction between the charges in the central box and all images of all
particles in these six surrounding boxes is given in this case by
U =
1
2
6∑
box=1
N∑
i=1
N∑
j=1
qiqj
4pi0 |~rij + ~rbox| (2.16)
In general, for a box which is positioned at a cubic lattice point ~n (= (nxL,
nyL, nzL) with nx, ny, nz being integers (0, ±1, ±2, ±3, ...), one has:
U =
1
2
∑
n
N∑
i=1
N∑
j=1
qiqj
4pi0 |~rij + ~n| (2.17)
This expression is often written in such a way to incorporate the inter-
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action between pairs of charges in the central box (for which |~n| = 0)
U =
1
2
∞∑
|n|=0
′
N∑
i=1
N∑
j=1
qiqj
4pi0 |~rij + ~n| (2.18)
The prime on the first summation indicates that the series does not
include the interaction i = j for ~n = 0.
The total energy thus comprise contributions from the interaction in-
side the central box and interactions between the central box and all image
boxes. The problem is that the summation in Eq. (2.18) converges extremely
slowly, in fact it is conditionally convergent. A conditionally convergent se-
ries contains a mixture of positive and negative terms such that the positive
terms alone form a divergent series (i.e. a series which does not have a finite
sum) as do the negative terms when taken alone. The sum of a conditionally
convergent series depends on the order in which its terms are considered. An
additional problem with the Coulomb interaction is that it can vary rapidly
at small distances.
The trick when calculating the Ewald summation is to split the summa-
tion into two series, each of which can be computed much faster. It can be
written as
1
r
=
f(r)
r
+
1− f(r)
r
(2.19)
The aim is thus to choose an appropriate function f(r) which will deal with
the rapid variation of 1/r at small r and the slow decay at large r. This is
done by considering each charge to be surrounded by a neutralizing charge
distribution of equal magnitude but of opposite sign. A Gaussian charge
distribution of the following functional form is commonly used:
ρi(~r) =
qiα
3
pi3/2
exp(−α2r2) (2.20)
The sum over point charges is now converted to a sum of the interac-
tions between the charges plus the neutralizing distributions. This dual
summation (the real space summation) is given by:
U =
1
2
N∑
i=1
N∑
j=1
∑
|~n|=0
′ qiqj
4pi0
erfc(α|~rij + ~n|)
|~rij + ~n| (2.21)
erfc is the complementary error function:
erfc(x) =
2√
pi
∫ ∞
x
exp(−t2)dt (2.22)
The Ewald method thus uses erfc(r) as the function f(r) in Eq. (2.19).
The crucial point is that this new summation involving the error function
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converges very rapidly. Beyond some cutoff distance (which is not the same
as the one discussed above) its value can be considered negligible. The rate
of convergence depends upon the width of the canceling Gaussian distribu-
tions (the parameter α in Eqs. (2.20) and (2.21)). The wider the Gaussian,
the faster the series converges. Specifically, α should be chosen so that the
only terms in the series (Eq. (2.21)) are those for which |~n| = 0 (i.e. only
interactions involving charges in the central box). If a cutoff is used, see
above, α is chosen so that only interactions with other charges within the
cutoff are included. A second charge distribution is now added to the system
which exactly counteracts the first neutralizing distribution. The contribu-
tion from this second charge distribution is written in Fourier series:
U =
1
2L3
∑
k 6=0
4pi
k2
exp(− k
2
4α2
)
N∑
i=1
N∑
j=1
qiqj
4pi0
cos(~k · ~rij) (2.23)
This summation is performed in reciprocal space, the details of which
need not concern us here. The ~k are reciprocal vectors and are given e.g.
by ~kx = 2pin/L · ~ex, where ~ex is a unit vector in x-direction and n an in-
teger. This reciprocal sum also converges much faster than the original
point-charge sum. However, the parameter α determines the relative rate
of convergence between the real-space and reciprocal-space; the former con-
verges more rapidly for large α, whereas the latter converges more rapidly
for small α. A value for α of 5/L and 100 - 200 reciprocal ~k have been
suggested as providing acceptable results. This reciprocal space summation
corresponds to the second term ([1 - f(r)]/ r) in Eq. (2.19); the requirement
for this term is that it is a slowly varying function for all r. As such, its
Fourier transform (which is what this summation is) can be approximated
by a small number of reciprocal vectors. The sum of Gaussian functions
in real space includes the interaction of each Gaussian with itself. A third
self-term must therefore be subtracted:
U = − α√
pi
N∑
k=1
q2k
4pi0
(2.24)
A fourth correction term may also be required, i.e. for the system which
contains dipolar molecules. The interaction energies are summed spherically.
Then, the electrostatic energy of a dipolar system becomes
Ucorrection =
2pi
3L3
∣∣∣∣∣
N∑
i=1
qi
4pi0
~ri
∣∣∣∣∣
2
(2.25)
The final expression is thus:
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U =
1
2
N∑
i=1
N∑
j=1

∞∑
|n|=0
′ qiqj
4pi0
erfc(α|~rij + ~n|)
|~rij + ~n|
+
1
L3
∑
k 6=0
4pi
k2
exp(− k
2
4α2
)
qiqj
4pi0
cos(~k · ~rij)
− α√
pi
N∑
k=1
q2k
4pi0
+
2pi
3L3
∣∣∣∣∣
N∑
k=1
qk
4pi0
~rk
∣∣∣∣∣
2
(2.26)
2.2.5 Analysis of Molecular Dynamics Trajectories
General considerations
The evolution of a system in time during a molecular dynamics calculation
is called the trajectory. In practice the trajectory is materialized by the
saved coordinates and velocities of all atoms in the simulated system at
regular time intervals. This creates a massive amount of data, which is not
easily understood. Trajectories can be visualized using molecular graphics
programs and a first visual impression of the behavior of the system can be
obtained in this way. However, it is desirable to perform an analysis of the
trajectory and to compute rigorously the thermodynamic averages of the
desired quantities.
The trajectory is a sequence of system states compatible with exter-
nal constraints, e.g. the mostly used ones in MD-simulations: a constant
number of particles N , a constant volume V , and a constant total energy
E (NV E-MD), or other ones. The trajectory in NV E-MD can thus be
considered to be a sample of the microcanonical ensemble of thermodynam-
ics (with the additional constraint of constant total momentum ~p). Other
types of MD, like the NV T type used in this work, generate samples of other
thermodynamic ensembles.
This sample can be analyzed with tools from statistical mechanics. More
particularly, the thermodynamic average, denoted 〈...〉, of a quantity A that
can be computed for each configuration i from the coordinates and/or ve-
locities of the trajectory, we shall call it Ai = A(~ri, ~vi) = A(ti), is given
by
〈 A 〉 = 1
M
M∑
i=1
Ai (2.27)
In equilibrium the ensemble average is equal to the time average. We note
that in Eq. (2.27) no usage is made of the time evolution of the system.
Such averages are often called ‘static’ or ‘structural’, they can be obtained
from MD and MC simulations.
MD-generated samples, however, do contain the time evolution. The
most general Ansatz to filter out this information form the sample in a
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statistically relevant fashion is the ‘time correlation function’. We use here
the definition, building on Eq. (2.27):
CAB(t) = 〈 A(τ)⊗ B(t+ τ) 〉τ (2.28)
where 〈...〉τ means that the sum in Eq. (2.27) is extended only over these con-
figurations. ⊗ is some operator connecting A and B, often a scalar product
if they are vector quantities. If A = B, cAA(t) is called an autocorrelation
function.
Both Eqs. (2.27) and (2.28) can be generalized by e.g. carrying out the
averages over certain groups, or classes, of equivalent particles only. These
groups or classes can also vary with time, which raises new problems, which
will be addressed below.
More about Correlation Functions
According to [47], it is often of interest to study whether certain properties of
the system are correlated with each other. One way to analyze a molecular
dynamics trajectory in search for correlations is the use of correlation func-
tions. A correlation function is any function of the form given in Eq. (2.28).
We use here a simplified notation using x and y for the observables:
Cxy(t) = Cxy = 〈 xy 〉 (2.29)
Such a correlation function C is often normalized (we then call it c) by
dividing by the root-mean-square values of x and y
cxy =
1
M
∑M
i xiyi√
( 1M
∑M
i x
2
i )(
1
M
∑M
i y
2
i )
=
〈 xy 〉
〈 x2 〉〈 y2 〉 (2.30)
If 〈 x 〉 and 〈 y 〉 are not equal to zero, one uses:
cxy =
1
M
∑M
i (xi − 〈x〉)(yi − 〈y〉)√
( 1M
∑M
i (xi − 〈x〉)2)( 1M
∑M
i (yi − 〈y〉)2)
(2.31)
A value of c = 0 then indicates no correlation and an absolute value of 1
indicates a high degree of correlation (either position or negative).
If the properties x and y are the same, i.e. if c is an autocorrelation
function, c indicates to what extent a system retains a “memory” of its
previous state. We note here that autocorrelation functions need not be
exponential functions. This Ansatz is often made in analytical theories. In
contrast, MD allows to determine the exact shape of c (or C), which may,
and often does, show oscillations. Even though, it is often convenient to
define the time it takes for a system to lose correlation as “the correlation
time” or “the relaxation time”. How to determine such a time form non-
exponential remains to be defined for any particular case. In any case the
length of the molecular dynamics simulations needs to be significantly larger
than the correlation time.
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The Radial Distribution Function
The Radial Distribution Function, also known as RDF or the pair distri-
bution function, g(r), is one of the most frequently computed structural
averages as given in Eq. (2.27). It gives the probability of finding a particle
at distance of r away from a given reference particle. RDF can be measured
experimentally using X-ray or neutron diffraction.
To determine an RDF from a trajectory, choose a particle of type α in
the system and set a small fixed distance (∆r), see Figure 2.5. At regular
intervals, the distances between all particle pairs αβ are calculated. The
number of center of masses within a distance between r and r+∆r from the
central particle are counted and stored. The average number of particles in
each shell is calculated, then it is normalized by dividing by the number of
particles of type α, by the volume of each shell and the average density of
particles in the system. The RDF can be written as:
gαβ(r) =
nαβ(r)
ρβ 4pi r2∆r
(2.32)
where gαβ(r) is the αβ-RDF, nαβ(r) the mean number of particles of type
β in a shell of width ∆r at distance r around a particle of type α, and ρβ
the mean density of β particles. The RDF is generally plotted as a function
of the interatomic separation r.
Figure 2.5: Schematic of the RDF
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Translational Self-diffusion Coefficients
The translational self-diffusion coefficients can be determined in several
ways. We used here the mean-square displacements (msd)〈(
ρi(t− t0)− ρi(t0)
)2〉
i,t0
,
where ρi is either the positions of the center of mass, ~ri, of a molecule i or
the x, y-components or z-component of this vector in the lab-system given
in Figure 1.5. The average 〈 〉i,t0 is carried out over all time origins t0 and
equivalent molecules i, see below. A linear function (Einstein’s relation)〈(
ρi(t− t0)− ρi(t0)
)2〉
i,t0
= α ·Dis · t+ β (2.33)
is then fitted to the computed mean square displacements; α = 2 D is equal
to 2, 4, or 6 depending on the dimensionality of the motion. Dis, the self-
diffusion coefficient, and β are the fitting parameters.
Alternative way to obtained the self-diffusion coefficients is from the mo-
ments of the propagator [59–61] if the diffusion equation is valid. This is in
general true for times longer then a so called correlation time which depends
upon the system under consideration. In the case of isotropic diffusion, Dx
= Dy = Dz = D, the propagator P (~r, t) represents the probability density
to find a particle at the postition r at time t can be defined as
P (~r, t) = Px(~r, t)Py(~r, t)Pz(~r, t)
= (4piDt)−3/2 exp
{−(r)2
4Dt
}
(2.34)
The nth moment of the propagator is defined by the relation
〈|~r − ~r0|n〉 =
∫
|~r − ~r0|n P (~r, t)d~r (2.35)
The first 4 moments of the displacement [61] yield in this case:
〈|~r − ~r0|〉 = 4
√
Dt
pi
(2.36)〈
(~r − ~r0)2
〉
= 6Dt (2.37)〈∣∣(~r − ~r0)3∣∣〉 = 32(Dt)3/2√
pi
(2.38)〈
(~r − ~r0)4
〉
= 60(Dt)2 (2.39)
Consequently, the value of D can be obtained from each one of these mo-
ments. The first moment yields
D =
pi
16
d
dt
〈|~r − ~r0|〉2 (2.40)
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and the second moment yields
D =
1
6
d
dt
〈|~r − ~r0|〉2 (2.41)
which is essentially the MSD mentioned above, and so on.
In the case of anisotropy, the three components of the probability distri-
bution (propagator) are assumed to be uncorrelated and hence,
P (~r, t) = Px(x, t)Py(y, t)Pz(z, t)
= (4pit)
−3/2√
DxDyDz
exp
{
− x24Dxt −
y2
4Dyt
− z24Dzt
}
(2.42)
As r2 = x2 + y2 + z2 is a sum of three contributions with each summand
only depending on one variable, it is easy to show that
∞∫
−∞
∞∫
−∞
∞∫
−∞
P (~r, t)r2 dxdydz = 2Dxt+ 2Dyt+ 2Dzt (2.43)
Analogously, in the symmetrical case, a general D can be obtained by
∞∫
−∞
∞∫
−∞
∞∫
−∞
P (~r, t)r2 dxdydz = 6Dt (2.44)
Regarding to equation 2.43, this D is connected with Dx, Dy, and Dz by
D =
Dx +Dy +Dz
3
(2.45)
For the nondiagonal elements of the diffusion tensors which do not consist
of a sum of contributions, it depends on only one coordinate. For a given
direction, e.g. x-direction [62] yields
Dx =
d
dt
pi 〈|x− x0|〉2
4
(2.46)
Dx =
d
dt
〈
(x− x0)2
〉
2
(2.47)
Dx =
d
dt
(
pi
〈∣∣(x− x0)3∣∣2〉)1/3
4
(2.48)
Dx =
d
dt
√
〈(x− x0)4〉
12
(2.49)
The D values estimated from the moments must agree with each other in the
case of normal diffusion for the observation time t. In the other word, the
diffusion equation can be applied for times at which the D values obtained
from all moments agree which each other, giving a unique D value.
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Librational Motions and Reorientations
The normalized angular velocity autocorrelation function, which is the ro-
tational equivalent of the normalized velocity autocorrelation function, can
be written as
cΩΩ(t) =
〈
~Ωi(t− t0) · ~Ωi(t0)
〉
i,t0〈
~Ωi(t0) · ~Ωi(t0)
〉
i,t0
(2.50)
where ~Ωi is the total angular velocity or the angular velocity around a par-
ticular axis of rotation, e.g. one of the principal axes of inertia, of a molecule
i.
Since the integrations in the present simulations are carried out in Carte-
sian coordinates, the ~Ω are not immediately available. We have thus used
the procedure previously used for flexible molecules [63], (where, since the
motions are not of ‘small amplitude’, the separation of ‘rotations’ and ‘vi-
brations’ is not straightforward). It is based on projections of the instanta-
neous particle velocities (here only of the hydrogens) onto the instantaneous
molecular frame of the molecule, for details see [63]. The spectral densities
of the librational motions, which are the quantities of interest here, C(ω)
have been obtained from the Fourier cosine transforms of these approximate
functions c˜ΩΩ:
CΩΩ(ω) ∝
∫
cΩΩ(t) · cos(ω t)dt (2.51)
The following correlation functions have been computed to investigate
the molecular reorientations:
P1(t) = 〈cos(∆θi(t− t0))〉i,t0
P2(t) =
〈
1
2 · (3 · cos2(∆θi(t− t0))− 1)
〉
i,t0
C1(t) = 〈2 · cos(Θi(t+ t0)) · cos(Θi(t0))〉i,t0
C2(t) =
〈
8
11 · (3 · cos2(Θi(t+ t0))− 1) · (3 · cos2(Θi(t0))− 1)
〉
i,t0
(2.52)
P1 and P2 are the first and second Legendre polynomials of the angle ∆θi(t−
t0) covered by a particular vector of molecule i during the time t − t0. C1
and C2 are, see [64], the correlation functions representing NMR powder
averages. Θi is the angle between an arbitrary direction and the reorienting
vector of molecule i. We study here these functions for three molecule-
fixed vectors of the water molecules (Figure 2.6), the vector normal to the
molecular plane, the H-H vector, and the dipole vector.
The correlation functions for the reorientations were, like the ones for the
librations, determined separately for water molecules hydrating the Ca++-
ions (called hydration water, HW) and the remaining molecules (called bulk
water, BW). The molecules are sorted into these two classes at correlation
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Figure 2.6: Water molecule and its three principal axes
origin t0 and the averages 〈 〉i are carried out separately. Molecules were
classified as hydration water if the ion-oxygen distance is less than 3.75 A˚
the first minimum of the Ca2+-O radial distribution function.
2.3 Transition State Theory
MD simulations can be used to study the time evolution of the system on a
time scale of nanoseconds or less, depending on the computer resources. For
many systems, not only the dynamics is very slow, but the time development
also proceeds by jump like rare events that happen very seldom but quite
quickly and in a small region of the configuration space while during other
periods of time there are only fluctuations that do not much contribute to
the long time dynamics. The transition rate of passing this region can be es-
timated by the transition state theory (TST). In our case, the determination
of cation diffusion in dehydrated chabazite is not possible on a time scale of
nanoseconds. Therefore, the TST is used to estimate the cation diffusion.
2.3.1 Transition States
The general idea behind transition state theory (TST) is, according to [65,
66], which we follow here, to identify a bottleneck region in phase space
which must be passed by the particles. This bottleneck is a surface in phase
space (position and momentum) separating two states of the system (states
A and B, say). Generally, transition states are assumed to be only functions
of positions. Under this assumption, a transition state is a 3N–1 dimensional
surface which must be crossed from state A to B. For a given system, it may
have a different number of possible transition states, which will in general
lead to different transition state theory rate constants, kTST . The true rate
constant k is smaller than that from TST because some particles that reach
the dividing surface go back. The diffusion is limited by this state with
highest free energy. Thus, crossing this one is the most rare event.
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k ≤ kTST (2.53)
so that the transition states can be searched in some optimizing procedure
to minimize kTST and thus get as close as possible to the true rate k. Prac-
tically, this optimization process involves finding the transition state which
has the highest free energy as possible, so that it represents as severe a bot-
tleneck as possible, while maintaining the separation between states A and
B.
2.3.2 Transition State Theory Rate Constant
The transition state theory rate constant is strictly an equilibrium quantity
with the following interpretation, see e.g. [66]. Once a transition state bottle-
neck is defined, separating the states A and B, the (equilibrium) probability
of finding the system at the transition state due to thermal fluctuations can
be calculated. It can be written as
PTS =
〈
δ(r − r†)
〉
A
(2.54)
where 〈...〉A indicates an ensemble average over the state A, and δ(r − r†)
specifies that the system must be at the transition state r† to contribute to
the average. This probability can also be written as the ratio of partition
functions q:
PTS =
q†
qA
(2.55)
It is important to remember that the transition state has one dimensional
less than the reactant region. The probability PTS is thus not really a
probability, but rather a quantity with units of 1/Length. From Eq. (2.54),
PTS can be rewritten as a ratio of configuration integrals
PTS =
〈
δ(r − r†)
〉
A
=
∫
r exp {−U(~r)/kBT} δ(r − r†)dr∫
r exp {−U(~r)/kBT}dr
(2.56)
where U(~r) is the potential energy and kB the Boltzmann’s constant.
We realize that the integral over a delta function∫
x
δ(x− x†)dx = 1 (2.57)
is unitless. However, the PTS can be considered to find the system in the
transition state.
The overall TST rate constant can be written as the product of the
probability to find the system in the transition state times the rate at which
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the system moves across the transition state (recrossing correction) once it
has gotten there
kTST =
1
2
〈
|v|δ(r − r†)
〉
A
(2.58)
where v is the velocity of the system at the transition state, and the factor of
1/2 takes into account that the system is moving from reactants to products
(with a positive velocity) only 1/2 of the time. For a system where all atoms
have the same mass, the average momentum is the same everywhere
〈|p|〉 =
∫
p |p| exp
{−p2/2mkBT} dp∫
p exp {−p2/2mkBT}dp
=
mkBT√
2pimkBT
=
√
2mkBT
pi
(2.59)
It is an assumption that the average velocity in the transition state is the
same as at all other places. Usually, it is a good approximation.
〈|v|〉 =
√
2kBT
pim
(2.60)
and the overall TST rate constant is
kTST =
1
2
〈|v|〉
〈
δ(r − r†)
〉
A
(2.61)
0.5〈|v|〉 is the average speed perpendicular to the dividing surface in the
direction from state A to transition state. In most case, it is very rare to
find the system at the dividing surface, and difficult to evaluate.
The hyper dynamics method proposed by Voter [67, 68], has been used
to accelerate the MD simulations by adding a boost potential to the true
potential, in order to increase the escape rate from the potential basins.
This method will be discussed in the next section.
2.3.3 Hyper Dynamics – Boost Potential
For the investigation of the cation mobility at low water content a special
simulation method was required because the move of a cation from its ad-
sorption site is a rare event. In our group, we are interested in the study of
rare events in real systems. We tried several methods including transition
path sampling [56,69] and our self developed HTCE method [70]. The hyper
dynamics boost potential is another method which we also wanted to test.
The hyper dynamics boost potential method has been proposed by Voter
[67, 68] to reduce the computational time of MD simulations of rare events
for the simple systems. Steiner et al. [71] proposed a simple construction to
improve the accuracy of the boost potential method, which was later used by
Rahman and Tully [72]. Hamelberg et al. have applied the boost potential
method to MD simulations of a more complicate system, i.e. biomolecules.
The principle of this method is described as the following.
CHAPTER 2. THEORY AND METHOD 31
The TST rate constant for a single particle in the canonical ensemble
can be written as
kTST =
√
kBT
2pim
∫
Ω exp {−βU(~s)} dΩ∫
V exp {−βU(~r)}3 d~r
(2.62)
where β = 1/kBT
The main problem is that the particle will spend most of the time in
potential minimum of state A and leaving this minimum is a rare event.
We consider instead of the real system a model system with potential
U∗(~r) that has higher values in those regions of state A, where U(~r) has
very low values, but agrees with U(~r) at higher values. With the definition
U∗(~r) = U(~r) + ∆U(~r) hence U(~r) = U∗(~r)−∆U(~r) (2.63)
it is
kTST =
√
kBT
2pim
∫
Ω exp {−βU∗(~s)} dΩ∫
V exp {−β[U∗(~r)−∆U(~r)]}3 d~r
where it has been used that in the transition state both potentials agree.
kTST =
√
kBT
2pim
∫
Ω exp {−βU∗(~s)} dΩ∫
V exp {−βU∗(~r)} exp {+β∆U(~r)}3 d~r
×
∫
V exp {−βU∗(~r)}3 d~r∫
V exp {−βU∗(~r)}3 d~r
The rate constant in the potential U∗(~r) is, analogously to equation (2.62),
given by
k∗TST =
√
kBT
2pim
∫
Ω exp {−βU∗(~s)} dΩ∫
V exp {−βU∗(~r)}3 d~r
(2.64)
Hence,
kTST = k
∗
TST
∫
V exp {−βU∗(~r)}3 d~r∫
V exp {−βU∗(~r)} exp {+β∆U(~r)}3 d~r
=
k∗TST
〈exp {+β∆U(~r)}〉∗
(2.65)
〈exp {+β∆U(~r)}〉∗ means the expectation value of the observable
exp {+β∆U(~r)} in an MD run with the potential U∗(~r).
Several possibilities have been proposed for the choice of boost potentials.
We use the choice proposed by Hamelberg et al. [73], which has several
advantages. In [71] a constant value is e.g. proposed for the boosted regions.
This means discontinuities in the derivatives at the limits of the boosted
region that must be smoothened by additional functions.
According to [73], the potential U(~r) below a certain threshold the
boosted potential E is given by
∆U(~r) =

(E − U(~r))2
α+ (E − U(~r)) for U(~r) < E
0 for U(~r) ≥ E
(2.66)
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E and α are adjustable parameters. For α = 0 this choice would agree with
that of [71]. For α > 0 no discontinuity in the derivative appears. Figure 2.7
shows the basic idea of the boost potential method.
Figure 2.7: Schematic representation of the normal potential and boosted
potential.
For our simulations, the system is first simulated under normal condi-
tions (i.e. without boost potential) at the required state and the mean value
for the system configuration energy is determined. This average value is re-
ferred to here as Umin and is used to represent the minimum configuration
energy. Then a value of E is chosen that is able to provide a suitable boost
factor. α is then defined to be
α = E − Umin (2.67)
This gives a system boost potential which is everywhere differentiable (i.e.
leads to continuous forces) and usefully retains some similarity of shape
with the original potential energy surface. Any value of E > Umin found to
be useful for configurational sampling can be chosen. However, for hyper
dynamics satisfying the Voter condition, E must not exceed the system
configuration energy at any saddle point representing an escape route from
the potential basin.
The boost potential increases the escape rate of the system from the
potential basins with a time scale of ∆tbi :
∆tbi = ∆t exp {β∆U [~r(ti)]} (2.68)
where the total boosted time is estimated as
tb =
nstep∑
i
∆tbi = ∆t
nstep∑
i
exp {β∆U [~r(ti)]} (2.69)
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tb = t 〈exp {β∆U(~r)}〉 (2.70)
‘nstep’ is here the total number of MD steps carried out during the entire
simulation, and 〈exp {β∆U(~r)}〉 is termed the “average boost factor”.
Using the definition of the boost potential, it is easy to show that the
atomic forces in the boosted system are given by:
~fbi =
~fi
(
α
α+ E − U(~r)
)2
, E > U(~r) (2.71)
When E ≤ U(~r) the atomic forces are the same as in the non-boosted
system.
The constant α in Eq. (2.67) plays an important role. If it is set to zero
then Umin = E, i.e. the boosted system potential becomes a flat surface
within the basins of the original potential energy surface. For dynamics, a
nonzero value of α is therefore always to be preferred.
Chapter 3
Calculation Details
This chapter describes the zeolite lattice, water models, and their interaction
parameters for our simulations, which are required to investigate the trans-
lational motion, rotational motion, and reorientation of water molecules in
chabazite zeolite. In addition, the slow diffusion of Ca++ in chabazite system
has been examined by boost potential method.
3.1 Modelling Considerations
3.1.1 The Zeolite Framework
The simulation box has dimension of x × y × z = 26.4×22.863×30.2 A˚3
(2×1×2 unit cells), containing 864 lattice atoms, corresponding to 24 cavities
with a Ca2Al4Si8O24 unit per cage. The two cations per cavity were initially
distributed at random places to neutralize the system charge. Because the
water-cation interaction is strongly dominating and the voids inside the
zeolite are sufficiently large compared to the size of the guest molecules,
the lattice flexibility could be neglected. The extraframework Ca2+ ions,
however, can (and do) move during the simulation.
3.1.2 Water-Water Interactions
The water molecule is one of the most difficult molecules to treat in molecu-
lar simulations, see e.g. [74]. Various models have been proposed and tested
over many years and a commonly accepted result is that none of the models
is able to give a satisfactory account of all the physical properties in all
phases of water simultaneously [74,75]. On the other hand, many properties
of aqueous systems can be at least semi-quantitatively reproduced in com-
puter simulations with several models. Those often employed in the mod-
elling studies of hydrated aluminosilicalites are the SPC [76] and SPC/E [1]
models, the TIP4P [77], and MCY [78] ones.
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These and most other models are based on the assumption of the pair-
wise additivity of interatomic interactions, they represent the intermolecular
potential energy U in the usual way as
U =
∑
β>α
∑
i∈α,j∈β
qiαqjβ
riαjβ
+ Uvdw (3.1)
where the first term accounts for the electrostatic interaction energy be-
tween charge sites i and j belonging to molecules α and β and the second
term stands for the van der Waals energy. The electrostatic interactions are
a major contribution to the potential energy, thus both the position and
magnitude of the (partial) charges qi play an important role for the model’s
quality.
In all the four models the charge distribution is mimicked by one negative
and two positive charges. The SPC and SPC/E models place these charges
at the positions of the oxygen and hydrogen atoms, respectively, whereas
in the two other models the negative charge is shifted from the position of
oxygen atom along the axis in the direction of the molecular dipole. Van der
Walls interactions in the SPC, SPC/E, and TIP4P models are represented
by a Lennard-Jones (12–6) potential between the oxygen atoms only, while
the MCY model uses exponential functions to describe both the repulsion
and dispersion interactions between the H and O atoms of the molecules. In
contrast to the SPC and TIP4P models, the MCY one is not of empirical
nature, but was derived from a large body (at the time) of quantum-chemical
calculations of water dimer configurations whose energies were then fitted
to the four-site model.
While these models treat the water molecule as a rigid body other water
models taking into account the molecular flexibility have also been devel-
oped, e.g. the BJH [44] model. The electronic polarizability has been in-
cluded in models such as the TIP4P-FQ [79] and the POL5/TZ [80] models.
New ones appear regularly. It has been noted [81] that modelling stud-
ies of water have demonstrated that the behavior of liquid water must be
governed by a subtle balance between the Van der Waals and electrostatic
interactions.
The behavior of water in chabazite, a zeolite containing Ca++ ions, in
particular the hydration of these ions, have been previously investigated by
Jost et al. [18] in Molecular Dynamics (MD) simulations using the BJH [44]
water model. However, since the diffusion in these systems is rather slow
on the time scale of simulations, they had to be run at temperatures much
above room temperature. This limited the direct comparisons with the
experiments, which are carried out at room temperature. In this work, the
computationally more efficient SPC/E water model [1], which neglects the
intramolecular motions, has been used. The rigid water of SPC/E model is
shown in Figure 3.1. The O-H bond length is 1.0 A˚ and the H-O-H bond
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Figure 3.1: The SCP/E-water molecule: oxygen atom (red color) and hy-
drogen atoms (white color).
angle is 109.47◦.
3.1.3 Others Interactions
The Lennard-Jones potential was also used for the other interactions. The
potential parameters are summarized in Table 3.1 [1–3], except for the par-
tial charges, which were taken from Jaramillo/Auerbach et al. [4] and are
listed in Table 3.2. The lattice charges balance those of the cations, pre-
serving the electroneutrality of the system. The oxygen position L1 (see
Table 3.2) corresponds to lattice oxygens bridging two Si-atoms; L2 desig-
nates lattice oxygens at position bridging a Si and an Al atom.
 / kJ σ / A˚  / kJ σ / A˚
Si-OW 0.7782 1.6213 Si-HW 0.3461 1.3555
Al-OW 0.5129 1.6926 Al-HW 0.2167 1.4242
OZ-OW 2.3455 2.4952 OZ-HW 1.0696 2.2273
OZ-Ca 0.5214 3.0320
OW-OW 0.6498 3.1690
OW-Ca 0.5214 3.0320
Table 3.1: Lennard-Jones Parameters for the water-water [1] and water-
zeolite interactions [2, 3]: OW and HW are the water molecule oxygen and
hydrogen atoms, Ca are the extra-framework Ca2+-ions, the other species
belong to the lattice. Parameters not listed are set to zero.
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q(HW) q(OW) q(Si) q(Al) q(Ca) q(OZL1) q(OZL2)
+0.4238 -0.8476 +2.05 +1.75 +2.0 -1.025 -1.2
Table 3.2: Partial Charges on the atoms from [4], in units of |e|, see text for
details.
Figure 3.2: Simulation box for chabazite with water molecules at a loading
of 13. Left: water molecules (red: oxygen, white: hydrogen) and Ca2+ ions
(blue). Right: chabazite lattice (stick style), water molecules and Ca2+ ions.
3.2 Molecular Simulations
3.2.1 Molecular Dynamics Simulations
The MD simulations were carried out using the DL POLY program, version
2.19 [82] in the canonical NVT ensemble. The different numbers of water
molecules, corresponding to loadings of 2, 3, 4, 5, 6.5, 7, 8, 9, 10, 11, 12,
and 13 H2O molecules per cavity, were put in the simulation box. Periodic
boundary conditions were used throughout. The Nose´-Hoover [83, 84] ther-
mostat was applied to all species in the simulation box to maintain their
temperatures at the desired values in the various runs, viz. 300, 500, and
600 K. The bond lengths in the SPC/E-water molecules were kept constant
with the SHAKE algorithm [85]. Ewald summations were used for the elec-
trostatic interactions except for a few runs at 500 and 600 K to compare
with Jost et al. [18]. In these cases we use a shifted force [86] procedure
with a cut-off radius of 11 A˚. All data, except where explicitly noted, come
from simulations with Ewald.
The systems were first set up with velocity rescaling for 20 ps to avoid
‘overheating’. Then, they were allowed to equilibrate for 20 ns (at 300 K)
or 10 ns (at 500 K and 600 K). Data collection was then undertaken for
an additional 10 - 25 ns, depending on the system. Additional short runs
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with a much shorter sampling interval were performed for the analysis of
the the fast librational motions. Figure 3.2 shows a typical simulation box
for chabazite with water molecules and Ca2+ ions.
3.2.2 Boosted Molecular Dynamics Simulations
The boosted molecular dynamics simulations of Ca++ ions in the dehy-
drated chabazite were also carried out by using DL POLY program, version
2.19. The simulations were set up as in the section above, but no water
molecules were put into the system. The Ewald summations were used for
the electrostatic interactions. All cations were allowed to move during the
simulation.
The system was simulated for ∼2 ns under the normal condition in order
to obtain the average configuration energy, which was used to represent the
minimum configuration energy of the system. Then, the boosted potential,
which was higher than the minimum energy, was chosen (see result section
for more details).
The boosted simulations were performed at 300, 500, 600, 650, 700, 750,
800, and 850 K. The velocity rescaling were used for the first 20 ps, then
the systems were equilibrated for 10 ns. The trajectories were collected for
an additional 10 ns.
Chapter 4
Results and Discussions
4.1 Hydration Water
For a more detailed interpretation, at the microscopic level, of the observ-
ables computed from the simulations, one can subdivide the molecules into
groups with common properties and compute, under certain conditions, the
observables separately for these groups. We have done this here for the wa-
ter molecules, which we divide up in molecules residing ’close’ to an ion (the
so-called hydration water) and molecules further away.
Two examples for the water molecules to the hydration shells of the Ca++
ions is shown in Table 4.1. The hydration water is defined by an oxygen
atom being, at a given time, closer than 3.75 A˚ from any ion. This is the
position of the first minimum in the Ca++-O radial distribution function
(see Figure 4.1); it does not depend much on loading. This definition thus
does not take into account how long a water molecule may reside in the
vicinity of the ion, see below for a discussion of this point.
System Number of Number of Ca++ hydration water
water molecules Ca++ ions total per ion
300K 600K 300K 600K
Load 7 168 48 148.8 145.8 3.10 3.04
Load 13 312 48 212.3 208.8 4.42 4.35
Table 4.1: The attribution of the water molecules to the hydration shells of
the Ca++ ions is based on a distance criterion (rCa++−O < 3.75 A˚, the first
minimum of the gCa++−O radial distribution function, see figure 4.1).
At load 7, almost all water molecules are in the hydration shells. Because
of the strong water–Ca++ attraction, the numbers of hydration waters is
about 3, and it increases up to about 4 at load 13 (the highest loading in
this study). Figure 4.2 shows the loading dependence of the distribution
of hydration numbers. The hydration numbers increase with loading up to
39
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Figure 4.1: The gCa++−OW radial distribution function (RDF) for a loading
of 7 water molecules per cavity.
a more or less full hydration about load 8, corresponding to an hydration
number of about 4.
A visual example for the dynamics of a hydration shell is shown in Fig-
ure 4.3. The figures show the positions of ion No. 20 and 30 (arbitrarily
chosen), and its initial (i.e. at t = 0) hydration water during 25 ns of the
load 8 system. Since the water molecules are strongly attracted by the
cation, most are still in, or close to, the hydration shell even after 25 ns.
In order to obtain a more quantitative measure of the residence times
of the water molecules in the ionic hydration shells, we define a ‘hydration
correlation function’ Chydration(t) as follows:
Cˆhydration(τ) =
〈 
1 if water molecule i is in the hydration
shell of ion j at t = t0 AND t = t0 + τ
0 else
 〉j,t0
(4.1)
and normalize it in the usual way by dividing by Cˆhydration(0):
Chydration(t) =
Cˆhydration(t)
Cˆhydration(0)
(4.2)
We note that with this function the correlation is not considered to be
interrupted when a water molecule leaves and reenters the hydration shell
within the correlation time. It thus does not decay to zero in the finite
simulation ensemble.
The hydration correlations Chydration(t) (Eq. (4.2)) have been computed
twice in order to get an error estimate, from 10 ns run with the correlation
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Figure 4.2: The loading dependence of the distribution of the hydration
number of Ca++ ions at 300 K. The probability scale is shown on the right
hand site.
length of 5 ns, and from 25 ns run with the correlation length of 7.5 ns.
The examples of hydration correlation are shown in Figure 4.4, both cal-
culations agree well with each other. To extract hydration relaxation time,
Chydration(t) was fitted with a bi-exponential function, which consists of an
initial fast decay τshort and a long-time decay τlong.
Chydration(t) = a+ b · exp(−t/τlong) + (1− a− b) · exp(−t/τshort) (4.3)
The variable τshort, τlong, a, and b are fitted with the non-linear fitting pro-
cedure provided by gnuplot [87]. Results are listed in Table 4.2. The
procedure does not work well for low loading because of poor statistics.
Loading τlong(ns)
8 4.4±1
9 11.5±1
10 9±1.5
12 3.5±1
13 4±0.5
Table 4.2: The fitted long relaxation time τlong (ns) for loadings of 8, 9 ,10,
12, and 13.
Thus, according to the criterion discussed above, it makes sense to com-
pute at least the rotational (librational) correlations and the reorientations
of water molecules separately for hydration water and free water.
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Figure 4.3: The position of Ca++ ion number 20 and 30 (red) and their
hydration water (various colors) during 25 ns of the load 8 system at 300 K.
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Figure 4.4: Hydration correlation Chydration(t) of load 8 and load 13 systems
at 300 K.
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The initial fast decay appears with correlation times of τshort ≈ 20±10 ps,
which is indeed short compared to the other decay time and probably related
with water molecules oscillating in and out of the hydration shells. This
fast decay will not be analyzed in more detail since a much shorter sampling
interval would be required for such an analysis.
4.2 Mean Square Displacements
The mean square displacements (MSD) of the water molecules at 300 K
and loadings of 2, 4, 6.5, 8, 10, and 13, have been computed separately for
two classes of water molecules: Class 1 comprises water molecules which are
found > 99 % of the time in the hydration shell of some ion, and class 2 is
the others.
MSD of the water molecules are computed over 20 ns of time and aver-
aged for each particle class over initial positions:
MSDi(τ) =
〈(
~ri(t0 + τ)− ~ri(t0)
)2〉
t0,i
(4.4)
where i are the particle in a given class and t0 the initial times. MSD is also
computed separately for the x, y, and z components of the ~r-vector. Results
are given in Table 4.3.
class 1 class 2
Loading 99 % in others
a hydration shell
2 30 18
4 65 31
6.5 105 51
8 119 73
10 95 145
13 123 189
Table 4.3: Number of water molecules in the two classes (see text) at 300 K.
The MSDs were computed over two different time spans 12.5 and 20 ns.
This was done to verify where the linear regime, or regimes, begin and also
to check the influence of the number of averages, see e.g. Eq. (4.4). All
obtained MSDs were fitted with two linear functions, one at ‘short’ times,
and one at ‘long’ times. The formal self-diffusion coefficients from the short
(0 ns < t / 1.5 ns) and long (5 ps / t < end of function) fits are called
Dshort and Dlong, respectively.
From Figure 4.5 (top) which shows the MSD of water for all loadings
at 300 K it is seen that at low loadings the water molecules hardly move
during the simulation. Diffusive behavior (i.e. MSD(t) ∝ t) is reached only
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for load 10 and load 13. The MSD is also calculated separately for the x, y,
and z directions of the laboratory coordinate system (Figure 4.5 (bottom)).
The MSD in z-direction is generally found to be smaller than in x and y
directions (MSDz < MSDx ≈ MSDy). because the windows between two
adjacent cages are wider in the x−y than in z directions. Figure 4.6 confirms
that a non-negligible fraction of the water molecules class 1 (see Table 4.3),
moves very little, in contrast to the molecules not permanently bound to
some ion (class 2). Even though these functions are, again for statistical
reasons, not perfectly linear, it is believed that these motions can be called
diffusive at the time scale under investigation.
In addition, the MSD of the Ca++ ions have been also computed. As al-
ready stated, within the times accessible to MD simulations these ions hardly
move at low loadings and low temperatures. At this resolution, movement
of the Ca++ ions becomes detectable at load 7 and higher loadings at 600 K.
Figure 4.7 shows the MSD of Ca++ ions for load 7 and load 13 systems; it
is two orders of magnitude smaller than that of the water molecules.
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Figure 4.5: MSD of the oxygen atoms of all water molecules over 20 ns,
averaged over the first 5 ns of a 25 ns trajectory, for selected loadings at
300 K (top), and separately for the x, y, and z directions at the higher
loadings (bottom), see text.
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Figure 4.6: As Figure 4.5 (top), but only for class 1 (top) and class 2 (bot-
tom) molecules, see text and Tabel 4.3.
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Figure 4.7: MSD of the oxygen atoms of water for the load 13 systems at
500 K and 600 K and MSD of the Ca++ ions from the load 7 and load 13
systems at 600 K, with Ewald summation.
4.3 Translational Self-diffusion
We first checked the influence of the way in which the long-range electro-
static interactions are computed on the self-diffusion. Figure 4.8 shows the
load dependence of the translational self-diffusion coefficients of water at the
highest loading and 500 K and 600 K, obtained from the fits to mean square
displacements, see Figure 4.7. Our self-diffusion coefficients (Ds) and those
of Jost et al. are of the same order of magnitude. It is furthermore seen
that using the Ewald summation instead of the shifted force method for the
evaluation of the electrostatic interactions has an effect at high concentra-
tions and high temperatures. They also follow the same trend as described
in Arbuckle et al. [88]. With Ewald summation the Ds increases by about
15 % at 500 K and about 25 % at 600 K at the highest loading, compared
to the values obtained with a shifted force cut-off.
Direct simulations of the self-diffusion were now also possible at 300 K,
an improvement over the situation in Jost et al. [18]. We can thus compare
directly with experiment. The MSD curves (Eq. (4.4)) have been computed
for correlation lengths of 20 ns (see Figure 4.5 and 4.6), and additionally for a
better correlation length of 12.5 ns averaging. The self-diffusion coefficients
were obtained from fits to the MSDs, in toto and separately for the various
classes of molecules. In many instances the MSD-curves show two time time
domains in which they are approximately linear. In these cases, we have
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Figure 4.8: The loading dependence of water self-diffusion in chabazite at
500 and 600 K, in units of 10−10 m2s−1.
fitted separately in two domains (0 ns < t / 1.5 ns) and (5 ns < t / end of
function) and thus detemined formally two self-diffusion coefficients, which
we have called Dshort and Dlong. Figures 4.9 shows the short-time and long-
time D-value, see discussion of Eq. (4.4). The values from the two fits agree
reasonably well; the error bar of D for all water is estimates from this to be
about 1.25×10−12 m2s−1 at highest loading. It is also see that in all cases
the class 2 water molecules diffuse faster than the class 1 molecules.
For comparison, the Ds of all water molecules have been also calculated
from the moments of the propagator. The first four moments have been
computed with the time window of 15 ns. Figure 4.10 shows these moments
in the load 13 simulation. It is seen that after about 15 ns the 4 moments
converge toward each other. The average Ds obtained from the second mo-
ment which is proportional to MSD, are plotted as functions of the loading
and compared with Dlong in Figure 4.11. The Ds values from the moment
agree within error bars with those from the fits to MSD.
Dalllong, i.e. the long time self-diffusion coefficient for all water molecules,
corresponds to the experimental Ds. It increases with loading up to load 10.
This is mainly due to the class 2 water molecules, which are mostly not in a
hydration shell. At the highest loading, Dalllong is ≈0.5 ×10−12 m2s−1, which
is lower than the experimental value of ≈4×10−12 m2s−1 [5]. Taking into
account that experimental results can vary for different samples of the same
material [5] and that the approximation of a rigid zeolite usually decrease
the value of the Ds [89, 90], this is deemed an acceptable agreement. At all
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Figure 4.9: The loading dependence of Dlong (top) and Dshort (bottom) at
300 K obtained from Eq. (4.4) with correlation lengths of 12.5 and 20 ns.
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loadings, Dclass1long is less than 0.5 × 10−12 m2s−1. This may indicate an upper
limit for the Ca++ ions diffusion. Dshort shows similar trends as Dlong, with
Dshort ≈ 2 ·Dlong.
Figure 4.12 shows the loading dependence of Dlong in x− y and z direc-
tions. At the highest loading, Dlong in the x−y direction is larger than that
in z direction for class 2 and all water. At the highest loading, the anisotropy
coefficient (α = Dz/Dxy) for class 2 and all water is ≈0.3, which is close to
the experimental value of ≈0.4 [5]. To obtain more informations, the jumps
of water molecules, during our simulation runs, have been investigated. The
number of events where a molecule gets from one cage into an adjacent one
in x − y plane (Nxy) and from one half of the cage into the other half in
z direction (Nintra), were counted. The Nxy value is larger than the Nintra
value and a value of Nintra/Nxy is ≈0.45 at highest loading.
For the self-diffusion of Ca++ ions, it can be calculated at high wa-
ter content and high temperature even with normal MD. At 600 K. They
are two order of magnitude less than water self-diffusion, which agree with
Jost et al. [18]. The cation mobility at low water content is much smaller.
Even at 600 K its evaluation was not possible by conventional MD. In order
to find out how small it is for at least a rough estimation the boost potential
method was used (see section 4.6).
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4.4 Librational Motions
Librations (from latin libra the (beam of the) scales) [91, 92] are hindered
rotational motions of a molecule. They are usually described, similar to nor-
mal modes, in terms of small amplitude rotations around the three principal
axes of inertia of an assumed rigid molecular frame. Librations often lead
to changes in the dipole moment (in the case of water: all except the one
around the H-O-H-angle bisector. ~ζ, see below) and are thus infrared-active.
For larger molecules, where the librational frequencies are lower, dielectric
spectroscopy would be appropriate. We note that such librations do not,
per se, lead to a reorientation of the molecule, see next section.
The librational densities of motions for the water molecules are com-
puted from autocorrelation functions of approximate angular velocities, see
Eq. (2.50), in the molecular frame ~ξ, ~η, and ~ζ, where ~ξ is the unit vec-
tor normal to the plane of the molecule, ~ζ the unit vector in direction of
the molecular dipole moment, and ~η the normal vector perpendicular to
both. The justification for considering the hydration shells of the Ca++ ions
as being sufficiently long-lived to compute rotational correlation functions
for their water molecules separately has been described above (see also Ta-
ble 4.1): The residence time of the water molecule in an hydration shell is
long compared to the correlation times (in whichever way it may be defined)
of the autocorrelation functions.
The spectral densities of the librational motions have been obtained from
the Fourier cosine transforms, Eq. (2.51). Typical correlation functions for
the librations around the ~ξ-, ~η-, and ~ζ-axes of water are shown in the inserts
in Figure 4.13 (The differences are difficult to see, this is why we prefer to
analyze the Fourier transforms). They all decay within about 0.2 ps to 0.3 ps.
The dampening of the oscillations generally increases with increasing loading
and temperature. The positions of the peak maxima of the Fourier transform
are shown in Tables 4.4 and 4.5. The spectral densities have peak maximum
up-shifted by ≈100 cm−1 compared to liquid water at room temperature
(maxima at about: Rot~ξ: 410 cm
−1, Rot~η: 600 cm−1, Rot~ζ : 400 cm
−1 [93]),
like in the hydration shells in aqueous salt solutions.
300 K 600 K
7 bulk 7 HW 13 bulk 13 HW 7 bulk 7 HW 13 bulk 13 HW
Rotξ 545 520 440 555 520 505 450 523
Rotη 825 780 700 705 765 715 630 700
Rotζ 415 305 420 350 390 290 380 325
Table 4.4: Position of peak maxima (cm−1) of the spectral densities obtained
from the Fourier transforms.
The spectra of the ‘hydration water’ are not very sensitive to the load-
ing while the bulk water is generally shifted back to lower frequencies at
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Figure 4.13: Correlations and their Fourier transforms for the librational
motions around the molecular ~ξ-, ~η-, and ~ζ-axes (top, middle, and bottom),
of bulk and hydration water for the load 7 and load 13 systems at 300 K
and 600 K.
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300 K 600 K
7 bulk 7 HW 13 bulk 13 HW 7 bulk 7 HW 13 bulk 13 HW
Rotξ 520 515 495 530 495 500 455 500
Rotη 715 720 655 690 680 700 605 660
Rotζ 415 390 430 430 345 340 375 380
Table 4.5: Band center (cm−1) of the spectral densities obtained from the
Fourier transforms.
the higher loadings. The widths of the bands have a tendency to increase
with loading, indicating an increased heterogeneity of the molecular envi-
ronments.
The formal rotational self-diffusion constant (which is proportional to
the zero-frequency term of the spectrum) seems not to change much with
loading and temperature, except for the libration around the ~ζ-axis, where it
is substantial at 600 K, see the spectra in Figure 4.13. Laage and Hynes [94]
have recently critically discussed the usefulness of the concept of rotational
self-diffusion in liquid water at room temperature. They show that in this
case the changes in molecular orientations are more akin to infrequent large
amplitude jumps. The investigation of the reorientations (see below) seems
to indicate that a simple diffusion ansatz would also not be adequate in the
present case.
4.5 Molecular Reorientations
Unlike in the gas phase, in most condensed phases molecules do not ro-
tate freely, e.g. because of steric hindrances or other types of intermolec-
ular interactions, but perform hindered rotations (librations, see above).
However, at a longer time scale, the molecular orientations do change (e.g.
when molecules diffuse), it is these changes of orientation that we study
here. Several mechanisms have been proposed for the reorientations of wa-
ter molecules in pure liquid water, see e.g. [94–96] and references therein.
There has also been some discussion whether these reorientations are coupled
to or independent of translational motions [94]. Experimentally, molecular
reorientations can, in favorable cases, be studied by NMR relaxation and on
other methods [97–102]. The relaxation time is experimentally determined
in term of the second Legendre polynomial, which can be compared with
the results from the other experimental methods, such as, femto-second in-
frared spectroscopy (fsIRS) and quasi-elastic neutron scattering (QENS),
and theoretical methods.
To get a first impression of the problem at hand, we have selected 4 water
molecules near the center of the simulation box of the load 13 system. The
closeness to the center of the box is only to ease the graphical representation,
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i.e. no correction for box-shifts during the simulation. Figure 4.14 shows the
4 water molecules and the direction of their principal axes (see Figure 2.6),
in arbitrary units, during a run of 5 ns. The dipole vectors of two water
molecules (no. 31 and 248) reorient only when the molecules perform what
seems to be translation of jumps. The other two (no. 124 and 217) never
jump, and their dipoles thus never reorient during the 5 ns observed here.
Water molecule no. 217 shows clearly that the dipole is really always quite
strongly pointing away from one point (the position of the cation) and that
any reorientation comes from the water moving around the cation. For the
normal and H-H vectors of these 4 water molecules, they seem to oscillate
between two opposite directions.
In order to investigate the molecular reorientations more quantitatively
the first (P1) and second (P2) Legendre polynomials of three molecule-fixed
vectors of a water molecule (the vector normal to the molecular plane, the H-
H vector, and the dipole vector) have been computed as well as the functions
C1 and C2 (see Eq. (2.52)), which are the correlation functions representing
the NMR powder averages. Like the librations, these correlation functions
have also been computed separately for the hydration water of the ions and
bulk water.
These reorientational correlation functions are not mono-exponential, see
Figure 4.15. Approximate reorientation times τ were thus obtained from fits
with bi-exponential functions (like the ones for the hydration correlations,
see Eq. (4.1)), where τshort is an initial fast decay and τlong a long(er) time
decay. An example of the fit is displayed in Figure 4.16. Since we obtained
similar, often virtually identical, characteristic times τ when we fit C1 and
P1, and C2 and P2, respectively, the reorientations will be discussed here
only in terms of P1 and P2.
The fits were done, where appropriate, independently for bulk, hydra-
tion, and all water molecules. If all assumptions described above were ful-
filled, and the fits perfect, the relation between the τlong should be
τalllong ≈ χhyd ∗ τhydlong + χbulk ∗ τbulklong (4.5)
where χhyd and χbulk are the mole fractions oft hydration and bulk water,
see Table 4.3. At load 4, there is almost no bulk water, therefore, τalllong and
τhydlong are very close. For all higher loadings, the τ
all
long values are between τ
hyd
long
and τbulklong for both P1 and P2, as it should be. Working this out in more
detail allows a rough estimate of uncertainties in the evaluation (not in the
underlying simulations, of course).
The long relaxation times are listed in Table 4.6 and shown in Figure 4.17
(see Table 4.7 for a list of abbreviations). We note first that, since fewer
molecules are involved, the uncertainties in the τ -values increase with de-
creasing loading. The striking feature is that all times (τP1long and τ
P2
long) are
in the range of 70 - 150 ps both for the hydration water and for the bulk
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water. (For the low loadings, there is virtually no bulk water (see Table 4.3),
thus only the values for all water molecules are reported). These values are
more than one order of magnitude larger than the values of 2 - 7.5 ps and
1.9 - 3.0 ps for P1 and P2, respectively, reported for liquid water from both
experimental and simulation work [94,98–102].
A closer inspection of Table 4.6 reveals that the τlong values for the dipole
vector are, especially at higher loadings, larger than those for the normal and
H-H vectors. In case of P1 for the dipole vector, the difference between τ
hyd
long
and τbulklong is larger than for the other two vectors. It is, however, difficult to
assess error bars for these values (also see below), yet it seems that, a bit
surprisingly, the τP1long and τ
P2
long values are more or less independ of loading,
at least no characteristic trend can be detected. The ratio τP1long/τ
P2
long is about
0.5 - 1.2 for the normal and H-H vectors, and about 1 - 1.6 for the dipole
vector, i.e. in both cases far away from the value of 3 found for diffusive
reorientations.
The τshort values are shown in Figure 4.18. The τ
P1
short-values for the
normal and H-H vectors are about 4 - 5.5 ps, and about 2 ps for the dipole
vector while τP2short is ∼2 ps for all vectors. The ratio τP1short/τP2short is about
2 - 2.7 for the former vectors (again roughly like in liquid water) and about
1 for the dipole vector. Thus also the initial fast reorientation of the dipole
vectors seem to follow a mechanism different from the more diffusive motions
of the other two vectors. This is most certainly due to the fact that the water
dipole, always pointing away from the cation more or less fixed to the wall
(see Figure 2.6), can only perform very limited motions. A visual inspection
of selected water molecules confirms that water molecules are almost never
able to ‘turn around’ their ion. For a full reorientation of the dipole vector
a water molecule needs thus either to move away from the ion, or to wait
until the ion, presumably with parts of its hydration shell attached, moves
away from an adsorption site. As shown above, and see also next section,
these are rare events at the time scale of our simulations.
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Figure 4.14: The position of 4 water molecules (no. 31 (blue), 124 (yellow),
217 (grey), and 248 (red)) and their dipole (top), normal (middle), and H-H
(bottom) vectors during 5 ns. The red circle is the position of the center of
simulation box.
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Figure 4.15: Reorientation correlations of Legendre polynomial P1 and P2
of normal (top), H-H (middle) and dipole (bottom) vectors in bulk water,
hydration water, and all water, of load 13 system at 300 K.
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P1 / P2
system N b N h N a H b H h H a D b D h D a
load 2
- - 94 - - 91 - - 151
- - 151 - - 87 - - 91
load 3
- - 84 - - 84 - - 98
- - 74 - - 81 - - 75
load 4
162 104 105 149 102 102 79 110 106
117 81 81 82 78 78 73 85 83
load 5
70 92 87 74 88 85 118 70 81
94 79 85 72 61 67 96 62 69
load 6.5
87 88 87 88 87 87 154 143 148
155 101 110 87 74 77 98 91 95
load 7
87 88 87 88 87 87 154 143 148
155 155 155 87 74 74 98 91 91
load 8
111 108 109 113 108 109 105 135 125
81 111 97 80 102 94 88 115 106
load 9
111 109 109 113 108 109 106 135 125
81 111 111 80 102 102 88 115 107
load 10
106 93 95 110 93 97 129 158 144
115 150 150 130 130 130 120 137 137
load 11
104 102 102 106 101 102 155 103 118
132 101 111 138 93 106 132 100 110
load 12
95 101 98 98 102 99 157 165 159
123 113 117 131 109 116 136 123 126
load 13
93 103 99 96 104 100 145 116 128
115 103 103 119 96 103 127 102 110
Table 4.6: The times τlong, in ps, fitted to the P1 (top rows) and P2 (bot-
tom rows) reorientational correlation functions for the three molecule-fixed
vectors of a water molecule, see Table 4.7 for further explanations. For the
low loadings, only the values for all water molecules are reported.
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Legendre polynomial P1, P2 Symbol
Normal vector of bulk water N b
Normal vector of hydration water N h
Normal vector of all water N a
H-H vector of bulk water H b
H-H vector of hydration water H h
H-H vector of all water H a
Dipole vector of bulk water D b
Dipole vector of hydration water D h
Dipole vector of all water D a
Table 4.7: Table of symbols for Figures 4.17 and 4.18, and Table 4.6
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  50  100  150  200  250  300
R e
o r
i e n
t .  
C o
r r e
l .
time / ps
P1 normal bulk, load 13
fit
Figure 4.16: Example of the fit of reorientation correlation: P1 for the
normal vector in the bulk water of the load 13 system at 300 K
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Figure 4.17: Reorientation relaxation time τlong for the P1 (left) and P2
(right) functions for all loadings at 300 K
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Figure 4.18: Reorientation relaxation time τshort for all loadings at 300 K
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4.6 Hyper dynamics – Boost Potential
As seen in chapter 1.3, the self-diffusion coefficient of water at 300 K is found
to be small, at the limit of what can be safely determined from conventional
MD simulations. Due to the strong electrostatic interactions with the zeolite
the one of the Ca++ ions must be even smaller. It was shown above that
with water in the cavities the Ds for the cations is already two orders of
magnitude smaller. Without the presence of (screening) water molecules
the Ds is expected to be much smaller. Hence, for low water content it is
not longer possible to obtain it from the normal simulations with time scales
of nanoseconds. Thus, to find out how the cation mobility depends upon
the presence of water, a different approach must be tried.
The so-called boost potential method has been proposed [67,68] for such
cases. This method attemps to overcome the problem that a particle (here
Ca++) often never acquires enough kinetic energy to climb to a high tran-
sition state during a normal simulation. However, this method being essen-
tially a one-dimensional approach, it does not attempt to overcome geomet-
rical limitations, i.e. although a Ca-ion in a cavity may have at some point
enough energy to pass through a window into the next cavity, its motion
at this time may not be directed toward one of the relative small areas of
the windows. It will in this case thus just ‘hit the wall’. For this reason,
extremely long runs are to be expected.
The boost potential form devised by Hamelberg et al. [73], looking most
promising, has been applied here. In our system, the potential energy surface
that controls the diffusion is, however, multidimensional and very compli-
cated. This is not only due to the intricacies of the ion-lattice interactions,
but also because each ion interacts via Coulomb interactions with randomly
placed other ions inside its own and the neighboring cavities. The positions
of the lattice charges being fixed, hence, dielectric screening by the lattice
can be neglected.
Furthermore, the boost method is a single ‘diffusing particle’ method.
However, other particles must be present in the simulation to assure a proper
temperature, i.e. a proper Maxwell-Boltzmann distribution of the velocities.
The energy exchange between the diffusing particle and the other particles
should furthermore be as fast as possible to limit simulation time. If there
is only one moving Ca++ ion in the simulation, there is really no Boltzmann
velocity distribution as long as the lattice is rigid. The only way would be
to thermalize the system in some more or less artificial way.
Using a flexible, vibrating lattice (see e.g [103]) is also not really an
option. Besides the question of computer time, this, like the thermalization,
introduces a problem of time scales. Boosting the cations is equivalent to
giving them a different time scale. The vibrating lattice would, however,
vibrate in its original time scale. On the other hand, boosting the lattice
would lead to unrealistic vibration amplitudes. If the time scales of lattice
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Figure 4.19: The positions of Ca++ ion number 40 (red) and 45 (green) in
the simulation box during a boosted MD run of 10 ns with a boost potential
of 3.0×105 kJ mol−1 at 800 K. The blue circles represent the cavities.
vibrations and cation motions are very different, there will be no realistic
thermalization.
To sidestep the thermalization problem of the single particle system,
we have decided to allow, by way of trial, all Ca-ions to move during the
‘boosted’ simulations, thus thermalizing each other via their interaction.
This is certainly a rough approximation, but it may be good enough to get at
least an estimate of the self-diffusion of the ions. The average configuration
energy obtained from the unboosted system is -4.52×105 kJ mol−1, which
is then used to represent the minimum configuration energy (Umin) of the
system. Different boost potential values (E), which are higher than the
Umin value, have been used for the boosted MD simulations in order to
test the reliability of the results. Values of E= 2.50×105, 2.75×105, and
3.00×105 kJ mol−1, have been chosen. The positions of two arbitrarily
selected cations during a boosted MD simulation of 10 ns are illustrated
in Figure 4.19, which shows the jumps of the cations from one cavity to
another.
According to Eqs. (2.68)-(2.70) (in section 2.33), which we have written
here again, using the boost potential increases the escape rate of the system
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Figure 4.20: The gCa++−Ca++ radial distribution function of the boosted
and unboosted systems at 800 K.
from the potential basin with a time scale of
∆tbi = ∆t exp {β∆U [~r(ti)]}
where ∆t is the actual time step of the unboosted simulation, ∆U(~r) is
the boost potential (see Eq. (2.66)) and β = 1/kBT ). The total boosted
simulation time is estimated as
tb =
nstep∑
i
∆tboosti = ∆t
nstep∑
i
exp {β∆U [~r(ti)]}
exp {β∆U [~r(ti)]} is computed at every time step of the simulation and
the resulting tb is plotted as a function of t in Figure 4.21. The average boost
factors 〈exp {β∆U(~r)}〉 are obtained from the slope of a linear fit (dashed
line) to the data points.
Formal Dboosted values are obtained for the boost system, as in chapter
1.3, from a fit to the computed MSD of the ions. The real, unboosted,
self-diffusion coefficient D is calculated from Dboosted according to [104]:
D =
Dboosted
〈exp {β∆U(~r)}〉 (4.6)
In Figure 4.22, the boost factors are plotted as a function of temperature.
The boost factors are already very large at high temperatures and become
even larger at low temperatures.
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Figure 4.21: The unboosted time (t) and boosted time (tb) at 850 K.
Figure 4.20 shows that the gCa−Ca(r)-function of the boosted systems
looks similar to the one obtained from a normal, unboosted one at the same
temperature. This shows that there is at least no noticable structural Ca-Ca
correlation in the boosted run, which justifies in some way a posteriori our
attempt to run these simulations allowing all ions to move.
Figure 4.23 finally shows the so-obtained self-diffusion coefficients of
Ca++ as a function of inverse temperature. They differ by about one order of
magnitude depending on the boost potential used. This shows that for such
low diffusion coefficients even the boost potential method has reached its lim-
its. They are thus, as expected, at best rough estimates of the real D values,
which seem to be in the range of 10−25 m2s−1 at low to 10−20 m2s−1 at
the highest temperatures. This confirms that the cation motion in chabazite
can be neglected in the normal simulation.
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Chapter 5
Conclusion
We have revisited the self-diffusion of the water in chabazite by using the
computationally more efficient SPC/E water model, which neglects the in-
tramolecular interactions. Our obtained self-diffusion coefficient, Ds, of wa-
ter at 600 K and those of Jost et al. are of the same order of magnitude. It
is found that the Ewald summation is necessary for high loadings and high
temperatures.
The residence time obtained from the fit to hydration correlation show
that the water molecules stay very long time in the hydration shell. Thus,
the self-diffusion, libration, and reorientation of water molecules have been
investigated separately for hydration water and free water.
With the SPC/E water model and the parallel computer code, our sim-
ulations of the self-diffusion were now possible at 300 K. The validity of the
Ds values obtained from the fit to MSD is confirmed by the method of the
moments of the propagator. Ds of all water at 300 K for highest loading
is ≈0.5×10−12 m2s−1, which is of the same order of magnitude as the ex-
perimental value. The anisotropy coefficient of free and all water at highest
loading is ≈0.3, which is also close to the experimental value of 0.4. Since
the water–cation attraction is very strong, Ds of hydration water is very
slow, therefore Ds of all water is mainly due to the free water molecules.
Ds of Ca
++ ions which can be calculated only at high loadings and high
temperature, are two order of magnitude less than that of water molecules.
The libration densities of motions for the water molecules in chabazite
are computed from the approximate angular velocities autocorrelation func-
tions. Their spectral densities obtained from the Fourier cosine transforms
is like in the hydration shells in aqueous salt solutions. There are fairly
strong hindrances to water rotations in the water-zeolite interactions that
get weakened when more water is added. The rotational self-diffusion con-
stant does not change much with loading and temperature, except for the
libration around the ζ-axis.
For the molecular reorientations, we obtained the similar times τ when
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we fit C1 and P1, and C2 and P2, therefore the reorientation is discussed
only in terms of P1 and P2. The τlong values are more than one order of
magnitude larger than the values for liquid water from both experimental
and simulation work. The τshort for the normal and H-H vectors are roughly
like in liquid water. The ratio τP1short/τ
P2
short for all vectors are less than the
diffusion limit value of 3, indicating the non-diffusive reorientations. The
dipole vector reorient very slow at the time scale of the simulations, because
of the strong attraction to the almost immobile cations and the walls of the
zeolite. Water molecules are almost never turn around the ion, until parts
of its hydration shell moves away from an adsorption site. The other two
vectors seem to have the jump-reorientations rather than reorientations by
a diffusion process.
Within the hydrated zeolite the cation diffusivity at high temperature
could be evaluated by usual MD. It turned out to be two orders of magni-
tude smaller than that of water. To prove how strongly the cation mobility
depends upon the presence of water this mobility has been investigated for
the dehydrated zeolite as well. For the dehydrated zeolite the cation motion
could not be evaluated with conventional MD. At least a trial was made
to roughly estimate their diffusivity by a TST based approach. The boost
potential method, which is designed for a single particle, has been used to
accelerate the MD simulations of Ca++ ions in dehydrated chabazite. To
avoid the unrealistic thermalization of the single particle system, all Ca-ions
are allowed to move during the boosted simulations, at least to obtain an
estimate of the self-diffusion of the ions. The rough estimates of Ca++ ions
self-diffusion is in the range of 10−25 - 10−20 m2s−1 even at high temper-
atures. This not only confirms that the cation mobility can be neglected
in usual simulations. Moreover, it could be shown that this small mobility
depends very strongly upon the presence of water molecules.
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