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“Nothing in life is to be feared, it is only to be understood. Now is the time to understand
more, so that we may fear less.”
Marie Curie
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Resumen
Las te´cnicas para generar ima´genes por retrodispersio´n de rayos–γ son me´todos no destruc-
tivos y no invasivos para determinar la cantidad y distribucio´n de materia en los objetos,
que adema´s presentan una ventaja cuando no se puede tener acceso a ambos costados de
la muestra de intere´s, a diferencia de las te´cnicas de transmisio´n. El dispositivo llamado La
Ca´mara Compton, que usa la retrodispersio´n γ para generar ima´genes, fue desarrollado en el
GSI (Darmstadt, Germany), y ha sido modificado y estudiado en el Grupo de F´ısica Nuclear
de la Universidad Nacional de Colombia (Bogota´, Colombia). La Ca´mara Compton se basa
en la te´cnica conocida como Gamma-ray Compton Backscattering (GCB) y aprovecha la
correlacio´n espacial que existe entre los dos fotones generados en la aniquilacio´n positro´nica
para construir una imagen bidimensional que representa la distribucio´n de densidad, desde
el punto de vista de la ca´mara, de la muestra bajo estudio.
Con este trabajo se espera mejorar el entendimiento del funcionamiento de la Ca´mara Comp-
ton y, en particular, del proceso de formacio´n de la imagen, fortalecer los me´todos de ana´lisis
y evaluar las limitaciones del prototipo actual. En este trabajo se presenta una simulacio´n
muy completa de la ca´mara usando la herramienta computacional Geant4, la cual se valido´
a trave´s de la comparacio´n con resultados experimentales, as´ı mismo se determino´ la con-
tribucio´n de las dispersiones Compton simples y mu´ltiples a la formacio´n de las ima´genes,
se determinaron los tiempos de vuelo de los rayos γ desde la emisio´n hasta la deteccio´n, y se
estudiaron algunas de las limitaciones de la te´cnica. Adema´s, se implementaron algunos al-
goritmos de procesamiento digital de ima´genes con el fin de mejorar la calidad de la imagen,
se presenta un modelo para predecir el nu´mero de fotones retrodispersados, y finalmente se
proponen algunas posibles mejoras al prototipo experimental actual.
La Ca´mara Compton puede ser usada con e´xito en la bu´squeda de objetos ocultos detra´s
de paredes meta´licas, en la localizacio´n de objetos de alta densidad enterrados en arena, y
es muy u´til para el estudio y diagno´stico de superficies meta´licas. Adema´s, los resultados
obtenidos sugieren que la ca´mara puede ser utilizada en la deteccio´n de minas antiperson-
ales enterradas en tierra. Producto de la comparacio´n entre los resultados simulados y los
resultados experimentales se proponen mejoras al dispositivo experimental actual, que van
a ser muy importantes para proponer la siguiente versio´n de la Ca´mara Compton.
Palabras clave: Retrodisersio´n γ, imagenolog´ıa por un costado, Ca´mara Compton,
Geant4.
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Abstract
Imaging via γ–backscattering techniques are suitable for non–destructive and non–invasive
methods to determine the amount and distribution of matter in objects, and these are very
advantageous techniques when the access to both sides of the sample, unlike in the transmis-
sion case, is not possible. A γ–backscattering device dubbed the Compton Camera, developed
at GSI (Darmstadt, Germany), has been modified and studied at Grupo de F´ısica Nuclear
de la Universidad Nacional de Colombia (Bogota´, Colombia). The Compton Camera is based
on the so called Gamma-ray Compton Backscattering (GCB) technique and it uses back-to-
back emission of two γ-rays, from positron annihilation, to construct a bi-dimensional image
representing the density distribution of the sample in the field-of-view of the camera.
The main objective of this work is to increase the understanding of the response of the
Compton Camera, in particular its image-forming process, to strengthen the data analysis
and to evaluate limitations of the actual device. In this work a state-of-the-art simulation of
the camera is presented, using the Geant4 simulation toolkit. The simulation was validated
through comparison with experimental results, also the contribution of single and multiple
Compton scatterings to image-forming process was determined, time-of-flight of γ–rays be-
fore detection was quantified and some limitations of the technique were studied. In order
to enhance the image quality some digital image processing methods were implemented, a
theoretical model of backscattering intensity is presented, and possible improvements to the
current experimental setup are suggested.
The Compton Camera can be used with success to identify hidden objects behind metallic
walls, to locate high density objects buried in sand and it is very useful on diagnosis of
metallic surfaces. Furthermore, the camera can be used in the detection of anti-personnel
landmines buried in farming soil. The simulated images and their comparison with the ex-
perimental ones suggest already methods to improve the present experimental setup aiming
for the proposal of the next generation of the Compton Camera prototype.
Keywords: γ–backscattering, Compton Camera, One-side imaging, Geant4.

Dedicated to my family.

Acknowledgements
First of all, I would like to thank Professor Fernando Cristancho for giving me the op-
portunity to be a part of “GFNUN” and to carry out my Master degree studies under his
direction. His guidance, tips, patience, support and confidence allowed me to grow as a pro-
fessional and as a person. His dedication and compromise have been fundamental to carry
out this work.
I am so grateful with Pico who is an excellent professional and my dear friend. His
“three–strikes law”, lessons and willingness to help me have been very significant through
this process. In addition, his contribution to code-writing and –always useful– ideas was
essential to this work. This research would not have been the same without his invaluable
contribution.
My family is the most important people in my life, therefore thanks to my parents for
their unconditional support and unwavering love. I could not have made it without all of
you. I want to thank my brother who has been my support during my entire life; I would
like to dedicate this work to him. His advice and support helped me overcome all obstacles
that I encountered.
During this time, one very special person came into my life: Claudia. I hope you can
understand how important you are to me, thanks to you for all the wonderful moments, all
your help and wholehearted support. You changed my life.
Thanks to Eduardo for all his help, tips and ongoing support.
A special thanks to Lili because she has always been there for me, I love her. To Cristina
and Andres who are my brothers. Thanks to my grandmother for the emotional support
during that time.
Also thanks to my friends, specially Carolina for all the good moments we had, and to
all members of the GFNUN, specially Juansebastian.
Finally I want to thank to the Universidad Nacional de Colombia for the great opportu-
nity of being a part of such a great institution during all these years. Moreover, thanks to
the Programa de Becas para Estudiantes de Posgrado for the economical support. Attending
UN was one of the best decisions I have ever made.

CONTENTS xv
CONTENTS
Abstract vii
List of figures xx
List of tables xxi
1 Introduction 1
2 Description of the Compton Camera 5
2.1 The physical principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 22Na decay scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Collimation and shielding system . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Detection system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Operation of the camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Determination of optimal operation parameters of the experimental device . 12
2.4.1 Gain of position sensitive detector . . . . . . . . . . . . . . . . . . . 12
2.4.2 Distribution of counts per pixel . . . . . . . . . . . . . . . . . . . . . 13
2.4.3 Edge resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.4 Coincidence time window . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Backscattering intensity 21
3.1 Backscattering intensity. 1st order theoretical approximation . . . . . . . . . 21
3.1.1 Testing the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4 Simulation 27
4.1 Simulation of the Compton Camera: General aspects . . . . . . . . . . . . . 28
4.2 Detection system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
xvi CONTENTS
4.2.1 Backscattering detector . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2 Position sensitive detector . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Results Part 1: Backscattering detector response 43
5.1 Complete light collection case: ideal case . . . . . . . . . . . . . . . . . . . . 43
5.1.1 Contribution of inactive parts to the backscattering detector energy
spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Comparison with experimental results . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Time-of-flight in different materials . . . . . . . . . . . . . . . . . . . . . . . 50
5.4 Reducing noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6 Results Part 2: Imaging capabilities of the Compton Camera 53
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.1.1 Image of an object . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.1.2 Digital image processing . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 Multiple Compton scattering and its effect on the image . . . . . . . . . . . 57
6.3 Inspection of concealed objects . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.3.1 Inaccessible hidden objects: experimental images . . . . . . . . . . . . 59
6.3.2 Inaccessible hidden objects: simulated images . . . . . . . . . . . . . 61
6.3.3 Buried objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.4 Diagnostic of metallic surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.1 Part 1: Thickness measurement . . . . . . . . . . . . . . . . . . . . . 70
6.4.2 Part 2: Study of wears . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.5 Standoff distance optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7 Conclusions and perspectives 81
A Compton Camera planes 83
B Sand composition 87
LIST OF FIGURES xvii
LIST OF FIGURES
2.1 Physical principle of the backscattering method . . . . . . . . . . . . . . . . 6
2.2 Decay scheme of 22Na radioactive source . . . . . . . . . . . . . . . . . . . . 7
2.3 The Compton Camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Collimation and shielding system . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Crystal of the backscattering detector . . . . . . . . . . . . . . . . . . . . . . 9
2.6 Anode pattern of position sensitive detector . . . . . . . . . . . . . . . . . . 10
2.7 Connection of the R2486 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.8 Acquisition software of the Compton Camera . . . . . . . . . . . . . . . . . . 11
2.9 Experimental background images varying the gain configuration of the PSD . 13
2.10 X,Y-projections of experimental background images varying the gain config-
uration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.11 Quotient between variance and the average counts per pixel of experimental
background images varying the gain configuration . . . . . . . . . . . . . . . 15
2.12 Average counts per pixel of vertical and horizontal projections of experimental
background images varying the gain configuration . . . . . . . . . . . . . . . 15
2.13 Experimental image of an iron plate covering half field-of-view of the camera
and fit function to analyse the edge resolution . . . . . . . . . . . . . . . . . 16
2.14 Contrast and background intensity of images generates by an iron plate cov-
ering half field-of-view of the camera with different gain configurations of the
position sensitive detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.15 Edge resolution of images generates by an iron plate covering half field-of-view
of the camera with different gain configurations of the position sensitive detector 17
2.16 Y-projections of experimental images generated by an iron plate covering half
field-of-view of the camera for different values of the difference of the coinci-
dence time window between the PSD and BSD . . . . . . . . . . . . . . . . . 18
xviii LIST OF FIGURES
2.17 Y-projections of experimental images generates by an iron plate covering half
field-of-view of the camera for different values of the coincidence time window
of the PSD, when the time coincidence window of the BSD is 200 ns . . . . . 19
3.1 Sketch of the scattering process . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Sketch of the simulated setup used to test the backscattering intensity model 24
3.3 Simulated results of backscattering intensity and comparison with theoretical
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1 Comparison between the experimental prototype and simulated geometry of
camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Main and complete geometry of the simulated Compton Camera . . . . . . 29
4.3 Control test of 22Na simulated radioactive source . . . . . . . . . . . . . . . 30
4.4 Simulated crystal of the backscattering detector . . . . . . . . . . . . . . . . 32
4.5 Setup to test the simulated Compton Camera . . . . . . . . . . . . . . . . . 33
4.6 Backscattering detector response: Energy spectra using energy deposition
method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Schematic of the scintillation process and photonic transport in the backscat-
tering detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Refractive index of CsI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.9 Backscattering detector response: energy spectrum using optical photons method 38
4.10 Sketch of simulated position sensitive detector: equivalent geometry . . . . . 38
4.11 Sketch of simulated position sensitive detector: scintillation process . . . . . 39
4.12 Simulated position sensitive detector response . . . . . . . . . . . . . . . . . 41
4.13 Alternative way to simulate the position sensitive detector . . . . . . . . . . 42
4.14 Efficiency correction on position sensitive detector . . . . . . . . . . . . . . . 42
5.1 Sketch of a object buried in sand . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Contribution of SS and MS to backscattering detector energy spectrum . . . 45
5.3 Comparison with previous results of the contribution of SS and MS to backscat-
tering detector energy spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.4 Contribution of SS and MS to backscattering detector energy spectrum . . . 47
5.5 Contribution of inactive parts of the camera to backscattering detector energy
spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.6 Comparison between simulated and experimental results of the backscattering
detector energy spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Dependence of the backscattering detector response with the interaction point 49
5.8 Time-of-flight of γ–rays before detection . . . . . . . . . . . . . . . . . . . . 50
5.9 Decay scheme of 68Ge radioactive source . . . . . . . . . . . . . . . . . . . . 51
LIST OF FIGURES xix
6.1 Sketch of used setup to illustrate the procedure to generate the image of an
object of interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 Contribution of object to the image . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Smoothing the images using immediate neighbors method . . . . . . . . . . . 56
6.4 Smoothing the images using Gaussian method . . . . . . . . . . . . . . . . . 56
6.5 Smoothing effect on image size and edge resolution . . . . . . . . . . . . . . 57
6.6 Sketch of the effect of multiple Compton scattering on the image-forming process 58
6.7 Experimental images of inaccessible hidden objects placed behind aluminum
wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.8 Simulated setup to test the capabilities of the camera in inspection of inac-
cessible hidden objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.9 Simulated images of a cubic object behind an iron plate . . . . . . . . . . . . 62
6.10 Simulated images of a cubic object behind an aluminum plate . . . . . . . . 63
6.11 Edge resolution of simulated images of a metallic objects behind a metallic wall. 64
6.12 Setup of lead piece buried in sand. . . . . . . . . . . . . . . . . . . . . . . . 65
6.13 Experimental and simulated (v1) images of a lead piece inside a sample of dry
sand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.14 Experimental and simulated (v2) images of a lead piece inside a sample of dry
sand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.15 Anti-personnel dummy landmines. . . . . . . . . . . . . . . . . . . . . . . . . 68
6.16 Experimental images of landmines into dry sand and dry farming soil samples 68
6.17 Simulated images of a landmine into dry sand sample . . . . . . . . . . . . . 70
6.18 Sketch of the experimental setup used to test the capabilities of the camera
in thickness measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.19 Average of counts per pixel (C¯) as a function of plate thickness for aluminum
and iron plates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.20 Setup used to test the capabilities of the camera to identify wears in metallic
surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.21 Experimental and simulated images of an example of wear in metallic surfaces 73
6.22 Edge resolution of experimental and simulated Compton Camera. . . . . . . 74
6.23 Experimental and new simulated images of an example of wear in metallic
surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.24 Edge resolution of experimental and simulated Compton Camera. . . . . . . 75
6.25 Single and multiple Compton scattering contribution to image for iron and
water samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.26 Setup used to find optimal standoff distance . . . . . . . . . . . . . . . . . . 78
6.27 Experimental results and summary of optimal standoff distance . . . . . . . 79
A.1 Planes: Main components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.2 Planes: Backscattering Detector . . . . . . . . . . . . . . . . . . . . . . . . . 84
xx LIST OF FIGURES
A.3 Planes: Collimator of the backscattering detector . . . . . . . . . . . . . . . 85
A.4 Planes: Collimation system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.5 Planes: Shielding system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
LIST OF TABLES xxi
LIST OF TABLES
2.1 Default values for operation of the Compton Camera . . . . . . . . . . . . . 12
3.1 Saturation depth values of lead, aluminum and water samples. . . . . . . . . 25
4.1 Summary of comparison between the Compton Camera and simulated geometry 30
4.2 Comparison between Compton Camera components and simulated geometry 31
4.3 Summary of optical properties added in the simulation to CsI crystals . . . . 40
5.1 Percentage contribution of SS and SM to backscattering detector energy spec-
trum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1 Effective length of iron and aluminum plates . . . . . . . . . . . . . . . . . . 62
6.2 Density of different metallic materials. . . . . . . . . . . . . . . . . . . . . . 64
6.3 Density of soils and dummy landmines . . . . . . . . . . . . . . . . . . . . . 69
6.4 Effective length of iron and aluminum plates . . . . . . . . . . . . . . . . . . 78
6.5 Best-fit parameters of Γ–Distribution to fit the mean counts per pixel for
different homogeneous samples . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.6 Summary of optimal standoff distance . . . . . . . . . . . . . . . . . . . . . 79

1CHAPTER 1
INTRODUCTION
There is quite a number of research areas and industrial applications in which the observation
of concealed objects from direct view is required. Imaging techniques, using electromagnetic
radiation from a wide energy range (from X–rays to γ–rays) are suitable for non–invasive
and non–destructive determination of amount and distribution of matter in objects due to
their capabilities of penetrating some thickness of matter.
Transmission techniques have been developed since a long time ago. On December 1895
Wilhelm Conrad Ro¨ntgen took the first “medical” X-ray image. Transmission techniques
are nowadays well understood and they provide images with very high quality and reso-
lution. In order to obtain images using transmission techniques the object under study is
exposed to electromagnetic radiation (the adequate energy of the photons depends on com-
position and size of the sample and on characteristics of the detection system) and collecting
the transmitted photons a bi-dimensional map, representing the density distribution of the
sample is constructed. Transmission techniques as Positron Emission Tomography (PET),
Single Photon Emission Computer Tomography (SPECT), Gamma Radiography Technique,
Fluoroscopy, among others, have been successfully tested and often used in gammagraphies,
radiographies, density and concentration meters, air cargo screening, customs control, among
others. Nonetheless, transmission techniques present serious limitations when the access to
both sides of the sample is not possible. Backscattering techniques circumvent this limitation
and allow very advantageous analysis of samples because the irradiation and the detection is
made from the same side. Backscattering techniques are advantageous alternatives in those
cases in which the transmission techniques are not viable. These techniques have a large
number of potential applications as in the cases of detection of landmines in soil, inspection
of concealed objects, identification and study of deposition and structural defects, control of
deposition and wear in oil pipe lines, determination of the level of a substance in a sealed
container, erosion control, contraband detection, and detection of hidden explosive devices,
among others.
2 1 Introduction
Over the course of the last years the backscattering techniques have been examined and
tested in different areas of research. For applications such as cargo, vehicle, and baggage
scanning the Compton backscatter imaging via X-rays is available. A thorough study on the
use of X-ray in explosive detection is presented in Ref. [1, 2]. The use of γ–rays presents
an advantage due the increased penetration granted by the higher photon energy. Image
formation via γ–backscattering techniques has been explored [3, 4, 5, 6, 7] as to the point
to the construction of a device based on back-to-back γ–rays from positron annihilation [3].
A feasibility study for a 3D γ–ray camera system using very fast scintillation detectors and
the time-of-flight to distance measurements [8] was presented in Ref. [4], and a more recent
research was reported in Ref. [6] based on the same principle. More recently, a technique for
3D γ–ray imaging using the access to the object from two orthogonal sides was conducted [7].
At Universidad Nacional de Colombia, a gamma-backscattering imaging device, dubbed
the Compton Camera, developed at GSI (Darmstadt, Germany) has been thorughly tested
and modified. Optimization studies were carried out, energy calibration of the system was
performed [9] and a first image was obtained [5]. Some theoretical approximations for trans-
mitted and backscattered intensity of γ–rays with strong restrictions regarding sample homo-
geneity and the number of Compton scatterings before detection have been developed [10, 11].
Nowadays the experimental work has been focused on the analysis by γ–spectroscopy of dif-
ferent types of soil (sand and farm soil) with variable humidity. Monte Carlo simulations of
devices that use the γ–rays backscattering imaging principle have been developed in order
to study the feasibility of the technique to locate hidden objects [12, 13, 14]. A very simpli-
fied first approach to the detection system of the Compton Camera was simulated [13] by
Monte Carlo method. More recently, the backscattering detector of the Compton Camera
was simulated by Monte Carlo [15] and the contribution of singles and multiple Compton
scatterings to the backscattering spectrum was quantified.
The present work attempts a thorough study of the Compton Camera. In order to un-
derstand how the Camera works, especially regarding the process of image formation, and
to explore the full capabilities of the current setup, an accurate Monte Carlo model of the
device has been developed using the Geant4 simulation toolkit [16, 17]. Validation of the
simulation results is achieved by comparison with experimental data.
The work tries to answer some questions that only simulation can provide: (i) Multiple
interactions within the sample and the contribution of the different multiplicities to the
process of image formation. (ii) The distribution of time-of-flight of γ–rays to evaluate the
feasibility of timing information as events discriminator and as distance measurements tool.
(iii) Sources of noise. Regarding possible technical applications this work focuses on two:
diagnosis of metallic surfaces and location of hidden objects. As a technical summary some
improvements to the actual prototype are proposed in order to construct the new generation
of the Compton Camera.
In the next chapter, a brief description about the physical principle of the Compton Cam-
era and its performance will be done. The theoretical model about backscattering intensity
3is presented in Chapter 3. In Chapter 4, the simulated device will be described in detail,
with particular emphasis on detection system. Chapters 5 and 6 show the results obtained
and the analysis performed on the backscattering detector and imaging capabilities of the
camera, respectively. Conclusions, outlook and perspectives are summarized in Chapter 7.

5CHAPTER 2
DESCRIPTION OF THE COMPTON CAMERA
The γ-backscattering imaging prototype device named Compton Camera was developed at
GSI (Darmstadt, Germany) and it has been modified at Grupo de F´ısica Nuclear de la
Universidad Nacional de Colombia –GFNUN–. Furthermore, extensive analysis and several
optimization studies have been realized at GFNUN.
The Compton Camera performance is based on the so called Gamma-ray Compton
Backscattering (GCB) technique which takes advantage of spatial correlation of nearly
collinear but in opposite directions 511 keV γ-rays, generated by positron annihilation to
construct a bi-dimensional map representing the distribution of matter in the field-of-view
of the camera.
In this Chapter a brief description of the physical principle and the operation of the cam-
era will be exposed. In addition, the main components and the data acquisition system will
be described, including some technical details. Finally, optimization studies on parameters
related to the camera operation will be presented.
2.1 The physical principle
In order to construct the bi-dimensional map that represents the density distribution at the
field-of-view of the camera, the Compton Camera takes advantage of the spatial correlation
of γ-rays generated when positrons produced by radioactive decay of a 22Na source (de-
scribed in Sec. 2.1.1) are annihilated by the interaction with electrons of the surrounding
media. Figure 2.1 shows a schematic of the physical principle of the Compton Camera and
the process to construct an image, in a typical situation in which the camera can be useful –
locating buried objects–. Positron annihilation produces two nearly collinear 511 keV γ–rays,
traveling in exactly opposite directions in the mass system of the positron and the electron.
In the laboratory system both photons travel in opposite directions to within at least one
degree [18]. One γ–ray may be registered in the Position Sensitive Detector (PSD) (for sim-
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plicity named γ–ray- 1 ) and the other one flies directly to the sample (for simplicity named
γ–ray- 2 ). The collimator and shielding system define the active detection area of PSD and
the beam shape. The γ–ray- 2 could be absorbed by the sample, via photoelectric effect
(the green beam), it could cross the sample without interacting (the red beam), or it may be
scattered, via Compton or Rayleigh scattering, and eventually return to the Backscattering
Detector (BSD) (displayed as the blue line) generating the trigger signal. Energy deposition
in the BSD opens a time window (it is a variable parameter) during which the PSD, in
coincidence with the BSD, records the position of γ–ray- 1 in a matrix, a bi-dimensional hit
pattern that depends on the object capabilities to scatter γ–radiation. Finally, the number of
detected γ–rays- 1 (the number of counts in that position) depends on the local properties
where γ–ray- 2 interacts with the sample, due to the spatial correlation between γ–ray- 1
and γ–ray- 2 .
Shielding
Event in coincidence
Soil
Object
Collimators
Backscatering Detector (Trigger)
Position Sensitive Detector
Source (22Na)
Scattered γ–ray
1
2
Figure 2.1: Schematic of the working principle of the Compton Camera. The positron anni-
hilation produces two γ–rays flying in opposite directions ( 1 and 2 ). If γ–ray- 2 returns
to the BSD (the blue one), a trigger signal is generated and the PSD, in coincidence with
BSD, records the position of γ–ray- 1 in a matrix, a bi-dimensional map that represents the
distribution of matter in the field-of-view of the camera. The green γ–ray- 2 shows a beam
totally absorbed and the red γ–ray- 2 illustrates a beam crossing the object without any
interaction.
The number of coincident backscattering events accumulated within the measurement
time, i.e. the statistical accuracy, depends on the scattering capabilities of the sample and
it defines the image quality, which can also be affected by random coincidences due to
scattered γ–rays by different parts of the camera or fluorescence photons and to produce
events in coincidence without spatial correlation. In addition, the coincidence time window
has an important role in filtering non correlated events. Another noise source comes from the
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correlations between one 511 keV γ–ray and one 1275 keV γ–ray emitted by 22Ne (Sec. 2.1.1).
The 1275 keV γ–ray emission is isotropic and it shows no angular correlation with the 511 keV
annihilation radiation.
2.1.1 22Na decay scheme
For the 22Na radioactive source approximately 90% of disintegrations occur through positron-
emission mode, via β+ decay, to the first excited state of 22Ne followed by the prompt
emission of a 1275 keV de-excitation photon. Once the positron has lost its kinetic energy
in the surrounding media, it annihilates with an electron of the environment, producing two
nearly collinear 511 keV photons. The remaining approximately 10% of the disintegrations
proceed through electron capture mode to the same excited state of 22Ne, followed by the
emission of the 1275 keV photon, Ref. [19]. Figure 2.2 shows the visualization of decay scheme
of 22Na [20].
3+
22Na
T1/2 = 2.6 years
2+
0.06%
22Ne
0+
β+
EC 9.62%
90.33%
1275 keVT1/2 = 3.63 ps,
99.94 %
Figure 2.2: Decay scheme of 22Na radioactive source [20].
2.2 Components
The Compton Camera was designed to be hand-operated and portable, it has a volume of 23×
23×39 cm3 and 7.5 kg weight. The camera consists of a radioactive source of 22Na in a massive
tungsten alloy shielding; the detection system (with its associated electronics) is composed by
a backscattering detector and a position sensitive detector, a set of collimators and shielding,
containers and mechanical supports. Figure 2.3 is a photograph of the Compton Camera with
the cover removed to show the major internal components. The activity of the 22Na source
was 910 kBq (1st August 2008) and 241 kBq by the time of the measurements (June 2013).
2.2.1 Collimation and shielding system
Taking into account that the 1275 keV γ–rays do not have any spatial correlation with the
511 kev γ–rays, events in which a 1275 keV γ–ray is detected either in the BSD or in the
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Base (Al)
Backscattering Detector (BSD) (CsI(Na)) BSD Casing (Al)
10 cm
BSD PMT
Source (22Na)
Colimators (W)
Shielding (Pb)
Lid (Al)Postion Sensitive Detector (PSD) (CsI(Tl))
PSD Container (Al)
Electronics
Figure 2.3: Photograph of the Compton Camera prototype with the cover removed to show
the major internal components. The material of each component is specified in parentheses.
PSD contain no useful position information. These events have a detrimental effect on the
image quality. In some cases, a γ-ray from the 22Na source can reach the BSD directly,
generating the trigger signal, and it may be scattered towards the PSD, or vice versa. Such
events are indistinguishable from correlated 511 keV backscattered photons by the sample of
interest [3]. In order to reduce the number of photons that directly reach the BSD without a
prior interaction with the sample, producing a negative effect on the quality of the image, an
adequate radiation shielding system between the 22Na source and the BSD, and between the
PSD and the BSD detector is placed. The Compton Camera is equipped with a collimation
system that defines the active detection area of the PSD and the beam shape, and further
works as radiation shielding. Figure 2.4 shows the collimation–shielding system.
Figure 2.4: Collimation and shield-
ing system of the Compton Cam-
era. Complete dimensions in ap-
pendix A.
32◦
32◦
BSD coll. (W)
PSD coll. (W)
Shielding (Pb)
28 mm
23.5 mm 33.2 mm
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2.2.2 Detection system
The detection system consists of two scintillation detectors of Cesium Iodide (CsI) one for
BSD and the other one for PSD. The scintillation process is one of the most useful methods
used for the detection and spectroscopy of ionizing radiations [21]. A scintillation material
emits a small flash of light, i.e. scintillation, with a high efficiency when struck by a nuclear
particle or radiation, the light output is proportional to the exciting energy within a wide
energy range, scintillators have very fast response and, with certain scintillators, it is possible
to distinguish between different types of particles from the shape of the emitted light pulses.
The scintillator material is coupled to light sensors –PMT and photodiodes– required to
convert the light into an electrical pulse [22]. The coupled photomultiplier tube has an
associated photocathode which produces, via photoelectric effect, photo-electrons. The very
small current is amplified, by PMT system, and converted in an electrical pulse which can
be analyzed.
The BSD works as trigger and has a crystal of Cesium Iodide doped with Sodium CsI(Na).
The Position Sensitive Detector (PSD), in coincidence with the BSD, has a crystal of Cesium
Iodide doped with Thallium CsI(Tl) coupled to a photomultiplier tube equipped with an
orthogonal x, y grid anode.
2.2.2.1 Backscattering detector
The BSD consists of a CsI(Na) inorganic crystal, of 1.5 cm thickness, 2.8 cm inner diameter
and 9.8 cm outer diameter, coupled to two photomultiplier tubes Hamamatsu R1924A. The
photomultiplier tube R1924A has a bialkali photocathode, an 11-stage coarse mesh dynode
structure, and minimum effective area 2.2 cm diameter (see Ref. [23] for technical details).
Each photomultiplier tube is coupled to and E2924 D-type Socket Assembly, a voltage-divider
circuit. Total minimum effective area covered by the two photomultiplier tubes is ∼ 3% of
the BSD upper surface (Figure 2.5) to collect the scintillation photons and to generate the
final pulse. The BSD is not equipped with light guides.
top view
side view
9.8 cm
2.8 cm 1.5 cm
CsI(Na) crystal
PMT
PMT
Figure 2.5: Sketch of the crystal of the
BSD. On the top view blue circles repre-
sent PMTs and on the lateral view blue
boxes represent PMT.
The BSD is used to generate the trigger signal: when an energy deposition in the BSD
occurs a user-defined time window is open, during which the position sensitive detector
records its information.
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The Compton Camera uses a large BSD in order to cover as much solid angle as possible.
Depending of each situation, for a given solid angle a range of scattering angles is defined
and scattered γ–rays may be detected in the BSD and may generate a coincidence trigger.
2.2.2.2 Position sensitive detector
The Position Sensitive Detector (PSD) has a CsI(Tl) inorganic crystal of 0.7 mm thickness
and 65 mm diameter coupled to a position sensitive photomultiplier tube Hamamatsu R2486.
The photomultiplier tube R2486 has a bialkali photocathode, a 12-stage coarse mesh dynode
structure, and is equipped with multiple anode orthogonal wires crossing one another in the
x and y directions (see Ref. [24] for more details). Figure 2.6 shows a sketch of the anode
pattern of the photomultiplier tube R2486, taken from Ref. [24].
Figure 2.6: Anode pattern of PSD, taken from Ref. [24]
A resistor chain interconnecting all the anode wires and read-out the anode signals.
Electronic circuitry is used to obtain signal amplitudes which are proportional to x and
y position by generating conventional difference over sum signals. Each analogue position
signal is digitized by analogue to digital converters (ADC) and read-out by a computer-
controlled data acquisition system. Each logic signal is taken event by event in coincidence
with the trigger detector (the BSD). Figure 2.7 shows a possible configuration of instruments
to analyze the output signal of the PMT.
2.3 Operation of the camera
The final output of the camera is a bidimensional map or image, defined by the active area
of the PSD that represents the density distribution in the field-of-view of the camera. The
image is obtained by incrementing an image data array of 64 columns × 64 rows in the data
acquisition computer. The left side of Figure 2.8 shows an image acquired with the camera.
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Figure 2.7: Connection of the R2486 to commercially available general-purpose measuring
instruments, taken from Ref. [24].
The lead shielding covers part of the PSD, therefore, a black zone in the image is observed.
This test image suggest that the center of the PSD is not alligned with the center of the lead
shielding.
Figure 2.8: Printed screen of Compton Camera acquisition software. Left: The main platform.
Right: The control terminal with default values.
The Compton Camera is handled by specialized software named Control Display (Version
1.0) which was designed for this device and acquired with the camera. Figure 2.8 (right side)
shows a screenshot of the software platform. Control Display allows managing: lower signal
threshold of BSD and PSD, coincidence time window, gains of x and y anodes array in the
PSD, gain of BSD and the measurement time.
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2.4 Determination of optimal operation parameters of
the experimental device
In order to optimize the Compton Camera response and to evaluate -as best as possible- the
imaging capabilities of the camera, a part of this work focuses on identifying the optimal
parameters for electronic operation. Default and optimal values are summarized in Table 2.1.
Gains of PSD and coincidence time window were optimized. Criteria to optimize lower signal
threshold of the BSD and the PSD were not decisive and they keep their default values. In
the next sections 2.4.1 and 2.4.4 experiments to obtain optimal parameters of operation will
be described and analyzed.
Parameter Default Optimal
Gains (range 0 to 127)
Pixel Det. X 50 50
Pixel Det. Y 50 100
BackScatter Det. 127 127*
Coincidence time window
(range 0 to 775 ns)
T1 (ns) 0 200
T1 (ns) 700 775
Threshold (range 0 to 127)
Pixel Det. 50 50*
BackScatter Det. 50 50*
Table 2.1: Default values for operation. Parameters and units are according to Control Dis-
play software, at the right side in Fig.2.8. Parameter optimization results with the star (∗)
mark label were inconclusive, and thus keep their default values.
2.4.1 Gain of position sensitive detector
In order to determine the experimental optimal gain configuration of the PSD two experi-
ments were carried out. In the first case, the camera was placed with any sample in front –on
air–. In the absence of local mass concentration a uniform distribution on the image is ex-
pected due to random coincidences, useful to evaluate the background intensity. In a second
test, the half of the field-of-view of the camera was covered by a uniform iron plate, a useful
setup to test the edge resolution of the camera. The gain value defines the amplification
factor of each signal for both detectors.
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2.4.2 Distribution of counts per pixel
For this part, any sample was placed in front of the camera. Figure 2.9(a) shows the exper-
imental setup. Figures 2.9(b-f) show the images obtained with the acquisition data system,
for 480 s measurement time, using different gain configurations of PSD, the gain of BSD
was fixed at 127 (default value), time coincidence window and thresholds keep their default
values, the color scale was defined by the maximum value of counts per pixel in each image.
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Figure 2.9: (a) Photograph of the experimental setup, (b-f) Experimental images of the
background varying the gain of pixels in X direction (PXG) and the gain of pixels in Y
direction (PYG). Fixed gain of the BSD at 127. The color scale of each image was defined
by the maximum value of counts per pixel. Cyan dotted lines indicate the location of some
brilliant and dark zones.
In the absence of local mass concentration in front of the camera, the counts per pixel
are not equal to zero due to random coincidences. The number of covered pixels by the
image depends on the gain configuration. In addition, the number of covered pixels in the
X-direction is not the same than in the Y-direction for some gain configurations. A uniform
distribution is expected when any object is placed in front of the camera, any object, however,
there are brilliant and dark regions that could be misunderstood as an object. The aim of
this experiment is to find the appropriate gain configuration in order to obtain a uniform
X,Y distribution of counts per pixel and to reduce, as much as possible, brilliant and dark
zones in the absence of local mass concentration.
14 2 Description of the Compton Camera
Figure 2.10 shows the projection onto the X-axis and the Y-axis for some gain configu-
rations of the PSD for a BSD fixed gain of 127.
PXG − PYG PXG − PYG
0
10
20
X pixel
X–projection
C
Y
(c
o
u
n
ts
)
30
40
0 10 20 30 40 50 60
0 - 0
0 - 127
50 - 50
50 - 127
75 - 127
127 - 127
PXG − PYG PXG − PYG
0
10
20
Y pixel
Y–projection
C
X
(c
ou
n
ts
)
30
40
0 10 20 30 40 50 60
0 - 0
0 - 127
50 - 50
50 - 127
75 - 127
127 - 127
Figure 2.10: Projections onto the horizontal and the vertical axes to evaluate the uniformity
of counts per pixel on the image for some gain configurations of the PSD for fixed gain of
the BSD at 127.
Figure 2.10 illustrates non-uniformity and local counts concentrations in the image, bril-
liant and dark zones. For example, the brilliant strips in Fig. 2.9(b) produce peaks in the
X-projection and Y-projections. The gain configuration, by default, does not produce the
most uniform distribution, there is a brilliant border and the image is wider in Y-direction
than X-direction. The gain configuration 50–127 (PXG–PYG) is a potential candidate due
to the uniformity of the distribution of counts per pixel. When the gain configuration is 127–
127 (PXG–PYG) the distribution is uniform, with a small brilliant zone, and the average
of counts per pixel is low (low background) but the image resolution is low also too, as is
shown in the next section. The projections can be useful to evaluate the uniformity of counts
per pixel on the image, however, it is necessary to be careful with the projection analysis,
because a non-uniform image can produce a uniform projection, for example in Fig. 2.9-(e)
there are brilliant and dark zones but the Y-projection in Fig. 2.10 is uniform.
The standard deviation of counts per pixel in the image could be useful to evaluate the
variation from the average of the counts per pixel distribution. However, the number of
pixels on the image depends on gain configurations of the PSD (see Figures 2.9 and 2.10).
A quantity without explicit dependence with the number of pixel is the quotient between
variance or square standard deviation (σ2) and the average counts per pixel (C). Figure 2.11
shows σ2/C in function of gain configurations of the PSD for two values of lower signal
threshold of the PSD, 50 and 127.
In Figure 2.11 each point represents a different gain configuration of the PSD and images
without considerable brilliant and dark zones are identified by blue points in Figure 2.11.
Gain configuration identified with blue points are potential candidates to be the optimal
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Figure 2.11: Quotient between variance (σ2) and the average counts per pixel (C) in function
of gain configurations of the PSD for two values of lower signal threshold of the PSD. For
each pixel X gain value, from left to right the pixel Y gain value takes values: 0, 25, 50, 75,
100 and 127.
configuration. When the lower signal threshold of the PSD (PSDT) is 127 the standard
deviation is -in general- smaller than is the case for PSDT = 50 but it is necessary to test
the camera response when a object is placed in front of it.
Figure 2.12 shows the average counts per pixel for any potential candidates mentioned
before, blue points in Fig. 2.11, of X-projection and Y-projection. Error bars are defined by
the standard deviation of the counts per pixel. The gain configurations PXG-PYG = 50-100
and PXG-PYG = 50-127 present the most uniform X,Y distribution.
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Figure 2.12: Average counts per pixel (C) of vertical and horizontal projections in function
of gain configurations of the PSD for some candidates, blue points of Fig. 2.11. PSDT refers
to the lower signal threshold of the PSD value. The gain configurations PXG-PYG = 50-100
and PXG-PYG = 50-127 correspond to the most uniform X,Y distribution.
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2.4.3 Edge resolution
In order to define the optimal gain configuration of the PSD, a second experiment was car-
ried out. Half field-of-view of the camera was covered by a homogeneous iron plate with 8
mm thickness. At the left side of Figure 2.13 an example of an image obtained with this
configuration is shown. The upper half image represents the iron plate. The gain of the BSD,
time coincidence window and thresholds keep their default values. Images were obtained with
480 s acquisition time.
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Figure 2.13: Left side: the camera image of an iron plate that covers the of half field-of-
view of the camera. Right side: the projection onto vertical axis and graphical meaning of
parameters of the error function used to fit the experimental data for this setup.
Right side in Figure 2.13 shows the projection onto the vertical axis normalized to the
average counts per pixel. The Y-projection/C was fitted to error function, eq (2.1). The fit
range is identified by cyan dotted lines in Fig. 2.13.
g(x) = A0 erf
(
x− µ√
2σ
)
+ a0 = A0
∫
exp−
(x−µ)2
2σ2 dx+ a0 (2.1)
For this case, following eq. (2.1), the contrast of the image can be defined by the height
of the step ∆h = 2A0, i.e. the difference between highest and lowest value of the fit function.
The number of pixels defining the edge is proportional to σ and the edge position is defined
by µ. The lowest value of the error function (b0 = A0 + a0) contains information about the
background intensity due to random coincidences.
Figure 2.14 shows the contrast ∆h and the background intensity b0 obtained for different
gain configurations of the PSD, with different values of the lower signal threshold of the
PSD. The default gain configuration of PSD is identified by a green point.
When the PSD lower energy threshold is 127 the images have very low contrast and
higher background intensity. The 127-127 gain configuration generates low background in-
tensity but also low contrast. Low contrast might generate problems to identify objects when
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Figure 2.14: Left side: difference between highest and lowest value (∆h) of fit function of
Y–projections. Right side: lower level (b0) of Y–projections. The images were obtained with
different gain configurations of the PSD. Green point represents default configuration and
the blue point identifies the optimal gain configuration. See text for details.
their composition is similar to the environment. According to section 2.4.2 the 50-100 and
50-100 gain configurations are potential candidates, presenting high contrast and low back-
grond intensity compared with other configurations. The criteria to decide the optimal gain
configuration of the PSD is the edge resolution of the image.
According to eq. (2.1), the edge size is defined by σ. Smallest σ value represents the gain
configuration that provides better edge resolution, very important parameter in order to
define the smallest size distinguishable by the camera and the capabilities of the camera to
identify two or more different objects in the sample. Figure 2.14 shows the edge resolution σ
obtained for different gain configurations and different values of the lower energy threshold
of the PSD. Default gain configuration is identified by the green point.
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Figure 2.15: The edge resolution is defined
by σ of Y–projection of images obtained
for different gain configurations of the PSD.
Green point represents default configuration
and the blue point identifies the optimal gain
configuration.
The default gain configuration presents high contrast and a better edge resolution than
50-100 gain configuration, but images generated using the default gain configuration present
non-uniform X,Y distribution and localized high intensity regions, brilliant zones as was
mentioned in the previous section, that could be misunderstood as an object. The 50-100
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gain configuration of the PSD produces a relatively high contrast, low background intensity
and the better edge resolution only below that default gain configration. Furthermore, images
obtained with this gain configuration are uniform. In conclusion, the optimal pixel X gain of
the PSD is 50 and the optimal pixel X gain of the PSD is 100. The PSD lower signal threshold
50 may be the optimal value but additional experiments are considered appropriate.
2.4.4 Coincidence time window
In order to define the optimal value of the coincidence time window for the BSD (T1) and
the PSD (T2), half field-of-view of the camera was covered by a uniform iron plate with 8
mm thickness, same setup described in sec. 2.4.3. The measurements have been carried out
with the following parameters: 127 gain of BSD, 50 pixel X gain of the PSD, 100 pixel Y
gain of the PSD, 50 lower threshold of the BSD and 50 lower threshold of the PSD. Images
were obtained for 480 s measurement time. An image obtained with this setup is shown in
Figure 2.13. When T2 is smaller than T1 any image is formed, i.e. there are not coincidence
events.
Figure 2.16 illustrates the Y-projection for diferents values of coincidence time window
for the BSD (T1) when the difference between the coincidence time window of the PSD and
the BSD is T2-T1 = 300 ns, 400 ns, 500 ns and 600 ns. Y-projections in Fig. 2.16 were
normalized to the background average intensity value.
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Figure 2.16: Y-projections of experimental images generated by an iron plate covering half
field-of-view of the camera for different values of the difference between the coincidence time
window of the PSD and BSD (T2-T1).
The configuration (T1,T2) of time coincidence window that provides the highest contrast
will define the optimal configuration (T1,T2), i.e. the difference between the highest intensity
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region of the Y-proyection, half part covered by the iron plate, in reference to the lowest
intensity part, i.e. the background. According to Figure 2.16 the highest contrast is obtained
when T1 = 200 ns in all cases.
Finally, Figure 2.17 shows projections onto vertical axis for different values of T2 when
the time coincidence window of the BSD is T1 = 200 ns. The highest contrast is obtained
when T2 takes the maximum value T2 = 775 ns.
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Figure 2.17: Y-projections of experimental images generated by an iron plate covering half
field-of-view of the camera for different values of the coincidence time window of the PSD,
when the time coincidence window of the BSD is T1 = 200 ns.
In conclusion, the optimal configuration of the time coincidence window is T1 = 200 ns
and T2 = 775 ns.
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CHAPTER 3
BACKSCATTERING INTENSITY
Backscattering techniques are based on the capabilities of the objects to photons backscatter.
In this Chapter, a theoretical model to predict the number of backscattered photons by
the sample, i.e. backscattering intensity, developed in the course of thesis research will be
described.
Taking into account that the basic physics of X–rays and γ–rays differ only quantitatively
due to the energy of photons, this model can be successfully applied to a wide range of
energies. However, this analysis will be focused on γ–rays with energy of 511 keV.
3.1 Backscattering intensity. 1st order theoretical ap-
proximation
For a given sample, the number of backscattered photons depends on absorption capabilities
and scattering probabilities. These effects must be considered to predict the backscattering
intensity and the relationship between them defines the number of photons that reaches the
detector.
The main interaction processes of X–ray and γ–ray photons with matter are Compton
scattering, Rayleigh scattering, photoelectric absorption and, photons with an energy above
1022 keV also interact via pair production. For photons of 511 keV the scattering probability
will be defined -primarily- by Compton scattering probability, Rayleigh scattering probability
is significantly lower than Compton scattering probability (almost two order of magnitude
lower in iron samples) and the probability of the pair production is zero because a 511 keV
photon has not sufficient energy to produce the pair. Then, the interaction probability will
be defined by the total cross section (σT) given by the cross section of Compton scattering
(σC), plus Rayleigh scattering (σR), plus photoelectric absorption (σp) and the scattering
probability will be defined by the Compton cross section. The attenuation coefficient is
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given by
µ1 = NσT = N (σR + ZσC + σp) (3.1)
where N is the atomic density of the sample and Z the atomic number of a monatomic
sample. Equation (3.1) is valid for X–rays and γ–rays with an energy below 1022 keV because
for photons with an energy above 1022 keV an additional term is included for pair production
probability (Nσpp).
This part focuses on the intensity due to photons scattered only once by the sample
(single Compton scattering). Double or plural scattering, i.e. multiple Compton scattering,
are ignored. Figure 3.1 illustrates the geometry of the scattering process to be described
here.
θ
∆ΩEγ2
I0
collimator
source
Eγ1
dz
z
I(z)
IB
Detector
l
Uniform sample
Figure 3.1: Sketch of the scattering process. Ignoring the buildup, the intensity after passing
through a distance z depends on the total absorption coefficient µ1 as I(z) = I0e
−µ1z. The
number of backscattered γ–rays IB is proportional to the number of scattered photons to-
wards the backscattering detector that cover a solid angle ∆Ω from the interaction point. l
is distance that scattered photons have to cross inside the sample in their back way ans θ is
the scattering angle.
Following the idea in Figure 3.1, the number of photons after traveling z without inter-
acting (I(z)) is given by
I(z) = I0e
−µ1z (3.2)
with µ1 given by eq. (3.1) for incident γ-rays of Eγ1 = 511 keV.
The number of scattered photons at dz towards the backscattering detector, without
interacting after crossing length z, is
R(z) = µC1I(z)f(Ω(z))dz = µC1I0e
−µ1zf(Ω(z))dz (3.3)
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where f(Ω(z)) is the probability to be scattered towards the backscattering detector that
cover a solid angle ∆Ω(z)) and µC1 is the Compton linear attenuation coefficient. f(Ω(z))
contains the geometric information about the detector
f(Ω(z)) =
1
µ1
∫
∆Ω(z)
∂σC
∂Ω
dΩ (3.4)
with ∂σC
∂Ω
the KleinNishina differential cross section.
After the Compton interaction the photon is scattered at an angle θ with energy Eγ2 is
given by
Eγ2 =
Eγ1
1 + Eγ1
mec2
(1− cos θ)
for Eγ1 = 511 keV, Eγ2 =
511 keV
2− cos θ (3.5)
A photon with energy Eγ2 defines a new attenuation coefficient µ2 for the path back. In
general terms µ2 is a function of the energy of the scattered photon, but it can be assumed
constant when ∆Ω is small. This assumption also remains valid whether ∆Ω is not small
and the sample has low Z: using eq (3.5), scattering angles 180◦ > θ > 90◦ correspond to
energies, 170 keV < Eγ2 < 255.5 keV; for water the µ2 at Eγ2 = 225 keV varies with respect
to its value at 170 keV in ∼ 8%. For atomic numbers above Z = 26 (iron) the assumption of
µ2 ≈ constant is no longer valid, for example the µ2 at Eγ2 = 225 keV changes respect to its
value at 170 keV for iron and lead samples in ∼ 20% and ∼ 50% respectively. Furthermore,
the way back with length l towards the backscattering detector is in general different to z
but l could be assumed equal to z when ∆Ω is small. Using these assumptions (µ2 constant
and l = z), the number of scattered photons towards the backscattering detector at dz after
traveling a distance z without interacting and reaching the detector, is given by
dIB(z) = R(z)e
−µ2z = µC1I0e−z(µ1+µ2)f(Ω(z))dz (3.6)
Finally, the number of photons that reach the backscattering detector after a single
Compton scattering is
IB(z) = µC1I0
∫ z
0
e−z(µ1+µ2)f(Ω(z))dz (3.7)
and the number of registered photons by the detector is
ID = εIB(z) (3.8)
where ε is the detection efficiency at Eγ2.
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3.1.1 Testing the model
In order to validate the theoretical model of backscattering intensity, a very simple simulation
of detection was carried out using the Geant4 [16, 17] simulation toolkit version 9.5 (released
2nd December 2011) [25]. Figure 3.2 illustrates the simulated setup. A CsI(Tl) detector of
5.1 cm thickness and 5.1 cm diameter was placed at 3.5 cm from the sample and behind a
monochromatic 511 keV γ–ray source oriented to the sample, so that the angle of incidence
of the γ–ray beam in the sample was 90◦. The detector was simulated according to the
technical specifications of the CANBERRA Scintillation Detector Model 802-2× 2 [26].
Figure 3.2: Geant4 simulation setup used to
validate the theoretical model. Perpendicular
incidence of 511 keV γ–rays on the sample.
IB(z) is the backscattering intensity. The de-
tector of CsI(Tl) of 5.1 cm diameter and 5.1
cm thickness, was located to 5 cm from the
sample. The model was tested for lead, iron
and water samples. Plate thickness
detector
5 cm
CsI(Tl)
Source
Eγ = 511 keV
IB(z)
S
am
p
le
z
Figure 3.3 shows that single Compton scattering simulated data for samples of lead, alu-
minum,= and water are very well described by eq. (3.8). Comparison between this theoretical
model and the experimental data is presented in Ref. [27].
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Figure 3.3: Backscattering intensity for three different samples: lead, aluminum and water.
The continuous line is the theoretical prediction of contribution of single Compton scatter-
ing (SS) to total intensity using eq. (3.8) normalized to SS saturation value. For multiple
scattering a theoretical prediction is still required.
For all samples the backscattering intensity reaches a saturation value at certain satura-
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tion depth (zsat), which depends on the sample composition. Table 3.1 summarizes zsat values
of different materials. For samples of aluminum and water zsat is, approximately one time
the mean free path of γ–rays of Eγ = 511 keV (λ511 keV) in aluminum and water samples, and
approximately λ511 keV/2 for lead samples. This saturation values provide some information
of the experimental limitation of backscattering techniques.
Sample λ511 keV (cm) zsat (cm)
Water 10.42 10
Aluminum 4.45 5
Lead 0.56 0.3
Table 3.1: Saturation depth values for different samples. The saturation depth is approxi-
mately one time the mean free path of γ–rays of Eγ = 511keV (λ511 keV) in aluminum and
water samples, and approximately half the mean free path for lead samples.
It is necessary to improve the model and to include the multiple Compton scattering,
in order to predict the total backscattering intensity and to calculate most accurate the
saturation depth which defines the limit of depth in which the backscattering techniques are
available.
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CHAPTER 4
SIMULATION
In order to improve the understanding of the response of the Compton Camera and in
particular, its image-forming process and to aid with the data analysis, a simulation of the
camera was developed using the Geant4 [16, 17] simulation toolkit. The simulation was
developed and run using Geant4 9.5 (released 2nd December 2011) [25].
The visualization software used to produce high-quality images is called DAWN (Drawer
for Academic WritiNgs) [28]. Unless explicitly stated, all visualizations presented through
this document have been produced with the DAWN software using the latest version: 3.90b
(released on September 2010).
The output of the numerical simulation of the Compton Camera is a ROOT Tree [29, 30].
The Geant4 simulation was developed and tested to work in conjunction with the ROOT
version: 5.34/01 (released 13 July 2012) [30].
The Geant4 PENELOPE (PENetration and Energy LOss of Positrons and Electrons)
physics list of low-energy electromagnetic processes was chosen. The set of physics pro-
cesses for photons, electrons and positrons included in the implementation code in Geant4
includes Compton scattering, photoelectric effect, Rayleigh scattering, gamma conversion,
bremsstrahlung, ionization and positron annihilation [31]. The Geant4 implementation of
these processes is based on the analytical physics models of the PENELOPE code, version
2001, described in detail in Ref. [32]. The PENELOPE physics models have been specifically
developed for Monte Carlo simulation and special attention was given to the low energy
description, including atomic effects, and it can be used for high energies up to ∼1 GeV
[32, 33]. For this reason, the PENELOPE physics list was selected to simulate the Compton
Camera.
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4.1 Simulation of the Compton Camera: General as-
pects
The simulated geometry (dimensions, materials and components) is based on the real pro-
totype, described in Chapter 2. The simulated geometry comprises both active and inactive
elements necessary to describe in a realistic -yet- practical way the major aspects of the
experimental setup. Figure 4.1 shows a graphical comparison between the real prototype
and the simulated geometry of the Compton Camera. This comparison is summarized in
Table 4.1. The complete description of each component is shown in Table 4.2.
Backscattering Detector (BSD)PCB
BSD PMT
Carbon tube
collimators
source
shielding
Lid
Source Bakelite plates
Main geometry
Position Sensitive Detector (PSD)
PSD base, collimators and shielding
BSD
PSD
Figure 4.1: Left side: photography of the Compton Camera. Right side: simulated geometry
of the camera. At top-right side the main geometry that defines the active elements.
Two software versions of the simulated Compton Camera are available, with differences
in the number of simulated components, from here on called main geometry and complete
geometry (see Figure 4.2). The main geometry consists of a PSD, BSD, PSD tungsten col-
limator, BSD tungsten collimator and lead shielding (see Figure 4.2, left). The complete
geometry is shown in Figure 4.2 (right) and it consists of an aluminum base, an aluminum
lid, two photomultiplier tubes (PMT), printed circuits boards (PCBs), containers and sup-
ports, added to the main geometry. These two versions of the camera allow to quantify the
contribution of non active parts to the image-forming process, discussed in section 5.1.1. In
order to achieve a more realistic scenario and to reproduce the experimental situation in as
much detail as possible the simulated results will be generated using the complete geometry,
unless otherwise specified.
The photomultiplier tubes reading the backscatering detector were represented as cylin-
drical carbon pieces (2.54 cm diameter and 8 cm height), in agreement with the photodiodes
material on Ref. [34]. The photomultiplier tube reading the position sensitive detector was
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Collimators (W)
Source (22Na)
Shielding (Pb)
Main geometry
Position Sensitive Detector PSD (CsI(Tl))
BackScattering Detector BSD (CsI(Na))
Base (Al)BSD Caising (Al)
B
S
D
P
M
T
(C
) PSD base (Al)
Lid (Al)
PCB (bakelite)
Complete geometry
PSD container (Cu)
Figure 4.2: Geometry of the Compton Camera. The material of each component is specified
in parentheses. Left side: main geometry of the simulated Compton Camera is composed
of position sensitive detector (PSD), backscattering detector (BSD), PSD collimator, BSD
collimator and shielding. Right side: complete geometry of simulated Compton Camera. The
material of each one component is specified in parentheses.
not simulated, and the associated electronics was represented by a Bakelite thin piece. The
PCBs were included as Bakelite plates. The backscattering detector and position sensitive
detector will be described in section 4.2.
The Compton Camera is equipped with a positron source of 22Na, as was mentioned in
Chapter 2. Geant4 has a data base of radioactive nuclei allowing to simulate the radioactive
decay of unstable nuclei, the definition of the radioactive source of 22Na is based on the
Geant4 Radioactive Decay Module (GRDM). The source was simulated as a point source
placed at the center of an acrylic capsule, according to the experimental setup. The experi-
mental spatial distribution of the source was not simulated. In order to control the radioactive
nuclei generator, the time between the 22Na nucleus creation and the emission by the 22Ne of
a γ-ray of 1275 keV was determined. The emission time distribution is shown in Figure 4.3.
The half live time of the 22Na determined by the simulation was t1/2 = 2.575± 0.006, with
a relative error of 1.0% respect to the reported value in Ref. [35].
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Figure 4.3: Control test of 22Na simu-
lated radioactive source. Emission time of
gamma-ray of 1275 keV emitted by 22Ne
nucleus, as a decay product of 22Na nucleus.
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The Compton Camera (exp.) Simulated
Base X
Lid X
Backscattering Detector (BSD)
BSD PhotoMultiplier Tube (PMT) −
BSD Scintillator Crystal(SC) X
BSD SC casing X
BSD collimator X
Position Sensitive Detector (PSD)
PSD Electronics Container X
PSD Scintillator Crystal −
PSD Collimator X
PSD Shielding X
PSD PhotoMultiplier Tube ×
PSD SC and PMT container X
Electronics X
Electrical connections ×
Table 4.1: Summary of comparison between the Compton Camera (CC) and simulated ge-
ometry, labeled X when the simulated piece has same shape and materials of CC, labeled
− when an Equivalent piece has been simulated and labeled × when the piece has not been
included.
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The Compton Camera Simulated Compton Camera
Piece Description Material Differences Material S. p. s.
Base Support all other components, 39.3 cm
large, 23.4 cm width and 3 mm thick-
ness
Al none Al X
Lid Camera Compton shell, 38.5 cm large,
22.7 cm width and 3 mm thickness
Al none Al X
Backscattering Detector (BSD) Backscattering Detector (BSD)
BSD Photo-
Multiplier Tube
(PMT)
Cylinder, 2.54 cm diameter and 8 cm
height, HAMAMATSU PMT R1924A
coupled to E2924 D-type Socket As-
sembly
Several
materials
Without electronic
circuits
C −
BSD Scintillator
Crystal(SC)
Cylinder, 1.5 cm height, 9.8 cm outer
radius and 2.8 cm inner radius
CsI(Na) none CsI X
BSD SC casing Hollow cylinder, 10.8 cm outer radius,
2.2 cm height and 3 mm thickness
Al none Al X
BSD Collimator Figure 2.4 and Figure A.4 W none W X
Position Sensitive Detector (PSD) Position Sensitive Detector (PSD)
PSD Electronics
Container
Hollow box, 8.8× 8.8× 6 cm and 3 mm
thickness
Cu none Cu X
PSD Scintillator
Crystal (SC)
Cylinder, 7 mm height and 64 mm di-
ameter
CsI(Tl) Box, 45× 45× 7 mm CsI −
PSD Shielding Hollow cone. Figure 2.4 and Figure A.5 Pb none Pb X
PSD Collimator Figure 2.4 and Figure A.4 W none W X
PSD Photo-
Multiplier Tube
(PMT)
HAMAMATSU PMT R2486 Several
materials
×
PSD SC and
PMT container
Hollow cylinder, 8 cm diameter, 3 cm
height and 3 mm thickness
Plastic none plexiglass −
PSD Base Cone like, Complex geometry Al none Al X
Electronics Four plates one above other, 10× 10×
0.15 cm
Bakelite none Bakelite X
Electrical con-
nections
Cables Several
materials
×
Table 4.2: Comparison between the real and simulated geometry of the Compton Camera
components. Simulated piece state (S. p. s.) refers to (X) = same dimensions and materials,
(−) = Equivalent piece and (×) = Not included.
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4.2 Detection system
The most important part of this simulation is the detection system, which consists of a
backscattering detector that works as the trigger and a position sensitive detector in coin-
cidence with the backsckattering detector, which generates a bi-dimensional map of counts
that represents the density distribution in the field-of-view of the camera. In this Section a
detailed description of the procedure to simulate the backscattering detector and the position
sensitive detector will be presented.
4.2.1 Backscattering detector
The crystal of the BSD was simulated as a monolithic piece of CsI(Na). The concentration
of Na was estimated to 0.02 % according with Ref. [36]. The BSD has a cylindrical form
with inner radius 2.8 cm and outer radius 9.8 cm (see Figure 4.4). As in the experimental
setup, the BSD works as trigger and each registered event in the position sensitive detector
is defined by an energy deposition in the BSD, i.e. the position sensitive detector is in
coincidence with the BSD.
Figure 4.4: Crystal dimensions of the
backscattering detector. The concentration
of Na was estimated to 0.02 %.
side view
9.8 cm
2.8 cm 1.5 cm
CsI(Na) crystal
top view
In this document, two ways to simulate the BSD response will be presented and stud-
ied: (1) The output signal of the simulated BSD can be generated via energy deposition in
the crystal, described in sec. 4.2.1.1 called “energy deposition method”. (2) Taken into ac-
count that the BSD is a scintillation detector the second way consists of considering optical
processes into the crystal and the collection of scintillation photons in the photocathodes, de-
scribed in sec. 4.2.1.2 and named “optical photons method”. The two methods are analyzed
in Chapter 5.
4.2.1.1 Energy deposition method
For this case, the output signal of the BSD is considered proportional to the energy deposition
in the crystal by the incident radiation. This method is based on the performance of detectors
used in nuclear spectroscopy and has been successfully tested with different detector arrays
in very different situations and setups, e.g. see Refs. [37, 15, 38], and it is frequently used
when the output signal is a function of the energy deposition. This method is referred from
here as “energy deposition method”.
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In order to evaluate the BSD response using the energy deposition method, the simulated
camera was placed at s = 2.5 cm from a sand sample with 1× 1× 1 m3 volume (Figure 4.5).
If not stated otherwise, the character s represents the standoff distance from the sample to
the camera. For this case, the number of simulated events was 108 decaying 22Na nuclei.
A sand sample was taken from the sand reservoir at GFNUN and its composition was
simulated according to Fluorescence X-Ray results, obtained at Laboratorio de Fluorescencia
de Rayos X (FRX) de la Universidad Nacional Sede Bogota´1. Appendix B describes the sand
composition used in the Monte Carlo simulation.
s
Sand
Figure 4.5: Setup used to test
the simulated backscattering
and position sensitive detector.
A sand sample is located at
2.5 centimeters from the camera
(standoff distance s = 2.5 cm).
The Compton Camera is simu-
lated using the complete geom-
etry version.
Figure 4.6 shows the simulated energy deposition in the crystal of the BSD. Assuming
ideal detector resolution (red line, Fig. 4.6) it is possible to clearly identify peaks at 511
keV and 1275 keV, signal of transport phenomena through the tungsten collimator, that
works additionally as shielding2. In addition, the sum peak of them (at 1786 keV) and the
escape peak, at around 1745 keV produced by the escape of fluorescence photons of the
CsI crystal and at 764 keV produced by the escape of one γ-ray of 511 keV from the pair
production into the crystal due the 1275 keV γ-ray. The tungsten shielding is not as efficient
as desired and these transmissions produce a significant noise contribution because these
events contain no useful position information. The energy region below 300 keV (inset plot
in Fig. 4.6(a) and Fig.(d)), contains the contribution of the sample to the energy spectrum,
i.e. the scattered photons by the sample to BSD, overlapped to Compton background of
511 keV and 1275 keV γ-rays. The contribution of the sample to the energy spectrum of the
BSD will be studied in section 5.1. Furthermore, there are well defined peaks at energy region
below 100 keV (see Figure 4.6 (c)). These peaks are produced by fluorescence phenomena on
the different parts of the camera: Kα and Kβ transitions at 75 keV and 85 keV respectively
from lead shielding, tungsten collimators from Kα and Kβ transitions at 59 keV and 67
keV. Finally, the peaks arround 30 keV correspond to X-rays from the Cs and I. For more
details about the fluorescence yield data see Ref. [39]. The simulation of the BSD takes
1http://www.ceif.unal.edu.co/old/lif/fluorescencia.htm
2the mean free path for γ-rays of 511 keV and 1275 keV in tungsten is 0.387 cm y 0.942 cm respectively.
The tungsten collimator has 2.8 cm radius
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into account all relevant physical processes: positron annihilation, transmission, fluorescence,
escape phenomena, photoelectric effect, pair production and Compton scattering.
On the other hand, the experimental resolution of the BSD was measured and reported
in previous works [40, 9] and correspond to
FWHM (keV) = 6.62
√
Eγ (keV). (4.1)
When FWHM is the experimental Full Width at Half Maximum. If FWHM, blue line in
Figure 4.6, is included the defined peaks are lost and the BSD spectrum is a soft curve.
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Figure 4.6: Spectral distribution of energy deposition in the crystal of the backscattering
detector using the setup shown in Figure 4.5 for 108 simulated decays of 22Na with ideal
resolution (red line) and including the experimental resolution (blue line). (a) Total energy
spectrum with ideal resolution and, inset plot, contribution of the sand sample. (b) Total
spectra with ideal and experimental resolution, (c) fluorescence region and (d) contribution
of the sand sample to total spectrum considering the experimental resolution.
4.2.1.2 Optical photons method
The BSD is a scintillation detector that uses only two photomultiplier tubes covering ∼ 3%
of the upper surface to collect the scintillation photons and to generate the final output sig-
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nal, as was mentioned in sec. 2.2.2.1. For this reason some scintillation photons will not reach
the photocathodes after traveling large distances compared with the absorption length, to be
collected and to produce the entry signal. The poor collection system suggests that the en-
ergy deposition method (previous Section) to simulate the BSD, based on the high efficiency
to collect the produced photons, may not be the correct way to reproduce the experimen-
tal energy spectra of the BSD. An alternative way, labeled “optical photons method”, to
simulate the BSD, consists on simulating the operation of the scintillation detector: the scin-
tillation process, transport phenomena –of scintillation photons– in the crystal and, finally,
the collection process into each photocathode.
The energy deposition method supposes a complete collection process and the output
signal is function of the energy deposition in the crystal, however, if the BSD only works
as trigger, and the intensity of its signal is not taken into account by the position sensitive
detector, the output signal of the BSD is not the most important factor and the energy
deposition method is sufficient to simulate successfully the camera.
Scintillation detectors use scintillation process for the detection of ionizing radiations.
In Geant4 some optical processes have been implemented including scintillation process and
refraction and reflection at medium boundaries. This implementation allows a more realistic
simulation of scintillation detectors. In order to include in the simulation the wave-like prop-
erties of electromagnetic radiation to simulate optical processes two steps are necessary: (1)
to include the processes involved in the interaction of optical photons, available in Geant4
physics lists, and (2) to add optical properties to materials working as optical photons gen-
erators, conductors, reflectors, etc. Firstly it is appropriate to define the optical properties
of CsI(Na) and CsI(Tl) crystals. Each scintillating material is characterized by the light
yield SY defined by the number of scintillation photons generated per unit of energy deposi-
tion, and by the intrinsic resolution RS which generally broadens the statistical distribution
of generated photons; the impurities, typical for doped crystals like CsI(Na) and CsI(Tl),
produce a wider intrinsic resolution [41]. When an energy deposition occurs the number of
generated photons follows a statistical normal distribution –Gaussian distribution– centered
at SY with a width given by RS
√
SY . In Geant4 the number of emitted photons presents
a linear dependence with the average light yield, SY , on the local energy deposition. This
linear relation is considered a good approximation [22, p. 168]. In addition, every scintillator
is characterized by its photon emission spectrum and by the delay time between absorption
and re emission of light, described by a fast and a slow components. The relative strength
of the fast component as a fraction of total scintillation yield is given by the yield ratio [41].
In order to simulate the backscattering detector as realistically as possible, parameters
of the CsI(Na) crystal included in the simulation are: the sodium concentration is 0.02 mole
percent, according to Ref. [36]; CsI(Na) wavelength of maximum emission is ∼ 420 nm [42],
decay constant main component is 670 ns [43], the SY = 41 photons/keV [42] and the
absorption length of CsI(Na) was supposed equal to the absorption length of CsI(Tl) = 34.2
cm [44]. The refractive index of CsI as a function of wave length (λ) was included following
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the dispersion formula of Cesium Iodide [45]:
n2−1 = 0.34617251λ
2
λ2 − 0.02295672 +
1.0080886λ2
λ2 − 0.14662 +
0.28551800λ2
λ2 − 0.18102 +
0.39743178λ2
λ2 − 0.212022 +
3.3605359λ2
λ2 − 161.022 (4.2)
Since light tightness must be maintained, scintillation crystals are commonly wrapped
in aluminum foils, which are the most convenient reflectors. Household foil is available in
thicknesses from 9 to 20 microns3. Aluminium wrapper was simulated following USA stan-
dard household foil of 15 µm thickness [46]. Figure 4.7 shows the effect of an aluminum foil
reflector.
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Figure 4.7: Schematic of the scintillation process and photonic transport in the backscat-
tering detector. If the aluminum wrapper is not included (at left side), some photons escape
from the crystal. Using the Snell’s law, the refractive index was calculated for an optical
photon of 2.431 eV, brown line. At the right side, aluminum wrapper reflects the photons;
the blue and magenta lines show two possible trajectories.
Without aluminium wrapper some photons could escape from the crystal (Figure 4.7,
left). In order to test the correct behaviour of the refraction capabilities of the CsI crystal,
its refractive index was calculated to n = 1.843 with a relative error of 0.16% compared
to eq. (4.2), using the Snell’s law and the experimental value of the refractive index of air
nair = 1.00029, for optical photons (OP) with an energy of EOP = 2.431 eV (brown line
in Figure 4.7, left). With aluminum wrapper the photons are reflected and confined to the
crystal volume (Figure 4.7, right). The aluminum reflectivity used was 0.91 for this energy
range of optical photons (eV) according to Ref. [47].
3http://www.novelis.com/en-us/Pages/Household-Foil-Foil-Wrap.aspx, accessed August (2013)
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The collection system of scintillation photons is conformed by two photocathodes in-
cluded as cylindrical Bialkali [23] pieces. The specific type of Bialkali is not specified and its
material was supposed as EMI K2CsSb Bialkali, according to Ref. [48]. These photocathodes
have 22 mm diameter (effective size, [23]), the thickness is unknown, but since the magnitude
order is tens of nanometers [49, 48], it was supposed equal to 20 nm. The refractive index
of the photocathodes as function of photon energy Eop was generated using a second-order
polynomial fitting experimental data (Figure 4.8) reported in Ref. [49].
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Figure 4.8: Refractive index of CsI as func-
tion of the energy. In the blue line fit func-
tion of refractive index (real part) of ex-
perimental data (red points) reported in
Ref. [49]. The second-order polynomial is
a no complex function and is very easy to
program.
Photocathodes were constructed assuming a 100% detection efficiency for optical photons,
i.e. every optical photon that enters to any photocathode is detected and the energy of the
optical photon is registered. The output signal per event is defined by the sum of deposited
energy in the photocathodes by the scintillation photons. The physical processes to generate
the final output signal by the photomultiplier tubes, i.e. the electron-multiplier system of
the photomultiplier tube, were not simulated.
The backscattering detector spectrum, obtained with the optical photons method with
the camera placed at 2.5 cm from a sand sample (see Figure 4.5) is shown in Figure 4.9.
In this case, energy resolution and peak width are generated directly from the random
scintillation process plus the collection process of scintillation photons, unlike the energy
deposition method in which the energy resolution must be included by the user.
Deposited energy in the photocathodes is proportional to the number of scintillation
photons (with energy around few electronvolts) collected by the photocathodes. Because
of this reason the units of the energy axis, in Figure 4.9, are electronvolts. In order to
do spectroscopy analysis it is necessary to make an energy calibration, equivalent to the
amplification process in the experimental case.
4.2.2 Position sensitive detector
The PSD is a scintillation crystal of CsI(Tl). The concentration of Tl was estimated to 0.03%
according to Ref. [50, 51]. The PSD container was virtually constructed following the real
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Figure 4.9: Energy deposition at photo-
cathodes by scintillation photons using the
setup shown in Figure 4.5 for 106 simulated
decays of 22Na nuclei. For this case, the en-
ergy resolution appears directly from the
scintillation and collection process.
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dimensions. The crystal of the PSD was simulated as a box of 45.2 × 45.2 × 7 mm3. The
length was supposed as the maximum possible value since it was contained into the PSD
casing. Figure 4.10 illustrates the shape of the simulated crystal. The photomultiplier tube
was not simulated and the associated electronics was represented by a bakelite thin piece.
The position of the crystal is unknown and it was placed at the lower end of the container.
Al
Plastic
Crystal CsI(Tl) 45.2 mm
Lead shielding boundary
Lead shielding
Crystal
7 mm
Figure 4.10: Setup of the simulated PSD. The crystal of the PSD was simulated like a box
with maximum possible length to be content into its housing.
The PSD was simulated according to the optical photons method, described in sec. 4.2.1.2:
every energy deposition produces the scintillation of the crystal and generates a number of
scintillation photons proportional to the energy deposition value. Scintillation photons travel
into the crystal and are collected by the photochatode. Optical properties of the CsI(Tl)
crystal included in the simulation are: The concentration of thallium (Tl) in crystals is around
500 ppm [44]. The thallium concentration is 0.03 mole percent, according to [50, 51]; the
CsI(Tl) wavelength of maximum emission is λ ∼ 550 nm [42], decay constant fast component
600 ns [44, 51] and slow component 3.4 µs [44] (decay constant main component 1100 [22],
1080 [43]), the SY = 55 photons/keV [42] and the absorption length of CsI(Tl) 34.2 cm [44].
The refractive index of CsI as function of wave length was included following the dispersion
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formula of Cesium Iodide, eq. (4.2) [45]. In order to maintain light tightness, the crystal was
wrapped in aluminum foil of 16 µm thickness. The optical properties added to CsI crystals,
bialkali photocathodes and aluminum wrapper, are summarized in Table 4.3.
As was mentioned in Section 2.2.2.2, the PSD uses a position sensitive photomultiplier
tube and, with the aid of an analog-to-digital converter (ADC) and associated software, a
square image of 64 × 64 pixels is generated. In the simulated case, in order to calculate
the position of energy deposition, the photocathode was simulated as an array of 64 × 64
(according to the final resolution of the experimental device) of small Bialkali pieces 20 nm
thickness and 0.7× 0.7 mm2 area, that cover the entire upper surface of the crystal.
Experimental
anode pattern
X 16X 1
Y 1
Y 16
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Y 1
Y 16
CsI(Tl)
in position calculation
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CsI(Tl)
Yp 1
Scintillation process
Xp 1 Xp 64
Yp 64
Yp 1
front view top view
in the final position calculation
Yp 64
top view
Photocathodes array (64× 64)
photocathodes involved
Edep
Edep
Figure 4.11: Sketch of PSD
behavior. Due to transport
phenomena of scintillation
photons several points in the
grid anodes (in the experi-
mental case) and photocath-
odes (in the simulated case)
can be activated.
Figure 4.11 illustrates simulated photocathodes array used to calculate the position of
interaction and the comparison with the experimental case. Composition and optical proper-
ties of bialkali photocathodes are the same as those of the photocathode of the backscattering
detector (see Section 4.2.1.2 for more details).
The scintillation photons are generated in all directions and due to transport phenomena
several points in the grid anode, in the experimental case, or in the photocathodes pieces,
in the simulated case, are reachable and they will define the final position measured by the
PSD. For the simulated case, in order to evaluate the number of photocathodes involved to
calculate the final position per event a very simple situation was proposed. γ–rays with an
energy of 511 keV hit normally the center of the crystal. Figure 4.12 illustrates this situation
and shows the obtained hit pattern for 106 simulated 511 keV γ–rays. Color scale represents
the number of scintillation photon collected in each photocathode. Each energy deposition
produces its own hit pattern. The final position, per deposited energy, is calculated using a
Monte Carlo method with an accumulative function defined by the photons hit pattern.
The scintillation process is a too time-consuming process to simulate. 1.2× 108 of events
take around eighteen days (using a computer with i7 procesor and 8 Gb in RAM), equivalent
to an experimental measurement time of 2 minutes (live time) using a source with activity of
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Value Ref.
Backscattering detector
Crystal type CsI(Na)
Concentration of Na 0.02 mole percent [36]
Wavelength of emission max. 420 nm [42]
Decay constant main component 670 ns [43]
Refractive index eq. (4.2) [45]
Refractive index at emission max. 1.84 eq. (4.2), [42]
Light yield 41 photons/keV [42]
Absorption length 34.2 cm [44]
Position Sensitive detector
Crystal type CsI(Tl)
Concentration of Tl 0.03 mole percent [50, 51]
Wavelength of emission max. 550 nm [42]
Decay constant fast component 600 ns [44, 51]
Decay constant slow component 3.4 µs [44]
Decay constant main component 1080 ns [22, 43]
Refractive index eq. (4.2) [45]
Refractive index at emission max. 1.79 eq. (4.2), [42]
Light yield 55 photons/keV [42]
Absorption length 34.2 cm [44]
Bialkali photocathodes
Type EMI K2CsSb [48]
Thickness 20 nm [48, 49]
Refractive index Fig. 4.8 [49]
Aluminum wrapper
Thickness 16 µm USA standard
Reflectivity 0.91 [47]
Table 4.3: Summary optical properties added in the simulation to CsI crystals, Bialkali
photocathodes and aluminum wrapper.
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Figure 4.12: Simulated PSD re-
sponse. Incident γ–rays of 511 keV
interact with the crystal at its center.
Scintillation photons travel across
the crystal and they produce a hit
pattern in the photocathodes array.
To calculate the position of energy
deposition it is necessary to take into
account the hit pattern.
1 MBq. For this reason, an alternative way to simulate the PSD is proposed. The monolithic
crystal of CsI(Tl) in addition to pixeled photocathode has been replaced for a 64×64 sensible
crystals array (see left side in Figure 4.13). Each small crystal is an independent detector
0.7×0.7×7 mm3 volume. In this case the position is defined by the crystal which the energy
deposition occurs and a count is added to a 64× 64 matrix -image- (each crystal represents
a pixel in the image) independently of the deposited energy value, the resolution is defined
by the pixel size.
Finally, in order to reproduce photonic transport phenomena each position is recalculated
using a two dimensional Lorentzian distribution of 5.9 pixels width (γ = 5.9 pixels), centered
at the pixel where the energy deposition occurs. On the left side of Figure 4.13 a sketch of
the procedure to recalculate the position is shown.
In order to reproduce the experimental edge resolution the new position is restricted to not
more than 7 pixels, in each direction, from the original position. This restriction is equivalent
to define a lower energy threshold in the experimental case.
The 64 × 64 detectors array allows to test another very interesting situation, when the
position is defined by the detector (pixel) where the energy deposition occurs. In this case,
the photonic transport is not taken into account and, therefore, the edge resolution improves,
as will be discussed in Chapter 6. Using this configuration the capabilities of the camera can
be evaluated assuming a better spatial resolution than in the experimental case.
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Figure 4.13: Alternative way to simulate the PSD. Using a 64× 64 detectors array, the final
position (blue line) is re-calculated following a 2D-Lorentzian distribution centered at the
position of energy deposition (brown line). Black dotted lines represent the restricted range
of the possible values of the final position, ± 7 pixels in each direction from the original
position.
4.2.2.1 Efficiency correction
Because the inner pixels cover a larger solid angle than the more external pixels, it is neces-
sary to make an efficiency correction. The efficiency correction is made before the position
recalculation. Figure 4.14 illustrates the effect of the efficiency correction on the image and
the projection onto the vertical axis. Every simulated image is submitted to this efficiency
correction procedure.
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Figure 4.14: Efficiency correction on PSD. (a) Original image. (b) Corrected image. (c)
Projection onto vertical, green lines represent the range to do the projection.
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CHAPTER 5
RESULTS PART 1: BACKSCATTERING
DETECTOR RESPONSE
The BSD is responsible for collecting the scattered photons by the sample and generating the
trigger signal of the device. When a photon is detected in the BSD a user-defined time window
is opening during which the PSD, in coincidence with the BSD, records its information, a
bi-dimensional image of the sample in the field-of-view of the camera. The BSD determines
which events will be recorded by the PSD. Therefore, it is of paramount importance to
reduce the number of trigger signals in the BSD that contain no useful position information
in order to improve the quality of the image and to increase the Compton Camera imaging
capabilities.
In this Chapter the BSD response will be analyzed using Monte Carlo simulation, assum-
ing complete light collection, with particular interest on the number of Compton interactions
of 511 keV γ–rays in the sample. In addition, comparison with experimental results will be
performed and analyzed. Furthermore, analysis of the time-of-flight of γ-rays will be pre-
sented. Finally, in order to reduce the noise of the device a different positron source is
suggested.
5.1 Complete light collection case: ideal case
Following the physical principle in which the Compton Camera is based, described in Sec-
tion 2.1, the image is formed by scattered photons by the object being studied. However, as
it was mentioned in Chapters 2 and 4, there are trigger signals generated by events with-
out spatial correlation and, therefore, such events will produce negative effects on the image
quality. This Section is intended to study the trigger signals generated only by photons which
satisfy the principle of operation of the camera, i.e. γ–rays of 511 keV from positron annihila-
tion that travel directly to the sample and are registered in the backscattering detector after
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Compton scattering. The simulation provides an advantageous scenario allowing to explore
quite a number of possibilities, in particular the determination of the number of Compton
interactions in the sample, which is not viable in the experimental case.
Depending on the number of Compton scatterings performed in the sample by a γ–ray
of initial energy 511 keV, the events can be classified as single Compton scattering (SS), i.e.
only one scattering, and multiple Compton scattering (MS), i.e. two or more scatterings.
When a photon is scattered twice or more times, the position from which it is scattered
towards the BSD is not -in general- the first interaction point, therefore the spatial correlation
is lost and it might have a detrimental effect on the quality of the image. Because of this
reason, it is very important to determine the MS contribution to the image formation process
and, if necessary, to filter such events. The effect of MS on the image will be discussed in
section 6.2.
In this Section the output signal of the BSD is assumed proportional to the energy
deposition, i.e. these results were generated using the energy deposition method to simulate
the BSD, described in Sec. 4.2.1.1.
Figure 5.1 illustrates a possible situation in which the direct observation of a hidden object
is required but transmission techniques are not viable because only one side is accessible:
a cylindrical object with 5 cm diameter and 2 cm height is buried in an homogeneous dry
sand matrix. The camera was placed at s = 2 cm from the sand surface and the object was
buried at a depth of d = 2 cm.
Figure 5.1: Sketch of the simula-
tion setup observation of a object
buried in sand with 2 cm standoff
distance (s) and 2 cm depth (d).
SandObject
d
s
Buried object (Fe)
2 cm
5 cm
Figure 5.2 displays the BSD energy spectra for 108 decaying 22Na nuclei together with
the contribution of SS and MS to the total spectrum. Only 22% of the total trigger signals
are generated by 511 keV photons, from positron annihilation, scattered by the sample via
Compton effect. The remaining 78% of the trigger signals are produced by photons which
contain no useful position information and by photons with spatial correlation but scattered
by any part of the camera just before detection. In this case, the MS contribution to the
total energy spectrum is 14% compared with 8% of SS. This is an example in which the
image is generated largely by MS.
According to Figure 5.2 scattered photons by the sample have an energy within the range
50 keV . Eγ . 350 keV. Using appropriate lower and upper energy thresholds is possible to
restrict the recorded entries in the PSD to events in which the trigger signal is generated by
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Figure 5.2: Spectral distribution of energy deposition in the crystal of the backscattering
detector using the setup shown in Figure 5.1. The number of simulated events was 108 decay-
ing 22Na nuclei. Inset graphic shows the contribution of SS and MS to total backscattering
detector spectrum. Percentages refer to total energy spectrum.
scattered photons by the sample, at least in a more appropriate range of energy. The setting
of energy thresholds can aid to reduce the noise and to improve the image quality.
In the experimental case it is not possible to determine –through direct measurements–
the number of Compton interactions in the sample. Spectra in Fig. 5.2 suggest the possibility
of filtering MS events defining an energy lower threshold, for example at 150 keV in this case.
The contribution of SS and MS depends on the composition of the sample, as will be
discussed in Section 6.4.2.1, and appropriate energy thresholds to filter SS from MS may
change from one sample to another. However, SS produces different spectral distribution of
energy deposition compared with MS. Energy thresholds may be used to distinguish these
events and to evaluate, experimentally, if MS has or not, detrimental effect on the quality of
the image.
A thorough discussion about the response of the BSD of the Compton Camera is presented
in Ref. [15]. In that work, the BSD is simulated using the energy deposition method and the
test setup consists in an iron object with 5 cm diameter and 2 cm height, buried in a sand
sample at 2 cm depth; the BSD was placed at 2 cm from the sand surface. Furthermore,
for simplicity the 22Na source was replaced by a monoenergetic source of 511 keV γ–rays
following an isotropic conical distribution, with angular aperture of 32 degrees and sent it
directly to the sample. In the present work the same setup was simulated but now we are
using the complete geometry of the camera (see Fig. 5.1).
In Figures 5.3 and 5.4 the comparison with previous results of Ref. [15] is shown.
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Figure 5.3: Spectral distribution of energy deposition in the crystal of the BSD due only
to scattered photons by the sample using the configuration shown in Figure 5.1. At left:
previous results Ref. [15]. At right: this work. Percentages represent the contribution of SS
and MS to the total spectrum generated only for scattered photons by the sample.
Percentage contribution of SS and MS to the BSD energy spectrum due only to scattered
photons by the sample is summarized in Table 5.1. According to Figure 5.3 the distribution of
the energy of the backscattered photons presents a maximum intensity and it depends on the
number of Compton scatterings. The maximum intensity and the percentage contribution of
SS and MS to the total energy spectrum are largest for SS and they decrease with the number
of interactions. In addition, taking into account that a 511 keV photon scattered twice or
more times has a lower average energy than photons scattered only once, the interaction
probability of MS photons with the aluminum case of the camera simulated in this research is
higher by comparison with more energetic SS photons. For reason the percentage contribution
due to SS/MS is a little bit higher/lower in this work compared with previous results.
The complete geometry of the Compton Camera contains quite a number of additional
parts in comparison with the simulated geometry in Ref. [15], however, the main geometry
version only contains the crystals of the BSD and the PSD, and the collimation system,
therefore, it is almost the same to simulated geometry in Ref. [15]. Figure 5.4 displays the
BSD spectra obtained with each one of the two versions of the simulated Compton Camera.
5.1.1 Contribution of inactive parts to the backscattering detector
energy spectrum
Using the setup shown in Figure 5.1, the energy spectrum of the BSD was obtained with the
two versions of the simulated Compton Camera, main geometry and complete geometry, in
order to determine the contribution of inactive parts of the camera.
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# Compton scattering Total (%) Compton sc. (%)
Compton sc. (%)
Ref. [15]
1 8.9 37.1 33.8
2 5.9 24.7 25.0
3 3.7 15.5 16.6
4 2.3 9.6 10.1
5 1.4 5.8 6.3
6 0.8 3.4 3.5
7 0.5 1.9 2.0
8 0.25 1.06 1
9 or more 0.26 1.08 < 1
Other 77.7 – –
Table 5.1: Comparison of percentage contribution of SS and MS to the backscattering de-
tector energy spectral distribution. Compton sc. refers to Compton scattering.
Eγ (keV)
0 50 100 150 200 250 300 350
C
o
u
n
ts
/
k
eV
0
200
400
600
800
SS plus MS
Main geometry
Complete geometry
C. Garzo´n (2012)
Eγ (keV)
0 50 100 150 200 250 300 350
C
o
u
n
ts
/
k
eV
0
50
100
150
200
250
300
350
400
SS
Main geometry
Complete geometry
C. Garzo´n (2012)
Figure 5.4: Comparison with previous results Ref. [15] of SS and MS using both versions of
the simulated Compton Camera. Spectra were scaled to peak height of previous results.
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The number of trigger signals generated by scattered photons in the aluminum lid is
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negligible. When all the components of the camera are simulated, i.e. the complete geometry,
there is an additional contribution around 300 keV due to scattered photons by inactive
parts of the camera compared with the main geometry, but it is lower than the 1275 keV
transmission contribution. It is possible to reduce the number of trigger signals without
spatial information generated by scattered photons by different parts of the camera reducing
the number of components near to the crystals of the PSD and the BSD. This can be achieved
using light guides and placing the photomultiplier tubes away from the crystals. In this case
the detector containers could be replaced by lighter casings.
5.2 Comparison with experimental results
In a previous work (see Ref. [40]) experimental energy spectra of the BSD were obtained
using calibration sources placed at 10 cm from the camera as shown in the inset of Fig. 5.6,
which shows the experimental spectral distribution obtained with the calibration source of
22Na and the comparison with the simulated spectral distributions of the BSD obtained us-
ing the energy deposition method and the optical photons method. Simulated spectra were
normalized to the number of entries in the experimental spectrum.
Figure 5.6: Spectral distribution of the BSD
using a calibration 22Na source placed in
front at 10 cm from the camera. Backscat-
tering detector energy spectrum: Experi-
mental (red line), simulated using deposited
energy method (blue line) and simulated us-
ing optical photons (green line). Simulation
of the scintillation process, optical transport
and collection of scintillation photons repro-
duce the experimental spectral distribution
of the BSD.
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When the output signal of the BSD is defined by the deposited energy in the crystal
the experimental response is not reproduced by the simulation. The detection efficiency is
overestimated for high energy photons when the BSD is simulated using the energy de-
position method. On the other hand, when the complete light collection is not used the
output signal of the BSD is proportional to the number of optical photons collected by both
photocathodes coupled to the BSD. The experimental results are successfully reproduced
simulating the scintillation process, optical transport and collection of scintillation photons
in the photocathodes.
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The optical photons method to simulate the BSD was successfully tested and validated
by comparison with experimental results. The BSD performance can be studied through
simulation, using the optical photons method.
The length of the path that scintillation photons have to cover to reach each photocathode
depends on the point where the energy deposition occurs. In order to evaluate the output
signal of the BSD with the interaction point, γ–rays with energy of 511 keV were shot directly
to specific points on an ellipse. The focal points of the ellipse coincide with the position of
the photocathodes (see right side in Figure 5.7).
0
1
×103
2
3
4
0 50 100 150 200
C
ou
n
ts
/3
eV
E (eV)
PMT
interaction point
top view
Eγ = 511 keV source
Point [cm]
(0.0, 4.9)
(3.9, 4.5)
(7.8, 3.0) y
x
4
.9
cm
9.8 cm
Figure 5.7: Backscattering detector energy spectra varying the position where the energy
deposition occurs. 511 keV γ-rays impact the crystal in three different points on an ellipse;
the focal points coincide with the position of the photocathodes. See text for details.
Figure 5.7 shows the spectral distribution of the deposited energy in the photocathodes by
scintillation photons collected by them. Spectra were generated for 511 keV γ–rays impacting
three different points on the ellipse. The number of simulated 511 keV γ–rays was 106 by
each point. The units of energy axis are electronvolts because the deposited energy in the
photocathodes is proportional to the number of scintillation photons collected with energy
around a few electronvolts, as was mentioned in Section 4.2.1.2.
The output signal of the BSD clearly depends of the interaction point. The same deposited
energy produces very different output signals if the deposition occurs in different points. The
actual acquisition system of the BSD is not viable for γ–spectroscopy because the output
signal is not only function of the deposited energy. Because of this reason, lower and upper
signal thresholds will not be efficient as desired to filter trigger signals that contain no useful
position information. Using energy thresholds can aid to reduce the noise and, finally, to
improve the image quality, as was discussed in section 5.1, but γ–spectroscopy availability
is required.
In order to use the BSD for γ–spectroscopy it is necessary to improve the collection
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system, increasing the number of photomultiplier tubes or adding light guides, for example.
The optical photons method is a more realistic way to simulate the backscattering de-
tector and it has been validated by comparison with experimental results, but it presents
serious limitations because the scintillation process is a too time-consuming process. Taken
into account that the BSD works only as trigger and the output signal value is ignored, in
practice both methods are equivalent and therefore the deposited energy method will be
used to study the position sensitive detector response.
5.3 Time-of-flight in different materials
In the present work the time-of-flight is defined by the time between the emission of the
γ–ray of 511 keV, from positron annihilation, and the subsequent detection in the BSD,
when it had been scattered by the sample under study.
Taking into account that the propagation speed of γ–rays does not change as a function
of density of the medium [52], for a specific situation, the time-of-flight depends on the time
during which the γ–ray stays inside the sample. The determination of time-of-flight can be
useful in order to evaluate a different events discriminator method.
In order to study the time-of-flight a different experimental setup was used. A uniform
and homogeneous material matrix with 20 × 30 × 30 cm3 volume of iron, aluminum and
sand, and 3.5 cm standoff distance. Figure 5.8 shows the distribution of the time between
the emission and the detection of 511 keV γ–rays, from positron annihilation, for SS and
MS.
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Figure 5.8: Time-of-flight of 511 keV γ–rays before detection in backscattering detector.
The time distribution of the SS and MS depend clearly on the composition of the sample.
For high density materials like iron the time distribution of the MS is almost the same as
that of SS because interactions take place very close to the place of the first one because the
mean free path is short. When density decreases the mean free path increases and subsequent
interactions will happen farther apart, therefore the time inside the sample will increase.
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The discrimination of SS from MS events through time-of-flight measurements may not
be feasible experimentally because the range of time is the almost the same in both cases,
0.5 ns < t < 5 ns. However, photons scattered by the sample may be identified imposing an
additional time coincidence condition in the PSD.
The time resolution of the actual prototype is low, above to 300 ns (see Sec.4), because of
this reason it is not possible to use time measurements to identify which energy deposition
are generated exactly by scattered photons from the sample, the time-of-flight is lower than
10 ns. Nonetheless there are scintillation detectors with very high time resolution nowadays.
The FWHM timing resolution for BaF2 is about 600 ps at 511 and 170 keV [6](500 ps for
backscattered events deposition at least 100 keV [4]), while a LaBr3 the FWHM timing
resolution is about 430 ps [6]. Using very fast scintillators may be possible to determine the
time-of-flight and use the time information as filter of events.
For SS the time-of-flight depends on the position where the photon interacts with the
sample, i.e. the time-of-flight contains information of the distance from the source to the
scattering point and from scattering to the detection points. Distance measurements of the
scattering point through time-of-flight measurements is another interesting possibility to
study the feasibility for 3D γ-imaging [4, 6].
5.4 Reducing noise
There is quite a number of trigger signals generated by events without spatial correlation
that contain no useful position information. Such events will produce negative effect on the
quality of the image, as was mentioned before. In order to reduce the contribution of such
events, in particular the 1275 keV γ–ray noise contribution, the 22Na could be replaced
by another positron source. A very interesting alternative is 68Ge. 68Ge produces a very low
number of photons without spatial correlation, around 3% compared with 99.9% of 22Na, and
has a half-life of 271 days, large enough to be considered for imaging applications. Figure 5.9
displays the decay scheme for 68Ge-68Ga
EC 100%
68Ga
68Zn
EC 11.12%
1.2%
87.68%
β+
3.38 %
2.18%
8.94%
88.88%
T1/2 = 67.83 min
68Ge
1077.35 keV
T1/2 = 270.95 days
T1/2 = 1.57 ps
Figure 5.9: Simplified decay scheme for 68Ge-68Ga [53].
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68Ge disintegrates 100% by electron capture to the 68Ga ground state which has a half-
life of 67.8 min. 68Ga disintegrates by positron emission (88.88 (41) %) and electron capture
(11.11 (41) %) into Zn-68 [53].
In addition, each trigger signal requires certain processing time during which the detector
is not able to detect another particle, in this case a photon. Reducing the number of photons
without spatial correlation, the dead time produced trigger signals generated by them will
be reduced too. Therefore, the detection system will analyze more signals with spatial useful
information in the same acquisition time.
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CHAPTER 6
RESULTS PART 2: IMAGING CAPABILITIES OF
THE COMPTON CAMERA
The purpose of the Compton Camera is to achieve the direct observation of local differences
of the sample under study in the field-of-view of the instrument. These local differences are
produced –in general– by a non uniform structure: defects, non uniform mass distribution
and inhomogeneities. The sensibility of the apparatus is determined by its capability to
identify these local differences.
In this chapter the imaging capabilities of the Compton Camera will be tested in different
situations. In particular, some specific applications will be: locating buried objects, diagnosis
of metallic surfaces, localization of hidden objects behind metallic walls, study of deposition
and structural defects. First, a brief introduction about two very simple image procedures,
reference-subtraction and smoothing, in order to improve the quality of the image will be
described. In addition, the role of multiple Compton scattering on the image-forming process
will be discussed. The comparison between experimental and simulated results is presented
for two cases: locating buried objects and diagnosis of metallic surfaces. In addition, the
feasibility study for thickness measurements and localization of anti-personnel landmines
with the experimental device is presented. Using the simulation the camera response will be
studied assuming a better position resolution of the position sensitive detector. Finally, in
Section 6.5 the optimal operation distance, standoff distance, will be analyzed.
6.1 Introduction
Standard imaging techniques offer a host of procedures to achieve the improvement of differ-
ent features of an image. Two very simple procedures, reference-subtraction and smoothing,
already achieve a clear improvement. In this Section both methods are described.
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6.1.1 Image of an object
Random coincidences may produce entries in the PSD generating a non zero distribution
of counts per pixel in the image, in absence of samples in the field-of-view of the camera,
studied in section 2.4.1. Taking into account that each image contain the contribution of
random coincidences and non interesting objects, it is useful to compare the images which
may contains information on the object of interest, named “total image”, with another image
which contains only information on the material matrix within which the object is placed
named “reference image”. Obviously, each type of sample defines a different reference image.
In order to illustrate this simple procedure, a possible case in which the Compton Camera can
be useful –locating a buried object– is proposed. Figure 6.1 shows a lead piece with 2×3×5
cm3 volume buried at 0.5 cm under a layer of sand. In this specific case, the reference image
is defined by the sand without buried object and the total image is defined by the sand with
buried object. The total and the reference images are taken with the same acquisition time in
Pb
0.5 cm
ReferenceTotal
Sand Sand
Figure 6.1: Typical situation in which the camera can be used, locating buried objects. A
lead piece (2 × 3 × 5 cm3) is located at 0.5 cm depth inside a sand sample in front of the
point-of-view of the camera. The Compton Camera is placed at 1 cm from the sand surface
(standoff distance = 1 cm). The image obtained with buried object is the total image. The
image obtained without buried object is the reference image.
each specific situation. The acquisition time used in each case will be explicitly mentioned.
The reference image is subtracted of the total image pixel by pixel. Figure 6.2 displays
the experimental images using the setup shown in Figure 6.1 with 8 minutes acquisition
time. The subtraction procedure intend to eliminate the contribution of –non interesting–
environment and random coincidences from the total image. The subtraction between the
total image and the reference image only contains the contribution of the object of interest
to the total image, i.e. just the image of the object.
6.1.2 Digital image processing
In order to reduce noise or any other fine-scale phenomena and to extract more information
from the image, smoothing procedures have been implemented.
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Figure 6.2: Experimental images of a lead piece inside a sand sample to 1 cm of depth. The
subtraction between the total and the reference image is the contribution to the total image
from the object, i.e. the image of the object.
By smoothing, a new set of data, a new image, is generated from the original image. In the
new image, each individual data point –counts per pixel–, is given by the average of counts
per pixel between the original data point with its neighbors. The number of pixels and the
weight of each pixel involved in the average calculation define different smoothing methods.
Two different methods have been studied and they are described in Sec. 6.1.2.1 and 6.1.2.2.
All images shown henceforth (Sections 6.3 and 6.4) are the result of the two procedures,
subtraction and subsequent smoothing. The smoothing method implemented in each case
will be explicitly mentioned.
6.1.2.1 Smoothing with immediate neighbors
In this case, the counts in each interesting pixel (C0) are re-calculated as the average with
its adjacent pixels (Ci), according to
Cf0 =
∑8
i=0w1Ci∑8
i=0 Ci
, wi =
{
1
2
if i = 0
1
16
if i 6= 0 . (6.1)
Figure 6.3 displays the final image obtained using the previous equation. The original
image is given by the subtraction-image in Figure 6.2.
When i = 0, eq. (6.1) is valid only for inner pixels, not for boundary pixels. This simpli-
fication has not apparent negative effect.
6.1.2.2 Smoothing using Gaussian distribution
In this case the counts per pixel of each individual pixel are re-calculated using a two-
dimensional Gaussian function centered at the interesting pixel of the original image. The
number of pixels involved in the average calculation is defined by the Gaussian width, σ, i.e.
only pixels within a circle of radius 3.35σ from the interesting pixel are taken into account.
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Figure 6.3: The counts in each interesting pixel (C0) are calculated as the average with its
adjacent pixels (Ci), the weight of each pixel in the average calculation is represented by
fractional numbers.
The distance is measured at the center of each pixel. On the other hand, the weight of each
pixel in the average calculation is defined by the value of the Gaussian function, in the given
pixel, centered at the interesting pixel.
Figure 6.3 displays the final image obtained when the Gaussian smoothing is executed
with standard deviation σ = 1.3 pixels. The original image is given by the subtraction-image
in Figure 6.2
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Figure 6.4: The counts per pixel in the final image are the average between the counts per
pixel in the interesting pixel, in the original image, with its adjacent pixels. The number
of pixel considered to calculate the final counts and the weight of each pixel in the average
calculation are defined by the Gaussian distribution. Inner pixels make a larger weight in
the average calculation. The final image obtained for σ = 1.3 pixels.
In order to define the optimal value of the Gaussian width, defined by the standard
deviation σ, different values were tested. In order to reduce the noise as much as possible
the optimal σ value will be defined by the largest value such that the size of the object on
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the image and the edge resolution are not compromised. Testing with experimental images
taken in very different situations it was determined that σ = 1.3 pixels is the optimal value.
Figure 6.5 shows experimental images of a steel bolt (left,  = 5 mm) and a steel nut (right,
in/out = 0.6/1.2 cm) in air at 2 cm from the camera. Figure 6.5 illustrates the effect of
Gaussian–smoothing procedure for different σ values.
 0
 30
 0
 30
-30
 0
 30
 60
-30
 0
 30
 60
 0
 30
-30
 0
 30
 60
 0
 30
-30
 0
 30
 60
σ = 0.6 pixelsOriginal image
σ = 1.3 pixels σ = 3.0 pixels
σ = 0.6 pixelsOriginal image
σ = 3.0 pixels
Steel nut (in/out = 0.6/1.2 cm)Steel bolt ( = 5 mm)
σ = 1.3 pixels
Figure 6.5: Experimental images of a steel bolt (left,  = 5 mm) and a steel nut (right,
in/out = 0.6/1.2 cm) in air at 2 cm from the camera. Black dashed lines represent the
sample size in the field-of-view of the camera. The final image depends of the number of
pixel taken into account in the average calculation (defined by Gaussian width, σ (pixels)).
For σ = 0.6 pixels the Gaussian–smoothing procedure has a similar effect on the im-
age than the smoothing with immediate neighbors. Nonetheless, in future cases Gaussian–
smoothing will be referred to smoothing using a Gaussian distribution with σ = 1.3 pixels.
We can conclude here that smoothing methods already achieve a clear improvement in
the quality of the image.
6.2 Multiple Compton scattering and its effect on the
image
Before discussing possible situations in which the camera can be useful, it is appropriate to
discuss about the effect of MS on the image.
A very simple situation will be assumed in order to illustrate the main idea, restricted
to two interactions: positron annihilation produces 511 keV γ-rays emission only in three
preferential directions (green lines in Figure 6.6); each γ-ray can interact only once with
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each object; a 511 keV γ-ray can be scattered only to the right or to the left in the first
interaction; if the scattered photon reaches another object, it is scattered towards the BSD;
ideal detection efficiency will be assumed.
Figure 6.6 shows some possible cases to illustrate the effect of MS on the image. The
object of interest is represented by a yellow rectangle and the size of each object is such that
the image of it is defined just by one pixel. Each green line represents two photons traveling
towards the PSD and 2 photons traveling in opposite direction. When only one object is
placed in front of the camera (Figure 6.6 (a) one 511 keV γ-ray is scattered to the right and
the other one is scattered to the left. In this case no trigger signal is generated because there
is not object where the scattered γ-ray may interact for a second time.
(a) 0 00 (c)(b)
Eγ = 511 keV
1 01 1 12
(d) 1 00 (e) 2 22
1st interaction
2nd interaction
Figure 6.6: Sketch of the effect of multiple Compton scattering on the image-forming process.
Each green line represents 2 pairs of 511 γ-rays, i.e. 2 γ-rays travel towards the position
sensitive detector and 2 γ-rays travel towards the sample. The digit at the upper part is the
number of coincidence events, i.e counts per pixel in the image. See text for details.
When an additional object is placed next to the first one and the sample of interest is
defined by two objects (Figure 6.6 b): the first object scatters the 511 keV γ-ray and it is
scattered subsequently by the second object towards the BSD. In this case, two events are
recorded in the PSD, i.e. one count in each pixel is added in the image of the sample, one
for each object. The image of the two objects has benefited because of the MS contribution.
When the sample of interest is constituted by three pieces (Figure 6.6 c) the MS contribution
increases for the inner object. In the PSD, the number of events in coincidence are two for
the central pixel and one for external pixels, external objects. The number of counts per pixel
of objects at the extremes is lower than for inner objects because 511 keV γ-rays scattered
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by the central object have two chances to be scattered towards the BSD, one by each side.
Because of this reason, an image with soft borders is expected when it is generated entirely
by MS.
Another very different case consists of one object of interest and another one placed near
it. In this case the interest focuses on the effect of the second object in the image of the first
one. This situation is illustrated in Figure 6.6 (c). In absence of the second object there is no
contribution of MS to the image of the object of interest (Figure 6.6 a), but when a second
object is included a coincident event is registered because MS. Finally, when the object of
interest is placed inside another one (Figure 6.6 e) in the worst case all events produce events
in coincidence. In this situation the contribution of the object and the surrounding media
to the total image is the same and there is not any effective contribution of the MS to the
image of the object of interest because the MS uniformly increases the counts per pixel of
the whole image. In this case the image of the object of interest is generated by SS only.
In general, the MS increases the number of events in coincidence –counts per pixel– in
pixels associated to the image of the object. Taking into account that the quality of the
image depends on the number of coincident events produced by scattered photons by the
object of interest, MS can increase –in general– the contrast in the image. The inner region
in the image of the object of interest appears to benefit because of MS respect to edges and
images produced by MS should have lower edge definition that images produced entirely by
SS. The MS probably presents a beneficial effect on the image-forming process; in the worst
case the MS contribution is negligible but not negative. These points will be analyzed in
detail in Section 6.4.2.1.
6.3 Inspection of concealed objects
In this Section the capabilities of the Compton Camera are evaluated in two situations in
which it has already been tested [5, 54]: inspection of objects behind walls and localization
of buried objects.
6.3.1 Inaccessible hidden objects: experimental images
There are situations in which inspection of concealed objects is necessary but only one side
is accessible, such as for objects behind a wall. This part focuses to study a particular case
in which the object of interest is located behind an aluminum wall.
Figure 6.7 displays experimental images for three different objects: pliers, a steel coupler
with 1.2 cm outer diameter and 0.8 cm inner diameter, and a steel bolt with 3 mm diameter.
Each object was placed behind an aluminum plate with 1 cm thickness. The acquisition
time was 15 minutes. In this case the image of the plate alone is the reference. Images were
smoothed using the Gaussian method with standard deviation σ = 1.3 pixels.
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Figure 6.7: Experimental im-
ages of a steel coupler with
in/out = 0.8/1.2 cm and a
steel bolt with  = 3 mm behind
aluminum plate with 1 cm thickness.
Comparison with images taken in
air at 2 cm from the camera. The
distance from the object of interest
to the camera was conserved.
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In all cases the hidden object is clearly identified even with non-simple shape (pliers in
Figure 6.7) although the edge resolution decreases in presence of the aluminum wall. The
image of the steel coupler behind 1 cm of aluminum does not present the hole, unlike the air
case. It is possible identify a steel object with 3 mm diameter even when it is behind 1 cm
of aluminum.
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The Compton Camera is useful in the inspection of concealed metallic objects behind
aluminum walls at least 1 cm thickness and a steel object with at least 3 mm size is clearly
identified. A potential industry application of these results is in the detection of contraband
of metallic pieces.
6.3.2 Inaccessible hidden objects: simulated images
In order to evaluate the scope of the already proved application of the Compton Camera in
the inspection of hidden objects behind metallic walls (previous Section), in this Section an
additional situation is studied through simulation.
Figure 6.8 shows the simulated setup: A cubic object with 3 cm edge length placed behind
a metallic plate with variable thickness.
s
z
cubic object
metallic plate
3 cm
Figure 6.8: A cubic object
with 3 cm edge length is
located behind a metallic
sample with variable thick-
ness (z) and composition
in front of the vision field
of the camera (s= 3.5 cm).
Figures 6.9 and 6.10 display the simulated images for four different materials of the
object: aluminum, iron, silver and lead, using plates of iron (Figure 6.9) and aluminum
(Figure 6.10). The reference image is generated by only the plate in each case. Images were
generated for 1.2 × 108 decaying 22Na nuclei and they were smoothed using the immediate
neighbors method (Section 6.1.2.1). In addition, images were constructed assuming that the
PSD has a segmented crystal of 64 × 64 pieces and the position is defined by the piece of
crystal where the energy deposition occurs. Part of this work was presented in Ref [55].
Lead is a very good absorber material and the number of scattered photons is low.
However, it is possible to identify a piece of lead behind 1 cm of aluminum and it can still be
seen as a diffuse spot behind 0.4 cm of iron. For an aluminum plate with 4 cm thickness the
aluminum and iron block can still be seen as a diffuse spot. Aluminum presents the lowest
edge definition in all cases.
A possible parameter to compare both cases is the effective length. The effective length
(zeff ) is defined in this work as the thickness per mean free path of a γ–ray with an energy
Eγ(λEγ ) for a given material
zeff (Eλ) = z/λEλ . (6.2)
Table 6.1 shows the effective length for an incident γ–ray of Eγ = 511 keV and backscat-
tered γ–ray of ≈ Eγ = 170 keV.
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Figure 6.9: Simulated images of a cubic object with 3 cm edge length of Al, Fe, Ag and Pb,
behind an iron plate as a function of the thickness (z) of the plate.
Iron Aluminum
z (cm)
zeff (cm)
z (cm)
zeff (cm)
Eγ = 511 keV Eγ = 170 keV Eγ = 511 keV Eγ = 170 keV
0 0 0 0 0 0
0.4 0.26 0.54 1 0.22 0.46
1.6 1.05 2.15 4 0.90 1.84
Table 6.1: Effective length (given by eq. (6.2)) of iron and aluminum plates.
According to Table 6.1 the effective length in both cases is comparable, because of
this reason the intensity of the image is similar for the exposed situations; however, iron
plates present higher effective length compared with aluminum plates in all cases. Because
of this reason the intensity for iron plates is slightly lower than aluminum plates (see Fig-
ures 6.9 and 6.10).
In order to compare the edge definition as a function of the material of the object, the
images using an iron plate for z = 0 mm and z = 0.4 mm (top side images of Fig. 6.9)
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Figure 6.10: Simulated images of a cubic object with 3 cm edge length of Al, Fe, Ag and
Pb, behind an aluminum plate as a function of the thickness (z) of the plate.
were analyzed. Figure 6.11 displays the projection of each image on its Y-axis (left side in
Fig. 6.9). According to Figure 6.11 (a) for a object with given size iron is strong scatterer. In
the opposite side of this classification, lead is very good absorber, and aluminum and silver
belong to the intermediate part of this scale. The backscattering intensity depends of the
composition and the density of the sample with maximum intensity for materials around of
iron, for lower and higher density elements the backscattering intensity decreases. Table 6.2
summarizes density values of different materials and the mean highest intensity level of the
projection onto Y-axis of the images of a cubic object with 3 cm edge length in air.
When the projections onto Y-axis for different materials are scaled to highest intensity
level of the projection of lead object (see Figure 6.11 (a)) the edge resolution as a function
of the material of the sample can be studied. According with Figure 6.11 (b) high-density
materials have better edge definition than low-density materials. Lead objects provides high
edge definition, in the opposite side aluminum, and iron and silver belong to the intermediate
part of this classification. The edge definition depends on the sample composition; it is low
for low-density materials (Al) and increase with the density.
Figure 6.11 (c) displays the projection of the image obtained for a iron object in air
and behind of an iron plate with 0.4 cm thickness scaled to highest intensity level of the
projection of image of the object behind the iron plate with. According with Fig. 6.11 (c),
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Figure 6.11: Projection onto the Y-axis of simulated images of a metallic objects behind a
metallic wall. (a): Cubic object with different materials in air. (b): Cubic object with different
materials in air scaled to higher intensity of image of lead object. (c): Cubic object of iron
behind an iron plate scaled to higher intensity of image of plate plus object with z=0.4 cm
(thickness plate).
Material Z ρ (g/cm3) I (counts)
Al 13 2.699 24
Fe 26 7.874 36
Ag 47 10.5 14
Pb 82 11.35 5
Table 6.2: Density of different metallic materials and the mean highest intensity level of the
projection onto Y-axis of the images of a cubic object with 3 cm edge length in air.
the edge definition decrease in presence of the iron plate. This result was observed in the
experimental case discussed in Section 6.3.1.
These results suggest great potential applications in cases as metallic surface diagnosis.
.
6.3.3 Buried objects
The localization of buried objects is another very different situation in which the direct
observation of inaccessible hidden objects is interesting.
6.3.3.1 High density objects in sand
As a first case, a lead block with 2× 3× 5 cm3 volume is placed inside a sample of dry sand
(Figure 6.12).
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Figure 6.12: Left: Setup. The camera is placed at 1 cm from the surface of the sand and
the lead object is located at different depth values. Right: Lead object, the dashed blue line
represents the field-of-view of the camera.
Figure 6.5 shows images obtained from both experimental and simulation, with the lead
block placed at different depths of 1, 3 and 5 cm below the dry sand surface. The PSD was
simulated according to Section 4.2.2 using the equivalent way to optical photons simulation,
i.e. a 64× 64 detectors array where the position is defined by a two-dimensional Lorentzian
distribution centered in the pixel where the energy deposition occurs. The number of sim-
ulated events to generate each image was defined in order to produce the same number of
counts as the experimental images, i.e. the total counts per pixel are the same in both cases.
All images were smoothed using the Gaussian method with σ = 1.3 pixels. The images at
the extreme right are those of only sand, i.e., they are the references. The lead object covers
almost the full field-of-view of the camera when it is buried 1 cm below and the image is a
uniform distribution but very different to the reference image. It is clear that the lead object
is perfectly distinguishable when it is buried 3 cm below. At 5 cm depth, the lead block can
still be seen as a diffuse spot.
In this case, the experiment and the simulation produce very similar images. A general
observation regarding the comparison between simulated and experimental images is that
the border resolution is comparable in both situations.
On the other hand, assuming that the position is defined by the pixel where the energy
deposition occurs new simulated images were generated. Figure 6.14 shows the comparison
between experimental and simulated images using this way to generate the output signal of
the PSD. In this case, the border is much better reproduced by the simulation. This point
will be analyzed in detail in section 6.4.2.
The collection of photons in the PSD, represented by counts in each pixel, is a Poisson
process for which the uncertainty value is given by the number of counts in a given pixel.
These uncertainties are shown in the image as fluctuations in the number of counts per
pixel with nearby pixels, an effect taken into account partially by the smoothing procedure
mentioned in Section 6.1.2. Relative uncertainties become smaller, increasing the activity of
the γ source and the acquisition time. The same can be said regarding uncertainties in the
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Figure 6.13: Lead block (2 × 3 × 5 cm3 volume) within a sand sample at different depth
values. The reference image is obtained from the sand without buried object.
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Figure 6.14: Lead block (2× 3× 5 cm3) within a sand sample at different depth values. The
reference image is obtained from the sand without buried object.
simulation case.
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6.3.3.2 Locating Anti-Personnel landmines
Anti-personnel mines remain a significant global threat to civilians, and these kill or maim
innocent people every day. In Colombia, 10.628 persons have been victims of antiperson-
nel mines between 1990 and January/20141. Cleaning the different regions of mines is of
paramount importance today.
In general, there are two overwhelming limitations of metal detectors, the conventional
method for mines localization: the large number of false alarms [56] and the little or no metal
content in the mines. In the field of explosives detection and mine clearance several detec-
tion methods, based in different technologies, have been developed and studied that search
for characteristics other than metal content: Electromagnetic induction, nuclear quadrupole
resonance, X–ray backscatter [1], neutrons [2, 57, 58], detectors of explosive vapors, among
others.
Feasibility study for the GCB technique and in particular the use of the Compton Camera
in the organic explosives localization is analyzed in this part.
The GFNUN laboratory is equipped with two dummy landmines labeled “DLM2” and
“MAP2”. The dummy mine DLM2 is an anti-personnel landmine with 7 cm diameter and 2.2
cm height sealed in an acrylic container with 8 cm diameter and 3.4 cm height. The DLM2
dummy landmine prepared at the University of Cape Town (Rondebosch, South Africa)
and donated by the International Atomic Energy Agency (IAEA) to GFNUN, consist of
a trinitrotoluene (TNT) simulant with elemental composition of TNT:[H:C:N:O]=[5:7:3:6]
(see Ref. [59] for more details). The dummy mine MAP2 is an anti-personnel landmine
with 7.5 cm diameter and 5.5 cm height sealed in a PVC container with 8.5 cm diameter
and 6.5 cm height. The MAP2 dummy landmine was prepared and donated to GFNUN by
Ejercito Nacional de Colombia. The MAP2 dummy landmine is an exact replica of a typical
landmine found in Colombian territory and it consists of Pentolite, a highly-explosive mixture
of pentaerythritol tetranitrate (PENT) and TNT (∼ 50%). Figure 6.15 shows a photography
of the DLM2 and MAP2 dummy landmines.
Figure 6.16 shows the experimental images of the DLM2 and MAP2 dummy landmines
at the surface and buried 1 cm in dry sand and dry farming soil, with the camera placed at
1 cm from the soil surface. The image at the extreme left side are those of only sand and
farming soil, i.e., they are the references. In sand, the DLM2 dummy mine is not distinguish-
able and the MAP2 can be still seen as a diffuse spot. Nonetheless, both mines are clearly
distinguishable in farming soil when they are buried in farming soil at 1 cm.
The GCB technique provides sensitivity to the density of the material and local dif-
ferences in the image are produced by local density–differences in the sample. Table 6.3
summarizes density values of sand, farming soil and both types of mines. The mines are
not distinguishable when they are buried in sand because the density difference is not high
enough for the sensibility of the device. According with the images in Fig. 6.16, the actual
1http://www.accioncontraminas.gov.co/Paginas/AICMA.aspx, accessed February (2014).
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Figure 6.15: Anti-personnel dummy landmines. The dashed blue line represents the field-of-
view of the camera.
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Figure 6.16: Landmine within a sand sample at different depth values. The reference image
is obtained from the sand without buried object. The dashed black line represents the border
of the mine in the field-of-view of the camera.
prototype unable locating buried objects where the density difference with the surrounding
media is lower than 0.3 g/cm3.
A more extensive analysis is required to test the capabilities of the camera locating mines
with different materials, increasing the depth, using different types of soil (varying its com-
position and the water content) and placing another elements near to the mine, for example
stones. Nonetheless, these results suggest the possibility to use the Compton Camera for
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ρ (g/cm3)
Sand 1.4 (2)
Farming soil 0.9 (1)
DLM2 1.654 (4)
MAP2 1.663 (7)
Table 6.3: Density of sand, farming soil and dummy landmines.
direct view of antipersonnel landmines buried in farming soil up to 1 cm depth.
According with Fig. 6.16 is not possible the experimental identification of landmines when
they are buried in sand. In order to evaluate the capabilities of the technique under these
conditions a simulation was carried out assuming an improved version of the camera. The
composition and dimensions of the DLM2 were simulated according with the real DLM2
dummy landmine. The PSD was simulated as a segmented crystal and the position was
defined by the pixel where the energy deposition occurs. In order to reduce the noise and
to evaluate the capabilities of the camera in the better possible case, the 22Na source was
replaced by a monoenergetic source of two 511 keV γ–rays traveling in the opposite directions
following an isotropic conical distribution, with 32 degrees angular aperture and one of them
submit it directly to the sample and the other one submit it directly to the PSD; in the
experimental case, this situation can be produced replacing the 22Na source by 68Ge and
improving the shielding system of the PSD to reduce the number of coincidence events
without spatial correlation.
Figure 6.17 shows the simulated images of the DLM2 dummy landmine buried in sand for
different depth values, with the camera placed at 1 cm from the sand surface. The image at
the extreme right side is that of only sand, i.e., it is the reference. In contrast to experimental
case, the DLM2 mine is clearly distinguishable when it is placed at the surface and also when
it is buried 2 cm below. At 5 cm depth, the mine can still be seen as a diffuse spot.
According with these results, the GCB technique has great potential locating landmines
in situations where the actual prototype is unsuccessful.
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Figure 6.17: Landmine within a sand sample at different depth values. The reference image
is obtained from the sand without buried object. The dashed black line represents the border
of the mine in the field-of-view of the camera.
6.4 Diagnostic of metallic surfaces
There is another very interesting application of the Compton Camera, the diagnosis of metal-
lic surfaces. In this Section two cases are studied: thickness measurement of metallic plates
and study of defects in metallic plates.
6.4.1 Part 1: Thickness measurement
Some situations focused to the direct observation of inaccessible objects have been studied
until now. In this part a very different situation in which the Compton Camera can be used
is described.
When the central interest is the observation of an object or a hole, where the identification
of local differences in the image is very important. Nonetheless, a uniform mass distribution
in the field-of-view of the camera also contains very important information of the sample.
A metallic plate with variable thickness is placed in front to the camera covering the
full field-of-view. Figure 6.18 shows a sketch of the experimental setup and a typical image
obtained using this configuration for an aluminum plate 11 cm thickness. Part of this work
was presented in Ref [60].
The reference image is taken without plate in front of the camera for 8 minutes acquisi-
tion time. All images were smoothed using the Gaussian method with σ = 1.3 pixels. The
experimental images were obtained by two materials: iron and aluminum.
Taking into account that the full field-of-view is covered completely by the metallic
plate, a uniform distribution in the image is obtained. In this case, the intensity of the image
increases with the thickness of the plates. Figure 6.19 displays the average of counts per pixel
for iron and aluminum plates as a function of the thickness of the plate. The border of the
image contains no useful information, because of this reason, the number of pixels taken into
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Figure 6.19: Average of counts per pixel (C¯) as a function of plate thickness for aluminum
and iron plates.
Errors are defined by the mean squared error and they are smaller than the point size
in Figure 6.19. The mean counts per pixel reaches a saturation value at certain saturation
thickness for both samples, as in the simulated case studied in Sec. 3.1.1, around of ∼3 cm
and ∼10 cm for iron and aluminum respectively. The saturation depth is, for samples of iron
and aluminum, approximately two times the mean free path of γ–rays with an energy of Eγ
= 511 keV in each material (λFe511 keV = 1.52 cm and λ
Al
511 keV = 4.43 cm). The saturation depth
depends on the sample composition and defines the experimental limitation of the technique.
Below the saturation depth the method permits thickness measurement with precision. The
precision decreases with thickness.
According with Chapter 3, it is possible to predict the backscattering intensity due to
photons scattered only once by the sample. Taking into account that the counts per pixel
are proportional to the number of registered events in the BSD, it is possible to use the theo-
retical model of backscattering intensity to study the image, eq. (3.8). Figure 6.19 shows the
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theoretical prediction of the mean number of counts per pixel, proportional to backscatter-
ing intensity, using the model for SS described in Chapter 3. The theoretical model predicts
a saturation value, however it takes into account only SS. The saturation depth predicted
is approximately one time the mean free path of 511 keV γ–rays in each material (see
Section 3.1.1), this value is half of the experimental case. Taking into account that in the
experimental case the MS contribution is not filtered the theoretical model does not repro-
duce the experimental data, although the tendency is the same. It is necessary to improve
the theoretical model and to include the MS contribution.
These results suggest a potential application of the technique in thickness measurements
of metallic plates that can be very useful in quality control, diagnosis of surfaces, for example
corrosion diagnosis in pipe lines with the advantage that the analysis can be carried out
without needing of emptying the oil pipe. Another possible application is the determination
of the level of a substance in a sealed container, applied to liquids.
6.4.2 Part 2: Study of wears
In this Section a different possible experimental situation is described in order to study a
non-uniform metallic plate. The experiment has the goal of evaluating contrast when two
objects of the same material but different thicknesses are placed close-by.
The sample is formed by two side-by-side iron plates placed in front of the camera with
the joint in the middle of the field-of-view of the camera. Figure 6.20 shows the sketch of
the setup and the two plates in the field-of-view of the camera.
Plate 2
Plate 1 z1
Fe Fe
joint
Sensitive position detector
Pixel X
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Figure 6.20: Right: Setup used to test the capabilities of the camera to identify wears in
metallic surfaces. Left: Two plates in the field-of-view of the camera.
Experimental images were obtained for 15 minutes acquisition time. The number of sim-
ulated events to generate each simulated image was pre-set in order to produce the same
number of entries that in the experimental images, i.e. the total counts per pixel is the same
in both cases. In order to compare with experimental results, the PSD was simulated ac-
cording to Section 4.2.2, using a 64 × 64 detectors array where the position is defined by
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two-dimensional Lorentzian distribution centered in the pixel where the energy deposition
occurs. All images were smoothed using the Gaussian method with σ = 1.3 pixels.
Experimental and simulated images are displayed in Figure 6.21. One plate has fixed
thickness (z1 = 2 mm, Fig. 6.20). When both plates have the same thickness value (z1 =
z2 = 2 mm), the image represents a uniform intensity distribution of counts per pixel. In
this case, the interest focuses in the thickness difference (∆z). Because of this reason the
reference image is defined by both plates with the same thickness (z1 = z2 = 2 mm). When
the thickness difference (∆z) is only 2 mm, it is already possible to distinguish the thicker
plate, in both the experimental and the simulated case.
The definition of a border line between the plates, that is, the contrast, increases with
increasing thickness difference. In the experimental case, the contrast (different scattering
capacity) is originated in thickness difference.
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Figure 6.21: Experimental and simulated images of two side-by-side iron plates with different
thicknesses (z1, z2). Both plates were placed in front of the camera with the joint in the middle
of the field-of-view of the camera; the stand-off distance was 3.5 cm. Upper plate has fixed
thickness of z1 = 2 mm. The images were taken by varying the thickness z2 of the lower
plate. ∆z is defined by the thickness difference between the thicker plate and the plate with
fixed thickness, ∆t = z2−z1. For this case, the reference image is obtained when both plates
have the same thickness.
As it was observed in Figure 6.13, the images in Figure 6.21 also show that the simulated
images have an intensity and edge definition comparable with the experimental ones. In
order to compare the edge definition in both the experimental and the simulate cases the
images for ∆t = 6 mm (extreme right side images of Fig. 6.21) were analyzed. Figure 6.22
displays the projection of each image on its Y-axis (left side in Fig. 6.21).
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Figure 6.22: Projection onto the Y axis for experimental and simulated data, when the
difference in thickness is 6 mm, normalized to mean counts per pixel in the region defined
by the ticker plate.
According to Figure 6.22 the limit between the two plates is defined by a stripe of 10
or 11 pixels in the simulated image and 11–13 in the experimental one. Edge resolution
and contrast are reproduced by the simulation and it is able to reproduce very accurately
the main features of experimental array, therefore, this code can be used to test different
configurations of the detection system and new materials in order to improve the actual
prototype and to propose the next generation of the Compton Camera.
New simulated images were generated assuming that the position in the PSD is defined
by the pixel where the energy deposition occurs. Figure 6.23 shows the comparison between
experimental and simulated images using this way to generate the output signal of the PSD.
As it was observed in Figure 6.14, the images in Figure 6.23 also show that the simulated
images have a much better definition of the border than the experimental ones. In order to
investigate the origin of this effect, the images for ∆t = 6 mm (extreme right side images of
Fig. 6.23) were analyzed. Figure 6.24 displays the projection of each image on its Y-side (left
side in Fig. 6.23). Whereas the border (limit between the two plates) is defined by 3 or 4
pixels in the simulated image, it takes between 11 and 13 in the experimental one. The reason
for this difference is the fact that in the simulation, each pixel is defined by an individual
small 0.7 × 0.7 cm2 detector, with no border or cross-talk effects, and therefore produces
a higher position resolution. The real experimental scenario is more complex and involves
the calculation of the γ–ray impact position from the electrical signals that the cross-wires
in front of the photomultiplier produce. Since the size of the experimental border is defined
by this histogramming procedure, it is clear that increasing statistics to diminish relative
uncertainties and therefore to reduce fluctuations will not improve edge definition. A better
edge definition should come from an improvement of the position read-out system of the PD
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Figure 6.23: Experimental and new simulated images of two side-by-side iron plates with
different thicknesses (z1, z2). New simulated images were generated assuming that the po-
sition in the PSD is defined by the pixel where the energy deposition occurs. Upper plate
has fixed thickness of z1 = 2 mm. The images were taken by varying the thickness z2 of the
lower plate. ∆z is defined by the thickness difference between the thicker plate and the plate
with fixed thickness, ∆t = z2 − z1; the reference image is obtained when both plates have
the same thickness.
and using a segmented crystal.
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Figure 6.24: Projection onto the Y axis for experimental and simulated data, when the
difference in thickness is 6 mm, normalized to higher intensity level.
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Since different phenomena in metallic surfaces have as a result a local change of the thick-
ness, the results shown in Fig. 5 suggest the application of this technique for the inspection
of, for example, pipe lines, in which corrosion is a theme of great concern. It is clear that
locating the sources of contrast in such processes as corrosion, deformation, dust deposition,
etc., can evolve into a technique that is capable of analyzing surfaces.
6.4.2.1 Contrast
The main point in order to study an object(s) through the backscattering technique, two
plates with different thickness in this case, is to identify –in general– the differences produced
per different local mass and density distribution in the field-of-view of the camera. It is
necessary to define the contrast, understood it as a quantity that permits distinguish different
mass and density distribution, borders, between others, and quantify this differences.
Two plates define two regions in the field-of-view of the camera (Figure 6.20, right). Each
region is associated to a particular plate and will be identified as region 1 (top region) and
region 2 (bottom region). The contrast can be defined as the difference between the average
counts per pixel in each region:
Contrast = |C¯1 − C¯2|, where C¯1 =
∑2048
1 Ci
2048
and C¯2 =
∑4096
2049 Ci
2048
, (6.3)
where C¯1 and C¯2 refer to the average counts per pixel in top and bottom region respectively,
and Ci is the counts in the i-pixel. Using the simulation and the setup shown in Fig. 6.20 the
contrast was calculated. Figure 6.25 shows the contrast as a function of thickness difference
for plates of iron and water.
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Figure 6.25: Contrast, defined by eq. (6.3), as a function of the thickness difference between
two iron and two water plates. The fixed thickness of the iron plate 1 was 2 mm. The fixed
thickness of the water plate 1 was 5 mm.
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For iron plates, the fixed thickness of plate 1 was 2 mm. If the thickness difference (∆z)
is smaller than 1 mm SS produces a bigger contrast than MS. When ∆z > 1 mm the
image is formed principally by MS, therefore, the MS presents a beneficial effect on the
image-forming process. The effect of MS on the contrast definition depends on the size of
the sample. For water plates, the fixed thickness of the plate 1 was 5 mm. SS contribution
is more significant respect to the multiple scatterings contribution for all thickness values,
unlike the iron plates case. Taking into account that the edge resolution increases with the
density (see Section 6.3.2) and the image of the iron sample is formed principally by MS,
therefore, an image produced mainly by MS does not necessarily have lower edge definition
that images produced entirely by SS as was mentioned in Section 6.2. The setup conditions,
size of the sample and materials, define the level of the contribution of SS and MS to the
image-forming process.
6.5 Standoff distance optimization
A thorough discussion, through numerical simulation, about the optimal standoff distance
(s) of the BSD for an iron piece inside a sand matrix is presented in Ref. [15]. According to
that work, the optimal standoff distance to study iron objects buried in sand is s = 2 cm.
In the experimental case, the dependence of the intensity of the image with the stand-
off distance has been observed but has not been optimized. This Section has the goal of
evaluating the experimental optimal standoff distance for different types of homogeneous
samples.
The sample is an homogeneous matrix with fixed thickness (z). The thickness of the
sample depends of its composition and was defined such that the saturation depth was
guaranteed, i.e. at least tow times the mean free path of γ–rays with Eγ = 511 keV in each
material, according to Section 6.4.1. Table 6.4 summarizes the fixed thickness of the studied
samples. Fig. 6.26 shows the experimental setup used in this part. The standoff distance was
modified using expanded polystyrene sheets (EPS). The mean free path of a γ–ray of 511 keV
in polystyrene is 3.4 m < λEγ=511keV < 10.1 m depending on the density [61] (0.03 > ρ > 0.01
kg/m3). The EPS used have 0.015(2) g/cm3 (λEγ=511keV = 7.2 m). The reference image is
generated by the number of EPSs used each time.
Figure 6.26 (right) displays the mean counts per pixel as a function of standoff distance
for an iron sample. The tendency line of experimental data is similar to the probability
density function of the Γ–Distribution given by
f(s;A0, α, β, ν) = A0
βα(s+ ν)α−1 exp−β(x+ν)
Γ(α)
,
with α = 2
f(s;A0, 2, β, ν) = A0
β2(s+ ν) exp−β(x+ν)
Γ(2)
. (6.4)
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Figure 6.26: Right: Setup used to optimize the standoff distance parameter. Samples: Iron,
aluminum and lead plates array, sand and water. Left: Mean counts per pixel as a function
of standoff distance for iron sample. The trend line of experimental data is similar to the
probability density function of the Γ–Distribution
Sample λ511 keV (cm) z (cm)
Water 10.42 30
Sand 7.49 30
Aluminum 4.45 14.0
Iron 1.52 4.8
Lead 0.56 5.0
Table 6.4: Fixed thickness (z) for different samples. According to Section 6.4.1 the saturation
depth is approximately two times the mean free path of γ–rays with an energy of Eγ = 511keV
(λ511 keV) in each material.
The mean counts per pixel as a function was fitted to f(s) for each sample, with α = 2,
and A0, β and ν as free parameters. Table 6.5 summarizes the best-fit parameters.
The interest is focused in the optimal standoff distance value. The possible physical
meaning of the best-fit parameters will not be analyzed in this work. The optimal standoff
distance (soptimal) is defined by the maximum of f(s) given by
smax =
1− νβ
β
. (6.5)
The optimal standoff values for each sample (using eq. (6.5)) are summarized in the
Table 6.6 Figure 6.27 displays the mean counts per pixel as a function of standoff distance
for the analyzed samples. The optimal value of the standoff distance for each sample is
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Sample A0 β ν
Water 630(18) 0.262(5) 4.15(24)
Sand 650(20) 0.280(8) 3.28(24)
Aluminum 768(16) 0.279(6) 2.65(15)
Iron 592(13) 0.306(9) 1.27(9)
Lead 35.6(9) 0.434(14) 0.41(5)
Table 6.5: Best-fit parameters of Γ–Distribution (eq. 6.4) to fit the mean counts per pixel
for different homogeneous samples.
represented by a vertical line.
Material of the sample smax (cm) soptimal (cm)
Water -0.3(3) 0
Sand 0.3(3) ≤ 1
Aluminum 0.9(2) 1
Iron 2.0(2) 2
Lead 1.9(1) 2
Table 6.6: Optimal standoff distance (soptimal) for different materials of the sample
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Figure 6.27: Experimental results
and summary of optimal standoff
distance for different samples: Iron,
aluminum, lead, sand and water.
The vertical lines represent the op-
timal standoff distance in each case.
The optimal standoff value represents the distance in which the Compton Camera should
be placed in order to obtain the highest intensity for a given sample. Furthermore, another
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possibility to use the optimal standoff determination is in cases in which the sample has a
unknown composition, the determination of the optimal standoff distance may give an idea
of the type of sample.
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CHAPTER 7
CONCLUSIONS AND PERSPECTIVES
A state-of-the-art simulation of the Compton Camera using the Monte Carlo simulation
toolkit Geant4 is presented. For the first time the Compton Camera is simulated completely,
meaninmg
Key considerations related to the detection processes and to the physics of the hardware
pieces were implemented, being one of the most important the inclusion of scintillation and
photonic transport processes.
The inclusion of the mentioned features since experimental edge resolution and contrast
are reproduced
The simulation provides additional information on several features of the camera: (i)
The light output of the backscattering detector depends on the interaction point of the
γ − ray with the detector,for which reason is not viable to use the BSD for spectroscopy
since the output signal is not only function of the deposited energy. The conclusion is that
in order to use the BSD for γ–spectroscopy it is necessary to improve the collection system,
for example increasing the number of photomultiplier tubes or adding light guides. (ii) The
contribution to the total backscatterecd intensity from single (SS) and multiple Compton
scattering (MS) was determined in several situations. MS presents a beneficial effect on the
image-forming process and an image produced mainly by MS does not necessarily have lower
edge definition than images produced entirely by SS. The effect of MS on the contrast and
edge definition depends on the size and density of the sample. The backscattered intensity is
essentially due to the SS with a very little percentage of MS in water samples. In the opposite
side of this classification, iron is a strong multiple scatterer, whreas aluminum belongs to the
intermediate part of this scale. (iii) The backscattering intensity depends on the composition
and the density of the sample with maximum intensity for materials around iron. For lower
and higher density elements the backscattering intensity decreases.(iv) The time-of-flight of
γ–rays with an energy of 511 keV is in the range of 0.5 and 5 ns for sand and iron samples.
Photons scattered by the sample may be identified imposing an additional time coincidence
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condition in the PSD. In order to use a time-of-flight discriminator a faster detection system
is required. This simulation can be used to test different configurations of the detection
system and new materials in order to improve the actual prototype and to propose the next
generation of the Compton Camera. (v) Different noise sources were identified and analyzed.
Several procedures have been proposed in order to reduce the contribution of those events
that do not contain useful position information with negative effect on the quality of the
image. Using thresholds quite a number of trigger signals without spatial correlation can be
filter. The use of 68Ge as an alternative positron source is suggested, because it produces a
very low number of photons without spatial correlation, around 3% compared with 99.9%
of 22Na. The half-life of 270 days for 68Ge is sufficiently large to be considered for imaging
applications. In addition, the acquisition time can be reduced ¿why and how much?
A theoretical model of the backscattering intensity for single scattering was successfully
tested through simulation. The comparison with experimental results points out the necessity
to improve the model, including the multiple scattering contribution.
Two very simple procedures, reference-subtraction and smoothing, already achieve a clear
improvement in the quality of the image. Conventional edge-detection algorithms, for exam-
ple gradient and Marr-Hildreth algorithms are not successful in the edge-detection because
of the high noise of the actual experimental images. It is necessary to test with other edge-
detection algorithms or to develop new algorithms.
Regarding the experimental device, its operation parameters were optimized. The main
effect of this optimization was an increase in contrast. The imaging capabilities of the Comp-
ton Camera were successfully evaluated in different situations: Thickness measurements,
locating buried high-density objects in sand and the inspection of hidden objects behind
metallic walls. This research suggests several industrial applications of the technique like
quality control and diagnosis of metallic surfaces. An important practical case is the posibil-
ity of corrosion diagnosis in oil pipe lines with the advantage that the analysis can be carried
out without need of emptying the oil pipe. In addition, the present prototype proved to be
usable in the detection of anti–personnel landmines when they are buried in dry farming
soil. A dummy landmine of TNT and another one of pentolite, both are clearly distinguish-
able when they are buried in dry farming soil at 1 cm depth. A more extensive analysis is
required to test the capabilities of the camera in the detection of landmines testing with
different explosive types, varying the soil composition and varying the depth. Nonetheless,
experimental and simulated results suggest the possibility to use the Gamma-ray Compton
Backscattering (GCB) technique in the detection of buried landmines.
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APPENDIX A
COMPTON CAMERA PLANES
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Figure A.1: Main components of the Compton Camera.
84 A Compton Camera planes
15.5 mm
Collimation system
56.1 mm
11 mm
Hole for collimator
Source container195.2 mm
Figure A.2: Backscattering Detector.
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Figure A.3: Collimator of the backscattering detector.
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Figure A.4: Tungsten collimation system.
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Figure A.5: Lead shielding.
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