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Abstract
This work introduces a particular family of acyclic graphs referred to as Deolistic
graphs. The formal definition of a Deolistic graph is presented together with a new
clustering algorithm that uses logical sentences to reveal hidden structures in data.
The sentences yielded by the algorithm can be generated by automatic means, con-
siderably reducing the complexity of data analysis and time spent on the clustering
process, not to mention the usefulness of its results. Furthermore, these sentences
are rules that can be easily understood, interpreted and disclosed to all interested
parties, thereby improving communication and reducing misunderstandings.
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1 Introduction
One of the most basic elements of the human learning process is our ability to
group together objects that share similar properties. By acknowledging that
certain groups of objects have similar properties, one can apply previously
acquired knowledge to objects that one encounters for the first time. Without
this fundamental ability, which human beings tend to take for granted, any
intelligent creature would be in a situation where every object perceived would
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have to be treated as a unique entity completely dissimilar from anything else
in the universe, making learning a much more complex task than it already is
[11].
According to the 16th century Swedish naturalist Carl Von Linné [3],
“All the real knowledge which we possess depends on methods by which
we distinguish the similar from the dissimilar. The greater the number of
natural distinctions this method comprehends the clearer becomes our idea
of things. The more numerous the objects which employ our attention the
more difficult it becomes to form such a method, and the more necessary.”
the relevance of classification for learning has motivated extensive mathemati-
cal investigation into the subject. In this respect, cluster analysis is the field of
study in which quantitative methods for classification are conceived, analyzed
and refined. From a strictly numerical point of view, clustering, i.e. classifica-
tion is a multi-step interactive process where data on a given set of objects is
gathered and used to successively classify these objects into segments, aiming
to obtain segments that exhibit both high internal homogeneity and high ex-
ternal (between-segments) heterogeneity. The process comes to an end when
an acceptable arrangement of segments of objects is obtained [15].
Once a clustering process has been finalized, two important tasks are to be
carried out by the data analyst: identifying what distinguishes the segments
yielded by the clustering process from each other and determining what prop-
erties the objects placed in the same segment have in common.
It should be noted that these distinctions and properties are ultimately what
makes the arrangement of segments useful for practical purposes. Without a
clear appreciation of these differences and similarities, learning will not have
taken place in its broadest sense. Unfortunately, despite all the developments
undergone by the clustering analysis over the last decades, current clustering
methods tend to offer little support in this respect. As a result, data analysts
must resort to descriptive statistics and hypothesis tests in order to obtain
information as required. Everitt et al. [15] present a comprehensive discussion
of the concepts and methods commonly used in cluster analysis.
All of these aspects tend to turn cluster analysis into a multivariate tool
that many professionals find difficult to use, especially those with restrict
background in mathematics and statistics. Regrettably, the vast majority of
those who are currently employed by organizations of all sizes.
This work introduces a family of acyclic graphs referred to as Deolistic graphs,
which uses logical sentences to bring together objects that share similar prop-
erties and reveal hidden structures in data. These sentences are rules that
can be translated into any natural language and are easily understood, in-
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terpreted and disclosed to all interested parties, improving communication,
reducing misunderstandings and making cluster analysis a more easily acces-
sible tool for professionals of all areas.
2 Conceptual Framework
Although the Greek philosopher and natural scientist Theophrastus (372-287
B.C.) is credited with the authorship of the first written works on classification
due to his investigation into the taxonomy of plants, the term cluster analysis
as a quantitative discipline was first introduced by Tryon [4] in the late 1930’s.
Since then, a multitude of clustering methods has been proposed. See [15] and
[10] for a comprehensive account of these methods.
In the increasingly complex world in which we live, cluster analysis has perme-
ated all branches of science and areas of business. For example, cluster analysis
serve as a basis to study the chemical composition of planetary nebulae [12],
to distinguish different kinds of stars [5], to show similarities and differences
among families of methods, techniques tools and substances [8,1], to help the
identification of biological and chemical agents responsible for different kinds
of diseases and the development of healing therapies [18], to investigate the
reasons that lead to psychological depression [7] etc. The list is literally end-
less.
According to Han and Kamber [10], all available clustering methods can be
broadly classified into five major groups, namely
• Partitioning methods - given the number of segments one wants objects to
be classified into, partitioning methods creates an initial arrangement of
such segments. Subsequently, it uses an interactive relocation technique to
improve the arrangement of segments by moving objects from one group
to another. The process comes to an end when an acceptable arrangement
of objects is obtained.
• Hierarchical methods - a family of methods that creates a hierarchical
decomposition of a given set of objects by either successively splitting
the existing segments of objects into new segments (divisive methods)
or successively merging the existing segments to form larger segments
(agglomerative methods).
• Density-based methods - a group of methods that regards the data space
as dense regions of objects that are separated from each other by regions
of low density. The basic idea resides in enlarging the existing segments
of objects until the number of objects in the vicinity of those segments
reaches some predetermined threshold.
• Grid-based methods - a clustering approach that divides the data space in
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a finite number of cells forming a hierarchical grid structure.
• Model-based methods - a set of methods that attempts to optimize the
fit between objects in the data space and a predetermined mathemati-
cal model, such as the hierarchical structure or neurons that serve as a
basis for neural network competitive learning and self-organizing maps
clustering algorithms.
However, despite the particular family of clustering methods that one finds
suitable to use, there are generally nine steps to be followed in the clustering
process of a set of objects, as enumerated in Table 1. It should be observed
that the last two steps of a clustering process rely on establishing the dissim-
ilarities that exist among the different segments yielded by the process and
the similarities shared by objects placed in the same segment. Methods that
strongly supports the establishment of these differences and similarities not
only make clustering easier, but also help reducing the time and money spent
on clustering analysis.
3 Deolistic Graph
According to Narsingh Deo [14], the Millican Chair Professor of Computer
Science of the University of Central Florida, each vertice of a binary tree
represents a test of some kind with two possible outcomes. Starting at the
root, the outcome of the test carried out at that level indicates which of the
descents vertices should be taken, where further tests are made. This process
goes on until a pendant vertice is reached. It is important to notice that
whatever statement can be made about the pendant vertice as a result of the
testing process, it reveals a property that is held by that particular vertice.
Based on the ideas of Deo, we define Deolistic graphs.
However, before the definition of Deolistic graphs can be presented there are
two concepts that have to be defined in formal terms, namely the concept of
observation, a collection of measurements of interest on a population of sub-
jects, and the concept of variable, an attribute of a population to be measured
in each observation.
Definition 1 An observation o is a tuple (a1, a2, . . . , an), where each tuple
component ai may take value in a different domain. If o = (a1, a2, . . . , an)
is an observation, then o[i] is the value of the tuple component ai of o, for
i ∈ [1 .. n].
Definition 2 Given a set of observations O = { o1, o2, . . ., om }, such that
each oi ∈ O is a tuple (a1, a2, . . . , an), a variable wi in O takes value in the
set {o1[i], o2[i], . . ., om[i]}, for i ∈ [1 .. n].
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Step Label Action
1 Data gathering Select the objects to be classified and gather
as much related relevant data as possible.
2 Variable selection Choose the different dimensions (variables)
to be considered in the classification process.
3 Method selection Indicate the classification method that
should be used to bring together similar ob-
jects.
4 Similarity metric selection Elect the metric to be used by the classifica-
tion method to calculate how similar any two
objects are.
5 Variable transformation In accordance with the similarity metric,
make the necessary variable transformation
so that they can be properly used by the
classification method. This includes the stan-
dardization of variable values.
6 Variable elimination Some clustering methods and similarity met-
rics impose strict restrictions on the kind of
variable that may submitted to a clustering
process. Eliminate the variables that do not
comply with those restrictions.
7 Number of segments Select the number of segments to be yielded
by the classification process, if this is re-
quested by the classification method.
8 Classification Apply the classification method to the given
set of objects.
9 Evaluation Evaluate the arrangement of segments. If it
is satisfactory, move on to the next and fi-
nal step in the process, otherwise consider re-
viewing all your decisions from the first step.
10 Labeling Label the segments of objects.
Table 1: General steps of a clustering process.
The notion of logical systems used in the definition that follows has been
formalized by Goguen and Bustal with the concept of institutions [9].
Definition 3 Given a logical system L and a set of observations O = { o1,
o2, . . ., om }, such that each oi ∈ O is a tuple (a1, a2, . . . , an), a Deolistic
Graph G = (V,E) is a binary tree in which
(1) each vertice vi ∈ V has an associated set of observations Oi ⊆ O,
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(2) each internal vertice vk ∈ V has an associated well-defined sentence lk in
L involving the variables in Ok, such that
(a) the left child of vk, i.e. left(vk), is associated with the observations
of vk for which lk holds, and
(b) the right child of vk, i.e. right(vk), is associated with the observations
of vk for which ¬lk holds,
Diagram 1 presents a Deolistic graph built from data presented by Witten et
al. [6] concerning favorable weather conditions for playing golf. The following





Weather = Sunny Weather = Overcast ∨ Weather = Rainy
Windy = No Windy = Yes
Humidity = High Humidity = Average
Diagram 1: A Predicate Deolistic Graph
Proposition 4 Given a Deolistic Graph G and a path P in G, such that P
begins at the root of G, if vi immediately precedes vj in P, then the set of
observations associated with vi contains the observations associated with vj,
i.e. Oi ⊇ Oj.
Proof: Let li be the predicate associated with vi. If vi precedes vj in P, then vj
is either the left or the right child of vi. If vj is the left child, then, by
Definition 3, vj is associated exclusively with the subset of objects in Oi
for which li holds. Otherwise, if vj is the right child, then, by Definition
3, vj is associated exclusively with the subset of objects in Oi for which
¬li holds. Either way Oi ⊇ Oj 
Proposition 5 Given a Deolistic Graph G=(V,E) and path P = v1
e1 v2
e2
v3 . . . vn, beginning at the root of G, such that n ≥ 2, then the set of obser-
vations associated with v1 contains the observations associated with v2 which
contains the set of observations associated with v3 . . ., i.e. O1 ⊇ O2 . . .On.
Proof: Let us take a sub-path Q of P, such that Q = v1
e1 v2 . . . vk, where 1
≤ k ≤ n. Note that if k = 1, then, obviously, O1 ⊇ O1. If k = 2, then
O1 ⊇ O2, by Proposition 4.
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Now, let us suppose that O1 ⊇ O2 . . .Ok holds, for some k ≥ 2. For
k + 1, Ok ⊇ Ok+1 by Proposition 4, because vk immediately antecedes
vk+1 in Q. Because ⊇ is a transitive relation, it follows that O1 ⊇
O2 . . .Ok ⊇ Ok+1. Therefore, by the principle of finite induction O1 ⊇
O2 . . .On 
Proposition 6 Given a Deolistic Graph G=(V,E) and path P = v1
e1 v2
e2
v3 . . . vn, beginning at the root of G, such that n ≥ 2, then the conjunction
q1 ∧ q2 . . . qn−1 holds for On, the observations associated with vn, where qi is
li or qi is ¬li, for i ∈ [1 .. n− 1], and l1, l2 . . . ln−1 are the sentences associated
with v1, v2 . . . vn−1 respectively.
Proof: Let us take a sub-path Q of P, such that Q = v1
e1 v2 . . . vk, where k ≥
2. Note that if k = 2, then, by Definition 3, either l1 or ¬l1 holds for
O2. Therefore, there is a q1 that holds for O2.
Now, suppose that for some k > 2, q1 ∧ q2 ∧ q3 . . . qk−1 holds for Ok.
By Definition 3, either lk or ¬lk holds for Ok+1. Therefore, there is a qk
that holds for Ok+1. Moreover, Definition 3 tells us that, Ok ⊇ Ok+1.
If q1 ∧ q2 ∧ q3 . . . qk−1 holds for Ok, it holds for every subset of Ok, in
particular for Ok+1. Consequently, as both qk and q1 ∧ q2 ∧ q3 . . . qk−1
hold for Ok+1, q1 ∧ q2 ∧ q3 . . . qk−1 ∧ qk hold for Ok+1. By the principle
of finite induction, q1 ∧ q2 . . . qn−1 hold for On 
3.1 Clustering with Deolistic Graphs
Before a simple and sound clustering algorithm based upon Deolistic graphs
can be shown, some basic definitions on similarities of observations need to be
presented.
Definition 7 Given two observations oi and oj, let d(oi, oj) be a metric that
indicates how similar oi and oj are. The matrix of similarities M of a set of
observations O = { o1, o2, . . ., om } is an m×m matrix such that M(O)(i, j) =
d(oi, oj), for i, j ∈ [1 .. m].
Over the years many different metrics have been proposed to indicate how sim-
ilar two given observations are, including the very popular Euclidian distance.
See [15] for a comprehensive discussion on other similarity measures.
Definition 8 For a set of observations O = { o1, o2, . . ., om } and its cor-
responding matrix of similarities M(O), let λ(M(O)) ≥ 0 be a metric that
indicates how diverse the elements of M(O) are, such that the smaller the
value yielded by λ(M(O)), the more similar the objects in O are.
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Among the many metrics that can be used to indicate how dissimilar a set of
data is, the most widely used are the variance and the standard derivation.
However, there are many circumstances in which other measures of variation
are preferred. See [17] for a discussion on the pros and cons of these measures.
Algorithm 1 adds exactly one node to a Deolistic graph, Algorithm 2 builds
a Deolistic graph from scratch and Algorithm 3 successively trims a Deolistic
graph until a certain number of pendents vertices is reached.
Algorithm 1 Given a vertice vi of a Deolistic Graph G, its associated set of
observations Oi = {o1, o2, . . . , om} and a minimum rate of decrease in diversity
ξ






where Oleft(vi) and Oright(vi) are the set of observations to be associated
to the left and right children of vi respectively, if l is associated to vi. It
should be noticed that β is the weighted difference between the measure
of diversity of the objects associated to vi and the measure of diversity of
the objects associated to its children.
(2) If β ≥ ξ then
(a) Associate l to vi,
(b) Associate β to vi,
(c) Create the left child of vi, i.e. vleft(vi), and connect it to vi,
(d) Associate the observations in Oi for which l holds to vleft(vi),
(e) Create the right child of vi, i.e. vright(vi), and connect it to vi,
(f) Associate the observations in Oi for which ¬l holds to vright(vi).
Algorithm 2 Given a graph G(V,E), such that |V| = 1 and E = {}, a
non-empty set of observations O = {o1, o2, . . . , on} and a minimum rate of
decrease in diversity ξ > 0
(1) Let v be the root vertice of G,
(2) Associate O to the root vertice v,
(3) Apply the procedures described in Algorithm 1 to v and recursively to each
of its children.
Algorithm 3 Given a Deolistic graph G(V,E) and the maximum number of
desired segments η > 0
(1) Let ρ(G) be the set of pendant nodes in G,
(2) While |ρ(G)| > η
(a) Let φ(G) = {v ∈ V ∧ v /∈ ρ(G) | left(v) ∈ ρ(G) ∧ right(v) ∈ ρ(G)},
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(b) Let vi be the node in φ(G) that has the smallest associated β,
(c) Remove the left child of vi, i.e. left(vi), from G and the vertice that
connects vi to left(vi),
(d) Remove the right child of vi, i.e. right(vi), from G and the vertice
that connects vi to right(vi),
(e) Dissociate li, the logical sentence associated to vi, from vi.
4 Clustering with Predicate Deolistic Graphs
The example that follows uses a particular type of Deolistic graphs, namely
restricted predicate Deolistic graph, the construction of which through com-
putational means is made easier due to restrictions imposed on the form that
its logical sentences are allowed to take.
Definition 9 A predicate Deolistic graph is a Deolistic graph that has pred-
icate logic as its logical system. A restricted predicate Deolistic graph is a
predicate Deolistic graph where the predicates associated with each vertice take
the following form: wi ≤ r, if wi is a continuous variable, or wi = k, if wi
is a categorical variable, where wi is a variable in O, the set of observations,
and r and k are constants or variables of the appropriate type.
In order to build a predicate Deolistic Graph by computational means, it
suffices to provide a procedure that searches the domain of each variable in
the set of observations to determine the sentence that maximizes the equation
β introduced in the first step of Algorithm 1. In order to make the search
computationally feasible, the domain of continuous variables has to be made
discrete by being divided into an arbitrary number of segments.
4.1 Bumpus’ Sparrows
After a severe winter storm that hit the northeast coast of the Unites States
on February 1st, 1898, a number of moribund sparrows were taken to Profes-
sor Hermon Bumpus’ biology laboratory at Brown University, Rhode Island,
USA. Subsequently, about half of the birds died. Seeing this as an oppor-
tunity to study the effect of Charles Darwin’s natural selection principle on
birds, Professor Bumpus took several morphological measures of each bird and
weighted them [2]. Table 2 presents the results of five of these measures taken
from female birds. Birds from 1 to 21 died and the remaining birds survived.
Diagram 2 introduces a restricted predicate Deolistic graph built from these
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BId TL AE LBH LH LKS
1 156 245 31.6 18.5 20.5
2 154 240 30.4 17.9 19.6
3 153 240 31.0 18.4 20.6
4 153 236 30.9 17.7 20.2
5 155 243 31.5 18.6 20.3
6 163 247 32.0 19.0 20.9
7 157 238 30.9 18.4 20.2
8 155 239 32.8 18.6 21.2
9 164 248 32.7 19.1 21.1
10 158 238 31.0 18.8 22.0
11 158 240 31.3 18.6 22.0
12 160 244 31.1 18.6 20.5
13 161 246 32.3 19.3 21.8
14 157 245 32.0 19.1 20.0
15 157 235 31.5 18.1 19.8
16 156 237 30.9 18.0 20.3
17 158 244 31.4 18.5 21.6
18 153 238 30.5 18.2 20.9
19 155 236 30.3 18.5 20.1
20 163 246 32.5 18.6 21.9
21 159 236 31.5 18.0 21.5
22 155 240 31.4 18.0 20.7
23 156 240 31.5 18.2 20.6
24 160 242 32.6 18.8 21.7
25 152 232 30.3 17.2 19.8
BId TL AE LBH LH LKS
26 160 250 31.7 18.8 22.5
27 155 237 31.0 18.5 20.0
28 157 245 32.2 19.5 21.4
29 165 245 33.1 19.8 22.7
30 153 231 30.1 17.3 19.8
31 162 239 30.3 18.0 23.1
32 162 243 31.6 18.8 21.3
33 159 245 31.8 18.5 21.7
34 159 247 30.9 18.1 19.0
35 155 243 30.9 18.5 21.3
36 162 252 31.9 19.1 22.2
37 152 230 30.4 17.3 18.6
38 159 242 30.8 18.2 20.5
39 155 238 31.2 17.9 19.3
40 163 249 33.4 19.5 22.8
41 163 242 31.0 18.1 20.7
42 156 237 31.7 18.2 20.3
43 159 238 31.5 18.4 20.3
44 161 245 32.1 19.1 20.8
45 155 235 30.7 17.7 19.6
46 162 247 31.9 19.1 20.4
47 153 237 30.6 18.6 20.4
48 162 245 32.5 18.5 21.1
49 164 248 32.3 18.8 20.9
Table 2: Body measurement of female sparrows in millimeters (BId = bird
identification number , TL = total length, AE = alar extent, LBH = length of
beak and head, LH = length of humerus, LKS = length of keel of sternum).
data with the help of a software we developed to support Deolistic graphs 1 ,
1 We call this software IDGC, which stands for Intelligent Deolistic Graphs for
Clustering.
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using the Euclidian distance to calculate how similar any two birds were. It
should be noted that the rules generated by the graph clearly indicate the
dissimilarities that exist among the different segments and the similarities
shared by objects placed in the same segments. As a result, even those with
limited knowledge of biology should face little difficulty to understand how








LBH ≤ 31.5 LBH > 31.5
LH ≤ 17.9 LH > 17.9 TL ≤ 159.1 TL > 159.1
TL ≤ 160.4 TL > 160.4 LBH ≤ 32.7 LBH > 32.7
Diagram 2: A Predicate Deolistic Graph
Table 3 shows the quantity and survival rate of female sparrows per pendant
node. The average survival rate of the 49 female sparrows is 42.9%. Nodes V6
and V8 hold 26 sparrows with survival rate above the average survival rate
of the group of birds taken to Prof. Bumpus. The rules that indicate the
similarities shared by the sparrows that belong to these nodes are respectively
LBH > 31.5 ∧ TL ≤ 159.1.
and
LBH ≤ 31.5 ∧ LH > 17.9 ∧ TL ≤ 160.4
Therefore, while node V6 holds sparrows that have the length of beak and head
(LBH) greater than 31.5 mm and the total length (TL) smaller than or equal
to 159.1 mm, node V8 holds sparrows that have the length of beak and head
(LBH) smaller than or equal to 31.5 mm, the length of humerus (LH) greater
than 17.9 mm and the total length (TL) smaller than or equal to 160.4 mm.
Figure 1 presents the dendrogram resulting from the application the hierar-
chical agglomerative complete-linkage method to the same data, using the
Euclidian distance to measure similarities among objects. The hierarchical
clustering methods are among the most commonly used clustering algorithms
[13,16]. The reader is encouraged to examine the dendrogram closely and ver-
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Table 3: Quantity and survival rate of sparrows per pendant node.
ify how little information it discloses to data analysts when compared with
Deolistic graphs and, as a result, the limited support that it offers to the
learning process.
5 Discussion
At the outset of this article we undertook to introduce a family of direct
acyclic graphs that uses logical sentences to reveal hidden structures in data.
We set forth bellow the answer to some key questions about the development
of such a family of graphs and discuss the implication of their existence for
data analysis professionals, organizations and the general public.
5.1 Why is it important to provide a clustering algorithm that clearly reveals
hidden structures in data?
We live in a world that is increasingly complex in all of its aspects, be they po-
litical, economical, social, scientific, educational, ethnical etc. Improvements
in telecommunication over the last decades have helped to make it even more
complex by allowing people from different places to share concerns and expe-
rience events that would otherwise go by almost unnoticed. Moreover, recent
enhancements in computer technology have made it possible for both the gov-
ernment and the private sector to gather an enormous volume of information
about who we are, where we live and work, how we behave, what products
and services we buy, what we believe in and fear most, our main concerns etc.
In such a complex information-driven world, it is of paramount importance to
learning that we are able to group together objects that share similar proper-
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Fig. 1. Dendrogram of Bumpus’ sparrows.
ties. Without this ability we would not be able to apply previously acquired
knowledge to new objects we encounter, making learning a strenuous task.
However, comprehensive learning only takes place if we are able to identify
the properties shared by objects that are placed in the same segment and the
dissimilarities that exist among objects that are placed in different segments.
Clustering algorithms that clearly support the establishment of these common
properties and dissimilarities, such as Deolistic graphs, not only favor learning,
but also speed up the clustering process, saving time, effort and money that
can be undoubtedly used for other noble purposes.
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5.2 Why should one resort to logical sentences, especially to predicate logic
sentences, to reveal hidden structures in data?
The logical sentences generated by Deolistic graphs are rules that can be
easily understood, interpreted and disclosed to all interested parties, thereby
improving communication and reducing misunderstandings.
Predicate logic is one of the simplest and most intuitive existing forms of
logic there is. In many countries it is the subject of mathematical studies
partly or completely thought in intermediate and high school. As a result,
even professionals with little background in mathematics should face only
minor difficulties in mastering its syntax and semantics. Moreover, predicate-
logic sentences can be easily translated in any written language. Altogether,
this makes predicate logic a valuable ally to reveal and communicate hidden
structures in data.
5.3 What is the impact of Deolistic graphs on the use of clustering methods?
Because learning is such an important part of modern life and classification
is such an intrinsic part of the learning process, there has been an increasing
need for the use of clustering methods and tools. Moreover, computer tech-
nology has made it possible for organizations to gather large amounts of data
about business and everyday life, raising the demand for clustering. Remark-
ably, most of this demand has been kept held back because current clustering
methods require a certain knowledge of mathematics and statistics that, al-
though simple, is not mastered by many people.
By facilitating the use of clustering analysis, the Deolistic graph clustering
algorithm helps to ease such a demand, making the whole field more popular
and attractive to both market professionals and scholars. The more attention
clustering analysis receives, the more likely it is that the development pace
of the field will increase with the introduction of new and better clustering
methods.
5.4 What is the potential impact of Deolistic graphs on business strategy?
In order to keep an organization competitive in the increasingly dynamic and
complex world where we live in, executive management must keep abreast of
the markets whose needs are satisfied by the products and services offered by
their organization. If it is the case that a large number of products and services
is being offered to a large customer base by many different organizations,
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than grasping the most recent events in these markets is bound to require
that products, services, customers and competing organizations are grouped
together into segments of homogeneous objects.
By helping to lower the barriers that prevent the use of clustering methods
and at the same time that increasing the quality of the segmentation process,
Deolistic graphs contribute to the existence of more competitive organizations
and products that are better adjusted to their customers’ needs.
5.5 How can society benefit from Deolistic graphs?
The potential impact of Dolistic graphs on all branches of science and areas
of business is considerable. For example, by making it easier and faster to
understand the hidden structure of the modus operandi of criminals, Deolistic
graphs favor more effective crime fighting; by clearly revealing differences and
similarities among students, Deolistic graphs support the development of bet-
ter educational policies; by providing organizations with a clearer insight on
the profile of their clients, Deolistic graphs show the way to better products
and services etc. The list is unequivocally endless.
Therefore, Deolistic graphs encourage the existence of products and services
that satisfy their customers’ needs more effectively in both the public and
private sectors. In the public sector, better products and services increase
the return on investment made by taxpayers and save money. In the private
sector, better products and services favor the existence of more competitive
organizations that tend to remain in business for longer periods, employing
people and paying taxes that, if properly applied, will benefit society even
further.
6 Conclusions
Although bringing together objects that share similar properties is a human
skill of paramount importance for learning and, as a result, for a better under-
standing of the world in which we live, many professionals face considerable
difficulties in making use of quantitative clustering methods. These difficul-
ties stem not only from both the mathematical principles and structures upon
which those methods are based, but also from the way clustering analysis
results are presented.
By conceiving an algorithm that provides an easy and straightforward way of
distinguishing segments of objects and determining the common properties of
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objects placed in the same segments, we encourage the use of cluster analysis
by professionals of all areas. For data analysis professionals such as statisti-
cians, actuaries, mathematicians, computer specialists etc., Deolistic graphs
provide considerable benefits, as it reduces time and effort spent on cluster
analysis and makes it easier to understand and communicate the hidden struc-
ture of data. Moreover, it improves the quality of the final result yielded by
cluster analysis, favoring an interactive process that allows a simple and fast
evaluation of the impact caused by the introduction and withdrawal of vari-
ables.
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