We study the multicommodity rent-or-buy problem, 
Introduction
We study the multicommodity rent-or-buy (MRoB) problem. In this problem, we are given an undirected graph Î µ with non-negative weights on the edges and a set ´× ½ Ø ½ µ ´× Ø µ of vertex pairs called demand pairs. We seek a minimum-cost way of installing sufficient capacity on the edges so that a prescribed amount of flow can be sent simultaneously from each source × to the corresponding sink Ø . The cost of installing capacity on an edge is given by a simple concave function: capacity can be rented, with cost incurred on a per-unit of capacity basis, or bought, which allows unlimited use after payment of a large fixed cost. Precisely, there are positive parameters and Å, with the cost of renting capacity equal to times the capacity required (per unit length), and the cost of buying capacity equal to Å (per unit length). By scaling, there is no loss of generality in assuming that
The MRoB problem is a simple model of network design with economies of scale, and is a central special case of the more general buy-at-bulk network design problem, where the cost of installing capacity can be described by an arbitrary concave function. In addition, the MRoB problem naturally arises as a subroutine in multicommodity versions of the connected facility location problem and the maybecast problem of Karger and Minkoff [21] ; see [24] for further details on these applications.
The MRoB problem is easily seen to be NP-and MAX SNP-hard-for example, it contains the Steiner tree problem as a special case [8] -and researchers have therefore sought approximation algorithms for the problem. For many years, the best known performance guarantee for MRoB was the Ç´ÐÓ Ò ÐÓ ÐÓ Òµ-approximation algorithm due to Awerbuch and Azar [3] and Bartal [5] , where Ò Î denotes the number of nodes in the network. The first constant-factor approximation algorithm for the problem was recently given by Kumar et al. [24] . However, both the analysis and the primal-dual algorithm of [24] are quite complicated, and the performance guarantee shown for the algorithm is extremely large. 1 The problem of obtaining an algorithm with constant performance guarantee for MRoB while using only a transparent algorithm and/or obtaining a reasonable constant has since remained open.
In a separate recent development, Gupta et al. [19] showed that extremely simple randomized combinatorial algorithms suffice to achieve best-known performance guarantees for several network design problems, including the single-sink special case of MRoB in which all sink ver-tices Ø are identical. However, the analysis of [19] required that the underlying "buy-only" problem (such as the Steiner tree problem for the single-sink special case of MRoB) admit a good greedy approximation algorithm (e.g., the MST heuristic for Steiner tree, with Prim's MST algorithm). Since the "buy-only" version of the MRoB problem is the Steiner forest problem (see e.g. [1] ), for which no greedy algorithm is known, it was not clear if the techniques of [19] could yield good algorithms for MRoB.
Our Results: We show how a nontrivial extension of the randomized framework of [19] gives a 12-approximation algorithm for MRoB. The algorithm is conceptually very simple: it picks a random subset of the source-sink pairs, buys a set of edges spanning these chosen pairs, and greedily rents paths for the other source-sink pairs.
Our analysis of the algorithm is based on a novel connection between approximation algorithms and cost sharing, the task of allocating the cost of an object to many users of the object in a "fair" manner. This connection, rather than our specific results, is arguably the most important contribution of this paper.
Cost sharing has been extensively studied in the economics literature (see e.g. [31] ); more recently, techniques from approximation algorithms have yielded new progress in this field, see e.g. [20] . We believe the present work to be the first showing the converse, that ideas from cost sharing can lead to better approximation algorithms. A second key ingredient for our result is a simple but novel extension of the primal-dual algorithms of Agrawal et al. [1] and Goemans and Williamson [15] for the Steiner forest problem.
Our performance guarantee of 12 is almost certainly not the best achievable for the MRoB problem, but it is far better than any other approximation ratio known for a network design problem exhibiting economies of scale, with the exception of the single-sink special case of MRoB (for which a 3.55-approximation is known [19] ). Single-sink buy-atbulk network design, where all commodities share a common sink but the cost of installing a given amount of capacity can essentially be an arbitrary concave function, is only known to be approximable to within a factor of 73 [19] . Keeping the single-sink assumption and placing further restrictions on the function describing the cost of capacity yields the Access Network Design problem of Andrews and Zhang [2] , for which the best known approximation ratio is 68 [26] . (There are no known constant-factor approximation algorithms for the multicommodity versions of these two problems.) The previous-best performance guarantee for MRoB was still larger, at least several hundred [24] . The present work is thus the first to suggest that restricting the capacity cost function could yield a more tractable special case of multicommodity buy-at-bulk network design than the popular assumption that all commodities share a common sink.
Related Work:
As stated above, the only previous constant-factor approximation algorithm for the MRoB problem studied in this paper is due to Kumar et al. [24] . Additional papers that considered multicommodity network design with economies of scale are Awerbuch and Azar [3] , Bartal [5] , and Fakcharoenphol et al. [11] , whose work gives an Ç´ÐÓ Òµ-approximation for the more general multicommodity buy-at-bulk problem. The special case of MRoB where all commodities share the same sink, and the closely related connected facility location problem, have been extensively studied [18, 19, 21, 22, 23, 27, 29] . The randomized 3.55-approximation algorithm of Gupta et al. [19] is the best known approximation algorithm for the problem. Swamy and Kumar [29] achieve a performance guarantee of 4.55 with a deterministic algorithm. Several more general problems that retain the single-sink assumption have also been intensively studied in recent years, including the Access Network Design problem [2, 16, 17, 26] , the single-sink buy-at-bulk network design problem [13, 17, 19, 28, 30] , and the still more general problems where the capacity cost function can be edge-dependent [10, 25] or unknown to the algorithm [14] . The best known approximation ratios for these four problems are 68 [26] , 73 [19] , Ç´ÐÓ Òµ [10, 25] , and Ç´ÐÓ Òµ [14] , respectively. Finally, our high-level algorithm of randomly reducing the MRoB problem to the Steiner forest problem, followed by computing shortest paths, is similar to and partially inspired by previous work that gave online algorithms with polylogarithmic competitive ratios for many rent-or-buytype problems [4, 6, 7] .
Approximation via Cost Sharing
In this section we show how an appropriate cost-sharing scheme gives a good approximation algorithm for MRoB. We will give such a cost-sharing scheme in the technical heart of the paper, Sections 3 and 4.
In Subsection 2.1, we define our desiderata for cost shares. We give the main algorithm in Subsection 2.2, and its analysis in Subsection 2.3.
Some Definitions
We now describe precisely what we mean by a cost-sharing method, as well as the additional properties required by our application. Cost-sharing methods can be defined quite generally (see e.g. [31] ); here, we take a narrower approach. In preparation for our first definition, recall that an instance of MRoB is defined by a weighted undirected graph (we leave the weight vector implicit) and a set of demand pairs. Definition 2.1 permits some rather uninteresting costsharing methods, such as the function that always assigns all demand pairs zero cost. The key additional property that we require of a cost-sharing method is that, intuitively, it allocates costs to each demand pair commensurate with its distance from the edges needed to connect all of the other demand pairs. Put differently, no demand pair can be a "free rider", imposing a large burden in building a Steiner forest, but only receiving a small cost share. We call cost sharing methods with this property strict.
To make this idea precise, we require further notion. We note that strict cost-sharing methods are somewhat reminiscent of some central concepts in cooperative game theory, such as the core and the nucleolus (see e.g. [31] ). However, we are not aware of any precise equivalence between strict cost-sharing methods and existing solution concepts in the game theory literature. 2 A cost-sharing method (which is defined independent of any Steiner forest algorithm) can be ¬-strict for one algorithm and not for another, as strictness depends on the distance ´× Øµ, and the edge set is algorithm-dependent.
The Algorithm SimpleMROB
We now state the main algorithm. In employs as a subroutine a Steiner forest algorithm , which in our implementation will be a constant-factor approximation algorithm. No cost-sharing method is needed for the description or implementation of the algorithm; cost shares arise only in the algorithm's analysis. We assume for simplicity that each source-sink pair wants to route a single unit of flow. This assumption is not hard to remove (details are deferred to the full version).
1. Mark each pair´× Ø µ with probability ½ Å , and let Ñ Ö be the set of marked demands.
Construct a Steiner forest on Ñ Ö using algorithm
, and buy all edges in .
3. For each´× Ø µ pair outside Ñ Ö , rent edges to connect × and Ø in a minimum-cost way (at cost ´× Øµ).
Proof of Performance Guarantee
We now state the main theorem of this section: a constantfactor approximation algorithm for Steiner forest with an accompanying Ç´½µ-strict cost-sharing method yields a constant-factor approximation algorithm for MRoB. The proof is an extension of the techniques of [19] , where the connection to cost sharing was not explicit and only simpler network design problems were considered. To prove this, it suffices to exhibit a (random) subgraph of that spans the vertices of Ñ Ö that has expected cost at most £ Å . To construct this subgraph, include all edges of , and every edge of Ö for which some demand pair using in ÇÈÌ is marked. 
. The left-hand side of this inequality is precisely the expected cost incurred in Step (3) of the algorithm. By Definition 2.1, the sum È is at most the cost of the min-cost Steiner forest on the set Ñ Ö of demands; by (2.1), it follows that È Ê is at most ¬ £ , and the proof is complete.
In Sections 3 and 4, we will give a 6-approximation algorithm for Steiner forest that admits a 6-strict cost sharing method. The main theorem of the paper is then a direct consequence of Theorem 2.3.
Theorem 2.4 There is a 12-approximation algorithm for
MRoB.
The Steiner Forest Algorithm
We first motivate the algorithm. Linear programming duality is well known to have an economic interpretation, and moreover to be useful in cost sharing applications (see e.g. [20] for a recent example). It is therefore natural to expect strict cost-sharing methods to fall out of existing primal-dual approximation algorithms for the Steiner forest problem, such as those by Agrawal et al. [1] and Goemans and Williamson [15] . In particular, one might hope that taking the subroutine of algorithm SimpleM-ROB to be such a primal-dual algorithm, and defining the cost shares according to the corresponding dual solution, would be enough to obtain a constant-factor approximation for MRoB.
Unfortunately 
The Algorithm È and the Cost Shares
In this subsection we show how to extend the algorithms of [1, 15] to "build a few extra edges" while remaining constant-factor approximation algorithms for the Steiner forest problem. We also describe our cost-sharing method.
Recall that we are given a graph ´Î µ and a set of source-sink pairs ´× Ø µ . Let be the set of demands-the vertices that are either sources or sinks in (without loss of generality, all demands are distinct). It will be convenient to associate a cost share ´ µ with each demand ¾ ; the cost share ´ ´× Øµµ is then just ´ × µ · ´ Ø µ. Note that we have also dropped the reference to ; in the sequel, the cost shares are always w.r.t. .
Before defining our algorithm, we review the LP relaxation and the corresponding LP dual of the Steiner forest problem that was used in [15] :
where a set Ë is valid if for some , it contains precisely one of × Ø .
We now describe a general way to define primal-dual algorithms for the Steiner forest problem. As is standard for the primal-dual approach, the algorithm will maintain a feasible (fractional) dual, initially the all-zero dual, and a primal integral solution (a set of edges), initially the empty set. The algorithm will terminate with a feasible Steiner forest, which will be proved approximately optimal with the dual solution (which is a lower bound on the optimal cost by weak LP duality). The algorithms of [1, 15] arise as a particular instantiation of the following algorithm. Our presentation is closer to [1] , where the "reverse delete step" of Goemans and Williamson [15] is implicit; this version of the algorithm is more suitable for our analysis.
Our algorithm has a notion of time, initially 0 and increasing at a uniform rate. At any point in time, some demands will be active and others inactive. All demands are initially active, and eventually become inactive. The vertex set is also partitioned into clusters, which can again be either active or inactive. In our algorithm, a cluster will be one or more connected components w.r.t. the currently built edges. A cluster is defined to be active if it contains some active demand, and is inactive otherwise.
Initially, each vertex is a cluster, and the demands are the active clusters. We will consider different rules by which demands become active or inactive. To maintain dual feasibility, whenever the constraint (3.3) for some edge between two clusters Ë and Ë ¼ becomes tight (i.e., first holds with equality), the clusters are merged and replaced by the cluster Ë Ë ¼ . We raise dual variables of active clusters until there are no more such clusters.
We have not yet specified how an edge can get built. Toward this end, we define a (time-varying) equivalence relation Ê on the demand set. Initially, all demands lie in their own equivalence class; these classes will only grow with time. When two active clusters are merged, we merge the equivalence classes of all active demands in the two clusters. Since inactive demands cannot become active, this rule ensures that all active demands in a cluster are in the same equivalence class.
We build edges to maintain the following invariant: the demands in the same equivalence class are connected by built edges. This clearly holds at the beginning, since the equivalence classes are all singletons. When two active clusters meet, the invariant ensures that, in each cluster, all active demands lie in a common connected component. To maintain the invariant, we join these two components by adding a path between them. Building such paths without incurring a large cost is simple but somewhat subtle; Agrawal et al. [1] (and implicitly, Goemans and Williamson [15] ) show how to accomplish it. We will not repeat their work here, and instead refer the reader to [1] .
Remark 3.1 For the reader more familiar with the exposition of Goemans and Williamson [15] , let us give an (informal) alternate description of the network output by the algorithm given above. Specifically, we grow active clusters uniformly, and when any two clusters merge, we build an edge between them. At the end, we perform a reversedelete step-when looking at an edge , if lies on the path between some Ü and Ý with´Ü Ýµ in the final relation Ê, then we keep the edge, else we delete it. We assert that the network output by this algorithm is the same as that of the original algorithm.
Specifying the rule by which demands are deemed active or inactive now gives us two different algorithms: We claim that the output of this algorithm is a feasible Steiner network for . Intuitively, this is true because Ì Ñ ´ Ì µ only builds more edges than Ï´ µ for ½. We defer a formal proof to the full version. We now define the cost shares .
The Cost Shares : For a demand ¾ , the cost share ´ µ is the length of time during the run Ï´ µ in which was the only active vertex in its cluster. Formally, let ´ µ be the indicator variable for the event that is the only active vertex in its cluster at time ; then
where the integral is over the execution of the algorithm.
In the sequel, we will prove our main technical result: 
Setting
¿ then gives us a -approximation algorithm that admits a -strict cost-sharing method, as claimed in Theorem 2.4.
Outline of Proof of Theorem 3.2
We first show that algorithm È is a ¾-approximation algorithm for Steiner forest. We begin with a monotonicity lemma stating that the set of edges made tight by algorithm È is monotone in the parameter . We omit its proof. Is is also easy to show that is a cost-sharing method in the sense of Definition 2.1. 
Outline of Proof of Strictness
We first recall some notation we will use often. 
Simplifying our goals
The main difficulty in proving Theorem 4.4 is that the addition of the new pair´× Øµ may change the behavior of primal-dual algorithms for Steiner forest in fairly unpredictable ways. In particular, it is difficult to argue about the relationship between the two algorithms we care about: (1) the algorithm Ì Ñ ´ Ì µ that gives us the forest , and (2) the algorithm Ï´ ¼ µ Ì Ñ ´ ¼ Ì ¼µ that gives us the cost-shares. The difficulty of understanding the sensitivity of primal-dual algorithms to small perturbations of the input is well known, and has been studied in detail in other contexts by Garg [12] and Charikar and Guha [9] .
In this section, we apply some transformations to the input data to partially avoid the detailed analyses of [9, 12] . In particular, we will obtain a new graph À from (with analogous demand sets À and 
Relating the runs on and À
We will need some new (but fairly obvious) notation: note that each vertex in À either corresponds to a single vertex in , or to a subset of the demands that formed an equivalence class of Ê. Going from Ì Ñ ´ Ì µ to Ì Ñ ´À À Ì À µ: Note that À was obtained from by identifying some demands; the edge sets of and À are exactly the same. We now show that the two instances in some sense behave identically. We denote the execution of Ì Ñ ´À À Ì À µ by .
We first require another monotonicity lemma, whose proof we omit. Note that this implies that the run is very simple: each demand ¾ À grows a cluster around itself; though this cluster may merge with inactive clusters, it never merges with another active one.
Recall that the cost-shares ´ This simple lemma gives us a path È between × and Ø in À whose length we will argue about. Note that this path is already formed at time ×Ø , and hence the rest of the argument can (and will) be done truncating the time vector at time ×Ø instead of at Ì À´× µ.
A useful fact to remember is that all edges in È must be tight in the run of ¼ . The proof of the following theorem, along with Corollary 4.12, will complete the proof of Theorem 4.7. We will prove the theorem with ¬ ´¾ ¿µ. Before we proceed, here is some more syntactic sugar: Given an execution of an algorithm, a layer is a tuplé 
Proof:
The proof of the claim is similar to that of Lemma 4.13; we just sketch the idea again. Consider a tight path between and × at time ½ ; at most a ½ portion of it can be tight due to ×. Hence by time ½ ¾ ½ , the path must be completely tight. 
Finally, the book-keeping

Tightening the constants
One can get a better bound than given in (4.11). Suppose we were split each of the various quantities Ä Ë Í Ï in two (Ä ½ Ä ¾ etc.) to account for layers of Ä ¼ that correspond to layers before and after time Ñ Ø . Then, analogous to (4. Now using the fact that Ë ¾ Ä ¾ , which follows from the basic argument behind (4.9), and algebra, we get ÐÓÒ ´×µ · ÐÓÒ ´Øµ Ä ¾ ¿ Ð Ò´Èµ, as desired.
