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We have recently suggested that the brain uses its sensitivity to optic ﬂow in order to parse retinal
motion into components arising due to self and object movement (e.g. Rushton, S. K., & Warren, P. A.
(2005). Moving observers, 3D relative motion and the detection of object movement. Current Biology,
15, R542–R543). Here, we explore whether stereo disparity is necessary for ﬂow parsing or whether other
sources of depth information, which could theoretically constrain ﬂow-ﬁeld interpretation, are sufﬁcient.
Stationary observers viewed large ﬁeld of view stimuli containing textured cubes, moving in a manner
that was consistent with a complex observer movement through a stationary scene. Observers made
speeded responses to report the perceived direction of movement of a probe object presented at different
depths in the scene. Across conditions we varied the presence or absence of different binocular and mon-
ocular cues to depth order. In line with previous studies, results consistent with ﬂow parsing (in terms of
both perceived direction and response time) were found in the condition in which motion parallax and
stereoscopic disparity were present. Observers were poorer at judging object movement when depth
order was speciﬁed by parallax alone. However, as more monocular depth cues were added to the stim-
ulus the results approached those found when the scene contained stereoscopic cues. We conclude that
both monocular and binocular static depth information contribute to ﬂow parsing. These ﬁndings are dis-
cussed in the context of potential architectures for a model of the ﬂow parsing mechanism.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Motion of the image of an object on the retina indicates that ob-
ject position relative to the observer has changed, but it does not
indicate whether this is a due to object movement, observer move-
ment or some combination of the two. During self-movement, sta-
tionary parts of the scene may be moving within the retinal image,
whilst objects moving within the scene may be stationary on the
retina. Despite this break in the relationship between scene move-
ment and retinal motion, observers tend to experience a stationary
and rigid scene and readily identify objects moving within it.
In the absence of prior knowledge about the state of the world,
determining whether or how an object has moved within the scene
requires information about both object position and self-move-
ment. If the observer has extra-retinal information (e.g. vestibular,
proprioceptive and motor command information) about his or her
own movement, then components of retinal image motion due to
self-movement can be anticipated (von Holst, 1954) and a ‘com-
pensation’ (see Wallach, 1987) can occur.ll rights reserved.
ology and Communications
diff, CF10 3AT Wales, UK.
en).Numerous researchers have studied the role of extra-retinal
information in the assessment of object movement and the percep-
tion of scene stability during observer movement. In particular
Wallach & Gogel (see Gogel, 1990; Wallach, 1985, 1987 for re-
views) have greatly contributed to our understanding of the pro-
cesses of perceptual stability and its dependence on extra-retinal
information. Wallach characterised the accuracy of the compensa-
tion process for different types of observer movement (e.g. head
and eye rotations, forwards translations). Gogel proposed a frame-
work based upon perceptual variables such as perceived observer
movement, object distance and object direction which (amongst
other things) describes failings in perceptual stability. More re-
cently, Wexler, Lamouret, and Droulez (2001), Wexler (2003),
Jaekl, Jenkin, and Harris (2003), Tcheang, Gilson, and Glennerster
(2005) and Dyde and Harris (2008), have all found ingenious ways
to investigate the cues implicated in the perception of stability.
Whilst extra-retinal signals no doubt play an important role in
compensation for retinal motion arising due to self-movement, it
should be noted that there are many situations in which accurate
non-visual information is not available. For example, when moving
at a constant velocity, the vestibular system provides little useful
information. Furthermore, when travelling in a car or on a train,
efferent motor signals contain little information about observer
Fig. 1. Schematic illustration of the ﬂow parsing process: (a) Optic ﬂow associated with rightwards translation of observer together with rightwards movement of ball objects
in the scene so that they are retinally stationary. (b) The perceived motion of various points in the scene after ﬂow parsing. Stationary portions of the scene are correctly
perceived as stable. The balls are seen to move to the right by varying amounts depending on object depth.
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ment of other objects in the scene, driving a car would be a difﬁcult
and dangerous undertaking. Given that, for the most part, we have
no apparent difﬁculty identifying object movement in the absence
of accurate extra-retinal information, there must be another solu-
tion. In this paper, following from our previous work (Rushton,
Bradshaw, & Warren, 2007; Rushton & Warren, 2005; Warren &
Rushton, 2007, 2008a), we examine a purely visual solution to
the problems of achieving perceptual stability and assessment of
object movement during observer movement.
It is known from extensive psychophysical research that the hu-
man brain is sensitive to optic ﬂow – the structured global patterns
of retinal motion associated with self-movement (e.g. Bex, Metha,
& Makous, 1998; Freeman & Harris, 1992; Snowden & Milne, 1997;
Warren & Hannon, 1988; and see Lappe, Bremmer, & van den Berg,
1999 for a review; though also see Rushton, Harris, Lloyd, & Wann,
1998 for a challenge to the assumption that this information is
used in guiding locomotion). The results of neurophysiological
and neuro-imaging research have indicated that the MT+ complex
(V5) is the most likely neural substrate for this sensitivity (see
Wurtz, 1998 for a review but also see Rafﬁ & Siegel, 2004, and re-
cent work, by Wall & Smith, 2008, suggesting the potential impor-
tance of other neural areas for optic ﬂow processing). We have
suggested that optic ﬂow processing provides a visual solution to
the problem of assessing object movement during observer move-
ment; a suggestion that forms the basis of the ﬂow-parsing hypoth-
esis (Rushton & Warren, 2005).
Under the ﬂow-parsing hypothesis, the brain uses its sensitivity
to optic ﬂow information to parse retinal motion into its constitu-
ent parts; those due to self-movement and those due to object
movement. If the components of retinal motion due to movement
of the observer (i.e. the optic ﬂow) are globally ‘subtracted’1 across
the scene then any remaining motion can be attributed to object
movement. Furthermore, regions of visual space which are scene-
stationary will be perceptually stable since all the retinal ﬂow at
these locations is accounted for as observer movement.
As noted, ﬂow parsing involves global subtraction of the optic
ﬂow associated with self-movement from an input retinal ﬂow
ﬁeld containing motion due to both self and object movement.
One consequence of this global scheme is that all objects in the
scene should be subject to the same subtractive or ‘‘compensatory”
process (e.g. see Warren & Rushton, 2008b). For example, consider1 We are not necessarily suggesting that the brain implements ﬂow parsing by a
literal subtraction process. For example, it is possible that such behaviour could be
achieved by a bank of multi-dimensional ﬁlters or templates of the kind described by
Perrone (1992). Similar to the manner in which 2D spatial ﬁltering can selectively
remove frequency information from a visual image, we propose a model in which a
bank of ‘ﬂow ﬁlters’ remove (or account for) motion consistent with different types o
self movement. Development of this model is underway and will form the focus o
future studies.f
fan observer making a rightwards translation movement (sidestep)
in a corridor. Fig. 1a shows the pattern of retinal ﬂow that might be
experienced. The leftwards pointing arrows correspond to the
instantaneous optic ﬂow arising on the retina from the stationary
points in the world (e.g. the walls, ﬂoor and ceiling of the corridor).
Note there are four objects (balls) that do not have any retinal mo-
tion. If the balls are stationary on the retina they must have moved
within the scene, with the same velocity as the observer. Once self-
movement is estimated and the associated component of motion is
subtracted across the visual ﬁeld, the scene-relative movement of
the balls is revealed (Fig. 1b). It can be seen that the balls have
in fact moved rightwards during the movement of the observer.
Note that after subtraction of the common self-movement compo-
nent, the resultant rightward motion associated with each ball dif-
fers. Speciﬁcally, each ball’s speed is inversely proportional to its
distance, reﬂecting the geometry of lateral scene-relative
movement.
In four previous psychophysical studies we have provided evi-
dence for the existence of a ﬂow parsing mechanism using a num-
ber of paradigms including detection of scene-relative object
movement (Rushton & Warren, 2005), assessment of object trajec-
tory in both 3D (Warren & Rushton, 2007) and 2D (Warren & Rush-
ton, 2008a,b) scenes as well as visual search for moving objects
(Rushton et al., 2007). A number of these studies use a simple, di-
rect technique with stimuli comparable to the example given in
Fig. 1. To look for evidence of behaviour consistent with ﬂow pars-
ing, a probe object is placed in the scene, amongst a pattern of mo-
tion consistent with self-movement, and the observer is asked to
make judgements about the perceived movement of the probe.
Based on the nature of the simulated self-movement and the 3D
position of the probe in the scene we then make predictions about
the perceived probe movement under ﬂow parsing. In the studies
reported, perceived probe movement is consistent with these
predictions.
As noted, the ﬂow-parsing hypothesis suggests that the ability
to identify scene-relative object movement during self-movement
depends on the ability of the brain to identify self-movement. An
observer who is unable to judge self-movement should consequently
have problems identifying scene-relative object movement.
Depth information is believed to have an important role in the
estimation of self-movement. For example, van den Berg and Bren-
ner (1994), have shown that the addition of stereoscopic disparity
to limited lifetime optic ﬂow patterns improves performance in a
heading task. This result suggests that the human brain takes more
than the simple 2D motion ﬁeld into account to solve the heading
problem.
When the type of self-movement is unknown in advance, and
extra-retinal information about self-movement is not available,
depth order information is likely to be particularly important
(e.g. see Gogel, 1990; Kellman & Kaiser, 1995). Depth information
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able patterns of retinal ﬂow due to self-movement. For example,
without depth information, a pattern of optic ﬂow in which all ob-
jects move in the same direction but at a variety of speeds could be
interpreted as due to either a lateral translation of the observer, or
as due to a gaze rotation picked up with noisy speed detectors (if
the scene is not known to be rigid then other interpretations are
also possible). If, however, depth information is available then
these two self-movements can be disambiguated; during lateral
translation distant objects move more slowly within the retinal ar-
ray than close objects, during a gaze rotation all objects move with
the same velocity, irrespective of object distance. If the retinal ﬂow
is due to lateral translation then there should be a systematic rela-
tionship between distance and speed.
The difﬁculty in determining one type of self-movement from
another when the visual stimulus is limited is demonstrated
clearly in the literature on judgement of ‘‘heading” (i.e. the instan-
taneous direction of locomotor translation). With a classic, limited
lifetime, monocular (or bi-ocular), dot display, observers misper-
ceive ﬂow ﬁelds arising from forward translation with a simulta-
neous rotation of gaze as having been generated by movement
along a circular path2 (e.g. see Royden, Crowell, & Banks, 1994; Roy-
den et al., 1992).
If, as we suggest, depth information is important for estimation
of self-movement and an estimate of self-movement is involved in
assessment of scene-relative object movement, then the ability to
identify object movement will co-vary with the depth information
in the display; consequently, as we add cues to depth, the ability of
the observer to identify scene-relative object movement will im-
prove. In prior work (e.g. Rushton et al., 2007) we have focussed
on two limiting cases, providing either strong disparity cues to
depth, or no disparity or other static cues to depth. In line with
our hypothesis, in the former case observers are able to identify ob-
ject movement, in the latter they are not.
Since we previously used disparity as the sole static cue to
depth, two obvious related questions arise:
1. Is the presence of disparity critical for ﬂow parsing to occur?
2. If disparity is not critical but static depth information aids in the
assessment of object movement then can we show graded per-
formance in our ﬂow parsing task that co-varies with the
amount of depth information?
In the experiments that follow we ﬁrst examine the identiﬁca-
tion of object movement in a scene containing disparity (experi-
ment 1) – this provides a performance baseline. We then remove
disparity information (experiment 2), and over a series of four con-
ditions, add monocular depth cues. If disparity is critical then perfor-
mance in the object movement task should be poor in all monocular
depth cue conditions. If depth information, rather than disparity, is
important, then performance should improve as we add monocular
depth cues.
A paradigm similar to that found in Rushton and Warren (2005)
was used. Stationary observers viewed patterns of moving stimuli
consistent with a complex self-movement (lateral translation with
a counter-rotation of the head). Observers simultaneously viewed
a small probe object at different depths in the scene which always
remained directly ahead of the observer and were asked to make a2 We draw a distinction between what a theoretical analysis, or algorithm, might
suggest can be done with a retinal ﬂow ﬁeld and what empirical studies indicate the
human brain can do with the same ﬂow ﬁeld. For example, sophisticated computer
vision algorithms such as Fitzgibbon and Zisserman (2000) do not produce the errors
demonstrated by human observers when extra-retinal information is lacking (e.g.
Royden, Banks, & Crowell, 1992). Li and Warren (2000) report that the accuracy of
heading judgements increase as the environment becomes richer.judgement about its perceived movement. Consistency of the per-
ceived probe movement with the geometric predictions was as-
sessed and compared when disparity was the only static depth
cue present (experiment 1) and when disparity was absent but
other static depth cues were present (experiment 2).
1.1. Methods
1.1.1. Apparatus
All experiments were conducted in the Communications Re-
search Centre (CRC) laboratory of Cardiff University. Stimuli were
displayed using a large ﬁeld of view, back projection system. The
images from two digital projectors (ChristieTM Digital Systems, mod-
el DS+26) were cross-polarised (SilverFabricTM SF-POLAR linear
polarisers) and overlaid. This allowed us to generate separate left
and right eye images that could be viewed with cross-polarised
stereo glasses. The horizontal visible extent of the projected region
was around 70. Although in theory each eye received information
from one projector only, in practice, in a dark lab polarising ﬁlters
do not completely cut out cross talk between the eyes. Conse-
quently, we also implemented a software routine which for the left
eye displayed the negative of the image meant for the right eye at
an appropriate intensity to cancel the cross talk between the ﬁlters
and vice versa for the right eye (see Mulligan, 1986).
1.1.2. Stimuli
We generated patterns of retinal motion which simulatedmove-
ment of the observer through a scene containing a number of
scene-stationary textured cubes together with a probe dot. Observ-
ers were asked to respond to the perceived scene-relative move-
ment of the probe. At all times the observer remained stationary,
with the head stabilised on a chin rest. Observers viewed the pro-
jection screen from a distance of 1.0 m. Viewing was binocular in
all experimental conditions and the probe was always presented
stereoscopically, however, the cube objects were only presented
stereoscopically in experiment 1.
There were 24 textured cubes positioned in the scene within a
virtual volume of around 60  50  80 cm3 centred on a point
1.0 m from the observer (see Fig. 2). The cubes were ﬁrst posi-
tioned on a regular grid at the viewing distance and then given a
small random horizontal and vertical perturbation away from the
regular spacing (mean horizontal and vertical element separations
were around 14 cm and 12 cm, respectively). Cube depth was then
assigned either randomly in the depth range (experiment 1 and
experiment 2 – conditions 1 & 2), or so that cubes were regularly
positioned on a slanted plane (experiment 2 – conditions 3 & 4).
The type of simulated observer movement through the scene
remained constant throughout (except for the direction – left or
right) and was consistent with a combination of a lateral transla-
tion (at 9 cm/s) together with a simultaneous counter-rotation of
the head (of around 5/s). The simulated counter-rotation ensured
that the head would point towards the centre of the array of cubes
throughout the simulated translation. The combination of transla-
tion and rotation produces a complex pattern of cube motion in the
retinal image. Cubes move both leftwards and rightwards in the
image, depending on their depth in the scene. In addition, the
cubes have a local rotation component.
The probe dot remained directly ahead of the observer and
equidistant from the left and right edges of the display at all times.
Similarly to the approach used in Rushton and Warren (2005), it
was presented at one of three depths. The probe was presented
at 80 cm from the observer in the near (N) condition, 110 cm in
the ﬁrst far condition (F1) and 130 cm in the second far condition
(F2). This manipulation was undertaken because at different
depths the ﬂow-parsing hypothesis predicts different perceived
probe movements (see Fig. 1 and the section below entitled Flow
Fig. 2. Screen shots of stimuli used in experiment 2. Note that this image is the view presented to one eye only, the other eye is shown only the probe with appropriate
disparity so as to be seen at different depths in the scene. (a) Motion parallax alone. (b) Motion parallax and relative size. (c) Motion parallax, relative size and linear
perspective. (d) Motion parallax, relative size, linear perspective and occlusion.
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movement should be a function of perceived self-movement
and perceived object distance (e.g. see Gogel, 1990). Since we
wished to manipulate perceived self-movement and not con-
found this with perceived object distance, the distance to the
probe was always deﬁned by stereoscopic disparity informa-
tion. On each trial the probe moved very slowly (around
0.25/s) vertically either upwards or downwards (the direction
was decided randomly on each trial). The probe was given a
vertical component of motion because we found that observers
more readily reported illusory movement to the left or right
when the probe was not physically stationary.
1.1.3. Procedure
At the start of each session observers were given an example
of the type of stimulus they would see and a chance to practise
the task for a few trials. On each trial the observer saw a ﬁxation
cross in the centre of the screen for 1s before seeing a stationary
view of the scene containing the cubes and the probe for 2 s. The
stationary view was given to allow participants to fuse those
parts of the display which were presented with stereoscopic dis-
parity (note that in every condition at least the probe object was
presented with disparity). The cubes and probe then began to
move for a further 2 s. Observers were asked to respond as
quickly as possible regarding the perceived lateral direction of
movement (leftwards or rightwards) of the probe (Rushton &
Warren, 2005) by pressing the left or right buttons of a wireless
mouse with the index ﬁnger of the left or right hand, respec-
tively. Since the probe’s motion contained a physical vertical
component, observers experienced an oblique pattern of probe
motion(e.g. see Warren & Rushton, 2008a).1.1.4. Experiments and conditions
In the ﬁrst experiment the cubes were randomly sized, oriented
and positioned in the array volume. Cube depth was deﬁned by
stereoscopic disparity. In this experiment there were few, if any,
monocular static depth cues such as relative size and linear per-
spective. During the simulated observer movement the cubes
could brieﬂy occlude one another, however, since the cubes were
relatively sparsely distributed this did not happen frequently. As
a consequence, the main depth order cues present were stereo-
scopic disparity and motion parallax. This condition forms the
baseline for our test of ﬂow parsing against which all other condi-
tions are compared. The experiment also provides a useful replica-
tion of the results found in Rushton and Warren (2005) with a new
set of observers and a different experimental set-up (the present
study was conducted using a large ﬁeld of view projection system
rather than a CRT).
In the second experiment the stereoscopic depth order informa-
tion specifying cube depth was removed by displaying only the left
eye view of the cubes to the observer’s left eye. Consequently the
cubes were now seen monocularly (not bi-ocularly), whilst the
probe was still seen in both eyes with the appropriate absolute op-
tic disparity (Howard & Rogers, 1995, pp. 241). Observers took part
in four different blocked experimental conditions in which differ-
ent combinations of monocular depth cues were present. The four
monocular depth cues used were motion parallax, relative size, lin-
ear perspective and occlusion. It has been suggested that these
cues (together with stereoscopic disparity information) are the
most important in the depth range used here (see Cutting & Vish-
ton, 1995).
In blocked condition 1 (Fig. 2a) the stimulus was identical to
that in experiment 1, apart from the absence of stereoscopic infor-
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vided information about depth order. As already noted, in this (and
the other monocular depth cue conditions) the observer still saw
the probe object at different depths in the scene as deﬁned by dis-
parity information.
In blocked condition 2 (Fig. 2b) the cubes were again randomly
oriented and positioned in the array volume, however, now their
size was ﬁxed, i.e. the retinal size varied linearly with depth in
the scene. Consequently, in this experiment observers had access
to both motion parallax and relative size cues to depth.
Similarly to the previous condition, in blocked condition 3
(Fig. 2c) the cubes were randomly oriented and had ﬁxed physical
size, however, now they were arranged on a slanted plane which
receded in depth (top end away from the observer). The plane
had an equivalent slant of around 60 about a horizontal axis so
that the cubes at the front and the back of the array were at the
depth limits of the range sampled in the previous experiments.
As a consequence, the depth cues present in this condition were
motion parallax, relative size and ‘linear perspective’.
Finally, in blocked condition 4 (Fig. 2d) the cubes were similar
to those of the previous condition; however a number of thin
occluders were also placed at different depths in the ﬁeld to pro-
vide an additional cue to depth. Consequently, the depth cues pres-
ent were motion parallax, relative size, linear perspective and
occlusion. Note that the occluders were always constrained to lie
within the gaps between the ﬁve rows of cubes in the array. The
orientation of the occluders was close to vertical but was perturbed
randomly on a trial to trial basis, so that observers could not assess
probe trajectory relative to the occluder orientation.
1.1.5. Flow parsing predictions
To see how perceived probe movement is predicted by ﬂow
parsing consider Fig. 3 (see Gogel, 1990 for a similar manipulation
and set of predictions). The small circles correspond to the three
probe objects in the N, F1 and F2 conditions at the beginning (dark
circles) and end (light circles) of the simulated movement. In this
example, the simulated observer movement is laterally to the left,
with a counter-rotation of the head to the right. As a consequence
stationary cubes in front of C (the centre of the array) will move toN F1 F2
Fig. 3. Schematic illustration of the simulated scene and the observer’s simulated
movement through it. Simulated movement involves a lateral translation together
with a counter-rotation of the head. A probe is also shown at three different
distances (N, F1, F2). Flow parsing indicates that a probe which remains stationary
on the retina at N should be perceived to move in the direction of head translation,
where as at distance F1 or F2 it should be perceived to move in the opposite
direction to head translation. This is entirely consistent with the geometry of the
scene in that the probe must have moved through the scene in this manner in order
to remain directly ahead of the moving observer.the right and stationary cubes behind C will move to the left in the
retinal image. Flow parsing then dictates that a stationary probe in
front of the C should have a rightwards component of motion
parsed or subtracted, whereas a probe behind C should have a left-
wards component subtracted. The subtraction of such components
should then lead to perceived movement of the probe in the oppo-
site direction (to the subtracted component), i.e. leftwards move-
ment of the probe at N and a perceived rightwards movement of
the probes at F1 and F2. Examination of Fig. 3 indicates that this
is a entirely appropriate percept given the scene-geometry; if the
observer moves as indicated and the probe remains directly ahead,
then it must have also moved in the scene – either to the left if it is
in front of C or to the right if it is behind C. Note that this prediction
generalises to the following statement: the probe at N should be
perceived to move with the observer (i.e. in the direction of the
simulated head translation), whereas the probes at F1 and F2
should be perceived to move oppositely to the observer (i.e. in
the opposite direction to the simulated head translation).
We use response time (RT) as an index of perceived speed. It has
been shown (e.g. Smeets & Brenner, 1994) that observers detect
object movement (and press a button) more rapidly when an ob-
ject is moving quickly than when it is moving slowly (providing
ceiling performance has not been reached). We use RT here (and
used it in Rushton & Warren, 2005) because it gives us a measure
of the observers’ immediate percept of speed, rather than a later
inference of speed.3 Comparing the geometrical interpretation of
the predicted perceived motion of the probes at F1 and F2 in
Fig. 2, it is clear that a probe at F2 must be moving more quickly than
a probe at F1 if it remains directly ahead of the observer. Conse-
quently, we predict that under ﬂow-parsing observers should re-
spond more quickly to the movement of the probe at F2 than that
of the probe at F1. It should be noted that judgement of probe direc-
tion relies only upon a qualitative assessment of the movement
(which direction does it move in?), whereas the speed of the probe,
which underpins the reaction time prediction, necessarily relies
upon a more quantitative assessment of probe movement (how fast
is it moving?).
We do not make a prediction regarding the reaction time to re-
spond to the probe at N, i.e. that it should be between those values
obtained in the F1 and F2 conditions. Such a prediction depends up
on a veridical percept of depth in the scene. Since it is known that
compression of visual space is common (e.g. see Johnston, 1991), it
is likely that there are asymmetries in perceived depth of the probe
at N and F2 relative to the centre of the cube array. With this in
mind it would be foolhardy to predict this exact relationship for
the present experiment. Furthermore, it is known that there are
differences in performance for a range of depth estimation tasks
when viewing crossed vs. uncrossed disparities (e.g. see van Ee &
Richards, 2002). Speciﬁcally, performance is generally worse for
uncrossed disparities than crossed disparities. In our experiment
1, the N condition will contain mainly uncrossed disparities and
the F2 condition will contain mainly crossed disparities, which in
theory could make the task more difﬁcult when the probe is at
N. Therefore, to summarise, there is no reason to expect that at
N, like when at F2, the time to react to perceived probe motion
should be quicker than that at F1.
For the sake of clarity we restate the predictions that follow
from the scene geometry (note that these geometric predictions
are identical to those of Rushton & Warren, 2005):3 Elsewhere we have used an explicit measure of perceived trajectory that involves
matching the perceived trajectory with an onscreen indicator. The results of the
trajectory measure are in-line with the results obtained using the RT measure.
Table 2
Reaction time range (min and max) for experiments 1 and 2 prior to minimal
cleaning. Percentage of trials cleaned for the slowest observer is also shown. Note that
the percentage is high in experiment 1 due to two observers who found the task
particularly difﬁcult. When their data are excluded no cleaning is required. In all
conditions of experiment 2 very little cleaning is required.
Post clean min RT
(over observers)
Post clean max RT
(over observers)
% Cleaned for most
cleaned observer
Exp. 1 (all observers)
F1 388 1991 20.00
F2 288 1991 13.75
Exp. 1 (six quickest)
P.A. Warren, S.K. Rushton / Vision Research 49 (2009) 1406–1419 14111. The probe at N should be perceived to move with the observer
(i.e. in the direction of the simulated head translation), whereas
the probes at F1 and F2 should be perceived to move oppositely
to the observer (i.e. in the opposite direction to the simulated
head translation).
2. The response time to report probe trajectory direction at F2
should be shorter than at F1.
A new depth cue is added in each of the four monocular condi-
tions described above. The hypothesis of this paper is that as more
depth cues are added the observer’s ability to interpret the self-
movement information in the scene will improve. Consequently,
ﬂow parsing will become more accurate and observer behaviour
will become more consistent with geometric predictions 1 and 2.
1.1.6. Design
In order to control for potential order effects the four different
blocked conditions of experiment 2 were counter-balanced across
participants (see Table 1). Consequently, all observers saw the dif-
ferent conditions in a different order. Each condition was seen ﬁrst,
second, third and fourth by two of the eight observers. Further-
more, so that observers didn’t see the two conditions with the most
depth order information in one experimental session conditions 3
and 4 were always split over two sessions on separate days (two
blocks per session).
1.1.7. Observers
Eight observers participated in experiment 1. Eight observers
also participated in the four blocked conditions of experiment 2.
The same eight observers participated in all 4 conditions of exper-
iment 2, allowing a comparison of the results across monocular
depth cue conditions. All were staff or students within the School
of Psychology at Cardiff University. Throughout, two of the observ-
ers were authors; the remainder were naive about the purpose of
the experiment. All observers had normal or corrected to normal
vision. Observers’ participation in the experimental studies was
regulated by the Ethics Committee of the School of Psychology,
Cardiff University.
1.1.8. Analysis
For each probe depth condition, the left and right responses
were coded as the proportion of trials on which the observer re-
sponded that the probe object was seen to move in the direction
of the simulated translation – referred to as the ‘‘with head” direc-
tion. We assessed the difference between the proportion of trials
on which the probe was seen to move with the head when in the
near and far positions as follows. For each of the eight observers,
the mean proportion of ‘‘with head” trials was calculated over
the two far conditions (F1 and F2). Taken together with the propor-
tions of ‘‘with head” responses for the eight observers in the near
condition this gave 16 data values in total. The eight values in
the two conditions were then averaged over participants to obtainTable 1
Order in which the eight observers in experiment 2 saw the four conditions. Note the
partial counter-balancing which ensured that each condition was seen ﬁrst, second,
third and fourth by two of the eight observers. Furthermore, so that observers didn’t
see the two conditions with the most depth order information in one experimental
session conditions 3 and 4 were always split over the two sessions.
Observer O1 O2 O3 O4 O5 O6 O7 O8
Session 1 1 2 3 4 1 2 4 3
4 3 2 1 3 4 2 1
Session 2 3 4 1 2 4 3 1 2
2 1 4 3 2 1 3 4the mean proportions, qF and qN, of ‘‘with head” responses for the
far and near conditions, respectively. The difference, Dq, between
these values was then calculated and the size of this difference
was assessed statistically using a permutation test. The permuta-
tion test involved 100,000 re-samplings of two groups of eight data
values drawn at random (without replacement) from the 16 re-
sponse proportions. The proportion of re-samplings on which the
difference between the means of the two groups of eight data val-
ues was greater than Dq was then calculated as a measure of how
likely it was that the difference Dq could have occurred by chance.
Reaction time data were subjected to a cleaning procedure to
discount responses before 250 ms and after 2 s (the length of time
the moving stimulus was present). In practice, this cleaning proce-
dure had little impact on the data (see Table 2) except in experi-
ment 1, in which two participants had particularly long reaction
times (frequently greater than 1s). Reaction times were then log
transformed to account for skewing and the mean time taken to
make a response in the three probe depth conditions was
determined.
Between participants there was considerable variability in reac-
tion time. To permit a clearer graphical representation, log reaction
time was normalised, taking into account (for each observer) the
global mean and standard deviation of log reaction time (over
the three probe depth conditions). However, note that this normal-
isation was only applied for the purposes of plotting Figs. 4–11; the
statistical analyses reported were performed on the un-normalised
log reaction times. Note also that our hypothesis based on reaction
time only refers to the F1 and F2 probe positions. Consequently,
reaction time data for the N condition are not presented in Figs.
4–9, which is why the data do not appear to have zero mean after
normalisation.
The prediction that the reaction time for a probe at F2 should be
shorter than a probe at F1 is tested in the stereo condition (exper-
iment 1) by means of a repeated measures t-test. In the four mon-
ocular depth cue conditions we wish to quantify the relative
magnitude of the differences in RT at F1 vs. F2. Essentially we wish
to measure the effect size. Cohen’s d, the most commonmeasure of
effect size, is calculated as the difference between the two meansF1 388 1842 0
F2 354 1791 0
Exp. 2 (condition 1)
F1 389 1776 3.75
F2 372 1775 1.25
Exp. 2 (condition 2)
F1 372 1793 1.25
F2 404 1760 0
Exp. 2 (condition 3)
F1 373 1959 0
F2 371 1692 1.25
Exp. 2 (condition 4)
F1 423 1866 0
F2 389 1733 0
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Fig. 5. Results from experiment 1 (stereo) for six observers who consistently responded within the criterion response time (see text). It is assumed that these observers found
the task easiest. In all other aspects this ﬁgure is similar to Fig. 4.
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Fig. 4. Results from experiment 1 (stereo) for eight observers. Percentage of ‘‘with head” responses and normalised log reaction time are shown in top and bottom panels,
respectively. Error bars show ±1 s.e. across observers. (a) Results for composite observer obtained by averaging over eight participants. (b) Results for individual (best, median
and worst) observers.
−0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
0
50
100
%
 w
ith
 h
ea
d
0 0.1 0.2 0.3 0.4
−0.25
0
0.25
Probe Offset (m)
N
or
m
al
is
ed
 lo
g(
R
T)
−0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
0
50
100
%
 w
ith
 h
ea
d
0 0.1 0.2 0.3 0.4
−0.5
0
0.5
Probe Offset (m)
N
or
m
al
is
ed
 lo
g(
R
T)
Worst
Median
Best
Composite
a b
Fig. 6. Results from experiment 2 (motion parallax) for eight observers. Details of this ﬁgure are similar to those of Fig. 4.
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Fig. 7. Results from experiment 2 (motion parallax + relative size) for eight observers. Details of this ﬁgure are similar to those of Fig. 4.
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Fig. 8. Results from experiment 2 (motion parallax + relative size + linear perspective) for eight observers. Details of this ﬁgure are similar to those of Fig. 4.
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Fig. 9. Results from experiment 2 (motion parallax + relative size + linear perspective + occlusion) for eight observers. Details of this ﬁgure are similar to those of Fig. 4.
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4 In further support of this suggestion, when data for the ﬁve observers who
sponded fastest over all conditions (and none of whose data required cleaning)
ere analysed this effect increased in size and correspondingly the t-value increased
to 3.44.
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Fig. 10. Results from control experiment to test the impact of the presence of
relative disparity in the image. Percentage of ‘‘with head” responses (unbroken) and
normalised log reaction time (dashed) are shown in top and bottom panels,
respectively. Error bars show ±1 s.e over observers.
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to use a scaled version of this metric and multiplied Cohen’s d by
a constant – the reciprocal of the square root of N (note N is the
same across conditions). The result is the difference between the
means expressed as a multiple of the standard error, i.e. the t-va-
lue. Using the t-value as a measure of effect size is slightly uncon-
ventional, but valid (because N is ﬁxed, it is simply a fraction of
Cohen’s d). Furthermore, it is useful because the t-value can, when
it is appropriate, easily be translated into a likelihood or probabil-
ity value.
In summary, we expect observers to be better at detecting
scene-relative object movement as we add depth cues. The differ-
ence in RT between F1 and F2 is a measure of performance (see
above). As performance improves, the difference in mean RT for
F1 and F2 increases, so the effect size will increase. Our measure
of effect size is the t-value. Therefore the magnitude of the t-value
should increase as we add depth cues.
In the following sections results are presented for experiment 1
and the four separate blocked conditions of experiment 2. Re-
sponse data (perceived direction and normalised log reaction time)
are presented for the composite observer obtained by averaging
over the eight observers in each condition and also for a selection
of individual observers. For each depth cue condition, the individ-
ual observers were selected by assessment of the size of the differ-
ence between the proportion of ‘‘with head” responses in the N and
the average of the two F conditions. This metric gives a measure of
the consistency of the data with geometric prediction 1 (see
above). In order to show the range of the data, the observers with
the largest and smallest difference in ‘‘with head” responses are
shown. Throughout the rest of the paper these observers are re-
ferred to as the ‘‘best” and ‘‘worst” ﬂow parsers, respectively. In
addition, the median observer data are shown. Note that since
there are an even numbers of observers the median was calculated
as the mean of the data for the two central-most observers.
2. Experiment 1
In the ﬁrst experiment, we attempted to replicate the ﬁndings
of Rushton and Warren (2005) using the present experimental
set-up (i.e. using a large ﬁeld of view polarised projection system
rather than a CRT display with LCD shutter glasses). Recall that
in this condition the observer had access to motion parallax and
stereoscopic disparity cues to depth order.The results are shown in Fig. 4 for the composite observer and
the worst, median and best observers. The outcome of the reaction
time cleaning procedure is shown for this and all other experimen-
tal conditions in Table 2. The data support the ﬁnding of Rushton
and Warren (2005). In line with geometric prediction 1, the probe
is much more likely to be seen as moving in the same direction as
the simulated head translation when it is in front of the centre of
the array. Conversely, it is almost always seen as moving in the
opposite direction when it is behind the centre of the array
(Fig. 4, top half). The results of a permutation test indicated that
the likelihood that the difference between responses in near and
far conditions could have occurred by chance was around 0.0001
(i.e. 1 in 10,000).
On the whole the reaction time data supports geometric pre-
diction 2 (Fig. 4a, bottom half), indicating that observers re-
sponded more quickly to the perceived probe movement at F2
than F1. The effect size, t, is 1.54. If we translate this value into
a probability estimate, then the difference between responses
for F1 and F2 approaches the 5% signiﬁcance level, p = 0.084
(one-tailed).
Two participants in this experiment had particularly long reac-
tion times in a signiﬁcant number of trials. Table 2 indicates that
up to 20% of the data for one of these observers was discounted
by the cleaning process (i.e. RT was greater than 2 s) in this exper-
iment. In fact, these two observers responses were beyond 1.25 s in
more than a quarter of the trials. Anecdotally, these observers com-
plained that they found the task quite difﬁcult and this may well be
reﬂected in their reaction time data. Fig. 5 shows the data when
these two observers were excluded from the analysis (together
with the worst, best and median observers calculated over this
group of six). The results indicate a larger difference between the
reaction times in the F2 and F1 conditions and in a one-tailed re-
peated measures t-test, the difference was found to be signiﬁcant
at the 5% level (t = 2.52, p = 0.027). This result indicates that the
observers who found the task relatively easy and rapidly obtained
an impression of probe movement, did demonstrate the predicted
pattern of results.4
Taken together, these results constitute an important replica-
tion of the ﬁndings of Rushton & Warren (2005). The results of this
experiment are used as a benchmark against which all the other
experimental manipulations in this paper will be assessed.
3. Experiment 2
In the second experiment, we removed the stereoscopic dispar-
ity information deﬁning the depth order of the cubes. Results for
the four different conditions are presented separately in the fol-
lowing sections and then discussed together in the ﬁnal section.
In each of the conditions we will report the outcome of a permuta-
tion test to assess the differences in perceived probe direction
across the near and far conditions. Furthermore, the effect size
(t-value) derived from the difference between the reaction times
in the F1 and F2 conditions will be compared to the value of 2.52
obtained in experiment 1.
3.1. Condition 1 – motion parallax
In this condition the cube array was identical to that in experi-
ment 1 except that stereoscopic depth information for the cubes
(not the probe) was removed (see Fig. 2a). The results are shownre
w
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the composite observer. The data provide some evidence of behav-
iour consistent with prediction 1 (e.g. the best observer in the top
half of Fig. 4b). However, the difference between the perceived
directions of the probe at the three probe distances is greatly re-
duced relative to the results of experiment 1 for both the compos-
ite observer and the individual observers. Observers see the probe
moving in the same direction as the simulated head translation on
48% of trials in the N condition compared with 29% and 25% in the
two F conditions. The results of a permutation test indicated that
the likelihood that the difference between responses in near and
far conditions could have occurred by chance was around 0.1 (i.e.
1 in 10).
In addition, the reaction time data shown in Fig. 6 do not follow
prediction 2; observers did not respond more quickly to the in-
duced probe movement at depth F2 relative to F1. The effect size
(t-value) given by the mean difference in reaction times between
the two conditions, normalised by the standard error was 0.84.
This pattern of results is consistent with those reported in previous
studies (Rushton et al., 2007) which indicate that ﬂow parsing per-
formance is impaired with stimuli such as these when only motion
parallax cues are present. However, in this study note that the ﬁeld
of view was considerably larger than previous studies and conse-
quently the stimulus provided more information with which to
constrain motion parallax interpretation. Our result indicates that
even in these circumstances ﬂow parsing performance is impaired.
3.2. Condition 2 – motion parallax, relative size
In this condition the depth cue of relative size was added to the
motion parallax cue used in condition 2 (see Fig. 2b). The results
are shown in Fig. 7 for the worst, median and best observers to-
gether with the composite observer obtained by averaging over
participants. Similarly to the results of condition 1, the difference
between the perceived directions of the probe at the three probe
distances is greatly reduced relative to the results of experiment
1. On average, observers see the probe moving in the same direc-
tion as the simulated head translation on 44% of trials in the N con-
dition compared with 27% and 25% in the two F conditions. The
results of a permutation test indicated that the likelihood that
the difference between responses in near and far conditions could
have occurred by chance was around 0.15 (i.e. 15 in 100).
In addition, the reaction time data do not appear to support pre-
diction 2 indicating that observers did not respond more quickly to
the induced probe movement at F2 than F1. The effect size (t-va-
lue) is this condition was 1.79. These results indicate that the
addition of a relative size cue to the motion parallax information
about depth order does not appear to be sufﬁcient to permit behav-
iour consistent with prediction 2.
3.3. Condition 3 – motion parallax, relative size, linear perspective
In this condition we added a ‘linear perspective’ cue to the mo-
tion parallax and relative size cues used in condition 2. Linear per-
spective is deliberately placed in quotation marks in the previous
sentence since this cue takes many forms and contains several
other cues to depth (such as relative size, elevation, density, etc.).
In order to add linear perspective information we arranged the
cubes so that, rather than having depth randomly assigned, they
were constrained to lie on a plane which is slanted (top end away)
in depth (see Fig. 2c).
The results for this condition are shown in Fig. 8 for the com-
posite and individual observers. The data are more in line with
the geometric predictions when compared to the results of condi-
tion 1 and 2. There is a clear indication that observers are more
likely to see the probe at Nmoving with the head (65% of trials) rel-ative to when the probe is at F1 (25%) or F2 (20%). The results of a
permutation test indicated that the likelihood that the difference
between responses in near and far conditions could have occurred
by chance was around 0.035 (i.e. 3.5 in 100).
Note also that the average reaction time data show an effect in
the same direction as that predicted by the ﬂow-parsing hypothe-
sis (i.e. mean response time at F2 was quicker than at F1). The ef-
fect size (t-value) was 1.1, still considerably lower than that seen
when stereo cues to depth were present.
It is perhaps not surprising that, overall, the data from the con-
ditions seen thus far have shown more consistency with prediction
1 than with prediction 2. Prediction 1 is reliant only upon a simple
qualitative assessment of probe movement direction. However, re-
sults in line with prediction 2, would require a more quantitative
assessment of the probe movement since this prediction depends
upon perceived probe speed.
3.4. Condition 4 – motion parallax, relative size, linear perspective,
occlusion
In this condition we added occlusion information to the motion
parallax, relative size and linear perspective cues used in condition
2. In order to add occlusion information the cubes were inter-
spersed with thin near-vertical strips (See Fig. 2d). The strips were
presented monocularly but could be interpreted as being at differ-
ent depths in the scene since they only occluded some of the cubes
in the array. For example some of the occluders could only occlude
cubes in the very back row of the cube array, others could occlude
all cubes but those in the front row.
The results for this condition are shown in Fig. 9. Similarly to
the previous condition, the data are relatively consistent with geo-
metrical predictions 1 and 2. There is a clear indication that
observers are more likely to see the probe at N moving with the
head (67% of trials) relative to when the probe is at F1 (21%) or
F2 (17%) (prediction 1). The results of a permutation test indicated
that the likelihood that the difference between responses in near
and far conditions could have occurred by chance was around
0.003 (i.e. 3 in 1000).
Furthermore there now seems to be some evidence that observ-
ers are responding in line with prediction 2. The response to probe
movement at F2 was faster than at F1 on average. Furthermore, the
effect size (t-value) was 2.49 in this condition. This value is compa-
rable to that obtained in experiment 1 when stereoscopic cues to
depth were present.
3.5. Control condition for the effect of relative disparity
Although it has been shown (e.g. Erkelens & Collewijn, 1985;
Regan, Erkelens, & Collewijn, 1986), that observers have problems
judging speed in depth from absolute retinal disparity (vergence
angle), we have no reason to believe that people had problems
judging distance in this experiment. Indeed, observers did perceive
the probe to be at different distances in the different conditions.
However, we decided to conﬁrm this in a control experiment in
which relative disparity cues were provided. Three participants
who took part in experiment 2 also participated in this experiment.
The stimulus was identical to that in condition 3 of experiment 2,
except for the addition of a number of small square objects in the
scene presented with stereoscopic disparity. The objects had a lim-
ited lifetime of 200 ms and were presented at random depths in a
range of ±20 cm about the viewing distance. Consequently, the
stimulus now contained some relative disparity information which
observers could use to get a better impression of the depth of the
probe in the scene.
The results of the control experiment are shown in Fig. 10 aver-
aged over the three participants. Note that performance is certainly
Table 3
Summary of experimental ﬁndings for experiments 1 and 2. Mean percentage of
responses ‘‘with head” and post-cleaning mean RT over observers are shown for
comparison. Note in experiment 1, the tendency for the probe to be seen as moving
with the head in the N condition but against the head in the F condition and for RT to
be smaller in the F2 condition relative to the F1 condition. Note also that in
experiment 2 the tendency for the results to become more consistent with the
ﬁndings of experiment 1 as more depth cues are added.
% of responses
‘‘with head”
Post-clean mean
RT (over observers)
Exp. 1 (all observers) Exp. 1 (all observers)
N 92.3 F1 797
F2 0.63 F2 780
Exp. 1 (six quickest) Exp. 1 (six quickest)
N 91.5 F1 642
F2 0.4 F2 610
Exp. 2 (condition 1) Exp. 2 (condition 1)
N 48.2 F1 727
F2 25.0 F2 738
Exp. 2 (condition 2) Exp. 2 (condition 2)
N 44.1 F1 694
F2 24.8 F2 713
Exp. 2 (condition 3) Exp. 2 (condition 3)
N 65.3 F1 721
F2 20.0 F2 705
Exp. 2 (condition 4) Exp. 2 (condition 4)
N 66.7 F1 722
F2 17.0 F2 699
1416 P.A. Warren, S.K. Rushton / Vision Research 49 (2009) 1406–1419no more consistent with prediction 1 or prediction 2 when relative
disparity information is added to the stimulus (solid line). Note,
also, that the same result was obtained for each of the three partic-
ipants individually (not shown). We conclude that the results of
experiment 2 (in particular, the fact that performance is less con-
sistent with the predictions than in experiment 1) are not due to
the absence of relative disparity information.
3.6. Comparison across conditions
Fig. 11 and Table 3 show summary data across the four depth
conditions. Table 3 shows the mean reaction times (over observers)
for both the F1 and F2 conditions together with the mean percent-
age of ‘‘with head” responses (over observers) for both the N and F2
conditions.
Fig. 11a shows the proportion of responses in the direction of the
simulated head translation and the normalised log reaction times
for each of the three probe depths and all four of the depth cue con-
ditions reported in experiment 2. For comparison the correspond-
ing values are shown from experiment 1 (ﬂat lines). The solid,
dashed and dotted lines correspond to the N, F1 and F2 conditions,
respectively. Fig. 11b shows the difference between the responses
in the near and far conditions shown in Fig. 11a for each of the four
depth cue conditions of experiment 2. In the case of the reaction
time data this is calculated as the simple difference between the
normalised log RTs in the F2 and F1 conditions. For the response
direction proportion data the difference is calculated by subtracting
the average proportion over the two far conditions (F1 and F2) from
the corresponding data in the near condition.
Note that for the four conditions in experiment 2, as more depth
cues are added, there is a tendency for responses to become more
consistent with prediction 1. The propensity for observers to report
that the probe moves with the head tends to increase in the N con-
dition and tends to decrease for the two F conditions as more depth
cues are added (Fig. 11a,b, top half). This provides evidence that
observers are using the multiple sources of depth information in
our stimuli to underpin ﬂow parsing.1 2 3 4
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Fig. 11. Comparison of results across the ﬁve depth cue conditions. (a) Top panel shows th
probe depths as a function of the depth cue condition (1 – motion parallax, 2 – motion
motion parallax + relative size + linear perspective + occlusion). For comparison, the data
Bottom panel shows the mean reaction time data for the two far probe depths as a fun
(stereo) for the F1 and F2 probe depths are also shown as ﬂat lines. Note that as the numb
those seen in the stereo condition. (b) Top panel shows the difference between the near a
Bottom panel shows the difference between the F2 and F1 reaction time data seen in a. N
and the reaction time differences increase.Furthermore, note that for the four conditions of experiment 2,
as more depth cues are added to the scene, the results gradually
tend to become more consistent with prediction 2, i.e. the RT in
the F2 condition tends to become faster than in the F1 condition
(Fig. 11a,b, bottom half). Once again this provides evidence that
observers are able to use monocular depth cues to inform their
judgement of object trajectory.
A two factor (depth cue condition  probe depth) repeated
measures ANOVA was conducted to assess whether the depth1 2 3 4
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from experiment 1 (stereo) for the three probe depths are also shown as ﬂat lines.
ction of the four depth cue conditions. For comparison the data from experiment 1
er of depth cues increases the response percentages and the reaction times approach
nd far (averaged over F1 and F2) ‘‘with head” mean response percentages seen in a.
ote that as the number of depth cues increases the response percentage differences
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observer reaction times at F1 and F2 over the different depth cue
conditions in experiment 2. The analysis showed no signiﬁcant
main effects but a signiﬁcant interaction between condition and
probe depth in determining reaction time (F(3,21) = 4.075,
p = 0.02). This result suggests that in the different depth cue condi-
tions, a different pattern of RT data was obtained for the F1 and F2
probe depths. Together with Fig. 11, the effect sizes reported in the
previous sections indicate that this interaction was driven by the
tendency for the reaction time at F2 to become faster than that
at F1 when more depth cues were added to the display.
With respect to the impact of the individual depth cues it ap-
pears from our data that stereo and linear perspective are the main
depth cues which can contribute to ﬂow parsing. Inclusion of
occlusion information may have caused a small increase in consis-
tency with the ﬂow-parsing hypothesis, but if so then the effect
was modest. The relative size cue appears to contribute little to
ﬂow parsing performance. Nonetheless the results of this study
clearly indicate that monocular depth cues can contribute to ﬂow
parsing and aid observers in assessing object trajectory.4. Discussion
4.1. Summary
Experiment 1 provides a useful replication of the study found in
Rushton and Warren (2005) with a different set of observers and
using different viewing conditions (large ﬁeld of view, polarising
equipment rather than LCD glasses, etc.). Consequently, we have
provided further evidence that visual optic ﬂow information can
be used to underpin the assessment of object movement during
movement of the observer. In addition, the results of experiment
2 indicate that, in the absence of stereo information, when monoc-
ular depth cues are added incrementally to the display, the results
become more consistent with the geometric predictions. These re-
sults are compatible with the hypothesis that the presence of more
static cues to depth allows for better estimation of self-movement
from optic ﬂow which in turn leads to performance which is in line
with the predictions of the ﬂow-parsing hypothesis.
4.2. Flow parsing or depth-plane-speciﬁc motion contrast?
One possible interpretation of the results presented previously
in Rushton and Warren (2005) was that perceived probe motion
is determined by some form of depth-plane-speciﬁc relative mo-
tion contrast. Under this interpretation the motion of background
objects in a similar depth plane causes an induced probe motion
in the opposing direction – a depth plane-speciﬁc Dunker illusion
or motion contrast effect. However, elsewhere we have demon-
strated that such effects are obtained even when there are no ob-
jects in the same depth plane as the probe (Warren & Rushton,
2007). The results reported here add further weight against the rel-
ative motion argument. We also refer the reader to our recent anal-
ogous ﬁndings with 2D radial dot ﬂow ﬁelds that argue against an
explanation based on a simple local mechanism alone (Warren &
Rushton, 2008a,b).
4.3. A structure from motion based solution?
We can not rule out the possibility that the observed results are
due to a two stage mechanism which ﬁrst attempts to perform a
3D scene reconstruction (using a structure from motion algorithm
– e.g. Domini & Caudek, 2003; Koenderink & van Doorn, 1991; Ull-
man, 1979) and then detects that one part of the structure is not
rigid before assessing how that part is moving. However, note thatthis account rests upon the assumption that the brain estimates
scene-relative object movement by ﬁrst reconstructing a 3D scene.
We have no evidence to support this assumption. Furthermore,
when the present results are taken together with our previous
work on the assessment of object movement during observer
movement, we suggest that ﬂow parsing provides a single parsi-
monious account of all the data. In contrast, a structure from mo-
tion account would be unable to account for the results seen in
Warren and Rushton (2008a) which uses classic radial ﬂow dot
displays.
4.4. Stereoscopic vs. monocular depth cue information
Whilst the results of experiment 2 indicate that monocular
depth cues are explicitly involved in ﬂow parsing it is clear that
behaviour is much more consistent with the geometric predictions
when stereoscopic disparity information is present in the scene. To
a certain extent this last result is not surprising; monocular depth
cues tend to provide less accurate information regarding object
depth. Without this information it would be difﬁcult to accurately
compensate for any movement which caused a depth dependent
pattern of retinal motion (i.e. a translation movement). As a conse-
quence, when only monocular cues are available we might expect
performance in qualitative tasks, such as determining the direction
of object trajectory, to be consistent with ﬂow parsing. In contrast,
tasks requiring a more quantitative analysis of object movement,
such as assessment of object speed, might be more difﬁcult when
only monocular cues are available. By and large this pattern of re-
sults was found in the data. It is interesting to note, however, that
the data did become more consistent with prediction 2 when mul-
tiple monocular depth cues were present in the scene (condition
4).
4.5. Relation to previous ﬁndings
In previous papers we have shown data compatible with ﬂow
parsing when stereo depth information is present in the display
(Rushton & Warren, 2005; Rushton et al., 2007; Warren & Rushton,
2007). In addition, recent independent work (Matsumiya & Ando,
2009) has also provided evidence in support of the ﬂow-parsing
hypothesis during stereoscopic viewing. Here, however, we have
shown that stereo is not necessary for ﬂow parsing; other depth
information which could constrain interpretation of the retinal
ﬂow ﬁeld can also be used. Elsewhere, we have also provided evi-
dence for ﬂow parsing using traditional limited lifetime dot ﬂow
ﬁeld displays (Warren & Rushton, 2008a). The results presented
here are at odds with those from some previous similar studies.
For example, Brenner (1991) and Brenner and van den Berg
(1996) suggested that when subjects only have access to retinal
information regarding their self-movement, the movement of a
target object is not affected by its depth (speciﬁed by convergence
and relative disparity) in the scene. Instead it was argued that the
major contribution to the perceived probe movement is deter-
mined by the movement of the most distant structures in the
scene. This result was found for the cases when the background
scene was presented both monocularly (Brenner, 1991) and with
stereo depth information (Brenner & van den Berg, 1996). In the
present study we ﬁnd a different pattern of results – examination
of Fig. 11a demonstrates that the perceived movement of the probe
does depend upon its depth in the scene, in a manner consistent
with use of purely visual optic ﬂow information.
The reason for this discrepancy has not been tested, however,
there are key differences between the stimuli found in our studies
and the previous studies of Brenner and colleagues. In the Brenner
studies the background scene was a patterned fronto-parallel
‘‘back wall” plane together with a chequerboard ﬂoor plane. Apart
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scene. Consequently, the motion in the stimulus which informs
the observer about self-movement is limited (translation of the
back wall and parallax in the small portion of the scene making
up the ﬂoor plane). In contrast the stimuli used in the present
study are quasi-realistic textured objects at a range of depths in
the scene. During simulated motion the parallax information indi-
cating observer movement is present throughout the whole scene.
It may prove useful in future to explore in detail the reason for the
differences in the results in the present and previous studies.
4.6. Implications for models of ﬂow parsing
Since Gibson’s suggestion that the primary role of optic ﬂow is
in the guidance of locomotion towards a target (Gibson, 1950,
1958; although see Rushton et al., 1998) many models of optic ﬂow
processing to support recovery of heading have been developed
(e.g. Longuet-Higgins & Prazdny, 1980; Rieger & Lawton, 1985;
Heeger & Jepson, 1990; Hildreth, 1992; Perrone, 1992; Lappe &
Rauschecker, 1993; Perrone & Stone, 1994; Royden, 1997; Beinte-
ma & van den Berg, 1998). Because the assessment of observer
movement from an analysis of optic ﬂow forms a fundamental
component of the ﬂow-parsing hypothesis it is likely that such
models will form an important starting point for modelling the
ﬂow parsing mechanism. These models vary in both their emphasis
(e.g. accuracy, biological ﬁdelity etc.) and approach, however, the
goal for all is to assess observer movement through the scene
(i.e. recover heading). We suggest that such an estimate of self-
movement is subsequently used in the identiﬁcation of scene-rel-
ative movement.
A number of logical possibilities arise for such a model of the
ﬂow parsing mechanism:
1. Both observer heading and object movement (determined by
the ﬂow parsing mechanism) may be recovered from the mon-
ocular ﬂow ﬁeld without any assessment of depth.
2. Depth together with heading could be independently recovered
from the monocular ﬂow ﬁeld (e.g. as is standard in computer
vision approaches – see Fitzgibbon & Zisserman, 2000; Heeger
& Jepson, 1990) and heading and depth outputs could then feed
into a ﬂow parsing system. Note that in this scheme there is no
dependence on static (i.e. non ﬂow-based) depth cues – depth is
recovered from the monocular ﬂow ﬁeld.
3. Heading may be estimated from the monocular ﬂow ﬁeld with-
out regard for depth structure but the output could then be
combined with information from static depth perception pro-
cesses to constrain ﬂow parsing.
4. Depth information, as obtained from static monocular and bin-
ocular depth perception processes, may actually be involved
explicitly in the estimation of heading. The ﬂow parsing mech-
anism could then act upon the output of this process.
5. The ﬂow parsing mechanism (and/or heading recovery mecha-
nism) may analyse the binocular ﬂow ﬁeld which codes motion
vectors in 3d space (x, y, disparity) rather than using the tradi-
tional 2d surface projection.
As illustrated schematically in Fig. 1, optic ﬂow associated with
translation is depth dependent and so without some assessment of
scene depth, appropriate parsing of optic ﬂow would be difﬁcult.
As a consequence, in general, possibility 1 is not plausible. Further-
more, the results of the present study indicate that human process-
ing of optic ﬂow to support assessment of object movement uses
explicit visual information regarding the depth of objects in the
scene. This ﬁnding suggests that the second possibility is unlikely.
Whilst possibility 3 appears consistent with the most common
models of optic ﬂow processing to recover heading, there is evi-dence in support of the other alternatives. In particular, with re-
gard to possibility 4 it has been shown that heading estimation
and steering performance are more accurate in the presence of ste-
reoscopic rather than monocular ﬂow ﬁelds (Rushton, Harris, &
Wann, 1999; van den Berg & Brenner, 1994). Alternatively, with re-
spect to possibility 5, the present study indicates that although
monocular depth information can lead to behaviour consistent
with ﬂow parsing, performance is signiﬁcantly improved when ste-
reoscopic information is present. It is therefore possible that the
optic ﬂow parsing mechanism actually analyses the binocular optic
ﬂow ﬁeld. Examples of such an analysis can be found in the com-
puter vision literature, e.g. see Wang and Duncan (1996), Dang,
Hoffmann, and Stiller (2002).
To conclude, we have presented data that is compatible with
the hypothesis that the ﬂow ﬁeld is parsed into self and object
movement components to allow the assessment of scene-relative
object movement. Flow parsing performance is seen to depend
upon the presence and quantity of depth information in the scene.
This work complements earlier work (Gogel, 1990; Wallach, 1985,
1987) that investigated the role of extra-retinal information in
such a process. Future research will distinguish between possible
architectures for a model of the ﬂow parsing mechanism.
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