In this paper, we compare the geometrical performance between the rigorous sensor model (RSM) and rational function model (RFM) in the sensor modeling of 
Introduction
Sensor orientation modeling is a prerequisite for the georeferencing of satellite images or 3D object reconstruction from satellite stereopairs. Nowadays, most of the high-resolution satellites use linear array pushbroom scanners. Based on the pushbroom scanning geometry, a number of investigations have been reported regarding the geometric accuracy of linear array images (Westin, 1990; Chen and Lee, 1993; Li, 1998; Tao et al., 2000; Toutin, 2003; Grodecki and Dial, 2003) . The geometric modeling of the sensor orientation may be divided into two categories, namely, the rigorous sensor model (RSM) and the rational function model (RFM) (Toutin, 2004) .
Capable of fully delineating the imaging geometry between the image space and object space, the RSM has been recognized in providing the most precise geometrical processing of satellite images. Based on the collinearity condition, an image point corresponds to a ground point using the employment of the orientation parameters, which are expressed as a function of the sampling time. Due to the dynamic sampling, the RSM contains many mathematical calculations, which can cause problems for researchers who are not familiar with the data preprocessing. Moreover, with the increasing number of Earth resource satellites, researchers need to familiarize themselves with the uniqueness and complexity of each sensor model. Therefore, a generic sensor model of the geometrical processing is needed for simplification. (Dowman and Michalis, 2003) .
The RFM is a generalized sensor model that is used as an alternative for the RSM. The model uses a pair of ratios of two polynomials to approximate the collinearity condition equations. The RFM has been successfully applied to several high-resolution satellite images such as Ikonos (Di et al., 2003; Grodecki and Dial, 2003; Fraser and Hanley, 2003) and QuickBird (Robertson, 2003) . Due to its simple impleThe Geometrical Comparisons of RSM and RFM for FORMOSAT-2 Satellite Images
Liang-Chien Chen, Tee-Ann Teo, and Chien-Liang Liu mentation and standardization (NIMA, 2000) , the approach has been widely used in the remote sensing community. Launched on 20 May 2004, FORMOSAT-2 is operated by the National Space Organization of Taiwan. The satellite operates in a sun-synchronous orbit at an altitude of 891 km and with an inclination of 99.1 degrees. It has a swath width of 24 km and orbits the Earth exactly 14 times per day, which makes daily revisits possible (NSPO, 2005) . Its panchromatic images have a resolution of 2 meters, while the multispectral sensor produces 8 meter resolution images covering the blue, green, red, and NIR bands. Its high performance provides an excellent data resource for the remote sensing researchers.
The major objective of this investigation is to compare the geometrical performances between the RSM and RFM when FORMOSAT-2 images are employed. A least squares collocation-based RSM will also be proposed in the paper. In the reconstruction of the RFM, rational polynomial coefficients are generated by using the on-board ephemeris and attitude data. In addition to the comparison of the two models, the modeling error of the RFM is analyzed when long image strips are used.
Rigorous Sensor Models
The proposed method comprises essentially of two parts. The first involves the development of the mathematical model for time-dependent orientations. The second performs the least squares collocation to compensate the local systematic errors.
Orbit Fitting
There are two types of sensor models for pushbroom satellite images, i.e., orbital elements (Westin, 1990) and state vectors (Chen and Chang, 1998) . The orbital elements use the Kepler elements as the orbital parameters, while the state vectors calculate the orbital parameters directly by using the position vector. Although both sensor models are robust, the state vector model provides simpler mathematical calculations. For this reason, we select the state vector approach in this investigation. Three steps are included in the orbit modeling: (a) Initialization of the orientation parameters using on-board ephemeris data; (b) Compensation of the systematic errors of the orbital parameters and attitude data via ground control points (GCPs); and (c) Modification of the orbital parameters by using the Least Squares Collocation (Mikhail and Ackermann, 1982) technique.
The satellite on-board ephemeris data include orbital parameters and attitude data. We use the data to establish the state vectors of satellite positions and the line-of-sight. The state vectors are illustrated in Figure 1 , while the collinearity condition equation of state vectors is shown in Equation 1. Once the exterior orientation parameters are formulated, the line-of-sight vector of an image pixel can be calculated. Due to the extremely high correlation between the orbital parameters and attitude data, the two sets of data were iteratively adjusted. As the precision of the sensor position is better than its counterpart, we first use the GCPs to correct the attitude data and subsequently, iteratively adjust the orbital parameters. Equation 2 shows the collinearity condition equation with the attitude correction. The rotation matrix is also formulated to correct the satellite's line-of-sight vectors. The rotation angles are defined in the orbit reference frame, and expressed as second-degree polynomials with respect to the sampling time. In order to compensate the error for orbital parameters, a set of second degree polynomials are applied in this stage (Equation 3).
(1) (2) (3) where, is the ground point vector, is the satellite position vector, is the satellite line-of-sight vector, S is the scale factor, M x , M y , M z are the rotation matrix, v t , w t , k t are the rotation angles, t is the sampling time, and is the orbital polynomial function.
Least Squares Collocation
Once the trend functions of the orbital parameters are determined, the modification of the orbit is performed by using the Least Squares Collocation. By doing so, we assume that the x, y, and z-axis are independent. Three one-dimen-
sional functions are applied to adjust the orbit. The model of the least squares collocation is shown as: (4) where, k is the x, y, z axis, S k is the correction value of the interpolating point, s k is the row covariance matrix of the interpolating point with respect to GCPs, ⌺ k is the covariance matrix for GCPs, and l k is the residual vectors for GCPs. The number of GCPs is, in general, insufficient to characterize the covariance function. We, thus, select a Gaussian function with some empirical values for the covariance function, as shown in Equation 5. (5) where, d is distance between an intersection point and a GCP; d max is maximum distance to the intersection point; m k is variance of the GCP residual; and r n is filtering ratio, in the experiment we use 0.2. This empirical value, 2.146, is selected so that the covariance limit is 1%*(1
Rational Function Model
The RFM is a generalized sensor model that is considered as an approximate solution for the RSM. The model uses a pair of ratios from two polynomials, as shown in Equation 6, to link the geometry between an image point and the corresponding object point. For high-resolution satellite images that have a small field of view and a high orbit precision, the RFM provides a good approximation in the geometrical processing:
where, x, y are the image coordinates, X, Y, Z are the object coordinates, and a ijk , b ijk , c ijk , d ijk , are the polynomial coefficients.
The coefficients of the RFM are called rational polynomial coefficients (RPCs). The RPCs are also referred to as rational function coefficients (RFCs) (Hu and Tao, 2002) , or rational polynomial camera coefficients (Grodecki and Dial, 2003) . Typically, as the RPCs are selected to the third degree, eighty coefficients are essentially included. There are two approaches to determine the RPCs. The first employs numerous ground control points (GCPs) to derive the coefficients. However, as this approach requires too many GCPs, it is considered unrealistic (Hu and Tao, 2002) . The second approach utilizes the satellite on-board orientation, which includes orbital parameters and attitude data in generating enough transformation anchor points. This method achieves a high precision under the circumstances that the on-board orbital parameters and attitude data are accurate. As most high-resolution satellites are equipped with instruments such as GPS, INS, and star trackers, they are capable of providing satisfactory orientation measurements. Accordingly, the second approach is selected in this investigation. 
The Generation of Virtual Anchor Points Grodecki and Dial (2003) provided the concept of using satellite on-board data to generate transformation anchor points for the determination of RPCs. In this paper, more technical details will be provided for this procedure. The scheme of the anchor point generation is to determine the image coordinates for a set of multilayer virtual ground points by using satellite orientation parameters. First, we use the satellite on-board data to develop the physical sensor model. Afterwards, we generate numerous threedimensional grid points in the object space, where they are distributed with different elevations. The corresponding image coordinates for these three-dimensional grid points are calculated by using the physical sensor model. The generated points are called virtual anchor points (VAPs). Figure 2 illustrates the modified representation of Grodecki and Dial (2003) for the geometric concept of VAP generation.
Determination of RPCs
A least squares fitting is applied to determine the RPCs from the large number of VAPs. This is performed by linearizing the RFM with respect to the RPCs, where the observation equations can thus be obtained. Notice that the numerical stability should be assured by using a normalization procedure. A more in depth description of the normalization details, in regards to the RPC determination can be found in Tao et al. (2000) .
Model Error versus Image Length
Since the RFM is an approximation of the RSM, the analysis for model errors is needed. For a satellite with a specific field of view, the modeling errors may behave differently for along-track and cross-track components. Theoretically, the number of VAPs may also produce different model errors. In addition, as the length of the image strip increases, the model errors should vary as well. Therefore, we will test the errors of the generated RPCs with respect to the number of VAPs and image length, in the next section.
RFM Bias Compensation
In order to compensate the systematic bias of RPCs, we use an affine transformation to correct the error in the image space. The affine transformation coefficients can be calculated from ground control points (Fraser and Hanley, 2003) . Afterwards, a 2D least squares collocation in the image space is applied to further correct the local error of RPCs. Figure 3 illustrates the procedure of RFM bias compensation. Starting from the object space, the 3D object coordinates (X,Y,Z) are mapped to the RFM coordinates (xЈ,yЈ) by using the RPCs. The accuracy of the 2D image coordinates (x,y) can thus be adjusted by an affine transformation. A least squares collocation is also considered to minimize the local systematic errors. The approach may be extended to 3D Positioning using stereopairs with some modifications, which include the space intersection in an iteration manner.
Experimental Results
Two FORMOSAT-2 panchromatic strips with different number of scenes are tested in the experiment. The image size of a standard scene is 24 km by 24 km when viewed at nadir. The ground sampling distance for the test images increase from 2.0 m to 2.2 m per pixel, as it has a 17 degree tilt angle. The image strip length is roughly 26 km by 360 km and 26 km by 288 km for Case I and Case II, respectively. It covers an area starting from the northern areas of Taiwan to the southern parts. The location of the test image strips is shown in Figure 4 . The object coordinates of GCPs and Independent Check Points (ICPs) were acquired from 1:5000 scale base maps. The accuracy of the coordinates is estimated at 3 meters. The DTM was acquired from the topographic database of Taiwan, and the resolution of the DTM is 40 meters. For Case I, there are a total of 105 test points, 33 of them are used as control points, while the remaining ones are used for validation. For Case II, there are a total of 79 test points, 25 of them are used as control points, while the remaining ones are used for validation. The related information is shown in Table 1 . The experiments include three different aspects in the validation procedure. The first evaluates the accuracy of the RSM. The second checks the accuracy of the RPC, which in turn analyzes the model errors of the RFM/RPC. The third assesses the correctness of the RFM.
RSM Validation
Once the satellite orientation is modeled, we calculate the point of intersection of an image pixel's line-of-sight with the DTM. The accuracy of the RSM may, therefore, be revealed by evaluating the ICPs. Table 2 analyzes the accuracy of the on-board emphasis data, where it does not include any ground control information. The Root Mean Square Errors (RMSE) of Case I in the E and N directions is 44 m and 141 m, respectively. While for Case II, the errors are 33 m and 54 m, respectively; thus, revealing the quality of the on-board data. Notice that there are 15 and 12 scenes in Case I and Case II, respectively. Thus, the average GCP density per standard scene for Case I and Case II are 2.2 and 2.1, respectively. The second studies the correctness of orbit fitting when GCPs and ICPs are employed. For Case I, the RMSE of the ICPs in the E and N directions are 9 m and 14 m, respectively. For Case II, the RMSE of the ICPs in the E and N directions are 16 m and 14 m, respectively. The last item is to evaluate the accuracy after the least squares collocation. For Case I and Case II, the RMSE of the ICPs in the E and N components are reduced to 4.6 m and 4.8 m, respectively. The image resolution is 2.2 m. Thus, the errors are equivalent to 2 pixels in the image scale. The error vector of Case I and Case II after the least squares collocation are shown in Figure 5 and Figure 6 . Triangles represent the GCPs, while the circles represent the ICPs.
RFM Validation
The RFM validation will be presented in two parts. The first examines the model errors for the generated RPCs. In which, we select the Case I, which has a longer strip, in the model error analysis. The second demonstrates the geometrical performance for the RFM using ground control points. Both cases are investigated in the second part.
Model Error Analysis
In order to evaluate the RPC model error, we generate a large number of VAPs to produce the RPCs. The VAPs is split into two groups, where they control and check the RPC generations. Different VAP numbers that are used for checking are applied in finding the suitable number of controlling VAPs, in which, a standard scene is used in this stage. Figure 7 demonstrates the RPC model error when different numbers of the controlling VAPs are utilized. The number of controlling VAPs is between 200 to 50,000. The model error tends to be stable when 5,000 controlling VAPs are employed. The RPC model errors for a standard scene in the sample and line directions are 0.008 pixels and 0.011 pixels, respectively. The sample component is slightly better than the line component.
In addition, as the length of the image strip increases, the model errors should also vary. With this in account, the orbit length is examined and analyzed. The number of scenes differs from 1 to 15. Figure 8 shows that the RPC model error is directly proportional to the orbit length. Nevertheless, the RMSE of the model error for the longest strip is still smaller than 0.15 pixels, as shown in Table 3 , proving that their influence is limited.
Accuracy Analysis for Ground Positioning
We use 15 and 12 standard scenes to generate the RPCs for Case I and Case II, respectively. The GCPs and ICPs used in the components, respectively. This corresponds to the orbit fitting in the RSM as shown in Table 2 . Third, we apply the least squares collocation to refine the model. The RMSE of ICPs is reduced to 2.5 pixels for both cases. Figure 9 and Figure 10 are the error vector of RFM after the least squares collocation. Table 4 summarizes the geometrical performance of the RFM.
If we change the dimension from pixel to meter, it is found that the RSM errors in Table 4 are similar to the RFM errors shown in Table 2 . This is consistent to the satellite's onboard datasets, before correction, orbit fitting, and least square collocation. The similarity of the positioning accuracy for both methods reveals an insignificant model error of the RPCs.
Summary of the Experimental Results
The experimental results are summarized as follows.
1. The on-board orientation parameters of FORMOSAT-2 could yield 30 to 150 m positioning error on the ground. The error could be reduced to 10 to 17 m when sparse GCPs were employed. Significant improvements are observed when least squares collocation is included. That reveals the local systematic errors are better compensated. 2. The positioning accuracy for FORMOSAT-2 images is around two pixels in this investigation. Notice that the accuracy of the GCPs is estimated at 3 m. Thus, if the quality of the GCPs improves, the higher positioning accuracy is expected. 3. The model errors of RFM/RPC vary with the number of VAPs. Some five thousand points are suggested when the VAPs are uniformly distributed. 4. The model errors of RFM/RPC vary with the length of the strip. The error is 0.011 pixels when a standard scene is tested. The errors may be controlled within 0.15 pixels even when a strip with 15 standard scenes is tested. 5. The RSM behaves slightly better than RFM/RPC in the accuracy check. This is consistent with the small model error of RFM/RPC.
Conclusions
This paper compares the geometric performance between the RSM and RFM for FORMOSAT-2 images. In this investigation, we provide a least squares collocation procedure for the RSM and RFM. The model error of the RFM is also analyzed. Experimental results indicate that the RSM performs just slightly better than the RFM in this study. For a standard scene, the model error between the physical sensor model and the rational function model is 0.01 pixels. For a strip with 15 scenes, the model error increases to 0.15 pixels. 
