We prove the existence of monotone solutions, of the functional differential inclusionẋ(t) ∈ f (t, T (t)x) + F (T (t)x) in a Hilbert space, where f is a Carathéodory single-valued mapping and F is an upper semicontinuous setvalued mapping with compact values contained in the Clarke subdifferential ∂ c V (x) of a uniformly regular function V.
Introduction
Let H be a separable Hilbert space with the norm . and the scalar product ., . . For any segment I in R, we denote by C(I, H) the Banach space of continuous functions from I to H equipped with the norm x(.) ∞ := sup{ x(t) ; t ∈ I}. For all positive reals a, we put C a := C([−a, 0], H) and for any t ∈ [0, T ], T > 0, we define the operator T (t) from C([−a, T ], H) to C a by (T (t)x)(s) = x(t + s). For a given nonempty subset K of H, we introduce the set K 0 := ϕ ∈ C a ; ϕ(0) ∈ K . The aim of this paper is to prove the existence of solutions to the following functional differential inclusion:
a.e. on [0, τ ];
x(s) = ϕ(s), ∀s ∈ [−a, 0];
x(s) ∈ P (x(t)), ∀t ∈ [0, τ ], ∀s ∈ [t, τ ];
where F is an upper semicontinuous multifunction with compact values, f is a Carathéodory function and P is a lower semicontinuous multifunction. Functional differential inclusions have deserved the attention of many authors. For review of results on functional differential inclusions, we refer the reader to the papers by Haddad [10, 11] , Gavioli and Malaguti [9] , Syam [13] and the references therein.
Recently, Cernea and Lupulescu [5] proved the existence of solutions to the problem (1.1) in the case where H is finite-dimensional space and F is cyclically monotone. They used the following tangential condition: for all (t, ϕ) ∈ R × K 0 and for all v ∈ F (ϕ) (1.2) lim inf
This work extends result which is presented in [5] . Indeed, we assume that F (ϕ) is contained in the Clarke subdifferential ∂ c V (ϕ(0)), where V belongs to the class of uniformly regular functions which contains strictly the class of convex functions and the class of lower-C 2 functions. For the problem (1.1), we shall use a tangency condition which is weaker than (1.2). We suppose that for all (t, ϕ) ∈ R × K 0 there exists v ∈ F (ϕ) such that lim inf
The paper is organized as follows. In Section 2, we recall some preliminary facts that we need in the sequel, in Section 3, we give some preliminary results, while in Section 4, we prove the existence of solutions for (1.1).
Preliminaries and statement of the main result
For x ∈ H and r > 0 let B(x, r) := {y ∈ H; y − x < r} be the open ball centered at x with radius r,B(x, r) be its closure and let B = B(0, 1). For ϕ ∈ C a let B a (ϕ, r) := {ψ ∈ C a ; ϕ − ψ ∞ < r} andB a (ϕ, r) be its closure. For x ∈ H and for a set A ⊂ H we denote by d A (x) the distance from x to A given by d A (x) := inf{ y − x ; y ∈ A}. We shortly review the definitions of the various extensions of derivatives used in this paper (see [6, 7, 12] as general references).
Let V : H → R ∪ {+∞} be a lower semi-continuous function and x be any point where V is finite. The generalized Rockafellar directional derivative V ↑ (x, .) is
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The upper generalized Clarke directional derivative
Analogously the lower generalized Clarke directional derivative
We also recall that the Clarke subdifferential of V at x is defined by
and that the proximal subdifferential ∂ p V (x) of V at x is the set of all y ∈ H for which there exist δ, σ > 0 such that for all x ∈ x + δB
Note that ∂ c V (x) is convex and closed and ∂ p V (x) is convex, but not necessarily closed. On the other hand, one always has
In the following proposition we summarize some useful properties of Clarke generalized directional derivatives. Proposition 2.1. Let V : H → R∪{+∞} be locally Lipschitz. Then the following conditions hold:
Let us recall the definition of the concept of regularity that will be used in the sequel.
Definition 2.2 [3] . Let V : H → R ∪ {+∞} be a lower semi-continuous function and let U ⊂ DomV be a nonempty open subset. We will say that V is uniformly regular over U if there exists a positive number β such that for all x ∈ U and for all ξ ∈ ∂ p V (x) one has
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We say that V is uniformly regular over a closed set S if there exists an open set U containing S such that V is uniformly regular over U .
The class of functions that are uniformly regular over sets is quite large. Any l.s.c. proper convex function V is uniformly regular over any nonempty subset of its domain with β = 0. For more details on the concept of regularity, we refer the reader to [3] .
The following proposition summarizes some important properties for uniformly regular locally Lipschitz functions over sets. Proposition 2.3 [3] . Let V : H → R be a locally Lipschitz function and S be a nonempty closed set. If V is uniformly regular over S, then the following conditions hold:
(a) The proximal subdifferential of V is closed as a multifunction over S, that is, for every x n → x ∈ S with x n ∈ S and every ξ n → ξ weakly with
(b) The proximal subdifferential of V coincides with the Clarke subdifferential of V for any point x.
(c) The proximal subdifferential of V is upper hemicontinuous over S, that is, the support function x → σ v, ∂ p V (x) is u.s.c. over S for every v ∈ H.
In the following lemma we recall some useful properties for the measure of noncompactness β. For instance see Proposition 9.1 in [8] .
Lemma 2.4. Let X be an infinite dimensional real Banach space and D 1 , D 2 be two bounded subsets of X.
(v) If x 0 ∈ X and r is a positive real number then β(B(x 0 , r)) = 2r. Now let us state the main result. Assume that (H1) (a) K is a nonempty locally compact subset in H and V : H → R is a locally Lipschitz function which is uniformly regular over all closed subset of K, On functional differential inclusions 67 (b) P : H → 2 K is a lower semicontinuous set-valued map satisfying
(ii) For all x ∈ K and all y ∈ P (x) we have P (y) ⊆ P (x); (H2) F : K 0 → 2 H is an upper semicontinuous set-valued map with compact values satisfying
H is a function with the following properties:
The aim of this paper is to prove the following theorem. In the paper, we suppose that the assumptions (H1)-(H4) are satisfied, we fix ϕ ∈ K 0 and we choose r > 0 such that K 0 = K ∩ B(ϕ(0), r) is compact and V is Lipschitz continuous on B(ϕ(0), 2r) with Lipschitz constant λ > 0. Then
For ε > 0 set
which converges to ψ. We have ψ n ∈ B a (ϕ, r) for all n ∈ N, so ψ ∈ B a (ϕ, r). On the other hand since
Preliminary results
In this section, we shall prove some auxiliary results needed in the next section. Consider first the following hypotheses which we shall use throughout this section.
(A2) g : R × H → H is a function with the following properties:
In the sequel, we will use the following important Lemma. It will play a crucial role in the proof of Proposition 3.3.
Moreover, by hypothesis (A2), the dominated convergence theorem shows that the function
is continuous. Since P is lower semicontinuous, by Corollary 1.2.1 in [2] , the function
B and
In the sequel, we need the following Lemma.
Lemma 3.2. For all 0 < ε < a there exists 0 < α < ε such that for all t 0 ∈ [0, 1] and x ∈ B(ϕ(0), r), there exist ρ ∈]0, 1] and b ∈ [α, inf{
In the paper, for ε > 0 we denote by α(ε) the constant α given by Lemma 3.2.
In the next section, we need the following Proposition.
] and u 0 ∈ G(x 0 ) + εB such that
and (A2), we have
Thus x 1 ∈ K ∩ B(ϕ(0), r). Set h −1 = 0. We reiterate this process for constructing
It is easy to see that for p = 1 the assertions (a)-(d) are fulfilled. Let now p ≥ 1.
Assume that (a)-(d) are satisfied for any p = 1, . . . , q. If t 0 +b 0 ≤ t q , then we stop this process of iterations and we get (a)-(d) satisfied with t q−1 < t 0 + b 0 ≤ t q .
On the other case, we can apply for (t q , x q ) the same technique applied for (t 0 , x 0 ) at the beginning of this proof, and we get (a), (b) and (d) satisfied for p = q + 1. It remains to prove (c). By induction, we have
Then, if t q+1 ≤ t 0 + b 0 , by (A1) and (A2), we have
Define on [t 0 , +∞[ the functions x(.), u(.), θ(.) andθ(.) as follows:
θ(t) = t q−1 , u(t) = u q−1 andθ(t) = t q for all t ∈ [t q−1 , t q [. Finally, the above definitions will enable us to derive the assertions (i)-(v).
Proof of the main result
Set ϕ(0) = x 0 and let
We shall show the following Proposition. It will be used in order to obtain a sequence of approximated solutions. (i) x(θ(t)) ∈ K ∩ B(ϕ(0), r) and x(θ(t)) ∈ P (x(θ(t))), for all t ∈ [0, T ] and
Proof. Let 0 < ε < a be fixed. Set t 0 = 0 and put x(t) = ϕ(t) for all t ∈ [−a, 0]. Consider the function Γ 0 : H → C a defined as follows: for all z ∈ H
The mappings G 0 : K → 2 H and g 0 : R × H → H defined by G 0 (x) = F (Γ 0 (x)) and g 0 (t, x) = f (t, Γ 0 (x)) satisfy all assumptions (A1)-(A3). By Proposition 3.3, there exist b 0 ∈ [α(ε), inf{ 
Set t 1 = t 0 + b 0 and x(t) = x 0 (t) for all t ∈ [t 0 , t 1 ]. We reiterate this process for constructing sequences x i (.) : 
The assertions (a)-(e) are fulfilled for i = 0. Let now i ≥ 1. Assume that (a)-(e) are satisfied for any i = 1, . . . , q. If T ≤ t q+1 , then we stop this process of iterations and we get (a)-(e) satisfied with t q < T ≤ t q+1 . On the other case: t q+1 < T, consider the function Γ q+1 : H → C a defined as follows: for all z ∈ H,
The set-valued map G q+1 : K → 2 H and the map g q+1 : R × H → H, defined by G q+1 (x) = F (Γ q+1 (x)) and g q+1 (t, x) = f (t, Γ q+1 (x)), satisfy all assumptions (A1)-(A3). In view of Proposition 3.3, there exist b q+1 ∈ [α(ε), inf{
], a continuous function x q+1 (.), and step functions θ q+1 (.) andθ q+1 (.), defined on [t q+1 , +∞[, satisfying (a)-(e) for i = q + 1. Set t q+2 = t q+1 + b q+1 , x(t) = x q+1 (t) for all t ∈ [t q+1 , t q+2 ]. Thus the conditions (a)-(e) are satisfied for i = q + 1. Since t i+1 − t i = b i ≥ α(ε), there exists an integer s such that t s < T ≤ t s+1 . Further on, we define the functions θ(.),θ(.),θ(.) : [0, +∞[→ [0, +∞[ and Γ : [0, +∞[→ C a as follows: for all t ∈ [t q , t q+1 [, θ(t) = θ q (t),θ(t) =θ q (t),θ(t) = t q and Γ(t) = Γ q (x q (θ q (t))). Hence the proof of Proposition 4.1 is complete. Now we are ready to prove our Theorem 2.5. Let k ∈ N * be such that
By Proposition 4.1, we can define sequences
Proof. First, remark that for all t,t ∈ [−a, T ] such that |t −t| ≤ η(ρ) we have (4) we have
, one has |t| ≤ η(ρ) and |t| ≤ η(ρ). Then
Hence we conclude that for all t,t ∈ [−a, T ] such that |t −t| ≤ η(ρ), we have
and
Thus we deduce Γ k (t) ∈ B a (ϕ, r).
Now we continue the proof of Theorem 2.5. By (4) the sequence (x k (.)) k is equicontinuous. In order to apply Ascoli-Arzela theorem, we are going to show that for every t ∈ [0, T ], the set
Then by Lemma 2.4, we obtain
x k (θ k (t)) ∈ K 0 and K 0 is closed we obtain x(t) ∈ K 0 ⊂ K. By (H1), we conclude that x(t) ∈ P (x(t)) for all t ∈ [0, T ]. It remains to prove that if t < t then x(t) ∈ P (x(t )). Let t , t ∈ [0, T ] be such that t < t. Then for k large enough we can find p, q ∈ {0, . . . , s k } such that q = p + i where 0
, lim k→+∞ t k q = t and lim k→+∞ t k p = t . Note that, by construction, one has x k (t k q−1 ) ∈ P (x k (t k q−2 )), which together with (H1) gives
). If we continue for i − 1 steps, we ob-
. By letting k → +∞, we get x(t) ∈ P (x(t )). Remark that, from Claim 4.2, we deduce that Γ k (t) converges to T (t)x in C a and T (t)x ∈ K 0 ∩ B a (ϕ, r). By (2) and (H2) one haṡ
from which we deduce that
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So, the convexity and the closedness of the set ∂ c V (x(t)) (see [6, 7] ) ensurė
In the sequel, we need the following proposition.
Proof. Since x(.) is absolutely continuous function and V is locally Lipschitz continuous, then the function V ox(.) is absolutely continuous and for almost all t there exists
T ] be such that there exist bothẋ(t) and
). There exists δ > 0 such that x(t + h) − x(t) − hẋ(t) = r(h) for every |h| < δ, where lim h→0 r(h) /h = 0. Since a locally Lipschitz function on a compact set is globally Lipschitz continuous, we can assume that
whenever |h| < δ. Consequently, the function h → V (x(t)+hẋ(t)) is differentiable at h = 0, and its derivative is the same as the derivative of h → V (x(t + h)) at h = 0. Hence
Since V is uniformly regular over K 0 , there exists an open set U containing K 0 and such that V is uniformly regular over U. Then there exists β ≥ 0 such that for all x ∈ U and for all ξ ∈ ∂ p V (x) one has
By construction, x(t) ∈ K 0 ⊂ U, hence there exists ρ > 0 such that B(x(t), ρ) ⊂ U. In view of the convexity of B(x(t), ρ) there exists ν > 0 such that x(t) + hẋ(t) ∈ U and x(t) − hẋ(t) ∈ U whenever 0 < h < ν. Now, let 0 < h < ν. Applying the inequality (4.2) with x = x(t) + hẋ(t) and x = x(t), we have
By passing to the limit, we get
By (4.1), it follows that
In view of Proposition (2.3) and Proposition (2.1), one has
If we Apply the inequality (4.2) with x = x(t) + h(−ẋ(t)) and x = x(t), we obtain by the same argument
In other words
By (4.3) and (4.4), we deduce that
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This means that for almost all t the set p,ẋ(t) , p ∈ ∂ c V (x(t)) reduces to the singleton
Proof. In view of Proposition 4.3 and Proposition 4.4, we obtain
Therefore,
For simplicity, in the rest of the paper, we take t k s k +1 = T. On the other hand, by construction, for all q = 0, . . . , s k and t ∈]t k q , t k q+1 [ we have
where b q ∈ B. Since V is uniformly regular over K 0 , by Definition 2.2 there exists β ≥ 0 such that
By adding, we obtain (4.6)
Claim 4.6.
Proof. We have Proof. By (4) and (2.1) we have 
from which we conclude that d grF T (t)x,ẋ(t) − f (t, T (t)x) = 0 and as F has a closed graph, we obtain for almost all t ∈ [0, T ],ẋ(t) ∈ f (t, T (t)x) + F (T (t)x). The proof is complete.
