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ABSTRACT 
 
Analysis of seismic refraction amplitudes has the potential to produce a richer geological 
interpretation than if only travel-times are considered.  In theory, the amplitude of a seismic 
head-wave is dependent on the strength of the shot and the offset at which it is measured.  A 
constant of proportionality, called the head-wave coefficient, is a function of the elastic 
properties either side of the refracting interface.  As the velocity contrast between the two 
media decreases, the head-wave coefficient increases.   
 
A detailed examination of refraction amplitude theory reveals that the head-wave coefficient 
is a product of two Zoeppritz transmission coefficients, a downgoing one at the source end 
and an upgoing one at the receiver end.  The bulk amplitude of the head-wave coefficient is 
mainly due to the transmission coefficient at the receiver end.  However, the receiver 
component is relatively insensitive to lateral changes.  On the other hand, the transmission 
coefficient at the source end is sensitive to lateral changes. 
 
Theoretical models, which simulate laterally inhomogeneous geologies, are used to forward-
model refraction amplitudes.  The head-wave coefficient is then estimated via non-linear 
inversion of refraction amplitudes.  Inverted shot and receiver terms are shown to be related 
to the transmission coefficients at the shot and receiver ends.  The product of the inverted 
shot and receiver terms are related to the full head-wave coefficient.  The inversion cannot 
separate the effect of velocity contrast from short-wavelength shot/geophone coupling 
effects.  Smoothing of the inverted solution is suggested as a means of reducing coupling 
effects. 
 
For laterally inhomogeneous models, offset limiting is required prior to inversion in order to 
achieve successful separation of constituent amplitude components.   For offset-limited 
model data, the estimated model parameters exhibit consistency with the true model 
parameters in a relative sense.   
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Non-uniqueness between parameter groups prohibits successful estimation of model 
parameters in an absolute sense. Calibration is therefore required to adjust the relative results 
obtained from inversion to results which are consistent with geology.  This calibration uses 
independent estimates of weathering-layer velocity at several points along the seismic line.  
Calibration can be performed on the inverted shot terms alone, or the product of the inverted 
shot and receiver terms.   
 
The inversion methodology is evaluated on three real data sets.  For the first Vibroseis 
dataset, the relative head-wave coefficient profile is consistent with that derived using an 
alternative approach (the Refraction Convolution Section).  However, the implied 
weathering-layer velocity profile differs from that estimated by analysis of direct arrivals.   
 
For the second Vibroseis dataset, the derived weathering-layer velocity is reasonably 
consistent with the long-wavelength velocity profile derived from analysis of hammer shot 
records, acquired as part of the original survey. The CMP stack, incorporating the velocity 
profile from refraction amplitudes, shows subtle structural differences when compared to the 
conventional stack.  
 
The third dataset, which uses dynamite as a source, exhibits large variations in source 
strength.  A velocity profile is not derived because these large source effects swamp any 
amplitude changes related to velocity changes at the refractor. 
 
For these real-data tests, offset limiting does not assist separation of the shot and receiver 
terms (as was the case for the model data).  Independent statistical analysis of average shot 
and receiver amplitudes suggests that the inversion process itself is working correctly.  
However, it appears that in practice, observed refraction amplitudes are strongly influenced 
by factors not included in theoretical models.  Further work is required before this technique 
can provide a reliable tool for near-surface characterisation. 
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CHAPTER ONE 
INTRODUCTION 
 
1.1. Introduction 
In production seismic work, near-surface velocity models are important for processes such as 
static correction.  Such near-surface information can also be of interest from a geotechnical 
perspective.  Travel-time analysis of refracted waves can provide an accurate estimate of the 
sub-weathering velocity profile.  However, with land data acquired using a surface source, 
the weathering layer velocity is often unknown because direct arrivals are poorly sampled.  
Auxiliary surveys which can provide information from uphole channels, or detailed 
measurements of direct arrivals may be needed to fill the gap.  This thesis examines whether 
improved control of near-surface velocities can be obtained from the amplitude of refracted 
waves.  This thesis focusses on refraction in the subweathering layer, because of its relevance 
to production seismology.  However, the results are of relevance to refraction seismology at 
other scales. 
 
1.2. Refraction Amplitude 
Amplitude analysis of reflected arrivals has been used to determine changes in lithology for 
many decades (e.g. Ostrander, 1982).  Consideration of amplitudes has allowed for richer 
geological interpretations, particularly in the oil and gas sector (e.g. Hilterman, 2001).  In 
terms of seismic refraction, historically, only the travel-times of the refracted arrivals have 
been used in processing.  Information relating to the amplitude of the refraction wavelet has 
typically not been used in routine processing (Palmer, 2012a). 
 
As outlined in the next chapter, the amplitude of a refracted arrival measured at the surface of 
the Earth is proportional to the strength of the source and inversely dependent on to the offset 
at which it is measured.  A constant of proportionality, called the head-wave coefficient is a 
function of the elastic properties of the material through which the seismic energy propagates.  
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More specifically, the head-wave coefficient is a function of the velocity ratio between the 
weathering layer and the subweathering layer.   
 
Lateral variations in elastic properties can subtly change the character of the refraction 
amplitude.  However, due to spherical divergence and frictional losses, the amplitude decays 
exponentially as offset increases.  Thus, the subtle amplitude variations caused by laterally 
changing velocity contrasts can be difficult to detect on raw shot records.  Processing 
methods are required to separate the constituent amplitude components so that amplitude 
variations caused by lateral velocity changes can be recognised. 
 
1.3. Previous Head-wave Amplitude Studies 
Previous studies into refraction amplitudes have generally focused on how the amplitude 
changes with offset for real data compared to theory.  O’Brien (1957) outlined real-data trials 
which confirm theoretical attenuation coefficients.  O’Brien (1960) analysed the decay 
properties of refraction amplitudes to address non-uniqueness issues in the time-distance data.  
Attenuation has also been studied in crustal-scale problems by Kohler and Fuis (1992) who 
determine a decay coefficient using offsets up to 500km.   
 
The only publications the author is aware of where the head-wave coefficient is estimated 
from field-data and subsequently used to estimate layer properties are those given by Palmer 
(e.g. Palmer, 2000, 2001a, 2001b, 2001c).  In these papers, the offset dependence is removed 
by convolving forward and reverse shot records.  It is suggested that the amplitude of the 
resulting refraction convolution section (RCS) is proportional to the head-wave coefficient 
(Palmer, 2001b).  The RCS is then used to estimate lateral changes in physical properties, 
specifically seismic velocity.  In subsequent publications (e.g. Palmer, 2006) the same 
conceptual approach is used to estimate the head-wave coefficient by multiplication of 
forward and reverse amplitudes.  Results are given for a Vibroseis dataset (e.g. Palmer, 
2009).  This same dataset is used in this thesis for comparison. 
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Whiteley (2011) agrees with Palmer and others that there is potentially useful information in 
first arrival amplitude.  However, he also suggests that, to date, a reliable interpretation has 
not been forthcoming. 
 
1.4. Thesis Methodology and Outline 
The aim of this thesis is to further investigate the feasibility of estimating lateral variations in 
near-surface velocity by analysing refraction amplitude.   However, the means of analysis is 
different to that described by Palmer.  Tanner and Koehler (1981) described surface-
consistent decomposition of reflection amplitudes by assuming that the total amplitude can be 
divided into source, receiver, CDP and offset components.  Extensions of this methodology to 
make use of the full seismic trace have been presented by van Vossen et al. (2006).  The 
method described in this thesis is similar to that described in Tanner and Koehler (1981).  
However, the focus is on refracted, rather than reflected, energy.  The refraction amplitude is 
parametrised into source, receiver and offset domains.  The relationship between the 
decomposed amplitudes and the head-wave coefficient is explored.  
 
An outline of this thesis is as follows: 
 Chapter 2 discusses the physical process of seismic refraction.  A brief outline of 
refraction amplitude theory is given, for the case of a laterally homogeneous model.   
 Chapter 3 is an introduction to the theory of the refraction convolution section (RCS) 
of Palmer (2001a, 2001b, 2001c).  How this method is used to estimate relative 
physical layer properties is also discussed. 
 Chapter 4 gives a brief introduction to mathematical inverse theory.  This provides a 
basis for the parameterisation of the problem.  The program used to solve the 
problem, PEST (Parameter ESTimation) (Doherty, 2004), is introduced. 
 Chapter 5 compares the solutions obtained from the inversion scheme developed in 
Chapter 4 and the RCS, for a real Vibroseis dataset from NSW.  
 Chapter 6 examines the theory of the head-wave coefficient in more detail, including 
the relationship to the Zoeppritz Equations.  This allows consideration of laterally 
variable models. 
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 In Chapter 7, theoretical refraction amplitudes are created via forward modelling of 
the theory presented in Chapter 6.  Using the parameterisation outlined in Chapter 4, 
the amplitudes measured at each receiver location are inverted and the results are 
compared to the known input data.   
 Chapter 8 applies the same methodology to synthetic shot records acquired via finite-
difference forward modelling over a known geological model. 
 The following chapters involve the application to real data examples.  The resulting 
weathering-layer velocities are compared to those estimated from independent travel-
time methods. 
o Chapter 9 extends the results obtained in Chapter 5.  Weathering-layer 
velocities are estimated from direct arrivals measured on the near channels. 
o Chapter 10 is a Vibroseis dataset from the Surat Basin in Queensland, 
Australia.  A hammer shot acquired at every 10
th
 shot point is used to 
independently estimate the weathering-layer velocity. 
o Chapter 11 is 2D dynamite survey from the Bowen Basin in Queensland, 
Australia.  Weathering-layer velocities are estimated from uphole times. 
 Chapter 12 summarises the main results of the thesis.  General conclusions are made 
regarding the feasibility of this method for analysing refraction amplitudes for the 
estimation of near-surface layer properties.  Limitations of the method, both practical 
and theoretical, are discussed and recommendations for future work are made. 
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CHAPTER TWO 
THE SEISMIC HEAD-WAVE 
 
2.1. Introduction 
The full mathematical explanation of the energy associated with the seismic head-wave is far 
from trivial.  Although elements of simple theory from the field of optics are applicable in 
terms of ray-tracing for the timing of events, a detailed understanding of the theory of seismic 
head-waves requires a more fundamental investigation.   
 
This chapter provides a basic introduction to the mechanism of head-waves, both from a ray-
tracing and wave-front point of view.  The nature of the head-wave coefficient is briefly 
introduced and current refraction analysis techniques are outlined.  Previous studies into the 
amplitude of refracted arrivals are also outlined. 
 
2.2. The Refracted Arrival 
Consider two homogeneous, isotropic, elastic media separated by a horizontal interface 
(Figure 2.1).  The upper and lower layers have P-wave velocities V1P and V2P respectively.  
The waves in the upper and lower media will be referred to as the incident and transmitted 
waves respectively.  The directions taken by incident and transmitted waves are controlled by 
Snell’s Law.  Figure 2.1 shows a representation of Snell’s Law, using rays, where V1P<V2P.  
The energy is incident in the upper medium at an angle θ and, upon transmission, is refracted, 
according to Equation 2.1, away from the normal (dotted line) at an angle Φ in the lower 
medium.   
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Figure 2.1.  Energy from the top medium, incident at an angle θ with a P-wave velocity 
V1P, is refracted away from the normal in the second medium.  This transmitted energy 
travels with a P-wave velocity V2P at an angle Ф. For the case shown, V1P<V2P. 
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When the angle of incidence, θ, is such that the transmitted energy is refracted along the 
boundary between the two media, i.e. Ф =90O (Figure 2.2), the angle θ is referred to as the 
‘critical angle’, iC.   
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This energy propagating along the underside of the boundary at the velocity of the second 
layer, V2P, will be referred to as critically refracted energy.   
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Figure 2.2. Energy incident on the boundary from the top medium at the critical angle, 
θ=iC.  The transmitted energy is critically refracted and propagates along the underside 
of the boundary between the two media. 
 
Because V2P>V1P, this critically refracted energy ‘overtakes’ the incident energy and induces 
energy back into the first medium.  Provided the media are homogeneous, the energy induced 
back into the first medium is transmitted at the same critical angle, iC (Figure 2.3).  This is 
called the head-wave.  When the wave-types of all three segments, i.e. source to refractor, 
along refractor and back to the surface, are P-waves, this is referred to as a PPP-refraction.   
 
 
Figure 2.3. The energy propagating along the boundary between the media induces 
energy back into the first medium at the critical angle, iC.   
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Even before the advent of seismology, the theory of refraction was well developed in the field 
of optics (e.g. Hecht, 2002).  In the context of optics, Snell’s Law relates the speed of light in 
two media to the relative refractive indices.  This idea was developed as early as the 10
th
 
century AD, by Ibn Sahl in his manuscript “On the Burning of Instruments”, almost 600 
years prior to Willebrord Snellius (Snell) himself (Rashed, 1990). 
 
Snell’s law is used in refraction seismology because, as in geometrical optics, the critical 
angle of refraction is able to be determined from knowledge of seismic velocities.  However, 
the ray-theory presented above is only suitable for estimating the ray-paths, and hence the 
arrival times, of head-waves.  From the point of view of energy, geometrical optics does not 
suggest that any energy is carried by waves travelling along this path (e.g. Muskat, 1933; 
Ewing et al., 1957; Brekhovskikh, 1980).  However, energy must be carried along this path 
because this event is seen on shot records.  Jeffreys (1926) solved this problem using wave-
theory when terms were found which correlate to this head-wave arrival (Ewing et al., 1957). 
 
In reality, the mechanism behind this refraction path is much more complicated than the 
previous discussion suggests.  However, ray-path diagrams present a convenient 
representation of refraction paths, particularly for estimating travel-times. The following 
discussion outlines the development of the head-wave from a wave-front point of view.  This 
discussion and associated figures are adapted from Červený and Ravindra (1971). 
 
Again, consider two homogeneous, isotropic, elastic media in contact.  The upper medium 
has a P-wave velocity V1P and the lower medium has a P-wave velocity of V2P. A source is 
initiated at a point above the interface between the two media.  Figure 2.4 shows the 
wavefront approaching the boundary at some time t=τ1.   
 
Figure 2.5 shows the model at time t=τ2 (τ2>τ1), after some energy has been transmitted 
through the interface.  Each point where this incident energy passes into the second medium 
becomes a new point of disturbance according to Huygens principle.  This source of 
disturbance emits two wavelets, one up and one down (e.g. Robinson and Clark, 2006).  By 
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the principle of superposition, the wave-fronts emitted from these sources create wave-fronts 
in both media.  In the first medium this is the reflected wave and in the second medium, it is 
the transmitted wave.  If V2P>V1P, the transmitted energy in the second medium travels faster 
than the incident wave in the top medium along the boundary.  Figure 2.6 shows the 
particular case of critical refraction where the transmitted wavefront travels perpendicular to 
the boundary.  By Huygens’ principle, the new waves originate at all points along the 
boundary, and the superposition of these results in the so-called head-wave, propagating back 
into the upper medium at the critical angle. 
 
 
Figure 2.4. Seismic source is induced in top medium.  At time t=τ1 later, the wave-front 
can be seen approaching the boundary.  The dotted line (ray-path) is the normal to the 
wave-front at that point.  θ is the critical angle. 
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Figure 2.5. At time t=τ2 (τ2>τ1), seismic energy interacts with the interface, producing 
reflected and refracted waves. 
 
Figure 2.6.  A critical refraction at time t=τ3 (τ3>τ2), propagating along the boundary.  
At each point along this boundary, this wave produces new wavelets by Huygens’ 
principle.  Superposition of these wave-fronts in the first medium produces the head-
wave.   The dotted lines are corresponding ray paths perpendicular to the head-wave. 
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2.3. A Brief History of Refraction Analysis 
The wave reaching the surface after following the PPP refraction path will be referred to as 
the refracted arrival.   Mohorovičić (1910) was the first to use the refracted arrival to image 
the base of the Earth’s crust (Ewing, et al., 1957).   Since then, the refracted arrival has been 
used for exploration purposes.  Acquisition of refraction data for oil prospecting was used as 
early as the 1920’s (e.g. McGee and Palmer, 1967).   
 
Analysis of refraction data has, historically, been restricted to focusing on P-wave arrival 
times and developing a discrete near-surface velocity model from measured arrival times.  
Common algorithms include delay-time (Gardner, 1939), slope-intercept (Nettleton, 1940; 
Knox, 1967) and reciprocal methods.  Variations of the reciprocal methods include the 
method of differences (Edge and Laby, 1931), the plus-minus method (Hagedoorn, 1959), the 
ABC method (Nettleton, 1940), the reciprocal method (Hawkins, 1961), and the generalised 
reciprocal method (GRM) (Palmer, 1981). 
 
Refraction travel-time tomography is also used to develop a continuous velocity model of the 
near-surface. Variations on this theme include nonlinear refraction travel-time tomography 
(e.g. Zhang and Toksöz, 1998) and wavepath eikonal tomography (e.g. Schuster and Quintus-
Bosz, 1993). 
 
These processing techniques consider only arrival times.  No amplitude information is used.  
The question arises as to whether the amplitude of the refracted arrival can also be exploited. 
 
2.4. The Amplitude of Refraction Events 
As with all seismic waves, whether body waves or surface waves, the amplitude of an event 
at a particular location will be dependent on: 
 the strength of the source which initiated the seismic energy (stress),  
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 offset effects such as spherical divergence (e.g. Sheriff, 1975), 
 the strain/deformation that the media undergoes as the stress is applied.  This strain is 
dictated by the physical properties of the media through which the seismic energy 
propagates, e.g. density, shear modulus, modulus of incompressibility.  
 Instrumentation 
Assuming laterally homogeneous layers, and at large distances from the source, the amplitude 
of the refracted arrival is given by Equation 2.3 (e.g. O’Brien, 1967).  
 
 
 
  2
1
3
rL
tKF
Amplitude          (2.3) 
where:   K = head-wave coefficient, 
F(t) = displacement potential of the incident pulse (i.e. source 
strength), 
   r = shot-to-receiver offset distance, 
   L = 'glide distance'.  i.e., the distance the refracting wave has travelled 
   in the refractor (see Figure 2.7). 
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Figure 2.7. Two-layer model with the reflection at the critical angle, iC on the left and 
the PPP path on the right.  The shot to receiver offset is r and L is the distance the wave 
has travelled in the refractor. 
 
The measured refraction amplitude is directly proportional to the strength of the source.  
Logically, the larger the source, the stronger the seismic energy will be.  Similarly, due to 
spherical divergence of the wavefront and frictional losses, the energy decays as the distance 
from the source increases.  That is, amplitude is inversely related to offset. 
 
The constant of proportionality, called the head-wave coefficient, K, is a unitless function of 
elastic properties of the layers which define the refraction boundary.  For waves which cross 
a boundary, the relationship between the amplitude of the incident and reflected/transmitted 
waves depends both on the angle of incidence and the physical properties of the media.  This 
is no different for a head-wave, where the angle of incidence from the top medium is the 
critical angle.   
 
Equation 2.3 breaks down in the vicinity of the critical reflection point, i.e. as L→0.  Donato 
(1964) states that the applicability of Equation 2.3 is only valid when the wave has travelled a 
distance of 5-6 wavelengths in the refractor (Hatherly, 1983).  Different formulae which are 
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valid in the region of the critical distance have been derived by several authors (e.g. Červený, 
1956).  This breakdown in the vicinity of L→0 does not affect the head-wave coefficient, K.  
This thesis is concerned with deriving physical properties from production data.  Offsets are 
such that Equation 2.3 is applicable. 
 
2.4.1. The Head-wave Coefficient 
The PPP head-wave coefficient, K, has been derived by many authors including, but not 
limited to, Heelan (1953); Zvolinskii (1957, 1958); Pod’’yapol’skiy (1959); Berry and West 
(1966); and Červený and Ravindra (1971).   Various methods have been used to derive these 
head-wave coefficient expressions by the numerous authors.  Nomenclature is not consistent 
between the definitions and there are subtle differences between the definitions based on 
whether K refers to the relative amplitudes of displacement or potential.  These complicating 
factors will be discussed in detail in Chapter 6.  
 
For now, the basic result is shown in Figure 2.8.  This shows the head-wave coefficient as 
defined by Červený and Ravindra (1971) plotted against the P-wave velocity ratio of the two 
media, the boundary of which is the refracting interface.  It is plotted for different values of 
VP/VS ratio in the surface layer, ranging from 1.5 to 3.5.  The coefficient increases slowly 
until approximately V1P/V2P = 0.8.  From there, the coefficient increases rapidly.  The 
important result is that the head-wave coefficient increases as the velocity contrast between 
the two media decreases (i.e. as V1P/V2P →1).  The relationship is approximately linear, 
except for high velocity ratios (> 0.8). 
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Figure 2.8. PPP head-wave coefficient as defined by Červený and Ravindra (1971), vs. 
velocity ratio (V1P/V2P).   The head-wave coefficient has been calculated for different 
values of VP/VS in the near-surface, ranging from 1.5 to 3.5. 
 
2.5. Previous Head-wave Amplitude Studies 
Previous studies into refraction amplitudes have generally focused on how the amplitude 
changes with offset for real data compare to theory.  O’Brien (1957) outlines real-data trials 
which confirm theoretical attenuation coefficients.  O’Brien (1960) analysed the decay 
properties of refraction amplitudes to address non-uniqueness issues in the time-distance data.  
Attenuation has also been studied in crustal-scale problems by Kohler and Fuis (1992) who 
determine a decay coefficient using offsets up to 500km.   
 
The only publications the author is aware of where the head-wave coefficient is estimated 
from field-data and subsequently used to derive layer properties are those given by Palmer 
(e.g. Palmer, 2000, 2001a, 2001b, 2001c).  In these papers, the offset dependence is removed 
by convolving forward and reverse shot records.  It is suggested that the amplitude of the 
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resulting refraction convolution section (RCS) is proportional to the head-wave coefficient 
(Palmer, 2001b).  This section is then used to estimate lateral changes in physical properties, 
specifically seismic velocity.  In subsequent publications (e.g. Palmer, 2006) the same 
conceptual approach is used to estimate the head-wave coefficient by multiplication of 
forward and reverse amplitudes.  Results are given for a Vibroseis dataset (e.g. Palmer, 
2009).  This same dataset is used in this thesis for comparison. 
 
The head-wave coefficient theory introduced above assumes a simple, laterally 
homogeneous, two-layered model.  Thus, there are some limitations in attempting to derive 
lateral velocity variations from the amplitudes of head-waves.  Some of these include: 
 Variations in the material in which the source is situated (O’Brien, 1967; Van 
Vossen, et al., 2006 ), 
 Variations in receiver coupling and soil composition near the receiver (Whiteley, 
2011, Van Vossen, et al., 2006) 
 Changes in amplitude caused by vertical velocity gradients or thin layers (Aki and 
Richards, 2002) 
 The angle of incidence of the measured wave (O’Brien, 1967; Whiteley, 2011; 
Mooney, 1974) 
 The recording system (O’Brien, 1967). 
These will be addressed in Chapter 7. 
 
Whiteley (2011) agrees with Palmer and others that there is potentially useful information in 
first arrival amplitude.  However, he also suggests that separating the variations in amplitude 
caused by the above points from those caused by lateral variations in the refractor has not yet 
been reliably achieved.  The next chapter outlines the theory of the RCS in the context of 
refraction amplitudes. 
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CHAPTER THREE 
THE REFRACTION CONVOLUTION SECTION 
 
3.1. Introduction 
As stated in Chapter 2, much of the previous work on the analysis of refraction amplitudes 
has been restricted to studying the decay properties of head-waves.  Few analysis techniques 
attempt to derive layer velocities from head-wave amplitude information.   
 
One process that does attempt to derive relative layer velocity information from refraction 
amplitudes is called the refraction convolution section (RCS) (Palmer, 2001a, 2001b, 2001c).  
The RCS convolves trace pairs recorded at a common receiver location measured from two 
shots, one on either side of the receiver.  The RCS process allows refraction travel-time 
analysis without the need for picking travel times, and secondly, provides a means of 
analysing refraction amplitudes to derive additional geological information (Palmer, 2001c).   
 
This chapter starts by outlining the relevant theory of the conventional reciprocal method of 
refraction interpretation (Hawkins, 1961).  This provides a convenient framework for 
introduction of the RCS.  The discussion in Section 3.2.1 has been published in Hearn and 
Meulenbroek (2011) as a theoretical basis for converted-wave refraction interpretation 
(Meulenbroek and Hearn, 2011).  Much of the discussion relating to the theory of the RCS is 
based on Palmer (2001a, 2001b, 2001c). 
 
3.2. The Reciprocal Method and the Refraction Convolution Section (RCS) 
3.2.1. The Reciprocal Method 
Reciprocal refraction methods simultaneously analyse forward and reverse refraction times to 
a geophone, to develop a layered model of the near-surface, in terms of velocities and depths.  
As stated in Chapter 2, variations of these reciprocal methods include the method of 
differences (Edge and Laby, 1931), the plus-minus method (Hagedoorn, 1959), the ABC 
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method (Nettleton, 1940), the reciprocal method (Hawkins, 1961), and the generalised 
reciprocal method (GRM) (Palmer, 1981). Refraction-statics algorithms used in 2D reflection 
processing often utilise this reversed-spread approach.  The following outline follows the 
conventional reciprocal method of Hawkins (1961). 
 
In order to overcome the inherent ambiguity between refractor velocity and dip, the 
reciprocal method makes use of refractions recorded at a geophone from two shots (A, B) in 
opposite directions from the geophone, G (Figure 3.1).   
 
Figure 3.1. Ray-path geometry for the reciprocal method.  The forward refraction time 
(tF) is the time to travel the path ACDG.  The reverse time (tR) is the time along BFEG.  
The reciprocal time (TAB) is the time along ACFB.  G’ is a point lying on the refractor, 
perpendicular from G.  (Modified from Hawkins, 1961). 
 
At any geophone, G, the time-depth (tG) is computed from measured quantities tF, tR, and TAB 
according to: 
 
  tG  =  0.5 ( tF  +  tR -  TAB)     (3.1) 
where   tF is the refraction time in the 'forward' direction (i.e. from  Shot A)  
   tR is the refraction time in the 'reverse' direction  (i.e. from  Shot B)  
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and   TAB is the reciprocal time (time for a refraction from Shot A to a geophone at 
B, or vice versa) 
 
Consideration of Equation 3.1 and Figure 3.1 indicates that subtraction of the reciprocal time 
(TAB) effectively cancels segments of the forward and reverse times (tF and tR).  
Trigonometric analysis of the residual segments (Hawkins, 1961) reveals that the 
perpendicular depth to the refractor (ZG ) can be derived from the time-depth via: 
 
   ZG    =  tG V1P  / cos ic      (3.2) 
 
where ic  is the critical angle for PPP refraction, obtained using Snell’s Law.  Note that for 
this step the velocities V1P and V2P are required.  The overburden velocity (V1P) is normally 
derived from the slope of the direct-arrival segment.  The refractor velocity (V2P) can be 
accurately derived using a convenient velocity function computed at each geophone.  One 
suitable function is: 
 
   tV  =  0.5 ( tF  -  tR + TAB)    (3.3) 
 
The refractor velocity (V2P) is then derived from this velocity function at any geophone via: 
 
   V2P   =   1  /  ( slope of tV function).    (3.4) 
 
The reciprocal methods referred to above differ slightly but all share the common procedure 
of adding the forward and reverse travel times which is then used to derive a depth profile in 
units of time (Palmer, 2001b).  The RCS achieves this process of addition by convolution of 
the forward and reverse traces. 
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3.2.2. Convolution 
Suppose the forward refraction arrival is a simple event of amplitude AF at a time sample nF.  
Using z-transform notation, 
 
 Forward trace: F(z) = …+AFz
n
F + …     (3.5) 
 Reverse trace: R(z) = …+ARz
n
R + …     (3.6) 
The convolution of these traces is 
 F(z)R(z) = …+AFARz
(n
F
+n
R
)
 + …     (3.7) 
That is, the convolution trace positions refraction energy at time sample nF+nR.  This 
effectively implements the addition component of the time-depth in Equation 3.1.   To 
complete the time-depth process, the reciprocal time TAB is removed via a static shift, and the 
time scale is halved. 
 
Since the refracted arrival is typically the first significant energy on the trace, the refraction 
energy will also be the first significant energy on the convolved trace (at sample nF+nR) and 
hence will be easily recognised.  Note also that the convolution process multiplies the 
amplitudes of forward and reverse refraction arrivals (Equation 3.7). 
 
3.3. The Relationship between the Convolution Section and Refraction Amplitude 
The amplitude of a refraction event, as defined by Equation 2.3, depends on 3 parameters: 
 Shot term, F(t), 
 Offset term, (rL3)-1/2, 
 Head-wave coefficient, K. 
In order to successfully deduce layer properties from the head-wave coefficient, the effects of 
the shot and offset terms must be separated from the total measured amplitude.  Arguably, the 
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RCS reduces the offset effect on amplitude by convolving traces at the same ground location 
from forward and reverse shot records.  Palmer (2001c) also states that the multiplication of 
the forward and reverse amplitudes effectively compensates for geometrical spreading and 
that the resulting amplitude products are proportional to the square of the head coefficient: 
 𝐴𝑚𝑝 ∝ 𝐾2          
 ∴ √𝐴𝑚𝑝 ∝ 𝐾        (3.8) 
 
This argument is essentially based on the squaring effect of the convolution (Equation 3.7) 
and relies on the assumption that effects of offset and shot variations have been eliminated.  
Palmer states that despite these assumptions, amplitude variations on the RCS should be 
indicative of geological effects. 
 
3.4. Example RCS 
Figure 3.2 shows forward and reverse shot records published by Palmer (2001b) (his Figures 
1 and 2).  The first event on the shot records is the target refractor.  Two main features can be 
seen on these records.  The first is the apparent refractor structure.  The second feature is the 
decrease in refraction amplitude with increasing offset.  Attempting to infer any geological 
variations due to changes in amplitude would not be possible on the raw shot records.   
 
Figure 3.3a shows the result of applying the RCS process.  At each geophone, forward and 
reverse traces from Figure 3.2 have been convolved, followed by a static shift (to subtract the 
reciprocal time) and halving of the time scale.  Figure 3.3b shows the time-depth calculated 
using the first-break pick times for the survey.  (These figures are from Palmer, 2001b; his 
Figures 6 and 7.)  This illustrates that convolution of shot records has presented a structural 
interpretation of the refractor without the need for picking first-breaks.   
 
Additional amplitude information is also available on the RCS.  Areas of high and low 
amplitude in the first event of the RCS can be seen on Figure 3.3a.  The possibility of using 
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this amplitude property to obtain additional information about the subsurface, specifically 
layer velocity contrasts, is discussed in Section 3.5. 
 
 
Figure 3.2. Forward (a) and reverse (b) shot records published by Palmer (2001b) (his 
Figures 1 and 2). 
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Figure 3.3. Comparison of RCS (a) vs timedepth calculated from travel-time data (b) 
(from Palmer, 2001b, his Figures 7 and 6 respectively. 
 
3.4.1. Stacking of RCSs 
The results given in Figure 3.3 are only valid for the domain over which the forward and 
reverse shot records share common spread.  In order to obtain an RCS which covers the entire 
length of a line, multiple RCSs must be calculated for different shot pairs and then stacked.  
Intuitively, this stacking process should further reduce the effects of shot variations and 
offset.  Stacking also has the effect of improving the signal-to-noise ratio of the RCS which 
leads to better identification and subsequent analysis of the target horizon.   
 
Individual RCSs cannot be stacked without first subtracting the reciprocal time from each 
shot pair.  Without this step, the timing of the first events may differ for different shot pairs 
and the target horizon will not stack properly.  This problem can be solved by accounting for 
the reciprocal times as a bulk shift static shift on individual RCSs, prior to stacking.  Di 
Franco (2005) proposes a method of cross-correlation to subtract this reciprocal time, prior to 
stack. 
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3.5. Discussion and Summary 
The theory presented by Palmer and outlined in this chapter suggests that interpreting 
refraction amplitudes to obtain layer properties may be possible using the RCS method.  This 
method is claimed to mitigate the dominant offset effect to an extent where recognition of 
amplitude variations caused by lithological variations between the refracting media is 
possible (Palmer, 2001c).   
 
The effect of variable shot amplitudes has, however, not been discussed in any detail.  
Differences in shot coupling caused by near-surface effects can influence the amount of 
energy imparted into the Earth (e.g. Aritman, 2001).  As noted above, it seems logical that 
stacking of individual RCSs should have the effect of averaging out much of the amplitude 
variability caused by the strength of the shot.  However, this has not been quantitatively 
discussed by Palmer. 
 
Whiteley (2011) agrees with the notion that there is potentially useful information contained 
within first arrival amplitudes.  However, he states that the RCS may not be reliable enough 
to routinely interpret this information.  It is therefore prudent to evaluate the results given by 
Palmer in his various publications.  This thesis introduces another method by which measured 
refraction amplitudes can be separated into their constituent components, as defined by 
Equation 2.3.  The ultimate aim is to derive a near-surface velocity profile.   This method 
frames the problem as a formal inverse problem.  The theory is developed in the next chapter.  
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CHAPTER FOUR 
REFRACTION AMPLITUDE ANALYSIS AS AN INVERSION PROBLEM 
 
4.1. Introduction 
In a geophysical context, forward modelling is the process of taking a known geological 
model and measuring the observations which arise from that model.  Inversion is the process 
of taking measured observations and attempting to infer what geological model gave rise to 
the data, with little or no knowledge of the model a-priori.  Forward modelling is a 
deterministic process whereas inverse modelling is a statistical process. 
 
The basis for inversion is a hypothetical relationship between the observed data and various 
model parameters.  This parameterisation can be based on theoretical equations if they are 
available.  In the case of refraction amplitudes, the problem can be parameterised according 
to Equation 2.3.   
 
Successful implementation of this particular inverse problem requires a good understanding 
on non-linear inversion, including pitfalls and limitations.  To provide a framework for the 
data analysis to follow, this chapter outlines relevant theory from the general discrete linear 
and non-linear inverse problems and their solutions.  This begins with a discussion of general 
linear inverse theory, which leads to the Gauss-Newton method of least-squares inversion.  
Limitations of this algorithm are examined and regularisation schemes which aid in 
addressing these limitations are discussed.  The theory developed for the linear inverse 
problem is then extended to the non-linear problem and the Levenberg-Marquardt algorithm 
is examined.  Finally, the software implementation of this algorithm is outlined. 
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4.2. The General Linear Inverse Problem and its Solutions 
Consider a system of linear equations of the form: 
A11x1+A12x2+A13x3+…..+A1jxj+…..+A1nxn = b1 
A21x1+A22x2+A23x3+…..+A2jxj+…..+A2nxn = b2 
Ai1x1+Ai2x2+Ai3x3+…..+Aijxj+…..+Ainxn = bi 
. 
. 
Am1x1+Am2x2+Am3x3+…..+Amjxj+…..+Amnxn = bm     (4.1) 
 
where bi are the observations, xj are the model parameters, and Aij define the relationships 
between the observations and the model parameters.  This system of equations can be 
represented in matrix notation as Ax = b, where x is the vector of model parameters, b is the 
vector of observations, and A is the matrix (data kernel) which describes the relationships 
between the model parameters and the observations.  Ax=b therefore describes a system of m 
linear equations with respect to n model parameters.  In mathematical terms, the aim is to 
solve the following equation for the unknown model parameters, xj.   
 



N
j
jiji
xAb
1
  (i=1,M)    (4.2) 
 
The solution to Equation 4.2 depends on the relationship between the number of model 
parameters and the number of observations.  There are three scenarios: 
 M=N: even-determined (number of equations equals the number of model 
parameters), 
 M<N: underdetermined (number of equations is less than the number of model 
parameters), 
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 M>N: overdetermined (number of equations is more than the number of model 
parameters). 
For an even-determined problem, the solution is x = A
-1
b, provided A is non-singular (i.e. A
-1 
exists).  If A is non-singular, the solution is unique and exact.  For the underdetermined 
problem there is no unique solution to the problem.  In fact, there are an infinite number of 
solutions which fit the observations exactly (Menke, 1989).  Constraints may be used to 
determine which solution is the likeliest.  For the overdetermined problem there are more 
observations than unknowns (M>N).  There is, therefore, no exact solution to the 
overdetermined problem in the sense of Ax-b=0.  There is always some error in the solution, 
i.e. Ax-b=e, where e is the error vector.  The key to solving an overdetermined problem is to 
minimise the error, e, such that the sum of the squares of the errors between the predicted 
observations (generated from the estimated model) and the true observations is at a minimum.  
This is called least-squares inversion.  The following discussion focusses on linear and non-
linear least-squares methods of solving overdetermined problems. 
 
4.2.1. The Gauss-Newton Method 
To solve an overdetermined problem, a value called the objective function, Φ, is defined for 
which the sum of the squared differences between the model-generated observations and the 
measured observations is a minimum.  This is commonly referred to as minimising the L2 
norm.  This parameter describes the consistency, or goodness of fit, between the model and 
the observations (e.g. Doherty, 2004).  The smaller the objective function, the greater the 
confidence in the fit.  Mathematically, the aim is to minimise: 
 
  Φ = eTe = (b-Ax)T(b-Ax)      (4.3) 
 
Minimisation of Φ with respect to x requires that (e.g. Lines and Treitel, 1984): 
 
0=
x

        (4.4) 
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Substituting Equation 4.3 into Equation 4.4 gives: 
 
x

(x
T
A
T
Ax-b
T
Ax-x
T
A
T
b+b
T
b) = 0     (4.5) 
 
This differentiation results in the normal equations (see, e.g., Zhdanov, 2002, p63): 
 
 A
T
Ax = A
T
b        (4.6) 
  
which has the solution: 
 
 x = (A
T
A)
-1
A
T
b       (4.7) 
 
This is called the Gauss-Newton solution to the least squares problem (Lines and Treitel, 
1984).   
 
In a practical sense, singular value decomposition (SVD) (Lanczos, 1961) provides an 
effective means of calculating the least-squares solution of Equation 4.7.  Substituting the 
SVD of A (Equation A.1) into Equation 4.7:  
 
 x
+
 = (A
T
A)
-1
A
T
b 
     = (VWU
T
UWV
T
)
-1
VWU
T
b 
     = (VW
2
V
T
)
-1
VWU
T
b 
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     = VW
-2
V
T
VWU
T
b 
     = VW
-1
U
T
b 
x
+
 = A
+
b        (4.8) 
 
 where: x
+
 = minimum-length least squares solution, 
A
+
 = N x M pseudoinverse of A (also known as the Moore-Penrose inverse 
(Moore, 1920; Penrose, 1955), the natural inverse (Lanczos, 1961), and the 
generalised inverse (Scales et al., 2001)).   
 
Equation 4.8 shows that the pseudoinverse can be calculated using the SVD of A: 
 
 A
+
 = VW
+
U
T
        (4.9) 
 
 where: V = N x N matrix, defined in Equation A.1, 
W
+
 = N x M pseudoinverse of W.  Because W is diagonal, the above inverse 
(W
-1
) of the square matrix is just the original matrix with the reciprocals of the 
singular values, 1/σi, on the diagonal elements.  Because of the rectangular 
matrix dimensions of the least-squares problem (m>n), the pseudoinverse (W
+
) 
can be substituted for the inverse in the derivation of Equation 4.8., 
  U
T
 = M x M transpose of U. 
 
The ability to solve Equation 4.7 relies on a non-singular covariance matrix A
T
A.  If this 
matrix is singular or near-singular, it is either not possible to obtain a solution or the 
inversion process is unstable.  In this case, the problem is ill-posed or ill-conditioned.  A 
well-posed problem is defined by: 
 the existence of a solution, 
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 the uniqueness of a solution and, 
 the stability of a solution. 
An ill-posed problem is one which does not satisfy any of the above criteria.  Unfortunately, 
this is the category into which all geophysical problems fall (Zhdanov, 1993).  The critical 
process of converting an ill-posed problem into a well-posed problem, or at least a less ill-
posed problem, is called regularisation. 
 
4.3. Regularisation 
Regularisation takes the form of applying constraints to the model or the data for the purpose 
of making the inverse problem well-posed, or at least less ill-posed.  These constraints can 
take the form of either ‘hard’ constraints, where the model is constrained by actual geological 
measurements, or ‘soft’ constraints, where particular changes during the inversion process are 
either penalised or favoured (e.g. Fullagar and Pears, 2013). 
 
4.3.1. A-priori Information 
A-priori information is independent of the original observations and may take the form of 
quantifying the expected bounds of the solution as dictated by the physics of the solution 
(Meju, 1994), or knowing that the solution must include a particular point (Menke, 1989).  A-
priori information can take many forms, but in each case, it quantifies expectations about the 
character of the solution that are not based on the actual data.   
 
4.3.2. Smoothing – Truncated Singular Value Decomposition (TSVD) 
Because geophysical data contain random noise which cannot be described by the linear 
equation Ax=b, regularisation by smoothing is a vital component to obtaining a geologically 
meaningful solution.  The noise has no relationship to the model parameters.  Therefore a 
model that fits the data exactly will not be physically meaningful because the ‘exact’ solution 
will also fit the unwanted noise (Doherty, 2004).  Smoothing can either be applied to the 
observations or to the estimated model parameters.  Smoothness constraints can also be 
imposed, using SVD, on the structure of the matrix used to define a system of equations.   
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In Equation 4.7, a problem exists if the matrix product (A
T
A)
-1
 is singular or near singular.  If 
this matrix is singular, no inverse exists.  If it is near singular, small perturbations can be 
magnified and cause instability in the inversion process.  The cause of this can be explained 
with reference to SVD.  Note that two definitions of SVD exist. Appendix A outlines the 
differences.  For the purposes of this thesis, these differences are not problematic. 
 
Recall Equation 4.8.  The pseudoinverse is equal to the matrix product (A
T
A)
-1
A
T
.  Referring 
to Equation 4.9, the pseudoinverse of A can be written as: 
 
A
+
 = VW
+
U
T 
= V[diag(1/Wi)]U
T 
    (4.10) 
 
The magnitudes of the singular values, which are the diagonal elements of W, define the 
relative contribution of different parts of the data.  Large singular values represent large scale, 
overall trends in the data, whereas small singular values represent smaller scale fine detail, 
often noise, in the data.  When small singular values are included in the inversion process, 
their large reciprocals dominate the solution. 
 
One way of attenuating this noise is to zero small singular values, eliminating their effect 
altogether.  A judicious choice of threshold can be made easier by analysing the singular 
value spectrum, i.e. the range of singular values.  If there are a number of singular values 
which are many orders of magnitude less than the majority of singular values, these are 
indicative of noise and can be zeroed.  This zeroing of small singular values is called 
truncated singular value decomposition (TSVD).   
 
One potential downfall of TSVD is the unwanted elimination of fine detail.  Rather than 
completely eliminating portions of the data, they can be weighted or constrained such that 
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they still contribute to the solution but do not dominate it.  One of these methods of 
regularisation is called Tikhonov regularisation.   
 
4.3.3. Smoothing – Tikhonov Regularisation 
Rather than zeroing the small singular values altogether, Tikhonov regularisation (Tikhonov, 
1943, 1963, Tikhonov and Arsenin, 1977) adds a damping factor, λ, to the diagonals of the 
covariance matrix, A
T
A.  This yields a modified form of Equation 4.6: 
 
 (A
T
A+λI)x = ATb       (4.11) 
  
 where: I = identity matrix. 
 
This has the solution: 
 
 x = (A
T
A+λI)-1ATb       (4.12) 
 
This effectively adds a constant to the singular-values of A
T
A so that none of them can 
vanish, creating stability in the inversion process.  This can be seen by looking at the 
corresponding pseudoinverse.  Writing A
T
A in terms of U, W and V (see Lines and Treitel, 
1984): 
 
 A
T
A = VW
2
V
T  
So that: 
 (A
T
A)
-1
 = VW
-2
V
T
 
Therefore, the matrix (A
T
A + λI) becomes: 
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 VW
2
V
T
 + λI 
 = V(W
2+λI)VT 
Hence: 
 (A
T
A+λI)-1 = V(W2+λI)-1VT 
        = V diag (
1
W𝑖
2+λ
)VT     (4.13) 
 
Substituting Equation 4.13 and Equation A.1 into Equation 4.12 gives: 
 x
+
 = V diag(
1
W𝑖
2+λ
)VTVWUTb 
      = V diag(
𝑊𝑖
W𝑖
2+λ
)UTb      (4.14) 
 
Equation 4.14 demonstrates how this method avoids singularities in inversion.  Even if small 
singular values are present, the adding of the constant, λ, to the diagonal elements of W 
eliminates possible division by zero or very small numbers.  This regularisation scheme is 
used in the context of non-linear inversion, specifically, the Levenberg-Marquardt algorithm. 
 
4.4. Non-Linear Inverse Problems 
4.4.1. Overview 
The preceding discussion has focussed on linear problems, i.e. where observations are linear 
combinations of model parameters (Equation 4.2).   
 
A different approach must be used when attempting to solve a non-linear problem, i.e. where 
observations are non-linear combinations of model parameters.  As indicated by Equation 
2.3, refraction amplitude inversion falls into this category.  The theory presented above 
concerning linear inversion is now extended to allow a non-linear inversion scheme. 
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Gauss suggested that non-linear problems can be solved using successive approximations of 
the linear least-squares method.  The method involves linearising the problem by taking a 
Taylor series about an initial model guess, retaining only the zero and first order terms (Meju, 
1994).  The following discussion is based on Doherty (2004).  (The variable names have been 
changed from Doherty’s to remain consistent with those already used.)  Suppose that the 
linear relationship defined in Equation 4.2 is generalised to describe a nonlinear relationship 
between a vector of model parameters, x, and the associated observations, b, calculated using 
an arbitrary function, A.   
 
 b = A(x)        (4.15) 
 
Taking the Taylor series expansion of Equation 4.15 using a supplied initial model guess, x0, 
yields a set of updated observations, b0.  The following relationship is approximately correct 
in the vicinity of the initial model guess, x0: 
 
 b0 = b + J(x0-x)       (4.16) 
where J  = 
j
i
x
b


is the Jacobian matrix of A which describes the derivatives of each 
observation with respect to each model parameter (i=1,M, j=1,N).   
 
Equation 4.16 is a linearisation of Equation 4.15.  The new objective function to be 
minimised is given by Equation 4.17 (Equation 2.15 of Doherty (2004)). 
 
 Φ = (b0-b-J(x0-x))
T
(b0-b-J(x0-x))     (4.17) 
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The aim is to decrease the objective function over successive iterations by monitoring 
changes in the computed observations and how these relate to the true observations.  When 
termination criteria are met, optimisation ceases.  Figure 4.1 shows a flow chart for the 
iterative procedure of non-linear least-squares inversion. 
 
 
Figure 4.1. Flow chart outlining procedure for iterative solving of a non-linear inverse 
problem (after Lines and Treitel, 1984). 
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Several non-linear inversion algorithms are now discussed. 
 
4.4.2. The Gauss-Newton Method 
The non-linear version of the Gauss-Newton method is mathematically identical to the linear 
version discussed in Section 4.2.1.  However, the algorithm is applied in an iterative fashion 
with the user supplying an initial model guess.  The same limitations of unconstrained 
inversion (ill-conditioning associated with small singular-values) are present in the non-linear 
case.  These manifest themselves as noise, potentially causing the estimated solution to 
diverge from the true solution which increases the objective function.  Hence this procedure 
may not always solve the non-linear problem (Meju, 1994).  The method of steepest descents 
overcomes this limitation. 
 
4.4.3. The Method of Steepest Descents 
In the method of steepest descents, also known as the gradient method, the parameters are 
upgraded such that the gradient of the objective function is always negative.  The advantage 
of this is that the problem is not able to diverge from the true solution.  The disadvantage is 
that the rate of convergence decreases as the process approaches the true solution.  Hence it 
becomes inefficient (Meju, 1994).  A hybrid scheme between this method and the Gauss-
Newton method overcomes the major shortcomings while combining their benefits.  This is 
called the Levenberg-Marquardt algorithm. 
 
4.4.4. The Levenberg-Marquardt Algorithm 
The basis of this method was originally described by Levenberg (1944) and later expanded on 
by Marquardt (1963).  The following discussion of the method is from Lines and Treitel 
(1984).  This method is also known as damped least squares or ridge regression (Inman, 
1975).  A constraint that the sum of the squares of the parameter change vector, Δx, is bound 
by a fixed value is imposed to prevent unbounded oscillations in the solution.  This 
constrained least-squares solution is obtained by solving a Lagrange multiplier problem in 
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which the square of the error between the observations and the data, e
T
e, is minimised such 
that x
T
x=x0
2
.  Equation 4.3 becomes: 
 
 Φ(x,λ) = eTe + λ(eTe-x0
2
)      (4.18) 
 
  where Φ(x,λ) = objective function,   
  λ = Lagrange multiplier (Marquardt lambda). 
Applying Equation 4.4 to Equation 4.18 yields a modified version of the normal equations 
(Equation 4.6).  This modified version is given by Equation 4.11, the solution of which is 
given by Equation 4.12.  The advantage with the Levenberg-Marquardt algorithm is that the 
user can specify an arbitrary value of the initial λ which will stabilise the inversion while 
aiding convergence.  Initially, a large positive value is chosen so that the initial convergence 
properties of the method of steepest descents are exploited.  For each iteration, λ is reduced 
so that the Gauss-Newton method may be used nearer to the solution (Lines and Treitel, 
1984).   
 
If the value of the objective function increases (divergence), then λ is increased and a new 
objective function is evaluated (Doherty, 2004).  The process of calculating the best objective 
function by using different λ values is repeated until the problem is considered to have 
converged to a solution.  The algorithm effectively combines the method of steepest descent 
with the method of least squares, using their best features while avoiding their most serious 
limitations (Marquardt, 1963).   The inversion package employed in this thesis utilises the 
Levenberg-Marquardt algorithm for optimisation. 
 
4.5. Formulation of Refraction Amplitude Inversion 
4.5.1. Parameterisation 
Tanner and Koehler (1981) proposed that seismic reflection amplitudes can be considered as 
the product of factors related to the source, receiver, reflection point and offset.  The proposal 
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that amplitudes are controlled by the product of such factors is consistent with concepts from 
linear filtering. 
 
In this thesis, we are concerned not with reflection amplitudes, but with refraction 
amplitudes.  We saw in Chapter 2 that for a laterally homogeneous model, the refraction 
amplitude is, in theory, the product of a source strength term, the head-wave coefficient, and 
an offset term. 
 
Based on these considerations, we will assume as a starting point that an observed refraction 
amplitude, A, is the product of factors related to the source (S), receiver (R) and offset (O). 
 
 SROA          (4.19) 
 
Exactly how the terms in Equation 4.19, in particular S and R, relate to the theoretical 
parameters in Equation 2.3 is examined in detail in later chapters.  In regards to O, as 
discussed in Chapter 2, the decay of seismic energy (i.e. the offset term) does not necessarily 
follow theoretical expressions derived from elastic, homogenous, isotropic models.  This is 
not an issue however if the problem is simplified to the form of Equation 4.19 because the 
inversion does not attempt to fit the observed data to any particular decay model.   
 
4.5.2. Matrix Formulation 
The problem of separating refraction amplitudes into constituent components is formulated in 
a way analogous to a residual statics problem (e.g. Yilmaz, 2001).  In contrast to the residual 
statics problem, in which the total residual time is a linear combination (i.e. sum) of the 
different domains, the amplitude problem is non-linear in that the total amplitude is a result of 
the product of the shot, receiver and offset terms.  This problem, therefore, requires the 
application of the non-linear theory outlined in this chapter.   
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Note that the problem could be linearised by taking the logarithm of both sides.  A suitable 
linear inversion algorithm could then be employed to solve the problem.  However, in this 
thesis, the problem is formulated as a non-linear problem.  We utilise a versatile, free and 
open-source inversion package described in Section 4.6.  It is recommended that a future 
comparison to a linear formulation would be of interest.   
 
The non-linear problem can be formally defined using a modified version of Equation 4.2: 



N
j
jiji
xAb
1
  (i=1,M)     (4.20) 
Where:  bi = the i
th
 amplitude observation, 
 xj is the j
th
 model parameter, 
 Aij is the matrix element which relates the j
th
 model parameter to the i
th
 
observation.  
For this particular problem, Equation 4.20 equates each amplitude observation to the product 
of a unique combination of model parameters as defined by Equation 4.19.  A is essentially a 
‘selection matrix’.  A will be a sparse binary matrix, with each row having only 3 non-zero 
elements.  The position of these non-zero elements in the matrix determines which 
combination of model parameters makes up a particular observation. 
 
The matrix A has dimensions MxN and exhibits the structure: 





















z
z
z
y
y
y
x
x
x
OOOO
OOOO
OOOO
RRRR
RRRR
RRRR
SSSS
SSSS
SSSS
A
......
......
......
......
......
......
......
......
......
321
321
321
321
321
321
321
321
321









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where S, R, and O are either 0 or 1.  The total number of model parameters, N, is the sum of x 
shots, y receivers and z offsets.   
The model parameter vector, x, has dimensions Nx1 and exhibits the structure: 
 
T
OzOOORyRRRSxSSS
xxxxxxxxxxxxx .........
321321321
  
where 
T
 represents the vector transpose. xS xR and xO are the shot, receiver and offset model 
parameters respectively. 
The observation vector, b, has dimensions Mx1 and exhibits the structure: 
 
T
M
AmpAmpAmpAmpb .........
321
  
 
In general, the M>N, thus the problem is overdetermined.   
 
As an example, for observations which arise from the first and second receiver from the first 
and second respective shots, A will have the structure: 
A



























0......010
0......001
0......010
0......001
0......010
0......001
0......010
0......001
0......010
0......010
0......001
0......001
 
The first row states that the first observation is a product of the first shot, first receiver 
measured at the first offset.  The second row states that the second observation is a product of 
the first shot, second receiver, measured at the second offset.  A similar structure can be seen 
in the second set of rows for the second shot. 
 
4.5.3. The Initial Model 
The initial model referred to in Figure 4.1 is one of the more critical factors in determining 
whether an optimisation is completed successfully, particularly for highly non-linear cases.  
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Indeed, a poor choice of initial model parameters can mean that the optimisation may not get 
off the ground at all.  Recall that Ф is a measure of the goodness of fit between the true 
observations and the model-generated observations.  In an ideal world, the initial model 
should be as close to the true solution as possible.  It is a “best guess” based on what 
information the user has available.  If the initial model is closer to the true model, less work is 
required to reach a global minimum.   The choice of initial model is discussed in detail in 
subsequent chapters.   
 
4.6. Non-Linear Optimisation in Practice - PEST 
The software used in subsequent chapters to perform the inversion is called PEST (Parameter 
ESTimation), version 13.0.  This was written, and continues to be developed by, Dr. John 
Doherty of Watermark Numerical Computing (Doherty, 2004, 2010).  This software was 
chosen because of its simplicity and versatility.  It is also free, open source and widely used.   
 
As with other non-linear parameter estimation software, PEST allows the user to control how 
the optimisation is initially set up, how it is allowed to progress, and when to terminate 
optimisation.  However, the versatility of PEST lies in its ability to adapt to any given model, 
rather than the user having to adapt the model to the specific optimisation software (Doherty, 
2004). PEST enables the user to control:  
 the limits on how model parameters are allowed to change over time,  
 the value of the initial λ and how this can change with each iteration, 
 absolute parameter value limits, based on a-priori information, 
 if and how parameters are grouped together or if certain parameter values are tied to 
other parameter values, 
 the method by which the Jacobian matrix, J, is calculated and updated at each 
iteration. 
 
The termination criteria referred to in Figure 4.1 define when the optimisation is deemed to 
have been completed.  These criteria can take many forms: 
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 Zeroed functions.  The objective function is zero, gradient of objective function with 
respect to adjustable parameters is zero, or parameter upgrade vector is zero. 
 The behaviour of the objective function.  If objective function has been reduced very 
little, or not at all, over successive iterations, optimisation can cease. 
 The behaviour of the adjustable model parameters.  If the parameter values are 
changing very little with successive iterations, optimisation can cease. 
 Number of iterations.  Optimisation can cease if a set number of iterations has been 
reached, regardless of the behaviour of either of the 2 previous points. 
 
Tailoring these parameters to the specific problem is a somewhat pragmatic exercise, 
requiring informed decisions as well as trial and error.  The reader is referred to Doherty 
(2004, 2010) for a comprehensive discussion of these control parameters.  In addition to these 
control parameters, PEST has additional tools which provide the user with advantages to 
solving the inverse problem. 
 
4.6.1. Additional Tools 
The use of TSVD in the problem at the stage of calculating the parameter upgrade vector 
(Doherty, 2010: Equation 2.18) can help eliminate unwanted noise in the problem.  The 
advantage of this is that the problem may be forced to a solution.  However, the disadvantage 
is that it can also eliminate fine detail in the solution.  If optimisation is terminated due to the 
matrix being singular, TSVD may allow the optimisation to proceed. 
 
The standard calculation of the Jacobian matrix involves either adding or subtracting an 
increment to the current value of a specific model parameter.  This is called the method of 
forward differences.  When this method reaches its limit of resolution, PEST has the ability to 
change to a method which can calculate the derivatives in a more accurate way.  This method, 
referred to as central differences, works by using three parameter values, rather than two, in 
the calculation of the Jacobian elements.  The method of doing this in subsequent chapters is 
to define a parabola through the three parameter-observation pairs and to calculate the 
derivative of this parabola with respect to the incrementally-varied parameter at the current 
value of that parameter (Doherty, 2004).   
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In PEST, Broyden’s Jacobian matrix update is also used as standard.  In short, this technique 
aims to reduce the computational expense of calculating the Jacobian matrix at each iteration.  
The reader is referred to Broyden (1965) and Doherty (2010) for further information. 
 
4.6.2. Solution Appraisal – Goodness of Fit 
In practice, the size of the objective function depends on the scale of the problem in question.  
This can be an issue when interpreting how well the model predicted observations fit the true 
observations for models on different scales.  The error for a large scale problem may appear 
to be very large when compared to a small scale problem when in fact, the opposite may be 
true.  To overcome this issue, it is necessary to use normalised methods of error estimation. 
Two types of these are the filter performance parameter, FPP (Robinson and Treitel, 1980), 
and the correlation coefficient.   
 
The FPP is defined as 1 minus the ratio of the sum of the squares of the errors to the sum of 
the squares of the true observations.   
 



M
i
i
b
FPP
2
0.1        (4.21) 
Where: Φ = objective function as defined in Equation 4.17, 
 bi = i
th
 true observation. 
Subtracting the ratio from 1 creates an intuitive measure of the error in a problem, i.e. the 
smaller the error, the closer to unity the FPP will be. 
 
Another measure of the goodness of fit which is independent of the scale of the problem is 
called the correlation coefficient, R.  This quantity is automatically calculated and output by 
PEST at the end of optimisation.  When the weighted true observations are plotted against the 
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weighted predicted observations, the closer the points fall to a line with slope equal to 1 and 
an intercept of zero (y=x).  The correlation coefficient, R, is an indicator which represents 
how well this is achieved (Hill, 1998).  Cooley and Naff (1990) define it as (Doherty, 2010): 
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R    (4.22) 
where: wi = weight associated with the i
th
 observation, 
 bi = i
th
 observation, 
 b_prei = i
th
 model predicted observation, 
 m = mean value of the weighted observations, 
 m_pre = mean value of model predicted observations. 
 
To achieve satisfactory goodness of fit, R should be greater than 0.90 (Hill, 1998).  
Inversions in this thesis have all observations weighted equally. 
 
4.7. Summary 
This chapter has outlined the basic linear and non-linear inverse problems and the solutions to 
the overdetermined problem.  The basic inversion technique discussed was the Gauss-Newton 
method, using the matrix tool of singular value decomposition (SVD).   SVD provides a 
means of analysing the data kernel by looking at the singular-value spectrum and also of 
calculating the condition number of the matrix.  Regularisation of the problem is then 
possible by eliminating areas of the data which represent noise in the problem.  This 
particular smoothness constraint is called truncated singular value decomposition (TSVD).   
 
Linear inverse theory has provided a basis for outlining the methods of non-linear inversion.  
Three algorithms, the Gauss-Newton method, the method of steepest descents, and the 
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Levenberg-Marquardt algorithm, have been examined.  A practical implementation of the 
Levenberg-Marquardt algorithm, PEST, has been introduced.   
 
Based on analogous work on reflection amplitudes, and informed by basic theory, we have 
proposed a practical parameterisation of the refraction amplitude problem.  The measured 
refraction amplitude is assumed to be the product of factors which are related to the shot, 
receiver and offset domains.  The physical significance of these statistical parameters will be 
examined in more detail in later chapters.  The next chapter gives an initial example of this 
inversion methodology to a real dataset, and compares the results to published results 
obtained using the RCS.  
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CHAPTER FIVE 
CASE STUDY: WIRRINYA, NSW 
 
5.1. Introduction 
This chapter provides a preliminary example of the least-squares inversion of refraction 
amplitudes.  In addition, the particular data set chosen allows direct comparison to the RCS 
results of Palmer (2009).  The Wirrinya data were acquired between the 26
th
 and the 27
th
 of 
September 1999, for the Australian National Seismic Imaging Resource (ANSIR) on behalf 
of the (then) Australian Geological Survey Organisation (AGSO) (now Geoscience Australia 
(GA)), the Australian Geodynamics Cooperative Research Centre (AGCRC) and the New 
South Wales Department of Mineral Resources (NSWDMR) (now the Division of Resources 
and Energy).  The particular line (99WR-HR1) is an approximately 17km long 2D Vibroseis 
dataset recorded along the eastern portion of a larger (approx. 47km long) Vibroseis survey 
(99AGS-L1) designed to image the Palaeozoic Lachlan Fold Belt in NSW (Glen et al., 2000) 
(Palmer and Shadlow, 2008).  Table 1 shows the survey parameters. 
 
Survey name/year Lachlan 1999 
Survey number L151 
Line number 99WR-HR1 
Recording system ARAM24 
Line length 17.050km 
Source 2 IVI Hemi-60 Vibe 
Source geometry Side by side, VP between stations 
Sweep type 2 5s Mono 12-140Hz 
First / Last shotpoint 1067/2772 
Shotpoint interval 10m/20m 
Receiver array 12 bunched on station (0.25x0.5m) 
Receiver interval 10m 
Spread 240 channel split spread (120-0-120) 
Near trace 5m 
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Far trace 1195m 
Nominal fold 60/120 
Data format SEGY (3940 and Exabyte) 
Sample interval 1ms 
Record length 4s 
Recording filters Low cut: 3Hz 
High cut: 246Hz 
Notch out 
Table 5.1. Survey parameters for Wirrinya (99WR-HR1) survey. 
 
5.2. Reciprocal Analysis and RCS 
Reciprocal travel-time and RCS analyses have been published in a series of papers by Palmer 
(Palmer and Shadlow, 2008; Palmer, 2009; 2012b).  The raw first-break amplitude data and 
RCS amplitude data, have been supplied by Dr Palmer (pers. comm., 2011), enabling 
comparison with inversion results.  Palmer refers to the amplitude observed on the stacked 
RCS as ‘multi-fold amplitude products’. 
 
Figure 5.1 shows the multi-fold amplitude products for stations 1076-2772 in black and a 
smoothed version in red, created using a 21-point smoothing window.  The vertical scale is 
arbitrary, dependent both on the gain of the recording system and the response of the 
geophones.  The plotted amplitude represents the amplitude measured from the stacked RCS 
section.  There is a clear change in RCS amplitude product along the line.   
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Figure 5.1. Raw (black) vs smoothed (red) multi-fold RCS amplitude products. 
 
5.3. Non-Linear Inversion of Refraction Amplitudes 
This line contains a total of 1313 shots recorded into 240 unique offsets per full-spread shot.  
This equates to a total of 315120 unique traces in the survey.  There are 1697 receivers on the 
line.  If all offsets are used, the total number of model parameters, N, is 3250, the sum of the 
shot, receiver and offset domains.  That is, the problem is highly overdetermined. 
 
The amplitudes and first-break picks supplied by Dr Palmer cover all first arrivals at all 
offsets, including direct arrivals at short offsets.  Consequently, offset limiting is required 
prior to inversion to eliminate unwanted data.  In this case, only absolute offsets greater than 
100m are used.  Inclusion of observations <100m would result in an incorrect solution 
because the near-offsets would include some direct arrivals.  With references to the 
parameters in Equation 4.2, this results in N=3230 and M=278375.  In this case, the matrix A 
would have approximately 8.99x10
8
 elements. 
49 
 
For computational and display reasons, the problem has been split up into 4 separate 
geographic regions based on shot location.  Table 5.2 shows the extent of each region and the 
number of model parameters in each region.  Breaking up the model like this creates areas of 
overlapping receivers.  However, analysis of the overlapping regions can also provide 
independent verification of the consistency of the estimated model parameters using 
observations arising from different shots. 
 
 1 2 3 4 
Shot range 1076-1500 1501-2000 2001-2400 2401-2772 
Receiver range 1076-1619 1382-2119 1881-2519 2281-2772 
# shots 205 361 385 362 
# receivers 544 738 639 492 
# offsets 220 220 220 220 
# unknowns (N) 979 1319 1244 1074 
# observations (M) 41623 79420 84700 72632 
Table 5.2. Model parameter ranges for each of the 4 inversion regions for offsets greater 
than or equal to 100m. 
 
In terms of processing time, breaking up the problem and running it in parallel (albeit 
embarrassingly parallel) is advantageous for two reasons.  Firstly, the total number of matrix 
elements for the whole line is reduced to approximately 3.28x10
8
 (the sum of the products of 
M and N for each region) which is approximately 2.73 times fewer than the original problem. 
Secondly, subsets can be processed in parallel, further reducing runtime.  There will still be 
some “double-handling” of parameters at the boundaries of each region, but this slight 
disadvantage is massively outweighed by the computational advantages of splitting up the 
problem and reducing the number of matrix elements. 
 
In the absence of a-priori information, a very simple initial model is defined, where all 
parameters have the same value: 
3
1
M
b
x
M
i
i
initial


        (5.1) 
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Because each observation, b, is parameterised as the product of the shot, receiver and offset 
terms, the initial model is the cube root of the mean of the true observations.  This makes the 
assumption that the values of all model parameters are equal.  While this is known to be 
incorrect, with no other a-priori information available, this initial model is adequate.  
Although the nature of the solution space is not explicitly known, relating the initial model to 
the average of the true observations places the initial model nearer to the global minimum 
than an arbitrarily chosen initial model would. 
 
For this particular problem, the initial model value is 2.25233. This is used as the initial 
model for all four inversion regions.  Using the initial model calculated from the whole line, 
rather than from each separate region, eliminates a potential source of differences between 
the four separate results. 
 
5.3.1. PEST Control Parameters 
The PEST control parameters were discussed briefly in Chapter 4.  Here, a specific example 
is summarised.  Determining the optimum control parameters for a particular model can be a 
process of experimentation.  For these data, the optimum control parameters were obtained 
over an extended period of time whilst undertaking numerous trial and error inversions.  The 
knowledge gained from these trials, along with the personal assistance of Dr. John Doherty 
(the author of PEST), enabled an optimum set of control parameters to be developed.  Any 
parameter that does not appear in the following list remains at the default value set by PEST. 
Control Data section: 
 RLAMFAC (Marquardt-λ adjustment process parameter) = -3.  This allows the value 
of λ to change as rapidly as needed per iteration which potentially helps convergence 
in highly non-linear systems.  Setting this value to -3 is primarily based on experience 
only (Doherty, 2011, pers. comm.). 
 PHIRATSUF (fractional Ф sufficient for end of current iteration) = 0.003.  
Decreasing this number allows more λ values to be tested per iteration because the 
criteria for allowing PEST to proceed with the next optimisation iteration have been 
tightened. 
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 NUMLAM = 25.  Increase maximum allowable number of Marquardt-λ values to test 
per iteration. 
 JACUPDATE = 999.  Activate Broyden’s Jacobian update procedure 
 RELPARMAX (Parameter relative change limit) = 30.0.   
 FACPARMAX (Parameter factor change limit) = 30.0  
 NOPTMAX = 300.  Increase maximum number of iterations allowed. 
 NPHISTP (number of successive iterations over which PHIREDSTP applies) = 4 
 NPHINORED (number of iterations since last drop in Ф to trigger termination) = 4 
 NRELPAR (number of successive iterations over which RELPARSTP applies) = 4 
 ICOV, ICOR, IEIG = 0.  This frees up memory for the optimisation process, rather 
than being used to store files. 
Singular Value Decomposition section: 
 SVDMODE = 1.  Enables PEST to use SVD at the stage of calculating the parameter 
upgrade vector (Doherty, 2010: Equation 2.18) which helps eliminate unwanted noise 
in the problem.   
 MAXSIG (Number of singular values at which truncation occurs). This is made equal 
to the number of adjustable parameters. 
 EIGTHRESH (Eigenvalue ratio threshold for truncation) = 5x10-7.  This number is 
effectively a bandpass filter coefficient.  A small number allows more high frequency 
signal and eventually noise, to be included in the system.  A large number eliminates 
high frequency noise. 
 EIGWRITE (Record SVD output file) = 1.   
Parameter Groups section: 
 DERINC (absolute or relative parameter increment) =100.  As with RELPARMAX 
and FACPARMAX in the control data section, increasing this number allows the 
corresponding model parameter more freedom to move. 
Parameter Data section: 
 PARLBND (parameter lower bound) = 1.0x10-10 for all model parameters.  Since all 
amplitudes are positive, this should ideally be set to 0.  However, because PEST 
calculates the derivative as a fraction of the current model parameter value, this is 
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assigned a very small value, rather than zero.  If the model parameter ever equals 
zero, then the derivative cannot be calculated.   
 
5.3.2. Inversion Results 
Each separate region was run separately.  Figure 5.2 to Figure 5.5 show the estimated shot, 
receiver and offset parameters for regions 1 to 4 respectively.  The vertical lines separate the 
shot, receiver and offset domains.   
 
Table 5.3 shows the performance of the inversion from each region.  Ф0 is the initial 
objective function value and Фnits is the final objective function, obtained after nits iterations.  
The FPP and R values are given by Equations 4.20 and 4.21 respectively.  In each region, the 
FPP > 0.9 and R > 0.94.  This suggests that there is a high degree of confidence in the 
solution. 
 
 1 2 3 4 
# iterations (nits) 8 10 7 7 
Φ0 2.98x10
7
 5.26x10
7
 7.04x10
7
 2.61x10
7
 
Φnits 3.46x10
6
 4.48x10
6
 8.10x10
6
 3.03x10
6
 
FPP 0.902 0.929 0.907 0.905 
R 0.94032 0.95646 0.94088 0.94020 
Table 5.3. Inversion performance for each of the 4 separate regions. 
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Figure 5.2. Inversion result for shots 1076-1500 for offsets greater than or equal to 
100m.  The vertical lines separate the shot, receiver and offset domains from left to 
right. 
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Figure 5.3. Inversion result for shots 1501-2000 for offsets greater than or equal to 
100m.  The vertical lines separate the shot, receiver and offset domains from left to 
right. 
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Figure 5.4. Inversion result for shots 2001-2400 for offsets greater than or equal to 
100m.  The vertical lines separate the shot, receiver and offset domains from left to 
right. 
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Figure 5.5. Inversion result for shots 2401-2772 for offsets greater than or equal to 
100m.  The vertical lines separate the shot, receiver and offset domains from left to 
right. 
 
5.4. Comparison of RCS and Inversion Solutions 
Figure 5.6 to Figure 5.9 show the inverted receiver terms from Figure 5.2 to Figure 5.5 
respectively, smoothed using a 21-point lateral smoother.  This smoothing is required to 
allow comparison of broad-scale trends in the data.  The black curves are the smoothed 
inverted receiver terms, the values of which are shown on the left y-axis.  The red curves are 
the smoothed multi-fold amplitude products supplied by Dr Palmer, the values of which are 
shown on the right y-axis. 
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Figure 5.6. Smoothed inverted receiver terms (black) vs smoothed RCS (red), shots 
1076-1500. 
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Figure 5.7. Smoothed inverted receiver terms (black) vs smoothed RCS (red), shots 
1501-2000. 
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Figure 5.8. Smoothed inverted receiver terms (black) vs smoothed RCS (red), shots 
2001-2400. 
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Figure 5.9. Smoothed inverted receiver terms (black) vs smoothed RCS (red), shots 
2401-2772. 
 
The RCS and inversion solutions result from totally different algorithms.  In this context, 
there is notable similarity in the locations of the peaks and troughs for the two solutions. 
There are areas where the two solutions differ, most noticeably between stations 1076-1200 
on Figure 5.6.  With reference to Figure 5.10, this correlates with the decrease in fold at that 
end of the line, particularly the roll-on spread.  At this end, there are fewer observations to 
constrain the model parameters.  Hence they tend to drift somewhat more than in the other 
regions. 
 
As stated earlier, because the problem is split up into 4 separate regions based on shot 
location, there is overlap between the receivers from different shot ranges.  Examining the red 
curves in Figure 5.6 to Figure 5.9 at common receiver locations illustrates similarities in the 
inversion solutions obtained from different shot ranges.   
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Figure 5.10. Fold plot for Wirrinya survey. 
 
5.5. Discussion  
In the RCS approach, the suggestion is that the effects of shot and offset are reduced in the 
stacking process, such that the RCS section may be related to receiver effects.  In comparing 
the inversion results, we have therefore focussed on the inverted receiver terms.  We have 
found that the inverted receiver terms show similarity to the RCS output. 
 
There is a further result of interest.  When we examine the inverted shot terms, we find that, 
for this example, the inversion results obtained for the shot and receiver domains are related.  
Figure 5.11 shows the raw (unsmoothed) inverted shot and receiver terms plotted against 
ground location for shot range 2001-2400.  The result shown in this figure is representative of 
the other shot ranges.  One interpretation is that the observed variations in amplitude are 
being related to ground location.  The inversion is attributing the effect equally to shot and 
receiver terms at a particular point on the ground.  This means that, for this example, the 
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smoothed shot terms would correlate to the smoothed RCS results equally as well as the 
receiver terms.  This result will be explored in greater detail in later chapters. 
 
 
Figure 5.11. Shot range 2001-2400.  Raw (unsmoothed) inverted shot terms (black) and 
inverted receiver terms (red) plotted against ground location.   
 
To this point, the theory of refraction amplitude has been introduced assuming a laterally 
homogeneous model.   To more fully understand the preceding comparison, it is necessary to 
develop the theory of the head-wave coefficient in the context of lateral velocity variations.  
Many assumptions are made in the derivation of the head-wave coefficient, some of which 
are not strictly adhered to in real data.  It is also necessary to trial the inversion scheme using 
model data so that results can be compared directly with expected results.  
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5.6. Summary 
This chapter has provided an initial illustration of the refraction inversion methodology, and a 
comparison with the RCS approach. 
 
The inversion process appears to have been robust, with good performance indicators.  For 
this dataset, the inversion has output receiver terms and shot terms which are very similar 
when plotted as a function of ground position.  That is, when either shot or receiver is located 
at certain points along the line, the observed refraction amplitude is statistically high. When 
the shot or receiver is at certain other points, the amplitude is low. 
 
The inversion does not appear to be detecting significant variations in shot strength.  Note 
that this is a Vibroseis survey, where the strength of the shot is relatively controlled. 
 
The correlation with ground position, as implied by the inversion, also appears to be broadly 
related to the amplitudes output by the RCS algorithm. 
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CHAPTER SIX 
SHOT AND RECEIVER CONTRIBUTIONS TO HEAD-WAVE COEFFICIENT 
 
6.1. Introduction 
The preliminary discussion in earlier chapters is based on the assumption of laterally 
homogeneous media.  In reality, the subsurface is generally more complex and this 
assumption may not be valid. In order to better understand real data, we need to revisit head-
wave theory in greater detail.  The primary motivation here is to examine whether the head-
wave coefficient can be decomposed into components relating to the geologies near the shot 
point and near the receiver.  This is aimed at accommodating, to some extent, laterally 
variable models. It is also a logical extension, given that our inversion methodology 
decomposes amplitudes into shot, receiver and offset parameters.  
 
The amplitude behaviour of reflected and transmitted plane waves has been well understood 
for over a century. Knott (1899) and Zoeppritz (1919) related the amplitudes of incident P- 
and S-waves to reflected/transmitted P- and S-waves for non-normal incidence angles.  
Although these studies were for plane waves, the results can be applied more generally. At 
significant distances from the source, spherical waves behave locally like plane waves. 
 
In comparison the amplitude behaviours of seismic head-waves is poorly understood and the 
literature is somewhat inconsistent. Appendix B presents a review of head-wave amplitude 
literature, for the case of a laterally homogenous model.  Although there are some differences 
in definition, two consistent and important results are: 
 The amplitude of the head wave increases with the ratio of the velocities above 
and below the refractor. That is the head-wave is strongest in low-contrast (high 
ratio) situations. 
 For velocity ratios likely to be observed routinely in the weathering scenario (say 
V1P/V2P < 0.7) the head-wave amplitude is approximately linearly proportional to 
velocity ratio. 
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6.2. Offset Restrictions 
It was noted above that the Knott / Zoeppritz equations are based on plane wave assumptions, 
although they can provide meaningful approximations for spherical waves at distance from 
the source. In similar fashion, the head-wave equations derived in Appendix B, and extended 
here, are strictly for plane waves although they can reasonably be used more generally.  This 
restriction essentially relates to the choice of offsets.   
 
Recall Equation 2.3 which relates the head-wave amplitude to the strength of the shot and the 
offset at which it is measured.  Equation 2.3 breaks down in the vicinity of the critical 
reflection point, i.e. as L→0.  Donato (1964) states that the applicability of Equation 2.3 is 
only valid when the wave has travelled a distance of several wavelengths in the refractor. In 
the context of subweathering refractions, this criterion would suggest that offsets would need 
to be of order 100m or more for plane-wave theory to be usable. When analysing real data, 
we can generally limit offsets to comply with this criterion. This is particularly true for high-
fold seismic reflection data. 
 
Different formulae which are valid in the region of the critical distance have been derived by 
Červený (1956).  These are generally more complicated and reduce to the form of Equation 
2.3 at large distances.   
 
6.3. Shot and Receiver Transmission Coefficients 
For the purpose of this discussion we will adopt the definition of head-wave coefficient used 
by Červený and Ravindra (1971). See Equation B-6 in Appendix B. The attraction of this 
formulation is that it facilitates decomposition into components related to the shot and 
receiver locations. This is essentially done by considering the critically refracted wave in 
terms of two separate components, for the downgoing and upgoing portions of the ray. 
 
Červený and Ravindra’s Equation 3.107 (shown below as Equation 6.1) relates the head-
wave coefficient (Γ) to two separate transmission coefficients. In the general case 
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where m, n and p define combinations of wave-types in layers 1 and 2.  In the specific case of 
the PPP head-wave coefficient, Γ131
 
we have 
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Here, R13
 
and R31 
 
are transmission coefficients for the downgoing and upgoing parts of the 
ray respectively (see Figure 6.1), and are given by 
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where q, P1, P2, P3, P4, X, Y, Z, and D are defined in Equation B-6 in Appendix B.  In the 
general sense, Θ is a ray-parameter, defined as: 
 
2121
sinsinsinsin








SSPP
     (6.5) 
where θ and Φ are the incident and transmission angles defined in Figure 2.1.  The subscripts 
P and S refer to the wave-type.  This is a general form of Snell’s Law (Equation 2.1). 
 
Referring to Figure 6.1, at this point, we are allowing arbitrary angles. However, we will be 
particularly interested in the situation where the angle made with the normal in the bottom 
layer approaches 90 degrees.  
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Figure 6.1. Ray incident from layer 1 to layer 2 - the transmission coefficient at the 
source end (left) and from layer 2 to layer 1 – the transmission coefficient at the receiver 
end (right).  Arrows indicate direction of propagation. 
 
A useful check is provided by the transmission coefficients of Aki and Richards (2002) (their 
Equation 5.40). Using their notation, displacement amplitude ratios for the downgoing and 
upgoing rays in Figure 6.1 are: 
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i = incident P-wave angle 
j = reflected/transmitted SV-wave angle. 
 
Note that these equations have not been derived via specialised head-wave theory.  They are 
simply transmission coefficients deduced from the Zoeppritz equations.   
 
Figure 6.2 compares downgoing coefficients for the two publications, and Figure 6.3 
compares upgoing coefficients.  These figures confirm that the expressions of Červený and 
Ravindra (1971) and Aki and Richards (2002) are consistent. This provides confidence for 
the use of these expressions in practice. 
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Figure 6.2. Comparison of downgoing transmission coefficient at source end, R13 
(Červený and Ravindra, 1971) (black crosses) and PP↓ (PP down) (Aki and Richards, 
2002) (red line) plotted against incident angle.  Assumed model: V1P = 1000m/s, V2P = 
3000m/s, V1S=500m/s. 
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Figure 6.3. Comparison of upgoing transmission coefficient at receiver end, R31
 (Červený and Ravindra, 1971) (black crosses) and PP↑ (PP up) (Aki and Richards, 
2002) (red line) plotted against incident angle.  Note that the transmitted angle 
(horizontal axis) is the angle made with the normal in the top medium. Model 
parameters are as in Figure 6.2. 
 
6.4. Modified Receiver Transmission Coefficient 
We are specifically interested in head waves. Figure 6.3 suggests that as the incident angle 
reaches critical in the top medium, the energy goes to zero.  From a ray-theoretical view, 
when a ray is at the critical angle in the top layer, the angle in the second layer is 90
O
 
(measured from the normal).  This energy propagates along the base of the boundary at the 
velocity of the second medium.  If the angle between the boundary and the propagation 
direction of this ray is 90
O
, no energy should be induced into the top medium.  However, this 
is where the ray-theory of seismic refraction is insufficient.  In terms of wave-fronts, each 
position in the second medium which is excited by the passing critically refracted wave acts 
as a point source, radiating energy back into the first medium at the local critical angle.  This 
is where the variable P3 is important in Equation 6.2.  At the critical angle, P3 =0.  Note that, 
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P3 is present in the denominator of Equation 6.2.  However, the expression for R31 (Equation 
6.4) also contains a factor P3 which cancels the P3 in the denominator of Equation 6.2.   
 
Figure 6.4 shows the difference between the original R31 curve in black compared to the 
modified coefficient R31/P3 curve in red.  At the critical angle, R31=0, but R31/P3 is non-zero.  
Division by P3 also has the effect of reducing the magnitude of the transmission coefficient as 
the incident angle increases.   
 
Figure 6.4. Upgoing transmission coefficient at receiver end as defined by Červený and 
Ravindra (1971), R31 (black), and modified transmission coefficient at receiver end, 
R31/P3 (red), plotted against transmitted angle.  As in Figure 6.3, the transmitted angle 
(horizontal axis) is the angle made with the normal in the top medium. 
 
6.5. Numerical Check on Splitting Concept  
Refer back to the expression for the head-wave coefficient given in Equation 6.2.  Figure 6.5 
shows the product of Figure 6.2 (downgoing term) and the red curve in Figure 6.4 (upgoing 
term).  The area of interest corresponds to the critical angle (19.47
O
).  At that angle, the 
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magnitude in Figure 6.5 is approximately 3.236.  Halving this, as required by Equation 6.2 
yields a value of 1.618.  This agrees with the value for Γ131 as defined by the homogenous 
earth model of Červený and Ravindra (1971) (see Equation B-6 in Appendix B).  This 
supports the idea that the head-wave coefficient can be split into source and receiver end 
contributions. 
 
6.6. Shot and Receiver Coefficients 
The preceding analysis is significant for our inversion approach.  The important result is that 
the head-wave coefficient can be represented as a product of individual shot and receiver 
terms. 
For future convenience, we will use the following notation: 
 
 K = (KSKR) / 2       (6.8) 
where:  K = head-wave coefficient, 
  KS = transmission coefficient at shot end (R13), evaluated at θ= iC. 
KR = modified transmission coefficient at receiver end (R13/P3), evaluated at 
θ=iC (ϕ=90
O
). 
Note that the factor of 2 in Equation 6.8 is simply for scale consistency with the head-wave 
coefficient definition of Červený and Ravindra (1971). 
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Figure 6.5. Product of downgoing (source) and upgoing (receiver) transmission 
coefficients as defined by Červený and Ravindra (1971), R13 and R31 (black), and this 
product divided by P3 (red), plotted against incident angle in the top medium. 
 
6.7. Head-wave Coefficient Using Aki and Richards Formulation 
As a check, above we confirmed that the individual shot and receiver transmission 
coefficients as defined by Červený and Ravindra (1971) are consistent with those of Aki and 
Richards (2002). Given that the latter reference has become a standard for applied 
seismology, it is of interest to formulate the full head-wave coefficient using the terminology 
of Aki and Richards (2002). This will also provide an independent check on the mathematics 
of splitting the head-wave coefficient into shot and receiver components. 
 
Firstly note that the source coefficient (KS) is given directly by Equation 6.6.  Consider now 
the receiver coefficient (KR).  Recall the ray-parameter defined in Equation 6.5.  
Additionally, recall the P1-P4 expressions from Equation B-6 (Appendix B).  Substituting 
Equation 6.5 into the P1 expressions from Equation B-6 gives: 
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This result can be extended to P2-P4.  The general form of this is shown by Červený and 
Ravindra’s Equation 3.42.  In the nomenclature of Aki and Richards (2002): 
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Thus,  
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Therefore, the modified transmission coefficient at the receiver end (analogous to R31/P3) is 
obtained by dividing Equation 6.7 by cos i2: 
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Therefore, the head-wave coefficient equation, in Aki and Richards terminology, will be  
 HWC =    (KSKR) / 2 
 
 
2
21
1
2
21
cos2
D
iF
HWC


       (6.14) 
 
We can use this expression to plot this head-wave coefficient in the same format used for 
other authors (Appendix B), namely as a function of velocity ratio. Figure 6.6 shows that the 
head-wave coefficient based on Aki and Richards (2002) is identical to that of Červený and 
Ravindra (1971). This provides an independent check on the concept of splitting the 
coefficient into shot and receiver components.   It also arguable that the form of Equation 
6.14 is somewhat more intuitive than Equation 6.2. 
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Figure 6.6. PPP head-wave coefficient (HWC) based on Aki and Richards (2002) plotted 
against velocity ratio (V1P/V2P).  HWC has been calculated for different values of VP/VS 
in medium 1 ranging from 1.5 to 3.5.  VP/VS in medium 2 = 2.0 in all cases.  Compare 
with similar figures in Appendix B. 
 
6.8. Relative Amplitude of Shot and Receiver Components. 
Figure 6.7 shows how the downgoing transmission coefficient (KS) depends on the velocity 
ratio in the shot region.  Figure 6.8 shows how the modified upgoing transmission coefficient 
(KR) depends on the velocity ratio in the receiver region. Examining the vertical scales on 
these plots indicates that in absolute terms, the receiver-end effect is much stronger.  
However over the range of velocity ratios expected in practice, the receiver effect (Figure 
6.8) is relatively insensitive to geological variations. On the other hand, the shot effect 
(Figure 6.7) contributes less in absolute terms, but is much more sensitive to geological 
changes in the region of the shot. 
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Figure 6.7. Magnitude of downgoing transmission coefficient at shot end (KS) evaluated 
at the critical angle.  R13 (Červený and Ravindra, 1971) (black crosses) and PP↓ (Aki 
and Richards, 2002) (red line) plotted against P-wave velocity. VP/VS in both layers = 
2.0. 
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Figure 6.8. Magnitude of modified upgoing transmission coefficient at receiver end (KR) 
evaluated at the critical angle.  R31/P3 (Červený and Ravindra, 1971) (black crosses) and 
PP↑/cos(i2) (Aki and Richards, 2002) (red line) plotted against P-wave velocity.  VP/VS in 
both layers =2.0. 
 
6.9. Diving-waves 
Complexities in the Earth can cause differences between theoretical expectations and 
observed results.  One such complexity is the vertical velocity gradient, VVG (e.g. 
Greenhalgh and King, 1981).  A VVG can cause transmitted waves to turn within a single 
layer. For the purpose of this thesis we will use the term “diving wave” to describe a wave 
which is similar to a conventional refraction, except that it dives into the refractor.   Aki and 
Richards (2002) state that a velocity gradient will destroy the pure head-wave because the 
wave propagating along the faster layer will not propagate horizontally unless the material is 
homogeneous.  While a seismic event with a travel-time similar to the PPP refraction can still 
be observed, the amplitude of this wave may be different to that predicted by head-wave 
theory (Aki and Richards, 2002). 
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For the purposes of this discussion, it is suggested that a useful measure of diving wave 
amplitude might be the product of downgoing and upgoing transmission coefficients, at 
angles slightly less than critical.  According to the general form of Snell’s Law, if the incident 
angle, θ, is close to but not equal to iC, the transmission angle, Φ, can change rapidly.  This is 
shown in Table 6.1 for a model where the P-wave velocity ratio between layers 1 and 2 is 1/3. 
 
θ (O) Φ (O) 
19.47 (iC) 90 
19.39 85 
19.16 80 
18.78 75 
18.25 70 
Table 6.1. Sensitivity of transmission angle, Φ, with respect to incidence angle, θ, for a 
range of incident angles. V1P/V2P = 1/3. 
 
Figure 6.9 examines the downgoing transmission coefficient, R13, and Figure 6.10 examines 
the upgoing transmission coefficient, R13, for values of Φ ranging from 70
O
-90
 O
.  In Figure 
6.9 as the transmission angle decreases (i.e. as the incidence angle decreases) the 
transmission coefficient decreases.  This means that there is more energy transmitted from 
medium 1 to medium 2 as the incidence angle increases.  
 
Conversely for R31
 
(Figure 6.10), as the angle of incidence in the second medium increases, 
less energy is transmitted back to the first medium.  Intuitively, this makes sense.   In the 
plane-wave case, when Φ=90 O, the wave is propagating parallel to the boundary, hence no 
energy is transmitted.  However, the black curve in Figure 6.10 represents the spherical-wave 
assumption where energy is transmitted through a boundary due to the curved wave-front.   
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Figure 6.11 shows the downgoing and upgoing Zoeppritz transmission coefficients for a 
model where V1P/V2P=1/2, and VP/VS = 2.0 in both layers.  The result in Figure 6.9 is 
consistent with Figure 6.11(left).  That is, R13 is as a maximum at the critical angle and 
decreases as Φ, (hence θ) decreases.  Similarly, the result in Figure 6.10 is consistent with 
Figure 6.11 (right).  Excluding the case for Φ =90 O, as the angle of incidence in the second 
medium (Φ) decreases, the transmission coefficient increases. 
 
In the context of head-wave coefficients, the important conclusion from Figure 6.9 and 
Figure 6.10 is that the general shape of the curves does not change significantly as the angle 
in the lower medium departs slightly from 90
 O
.  Therefore, assuming that the amplitude of a 
diving-wave can be described by the product of downgoing and upgoing transmission 
coefficients, the general behaviour (as a function of velocity ratio) is similar to that for a pure 
head-wave.   
 
Finally, the product of the corresponding curves in Figure 6.9 and Figure 6.10 produces the 
result in Figure 6.12.  As the angle in the lower medium approaches 90
 O
, the diving-wave 
amplitude curve adopts the general shape of the true head-wave coefficient (e.g. Figure 6.6). 
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Figure 6.9. Comparison of magnitude of downgoing transmission coefficient at source 
end (R13) for different values of transmission angle, Φ, in the second layer. 
 
82 
 
 
Figure 6.10.Comparison of magnitude of upgoing transmission coefficient at receiver 
end (R31) for different values of incidence angle Φ in second layer.  The black curve is 
case special case for Φ =90O (R31/P3). 
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Figure 6.11. Magnitude of downgoing (left) and upgoing (right) transmission 
coefficients for a model were V1P/V2P = 1/2 and VP/VS=2.0 in both layers.  The densities 
of layers 1 and 2 (ρ1 and ρ2) are 2000kg/m
3
 and 2600kg/m
3
 respectively.  
(crewes.org/ResearchLinks/ExplorerPrograms/ZE/ZEcrewes.html). 
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Figure 6.12. Product of downgoing and upgoing transmission coefficients for different 
values of the angle in second medium, Φ.  This simulates diving-waves.  As the angle 
approaches 90 degrees, the behaviour mimics that seen for true head waves. (e.g. Figure 
6.6).  
 
6.10. The Effect of the Free Surface 
The coefficients discussed in this chapter are measured along the incident ray.  However, in 
practice, typically only the vertical component of motion is measured.  Additionally, the 
interaction with the free-surface can affect the recorded amplitudes.  This section briefly 
discusses the theoretical effect of the free-surface on recorded amplitudes. 
 
At the free-surface, the normal and tangential stresses vanish (Grant and West, 1965).  As a 
consequence, the interaction caused by the different wave-types at the free-surface means that 
motion recorded at the free surface is not equal to the motion of the incident body wave 
(Knopoff, et al., 1957).  For incident P-waves, the vertical (UZP) and horizontal (UXP) 
components of motion measured at the free-surface are as follows (Knopoff, et al., 1957): 
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         (6.16) 
where: 
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



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Note the definitions here differ slightly from Knopoff (1957) in that these exclude the factor 
of 1/2 which is used to normalise the peak amplitude of the vertical component to unity for 
normal incidence.  Equations 6.15 and 6.16 were coded and plotted.  The results are shown in 
Figure 6.13 and Figure 6.14 for Poisson’s Ratio, σ, ranging from 0.2 to 0.45.  σ is used, rather 
than γ, to compare the results to Mooney (1974).  As a guide, Table 6.2 details σ vs γ.   
 
The ratio of the horizontal to vertical components, UXP/UZP, is shown in Figure 6.15.  These 
curves are consistent with Mooney (1974).  If the ratio is <1, then UXP<UZP which means 
more energy will be recorded on the vertical component.  Conversely, if the ratio is >1, 
UXP>UZP and more energy will be recorded on the horizontal component.  Based on the 
curves in Figure 6.15, for σ > ~0.35 (VP/VS> ~2.09), there will be more energy recorded on 
the vertical component up to approximately 55
O
 incidence angle (V1P/V2P < ~0.8). 
 
As Hendrick (2001) states, for large angles of incidence, and large γ, more energy will be 
recorded on the vertical component.  Conversely, for large angles of incidence, and small γ, 
more energy will be recorded on the horizontal component.  The effect is weaker for smaller 
velocity ratios.  Figure A.2. of Hendrick (2001), shown below as Figure 6.16, shows the 
apparent angle of incidence plotted against the true angle of incidence for different values of 
γ.  In our discussion, the incidence angle is the critical angle, iC. 
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As we have shown in this chapter, the head-wave coefficient, K, increases as the velocity 
ratio increases (i.e. larger angles of refraction with respect to the normal).  Similarly, due to 
the free-surface effect, a high velocity ratio (high incidence angle) causes more energy to be 
recorded on the vertical component.  For vertical component data, these effects essentially 
reinforce each other.  Since the effect of the free-surface works with the effect of velocity 
contrast, it should be accommodated in the calibration process discussed in the next chapter.  
Inversions in subsequent chapters have been performed under this assumption.   
 
The degree to which these affect the recorded amplitudes has not been quantified in this 
thesis.  This effect merits more investigation in the future. 
 
σ γ 
0.2 1.634 
0.25 1.733 
0.3 1.871 
0.35 2.087 
0.4 2.449 
0.45 3.317 
Table 6.2. Poisson’s Ratio (σ) versus VP/VS ratio (γ) for selected values of σ. 
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Figure 6.13. Vertical component of motion (UZP) plotted against incidence angle (
O
) for 
different values of Poisson’s Ratio (σ).  The incidence angle is the angle between the 
normal to the free surface and the upward-travelling ray. 
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Figure 6.14. Horizontal component of motion (UXP) plotted against incidence angle (
O
) 
for different values of Poisson’s Ratio (σ).  The incidence angle is the angle between the 
normal to the free surface and the upward-travelling ray. 
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Figure 6.15. Ratio of horizontal to vertical components of motion (UXP/UZP) for different 
values of Poisson’s Ratio (σ).  The incidence angle is the angle between the normal to the 
free surface and the upward-travelling ray. 
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Figure 6.16.  Angle of incidence vs apparent angle of incidence for different values of 
VP/VS ratio (γ). (Figure A.2. from Hendrick (2001)). 
 
6.11. Summary 
Assuming a unit displacement at the source, the head-wave coefficient, K, is defined as the 
displacement along the ray in the medium directly above the refracting interface (Werth, 
1967).  For laterally homogenous models, the amplitude of the head wave increases with the 
ratio of the velocities above and below the refractor. That is, the head-wave is strongest in 
low-contrast (high ratio) situations. 
 
This is expected from ray geometry. For a high-contrast situation (V1P/V2P <<1), the critical 
angle is small.  Based on vector projection concepts, we intuitively expect weaker transfer 
between layers. Similarly, when the velocity contrast is low (V1P/V2P →1),
 
the critical angle 
is larger.  The rays in the upper layer are closer to horizontal and we expect better transfer to 
and from the horizontal ray in the refractor.  
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For velocity ratios likely to be observed routinely in the weathering scenario (say V1P/V2P < 
0.7) the increase in head-wave amplitude with velocity ratio is approximately linear.  This 
fact will be used in calibrating real data results. 
 
The head-wave coefficient can be related to a product of downgoing and upgoing Zoeppritz 
transmission coefficients, evaluated at the critical angle in the upper medium.  Zoeppritz 
transmission coefficients given by Červený and Ravindra (1971) are consistent with those 
given by Aki and Richards (2002).  It is therefore possible to use the relationship between the 
Zoeppritz equations and the head-wave coefficient in Červený and Ravindra (1971) to derive 
a head-wave coefficient expression based on the formulation of Aki and Richards (2002).  
Graphically, these equations are shown to be identical.  These formulations both allow the 
head-wave coefficient to be conveniently split into two contributions representing effects 
beneath the source and beneath the receiver. One motivation for splitting the head-wave 
theory into separate source and receiver terms is that this may accommodates lateral change 
to some extent. Also it is convenient for the inversion approach being proposed. The receiver 
coefficient (KR) strongly influences the bulk coefficient of the head-wave, but is relatively 
insensitive to changes in velocity ratio beneath the receiver.  In contrast, the shot coefficient 
(KS) is very sensitive to the changes in velocity ratio beneath the source.   
 
Diving-wave amplitudes are shown to exhibit similar dependence on velocity ratio to true 
head- wave coefficients.  That is, both functions are monotonically increasing over the useful 
range of velocity ratios.  For real data examples, it will be assumed that the energy being 
measured is either a pure head-wave, or a diving wave travelling at a shallow angle to the 
interface. As will be seen, the calibration approach taken is valid for either scenario.  
 
This chapter has studied the effect of the head-wave coefficient at both the source and 
receiver ends, using simple models.  The suggestion is that the measured K for more complex 
models can be usefully described as the product of effects at the source and receiver ends. 
The velocity ratio can be different at the source and receiver ends. 
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Note that although the model being considered here is more realistic than previous 
homogenous earth models, it still only allows for effects near the shot and receiver. 
Intuitively, if the lateral change in velocity ratio is due to changes in the weathering layer 
(with a constant sub-weathering layer) then the simple product model being proposed here 
may be useful for modelling refraction amplitudes. On the other hand, if there are discrete 
boundaries in the subweathering, the resultant amplitude effects would not be correctly 
handled by our model. Nevertheless, the shot-receiver model introduced here should be closer 
to reality than the homogenous earth model.    
 
In 1C acquisition, only the vertical component of motion is recorded.  Because the head-wave 
coefficient is defined as being along the ray, the ‘true’ amplitude along the ray is not 
measured.  With 3C acquisition, and in the absence of the free-surface effect, the direction of 
propagation and thus the critical angle could be measured.  Snell’s Law could then be used to 
determine V1 with knowledge of V2.   However, the free-surface effect causes more energy to 
be recorded on the vertical component at larger angles of incidence and for larger γ.  Because 
K also increases with increasing angle of incidence (increasing velocity ratio), these two 
effects are superimposed.   
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CHAPTER SEVEN 
INVERSION OF MODEL DATA 
 
7.1. Introduction 
This chapter demonstrates the implementation of the inversion scheme outlined in Chapter 4 
using synthetic models.  Forward models are created based on the laterally inhomogeneous 
theory presented in Chapter 6.  The observations generated from these forward models are 
used as input for the inversion.  Comparison between the true model parameters and the 
estimated model parameters demonstrates the abilities and shortfalls of the inversion scheme. 
The effects random amplitudes which simulate differences in shot strength and receiver 
coupling will be studied.   This chapter begins with a ‘proof of concept’ inversion by using 
shot and receiver terms which are not based on any theory. 
 
The models based on theory follow the concept that the observed refraction amplitude is the 
product of a shot term, a receiver term and an offset term.  The input shot and receiver terms 
will be referred to as KS and KR.  The inverted shot and receiver terms will be referred to as IS 
and IR.  The models used here represent a simple two-layer weathering scenario.  The 
velocity in the weathering layer is fixed at 1000m/s.  The subweatheirng velocity is varied.  
The weathering depth for all models is set at a constant 20m and the VP/VS ratio, γ, is set to 
2.0 in both layers.  In all cases, KS, KR and K are calculated using the equations defined by 
Červený and Ravindra (1971). 
 
7.2. Model A: Numerical Model 
Prior to inverting data generated using the theory discussed in Chapter 6, this section explores 
the simple case where observed amplitudes are constructed using the product of three 
functions representing shot, receiver and offset terms.  If the inversion is performing 
correctly, the individual elements should be able to be separated.  The motivation of this 
numerical model is to better understand the inversion process itself, before moving to 
examples with physical significance. 
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The shot and receiver terms, S and R, were built using the following equations: 
     01.110sin  iiS  
    01.110sin  iiR       (7.1) 
where i is the shot location index and j is the receiver location index.  The additive term 
ensures there are no zero values and the multiplication by -1 shifts the phase of the receiver 
curve by 180
O
.  This provides a simple simulation of shot and receiver amplitude terms which 
were subsequently inverted.  These shot and receiver terms are shown in Figure 7.1.  
 
To simulate the offset term, O, both the group interval and the shot interval were set to 5m.  
O was generated using a simple 1/r
2
 relationship.  For simplicity, at this stage the glide term 
(L) (see Chapter 2) was not included. The offset amplitude is shown in Figure 7.2.  Absolute 
offsets ≥20m and ≤300m were used to simulate a coal-scale seismic survey.  The full 
amplitude product is therefore: 
 


nshots
i
Kjim
ORSamp
1
 j=1,nreceivers, k=1,noffsets  (7.2) 
The system of equations described by Equation 7.2 has M equations and N unknowns.  (M is 
the total number of observations and N is the sum of the number of shots, receivers and 
offsets). 
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Figure 7.1. Model A: 'Shot' (black) and 'receiver' (red) amplitude terms. 
 
Figure 7.2. Model A: Offset amplitude term plotted against offset. 
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For this simulation, there were 200 shots and 200 receivers along the line.  This resulted in a 
potential 40000 observations.  As stated earlier, the offsets were limited to between 20-300m 
to simulate a coal-scale seismic survey.  Applying this offset restriction to the data resulted in 
a total of 18760 observations.  There were 112 unique offsets.  Thus, the number of 
unknowns, N, is 512 and the number of equations, M, was 18760.  The observations, plotted 
against observation index, are shown in Figure 7.3.   
 
 
Figure 7.3. Model A: Refraction amplitude observations, plotted against observation 
index. 
 
In Chapter 4, the performance of the inversion was quantified using the goodness of fit (Φ), 
the filter performance parameter (FPP) and the correlation coefficient (R).  The initial model 
as defined by Equation 5.1 produced an initial error estimate, Φ1=1.42x10
-3
.  After 8 
iterations, Φ was reduced to 3.72x10-17.  This equates to a FPP of 0.9999 and R of 1.0.  That 
is, mathematically, the inverted solution fits the observations perfectly.  Figure 7.4 shows the 
solution obtained for Model A.  The vertical lines separate the shot, receiver and offset terms.  
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In general terms, the amplitude attributed to the separate shot, receiver and offset domains 
agree reasonably with the input model (Figure 7.1 and Figure 7.2).  The shot and receiver 
terms are out of phase correctly and the offsets appear similar to the input offsets seen on 
Figure 7.2. More information is available when the shots and receivers are indexed by ground 
location.   
 
Figure 7.5 shows the inverted shots and receivers plotted against ground location.  Several 
features are evident in Figure 7.5 which are not immediately obvious from Figure 7.4.  These 
are the absolute scale of the inversion results and the long-wavelength trends of the shots and 
receivers. 
 
The inversion has failed to produce a solution which is correct in an absolute sense.  While 
mathematically, the solution is consistent with the observations, the absolute scales of the 
inverted shot and receiver terms are wrong.   This can be seen in Figure 7.6 where the product 
of the shot and the receiver terms is plotted for the input model (black) and the inverted 
solution (red).  On this scale, the product of the inverted solutions is very small compared to 
the product of the input data.  The large difference between the results in Figure 7.6 has been 
absorbed by the offset term.  Compare the maximum amplitude in Figure 7.2 (~0.035) to that 
in Figure 7.4 (~0.55).  (Technically, the product of the inverted shot, IS, and receiver, IR, 
terms, which we call I, should be divided by 2 for consistency with Equation 6.8.  However, 
it is obvious from the comparison in Figure 7.6 that this division by 2 would not account for 
the differences between the true model parameters and the estimated model parameters).   
 
The other artefact of the inversion is the long-wavelength trend in the shot and receiver terms.  
In the original data, the maxima of each sinusoid are consistent.  However, Figure 7.5 shows 
that the maxima increase for the inverted shot terms, but decrease for the inverted receiver 
terms with increasing index.  This may be attributed to the product nature of the problem.  In 
the absence of a-priori information, there is some ‘bleeding’ of information between 
parameter groups.   
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Plotting on different scales (Figure 7.7), indicates similarities between the curves in a relative 
sense.  The red curve is the product of the inversion results and the black crosses are the 
product of the true shot and receiver terms.  The opposing trends in the shot and receiver 
terms have been removed in the product.  In this example, the product of inverted shot and 
receiver terms gives the exact same relative shape as the product of the true shot and receiver 
terms.  The error in the product is less than the error in the shot or receiver terms individually.  
(Again, for consistency with Equation 6.8, the product of the inverted shot and receiver 
terms, I, should be divided by 2.  However, since this comparison only shows the relative 
curve shapes, the division by two does not matter in this case). 
 
The next section describes inversion of more realistic models, constructed using the 
transmission coefficient equations defined in Chapter 6. 
 
 
Figure 7.4. Model A: Inversion solution.  The vertical scale is the inverted amplitude of 
the model parameters.  The result is plotted against parameter index.  The vertical lines 
separate the shot, receiver and offset domains from left to right.  
99 
 
 
 
Figure 7.5. Model A: Inverted shot (black) and receiver (red) terms, indexed by ground 
location. 
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Figure 7.6. Model A: Product of shot and receiver terms for input data (black) and 
inverted data (red).   
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Figure 7.7. Model A: Product of shot and receiver terms for input data (black crosses) 
and inverted data (red), plotted on different scales. 
 
7.3. Inversion of Models Based on Theory – Models B, C and D. 
The preceding example (Model A) was based on a purely numerical system, with minimal 
reference to amplitude theory.  The more realistic models here will simulate a sinusoidally 
varying V2P model, with V1P kept constant.  The wavelength of the sinusoid was chosen such 
that the near- and far-offset traces of a single shot cover the two extremes in subweathering 
velocity.  The theory presented in Chapter 6 illustrated that the head-wave coefficient is a 
product of the transmission coefficients at the source and receiver ends.  In these examples, 
the velocity contrast at the source end is different to that at the receiver end.  That is, the 
subweathering velocity is laterally inhomogeneous.  These models are therefore designed to 
test whether the inversion can successfully separate the amplitudes at the source end from 
those at the receiver end for laterally inhomogeneous media. 
 
The forward model was generated by calculating theoretical shot and receiver terms (KS and 
KR), evaluated at the critical angle, at each shot and receiver location using Equation 6.3 and 
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6.4.  For simplicity, it was assumed that the shot and receiver terms relate to velocities 
immediately beneath the shot and receiver.  That is, the lateral offset in downgoing and 
upgoing rays was ignored.  Errors caused by this assumption will be worse for situations 
where: 
 the velocity contrast is low (i.e. iC large),  
 the depth to the base of weathering is large, or, 
 large variations in velocity ratio occur over a short lateral distance.   
The effects of errors in this assumption are not studied in this thesis.  
 
To simulate a more realistic case, the offset term (O) was calculated using the denominator of 
Equation 2.3, i.e. O = 1/(rL
3
)
1/2
.   Positive and negative offsets were parameterised separately.  
The shot interval and group interval were both 5m.  With 200 shots and 200 receivers, the 
synthetic line is 1km long.  V2P was calculated using the following equation: 
  
10
sin
22
min2
i
VV
VV
Pi






 
      (7.3) 
Where:  
 ΔV = Vmax-Vmin (m/s), 
Vmin = minimum velocity (m/s), 
 Vmax = maximum velocity (m/s), 
 i = location index. 
 
7.3.1. Model B: Realistic Velocity Contrast Model 
For this model, the subweathering velocity covered a realistic range between 2000m/s (Vmin) 
and 3000m/s (Vmax).  The velocity ratio therefore varied between 1/2 and 1/3.   Figure7.8 
shows V2P for this model plotted against receiver index.   
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Figure7.9 shows the theoretical KS, KR and K (calculated using Equations 6.3, 6.4 and B.6 
respectively) for this velocity model plotted on the same scale.  These are shown as the black, 
red and blue curves respectively.  Over this velocity range, KS and K vary much more than 
KR.  That is, although the receiver term KR provides strong bulk amplification, it is relatively 
constant.  The source term KS varies much more laterally.  This is consistent with the 
theoretical curves of Figure 6.7 and 6.8.  The terms recovered in the inversion (IS and IR) 
should emulate KS and KR. 
 
Figure7.8. Model B: Refractor velocity (V2P) versus ground location. 
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Figure7.9. Model B: True transmission coefficient at source end (KS) (black), receiver 
end (KR) (red), and head-wave coefficient (K) (blue) for a P-wave velocity ratio between 
weathering and subweathering ranging from 1/2 to 1/3.  Values are plotted against 
ground location.  
 
For this example, the offsets were limited to ≥20m and ≤300m.  This is representative of a 
typical ‘shallow’ reflection survey (e.g. coal, CSG).  In the offset limited case, there were 200 
shots, 200 receivers and 112 offsets. Thus the number of model parameters (N) was 512 and 
the number of observations (M) was 18760.  The initial model parameter value, as defined by 
Equation 5.1, was 0.24098.  Φ was reduced from 120.57 to 0.77536 over 8 iterations.  At the 
final iteration, the correlation coefficient, R= 0.99691, and the filter performance parameter, 
FPP = 0.99375.   
 
Figure 7.10 shows the inversion solution. The shot terms (IS) and receiver terms (IR) appear 
to be very similar, which is not expected.   This is confirmed by Figure 7.11, which shows IS 
and IR plotted at the same ground location.  The inversion is not performing as expected. 
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Figure 7.10. Model B: Inversion solution for offsets limited to 20-300m.  The vertical 
lines separate the shot, receiver and offset domains from left to right. 
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Figure 7.11. Model B: Inverted shot term (IS) (black), and inverted receiver term (IR) 
(red) calculated for offset range 20-300m, plotted against respective shot and receiver 
indices.  For this example, the shot index and the receiver indices are the same. 
 
It is hypothesised that the problem of similar inverted shot and receiver terms may be caused 
by the dependence of the glide distance, L, on both the velocity ratio and the depth to the 
refractor, z.  Equation 7.4 defines L where the velocity contrast at the source is different to 
that at the receiver. 
 
  CRCS iizrL tantan       (7.4) 
Where: 
 r = source to receiver offset (m), 
 z = depth to base of weathering (m), 
 iCS = critical angle at source end, 
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 iCR = critical angle at receiver end. 
L can have different values at the same offset depending on the velocity ratio between 
weathering and subweathering.  This problem did not arise in the purely numerical example 
(Model A) where the offset term was a simple 1/r
2
 relationship.   
 
Figure 7.12 shows all values of the offset term (O) as defined by the denominator in Equation 
2.3 (i.e. (rL
3
)
-1/2
 ) indexed by offset (r).  For display purposes, the graph is plotted on a 
logarithmic (log10) scale.  At a given offset, the variation in O is greater for near-offsets than 
for far offsets.  This is because, as the offset becomes greater, the r term in the denominator 
of Equation 2.3 dominates.  At larger offsets, the difference between L and r reduces to the 
point where, for very far offsets, L→r and O approaches 1/r2.  However, for near offsets, L3 
has a greater effect, hence the greater variations. 
 
Figure 7.13 shows the percentage difference between the maximum and minimum offset 
amplitude value at each offset.  Because L at near offsets has a greater range than at far 
offsets, the error is greater. The sinusoidal nature in Figure 7.13 is caused by the sinusoidal 
V2P.   
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Figure 7.12. Model B: Offset amplitude calculated from the denominator of Equation 
2.3 (i.e. (rL
3
)
-1/2
).  For display purposes, the vertical axis is a logarithmic scale. 
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Figure 7.13. Model B: % error between maximum and minimum offset values at each 
offset.  For plotting purposes, values > 100% are not shown. 
 
To test the hypothesis that inclusion of near-offsets is the cause of the error, the inversion was 
broken up into multiple offset bands.  The ranges are 20-100m, 100-200m, 200-300m up to 
700-800m.  The minimum distance of 20m is based on the critical distance.  For a velocity 
ratio of 0.5, the critical distance is 23.09m.  The critical distance will be different for the 
other velocity models discussed later in this chapter.  However, for consistency, a minimum 
of 20m has been used for all models.  Initial models have been calculated separately for each 
offset range.  This is done to minimise Φ for the first iteration.   
 
The inversion results for Model B are shown in Figure 7.14 and Figure 7.15.  The total 
number of shots, receivers, offsets, M and N are shown in Table 7.1.  Also included are the 
errors in the inversions, R and FPP.  Firstly, note that these formal errors (R, FPP) indicate 
that the inverted parameters are mathematically consistent with the observations.  However, 
because of non-uniqueness, this does not guarantee a physically realistic result. 
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Offset range 
(m) 
# shots # rec # offsets N M R FPP 
20-100 200 200 32 432 6000 0.99699 0.99377 
100-200 200 200 40 440 6780 0.99999 0.99999 
200-300 200 200 40 440 5980 0.99998 0.99999 
300-400 200 200 40 440 5180 0.99999 1.00000 
400-500 200 200 40 440 4380 1.0000 0.99999 
500-600 198 198 40 436 3580 1.0000 0.99999 
600-700 158 158 40 356 2780 1.0000 0.99999 
700-800 118 118 40 276 1980 1.0000 0.99999 
Table 7.1. Model B: Inversion parameters for different offset ranges.  N is the sum of 
the number of shots (#shots), receivers (#rec) and offset (# offsets).  M is the total 
number of model parameters for each offset range.  The correlation coefficient, R and 
filter performance parameter, FPP are also displayed. 
 
The result in Figure 7.14(a) exhibits similar behaviour to Figure 7.10, indicating that the 
inclusion of short offsets is undesirable.  The inversion appears to have successfully separated 
IS and IR for offset ranges 100-200m up to 400-500m.  Beyond this, the solution becomes 
unstable.  A possible cause for this is that there are fewer observations to constrain the model 
at farther offsets (i.e. the problem becomes less overdetermined). 
 
Although the low errors in Table 7.1 (columns 7 and 8) suggest that the inversion of 700-
800m is as valid as 400-500m, visual inspection of the model parameters suggests otherwise.  
This demonstrates that neither visual inspection of the estimated model parameters, nor the 
R/FPP, can be relied upon by themselves as a means of testing the validity of the inversion.   
 
Where the far offsets are included, but the near-offsets are not (e.g. offset range 100-700m) 
the solution is similar to that of the 300-400m solution.   This supports the proposition that 
the relative shapes of IS and IR are influenced more by the near-offsets.  
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Figure 7.14. Model B: Estimated model parameters for velocity ratio ranging from 1/3 to 1/2.  (a) 20-100m, (b) 100-200m, (c), 200-300m, 
(d) 300-400m.  The vertical lines separate the shot, receiver and offset domains from left to right. 
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Figure 7.15. Model B: Estimated model parameters for velocity ratio ranging from 1/3 to 1/2 (a) 400-500m, (b) 500-600m, (c)600-700m, 
(d) 700-800m.  The vertical lines separate the shot, receiver and offset domains from left to right.
(a) (b) 
(a) (b) 
(c)
) 
 (b) 
(d) 
(a) (b) 
(c) 
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The most effective test of performance is to compare the recovered shot and receiver terms 
(IS,IR) with the true terms (KS,KR).  In the following comparison, the offset 200-300m offset 
band (Figure 7.14c) was used. 
 
Figure 7.16 shows KS vs IS, Figure 7.17 shows KR vs IR and Figure 7.18 shows the product K 
vs I.  (Strictly speaking, the product of IS and IR should be divided by 2 to remain consistent 
with Equation 6.2, where K is half the product of KS and KR.  However, this does not affect 
the results of this discussion since we are more interested in relative amplitudes rather than 
absolute amplitudes. 
 
A comparison of IS to KS (Figure 7.16) shows that the curves are very similar.  The long-
wavelength effect seen in Model A is present in this example too.  IS decreases slightly as the 
shot index increases.  Figure 7.17 shows that IR increases with index.  Figure 7.18 shows that 
this long-wavelength error is removed in the product term (I), as was also seen in Model A.  
As was the case for Model A, the factor of two in Equation 6.8 is not incorporated here 
because only a comparison of the relative curves shapes is possible.  This will also be the 
case for Models C and D to follow.  Comparison of IR and KR (Figure 7.17) shows that the 
inversion cannot resolve the smaller secondary maxima.  It does however manage to resolve 
the larger peaks at index ~ 50, 110 and 170.  
 
Summary: 
The inversion recovers the shape of the shot term (KS), and of the product (KSKR).  The 
receiver term (KR) is less accurately recovered. 
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Figure 7.16. Model B: True transmission coefficient at source end (KS) (red) vs inverted 
transmission coefficient at source end (IS) (black).  Note the different vertical scales. 
 
115 
 
 
Figure 7.17. Model B: True transmission coefficient at receiver end (KR) (red) vs 
inverted transmission coefficient at receiver end (IR) (black).  Note the different vertical 
scales. 
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Figure 7.18. Model B: True head-wave coefficient (K) (red) and estimated head-wave 
coefficient (I) (black) calculated by taking the product of IS and IR from previous 2 
figures.  Note the difference in vertical scales. 
 
7.3.2. Model C: High Contrast Model 
In this high-contrast model, Vmin and Vmax for the subweathering were set to 3000m/s and 
100000m/s respectively (Figure 7.19).  The weathering layer velocity remained at 1000m/s.  
Therefore, the velocity ratio ranged from 0.01 – 0.333.  While this velocity range is obviously 
not physically realistic, it was chosen to demonstrate the regions on Figure 6.7 and 6.8 where 
KS and KR vary in opposition to each other with changing velocity ratio.  Figure 7.20 shows 
KS, KR and K constructed for this velocity model.  Compare this with Figure7.9 (Model B).  
Again, KR provides strong bulk amplification.  Because of the high contrast, KR exhibits 
more lateral variation than for Model B, but once again, KR is less variable than KS.  Note 
also that in this case, the lateral variations in KR oppose the variations in KS. 
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Figure 7.19. Model C: Subweathering P-wave velocity, V2P, plotted against station 
index. 
 
118 
 
 
Figure 7.20. Model C: Transmission coefficient at source end (KS) (black), transmission 
coefficient at receiver end (KR) (red) and head-wave coefficient (K) (blue). 
 
The ‘coal-scale’ simulation performed for Model B was repeated for this model.  That is, the 
offsets were restricted to the range 20-300m.  The initial model parameter value as defined by 
Equation 5.1 was 0.08685.  The results are shown in Figure 7.21.  Φ was reduced from 
0.14333 to 9.366x10
-5
 over 7 iterations.  The final R = 0.99970 and FPP = 1.0. Again, this 
suggests that, mathematically, the inverted solution is consistent with the observations.  
However, this does not necessarily imply a physically meaningful solution.  In this case, the 
relative scales appear to be consistent with theory, but the maxima in the IR curve occurs 
where minima are predicted by theory.  Again, offset panels are helpful for the investigation 
of the problem. 
 
The offset ranges and inversion performances are summarised in Table 7.2.  The inversion 
solutions obtained using the different offset ranges are shown in Figure 7.23 and Figure 7.24.  
The same general trends exhibited for Model B can be seen in this case.  That is, the solutions 
obtained using only the near offsets appear incorrect relative to the true model parameters 
(Figure 7.20).  In addition, the solutions obtained using only the far offsets appear to be 
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unstable.  The solutions obtained using only the middle offset ranges (200m-300m to 400m-
500m) appear to be consistent with the true model parameters and appear to be stable. 
 
 
Figure 7.21. Model C: Inversion solution for offsets 20-300m.  The vertical scale is the 
inverted amplitude of the model parameters.  The result is plotted against parameter 
index.  The vertical lines separate the shot, receiver and offset domains from left to 
right.  
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Figure 7.22. Model C: Comparison of inverted shot terms, IS, (black) and inverted 
receiver terms, IR, (red) for offset range 20-300m.  The results are plotted against 
respective shot/receiver indices.  For this model, the shot and receiver indices are the 
same. 
 
Offset range 
(m) 
# shots # rec # offsets N M R FPP 
20-100 200 200 32 432 6000 0.99971 0.99944 
100-200 200 200 40 440 6780 0.99651 0.99488 
200-300 200 200 40 440 5980 1.0000 0.99999 
300-400 200 200 40 440 5180 1.0000 0.99999 
400-500 200 200 40 440 4380 1.0000 0.99999 
500-600 198 198 40 436 3580 1.0000 0.99999 
600-700 158 158 40 356 2780 1.0000 0.99999 
700-800 118 118 40 276 1980 1.0000 0.99999 
Table 7.2. Model C: Inversion parameters for different offset ranges.  N is the sum of 
the number of shots (#shots), receivers (#rec) and offset (# offsets).  M is the total 
number of model parameters for each offset range.  The correlation coefficient, R and 
filter performance parameter, FPP are also displayed. 
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Figure 7.23. Model C: Estimated model parameters for offset ranges (a) 20-100m, (b) 100-200m, (c) 200-300m, (d) 300-400m. The 
vertical lines separate the shot, receiver and offset domains from left to right. 
(a) (b)
) 
 (a) 
(c) (d) 
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Figure 7.24. Model C: Estimated model parameters for offset ranges (a) 400-500m (b) 500-600m (c) 600-700m (d) 700-800m. The vertical 
lines separate the shot, receiver and offset domains from left to right. 
(a) (b) 
(c) (d) 
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The detailed analysis to follow examines the solutions for the offset range 200-300m.  Figure 
7.25 shows IS (black) and KS (red) plotted against shot index.  As for Model B, a slight long-
wavelength error is seen.  Figure 7.26 shows IR (red) and KR (red) plotted against receiver 
index.  Again, a comparison of IS and IR shows that as one increases with increasing index, 
the other decreases.  IR is subject to greater error than the source term overall, which is the 
same result seen in Model B.  The long-wavelength error is not apparent in the product of IS 
and IR (Figure 7.27).  As with Model A, this suggests that the error in the product is less than 
the error in the shot or receiver terms individually.  The next section studies these same 
concepts for the case where the velocity contrast between weathering and subweathering 
layers is very low. 
 
 
Figure 7.25.  Model C: Inverted shot term (IS) (black) compared with model shot term 
(KS) (red).  Note the different scales for the two parameters. 
 
124 
 
 
Figure 7.26. Model C: Inverted receiver term (IR) (black) compared with model receiver 
term (KR) (red). 
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Figure 7.27. Model C: Product of inverted shot and receiver terms (black) compared to 
the product of the model shot and receiver terms (red). 
 
7.3.3. Model D: Low Contrast Model 
For the low contrast model, Vmin was set at 1052.63m/s and Vmax was set to 1250.0m/s.  The 
weathering layer velocity was kept constant at 1000m/s.  This corresponds to a velocity ratio 
range of 0.8 to 0.95.  Although such subweatheirng velocities are abnormally low, they were 
chosen to be in the region of Figure 6.12 and 6.13 where KR changes considerably more than 
KS over the same region.  The V2P profile for this model is shown in Figure 7.28.  The 
corresponding KS, KR and K curves are shown in Figure 7.29.  Again, the KR term provides 
stronger bulk amplification than the KS term.  In this abnormal scenario, the KR term also 
exhibits stronger lateral variation. 
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Figure 7.28. Model D: Subweathering P-wave velocity, V2P, plotted against station 
index. 
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Figure 7.29. Model D: True transmission coefficient at shot end (KS) (black), true 
transmission coefficient at receiver end (KR) (red) and true head-wave coefficient (K) 
(blue) plotted against station index. 
 
The shot and receiver terms in Figure 7.29 were used to construct amplitude observations 
which were then input to the inversion.  Figure 7.30 shows the inversion solution for offsets 
20m-300m.  Obviously this is incorrect.  The initial model parameter value, as defined by 
Equation 5.1 is 1.136.  Φ was reduced from 1.895x108 to 1905.3 over 20 iterations.  This 
corresponds to R=1.0 and FPP=1.0.  That is, the inverted model parameters are perfectly 
consistent with the observed amplitudes, although the solution is physically meaningless. 
 
Figure 7.31 and Figure 7.32 show the offset panels ranging from 100-200m up to 700-800m.  
There was no 20-100m offset panel in this inversion because of the geometry of the ray-
paths.  Because the velocity contrast is so low, the critical angle is large (ranging from 
approximately 58
O
 to 72
O
).  Therefore, the minimum offset with amplitude information is 
60m.  Because of the ray-path geometry, the minimum offset where the inversion has 
128 
 
produced useful data is 300m.  For the inversion solution for the offset range 200-300m, the 
low FPP and R are indicative of this noisy result. 
 
Figure 7.30. Model D. Inversion solution for offsets 20-300m, plotted against parameter 
index.  The vertical lines separate the shot, receiver and offset domains from left to 
right. 
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Offset range 
(m) 
# shots # rec # offsets N M R FPP 
100-200 200 200 40 440 6780 0.99719 0.99615 
200-300 200 200 40 440 6980 0.82227 0.90582 
300-400 200 200 40 440 5180 0.99957 0.99988 
400-500 200 200 40 440 4380 0.99997 0.99999 
500-600 198 198 40 436 3580 1.0000 0.99999 
600-700 158 158 40 356 2780 1.0000 0.99999 
700-800 118 118 40 276 1980 1.0000 0.99999 
Table 7.3. Model D: Inversion parameters for different offset ranges.  N is the sum of 
the number of shots (#shots), receivers (#rec) and offset (# offsets).  M is the total 
number of model parameters for each offset range.  The correlation coefficient, R and 
filter performance parameter, FPP are also displayed. 
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Figure 7.31. Model D: Estimated model parameters for high velocity ratios.  (a) 100-200m (b) 200-300m (c) 300-400m (d) 400-500m.  The 
vertical lines separate the shot, receiver and offset domains from left to right. 
(a) (b) 
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Figure 7.32. Model D: Estimated model parameters for high ratios.  (a) 500-600m (b) 600-700m (c) 700-800m.  The vertical lines 
separate the shot, receiver and offset domains from left to right. (c) 
(d) 
(a) 
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In the following discussion, the offset range 300-400m is used to study the differences 
between inverted coefficients and the known coefficients in more detail.  Figure 7.33 shows 
IS (black) versus KS (red) plotted at the same shot index.  Again, a long-wavelength error can 
be seen on Figure 7.33 and Figure 7.34 which has been removed in the product (Figure 7.35).  
As with the previous models, there are scale differences between input and inverted model 
parameters, again indicating the inability to derive coefficients which are correct in an 
absolute sense.   
 
The discussion in this section has been focussed on comparing results in a relative sense. The 
solutions presented in this section are wrong on an absolute scale.  For this technique to be 
practically useful, results which are correct in an absolute sense are desirable.  The next 
section proposes a method for achieving this. 
 
 
Figure 7.33. Model D: Estimated shot term (IS) (black) compared to true shot term (KS) 
(red) plotted against shot index.  Note the different vertical scales. 
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Figure 7.34. Model D: Estimated receiver term (IR) (black) compared to true receiver 
term (KR) (red), plotted against receiver index.  Note the different vertical scales. 
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Figure 7.35. Model D:  Product of estimated shot and receiver terms (black) compared 
to product of true shot and receiver terms (red).  These are plotted against respective 
shot and receiver indices.  In this case, the shot and receiver indices are the same.  Note 
the different vertical scales. 
 
7.4. Calibration of Inversion Solution 
Inspection of the vertical scales on figures comparing inverted shot, receiver or product terms 
with their respective true values showed that, while the relative shape within a single 
parameter group could sometimes be estimated, the absolute scales between parameter groups 
were incorrect.  In the synthetic data examples, this was a consequence of parameter bleeding 
in the inversion.  In an absolute sense, while the product of the three parameter groups 
matches the observations well, the individual model parameter groups (or product of any two) 
do not match the true model parameters in an absolute sense. 
 
For real data, the measured amplitude will also depend on the parameters of both the 
acquisition system and the receivers used to record the survey.  Different acquisition systems 
may have different hardware gain settings which can affect the amplitude of the recorded 
signal.  The same line recorded with different acquisition systems may have different 
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amplitudes for the same recorded event.  Assuming that these differences are constant within 
a given survey, this can be accounted for with calibration. 
 
The combination of these issues with real data means that it would be practically impossible 
to rely on the raw inversion results alone to derive an absolute head-wave coefficient.  It is 
therefore necessary to apply a second ‘calibration’ step to the inversion result to derive 
meaningful head wave coefficients, K.  The calibration step requires application of a-priori 
information in the form of measured velocity ratios at multiple locations.  This calibration is a 
two-step process.   
 
Let the product of IS and IR at a given ground location be known as I.  K is defined by 
Equation 6.8.  Step 1 is to obtain a relationship between I and K based on K values estimated 
via independent means at specific ground locations.  By tying particular points of I to known 
values of K at the same location, a relationship between I and K can be calculated.  
Examination of many inversions, including those shown here, suggests that the model (K) 
and inverted (I) parameters can differ by a scale factor and a bulk shift.  That is, we assume 
the following relationship at a ground location i: 
   
ii
IK       (7.5) 
where:  Ki = i
th
 ‘true’ coefficient, K, estimated using known velocities, 
α = scale term, 
  Ii = i
th
 inverted product, I, 
β = shift term. 
The factor of 1/2 is not included in the calculation of I.  As discussed earlier, due to non-
uniqueness, the inversions were only able to estimate relative variations in shot and receiver 
terms (hence relative variations in the product of the shot and receiver terms, I).  Multiplying 
I by 1/2 was not sufficient to produce an answer which was correct in absolute sense.  In 
terms of the calibration, the factor of 1/2 is accounted for in the scale term, α. 
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This calibration approach is arguably also valid for adjusting to IR to KR or IS to KS.  The 
variables in Equation 7.5 should be changed accordingly to achieve this. 
 
Calibration involves solving for the factors α and β.  To achieve this, empirical values of K 
are needed for at least 2 points along the line.  To obtain this information, both V1P and V2P 
are required to be known.   V2P is routinely calculated from reciprocal analysis of refraction 
travel-time data.  V1P cannot normally be measured from production first arrivals and may 
need to be obtained independently (e.g. additional hammer recordings).  If more than 2 
calibration points are available, the overdetermined system of equations can be solved using 
linear inversion methods discussed in Chapter 4. 
 
Once the factors α and β are estimated, Equation 7.5 is applied to every value of I along the 
line to generate a profile of K.  With knowledge of V2P from reciprocal analysis, and 
assuming a nominal VP/VS ratio in both weathering and subweathering layers, Figure 6.5 can 
be used to estimate V1P at each station.  The calibration effectively transforms the inverted 
data, which are assumed to be correct in a relative sense, to values which are correct in an 
absolute sense. 
 
We have investigated whether this a-priori information can be applied during the inversion 
process itself by fixing certain parameters to their known values (hard constraints) and 
limiting the model parameter bounds to ranges predicted by theory.  This does not work 
effectively. Creating a ‘neighbourhood of influence’ around these fixed parameters so that the 
surrounding parameters are ‘aware’ of the values (e.g. Fullagar and Pears, 2013) improves the 
inverted solution in an absolute sense, but destroys the relative amplitudes.  Therefore, the 
preferred approach is a separate calibration phase following the inversion. 
 
7.4.1. Practical Considerations 
The relative values of I and K which are used for calibration are important.  Consider a case 
where we are calibrating I to K using two points, i.e. I1 to K1 and I2 to K2.  If I1<I2 and 
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K1<K2, then α will be positive, which indicates that the inverted solution and the true solution 
are consistent in a relative sense.  However, if I1<I2 but K1>K2, then α will be negative.  This 
indicates that I and K are not consistent in a relative sense.   
 
Calibrating to IR for realistic velocity ratios would not be suitable for several reasons.  Firstly, 
IR is not a monotonic function.  Due to the presence of the local minimum, IR is not unique in 
terms of velocity ratio (i.e. there are multiple values of V1P/V2P for a single IR, depending on 
what side of the local minimum the measurement is taken from).  Secondly, calibration to KR 
would be more prone to error because for realistic velocity ratios (e.g. Model B) the variation 
is so subtle over a large range of V1P/V2P.   
 
7.4.2. Calibrating Directly to Velocity 
The calibration above makes use of the head-wave coefficient, K or the transmission 
coefficients, KS and KR.  Since both KS and K increase monotonically with increasing 
velocity ratio (see Figures 6.7 and B.5), it may be possible to calibrate directly to velocity 
ratio using IS or I.  In this case, K in Equation 7.5 is replaced with the P-wave velocity ratio at 
a given location: 
   i
iP
P
I
V
V
2
1
       (7.6) 
The calibration technique is demonstrated in the following section. 
 
7.4.3. Example Calibration 
Consider the example in Model B (Vmin = 2000m/s and Vmax=3000m/s) with offset range 
200-300m.  With reference to Figure 7.18, assume that the two points available for 
calibration represent the maximum and minimum values of both K and I.  For this example, 
these were picked at indices 47 and 78 respectively.  K and I are shown in Table 7.4.  The 
known velocity ratios at these points are also shown. 
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Index I=ISIR K Velocity ratio 
47 6.0872x10
-3
 2.25193 0.5 
78 4.1223x10
-3
 1.61859 0.3333 
Table 7.4. Model B: Values of the product of the inverted source and receiver terms (I) 
and true head-wave coefficient (K), for two station indices.  The respective velocity 
ratios at these points are also shown. 
 
Substituting the values from Table 7.4 into Equation 7.5, α and β were calculated to be: 
 α = 322.325 
 β = 0.28987 
Using Equation 7.5, every point on the black curve on Figure 7.18 was calibrated to K.  The 
result is plotted in Figure 7.36 where black is the calibrated I curve and red is the true K 
curve.  There is very little difference between the calibrated I and K curves for this synthetic 
example.  V1P is then derived by finding the corresponding K value on Figure B.5.  To 
demonstrate the effect of using different γ values, V1 is calculated for γ in layer 1 ranging 
from 1.5 to 3.5.  The black curve is calculated using the true γ=2.0.  As expected, this is the 
closest to the true V1P of a constant 1000m/s.  The slight error, which is on the order of 1%, 
arises from the difference between I and K in Figure 7.36. The red, green, blue and yellow 
curves show γ=1.5, 2.5, 3.0 and 3.5 respectively.  In this case, the true V1P is recovered using 
the true γ. 
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Figure 7.36. Model B calibration example: I (ISIR product) (black) calibrated to K (red) 
using I and K values at indices 47 and 78. 
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Figure 7.37. Model B: Weathering P-wave velocity, V1P, calculated from calibration of 
product of inverted shot and receiver terms (I) to true head-wave coefficient (K).  V1P is 
calculated for different values of VP/VS (γ) in layer 1. γ= 2.0 (black), γ =1.5(red), γ 
=2.5(green), γ =3.0(blue), γ =3.5 (yellow).  The true V1P for this model is 1000m/s. 
 
7.4.4. Calibration to KS 
In Model B, because K and KS exhibit the same trends with respect to velocity ratio, the same 
code that was used to calibrate I to K can be used to calibrate IS to KS.  The following values 
of IS and KS were obtained using the same points as in Table 7.4.   
Station IS KS 
47 8.515x10
-2
 1.224817 
78 5.944x10
-2
 0.883862 
Table 7.5. Model B: Values for calibration of inverted shot term (IS) to true shot term 
(KS). 
 
From the values listed in Table 7.5, α and β were calculated to be: 
 α = 13.2638 
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 β = 0.095385 
 
Figure 7.38 shows the calibration of the inverted shot term from Figure 7.14(c) to the true 
shot term from Figure 7.16.  The difference between the true and inverted shot terms is 
similar to that seen in Figure 7.16.  This artefact of the inversion manifests itself as a gradient 
in V1, as shown by the black curve in Figure 7.39.  The red curve in Figure 7.39 is V1 
calculated from the product (i.e. the black curve in Figure 7.37).  The true solution is 
V1=1000m/s.  The red curve is closer to this true solution than the black curve.  This suggests 
that calibration of the product of inverted shot and receiver term (I) to the true head-wave 
coefficient (K) is preferable over calibrating the inverted shot term (IS) only.  The jitter seen 
on both curves is caused by the small plotting scale and it not unexpected.  This jitter is on 
the order of +/- 2m/s.   
 
Figure 7.38. Model B: Inverted shot terms (IS calibrated) (black) calibrated to true shot 
terms (KS) (red) using indices 47 and 78. 
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Figure 7.39. Model B: V1P calculated from calibration of inverted to true shot terms (IS 
to KS) (black) and ISIR product to K (red). In both cases, γ = 2.0.  The true V1P is 
1000m/s.  The vertical scale has been expanded to emphasise detail. 
 
7.4.5. Calibration Directly to Velocity Ratio 
Using the values in the last column of Table 7.4, it is possible to calibrate to velocity ratio 
directly.  The following values for α and β are derived in this instance: 
 α = 84.8206 
 β = -0.0163199 
Figure 7.40 shows the inverted calibrated velocity ratio (black) compared to the true velocity 
ratio (red) for Model B.  The black curve in Figure 7.41 shows the weathering layer velocity 
recovered from the black curve in Figure 7.40.  For comparison, V1P estimated from 
calibration of I to K (black curve from Figure 7.37) is plotted for comparison (plotted here as 
red).  The solutions derived from these two methods yield very similar results and the 
recovered V1 is always within 2% of the real value (1000m/s).  Because the velocity ranges 
used in this example (Model B) are likely to fall within the range of velocities observed in the 
real world, the results from this example suggest that is may be possible to calibrate directly 
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to velocity ratio with real data, assuming that the product of the inverted shot and receiver 
terms (I) is representative of K. 
 
 
Figure 7.40. Model B: P-wave velocity ratio estimated from calibration of the product of 
inverted shot and receiver terms (I) (black) to the true P-wave velocity ratio (red). 
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Figure 7.41. Model B: Weathering layer velocity, V1P, calculated from calibration of 
product of shot and receiver terms (I) directly to velocity ratio (black) and via K (red).  
The vertical scale has been expanded to emphasise detail. 
 
7.5. Inversions with Simulated Variations in Source Strength and Receiver Coupling 
The analysis to this point has assumed that refraction amplitudes are controlled exclusively 
by the velocity ratio (V1P/V2P) and the offset.  In reality, variations in shot coupling (e.g. 
Aritman, 2001) or water saturation (e.g. van Vossen et al., 2006) can also affect the amount 
of energy transmitted into the ground. Similarly, receiver coupling (e.g. Krohn, 1984; 
Drijkoningen, 2000) can affect recorded amplitudes. 
 
The following section describes the inversion results where random shot strengths were 
simulated.  The random number generator utilised was the function ran1 from Press et al. 
(1992).  This function produces a random number between 0 and 1.  The shot amplitudes 
were generated using the following equation: 
 S(i) = nint(rand*20)+1      (7.7) 
Where: 
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 rand = random number between 0 and 1, 
 nint = nearest integer. 
The shot strength is thus an integer between 1 and 21.  The model used for testing was Model 
B with offsets ranging from 100m to 300m.  This offset range was used to simulate that 
which could be used for inversion of coal-scale data.  For this model and offset range, there 
were 200 shots, 200 receivers and 80 offsets.  The forward model was calculated in the 
normal way but with each shot location multiplied by a shot strength term in Equation 7.7.   
 
Figure 7.42 shows the result of the inversion calculated using an initial model, as defined by 
Equation 5.1, of 0.2537.  Φ was reduced from 9.339x10-2 to 3.957x10-7 over 6 iterations.  
This equates to an FPP of 1.0 and R of 0.99998.  The random shot amplitudes have been 
superimposed onto IS only.  The underlying sinusoidal nature of IS can still be seen.  No 
random energy has been superimposed onto the receiver term, IR.  This result is encouraging 
because it indicates that the inversion can separate out the shot strength dependence and place 
it on the shot term. 
 
The same test was repeated for random amplitudes in the receiver domain.  The receivers 
were multiplied by the same random series as those applied to the shots.  The result is shown 
in Figure 7.43.  The random ‘receiver coupling’ effect has been attributed entirely to the 
receivers.  Again, this is encouraging because it suggests that the inversion is working 
correctly. 
 
A comparison of IS from Figure 7.42 and IR from Figure 7.43 is shown in Figure 7.44.  
Because the same random number generator was used, the similarities in the short-
wavelength characters are evident.  IS varies slightly more than IR in some places (e.g. index 
50, 120).  The inverted receiver term is a combination of the randomness with the underlying 
structure caused by differences in velocity.  This is also the case for IR.  For this model, since 
KS varies more than KR, IS varies more than IR. 
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To test the separation abilities of the inversion, the ’receiver coupling’ test was performed 
with a modified version of Equation 7.7.  However, rather than multiplying by 20, the 
random numbers were multiplied by 10.  Thus the receiver coupling effect is reduced.  
Inversion of the receiver coupling only case was then repeated.  Figure 7.45 shows the 
inverted receiver terms, IR, from this inversion compared to the inverted shot terms from 
Figure 7.42.  The inversion is able to distinguish between the relative amplitudes 
successfully. 
 
A final test involved applying two different random number sequences, on the same scale, to 
the shot and receiver terms in the same inversion.  That is, the shot amplitudes were 
multiplied by 1 random series of numbers, while the receiver amplitudes were multiplied by a 
different random series of numbers.  Figure 7.46 shows IS and IR estimated from this 
inversion plotted against the same index.  The different random numbers imposed into KS and 
KR in the forward model have successfully been recovered.   
 
Based on these results, it appears that the inversion is able to separate amplitude variations at 
shot and receiver locations.  However it cannot separate shot strength from KS, nor can it 
separate receiver coupling effects from KR.  In later chapters, it is assumed that the long-
wavelength structure is representative of effects which relate to the head-wave coefficient.  
The short-wavelength effects, here representative of shot/receiver coupling, are mitigated by 
smoothing the inverted data. 
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Figure 7.42. Model B: Inversion solution with random shot amplitudes superimposed on 
shot terms prior to inversion.  The vertical lines separate the shot, receiver and offset 
domains from left to right. 
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Figure 7.43. Model B: Inversion solution with random receiver amplitudes (coupling 
effects) superimposed on receiver terms prior to inversion.  The vertical lines separate 
the shot, receiver and offset domains from left to right. 
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Figure 7.44. Model B: Inverted shot (IS) (black) and receiver (IR) (red) terms from 
Figure 7.42 and Figure 7.43, plotted against shot/receiver index.  In this case, the shot 
and receiver indices are the same. 
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Figure 7.45. Model B: Inverted shot (IS) (black) and receiver (IR) (red) terms from a 
single inversion.  The same random number generator was used to create randomness 
prior to inversion, however these are on different scales. 
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Figure 7.46. Model B: Inverted shot (IS) (black) and receiver (IR) (red) from a single 
inversion.  Different random number generators were used to create randomness prior 
to inversion.  These different random numbers were on the same scale. 
 
7.6. Summary 
The inversions described in this chapter illustrate that the near-offsets are problematic, 
possibly because the ‘glide term’ L can have different values at the same offset.  When the far 
offsets are included, but the near offsets are not, the inversion is able to separate KS and KR.   
 
Because the observed amplitude is formulated as a product of parameters, the inversion has 
no control over the scale of individual parameters.  Hence, the solutions obtained for IS and IR 
are only correct in a relative sense.  Calibration of the relative results is required to derive a K 
profile which is scaled correctly.  For the model where realistic velocity ratios are studied 
(Model B), calibration could either be performed from IS to KS, I to K or from I directly to 
velocity ratio.  Calibration of IR to KR is not recommended because KR is not a monotonic 
function.  Additionally, the variation is so small over a wide range of velocity ratios, the 
scope for error is much greater.   
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Modelling of variations in shot strength and receiver coupling has shown that the inversion 
can successfully separate out different random effects and attribute these random effects to 
the correct domain.  The inversion cannot separate shot strength from KS nor can it separate 
receiver coupling from KR.   
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CHAPTER EIGHT 
FINITE-DIFFERENCE MODEL EXAMPLE 
 
8.1. Introduction 
The previous chapter focussed on inversion of data via forward modelling of the theoretical 
equations.  This chapter extends this concept to data constructed via 2D elastic finite-
difference modelling over a geological model.  The refraction amplitudes measured from the 
synthetic shot records are the observations input to the inversion.  The main focus of this 
chapter is to investigate the realistic sinusoidal model discussed in the previous chapter 
(Model B).  Calibration to V1 is not discussed in this chapter, although conclusions as to 
which parameter group to calibrate to are made. 
 
8.2. Finite-Difference Modelling Scheme 
The synthetic data have been constructed using an elastic finite-difference modeller 
implemented by Velseis R&D group.  The forward modelling scheme of Virieux (1986) is 
employed to generate synthetic shot records.  Virieux (1986) states that the head-wave 
preserves the correct amplitude.  Both free-surface boundary conditions (Mittet, 2002) and 
non-reflective boundary conditions (Cerjan et al., 1985) are imposed on the model.  For this 
work, the width of the non-reflecting boundary was 40 nodes.  The first source and first 
receiver were placed at least 60 nodes from the left edge of the model. The final shot and 
receiver locations were dictated by the acquisition geometry defined by the user. Sources and 
receivers located at the right end of the model were not restricted to be outside the boundary 
conditions.   
 
Currently, the code does not allow sources and receivers to be placed at the surface of the 
model (i.e. z=0).  They must be placed at least 1 gridpoint away from the surface of the 
model.  This limitation means that a true representation of the effect of the free-surface may 
not be feasible in this study. 
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The source function was the derivative of a Gaussian curve.  The dominant frequency of 
which was defined by the user.  The resulting shot records were the opposite polarity to SEG 
convention (e.g. Landrum et al., 1994) for vertical component geophones (i.e. first breaks 
positive rather than negative for a minimum-phase wavelet).  The polarity of the synthetic 
shot records was therefore flipped and the first-breaks were picked on the first trough.  The 
amplitude of this first trough was treated as the refraction amplitude. 
 
8.3. Sinusoidal Model 
The first example model in this chapter is identical to Model B in Chapter 7.  That is, the 
sinusoidal model where V2 ranges from 2000 m/s to 3000m/s and V1 remains constant at 
1000m/s.  Table 8.1 details the acquisition parameters. 
 
Source pulse dominant frequency (fdom) 80Hz 
Weathering depth 20m 
γ1 and γ2 2.0 
Vertical and horizontal grid size (dz,dx) 0.5m 
Source interval/depth 5m/1m 
Receiver interval/depth 5m/1m 
Spread geometry 120 split spread (60-0-60), full roll-on/off 
Near offset 2.5m 
Far offset 297.5m (split spread)/592.5m (off end) 
Table 8.1. Model B: Acquisition parameters for finite-difference modelling. 
 
Using fdom =80Hz, the dominant wavelength (λdom) in the top medium was 12.5m.  The 
vertical depth from the shots to the interface was therefore 1.52 λdom. 
 
Figure 8.1 represents the geological model used for the finite-difference example.  Figure 8.2 
shows an example shot record acquired from the start of the line.  No trace amplitude 
balancing bas been applied.  The wavy nature of the refraction is caused by the sinusoidal V2. 
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Figure 8.1. Model B: Geological model used for finite-difference modelling.  Vertical to 
horizontal scale (V:H)=7.83:1. The legend is velocity (m/s). 
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Figure 8.2. Example off-end shot record acquired 30m from the edge of the model with 
direct and refracted arrivals annotated. 
 
8.4. Amplitude Inversion 
First breaks were picked on all shot records and a window of +/- 3ms was created around the 
first break.  The absolute value of the first negative amplitude was used as input into the 
inversion.  Different minimum offsets were tested (20m, 100m, and 200m).  The maximum 
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offset was limited to 300m to exclude observations at large offsets from off-end shots.  Table 
8.2 details the parameters for the inversion.  
 
Offset 
range (m) 
# 
shots 
# 
rec 
# off N M x1 nits Φ1 Φnits R FPP 
>20m 194 188 222 604 18499 7.85x10
-3
 8 3.52x10
-9
 1.11x10
-10
 0.98444 0.98589 
>100m 194 188 203 585 16046 7.09x10
-3
 7 8.32x10
-10
 5.48x10
-12
 0.99672 0.99809 
>200m 194 188 163 545 9606 5.89x10
-3
 6 6.45x10
-11
 2.797x10
-14
 0.99978 0.99994 
Table 8.2. Model B: Inversion parameters.  N is the sum of the number of shots, 
receivers and offsets.  M is the total number of observations.  x1 is the initial model 
value, nits is the number of iterations for the solution to converge, Φ1 and Φnits are the 
initial and final Φ values.  The correlation coefficient, R, and filter performance 
parameter, FPP, are also shown. 
 
Inversion results for the offset ranges in Table 8.2 are shown in Figure 8.3, Figure 8.4 and 
Figure 8.5 respectively.  Shot amplitudes relating to indices 191-194 (shot locations 980- 
995) are smaller than the rest of the shot amplitudes.  These shots are located within the non-
reflective boundary conditions.  The dampening effect of these boundary conditions has 
caused a reduction in shot amplitude which has been picked up by the inversion.  The relative 
change in IS within this range suggests that differences in shot strength can be more 
significant than amplitude variations caused by changes in the refractor. 
 
A similar result to that obtained for the same model in Chapter 7 can be seen in this case.  
That is, as the minimum offset is increased, IS and IR become more dissimilar.  Although both 
R and FPP are very high for each offset ranges, they both increase as the minimum offset is 
limited.  This suggests that the result obtained using offsets >200m is the most accurate 
mathematically.  Results for each offset range are outlined in more detail in the next sections. 
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Figure 8.3. Model B finite-difference: Inversion solution for offset > 20m.  The vertical 
lines separate the shot, receiver and offset domains from left to right. 
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Figure 8.4. Model B finite-difference:  Inversion solution, offset > 100m. The vertical 
lines separate the shot, receiver and offset domains from left to right. 
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Figure 8.5. Model B finite-difference: Inversion solution, offset > 200m. The vertical 
lines separate the shot, receiver and offset domains from left to right. 
 
8.4.1. Offsets Greater than 20m 
Figure 8.6 (a) shows the inverted shot (IS) and receiver (IR) solutions for offsets > 20m 
plotted against ground location.  This shows a similar result to Chapter 7 where IS and IR are 
almost identical when plotted at the same ground location.  A comparison of the inverted vs 
true shot terms (Figure 8.6b), receiver terms (Figure 8.6c) and product terms (Figure 8.6d) 
plotted on different scales shows that IS and KS are very similar whereas IR and KR differ.  
The inversion has not been able to extract the smaller peaks in KR which are caused by the 
local minimum in the theoretical KR curve (Figure 6.8).  The product of the shot and receiver 
terms (I) is similar to the head-wave coefficient (K) for this offset range.  This is consistent 
with KR varying less than KS for this velocity range. 
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Figure 8.6. Model B, offset > 20m: Comparison of (a) inverted shot and receiver terms (IS – black, IR – red) plotted on the same scale, (b) 
inverted shot and true shot terms (IS - black, KS – red) plotted on different scales, (c),  inverted receiver and true receiver terms (IR – 
black,  KR – red) plotted on different scales, (d) product of inverted shot and receiver terms and true head-wave coefficient (I - black, K 
– red) plotted on different scales.  All curves are plotted against ground location.
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8.4.2. Offsets Greater than 100m 
Figure 8.7 displays the results for offsets > 100m.  Figure 8.7a shows there is more variation 
between IS and IR for this offset range. IS and KS (Figure 8.7b) exhibit similar shapes in this 
offset range, but again, the inverted receiver terms (IR) do not recover the detail in the true KR 
(Figure 8.7c).  Because of this, the product of the inverted shot and receiver terms, I, does not 
resemble K to the same extent that IS resembles KS.  These results suggest that 100m 
minimum offset may not large enough to compensate for the offset effect for these data.   
 
163 
 
 
Figure 8.7. Model B, offset > 100m: Comparison of (a) inverted shot and receiver terms (IS – black, IR – red) plotted on the same scale, 
(b) inverted shot and true shot terms (IS - black, KS – red) plotted on different scales, (c),  inverted receiver and true receiver terms (IR – 
black,  KR – red) plotted on different scales, (d) product of inverted shot and receiver terms and true head-wave coefficient (I - black, K 
– red) plotted on different scales.  All curves are plotted against ground location.  
164 
 
8.4.3. Offsets Greater than 200m 
Figure 8.8 shows the inversion results for offsets >200m.  IR appears to be a mirror image of 
KR.  However, the scale of IR is such that the product I is still reasonably representative of the 
true K. 
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Figure 8.8. Model B, offset > 200m: Comparison of (a) inverted shot and receiver terms (IS – black, IR – red) plotted on the same scale, 
(b) inverted shot and true shot terms (IS - black, KS – red) plotted on different scales, (c),  inverted receiver and true receiver terms (IR – 
black,  KR – red) plotted on different scales, (d) product of inverted shot and receiver terms and true head-wave coefficient (I - black, K 
– red) plotted on different scales.  All curves are plotted against ground location.
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8.5. Discussion 
For offsets >100m and >200m, comparison of IS to KS shows that the peaks and troughs of IS 
do not line up perfectly with those of KS close to the end of the line.  Recall that KS is plotted 
based on velocity profiles vertically above a location.  IS is calculated from ray-paths of non-
normal incidence.  In the middle of the line, where there is equal coverage from forward and 
reverse shots, the peaks and troughs line up at the correct ground location.  This region of 
‘full fold’ depends on the minimum offset limit.  
 
In the case of larger minimum offsets at the end of the line, most of the refraction energy will 
originate from the negative offsets at the start of the line, and conversely from the positive 
offsets at the end of the line.  Because the incidence angle it non-normal, this energy will 
project further towards the ends of the line than in the middle, where there is equal coverage.  
However, this effect was not seen in the previous chapter even though the model is built in 
the same way.  Further investigation is required. 
 
The general result of better separation of IS and IR with increasing offset is consistent with the 
results in the previous chapter.  The minimum offset at which separation occurs is greater 
than the purely theoretical case (200m for finite-difference vs 100m for purely theoretical).  
This implies that the required minimum offset for real data could be large.  In the real data 
case, it is recommended that offset panels be tested. 
 
The result shown in Figure 8.8(c), suggests that other factors may be contributing to the 
shape of IS.  Since the shots and receivers were placed near the free-surface, it is prudent to 
investigate the solution when sources and receivers are placed away from the free-surface.  
For this test, the same model as in Figure 8.1 was used but with a 40m deep weathering layer.  
Now, sources and receivers were placed at a depth of 21m.  This separation of 19m between 
the interface and shots/geophones is the same as for the case where the interface is 20m deep 
and the source and receivers were placed at 1m depth.  Hence, the only difference is the 
proximity to the top of the model. 
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The recovered receiver term (IR) for both geophone depths, plotted for offsets >200m, is 
shown in Figure 8.9.  For this model, placing the sources and receivers near the surface of the 
model has the effect of reducing the overall inverted amplitude.  This is the same for IS.  
Based on this, the proximity to the free-surface does not appear to impact the shape of IR but 
rather the absolute amplitude.  The difference between IR and KR on Figure 8.8(c) may 
therefore be a numerical artefact where bleeding is occurring between parameter groups.  As 
stated earlier, this does not affect the shape of I. 
 
The results obtained in this chapter suggest that calibration to KS may be preferable over 
calibration to K.  As seen in the previous chapter, KR appears to vary little at large offsets 
over the velocity ranges tested.  Calibration to KR is therefore not recommended. 
 
 
Figure 8.9. IR (>200m) calculated with sources and receivers at a depth of 21m (black) 
and 1m (red). 
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8.6. Summary 
This chapter has focussed on inversion of synthetic seismic data acquired via finite-difference 
modelling.  The geological model tested was Model B from Chapter 7.  Although the 
observations used as input for this chapter were picked refraction amplitudes, rather than a 
purely theoretical product of transmission coefficients, the results were generally similar.  
When small offsets are included, inverted shot and receiver terms are incorrectly determined 
as being very similar.  As the minimum offset is increased, IS and IR become more dissimilar.  
At larger offsets, IR did not represent KR as it did in Chapter 7.  Despite this, the product I is 
still broadly representative of K.  As with the previous chapter, calibration to either IS or I is 
preferable over IR.   
 
The results in this chapter can only be considered in a qualitative sense.  A 2D modelling 
package may not accurately represent the true 3D wavefield.  In future studies, it is 
recommended that a true 3D finite-difference modeller, e.g. SOFI3D (Bohlen et al., 2012), be 
investigated. 
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CHAPTER NINE 
CASE STUDY: WIRRINYA, NSW, PART 2 
 
9.1. Introduction 
Chapter 5 provided a preliminary demonstration of the inversion technique with reference to 
the Wirrinya dataset.  The inverted shot terms and receiver terms appeared to be correlated, 
and there was similarity to results obtained via the RCS approach.  This chapter re-examines 
the results based on the theory described in Chapter 6.  The amplitude data supplied by Dr. 
Palmer for Chapter 5 also contains first-break timing information.  These are used here to 
calculate layer velocities.  For the purpose of comparison, velocities have been estimated 
from the provided pick times. 
 
9.2. Estimation of Layer Velocities from First-Break Times 
V1 was estimated for each shot using a weighted average of the forward and reverse 
velocities calculated from the gradient of the direct arrival picks.  The weight was assigned 
based on the number of picks on the forward or reverse branches.  For example, if there were 
6 picks used to estimate V1 on the leading spread (V1+ve) and 4 picks used to estimate V1 on 
the trailing spread (V1-ve), the velocity at that shot point was estimated by: 
 V1 = 0.6V1+ve + 0.4V1-ve      (9.1) 
 
To reduce error, there must be at least 3 picks to generate a velocity. Thus if V1+ve had 2 picks 
but V1-ve had 4 picks, the velocity was estimated to be 100% V1-ve.  A maximum offset range 
was defined to only include the direct arrivals.  Raw V1 calculated for different offset ranges 
is shown in Figure 9.1.  The velocities derived by this method are consistent with those 
shown in Figure 9 of Palmer (2009).   
 
V2 (Figure 9.2) was estimated via conventional reciprocal analysis.  The first breaks were 
offset limited to a minimum of 100m so that only refracted data were included.  Comparison 
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of this curve with the velocity profile shown in Figure 9 of Palmer (2009) again shows very 
good consistency, both in the short and long wavelength characters.  The large spikes in the 
curve are anomalous, caused by a 90
O
 change in line azimuth (Palmer, 2009). 
 
For the analysis to follow, the V1 profile derived using offsets <75 m was used.  Figure 9.3 
shows the velocity ratio calculated from the green curve in Figure 9.1 and Figure 9.2.  The 
velocity ratio predominantly ranges between approximately 0.15 and 0.4.   
 
Figure 9.1. Raw weathering layer velocity, V1, obtained from the gradient of the direct 
arrivals.  Different maximum offset limits are indicated by the different colours. 
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Figure 9.2. Subweathering layer velocity, V2, calculated via reciprocal analysis.  V2 has 
been smoothed using a 21 station running smoother. 
 
Figure 9.3. P-wave velocity ratio (V1P /V2P) calculated from previous two figures. 
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Figure 9.4 shows theoretical the head-wave coefficient (K), and the transmission coefficients 
at the source and receiver ends (KS and KR) calculated using the definitions given by Červený 
and Ravindra (1971).  These were calculated using the velocity ratio shown in Figure 9.3.  
The VP/VS ratio, γ, was assumed to be 2.0 for both layers.  For consistency with Palmer 
(2009), these were calculated using densities ρ1=1900 and ρ2=2500.  Consistent with earlier 
discussion, the overall head-wave coefficient, K, is controlled largely by the shot term (KS) 
with the receiver term showing less variability. 
 
Figure 9.4. Downgoing transmission coefficient at shot end (KS) (black), upgoing 
transmission coefficient at receiver end (KR) (red) and head-wave coefficient (K) (blue) 
plotted against ground location. 
 
9.3. Amplitude Inversion 
As in Chapter 5, the inversion has been split into four sections based on shot point.  The 
following sections detail the inversion parameters and the results for the different shot ranges.  
The results are discussed in Section 9.4.  To avoid inclusion of the direct arrivals, the offsets 
were limited to a minimum of 100m.  The inverted shot and receiver terms, IS and IR, were 
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estimated using different minimum offsets within each shot range.  Each figure plots IS and IR 
at the same ground location. 
 
9.3.1. Shot 1076-1500 
Table 9.1 shows the inversion parameters for the different offset ranges, the results of which 
are shown in Figure 9.5 and Figure 9.6.  
 
Range 
(m) 
# 
shots 
# 
rec 
# 
offsets 
N M nits Φ1 Φnits R FPP 
>100 205 544 220 969 41623 8 2.98x10
7
 4.47x10
6
 0.94032 0.90163 
>200 205 544 200 949 37598 7 1.83x10
6
 1.99x10
5
 0.94409 0.93147 
>400 205 544 160 909 29698 7 2.57x10
5
 1.09x10
5
 0.75680 0.78912 
>600 205 544 120 869 21986 18 1.23x10
5
 75285 0.63818 0.66589 
>800 205 544 80 829 14446 54 76945 39924 0.75426 0.66527 
Table 9.1. Shot 1076-1500: Inversion parameters for different offset ranges.  N is the 
sum of the number of shots, receivers and offsets; M is the total number of 
observations; nits is the number of optimisation iterations;   Φ1 is the initial sum of 
squares of errors and Φnits is the sum of squares of errors after the final iteration.  R is 
the correlation coefficient and FPP is the filter performance parameter. 
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Figure 9.5. Shot range 1076-1500: Inverted shot terms (IS) (black) and inverted receiver 
terms (IR) (red) plotted against ground location for offsets >100m. 
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Figure 9.6.  Shot range 1076-1500: Inverted shot terms (IS) (black) and inverted receiver terms (IR) (red) plotted against ground location 
for different offset ranges.  (a) >200m, (b)>400m, (c) >600m, (d) >800m. 
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9.3.2. Shot 1501-2000 
Table 9.2 shows the inversion parameters, the results of which are shown in Figure 9.7 and 
Figure 9.8. 
 
Range 
(m) 
# 
shots 
# 
rec 
# 
offsets 
N M nits Φ1 Φnits R FPP 
>100 361 738 220 1319 79420 10 5.26x10
7
 4.48x10
6
 0.95646 0.92869 
>200 361 738 200 1299 72200 10 6.02x10
6
 6.72x10
5
 0.94312 0.92238 
>400 361 738 160 1259 57760 17 8.82x10
5
 2.68x10
5
 0.83762 0.82946 
>600 361 738 120 1219 43320 34 2.71x10
5
 1.23x10
5
 0.74968 0.76703 
>800 361 738 80 1179 28880 18 1.58x10
5
 70617 0.75039 0.73344 
Table 9.2. Shot 1501-2000: Inversion parameters for different offset ranges.  N is the 
sum of the number of shots, receivers and offsets; M is the total number of 
observations; nits is the number of optimisation iterations;   Φ1 is the initial sum of 
squares of errors and Φnits is the sum of squares of errors after the final iteration.  R is 
the correlation coefficient and FPP is the filter performance parameter. 
 
Figure 9.7. Shot 1501-2000: Inverted shot terms (IS) (black) and inverted receiver terms 
(IR) (red) plotted against ground location for offsets >100m. 
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Figure 9.8. Shot range 1501-2000: Inverted shot terms (IS) (black) and inverted receiver terms (IR) (red) plotted against ground location 
for different offset ranges.  (a) >200m, (b)>400m, (c) >600m, (d) >800m. 
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9.3.3. Shot 2001-2400 
Table 9.3 shows the inversion parameters, the results of which are shown in Figure 9.9 and 
Figure 9.10. 
 
Range 
(m) 
# 
shots 
# 
rec 
# 
offsets 
N M nits Φ1 Φnits R FPP 
>100 385 639 220 1244 84700 8 7.09x10
7
 8.10x10
6
 0.94088 0.90683 
>200 385 639 200 1224 77000 7 7.04x10
6
 8.51x10
5
 0.93787 0.92647 
>400 385 639 160 1184 61600 8 1.14x10
6
 2.25x10
5
 0.89566 0.90687 
>600 385 639 120 1124 46200 6 2.94x10
7
 90743 0.83144 0.88179 
>800 385 639 80 1104 30800 8 1.15x10
5
 53886 0.72848 0.82091 
Table 9.3. Shot 2001-2400: Inversion parameters for different offset ranges.  N is the 
sum of the number of shots, receivers and offsets; M is the total number of 
observations; nits is the number of optimisation iterations;   Φ1 is the initial sum of 
squares of errors and Φnits is the sum of squares of errors after the final iteration.  R is 
the correlation coefficient and FPP is the filter performance parameter. 
 
Figure 9.9. Shot 2001-2400: Inverted shot terms (IS) (black) and inverted receiver terms 
(IR) (red) plotted against ground location for offsets >100m. 
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Figure 9.10. Shot range 2001-2400: Inverted shot terms (IS) (black) and inverted receiver terms (IR) (red) plotted against ground 
location for different offset ranges.  (a) >200m, (b)>400m, (c) >600m, (d) >800m. 
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9.3.4. Shot 2401-2772 
Table 9.4 shows the inversion parameters, the results of which are shown in Figure 9.11 and 
Figure 9.12. 
 
Range 
(m) 
# 
shots 
# 
rec 
# 
offsets 
N M nits Φ1 Φnits R FPP 
>100 362 492 220 1074 72632 7 2.66x10
7
 3.03x10
6
 0.94020 0.90563 
>200 362 492 200 1054 65547 18 3.34x10
6
 4.95x10
5
 0.92363 0.89926 
>400 362 492 160 1014 51677 10 6.55x10
5
 1.28x10
5
 0.90062 0.87517 
>600 362 492 120 974 38189 10 3.39x10
5
 47372 0.92934 0.89859 
>800 362 492 80 934 25099 15 84027 21214 0.86946 0.83936 
Table 9.4. Shot 2401-2772.  Inversion parameters for different offset ranges.  N is the 
sum of the number of shots, receivers and offsets; M is the total number of 
observations; nits is the number of optimisation iterations;   Φ1 is the initial sum of 
squares of errors and Φnits is the sum of squares of errors after the final iteration.  R is 
the correlation coefficient and FPP is the filter performance parameter. 
 
Figure 9.11. Shot range 2401-2772:  Inverted shot terms (IS) (black) and inverted 
receiver terms (IR) (red) plotted against ground location for offsets >100m.
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Figure 9.12. Shot range 2401-2772.  Inverted shot terms (IS) (black) and inverted receiver terms (IR) (red) plotted against ground 
location for different offset ranges.  (a) >200m, (b)>400m, (c) >600m, (d) >800m. 
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9.4. Discussion 
With the exception of shots 1501-2000, the IS and IR profiles are generally similar across all 
offset ranges.   As discussed in Chapter 7, one potential cause for this is that the minimum 
offset was not large enough to successfully separate the respective source and receiver terms, 
IS and IR.  In Section 7.5, it was demonstrated that the inversion cannot separate effects of 
source or receiver coupling from the effects of variations in head-wave coefficients. 
 
An estimate of amplitude factors related to the source and receiver can be obtained by 
analysing the raw first-break amplitude observations prior to inversion.  This involved sorting 
the observations into shot or receiver locations and calculating the average amplitude at each 
location. Two examples are shown here.  
 
Figure 9.13 shows the mean shot and receiver amplitudes plotted at the same ground location 
for shot range 2001-2400, offsets >200m.  Figure 9.14 shows the mean amplitudes for shot 
range 1501-2000, offsets > 600m.  These two examples are chosen because the inverted shot 
and receiver terms were similar for shots 2001-2400, offset >200m (Figure 9.10a) but were 
different for shots 1501-2000, offset > 600m (Figure 9.8c).   
 
In both cases, the characters of the mean amplitude curves are very similar when sorted by 
either shot or receiver.  This suggests that the amplitude is highly dependent on surface 
location.  In Chapter 7, it was concluded (for synthetic data) that the inversion could separate 
the amplitude dependence at the shot from that at the receiver.  However, the inversion could 
not separate amplitude variations caused by variations in shot/receiver coupling from those 
caused by changing velocity contrasts.   
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Figure 9.13. Shot range 2001-2400, offset > 200m: Mean amplitude of shots (black) and 
receivers (red). 
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Figure 9.14. Shot range 1501-2000, offset > 600m: Mean amplitude of shots (black) and 
receivers (red). 
 
It has been assumed that the coupling effects are short-wavelength (i.e. vary on a station-by-
station basis) and that the velocity effects are longer-wavelength (i.e. vary over larger lateral 
distances).  Based on this assumption, a running smoother has been applied to the inverted 
solutions prior to calibration to mitigate the short-wavelength effects.  Results are shown 
below.  It is recognised that these effects are not completely eliminated.  It is recommended 
that separation of amplitude differences caused by coupling from those due to velocity 
contrasts be a focus of future research.  To enable continuation from Chapter 5, the following 
discussion focusses on offsets > 100m. 
 
9.5. Composite Inversion Profile 
Because the inversion was split up into 4 separate regions, the separate results were joined to 
create a composite curve.  The composite curve was built by ‘stitching’ the 4 separate curves 
together.  Figure 9.15 demonstrates the stitching of the separate IR curves (for offsets >100m) 
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from different shot ranges.  There is good consistency where receivers overlap from different 
shot ranges.  The following receiver ranges were then used to create the composite curve 
 1076-1504, 
 1505-2004, 
 2005-2403, 
 2404-2772. 
This process was performed for both the shot and receiver terms, IS and IR.  The product of 
the shot and receiver terms, I, was generated from the product of the composite IS and IR 
curves.  This product is shown in Figure 9.16.  Also plotted is the K curve as obtained from 
the first-break analysis (Figure 9.4).  For conciseness, in the following, we will use the term 
‘first-break head-wave coefficient’ to describe the coefficients constructed in this way.  
Clearly, there is a scale difference.  This illustrates the need for calibration of the inversion 
result. 
 
 
Figure 9.15. Composite receiver term, IR, built from shot ranges 1976-1500(black), 
1501-2000 (red), 2001-2400 (green), 2401-2772 (blue) (offsets>100m) 
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9.6. Calibration of Inversion Solution 
As noted above, calibration has been performed on smoothed results.  Both the inverted 
solution, I, and the first-break head-wave coefficient, K, have been smoothed over 21 
receiver stations using a moving average.  Because of the fold change along the line, all 
curves have been interpolated prior to smoothing.  This creates a consistent smoothing length. 
 
9.6.1. Calibration of Inversion Solution Using Product of Inverted Shot and Receivers 
The curves in Figure 9.16 are difficult to compare, partly because of the scale difference.  It is 
therefore difficult to determine what points to use for calibration.  However, at the end of the 
line (ground location >~2600), relative similarities between I and K can be identified.  The 
points used for calibration are given in Table 9.5.   
 
Figure 9.16. Product of inverted shot and receiver terms, I, (black) vs head-wave 
coefficient, K (red) derived from first-break velocities.  
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Ground Location I K 
2595 0.913863 1.44734 
2621 1.4862 6.30529 
Table 9.5. Values of the product of the inverted source and receiver terms (I) and head-
wave coefficient (K) derived from first-break velocities, for two ground locations.  
 
The values in Table 9.5 were substituted into Equation 7.5, which produced: 
 α = 0.1178145 
 β = 0.7433453 
 
Every value of I has been calibrated using these values of α and β.  The result is compared to 
the first-break K curve in Figure 9.17.  The match between these curves appears questionable 
for most of the line, apart from the region in which points were used to calibrate (ground 
location >2500). 
 
An alternative estimate of the weathering layer velocity (V1P) has been obtained by assuming 
that the inverted result (black curve) on Figure 9.17 represents the true K.  Each point was 
converted to V1 using Figure 6.5.  It was assumed that the VP/VS ratio was 2.0 (i.e. the red 
curve in Figure B.5).   V1P derived from this method is shown in Figure 9.18 (black curve).  
The red curve shows V1P measured from first-breaks.  Apart from ground locations < 2500, 
there is little correlation between the two curves.  The next section discusses results obtained 
from calibration of the inverted shot terms. 
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Figure 9.17. Inverted calibrated product of shot and receiver terms (I calibrated) 
(black) calibrated to head-wave coefficient, K (red) derived from first-break analysis. 
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Figure 9.18. Weathering layer P-wave velocity, V1P, derived from inversion of refraction 
amplitudes calibrated using the product of shot and receiver terms (black) compared to 
velocities from first-breaks (red). 
 
9.6.2. Calibration of Inversion Solution Using Shot Terms 
As discussed in Chapter 7, because the transmission coefficient at the source end (KS) is a 
monotonic function which varies over the whole range of velocity ratios, it is possible to 
calibrate the inverted shot terms (IS) to the true KS.  Figure 9.19 shows IS and KS plotted 
against ground location.  As with calibration of the product, I, to K, there is a scale difference 
between the inverted and measured shot transmission terms. 
 
The same two points as in the previous section were used to calibrate.  The values are shown 
in Table 9.6.   
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Ground Location IS KS 
2595 1.11814 0.464244 
2621 2.61746 0.787887 
Table 9.6. Values for calibration of inverted shot term (IS) to shot term (KS) estimated 
from first-break velocities. 
 
The values in Table 9.6 were substituted into Equation 7.5 (modified such that KS replaces K 
and IS replaces I), which produced: 
α = 0.2158599 
β = 0.2228825 
Every value of IS was then calibrated using these values of α and β.  The calibrated result is 
compared to the first-break KS curve in Figure 9.20.  V1P (Figure 9.21) was then estimated 
using Figure 6.7.  For comparison, the black curve from Figure 9.18 has been reproduced as 
the green curve on Figure 9.21.  Comparison between V1P estimated from IS (black) to V1P 
estimated from I (green) shows that the velocity profiles are very similar.  However, as with 
the case where I was calibrated to K, there is little correlation between these inverted 
calibrated curves and the V1P profile derived from first-break times.   
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Figure 9.19. Inverted shot terms, IS, (black) and transmission coefficient at source end, 
KS (red), estimated using first-break velocities. 
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Figure 9.20. Inverted calibrated shot term (IS calibrated) (black) calibrated to 
transmission coefficient at source end, KS (red) using IS and KS values at indices 2595 
and 2621.   
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Figure 9.21. Weathering layer P-wave velocity, V1P, derived from inversion of refraction 
amplitudes calibrated using the shot terms (black) compared with those from direct 
arrivals (red).  For comparison, V1P derived from inversion of refraction amplitudes 
calibrated using the product of shot and receiver terms, I (green). 
 
9.7. Summary 
Comparison between the inverted shot (IS) and receiver (IR) terms from this case-study for 
different offset ranges showed that, for all but 2 offset ranges within shot 1501-2000, the IS 
and IR curves were very similar in nature.  A measurement of the raw amplitudes at given 
shot and receiver locations was estimated by sorting the raw first-break amplitudes into shot 
and receiver domains and calculating the average amplitude.  These average shot and receiver 
amplitudes were essentially identical.  This simpler ‘sorting’ approach essentially yields the 
same result as the inversion.  That is, if either shot or receiver is high in certain locations, 
refraction amplitudes are high and vice-versa.  These observations are explored further in the 
next chapter for a different case study. 
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A comparison of velocities derived via inversion of refraction amplitudes to those measured 
from first-breaks shows limited areas of similarity.  The velocity results obtained are 
therefore considered inconclusive.  The results have been interpreted on the basis of a simple 
IS and IR representative of KS and KR.  For these data, it appears to be the case that other 
factors could have a larger effect.  While short-wavelength effects have been mitigated with 
the use of a running smoother of the inversion results, the velocity profiles obtained from the 
inversion are inconclusive.   
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CHAPTER TEN 
CASE STUDY: VIBROSEIS SURVEY – SURAT BASIN 
 
10.1. Introduction 
This 2D Vibroseis survey was acquired by Velseis Pty Ltd in November 2013.  It was 
designed to image an approximately 9.5km long section of the near-surface with Vibroseis as 
the main energy source.  In order to improve near-surface velocity control, hammer shots 
were also recorded every 10 stations.  These were designed to sample the direct arrivals, from 
which the weathering layer velocity, V1, could be estimated directly.   
 
In production processing of the Vibroseis data, the first-breaks were picked on every second 
shot record due to the high fold.  The first-breaks were picked on the first positive event of 
the zero-phase wavelet.  The amplitudes of the event picked in production processing were 
used as input to the inversion.  For the hammer data, the first-break amplitude used was the 
first negative event of the minimum-phase wavelet.  Table 10.1 outlines the recording 
parameters for this survey. 
 
Recording system Sercel 428 
Line length 8.612km 
Source 1 IVI Envirovibe/hammer 
Shotpoint interval 4m/40m 
Source geometry On the spot, VP between stations 
Sweep type 1x12s linear 15-220Hz 
First / Last shotpoint 100/2254 
Geophone RTC 28Hz single phones 
Receiver array Single phone on station 
Receiver interval 4m 
Spread 400 channel split spread (200-0-200) 
Near trace 2m 
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Far trace 798m 
Nominal fold 200/20 
Data format SEG-D  
Sample interval 0.5ms 
Record length 2.5s 
Table 10.1. Recording parameters for 2D Vibroseis survey. 
 
10.2. Estimation of Velocities from Travel Times 
The weathering layer velocity, V1P, was estimated from the direct arrivals measured from the 
hammer data using Equation 9.1.  The subweathering velocity, V2P, was estimated via 
reciprocal analysis of the first-breaks picked from the Vibroseis data.   
 
Figure 10.1 shows a representative hammer shot record from an area where the data quality 
was good.  The direct arrivals, shown in red, were picked on the first negative amplitude after 
the true first-break.  For comparison, Figure 10.2 shows a Vibroseis shot record from the 
same location.  Direct velocities of approximately 620-650m/s can be estimated from Figure 
10.2.   
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Figure 10.1. Representative hammer shot record (shot location 140.5) with direct 
arrivals picked in red. 
 
 
Figure 10.2. Representative Vibroseis shot record (shot location 140.5).  The velocities of 
the direct arrivals, as picked in ProMAX, are shown in red.  The measured velocity on 
the negative and positive offsets is 622m/s and 656m/s respectively. 
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Figure 10.3 shows the weathering and subweathering layer velocities, V1 and V2, estimated 
from direct arrivals and reciprocal analysis of first-breaks.  The blue crosses are the raw V1 
estimated from hammer data.  Note that there are some areas where V1 was not able to be 
estimated.  Both the black and red curves in Figure 10.3 have been smoothed over a distance 
of 200m.  In areas where no velocity data exists, the velocities are linearly interpolated prior 
to smoothing.  V1 is approximately 500m/s whereas V2 ranges from 2500m/s to 3000m/s.   
 
Figure 10.3. Raw (blue crosses) and interpolated (black) weathering layer velocity and 
subweathering (red) velocities.  Both the black and red curves have been smoothed over 
200m. 
 
From these smoothed velocities, the velocity ratio (Figure 10.4), the transmission coefficients 
at the shot and receiver ends KS, KR and the head-wave coefficient, K, were calculated using 
definitions provided by Červený and Ravindra (1971) (Figure 10.5).  To calculate the 
coefficients, values of γ1=3.0 and γ2=2.0 were assumed.  A density ratio of 0.77 was used 
(ρ1=2000km/m
3, ρ2=2600kg/m
3).  The choice of γ1 is not critical in this case because of the 
low velocity ratios.  Over the velocity ranges observed in this case-study (~0.1 – 0.25), K 
does not vary largely with different γ1 (see Figure B.5). 
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As seen in previous chapters, the KR term provides more bulk amplification to the overall 
head-wave coefficient, but the KS term provides more relative variations. 
 
Figure 10.4. P-wave velocity ratio plotted against ground location. 
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Figure 10.5. Downgoing transmission coefficient at source end, KS (black), upgoing 
transmission coefficient at receiver end, KR, (red) and head-wave coefficient, K (blue), 
calculated using the definitions provided by Červený and Ravindra (1971). 
 
For comparison to the velocity profiles obtained via reciprocal analysis, refraction travel-time 
tomography was performed using first-break picks from production processing (Figure 10.6).  
The tomographic solution suggests that, at station 400 (approximately 1200m from the start 
of the line), the weathering layer becomes shallower or the subweathering velocity increases.  
A combination of both is likely.   
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Figure 10.6. Refraction travel-time tomography solution.  The black line is the surface 
and the vertical scale is elevation (AHD). 
 
10.3. Amplitude Inversion 
This dataset contains a total of 2133 shots, each shot into 400 live receivers with 400 unique 
offsets per shot.  In total, there are 813372 traces in this dataset.  As with the previous case-
study, the inversions were broken up into different offset ranges, and the different offsets 
were analysed separately. 
 
Table 10.2 shows the inversion parameters for the offset ranges 100-200m up to 500-600m.  
Beyond 600m, the problem becomes underdetermined.  The inversion for offset ranges 100-
200m took significantly longer than for the rest of the offset ranges.   In this case, the 
difference between Φ3 and Φ24 is on the order of 10%.  For reference, Φ1=~48Φ3.  For this 
example, optimisation continued but with diminishing returns.  The termination criteria for all 
offset ranges were identical.  In the 100-200m offset range case, these criteria may have been 
overly tight. 
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Offset 
range (m) 
# 
shots 
# rec # 
offsets 
N M nits Φ1 Φnits R FPP 
100-200 1058 2156 52 3266 51350 24 2.229x10
21
 4.213x10
19
 0.99060 0.98345 
200-300 1057 2156 52 3265 47205 7 1.605x10
19
 2.185x10
18
 0.92947 0.94403 
300-400 1021 2156 52 3229 34714 7 2.889x10
18
 3.964x10
17
 0.92906 0.94785 
400-500 886 2133 52 3071 26222 11 5.576x10
17
 9.987x10
16
 0.90711 0.94413 
500-600 729 1997 52 2778 19864 8 1.538x10
17
 3.813x10
16
 0.86747 0.93059 
Table 10.2. Inversion parameters for different offset ranges. N is the sum of the number 
of shots, receivers and offsets; M is the number of observations; nits is the number of 
iterations for the inversion to terminate; Φ1 and Φnits are the initial and final objective 
functions; the correlation coefficient, R, and filter performance parameter, FPP, are 
also shown. 
 
Figure 10.7 and Figure 10.8 show the inverted shot and receiver terms, IS and IR, plotted 
against ground location for the different offset ranges.  With the exception of the 100-200m 
offset range, IS and IR appear to be very similar.  This is the opposite trend seen in the 
synthetic examples in Chapter 7 where separation between IS and IR occurs at larger offsets. 
For offsets greater than 200m, the inverted shot and receiver terms appear to be very similar.  
For the 100-200m case, IS and IR appear to have been separated.   However, this result 
appears to be a consequence of non-uniqueness between parameter groups.  The effect of this 
can be seen around station 2000 where IS drops almost to zero, and IR rapidly increases.  This 
solution may not be meaningful. 
 
Figure 10.9 shows the product of IS and IR (I) plotted for different offset ranges.  There are 
similarities between the three curves.  
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Figure 10.7. Inverted shot term, IS, (black) vs inverted receiver term, IR, (red) plotted against ground location for offset ranges (a) 100-
200m, (b) 200-300m, (c) 300-400m (d) 400-500m. 
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Figure 10.8. Inverted shot term, IS, (black) vs inverted receiver term, IR, (red) plotted 
against ground location for offset range 500-600m. 
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Figure 10.9. Product of inverted shot and receiver terms, I, plotted against ground 
location for offset ranges 100-200m (black), 200-300m (red) and 300-400m (green). 
 
Using the realistic velocity model in Chapter 7 (Model B), similarities between IS and IR were 
indicative of the influence of the glide term, L, at near offsets.  However, as with the previous 
case study (Chapter 9), IS and IR are again similar up to the maximum offset range.  In that 
case, it was hypothesised that the inversion could not separate KS and KR from shot and 
receiver coupling effects.  It is likely that is also the case here. 
 
To test this hypothesis, the observations were sorted into shot and receiver locations and the 
average amplitude was calculated.  Figure 10.10 shows this average calculated in the shot 
domain compared to the inverted shot terms, IS.  Figure 10.11 shows the average calculated in 
the receiver domain compared to the inverted receiver terms, IR.  Both raw amplitudes and IS 
and IR have been calculated for offsets > 400m.  These are plotted on different scales so that 
the relative curve shapes can be compared.  In both cases, the raw amplitudes are very similar 
to the respective inverted amplitude terms.   This suggests that the inversion is producing 
correct relative amplitudes at shot and receiver locations.  For the discussion to follow, it is 
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assumed that the low-frequency trends of IS and IR are more indicative of KS and KR.  The 
high-frequency trends are removed using a running smoother over the inversion solutions. 
 
 
Figure 10.10. Mean receiver amplitudes at shot location (black) vs inverted shot term, IS 
(red) for offset > 400m.  Note the different vertical scales. 
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Figure 10.11. Mean shot amplitude at receiver (black) vs inverted receiver term, IR (red) 
for offset > 400m.  Note the different vertical scales. 
 
The results shown in Figure 10.7 and Figure 10.8 show consistency over a large offset ranges 
(i.e. >200m).  For the analysis to follow, offsets >400m are used.  This reduces the number of 
observations, M, without significantly reducing the number of model parameters, N.  Hence 
optimisation speed is significantly improved without potentially adversely affecting the 
results.   
 
10.3.1. Inversion - Offsets Greater than 400m 
The total number of observations, M, in this offset limited case was 44741.  The total number 
of model parameters, N, was 3153.  This was made up of 899 shots, 2134 receivers and 120 
offsets.   
 
 
208 
 
Figure 10.12 shows the inversion result for offsets greater than 400m.  This result was 
obtained after 7 iterations, with Φ being reduced from 7.22x1017 to 1.67x1017.  This equates 
to a FPP of 0.923 and R of 0.877.  The vertical lines separate the shot, receiver and offset 
domains.  Note the small contribution of the offset terms caused by the large minimum offset 
limit. 
 
Figure 10.13 shows the inverted shot and receiver terms (IS and IR) from Figure 10.12 
indexed by ground location.  The result here is consistent with those shown in Figure 10.7 
and Figure 10.8 for this case study, and also for the previous case study where the shot and 
receiver terms mimic each other.   
 
As discussed in Chapter 7, the inversion results are not correct in an absolute sense.  They 
must therefore be calibrated so that an estimate of the head-wave coefficient, K, can be 
obtained.  Calibration to K was performed on the inverted shot terms, IS, and the product of 
the inverted shot and receiver terms, I.  Calibration was also performed directly to velocity 
ratio, V1P/V2P.   
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Figure 10.12. Inversion result for offsets greater than 400m.  The dotted vertical lines 
separate the shot, receiver and offset domains from left to right. 
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Figure 10.13. Inverted shot terms, IS (black) and inverted receiver terms, IR (red) for 
offsets > 400m. 
 
10.3.1.1. Calibration of Inversion Result – Shot Terms 
The black curve in Figure 10.13 was smoothed using a 200m wide running average prior to 
calibration.  This is done to exclude random noise, and also to emphasise longer wavelength 
variations, assumed to be more related the head-wave coefficient effects.  The points shown 
in Table 10.3 were measured from this smoothed IS curve.  These two points were used 
because they represented regions of high and low values of IS and KS. 
 
Calibration point IS KS 
1048 62.055 0.403484 
2013 225.837 0.63041 
Table 10.3. Points used for calibration of inverted shot terms, IS, to measured 
transmission coefficient at shot end, KS. 
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Using these points, the following values were obtained using a modified version of Equation 
7.5: 
 α = 1.38553x10-3 
 β = 0.317505 
A comparison of this calibration result with the first-break shot transmission coefficient, KS, 
(derived from first-break times) is shown in Figure 10.14.   
 
Figure 10.14. Calibrated inverted transmission coefficient at source end (IS calibrated – 
black) calibrated to the first-break transmission coefficient at source end (KS - red) 
using values at ground locations 1048 and 2013.  Both curves have been smoothed over 
200m. 
 
10.3.1.2. Calibration of Inversion Result – Product of Shot and Receiver Terms 
The product of the inverted shot and receiver terms, I, was calibrated to K using the same 
points as for IS.  The values of I, K and the velocity ratio at these points is shown in Table 
10.4.  I was calculated by taking the product of IS and IR at each ground location.  This is then 
smoothed using a 200m wide running average smoother.  
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Calibration point I K Velocity ratio 
1048 4244.83 0.798792 0.1434 
2013 45204.8 1.12079 0.2000 
Table 10.4. Points used for calibration of product of inverted shot and receiver terms, I, 
to measured head-wave coefficient, K.  The velocity ratio at these points is also shown. 
 
Using Equation 7.5, the following values of α and β were calculated: 
 α  = 7.86109x10-6 
 β = 0.76543 
 
A comparison of this calibration result with the first-break head-wave coefficient, K, is 
shown in Figure 10.15.  Overall, the correlation is reasonable, particularly in terms of the 
long-wavelength component. 
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Figure 10.15. Calibrated inverted product of inverted shot and receiver terms, I (black) 
and first-break head-wave coefficient, K (red), plotted against ground location.  I was 
calibrated using values at ground locations 1048 and 2013.  Both curves have been 
smoothed over 200m. 
 
10.3.1.3. Calibration of Inversion Result - Direct to Velocity Ratio 
Based on the assumptions outlined in Chapter 7, the product term (I) was calibrated directly 
to the velocity ratio at the same points shown in Table 10.4.  Using a modified version of 
Equation 7.5, α and β were calculated as: 
 α  = 1.611329x10-6 
 β = 0.12716 
Figure 10.16 shows the velocity ratio (V1P/V2P) calculated by direct calibration of I.  Firstly 
note that the shape of the recovered velocity ratio curve (black in Figure 10.16) is very 
similar to the recovered product term (black in Figure 10.15).  This is because over the range 
of velocity ratios measured in this case-study (~0.1 – 0.25), the relationship between the two 
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are close to linear (see Figure B.5).  Again, there is reasonable long-wavelength correlation 
with the velocity ratio estimated using first-break data. 
    
Figure 10.16. Velocity ratio:  Product of inverted shot and receiver terms, I, calibrated 
directly to velocity ratio (black) vs measured (red).  Both curves have been smoothed 
over 200m. 
 
Weathering-layer velocity (V1) profiles were derived from the three approaches (IS calibrated 
to KS, I calibrated to K, I calibrated to V1P/V2P).  The same method as used in the previous 
case study (Chapter 9) was used here to convert inverted terms to velocity profiles.  These are 
shown in Figure 10.17 along with the non-interpolated V1 profile derived from the hammer 
survey.  In general, there is more detail on the inverted velocity solutions than there is for the 
hammer survey. 
 
The profiles derived from calibration of I to K and I to velocity ratio are very similar.  The 
peaks and troughs of these profiles also correlate well with V1 derived from calibration of IS 
to KS.  Note, however, that V1 derived from calibration of IS does not cover the beginning of 
the line 
215 
 
The large velocity spike near station ~1600 does not correlate with an increase in velocity.  
When compared to the tomographic solution (Figure 10.18), it roughly corresponds to a 
reduction in the depth to the base of weathering.  There is also reasonable consistency with 
this observation between stations 400-800.  This suggests that changes in the weathering 
depth may also affect the refraction amplitudes.  Due to spherical divergence, it is logical to 
assume that energy from a shallow refractor will be greater than that measured from a deeper 
refractor.  The amplitudes have not been normalised to account for this.   The spike at station 
2000 does not support this hypothesis however.  Further analysis is required in order to 
definitively comment on the causes of these anomalies.   
 
 
Figure 10.17. Weathering layer velocity, V1 derived from inverted shot terms, IS (black), 
product of inverted shot and receiver terms, I (red), and I calibrated directly to velocity 
ratio (green).  The V1 profile obtained from the hammer survey is shown in blue. 
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Figure 10.18. Travel-time tomographic solution (top) vs amplitude inversion solution 
(bottom).  The vertical lines indicate the start and end of the line. 
 
10.4. Common Mid-Point Stacks 
Simple CMP stacks were constructed using the different V1 profiles in Figure 10.17.  The 
velocities were applied in the refraction statics calculation process.  Each stack was generated 
using the same processing sequence: 
 Geometry assignment 
 Pick first-breaks 
 Calculate and apply refraction statics (different V1 specified) 
 Linear noise removal (fan filter) 
 NMO correction 
 CMP stack 
 Bandpass filter 
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Identical parameters for the fan filter, NMO velocities and bandpass filter were used in each 
case.  The only difference between the processing sequences was the different V1 profiles in 
the refraction statics calculation processing step. 
 
Stacks were generated using constant V1=500m/s (Figure 10.19), V1 obtained from the 
hammer survey (Figure 10.20), V1 obtained from calibration of IS to KS (Figure 10.21) and 
V1 obtained from calibration of I to K (Figure 10.21).  There are subtle differences between 
the hammer stack and the 500m/s stack.  The differences between the sections are very 
subtle.   The major differences between these sections are variations in structures.  For 
example, the anticlinal structure on the hammer stack (Figure 10.20) between CMP locations 
1370 and 1565 is flatter compared to both inversion cases where V1 was obtained from the 
shot terms (Figure 10.21) or the product of the shot and receiver terms (Figure 10.22).  With 
reference to Figure 10.17, this is caused by the difference in velocity between the hammer 
profile (~450m/s) and the inverted profiles (~600-700m/s) (CMP locations 1370 and 1565 
relate to ground locations 685 and 782.5 respectively).  
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Figure 10.19. CMP stack.  V1=500m/s. 
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Figure 10.20. CMP stack.  V1 was obtained from the hammer survey. 
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Figure 10.21. CMP stack using V1 obtained from inversion of refraction amplitudes.  Inverted shot terms, IS, were calibrated to 
transmission coefficient at shot end, KS. 
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Figure 10.22. CMP stack using V1 obtained from inversion of refraction amplitudes.  The product of the inverted shot and receiver 
terms, I, was calibrated to the measured head-wave coefficient, K.
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10.5. Summary 
The inverted shot term profile and receiver term profile tend to mimic each other, irrespective 
of the offset range used.  This was also seen in the previous Vibroseis case study.  It has been 
assumed that the short-wavelength variations in the inverted shot and receiver terms are more 
indicative of variations in shot strength and receiver coupling effects.  For a controlled-source 
like Vibroseis, it is assumed that variations in shot strength between different shot locations 
are minimal.  These variations have been removed using a running smoother over the 
inverted shot and receiver terms.  It is therefore implicitly assumed that the underlying long-
wavelength structure is more likely to be indicative of velocity contrasts between the 
weathering layer and the refractor. 
 
Weathering velocity (V1) profiles have been obtained from 
 calibration of inverted shot terms (IS) to the measured transmission coefficient at the 
source end (KS), 
 calibration of the product of inverted shot and receiver terms (I) to the measured head-
wave coefficient (K), 
 calibration of the product of inverted shot and receiver terms (I) directly to the 
velocity ratio (V1P/V2P). 
 
The V1 profiles derived in this chapter correlate reasonably well, particularly at longer 
wavelengths, with that derived from a control analysis of direct arrivals from hammer data.  
These velocities have been used to derive a refraction statics solution which was then applied 
to the data.  While no conclusion is drawn as to which velocity profile produced the best 
stack, this chapter has demonstrated the real-data workflow required to derive, and use, V1 
from refraction amplitudes. 
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CHAPTER ELEVEN 
CASE STUDY: DYNAMITE SURVEY- BOWEN BASIN 
 
11.1. Introduction 
This chapter studies data recorded using dynamite as a source.  This survey was recorded in 
the Bowen Basin in central Queensland, Australia.  The main focus of this chapter is to 
analyse the results where large variations in shot strength are present. Although the charge 
size for each shot is identical in this case, the type of rock that the charge sits in (varying 
degrees of weathered vs unweathered) will have an influence on the ‘strength’ of the shot, as 
recorded at the surface. 
 
In a dynamite survey the energy is ideally injected below the base of weathering, with the 
depth to the base of weathering determined from a separate refraction survey.  Current 
practice is driven more by economics, hence the shot depth is typically determined from a 
visual inspection of the rocks extracted during drilling.  If there is a character change, or a 
slowing in drilling rate, the depth is increased by 2-4m to ensure that the shot is below the 
base of weathering.  However, this change in character is not necessarily representative of a 
change in velocity.  Therefore, it is not uncommon for shots to be located above the base of 
weathering, as defined by velocity changes.  In some cases, a constant shot depth is 
prescribed, based on infield tests or prior experience. 
 
For the survey of interest, the majority of shots appear to have been located just above the 
base of weathering.  The assumption has been made that the refracted energy recorded at the 
surface has undergone transmission at both the source and receiver end.  That is, the head-
wave coefficient is assumed to be representative of a product of KS and KR.  If the shots were 
located below the base of weathering, the estimated head-wave coefficient would be 
influenced only by KR.  The first-breaks picked as part of production processing were used 
for the analysis to follow.  All velocities have been calculated as part of production 
processing.  Table 11.1 details the recording parameters for this survey. 
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Year 2010 
Source Dynamite 
Geophone layout 6 over 5m, centred on peg 
Geophone type Sensor SM-7, 30Hz, 375 Ohm 
Group interval 5m 
Source interval 20m 
Near offset 2.5m 
Far offset 497.5m 
Record length 1.6s 
Sample rate 1ms 
Number of channels/spread geometry 200 live (100-0-100 split spread) 
Charge size 800g 
Charge depth Variable 
Table 11.1. Recording parameters for dynamite survey. 
 
11.2. Estimation of Velocities from First-Break Times 
Weathering layer velocities (V1) were estimated from first-breaks of the uphole channel, and 
the sub-weathering velocities (V2) were calculated from reciprocal analysis conducted as part 
of the production processing sequence.  Figure 11.1 shows V1 and V2 plotted against ground 
location.  V1 appears noisy, typical for the raw V1 obtained from upholes.  
 
Based on these empirically determined velocities, the velocity ratio (Figure 11.2) and the 
transmission coefficients, KS, KR and the head-wave coefficient, K, (Figure 11.3) were 
estimated using the definitions of Červený and Ravindra (1971).  The coefficients were 
calculated assuming densities in layers 1 and 2 of ρ1=2000kg/m
3, ρ2=2600kg/m
3
.  VP/VS 
ratios in layers 1 and 2 of γ1=3.0, γ2=2.0 were used to calculate the coefficients.  Consistent 
with theory and previous case studies, KR provides more bulk amplification, whereas KS 
varies more over the velocity range shown in Figure 11.2.  The shape of the head-wave 
coefficient curve, K, is therefore similar to the KS curve. 
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Figure 11.1. Weathering layer velocity, V1P, and subweathering layer velocity, V2P, 
calculated from first-breaks of uphole channel and refracted arrivals, respectively. 
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Figure 11.2. P-wave velocity ratio. Raw (black) and smoothed using a 15 point running-
average smoother (red). 
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Figure 11.3. ‘First-break’ transmission coefficients at source end, KS (black), 
transmission coefficient at receiver end, KR (red), and head-wave coefficient, K (blue), 
using definitions provided by Červený and Ravindra (1971). 
 
As part of production processing, the depth to the base of weathering was also calculated.  
This is shown in Figure 11.4.  This depth profile was calculated using the velocities shown in 
Figure 11.1.  The shot depths recorded from drilling logs are also plotted as the blue crosses 
in Figure 11.4.  In most cases, the drilling appears to have stopped slightly shallower than the 
base of weathering, as defined by the change in seismic velocity.  Based on this result, it was 
assumed that the seismic energy has been transmitted through the weathering interface twice, 
once at the source end (downgoing) and once at the receiver end (upgoing). 
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Figure 11.4. Weathering depth (black) and shot depth (blue x) from production 
processing. 
 
11.3. Amplitude Inversion 
As with previous case studies, amplitudes were inverted using different offset ranges.  The 
ranges analysed were all offsets, offset > 100m and offset > 300m.  Table 11.2 details the 
inversion parameters for each offset group.  Figure 11.5 shows the inverted shot and receiver 
terms, IS and IR, indexed by ground location for the different offset ranges.  With the 
inclusion of near-offsets, IR appears particularly noisy.  Qualitatively, inspection of the 
inversion results suggests that this noise appears to reduce as the near offset is increased.  
Quantitatively, this is supported by the increase in R and FPP as the minimum offset is 
increased from 0m to 100m.   
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Offset 
range (m) 
#shots #rec #offsets N M nits Φ1 Φnits R FPP 
All 190 758 210 1158 35021 7 2.22x10
8
 1.07x10
7
 0.97567 0.955649 
>100m 190 758 170 1118 27656 7 4.04x10
5
 7744.6 0.99039 0.98625 
>300m 190 758 90 1038 13377 6 3406.1 66.117 0.99025 0.99018 
Table 11.2. Inversion parameters for different offset ranges. 
 
 
230 
 
 
Figure 11.5. Inverted shot terms, IS, (black) and inverted receiver terms, IR, (red) plotted against ground location for (a) all offsets, (b) 
offsets >100m and (c) offsets >300m. 
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Examination of IS (Figure 11.6) across all offset ranges shows that the shape of IS is quite 
consistent as the minimum offset is increased.  The variation between the curves is restricted 
to the relative scales.   
 
 
Figure 11.6. Inverted shot terms, IS, plotted against ground location for all offsets 
(black), offsets > 100m (red) and offsets > 300m (green). 
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Figure 11.7. Inverted receiver terms, IR, plotted against ground location for all offsets 
(black), offsets > 100m (red) and offsets > 300m (green). 
 
Figure 11.8, Figure 11.9 and Figure 11.10 show IS, IR and I plotted against ‘first-break’ KS, 
KR and K respectively for the all-offsets case.  Note that these are plotted on different vertical 
scales so that the relative shapes of the different curves can be compared.  The all-offsets case 
is shown because, as displayed in Figure 11.6 and Figure 11.7, the results will be similar for 
offset ranges >100m and >300m.  There appears to be no correlation between the inverted 
shot and receiver terms, and the respective KS and KR terms, estimated using first-break 
velocities.  Comparison of I to K again shows very little correlation between the two curves.  
Calibrating the I curve to the K curve was not performed because of the differences between 
them.  It is hypothesised that large variations in shot strength may be contributing to this 
difference. 
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Figure 11.8. All offsets: Inverted shot terms, IS (black), vs first-break transmission 
coefficient at source end, KS (red), plotted against ground location.  Note the different 
vertical scales. 
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Figure 11.9. All offsets: Inverted receiver terms, IR (black), vs first-break transmission 
coefficient at receiver end, KR (red), plotted against ground location.  Note the different 
vertical scales. 
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Figure 11.10. All offsets: Inverted product of shot and receiver terms, I (black), vs first-
break head-wave coefficient, K (red), plotted against ground location.  Note the different 
vertical scales. 
 
To test the influence of shot amplitudes, an estimate of the amplitude of each shot was 
calculated by taking the RMS amplitude of every sample in a given shot record.  The RMS 
amplitude is shown in Figure 11.11 along with IS from Figure 11.5(a).  The similarity 
between the short- and long-wavelength trends of these curves is generally convincing and 
indicates that the inverted shot term, IS, is dominated by the effect of shot strength.   
 
Because IS appears to be dominated by variations in shot amplitude, it is not appropriate to 
calibrate the result.  The shot strength variations must be accounted for if meaningful velocity 
profiles are to be obtained.  One obvious approach is to pre-scale the data based on average 
shot amplitude, prior to inversion.  However this will potentially also remove true head-wave 
effects, because the refracted arrival is a dominant component of the record.  Future research 
is recommended into pre-scaling using shot amplitudes estimated without the inclusion of 
refractions. 
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Figure 11.11. RMS shot amplitude (black) and inverted shot term, IS (red), plotted 
against shot index. 
 
11.4. Summary 
This chapter has studied the application of the inversion process on a dynamite dataset where 
the shots were interpreted to be generally located above the base of weathering.  Refraction 
amplitudes measured from different minimum-offset ranges were inverted into shot, receiver 
and offset domains.  In previous case-studies using a surface source, it was found that the 
shot and receiver terms were not separated (i.e. they tended to mimic each other).  In this 
case-study, the inverted shot and receiver profiles were different. 
 
However, the inverted shot terms appear to be indicative predominantly of shot strength.  
This was verified independently by measuring the RMS amplitude of each shot record.  
Without compensating for this large variability in shot amplitude, deriving a realistic velocity 
profile is not appropriate.  It is recommended that a focus of future work be on compensating 
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for these large differences in shot strength so that a velocity profile may be derived and 
compared to that measured from uphole times. 
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CHAPTER TWELVE 
CONCLUSION 
 
12.1. Motivation for this Research 
To derive a near-surface model for processes such as refraction statics corrections, velocities 
of both the weathering and sub-weathering layers are required.  Travel-time analysis of 
refracted waves can provide an accurate estimate of the sub-weathering velocity.  However, 
for land data acquired using a surface source, the weathering layer velocity is generally 
unknown.  This is because direct arrivals are often not well sampled. 
 
If it were possible to estimate the weathering-layer velocity from information contained 
within the production data, it may be possible to develop a more realistic initial near-surface 
model.  A reliable process may also eliminate the need for separate surveys specifically 
targeted at the near-surface.  The method proposed in this thesis makes use of the amplitudes 
of the refraction amplitudes, measured from the production reflection data. 
 
Amplitudes are studied routinely in reflection seismology to obtain a fuller understanding of 
the subsurface (e.g. Hilterman, 2001).  However, in the field of refraction seismology, 
amplitudes have been rarely studied (Palmer, 2012a).  Palmer (2001b,c) has attempted to 
estimate near-surface velocities with the use of convolution.  The method presented in this 
thesis differs in that the problem is expressed as a formal inversion problem.   
 
The concept of statistically separating seismic reflection data into constituent components 
based on source, receiver, CDP and offset domains (i.e. surface consistent) was introduced by 
Tanner and Koehler (1981).  The aim of this thesis was to apply a similar concept to 
refraction data to separate the refraction amplitude into its constituent components, and 
subsequently to estimate the head-wave coefficient, K.  
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12.2. Summary of Theoretical Results 
The head-wave coefficient, K, depends on the elastic properties of both the weathering and 
sub-weathering layers.  The head-wave coefficient equation used in this thesis is defined by 
Červený and Ravindra (1971).  Although different expressions for K appear in the literature 
(see Appendix B), Červený and Ravindra’s definition allows K to be split into contributions 
from the source (KS) and receiver (KR) ends.  This allows for some accommodation of 
laterally heterogeneous models, which is useful for the inversion parameterisation proposed 
in Chapter 4. 
 
Theoretical graphs of KS and KR (Section 6.8) show that much of the absolute scale of K 
originates from the receiver end, KR.  However, the relative lateral change originates from the 
shot end, KS.  Additionally, KS and K are monotonically increasing functions whereas KR is 
not.  This suggests that, in practice, K or KS might be more useful in terms of detecting lateral 
variations. 
 
The definitions of KS and KR given by Červený and Ravindra (1971) were compared to the 
definitions of the Zoeppritz transmission coefficients given by Aki and Richards (2002).  The 
Aki and Richards equations, evaluated at the critical angle, have been shown to be identical 
to the definitions of KS and KR of Červený and Ravindra.  This provides confidence in the 
definitions. 
 
12.3. Summary of Modelling Results 
Numerical models have been generated to test the behaviour of the inversion.  Model A 
(Section 7.2), which consists of a product of sinusoidal shot and receiver terms, and a simple 
offset term, shows that while the relative shot and receiver amplitudes can be decomposed, 
the individual solutions are incorrect in an absolute sense.  This is caused by non-uniqueness 
between parameter groups.   
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Comparisons between the product of the inverted shot and receiver terms and the product of 
the known shot and receiver terms show that there is less relative error in the products than in 
the individual shot and receiver terms.  Inversions of models based on the theoretical 
equations of Červený and Ravindra (Models B, C and D - Section 7.3) show similar results to 
Model A, provided near-offsets are excluded.   
 
For Models B, C and D, comparison of results obtained using different offset ranges show 
that inclusion of near-offsets can be problematic in terms of separating the shot and receiver 
terms.  At far offsets, the problem is mitigated and the individual shot and receiver terms can 
be separated successfully.   
 
Because the results are not correct in an absolute sense, calibration is required to convert the 
estimated model parameters into model parameters which are correct in an absolute sense.  
The proposed calibration method assumes that the product of the inverted shot and receiver 
terms, I, and the true head-wave coefficient, K, differed by a scale factor and a bulkshift.  
Results from Models B, C and D suggest that calibration of I to K, or calibration of IS to KS is 
valid.  It is also possible to calibrate I directly to the velocity ratio.  Calibrating IR to KR is not 
recommended because, as noted above, KR is relatively insensitive to velocity change, and 
the dependence is not monotonic. 
 
Effects of short-wavelength shot strength and receiver coupling variations have been tested in 
Model B.  Both shot strength and receiver coupling effects can be separated from each other 
but not from KS and KR.  A smoother is therefore required after inversion to reduce the short-
wavelength coupling effects compared to long-wavelength effects, assumed to be more 
indicative of velocity variations. 
 
Results obtained via inversion of first-break amplitudes measured from shot records acquired 
via finite-difference modelling (Chapter 8) are similar to the purely theoretical examples in 
Chapter 7.   
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12.4. Summary of Real-Data Results 
The methodology derived in Chapter 7 has been applied to three real data cases: 
1. Vibroseis survey   - Wirrinya, NSW, 
2. Vibroseis survey – Surat Basin, QLD, 
3. Dynamite survey – Bowen Basin, QLD. 
In the first case-study, a consistent qualitative trend is observed between results published 
using Palmer’s convolution method (Palmer, 2009) and results shown in Chapter 5.  
However, for case studies 1 and 2, the inversion did not behave as expected based on the 
theoretical models.  Theory and numerical modelling suggests that the shot terms KS should 
show much greater variability than the receiver terms.  In practice, the inverted shot and 
receiver profiles were very similar to one another. 
 
For case study 1, sorting the input data to either shot or receiver location and calculating the 
mean at a given location shows that the mean amplitudes are similar in the shot or receiver 
domains.  This is also the case for the second case-study.  Additionally for case study 2, the 
inverted shot and receiver term curves are very similar to the mean amplitudes curves for 
shots and receivers.  This suggests that the inversion itself is performing correctly.  It appears 
that the interpretation of the inverted results is more complex than suggested by head-wave 
theory. 
 
Weathering layer velocity profiles have been calculated for case-studies 1 and 2 by the 
calibration methods discussed in Section 7.4.  Velocity profiles derived from the different 
calibrations are very similar to each other.  For case-study 1, the correlation to the weathering 
velocity profile estimated from direct arrivals is poor.  For case study 2, the correlation to the 
weathering velocity profile estimated from hammer shot records is much more convincing.  
 
For the dynamite case-study, the inverted shot and receiver terms in each offset range are 
different.  As the minimum offset is increased, this does not change.  There appears to be 
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more variability in the shot strength compared to the surface source examples.  This has been 
verified by comparing the RMS amplitude of every sample in the shot record to the inverted 
shot terms.  A velocity profile was not derived for this case-study. 
 
12.5. Discussion 
The inversion method proposed in this thesis decomposes the amplitude of the first-break 
refraction event into contributions from the shot, receiver and offset domains.  Separation of 
first-break amplitudes into constituent shot, receiver and offset domains works well for 
theoretical models (Chapter 7).  However, the assumption that the inverted shot and receiver 
terms are directly representative of KS and KR (as is the case for the theoretical data), appears 
simplistic for at least some real-data cases. 
 
Because the first-break energy is generally a strong event on shot records, it is logical to 
assume that the first-break energy will be partially representative of variations in shot 
strength and receiver coupling.  The interpretations in Chapters 9, 10 are performed under the 
assumption that shot strength and receiver coupling effects can be mitigated by the 
application of a smoothing operator.  The assumption is made that the resulting smoothed 
curve is representative of lateral changes in velocity.  In Chapter 9, the poor comparison 
between the inverted velocity profile to that measured from direct arrivals could be attributed 
to failures in this assumption (assuming that the velocity profile derived from direct arrivals 
is representative of the geology). 
 
The ability to derive near-surface velocities from this method relies on a set of assumptions 
which may be restrictive for some real-data cases.  These include that the model can 
adequately be described as a 2 layer case, with flat, thick refractors and a relatively uniform 
overburden and little vertical velocity gradients.  In addition, source and receiver coupling 
effects should be minimal.  If multiple layers are present, the problem becomes more 
complex.   
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The success of this technique relies on reasonable data quality and simple geology, both of 
which are present in Chapter 10.  Interpretation of results from more complex geologies may 
be more problematic.  Further testing with additional datasets is required before this tool can 
be considered reliable enough to be of practical use. 
 
12.6. Recommendations for Future Work 
This thesis focusses on inverting the non-linear problem by iteratively solving smaller 
problems, linearised using a Taylor Series expansion.  However, converting the problem to a 
linear problem with the use of logarithms may provide a more efficient means of amplitude 
decomposition. 
 
The interpretations in this thesis have been made within the context of certain assumptions.  
Many of these assumptions are likely violated in real data. Therefore, attempting to account 
for the failures of these assumptions is required before solutions can be obtained which are 
applicable to a broader range of models.  To this end, it is recommended that, in particular, 
amplitude variations caused by differences in source and receiver coupling (e.g. van Vossen, 
2006) be applied to the data prior to analysing the refraction amplitudes.   
 
Other potential corrections may be applied such as normalising the amplitudes based on the 
depth to the refractor.  The downside with this is that to estimate the depth, the weathering 
velocity is required.  True-amplitude 3D viscoelastic finite-difference modelling would be 
useful for exploring this idea.    
 
This inversion concept is seen as still being in the evaluation phase, where estimated 
velocities are compared with those obtained by some alternative means.  Currently, the 
assessment of performance is based on visual comparison between the estimated coefficient, 
I, and the “true” coefficient, K, derived independently.  It is suggested that a more objective, 
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quantitative comparison, could be derived by cross-correlating I with K. A minimal error at 
zero lag would indicate that the I and K curves are comparable.  
 
There are also possible improvements in the mechanics of the inversion.  In regards to the 
choice of initial model, using the median of the observations as the initial model, rather than 
the mean, may produce a smaller initial Φ because the median is less influenced by outliers.  
Additionally, measuring the first-break amplitudes by taking the RMS amplitude within a 
given time window, rather than using the amplitude of a single sample, may reduce random 
noise in the measured observations. 
 
Whiteley (2011) agrees with Palmer and others that there is potentially useful information in 
refraction amplitudes.  However, he also states that, to date, a reliable interpretation has not 
been forthcoming.  Based on theoretical and real-data experiments described here, it is clear 
that refraction amplitudes are influenced by weathering and subweathering velocities.  
However, it appears that other factors are also influential.  A reliable interpretation scheme is 
still to be realised.  The results presented here should contribute to improved understanding, 
and provide a basis for further exploration of this interesting problem. 
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APPENDIX A 
SINGULAR VALUE DECOMPOSITION 
 
Singular Value Decomposition (SVD) is a useful method of matrix factorisation.  The factorised 
matrices contain information about the structure of the original matrix.  Applications of SVD 
include least-squares inversion, statistics (principle component analysis), signal processing, face 
recognition (eigenfaces) and data mining.  This appendix outlines the two different definitions of 
the SVD algorithm given by different authors, discusses the differences between them and what 
effect these differences have on least-squares inversion.   
 
Definition 
 
Consider an M x N matrix, A, where M > N.  The SVD of A is defined as:  
 
 A=UWV
T          
(A.1) 
 
Where: 
U = rank 1 matrix.  The columns of U are the eigenvectors of AA
T
 and form an orthonormal 
basis for the data space, 
W = diagonal matrix of singular values, σi, which are the positive square roots of the 
eigenvalues, λi, of A
T
A, 
V = matrix of eigenvectors of the covariance matrix A
T
A.  The columns of this matrix form 
an orthonormal basis for the parameter space. 
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The differences in the definition of the SVD lie in the dimensions of the constituent matrices.  The 
original definition given by Lanczos (1961) and also used by Strang (1988), defines the matrix 
dimensions as: 
1. U : M x M 
2. W : M x N 
3. V : N x N 
 
The alternate definition used by such authors as Lines and Treitel (1984) and Press et al. (1992) 
defines the matrix dimensions as: 
 U : M x N 
 W : N x N 
 V : N x N 
 
In the original definition, the eigenvector matrices are square while the singular value matrix is not.  
Since the eigenvector SVD matrix was originally described by Lanczos (1961), this definition will 
be used in this thesis.  Lanczos states that all square matrices have an eigenvector decomposition 
and then proceeds to extend this theory to M x N matrices.  In the original method, he creates a 
square matrix from A and A
T
 and what follows is that U and V are both square.  (Ulrych, 2009 – 
pers. comm.). 
 
For the purposes of this thesis, the different definitions are not problematic as both definitions give 
the same result. 
 
Proof: 
 
Let A be an M x N matrix (M > N): 
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The eigenvector and singular value matrices, U, W and V are defined by Lanczos (1961) and Strang 
(1988) as: 
 
 U = 




























mmmjm1
imi1
UUU
UU
UUU






1m1j11
  i=1, M; j=1,M. 
 W = 



























00
0
0
0
00
22
11







nn
jj
W
W
W
W
  i=1, M; j=1, N; Wij = 0 for i≠j, 
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Other authors (e.g. Press et al., 1992; Lines and Treitel, 1984), define U, W and V as: 
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To determine the differences between the expressions, if any, the matrix product given by Equation 
A.1 is calculated for both cases.  To simplify the problem, note that both expressions define the 
same V.  Any difference will therefore lie in the matrix product UW.   
 
In both cases, the product of U and W, yields: 
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The rows of zeroes in the M x N W matrix (where M > max(N)) cancel out the corresponding 
columns of U given in the original definition.  Because UW is the same for both expressions, and 
because both define the same V, the product A=UWV
T
 is the same for both expressions.  The next 
section examines the application of SVD to linear inversion and performs the same analysis on the 
least-squares algorithm. 
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The Pseudoinverse 
 
The aim of least-squares inversion is to solve Equation A.3 for x, in a least squares sense (i.e. 
minimise the sum of the squares of the errors between the model response and the observations). 
 
 Ax=b           (A.3) 
  
 where: A = M x N data matrix (data kernel), 
  x = N x 1 vector of unknowns, 
  b = M x 1 vector of observations. 
 
As outlined in Chapter 4, the solution to the overdetermined problem Ax=b can be solved using the 
pseudoinverse: 
 
 x = A
+
b          (A.4) 
  
 where A
+
= VW
+
U
T
 
 
Again, the question must be asked regarding the different definitions of the SVD and its 
applications to the pseudoinverse.  Again, the different definitions do not pose a problem for least-
squares inversion because the product W
+
U
T
 is identical for both definitions. 
 
Proof: 
Using the definition of Lanczos (1961) and Strang (1988), the pseudoinverse of W is: 
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while the transpose of U is: 
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Multiplying these two matrices yields: 
 
W
+
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 (A.5) 
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The result in Equation A.5 is identical to the result of the product W
+
U
T
 if the matrices W
+
 and U
T
, 
as defined by e.g. Lines and Treitel (1984) and Press et al. (1992), are used: 
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A detailed study of SVD, its applications, and proof of the pseudoinverse is contained in Strang 
(1988).  
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APPENDIX B 
REVIEW OF HEAD-WAVE COEFFICIENT THEORY 
 
B.1. Introduction 
Theoretical expressions for head-wave amplitude have been published by various authors including 
Heelan (1953); Zvolinskii (1957, 1958),  Pod’’yapol’skiy (1959);  Berry and West (1966), Werth, 
(1967) and Červený and Ravindra, (1971).     
 
These authors have applied different approaches to the problem, and as will be seen, the results are 
not always consistent.  To further complicate the comparison, it appears that there may be some 
errors in the literature. Červený and Ravindra state that “comparisons of the formulae for head-
waves with those given by other authors must be made with caution since the head-wave 
coefficients very often differ by a multiplication factor (p132)”.  In addition, O'Brien (1967) 
suggests that Zvolinskii's and Heelan's results are misprinted but does not go into specific detail as 
to what these misprints are.  O’Brien acknowledges “Dr Červený of Prague University who most 
kindly indicated to me various misprints and errors in the published values of headwave 
coefficients”.   
 
In this review, a pragmatic approach is taken to comparisons. Where possible, expressions provided 
by different authors have been coded and plotted, allowing a more intuitive understanding of the 
significance of differences between authors. 
 
This review does not cover all publications on this topic.  Tabulations and graphs exist in other 
publications, particularly in the Russian literature (e.g. Petrashen, 1957; Bessonova et al., 1960).  
Note that the nomenclature differs considerably between authors.  For this reason, variables used in 
this chapter are not necessarily consistent with symbols defined at the beginning of the thesis.   
 
 
 
B-2 
 
B.2. Heelan (1953) 
Heelan (1953) used the method of steepest descents to estimate the value of a complex integral 
around a branch point which represents the PPP refraction event.  The definition of the head-wave 
coefficient is contained in his expression for horizontal and vertical component displacements (u1 
and w1 respectively): 
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where:   
 
11
tan id+zr=L 
, 
r, z, and d are defined in Figure 2 (Heelan’s Figure 1) 
   p(θ1) represents the outward pressure at θ1 , 
      2P1P11 /cos VVid+zt=θ  , 
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    
2
1
22
h   
   
22
2 h   
   
22
'2' h   
k is a branch point on the complex plane, σ, which represents the PPP 
refraction, 
h is a branch point on the complex plane, σ, which represents the PPS 
refraction, 
μ and μ’ are Lame constants defined in Figure B.1. 
 
 
Figure B.1. Refraction geometry as defined by Heelan (1953) (his Figure 1) 
 
Comparing Equation B.1 with Equation 2.3, it can be seen that the PPP head-wave coefficient in 
Equation B.1 is X.  Similarly, F1(i1)p(θn) in Equation B.1 relates to F(t) in Equation 2.3.  The non-
trivial nature of Heelan’s expression for X does not lend itself to being easily coded and displayed 
(Werth, 1967).  A numerical comparison to other authors will be made below. 
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B.3. Zvolinskii (1957, 1958) 
Zvolinskii (1957, 1958) derived expressions for the head-wave coefficient using the method of 
functional invariants.  His head-wave coefficient is defined as: 
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   an and bn are the P- and S-wave velocities in layer n, 
   ρn are the densities in layer n. 
 
Equation B.2 is in a different form than the same quantity derived by Heelan.  However, 
Zvolinskii’s results are more physically intuitive and are more easily coded (Werth, 1967). 
 
The expression in Equation B.2 has been coded and plotted (Figure B.2) against the P-wave 
velocity ratio in the surface layer (V1P/V2P).  Several curves are plotted for values of VP/VS in the 
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weathering layer ranging from 1.5 to 3.5.  These results show that as the velocity ratio increases (up 
to approximately 0.7-0.8 depending on VP/VS), the head-wave coefficient decreases slightly.  The 
coefficient then grows exponentially for larger values of V1P/V2P. 
 
Consider a physical interpretation of Zvolinskii’s original expression (Figure B.2).  The curves in 
Figure B.2 do not pass through the origin.  At the origin V1P=0.  If no seismic energy is 
propagating, the coefficient should be zero.  Since it is non-zero, this suggests that the head-wave 
coefficient, as defined by Equation B.2 is erroneous.  As outlined below, Zvolinskii’s expression 
has been revised by Werth (1967). 
 
 
Figure B.2. PPP head-wave coefficient, (A10
*
) as defined by Zvolinskii (1958) vs. velocity ratio 
(V1P/V2P).   A10
*
 has been calculated for different values of V1P/V1S ranging from 1.5 to 3.5. 
VP/VS in layer 2 = 2.0 in all cases. 
 
 
 
B-6 
 
B.4. Pod’’yapol’skiy (1959) 
In the supplement of the paper, the coefficient for the PPP head-wave is given as: 
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an and bn are the P- and S-wave velocities in layer n, 
ρn are the densities in layer n. 
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Figure B.3 shows the PPP head-wave coefficient as calculated using Equation B.3.
 
Figure B.3.  PPP head-wave coefficient defined by Pod’’yapol’skiy (1959) vs. velocity ratio 
(V1P/V2P).  The head coefficient has been calculated for different values of V1P/V1S, ranging 
from 1.5 to 3.5.  VP/VS in layer 2 = 2.0 in all cases. 
 
B.5. Werth (1967) 
Werth (1967) proposed a modified version of Zvolinskii’s expression: 
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   ρn are the densities in layer n. 
The difference from the expression originally given by Zvolinskii (1958) (Equation B.2) is the 
inclusion of the γ/(1-γ2)1/2 factor.  That is 
      
  2
1
2
*
10
1 


 AK       (B.5) 
 
Figure B.4 shows the PPP head-wave coefficient as defined by Equation B.4 versus P-wave 
velocity ratio (V1P/V2P) for different values of VP/VS in the weathering layer ranging from 1.5 to 
3.5.  Note that this revised version of Zvolinskii’s curves shows good agreement with the 
Pod’’yapol’skiy result in Figure B.3. 
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Figure B.4. PPP head-wave coefficient as defined by Werth (1967) vs velocity ratio (V1P/V2P).  
K has been calculated for different values of VP/VS, in the near-surface ranging from 1.5 to 
3.5. VP/VS in layer 2 = 2.0 in all cases. 
 
B.6. Červený and Ravindra (1971) 
Červený and Ravindra (1971) have derived expressions for the head-wave coefficient using both 
ray methods and wave methods.  The results derived using these two methods are the same 
(compare their Equations 3.99 and 7.40).  The PPP head-wave coefficient is defined as: 
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and αn and βn are the P- and S-wave velocities in layer n. ρn are the densities in layer n. 
 
Figure B.5 shows the PPP head-wave coefficients calculated using Equation B.6 versus P-wave 
velocity ratio (V1P/V2P), for different values of VP/VS in the weathering layer. The general shape of 
these curves is similar to that in Figure B.3 and Figure B.4.  The asymptotic behaviour at high 
velocity ratios is, however, different. 
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Figure B.5. PPP head-wave coefficient as defined by Červený and Ravindra (1971), (Γ131) vs. 
velocity ratio (V1P/V2P).   Γ131 has been calculated for different values of VP/VS, in the near-
surface ranging from 1.5 to 3.5.  VP/VS in layer 2 = 2.0 in all cases. 
 
B.7. Berry and West (1966) 
Berry and West (1966) approach the problem from an earthquake seismology perspective.  Thus, 
the nomenclature used is consistent with crustal scale seismic refraction.   
 
The P- head-wave coefficient is defined as: 
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 ϑα1 = P-wave incidence angle 
 ϑβ1 = S-wave incidence angle 
 
Figure 9 of Berry and West (1966) is reproduced below as Figure B.6.  Note that this is plotted on a 
semi-log scale.  The general increase as a function of velocity ratio is similar to that proposed by 
other authors. 
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Figure B.6. Figure 9 of Berry and West (1966) showing P head-wave coefficient for different 
values of Poisson’s ratio, σ, in the two layers. 
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B.8. Additional Numerical Comparison. 
As noted above, the result of Heelan (1953) does not lend itself easily to coding.  However, a 
numerical comparison has been provided by Werth (1967) and this is reproduced in Table B.1.  
This analysis suggests that the Heelan’s expression may be consistent with that of Werth (1967). 
 
 Heelan 
(X) 
Zvolinskii 
A10
*
 
Werth 
(K) 
Červený and 
Ravindra 
Г131 
ρ1/ρ2 = 0.965, V1P/V2P = V1S/V2S = 
0.935 
Poisson's ratio=0.25, (VP/VS=1.732) 
17.0 6.66 17.57 6.23 
ρ1/ρ2 = 0.8, V1P/V2P = V1S/V2S = 
0.75 
Poisson's ratio=0.25, (VP/VS=1.732) 
6.1 5.34 6.05 4.00 
Table B.1.Comparison between head-wave coefficient values for the set of elastic parameters 
given in Heelan’s Table 5. 
 
B.9. Summary of Relationships. 
Due to differences in definition, there are differences between the amplitude expressions derived by 
various authors.   Červený and Ravindra (1971) provide relationships between their head-wave 
coefficient (Г131) and those defined by Heelan (X) and Zvolinskii (A10
*
). 
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Considering this equation and Werth’s correction in Equation B.5 it can be easily shown that the 
coefficients of Heelan and Werth are indeed consistent, as suggested by the specific example in 
Table B.1.  That is: 
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  K=X          (B.9) 
 
The plots derived above are consistent with these quantitative relationships. 
 
