Abstract-In wireless multicast multimedia streaming, every data block (i.e., a group of packets) needs to be delivered within a hard deadline. On the other hand, to provide multilevel services, the widely adopted scalable video coding (SVC) prioritizes a video bit stream into a base layer and several enhancement layers. In this paper, we combine SVC with the transmission delay constraint and focus on multicasting hard deadline constrained prioritized (HDCP) data over wireless erasure channels. Specifically, we first define the performance metric and formulate the optimization problem. Then, we focus on a new adaptive RNC encoding and scheduling scheme to maximize the effective network throughput. Particularly, we propose simple and efficient greedy scheduling technique, which not only obtains near-optimal performance with low-time complexity but also suits time-varying fading channels. In addition, we extend our discussion to the more practical scenario with erroneous feedback and propose samplingbased feedback mechanism to reduce the system overhead. Both analytical and simulation results are provided to corroborate the effectiveness of the proposed techniques.
mobile cellular network and WiFi network have gained much popularity. Generally speaking, in wireless networks multimedia content can be delivered in either multicast or unicast. Here, multicast is defined as distribution of common information to multiple receivers, such as the traditional broadcast TV network; while unicast refers to the delivery of private information to individual receivers such as video on demand. While unicast offers more user flexibility and interactivity, its unfavorable scaling behavior [1] can become a disaster for popular multimedia services: the network resource will quickly be depleted when many users are requesting streaming video (such as live sport or a popular TV show) at the same time. In this case, multicast is more resource (spectrum and energy) efficient since a single transmission will accommodate all users simultaneously [2] , [3] . This paper focuses on wireless multimedia multicast streaming services.
Unlike unicast where the transmitter can optimize its transmission based on an individual user's service request and channel condition, in wireless multicast one transmission to a specific user will consume the shared resource of all other users. To provide fair and efficient multimedia multicast streaming service, the transmitter usually fixes the transmission rate and a data block (i.e., a group of packets) must be delivered by a stringent hard deadline [4] . In other words, regardless of the number of packets successfully received at each user, the transmitter must move on to the transmission of the next frame when the current deadline expires. A familiar everyday example is the real-time broadcast TV network, where the delay is unnoticeable when we switch to a different TV channel.
On the other hand, compared with other types of traffic, multimedia traffic such as video requires a higher level of quality of service (QoS), i.e., higher data rate. In information and communication theory, it is well known that the data rate of a wireless transmission is essentially determined by the signalto-noise ratio (SNR) experienced at the receiver. In multicast, users at different locations will experience different channel qualities and signal strengths. Ideally, users with better signal strength should be able to receive more information from the transmitter than those with lower signal strength. To provide such diversified QoS, we propose a new communication paradigm that combines efficient video source coding with novel wireless transmission technologies. In particular, to provide multi-level services, efficient video compression methods such as the widely adopted scalable video coding (SVC) [5] [6] [7] allows a transmitter to adapt its video bit rate by partitioning a video bit stream into a base layer and several enhancement layers. The user is then able to watch the video with higher quality when more layers are received. In SVC, the base layer is the most important layer and must be present in order to have reasonable video quality. The enhancement layers are organized in a hierarchical fashion such that the first enhancement layer must be present for the second enhancement layer to be useful, and the second enhancement layer must be present for the third enhancement layer to be useful, and so on [8] , [9] . In this paper, we combine SVC with the delay constraint and focus on packetlevel scheduling for multicasting Hard Deadline Constrained Prioritized (HDCP) data.
Fortunately, network coding (NC) offers a promising platform for multicast transmissions [10] [11] [12] [13] [14] . Particularly, it has been proven that one can approach the multicast capacity by using random linear network coding (RNC) techniques [15] [16] [17] , where the intermediate nodes form output data by linearly combining the input data. A receiver is able to decode the original transmitted data when it receives a full set of independently encoded packets.
In the literature, multicasting hard deadline constrained data was studied in [18] [19] [20] [21] [22] [23] [24] . Specifically, in the context of noiseless multi-source multicast transmission, Wu et al. [18] proposed a practical suboptimal communication scheme based on the combination of linear Slepian-Wolf coding and RNC. Recently, an immediately decodable network coding (IDNC) scheme was proposed in [19] to maximize the broadcast throughput subject to deadlines. Similarly, [20] introduced the concept of generalized instantly decodable network coding (G-IDNC) and focused on minimizing decoding delay in wireless broadcast. Along a different line, a partially observable Markov decision process (POMDP) framework has been proposed in [21] and [22] to optimize media transmissions with erroneous receiver feedback. To reduce the NC optimization complexity, [23] formulated a joint coding window selection and resource allocation problem with heuristic scheme to optimize the throughput in deadline-constrained flows. Furthermore, [24] has proposed two low-complexity approximations to select the coding window in order to avoid solving the finite-horizon dynamic programming problem. Built on [23] , [24] , an optimal coding window selection scheme with low computational complexity was developed. Additionally, some related adaptive NC schemes have been proposed to increase the wireless network throughput and bandwidth efficiency [25] [26] [27] . All these papers either did not consider prioritized data or were limited to special scenarios with small number of users. For prioritized data transmission with hard deadline, Tran et al. [28] proposed a class of approximate algorithms based on the framework of Markov Chain Monte Carlo (MCMC) to maximize the sum throughput of a wireless broadcast network. However, the authors assumed that the transmitter is an oracle who knows the channel conditions of all time slots in advance. Some other related studies can be found in [40] , [41] .
Different from prior works, the objective of this paper is to thoroughly study adaptive RNC and scheduling for multicasting HDCP data over wireless erasure channels. Note that some preliminary results have already been presented in our conference paper [29] . Here, we provide detailed discussion and establish a more complete theoretical framework. Our main contributions are summarized as follows.
• By fully exploiting the HDCP data structure and user feedback, we design an optimal adaptive encoding and scheduling technique that maximizes the average network throughput based on the framework of Markov Decision Process (MDP).
• We further develop simplified greedy scheduling algorithm that not only approximates the optimal performance with significantly less time complexity but also fits the more practical fast fading channels.
• We consider erroneous feedback and provide corresponding solution based on partially observable MDP (POMDP). We also propose new sampling-based feedback mechanism to reduce the system overhead.
• Extensive simulation results are provided to compare a variety of transmission techniques, including Automatic Repeat reQuest (ARQ), Round-Robin scheduling (RRS), traditional RNC and adaptive RNC (ARNC), for multicasting HDCP data. The rest of the paper is organized as follows: Section II describes the system model and formulates the optimization problem. In Section III, we study adaptive random network coding and scheduling with perfect user feedback. Furthermore, the transmission optimization with imperfect user feedback is discussed in Section IV. Simulation results and discussions are provided in Section V to validate our analysis. Finally, a conclusion is drawn in Section VI.
II. SYSTEM MODEL
Formally, the prioritized data refers to the notion that, given L prioritized packets with the decreasing order of importance (a 1 ≥ a 2 ≥ · · · ≥ a L ), the packet a i is useful only if the user has received all its interdependent packets a j with j < i successfully. These interdependencies are graphically represented in Fig. 1(a) , in which a 1 is the most important data packet to be decoded first so as to help the other packets be decoded. Similarly, Fig. 1(b) represents the dependencies of video frames of a group of pictures (GOP) often used in MPEG and H.264/H.265 standards [30] , [31] . As shown, frame B 1 can be decoded only if its dependent frames I and P 1 also have been decoded. Also, frame P 1 can be decoded only if frame I has been decoded. Eventually, frame I is the most important data packet to be decoded first. That said, when dealing with the prioritized data, receiving more data packets may not necessarily result in higher QoS. This is because received data packets missing their interdependencies cannot be decoded. Thus, we use the effective throughput, i.e., the data that contributes to the improvement of the QoS at users, to measure performance among the prioritized transmission techniques.
As shown in Fig. 2 , we consider a single hop downlink wireless network (such as WiFi or cellular network), where the transmitter (i.e., access point or base station) multicasts HDCP data packets to K users on a single frequency channel. The wireless channels between the transmitter and users are lossy with packet error rate (PER) k (1 ≤ k ≤ K ), where multicast channels are assumed to be independently. The system is time-slotted and each slot length corresponds to one packet transmission. During each transmission session, the transmitter needs to muticast L HDCP data packets (their sequential interdependencies are shown in Fig. 1(a) ) to all users over erasure channels within a deadline of T ≥ L time slots. We assume that, at the beginning of every time slot, each user will inform the transmitter whether the previously transmitted packet has been received successfully or not by a one-bit feedback message via reverse link. At the user end, a packet a j is decoded only if it is received before the deadline, and all of its interdependent packets a i (∀i < j) also have been received successfully. We also assume the transmitter is able to implement RNC over a large finite field F q .
To facilitate our discussion, we first provide a metric that will be used throughout the paper as the performance measure to compare different techniques.
Definition II.1: Assume the transmitter has L HDCP data packets associated with a deadline of T time slots. User R k achieves an effective throughput η k = m ≤ L packets if it can recover m consecutive original data packets by the deadline T . The average network throughput per time unit across K users is defined as
In the scenario of unicast HDCP data transmission, a trivial optimal transmission strategy is to repeatedly transmit the highest priority packet until it is received correctly by the user, then the next highest priority packet is transmitted. The process is repeated until there is no more packets to transmit, or the hard deadline expires. However, designing an optimal multicast protocol for HDCP data transmissions is quite challenging because of the varied channel conditions and the heterogeneity in the amount of information correctly received across all receivers. Furthermore, due to the broadcast nature of the shared wireless medium, one transmission dedicated to a specific user will consume the shared resource of all other users. Finally, due to the hard deadline constraint and the priority structure of the multimedia data, without careful scheduling, successfully received data within the deadline may not be decoded at the user end due to missing its interdependencies.
III. ARNC WITH PERFECT FEEDBACK
In ARNC technique, the transmitter exploits the feedback information from all users to adaptively encode and schedule coded packets at every time slot to maximize the average network throughput. We assume that at the beginning of each time slot the transmitter receives one-bit feedbacks from the users to indicate whether the previous transmitted packet has been received successfully. Based on that, the transmitter updates the network state, i.e., which user has which packet, and decides which packet will be sent out in the next time slot. Fortunately, in this scenario the network dynamics can be modeled as a Markov Decision Process (MDP) [32] , [33] in which the transmitter acts as a decision maker to decide which action to take from an action set at every time slot. We specify the network dynamics by a five-tuple (A, S, P, r (. . .), T ), where we use boldface letters to refer to vectors or matrices.
1) The action set A: It consists of L actions that send network coded packets generated by L data generations (batches). Particularly, generation
. . , α l } as input and generates the coded packet c l as output, which is a linear combination of all original packets in G l . For example, when L = 3, we have the following three generations: 2, 3) are the encoding coefficients randomly drawn from a large finite field F q . Note that our encoding method is totally different from the traditional RNC, where each encoded packet is always a linear combination of all L original packets. On the other hand, the total number of actions/generations using our method is significantly less than that in [22] , which exclusively searches all possible combinations of lost packets for packet encoding. Thus, the advantages of our scheme are three-fold: (i) It considers the HDCP data structure so that the packet with higher priority is better protected. To see that, the most important packet a 1 is included in all L generations; the second most important packet a 2 is included in L − 1 generations;. . . the least important packet a L is included in only one generation. (ii) Unlike the traditional RNC, at each time slot the transmitter is able to adaptively choose one out of L generations based on user feedback to optimize the network performance; (iii) Rather than exhaustive search of all encoding options, the complexity to find the optimal action is greatly reduced due to a much smaller action set. 2) Network State space S: It is defined by a matrix 
where element s kl denotes the number of successfully received packets by user k that are generated from generation G l . Apparently, given a specific network state matrix S, the transmitter can calculate the corresponding network throughput according to Definition (1). 3) T is the number of stages or time slots associated with the current data generation. The time slot index is t (0
based on the network current state s t ∈ S, action taken a t ∈ A, and packet error probability of the channel to each user. For example, in the case of two users and L = 2. If the network current state is s t = 0 0 0 0 , and the transmitter takes action a t = "sending a coded packet c 1 ∈ G 1 ", the probability that the network transits to state
This scenario occurs when R 1 and R 2 respectively succeeds and fails to receive the transmitted packet. 5) For 0 ≤ t ≤ T − 1, conditioning on the current network state and a specific action, the immediate reward r (s t , a t ) can be shown as
The immediate reward function is designed to reflect, at state s t , how much the users are able to decode the transmitted data by taking action a t . If the user does not have enough data to recover the transmitted data, it should have a zero immediate reward. A transmission policy is defined as a strategy based on which the transmitter chooses an action corresponding to each state and time slot. Let a non-negative real value function V : S → R represent the expected reward obtained by following policy , where = {π(s 0 ), π(s 2 ), . . . , π(s T −1 )}. Assume that at the beginning the system is in state s 0 , the expected total reward using any such policy is defined as
where E[.] is the expected function. The cumulative reward from time slot t to T is recursively computed using backward induction as follows (5) where t = {T − 1, . . . , 0}. It is noticed that for a certain π(s t ) and current network state s t , the possible next network state form a set that is much smaller than S. For example, when the current state is s t = 1 0 1 0 , after the policy at s t : π(s t ) = "sending a coded packet c 2 generated from G 2 at time slot t", the next state may be as 
From the above, we find out that the next state s t+1 has 4 possible network states. Here we denote the space of these next states as S t+1 ⊂ S. In fact, given a certain s t and action a t , the size of S t+1 is 2 K . According to this, instead of exhausting the next state from S, we just search s t+1 from S t+1 , whose size is much smaller than that of S. Therefore, we rewrite (17) as
Then, we are seeking for an optimal policy * in T steps that maximizes the expected cumulative reward. We have that * = arg max {V (s 0 )} (8)
A. ARNC with Backward Induction Algorithm
To find an optimal policy, we can use the backward induction algorithm (BIA). The main principle of this algorithm is that it initializes immediate rewards for all terminal states and then computes the expected rewards of the intermediate states backwardly. The BIA algorithm is summarized as follow. The BIA algorithm exhaustively searches the globe optimal solution by going through every network state in S and every action in A during T time slots. Thus, the time complexity of Algorithm 1 is O(T 2 K |S||A|), where the cardinality of the action space |A| = L and the cardinality of the state space |S| are determined by L, K , T and satisfies |S| 2 L K . Note that Algorithm 1 has much lower complexity than the BIAs introduced in [29] and [34] with time complexity of O(T |S| 2 |A|). In Fig. 3 , we plot |S| as a function of L, K , and T . We can see that the size of network states grows exponentially with K for given L and T .
B. ARNC with Greedy Scheduling Technique (GST)
The BIA based algorithm is computationally prohibitive in real communication scenarios with a large number of users. Meanwhile, ARNC with BIA assumes that the packet error rate (PER) is constant during all T time slots (the delay constraint), which applies to slow fading channels. In fast fading applications such as mobile cellular network, the channel quality and thus the PER can be different from one time slot to another [35] , [36] . To reduce the computational complexity and adapt the time-varying fast fading channels, we further introduce the greedy scheduling technique (GST) to solve problem (8) . Unlike the BIA-based algorithm, GST assumes different PERs at different time slots. Specifically, in addition to the onebit ACK/NAK, the receivers also estimate and feedback the current channel quality to the transmitter after receiving the data packet in each time slot. Based on this feedback information, the transmitter calculates the current PERs and updates the one time slot future-rewards. Then it selects a coded packet to transmit in the next time slot to maximize the reward. The optimal action a * t taken at time slot t is expressed as
= arg max 
The pseudocode of the ARNC-GST algorithm is described in Algorithm 2.
Remark 1: Since the complexity of calculating the one step future-reward depends only on K , the time complexity of ARNC with GST is O(T |A|), which is not affected by the size of the state space. Therefore, Algorithm 2 can be applied to practical systems with large parameters.
Remark 2: When the wireless channel is stable over T c (1 < T c ≤ T ) time slots (such as block fading channel, in which the coherence time is T c and the PER remains constant during T c ), the transmitter can consider T c time slots ahead to improve the performance of GST (we call it GST PLUS (GSTP)). For example, let T c = 2, the cumulative reward (V 2 (s t , a t ) ) for s t can be computed using forward induction as:
Thus, the optimal action a * t taken at time slot t to maximize the two time slot future-reward is expressed as
According to the analysis above, the time complexity of the GSTP is O(T (|A|) T c 2 K (T c −1) ). When T c = 1, it becomes the GST. Although GSTP has higher complexity than GST, it fully considers the time varying rate of the wireless channels and improves the system throughput. On the other hand, the complexity of GSTP also does not depend on the size of network state S, making it applicable in real-time transmissions.
IV. ARNC WITH IMPERFECT FEEDBACK

A. Erroneous Feedback and Partially Observable MDPs
Due to the unreliable wireless channels, the feedback messages are also subject to errors. Therefore, the network states observed by the transmitter may not the completely correct network states of the users at each time slot. To illustrate the difference between the actual network states and the observed states at the transmitter, let us consider the network in which L = 2 and K = 5. The former network state s t−1 is shown in (16) . After taking the action a 1 , the current actual network state should be s t for the error-free feedback. While for erroneous feedback, the transmitter obtains an observation that is different from the actual state of the users (the red number means the error feedback). 
The transmitter, as a decision maker, has to decide which action should be taken in order to maximize the accumulated reward based on the observed part of the network states. This decision-making problem is called Partially Observable MDPs (POMDPs) [37] - [38] .
B. Solving Partially Observable MDPs
Before solving POMDPs, we first introduce the following components:
1) The observation matrix O, which indicates the network state observed by the transmitter and is defined as
where o kl shows the number of the received packet observed by the transmitter according the the feedback.
2) The estimation of network state S, which indicates the network state estimated according to matrix O and is shown as below: 
where s kl is the number of the coded packet c l received by user k estimated by the transmitter.
3) The feedback error probabilities ζ , which reflect feedback error probability. For user k, we denote it as ζ k . In this paper, the solution for POMDP can be divided into two main steps: (1) find out the most likely network state from the observation; (2) calculate the reward based on the most likely state and make an action decision.
Step 1: First of all, we are interested in finding the most likely state s t ∈ S for a given observation o t ∈ O after a particular action a t−1 ∈ A is performed. Here, we use maximum likelihood criterion for network state estimation. To find which state is the most likely state for o t , we construct a set of tuples denoted as < a t−1 ; s t ; o t >, which means the most likely state is s t , conditioning on action a t−1 and observation o t . To construct this set, we first find out all possible states after action a t−1 and denote the set of these states as S t ⊂ S. Meanwhile, the probability of each state in S t can also be calculated according to the PER of each user k . Then, given the feedback error probabilities ζ k , we calculate the possibility of each observation with respect to each network state in S t . According to this, one observation may correspond to multiple possible states with different possibilities. We pick up a tuple < a t−1 ; s t ; o t > with the highest possibility and finally construct the set of < a t−1 ; s t ; o t > * . In particular, using the Bayesian law, the optimal result can be shown as
where P( s t , a t−1 ) is the probability of s t conditioning on a t−1 and is affected by k ; P(o t | s t , a t−1 ) is the function with respect to ζ k ; P(s t , o t ) is the joint probability distribution determined by k and ζ k .
Step 2: After we get optimal s t , we take it into the rewarding calculation. For example, in GST, the reward and decision process can be expressed as
where s t+1 is the possible next network state after action a t . An approximated solution for POMDP is given as
The pseudocode is described in Algorithm 3. 
C. Sampling-Based Feedback Mechanism
One of the key assumptions for the aforementioned algorithms (BIA-based algorithm, GST and GSTP) is the feedback information from all users, which requires additional time slot(s) or dedicated frequency channel(s). When the number of users in the network is large, the amount of feedback overhead becomes unacceptable. To deal with this problem, we propose a new sampling-based feedback mechanism. The main idea is that each user sends feedback to the transmitter with probability p f b . In this way, on average only K p f b users participate in the feedback process for any given transmission. From another point of view, the transmitter gets samples of the user feedback.
For instance, in (22) , the former state is s t−1 . After action a 1 and receiving feedback from the users, the current network state observed by the transmitter becomes o t , where " " means that user R 3 and R 5 do not send feedback information to the transmitter and the red number indicates erroneous feedback. Note that since PER is usually less than 0.5 1 , the transmitter 'thinks' both R 3 and R 5 decode the packet correctly (blue numbers in o * t .). Finally, we use o * t to substitute o t in solving the POMDPs.
D. ARNC Without User Feedback
For fair comparison with other one-way multicast technologies, we also propose a new ARNC scheme without any user feedback (i.e., negligible computation overhead and zero communication overhead). Specifically, given L original HDCP packets with deadline T (T ≥ L), the first L transmitted packets are c 1 
Without any user feedback, this simple transmission scheme outperforms traditional RNC because it provides better error protection for packets with higher priorities. 1 Probability p f b is controlled by the transmitter. In the extreme case when p f b approaches zero, the transmitter will switch to a non-feedback based transmission mode described in Section IV.D. 
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we illustrate the performance gain of the proposed techniques via simulations. We start with the basic setup. In our simulation, we assume that each data generation consists of a multimedia frame as suggested by Akiyo [39] , prioritized into four interdependent layers in the decreasing order of importance α 1 ≥ α 2 ≥ α 3 ≥ α 4 , where it is assumed that each layer can be encapsulated into one packet 2 . Further, we assume that the erasure channels between the transmitter and users are independent. The average network throughput is determined as the mean of the average network throughput across all users defined in Eq. (1) over 10, 000 trials.
A. The Performance of ARNC with Perfect Feedback
Case 1: First, we investigate the impact of the number of users on network throughput using different techniques with error-free feedback. In Fig. 4 , we fix the deadline T = 5 and the number of prioritized packets L = 4 for a typical delay sensitive application scenario. To simulate the heterogeneity of multicast channels, we assume that the PERs of up to 20 users are different and linearly increase from 10% to 50% (i.e., 1 = 10%, 2 = 12%, . . . , 20 = 50%). The main observations can be summarized as follows: (1) The average network throughput of each technique decreases with the number of users because of the higher PERs of the newly added users and the heterogeneity in the amount of information received across all users. (2) It is clear that ARNC-BIA achieves the best performance by employing adaptive encoding and scheduling over T time slots. However, it suffers the curse of dimensionality (i.e., the PC for simulation runs out of memory) when K > 6. (3) The ARNC-GST utilizes one-time-step ahead scheduling to significantly reduce the time-complexity while still obtaining a performance very close to that of ARNC-BIA (on average 99%). (4) The simulation-based dynamic programming (SDP) in [22] is always inferior to our ARNC algorithms because it finds the "optimal" network coded packet by using XOR operation. It is worth noting that SDP is also based on BIA so that it suffers the same curse of dimensionality as ARNC-BIA. (5) With zero communication overhead, ARNC w/o feedback still outperforms RNC with a large margin because it provides better error protection for HDCP packets of higher priorities. (6) When the number of users becomes large, the ARQ technique suffers the worst because retransmissions duplicate received data at users with good channel conditions. Case 2: Fig. 5 shows the impact of deadline T on the network throughput with 4 prioritized packets, where the number of users K = 11 and their PERs linearly increase from 10% to 30%. In this case, the ARNC-BIA and SDP are not applicable due to their computational complexity so we only compare ARNC-GST with other scheduling schemes. It can be seen that, except for RNC, the average network throughput quickly decreases with T . In fact, when T is large enough, every user will be able to decode all packets regardless of the scheduling scheme. Thus, the average throughput (averaged over K and T ) will converge to zero when T approaches infinity. Interestingly, the RNC scheduling is the worst when T = 4. This is because in extremely delay sensitive transmission (T = L), with high probability a user cannot collect a full set of the coded packets, resulting in zero decoded packet. This situation improves as T increases, placing RNC the second best scheme for T > 4. Fig. 5 once again shows that ARNC-GST and ARNC w/o feedback are superior to other scheduling schemes. Most importantly, our ARNC schemes have the biggest performance gain in delay sensitive applications where deadline T is usually close to L.
Case 3: Fig. 6 depicts the average network throughput of different techniques with respect to the PER with K = 11, L = 4 and T = 5, where all channels have the same erasure probability. As expected, Fig. 6 shows that the average network throughput of all techniques decreases substantially with the PER. On the other hand, ARNC-GST performs the best and the performance gap between ARNC and RNC increases with the PER.
B. The Performance of ARNC for Block Fading Channels
In this section we consider time-varying wireless channels. In our simulation, the PER of each user changes randomly between 10-30% over different time slots. Here we consider block fading channels with channel coherent time being one or two time slots (i.e., T c = 1, 2). Fig. 7(a) depicts the average network throughput of different techniques vs. the number of users K . In Fig. 4 , we set L = 4, T = 6 and vary K from 3 to 6. We can see that our proposed algorithms have the best performance. Particularly, using ARNC, the average network throughput with T c = 2 is slightly higher than that with T c = 1. This is because, with larger T c , ARNC can get more information to calculate the reward, which helps the transmitter make a better action. Note that even though the BIA algorithm has much more complexity, its performance is still worse than that of PGST because the PER varies over different time slots. The η of RNC and RRS do not change with K because their schedulers do not depend on the channel condition. Fig. 7(b) shows the average network throughput vs. the number of time slots, where we assume K = 5 and other parameters are the same as in Fig. 7(a) . Again, the PGST with T c = 2 has better performance than that with T c = 1, while the BIA is still the worst among the three ARNC schemes, which indicates that the BIA method is not suitable for block fading channel.
C. Average Network Throughput for Erroneous Feedback
In this Section, we present the simulation results with erroneous feedback. In this case, we assume the feedback error probabilities ζ is the same for all users and its value varies from 0 − 0.4. In Fig. 8(a) , we fix the deadline (T = 5) and the PER ( 1 = 10%, 2 = 13%, 3 = 15%, 4 = 18%, 5 = 21%, 6 = 24%, 7 = 27%, 8 = 30%, 9 = 33%) for a maximum Fig. 9 . Network throughput vs. the feedback sample rate. of 9 users. Since the performance of ARQ and RRS is worse than RNC, we only compare RNC with our proposed algorithms. From Fig. 8(a) , we find that RNC is not affected by ζ because it does not use feedback information. The ARNC using POMDP (without feedback estimation) is able to maintain relatively high video quality, but the performance is worse than that of the ARNC using feedback estimation. When the feedback erasure rate ζ is large, the throughput of ARNC without feedback estimation becomes even worse (as bad as RNC). However, with feedback estimation, ARNC is still much better than RNC. Fig. 8(b) shows the average throughput vs. feedback erroneous rate for T = 5, 6. We set K = 10 and let 1 = 10%, 2 = 13%, 3 = 15%, 4 = 18%, 5 = 21%, 6 = 24%, 7 = 27%, 8 = 30%, 9 = 33%, 10 = 36%. When T = 5, the ARNC throughput without feedback estimation becomes lower than that of RNC for larger ζ ; meanwhile, the ARNC with feedback estimation still has the best performance for all the ζ .
Finally, we discuss the average throughput η vs. feedback sampling rate p f d . In Fig. 9(a) , we fix the number of users (K = 10) and use the same PER values as in Fig. 8(b) . We can see the average throughput decreases with p f d because the transmitter gets less accurate information about network state, but the performance of this sampling-based mechanism is still much better than RNC for all p f d . With fixed number of time slots T = 5, Fig. 9(b) shows similar results with different number of users. Overall, the sampling-based feedback mechanism outperforms the RNC with significant gains for all p f d .
VI. CONCLUSION
In this paper, we considered a wireless multimedia streaming scenario where the transmitter multicasts HDCP data to many users over heterogenous erasure channels. We first investigated the network performance of some traditional transmission techniques, depending on how the transmitter schedules HDCP packets in each time slot. By exploiting user feedback, we designed an ARNC encoding and scheduling technique based on the framework of MDP to maximize the network throughput. We further extended our discussion to the more practical scenario with erroneous feedback and proposed sampling-based feedback mechanism. Both analytical and simulation results are provided to corroborate the effectiveness of the proposed ARNC scheme.
