In this paper we present and discuss a new Monte Carlo approach aimed at correcting the observed Supernova (SN) rates for the effects of host galaxy dust extinction. The problem is addressed in a general way and the model includes SN position distributions, SN light curve and spectral library, dust properties and distribution as input ingredients. Even though the recipe we propose is in principle applicable to all SN types, in this paper we illustrate the use of our model only for Type Ia. These represent in fact the simplest test case, basically due to their spectroscopic homogeneity which, to a first approximation, allows one to treat them all in the same way. This test case shows that the final results do not depend critically on the spiral arm dust geometry, while the total amount of dust, its properties and the size of the galactic bulge do have a strong effect. With the availability of more complete spectral libraries and a more accurate knowledge of SN spatial distribution, the method we propose here can be easily extended to Core Collapses events.
INTRODUCTION
Until a few years ago, observational measurement of supernova (SN) rates were scanty. The only available measurements were those for local SN rates (Cappellaro et al. 1997 (Cappellaro et al. , 1999 whilst nothing was known about the evolution with look-back time. The turning point was represented in the late nineties by the demonstration that Type Ia SNe can be used as precise distance indicators, particularly well suited to probe the geometry of Universe (Schmidt et al. 1998; Riess et al. 1998; Perlmutter et al. 1999 ). The striking result that the Universe is accelerating has indeed stimulated the kick off of several new SN search projects, aimed at using Type Ia SNe as cosmological probes both to improve the determinations of the density parameters (ΩM , ΩΛ) as well as to trace the evolution of the expansion factor through the Universe history (see Leibundgut 2001 , for a review). Before that time, studies of SN rates and their evolution with redshift were mainly theoretical speculations. Today, the few published measurement are based on data from SN searches designed for cosmological purposes (Pain et al. 1996 (Pain et al. , 2002 Tonry et al. 2003; Dahlén et al. 2004) . The only exception is represented by Cappellaro et al. (2004) , a unique SN search ⋆ E-mail: mriello@ast.cam.ac.uk specifically designed to measure the SN rate at intermediate redshifts and with no bias towards Ia's.
A major point of concern when deriving observational estimates of SN rates is the correction for all possible biases affecting the observed number counts. Nowadays, the main source of bias is caused by the effect of dust extinction in the SN host galaxies. This is indeed severe, particularly for core collapse (CC) SNe, which are preferentially located in dust-rich environments. On the contrary, the effect for Type Ia SNe is usually assumed to be milder, particularly for those exploding in elliptical and early spiral galaxies, which are thought to be almost dust-free environments (see e.g. Riess et al. 1996) . Nevertheless, there are several examples of Type Ia SNe spanning a large range of extinction from moderate to high values: e.g. SN 1994D AV = 0.186 mag (Patat et al. 1996) , SN 2002er AV = 0.62 mag (Pignata et al. 2004) , SN 2002bo AV = 1.364 mag (Benetti et al. 2004) , SN 2003cg AV ≃ 2.3 mag (Elias De La Rosa, private communication) and SN 2002cv AV ≃ 8.0 mag (Di Paola et al. 2002) . There are several methods to estimate the amount of extinction suffered by a SN: they require either the availability of the SN light curve (LC) in at least two passbands (around maximum light or between 30 and 90 days past B maximum light) or at least one spectrum with good S/N (e.g. see Pignata et al. 2004 , for an application). These techniques are nevertheless use-less when one needs to estimate the bias introduced by host galaxy extinction on a sample of SNe discovered by a search program. Indeed in such a case, the valuable missing piece of information is a statistical correction factor that would include, in the SN number counts, the contribution of those objects that were extinguished by the dust of their parent galaxy and consequently weakened below the search detection limit.
So far the only work aimed at studying the effect of extinction on the radial distributions of SN properties in their parent galaxy is represented by the model of Hatano, Branch & Deaton (1998, hereafter HBD98) . Using a Monte Carlo approach based on assumed distributions of dust and SN populations, they derived the expected extinction distributions and projected radial distributions of both Type Ia and CC SNe. In particular, they adopted a simple description of the dust distribution from which they derived the total B-band extinction per kpc in the plane of the disk, α(r), which is a linear function of r (see Eq. 1 and 2 of Hatano et al. 1998 ). In such a parametrisation, the dust density rises from zero in the centre of the model to a maximum value at 5 kpc and then falls to zero at 17.5 kpc. They found that as the galaxy inclination increases, the projected distribution's peak moves toward the central regions. Moreover, they conclude that the effects of extinction induced by the host galaxy are likely to be the cause of the observed difference in absolute magnitude dispersion of Type Ia SNe within and beyond 7.5 kpc, confirming the findings of Wang et al. (1997) .
Despite the obvious interest in the observed spatial dependence of SNe properties, in this work we will rather focus on deriving a recipe to correct the observed SN rate for host galaxy extinction. The HBD98 model has been used to derive extinction corrections for both local (Cappellaro et al. 1999 ) and high-z (Tonry et al. 2003 ) SN rates. In particular, Cappellaro et al. (1999) have carefully tested the HBD98 approach to derive the extinction corrections as a function of galaxy inclination. Interestingly enough, they found that the model appears to overcorrect the SN rate of distant galaxies suggesting that a more detailed modelling of the dust distribution and properties is possibly required. All modern measurement of SN rates at high-z currently available have either not been corrected for dust extinction (Cappellaro et al. 2004; Pain et al. 1996 Pain et al. , 2002 Tonry et al. 2003) or were corrected (Dahlén et al. 2004 ) using the HBD98 approach.
For these reasons, and given the importance of this topic in modern astrophysics, we have decided to address the problem with a more detailed approach. Our final goal is to construct a reliable model which is able to provide the "bias factor" needed to correct the observed SN rates for dust extinction. In this framework, we started from the Monte Carlo approach of HBD98, which clearly has proven to be effective, and tried to construct a more general model able to cope with the variety of dust properties and distributions that are observed in different spiral galaxies. This is indeed a key feature to enable a reliable determination of the dust bias factor for a real SN search, where the galaxy sample is clearly a mixture of types and morphologies. Recently Commins (2004) developed some models for extinction of Type Ia SNe due to dust in spiral galaxies. The main purpose of his work is attempting to account for observational effects that play a significant role in searches for high redshift Type Ia SNe. In particular, that paper investigates the expected dependence of the observed amount of extinction in high redshift Type Ia SNe rather than trying to quantify the effect of dust extinction on the measured SN rates. In this respect, we feel that the study of Commins (2004) and the present work are complementary. Nevertheless we will discuss the main differences between our model and Commins's one in Section 2.
In this paper we present the model and the general recipe to derive the extinction correction factor while the application to the computation of extinction-corrected SN rates will be discussed in a companion paper. In Section 2 we outline the model and the assumed spatial distributions of dust and SNe. Section 3 presents model predictions of the extinction distributions and projected radial distributions together with their dependence on model parameters. As an illustration we show the effects of dust for a single test case in Section 4. Section 5 presents a discussion of the physical parameters which have a major impact on the extinction correction factor. Finally we summarise our results in Section 6.
METHOD
The method we follow in this work is based on the Monte Carlo technique and it consists of a few basic steps grouped in two main stages: the Monte Carlo and the Integration part. In the first stage Type Ia SN positions inside host galaxies are generated according to different distribution functions (see Sec. 2.1). After that, random SN phases and lines of sight are uniformly and isotropically generated, respectively. These steps complete the Monte Carlo stage of the simulation. The Integration stage uses the Monte Carlo data to compute the SN magnitudes. First the total column density along the line of sight associated to each object is computed by integrating the dust density function (see Sec. 2.2) along the specific line-of-sight. Finally, the apparent magnitudes of SNe are computed integrating template SN spectra, redshifted to the suitable redshift z, over the selected passband P in the presence, or absence, of dust absorption using Draine's extinction laws (Draine 2003) (see Sec. 2.3) . In this way we can study how the distribution of SN extinction depends on different geometries (e.g. galaxy inclination, different SN distributions inside the host galaxy, etc.) and different physical parameters (e.g. face-on central optical depth, etc.). In this work we have always used Draine's extinction law for RV = 3.1 but the model implementation considers also the cases RV = 4.0 and RV = 5.5. In principle, any another extinction law for which the extinction coefficients as a function of wavelength are provided is suitable as well. We note that, from the analysis of individual SNe, in some cases values of RV have been found as low as 2.0 (Elias de la Rosa, private communication). Though the approach we used is general, we decided to limit our discussion only to Type Ia SNe both because of the lack of enough data (LC and spectra) for each CC SNe type (Ib, Ic, IIP, IIL, etc.) and because of the present great interest in Type Ia SNe due to their cosmological applications.
Throughout this paper we will assume the standard cosmological model (H0 = 71 km s −1 Mpc −1 , ΩM = 0.3, ΩΛ = 0.7). The adopted values for the other parameters will be discussed in the following sections.
Type Ia SNe distribution
It is generally accepted that Type Ia SNe originate from the thermonuclear explosion of accreting white dwarfs (WD) in binary systems. The debate on the nature of the progenitor systems is still active. In particular there are two main scenarios: (1) the single degenerate, in which the progenitor WD accretes hydrogen-rich matter via mass transfer from a companion main sequence or low mass RGB star (Whelan & Iben 1984; Iben & Tutukov 1984) ; (2) the double degenerate, in which the binary system is composed of two WDs, the exploding WD reaches the Chandrasekhar limit and explosive carbon ignition occurs at its centre (Iben & Tutukov 1984) . It thus seems reasonable to assume that the old galaxy stellar component is a good tracer of the Type Ia SNe spatial distribution. The stellar component in a spiral galaxy can be described by two structures: a spheroidal bulge and a disk. To model these two components, we mainly followed the method employed in radiative transfer codes used to derive extinction and polarization effects in dusty spiral galaxies, (see e.g. Bianchi, Ferrara & Giovanardi 1996 , Xilouris et al. 1999 . We hence used the luminosity density distributions for the two galaxy components to describe the spatial number density of Type Ia SNe, which we will denote as ρIa (see also Commins 2004) .
To reproduce the variety of spiral Hubble types, we have considered different bulge-to-total luminosity ratios (B/T ) in the range 0 (resembling an Sd galaxy) to 0.5 (resembling an Sa). Given the parallelism between the luminosity distribution and the Type Ia SN spatial distribution previously introduced, once the total number, N tot Ia of simulated Type Ia SNe has been fixed, a fraction B/T is generated according to the bulge distribution and the remaining fraction (1 − B/T ) is generated according to the disk distribution.
We note that the properties of the assumed spatial distribution of Type Ia SNe are among the most important parameters of our model. Although the adopted spatial distribution is rather simple, it takes into account the diffent scale height of dust and SNe suggested by the observations (Della Valle & Panagia 1992; Patat 2005) . A more detailed treatment of the differences between the distribution of the stellar component and Type Ia SNe could improve the model but requires a careful analysis of the differences in the distributions between single stars and primordial binaries which is beyond the scope of the present study.
Bulge distribution
For the bulge, following Bianchi et al. (1996) , we adopt a Jaffe distribution (Jaffe 1983) :
where r is the physical distance from the galactic centre and r b Ia is the scale radius. The volume integral of the Jaffe distribution converges for r → ∞ but clearly, for numerical reasons, we need to introduce a truncation radius r
Ia . Without this truncation, at large radii the number of bulge SNe would indeed dominate once again that of the disk. In this work we used r b Ia = 1.87 for the bulge scalelength and n = 8 for the truncation radius. This value of r b Ia , which corresponds to an equivalent radius Re = 1.60, is close to the one inferred for our Galaxy (Bianchi et al. 1996) .
Exponential disk distribution
As for the bulge, we assume that the spatial distribution of stars in the disk is traced by the luminosity density. As a first approximation we can consider a double exponential law (Freeman 1970) , namely
where R and z are the cylindrical coordinates, R For the outer edge truncation we adopted n = m = 6 (Bianchi et al. 1996) .
Perturbed exponential disk distribution
As the aim of this work is to improve the calculation of the statistical properties of Type Ia SNe extinction by host galaxy dust, it is crucial to simulate their spatial distribution inside the galaxy as realistically as possible. In particular, in their study, McMillan & Ciardullo (1996) considered a sample of 35 spectroscopically identified Type Ia SNe and measured their positions relative to the spiral arms from a homogeneous data set of V and I images. Interestingly enough, they found that Type Ia SNe occur closer to the arms than a perfectly randomised disk population. However, they note that Type Ia SNe are not statistically distinguishable from the distribution of stellar light around the arms (which should be considered as a tracer of the stellar density).
We decided thus to implement in our model both cases: (1) no concentration closer to arms, which we achieve by distributing the SNe in a homogeneous exponential disk (Eq. 2); (2) concentration closer to arms, which we achieve by simulating a spiral structure as a perturbation of a homogeneous exponential disk. A realistic spiral structure can be represented by logarithmic spiral arms (Binney & Merrifield 1998) as a perturbation on a plain exponential disk. Following Misiriotis et al. (2000) , for the perturbed distribution we adopt the following expression:
where R, z and φ are the cylindrical coordinates.ρ
given by Eq. 2, and the spiral perturbation represented by the term in square brackets. The three parameters governing the spiral perturbation are: w, the spiral perturbation amplitude parameter (w = 0 correspond to the plain exponential disk); p, the pitch angle (low p values produce tightly wound arms) and Na, the number of spiral arms.
Though we have implemented in our model the perturbed spiral distribution described by Eq. 3, all the results discussed in this work are based on simulations in which the disk component was described by Eq. 2. We believe indeed that, though the evidences presented by McMillan & Ciardullo (1996) appear quite convincing, observational data is still too scanty to permit modelling without "blind" assumptions. We thus prefer to limit the study to the simpler case to reduce the number of low-impact model's free parameters.
Dust distribution
The exponential disk is commonly used in radiative transfer Monte Carlo codes of galaxies because it is easily implemented numerically and, moreover, it makes simulations very efficient in terms of computation time. In our approach we do not solve for the radiation transfer and thus we can implement more realistic dust distributions including a spiral arm structure, still keeping an affordable computation time. The dust density distributionρD(R, z, φ) is described by an expression analogous to Eq. 3, where the choice of the spiral perturbation parameters (Na, p and w) and the plain disk scale length and height (R In this work we adopt RD = 4.0 kpc and zD = 0.14 kpc and the same truncation factors as for the Type Ia SN distribution (see Sec. 2.1.2). The total content of dust in a galaxy is then normalised in terms of the optical depth along the galaxy symmetry axis:
where m is the disk vertical external truncation introduced before and the subscript P indicates that the normalisation depends on the adopted passband, which is characterised by the value of the extinction coefficient at its effective wavelength λ eff P . Once τP (0) has been fixed, Eq. 4 provides the normalisation ρ d 0 for the dust distribution. Eq. 4 is rigourously valid for the plain disk only, but it has been used also for the perturbed exponential disk because, in such case, the normalisation has not an analytical expression.
We note here that HBD98 did not allow the dust density to increase to the very centre of the galaxy. Conversely our models do not adopt any internal cut-off in the dust distribution. It appears that the central hole is a well know feature of the Milky Way dust distribution (Drimmel & Spergel 2001) . We note however that usually such a central cut-off is not adopted by modern radiative transfer models used to fit the optical and near infrared surface brightness of observed galaxies. Therefore, for the lack of compelling evidence to the contrary and for the sake of generality, we assume a smooth dust distribution without a central cut-off as described above. This difference may partially justify some of the diversities we found between our results and HBD98's ones (see Section 3.1).
Type Ia SN apparent magnitudes
To compute the SN apparent magnitudes one can follow two different approaches, one based on SN light curve and the other based on SN spectra. In the first approach one has to select a particular SN light curve template, thus choosing a particular ∆m15 parameter (defined as the B band magnitude difference between maximum light and 15 days after). Other parameters are the absolute magnitude at maximum, its intrinsic dispersion and the K-correction which depends on redshift, filter and SN type and phase. Finally one has to derive the total extinction along the line of sight and in the selected passband.
In the second approach, which we choose to follow, one has to select a set of template spectra, covering a reasonable phase range. Then, for a given SN phase, the spectrum is extinguished according to the total optical depth along the line of sight, and integrated over the passband P to derive the apparent flux FP :
where F (λ) is the (input) observed SN spectrum, C H ext (λ) is the extinction cross section per H nucleon (cm 2 /H) as a function of wavelength for a given value of RV (see Sec. 2.5), TP is the total transmission for the passband P and N d is the column density obtained by computing the integral of the dust density function along the line of sight. The apparent magnitude of the SN is finally computed converting the flux to magnitudes and applying the photometric zero point zpP , namely:
In this work, we considered only the V passband (Bessell 1990 ) with a zero point zpV = 3.55×10 −9 erg s −1 cm
but the approach is absolutely general. To compute the SN apparent magnitude from Eq. 6 one needs the SN spectrum at a random phase φ to compute the SN flux through Eq. 5. The problem is clearly that, even in the best cases, SN spectral sequences have a minimum separation of 1 day (and even larger, particularly at later phases). The approach we adopted is to create a look-up table which enable one to construct an interpolated spectrum at any phase in the range spanned by the original input spectra, so that dangerous extrapolations are avoided. This procedure is described in the next section.
Spectral Library
The SN spectral library we used is composed by 28 spectra of SN 1998aq (Branch et al. 2003) , merged with some data from SN 1994D (Patat et al. 1996) and SN 1992A (Kirshner et al. 1993; Suntzeff 1996) spanning the phase range −9 t 90 days from maximum light. This was possible because these three objects are all "normal", very similar, Type Ia SNe. With the aim of increasing the generality Table 2 for details.
of our approach, we devised a recipe that enables the use of a composite spectral library, i.e. a collection of spectra from different objects. One important fact to keep in mind is that dust extinction is a local process, i.e. it is working at the SN rest frame. All input spectra are first corrected to redshift z=0 (i.e. the SN rest frame), trimmed to the overlapping wavelength range and re-binned to a common wavelength step ∆λ. The last two operations have the only purpose of making the model implementation easier. The next step is to ensure the consistency of the spectrophotometry with the LC: for each spectrum (i.e. phase) a flux normalisation is computed in the selected passband P, which ensures that the magnitude obtained from the spectrum (through Eqs. 5 and 6) is equal to the one derived from the SN LC template. When computing the apparent flux FP using Eq. 5, the spectrum is first extinguished and then redshifted to zsim, the redshift at which the simulation is focused. We note that, within this approach, the usable phase range is given by the intersection of the light curve template and the spectral library ones. In particular, in this work the simulation phase range (in the observer's rest frame) is: −5 φ 80. (2001) and Li & Draine (2001) have developed a carbonaceous-silicate grain model which successfully reproduces observed interstellar extinction, scattering, and infrared emission for the Milky Way. In his review, Draine (2003) , discussed the available evidence for dust extinction per unit H column density in regions with different extinction curves. Based on this discussion, he has renormalized the size distributions of Weingartner & Draine (2001) .
The extinction coefficient
In this work we used the extinction cross-sections per unit H nucleon C H ext for RV = 3.1, which is considered to be appropriate for the typical diffuse Hi clouds in the Milky Way. The model can be used as well with the extinction cross-sections computed for RV = 4.0 and RV = 5.5.
Further details on the grain abundance per H nucleon adopted for the three different RV values and the models themselves can be found at Draine's web page 1 .
EXPLORING THE PARAMETERS' SPACE
The model outlined in the previous section can reproduce several physical situations by means of different combinations of physical and geometrical parameters. In particular:
(i) Dust spiral arms geometry. The geometry is governed by the perturbation parameter w d , the number of arms Na and the pitch angle p. We considered five combinations to describe a plain exponential disk, a normal and an extreme spiral with two or three arms. The parameters used in each model and the corresponding IDs are summarized in Table  2 .
(ii) Total optical depth along the symmetry axis τV (0). This parameter is used to fix the total amount of dust content of the galaxy in which SNe are being simulated. All the simulations in this work are for τV (0) = 1.0 because it is then easy to re-scale the results to different normalisation values. Moreover this is also considered a typical value (Bianchi 2003 ).
1 http://www.princeton.edu/∼draine Figure 2 . Distribution of the total extinction A V for different galaxy inclination angles for a S21 model (see Tab. 2) with τ V (0) = 1.0 and B/T = 0.3. The fraction F of objects in the inclination bin considered is plotted in log scale. In each panel the range of inclinations considered and the total number of simulated SNe is shown.
(iii) Bulge-to-Total ratio. Our assumption that the distribution of Type Ia SNe follows that of stars, implies that a fraction B/T of the SNe will be distributed in the bulge, while the remaining (1 − B/T ) will be distributed in the disk. We considered three different cases for B/T : 0.0, 0.3, 0.5. The first one describes a system in which all the simulated Type Ia SNe are located in the disk while the last one represents a system in which half of the simulated Type Ia SNe are located in the bulge and half in the disk.
(iv) RV . The value assumed for RV depends on the interstellar environment intersected by the line of sight: extinction curves which are measured in low density interstellar environments are usually characterised by small values of RV (e.g. 3.1) whilst the value assumed by RV is higher (4 < RV < 6) if the line of sight is intersecting denser clouds. The mean extinction curve commonly used has RV = 3.1; we thus adopted this value in all our simulations. 
Extinction distribution as a function of galaxy inclination
The main geometrical parameter governing the distribution of the total extinction AV is the inclination of the host galaxy on the sky. This can be clearly seen from Figure 2 , where the extinction distribution is shown for six different galaxy inclination bins for an S21 model with τV (0) = 1.0 and B/T = 0.3. For the sake of clarity we reported in Table 3 the mean extinction for the full sample ( A f ) and for an extinction-limited subset of objects with AV < 0.6 mag ( A l ). As expected, the effect of extinction in the face-on sample is modest though there is a significant probability, P (AV > 0.6) ≃ 13% (see Tab. 3), to have individual extinctions higher than 0.6 mag. In the edge-on sample the fraction of highly extinguished SNe is higher, as it can be seen from the extended highextinction tail in the AV distribution. In this case it is P (AV > 0.6) ≃ 46%. These two results are easily explained in terms of the maximum optical depth a Type Ia SN can experience because of the combination of its position inside of the galaxy and the line of sight along which the galaxy is seen by the observer. What is less intuitive is that in edge-on galaxies there is still an high probability that a Type Ia SN suffers only a small amount of extinction P (AV < 0.1) ≃ 23%. The explanation for such effect is again found in geometrical arguments: the dust is confined on a disk which is thinner than the disk and the bulge (see Tab. 1) on which Type Ia SNe are distributed. Thus, as long as the SN height above (or below) the galaxy plane is larger than the dust scale-height, the Type Ia SN will suffer only little, and in some cases even negligible, absorption. If we consider the extinction-limited sample (see Tab. 3, col 6), we see that the mean extinction still increases with the inclination but only slightly: the net effect is only of a ∼ 0.01 mag increase from the face-on to the edge-on case.
As a final test we performed the same analysis described above for bulge and disk SNe separately. For this purpose we run another two simulations, one with B/T = 0.0 to generate all the SNe in the disk and one with B/T = 1.0 to generate all the SNe in the bulge. We choose this approach instead of analysing the two SN population of the B/T = 0.3 simulation in order to keep the analysis at the same statistical significance level. The figures are listed in Tab. 3. The mean absorption for the full sample, A f , increases with increasing inclination angles, as for the B/T = 0.3 case discussed above, but for disk SNe the mean value at each inclination is always smaller than for bulge SNe. The explanation for this apparently strange behaviour should again be found in geometrical arguments: the fact that the mean extinction value at any inclination is always larger for bulge SNe is due to the fact that those objects are located in the region where the dust density is higher. Indeed some of the disk SNe will be located at a large radial distance, where the dust density is very low, and thus they suffer large amounts of extinction only for a very small fraction of lines of sight. If we consider the extinction-limited subset we find that the mean extinction value increases mildly with the inclination showing a 0.06 mag enhancement from the face-on to the edge-on case. Conversely, for bulge SNe the trend is opposite: the mean extinction decreases with increasing inclinations. Once again the explanation is geometrical: the dust is confined in a disk which is much thinner then the bulge and thus with increasing inclination of the host galaxy the fraction of SN seen through the denser part of the disk is progressively reduced. Finally, we note that HBD98 model's predictions agree only partially with ours. In particular, they found that the mean extinction for the extinction limited sample decreases with increasing inclinations both for bulge and disk SNe. Given that their model predicts a decrease of only 0.04 mag from the face-on to the edge-on case for disk SNe, the difference is possibly due to the assumed central cut-off in their dust density distribution function (see also Section 2.2).
Extinction distribution as a function of the B/T ratio
In Figure 3 we show the AV distributions for six different inclination bins and the two extreme values of B/T : 0.0 (thin line) and 0.5 (thick line) for an S21 model with τV (0) = 1.0 and B/T = 0.3. Let us first consider, for each inclination bin, the peak of the corresponding distribution. With increasing inclination angles the relative fraction of SNe with AV < 0.1 mag (the bin's width) in a bulge-less system and in a B/T = 0.5 system (F0.0/F0.5) is reverted passing from 1.24 in face-on galaxies (0
• ) to 0.87 in edge-on galaxies (75
• ). This means that the presence of a bulge has a different effect in edge-on and face-on spirals. In the former case, the presence of the bulge increases the fraction of SNe with low extinction because the probability of a SN being at a larger distance from the galaxy plane is increased. On the contrary, in the face-on sample the presence of the bulge decreases the fraction of SNe with low extinction because the probability of a SN being above, or below, the disk (i.e. crossing a large section of the disk, where the dust is located) is increased.
Another interesting feature that appears from Fig. 3 is that, regardless of the inclination bin considered, the B/T = 0.5 model (thick line) appears to follow the B/T = 0.0 one for a while and then becomes larger at a certain value of AV which depends on the inclination bin considered. This is clearly due to the fact that, in the B/T = 0.5 model, a fraction of the SNe which explode in the bulge happen to be located also inside the disk, thus explaining the increased fraction of objects with higher extinction with respect to the bulge-less model.
Projected radial distributions
An interesting quantity to analyse is the projected radial behaviour of the mean and median absorption. The interest clearly arises from the possibility of comparing the predicted distributions with the observed ones. In Figure 4 we show the mean (thin line) and median (thick line) AV projected radial distributions for a S21 model with τV (0) = 1 and B/T = 0.3. The two distributions have been constructed by selecting all SNe located inside concentric circular bins, at increasing projected radial distance, and then computing, for each subset, the mean and the median extinction values. As expected, the mean and median absorption values in the nuclear region increase with larger inclination angles of the host galaxy. If we consider the distribution of median Table 4 . The effect of dust spiral geometry on SN magnitudes. The first column indicates the two models for which the difference |∆m V | was considered. The next columns report the fraction of objects for which the magnitude difference obtained in the two models is lower than 0.025 mag, or greater than 0.2 mag and 1.0 mag. absorption, we see that the radial functional dependency is quite similar for each inclination, the only feature changing being the peak value of the distribution. We note also that, in each inclination bin considered, SNe suffering high extinction are always those projected in the very central regions. Finally, the fact that the median distribution is smaller than the mean one suggests that, at a given radial distance, there is a "tail" of SNe suffering high extinctions (as implied by the definition of mean and median).
Geometries

The spiral perturbation of the dust disk
We performed a simple test to quantify the impact the choice of one dust geometry with respect to another has on the observed SN magnitudes. We run one Monte Carlo simulation of 10 6 SN positions and line of sights for a galaxy with B/T = 0.3 (the only model free parameter affecting the distribution of Type Ia SNe). We then computed the observed SN magnitudes for each of the five dust geometries summarised in Table 2 adopting τV (0) = 1.0. In this way, SN positions are the same in each simulation and thus their magnitudes obtained in each dust geometry can be directly compared. In particular, we show in Figure 5 the magnitude difference ∆mV between: the plain disk dust distribution S0 and each of the two spiral arms ones (S21, S22; bottom panel); the plain disk dust distribution S0 and each of the three spiral arms one (S31, S32; middle panel); each of the two spiral arms dust distributions and the corresponding three spiral arms ones (upper panel) . From this test we can conclude that:
• in each of the four cases shown in the bottom and middle panels of Fig. 5 , the effect introduced by the spiral perturbation of the dust disk with respect to the plain disk case on the observed magnitudes is negligible for a fraction of SNe which goes from a minimum of ∼ 44% (when the S22 geometry is considered), to a maximum of ∼ 52% (when the S31 geometry is considered), being |∆mV | < 0.025 mag.
• the fraction of SNe with |∆mV | 0.2 mag, i.e. those showing a significant magnitude difference, is larger for the extreme spiral cases (S22, S32) than for the "normal" spiral cases (S21, S31). Moreover the difference between the plain dust disk and the spiral perturbed one is always larger in the two-arms cases with respect to the corresponding threearms ones. The figures are shown in Table 4 . Finally, the fraction of SNe with |∆mV | > 1.0 mag is lower then 1% in all the cases.
TYPE IA SN RATE CORRECTION FACTOR
To exemplify how our model can be used to derive the extinction correction factor, we will analyse a single and simple test case. In particular, we will consider an ideal SN search whose galaxy sample is made of objects of the same type, at the same distance and with the same properties (RV , τV (0), B/T and dust geometry). This is almost equivalent to consider a real SN search targeted on a galaxy cluster for which the calculation of the correction factor is restricted to a single galaxy morphological class. It seems indeed plausible that for next future SN searches the statistics will no longer be a limitation and hence the computation of the SN rates in different galaxy types will become feasible. We thus run a simulation of 10 7 Type Ia SNe in a galaxy with τV (0) = 1.0, B/T = 0.3 at redshift z = 0.10 and with the dust geometry we labelled S21 (see Tab. 1).
It is obvious that the effect of host extinction is to reduce the observed SN number counts and thus the derived SN rates will be only a lower limit if no correction is applied. To compute the SN rate extinction correction factor R from our simulation data we just need the intrinsic magnitude distribution N0(m) and the extinguished magnitude distribution Ne(m). Then, R will be simply given by the following relation:
where ǫ(m) is the SN search detection efficiency function (see below) and the integrals are extended over the magnitude range defined by the bright end of the magnitude distribution m1 and the faintest magnitude for which the efficiency function is not null mǫ. Extinction corrected SN rates are eventually obtained simply multiplying the uncorrected rates by the correction factor R. The SN detection efficiency function, ǫ(m), provides the sensitivity of the SN search as a function of the SN candidate's magnitude. The detection efficiency as a function of SN magnitude is usually a complicated function of many parameters, like the quality of the subtracted images (seeing, transmission) and the technique (convolution, selection criteria) used to extract the SN candidates. The efficiency function is usually determined through Monte Carlo simulations in which a number of artificial SNe are positioned on the search images (see Riello et al. 2003; Cappellaro et al. 2004 ). These synthetic images are then processed with the same software used to perform the search on the real images and the fraction of recovered-over-injected artificial SNe, ǫ = Nr/Ntot, is determined. In this work we used one of the efficiency curves of Cappellaro et al. (2004) for a seeing of 0.
′′ 90 re-scaled to an exposure time of 600 sec, which is a reasonable value for a z = 0.10 SN search performed with a 2m-class telescope (as in the case of Cappellaro et al. 2004) . We note that the effect of exposure time on the efficiency curve is equivalent to a rigid shift of the magnitude scale.
As an example, we have applied the method described at the beginning of the section. First we show in Fig. 6 the intrinsic, f0(m)dm (black line), and the extinguished, fe(m)dm (grey line) magnitude distributions normalised to the total number of simulated objects. The shape of f0(m)dm is linked to that of the SN LC: at phases φ > 30 − 40d the LC is much less steep than at earlier phases and thus, for a given magnitude bin, there is a wide range in phase (i.e a large number of SNe) contributing to that bin. The spike and wiggles at 21 mV 22 are mainly due to the fact that in this simulation we used only one specific Type Ia LC. We expect them to smooth out when Type Ia SN diversity is taken into account by combining simulation with different SN properties. From our calculation we find R = 1.27, i.e. ∼ 27% of SNe are not detected by the search because of host galaxy extinction. Given the impressive size of the tail of the fe(m)dm in Fig. 6 , it is interesting to look at the intrinsic fraction (without taking into account the efficiency curve) of SNe that are extinguished beyond the fainter magnitude reached in the absence of extinction (mV ≃ 22.08 in the case shown in Fig. 6 ): the tail includes ∼ 24% of the simulated SNe.
DISCUSSION
The recipe described above to derive the correction factor R clearly depends on the model parameters. To assess their importance on the final result we performed several simulations to probe its dependence from: (1) dust geometry, (2) size of the bulge, (3) dust content and (4) dust type.
1. We computed the correction factor for each dust geometry described in Tab. 2 using τV (0) = 1.0, RV = 3.1 and B/T = 0.3. We found that R = 1.27 in all cases. This result demonstrates that the distribution of dust does not play a major role and thus it is possible to adopt the simplest distribution, i.e. the plain double exponential disk S0. Though this is true when the extinction correction R is concerned, we note that a detailed dust distribution should be included when studying the distribution of extinction and its effect on SN properties/distributions (see Sec. 3). This result is not unexpected because (a) the spiral perturbation of the dust distribution creates regions of enhanced (the spiral arms) and lower density with respect to the plain exponential disk; and (b) Type Ia SNe are distributed (in the simulations) on a plain exponential disk, i.e. without a spiral perturbation. The effect of dust over-and under-densities therefore cancels out. Conversely we expect that the dust distribution will play a more significant role for CC SNe because they are also more concentrated in the spiral arms.
2. We computed the correction factor for 0.0 B/T 0.5 using dust model S21 with τV (0) = 1.0 and RV = 3.1. We found that the corresponding range spanned by the extinction correction factor is 1.22 R 1.31. Hence, the fraction of Type Ia SNe that are located in the bulge, which is governed by the B/T parameter, plays a role not only on the extinction distribution (see Sec. 3.2) but also on the extinction correction factor R.
3. We computed the correction factor R(τV ) for different values of the total face-on optical depth τV (0) using dust model S0 with RV = 3.1 and B/T = 0.3. We found: R(0.5) = 1.16, R(1) = 1.27, R(2.5) = 1.57, R(5) = 1.91 and R(10) = 2.35.
4. We computed the correction factor for RV = 3.1, 4.0 and 5.5 using dust model S0 with τV (0) = 1.0 and B/T = 0.3. We recall that these are the values for which the extinction coefficients C H ext (λ) are available (see Sec. 2.5). We found that the corresponding values of the extinction correction factor are R = 1.27, 1.31, 1.34.
When the determination of R is concerned, although the detailed geometry of dust can be neglected, the dust content, properties and the bulge size still play a major role. The computation of R for a real SN search requires indeed several simulations: one for each "galaxy class" which is defined by the tuple (B/T, RV , τV ). If the SN rates cannot be computed (and hence corrected) for each galaxy class separately, a global correction factor R should be derived from a weighted mean of the Ri obtained for each galaxy class i, with weights given by the fraction of objects in each galaxy class.
SUMMARY
We presented a new Monte Carlo approach to the problem of determining the effect of host galaxy extinction on observed SN properties and to compute the extinction correction factor for SN rate. Although we provided a detailed discussion of the role played by the model free-parameters, our main purpose was to outline the recipe to derive the extinction correction factor R for Type Ia SN. Our main results are that (1) the value of R is almost insensitive to the particular spiral geometry of dust and hence a plain exponential disk is a good approximation. (2) the value of R strongly depends on the galaxy physical properties, in particular the total face-on optical depth τV (0), the value of RV and the size of the bulge B/T . If we adopt a Milky Way-like dust (RV = 3.1), B/T = 0.3 and the range of most likely total face-on optical depths 1 τV (0) 5 (Bianchi 2003) , the corresponding range spanned by the extinction correction factor is 1.27 R 1.91.
The computation of R for a real SN search involves a number of complications due to the heterogeneity of the galaxy sample, the redshift dependence of galaxy properties and finally the variety of Type Ia SNe. In particular, this work did not take into account neither the intrinsic spread in Type Ia SNe absolute magnitudes nor the correlation between the light curve shape (characterised, e.g. by the ∆m15 parameter) and the morphological types of SN hosts. Such simplifications were possible only because the aim of our work was to provide an overview of the method rather than discussing the application to a real case, which will be instead the subject of a future work. This application clearly requires a detailed study of the observed galaxy sample and the definition of the corresponding model free-parameters which was beyond the objective of the present study. Finally, we note that, though the approach described in this work can be used also for core collapse SNe, its feasibility is limited both by the lack of adequate spectral libraries and by the extreme heterogeneity of these objects.
