On MIMO Cognitive Radios with Antenna Selection by Hanif, M.F. & Smith, P.J.
On MIMO Cognitive Radios with Antenna Selection
Muhammad Fainan Hanif and Peter J. Smith
Department of Electrical and Computer Engineering
University of Canterbury, Christchurch
New Zealand
Email:
mfh21@student.canterbury.ac.nz
p.smith@elec.canterbury.ac.nz
Abstract—With the ever increasing interest in multiple-input
multiple-output (MIMO) cognitive radio (CR) systems, reducing
the costs associated with RF-chains at the radio front end
becomes a very important factor. In this paper, we propose
two solutions to the problem of joint transmit-receive antenna
selection with the objective of maximizing data rates and satis-
fying interference constraints at the primary user (PU) receiver.
In the first method we approximate the original non-convex
optimization problem with an iterative way of solving a series of
smaller convex problems. Then we present a novel, norm-based
transmit receive antenna selection technique that simultaneously
improves throughput while maintaining the PU interference
constraints. We show that this simple approach yields near
optimal results with massive complexity reductions. In addition
to making a performance comparison between the proposed
approaches and the optimal exhaustive search approach, we
establish that antenna selection is a promising option for future
MIMO CR devices.
I. INTRODUCTION
Cognitive radios (CRs) are being considered as a promising
solution to the perceived scarcity of the radio frequency (RF)
spectrum [1]. The concept of multiple-input multiple-output
(MIMO) CR systems has triggered a lot of interest in the
research community [2]–[5]. This is because multiple antennas
can be used to provide the traditional rate benefits in addition
to having a role in effective interference control at the primary
user (PU) receiver (RX) [3]. However, along with the gains,
comes hardware complexity at the radio front end owing
to the requirement of having costly RF chains (consisting
of low noise amplifiers, downconverters and analog-to-digital
converters) that scale with the number of antennas being used.
It is well known that antenna selection techniques present
an elegant solution to such problems, see, for example, [6]–[8]
and the references therein. Recent work in this area includes
[9] where transmit antenna selection was considered for a mul-
tiple input single output (MISO) CR operating in the presence
of a single input single output (SISO) PU. In this paper, we
consider the problem of joint selection of transmit/receive an-
tennas in a MIMO CR device. The selection procedure aims to
maximize the achievable rate while satisfying any interference
constraints due to the PU RX(s) (either equipped with a single
antenna or multiple antennas) operating in the vicinity. The
work in [9] has similarities in that the signal-to-interference-
plus-noise ratio (SINR) results in [9] can be transformed to
rates, they also impose interference constraints and consider a
range of selection strategies including norm based approaches.
In contrast, the approach in [9] is analytically based whereas
our techniques are more focused on optimization. Furthermore,
in this paper we include the effects of interference from the
PU to the CR and power control at the CR transmitter (TX).
After formulating the antenna selection problem in the context
of CR networks, we propose two solutions in addition to
the brute force, optimal full search method. A comparison of
the proposed algorithms, based on their performance, is also
presented. Our key contributions are as follows:
• We provide an approximate solution to the original non-
convex optimization problem based on iteratively solving
a series of convex problems. The results are found to be
stable and in close agreement with those obtained from
the optimal search.
• We present a norm-based heuristic that performs transmit
and receive antenna selection, to increase the rate while
satisfying the interference constraints. The heuristic has
massively reduced computational complexity and gives
very accurate results when compared with the optimal
search.
• We demonstrate that even under interference constraints,
the CR device is still able to achieve substantial rate
gains due to selection (especially when the strength of
the CR-PU interference channel is lower than that of the
CR-CR channel) and thus retain the traditional spatial
multiplexing benefit of MIMO systems.
The rest of the paper is organized as follows: Section II
describes the system model and Section III presents the ana-
lytical framework. Finally, results and conclusions are given
in Section IV and Section V respectively.
Notation: Boldface uppercase is used for matrices and
boldface lowercase for vectors. det(.), Tr(.) and (.)† denote
the determinant, trace and the conjugate transpose operators
respectively. IM denotes an M ×M identity matrix and E[.]
represents the statistical expectation operator. Cx×y denotes
the space of x × y matrices with complex entries. CN (0,Γ)
represents the distribution of a zero mean circularly symmetric
complex Gaussian (ZMCSCG) vector with covariance matrix
Γ. min(.) and ||.||2 denote the minimum and l2 norm operators
respectively. M(i, :) and M(:, j) are used to represent the ith
row and jth column of a matrix, M, respectively. Diag(.)
gives the diagonal elements of a matrix. Finally, diag([x], 0)
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Fig. 1. System model. The vertical dotted line indicates that the multiple
antenna and single antenna PU systems are considered separately.
represents a diagonal matrix with vector x along the diagonal
and M  0 indicates that M is a positive semidefinite matrix.
II. SYSTEM MODEL
The proposed system model is shown in Fig. 1. We assume
that the CR TX and RX are equipped with NCR and MCR
antennas respectively. The incumbent PU has NPU transmit
(not shown in Fig. 1) and MPU receive antennas in the
case of a single MIMO PU. We also consider the case of
multiple single receive antenna PUs operating in the vicinity
of the CR system. In this case MPU is the number of PUs.
These scenarios are referred to as single user (SU) and multi-
user (MU) respectively. The channels between all nodes are
assumed to experience frequency flat Rayleigh fading. The
signal at the CR RX is:
yCR(n) = HCRx(n) + i(n) + z(n), (1)
where HCR ∈ CMCR×NCR is the channel gain matrix with
ZMCSCG entries, yCR(n) and x(n) are the received and the
transmitted signal vectors respectively, z(n) ∼ CN (0, IMCR),
i(n) is the interference received from the PU TX(s) and the
index n represents the nth time sample. Further, the transmit
covariance matrix of the CR user is denoted by QCR =
E[x(n)x(n)†]. We assume that the total CR transmit power
is limited to PCR i.e., Tr(QCR) ≤ PCR. Since a normalized
CR-CR channel is considered, we have E[|(HCR)ij |2] = 1 and
the receive SNR at the CR RX is given by SNR = PCR.
The PU system has an SNR that is denoted SNRPU. The
covariance matrix of the interference-plus-noise is defined by
K = E[i(n)i(n)† + z(n)z(n)†] = IMCR + HPCH
†
PC where
we have assumed the PU TX(s) have channel HPC to the CR
RX and transmit unit power uncorrelated signals. For the CR
to PU interference channel, HINT (see Fig. 1), we assume
E[|(HINT)ij |2] = Γi where Γi = α for the SU case and
Γi = αi, i = 1, . . . ,MPU for the MU case. The constant α
gives the strength of the dominant interference channel relative
to the CR-CR channel and in the MU case it is assumed that
the CR interference power decays exponentially across the PU
receivers [10]. Perfect channel state information (CSI) (HCR,
HINT and HPC) is assumed to be available at both the CR TX
and CR RX for antenna selection purposes. For satisfactory
operation of the incumbent PU in the presence of the CR
TX, the interference seen at the PU RX should not exceed a
particular threshold. This gives rise to two types of interference
constraints depending on whether the PU is SU or MU. In the
SU case, the interference constraint can be written as:
MPU∑
j=1
HINT(j, :)QCRHINT(j, :)† ≤ Ω ⇒Tr(HINTQCRH†INT) ≤ Ω
(2)
where HINT(j, :) ∈ C1×NCR represents the channel from the
CR TX to the jth receive antenna of the PU RX and Ω is the
maximum tolerable total interference at the PU RX. For the
MU case the interference constraint is given by:
HINT(j, :)QCRHINT(j, :)† ≤ ωj j = 1, 2, . . . ,MPU (3)
where ωj is the interference constraint for the jth user.
For the sake of notational convenience (3) is rewritten as
Diag(HINTQCRH†INT) ≤ (ω1, . . . , ωMPU ), where the inequal-
ity is to be interpreted elementwise.
III. ANALYTICAL FRAMEWORK
We aim at performing joint transmit-receive antenna selec-
tion at the CR such that the CR rates are maximized subject
to the interference constraints. The achievable rates of the CR
system using all antennas are determined using [11]:
R(HCR,QCR) = log2 det
(
IMCR + HCRQCRH
†
CRK
−1). (4)
Similar to the approach of [12], we define diagonal selection
matrices S1,S2 of dimensions MCR×MCR and NCR×NCR
respectively with binary diagonal entries. Specifically,
(Si)kk =
{
1 if the kth antenna element is selected
0 otherwise (5)
where i = 1, 2. The diagonal entries of S1,S2 give the indices
of the antennas selected on the CR RX and the CR TX side
respectively. Hence, if mcr ≤ MCR receive antennas and
ncr ≤ NCR transmit antennas are selected we obtain a new
CR channel matrix H¯CR with MCR−mcr rows and NCR−ncr
columns in HCR replaced with zeros. Thus, the rate expression
becomes:
R(H¯CR, Q¯CR) = log2 det
(
IMCR + H¯CRQ¯CRH¯
†
CR
) (6)
where H¯CR = K¯−1/2S1HCRS2 and K¯ and Q¯CR are defined as
follows. With the selected receive antennas we have reduced
mcr × 1 interference and noise vectors which give a new
interference and noise covariance matrix, Kred, of dimension
mcr×mcr. This matrix is inflated to form K¯, an MCR×MCR
matrix, by adding rows and columns of zeros corresponding
to the receive antennas not selected. Similarly, a reduced Qred
matrix (ncr × ncr) is formed corresponding to the transmit
antennas selected which is inflated to form Q¯ (NCR×NCR) by
inserting rows and columns of zeros corresponding to transmit
antennas not selected. With this notation, the problem of joint
transmit-receive antenna selection together with CR power
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allocation can be mathematically cast in the SU case as:
P1: maximize log2 det
(
IMCR + K¯
−1/2S1HCRS2QCRS
†
2
×H†CRS†1K¯−1/2
)
subject to (Si)jj ∈ {1, 0}, j = 1, . . . ,MCR if i = 1
and j = 1, . . . , NCR if i = 2
Tr(QCR) ≤ PCR,Tr(S1) = mcr,Tr(S2) = ncr
Tr(HINTS2QCRS†2H
†
INT) ≤ Ω, QCR  0
variables S1,S2,QCR
We note that in P1 we have slightly modified the interference
constraint in (2) to represent the effective interference seen at
the PU RX due to the selected CR transmit antennas only.
The above problem can be written for the MU case by simply
replacing the interference constraint with (3) and incorporating
the column selection matrix S2. In the log-determinant of
P1 it is important to note that the effect of the interference
and noise covariance matrix is separated from the channel,
HCR, by the selection matrix, S1. In systems with a fixed
number of antennas it is common to construct an equiva-
lent channel which, in (4), would correspond to K−1/2HCR.
Then, the analysis proceeds simply by considering K−1/2HCR
rather than HCR. In our situation the interference and noise
covariance matrix changes for every S1 and so we cannot
select rows or columns of the equivalent channel. Instead,
selection from HCR is performed first, followed by the use of
the corresponding K¯−1/2 and then maximizing the resultant
expression subject to the constraints shown. This makes the
problem much more difficult as discussed in Sec. III-B.
A. Exhaustive Search
A straightforward way to solve P1 is to perform an exhaus-
tive search (ES) over all possible combinations of antenna
elements and only optimize over QCR. Hence, ES amounts to
optimizing QCR,
(
NCR
ncr
)×(MCRmcr ) times subject to interference
and total transmit power constraints. Each single optimization
over QCR is a convex problem that can be efficiently solved in
polynomial time using interior-point methods [13]. However,
the need to iterate through all possible combinations gives a
complexity which explodes for higher dimensional systems.
Throughout the paper we obtain numerical solutions to the
optimization problems using CVX [14].
B. Convex Approximation
Problem P1 is highly non-convex and can be classified
as an example of an integer programming problem, since
two of the variables S1 and S2 are binary [15]. The non-
convexity of the problem arises due to the nature of the
objective function, interference and the binary constraints.
Further, the binary variables render the problem NP-hard [12].
In order to produce a more computationally efficient approach
we modify the problem in the following ways. Firstly, the
binary structure of S1 and S2 can be relaxed so that the
antenna selection variables take on values in the interval 0 to
1. This makes the problem far easier to solve than the original
integer program [13]. In addition to this, we also transform
the interference constraint in P1 from being applicable over
the selected transmit antennas to all CR transmit antennas.
This yields a simpler constraint for optimization and also
corresponds to the relaxation approach where the selection
matrices are fractional rather than binary. Finally, we note that
in this approach the effect of the K matrix cannot be included
and QCR is restricted to a diagonal power allocation matrix.
These limitations are discussed below. With these changes, P1
can be rewritten as:
P2: maximize log2 det
(
IMCR + S1HCRS2QCRS
†
2H
†
CRS
†
1
)
subject to 0 ≤ (Si)jj ≤ 1, j = 1, . . . ,MCR if i = 1
and j = 1, . . . , NCR if i = 2
Tr(QCR) ≤ PCR,Tr(S1) = mcr,Tr(S2) = ncr
Tr(HINTQCRH†INT) ≤ Ω, QCR  0
variables S1,S2,QCR(diagonal)
We note that the optimization problem P2 is still not convex
(because the objective function is not concave). Here we
seek a convex approximation (CA) to this problem. It can
be shown that with two of the three variables known, the
cost function is concave in the third one and this renders
the problem convex in this variable. For example, with S1
and QCR known the cost function is concave in S2 where
we rely on a diagonal QCR so that S2QCRS†2 = UCRS2UCR,
where UCR = (QCR)1/2. Similarly, with S2 and QCR known,
the determinant in the objective function can be written as
det(INCR + S
†
2H
†
CRS1HCRS2) which gives a convex problem
in S1. Note that the problem cannot be made convex in S1 if K
is also included in the argument of the cost function. Finally,
the log-determinant in P1 already provides a convex problem
in QCR. Thus to solve P2, we initialize S1,QCR and optimize
over S2. After obtaining S2, we optimize over S1 and then,
with S2 and S1 known, we obtain the optimum value of QCR.
This procedure is repeated until the rate achieved stabilizes.
The indices of the receive and transmit antennas to be selected
are then obtained by choosing the largest mcr and ncr diagonal
entries of S1 and S2 respectively. After rounding the possibly
fractional diagonal entries of S1 and S2, we again optimize
over QCR. This optimization involves the original interference
constraint of P1 over the selected CR transmit antennas.
A comment on the convergence of the proposed iterative
algorithm is in order here. Using a similar approach to [16], we
argue that during the (k + 1)th iteration we calculate Sk+12 =
argmaxS2P2(S
k
1 ,Q
k
CR,S2) and obtain data rate a. Then we
calculate Sk+11 = argmaxS1P2(S1,Q
k
CR,S
k+1
2 ) giving rate b.
Finally, we evaluate Qk+1CR = argmaxQCR P2(S
k+1
1 ,QCR,S
k+1
2 )
and the corresponding data rate c. Since a ≤ b ≤ c forms
a monotonically increasing sequence which is bounded above
(due to input power constraints) we conclude that the sequence
of data rates converges to a limit. Our simulations indicate that
iterating 6 times for the SU case (and 8 − 10 times for the
MU case) is almost always sufficient to attain an optimum
value of P2. Since the problem is not convex in nature, the
maximum CR rates obtained from P2 may not be globally
optimum. However, results suggest that the values obtained
are robust and are globally optimal most of the time for the
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parameters and scenarios discussed in Sec. IV.
C. Heuristic
From the above discussion it is evident that apart from
being cumbersome, the CA approach suffers from various
drawbacks. For example, complexity depends on the efficiency
of the convex optimizer and the number of iterations needed
to reach the optimal point. Also, the approach cannot be used
with a full QCR matrix or in the presence of interference. To
overcome these problems, we propose a heuristic involving
norm-based transmit and receive antenna selection [6]–[8].
Norm based selection for i.i.d. channels with no interfer-
ence constraints is straightforward and involves selecting the
rows and columns of the channel matrix with the highest
norms. In our situation the interference constraint prescribes
different allowable powers for each transmit antenna and the
interference plus noise covariance matrix results in different
correlations for different receive antenna selections. Hence,
selection at both TX and RX is more complex and any
approach must handle these difficulties. At the RX end we
proceed by selecting the rows of K−1/2HCR with the highest
norm. This approximates the effect of K¯ without the need
to cycle through the possible RX antenna selections. At the
TX end the total transmit power is limited to PCR with
no constraints per antenna. In the heuristic it is simpler to
assume that the maximum available transmit power from any
CR TX antenna is bounded by PCR. The idea behind the
per-antenna power constraint is that antenna A is likely to
be more effective than antenna B if, when they are both
allocated maximum power, antenna A has a higher norm under
interference constraints. The power inflation intrinsic to this
approach is not a problem since we are solely ranking antennas
at this stage. After selection the correct power allocation is
performed via the QCR matrix. Note that the version of this
algorithm described below deals with the MU case only, since
this is the more complex case. A similar heuristic for the SU
case follows in a straightforward way. Also, we assume that
ω1 = . . . = ωMPU = ω for all MPU single antenna PUs. The
heuristic is given by:
1) Calculate Pj = min
{
PCR, min
{
ω
||HINT(:,j)||22
}}
, where
j = 1, 2, . . . , NCR.
2) Evaluate H˜ = K−1/2HCRdiag([
√
P1, . . . ,
√
PNCR ], 0).
3) Find the column norms of H˜, i.e., ||H˜(:, j)||22, j =
1, 2, . . . , NCR.
4) Obtain the matrix H˜COL by keeping the ncr columns
with the highest norms and setting the remaining NCR−
ncr columns of H˜ equal to zero. This gives S2.
5) Determine the top mcr rows of H˜COL on the basis of the
row norms, ||H˜COL(k, :)||22, k = 1, 2, . . . ,MCR. This
gives S1.
6) With the final selection, S1 and S2, optimize
the achievable rate over QCR subject to
Diag(HINTS2QCRS†2H
†
INT) ≤ (ω, . . . , ω) and the
total transmit power constraint.
It is worth noting that the above heuristic can be optimized
with a full QCR matrix and is not restricted to a diagonal form
as in the CA approach.
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Fig. 2. Ergodic rates vs SNR for different system sizes. These curves are
based on the CA approach for the SU case. For all curves (except the one
indicated in the figure) we take α = 0.5 and β = 0.1.
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Fig. 3. Ergodic rates vs SNR for different system sizes and in the presence
of a PU TX with 3 antennas. α = 0.5 for both from CR TX to PU RXs and
PU TX to CR RX. We take β = 0.35. Antenna selection is performed using
the heuristic and both diagonal and full QCR matrices are considered.
The heuristic is an extension of the simple norm-based
criteria [6]–[8] with interference constraints added. We stress
that the per antenna power-constraint is not real but is used to
avoid any iteration over antenna power allocation. This makes
the heuristic able to select antennas based solely on row and
column norms which is much faster to compute.
IV. RESULTS
In this section we explain the simulation results based on
the ES, CA and the heuristic proposed in Sec. III. However,
before we elaborate the results, we introduce the parameter β
which controls the interference threshold (Ω for the SU case
and ωj , j = 1, . . . ,MPU for the MU case) at the PU RX. β is
chosen so that the allowable interference at the PU is a fraction
of the PU SNR, i.e., Ω or ωj = βSNRPU at the PU RX(s).
To compare the different approaches we use the measures of
ergodic rates and the cumulative distribution function (CDF)
of the achievable rates. The CDF curves and each point on
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Fig. 4. CDFs of rates achieved for various selection methods for two different
systems at SNR = 8 dB for the MU case with 3 single antenna PUs.
the ergodic rate graphs are determined by averaging over the
results obtained from 500 i.i.d. channel realizations. For the
SU case we consider a single MIMO PU RX equipped with
3 antennas and for the MU case we take three PUs each
having a single antenna (Fig. 1). The results shown focus
on the rate gains offered by selection, the effects of diagonal
QCR (important in the CA approach) and a comparison of the
techniques. For reasons of space a comprehensive study is not
possible and this is left to an extended journal version of the
paper.
In Fig. 2 we demonstrate that (ncr,mcr) antenna selection
from larger (NCR,MCR) systems can enhance the ergodic
rates to reach and go beyond the benchmark performance of
an (ncr,mcr) system without any PU interference constraints.
These graphs are based on the SU case and are obtained using
the CA approach for diagonal QCR. In particular, we see that
if we select the best (2, 2) antenna subsystem (according to
P2) from (3, 3) and then from (4, 4) MIMO channel matrices,
we are able to close the gap between the ergodic curves for
these systems and the results for the benchmark (2, 2) MIMO
system without any PU. These results are for α = 0.5 and β =
0.1. Further, if the strength of the CR-PU interference channel
is lowered with respect to the CR-CR channel by decreasing
α from 0.5 to 0.1 (which is plausible for environments with
shorter range CRs), the ergodic rate curve for a (2, 2) system
obtained from a (4, 4) system goes beyond that of a (2, 2)
system without any PU operating in its vicinity. This clearly
indicates that even after performing antenna selection subject
to the interference constraints, there are still enough degrees
of freedom left for the CR to attain a substantial gain in terms
of its maximum achievable rates.
In Fig. 3 we consider the effects of a diagonal input
covariance matrix and incorporate interference from the PU
TX. We plot the ergodic rate curves based on the heuristic
for two different systems and make a comparison between
a diagonal and a full QCR matrix in the presence of an
interfering PU TX. For reasons of symmetry and to avoid any
further parameters we assume that the signal strength from the
PU TX to the CR RX is also given by the parameter α. Hence,
each element of HPC has power equal to α. The results are
shown in Fig. 3. For these results we considered a CR device
with three single antenna PU RXs in its vicinity and a PU
TX equipped with 3 antennas interfering at the CR RX. As
expected there is a small loss of rate for both systems when
QCR is restricted to diagonal form. However, the rate loss for
the larger system is slightly less than that of the smaller one.
In the absence of PU-CR interference all 3 techniques can be
used and their performance is compared in Fig. 4 via CDFs of
the achievable rates. The three techniques follow a hierarchy of
complexity from the full solution in the ES through the relaxed
iterative optimization in CA to the simple heuristic. Hence, it
is notable that all 3 methods are remarkably similar and that
even with its massively reduced complexity the heuristic is
very similar to the CA approach and only a little behind the
ES. Although the relative performance needs to be investigated
in more detail over a wider range of parameters and scenarios,
this is an excellent indication that near optimal results may be
achieved with a very simple selection heuristic.
As a final remark we compare the computational complexity
of the heuristic and the CA methods. As mentioned above,
the ES method is not practically feasible so is not considered.
Although, the CA approach is based on evaluating a series
of convex programs which can be efficiently solved using
polynomial time interior point methods [13], its complexity
heavily depends on the number of iterations required to attain
a stable value. In contrast, the heuristic only involves a single
such convex optimization problem. Thus on our workstations,
the heuristic was found to be approximately 6−8 times quicker
than the CA approach, for systems with up to 5 TX or RX
antennas.
V. CONCLUSION
In this paper we have used the idea of antenna selection
to jointly satisfy interference constraints at the PU while
improving the achievable rates of the CR device. We have
presented three schemes in order of decreasing complexity to
solve this problem. The optimal search approach is the most
computationally intensive while the CA approach solves the
problem at hand by iteratively optimizing a series of small
convex programs. We then present a norm-based separate
transmit receive antenna selection technique. This approach
results in huge complexity reductions and produces very ac-
curate results. It is notable that this simple technique performs
almost indistinguishably from the CA approach which is a
well established optimization approach to approximating the
full solution. Finally, we have shown that antenna selection
can lead to performance improvements for MIMO CR devices
even under interference constraints.
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