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Foveation, a peculiarity of the HVS, is characterized by a sharp image having
maximal acuity at the central part of the retina, the fovea. The acuity rapidly
decreases towards the periphery of the visual ﬁeld. Foveated imaging was re-
cently investigated for the purpose of image denoising in the Foveated Non-local
Means (FNLM) algorithm, and it was shown that for natural images the foveated
self-similarity is a far more eﬀective regularization prior than the conventional win-
dowed self-similarity. Color images exhibit spectral redundancy across the R, G
and B channels which can be exploited to reduce the eﬀects of noise.
We extend the FNLM algorithm to the removal of additive white Gaussian noise
from color images. The proposed Color-mixed Foveated NL-means algorithm,
denominated as C-FNLM, implements the concept of foveated self-similarity, along
with a cross-channel paradigm to exploit the correlation between color channels.
The patch similarity is measured through an updated foveated distance for color
images. In C-FNLM, we derive the explicit construction of an uniﬁed operator
which explores the spatially variant nature of color perception in the HVS.
We develop a framework for designing the linear operator that simultaneously
performs foveation and color mixing. Within this framework, we construct sev-
eral parametrized families of the color-mixing operation. Our analysis shows that
the color-mixed foveation is a far more eﬀective regularity assumption than the
windowing conventionally used in NL-means, especially for color image denoising
where substantial improvement was observed in terms of contrast and sharpness.
Moreover, the uniﬁed operator is introduced at a negligible cost in terms of the
computational complexity.
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11. INTRODUCTION: IMAGE DENOISING
In this thesis, a digital image is considered to be a two-dimensional function y,
which is deﬁned as:
y : X Ñ R, where X  Z2 (1.1)
where x P X  Z2 is a two-dimensional spatial coordinate called pixels in the
domain X, and ypxq represents the intensity value 1 of the grayscale image y at
the position indexed by variable x. Thus, an image is a 2-D array whose elements
are pixel values.
In certain applications, the image capturing process is the result of light inten-
sity measurements made by CCD or CMOS sensors. The incident light (photons)
impinging upon each sensor element is transformed into electrons, then converted
to electrical voltage, before undergoing pre-processing in the digital form. This
form undergoes speciﬁc adjustments, such as interpolation, gamma correction and
color tone-mapping, before the ﬁnal image is constructed.
1.1 Noise Models
Noise is an undesirable random component in an observed signal which corrupts
the signal acquisition process. Images captured by digital imaging sensors typi-
cally contain noise. These occur due to the uncertain nature of photon emission
and sensing, i.e. even for a light source with constant intensity, the number of
photons striking the sensors is not ﬁxed during a constant time interval, resulting
in photon-counting noise (or, shot noise). Noise corrupting the image is introduced
in diﬀerent forms at various stages of the image formation, and can be divided into
two main categories: signal-dependent noise, and signal-independent noise. The
signal-dependent noise is essentially due to the photon-counting process, whereas
the signal-independent noise is due to electric and thermal noise.
Given the unknown original image y : X Ñ R, its noisy observations zpxq are:
zpxq  ypxq   ηpxq x P X  Z2 (1.2)
1For color images, ypxq represents a triplet of values corresponding to the (R,G,B) color
components; whereas for grayscale images, ypxq is the observed intensity value.
2where z : X Ñ R is the observed noisy image, and η : X Ñ R is assumed
to be the noise corrupting the signal at every pixel. The speciﬁc measurement
method determines the type of noise model. Generally, its behaviour is most
often described by using random variables following either a Gaussian or a Poisson
distribution, or a combination of both.
1.1.1 Gaussian Model
The most common probabilistic model used to approximate the eﬀect of noise in
corrupted images is the additive white Gaussian noise (AWGN). It is independent
and identically distributed (i.i.d.), signal-independent and normally distributed.
The i.i.d. condition dictates that the variance σ2 of the noise component η is
constant over the image, and that the noise samples are drawn independently of
each other. With reference to Eq. (1.2), the white Gaussian noise is
ηp  q  N p0 , σ2q , (1.3)
which is not an accurate representation for digital imaging devices as it ignores,
among other factors, signal-dependent shot noise. Regarding the probability dis-
tribution of the noise, the assumption of Gaussianity is a direct consequence of the
Central Limit Theorem (CLT): when an image is well-exposed, i.e. a large num-
ber of photons impinge upon the imaging sensors, the probability density function
(PDF) of the noise closely resembles a Gaussian PDF.
Original Image Noisy Image Gaussian Noise
Figure 1.1: Gaussian noise realization of a two-dimensional image.
1.1.2 Poisson Model
Given the discrete nature of light, natural images are necessarily inﬂuenced by
shot noise. The number of photons impinging upon a photon-counting device,
such as those used for medical and astronomical imaging, are modeled as a Poisson
3distribution. A simplifying assumption is that the degrading eﬀects of all signal-
independent sources are insigniﬁcant compared to signal-dependent noise.
Formally, each observation zpxq of a noisy image z is deﬁned as an independent
random variable taken from a Poisson distribution with parameter proportional to
the original image ypxq:
zpxq  Ppχ  ypxqq (1.4)
where x P X  Z2 and χ is a positive real number. It should be noted that both
the expected value E and the variance V of the image z is the underlying intensity
value to be estimated [56]:
Erzpxqs  Varrzpxqs  χ  ypxq x P X
Therefore, the noise η can be formally deﬁned as:
ηpxq  zpxq  Erzpxqs (1.5)
The standard deviation of a Poisson distribution is equal to the square root
of its mean. Due to this, the relative eﬀect of Poisson noise increases (i.e. the
signal-to-noise ratio decreases) as the intensity value decreases.
Original Image Noisy Image Poisson Noise
Figure 1.2: Poisson noise realization of a two-dimensional image.
The expected number of photons impinging upon a sensor per unit time interval
is proportional to the incident scene irradiance. An interesting property of the
Poisson distribution is that for suﬃciently high 2 values of the parameter λ, the
Poisson distribution can be approximated as a Gaussian distribution with both
mean and variance equal to λ :
Ppλq  N pλ, λq (1.6)
2E.g. λ > 20.
41.1.3 Poisson-Gaussian Model
The Poisson-Gaussian model describes the statistical behaviour of noise corrupting
the unprocessed (or, raw) data generated by cameras. As the name suggests, it is
composed of both the signal-dependent Poissonian and signal-independent Gaus-
sian noise sources. The model comprises of both a multiplicative scaled Poisson
term, and an additive Gaussian term.
We express the noisy image z to include a generic signal-dependent noise model,
at pixel position x in the image, as:
zpxq  ypxq   σpypxqqξpxq x P X (1.7)
where ξpxq : X Ñ R is zero-mean random noise with unitary variance and the
function σ : RÑ R  gives the standard deviation of the total noise component.
The noise model in Equation (1.7) can be expressed with two mutually inde-
pendent components [57]:
σpypxqqξpxq  ηppypxqq   ηgpxq x P X (1.8)
where ηp is the Poissonian part, and ηg is the Gaussian part, characterized as:
χpypxq ηppypxqqq  Ppχ  ypxqq χ ¡ 0, x P X
ηg  N p0, bq b ¥ 0, x P X
The variance of ηp is proportional to the value of the original image ypxq; the
Gaussian component ηg has a constant variance equal to b which, along with χ,
depends on the hardware characteristics of the sensors.
1.2 Image Denoising
The image denoising problem can be formulated as estimating the noise-free image
y from its observed noisy image z, which is corrupted by additive noise η (as in
Eq. (1.2)). The main challenge facing any denoising algorithm is to suppress noise
artifacts while retaining ﬁner characteristics, details, and edges, in the image. In
the algorithms described throughout this thesis, we assume the AWGN model.
Image denoising is an additive decomposition problem: the task is to decompose
a noisy image into a denoised image component and a noise component, and we are
interested in ﬁnding a plausible denoised image [13]. The idea is that a denoised
image should resemble the original image, and a noisy component should agree with
the noise model. The proposition of plausibility therefore involves prior knowledge,
i.e. one has information about the image (e.g. regularity, smoothness, etc) and
the noise (e.g. statistical distribution, etc).
51.3 Evaluation of Denoising Results: Quality Measures
Image quality metrics can be divided into three broad categories: (i) full-reference,
(ii) no-reference, and (iii) reduced-reference metrics. The full-reference metrics re-
quire that the true underlying image is available in order to compute an evaluation
measure, whereas no-reference metrics perform a blind quality assessment, i.e.
the true underlying image is not available. Reduced-reference metrics presumes
that the true image is partially known.
The objective of any denoising algorithm is to provide an estimate yˆ of the
original image y from the noisy observation z. After denoising an image, the
performance of the algorithm needs to be quantiﬁed. For this, the full-reference
quality metrices described in this thesis are Mean Squared Error (MSE), Peak
Signal-to-Noise Ratio (PSNR), and Structural Similarity (SSIM) index.
1.3.1 Mean Squared Error
The MSE corresponds to the expected value of the squared error loss. The error
is the magnitude of the dissimilarity between the original signal and the estimated
one. In general, when y is an image, deﬁned for all x P X  Z2, and yˆ is its
estimate, this measure is deﬁned as:
MSE  Erpy  yˆq2s  1|X|
¸
xPX
pypxq  yˆpxqq2 (1.9)
where |X| is the total number of pixels. It is one of the most commonly used
metric for image quality assessment.
1.3.2 Peak Signal-to-Noise Ratio
The PSNR is the ratio between the maximum power of a signal and the power of
the corrupting noise. PSNR, usually measured on a logarithmic scale (dB) scale
due to a signal's wide dynamic range, is related to the MSE as follows:
PSNR  10 log10
M2
MSE
(1.10)
where M is the maximum possible value of the signal, i.e. for images with an
intensity range of [0-255], M = 255. An improvement of 1 dB corresponds to
approximately 20% reduction in MSE.
PSNR and MSE are useful ﬁdelity measures, but do not always serve as a good
indicator of the visual quality of the estimated image.
61.3.3 Structural Similarity Index
The SSIM index exploits known characteristics of the human visual system. SSIM
is a full-reference image quality metric which separates the task of similarity mea-
surement into three components: (i) luminance, (ii) contrast, and (iii) structure:
SSIMpx, yq  p2µxµy   C1q p2σxy   C2qpµ2x   µ2y   C1q pσ2x   σ2y   C2q
(1.11)
where σ is the standard deviation, and µ is the mean intensity value, of the image;
C is a constant used to avoid instability when the denominator is close to zero.
SSIM takes into account the fact that the human visual system is sensitive to
relative changes in luminance, rather than to absolute changes in luminance. It
also considers image degradation as a perceived change in structural information,
where structural information is the idea that spatially close pixels have strong
inter-dependencies and are correlated [69].
For the purpose of this thesis, both PSNR and SSIM will be used as the reference
quality measures.
72. SELF-SIMILARITY IN NON-LOCAL IMAGE
DENOISING
Non-local self-similarity is widely acknowledged as an eﬀective regularization prior
for natural images. The utilization of non-local self-similarity in image processing
gained prominence with the fractal model of coding for natural images [45], where
it was demonstrated that natural images could be compressed by expressing their
self-similarity as self-transformability on a block-wise basis. In [73], the authors
developed a novel approach to image ﬁltering by exploiting the long-range cor-
relation in natural images. Currently, non-local denoising and, more speciﬁcally,
patch-based algorithms have become an established paradigm; and have been suc-
cessfully applied to a wide range of imaging problems.
Patch-based Self-Similarity: For the purpose of explanation, we refer the reader
back to the observation model stated in Eq. (1.2). Also, for the sake of sim-
plicity, we assume that the images can be extended beyond the boundary of
X to the whole Z2 through any standard padding technique.
Let U  Z2 be a neighbourhood centered at the origin, then the patch
centered at a pixel x P X in the noisy observation z can be deﬁned as:
zxpuq  zpu  xq u P U (2.1)
Similarly, we deﬁne the noise-free patches as:
yxpuq  ypu  xq u P U (2.2)
Natural images are, generally, highly redundant and a non-local algorithm
utilizes these similarities to estimate the expected value of an image patch.
By this, we mean that every patch in a natural image has a large number
of mutually similar patches, located at diﬀerent spatial positions, as shown
in Figure 2.1. The Euclidean distance between the pixel intensities is used
to assess the patch similarity, and is therefore dependent on the patch size.
Large patches are encouraged for their robustness to noise, but using a larger
patch will hinder the algorithm from ﬁnding redundancies, especially if the
8Figure 2.1: Self-similarity in natural images: for a given reference patch R , there exists
many similar patches at diﬀerent spatial locations (Reproduced from [22]).
image has textures with distinctive transitions, or curved and contrasted
edges [30]. Thus, to compensate between these two opposing ideas, a win-
dowed Euclidean distance is very often used. This distance has an inverse
relation to the similarity, i.e. patches with a larger distance contribute less
to the ﬁnal estimate of reference patch and vice-versa. Hence, the eﬃcacy of
an algorithm is dependent on the validity of the underlying metric model.
2.1 Non-local Means Denoising
The NL-means algorithm, introduced in [6], is a non-local ﬁlter that aims at re-
moving noise, without undermining the useful information in the original image,
by exploiting redundancy and self-similarity inherent in a natural image. The
general concept of non-local means is to estimate a reference pixel in the noisy
image z as the weighted average of all pixels whose neighbourhood is similar to
the neighbourhood of the reference pixel. The weights are calculated as a function
of similarity between the neighbourhood of a reference pixel and the neighbour-
hood associated with every other pixel in the image [7]. The diﬀerence between
this method and other adaptive spatial domain ﬁltering methods is that this algo-
rithm does not presuppose a locality constraint. In its basic implementation, the
NL-means follows the given formulation:
yˆpx1q 
¸
x2PX
wpx1, x2qzpx2q @x1 P X (2.3)
where twpx1, x2qx2PXu is the set of adaptive weights that depend on the similarity
between the image intensities of pixels x1 and x2, as detailed further below.
92.1.1 Weight Function
The weight function in (2.3) is normalized as follows:
0 ¤ wpx1, x2q ¤ 1 (2.4)
¸
x2PX
wpx1, x2q  1 (2.5)
To further understand the concept of similarity between a pair of pixels px1, x2q
in a given noisy image z, for X  Z2, we deﬁne the idea of a neighbourhood on
X , which can have varying shapes and sizes to better adapt to the image.
Deﬁnition 2.1. A neighbourhood on X is a family N  tNxuxPX of subsets of X
such that @x P X the following conditions hold:
1. x P Nx ; and
2. x0 P Nx1 ñ x1 P Nx0
The set Nx  X is called the neighbourhood (nbd.) of x.
The limitation of z to a neighbourhood Nx, denoted by zpNxq, is:
zpNxq  tzpxq, x P Nxu (2.6)
where zpNxq is a vector of pixels and Nx deﬁnes the neighbourhood of pixel
x, which is normally a square-block of pre-deﬁned size. The similarity between
two pixels px1, x2q is a function of the similarity of the intensity gray level vectors
Nx1 and Nx2 . The pixels with a similar gray level neighbourhood to Nx1 will have
larger weights assigned to them.
One possible solution to the problem of computing the similarity of two pixels
(and by extension, patches) is the Gaussian weighted Euclidean distance. This
consists of taking the sum of squared diﬀerences between the two patches, weighted
with a Gaussian kernel Gα having a pre-deﬁned standard deviation α:
dpx1, x2q  }zpNx1q  zpNx2q}22, Gα  pGα  |zpNx1q  zpNx2q|2qp0q (2.7)
The distance operator is deﬁned as the windowed quadratic distance between image
patches centered at x1 and x2, respectively. It was shown in [27], that the L
2
distance is a reliable measure for the comparision of image patches in a texture
window. This measure is also more adapted to the white Gaussian noise in z:
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E
}zpNx1q  zpNx2q}22, Gα  }ypNx1q  ypNx2q}22, Gα   2σ2 (2.8)
where σ2 is the variance of the noise η corrupting the original signal y. This
equality shows that, in expectation, the Euclidean distance preserves the order of
similarity between pixels. So the most similar pixels to x in z are also expected to
be the most similar pixels of x in y, as shown in Fig 2.2.
Gray-scale Image (Reproduced from [6]). Color Image (Reproduced from [9]).
Figure 2.2: Illustration of weight function based on similar patches.
We can now formally deﬁne the weight function, wp  ,  q as:
wpx1, x2q  1
Cpx1q exp
}zpNx1q  zpNx2q}22, Gα
h2
(2.9)
where h ¡ 0 is a ﬁltering parameter controlling the decay of the exponential
function in the weights, }  } is the Gaussian weighted distance, and the term Cpx1q
is a normalizing factor which guarantees the weights w will satisfy the conditions
given in Equations (2.4) and (2.5), i.e.
Cpx1q 
¸
x2PX
exp
}zpNx1q  zpNx2q}22, Gα
h2
(2.10)
The procedure assigns larger weights to the terms zp  q in Eq. (2.3) that cor-
respond to pixels belonging to similar patches (i.e. where the pixel intensity dif-
ference between patches dpx1, x2q is small), regardless of their location within the
image. The similarity between pixel intensities is estimated as a decreasing func-
tion of the Euclidean distance between patches. Hence, large Euclidean distances
lead to small weights and vice-versa.
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2.1.2 Filtering Parameter
The ﬁltering parameter h, which controls the amount of blurring introduced in
the denoising process, has been subject to intense scrutiny ever since its inception
in [6]. The authors had suggested that the parameter h could be selected as the
standard deviation σ of the noise in the image, a known priori. The experimental
results obtained had reasonably good visual quality.
A number of authors [54] use a χ2 test to set the parameter h. This leads to
a linear relation between h and σ, and the experiments reported in [67] conﬁrm
that in terms of the PSNR, the best value of h is roughly proportional to σ. The
value of the ﬁltering parameter writes h  kσ, and the visual diﬀerence between
the results with optimal h and the predicted value kσ is not signiﬁcant.
As has been shown in [26], if h is too small, the noise removal may not be
eﬀective. Conversely, if h is too large, the image will be over-smoothed.
Figure 2.3: Illustration of concept of search neighbourhood, Nx (Reprint from [13]).
In practice, the averaging process is not performed over the entire image but
instead, a search neighbourhood centered at x is used. Using a small search
neighbourhood is common practice not only for computational reasons but, as is
shown in [33], the denoising performance decreases as the search neighbourhood
increases beyond a certain size.
A large patch allows a more robust discrimination between noisy areas which
are not actually similar. The best visual and theoretic results, for high noise levels,
are obtained with a large patch size [26].
2.1.3 NL-means Denoising for Color Images
The extension of NL-means algorithm from grayscale to color images is very
straightforward, with a few minute diﬀerences. The windowed quadratic distance
- previously deﬁned in Eq. (2.7) - makes the weight distribution adapt to the local
geometry of the image, as detailed in [11]. The NL-means algorithm is applied to
color images by replacing the absolute value of the pixel intensity diﬀerence with
the norm of the color diﬀerence vector:
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Noisy Image Denoised Image
Noisy Image Denoised Image
Figure 2.4: Application of NL-means to image corrupted with Gaussian noise with stan-
dard deviation = 25/255.
dpx1, x2q  pGα  }zpNx1q  zpNx2q}2qp0q (2.11)
The averaging conﬁguration given in Eq. (2.3), with the updated d-distance, is
applied separately to the three color channels. So for each pixel, each channel value
is the result of the weighted average of pixels having similar intensities. Compared
to the grayscale case, the denoising results improve dramatically on color images
because similar pixels are more eﬀectively identiﬁed with three components.
The NL-means algorithm represented a paradigm shift in image denoising and
inspired several powerful algorithms in the following years, such as BM3D and
SAFIR [49]. For a comprehensive overview, we refer the reader to article [48].
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2.2 BM3D
Block-matching and 3D-ﬁltering (BM3D) is widely considered the state-of-the-art
algorithm in terms of PSNR and subjective quality for images corrupted by white
Gaussian noise. The algorithm utilizes the notion that natural images consist
of self-similar patches. These similar two-dimensional patches 1 in the image are
grouped, using a method called block-matching. The resulting stack of patches is a
three-dimensional array, referred to as groups. Each group is processed by applying
a linearly separable 3-D transform to obtain a sparse representation of the image,
i.e. one that can be entirely described using a small set of coeﬃcients; the image is
disassembled with respect to elementary basis functions. The resulting coeﬃcients
are shrunk, by thresholding the coeﬃcients of the transformed domain, followed
by an inverse of the 3-D transform. This strategy has been experimentally shown
to be an eﬀective way of detecting textures, edges, etc., in images, without losing
much of the distinctive attributes [20]. Also, we note that an image patch can
belong to several groups, which is diﬀerent from clustering, where each patch can
belong to only one cluster.
We assume the observation model described in Eq. (1.2). The method exploits
both the spatial and frequency information of an image. The BM3D algorithm:
Figure 2.5: BM3D Algorithm Flowchart (Reproduced from [22]).
2.2.1 Algorithm
Let Z denote a square patch of ﬁxed size N  N extracted from the noisy ob-
servation z. The group of patches is denoted by ZS, where S  X is the set of
coordinates identifying the patches Zx grouped in ZS :
ZS  tZx : x P S  Xu (2.12)
where x is the pixel coordinate of the top-left corner of the patch.
1Existing literature refers to these patches as either fragments, neighbourhoods or blocks,
depending on the number of dimensions.
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The global ﬂowchart of the BM3D algorithm is shown in Fig. 2.5. A general
outline of the BM3D algorithm is [19]:
i. For a given reference patch ZR, ﬁnd all similar candidate patches Z and stack
them in a three-dimensional array ZS, which is the group; then,
ii. Perform collaborative ﬁltering on the transformed group, and insert back the
denoised two-dimensional estimates of all the grouped patches to the location
where their noisy counterparts were found;
iii. Finally, for a given pixel x, there exists multiple estimates of the overlapping
patches, which are then aggregated to produce the ﬁnal image yˆpxq
The BM3D algorithm repeats the above procedure in two diﬀerent steps. The
steps diﬀer in the implementation of the collaborative ﬁltering, in how similar-
looking patches are found and how the coeﬃcients are shrunk. The ﬁrst step uses
a collaborative hard-thresholding to produce a basic estimate of the original image
y. The initial denoised image is then used as a reliable guide, or pilot, estimate of
the ground-truth for a Wiener ﬁltering operation.
In the ﬁrst step, similar-looking patches are found in the noisy image itself,
via block-matching. Robustness of block matching is improved by applying a
normalized two-dimensional linear transform. The patches are then pre-ﬁltered
(hard-thresholded) in order to diminish the eﬀect of noise. Formally, the distance
between the reference patch ZR and the candidate patch Z is deﬁned as:
dpZR, Zq  }ΓpT2DpZRqq  ΓpT2DpZqq}
2
2
N2
(2.13)
where Γ is a hard-threshold operator, N2 is the number of pixels in the image
patch, T is a orthonormal two-dimensional linear transform. The orthogonality
ensures that the distance coincides with the `2 -distance of the denoised patch
estimates in the space domain. Thus, the similarity can be computed directly
from the spectral coeﬃcients, without applying an inverse transformation.
The result of block-matching is a three-dimensional array constructed by group-
ing the reference patch ZR with all the candidate patches Z, for which dpZR, Zq
is smaller than a predeﬁned threshold. To reduce the computationally intensive
nature of block-matching, the authors use a few practical tricks [23]: (i) Search
for candidate patches is restricted to a search neighbourhood instead of the whole
image, (ii) Not every image patch is used as a reference patch: the method skips a
few pixels between successive reference patches. In practice, the algorithm is fast.
During the collaborative ﬁltering step, a 3-D transform is applied to the ob-
tained groups ZS. The 3-D linear transforms is formed by a separable composition
15
of a 2-D linear transform with a 1-D transform. The 2-D transform, e.g. DCT-
transform or biorthogonal wavelet transform, has the eﬀect of exploiting intra-
patch correlations. The 1-D transform, e.g. Haar-transform, applied along the
stacking dimension of the block, has the eﬀect of exploiting inter-patch correla-
tions. Thus, the image information will be concentrated into few 3-D transform
coeﬃcients. This is followed by the shrinkage of coeﬃcients. It should be noted
that the noise is white both before and after application of the transforms, given
that the grouped blocks are non-overlapping and the transforms are orthonormal:
pYS  T 13D pΥ pT3D pZSqqq (2.14)
where Υ is a hard-threshold operator dependent on σ, pYSx for x P X is the set of
ﬁltered groups, and T3D is the normalized 3-D transform being adopted. And:
pYS  !pYx : x P X) (2.15)
The denoised patches have to be re-inserted to their original places in the image.
However, we have an over-complete representation of the initial denoised image,
i.e. we have overlapping patch-wise estimates, along with several groups contain-
ing an estimate of the same patch. Thus, the ﬁnal estimate of the pixel is obtained
by aggregating the individual denoised patches. This is performed by a weighted
averaging of the individual results, where the weight assigned is inversely propor-
tional to the total sample variance of the corresponding patch-wise estimate. Now,
patches from the denoised estimate are utilized in the next step.
In the second step, we exploit the denoised image basic estimate yˆbasic obtained
during the ﬁrst step. Using block-matching, two groups are formed for both the
original noisy image z and the corresponding denoised estimate yˆbasic. Assuming
the noise in yˆbasic is relatively small, the thresholding operator Γ is removed to
simplify the distance metric in Equation (2.13). The updated metric also replaces
the d-distance with a normalized Euclidean `2-distance between patches extracted
from the basic estimate:
dpZR, Zq  }
pY basicR  pY basic}22
N2
(2.16)
Hence, groups are formed of the basic estimate pYb, and of the noisy image Z.
The same 3-D transform is applied to both the set of groups, pYb and Z; it
should be noted that the 2-D and 1-D transforms need not necessarily be the
same for both the steps, even though the qualitative diﬀerence for various choices
is relatively minor. Wiener ﬁltering is then used to achieve shrinkage, computed
from the three-dimensional spectrum of the basic estimate group:
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Figure 2.6: Application of BM3D to image corrupted with Gaussian noise having stan-
dard deviation = 25/255.
W  |T3Dp
pYbq|2
|T3DppYbq|2   σ2 (2.17)
where T3D is the 3-D transform, σ2 is the variance of the noisy image, and W are
the Wiener shrinkage coeﬃcients. Wiener ﬁltering and inverse 3-D transform are
then applied on the noisy group Z:
pY  T 13D pW  T3D pZqq (2.18)
where pY is the ﬁnal estimate of the set of patches. Finally, the individual patch
estimates are aggregated by a weighted averaging to produce the ﬁnal denoised
image yˆ. Despite numerically superior results, the method is not yet perfect [16].
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2.3 DDID
Dual-Domain Image Denoising (DDID) is a hybrid denoising algorithm imple-
mented in both the spatial and transform domains, whose image quality rivals
that of BM3D. The algorithm combines two classical ﬁlters from both the domains,
and applies it over the image in a sequential manner. In the spatial domain, the
bilateral ﬁlter is used; and for the transform domain, the short-time Fourier trans-
form (STFT) is used. The bilateral ﬁlter preserves edges and other high-contrast
features, whereas the STFT preserves details and textures [50].
Assuming the observation model described in Equation (1.2), the noisy image
z is separated into two images - a high-contrast image and a low-contrast image
- and then denoised separately. The high-contrast image is obtained by denoising
the noisy image using the bilateral ﬁlter. The residual of the bilateral ﬁltering is
the low-contrast image [29], which is denoised using coeﬃcient shrinkage in the
transform domain. Thus, the original image can be approximated as the sum of
the two denoised images:
yˆ  sˆ  Sˆ (2.19)
where sˆ and Sˆ are the denoised high- and low- contrast images, respectively. The
algorithm depends on iterative learning, i.e. the denoised result of an iteration is
used as a guide for the subsequent iteration.
2.3.1 Spatial Domain: Bilateral Filter
First, a short account of the Bilateral ﬁlter before proceeding to its implementation.
Bilateral Filter: The ﬁlter attempts to smooth an image while preserving edges.
This is achieved by choosing pixels based not only on their spatial proximity,
but also on their intensity similarity [65]. Therefore, both the spatial distance
and the intensity distance are important for determining the weights.
Given the observation model stated in Eq. (1.2), the output of the bilateral
ﬁlter can be formulated as in Eq. (2.3). In the given noisy image z, for pixel
locations x1 and x2 P Nx1 , the weight function is deﬁned as:
wpx1, x2q  1
Cpx1q exp
}x1  x2}2
2σ2s


exp
|zpx1q  zpx2q|2
γr σ2


(2.20)
where σs and γr are parameters controlling the decay of weights in spatial
and intensity domains, respectively. For a spatial patch Nx1 of pixel x1, we
deﬁne the normalizing factor as:
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Cpx1q 
¸
x2PN px1q
exp
}x1  x2}2
2σ2s


exp
|zpx1q  zpx2q|2
γr σ2


(2.21)
The optimal value of the hyper-parameters σs and γr are image-dependent,
and also depend on the level of noise σ . Furthermore, the size of the patch
is selected by trial and experiments. The bilateral ﬁlter is widely used in
imaging applications due to the simplicity of its concept.
Now, in DDID, instead of having just the noisy input image, there is an additional
guide image g that deﬁnes the bilateral ﬁlter used in the algorithm. The authors
deﬁne the bilateral kernel using g by measuring patch (or, structure) similarity.
The joint bilateral ﬁlter [40] is applied simultaneously on both the guide g and noisy
image z to obtain the denoised high-contrast images gˆpxq and sˆpxq, respectively.
The denoised high-contrast values at a pixel x is calculated as:
gˆpxq 
°
x1PNx
kpx, x1q gpx1q°
x1PNx
kpx, x1q (2.22)
sˆpxq 
°
x1PNx
kpx, x1q zpx1q°
x1PNx
kpx, x1q (2.23)
where the bilateral kernel, deﬁned over a square patch Nx with length r , is:
kpx, x1q  exp
}x x1}2
2σ2s


exp
|gpxq  gpx1q|2
γr σ2


(2.24)
The spatial kernel, whose shape is decided by σs , removes periodic discontinuities.
The range kernel, whose shape is decided by γr , ﬁnds similar patches.
2.3.2 Transform Domain
The diﬀerence of the bilaterally ﬁltered high-contrast values from the current (iter-
ation) guide and noisy values, i.e. gˆpxq from gpxq and sˆpxq from zpxq respectively,
gives us the low-contrast signals. The extracted signals are blurred with the noise-
free range kernel, given in Eq. (2.24), to smooth any ﬂuctuation in intensities.
The STFT [3] of both the signals is performed by combining the spatial Gaussian
kernel from the bilateral ﬁlter together with the DFT, to give the frequency do-
main coeﬃcients Gpx, fq and Spx, fq . These resulting coeﬃcients are deﬁned for
the frequencies f over the frequency window Fx having size Nx . The value of the
noisy Fourier coeﬃcients are given as:
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Gpx, fq 
¸
x1PNx
exp
i2pipx1  xq  f
p2r   1q


kpx, x1q pgpx1q  gˆpxqq (2.25)
Spx, fq 
¸
x1PNx
exp
i2pipx1  xq  f
p2r   1q


kpx, x1q pzpx1q  sˆpxqq (2.26)
The Fourier transform dictates that the noise in every pixel of the image is evenly
distributed over all frequencies. Thus, every frequency of S has Gaussian noise
with the same variance:
σ2x,f  σ2
¸
x1PNx
k2px, x1q (2.27)
The STFT recovers previously lost detail features, and is unaﬀected by edges.
2.3.3 Frequency Domain: Coeﬃcient Shrinkage
The noisy Fourier coeﬃcients Spx, fq are denoised by using shrinkage factors which
are inversely proportional to the range kernel ((2.24)) used in the bilateral ﬁl-
ter. The rationale behind choosing an inverse relation is to ensure the coeﬃcient
shrinkage factor Kpx, fq retains the signal and discards the zero-mean noise. The
discontinuities in the image were removed in the previous steps, and hence denois-
ing in the Fourier domain does not introduce ringing artifacts. Then, the inverse
DFT over the frequency domain Fx yields the denoised low-contrast value of the
central pixel [72]. This value is the mean of all the shrunk coeﬃcients:
Sˆpxq  1|Fx|
¸
fPFx
Kpx, fq Spx, fq (2.28)
where the coeﬃcient shrinkage factors are deﬁned using the spectral guide Gpx, fq:
Kpx, fq  exp

 γf σ
2
x,f
|Gpx, fq|2


(2.29)
The coeﬃcient shrinkage parameter γf imitates the bilateral range parameter
γr [50]. The inverse transform to recover the denoised value is repeated for every
pixel of the image.
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Figure 2.7: Application of DDID to image corrupted with Gaussian noise with standard
deviation = 25/255.
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3. FEATURES OF HUMAN VISUAL SYSTEM
The Human Visual System (HVS) consists of three functional organs, i.e. the
eyes, optical nerves, and the brain. The eye can be considered to be the biological
equivalent of a camera, as both are used to focus the incident light rays and for
exposure control; the optic nerves send an electric signal, which is representative of
the light rays, from the eye to the brain; and the brain is responsible for complex
image processing tasks.
Light from external objects in the visual ﬁeld is focused onto a light-sensitive
screen, called the retina. An inverted 2-D retinal image is then transformed into
the perceived 3-D image by the visual system. Visual perception is provided by
several optical and neural transformations, for which we refer the reader to [68].
Visual perception is a subject of anatomy whereas visual cognition is studied in
psychology. We present a short description of the main features of human vision.
3.1 Physiology of Vision
The retina is a light-sensitive detector at the inner surface of the posterior of
the eye, and contains photoreceptor cells which absorb light rays. Photoreceptors
convert light energy into electrochemical signals and can be functionally classiﬁed
into rods and cones, named for their apparent shape. Rods are stimulated by
light of lower intensity, whereas cones are stimulated by any one of a set of three
diﬀerent wavelengths of light. These wavelengths are characterized by red, green,
and blue light, and correspond to speciﬁc bands in the electromagnetic spectrum.
Hence, cones are fundamental to encoding color information and have high spatial
acuity, whereas rods do not mediate color vision and have low spatial acuity [15].
The retina contains approximately 120 million rods and 7 million cones [42],
and transmits electrochemical signals to the brain through the optic nerves. A
detailed explanation of the diﬀerent types of retinal cells can be found in [47] but
we would like to mention ganglion cells which receive the output of the retina
as signals, illustrated as spikes, and transmits them to the brain. The retinal
cells are organized in layers, with connection bundles between each layer. These
connectional layers are called electrical synapses, which are ionic channels allowing
the bidirectional circulation of ions between the cells. These synapses result in a
local sharing of the information between cells of the same type.
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3.2 Central vs. Peripheral Vision
The retina exhibits a radial orientation bias, with the central region displaying
a much higher density of cones and, therefore, a much higher spatial resolution
compared to the periphery [64]. This central region is called the fovea and covers
about 6 of the visual ﬁeld. Our visual acuity is spatially non-uniform and is
stronger for radial lines, i.e. along directions towards the center of the gaze.
The fovea, which is ﬁlled with color-sensitive cones, is at the core of mediating
our acute vision. Conversely, rods are dispersed in the periphery of the retina.
Fig. 3.1 shows the densities of both types of light receptors in a human retina, as
a function of eccentricity r (distance from the center of retina). As observed, the
density of cones follows a power law proportional to r1 [37], and leads to our loss
of spatial acuity at the retinal periphery.
The density of rods reaches its maxima at approx. 20 eccentricity, and then
gradually decreases. The large number of rods allows the retina to detect subtle
changes in illumination and movement. The non-uniform distribution of cells in
the retina can be interpreted as an optical low-pass ﬁlter, thereby explaining the
lack of details and color information as one moves away from the fovea.
Photo-receptor density.
Figure 3.1: Left: Diagram for relative visual acuity vs. eccentricity [18]. Right: Examples
of the Lena image foveated at two diﬀerent ﬁxation points [32].
3.2.1 Temporal Vision
Human visual response to motion is characterized by two distinct facts: persistence
of vision and phi-phenomenon. The former describes the temporal representation
of successively diﬀerent images in the HVS, and the latter creates the illusion of
motion between those images [41]. Both these features are utilized in television,
theaters, etc., as the brain conceptually completes the gaps between frames.
Persistence of vision also describes the inability of the retina to sample rapidly
changing intensities. A stimuli ﬂashing at approx. 24-48 frames per second appears
steady, depending on luminance and contrast conditions [24]. This is known as
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Critical Fusion Frequency (CFF) and explains why the eye is more sensitive to
ﬂicker at higher luminance than lower luminance.
Experiments show that the temporal response of the HVS to motion is not
consistent across the visual ﬁeld. The central ﬁeld of view (fovea) is more receptive
to slower motion whereas the periphery is more sensitive to faster motion, although
motion is discerned uniformly across the visual ﬁeld. Given the salient nature of
movements at the periphery, its main task is motion detection.
3.3 Receptive Field
The receptive ﬁeld of a retinal cell is the area of the visual ﬁeld where stimulation
by packets of photon, or light, leads to the ﬁring of the cell. Given a retinal cell
centered at px0, y0q on the retina, its receptive ﬁeld RF can be thought of as a
convolution kernel satisfying the following mathematical framework:
Aptq 
»  8
u0
»
px,yqPRF
Ipx0  x, y0  y, t uqKpx, y, uq dx dy du (3.1)
where Ipx, y, tq is the luminance proﬁle of the image, Kpx, y, tq is the linear
receptive ﬁeld of the cell, and Aptq is a measure of activity appropriate to the type
of cell. Receptive ﬁelds can detect contrast changes within an image, revealing
edges or shadows. In fact, the operation performed in Eq. (3.1) corresponds to:
Aptq  pI Kqpx0, y0, tq (3.2)
where  denotes spatio-temporal convolution. Since convolution corresponds to
multiplication in the Fourier space, the Fourier analysis is a suitable approach for
the study of such a ﬁlter.
3.3.1 Separability of Space and Time
To separately study the spatial and temporal properties of the cell, we consider
an input stream of images each deﬁned at time t. The temporal behaviour of the
cell, in response to an image given by Iptq, can be linearly studied as:
Aptq 
»  8
u0
Ipt uqKtemporalpuq du (3.3)
Similarly, the spatial behaviour of the cell's activity, in response to a static
image Ipx, yq, can be linearly studied as:
A 
»
px,yqPRF
Ipx0  x, y0  yqKspatialpx, yq dx dy (3.4)
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In practice, the receptive ﬁeld includes the type, size and shape of stimulus needed
to cause maximal response. This makes it problematic to express the best-ﬁtting
linear kernel Kpx, y, tq as a product Kspatialpx, yq Ktemporalptq, because of the
inﬂuence of experimental conditions [70]. Hence, all reductions to study either
temporal or spatial properties necessitate a loss of information.
3.3.2 Center-Surround Architecture
Receptive ﬁelds have a characteristic center-surround architecture which is known
for retinal ﬁltering and detecting strong spatial contrast, such as object edges [52].
When light impinges upon a spot in the ganglion cell's receptive ﬁeld, it elicits
diﬀerent responses depending on the precise location of the spot:
• If the spot is at the center of the receptive ﬁeld, it leads to an increased
ﬁring of spike signals by the ganglion cell.
• If the spot is at the surround of the receptive ﬁeld, it has an inhibitory eﬀect
on the ﬁring of spikes by the ganglion cell.
The center-surround architecture is not a static feature in our retinas. The
activity pattern of the ganglion cells varies drastically with the size and inﬂuence
of the center and surround receptive ﬁelds.
3.3.3 Diﬀerence of Gaussians
The center-surround architecture of receptive ﬁelds is approximated by a ﬁlter
consisting of a Diﬀerence of Gaussians (DoG), as is shown in [62]:
Kspatialpx, yq  wcGσcpx, yq  wsGσspx, yq (3.5)
where wc and ws are the weights of the center and surround components of the re-
ceptive ﬁeld, respectively, and Gσpx, yq is a normalized, two-dimensional Gaussian
function with standard deviation σ:
Gσpx, yq 
exp

px2 y2q
2σ2
	
2piσ2
(3.6)
The Diﬀerence of Gaussians approximation of retinal receptive ﬁelds is illus-
trated in Fig.3.2a. It is believed that the human retina extracts details from
images using DoG of various sizes and encodes such diﬀerences with an activity
potential. Hence, the eye does not perceive the absolute luminance level, but only
the relative luminance values.
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3.3.4 Parameter Fitting for DoG Model
The DoG model in Section 3.3.3 is contingent on four parameters, with the fol-
lowing functional interpretation [28]:
Spatial Resolution: given by σc , it is the amount of blur applied to the image
formed on the retina, and gives the cut-oﬀ frequency of the retinal ﬁltering.
Linear Gain: given by wc, it gives the order of magnitude for retinal ampliﬁcation
- from input luminance to spiking activity.
Relative Surround Extent: given by pσs {σcq , it expresses the approximation
of the best-ﬁtting Gaussian for the surround across the ganglion cells.
Relative Surround Weight: given by pws {wcq , it helps biologically determine
the best approximation for weights in center and surround areas.
3.4 Color Vision
Color is created by utilizing two properties of light, energy and wavelength (or,
frequency of vibration). Color vision combines both the amount of energy and
wavelength composition reﬂected from an object to detect it [71]. The wavelength
contrast helps us to perceive the color of the object, whereas the energy content
helps us perceive the luminance of the object. Minus the luminance, the objective
quality of a color with respect to its wavelength is known as chromaticity.
Photoreceptors, i.e. rods and cones, are neurons specialized to detect light.
Rods are very sensitive but their response saturates as the light levels increase.
Cones are less sensitive but can adapt to the increasing light levels, and are almost
impossible to saturate. The 3 types of cones discussed in Sec. 3.1, based on their
dominant wavelength as either red (R), green (G), or blue(B), are the basis of
trichromatic vision. This trichromacy of vision facilitates the perception of color
by linearly combining the responses from the diﬀerent cones and is primarily based
on color mixing experiments.
Color vision is of two types - foveal and peripheral. There is an unanimous
agreement in the research community about the functioning of the foveal color
vision, whereas there is a lack of consensus and understanding about the func-
tioning of the peripheral color vision [17], [60]. Exacerbating the situation is the
dearth of experimental data, and absence of quantiﬁed performance parameters,
for measuring peripheral color discrimination. Behavioural studies opine that the
distribution of cones is responsible for foveal color vision, whereas rods cannot
discriminate colors which is why we are more sensitive to shades of grey at the
periphery [66]. A study to describe the peripheral color vision in terms foveal color
vision via color matching was described in [59].
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3.5 Foveated Imaging
The retinal image has many spatially variant characteristics, due to the arrange-
ment of photo-receptive cells. The image is sharpest at the center of the gaze
(ﬁxation point, Fig. 3.1) and becomes progressively blurrier as the distance from
the center increases. This phenomenon is termed as foveated vision, foveated
imaging, or foveation. Foveation is the result of a cascade of certain space-variant
optical, sampling, and processing contributors [46].
Light entering the eye is focused on the retina by the cornea. This biological
optical system provides high acuity and accuracy in the fovea region and low acuity
at the periphery of the visual ﬁeld, i.e. perifoveal region. This can be achieved by
imposing a spatially-variant blur on the input patch, such that full detail is kept
in the central section (fovea), while the peripheral parts are defocused by means
of a convolution with a set of low-pass Gaussian ﬁlters, to remove ﬁne details [25].
Moreover, there are fewer ganglions as we move further away from the fovea, and
each of them are connected to more photoreceptors, and this gradually decreases
the level of spatial acuity.
Given the anatomical and psychological explanations for foveation, we adopt
the simplest framework to implement the low-pass ﬁlter in our work. We conduct
experiments to show the functional advantage of foveation in imaging algorithms.
3.6 FREAK
Fast Retina Keypoint (FREAK) is a robust image keypoint descriptor, designed
according to the biological topology of ganglion cells in the eye. The image patches,
utilized as the sparse and compact keypoint, are independent of noise, are scale
and rotation invariant, and are employed in many computer vision and machine
learning algorithms.
The FREAK descriptor encodes the responses of several pairs of receptive ﬁelds,
which are obtained by the convolution of an image with Gaussian kernels having
varying standard deviations. The descriptor then selects pairs based on an inten-
sity similarity metric to decrease the degree of the descriptor. This process results
in a structured pattern which resembles the short ﬂuctuations in eye movements
(or, saccades) of the HVS.
3.6.1 Retinal Sampling Pattern
Sampling grids are used to draw a comparision between pixel intensities in a pair-
wise manner. In [1], the authors use a (circular) retinal sampling grid having a high
concentration of sample points in the central region, which gradually decreases as
one moves towards the periphery of the grid, as shown in Fig. 3.2.
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To reduce the dependence of the sample points on noise, they are Gaussian
smoothed. The smoothing is done by applying Gaussian kernels of varying size,
having an increasing blur as the distance from the keypoint increases, to the cor-
responding sample points. It was observed that varying the Gaussian kernels in
accordance with the highly structured retinal pattern leads to an increase in the
descriptors performance, which was further bolstered by utilizing the overlapping
receptive ﬁelds.
(a) FREAK Sampling Pattern. (b) Ganglion cell distribution in the retina.
Figure 3.2: Illustration of FREAK pattern similar to Ganglion cell distribution; where
(a) is reproduced from [1] and (b) from [44]
Redundancy is added to use fewer receptive ﬁelds, and bring more discriminative
power [14].
3.6.2 Coarse-to-ﬁne Descriptor
The selected pairs of receptive ﬁelds are subtracted from their corresponding Gaus-
sian kernel, and the results are thresholded to construct the binary descriptor F .
The descriptor F is a string containing a sequence of one-bit binary-quantized
Diﬀerence of Gaussians (DoG):
F 
¸
0¤a N
2a T pPaq (3.7)
where bit Pa is a pair of receptive ﬁelds, N is the desired size of the descriptor,
and T performs the the pairwise intensity comparision tests as:
T pPaq 
$&%1 if pIpP r1a q  pP r2a qq ¡ 00 otherwise (3.8)
with IpP ra q being the smoothed intensity of the receptive ﬁeld of the pair Pa .
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To learn the best pairs from the data, the following greedy algorithm [63] is used:
i. Construct a matrix D of extracted keypoints, where each row corresponds to
a keypoint and each column corresponds to a descriptor consisting of pairs in
the retinal sampling pattern.
ii. Calculate the mean of each column. A mean of 0.5 leads to the highest vari-
ance, and is thus a strong discriminating feature, for a binary distribution.
iii. Order the columns with respect to variance. Then, keeping the best column,
iteratively add the remaining columns which have a low correlation coeﬃcient
with the existing columns.
There is a coarse-to-ﬁne ordering in the structure of the selected pairs. A
symmetric scheme is captured due to the orientation of the pattern, where the
selected pairs are grouped into clusters [1]. The ﬁrst clusters that are selected
mainly compare sampling points in the peripheral receptive ﬁelds of the pattern,
whereas the last clusters compare points in the centered receptive ﬁelds, which is
similar to the behaviour of the human eye [2].
Saccadic Search: Saccades are rapid eye movements that continually reposition
our gaze, in order to form a complete and detailed image of the surrounding
environment. Stable and persistent perception of visual space requires that
features in the new retinal image are associated with corresponding features
in the previous retinal image [51].
The FREAK descriptor starts by parsing the ﬁrst 128 bits of the descriptor,
which contains the coarse information. If the distance between the ﬁrst set of
bits and the next set is smaller than a pre-deﬁned threshold, the comparision
is continued with successive bits to analyze ﬁner information. Hence, a series
of comparisions are performed to mimic the saccades.
First, peripheral receptive ﬁelds are used to estimate the location of an object of
interest. Then, the validation is performed with more densely distributed receptive
ﬁelds in the fovea area. The feature selection is heuristic and matches the radial
model of the human retina.
3.6.3 Orientation
Descriptors consisting of pairs having symmetric receptive ﬁelds with respect to
the center are selected. The local gradients of the selected pairs are cumulatively
summed to estimate the orientation of the keypoint [53]. If G is the set of all the
pairs used to compute the local gradients, then:
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O  1
M
¸
PoPG
pIpP r1o q  pP r2o qq
P r1o  P r2o
}P r1o  P r2o } (3.9)
where M is the number of pairs in G and P rio is the two-dimensional vector of the
spatial coordinates of the center of receptive ﬁeld. The descriptor is normalized
with respect to dominant orientation, though it should be noted that the retinal
pattern has larger receptive ﬁelds in the peripheral area, leading to more error in
the orientation estimation and a larger memory load.
The experiments show that FREAKs are faster to compute, with lower mem-
ory load, and more robust than existing methods (e.g. SIFT, SURF or BRISK),
especially for algorithms on smart phones.
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4. FOVEATED SELF-SIMILARITY IN IMAGE
DENOISING
Non-local self-similarity is exploited to correctly identify similar patches in a nat-
ural image, on the basis of a suitable patch distance. Patch similarity is, typically,
assessed through the windowed Euclidean distance of the pixel intensities. In this
thesis, we substitute the windowed distance with a foveated distance, which em-
ploys the Euclidean distance between foveated patches. Such patches are blurred
by point-spread functions (PSFs) having an increasing standard deviation (and
thus, an increasing blur) as the spatial distance from the center of the patch
grows. We design speciﬁc foveation operators, motivated by the human visual sys-
tem (HVS), to blur a patch so as to measure the patch similarity. If we consider
the patch center as the point of ﬁxation, then the foveated distance mimics the
inability of the HVS to discern details at the periphery.
Foveated Self-Similarity: The foveated distance installs a diﬀerent form of self-
similarity in the context of non-local image modeling, the foveated self-
similarity [32]. The reader's attention is referred to the observation model
stated in Eq. (1.2), along with the assumption presented in Eq. (2.1).
A generalized deﬁnition of distance d, stated in Equation (2.7), is given by
the windowed quadratic distance between patches centered at x1 and x2:
dpx1, x2q  }zx1
?
kzx2
?
k}22  }pzx1zx2q2k}1 
¸
uPU
pzpu x1qzpu x2qq2kpuq
(4.1)
with k being a non-negative windowing kernel deﬁned over the neighbour-
hood U . Typically, k is rotationally symmetric and the weights kpuq are
decided by the spatial distance from the center. In the original paper on
NL-means, the authors recommend using a Gaussian function (with a ﬁxed
standard deviation) as the windowing kernel k, as given in [43].
In this thesis, to establish non-local methods with foveation, we replace the
windowed distance dpx1, x2q with the foveated distance:
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dFOVpx1, x2q  }zFOVx1  zFOVx2 }22 (4.2)
where zFOVx : U Ñ R is a foveated patch obtained by foveating the image z
at the ﬁxation point x. This foveation is accomplished through a specially
designed patch foveation operator F :
zFOVx puq  Frz, xspuq u P U (4.3)
where Fr  , xs, for x P X, works as a spatially variant blurring operator
with decreasing bandwidth (i.e. increasing blur) as we move outwards from
the ﬁxation point x. Strictly speaking, zFOVx puq gets progressively blurrier as
|u| increases. Similarly, we state the noise-free foveated patch to be yFOVx .
The noisy patches zx follow a non-central χ
2 distribution and, thus, we can
compute the mathematical expectation Et  u of the distance operator d
deﬁned in Equation (4.1):
Etdpx1, x2qu  E
 }pzx1  zx2q2k}1(  }E  pzx1  zx2q2(k}1 
 }  pyx1  yx2q2   2σ2k}1  }pyx1  yx2q2k}1   2σ2 ¸
uPU
kpuq
(4.4)
Due to the constrained design of foveation operators, the foveated distance
dFOV induced by the associated F is, in terms of expectation under zero-
mean i.i.d. white Gaussian noise, guaranteed to be equivalent to the patch
distance d induced by the corresponding windowing kernel k .
In principle, under the condition of cautious design, the modiﬁcation of the
distance d to dFOV can be implemented to any non-local method based on
pairwise patch comparision. To endorse the quantitative eﬀectiveness of
the foveated self-similarity as a regularization prior for natural images, we
scrutinize the NL-means image denoising problem.
4.1 Foveated Non-local Means Denoising
The foveated self-similarity can be leveraged in a number of imaging applications.
The removal of additive white Gaussian noise is the most ubiquitously addressed
application for assessing the eﬃcacy of any descriptive (or, generative) model of
natural images. The Foveated NL-means modiﬁes the classical NL-means denoising
ﬁlter by computing the averaging weights based on the foveated patch distance
instead of the conventional windowed patch distance.
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4.1.1 Constraints on Foveation Operator
Our goal is to design a patch foveation operator F suitable for replacing the win-
dowing distance used in the pairwise comparision of patches in non-local algo-
rithms. We observe that in the ideal case of perfect non-local similarity, where yx1
and yx2 are identical, the expectation in Equation (4.4) reduces to:
Etdpx1, x2qu  2σ2}k}1 (4.5)
This simple equality plays an important role in the development of the foveation
framework. The following constraints are imposed on F :
Linearity: F is linear with respect to the image and translation invariant with
respect to the image domain X  Z2, i.e. for an arbitrary pair of images
z1, z2 with ﬁxation point x P X:
Frλ1z1   λ2z2, x τ s  λ1Frz1p    τq, xs   λ2Frz2p    τq, xs (4.6)
for any λ1, λ2 P R, and τ P Z2. This translation invariance implies that if
we translate both the image and the ﬁxation point by a shift τ , then the
foveated patch does not change.
Non-negativity: For a non-negative image, the foveated patches are always non-
negative, i.e.
if zpxq ¥ 0 @x P X, then Frz, xspuq ¥ 0 @u P U, @x P X. (4.7)
Central Acuity: Foveated patches are fully sharp at their center, i.e.
Dα ¡ 0 : Frz, xsp0q  α zpxq @x P X. (4.8)
This property aims at mimicking the peak of the visual acuity at the fovea,
as illustrated in Fig. 3.1. The constant α is a crucial design parameter of
the foveation operator and its value will be determined in Sec. 4.1.2.
Flat-ﬁeld Preservation: F maps a ﬂat image onto ﬂat patches, i.e.
Dα ¡ 0 : @c ¡ 0 if zpxq  c , then
Frz, xspuq  α c @u P U, @x P X.
(4.9)
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While this property appears intuitive, it is striking how seldom it is veriﬁed
in the inner computations of image processing algorithms [4]. For example,
the multiplication against a non-uniform windowing kernel k, as in Eq. (4.1),
prevents this property.
Compatibility: The property asserts that in the ideal case when the noise-free
foveated patches are perfectly identical, the mathematical expectation of
the corresponding foveated distance equals the expectation of the windowed
distance, as given in Equation (4.5), i.e.
if yFOVx1  yFOVx2 , then E
 
dFOVpx1, x2q
(  E  }pzFOVx1  zFOVx2 q}22(  2σ2}k}1
(4.10)
where zFOVx1 , z
FOV
x2
are the foveated patches, as deﬁned in Equation (4.3).
Compatibility is the most important of all the requirements because it allows
using dFOV as a direct replacement of d, without the need to modify any other
parameters, e.g. tuning parameter h.
4.1.2 Construction of Foveation Operator
We construct the foveation operator F , which satisﬁes the above requirements,
by adjusting the scaling and spread of the blur PSFs in such a way that their `1
-norm is constant and their squared `2 -norm equals the corresponding value of
the windowing kernel k. The PSFs are denoted as tvuuuPU .
Linearity and Non-negativity: An operator F satisﬁes the linearity require-
ment iﬀ it can be expressed as:
zFOVx puq  Frz, xspuq 
¸
ξPZ2
zpξ   xqvupξ  uq @u P U (4.11)
which extends from the deﬁnition of (4.3). This implies that the pixel at
position u in the foveated patch zFOVx is obtained by applying a speciﬁc kernel
vu to the neighbourhood zpx uq. To satisfy non-negativity, the kernels must
be vu ¥ 0. Thus, as a consequence of Equation (4.11), the foveation operator
F is completely determined by the collection of PSFs tvuuuPU .
Central Acuity: Central acuity holds iﬀ v0 is a scaled discrete Dirac impulse
having value α ¡ 0, i.e.
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v0pxq 
$&%α if x  00 if x  0 (4.12)
Flat-ﬁeld Preservation: This constraint helps determine the constant `1 -norm.
From Equations (4.8) and (4.11), we obtain:
α 
¸
ξPZ2
vupξ  uq 
¸
ξPZ2
vupξq  }vu}1 @u P U (4.13)
i.e. all the PSFs tvuu, u P U , have the same `1 -norm equal to α.
Compatibility: This constraint helps determine the squared `2 -norm condition.
If Fry, x1s  yFOVx1  yFOVx2  Fry, x2s, then, because of the linearity of F :
E
 
dFOVpx1, x2q
(  E}Frz, x1s  Frz, x2s}22 
 E}yFOVx1  yFOVx2   Frη, x1s  Frη, x2s}22
 E}Frη˜, x1s}22
(4.14)
where η˜pq  N p0, 2σ2q. Following this line of deduction, we have:
E
 
dFOVpx1, x2q
(  E#¸
uPU
F2rη˜, x1spuq
+

¸
uPU
E
 F2rη˜, x1spuq( 

¸
uPU
var tFrη˜, x1spuqu 
¸
uPU
var
#¸
ξPZ2
η˜ pξ   x1q vu pξ  uq
+

¸
uPU
¸
ξPZ2
var tη˜ pξ   x1q vu pξ  uqu 
¸
uPU
¸
ξPZ2
2σ2v2upξq 
 2σ2
¸
uPU
}vu}22  2σ2
¸
uPU
kpuq
Therefore, the compatibility requirement is satisﬁed when the sum of the
squared `2 -norms of all the PSFs of F equals the `1 -norms of the kernel:
¸
uPU
}vu}22  }k}1 
¸
uPU
kpuq (4.15)
Pixel-wise `2 -norm condition: The series of aforementioned equalities reveal
that a stricter pixel-wise compatibility holds provided that the squared `2
-norms of all the PSFs (i.e. for each u P U) coincide with the corresponding
value of the windowing kernel:
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}vu}22  kpuq @u P U (4.16)
By considering the above equality in the case u  0, then from Equation
(4.12) we obtain that }v0}22  α2  kp0q, which determines the value of
the constant α appearing in the central acuity and ﬂat-ﬁeld preservation
constraints as:
α 
a
kp0q
To summarize, the foveation operator F satisﬁes the ﬁve constraints with pixel-
wise compatibility iﬀ:
Frz, xspuq 
¸
ξPZ2
zpξ   xqvupξ  uq @u P U (4.17)
with non-negative PSFs tvuu, u P U , such that:
}vu}1 
a
kp0q ¡ 0 @u P U (4.18)
}vu}22  kpuq @u P U (4.19)
v0 is a discrete Dirac impulse having value
a
kp0q (4.20)
4.1.3 Gaussian Foveation Operators
Taking the central-limit principle into consideration, we argue that Gaussian dis-
tributions well approximate the ﬁnal blurring eﬀect of space-variant processes in-
volved in foveation, as described in Section 4.1, thus providing a legitimate model
for the PSFs tvuuuPU . We present the construction of foveation operators based on
a family of Gaussian PSFs, such that all the PSFs share the same `1 -norm, given
by Equation (4.18), and have `2 -norms given by Equation (4.19).
Isotropic Foveation Operator: This is the case for circular symmetric PSFs
tvuuuPU , as they attenuate image features regardless of the feature's orien-
tation. The attenuation strength depends only on the distance |u| from the
patch center, given a windowing kernel k (as in the isotropic case). We
deﬁne gς as the circularly-symmetric bivariate Gaussian probability density
function (PDF) with zero-mean and diagonal covariance matrix Σς :
gςpξq  1
2piς2
exp

|ξ|
2
2ς2


ξ P R2 (4.21)
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The standard deviation parameter ς determines the spread of the Gaussian
PDF. Using a bit of calculus shows:
}gς}1  1 , }gς}22 
1
4piς2
(4.22)
Hence, to obtain a PSF vu that satisﬁes Equations (4.18) and (4.19), we ﬁrst
scale gς by multiplying it with α 
a
kp0q and then dilating it by choosing
a standard deviation parameter ς that solves }akp0q gς}22  kpuq, i.e.
ς  1
2
?
pi
d
kp0q
kpuq (4.23)
As a consequence of the pixel-wise compatibility, the above Equation installs
a direct link between the spread of the PSF vu and the value of the windowing
kernel kpuq. When kpuq is small (i.e. at the periphery of the patch), the
blur caused by the PSF is large, thus mimicking the eﬀects of foveation.
Therefore, using the value of ς calculated in Equation (4.23), we deﬁne:
vupξq 
a
kp0q gςpξq  2kpuqa
kp0q exp

2pi|ξ|2

kpuq
kp0q



ξ P R2 (4.24)
The central-acuity constraint is achieved by manually re-deﬁning v0, ac-
cording to Eq. (4.12), with α akp0q. This value is an exception from the
general form in Eq. (4.24) for u  0 (which is, v0pξq  2
a
kp0q expp2pi|ξ|2q).
However, the numerical diﬀerence between the discrete Dirac impulse value
and the discrete Gaussian representation v0 is negligible, as in Fig 4.1c.
(a) Windowing kernel [32]. (b) (c)
Figure 4.1: (a) A windowing kernel k of size 11  11 used in the computation of the
similarity weights in the NL-means. (b) Scaled discrete Dirac impulse. (c) Gaussian
PSF after discretization (Reproduced from [35]).
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Anisotropic Foveation Operator: These operators generalize the isotropic PSFs
tvuu by utilizing an elliptical Gaussian PDF gρ, ϑς whose covariance matrix
depends not only on ς ¡ 0, but also on a parameter ρ ¡ 0 that determines
the elongation of the PDF, and on an angular parameter ϑ P R that controls
the orientation of the elliptical PDF. Speciﬁcally,
Σρ, ϑς  ς2ϑ Rϑ Dρ RTϑ (4.25)
where the diagonal matrix Dρ 

ρ 0
0 1{ρ
ﬀ
determines the PDF elongation
and Rϑ 

cospϑq  sinpϑq
sinpϑq cospϑq
ﬀ
is a rotation matrix of angle ϑ :
gρ, ϑς pξq 
1
2piς2
exp

1
2
ξT
 
Σρ, ϑς

ξ


ξ P R2 (4.26)
where ξ is a column-vector representation of ξ . Clearly, ρ  1 corresponds
to the circularly-symmetric case, and it follows that g1, ϑς  gς for any ϑ P R
and ς ¡ 0.
We observe that the PDF gρ, ϑς conforms to the same norm as the circularly
symmetric gς , i.e.
}gρ, ϑς }1  1 , }gρ, ϑς }22 
1
4piς2
@ρ ¡ 0, @ϑ P R (4.27)
This fact is guaranteed by the deﬁnition of Dρ , which has an unitary determi-
nant. Also, the constraints in Section 4.1.1 are all satisﬁed, and their proof
depends on the fact that the norms are invariant with respect to elliptical
deformation of the PDF gρ, ϑς .
Hence, to construct the anisotropic foveation operator, as in the isotropic
case, we ﬁrst scale gρ, ϑς by multiplying it with
a
kp0q and then dilating it by
choosing the standard deviation as:
ς  1
2
?
pi
d
kp0q
kpuq (4.28)
same as in Equation (4.23). We observe that the conditions stated in Equa-
tions (4.18) and (4.19) are met for any combination of ρ and ϑ, without
compromising the validity of the `1 and `2 -norms. Models of acuity in the
HVS suggests that ρ depends on |u|, and ϑ on =u , where u P U .
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We focus our attention on a speciﬁc simpliﬁed design, where ρ is constant,
and where ϑ  =u   θ , θ P R being an angular oﬀset. This choice leads to
a class of anisotropic foveation operators:
Fρ, θrz, xspuq 
¸
ξPZ2
zpξ   xqvρ, θu pξ  uq @u P U (4.29)
deﬁned through the PSFs:
vρ, θu 
$&%
a
kp0q gρ,=u θς u  0a
kp0q g 1
2
?
pi
u  0
(4.30)
The anisotropic foveation operators Fρ, θ satisfy all the ﬁve constraints in
Sec. 4.1.1, for any combination of ρ ¡ 0 and θ P R. When θ  0 and ρ ¡ 1 ,
the PSFs yield a radial foveation operator. Conversely, if θ  pi{2 and ρ ¡ 1 ,
the PSFs yield a tangential foveation operator. When ρ  1 , Fρ, θ coincides
with the isotropic foveation operator (see Fig. 4.2, reproduced from [34]).
(a) Circular (b) Tangential (c) Radial
Figure 4.2: Illustration of (a) isotropic; and (b), (c) anisotropic foveation operators.
4.1.4 Illustrations of Foveation Operator
We give an illustration of the construction of a foveation operator and of its
PSFs for a given windowing kernel k. For this example, we consider the win-
dowing kernel k used in the NL-means implementation by [43] for a neighbour-
hood U of size 11  11 pixels, as shown in Fig. 4.1a. Due to its symmetric
nature, k takes a very limited number of distinct values kpuq, u P U , reported
as 0.0384, 0.0162, 0.0082, 0.0041, 0.0017 . For each distinct value of kpuq , Eq.
(4.23) gives a distinct value of the standard deviation parameter ς and Eq. (4.24)
deﬁnes the corresponding distinct PSF vu .
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The blurring kernels are shown in Fig. 4.3 and each of these kernels is based
on a discrete Gaussian kernel gς of size p2r3ςs   1q  p2r3ςs   1q, where rs is the
ceiling function and the radius of the kernel is r3ςs . The frequency responses
(read: [32]) of the ﬁve blurring kernels all attain their maximum at the origin,
and the value of this maximum is equal to
a
kp0q  0.196, as is implied by
the Equation (4.18). The squared `2 -norm values }vu}22 for these ﬁve PSFs are
0.0379, 0.0231, 0.009, 0.0041, 0.0017, respectively, which are nearly equal to the
corresponding values of kpuq , @u P U , as given by Equation (4.19). It should be
noted that the minor diﬀerence is due to the discretization of the Gaussian PDF
gς used in our implementation, while the `
2 -norm condition in Equation (4.27)
assumes continuous domain variables.
(a) ς  0.282 (b) ς  0.434 (c) ς  0.611
(d) ς  0.861 (e) ς  1.360
Figure 4.3: The ﬁve blurring kernels, corresponding to the ﬁve unique values of the
window k (Reproduced from [35]).
In [36], a clear analogy was shown between the orientation preference in the
HVS, and the angular position and orientation of the radial receptors, i.e. θ  0.
In this sense, radial foveation induces a patch similarity measure that mimics
the HVS sensitivity. This relation substantiates why anisotropic patch foveation
improves the denoising performance with respect to the isotropic foveation.
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4.1.5 Experimental Results, and Discussion
The PSNR and SSIM values for various experiments reported in [36], [61] show
that Foveated NL-means is highly successful at image denoising as compared to
standard NL-means, particularly at high noise levels. The results indicate that
the foveated distance is a more eﬀective measure for assessing the non-local self-
similarity in images. The superior sharpness and contrast achieved by foveation is
a result of high frequency content at the periphery (of the patch) enjoying a much
shorter-range correlation than the low frequency content at the center.
Noisy Image Denoised Image
Figure 4.4: Illustration of FNLM.
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5. FOVEATED NL-MEANS FOR COLOR
IMAGES
In this chapter, we extend the Foveated NL-means (FNLM) denoising algorithm
to color images, and introduce a cross-channel paradigm to exploit the correlation
between color information. The cross-channel kernel follows from the spatially-
variant nature of color perception in the HVS, which suggests that peripheral
color vision is inferior in comparision to foveal color vision (described in Sec. 3.4).
The FNLM method can be developed for color images by building upon the
foveation operator constraints described for grayscale images, incorporating the
color channels in further deﬁnitions, and exploiting the correlation between chan-
nels by introducing a uniﬁed color-mixing foveation operator. Denoising is per-
formed in the RGB color space without resorting to a color-space transformations.
5.1 Preliminaries
For grayscale images, the observation model is:
zpxq  ypxq   ηpxq x P X  Z2 (5.1)
with the variables having the same interpretation as mentioned in Section 1.2.
When considering color images, it is common practice to assume full-color (or,
demosaiced) images. We model a noisy RGB image as:
zRGBpxq  yRGBpxq   ηRGBpxq x P X  Z2 (5.2)
where yRGB  ryR, yG, yBs is the true underlying image, and ηRGB  rηR, ηG, ηBs is
the independent white Gaussian noise, where ηcp  q  N p0, σ2c q for C P tR, G, Bu ;
the variances are assumed to be the same, i.e. σ2c  σ2.
The foveated distance for color images is deﬁned as:
d FOVj px1, x2q  }zFOVx1, j  zFOVx2, j }22 j P C P tR, G, Bu (5.3)
where zFOVx, j : tU  tR, G, Buu Ñ R is a foveated patch obtained by foveating the
color image zRGB at the ﬁxation point x in u P U . Hence, we deﬁne the color
foveation operator FRGB , which integrates the blurring PSFs and color-mixing, as:
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zFOVx, j puq  FRGBrzRGB, x, jspuq 
¸
iPC
Mi, jpuqFrzi, xspuq i, j P C P tR, G, Bu

¸
iPC
Mi, jpuq
¸
ξPZ2
zipξ   xqvupξ  uq
(5.4)
whereMi, jpuq is a real number for a ﬁxed i, j P C , u P U , and zi are the individual
noisy channels of a color image zRGB. Also, F is identical over all the channels as
the windowing kernel k, for u P U , is same over all the color channels.
5.2 Cross-channel Paradigm
In [38], it was shown that color channels are correlated. The structure of patches,
zFOVx, j , in the same location, remains roughly the same across all color channels.
With this in mind, our FNLM method for color images utilizes these cross-color
dependencies, instead of a naive application of FNLM to the color channels sepa-
rately. As a consequence, we get an improvement in the denoising performance.
We introduce a color-mixing arrayMi, j, which consists of color-mixing kernels,
given by D, and its complement D˜, deﬁned over u P U , as:
Mi, j 
$&%D if i  jD˜ if i  j ,where i, j P C P tR, G, Bu
The array operates in the 3- channel color space and is deﬁned over the neighbour-
hood u P U . We impose the following constraints on the kernel, D :
i. The value of each pixel of the kernel lies in the range r0.33, 1s.
ii. The size of the kernel is same as the size of the discrete Gaussian kernel.
iii. The `1 -norm of the kernel is calculated channel-wise, and not pixel-wise.
iv. For an n -channel image, the net sum over all channels of D and D˜ is 1 , i.e.
D   pn 1q D˜  1 (5.5)
The above equation states that the color-mixing kernel is applied successively
to the individual channels, with the complement being applied to the remain-
ing pn 1q channels. Given the condition in Eq. (5.5), we deﬁne D˜ as:
D˜  1 D
n 1 (5.6)
where n  3 for an RGB image.
43
The n n color-mixing matrix, deﬁned by D and D˜ kernels, for u P U , is:
Mpuq 

Dpuq D˜puq    D˜puq
D˜puq Dpuq    D˜puq
...
...
. . .
...
D˜puq D˜puq    Dpuq
ﬁﬃﬃﬃﬃﬂ
We can now formally deﬁne the three-dimensional uniﬁed PSFs:
Vu Mi, jpuq vupξq @u P U, @ξ P Z2 (5.7)
where i, j P C P tR, G, Bu andMpuq : tCCu Ñ R. The uniﬁed operator utilizes
the idea that underlying image structures (e.g. objects, edges, details, etc) are the
same across all color channels. The family of PSFs have a constant `1 -norm, and
an `2 -norm dependent on the value of kpuq.
5.3 Constrained Design of the Uniﬁed Operator
We investigate the eﬀects of the uniﬁed color-mixing foveation operator on the
statistical characteristics of the noisy color image, especially the expectation and
variance. All the constraints on the foveation operator mentioned in Section 4.1.1
are applicable for color images, with one addendum - Linear Separability. The
constraints and mathematical expectation of the corresponding foveated operator,
is extended to account for the color-mixing operator, for i, j P C P tR, G, Bu.
Linear Separability: The `p -norm of the uniﬁed PSFs tVu, u P Uu is the product
of the `p -norm of the foveation operator and the `p -norm of the color-mixing
operator, taken channel-wise, i.e.
}Vu}p, i  }Mpuq vu}p, i  }Mpuq}p, i} vu}p (5.8)
where i is the color channel under consideration. Similarly,
}Vu}22,i  }Mpuq vu}22,i  }Mpuq}22,i }vu}22 
 kpuq

D2puq   D˜2puq   pn3q. . .   D˜2puq
	
 kpuq

D2puq   p1 Dpuqq
2
n 1

 (5.9)
Hence, the constraint is satisﬁed when the sum of the squared `2 -norms of
all the PSFs tVuu of FRGB, over the individual color channels, is given by:
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¸
iPC
¸
uPU
}Mpuq vu}22,i 
¸
iPC
¸
uPU
kpuq

D2puq   p1 Dpuqq
2
n 1


(5.10)
Non-negativity: For a non-negative color image, the color-mixed foveated patches
are always non-negative, i.e.
if zRGBpxq ¥ 0 , then FRGBrzRGB, x, jspuq ¥ 0 @u P U, @x P X. (5.11)
Central Acuity: Color-mixed foveated patches are fully sharp at their center and
holds iﬀ v0 is a scaled discrete Dirac impulse, i.e.
Dβ ¡ 0 : FRGBrzRGB, x, jsp0q  β zRGBpxq @x P X. (5.12)
Flat-ﬁeld Preservation: FRGB maps a ﬂat color image onto ﬂat patches, i.e.
zRGBpxq  f . This constraint helps determine the `1 -norm. From Eq. (5.8):
Dβ ¡ 0 : FRGBrzRGB, x, jspuq  β f @u P U, @f ¡ 0, @x P X. (5.13)
we obtain:
β 
¸
iPC
¸
ξPZ2
Mi,jpuqvupξ  uq 
¸
iPC
¸
ξPZ2
Mi,jpuqvupξq
 }Mpuq vu}1,i @u P U
(5.14)
i.e. all the PSFs tVuu, u P U , have the same `1 -norm equal to β. This norm
is constant and independent of the value of kpuq.
Compatibility: In the case of perfect self-similarity, where η˜pq  N p0, 2σ2q as
in Equation (4.14), we have, due to linearity:
E
 
d FOVj px1, x2q
(  E}FRGBrzRGB, x1, js  FRGBrzRGB, x2, js}22 
 E}yFOVx1, j  yFOVx2, j   FRGBrη, x1, js  FRGBrη, x2, js}22
 E}FRGBrη˜, x1, js}22
(5.15)
We further extend this deﬁnition of expectation of the foveated distance for
color images, by utilizing the `2 -norm condition in Eq. (5.10), as:
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E
 
d FOVj px1, x2q
(  ¸
uPU
E
 F2RGBrη˜, x1, jspuq( 

¸
uPU
var tFRGBrη˜, x1, jspuqu 

¸
uPU
var
#¸
iPC
Mi,jpuq
¸
ξPZ2
η˜ i pξ   x1q vu pξ  uq
+


¸
uPU
¸
iPC
¸
ξPZ2
var
 
η˜ i pξ   x1q vu pξ  uqMi,jpuq
( 

¸
uPU
¸
iPC
¸
ξPZ2
2σ2M2i,jpuqv2upξq 
 2σ2
¸
iPC
¸
uPU
}Mpuqvu}22,i 
 2σ2
¸
iPC
¸
uPU
kpuq

D2puq   p1 Dpuqq
2
n 1


(5.16)
where n is the cardinality of the color set C, and i, j P C P tR, G, Bu.
Pixel-wise `2 -norm condition: The above series of equalities suggest that a
stricter pixel-wise compatibility can be imposed provided that the squared
`2 -norms of each PSF (i.e. for each u P U) coincide with the corresponding
scaled value of the normalized windowing kernel:
}Mpuq vu}22,i  kpuq

D2puq   p1 Dpuqq
2
n 1


(5.17)
By considering the above equality for the case u  0, along with Eq. (5.12),
we determine the value of the constant β appearing in the central acuity and
ﬂat-ﬁeld preservation constraints:
}V0}22,i  β2  kp0q

D2p0q   p1 Dp0qq
2
n 1


(5.18)
Weight Function: In adapting FNLM for color patches, the formulation of the
weight function wpx1, x2q is deﬁned to account for the color channels. The
number of color channels are used as a normalizing factor in the weights,
so as to obtain results whose magnitude is comparable to those of grayscale
images when using the same windowing kernel k. The weighted averaging
of the patches is done for individual channels before the ﬁnal aggregation
process is carried out across all the channels. If the strength of the noise
aﬀecting the diﬀerent color channels is the same, i.e. σ2R  σ2G  σ2B  σ2
the above method for calculating the weights work well.
46
This uniﬁed approach, denominated as C-FNLM (Color-FNLM), is facilitated
by the fact that the isotropic foveation operator and color-mixing operator are
obtained as linearly separable transforms. This is a consequence of the fact that
the foveation kernels are circular symmetric and have a bivariate Gaussian PDF.
5.3.1 Construction and Illustration
As explained in Sec. 3.5, foveation is the result of several cascaded space-variant
processes. The blurring eﬀect of these processes can be well approximated, con-
sidering the central-limit principle, using Gaussian distributions which provide a
legitimate model for the foveation PSFs tvuuuPU . Such foveation is isotropic be-
cause the PSFs attenuate image features regardless of the features orientation, and
the attenuation strength depends only on the distance }u}2 from the patch center.
The construction of the uniﬁed color-mixing foveation operator Vu that satisﬁes
the aforementioned constraints is achieved by adjusting the spread of the blur PSFs
such that their `1 -norm is constant and their squared `2 -norms equal the corre-
sponding scaled values of the normalized windowing kernel k. For the particular
case of Gaussian PSFs, the uniﬁed operator is deﬁned as:
zFOVx, j puq  FRGBrzRGB, x, jspuq 
¸
iPC
Mi, jpuqFrzi, xspuq i, j P C P tR, G, Bu

¸
iPC
Mi, jpuq
¸
ξPZ2
zipξqvupξ  x uq @u P U
(5.19)
where vupξq 
a
kp0q gςpξq describes the bivariate Gaussian PDF with zero mean
and diagonal covariance matrix, as shown in Section 4.1.3. Distinct values of
the standard-deviation parameter ς deﬁnes a distinct PSF vu , having a size of
p2r3ςs   1q  p2r3ςs   1q. The kernel's radius is r3ςs based on a three-sigma rule
which approximates the maximum ς of the PSF. Also, we use symmetric padding
to preliminary pad zRGB outside of its native domain X.
In this thesis, the color-mixing (CM) arrayMi, j is constructed from a variety of
modiﬁed Gaussian kernels having varying standard deviation, whereas the isotropic
foveation operator F is always constructed from the standard windowing kernel k
used in the standard NL-means implementation. Due to the symmetric nature of
k, it takes a limited number of distinct values kpuq, u P U , as shown in Fig. 4.1a.
After normalizing each distinct value, we rescale them as:
Mi, jpuq  pn 1q kpuq
n
  1
n
(5.20)
which yields distinct values of the color-mixing array, and ensures the values lies
in the range r0.33, 1s as shown in Fig. 5.1b. Also, n  3 for RGB images.
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(a) Foveated Color Image. (b) Standard CM Array. (c) Top-view of (b).
Figure 5.1: (a) Output obtained by a trivial application of FNLM on the 3color chan-
nels. (b) Standard CM array of size 11 11. (c) Five unique values of the CM array.
For the purpose of visualization, we separately show the foveated color image
Frzi, xs, the color-mixing arrayMi, j, and the output of uniﬁed operator FRGB .
The color-mixing (CM) array constructed from a standard kernel, as can be seen
from Fig. 5.1b, has the pixel value at the center as Dpuq  1 and the value at
the edge as Dpuq  0.33. From this, the cross-channel paradigm dictates that the
value of D˜puq at the center and edge pixels are 0 and 0.33, respectively.
We also construct color-mixing arrays from kernels which do not exhibit de-
creasing acuity towards the periphery, i.e. uniform kernels and inside-out kernels.
In the case of inside-out color-mixing array, the positions are completely reversed
compared to the natural design of a standard color-mixing array, i.e. the array
attains its minimum Dpuq  0.33 at the center and increases towards the periphery
to Dpuq  1 (Fig. 5.2b). For the uniform color-mixing array, the value of D is
uniformly 0.33 and we get the average over all the color channels (Fig. 5.2c).
5.4 Experimental Results
To assess the eﬀectiveness of the uniﬁed operator as a regularization prior for
natural color images, we quantitatively consider the denoising of noisy images. We
compare the proposed algorithm with (i) NL-means algorithm for RGB images (as
described in Sec. 2.1.3), and (ii) a trivial application of FNLM independently
on the three color channels, without the color-mixing array (Fig. 5.1a). The
denoising experiments are carried out on a set of four color test images of size
512 512, in the intensity range r0, 255s, namely Barbara, Boats, Hill, Lena. The
noise-free images are shown in Fig. 5.3. These have been synthetically corrupted
by 3 independent realizations of additive white Gaussian noise at diﬀerent values
of standard deviation σ P t10, 20, 30, 50, 70u, according to the observation model in
Eq. (5.2). We measure the denoising performance according to established quality
assessment indicators: PSNR (dB) and the perceptual quality index SSIM [69].
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(a) (b) (c)
(d) Uniﬁed Output Image,
with Standard CM.
(e) Uniﬁed Output Image,
with Inside-Out CM.
(f) Uniﬁed Output Image,
with Uniform CM.
Figure 5.2: Top: Illustration of a color-mixed foveated patch extracted from noisy Lena
(σ  30) and having size 1111. It must be noted that the C-FNLM algorithm operates
in a patch-wise non-local manner within a search window, and for each color-mixing
array shown in (a) Standard (refer Fig. 5.1c), (b) Inside-Out, and (c) Uniform, we
display the corresponding output patches. Color-mixed foveation preserves the original
image structures better than windowing. Bottom: For visualization purposes, we display
the Uniﬁed Outputs for various color-mixing arrays of size 301 301.
Lena Barbara Boats Hill
Figure 5.3: The four 512 512 color images y used in denoising experiments.
It is imperative for the reader to note that the foveal color vision is formalized
by the uniﬁed output image (Fig. 5.2d) using the standard color mixing array.
This interpretation of color vision stems from the notion that cones act as the
color sensors of the HVS and are responsible for trichromatic vision, whereas rods
contribute monochromatic color quality [66], [39]. It should also be noted that high
frequencies enjoy a shorter-range correlation than the low frequencies, and since
color-mixed foveation attenuates the high frequency content at the periphery of
the patch, it indeed emphasizes the information useful for the purpose of non-local
denoising of the patch center. The denoising result for the uniﬁed operator with
standard and inside-out (Fig. 5.2e) CM is presented in Fig. 5.4.
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Figure 5.4: Scatterplots of PSNR (dB) and SSIM of the standard NL-means vs Foveated
NL-means vs C-FNLM, for two combinations of color-mixing array - the inside-out and
standard CM array. Each point represents the PSNR value (or, SSIM score) achieved
for the best parameter combination of patch size and search neighbourhood, determined
from Fig. 5.5, 5.6, averaged over the test images in Fig. 5.3, at a given noise level.
When σ ¥ 30, Foveated NL-means and C-FNLM outperforms the standard NL-means
in all considered conﬁgurations; while when σ  10, the best setting for all the three
methods give approximately the same results. The two CM variants yield nearly the
same performance, with negligible diﬀerences in favor of the standard CM.
As a reference code of NL-means and Foveated NL-means, we use the original
MATLAB code by [43] and [31], respectively, and apply them to each color channel
separately. To enable a fair comparision between the algorithms, where d FOVj is
obtained from a color foveation operator FRGB (Sec. 5.1), we test the algorithms
with several conﬁgurations of patch size (ranging from 55 to 1919) and search
neighbourhood (ranging from 7  7 to 41  41), while the tuning parameter h is
set equal to σ as this choice is found to yield the optimal results for standard NL-
means, Foveated NL-means, as well as for the C-FNLM, and is consistent with the
compatibility requirement. FRGB implements the isotropic foveation operator F
which is constructed from the windowing kernel k and is identical over all the color
channels. Therefore, the algorithms diﬀer only in the employed patch distance.
The parameters which maximize denoising performance, for σ  10, 20, 30, 50, 70
respectively, are: for C-FNLM and Foveated NL-means, the patch size is set to
p5  5q, p9  9q, p11  11q, p17  17q, p19  19q and the search neighbourhood is
p13  13q, irrespective of σ ; for NL-means, the optimum results are obtained for
a patch size of p5  5q and a search neighbourhood of p11  11q, for all σ.
Figures 5.5, 5.6 show that the C-FNLM and Foveated NL-means substantially
outperform (by about 1.1 dB PSNR and 0.3 SSIM units) the standard NL-means,
especially under heavy noise pσ ¥ 30q, for all the considered conﬁgurations.
50
At low noise levels pσ  10q all three methods perform best when using small
patches, and give comparable results. As the noise level increments p20   σ   90q
the foveation-based methods show a numerical improvement as the patch size
increases. The SSIM scores too indicate a favorability for an increasing patch size
corresponding to the increase in noise levels.
To further assess the performance of our algorithm in terms of PSNR, we com-
pared the results with the patch-wise implementation of NL-means given in IPOL
[10], where the parameters have been ﬁxed to achieve the maximum gain in PSNR
value. It was found that under heavy noise pσ ¥ 30q, C-FNLM outperforms the
IPOL's version of NL-means (by about 0.3 dB). As a ﬁgure of merit, when de-
noising Lena corrupted with noise σ  30, C-FNLM with standard color-mixing
achieves a PSNR of 30.58 dB, versus 30.21 dB for patch-wise NL-means. Similarly,
when denoising Boats corrupted with noise σ  70, C-FNLM achieves a PSNR of
25.38 dB, versus 25.15 dB for patch-wise NL-means. The output of the proposed
algorithm is characterized by better contrast, and increased detail preservation.
The visual diﬀerence between the outputs is shown in Fig. 5.7.
5.5 Conclusions
In this thesis, we introduce and test the eﬃciency of a uniﬁed color-mixing foveation
operator which exploits the correlation between color channels in an image. This
eﬃcacy become apparent when all variants of NL-means for color images, includ-
ing the patch-wise NL-means [10], are outperformed by C-FNLM and Foveated
NL-means. The performance gap between C-FNLM and Foveated NL-means is
less substantial than the improvement achieved by introducing isotropic foveation
in the windowing based NL-means. Nevertheless, such improvement is particu-
larly meaningful as it highlights that the color-mixed foveation yields a stronger
prior than the windowing conventionally used in NL-means for measuring non-local
similarity in color image denoising.
We have constructed an isotropic family of color-mixing foveation operators,
which simultaneously performs the foveation and color-mixing operations. The
designs of the PSFs have installed an explicit connection between traditional win-
dowed self-similarity and the color-mixed foveated self-similarity.
Table 5.1 shows that the overall computation time of C-FNLM is marginally
higher than that of Foveated NL-means, which in-turn is marginally higher than
NL-means. This overhead is due to the computation of the color-mixed foveated
patches (in lieu of either foveation or windowing), which is executed only once on
the whole image, before computing d FOVj , where j P tR, G, Bu. Once the patches
are computed, the time needed for pairwise patch comparisions has approximately
identical complexity and is the most time consuming operation in the algorithm.
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Computation Time (sec.) for MATLAB single-thread on Intel i7-5500U @ 2.4GHz.
Patch Size: 5 5, Search nbd: 11 11 Patch Size: 11 11, Search nbd: 13 13
NL-Means Fov. NLM C-FNLM NL-Means Fov. NLM C-FNLM
2.1 s 5.2 s 3.8 s 7.3 s 17.7 s 22.4 s
+ + + + + +
66.5 s 67.2 s 68.5 s 331.9 s 333.4 s 334.6 s
Table 5.1: Computation time of NL-means vs Foveated NLM vs C-FNLM (for σ  30).
The patch size and search neighbourhood of the ﬁrst three columns are those that yield
best overall results for NL-means, while those of the last three columns are optimal for
Fov. NLM and C-FNLM, as in Fig. 5.5, 5.6. For each algorithm, we report the average
computation time in seconds over the images in Fig. 5.3 and three noise realizations,
separating the time needed for either windowing, foveating or color-mixed foveating the
patches (top) from that needed for computing weights and averaging (bottom).
Finally, we remark that despite the improvement achieved by introducing the
color-mixing paradigm in Foveated NL-means, the performance of both C-FNLM
and Foveated NL-means is still inferior to sophisticated non-local ﬁlters, e.g. C-
BM3D [21] or NL-Bayes [12]. As a ﬁgure of merit, when denoising Lena corrupted
with noise σ  30, C-FNLM with standard color-mixing achieves a PSNR of 30.58
dB, while C-BM3D achieves 31.59 dB and NL-Bayes achieves 31.39 dB. However,
our contribution is not intended to be the development of a novel denoising al-
gorithm, but rather the exploration of a new form of non-local self-similarity for
color images which is consistent with HVS features.
5.5.1 Additional Remarks
It is possible to develop a framework for joint denoising and demosaicing of
noisy color ﬁlter array (CFA) data by utilizing the cross-channel paradigm with
Foveated NL-means. The two-stage algorithm entails directly applying the Color-
mixed Foveated NL-means (C-FNLM) in the CFA domain during the ﬁrst iteration,
to exploit the non-local similarity, despite the absence of local-smoothness in the
underlying mosaic structure. We also reformulate the weighing scheme so as to
account for correlated, non-i.i.d. noise, principally during the second iteration of
the proposed algorithm.
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PSNR (dB): C-FNLM, with Inside-Out Color Mixing
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PSNR (dB): C-FNLM, with Standard Color Mixing
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Figure 5.5: Performance of the standard NL-means, Foveated NL-means, and C-FNLM, in terms of PSNR
(dB), while varying the search radius and patch size. The NL-means and Foveated NL-means results are
obtained by ﬁltering the color channels separately. The denoising values is averaged over the four test
images in Fig. 5.3, each corrupted by 3 diﬀerent noise realizations.
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SSIM: C-FNLM, with Inside-Out Color Mixing
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SSIM: C-FNLM, with Standard Color Mixing
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Figure 5.6: Performance of the standard NL-means, Foveated NL-means, and C-FNLM, in terms of SSIM
score, while varying the search radius and patch size. The NL-means and Foveated NL-means results are
obtained by ﬁltering the color channels separately. The denoising values is averaged over the four test
images in Fig. 5.3, each corrupted by 3 diﬀerent noise realizations.
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Patch Size = 5 5 Search Neighbourhood = 11 11
Hill
Original
NL-Means
(29.25, 0.775)
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Figure 5.7: Comparision between outputs of the NL-means algorithm, the FNLM and
the proposed C-FNLM. The numbers between parentheses are the PSNR (dB) and SSIM
scores computed for the entire image, not just the displayed fragment of size 175  175
pixels. Results are given under two combinations of patch size and search neighbourhood,
one ideal for FNLM and C-FNLM, another for NL-means (see Fig. 5.5, 5.6). The
standard CM array is used while implementing C-FNLM for the images.
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Patch Size = 5 5 Search Neighbourhood = 11 11
Barbara
Original
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C-FNLM
(25.03, 0.760)
Patch Size = 17 17 Search Neighbourhood = 13 13
Barb., noisy (σ  50)
(14.15, 0.353)
NL-Means
(23.51, 0.695)
Fov. NL-Means
(24.86, 0.765)
C-FNLM
(25.69, 0.797)
Patch Size = 5 5 Search Neighbourhood = 11 11
Boat
Original
NL-Means
(24.44, 0.658)
Fov. NL-Means
(24.79, 0.669)
C-FNLM
(24.83, 0.674)
Patch Size = 19 19 Search Neighbourhood = 13 13
Boat, noisy (σ  70)
(11.22, 0.163)
NL-Means
(23.67, 0.664)
Fov. NL-Means
(25.33, 0.721)
C-FNLM
(25.38, 0.724)
Figure 5.8: Comparision between outputs of the NL-means algorithm, the FNLM and
the proposed C-FNLM. The numbers between parentheses are the PSNR (dB) and SSIM
scores computed for the entire image, not just the displayed fragment of size 175  175
pixels. Results are given under two combinations of patch size and search neighbourhood,
one ideal for FNLM and C-FNLM, another for NL-means (see Fig. 5.5, 5.6). The
standard CM array is used while implementing C-FNLM for the images.
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