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EXPLICIT ESTIMATE ON PRIMES
BETWEEN CONSECUTIVE CUBES
Cheng, Yuanyou Furui
Abstract. We give an explicit form of Ingham’s Theorem on primes in the short
intervals, and show that there is at least one prime between every two consecutive
cubes x3 and (x+ 1)3 if log log x ≥ 15.
1. Introduction
Studies about certain problems in number theory are often connected to those
about the distribution of the prime numbers; problems about the distribution of
primes are among the central ones in number theory. One problem concerning the
distribution of primes is the distribution of primes in certain intervals. For example,
Bertrand’s postulate asserts that there is a number B such that, for every x > 1,
there is at least one prime number between x and Bx. If the interval [x,Bx] is
replaced by a “short interval” [x, x+ xθ], then the problem is more difficult.
In 1930, Hoheisel showed that there is at least one prime in the above mentioned
“short interval” with θ = 1− 133,000 for sufficiently large x’s, see[13]. Ingham [15], in
1941, proved that there is at least one prime in [x, x+x3/5+ǫ], where ǫ is an arbitrary
positive number tending to zero whenever x is tending to infinity, for “sufficiently
large” x’s. This implies that there is at least one prime between two consecutive
cubes if the numbers involved are “large enough.” One of the better results in this
direction, conjectured by using the Riemann Hypothesis, is that there is at least
one prime between [x, x + x1/2+ǫ] for “sufficiently large” x’s. The latter has not
been proved or disproved; though better results than Hoheisel’s and Ingham’s are
available. For example, one may see [2, 3, 12, 15, 17, 18, 19, 26, 28].
These kinds of results would have many useful applications if they were “explicit”
(with all constants being determined explicitly). For references in other directions
with explicit results, one can see [4, 8, 22, 23, 24, 25]. To figure out the “sufficiently
large” x’s related to θ as mentioned above, one needs to investigate the proof
in a “slightly different” way. As a starting step in this direction, we study the
distribution of primes between consecutive cubes. In this article, we give an explicit
form of Ingham’s Theorem; specifically, we show that there is at least one prime
between consecutive cubes if the numbers involved are larger than the cubes of x0
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where x0 = exp(exp(15)) and we also set T0 = exp(exp(18)) throughout this paper
accordingly.
Our main task is to prove the Density Theorem or to estimate the number of
zeros in the strip σ > 12 for the Riemann zeta function, see Theorem 1 in the
follows. We let β = ℜ(ρ) and Iβ(u) be the unit step function at the point u = β;
that is, Iβ(u) = 1 for 0 ≤ u ≤ β and Iβ(u) = 0 for β < u ≤ 1. One defines
N(u, T ) :=
∑
0≤ℑ(ρ)<T Iβ(u) and N(T ) := N(0, T ).
Theorem 1. Let 58 ≤ σ < 1 and T ≥ T0. One has
N(σ, T ) ≤ CDT
8(1−σ)
3 log5 T,
where CD := 453472.54.
Theorem 2. Let x ≥ x0, h ≥ 3x2/3 and CD be defined in Theorem 1. Then
ψ(x+ h)− ψ(x) ≥ h(1− ǫ(x)),
where
|ǫ(x)| := 3192.34 exp
(
− 1
273.79
(
log x
log log x
) 1
3
)
.
Theorem 3. Let x ≥ exp(exp(45)) and h ≥ 3x 23 . Then
π(x + h)− π(x) ≥ h
(
1− 3192.34 exp
(
− 1
283.79
(
log x
log log x
) 1
3
))
.
Corollary. Let x ≥ exp(exp(15)). Then there is at least one prime between each
pair of consecutive cubes x3 and (x + 1)3.
The proof of Theorem 1 is delayed until Section 5. We shall prove Theorem 2
and 3 in Section 2. The proof of Theorem 2 is based on Theorem 1 and Laudau’s
approximate formula, which is in Section 6. Then, it is not difficult to prove
Theorem 3 from Theorem 2, as shown in Section 2.
2. Proof of Theorem 2 and 3
From [25], one has
N(T ) ≤ T2π log T2π − T2π + 78 + 0.137 logT + 0.443 log logT + 1.588.
The following proposition follows straightforward.
Proposition 2.1. For T ≥ 6, one has N(T ) ≤ T log T2π .
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Proposition 2.2. Let CD be defined in Theorem 1. Assume that the Riemann
zeta-function does not vanish for σ > 1 − z(t). Suppose that T0 ≤ T < x3/8. For
any h > 0, one has∣∣∣∣∣∣
∑
|ℑ(ρ)|≤T
(x+ h)ρ − xρ
ρ
∣∣∣∣∣∣ ≤
2CDT
8
3 z(t) log x log5 T
xz(t)(log x− 83 log T )
h.
Proof. Notes that ∣∣∣∣ (x+ h)ρ − xρρ
∣∣∣∣ =
∣∣∣∣∣
∫ x+h
x
uρ−1 du
∣∣∣∣∣ ≤ hxβ−1,
where β = ℜ(ρ) is the real part of ρ;
xβ = 1 + log x
∫ β
0
xu du;
and ∫ β
0
xu du =
∫ 1
0
xuIβ(u) du,
where Iβ(u) is the unit step function or Iβ(u) = 1 for 0 ≤ u ≤ β and Iβ(u) = 0 for
β < u ≤ 1. After interchanging the summation and integration, one has
(2.1)
∣∣∣∣∣∣
∑
|ℑ(ρ)|≤ T
(x+ h)ρ − xρ
ρ
∣∣∣∣∣∣ ≤
h
x
∑
|ℑ(ρ)|≤T
xβ
≤ h
x

 ∑
|ℑ(ρ)|≤ T
1 + log x
∫ 1
0
xu

 ∑
|ℑ(ρ)|≤ T
Iβ(u)

 du

 .
If the Riemann zeta-function does not vanish in the region σ > 1 − z(t), then the
expression in the outmost parenthesis in (2.1) is bounded by
(2.2) 2N(0, T ) + 2N(0, T ) logx
∫ 5
8
0
xu du+ 2 logx
∫ 1−z(t)
5
8
xuN(u, T ) du.
Since T ≥ 6, one can apply Proposition 2.1. The sum of the first two terms in (2.2)
(2.3) 2
(
1 + log x
∫ 5/8
0
xu du
)
N(0, T ) = 2x5/8N(0, T ) ≤ x
5/8T logT
π
.
From Theorem 1, one sees that the last term in (2.2) is bounded by
(2.4) 2CD log x log
5 T
∫ 1−z(t)
5/8
xuT
8
3 (1−σ) du
= 2CDT
8
3 log x log5 T
∫ 1−z(t)
5/8
( x
T 8/3
)u
du
=
2CDT
8
3 log x log5 T
log x− 83 log T
((
x
T
8
3
)1−z(t)
−
(
x
T
8
3
) 5
8
)
=
2CDxT
8
3 z(t) log x log5 T
xz(t)(log x− 83 log T )
− 2CDx
5
8T log x log5 T
log x− 83 log T
.
4 CHENG, YUANYOU FURUI
One sees that the sum of the upper bound in (2.3) and the second term on the right
side in (2.4) is negative. Finally, one combines (2.1) and the first term in the last
expression in (2.4) to finish the proof of Lemma 2.1.
Proof of Theorem 2. From Lemma 9.1 and Proposition 2.2, one sees that
ψ(x+ h)− ψ(x) = h+ hǫ(x),
with
(2.5)
|ǫ(x)| ≤ 1
h


∣∣∣∣∣∣
∑
|ℑ(ρ)|≤Tu
(x+ h)ρ − xρ
ρ
∣∣∣∣∣∣+ |E(x+ h)|+ |E(x)|


≤ 2CDT
8
3 z(t) log x log5 T
xz(t)(log x− 83 log T )
+ 10.52
(x+ h) log2(x + h)
hT
+
+ 66.976
(x+ h) log2 T
hT log x
+ 6
log2 T
hx
.
Let 3x
2
3 ≤ h. Also, let
T = T (x) := x
1
3 exp
(
1
256.59
(
log x
log log x
) 1
3
)
,
with some undetermined constant u > 1. Then,
log T =
1
3
log x+
1
256.59
(
log x
log log x
) 1
3
≤ 0.34 log x,
log log T ≤ log log x,
and
T
8
3 = x
8
9 exp
(
8
3× 256.59
(
log x
log log x
) 1
3
)
.
From [10], it is known that the Riemann zeta function does not vanish for T ≥
1− z(T ) with
z(T ) =
1
58.51 log2/3 T (log logT )1/3
.
Let Z(x) := z(T (x)). Then
Z(x) ≥ 1
28.51 log2/3 x(log log x)2/3
,
(
x
T
8
3
)z(T )
≥

 x
1
9
exp
(
8
3×256.59
(
log x
log log x
) 1
3
)


Z(x)
= exp
(
1
256.59
(
log x
log log x
) 1
3
− 8
3× 256.59× 28.51 log 13 x(log log x) 1or23
)
.
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It follows that for x ≥ exp(exp(45)) the right side in (2.5) is bounded from above
by
3192.34 exp
(
− 1
273.79
(
log x
log log x
) 1
3
)
+ 1.76 exp
(
− 1
25s6.6
(
log x
log log x
) 1
3
)
+
+ 2.59 exp
(
− 1
256.6
(
log x
log log x
) 1
3
)
+
0.24 log2+4.65 log x+ 260.48
x
.
Conclude that one has proved Theorem 2.
Proof of Theorem 3. By definition of π(x) and ψ(x), one has
π(x+ h)− π(x) =
∑
x<p≤x+h
1 ≥
∑
x<p≤x+h
log p
log x
=
ψ(x+ h)− ψ(x)
log x
≥ h
log x
(1− ǫ(x)) .
This finishes the proof of Theorem 3.
Proof of Corollary. Let X = x3 and h = (x + 1)3 − x3. Then h ≥ 3x2 = 3X 23 . By
Theorem 3,
π
(
(x + 1)3
)− π (x3) ≥ 3x2
3 log x
(
1− ǫ(x3)) > 1.
This proves the corollary.
3. Three auxiliary functions
Three auxiliary functions UA, VA, and WA are introduced in this section. For ref-
erences, one may see [4], [17], [26].
Definitions of Three Auxiliary Functions. Let A be a positive integer. Define
UA(s) =
A∑
n=1
µ(n)
ns
.
Here µ is the Mo¨bius µ-function. Then,
VA(s) = ζ(s)UA(s)− 1, WA(s) = 1− V 2A(s).
Lemma 3.1. Let ν(n) =
∑
m≤A:m|n µ(m). Then |ν(n)| ≤ d(n) and
VA(s) =
∑
n>A
ν(n)
ns
.
Every non-trivial zero of ζ(s) is a zero of WA(s).
Lemma 3.2. One has
|VA(2 + it)|2 ≤ 7.9
A
.
If A ≥ 8, then both ℜ(WA(2 + it)) and WA(2 + it) does not vanish; if A ≥ 16, then
|VA(2 + it)|2 < 12 and |WA(2 + it)| > 12 .
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Lemma 3.3. Let b1 = 5.134. For σ ≥ 14 and t ≥ 3.297, one has
|VA(s)| ≪ t3/2,
and
|WA(s)| ≤
(
16
9
A3/4t3/2 + b1A
3/4t1/2
)(
16
9
A3/4t3/2 + b1A
3/4t1/2 + 2
)
.
Proof of Lemma 3.1. Easy.
Proof of Lemma 3.2. We may assume A ≥ 5. Observe
∑
n>A
d(n)
n2
= ζ(2)
∑
m>A
1
m2
+
∑
m≤A
1
m2
∑
n> A
m
1
n2
≤ ζ(2)
A
+
∑
m≤A
1
m2
1⌊
A
m
⌋
≤ ζ(2)
A
+
∑
m≤A2 +1
1
m(A−m) +
∑
A
2 +1<m≤A
1
m2
≤ ζ(2)
A
+
1
A− 1 +
4
A2 − 4 +
log(A− 1)
A
+
1
A
<
2.8
A
for A ≥ 5.
One needs the following proposition.
Proposition 3.1. Let σ ≥ 14 and t ≥ 3.297. Then
ζ(s) =
⌊t2⌋∑
n=1
1
ns
+B(s),
where |B(s)| ≤ b1t1/2 with b1 := 5.134.
Proof. Note that in [4], [17], [26]
ζ(s) =
N∑
n=1
1
ns
− s
∫ ∞
N
u− [u]
us+1
du+
1
(s− 1)Ns−1 (σ > 0, s 6= 1).
From this, we have∣∣∣∣∣∣ζ(s)−
∑
n≤N
1
ns
∣∣∣∣∣∣ ≤
N1−σ
t
+
√
1
σ20
+
1
t20
t
Nσ
(σ > 0, s 6= 1).
Using this identity, Proposition 3.1 follows.
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Proof of Lemma 3.3. Using its definition, one sees that
|UA(s)| ≤
A∑
n=1
1
nσ
.
If 0 < σ < 1, one gets
|UA(s)| ≤
∫ A
0
1
uσ
du =
A1−σ
1− σ ;
if σ ≥ 1, one has
|UA(s)| ≤
A∑
n=1
1
n
≤ log A+ 1.
For σ ≥ 14 , one obtains
(3.2) |UA(s)| ≤ max
{
4
3
A3/4, log A+ 1
}
≤ 4
3
A3/4.
Similarly, one gets
⌊ t2⌋∑
n=1
1
nσ
≤ 4
3
t3/2.
Combining with the result in Proposition 3.2, one has
(3.3) |ζ(s)| ≤ 4
3
t3/2 + b1t
1/2,
for σ ≥ 14 and t ≥ 3.297.
Recalling the definition of VA(s) one has
|VA(s)| ≤ |ζ(s)||UA(s)|+ 1;
from (3.1), one gets
|WA(s)| ≤ |ζ(s)| |UA(s)|(2 + |ζ(s)||UA(s)|).
Conclude with (3.2) and (3.3) that one proves Lemma 3.3.
4. Representing the number of zeros by an integral
Notation NF (σ, T ). Let F (s) be a complex function and T > 0. The notation
NF (σ, T ) expresses the number of zeros in the form β+ iγ for F (s) with σ ≤ β and
0 ≤ γ < T .
It is well known that ζ(s) does not vanish for σ ≥ 1; so one may restrict our
discussion to σ < 1.
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Lemma 4.1. Let T1 = 14 and A ≥ 16. Then for σ0 < σ < 1 and T ≥ T1, one has
Nζ(σ;T ) ≤ 1
σ − σ0
(
1
2π
∫ T
T1
|VA (σ0 + it)|2 dt+ (594?)16T
2π A
+ 1 + cA(T )
)
,
with
cA(T ) :=
log
(
16
9 A
3/4
(
T + 74
)3/2
+ b1A
3/4
(
T + 74
)1/2)
log(7/6)
+
log
(
16
9 A
3/4
(
T + 74
)3/2
+ b1A
3/4
(
T + 74
)1/2
+ 2
)
log(7/6)
+
log 2
log(7/6)
.
Corollary. Let A ≤ 595594T and T ≥ exp(exp(18)). Then
cA(T ) ≤ 29.193 log T + 11.978.
Notation NF (σ;T, T1). Let F (s), σ, and T as in the last definition. The notation
NF (σ;T, T1) expresses the number of zeros in the form β + iγ for F (s) with σ ≤ β
and T1 ≤ γ < T .
Be definition, one sees that NF (σ;T, T1) = NF (σ, T )−NF (σ, T1) for any complex
function F . Note here, see [9] or [17], that there is no zero for the Riemann zeta
function ζ(σ+it) for 0 ≤ t ≤ 14. If one takes T1 = 14, thenNζ(σ;T, T1) = Nζ(σ, T ).
For an analytic function, a zero is isolated and the number of zeros in any
compact region is finite. Fix σ and T . Let ǫ1, ǫ2, and ǫ3 be sufficiently small
positive numbers and λ = σ − ǫ1 and T2 = T + ǫ2. One may assume that λ is not
the real part and T2 is not the imaginary parts of any zeros for the function WA(s).
Recalling the second part of Lemma 3.1, one gets the following proposition.
Proposition 4.1. Let T1 = 14 and ǫ1 and ǫ2 be small positive numbers such that
λ = σ − ǫ1 is not the real part and T2 = T + ǫ2 is not the imaginary part of any
zero for the function WA(s). Then
Nζ(σ, T ) ≤ NWA(λ;T2, T1).
Let σ0 < λ. Since NWA(λ;T2, T1) is a non-increasing function of λ by the
definition, one sees that
NWA(λ;T2, T1) ≤
1
λ− σ0
∫ λ
σ0
NWA(ρ;T2, T1) dρ.
Noting that ∫ λ
σ0
NWA(ρ;T2, T1) dρ ≤
∫ 2
σ0
NWA(ρ;T2, T1) dρ,
one has the next proposition.
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Proposition 4.2. Let σ0 < λ < 1 and T2 > T1. Assume that λ is not the real part
and T2 is not the imaginary part of any zero for WA(s). Then
NWA(λ;T2, T1) ≤
1
λ− σ0
∫ 2
σ0
NWA(ρ;T2, T1) dρ.
Using the arguments in [26, p.213 and p.220], one gets the following result.
Proposition 4.3. Let 12 < σ0 < 2. Assume that T2 is not the imaginary part
of any zero for WA(s). Also, let Nk be the number of zeros for ℜ(WA(s)) on the
segment between σ0 + it and 2 + it on the line t = Tk for k = 1 and 2 respectively.
Then
(4.5)
∫ 2
σ0
NWA(ρ;T2, T1) dρ ≤
1
2π
∫ T2
T1
log
( |WA(σ0 + it)|
|WA(2 + it)|
)
dt+
N1 +N2
2
+ 1.
The following result can be found in [4].
Proposition 4.4. Suppose that s0 is a fixed complex number and f is a complex
function non-vanishing at s0 and regular for |s − s0| < R for positive number R.
Let 0 < r < R and Mf = max|s−s0|=R |f(s)|. Then the number of zeros of f in
|s − s0| ≤ r, denoted by Nf , multiple zeros being counted according to their order
of multiplicity satisfies the following inequality.
Nf ≤ logMf − log |f(s0)|
logR− log r .
Proof of Lemma 4.1. From Proposition 4.1, 4.2, and 4.3, one has
(4.6) N(σ, T ) ≤ 1
λ− σ0
(
1
2π
∫ T2
T1
log
|WA(σ0 + it)|
|WA(2 + it)| dt+
N1 +N2
2
+ 1
)
,
where λ = σ − ǫ1 as T2 = T + ǫ2 as in Proposition 4.1.
Clearly, we have
ℜ(WA(σ + it)) = 1
2
(
WA(σ + it) +WA(σ − it)
)
.
The number of zeros of ℜ(WA(s)) on Sk are the same for the following regular func-
tions
W
(k)
0 (s) =
1
2
(WA(s+ iTk) +WA(s− iTk))
on the real axis between σ0 and 2.
First, one applies Proposition 4.4 to estimate the number N ′k of zeros forW (k)0 (s)
in |s − 2| ≤ 32 . It is obvious that N ′k ≤ Nk. One takes s0 = 2, R = 74 , r = 32 .
Recalling (4.7) and Lemma 3.3, one acquires
max
|s−2|= 32
∣∣∣W (k)0 (s)∣∣∣ ≤ 12( max|s−2|= 32 |WA(s+ iTk)|+ max|s−2|= 32 |WA(s− iTk)|)
≤ max
|s−2|= 32
|WA(s+ iTk)| ≤ W (1)A
(
Tk +
7
4
)
≤ W (1)A
(
T2 +
7
4
)
,
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where W
(1)
A (t) is the upper bound of |WA(s)| in Lemma 3.3. Letting ǫ2 tend to
zero, one sees that
max
|s−2|= 32
|W (k)0 (s)| ≤ W (1)A
(
T +
7
4
)
.
Also, recall that |W0(2 + it)| > 12 from Lemma 3.2. This implies
Nk ≤ cA(T ) :=
log W
(1)
A
(
T + 74
)− log(1/2)
log(7/6)
,
for k = 1 and 2. Hence,
(4.8)
N1 +N2
2
≤ cA(T ).
Now, transform the integral in (4.6) into a one involving the function VA(s)
instead of WA(s).
Recalling the definition of WA(s), using the triangular inequality in the form
|x− y| ≤ |x|+ |y|, and noting that log(1 + x) ≤ x for x > 0, one has
(4.9)
log |WA(σ0 + it)| = log |1− V 2(σ0 + it)|
≤ log(1 + |VA(σ0 + it)|2) ≤ |VA(σ0 + it)|2.
Also, by the triangular inequality in the form |x − y| ≥ |x| − |y|, one gets |1 −
V 2A(1 + it)| ≥ 1 − |VA(1 + it)|2. Using the increasing property of the logarithmic
function, one sees that log |1− V 2A(2 + it)| ≥ log(1− |VA(2 + it)|2). It follows that
− log |WA(2 + it)| = − log |1− V 2A(2 + it)| ≤ − log(1− |VA(2 + it)|2).
From the last part of Lemma 3.2, one sees that |VA(2 + it)|2 < 12 since A ≥ 16.
Applying − log(1 − x) < 2x for 0 < x < 12 , one acquires
(4.10) − log |WA(2 + it)| ≤ 2|VA(2 + it)|2 < 7.9
A
.
Combining (4.9) and (4.10), one obtains
log
( |WA(σ0 + it)|
|WA(2 + it)|
)
≤ |VA (σ0 + it)|2 + 7.9
A
.
Letting ǫ2 tend to zeros in (4.6), one gets
N(σ, T ) ≤ 1
λ− σ0
(
1
2π
∫ T
T1
|VA (σ0 + it)|2 d t+ 7.9T
2π A
+ 1 + cA(T )
)
.
Finally, letting ǫ1 tend to zero, one obtains
Nζ(σ, T ) ≤ 1
σ − σ0
(
1
2π
∫ T
T1
|VA (σ0 + it)|2 d t+ 7.9T
2πA
+ 1 + cA(T )
)
.
This proves Lemma 4.1.
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5. The Proof of Theorem 2
To estimate the integral in Lemma 4.1, one studies the following functions.
Definition of Vσ(t). Let t ≥ 0. Define
Vσ(t) =
∫ t
0
|VA(σ + iy)|2 d y.
One needs an explicit upper bound for the Riemann zeta function on the line
σ = 12 , for which we summarize the Corollary and Theorem 1, 2, and 3 from [6]
into the following lemma.
Lemma 5.1. One has ∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ ≤ C tα logβ(t+ e) +D
for any t > 0, where C = 3, α = 16 , β = 1, and D = 2.657.
For σ = 12 and 1 + δ with the value of δ > 0 being determined later, one has
Lemma 5.2 and 5.3.
Lemma 5.2. Let C, α and β as defined in Lemma 5.1, A ≥ 16, and 0 ≤ t < ∞.
Then,
V1/2(t) ≤ D1t2α+1 log2β(t+ e) +D2t2α log2β(t+ e) +D3t+D4,
where D1 := 4C
2(log A+1), D2 := 16C
2A(log A+4), D3 := 4D
2(log A+ 1), and
D4 := 16D
2A(log A+ 4).
Lemma 5.3. . Let 0 < δ ≤ 1, A ≥ 16, and 0 ≤ t <∞. Then
V1+δ(t) ≤ D5t+D6,
where
D5 := 0.206
log3A+ 3 log2 A+ 6 log A+ 6
A1+2δ
,
and
D6 :=
0.264(1 + δ)
Aδ
(
log3A
δ
+
3 log2A
δ2
+
6 log A
δ3
+
6
δ4
)
+
4.012
A2δ
(
log2A
δ2
+
2 log A
δ3
+
1
δ4
)
+
16.020(1 + δ)
Aδ
(
log2A
δ
+
2 log A
δ2
+
2
δ3
)
.
The proofs of Lemma 5.2 and 5.3 will be given in Section 8. One needs another
auxiliary function H(s).
Definition of H(s). Let σ > 12 and t > 0. Denote
(5.1) H(s) := HA,τ (s) :=
s− 1
s cos
(
s
2τ
)VA(s),
where VA(s) is defined in section 3 and τ is a parameter with positive value.
The function H(s) has a close relation to the function V (s), as shown in the
following Lemma 5.4.
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Lemma 5.4. Let 12 ≤ σ ≤ 2 and τ ≥ e. Then, for t > 0,
|H(s)| < 2 e− t2τ |VA(s)|;
for t > 14,
|VA(s)| <
√
200
197
e
t
2τ |H(s)|.
One then uses Lemma 5.2 and 5.3 to give estimates as in Lemma 5.5 on H(σ)
defined as follows.
Definition of H(σ). Let σ > 12 . Define
(5.2) H(σ) =
∫ ∞
−∞
|H(s)|2 dt.
Lemma 5.5. For T ≥ T0, one has
H
(
1
2
)
≤ A1T 4/3 log3 T,
and
H
(
1 +
ω
logT
)
≤ A2 log4 T,
where
A1 = 685.026 κ
4/3 + 2061.486κ1/3 + 0.000001κ+ 0.001,
and
A2 =
144.001
π2eω
(
η3
ω
+
3η2
ω2
+
6η3
ω3
+
6η3
ω4
)
+
4
e2ω
(
η2
ω2
+
2η
ω3
+
1
ω4
)
+
+
4.689κ
π2e2ω
+
8.001
π2eω
(
η2
ω
+
2η
ω2
+
2
ω3
)
,
with η = 1.000001.
One has the following Corollary by taking ω = 1.598 and κ = 1.501. The
justification of these choices of constants will be given in the proof of Theorem 1.
Corollary. Let T ≥ T0. Then
H
(
1
2
)
≤ A1T 4/3 log3 T and H
(
1 +
1.598
log T
)
≤ A2 log4 T,
with A1 = 3537.613 and A2 = 78.383.
One may transform the estimates on H(σ) for σ = 12 and 1+ δ to any σ between
by the following lemma, which is due to Hardy, Ingham and Po´lya, see [4].
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Lemma 5.6. If H(s) is regular and bounded for σ1 ≤ σ ≤ σ2, and the integral
H(σ) =
∫ ∞
−∞
|H(σ + i t)|2 dt
exists, and converges uniformly for σ1 ≤ σ ≤ σ2, and
lim
|t|→∞
|H(s)| = 0
uniformly for σ1 ≤ σ ≤ σ2, then for any positive number T ,
H(σ) ≤ {H(σ1)}
σ2−σ
σ2−σ1 {H(σ2)}
σ−σ1
σ2−σ1 .
The proofs of Lemma 5.5 is given in Section 9.
Proof of Theorem 1. Applying Lemma 5.6 to the function H(s) with σ1 = 1/2 and
σ2 = 1 + δ with any positive δ, one obtains
H(σ) ≤ A
2(1+δ−σ)
1+2δ
1 A
2σ−1
1+2δ
2 T
8(1+δ−σ)
3(1+2δ) log3+
2σ−1
1+2δ T ≤ A1A2T
8(1+δ−σ)
3 log4 T.
Now, from Lemma 5.4, one gets |VA(s)|2 ≤ 200197et/τ |H(s)|2, or, with τ = κT for
κ ≥ eT0 ,
|VA(s)|2 ≤ 200
197
e1/κ|H(s)|2.
For the integral in Lemma 4.1, one obtains
∫ T
T1
|VA(σ0 + it)|2 dt ≤ 200
197
e
1
κ
∫ T
T1
|H(σ0 + it)|2 dt
≤ 200
197
e
1
κ
∫ ∞
0
|H(σ0 + it)|2 dt = 100
197
e
1
κH(σ0)
≤ 100
197
e
1
κA1A2T
8(1+δ−σ0)
3 log4 T.
Recalling Lemma 4.1, one sees that
Nζ(σ, T ) ≤ 100e
1
κ
394π(σ − σ0)A1A2T
8(1+δ−σ0)
3 log4 T +
1
σ − σ0
(
16T
2π A
+ 1 + cA(T )
)
.
Note that A ≤ (1 + 1T0 )T and δ = ωlog T as in the proof of Lemma 5.5. Also, let
σ0 = σ − νlog T for another positive constant ν. It follows that
Nζ(σ, T ) ≤ 100e
1
κ
+
8(ω+ν)
3
394πν
A1A2T
8(1−σ)
3 log5 T +
16 logT
2πν
+
logT
ν
+
cA(T ) log T
ν
≤ CDT
8(1−σ)
3 log5 T,
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with
CD :=
100e
1
κ
+ 5ω3 +
8ν
3
394πν
A1A2 +
1
log4 T0
(
16
2πν
+
1
ν
)
+
cA(T )/ log T
ν log3 T0
.
The first term in CD is the major one; one may sub-optimize it in order to sub-
optimize CD. Note that
CD ≈ 100e
1
κ
+ 5ω3 +
8ν
3
394πν
(685.026κ4/3 + 2061.486κ1/3)×(
144
π2eω
(
1
ω
+
3
ω2
+
6
ω3
+
6
ω4
)
+
4
e2ω
(
1
ω2
+
2
ω3
+
1
ω4
))
.
To optimize the factor
exp 8ν3
ν , one takes ν =
3
8 , to sub-optimize the factor
e1/κ(200.593κ4/3 + 603.656κ1/3)
in CD, one let κ = 1.501, and to sub-optimize the factor
e5ω/3
(
144
π2eω
(
1
ω
+
3
ω2
+
6
ω3
+
6
ω4
)
+
4
e2ω
(
1
ω2
+
2
ω3
+
1
ω4
))
,
one chooses ω = 1.598. With these choices of constants, one gets the Corollary of
Lemma 5.5. From the Corollary, one justifies the choice of T0. With computation,
one finishes the proof of Theorem 1.
6. Estimates involving the divisor function
Lemma 6.1. Let δ > 0 and log log N ≥ 18. Then
∑
N<n
d2(n)
n2+2δ
≤ 0.206
N1+2δ
(
log3N + 3 log2N + 6 log N + 6
)
.
Lemma 6.2. Let δ > 0 and log log N ≥ 18. Then
∑
N<n
∑
N<m<n
d(m)d(n)
(mn)1+δ
≤ 1.003
N2δ
(
log2N
δ2
+
2 log N
δ3
+
1
δ4
)
.
Lemma 6.3. Let δ > 0 and log log N ≥ 18. Then
∑
N<m
1
m1+δ
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
≤ 0.0661 + δ
N δ
(
log3N
δ
+
3 log2N
δ2
+
6 log N
δ3
+
6
δ4
)
+ 4.005
1 + δ
N δ
(
log2N
δ
+
2 log N
δ2
+
2
δ3
)
.
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Proof of Lemma 6.1. Using the partial summation formula, one gets
∑
N<n<∞
d2(n)
n2+2δ
=
∫ ∞
N
1
y2+2δ
d

 ∑
N<n≤ y
d2(n)


=

 1
y2+2δ
∑
N<n≤ y
d2(n)

∣∣∣∣
∞
N
+ (2 + 2δ)
∫ ∞
N

 ∑
N<n≤ y
d2(n)

 1
y3+2δ
dy
= (2 + 2δ)
∫ ∞
N

 ∑
N<n≤y
d2(n)

 1
y3+2δ
dy.
By the Corollary of Lemma 4.2 in [5], one has
∑
n≤x
d2(x) ≤ 0.102x log3 x+ 1.676x log2 x+ 8.564x log x+ 23.652x
+ 1.334
√
x log3 x− 2.845√x log2 x− 4.280√x log x− 8.501√x
+ 1.334 log3 x− 0.845 log2 x+ 2.874 log x− 0.111
≤ 0.103x log3 x.
It follows that
(6.1)
∑
N<n<∞
d2(n)
n2+2δ
≤ 0.103(2 + 2δ)
∫ ∞
N
log3 y
y2+2δ
d y.
From this, Lemma 6.1 follows. 
Proof of Lemma 6.2. We note that
∑
N<n
∑
N<m<n
d(m)d(n)
(mn)1+δ
≤
(∑
N<n
d(n)
n1+δ
)2
and by Lemma 5.1 in [5]
∑
n≤x
d(n) ≤ x log x+ 0.155x+ 4√x ≤ 1.001x log x.
Using these, as before, we similarly prove Lemma 6.2. 
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Proposition 6.1. For log log x ≥ 18, one has
∑
m≤x
∑
n<m
d(m)d(n)
(mn)1/2 log(m/n)
≤ 0.066x log3 x+ 4.005x log2 x.
Proof. Note that − log(1 − x) > x for 0 < x < 1. Thus, for n < m,
1
log(m/n)
=
(
− log
(
1− m− n
m
))−1
<
(
m− n
m
)−1
= 1 +
n
m− n < 1 +
(mn)1/2
m− n .
It follows that
(6.5)
∑
m≤x
∑
n<m
d(m)d(n)
(mn)1/2 log(m/n)
<
∑
m≤x
∑
n<m
d(m)d(n)
(mn)1/2
+
∑
m≤x
∑
n<m
d(m)d(n)
m− n .
For the first sum in (6.5), one sees
∑
m≤x
∑
n<m
d(m)d(n)
(mn)1/2
=
∑
m≤x
d(m)
m1/2
∑
n≤x
d(n)
n1/2
≤

∑
n≤x
d(n)
n1/2


2
.
Recalling the Corollary of Lemma 5.2 in [5], one has
∑
n≤x
d(n)√
n
≤ 2√x log x− 1.691√x+ 2 log x+ 5.846 ≤ 2.001√x log x.
For the second sum in (6.5), one recalls the Corollary of the main Theorem in [5].
Since log log x ≥ 18, one has
∑
m≤x
∑
n<m
d(m)d(n)
m− n ≤ 0.066x log
3 x.
Conclude that one finishes the proof of Proposition 6.1. 
Proof of Lemma 6.3. Using the partial summation formula for the sum over n, one
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gets∑
N<m
1
m1+δ
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
=
∫ ∞
N
1
y1+δ
d
( ∑
N<m≤ y
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
)
=
( 1
y1+δ
∑
N<m≤ y
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
)∣∣∣∣
∞
N
+ (1 + δ)
∫ ∞
N
∑
N<m≤ y
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
dy
y2+δ
= lim
y→∞
1
y1+δ
∑
N<m≤ y
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
+ (1 + δ)
∫ ∞
N
∑
N<m≤ y
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
dy
y2+δ
.
Recalling Proposition 6.1, one sees the first term in the last expression is zero; and
applying (6.4) and (6.3), one obtains∑
N<m
1
m1+δ
∑
N<n<m
d(m)d(n)
(mn)1/2 log(m/n)
≤ 0.066(1 + δ)
∫ ∞
N
log3 y
y1+δ
d y + 4.005(1 + δ)
∫ ∞
N
log2 y
y1+δ
d y
≤ 0.0661 + δ
N δ
(
log3N
δ
+
3 log2N
δ2
+
6 log N
δ3
+
6
δ4
)
+ 4.005
1 + δ
N δ
(
log2N
δ
+
2 log N
δ2
+
2
δ3
)
.
This proves Lemma 6.3. 
7. Proofs for Lemma 5.2 and 5.3.
Proof of Lemma 5.2. Recall the definition of VA(s) from Section 3. Using (x+y)
2 ≤
2(x2 + y2) for real numbers x and y, one gets
(7.1) |VA(s)|2 ≤ 2(|ζ(s)|2|UA(s)|2 + 1).
Recalling the definition of Vσ(t) from Section 5, applying Lemma 5.1, and using
the same inequality for any x and y again, one acquires
(7.2) V1/2(t) ≤
(
4C2t2α log2β(t+ e) + 4D2
)∫ t
0
|UA(0.5 + iτ)|2 dτ + 2t.
The integral in the last expression is∫ t
0
|UA(0.5 + iτ)|2 dτ =
∫ t
0
UA(0.5 + iτ)UA(0.5 + iτ) dτ
=
A∑
m=1
A∑
n=1
µ(m)µ(n)
m1/2n1/2
∫ t
0
(m
n
)iτ
dτ.
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Thus, using the inequality∣∣∣∣
∫ t
0
(m
n
)iτ
dτ
∣∣∣∣ ≤ 2log(m/n) (m > n),
we immediately get
(7.3)
∫ t
0
|UA(0.5 + iτ)|2 dτ ≤ t
∑
n≤A
1
n
+ 4
∑
m≤A
∑
n<m
1
m1/2n1/2 log(m/n)
.
The first term in (7.3) is bounded by t(logA + 1). For the second term on the
right side of the last expression, we note that x log x − x + 1 > 0 for x > 1. It
implies that
1
log x
<
x
x− 1 = 1 +
1
x− 1 < 1 +
x1/2
x− 1 .
We use this for x = m/n, getting
1
log(m/n)
< 1 +
n1/2m1/2
m− n .
It follows that
∑
m≤A
∑
n<m
1
m1/2n1/2 log(m/n)
<
∑
m≤A
∑
n<m
1
m1/2n1/2
+
∑
m≤A
∑
n<m
1
m− n
≤

∑
n≤A
1
n1/2


2
+
∑
1<n≤A
(
1 + log(m− 1)
)
≤ 4A+A logA ≤ A(logA+ 4).
Thus,
(7.4)
∫ t
0
|UA(0.5 + iτ)|2 dτ ≤ t(logA+ 1) + 4A(logA+ 4).
Conclude that, from (7.2) and (7.4), one shows Lemma 5.2.
Proof of Lemma 5.3. To estimate V1+δ(t), one recalls Lemma 3.1. It follows that
V1+δ(t) =
∫ t
0
∣∣∣∣∣
∑
A<n
ν(n)
n1+δ+iτ
∣∣∣∣∣
2
d τ =
∑
A<m
ν(m)
m1+δ
∑
A<n
ν(n)
n1+δ
∫ t
0
(m
n
)iτ
d τ.
Similarly to the argument for obtaining (8.3), one deduces
(7.5) V1+δ(t) ≤ t
∑
A<n
d2(n)
n2+2δ
+ 4
∑
A<m
∑
A<n<m
d(m)d(n)
m1+δn1+δ log(m/n)
.
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For the second sum in the last expression, we observe that the function f(x) =
log x+ x−1/2 − 1 > 0 for x > 1. It follows that
1
log x
< 1 +
1
x1/2 log x
, for x > 1.
With x = m/n, one sees that
1
log(m/n)
< 1 +
n1/2
m1/2 log(m/n)
.
The second term in (7.5) is less than
∑
A<m
∑
A<n<m
d(m)d(n)
m1+δn1+δ log(m/n)
≤
∑
A<m
∑
A<n<m
d(m)d(n)
m1+δn1+δ
+
∑
A<m
∑
A<n<m
d(m)d(n)
m1+δnδm1/2n1/2 log(m/n)
≤
∑
A<m
∑
A<n<m
d(m)d(n)
m1+δn1+δ
+
∑
A<m
1
m1+δ
∑
A<n<m
d(m)d(n)
m1/2n1/2 log(m/n)
.
Applying Lemma 6.1 for the first term in (7.5) and Lemma 6.2 for the first term
and Lemma 6.3 for the second term in the last expression, one proves Lemma 5.2.
8. Proofs for Lemma 5.4 and 5.5
Proof of Lemma 5.4. By the definition of the cosine function in complex variable
s = σ + it, one sees that
cos
( s
2τ
)
=
1
2
(
e−
i s
2τ + e
i s
2τ
)
=
1
2
(
e
t
2τ−i
σ
2τ + e−
t
2τ+i
σ
2τ
)
=
1
2
e
t
2τ−i
σ
2τ
(
1 + e−
t
τ
+i σ
τ
)
.
Since 12 ≤ σ ≤ 2, one has 0 <
σ
τ
<
π
4
for τ ≥ e. It follows that ei στ is in the first half
of the first quadrant so that 1 < |1 + e− tτ+i στ | =
√
1 + e−
t
τ + 2e−
t
τ cos(σ/τ) < 2.
Thus, one sees that
1
2
e
t
2τ <
∣∣∣cos( s
2τ
)∣∣∣ < e t2τ .
For t > 0, it is easy to see that∣∣∣∣s− 1s
∣∣∣∣ =
√
1− 2σ − 1
σ2 + t2
≤ 1.
For 12 < σ ≤ 2 and t > 14,∣∣∣∣s− 1s
∣∣∣∣ =
√
1− 2σ − 1
σ2 + t2
>
√
1− 2σ − 1
σ2 + 142
≥
√
197
200
.
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Conclude that one finishes the proof of Lemma 5.4.
Proof of Lemma 5.5. One first note that H is an analytic function so that
H(σ) = 2
∫ ∞
0
|H(s)|2 dt.
From this equation and the first inequality in Lemma 5.4, one sees
H(σ) ≤ 8
∫ ∞
0
e−
t
τ |VA(s)|2 dt.
One then uses integration by parts, getting
∫ ∞
0
e−
t
τ |VA(σ + it)|2 dt =
∫ ∞
0
e−
t
τ d
(∫ t
0
|VA(σ + iy)|2 d y
)
=
∫ ∞
0
e−
t
τ dVσ(t) = e− tτ Vσ(t)
∣∣∣∣
∞
0
+
1
τ
∫ ∞
0
e−
t
τ Vσ(t) dt.
Note that Vσ(0) = 0 by definition. From Lemma 3.3, it is easy to see that Vσ(t)≪
t4; hence, the first term in the last expression is zero. Thus,
H(σ) ≤ 8
τ
∫ ∞
0
e−
t
τ Vσ(t) d t.
One then substitutes the variable t by τy with the variable y and the parameter τ ,
getting
(8.1) H(σ) ≤ 8
∫ ∞
0
e−yVσ(τy) dy.
To estimate H ( 12) and H(1 + δ), one uses Lemma 5.2 and 5.3. One needs to
calculate the integrals in the forms of
J (a, b) :=
∫ ∞
0
e−yya logb(y + e) dy,
for the ordered sets {a, b} = {0, 0}, {1, 0}, { 13 , 0}, { 43 , 0}, { 13 , 2}, and {43 , 2}.
For the first two sets of values for a and b, it is easy to see
J (0, 0) =
∫ ∞
0
e−y dy = 1, and J (1, 0) =
∫ ∞
0
e−yy dy = 1,
using partial integral formula for the second one. one then uses a computation
package to get
J
(
1
3
, 0
)
=
∫ ∞
0
e−yy1/3 dy = Γ
(
4
3
)
≤ 0.893 ,
J
(
4
3
, 0
)
=
∫ ∞
0
e−yy4/3 dy = Γ
(
7
3
)
≤ 1.191 ,
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J
(
1
3
, 2
)
=
∫ ∞
0
e−yy1/3 log2(y + e) dy ≤ 1.220 ,
and
J
(
4
3
, 2
)
=
∫ ∞
0
e−yy4/3 log2(y + e) dy ≤ 1.881 .
Note that τy+ e ≤ τ(y+ e) since τ ≥ e; so that log(τy+ e) ≤ log τ + log(y+ e).
One then has
log2(τy + e) ≤ 2 (log2(τ) + log2(y + e)) ,
since (x + y)2 ≤ 2(x2 + y2) is valid for any real numbers x and y. Recall-
ing Lemma 5.2, one obtains that∫ ∞
0
e−yV1/2(τy) dy ≤ 2D1τ4/3 log2 τ J
(
4
3
, 0
)
+ 2D1τ
4/3 J
(
4
3
, 2
)
+ 2D2τ
1/3 log2 τ J
(
1
3
, 0
)
+ 2D2τ
1/3J
(
1
3
, 2
)
+D3τJ (1, 0) +D4J (0, 0).
Then, recalling (8.1), one acquires
(8.2) H
(
1
2
)
≤ a1τ4/3 log2 τ + a2τ4/3 + a3τ1/3 log2 τ + a4τ1/3 + a5τ + a6,
with
a1 := 16D1J
(
4
3
, 0
)
≤ 14.288D1, a2 := 16D1J
(
4
3
, 2
)
≤ 19.056D1,
a3 := 16D2J
(
1
3
, 0
)
≤ 19.520D2, a4 := 16D2J
(
1
3
, 2
)
≤ 30.096D2,
a5 := 8D3J (1, 0) = 8D3, a6 := 8D4J (0, 0) = 8D4.
Similarly, but recalling Lemma 5.3 and (8.1), one has
(8.3) H(1 + δ) ≤ b1τ + b2,
with b1 = 8D5J (1, 0) = 8D5 and b2 = 8D6J (1, 0) = 8D6.
Actually, the “constants” aj for j = 1, . . . , 6 and bj for j = 1, 2, are not absolute
constants; they depend on the choice of A subject to A ≥ 16 as well as our choice
of the parameter τ . The kink is that we are going to choose suitable A and τ .
Note that
(
1 + 1T0
)
T − T = TT0 ≥ 1. One may choose A to be an integer in
T ≤ A ≤ (1 + 1T0 )T . Let κ be a constant such that κ ≥ eT0 and τ = κT . Then
τ ≥ e. Also, let ω > 0 and δ = ωT .
For brevity, denote A(T ) = log T + log
(
1 + 1T0
)
. We have A(T ) + Z <
1.000, 000, 001 logT for any Z = 1 or 4. Also, we assume that κ is not so large
so that logT + κ ≤ 1.000, 001 logT . It is now straightforward to conclude Lemma
5.5.
22 CHENG, YUANYOU FURUI
9. Landau’s Approximate Formula
In this section, we give an explicit form of Landau’s approximate formula as stated
in Lemma 9.1.
Let T ≥ 0 and u > 0. Suppose there are n zeros β1 + iz1, β2 + iz2, . . . , βn + izn
of ζ(s) in T − u ≤ ℑ(s) ≤ T + u such that z0 = T − u ≤ z1 < z2 < . . . < zn ≤
T + u = zn+1. Let 1 ≤ j ≤ n + 1 be such that zj − zj−1 ≥ zi − zi−1 for every
other 1 ≤ i ≤ n+1. There may be more than one such a j. Fix one such j and let
Tu =
zj−1+zj
2 . For convenience, Tu is called the associate of T with respect to u.
Lemma 9.1. Let x ≥ x0 and T ≥ exp(exp(18)). Suppose that Tu is the associate
of T with respect to u = 1.155. Then,
ψ(x) = x−
∑
|ℑ(ρ)|≤Tu
xρ
ρ
+ E(x),
where
|E(x)| ≤ 5.26 x log
2 x
T
+ 33.488
x log2 T
T log x
+ 3
log2 T
x
.
Proposition 9.1. Let t ≥ 0 and βn + iγn, n = 1, 2, . . . be all non-trivial zeros of
the Riemann zeta-function. Then
∞∑
n=1
1
4 + (t− γn)2 ≤
1
4
log
(
t2 + 4
)
+ 1.483 .
Proof. Recall the following formula, see [8]. That is,
(9.1) −ζ
′(s)
ζ(s)
= − 1
s− 1 +
∞∑
n=1
(
1
s− ρn +
1
ρn
)
+
∞∑
n=1
(
1
s+ 2n
− 1
2n
)
+B0,
where {ρn : n = 1, 2, . . .} is the set of all non-trivial zeros of the Riemann zeta-
function and B0 = log(2π) − 1. Using this equation with s = 2 + it, Proposition
9.1 follows.
Proposition 9.2. Let γn be defined in Lemma 9.1. For t ≥ 0 and 0 < u, one has
(a) The number of zeros of ζ(s) such that |t− γn| ≤ u is less than
(4 + u2)
(
1
4
log
(
t2 + 4
)
+ 1.483
)
;
(b)
∑
|t−γn|>u
1
(t− γn)2 ≤
(
1 +
4
u2
)(
1
4
log
(
t2 + 4
)
+ 1.483
)
.
Proof. Note that
1 ≤ 4 + u
2
4 + (t− γn)2 , if |t− γn| ≤ u,
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therefore, ∑
|t−γn|≤u
1 ≤ (4 + u2)
∞∑
n=1
1
4 + (t− γn)2 .
Applying Proposition 9.1, one proves (a) in Proposition 9.2. One shows (b) in the
proposition similarly, but note that
1
(t− γn)2 ≤
(
1 +
4
u2
)
1
4 + (t− γn)2 , if |t− γn| > u,
so that ∑
|t−γn|>u
1
(t− γ)2 ≤
(
1 +
4
u2
) ∞∑
n=1
1
4 + (t− γn)2 . 
Proposition 9.3. Let −1 ≤ σ ≤ 2, t > 0, and u > 0. Then
∣∣∣∣ζ′(σ ± it)ζ(σ ± it)
∣∣∣∣ ≤ ∑
|t−γn|≤u
(
1
2 + it− ρn −
1
s− ρn
)
+
3
2
(
1 +
4
u2
)(
1
4
log
(
t2 + 4
)
+ 1.483
)
+
3
t2
+ 1.284.
Proof. From (9.1), one has the following equation.
− ζ
′(s)
ζ(s)
=
1
2 + it− 1 −
1
s− 1 +
∞∑
n=1
(
1
s− ρn −
1
2 + it− ρn
)
+
∞∑
n=1
(
1
s+ 2n
− 1
2 + it+ 2n
)
− ζ
′(2 + it)
ζ(2 + it)
.
Using this equation and Proposition 9.2(b), Proposition 9.3 follows.
Proposition 9.4. Let −1 ≤ σ ≤ 2 and T > exp(exp(18)). Suppose Tu is the
associate of T with respect to u = 1.155. Then
(a) ∣∣∣∣ζ′(σ ± iTu)ζ(σ ± iTu)
∣∣∣∣ ≤ 6.159 log2 T + 2.999 logT + 1.285;
(b) For 12 < t ≤ Tu ∣∣∣∣ζ′(−1± it)ζ(−1± it)
∣∣∣∣ ≤ 2.999 log t+ 10.241;
and
(c) For 0 ≤ t ≤ 12 ∣∣∣∣ζ′(−1± it)ζ(−1± it)
∣∣∣∣ ≤ 19.172.
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Proof. Note that ∣∣∣∣ζ′(σ − it)ζ(σ − it)
∣∣∣∣ =
∣∣∣∣ζ′(σ + it)ζ(σ + it)
∣∣∣∣ .
One only needs to consider the case with the plus sign for each case.
Recalling Proposition 9.3, one only needs to estimate the sum
(9.2)
∑
|t−γn|≤u
(
1
s− ρn −
1
2 + it− ρn
)
.
Note that
(9.3)
1
|s− ρn| =
1
|σ − βn + i(t− γn)| =
1√
(σ − βn)2 + (t− γn)2
≤ 1|t− γn| .
Similarly,
(9.4)
1
|2 + it− ρn| ≤
1
|t− γn| .
Thus,
(9.5)
∣∣∣∣∣∣
∑
|t−γn|≤u
(
1
σ + it− ρn −
1
2 + it− ρn
)∣∣∣∣∣∣ ≤ 2
∑
|t−γn|≤u
1
|t− γn| .
Recalling (a) in Proposition 9.2, one sees that there are at most
(4 + u2)(log(t2 + 4)/4 + 1.483)
terms in (9.5). By the setting of Tu, one has
|Tu − γn| ≥ 2u
(4 + u2)(log(T 2 + 4)/4 + 1.483) + 1
for every γn, n = 1, 2, . . . (It is T instead of Tu on the right side of the last
expression). Or, each summand in the last expression in (9.5) is less than
(4 + u2)(log(T 2 + 4)/4 + 1.483) + 1
2u
.
It follows that∣∣∣∣∣∣
∑
|Tu−γn|≤u
(
1
σ + iTu − ρn −
1
2 + iTu − ρn
)∣∣∣∣∣∣
≤ 2(4 + u2)(log(T 2u + 4)/4 + 1.483)
(4 + u2)(log(T 2 + 4)/4 + 1.483) + 1
2u
≤ (4 + u2)(log((T + u)2 + 4)/4 + 1.483)(4 + u
2)(log(T 2 + 4)/4 + 1.483) + 1
u
.
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To sub-optimize the factor (4+u
2)2
u , one let u = 1.155. Also, remark such as
log(T 2 + 4) = 2 log T + log
(
1 + 4ee
−36
)
≤ 2.0000001 log T,
and
log((T + u)2 + 4) = 2 log T + log
((
1 + 1.155ee
−18)2
+ 4ee
−36
)
≤ 2.0000001 log T.
Summarizing with the result in Proposition 9.3, one proves (a).
One proves (b) and (c) similarly. For (b), replacing (9.3) and (9.4) by
1
| − 1 + it− ρn| ≤
1
| − 1− βn| ≤ 1, and
1
|2 + it− ρn| ≤
1
|2− βn| ≤ 1,
and noting that
log(t2 + 4) = 2 log t+ log(1 + 4/122) ≤ 2 log t+ 0.028.
For (c), one replaces the upper bound in (9.8) by 32 , recalling (13) from [7]. Also,
note that the terms of sum in (9.2) is zero and
log(t2 + 4) ≤ log(122 + 4) ≤ 4.998. 
We also need Landau’s Approximate Formula in the following form, see Lemma 4
from [7].
Proposition 9.5. . Let x > 2981 and T ≥ exp(exp(18)). Suppose that Tu is the
associate of T with respect to u = 1.155. Then
ψ(x) =
1
2πi
∫ 1+ 1log x+iTu
1+ 1log x−iTu
(
−ζ
′(s)
ζ(s)
)
xs
s
ds+ E0(x),
where
|E0(x)| ≤ 5.25? x log
2 x
T
+ 12.64?
x log x
T
+ log x.
Especially, if x ≥ ee15 , then
|E0(x)| < 5.26 x log
2 x
T
− log(2πx).
Proof of Lemma 9.1. One applies Cauchy’s Residue Theorem on the function
− ζ′(s)ζ(s) x
s
s . Utilizing (9.1), we see that the residue of − ζ
′(s)
ζ(s)
xs
s at s = 1 is x, those
at s = ρn’s are −xρρ ’s and that at s = 0 is − ζ
′(s)
ζ(0) . We let r = 1+
1
log x < 1.01 as in
section 4 in [7] and l = −1 and apply Cauchy’s Residue Theorem on the rectangle
bounded by s = l, s = −iTu, s = r, and s = iTu, getting
(9.6)
1
2πi
∫ r+iTu
r−iTu
(
−ζ
′(s)
ζ(s)
xs
s
)
ds
= x−
∑
|ℑ(ρ)|≤ Tu
xρ
ρ
+
ζ′(0)
ζ(0)
− 1
2πi
∫
Ll+Lu+Lb
(
−ζ
′(s)
ζ(s)
xs
s
)
ds,
26 CHENG, YUANYOU FURUI
where Ll is the left, Lu is the top, and Lb is the bottom sides of the rectangle. For
the third term on the right side of (9.6), one has
ζ′(0)
ζ(0)
= B0 + 1 = log(2π).
For the integral along with Ll, one uses |−1+it| ≥ 1 for |t| ≤ 12 and |−1+it| ≥ t
otherwise to get
∣∣∣∣
∫
Ll
(
−ζ
′(s)
ζ(s)
xs
s
)
ds
∣∣∣∣ ≤
∫ Tu
−Tu
∣∣∣∣
(
−ζ
′(−1 + it)
ζ(−1 + it)
)
x−1
−1 + it
∣∣∣∣ dt
≤ 2
x
∫ Tu
12
2.999 log t+ 10.241
t
dt+
38.344
x
∫ 12
0
dt
=
2.999 log2 Tu + 20.482 logTu + 460.128− 2.999 log2 12− 20.482 log 12
x
≤ 2.999 log
2(T + 1.155) + 20.482 log(T + 1.155) + 390.715
x
< 3
log2 T
x
.
For the integral along with Lu and Lb, one has∣∣∣∣
∫
Ll
(
−ζ
′(s)
ζ(s)
xs
s
)
ds+
∫
Lb
(
−ζ
′(s)
ζ(s)
xs
s
)
ds
∣∣∣∣
≤ 2
∫ 1+ 1log x
−1
∣∣∣∣
(
−ζ
′(σ + iTu)
ζ(σ + iTu)
)
xσ+iTu
σ + iTu
∣∣∣∣ dσ
≤ 26.159 log
2 T + 2.999 logT + 1.285
Tu
∫ 1+ 1log x
−1
xσ dσ
=
(12.318 log2 T + 5.998 logT + 2.570)(ex− 1/x)
Tu log x
≤ ex(12.318 log
2 T + 5.998 logT + 2.570)
(T − u) logx
≤ ex(12.319 log
2 T + 5.999 logT + 2.571)
T log x
< 33.488
x log2 T
T log x
.
Conclude that one proves Lemma 9.1.
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