Abstract. We show that for a weakly dense subset of the domain of attraction of a positive stable random variable of index 0 < α < 1(DOA (α)) the functional stable convergence is a time-changed renewal convergence of distribution of finite mean. Applied to Continuous Time Random Walk(CTRW) á la Montroll and Wiess we show that CTRW with renewal times in a weakly dense set of DOA (α) can be realized as random walk in a random environment. We find the quenched limit and give a bound on the error of the approximation.
Introduction
(abbrv. {W i }) be a sequence of i.i.d positive r.vs s.t P (W 1 > t) ∼ t −α for 0 < α < 1. Then it is well known that the process D ⇒ denotes weak convergence w.r.t to J 1 -Skorohod topology. The fact that W 1 typically has big jumps carries over to the limit. This is in contrast to the SLLN of the Renewal Theorem that says that if {U i } is a sequence of i.i.d r.vs s.t E (U 1 ) = 1 then T n = n
i=1 U i converges in the Skorohod topology to the function t → t, i.e → denotes a.s convergence w.r.t J 1 topology. We wish to show here that these two apparently different convergences are closely related. That in fact, observing the convergence in (1.1) is essentially observing the convergence in (1.2) viewed through a sequence of random embedding of the positive real line into itself. One use of the convergence in (1.1) is in the model of Continuous Time Random Walks (CTRW) introduced in [11] by Montroll and Wiess. In the most simple setup {J i } and {W i } are two independent sequences of i.i.d r.vs. Define (S n , T n ) = ( 
where N t = sup {n : T n ≤ t}. In order to model the microscopic behavior of a particle with long binding times to a substrate, one assumes that W 1 is heavy tailed, that is P (W 1 > t) ∼ t −α , for some 0 < α < 1. The functional limit of X t for large t was first considered in [10] in the mathematics literature although earlier in the physics literature ( [3] ). Limits for coupled CTRW were considered in [4] , and in [9] that of CTRW with space-time jumps that are infinitely divisible. It was shown that
where B t is a Brownian motion and E t is the inverse stable subordinator independent of B t defined by E t = inf {s : D s > t} . The process B Et , sometimes called the Fractional Kinetics process, is a sub-diffusion in the since that it is self-similar with exponent Our results show that the invariance principle in (1.3) where the limit is a Bm subordinated to an independent inverse subordinator, is not merely a property of the limit but is the case for the CTRW itself, even when the CTRW is coupled, i.e. when the r.v W i and J i are dependent. In fact, we show this for a larger set of CTRWs, namely CTRW with waiting times with infinite mean with some restriction on their Laplace Transform. A simple case is when X t is an uncoupled CTRW associated with the i.i.d space-time jumps (J i , W i ), where W i ∈ DOA (α). Then we show that for every ǫ > 0 one can construct a probability space where one can find a sequence of i.i.d r.vs (J i , U i ) where E (U 1 ) < ∞ and an inverse subordinator (not necessarily stable) E t , independent of {U i }, s.t if Y t is the CTRW associated with (J i , U i ) then (1.4) ρ dJ 1 (Y Et , X t ) < ǫ, where ρ dJ 1 is the Prohorov metric on probability distributions metrizing the weak topology of distributions on the Skorohod space D([0, ∞)). This enables us to show that by enriching the filtration of a CTRW one may realize CTRW as an annealed process of a random walk in a random environment (RWRE). One of are two main results (Theorem 1) shows that there exists a set of distributions A which is weakly dense in DOA (α) for which CTRW is an annealed process of RWRE. The random environment is a random time change while the quenched process is a CTRW with finite mean waiting times (independent of the enviornment) time-changed by the random enviornment. The results also show that there exists a set of distributions B ⊂ A which can be realized as another RWRE. This time the random environment is traps in time, that is, for each time n ∈ Z + one randomizes i.i.d trappings τ n from a heavy tailed distribution, the quenched process will then be a CTRW with waiting times {τ i U i }, where E (U 1 ) < ∞. We also show that under proper scaling of CTRW, the quenched process converges to an interesting diffusion time changed by the inverse of a stable subordinator. It shows that in the quenched limit the dynamics of the space-time jumps (J i , U i ) are translated to that of the regenerative points of the enviornment. Our second main result (Theorem 2) deals with trying to bound the distance in (1.4) when we scale the process' Y Et and X t . We give a polynomial bound Cn −c , however, the proof gives way to finding a better c if one only finds a good way of matching the tail of a subordinator with that of W 1 . Note that CTRW were considered in [1] as one instance of a RWRE on Z called a Randomly Trapped Random Walk (RTRW). However, there, the random environment is probability measures {π z (dt)} z∈Z on the the positive
Preliminaries
Recall that a Bernstein function is a function f : (0, ∞) → R that is infinitely differentiable, f (s) ≥ 0 and (−1)
where a, b ≥ 0 and µ is a measure on (0, ∞) s.t
then identify a Bernstein function with the characteristics (a, b, µ). We shall be interested in the set B := {f : f is an unbounded Bernstein function of characteristics (0, b, µ)} .
We denote the Laplace Transform(LT) of a positive measure µ on (0, ∞) by Lµ (s) = ∞ 0 e −st µ (dt). Let CM denote the space of completely monotone functions, i.e.,
Recall thatL is just the set of Laplace Transforms of probability measures on the positive real line. For ψ ∈ B we define the mappingΦ ψ :L →L bŷ
Note that the mapping is indeed intoL; if f ∈ CM and ψ is a Bernstein function then f (ψ (s)) ∈ CM([13, Theorem 3.6]). We say the function L :
for every λ ∈ R + . In fact it is enough to show that (2.2) holds for every λ ∈ Λ, where Λ ⊂ R is of positive Lebesgue measure. Next, definê
where L is a slowly varying function, and where
We also use X ∼ f , where X is a r.v and f is a distribution or a r.v, to say that X is distributed according to f , there should not be a confusion there. We denote by L and L ψ the space of measures whose Laplace transform(LT) is inL andL ψ respectively, that is, the LT L is a bijection between L andL and between L ψ and
If X is a r.v with distribution f , we sometimes write Φ ψ (X) instead of Φ ψ (f ). Finally, let ψ 1 and ψ 2 be two
Recall that a positive r.v X is said to be in the domain of attraction of a stable (totally asymmetric) r.v Y of index 0 < α < 1, i.e. E e −sY = e −s α (abbr. X ∈ DOA (α)), if there exists a sequence of normalizing constants a n → 0 s.t
where {X i } are i.i.d copies of X and ⇒ denotes weak convergence of measures. It is well known that
is a slowly varying function. It is also known that the sequence a n is regularly varying, i.e,
and that
For convenience we let a 1 = 1. Our interest in Bernstein functions and the mappings Φ ψ is in part due to the following fact: 
the right limit of f t . Note that whenever g (t) is a continuous strictly increasing function and f is right continuous with left limits f g(t)− + = f g(t) (note that we first compute f t− and then evaluate at g (t)). This may not be the case when there exists ǫ > 0 s.t g (t − ǫ) = g (t + ǫ) and f is not continuous at g (t) . We say that X t is a CTRW with space-time jumps {J i , W i } or that X t is a CTRW associated with the space-time jumps {J i , W i } , if ⇒ X t ) to say that the law of the process X n t converges weakly to that of X t w.r.t the J 1 topology on D (D[0, T ]). Let d be a metric on the set V and let P (V ) be the set of all probability measures on the Borel sets (with respect to d) of V . Recall that a sequence of probability measures p n ∈ P (V ) converges weakly to p ∈ P (V ) if for every bounded continuous (with respect to d) function h : V → R we havê
Recall further that the weak topology of P (V ) is metrizable by the following metric
where the infimum runs over all couplings of the r.vs X and Y whose distribution is given by p 1 and p 2 respectively. For two r.vs X and Y we sometimes write 
Denote by Λ the set of all homeomorphismes form [0, T ] to itself. One way to metrize the J 1 topology is to use the following metric
Let D ↑↑ be the subset in D whose elements are strictly increasing. If d t ∈ D and increasing, we define the generalized inverse of d t to be
The results in [14] show that H is continuous w.r.t the J 1 topology. In fact, we shall often make use of the following result by Straka and Henry ([14, Theorem 3.6] 
As in this paper we are interested mostly in the temporal jumps of our CTRWs one may assume throughout that the spatial jumps {J
where B t is a standard Bm in R d . We use the term time-change for a function f s.t f (0) = 0, f is increasing and continuous.
from relative stability to sub-diffusion
We begin with some technical lemmas that will be useful in understanding the mapping Φ ψ .
Lemma 2.
Let L be a slowly varying function and φ (s) a positive function s.t for every λ > 0 there exist positive constants C 1 (λ) and C 2 (λ) s.t 
, taking the limit while using the uniform convergence we obtain the result.
is slowly varying. By Lemma 2 it is enough to show that 
λ.
Similarly, if λ < 1 we have
, where ψ ′ (s) has representation (0, 0, µ) and b > 0, then
We see that for λ ≥ 1 ,
Note that by integration by parts and monotone convergence we see that the limit
exists and M ∈ [0, ∞]. It follows that for some large enough S, for every s > S we have
This shows that
is slowly varying and that (3.2) holds.
We say that a measure µ is sub-homogeneous(super-homogeneous) if for every
where L (x) converges to a constant at infinity, then µ is sub-homogeneous. The following is a partial uniqueness result.
Lemma 4.
Let ψ 1 , ψ 2 ∈ B, and assume that the measure µ 2 of ψ 2 is sub-homogeneous or super-homogeneous
Proof. We prove this for when µ 2 is sub-homogeneous as the proof for the superhomogeneous is similar.
, and we must show that
is slowly varying. By the characterization of regularly varying function, in order to show that L ′ (s) is slowly varying it is enough to show that
for λ ∈ Λ where Λ is a set of positive measure. Let λ ∈ [1, ∞), it is then enough to show that
It is now enough to show that ψ
By the fact that µ is sub-homogeneous we see that
where
2 is increasing we have ψ
(kt). It follows that (3.4) is satisfied with
is slowly varying and the result follows. The proof for the super-homogeneous case follows along similar lines while taking λ ∈ (0, 1].
Combining Lemma 3 and Lemma 4 we obtain the following.
Moreover, if the Lï¿oevy measure of ψ is sub-homogeneous or super-homogeneous then
We now apply Proposition 1 to CTRW. 
Conversely, assume Y t is a CTRW with waiting times
W ψ k ∈ L ψ s.t Y t J1 ∼ (X Et− ) + ,
where X t is a CTRW with waiting times {W k } and E t is the inverse of a subordinator of symbol ψ (s) that is independent of
. Let (Ω, F , P) be a probability space, and let {W
, and note that W 
By the independence of increments of D t , we see that W ′ψ k are also independent. Assume now that {J 
Next we show (3.5). Since ψ is unbounded we see that D t is strictly increasing and therefore E t is continuous, and it follows that a.s for every ω ∈ Ω we have
and therefore
Now, suppose that Y t is a CTRW associated with the waiting times W + , where X t is a CTRW with space-time jumps (J i , W i ) and E t is the inverse-subordinator of symbol ψ independent of {W i }.
It is implied by Proposition 1 that W 1 ∈ L s and the result follows. Remark 1. In [8] , the mapping Φ ψ was used implicitly to obtain fractional Poisson processes. Let D t be a subordinator of symbol ψ, E t its inverse and let N t be a Poisson process of intensity 1. Then it was shown in [8, Theorem 4.1] that N Et is a renewal process with waiting times {W i } s.t
Remark 2. Let us say a distribution f (dx) is a stable-mixture if it is of the form
where g (x) is the density of a standard stable r.v of index 0 < α < 1 and p(dt) is a measure whose first moment (maybe infinite) is slowly varying . In other
s have densities which may not be the case for distributions in L s α . Moreover, by (2.4) we see that wheneverf ∈L ψ s.tf 
and then define
Note that the mapping Φ s α reduces the "regularity" s around s = 0 forf (s) ∈L s with the more coarse "regularity" s α . In order to maintain general results we make the following assumption on ψ (s).
Assumption 1. We assume ψ (s) satisfies
Note that due to the relation between the regularity of the LTf around zero and the moments of the distribution f we see that if f ∈ L ψ where ψ satisfies (3.7) then the first moment of f is infinite. It turns out that the set of distribution Lψ s is indeed rich in L ψ .
Lemma 5. Let ψ ∈ B that satisfies (3.7).Then the set of distributions Lψ
where µ n = E (Y n ) and f (dy) is the distribution of Y . Since ψ satisfies (3.7) we see that µ n → ∞ by monotone convergence. It follows that
for every s > 0. Moreover, denote byf (t) =´∞ t f (dy) the tail of the distribution f (dy). It is straightforward to verify thatf (s) :
Using integration by parts in (3.8) we see that for every n ψ n (s) ∼ s + µ
It is left to show that Φ ψn f n → f as n → ∞. But this follows easily form (3.9) and the fact that Y n converges weakly to Y . 
where E 
where ψ n is the symbol of a strictly increasing subordinator. Looking at the Laplace Transform of a n W 1 we see that
be the inverse of a strictly increasing subordinator of symbol ψ n and invoking again Proposition 2 we see that
We are left to show that E n t converges in law to E t , the inverse of a stable subordinator of index α. To see that, first note that by the definition of ψ 1 and Karamata's Theorem we know thatμ 1 (y) ∼ L (y) y 
and form the fact that a n n → 0 (a n is regularly varying with parameter − to obtain
This completes the proof.
Proposition 3 can be understood in the following way; let A t be an increasing process and let A (ω, T ) be the regenerative set of A t in the interval [0, T ] (we may also consider [0, ∞)). That is,
Note that the mapping Φ ψ can be viewed as a mapping on processes. Let X t be a process, then we define Φ ψ (X t ) = X Et , where E t is the inverse-subordinator of symbol ψ independent of X t . Moreover, Φ ψ can also be viewed as a mapping between regenerative set-valued random variables. That is, conditioned on E (ω, ∞), Φ ψ (X t ) (·, ∞) is a random regenerative set contained in E (ω, ∞). Lastly, note that conditioned on
U . Φ ψ,ξ sends measures in L to measures whose support is in the regenerative set of ξ. Let µ ∈ L, and let f t be a time-change, then we define the probability measure µ f on Borel sets of R + to be (3.14)
for every Borel set in A ⊂ R + , where for an increasing f A f is the set
We have Φ ψ,ξ (µ) = µ ξ (dx). If U 1 has finite mean then by the SLLN of Renewal Theory we know that with probability one the regenerative points of the CTRW T n t associated with the space-time jumps 1, n
Since D t (ω) is right continuous we deduce that the mapping Φ ψ is 'continuous' (if
and E (ω, T ) is a perfect set (closed, with no isolated points). It follows that Φ ψ (T (ω, T )) is dense in E (ω, T ). In other words, as n → ∞ the trajectory E t (ω) is delineated by the regenerative points of T t . This idea holds more generally. Let f ∈ L and let {U i } be i.i.d r.vs with distribution f . Let us define T 0 = 0 and
We say that f is relatively stable ([5, 8.8] )if there exist norming constants a n s.t
where convergence is in probability. Next define the renewal process
Define the residual lifetime Z t and the aging Y t by
Finally, we let a n > 0 be any sequence s.t
The following is known [5, Theorem 8. 
Yt t → 0 in probability. (4) Zt t → 0 in probability.
The set A n δ,T is the event that one can not find two consecutive regenerative points whose distance is larger than δ. We shall need the next lemma. − t is its residual lifetime, then for every ǫ > 0, by Lemma 6, we have for large enough n,
It is left to note that 
Proposition 4. Assume
(3.16) (A n t , D n t ) J1 ⇒ (A t , D t , ){J n i , W n i } = A n T n i − A n T n i−1 , D n T n i − D n T n i−1 .
Then
. We now claim that for large enough n , we have
Recall that if f ∈ D[0,T ], then the modulus of continuity of f is given by
, and E n T >T i.e. we would like to show that
Indeed, by (3.19), on B n δ,T one can find 0 = t 0 < t 1 ... < t m =T s.t for every n ≥ 1,
one can find the two points 
Hence (3.20) holds. By Lemma 7, for large enough n
Taking expectation in (3.20) while using independence we conclude that for large enough n + with probability 1.
As we have shown that CTRW with heavy tailed waiting times can be represented as CTRW with finite mean waiting times subordinated to a time-change, we see that CTRWs ï¿oe la Montroll and Weiss are essentially CTRWs in random environment. Among the well known Random Walks in Random Environment(RWRE) are the so-called trap models. The most basic of which is arguably the Bouchaud model. The most basic setup consists of a simple graph G = (V, E) where V is the set of vertices and E is the set of edges. We are also given the trapping environment
On the graph G we preform a CTRW with exponential waiting times whose jump rate is given by
and the generator is given by
In words, the larger τ x is, the deeper the trap at site x and the longer the CTRW stays at the site x. In order to obtain a non-trivial (simple random walk on G) limit we assume that {τ x } are i.i.d and that τ x ∈ L s α . In [6] Fontes et al studied the Bouchaud model where G is Z with nearest neighbor edges. The Markov process X t associated with the generator (3.21) (conditioned on the environment τ ) is called the quenched process. Taking expectation w.r.t the law of τ we obtain the annealed process. Let a n be the sequence defined in (2.3). One is interested in the limit (in distribution) of the Bouchaud model
It was proven in [6] that X t is a Brownian motion time-changed by the generalized inverse of the local time of a standard Brownian motion integrated against a Poisson measure on R × R + with intensity αt −α−1 1 (t) (0,∞) dtdx. This was referred to as Singular Diffusion. It turns out that the dimension of the lattice affects the limit in (3.22)(although the scaling is different). Indeed, it was proven in [2] that under proper scaling of the Bouchaud model on Z d for d > 1 the limit is B Et , i.e. a Brownian motion time-changed by the inverse of a standard stable subordinator independent of B t (this is referred to as Fractional Kinetics) . It is worth mentioning here that the scaling in dimension d > 2 is the same as that of the CTRW in the sense of Montroll and Wiess. The limit of the Bouchaud model for dimension larger than one is the same as that in the uncoupled Montroll and Wiess CTRW model. Proposition 3 suggests that the CTRW in the sense of Montroll and Wiess with waiting times in L s α has a representations as annealed process of possibly two different RWRE. Consider a probability space (Ω, F , P) on which there exists a random continuous time-change (continuous increasing processes) E t . We also have a CTRWX t ∈ Z d associated with the i.i.d space-time jumps (J i , U i ) where U 1 has finite mean, {U i } is independent of E t , and where the probability transition function p t ((J i , U i ) ∈ (dx, du)) may depend on time and the random enviornment. Unless J i and U i are independentX t need not be Markovian even if U 1 ∼ Exp (λ) . Given a realization of the time change E t (ω) (our random environment) we consider the process (the quenched process)
. We refer to X I t in (3.23) as the quenched process of RWRE of type I. We will say thatX I t is an annealed process of RWRE of type I if there exists a CTRWX t s.t
where P E (dξ · ) is the law of our random environment E t , that iŝ
with A a Borel set in the Borel sigma-algebra of D. We are interested in the limit τ = {τ n > 0 : n ∈ Z + } , be our random temporal landscape. We also assume the existence of a family of probability transition functions
Let X t be the CTRW who after the n'th jump ends up at site x and waits an exponential time s of mean τ n , and then makes a spatial jump to one of its neighbors according to a distribution p τn (s; y). In other words, the temporal landscape τ affects both the temporal dynamics as well as the spatial. More precisely, assume we have a sequence of positive r.v {τ i } and let {U i } be a sequence of i.i.d waiting times s.t E (U 1 ) = 1 independent of {τ i }. We define T n = n i=1 τ i U i to be the epochs of our random walk. Let {J i } be i.i.d r.vs in
Then, conditioning on {τ 1 = t 1 , τ 2 = t 2 , ...} we define
We note that in general X II t is not a Markov process, however, if U 1 is exponentially distributed, (3.26) is independent of s and N t counts the number of jumps of X II t until time t, then (X t , N t ) is a Markov process with the generator
We shall refer to X II t as the quenched process of a RWRE of Type II. We define the annealed process of a RWRE of Type II similarly to that of type I. That is
where P τ (dτ ) is a probability distribution on the Borel sigma-algebra with respect to the product topology on R N + s.t for every cylinder set of the form
Here we shall be interested in the limit
Let M be the set of probability measures whose all moments are finite. Consider the sets
We have seen already in Lemma 5 that A is weakly dense in DOA (α). Since M is dense in L and Φ ψ is weakly continuous for every ψ ∈ B, we conclude that B is weakly dense in L s α s . In order to facilitate the exposition of our results me make the following technical assumption.
Assumption 2. Assume
where · is any norm on the space of d × d matrices.
Suppose f t ∈ D, we denote by f Recall the definition of µ f (dx) in (3.14). 
where µ ∈ L s .
Proof. If W 1 ∈ A, by Proposition 3 and the definition of A, one can find U 1 ∈ M and an inverse-subordinator
whereX t is a CTRW with space-time jumps (J i , U i ) with E (U 1 ) < ∞. Considering (3.13) we see that we may assume that E (U 1 ) = 1 as this would only change the convergence to a standard stable subordinator by a constant time change. This proves that X t is an annealed process of RWRE of type I. Let X n t be the CTRW associated with the space-time jumps n
and by Proposition 3 we may assume w.l.o.g that there exists a sequence of inverses of subordinators E n t s.t
where E t is the inverse of a stable subrodinator of index α. By Proposition 3 we have
whereX n t is the CTRW associated with n −1 J i , n −2 U i . We now wish to find
We conclude that
where S n = n i=1 J i and N n t is a homogeneous Poisson process with intensity n 2 . Y n t is a Markov process with generator
t for every t ≥ 0 where convergence is in the weak topology of measures in L and where µ (ξ −1 ) t is as in (3.14) . By Assumption 2 it is also not hard to verify that ⇒ Y t where Y t is a Markov process whose generator is given by (3.34). By Lemma 1 we see that
where B t is a diffusion with the generator in (3.31). Finally we conclude that
Since the generator in (3.31) is a local operator we conclude that t → B t is continuous a.s, and that (3.30) holds. Next we assume that W 1 ∈ L s α s . Note that this suggests that E n t = E t for every n ≥ 1 and that
The mapping U → U 1 α maps the set M onto M. It follows that X t is the CTRW associated with the space-time jumps
This shows that X t is an annealed process of RWRE of type II with waiting times
Using (3.35) and the calculations for the RWRE of type I we conclude that the quenched limit of the RWRE of type II is B ξ .
bound on the error
In this section we give a polynomial bound on the distance between the law of a given uncoupled CTRW Y t and the law of a time changed CTRWX n 
Proof. Suppose X is a r.v in L s α . It follows that there exists a function L (t) which is positive and slowly varying s.t P (X ≥ t) = L (t) t −α . By Lemma 5 and (3.10) we see that there exists
, F 2 (t) = P (X ≥ t) and I j = [j, j + 1) for j ∈ Z + . We begin by coupling X and Y in any way on I j , note that the mass that can be coupled on I j is min {F 1 (I j ) , F 2 (I j )} where F i (I j ) = F i (j) − F i (j + 1) for i ∈ {1, 2}, and the mass that is excessive and could not be coupled is be the sets of intervals whose excessive mass from the partial coupling before is negative and non-negative respectively. More precisely, let
) . Imagine that each I i k is a customer with negative mass q k and each I j k is a server with positive mass s k . Customers enter the queue according to their original order in [ 
The customer I i k leaves the queue only after he was served by m servers whose total mass is at least q k . Server I j k leaves the line as soon as he has served all its mass. For example, if in the interval [4, 8) we have the following [4, 8) ) that can not be coupled in the interval [4, 8) . We say that the interval I i k is i-bad if the last server I j k ′ that served him is such that |i k − j k ′ | > i. For example, in (4.1) the customer I 4 was served by both I 6 and I 7 and since 7 − 4 = 3 < 4 it is not 4-bad but is 2-bad. Note that if I j ∈ [2 n , 2 n+1 ) then I j is i-bad iff one of the following conditions is satisfied
Note that by the UCT and the definition of g (t) ǫ , where throughout the proof we use log x = log 2 x. Let us now check the two conditions. Let t = 2 [log j] , then condition one is
Note that by (4.3) it is enough to look for j's that satisfy
If L max = sup t≤y≤2t |L (y)|, by (4.2) we can look for j's that satisfy
Using the convexity of t → t −α we may consider
Note that t is at least 2 [log(i)] and so
It follows that for a fixed i , i-bad j's who satisfy the first condition should be looked for above a number that increases super-linearly with i. Similarly, for the second condition we obtain the following condition
Let us denote by ic t (t = 2 [log i] ) the r.h.s of (4.6). It follows that one cannot find i-bad j's between i and ic t where the latter increases super-linearly in i. Let W = |X − Y | be the absolute difference between X and Y in our coupled space (Ω couple , F couple , P couple ). If I j is not i-bad and was coupled in the second stage, then {X ∈ I j } ⊂ {W ≤ i} for i > 1. Since on each interval of the form [2 n , 2 n+1 ), for n ≥ log (ic t ), we coupled the r.v in such a way that it has no i-bad intervals, the only mass that may affect the event {W > i} is g (2 n ) − g 2 n+1 . It follows that (4.7)
We claim now that (4.8)
To see that we note that by (4.3) and the UCT, for any C > 1+2 α 1−2 α and large enough i we have
It follows that for large enough i we have
and (4.8) is implied. It follows form (4.7) and (4.8) that
and it is straightforward to see that (4.9) holds when i ∈ R + .
In the following result we limit ourselves to case where the waiting times of Y 1 t is such that P (W i > t) ∼ ct −α , where c is some positive constant. This assumption is important for the result. 
Proof.
Step 1 First consider for every n the sequence {a
by Lemma 5 we can approximate
t to be the CTRW associated with the space time jumps n
We wish to construct a set A ∈ Ω couple of probability larger than 1 − ǫ on which we can bound the distance (d J1 ) between two trajectories of the processes X n t and Y n t . In order to use Lemma 8 we must limit our discussion to finite number of jumps by time T . We shall use the fact that for every coupling p X,Y of some r.vs X and Y , if 
we see that
Suppose there exists a sequence M 1 (n) → ∞ s.t for large enough n
Next assume there exists a sequence M 2 (n) → ∞ s.t for large enough n
Moreover, assume that for large enough n
where for a set A ⊂ Z + , with j i = inf A,
Define the random sets [a, b] . By Lemma 8 we know that we can construct a probability space (Ω couple , F couple , P couple ) on which one can find the sequence {W i } and {U i } s.t for large enough n we have
It follows that 
