



Héctor Quintián Pardo 
Esteban Jove Pérez
José Luis Casteleiro Roca
José Luis Calvo Rolle 





José Luis Casteleiro Roca
José Luis Calvo Rolle 
A Coruña, 2020 
Servizo de Publicacións 
Universidade da Coruña 
EDICIÓN 
Universidade da Coruña, Servizo de Publicacións <https://www.udc.gal/publicacions> 
© de la edición, Universidade da Coruña 
© de los textos, gráficos y figuras, los autores 
Diseño de controladores PID 
ZAYAS GATO, Francisco  0000-0002-0994-1961 
QUINTIÁN PARDO, Héctor  0000-0002-0268-7999 
JOVE PÉREZ, Esteban  0000-0002-0625-359X 
CASTELEIRO ROCA, José Luis  0000-0001-9740-6477 
CALVO ROLLE, José Luis  0000-0002-2333-8405 
A Coruña, 2020 
Universidade da Coruña, Servizo de Publicacións 
DOI: https://doi.org/10.17979/spudc.9788497497855   
Núm. de páginas: 106 
Índice: 1-7 




Esta obra se publica bajo una licencia Creative Commons 
Atribución-NoComercial-CompartirIgual 4.0 Internacional 





El control PID ................................................................................................................................. 8 
1. Control PID analógico ............................................................................................................ 9 
2. Análisis de los efectos de cada una de las acciones del controlador .................................. 11 
2.1. Acción proporcional ........................................................................................................ 12 
2.2. Acción integral ................................................................................................................. 15 
2.3. Acción proporcional-integral ........................................................................................... 16 
2.4. Acción derivativa ............................................................................................................. 20 
2.5. Acción proporcional-derivativa ....................................................................................... 22 
3. Conclusiones........................................................................................................................ 24 
Ajuste empírico de reguladores PID ............................................................................................ 26 
1. Introducción ........................................................................................................................ 27 
2. Pasos a seguir para la obtención de los parámetros del controlador ................................. 27 
3. Criterios de ajuste ............................................................................................................... 27 
4. Sintonía en cadena abierta .................................................................................................. 28 
4.1. Medición de las características de respuesta del proceso .............................................. 29 
4.1.1. Medición A .................................................................................................................. 29 
4.1.2. Medición B .................................................................................................................. 29 
4.1.3. Medición C................................................................................................................... 30 
4.1.4. Medición D .................................................................................................................. 31 
4.2. Criterios para rechazo de perturbaciones ....................................................................... 31 
4.3. Criterios para seguimiento de consigna .......................................................................... 33 
4.4. Obtención de parámetros mediante la aplicación de fórmulas ...................................... 34 
4.4.1. Fórmulas de Ziegler & Nichols ..................................................................................... 35 
4.4.2. Fórmulas de Kaya & Scheib ......................................................................................... 37 
4.4.2.1. Para sistemas con cambios en la carga ................................................................... 37 
4.4.2.2. Para mejorar el seguimiento de consigna ............................................................... 38 
4.4.3. Fórmulas de Chien, Hrones y Reswick ......................................................................... 40 
4.4.3.1. Para sistemas con cambios en la carga ................................................................... 40 
4.4.3.2. Para mejorar el seguimiento de consigna ............................................................... 41 
5. Sintonía en cadena cerrada ................................................................................................. 42 
5.1. Medición de las características de respuesta del proceso .............................................. 42 
5.1.1. Método de oscilación sostenida.................................................................................. 43 
5.1.2. Método Relay-Feedback ............................................................................................. 44 
2 
 
5.1.3. Medición de las características de la respuesta a partir de los diagramas de bode ... 46 
5.2. Obtención de parámetros mediante la aplicación de fórmulas ...................................... 47 
5.2.1. Fórmulas directas ........................................................................................................ 48 
5.2.1.1. Fórmulas de Ziegler Nichols en cadena cerrada ..................................................... 48 
5.2.1.2. Fórmulas modificadas de Ziegler Nichols ................................................................ 50 
5.2.1.3. Fórmulas modificadas de Tyreus-Luyben ................................................................ 51 
5.2.2. Ajustes indicando especificaciones frecuenciales ....................................................... 52 
5.2.2.1. Ajustes por margen de fase (фm) ............................................................................ 52 
5.2.2.2. Ajustes por margen de ganancia ............................................................................. 53 
6. Conclusiones........................................................................................................................ 54 
Diseño de reguladores por el método del lugar de las raíces ..................................................... 55 
1. Introducción ........................................................................................................................ 56 
2. Análisis dinámico de sistemas realimentados ..................................................................... 56 
3. Ecuaciones del lugar de las raíces ....................................................................................... 59 
3.1. Criterio de módulos ......................................................................................................... 60 
3.2. Criterio de argumentos ................................................................................................... 60 
4. Trazado del lugar de las raíces ............................................................................................ 61 
5. Diseño de reguladores basado en el lugar de las raíces ..................................................... 62 
5.1. Diseño de reguladores basado en el lugar de las raíces ................................................. 63 
5.2. Diseño de reguladores basado en el lugar de las raíces ................................................. 64 
5.3. Tiempo de pico máximo .................................................................................................. 64 
5.4. Error en régimen permanente permitido ....................................................................... 65 
6. El regulador PID ................................................................................................................... 67 
7. Método de diseño de reguladores utilizando el lugar de las raíces .................................... 68 
7.1. Método genérico de diseño de reguladores utilizando el lugar de las raíces ................. 68 
7.2. Regulador proporcional................................................................................................... 68 
7.3. Regulador proporcional-derivativo ................................................................................. 68 
7.4. Regulador proporcional-integral ..................................................................................... 69 
7.5. Regulador proporcional-integral-derivativo ................................................................... 71 
8. Conclusiones........................................................................................................................ 71 
Diseño de reguladores con el uso del diagrama de Bode ........................................................... 72 
1. Introducción ........................................................................................................................ 73 
2. Construcción de los diagramas de Bode ............................................................................. 73 
3. Especificaciones frecuenciales ............................................................................................ 79 
3.1. Margen de ganancia ........................................................................................................ 79 
3.2. Margen de fase................................................................................................................ 79 
3 
 
3.3. Frecuencia de resonancia ................................................................................................ 80 
3.4. Máximo de resonancia .................................................................................................... 80 
3.5. Ancho de banda .............................................................................................................. 81 
4. Relación entre las especificaciones frecuenciales y las temporales ................................... 83 
5. Diseño de reguladores con los diagramas de Bode ............................................................ 85 
5.1. Regulador proporcional (P) ............................................................................................. 86 
5.1.1. K>1 ............................................................................................................................... 86 
5.1.2. K<1 ............................................................................................................................... 86 
5.2. Redes de adelanto de fase (PD Real)............................................................................... 87 
5.3. Redes de retardo de fase (PI Real) .................................................................................. 89 
5.4. Redes de retardo-adelanto de fase (PID Real) ................................................................ 91 
5.5. Reguladores PD ............................................................................................................... 92 
5.6. Reguladores PI ................................................................................................................. 94 
5.7. Reguladores PID .............................................................................................................. 97 
6. Conclusiones........................................................................................................................ 98 





Listado de figuras 
Figura 1 - Sistema de control básico ............................................................................................. 9 
Figura 2 - Esquema en bloques de PID ........................................................................................ 10 
Figura 3 - Lugar de las raíces de un sistema con dos polos complejos ....................................... 11 
Figura 4 - Parámetros que definen las especificaciones ............................................................. 12 
Figura 5 - Representación normativa de un regulador proporcional ......................................... 13 
Figura 6 - Variación de parámetros para un aumento de ganancia ............................................ 14 
Figura 7 - Representación normativa de un regulador con acción integral ................................ 15 
Figura 8 - Lugar de las raíces tras añadir un polo en el origen .................................................... 17 
Figura 9 - Lugar de las raíces tras añadir un cero en el origen .................................................... 17 
Figura 10 - Lugar de las raíces con un polo en el origen y un cero cercano................................ 18 
Figura 11 - Lugar de las raíces con un polo en el origen y un cero alejado ................................ 18 
Figura 12 - LDR con un polo en el origen y un cero separados una distancia ............................. 19 
Figura 13 - Variación de parámetros para un aumento de Ti ..................................................... 20 
Figura 14 - Representación normativa de un regulador con acción derivativa .......................... 21 
Figura 15 - Comparación de dos sistemas con tendencias diferentes ........................................ 21 
Figura 16 - Predicción del error con la derivada ......................................................................... 22 
Figura 17 - LDR con la adición de un cero a la izquierda de los polos del sistema ..................... 23 
Figura 18 - Variación de parámetros para un aumento de Td .................................................... 24 
Figura 19 - Comparación entre seguimiento de consigna y rechazo de perturbaciones ............ 28 
Figura 20 - Medición A ................................................................................................................ 29 
Figura 21 - Medición B ................................................................................................................ 30 
Figura 22 - Medición C ................................................................................................................ 30 
Figura 23 - Medición D ................................................................................................................ 31 
Figura 24 - Criterio de amortiguación ¼ ...................................................................................... 32 
Figura 25 - Respuesta del sistema sin realimentar ..................................................................... 36 
Figura 26 - Respuesta del sistema regulado con ZN ................................................................... 36 
Figura 27 - Respuesta del sistema regulado con KS IAE .............................................................. 37 
Figura 28 - Respuesta del sistema regulado con KS ISE .............................................................. 38 
Figura 29 - Respuesta del sistema regulado con KS ITAE ............................................................ 38 
Figura 30 - Respuesta del sistema regulado con KS IAE .............................................................. 39 
Figura 31 - Respuesta del sistema regulado con KS ISE .............................................................. 39 
Figura 32 - Respuesta del sistema regulado con KS ITAE ............................................................ 40 
Figura 33 - Respuesta del sistema regulado con CHR 0%Mp ...................................................... 41 
Figura 34 - Respuesta del sistema regulado con CHR 20%Mp .................................................... 41 
Figura 35 - Respuesta del sistema regulado con CHR 0%Mp ...................................................... 42 
Figura 36 - Respuesta del sistema regulado con CHR 20%Mp .................................................... 42 
Figura 37 - Sistema regulado con un controlador proporcional ................................................. 43 
Figura 38 - Forma de la salida en el estado de oscilación sostenida .......................................... 44 
Figura 39 - Esquema para realización de Relay-Feedback .......................................................... 44 
Figura 40 - Histéresis del relé empleado en el Relay-Feedback .................................................. 45 
Figura 41 - Salida del sistema con Relay-Feedback ..................................................................... 45 
Figura 42 - Ejemplo de simulación del Relay-Feedback .............................................................. 46 
Figura 43 - Efecto en las curvas de Bode al aumentar la ganancia proporcional ....................... 47 
Figura 44 - Regulación del sistema 1 con ZN ............................................................................... 49 
Figura 45 - Regulación del sistema 2 con ZN ............................................................................... 49 
Figura 46 - Simulación del sistema 2 para ZN con poca Mp ....................................................... 50 
5 
 
Figura 47 - Simulación del sistema 2 para ZN con poca Mp ....................................................... 51 
Figura 48 - Simulación del sistema 2 para TL .............................................................................. 52 
Figura 49 - Simulación del sistema fijando margen de fase ........................................................ 53 
Figura 50 - Simulación del sistema fijando margen de ganancia ................................................ 53 
Figura 51 - Sistema con realimentación ...................................................................................... 56 
Figura 52 - Sistema con bloque de ganancia después de la realimentación .............................. 57 
Figura 53 - Sistema ejemplo ........................................................................................................ 57 
Figura 54 - Lugar de las raíces del sistema ejemplo .................................................................... 58 
Figura 55 - Parámetros de especificaciones en función de la posición de los polos .................. 63 
Figura 56 - Zona permitida para una Mp máxima ....................................................................... 63 
Figura 57 - Zona permitida para un Ts máximo .......................................................................... 64 
Figura 58 - Zona permitida para un tiempo de pico máximo ...................................................... 65 
Figura 59 - Simplificación para el cálculo del error ..................................................................... 66 
Figura 60 - Organigrama de diseño de reguladores por el método de LDR ................................ 69 
Figura 61 - Organigrama para el diseño de un PD por el método de LDR .................................. 69 
Figura 62 - Organigrama para el diseño de un PI por el método de LDR .................................... 70 
Figura 63 - Organigrama para el diseño de un PID por el método de LDR ................................. 70 
Figura 64 - G(jω) = k .................................................................................................................... 74 
Figura 65 - G(jω) = jωT + 1 ........................................................................................................... 75 
Figura 66 - G(jω) = jωT - 1 ............................................................................................................ 75 
Figura 67 - G(jω) = -jωT - 1 .......................................................................................................... 75 
Figura 68 - G(jω) = -jωT + 1 .......................................................................................................... 75 








 .................................................................................................... 76 








 .................................................................................................... 76 








 ................................................................................................. 76 








 ................................................................................................ 77 




 ............................................................................................................ 77 
Figura 74 - ωω jjG =)(  ............................................................................................................ 77 
Figura 75 - Diagrama de Bode ejemplo ....................................................................................... 78 
Figura 76 - Explicación gráfica de MF y MG ................................................................................ 80 
Figura 77 - Explicación gráfica de B, ωr y Mr .............................................................................. 81 
Figura 78 - Explicación gráfica de B, ωr y Mr .............................................................................. 81 
Figura 79 - Sistema típico ............................................................................................................ 82 
Figura 80 - Organigrama de diseño de un regulador P ............................................................... 86 
Figura 81 - Curva de módulos y argumentos de un regulador PD real ....................................... 87 
Figura 82 - Curva de módulos y argumentos de un regulador PI real ......................................... 89 
Figura 83 - Organigrama de diseño de un PID real ..................................................................... 91 
Figura 84 - Curva de módulos y argumentos de un regulador PD .............................................. 92 
Figura 85 - Organigrama de diseño de un PD.............................................................................. 93 
Figura 86 - Curva de módulos y argumentos de un regulador PI ................................................ 94 
6 
 
Figura 87 - Organigrama de diseño de un PI ............................................................................... 96 
Figura 88 - Curva de módulos y argumentos de un regulador PID ............................................. 97 





Listado de tablas 
Tabla 1 - Relación entre términos de PID .................................................................................... 10 
Tabla 2 - Expresiones de las especificaciones temporales .......................................................... 12 
Tabla 3 - Expresiones de ZN para medición D ............................................................................. 35 
Tabla 4 - Expresiones de ZN para medición A o B ....................................................................... 35 
Tabla 5 - Expresiones de Kaya-Sheib para cambios en la carga .................................................. 37 
Tabla 6 - Expresiones de Kaya-Sheib para seguimiento de consigna .......................................... 39 
Tabla 7 - Expresiones de CHR para cambios en la carga ............................................................. 40 
Tabla 8 - Expresiones de CHR para seguimiento de consigna ..................................................... 41 
Tabla 9 - Expresiones de ZN en cadena cerrada ......................................................................... 48 
Tabla 10 - Expresiones de ZN en cadena cerrada para poca Mp ................................................ 50 
Tabla 11 - Expresiones de ZN en cadena cerrada sin Mp ............................................................ 51 
Tabla 12 - Expresiones de Tyreus-Luyben ................................................................................... 51 
Tabla 13 - Expresiones fijando Margen de Fase .......................................................................... 52 
Tabla 14 - Expresiones fijando Margen de Ganancia .................................................................. 53 
Tabla 15 - Valores de las raíces para diferentes valores de K ..................................................... 58 
Tabla 16 - Expresiones de los errores ......................................................................................... 66 
Tabla 17 - Tabla de trazado del diagrama de Bode para ejemplo .............................................. 77 






















A pesar del creciente desarrollo de nuevos algoritmos de control, más del 90% de los 
reguladores sobre procesos continuos que se hallan en funcionamiento en el mercado 
continúan utilizando una ley de control básica del tipo PID. Su implementación dentro de 
un sistema de control se puede desarrollar de diversas formas: 
- Como un controlador en solitario. 
- Como parte de un control digital directo. 
- Como parte de un control distribuido jerárquico. 
En este capítulo se pretende exponer la estructura de un controlador PID, en su forma más 
sencilla, que es la que se emplea en el trabajo, explicando detalladamente de dónde 
procede cada uno de sus términos, así como la influencia de cada uno de ellos y cómo se 




1. Control PID analógico 
Desde el punto de vista matemático, y considerando un sistema SISO (simple input – simple 
output), para aproximar un sistema dinámico lineal mediante una ecuación diferencial 
ordinaria lineal, el controlador, situado en el lazo cerrado basado en la señal de error, 










C = Offset. - Constante que se puede suponer siempre nula si se consideran condiciones 
iniciales nulas. Representa el nivel de energía inicial que se ha de suministrar al sistema para 
que este se mantenga estable en un valor definido. 
P(t) = Acción Proporcional. - Amplifica o atenúa el error de regulación a través de una 
ganancia de proporcionalidad, k. 
I(t) = Acción Integral. - Acumula a lo largo del tiempo el error de regulación, que pondera 
a través del parámetro ki (ganancia integral). 
D(t) = Acción derivativa. - Considera de forma puntual el incremento del error de 
regulación, ponderado a través del término kd (ganancia derivativa). 
Puesto que el elemento de offset (C) siempre puede eliminarse mediante una traslación 
adecuada de las variables del problema, la ley de control en formato paralelo o no 









Siendo el diagrama de bloques del sistema de control básico en lazo cerrado, el que se 
presenta en la Figura 1. 
PLANTA






Señal de control Respuesta
 
Figura 1 - Sistema de control básico 
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Aunque este formato es el más utilizado en el ámbito académico por su sencillez, en la 
práctica no tiene sentido crear, por ejemplo, un controlador sólo derivativo, considerando 
k=0, k=0 y kd≠0. Por ese motivo, es importante que la acción proporcional aparezca 
siempre, ya que es una acción inmediata de control. 
El formato estándar o formato ISA, también no interactivo, de definición de la ley de control 





















K = Ganancia proporcional. - No tiene unidades. 
Ti = Tiempo integral. - Se expresa en tiempo por repetición. 
Td = Tiempo derivativo. - Se expresa en unidades de tiempo. 





Figura 2 - Esquema en bloques de PID 
Entre los dos formatos no interactivos descritos se cumplen las relaciones mostradas en la 
Tabla 1. 





kd = K.Td 
Tabla 1 - Relación entre términos de PID 
Aunque no hay uniformidad en la nomenclatura de los diferentes formatos de PID, se toma 
como estándar la nomenclatura utilizada por Astrom, K.J. y Hagglud, T. en el libro PID 
Controllers: Theory, Design and Tuning, básicamente porque el libro ha sido editado por la 
Instrumentation, Systems, and Automation Society (ISA), y esta es la notación que se 
empleará en este trabajo. 
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Se enuncia la Ecuación 4 de esta forma porque posteriormente se va a tratar en variable 
compleja la influencia de cada uno de los términos. 
 
2. Análisis de los efectos de cada una de las acciones del 
controlador 
Para justificar la acción de cada una de las partes que forman el regulador PID 
(proporcional, integral y derivativa) se va a suponer que se dispone de un sistema reducido 
a uno de segundo orden con dos polos complejos, que son los polos dominantes del 
sistema, y que definen el comportamiento del mismo. De este modo, el lugar de las raíces 




Figura 3 - Lugar de las raíces de un sistema con dos polos complejos 
Es necesario recordar en este instante de qué parámetros proceden las especificaciones 
temporales de un sistema de segundo orden. Para ello en primer lugar, se muestran éstos 
gráficamente en la Figura 4, haciendo medidas con respecto a los polos dominantes. Los 
parámetros mostrados son los siguientes: 
- Wn.- Es la frecuencia natural no amortiguada (rad/s). 
- σ.- Constante de amortiguamiento (rad/s). 
- Wd.- Frecuencia amortiguada (rad/s). 












Figura 4 - Parámetros que definen las especificaciones 
En la Tabla 2, se tienen las expresiones matemáticas de las especificaciones temporales, las 
cuales dependen, como se puede observar, de los parámetros ilustrados previamente. 
Tiempo de pico 
d
p W






p eM  
Tiempo de establecimiento 
σ
π
=st  ; σ
ξπ 21ln −−
−=st  
Tiempo de respuesta 
d
r W
t θπ −=  
Tabla 2 - Expresiones de las especificaciones temporales 
Teniendo en cuenta todo esto ya se puede pasar a estudiar cómo incide en la respuesta 
del sistema un controlador de tipo proporcional (P), proporcional-integral (PI), o uno 
proporcional-derivativo (PD). Las acciones integral y derivativa no se separan de la 
proporcional, por no tener sentido un control único de este tipo, y además para que tenga 
objeto ver el lugar de las raíces. La variación de las acciones que incorpora el controlador 
proporcional-integral-derivativo (PID), pueden verse como el resultado de haber fusionado 
un control PI y uno PD. Seguidamente se van a ver por separado estos casos. 
2.1. Acción proporcional 
La ley de regulación de un controlador proporcional está definida por la Ecuación 5. 




donde C es el sesgo, que se relaciona con el offset considerado en la ley de control de la 
Ecuación 1, y generalmente toma un valor cero. De este modo en variable compleja con 
condiciones iniciales nulas, la función de transferencia del controlador proporcional es la 






La ganancia proporcional puede ser negativa o positiva. Si K>0 se dice que el regulador es 
de acción directa, en este caso un incremento de la variable controlada implica que el 
regulador proporcione a su salida un valor negativo para contrarrestarlo, ya que la 
realimentación del sistema es negativa. Si K<0 se dice que el controlador es de acción 
inversa, y de este modo si se produce un aumento de la variable controlada, el regulador 
proporciona a la salida un valor positivo. 
La representación normativa de este controlador, dentro de un diagrama de procesos se 




Figura 5 - Representación normativa de un regulador proporcional 
En general para cualquier sistema, un aumento de la ganancia proporcional K implica las 
siguientes consecuencias: 
- Se reduce el tiempo de respuesta si el proceso es lineal con ganancia positiva, 
ya que un aumento de la K provoca un aumento de la señal a la salida del 
controlador, que es la que se introduce a la planta y, por tanto, la salida de ésta 
reaccionará del mismo modo. 
- Se reduce el error en régimen permanente. Esto se puede ver de varias formas. 
En primer lugar, si se tiene en cuenta el razonamiento anterior un aumento de 
ganancia provoca un aumento de la salida de la planta, que obviamente estará 
más cerca del valor de consigna y, por tanto, el error será menor. Por otra parte, 
fijándose en la Ecuación 6, un mismo valor de salida de controlador U(S), se 
puede ver de dos modos, bien aumentar K, o bien disminuir el error, realizando 
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lo primero se observa que es necesario un menor error para una misma salida 
del controlador. 
- Sobre un proceso sin integradores puros, nunca se va a eliminar por completo 
el error en régimen permanente. Como el control proporcional no introduce 
ningún polo en el origen entonces no eliminará el error al completo. 
Volviendo al sistema de segundo orden, cuyo lugar de las raíces es el de la Figura 3 
mostrado previamente, el aumento de la ganancia K del controlador proporcional no va a 
provocar otro efecto que el principio del lugar de las raíces, en el que las ramas parten de 
los polos y se dirigen hacia los ceros, o al infinito según unas asíntotas (en caso de que no 
posea ceros el sistema en su función de transferencia). Teniendo en cuenta esto, se supone 
una condición inicial, en donde el controlador proporcional toma un valor de K1 y 
posteriormente se incrementa hasta alcanzar un valor K2. Se representan a continuación 
gráficamente (Figura 6) la variación de los parámetros que influyen en las especificaciones 












Figura 6 - Variación de parámetros para un aumento de ganancia 
En la figura se han identificado los parámetros pertenecientes al controlador de ganancia 
K1 y K2 con el subíndice correspondiente. Se pueden extraer en consecuencia las siguientes 
conclusiones, resultantes de haber aumentado el valor de la constante del regulador 
proporcional desde un valor de K1 hasta K2: 
- Aumento de la sobresocilación Mp. 
- Disminución del tiempo de pico tp. 
- Aumento del tiempo de establecimiento ts, pudiendo llevar el sistema a la 
inestabilidad en algunos casos. 
Es necesario tener una entrada al controlador nula para obtener una señal de control que 
introduzca a la planta un valor de cero. O, dicho de otro modo, para mantener la actuación 
sobre el proceso es preciso que exista un nivel determinado de error, distinto de cero. 
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2.2. Acción integral 
Para el caso de la acción integral, la ley de la regulación se rige por la Ecuación 7, en la que 
se puede observar que la acción de control integral genera una señal de control 










Si la ecuación anterior se formula en términos de variable compleja, se obtiene la función 














La representación gráfica normativa de este controlador, dentro de un diagrama de 
procesos es la de la Figura 7. 
t tt1t1 t2 t2
e u
 
Figura 7 - Representación normativa de un regulador con acción integral 
La acción integral da lugar fundamentalmente a dos consecuencias que se comentan a 
continuación: 
- Esta primera, es una consecuencia muy deseable, y por la cual se hace 
indispensable la introducción de este control en muchos casos, que es la 
eliminación del error en régimen permanente, cuando la constante de tiempo 
integral Ti, de las expresiones 7 y 8, posee valores finitos. 
- El segundo efecto no es tan deseado, pero es una consecuencia también 
inmediata de la constante de tiempo Ti,. Este consiste en que, a medida que 
disminuye Ti, (mayor acción integral) la respuesta es cada vez más oscilatoria, 
pudiendo llegar a alcanzar la inestabilidad del sistema. 
Como se puede ver en la Figura 7, el hecho de que exista un error (gráfica izquierda), la 
acción integral lo que produce es una consecuencia de acumulación (historia de la señal). 
Esto se observa claramente, cuando a partir del instante t2, el nivel de error es menor, pero 
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a la salida del controlador (gráfica derecha) lo que se produce es un cambio en el 
crecimiento, el cual posee una menor pendiente. En ese mismo momento se observa, 
además, que el valor de la salida del controlador parte del nivel que había alcanzado 
durante el tiempo transcurrido entre t1 y t2. 
Puesto que la acción integral es función de la historia de la señal de error, permite obtener 
una señal de control no nula, aunque la señal de error en un determinado instante sea cero. 
Si la entrada al regulador es un escalón, su salida es una rampa, creciendo ésta 
indefinidamente hasta que cesa el escalón o se alcanza un valor de saturación, 
permaneciendo después constante en ambos casos. Su acción de control (se dice que es 
de “pasado”) aumenta teniendo en cuenta los valores anteriores de la señal de error, 
permaneciendo constante aun cuando esta se anula, hecho por el cual no se suele utilizar 
nunca solo. 
2.3. Acción proporcional-integral 
La topología más simple que incluye la acción integral es la de un regulador de tipo 
















Si se formula en variable compleja, se puede extraer la función de transferencia del 



















Se destaca en esta expresión, que, si Ti, tuviese el valor de infinito, el término integral se 
anularía, y quedaría tan solo un regulador proporcional. 
Al igual que para el caso de la acción proporcional se supone que el sistema a controlar es 
de segundo orden o uno reducido a uno de este tipo. Se desarrolla la función de 
transferencia del controlador de la Ecuación 10, para ver la ubicación del polo y del cero. 
La constante proporcional K funciona del mismo modo que para el caso en que se explicaba 





















Como se puede ver en la expresión 11, al introducir un regulador de tipo proporcional-
integral, lo que se está haciendo en realidad es ubicar un polo en el origen, y un cero en -
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1/Ti. Se intenta mostrar seguidamente cómo influye cada uno de ellos (Figura 8). Hay que 




Figura 8 - Lugar de las raíces tras añadir un polo en el origen 
Como se puede ver en esta figura, la adición del polo en el origen provoca un efecto de 
“atracción” de las ramas del lugar de las raíces, hasta llevarlas al corte con el eje imaginario 
y, dando lugar a una zona de inestabilidad a partir de un determinado valor de la constante 
proporcional. 
Con la adición del cero el efecto que produce sobre el lugar de las raíces mostrado en la 
Figura 9, es justamente el contrario al de la introducción de un polo, dando lugar en este 
caso a una “separación o alejamiento” de las ramas del lugar de las raíces (se ha exagerado 
la curvatura considerablemente), llevándolas al lado opuesto que para el caso anterior. 
I
 
Figura 9 - Lugar de las raíces tras añadir un cero en el origen 
En el desarrollo mostrado en la Ecuación 11, se observa que un regulador PI posee un polo 
en el origen y un cero en -1/ Ti,. Con la introducción de un controlador de este tipo al 
sistema, existen diferentes lugares de las raíces, dependiendo la forma de estos de donde 
se ubique el cero (del valor de Ti,). En un primer paso se introduce el polo en el origen, y 
un cero muy próximo a él en el semiplano izquierdo (1/ Ti, muy pequeño o lo que es lo 
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mismo Ti, muy grande), dando como resultado un lugar de las raíces como el mostrado en 
la Figura 10. 
I
 
Figura 10 - Lugar de las raíces con un polo en el origen y un cero cercano 
Las ramas de los polos complejos del sistema de partida se mantienen prácticamente 
iguales, lo que ocurre ahora es que aparece un polo real muy dominante. 
Se realiza ahora otro supuesto, en el que el cero se aleja considerablemente del polo del 
origen (1/ Ti, muy grande), incluso más a la izquierda de los polos dominantes. El lugar de 




Figura 11 - Lugar de las raíces con un polo en el origen y un cero alejado 
Alejar el cero demasiado tiene la consecuencia visualizada en la Figura 11, debido a varias 
razones. La primera de ellas es que el polo del origen en estas circunstancias influye sobre 
las ramas del lugar de las raíces ejerciendo el efecto de “atracción” comentado previamente. 
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Por otra parte, el cero, al estar alejado considerablemente, ejerce menor acción sobre las 
ramas del lugar de las raíces que si estuviese más cercano, pero además el efecto que 
produce, a pesar de ser menos apreciable, es de “alejamiento” de las ramas comentado 
también previamente, con lo cual acentúa las consecuencias del polo en el origen. En este 
caso el polo real se hace menos dominante, pero el sistema se vuelve más inestable. 
Por último, se sitúa el cero en una posición intermedia, sin acercarlo demasiado al polo en 
el origen ni alejarlo excesivamente, que son los dos casos comentados previamente. De 




Figura 12 - LDR con un polo en el origen y un cero separados una distancia 
Se combinan de este modo el efecto de “atracción” del polo real en el origen y el de 
“alejamiento” del cero en -1/Ti, consiguiendo que los polos complejos se hagan más 
dominantes en el sistema, pero sin llevar éste a la inestabilidad. 
Para concluir en lo referente a la actuación del polo y del cero añadidos en el caso de un 
control PI, se muestra en primer lugar un gráfico (Figura 13) que pretende aclarar cómo 
quedan los polos dominantes en caso de la disminución del valor 1/ Ti, (aumento de Ti,), de 
una posición I1 (más alejada del origen) a una posición I2 (más cercana al origen). Es 
necesario indicar que de un punto a otro se ha mantenido constante el valor de la K del 
regulador añadido, en caso contrario los parámetros serían diferentes, variando estos de 
acuerdo con cómo se ha visto en el apartado de la acción proporcional, y en consecuencia 
influyendo en las especificaciones del sistema también de la misma forma que para ese 

















Figura 13 - Variación de parámetros para un aumento de Ti 
Se pueden extraer las siguientes conclusiones, resultantes de haber disminuido el valor de 
1/ Ti, del regulador (aumentar Ti,), para mover el cero desde una posición de I1 (más alejada 
del origen) hasta I2 (más próxima al origen). 
- Aumento de la sobreoscilación Mp. 
- Disminución del tiempo de pico tp. 
- Aumento del tiempo de establecimiento ts, pudiendo llevar el sistema a la 
inestabilidad en ocasiones, si las ramas del lugar de las raíces cortan al eje 
imaginario. 
En este caso, para mantener la actuación sobre el proceso no es preciso que exista un nivel 
determinado de error, ya que la acción integral permite obtener una señal de control 
distinta de cero al haber aumentado el tipo del sistema, aunque la señal de error sea nula. 
Una de las consecuencias más destacables de esto es la eliminación del error en régimen 
permanente. 
2.4. Acción derivativa 
Para el caso de la acción derivativa, la ley de la regulación se rige por la Ecuación 12, en la 
que se puede observar que la acción de control derivativa genera una señal de control 
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Ecuación 12 
En términos de variable compleja, se tiene la función de transferencia para el controlador 
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Ecuación 13 
La representación gráfica normativa de este controlador, dentro de un diagrama de 




Figura 14 - Representación normativa de un regulador con acción derivativa 
en la cual se observa, que si en la entrada (gráfica de la izquierda) se da un cambio de nivel 
como el mostrado entre t1 y t2, o como el de t2 en adelante, por ejemplo, lo que produce 
a la salida del controlador es un nivel proporcional a la pendiente de cambio. A la vista de 
la gráfica se observa que, puesto que la pendiente en el intervalo de t1 - t2 es mayor que 
la que hay para t > t2, la señal de control es mayor para el primer intervalo que para el 
segundo. Una consecuencia de todo esto es que es necesario que exista un cambio en la 
entrada para que se manifieste un valor en la salida, pues si se mantiene constante su 
derivada es nula. 
La acción derivativa da lugar esencialmente a un incremento de la estabilidad relativa del 
sistema al reducir la sobreoscilación y mejorar la respuesta transitoria, pero en cambio no 
actúa en régimen permanente ya que si se tiene un error constante su derivada es cero. 
Al comentar la acción integral se la consideraba como una acción de control de “pasado”, 
y que no intenta predecir lo que ocurrirá con dicha señal de control en el futuro inmediato. 
Este problema se muestra en la Figura 15: 
tt1 tt1
I P I P
 
Figura 15 - Comparación de dos sistemas con tendencias diferentes 
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Las dos curvas de dicha figura poseen en el instante t1 la misma acción proporcional cuyo 
valor es P, y la misma acción integral pues existe un área igual para las superficies que 
delimitan las dos señales de error. Pero también se observa en dicha figura que, en la gráfica 
de la izquierda, la señal de error posee una tendencia descendente muy rápida, mientras 
que en la gráfica de la derecha la tendencia es ascendente y muy rápida también. El 
controlador debería en ambos casos tener en cuenta esta tendencia de la señal para evitar 
una acción brusca. 
La acción derivativa lleva a cabo justamente esta compensación que se puede denominar 
de “futuro”, pues prevé el error teniendo en cuenta la tendencia de crecimiento, 
decrecimiento, o cuando el error es constante. La predicción se hace por la extrapolación 
del error de control en la dirección de la tangente a su curva respectiva, como se muestra 








Figura 16 - Predicción del error con la derivada 
2.5. Acción proporcional-derivativa 
Es importante destacar en este momento, que la acción derivativa pura introduce grandes 
ganancias como se observa en su respuesta frecuencial, produciendo en consecuencia 
fuertes inestabilidades en el sistema. Por esta razón al igual que la acción integral no suele 
utilizarse de forma aislada, sino combinada con otra regulación. 
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Ecuación 14 
Esta ecuación da lugar a la ley de control de la Ecuación 15, que es la topología más simple 
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Ecuación 15 
Si se expresa en variable compleja se extrae la función de transferencia de un regulador 
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Ecuación 16 
Como en los dos casos anteriores, se supone que se dispone de un sistema de segundo 
orden o uno reducido a uno de este tipo. Se desarrolla la función de transferencia del 
controlador de la Ecuación 16, para ver la ubicación del cero, obteniendo la Ecuación 17, en 
la cual se puede ver que queda una constante multiplicativa que no se va a tener en cuenta 
























Como se puede ver en la Ecuación 17, al introducir un regulador de tipo proporcional-
derivativo, lo que se está haciendo en realidad es ubicar un cero en -1/Td. Hay que tener en 
cuenta en primer lugar que se parte de un sistema cuyo lugar de las raíces es el mostrado 
en la Figura 3 (sistema de segundo orden o reducido a él). Lógicamente dependiendo de 
dónde haya situado el cero, el lugar de las raíces va a tener una determinada forma. Si se 
acerca al origen las ramas del lugar de las raíces se cerrarán antes. Si se aleja demasiado, 
el sistema sería muy similar a una función de transferencia que no contenga el cero (Figura 
3), pues apenas se aprecian los efectos del cero en los polos dominantes, y además las 
ramas se cerrarían en el infinito. Y si se tiene en una posición intermedia sería algo similar 




Figura 17 - LDR con la adición de un cero a la izquierda de los polos del sistema 
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Para aclarar el efecto del cero se muestra la Figura 18, en la cual se consideran una primera 
posición del cero en D1 (alejado del origen una distancia 1/ Td grande, o lo que es lo mismo 
que Td pequeño), y a continuación una D2 (más cercano al origen con una distancia 1/ Td 
pequeña o lo que es lo mismo que Td grande), manteniendo en todo momento el mismo 
valor de Kc. Se han sobredimensionado las formas en la figura para tener una idea más 














Figura 18 - Variación de parámetros para un aumento de Td 
Se pueden extraer las siguientes conclusiones, resultantes de haber movido el cero desde 
una posición de D1 hasta D2: 
- Disminución de la sobreoscilación Mp. 
- Disminución del tiempo de establecimiento ts. 
- Aumento del tiempo de pico tp. 
Se aclara también en este punto, que se ha mantenido constante el valor de la K del 
regulador añadido, en caso contrario los parámetros serían diferentes, dando lugar a unas 
especificaciones de acuerdo con la posición de los polos dominantes del sistema.  
En la acción derivativa es indispensable seleccionar bien el valor del tiempo derivativo, 
siendo especialmente necesario por ejemplo en los procesos de gran inercia, como los de 
control de temperatura, en los que la acción de calentamiento se ha de parar a tiempo para 
no sobrepasar la consigna en exceso durante un largo periodo. Está pues especialmente 
indicada en sistema que posean un cierto retardo, pero que este no sea excesivo, en cuyo 
caso es necesario recurrir a otras técnicas de control. 
3. Conclusiones 
Se ha mostrado a lo largo de todo el capítulo una explicación detallada del regulador PID 
en formato estándar por ISA, para un formato no interactivo. El hecho de que sea no 
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interactivo quiere decir que se puede actuar sobre las constantes integral y derivativa de 
forma independiente, sin que afecten la una a la otra. 
Es de destacar el hecho de que las acciones derivativa e integral no tienen sentido por sí 
solas, hecho que se comprueba en la explicación de los reguladores PI y PD por el método 
del lugar de las raíces. 
Se ha observado también de forma gráfica cómo influye en la señal de control que actuará 
sobre la planta, cada una de las acciones ante un determinado error a la entrada del 
controlador. 
Mediante la representación del lugar de las raíces para un sistema tipo determinado, se 
comprueba además cómo influye la variación de los parámetros del controlador en las 
especificaciones del sistema controlado. Este hecho se ha llevado a cabo por separado para 























Bien es cierto que hoy en día existen varias metodologías analíticas para la obtención de 
parámetros de un regulador PID, con el fin de conseguir mejorar una o varias 
especificaciones. Pero en realidad desde un punto de vista cronológico, han nacido antes 
los procedimientos de obtención de parámetros de forma empírica, y en la actualidad 
siguen siendo muy utilizados por varios motivos como pueden ser: son técnicas muy 
simples y sencillas, se consiguen resultados buenos en muchos casos, suele existir siempre 
alguna regla para el caso que se esté intentando controlar, etc. Debido entre otras cosas a 
estos factores y a que siguen siendo prácticas muy utilizadas, este capítulo se dedica a este 





En el entorno industrial son múltiples los lazos de control que están regulados, y en muchos 
de los casos, no están ajustados de forma óptima, lo que ocasiona malos funcionamientos 
parciales o de la planta en su conjunto. Muchos de ellos si han sido tarados, su sintonizado 
se ha realizado por el método de prueba error, hasta que entra en un rango de 
funcionamiento aceptable. 
En este capítulo se muestran métodos empíricos o experimentales de ajuste de parámetros 
de un controlador PID, aplicable sobre todo en entornos en los que es difícil la obtención 
de una descripción detallada del proceso, y que en función de la respuesta en determinadas 
condiciones se puede extraer una aproximación del modelo. 
Es importante resaltar, que los métodos existentes para la obtención de los parámetros del 
regulador normalmente son un punto de partida en el ajuste, siendo necesario 
posteriormente recurrir a un ajuste fino de prueba error, para situar la planta en una zona 
de funcionamiento óptima. 
2. Pasos a seguir para la obtención de los parámetros del 
controlador 
Las técnicas empíricas se basan en los pasos siguientes: 
1. Determinación experimental de ciertas características de la respuesta del 
proceso, que se podrán realizar con la planta en cadena abierta o en cadena 
cerrada. 
2. Aplicar unas fórmulas en función de los datos obtenidos previamente, para la 
obtención de los parámetros del regulador, con la finalidad de que el 
funcionamiento de la planta con el controlador esté dentro de unas 
determinadas especificaciones deseadas. 
3. Criterios de ajuste 
En el segundo paso se hace hincapié en situar al proceso dentro de unas especificaciones 
deseadas. Desde el punto de vista de ajuste empírico tiene sentido hablar de dos tipos de 
especificaciones principales del sistema en cadena cerrada, que son las que se enuncian a 
continuación: 
- Seguimiento de la consigna. - Esta especificación indica la capacidad del sistema 
regulado para alcanzar cambios efectuados en la consigna. 
- Rechazo de perturbaciones. - Más conocido quizá por la traducción del inglés 
como la especificación “Cambio en la carga”, que consiste en la capacidad del 
sistema de atenuar posibles ruidos o perturbaciones para mantener la carga a 
un valor constante de la consigna deseada. 
En la Figura 19 se observan dos ejemplos de un sistema regulado por dos controladores 
PID, ajustados para optimizar sendas especificaciones anteriormente comentadas. A los 
sistemas regulados se les introduce un escalón unitario, y transcurrido un determinado 
tiempo se provoca una perturbación. Como se puede ver, la curva identificada con la 
28 
 
leyenda ‘A,’ corresponde a un regulador ajustado para mejorar el rechazo de 
perturbaciones y, claramente la perturbación incide en menor grado que para el otro caso. 
En cuanto a la curva ‘B’, se ha intentado regular el sistema para mejorar el seguimiento de 
consigna, y lo hace de un modo más eficiente, pues en el caso del escalón inicial la 
respuesta transitoria es mejor que para la curva ‘A’, en cambio resaltar que en la 
perturbación la sensibilidad es mayor para la curva ‘B’. 
 
Figura 19 - Comparación entre seguimiento de consigna y rechazo de perturbaciones 
Si se emplean varias fórmulas de sintonía, se escogerá aquella que tenga una respuesta 
más prudente dentro de la especificación que se pretende alcanzar, y después de ello, 
aumentar o disminuir la influencia de los parámetros del controlador hasta llegar a la 
respuesta requerida, consiguiendo de este modo no llevar a la planta a una zona de 
funcionamiento no deseada.  
Seguidamente se comentan diferentes criterios de sintonía más usuales, realizando una 
clasificación atendiendo a si la determinación experimental de las características de la 
respuesta del sistema es llevada a cabo en cadena abierta, o si se hace en cadena cerrada. 
4. Sintonía en cadena abierta 
Se comenta en este punto en primer lugar algunas aproximaciones para la medición de las 
características de respuesta del proceso, siguiendo con la obtención de parámetros del 
controlador atendiendo a los dos criterios de ajuste comentados en el punto 3. 

















4.1. Medición de las características de respuesta del proceso 
Dentro de los pasos a seguir enunciados previamente, para la obtención de los parámetros 
del regulador PID, en el primero de ellos, en el cual se pretende medir las características de 
las respuestas del proceso, se puede realizar de varias formas, obteniendo resultados 
diferentes en algunos casos y, muy similares en otros. Algunas de las más usuales se 
enuncian a continuación, haciendo referencia a ellas posteriormente. De las dos primeras 
se emplea normalmente la segunda por obtenerse resultados mucho mejores con ella. 
4.1.1. Medición A 
El primero de ellos parte de la respuesta de un sistema ante entrada escalón similar a la 





Figura 20 - Medición A 
Esta es la respuesta típica de procesos industriales ante una entrada de tipo escalón, y que 
se suele denominar curva de reacción. Se aproxima a la respuesta de un modelo de primer 









Los parámetros L y T resultan de dibujar la recta en el punto de máxima pendiente de la 
curva. L se halla en donde dicha recta corta al eje de las X, y T resulta de prolongar la recta 
hasta el corte con la horizontal correspondiente a la ganancia K del sistema (valor en 
régimen permanente ante entrada de escalón unitario), punto de corte en el cual se 
localizará la suma de L y T en su coordenada x. 
4.1.2. Medición B 
Esta segunda posibilidad se rige por la Ecuación 18 idéntica a la empleada en el caso de la 
medición A. La diferencia está en que se tiene en cuenta el tiempo T, cuando la salida del 
sistema alcanza un valor correspondiente al 63.2% de la ganancia K del sistema (valor en 
30 
 
régimen permanente ante entrada de escalón unitario), en lugar de hacerlo en el 100% 





Figura 21 - Medición B 
4.1.3. Medición C 
También en este caso el modelo se rige por la Ecuación 18. Lo que se hace es obtener los 
instantes de tiempo t1 cuando la salida alcanza el 28.3% del valor en régimen permanente 
y t2 cuando alcanza el 63.2%. Se ilustra gráficamente la ubicación de los tiempos en la 
Figura 22. Tras haber obtenido dichos valores se aplican las siguientes fórmulas para la 
obtención de L (Ecuación 19) y T (Ecuación 20). 
TtL −= 2  
Ecuación 19 
 










Figura 22 - Medición C 
Este es uno de los métodos más empleados debido a que, desde el punto de vista práctico, 
es fácil obtener los puntos indicados, ya que se trata de valores concretos que toma la 
salida en un momento dado, y en ningún instante es necesario trazar rectas ni hallar puntos 




4.1.4. Medición D 
En este caso, se tiene la misma respuesta de los sistemas anteriores, lo que ocurre es que 
se realiza la medida para una aproximación diferente. La gráfica en la que se realiza la 






Figura 23 - Medición D 
Como se puede observar, lo que se hace en este caso, es prolongar la recta de mayor 
pendiente hasta su corte con el eje Y, cota que se define como ‘a’. En este caso se obtiene 
un modelo con dos parámetros, con una función de transferencia representada por un 
integrador con retardo puro. Esta es la base para el procedimiento de sintonía de Ziegler-
Nichols que se describe más adelante. En este caso se aproxima el sistema a la función de 







Si se compara la medición A con la C, por homología de triángulos se tiene la relación de 
la Ecuación 22. 
T
KLa =  
Ecuación 22 
4.2. Criterios para rechazo de perturbaciones 
Las perturbaciones son entradas no deseadas al proceso cuyo origen puede ser variado, y 
que desvían al proceso del valor deseado. Por tanto, la atenuación de estas es algo muy 
importante. Típicamente se debiera de dar este hecho en sistemas que se encuentran 
funcionando con una referencia constante durante un largo periodo de tiempo. 
Es algo muy frecuente que cuando se sintoniza un lazo de regulación, se lleve a cabo para 
optimizar la respuesta de la planta ante cambios de consigna, y por ello tras el ajuste 
desarrollará adecuadamente su funcionamiento, pero sin embargo ante perturbaciones su 
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funcionamiento es posible que no sea bueno. Dándose normalmente la circunstancia de 
que un proceso se encuentre funcionando en un punto determinado de consigna durante 
periodos prolongados, y que esta no se cambie a no ser que varíe el proceso, en 
consecuencia, lo más importante en esos casos es atenuar las perturbaciones, y se ha de 
ajustar el regulador para que las atenúe adecuadamente. 
Teniendo en cuenta todo esto, se establecen varios criterios atendiendo al aspecto concreto 
que se desee optimizar. Se comentan seguidamente algunos de los más relevantes 
asociados al rechazo de perturbaciones. 
a. Criterio de la razón de amortiguamiento ¼. - Es un criterio que permite obtener 
los parámetros para un regulador, con el cual se puede tener una amortiguación 
de ¼ del primer ciclo (P1) en el segundo (P2) de la sobreoscilación (Figura 24). 
Tiene las siguientes características: 
- Es fácil de medir, ya que está basado en dos puntos, los dos primeros 
máximos del sistema en lazo cerrado. 
- Es bueno también para cambios de consigna, por la relación que tiene entre 
el tiempo de respuesta (Tr) y el de establecimiento (Ts). 
- No da lugar a grandes desviaciones de la consigna cuando es sometido a 
perturbaciones. 






Figura 24 - Criterio de amortiguación ¼ 
b. Criterio de la integral del error en valor absoluto (IAE). - Es un criterio de ajuste, 
en el que se intenta minimizar la integral del error en valor absoluto mostrada en 
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Ecuación 23 
La comprobación en este caso no es tan inmediata como en el caso del criterio 
de la amortiguación de ¼. En este es necesaria una simulación muy larga ya que 
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la integral está definida hasta un tiempo infinito. Los resultados obtenidos son 
similares a los del criterio de razón de amortiguamiento ¼. 
c. Criterio de la integral del error (IE). - Es un criterio que intenta minimizar la integral 





)( dtteIE  
Ecuación 24 
Esto se consigue con la máxima ganancia integral, tratando de llevar el 
funcionamiento a la situación de oscilación mantenida en donde la integral del 
error posee un error nulo. Debido a ello se debe emplear con otro criterio que 
asegure la estabilidad del sistema. 
d. Criterio de la integral del error cuadrático (ISE). - Con este criterio se pretende 
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Ecuación 25 
Tiene la desventaja de dar mucho peso a errores grandes, independientemente 
de cuando se den. Favorece respuestas oscilatorias rápidas y poco amortiguadas. 
4.3. Criterios para seguimiento de consigna 
Son criterios en los que se pretende que el proceso ante un cambio en el punto de consigna 
responda con rapidez, y alcance el régimen permanente en el mínimo tiempo posible. Las 
exigencias sobre el seguimiento de consigna para cambios del tipo escalón en la entrada, 
suelen incluir sobre todo requerimientos de especificaciones temporales del sistema como 
son el tiempo de respuesta, sobreoscilación, tiempo de establecimiento y razón de 
amortiguamiento. 
También en este caso se pueden emplear los criterios comentados en el punto anterior 
para conseguir un buen rechazo a perturbaciones, pero los cambios de tipo escalón en la 
entrada del sistema dan lugar a un gran error inicial. Por tanto, va a ser importante tener 
criterios con los cuales, en un tiempo inicial, no se tenga en cuenta excesivamente el error, 
y que en régimen permanente fijen el valor indicado en la consigna robustamente. 
Asociado a la especificación de seguimiento de consigna se van a tener los siguientes 
criterios de ajuste: 
a. Se tiene en primer lugar el criterio de la razón de amortiguamiento ¼, utilizado de 
igual modo que en el caso de criterios para el rechazo a perturbaciones. 
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b. Criterio de la integral del error en valor absoluto multiplicado por el tiempo (ITAE). 
- Con este criterio se pretende minimizar la integral del valor absoluto del error 





)( dttetITAE  
Ecuación 26 
c. Criterio de la integral del error multiplicado por el tiempo (ITE). - Con este criterio 





)( dttetITE  
Ecuación 27 
d. Criterio de la integral del error cuadrático multiplicado por el tiempo (ITSE). - En 
este criterio se intenta minimizar la Ecuación 28 de la integral del error cuadrático 
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Ecuación 28 
e. Criterio de la integral del error cuadrático multiplicado por el cuadrado del tiempo 
ISTE. - En este criterio se intenta minimizar la Ecuación 29 de la integral del error 





22 )( dttetISTE  
Ecuación 29 
Uno de los criterios más empleados es el ITAE, que da lugar a respuestas con un tiempo de 
establecimiento bajo. 
4.4. Obtención de parámetros mediante la aplicación de 
fórmulas 
Una vez que se han medido las características de la respuesta del proceso y se conoce que 
especificación se desea optimizar, lo siguiente es aplicar fórmulas desarrolladas para 




Diferentes autores proponen expresiones, en función de las características de la respuesta 
transitoria medidas, para la obtención de los parámetros del regulador. Cabe destacar que 
son múltiples las expresiones aportadas, que funcionan de manera adecuada en 
determinados casos para los que fueron desarrolladas. Es frecuente además que los 
fabricantes de controladores desarrollen sus propias expresiones, que funcionan 
satisfactoriamente sobre todo con los productos que ellos fabrican, y en especial para 
aquellas aplicaciones a las que están destinados. Resaltar, por tanto, que no existen 
ecuaciones genéricas que funcionen bien siempre, por ese motivo será necesario 
seleccionar las expresiones que más se adecuen en cada caso específico al control que se 
pretenda realizar. 
En este texto se han recopilado aquellas más conocidas y usuales que se emplean en la 
obtención de los parámetros de los reguladores PID. 
4.4.1. Fórmulas de Ziegler & Nichols 
Son las fórmulas pioneras de obtención de parámetros de reguladores, y que son buenas 
ante cambios en la carga. En concreto, la especificación que se pretende es obtener una 
relación de caída de sobreoscilación de un cuarto, es decir, que ante la entrada de una 
perturbación los sucesivos rebases de la referencia, sean cuatro veces inferior al anterior 
(razón de amortiguamiento de ¼). Al igual que la inmensa mayoría de las expresiones 






Si se realiza una lectura de los parámetros de la respuesta de acuerdo con la medición D 
explicada previamente, las fórmulas que es necesario emplear son las de la Tabla 3. 
Kp Ti Td 
a
2.1
 2L 0.5L 
Tabla 3 - Expresiones de ZN para medición D 
Si los datos se toman de las mediciones A o B, las fórmulas a emplear son las de la Tabla 4: 




2.1  2L 0.5L 
Tabla 4 - Expresiones de ZN para medición A o B 













Figura 25 - Respuesta del sistema sin realimentar 
Realizando los cálculos de los parámetros del regulador a introducir, de acuerdo con las 
ecuaciones mencionadas previamente, en función de la respuesta obtenida, la salida del 
sistema regulado se muestra en la Figura 26, en donde se representa además la del sistema 
sin regular para contrastar la variación entre uno y otro. 
 
Figura 26 - Respuesta del sistema regulado con ZN 
Como se puede observar las especificaciones del sistema regulado han mejorado 
sustancialmente, sobre todo en que se corrige el error de posición y que el tiempo de 
respuesta es menor. Es necesario indicar que en este caso la introducción del controlador 
ha provocado la existencia de una sobreoscilación de magnitud considerable. 
























4.4.2. Fórmulas de Kaya & Scheib 
4.4.2.1. Para sistemas con cambios en la carga 
Las fórmulas enunciadas en este apartado son empleadas para sistemas que poseen 






El método de medición de parámetros empleado en este caso es el A o el B. Los autores 
que han desarrollado estas fórmulas lo han hecho para un criterio de diseño IAE, ISE y ITAE. 
Las fórmulas a las que han llegado son las mostradas en la Tabla 5. 

































































































Tabla 5 - Expresiones de Kaya-Sheib para cambios en la carga 
Para un sistema cuya respuesta del sistema sin regular se mostraba en la Figura 25, al que 
se le introduce un regulador cuyos parámetros se calculan de acuerdo a las expresiones 
para optimizar IAE de la Tabla 5, el resultado es el que se muestra en la Figura 27. 
 
Figura 27 - Respuesta del sistema regulado con KS IAE 
Si ahora se aplican las fórmulas para la obtención de los parámetros del regulador de 
acuerdo con las expresiones para optimizar ISE de la Tabla 5, el resultado es el que se 
muestra en la Figura 28. 












Figura 28 - Respuesta del sistema regulado con KS ISE 
Se aplican ahora las fórmulas para optimizar ITAE de la Tabla 5, obteniendo el resultado 
que se muestra en la Figura 29. 
 
Figura 29 - Respuesta del sistema regulado con KS ITAE 
4.4.2.2. Para mejorar el seguimiento de consigna 
Las fórmulas enunciadas en este apartado son empleadas para sistemas en los que se 
pretende hacer un buen seguimiento de la consigna. El rango de aplicación para este caso, 
al igual que en el anterior es el de la Ecuación 32. 
También es este caso el método de medición de parámetros empleado es el A o el B. 
También ahora las fórmulas van dirigidas a un criterio de diseño IAE, ISE y ITAE. Las fórmulas 
a las que han llegado son las mostradas en la Tabla 6. 
Para el sistema cuya respuesta ante entrada escalón sin regular se mostraba en la Figura 
25, al que se le introduce un controlador cuyos parámetros se calculan de acuerdo a las 
expresiones para optimizar IAE de la Tabla 6, el resultado es el que se muestra en la Figura 
30. 















































































































Tabla 6 - Expresiones de Kaya-Sheib para seguimiento de consigna 
 
Figura 30 - Respuesta del sistema regulado con KS IAE 
Si ahora se aplican las fórmulas para la obtención de los parámetros del regulador de 
acuerdo con las expresiones para optimizar ISE de la Tabla 6, el resultado es el que se 
muestra en la Figura 31. 
 
Figura 31 - Respuesta del sistema regulado con KS ISE 
Se aplican ahora las fórmulas para optimizar ITAE de la Tabla 6, obteniendo el resultado 
que se muestra en la Figura 32. 























Figura 32 - Respuesta del sistema regulado con KS ITAE 
4.4.3. Fórmulas de Chien, Hrones y Reswick 
4.4.3.1. Para sistemas con cambios en la carga 
Las fórmulas enunciadas en este apartado son empleadas para sistemas que poseen 






El método de medición de parámetros empleado en este caso es la D. En este caso los 
autores que han desarrollado estas fórmulas lo han hecho para un criterio de diseño de un 
0% y para un 20% de sobreoscilación. Las fórmulas a las que han llegado son las mostradas 
en la Tabla 7. 
0% de sobreoscilación 20% de sobreoscilación 
Kp Ti Td Kp Ti Td 
a
95.0
 L4.2  L42.0  
a
2.1
 L2  L42.0  
Tabla 7 - Expresiones de CHR para cambios en la carga 
Para un sistema con una respuesta sin regular como la mostrada en la Figura 25, al que se 
le introduce un regulador cuyos parámetros se calculan de acuerdo a la Tabla 7 para una 
sobreoscilación del 0%, el resultado es el que se muestra en la Figura 33. 
Si ahora se aplican las fórmulas para la obtención de los parámetros del regulador 
correspondientes a una sobreoscilación de un 20%, el resultado para el mismo sistema es 
el de la Figura 34. 













Figura 33 - Respuesta del sistema regulado con CHR 0%Mp 
 
Figura 34 - Respuesta del sistema regulado con CHR 20%Mp 
4.4.3.2. Para mejorar el seguimiento de consigna 
Las fórmulas enunciadas en este apartado son empleadas para sistemas en los que se 
pretende hacer un buen seguimiento de la consigna. El rango de aplicación para este caso, 
al igual que en el anterior es el de la Ecuación 33. 
Es necesario utilizar varios métodos de medición de parámetros (A, B o C y D) para utilizar 
en las expresiones o aplicar la equivalencia existente entre los parámetros medidos, debido 
a que estas incluyen parámetros de una y otra medición. También los autores han 
desarrollado estas fórmulas para un criterio de diseño de un 0% y para un 20% de 
sobreoscilación. Las fórmulas a las que han llegado son las mostradas en la Tabla 8. 
0% de sobreoscilación 20% de sobreoscilación 
Kp Ti Td Kp Ti Td 
a
6.0
 T  L5.0  
a
95.0
 T4.1  L47.0  
Tabla 8 - Expresiones de CHR para seguimiento de consigna 

























Para el sistema que se viene empleando cuya respuesta sin regular es la de la Figura 25, al 
que se le introduce un regulador cuyos parámetros se calculan de acuerdo a la Tabla 8 para 
una sobreoscilación del 0%, el resultado es el que se muestra en la Figura 35. 
 
Figura 35 - Respuesta del sistema regulado con CHR 0%Mp 
Si se utilizan las fórmulas para la obtención de los parámetros del regulador 
correspondientes a una sobreoscilación de un 20%, el resultado para el mismo sistema es 
el de la Figura 36. 
 
Figura 36 - Respuesta del sistema regulado con CHR 20%Mp 
5. Sintonía en cadena cerrada 
Se comentan en este punto aquellos métodos más conocidos para la obtención de las 
características del proceso que se han de medir, así como las reglas para la obtención de 
parámetros del regulador PID más usuales. 
5.1. Medición de las características de respuesta del proceso 
Para el caso de sintonía en cadena cerrada, se tiene también un primer paso en donde se 
realiza la medición de magnitudes de la respuesta de la planta en condiciones 





















determinadas, continuando en cada caso con la realización de las operaciones necesarias 
hasta conseguir las variables que se introducirán en las expresiones desarrolladas por los 
diferentes autores, para la obtención de los parámetros característicos del controlador PID 
que se desea ajustar siempre con la finalidad de optimizar una especificación concreta. 
Como se comprobará seguidamente, los métodos aquí expuestos se basan 
fundamentalmente en la respuesta en frecuencia del proceso. 
5.1.1. Método de oscilación sostenida 
Un método fundamental en la sintonía de reguladores PID, es un método en lazo cerrado 
propuesto por Ziegler y Nichols en el año 1942, cuyo nombre más conocido es el método 
de la oscilación sostenida. Es un algoritmo basado en la respuesta en frecuencia del 
proceso. Las características a determinar son: 
- Ganancia proporcional crítica (Kc).- Es la ganancia de un controlador solo 
proporcional, que provoca que el sistema sea oscilatorio (críticamente estable). 
- Período de oscilación sostenida (Tc).- Es el periodo de oscilación que se 
consigue con la ganancia crítica. 
El procedimiento a seguir para la obtención de estos datos es el que se describe a 
continuación: 
1. Se sitúa el sistema en cadena cerrada con un regulador que sea sólo 








Figura 37 - Sistema regulado con un controlador proporcional 
2. Fijar un valor cualquiera de la ganancia proporcional del regulador, y provocar 
cambios bruscos de la consigna, observando a continuación como es la 
respuesta del sistema. 
3. Aumentar o disminuir la ganancia proporcional del regulador según sea 
necesario (si la respuesta del sistema se estabiliza en un valor aumentarla, y si 
la salida toma valores aleatorios sin periodicidad disminuirla), hasta conseguir 
que el sistema oscile con una amplitud y frecuencia constante como la de la 
Figura 38. En ese instante anotar el valor de la ganancia aplicada al regulador 
proporcional para alcanzar ese estado, ese valor corresponde a la ganancia 
crítica del sistema Kc, y además medir el período de oscilación de la salida en 





Figura 38 - Forma de la salida en el estado de oscilación sostenida 
5.1.2. Método Relay-Feedback 
El método anterior de obtención de los parámetros en cadena cerrada de un regulador es 
un método que a menudo no se puede emplear, ya que lo que se está haciendo en realidad 
mediante el aumento de la ganancia proporcional es llevar el sistema a una zona limítrofe 
de estabilidad (oscilación), y que es posible pasar a la zona inestable con relativa facilidad. 
En ocasiones sin llevar el sistema a la inestabilidad, y tan solo posicionándolo en una zona 
de oscilación sostenida, sería una zona prohibida, en la que no se podría operar por lo que 
pudiese ocurrir en la planta que se pretendiese controlar. Por tanto, la aplicación de esa 
técnica solo es válida en ciertos casos concretos en los que se pueda pasar a la oscilación 
o la inestabilidad sin mayores consecuencias. 
Un camino alternativo para la localización empírica de la ganancia crítica (Kc) y del periodo 
de oscilación sostenida (Tc) del sistema, es el uso del método de Relé (Relay Feedback) 
desarrollado por Aström y Hägglud, que consiste en llevar al sistema al estado de oscilación 









Figura 39 - Esquema para realización de Relay-Feedback 
Esta oscilación conseguida del sistema tiene como período aproximadamente el mismo 
valor que el período de oscilación sostenida Tc. En el experimento es conveniente emplear 
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un relé con histéresis cuyas características son las mostradas en Figura 40, una amplitud d 





Figura 40 - Histéresis del relé empleado en el Relay-Feedback 
Una vez realizado el montaje se procederá como sigue para obtener los parámetros 
mencionados: 
1. Llevar al proceso a un modo de régimen permanente, con el sistema regulado con el 
controlador PID, con unos parámetros cualesquiera que permitan alcanzar el citado 
estado. Se tomará nota de los valores de la señal de control (salida del regulador) y de 
la salida del proceso en las mencionadas condiciones. 
2. Seguidamente se cierra el control con el relé en lugar del regulador PID. Como consigna 
se da el valor leído en la salida del proceso en el paso anterior. Se introduce en la 
entrada indicada en la Figura 39 como Offset, el valor de la señal de control tomado en 
el apartado anterior necesario para situar el proceso en régimen permanente. 
3. Se pone el proceso en funcionamiento con las indicaciones realizadas del apartado 
anterior, y se espera a que la salida se vuelva periódica (en la práctica se puede 
considerar que se ha alcanzado este estado cuando el valor máximo de la salida repite 
el mismo valor en por lo menos dos períodos seguidos). 
4. Se anotarán los dos parámetros que se indican en la Figura 41, donde Tc es el período 




Figura 41 - Salida del sistema con Relay-Feedback 












El Relay Feedback tiene la ventaja de que el ajuste se puede realizar sobre el punto de 
consigna y se puede llevar a cabo en cualquier momento. Sin embargo, tiene el 
inconveniente que, para realizar la sintonización, el proceso debe superar en varias 
ocasiones la consigna y puede haber casos en los que esto sea desaconsejable por los 
daños que pueden provocar en el proceso. 







Se realiza el montaje comentado previamente, en donde la entrada de consigna tiene un 
valor de uno, obtenido como se ha indicado previamente. Los valores de la histéresis son 
d=1 y h=0.1. 
 
Figura 42 - Ejemplo de simulación del Relay-Feedback 
Con estas condiciones se obtiene a la salida del relé y de la planta las gráficas de la Figura 
42 de donde se puede extraer que Tc=4 y a=0.297 dando lugar a una Kc=4.56. 
5.1.3. Medición de las características de la respuesta a partir 
de los diagramas de bode 
Como se ha indicado previamente, el método de ajuste en cadena cerrada se aplica a todos 
aquellos sistemas cuyo lugar de las raíces se corte con el eje imaginario. Dicho de otra 
forma, se da cuando al aumentar una ganancia proporcional, que se ubica después de la 
realimentación del sistema, se puede llevar el sistema a un estado de oscilación y posterior 
inestabilidad. 




















Figura 43 - Efecto en las curvas de Bode al aumentar la ganancia proporcional 
Esto tiene una traducción inmediata en el ámbito frecuencial sobre las curvas de Bode 
(Figura 43), y consiste en el incremento de la ganancia comentada, provocando un ascenso 
de la curva de módulos hasta hacer coincidir la frecuencia de cruce de ganancia con la 
frecuencia de cruce de fase, estado en el que el sistema es oscilante (oscila a la frecuencia 
de cruce de ganancia o fase con periodo Tc). El valor de la ganancia que es necesario 
introducir para alcanzar este estado es el margen de ganancia expresado en unidades 
(ganancia crítica Kc). 
Este método se aplica en sistemas a los que se le pueda practicar un análisis frecuencial, y 
sobre los resultados obtenidos se observan los parámetros para introducir en las 
expresiones de los términos que posee el controlador. 
5.2. Obtención de parámetros mediante la aplicación de 
fórmulas 
En este apartado se explican algunos de los métodos de estimación de parámetros de un 
regulador PID, a partir de las mediciones realizadas de las características de respuesta del 
apartado anterior. Se distinguen dos tipos de estimaciones, el primero de ellos directo en 
el que aplicando unas fórmulas se obtienen los parámetros, y el segundo en el que, además 
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de la introducción de las características medidas, se van a indicar otras deseadas, como 
puede ser el margen de fase. 
También se verá que para la obtención de los parámetros del controlador en cadena 
cerrada se establecerán criterios de ajuste como los comentados para cadena abierta, en 
los que se intenta mejorar alguna de las especificaciones, en consecuencia, las expresiones 
aportadas por los diferentes autores van siempre dirigidas a optimizar una especificación 
determinada. 
5.2.1. Fórmulas directas 
En esta primera parte se comentan fórmulas empleadas en la obtención de parámetros del 
regulador PID de aplicación directa sobre las características de la respuesta obtenidas. 
Tienen su origen en las fórmulas propuestas por Ziegler y Nichols en 1942. El resto de 
expresiones existentes hasta el momento se emplean del mismo modo que estas. En los 
siguientes subapartados se comentan diferentes fórmulas aportadas. 
5.2.1.1. Fórmulas de Ziegler Nichols en cadena cerrada  
En este apartado se muestran las formulas propuestas por Ziegler y Nichols en la Tabla 9, 
y son función de la Ganancia proporcional crítica (Kc) y del período de oscilación sostenida 
(Tc) del sistema en cuestión: 
K = 0.6 x Kc 
Ti = 0.5 x Tc 
Td = 0.125 x Tc 
Tabla 9 - Expresiones de ZN en cadena cerrada 
Este método es lógicamente aplicable cuando el lugar de las raíces del sistema de partida 
corta al eje imaginario en algún lugar. El rango de aplicación es empírico, con unos valores 
que se indican en la Ecuación 36, propuestos por Ästrom en el libro Adaptive Control, en 
donde k es la ganancia del proceso y Kc la ganancia crítica. 
2 < 𝑘𝑘 · 𝐾𝐾𝐶𝐶 < 20 
Ecuación 36 
Seguidamente se muestran una serie de sistemas de diferente tipo que cumplen esta 
condición. 
A. SISTEMA 1 







Aplicando el método y obteniendo el punto de corte del lugar de las raíces con el eje 




Figura 44 - Regulación del sistema 1 con ZN 
La respuesta en este caso mejora bastante, ya que las especificaciones de tiempo de pico, 
tiempo de respuesta, tiempo de establecimiento se ven mejoradas, eliminando además el 
error de posición que el sistema posee en régimen permanente. 
B. SISTEMA 2 







El resultado que se obtiene para este caso es el de la Figura 45: 
 
Figura 45 - Regulación del sistema 2 con ZN 
Con la salvedad del error de posición en régimen permanente que poseía el caso anterior, 
las especificaciones que mejoran son las mismas. En este caso, el sistema regulado muestra 
una sobreoscilación considerable. 


































5.2.1.2. Fórmulas modificadas de Ziegler Nichols 
Las fórmulas obtenidas por Ziegler y Nichols son un buen punto de partida en muchos 
casos, pero da lugar a unos parámetros del controlador mejorables en ciertos aspectos. 
Debido a ello algunos autores han propuesto expresiones para mejorar determinadas 
especificaciones que son los dos casos que se comentan a continuación. Poseen el mismo 
rango de aplicación que Ziegler-Nichols normal indicado en la expresión 18. 
A. Poca sobreoscilación (SOME OVERSHOOT). - Esta primera modificación que se va 
a comentar, al igual que la siguiente lo que procura es reducir la sobreoscilación 
que se obtiene con el criterio de Ziegler-Nichols. Las expresiones para la obtención 
de los parámetros son las de la Tabla 10. 
K = 0.33 x Kc 
Ti = Tc / 2 
Td = Tc / 3 
Tabla 10 - Expresiones de ZN en cadena cerrada para poca Mp 
Para ver la diferencia existente entre la aplicación de estas expresiones y las de 
Ziegler-Nichols se comparan los resultados obtenidos con los de las relaciones 
originales correspondiente al Sistema 2 del apartado anterior cuya función de 







La salida del sistema controlado contrastada con la del sistema sin regular es la que 
se muestra en la Figura 46. 
 
Figura 46 - Simulación del sistema 2 para ZN con poca Mp 
Como se puede observar la sobreoscilación ha disminuido apreciablemente con 
relación a la obtenida con las expresiones de Ziegler-Nichols. 

















B. Sin sobreoscilación (NO OVERSHOOT). -Esta segunda modificación mejora la 
sobreoscilación que se obtiene con el criterio de Ziegler-Nichols más aún que para 
el primer caso comentado. Las expresiones para la obtención de los parámetros 
son las de la Tabla 11. 
K = 0.2 x Kc 
Ti = Tc 
Td = Tc / 3 
Tabla 11 - Expresiones de ZN en cadena cerrada sin Mp 
C. Se utiliza el mismo ejemplo que para el caso anterior para comparar los resultados 
obtenidos con las diferentes expresiones. El resultado que se obtiene es el de la 
Figura 47. 
 
Figura 47 - Simulación del sistema 2 para ZN con poca Mp 
La sobreoscilación en este caso ha disminuido más aún que para el caso anterior, a 
pesar de que no la ha eliminado por completo como indica el nombre dado a las 
expresiones. 
5.2.1.3. Fórmulas modificadas de Tyreus-Luyben 
En este apartado los parámetros se calculan también a partir de la ganancia proporcional 
crítica (Kc) y el periodo de oscilación sostenida (Tc) con un rango de aplicación como el de 
Ziegler Nichols mostrado en la Ecuación 36. Las expresiones que se tienen son las 
mostradas en la Tabla 12. 
K = 0.45 x Kc 
Ti = 2.2 x Tc 
Td = Tc / 6.3 
Tabla 12 - Expresiones de Tyreus-Luyben 
El resultado obtenido para el sistema 2 regulado con este criterio es el mostrado en la 
Figura 48. 


















Figura 48 - Simulación del sistema 2 para TL 
En este caso la sobreoscilación con relación al criterio de Ziegler-Nichols disminuye 
sustancialmente, y también el tiempo de establecimiento ha mejorado notablemente. 
5.2.2. Ajustes indicando especificaciones frecuenciales 
Las fórmulas vistas en los apartados anteriores se pueden interpretar en el dominio de la 
frecuencia. Sin embargo, existen unas fórmulas pioneras propuestas por Aström y 
Hägglund en el año 1998 en las que se contempla el ajuste de reguladores PID. En ellas se 
parte de la misma información que se viene utilizando en los apartados anteriores 
(ganancia proporcional crítica (Kc) y el periodo de oscilación sostenida (Tc)), y además se 
indica otra especificación deseable en el contexto del análisis frecuencial de sistemas. 
Atendiendo a esto, se tienen los dos siguientes subapartados. 
En ocasiones se obtienen los parámetros del regulador para una determinada frecuencia 
de control del sistema, que sería un parámetro más a introducir, y que daría por tanto más 
precisión en la regulación 
5.2.2.1. Ajustes por margen de fase (фm) 
Los autores en este caso parten de la información mencionada (Kc y Tc), y además 
introducen el margen de fase (фm) deseado para el sistema controlado. En este caso se 
tienen las expresiones de la Tabla 13. El valor de α se escoge teniendo en cuenta que el 
valor de Ti se encuentra entre 2 y 8 veces el de Td. 
K mcK φcos=  
Ti ( )mmcT φαφπα 2tan4tan4 ++=  
Td iT⋅=α  
Tabla 13 - Expresiones fijando Margen de Fase 


























y se obtienen los parámetros para un margen de fase de 23º, el resultado contrastado con 
el sistema sin regular es el de la Figura 49 
 
Figura 49 - Simulación del sistema fijando margen de fase 
5.2.2.2. Ajustes por margen de ganancia 
Al igual que para el caso anterior se parte de Kc y Tc, y en este caso además se introduce 
el margen de ganancia (Am) deseado para el sistema controlado. Se tienen las expresiones 
de la Tabla 14. El valor de α se escoge teniendo en cuenta que el valor de Ti se encuentra 










Td iT⋅=α  
Tabla 14 - Expresiones fijando Margen de Ganancia 
Calculando los parámetros para un margen de ganancia de 3.2, el resultado contrastado 
con el sistema sin regular es el de la Figura 50. 
 
Figura 50 - Simulación del sistema fijando margen de ganancia 



































Son múltiples las expresiones que existen además de las mostradas en este documento, a 
la hora de obtener los parámetros de un regulador. Todas ellas dan lugar a resultados 
satisfactorios en el rango de aplicación que poseen. Se han mostrado en este documento 
las más conocidas, procurando resaltar que no tienen por qué ser las mejores en el caso 
que se pretenda regular, si no que cualquier otra, aunque su difusión haya sido menor, 
puede dar lugar a mejores resultados que los aquí comentados. Incluso puede ser factible 
el obtener expresiones propias como es el caso de los fabricantes de controladores. 
Es importante indicar que en una planta real los parámetros que se obtienen mediante las 
fórmulas suelen ser un punto de partida, pero que se ha de recurrir a un ajuste fino manual, 
en el que es indispensable saber cómo influyen cada uno de los parámetros del regulador 
en la respuesta del sistema. 
El gran interés que reportan los procedimientos de ajuste empírico de reguladores, es que 
no es necesario disponer de una descripción detallada de la planta, tan solo observar la 










Diseño de reguladores por el 














En este capítulo se pretende abordar la metodología empleada en el diseño de reguladores 
PID mediante el empleo del lugar de las raíces, técnica muy utilizada sobre todo en el 
ámbito académico por tener una resolución relativamente sencilla en sistemas no 





Entre 1948 y 1950 Walter Evans obtuvo el método de diseño basado en el lugar de las raíces 
con el cual es posible diseñar sistemas con unos requerimientos específicos. En palabras 
del propio autor "el lugar de las raíces determina todas las raíces de la ecuación diferencial 
de un sistema de control por medio de una representación gráfica, la cual permite una 
síntesis rápida de la respuesta transitoria o frecuencial deseada". El método de Evans cuenta 
con la limitación de no poder abordar el análisis de sistemas con retraso puro y la difícil 
estimación de la respuesta temporal de sistemas con distribuciones dispersas de polos y 
ceros. A su favor, aporta un método gráfico de estimar la influencia de variaciones en los 
parámetros del sistema, o del regulador sobre la estabilidad y el comportamiento dinámico 
de los sistemas. 
El diseño se basa en suponer que la función de transferencia del sistema realimentado se 
puede reducir, a una que tan solo incluya sus polos dominantes. Si se supone que esto es 
posible, se imponen las especificaciones dinámicas de diseño de dichos polos dominantes, 
lo que da lugar a una región del plano complejo en donde es posible ubicar dichos polos. 
Las especificaciones dinámicas se comentan en apartados posteriores. 
Se comienza en primer lugar por hacer un breve repaso, acerca de cómo se construye el 
lugar de las raíces de un sistema determinado, continuando con la citación de las 
especificaciones dinámicas de diseño, finalizando con un método práctico de diseño del 
regulador PID mediante un ejemplo. 
2. Análisis dinámico de sistemas realimentados 
Al trabajar con sistemas con realimentación como el de la Figura 51, para comprobar su 
comportamiento dinámico se ha de obtener su función de transferencia total, y hallar las 






Figura 51 - Sistema con realimentación 








La dinámica del sistema se obtiene igualando a cero el denominador de la Ecuación 41 
como se muestra en la Ecuación 42, 
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0)()(1 =+ sHsG  
Ecuación 42 
y en función de la ubicación de las raíces de dicho polinomio se precisa el comportamiento 
del sistema. 
Se dispone en la cadena directa un bloque que permita introducir una ganancia variable K 






Figura 52 - Sistema con bloque de ganancia después de la realimentación 









Variando K entre cero e infinito se observa la evolución de las raíces del polinomio 
característico (Ecuación 44). 
0)()(1 =+ sHsKG  
Ecuación 44 
Se comenta un ejemplo para aclararlo; para ello se dispone de un sistema cuyo diagrama 
de bloques es el mostrado en la Figura 53. 







Figura 53 - Sistema ejemplo 











































Si se le dan valores ahora a K se puede observar la progresión de las raíces, teniendo: 
K=0 s = -3 s = -4 
K=0.25 s = -3.5 doble 
0 < K < 0.25 Raíces reales 
K > 0.25 Raíces complejas conjugadas 
Tabla 15 - Valores de las raíces para diferentes valores de K 
Si se representasen las raíces para infinitos valores de K entre cero e infinito, en este ejemplo 








Figura 54 - Lugar de las raíces del sistema ejemplo 
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Esta figura sería en definitiva el lugar de las raíces para el sistema mostrado en la Figura 53. 
Con él, es muy sencillo situarse en qué zona el sistema va a tener una determinada 
respuesta dinámica, en función del valor de la ganancia K que se le haya programado. 
3. Ecuaciones del lugar de las raíces 
Las dos ecuaciones básicas del lugar de las raíces subyacen del desarrollo que se va a 
realizar a continuación, en donde se supone un sistema como el mostrado previamente en 
la Figura 51. Como se indicó, la función de transferencia del sistema realimentado es la de 
















































y en consecuencia la función de transferencia del sistema se puede representar como se 

































Como se puede observar en esta expresión el sistema posee como ceros, los ceros de G(s) 
y los polos de H(s) y, como polos las raíces del polinomio característico, que si se introduce 










Las raíces de dicho polinomio verifican que p(s)=0, y por tanto cualquier punto del lugar 






















3.1. Criterio de módulos 


















Tanto |s-pi| como |s-zi| son distancias del punto s al polo pi o al cero zi, y por tanto se tiene 














donde dpi son las distancias a todos los polos y, dzi son las distancias a todos los ceros. 
3.2. Criterio de argumentos 














|s-pi y |s-zi son ángulos que forman el punto s con el polo pi y el cero zi respectivamente, y 











| θθ  
Ecuación 55 
donde Σθpi es la suma de ángulos con todos los polos y, Σθzi es la suma de ángulos con 











pi πθθ  
Ecuación 56 
q = 0 corresponde con el ángulo más pequeño. Aunque q supone un número infinito de 
valores, a medida que aumenta, el ángulo se repite a sí mismo, y la cantidad de ángulos 
diferentes es n-m (número de polos – número de ceros). 
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4. Trazado del lugar de las raíces 
Hasta ahora se ha visto que se puede realizar la representación del lugar de las raíces 
dándole valores a K, pero esto es algo que no es nada práctico ni fácil, además la dificultad 
se hace mayor a medida que aumenta el orden del sistema. Como se verá seguidamente, 
existen una serie de reglas que permiten obtener el lugar de las raíces de una forma sencilla. 
1. Representar en el plano complejo la ubicación de los polos y los ceros en cadena 
abierta. 
2. Deducción del número de ramas. - El número de ramas existente es el máximo 
seleccionado entre el número de polos y de ceros en cadena abierta. 
3. Puntos de comienzo y de finalización de las ramas. - Las ramas comienzan en 
los polos (dónde K=0) y termina en los ceros (donde K=∞). En caso de que no 
existan ceros suficientes para finalizar los polos, las ramas se llevan al infinito. 
4. Partes del eje real perteneciente al lugar de las raíces. - Son aquellas que dejan 
a su derecha un número de polos y ceros impar. 
5. Simetría del lugar de las raíces. - El lugar de las raíces es simétrico respecto al 
eje real. 
6. Asíntotas. - Las ramas que finalizan en el infinito son asintóticas con rectas que 
forman un ángulo con el eje real dado por la Ecuación 57. El número de 










siendo n el grado del denominador y m el del numerador. 
7. Ubicación del centroide. - El centroide se trata del punto de intersección de las 













== 11σ  
Ecuación 58 
que es la suma de polos menos la suma de ceros entre la diferencia del orden 
del denominador menos el del numerador. 
8. Ángulos de salida y de llegada de las ramas. - El ángulo con el que una rama 
sale de un polo es el de la Ecuación 59 y el de llegada a un cero es el de la 
Ecuación 50. 





{ },....2,1,0)12(...)()...( 32121 ∈∀→+=++−+++ qqz παααϕθθ  
Ecuación 60 
donde θ son ángulos de los ceros y α de los polos. 
9. Puntos de dispersión y de confluencia. - Los puntos de dispersión son aquellos 
en los que el parámetro K tiene el valor máximo real, antes de que las raíces 
comiencen a ser complejas conjugadas. Los puntos de confluencia son aquellos, 
en los que el parámetro K tiene el valor mínimo real antes de que las raíces del 
lugar dejan de ser complejas conjugadas (pasan a ser reales). Esto se da cuando 

















10. Intersección con el eje imaginario. - Son los valores de K para los cuales el 
sistema realimentado se encuentra en el límite de estabilidad (es oscilante). 
Dichos puntos se obtienen aplicando el criterio de Routh, gracias al cual se ven 
los límites de estabilidad, así como se pueden extraer los puntos de corte con 
el eje imaginario si existen. El valor de K que haga una fila de ceros aplicando 
Routh es el valor en el que el sistema es oscilante, y construyendo el polinomio 
de la fila anterior para el valor de K, da lugar a el corte del lugar de las raíces 
con el eje imaginario. 
5. Diseño de reguladores basado en el lugar de las raíces 
El lugar de las raíces se emplea para el diseño de reguladores con unas especificaciones 
determinadas, estableciéndose para ello que el sistema que se pretende regular se puede 
reducir a uno que tan solo disponga de los polos dominantes. Admitiendo esto se 
establecen unas especificaciones para ellos, y se deduce una zona en donde se pueden 
ubicar los polos dominantes, para lo cual será necesario la inserción de nuevos elementos 
al lugar de las raíces. Las especificaciones dinámicas que se imponen son las que se 
comentan en los sucesivos subapartados, además de una de ellas en régimen permanente. 
Es importante recordar en primer lugar, como dependen las especificaciones de la posición 












Figura 55 - Parámetros de especificaciones en función de la posición de los polos 
5.1. Diseño de reguladores basado en el lugar de las raíces 
Una de las especificaciones que se impone como una restricción a la hora de diseñar 
reguladores, para que el comportamiento de un sistema cumpla con unas determinadas 
características de respuesta, es su valor máximo de sobreoscilación permitido. De las 
expresiones existentes para hallar el valor de esta medida, se hace hincapié en la mostrada 





eM p  
Ecuación 63 
A medida que aumenta θ lo hace también la sobreoscilación, y por tanto va a ser necesario 





Figura 56 - Zona permitida para una Mp máxima 
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En ella se aprecia una zona rayada en la cual es necesario no ubicar los polos dominantes 
puesto que si no se sobrepasaría la sobreoscilación máxima permitida. Y si se desease ese 
valor concreto sería necesario ubicar los polos sobre las rectas que delimitan las zonas. 
5.2. Diseño de reguladores basado en el lugar de las raíces 
La siguiente especificación que se impone como condición en el diseño del regulador es la 
de no sobrepasar un tiempo de establecimiento máximo. Para este caso se tiene en cuenta 





Como se observa en la expresión el tiempo de establecimiento es inversamente 
proporcional a la distancia entre la parte real de las raíces y el eje imaginario, por tanto, 
cuanto menor sea la distancia a él, mayor será el tiempo de establecimiento. Para aclarar 
la ubicación de los polos dominantes ante un valor máximo de tiempo de establecimiento 





Figura 57 - Zona permitida para un Ts máximo 
Para el tiempo de establecimiento dado, será necesario calcular la σ mínima aplicando la 
fórmula y, de esta manera, para cumplir la restricción es necesario no situar los polos 
dominantes en la zona rayada, consiguiendo que el tiempo de establecimiento sea menor 
del indicado. Si se impusiese un valor concreto para este tiempo lo que sería necesario 
hacer es ubicar los polos dominantes en la línea gruesa que delimita las zonas representada 
en la Figura 57. 
5.3. Tiempo de pico máximo 
Otra de las especificaciones que se suele imponer en el diseño de controladores es la de 
no sobrepasar un tiempo de pico máximo, cuyo valor se halla mediante la Ecuación 65 en 
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donde sus parámetros dependen de la posición de los polos dominantes al igual que en 
los casos anteriores. 
d
p w
t π=  
Ecuación 65 
Como se puede ver en esta fórmula, el tiempo de pico es inversamente proporcional a Wd 
(frecuencia amortiguada) que es la parte imaginaria de las coordenadas de los polos 
dominantes, y por tanto, si aumenta Wd disminuirá el tiempo de pico. También en este 
caso se aclara de forma gráfica (Figura 58) en donde se han de situar los polos dominantes 






Figura 58 - Zona permitida para un tiempo de pico máximo 
Para no sobrepasar un tiempo de pico máximo indicado mediante la expresión 24 se 
obtiene un valor de Wd mínimo que no se ha de bajar, de este modo no se ubicarán los 
polos dominantes dentro de la zona rayada indicada en la figura. Y si fuese el caso en que 
es necesario obtener un tiempo de pico determinado, se han de ubicar los polos 
dominantes, sobre la línea horizontal con trazo grueso. 
5.4. Error en régimen permanente permitido 
El error en régimen permanente es una indicación más que se suele dar, pero que no 
depende directamente de la ubicación de los polos (y por tanto de la dinámica), y en caso 
de que no se cumpla será necesario subsanarla, para lo cual se aumentará el tipo del 
sistema consiguiendo de este modo que no exista error de posición en régimen 
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permanente. Se dan las fórmulas de los errores para un escalón (de altura R), rampa (Rt) o 
parábola (Rt2) en la tabla 2. 
  Tipo 









 0 0 
Rampa ∞ 
vK
R  0 
Parábola ∞ ∞ 
aK
R2  
Tabla 16 - Expresiones de los errores 
Estos errores son válidos para una realimentación unitaria o constante con un valor 
denominado h. Seguidamente se indican las expresiones de las constantes de error 























donde a su vez h es la realimentación del sistema en caso de que sea una constante 
diferente de la unidad. 
En caso de que se tenga en la realimentación un bloque funcional denominado H(s) se ha 













Figura 59 - Simplificación para el cálculo del error 
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Siendo la función de transferencia F(s), el valor de h y los de las constantes, los que se 







































6. El regulador PID 
Teniendo en cuenta que se viene empleando el formato del regulador en su expresión del 
tipo denominado estándar, esta se puede poner de la forma mostrada en la Ecuación 74, 




























Si se hacen operaciones en la primera parte de la expresión anterior, se obtiene una como 














































La parte derivativa se obtiene para la ubicación de los polos dominantes que van a definir 
las especificaciones dinámicas, y la integral necesaria para la eliminación del error de 
posición. Para la introducción de la parte derivativa se va a introducir un cero con la parte 
proporcional necesaria, y para la parte integral se introduce un par polo cero cercanos, con 
el objetivo de aumentar el tipo del sistema, y así eliminar el error de posición. 
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Es necesario indicar que la Ecuación 74 típica de un regulador PID, en el diseño con el lugar 
de las raíces en ocasiones no se emplea, y se utiliza en su lugar una un poco más “real”, 
añadiendo un par polo-cero en cada parte del regulador (parte integral y parte derivativa) 
consiguiendo de ese modo entre otras cosas que el grado del denominador mantenga su 
diferencia con respecto al del numerador, y no llegar por ejemplo a la posibilidad en que 
el grado del numerador sea mayor que el del denominador convirtiendo de este modo la 
función de transferencia en impropia. 
7. Método de diseño de reguladores utilizando el lugar de las 
raíces 
Se explica en este apartado el método a seguir para diseño de reguladores PID utilizando 
el lugar de las raíces. Para ello es necesario explicar la obtención de los reguladores P, PD 
y PI por este método, ya que el regulador PID se obtiene mediante la integración de un PI 
y un PD, subsanando de este modo las especificaciones dinámicas y las de régimen 
permanente. Se comenta en primer lugar una metodología genérica de diseño de 
reguladores por el lugar de las raíces. 
7.1. Método genérico de diseño de reguladores utilizando el 
lugar de las raíces 
El método a seguir para alcanzar unas especificaciones de partida de funcionamiento de la 
planta que se desee controlar se describe de forma gráfica en la Figura 60. 
7.2. Regulador proporcional 
En este tipo de regulador sólo es necesario aumentar o disminuir la ganancia, en función 
de las especificaciones deseadas. Únicamente consta de un parámetro, la ganancia (k), que 
se determinará por medio del criterio de módulos. 
7.3. Regulador proporcional-derivativo 
El regulador PD se utilizará para hacer pasar el LDR por los polos dominantes y que 
proporcionen las especificaciones deseadas. En la figura 11 se explica, mediante un 
flujograma, la determinación de los parámetros de dicho regulador: Td y K. 
Para calcular el ángulo que aporta el cero del PD al sistema sin compensar para que el LDR 
pase por los polos dominantes, se utilizará el criterio de argumentos. El valor de Td (cero 










donde θz es el ángulo que aporta el cero del PD. Obtenido el valor de Td, sólo queda 




- Fdt del sistema sin compensar
- Especificaciones temporales
- Especificaciones estáticas
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Figura 60 - Organigrama de diseño de reguladores por el método de LDR 
Fdt del regulador PD Calcular el ángulo que 
aporte el cero derivativo 
del PD al LDR del 
sistema sin compensar 
para que el LDR pase 
por los polos dominantes
Situación del cero:
Cálculo K por el 
criterio de módulosFIN
( ) (1 )R dG s K T s= ⋅ + ⋅
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Figura 61 - Organigrama para el diseño de un PD por el método de LDR 
7.4. Regulador proporcional-integral 
Este tipo de regulador se utilizará para corregir el error en régimen permanente, ya que 
aumenta el tipo de sistema y, por tanto, si el error es distinto de infinito, lo anulará. En el 
flujograma de la Figura 62 se explica la obtención de los parámetros característicos de este 
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calculados K y 
1/Td ?
Calcular ángulo que aporte 
el cero del PD al LDR del 
sistema sin compensar para 
que el LDR pase por los 
polos dominantes
Situación del cero:
Calculamos K por el 
Criterio de Módulos
Situar  cero integrador del PI en:
¿ Se cumple el 
criterio de 
argumentos ?
Volver a calcular K 
por el criterio de 
módulos
FIN
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= ⋅
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Figura 63 - Organigrama para el diseño de un PID por el método de LDR 
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7.5. Regulador proporcional-integral-derivativo 
Este tipo de regulador, integra en un solo regulador las características de los dos 
reguladores anteriores, el PI y el PD, ya que hace pasar el LDR por los polos dominantes y 
a su vez también corrige la especificación del error en régimen permanente. La Figura 63 
explica la obtención de sus parámetros característicos K, Ti y Td, por medio de un 
flujograma. 
Como se puede observar en dicho flujograma, el regulador PID es una síntesis entre un 
regulador PD y un regulador PI. 
8. Conclusiones 
Como se ha podido observar a lo largo de este capítulo el método de diseño de 
reguladores a partir del lugar de las raíces es un método de una gran potencia en cuanto 
a la obtención de un regulador para unas especificaciones deseadas determinadas, a pesar 
de que la introducción de la parte integral aleja un poco las especificaciones de las 
deseadas. Posee dos inconvenientes fundamentales: el primero de ellos es debido a la 
imposibilidad de representar en el lugar de las raíces sistemas con retardo puro, que son 
muy frecuentes en la práctica, el segundo es que si se dispone de distribuciones de polos 
y ceros dispersos (en general si posee un número alto de singularidades), la obtención del 
regulador para unas especificaciones determinadas es casi imposible. 
En otro término es necesario mencionar que se necesita un conocimiento muy detallado 
del sistema para poder realizar el diseño del regulador, por tanto, es necesario una 
identificación concienzuda de la planta a regular, hecho que no siempre es posible. Pero 
en funciones de transferencia en las que no se de algunos de estos dos casos se puede 
emplear este método de diseño con resultados muy satisfactorios. Al ser un procedimiento 
posee una aplicación inmediata mediante ingeniería de conocimiento. 
Es necesario indicar también que la aplicación de este método no es posible en todos los 
casos pese a que se haya realizado una buena identificación. Los conocimientos de 












Diseño de reguladores con el uso 













En este capítulo se pretende abordar la metodología empleada en el diseño de reguladores 
PID mediante el empleo del diagrama de Bode, técnica muy utilizada en todos los ámbitos 
por tener una resolución sencilla en todo tipo de sistemas, y que permite obtener unas 
especificaciones determinadas. Es una de las técnicas más usuales, pues puede ser utilizada 





La respuesta en frecuencia se puede definir como la respuesta en régimen permanente a 
una entrada senoidal. La salida del sistema tendrá una amplitud y un desfase determinados, 
en función de la frecuencia de la señal de entrada en ese instante. El análisis en frecuencia 
de un sistema es un medio muy importante para su estudio y control. La relevancia de las 
técnicas en frecuencia subyace por razones de diversa índole; la primera de ellas es la gran 
disponibilidad de señales de prueba senoidales en amplios rangos de frecuencias y 
amplitudes. Asimismo, es muy sencillo realizar medidas de amplitudes y frecuencias en una 
salida de un sistema acondicionada debidamente, ante un barrido de frecuencias en la 
entrada. Tras haber obtenido la respuesta en frecuencia del sistema, existen técnicas para 
obtener su función de transferencia a partir de ella. Otra ventaja es que el diseño y ajuste 
de parámetros de la función de transferencia de un sistema, para que cumpla unas 
determinadas especificaciones es sencillo de obtener en el dominio de la frecuencia. Con 
esta técnica se pueden averiguar los efectos del ruido y las variaciones de parámetros. Si 
fuese necesario obtener la respuesta transitoria de un sistema, esta se puede obtener a 
partir de la respuesta en frecuencia, hecho que es bastante complejo a medida que 
aumenta el orden del sistema, recurriendo por tanto a la aproximación a uno de segundo 
orden. 
Este método frente al del lugar de las raíces, decir que en sistemas de alto orden el último 
resulta muy difícil su utilización ya que es necesaria la determinación de las raíces de la 
ecuación característica. Existen metodologías en frecuencia que permiten obtener 
información de la estabilidad del sistema sin calcular las raíces, así como posibilidad de la 
implementación de reguladores de una forma sencilla. 
En múltiples casos los métodos de ajuste basados en el dominio de la frecuencia son muy 
interesantes. Una de las ventajas es que necesitan menor información de la dinámica del 
proceso que los basados en otros métodos. Cabe destacar que trabajando de esta forma 
no va a ser necesario normalmente un conocimiento exhaustivo del sistema, sino que se va 
a tratar de mejorar la respuesta frecuencial en aquellas zonas que le interese al diseñador 
del controlador para cumplir unas determinadas especificaciones. 
Se va a tratar en este capítulo la obtención de reguladores PID a partir de la respuesta en 
frecuencia de sistemas, que como se verá se consigue a partir de otros reguladores como 
el PI y el PD, que será necesario comentar por ese motivo. El diseño de los controladores 
se va a llevar a cabo a partir de los diagramas de Bode. H.W. Bode usó las gráficas de 
respuesta frecuencial de magnitud y fase e investigó la estabilidad en lazo cerrado usando 
las nociones de margen de ganancia y fase. En 1945 aparecen los detalles completos del 
trabajo de Bode en su libro "Network Analysis and Feedback Amplifier Design". Se va a 
repasar inicialmente de forma resumida la construcción de las curvas de Bode. 
2. Construcción de los diagramas de Bode 
En este apartado se indican de forma resumida y práctica, los pasos a seguir para la 
construcción de los diagramas de Bode de un sistema en su aproximación asintótica (se 
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realiza con el sistema en cadena abierta). Van a ser necesarios para poder diseñar las redes 
de adelanto-retraso (PID real). 
En primer lugar es necesario dejar los términos de las funciones de transferencia de la forma 
que se indica en la Ecuación 78. 
)1( ±± Tjω  
Ecuación 78 














es necesario hacer la simplificación indicada en la Ecuación 80 para poder dibujar el 















































Se muestran en primer lugar como son los diagramas de Bode de diferentes términos por 
separado: 








0º / dec (k<0)
0º / dec (k>0)
0 db/dec 
 
Figura 64 - G(jω) = k 













1/10T 10/T  
Figura 65 - G(jω) = jωT + 1 














Figura 66 - G(jω) = jωT - 1 














Figura 67 - G(jω) = -jωT - 1 















































































































































































Figura 74 - ωω jjG =)(  
Estos van a ser utilizados posteriormente en el trazado de los diagramas de funciones de 
transferencia. 
Manteniendo el ejemplo que se estaba mostrando previamente, al cual se le habían 
realizado algunas modificaciones hasta obtener la Ecuación 80, se procede a la elaboración 
de la Tabla 17 de módulos y de argumentos que va a servir en el trazado gráfico del 
diagrama de Bode (se supone que T3>T2 y T2>T1). 
Tabla de módulos  Tabla de argumentos 
      T1    T2     T3                      T1/10   T2/10    T3/10     10T1     10T2     10T3 de a 
A 0 0 0 0  A 0 0 0 0 0 0 0 0º 0º 
B 0 1 1 1  B 0 1 1 1 0 0 0 0º 90º 
C 0 0 -1 -1  C 0 0 -1 -1 -1 0 0 0º -90º 
D 0 0 0 -1  D 0 0 0 -1 -1 -1 0 0º -90º 
Σ 0 1 0 -1  Σ 0 1 0 -1 -2 -1 0 0º -90º 
Tabla 17 - Tabla de trazado del diagrama de Bode para ejemplo 
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El comienzo de la gráfica se realiza en una frecuencia de tal forma que se pueda representar 
en su totalidad. Para obtener el punto de arranque de la curva de módulos se realizará el 
siguiente cálculo 20 log (ganancia), que en este caso después de las simplificaciones 



















En el ejemplo no existen polos en el origen y, por tanto la pendiente de la curva de módulos 
en el arranque es nula, pero en el supuesto de que a la hora de confeccionar el diagrama 
de una función de transferencia esta posea un polo en el origen, la pendiente de arranque 
de la curva de módulos no va a ser cero, y en dicho caso va a ser necesario restarle al 
arranque calculado previamente 20log(frecuencia de comienzo). Si en lugar de un polo 
tiene dos lo que se ha de restar es 40log(frecuencia de comienzo), y así sucesivamente en 
función del número de polos en el origen a razón de 20x(nº polos). De forma genérica 
quedaría una expresión como la que se indica a continuación cuando existan polos en el 
origen. 
[ ] [ ]comienzofrecuenciaorigenenpolosnGanancia _log)__º(20log20 ⋅−⋅  
Ecuación 82 
|G(jω)|db
ω (rad/seg)T1 T2 T3
ω (rad/seg)
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Figura 75 - Diagrama de Bode ejemplo 
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Si se representa la curva de módulos y de argumentos del diagrama de Bode 
correspondiente al ejemplo que se viene utilizando, el resultado es el mostrado en la Figura 
75. 
Fijándose en la confección de las gráficas se puede observar, que se sigue la Tabla 17 
elaborada previamente. En la gráfica se ha indicado además la pendiente de las rectas en 
cada tramo, así como el punto de arranque en la curva de módulos y los ángulos de partida 
y de llegada en la curva de argumentos. 
3. Especificaciones frecuenciales  
Existen básicamente cinco especificaciones de la respuesta en frecuencia de un sistema, de 
las cuales dos de ellas se obtienen con el sistema en lazo abierto y las otras tres con el en 
lazo cerrado. Las primeras cuya definición se enuncia seguidamente, se extraen de las 
curvas de módulos y de argumentos comentadas previamente: 
3.1. Margen de ganancia 
El margen de ganancia es el valor de la ganancia expresada en decibelios, que puede 
añadirse al lazo abierto antes de que el sistema en lazo cerrado se vuelva inestable. 
3.2. Margen de fase 
Es el ángulo en grados que se puede disminuir al sistema en lazo abierto antes de 
convertirlo en oscilante o críticamente estable 
Para obtener ambas especificaciones es indispensable hacerlo desde las curvas de módulos 
y de argumentos conjuntamente para una misma escala de frecuencias en el eje de 
abscisas. Para comprender bien como se extraen esos datos es conveniente fijarse en la 
figura 13. En primer lugar, se obtiene el punto de corte de la curva de módulos con cero 
decibelios, en donde se extrae la frecuencia de cruce de ganancia (ωcg). En segundo lugar, 
se obtiene la frecuencia a la que la curva de argumentos corta los -180º, en donde se tiene 
la frecuencia de cruce de fase (ωcf). Con estos datos ya se pueden obtener los márgenes 
de ganancia y fase del sistema como se detalla a continuación: 
- Margen de Ganancia (MGdb). - Es la distancia que existe entre la curva de 
módulos y la recta de cero decibelios a la frecuencia de cruce de fase. Este es 
positivo, siempre y cuando la medida quede por debajo de la recta horizontal 
de cero decibelios. 
- Margen de fase (MFº). - Es la distancia que existe entre la curva de argumentos y la 
recta de -180º a la frecuencia de cruce de ganancia. Es positivo, siempre que la 














Figura 76 - Explicación gráfica de MF y MG 
Tal y como está representados en la figura 13 los márgenes de ganancia y fase en este caso 
son positivos ambos. Es importante indicar que es indispensable que ambos valores sean 
positivos para que el sistema sea estable, el hecho de que sean negativos indica 
inestabilidad. Se precisan las siguientes consideraciones prácticas enunciadas por Katsuhiko 
Ogata: 
- Los dos valores delimitan el comportamiento del sistema en lazo cerrado 
cerca de la frecuencia de resonancia (esta especificación se comenta 
seguidamente). 
- Para obtener un rendimiento satisfactorio el margen de fase ha de estar entre 
30º y 60º, así como el margen de ganancia ha de ser mayor de 6 db. De esta 
forma un sistema posee una estabilidad garantizada. 
- En los casos prácticos, para la estabilidad es conveniente una pendiente de -
20db/dec en la frecuencia de cruce de ganancia. Si es -40db/dec puede ser 
estable o inestable, y si es de -60db/dec, el sistema es muy probable que sea 
inestable. 
3.3. Frecuencia de resonancia 
Es la frecuencia a la cual la función de transferencia en cadena cerrada del sistema posee 
un máximo. 
3.4. Máximo de resonancia 
Es el valor máximo de la curva de módulos en cadena cerrada del sistema. 
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3.5. Ancho de banda 
Es el valor de la frecuencia para la cual la amplitud de la salida es de 2/1  de la amplitud 
de entrada. O dicho de otro modo es la frecuencia para la cual la salida cae 3 decibelios 
respecto a la entrada. 
Como se ha comentado al comienzo de este apartado, la obtención de estas tres 
especificaciones definidas previamente tiene lugar con el sistema en cadena cerrada. Para 










Figura 77 - Explicación gráfica de B, ωr y Mr 
Esta sería la forma más genérica de representación, pero existe otra muy frecuente en 











Figura 78 - Explicación gráfica de B, ωr y Mr 
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La Figura 78 es una particularización de la 77, en donde se identifican las especificaciones 
de igual modo. En este caso la obtención de las especificaciones se realizará como se indica 
a continuación: 
- Ancho de banda B (rad/seg.).- La forma más sencilla de obtener este valor es 
gráficamente, dibujando la curva de módulos en cadena cerrada, y en el 
momento que descienda 3 decibelios se localiza la frecuencia o frecuencias 
de corte, y se obtendrá el ancho de banda como se ha indicado en las Figura 
76 y Figura 77. 
- Frecuencia de resonancia ωR (rad/seg).- Para esta especificación y la siguiente 
se establece en primer lugar que la función de transferencia en cadena 










En donde G(jω) es la función de transferencia en cadena directa y H(jω) es la 







Figura 79 - Sistema típico 
Como se puede ver en las Figura 77 y Figura 78 la frecuencia de resonancia se 
da en un máximo de la función, y en consecuencia la pendiente en ese punto 











- Máximo de resonancia MR.- Este es el valor máximo de la curva de módulos y 
además se da a la frecuencia de resonancia, y por tanto se obtendrá como se 
indica en la Ecuación 85. 
RRRR MdbMjMM log20)()( =⇒= ω  
Ecuación 85 
El máximo de resonancia proporciona una idea de la estabilidad relativa del sistema. Si 
posee un valor alto indica que el sistema posee un par de polos dominantes en cadena 
cerrada próximos al eje imaginario, provocando una respuesta en régimen permanente con 
83 
 
mucha oscilación. Sin embargo, si el máximo de resonancia es pequeño quiere decir que la 
respuesta transitoria del sistema tiene poca oscilación si la tiene. Dado que las magnitudes 
de la frecuencia de resonancia y el máximo de resonancia son magnitudes fáciles de medir 
sirven sobre todo para comprobar los resultados teóricos con los prácticos. Es importante 
resaltar que es más frecuente para problemas prácticos de diseño especificar el margen de 
fase y el margen de ganancia. 
En cuanto al ancho de banda da una idea de cómo un sistema sigue en su salida una 
senoide dispuesta a la entrada. El ancho de banda disminuye con el incremento del 
coeficiente de amortiguamiento, en consecuencia, se puede afirmar que el tiempo de 
respuesta es inversamente proporcional al ancho de banda. La especificación del ancho de 
banda es determinada por los siguientes factores: 
- La capacidad de reproducir la señal de la entrada (un ancho de banda grande 
tiene como consecuencia tiempos de subida pequeños). 
- Las características de filtrado necesarias para el ruido de alta frecuencia. 
En referencia al ruido, el ancho de banda no ha de ser demasiado grande. Por ese motivo 
existe conflicto en cuanto a la elección del ancho de banda y es necesario alcanzar un 
equilibrio de diseño. 
Como se ha enunciado en estas últimas anotaciones, las especificaciones frecuenciales 
están en muchos casos íntimamente ligadas a las especificaciones temporales. En este 
término en el siguiente apartado se comenta la relación existente entre ambas. 
4. Relación entre las especificaciones frecuenciales y las 
temporales 
Es necesario para realizar esta comparación hacer el supuesto de que se está frente a un 















La respuesta ante una entrada escalón unitario es la típica de un sistema de 2º orden 
subamortiguado, y la respuesta en frecuencia es similar a la mostrada anteriormente en la 
Figura 77. Se hace seguidamente una recopilación de las expresiones en función de los 
términos de la función de transferencia, así se tiene en primer lugar que la sobreoscilación 






= arctg  

















Se sabe en otro término que la frecuencia natural amortiguada del sistema es la que se 
muestra en la Ecuación 88. 
21 ξωω −= nd  
Ecuación 88 











Con la expresión de θ mostrada en el desarrollo de la Ecuación 87 y con el de ωd de la 
Ecuación 88 se obtiene también el tiempo de respuesta que se muestra en la Ecuación 90, 



























En cuanto a las especificaciones frecuenciales que se obtienen de la función de 
transferencia en cadena cerrada expresadas con los términos que intervienen en la Ecuación 
85, por un lado, se tiene la frecuencia de resonancia que viene expresada como se indica 
en la Ecuación 91. 
221 ξωω −= nr  
Ecuación 91 






Se tiene por último en cuanto a especificaciones en cadena cerrada que el ancho de banda 
es el que se indica en la Ecuación 93. 




Se muestran seguidamente las especificaciones frecuenciales de un sistema en lazo abierto 
en función de los parámetros que intervienen en la función de transferencia de la Ecuación 
85. Se tiene en primer lugar la Ecuación 94 de la frecuencia de cruce de ganancia (ωcg). 
142 42 ++−= ξξωω ncg  
Ecuación 94 








Esta ecuación a veces se aproxima de la siguiente forma (Ecuación 96) 
ξ⋅≅100MF  
Ecuación 96 
Teniendo en cuenta las diferentes expresiones enunciadas, en las que intervienen los 
mismos parámetros, es fácil predecir por ejemplo como va a influir un aumento del ancho 
de banda en las especificaciones temporales, o viceversa si se modifica un parámetro para 
cambiar una especificación temporal, predecir cómo va a influir en las frecuenciales. 
Esta correlación entre especificaciones se cumple para sistemas de 2º orden con un par de 
polos dominantes, o para sistemas de orden superior que se comporten del mismo modo. 
Teniendo en cuenta esto, es necesario una vez compensado un sistema en el dominio de 
la frecuencia observar su respuesta en el dominio del tiempo, para comprobar si se 
cumplen las especificaciones deseadas. En la mayoría de los casos la aproximación da 
buenos resultados, pero existen casos con desviaciones considerables. 
Partiendo de la base de que se dispone de un sistema de este tipo se puede obtener una 
tabla resumen (Tabla 18) simplemente dando valores, en la que se ve la progresión de las 
especificaciones ante un aumento del coeficiente de amortiguamiento ξ, y de esta forma 
se puede ver como varían las especificaciones frecuenciales frente a las temporales y 
viceversa. 
ξ Mp Wd tp tr ωr Mr B ωcg MF 
↑ ↓ ↓ ↑ ↑ ↓ ↓ ↓ ↓ ↑ 
Tabla 18 - Resumen de variación de especificaciones frecuenciales y temporales 
5. Diseño de reguladores con los diagramas de Bode 
En los puntos desarrollados previamente se ha mostrado como obtener las especificaciones 
frecuenciales que posee un sistema, haciendo hincapié en que definen su estabilidad, 
reafirmando esto último mediante la comparación con especificaciones temporales que son 
en cierta medida más entendibles. 
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En este punto se aborda el diseño de reguladores PID para modificar las especificaciones 
de acuerdo con unos requerimientos determinados. Para ello en primer lugar se explican 
las redes de adelanto de fase, las de retardo, las de retardo adelanto. Seguidamente se 
comentan los controladores PD, PI y PID como casos especiales de las anteriores. 
5.1. Regulador proporcional (P) 
Este tipo de regulador sólo posee un parámetro, la ganancia (k), por lo tanto, también 
vamos a poder modificar el punto de arranque de la curva de módulos del sistema.  
Teniendo en cuenta la ecuación del punto de arranque de la curva de módulos (20 log k) y 
haciendo un estudio más a fondo, tenemos 2 posibilidades. 
5.1.1. K>1 
En este caso estamos reduciendo el margen de ganancia al sistema, aumentando la 
frecuencia de cruce de ganancia y, por consiguiente, modificando también el margen de 
fase del sistema.  
Sin embargo, no podemos aumentar descontroladamente la ganancia k. Tenemos el límite 
de igualar la frecuencia de cruce de ganancia con la frecuencia de cruce de fase ya que, 
sino, el sistema se volvería inestable. 
5.1.2. K<1 
En este caso estamos aumentando el margen de ganancia del sistema y reduciendo la 
frecuencia de cruce de ganancia y, por consiguiente, modificando también el margen de 
fase del sistema.  
Datos de partida






    - Reducción MG.
    - Aumento Wcg
    - Modificación MF.
    - Aumento MG.
    - Redución Wcg
    - Modificación MF.
LIMITACIONES
- Regulación hasta que 
Wcg = Wcf (sistema 
oscilante)
LIMITACIONES




Figura 80 - Organigrama de diseño de un regulador P 
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Al igual que el caso anterior, debemos tener cuidado porque podemos hacer que el sistema 
se quede sin frecuencia de cruce de ganancia y, por lo tanto, hacer que su margen de fase 
sea infinito. Se muestra detalladamente en la Figura 80. 
5.2. Redes de adelanto de fase (PD Real) 
Un compensador de adelanto de fase posee la siguiente función de transferencia expresada 



















⋅=  con )10( <<α  
Ecuación 97 
Debido a la restricción de α en que ha de estar comprendido entre 0 y 1, el cero estará 
situado a la derecha del polo en el plano complejo. 










Figura 81 - Curva de módulos y argumentos de un regulador PD real 
El procedimiento para el diseño de una red de adelanto de fase es el que se indica 
seguidamente: 
1. Si se pone en serie el regulador con la función de transferencia como se indica en 
















α    siendo   )()( sGKSG ce α=  
Ecuación 98 
lo primero que hay que hacer es calcular la ganancia K que es equivalente a Kcα 
para que el sistema satisfaga la constante del error especificada. 
2. Empleando el valor de K calculado en el paso anterior, trazar el diagrama de Bode 
del sistema sin regular, y calcular el margen de fase del sistema. 
3. Calcular el adelanto de fase máximo requerido empleando la Ecuación 99. 
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εφφφ +−= ncem  
Ecuación 99 
donde фm es el adelanto de fase requerido, фe es el especificado, фnc es el del 
sistema no compensado y ε es un margen de fase de seguridad para tener en 
cuenta que la frecuencia de cruce aumenta con la regulación del sistema. Este 
parámetro ε va a poseer unos valores de 5º para aquellos sistemas en que el sistema 
no compensado posea unas pendientes de hasta -40db/dec, y valores de entre 15º 
y 20º para pendientes más elevadas. 
4. Una vez calculado el adelanto de fase necesario para el sistema compensado se 











Si el ángulo de fase requerido фm fuese mayor de 60º, es conveniente emplear dos 
redes idénticas en la que cada una contribuya con фm/2 
5. Con el parámetro α se determina la frecuencia en donde la magnitud del sistema 
no compensado posee el valor mostrado en la Ecuación 101. Esta frecuencia se toma 









1log20_____ gananciadecrucedefrecuenciaNueva  
Ecuación 101 







de donde se obtiene que T vale lo indicado en la Ecuación 103. 
αωm
T 1=  
Ecuación 103 
6. Se determinan a continuación las frecuencias de esquina del regulador de adelanto 
como se indica en las siguientes expresiones, bien en función de la nueva frecuencia 

















7. A la hora de dibujar el diagrama de Bode del sistema sin compensar, se puede 
haber juntado una ganancia propia del sistema, con la ganancia que ha sido 
calculada en el apartado 1 para satisfacer el error especificado. Es necesario 
separarlos para obtener la función de transferencia del regulador. 
8. Se dibuja seguidamente el Bode del sistema compensado y se determina el nuevo 
margen de fase. Si no resultase ser el especificado es necesario incrementar el valor 
de ε del apartado 3, y repetir el proceso de nuevo. 
9. Una vez que el margen de fase es el deseado, se comprueban otras especificaciones 
adicionales del comportamiento del sistema. 
5.3. Redes de retardo de fase (PI Real) 
Un compensador de retardo de fase posee una función de transferencia de varios modos 



















⋅=    con   )1( >β  
Ecuación 106 
Debido a la restricción de β en que ha de ser mayor de 1, el polo estará situado a la derecha 
del cero en el plano complejo. 












Figura 82 - Curva de módulos y argumentos de un regulador PI real 
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El procedimiento para el diseño de una red de retardo de fase es el que se indica 
seguidamente: 
1. Si se pone en serie el regulador con la función de transferencia como se indica en 
















   siendo   )()( sKGSGe =  
Ecuación 107 
lo primero que hay que hacer es calcular la ganancia K para que el sistema satisfaga 
la constante del error especificada. 
2. Empleando el valor de K calculado en el paso anterior, trazar el diagrama de Bode 
del sistema sin regular, y calcular el margen de fase del sistema. 
3. Se busca en el diagrama la frecuencia a la cual el sistema sin regular posee el 
margen de fase indicado en las especificaciones de partida (ωe). Seguidamente se 
aplica la Ecuación 108, 
εφφ += e  
Ecuación 108 
donde ф es la contribución al margen fase requerido, фe es el especificado y ε es 
un ángulo de seguridad para compensar el desfase que introduce la red de retardo. 
Este parámetro ε va a poseer unos valores de entre 5º y 15º. 
4. Se mide el valor de la curva de módulos a la frecuencia ωe que se denomina A, y 
se iguala con el valor de la atenuación necesaria de la red como se indica en la 
Ecuación 109, obteniendo de este modo el valor de β. 
βlog20=A  
Ecuación 109 
5. Se escoge ahora la frecuencia de codo superior ω2=1/T una década por debajo de 
la frecuencia a la que se obtiene el margen de fase especificado ωe. Escogiéndose 
este valor como se indica en la Ecuación 110. 
T
1
2 =ω  siendo este valor igual a alguno entre 102
ee yωω  
Ecuación 110 
En redes analógicas no se puede aumentar más el denominador. De esta expresión 
se extrae el valor de T necesario en la confección del regulador. 
6. Una vez obtenido el valor de T y de β la red de retardo de fase queda totalmente 
definida. Con lo cual se procede al trazado del diagrama de Bode del sistema ya 
compensado y a la comprobación del margen de fase obtenido. 
7. En caso de que no se cumpliese alguna especificación sería necesario tomar un 
nuevo valor de ε del apartado 3, o probar con un nuevo valor de 1/T del apartado 



























Figura 83 - Organigrama de diseño de un PID real 
5.4. Redes de retardo-adelanto de fase (PID Real) 
El diseño de un regulador de retardo-adelanto por el método de Bode se basa en las 
técnicas mostradas por separado previamente. Se muestra en la Figura 85 el método a 
seguir en un diagrama. 
Para realizar estos reguladores se establece una relación entre los parámetros α y β de los 
dos compensadores explicados. Dicha relación dice que el parámetro α de la red de 
adelanto debe ser igual a la inversa del valor de β de la red de retardo como se observa en 
la Ecuación 111 
β
α 1=  
Ecuación 111 
La parte correspondiente a la red de adelanto altera la curva de respuesta en frecuencia 
añadiendo un ángulo de adelanto de fase e incrementando el margen de fase en la 
frecuencia de cruce. En cuanto a la sección de retardo produce atenuación cerca y por 
encima de la frecuencia de cruce, y permite el incremento de la ganancia en el rango de 
bajas frecuencias para mejorar el comportamiento en régimen permanente. 
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La función de transferencia de la red de retardo-adelanto es la que se muestra en la 
Ecuación 112: 



























5.5. Reguladores PD 
La función de transferencia del regulador PD es la que se muestra en la Ecuación 113: 
( )TsKsGc += 1)(  
Ecuación 113 
En este caso se trata de un caso especial de una red de adelanto, a la que no se le ha 
incluido el polo que lleva esta, si se realizase la representación del diagrama de Bode de 












Figura 84 - Curva de módulos y argumentos de un regulador PD 
El método de diseño se ilustra en el diagrama de la Figura 85. 
Se observa en esta figura que la introducción de un controlador de este tipo añade fase al 
sistema, por lo que se puede provocar en consecuencia un gran incremento del margen de 
fase del sistema que se pretende regular. Asimismo, se puede ver que se añaden 20 db por 
década a la curva de módulos a partir de las frecuencias que estén por encima de la 
posición del cero del regulador. 
El procedimiento de diseño para un determinado margen de fase en las especificaciones 
que se pretenden alcanzar es el mismo que para un compensador de adelanto de fase, con 
la salvedad de que en este caso no se le va a introducir un polo al sistema, es decir que tan 
solo se tendrá en cuenta el cero que se le ha dispuesto a la mencionada red. 
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Al aumentar el margen de fase del sistema se contribuye a la mejora de la estabilidad 
relativa de este. Teniendo en cuenta esto el diseño del controlador se ha de llevar a cabo 
de tal modo que se realice la mayor aportación de margen de fase, pero esto dependerá 
de la ubicación del cero, pues se puede incrementar la frecuencia de cruce de ganancia en 
la curva de módulos, y es necesario optimizar la ubicación para el cometido comentado. La 
mejor forma de conseguirlo es probando hasta acotar aproximadamente la zona en la que 
se produce el mayor margen de fase. 
Datos de partida










Cálculo MF del 
sistema K.G(s)
Cálculo MF necesario: Mfnec= MF-



























Figura 86 - Curva de módulos y argumentos de un regulador PI 
5.6. Reguladores PI 










En este caso también nos encontramos ante un caso especial de una de las redes explicadas 
anteriormente, en concreto la de retardo. Pero es necesario tener en cuenta una serie de 
aspectos no desarrollados anteriormente, y por ese motivo se va a desarrollar el diseño de 
este tipo de regulador en detalle. 
Realizando el trazado del diagrama de Bode de esta función de transferencia se tiene la 
Figura 86. 
El regulador PI se caracteriza por la disminución de fase que se realiza a bajas frecuencias. 
El polo del origen da lugar a una sustracción en el ángulo de 90º, pero el cero del 
controlador contrarresta el efecto introduciendo fase al sistema, ocasionando que el 
regulador a altas frecuencias no ejerce influencia sobre el sistema que se pretende regular. 
El propósito de la introducción del regulador es el de mejorar el margen de fase del sistema, 
hecho que aparentemente no es lo que se puede conseguir dadas las consecuencias que 
provoca. Debido a esto es importante que el cero del regulador este por debajo de la 
frecuencia de cruce de ganancia del sistema, y de esa forma el cero resta una cantidad 
pequeña de ángulo al nuevo margen de fase del sistema compensado. 
Para aumentar el margen de fase del sistema compensado se tiene en cuenta lo siguiente: 
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- La mayoría de los sistemas posee una curva de argumentos decreciente, debido a 
que el grado del denominador es mayor que el del numerador. 
- El regulador PI atenúa la curva de módulos en aquellas frecuencias superiores al 
cero. 
Debido a todo esto es importante situar el cero por debajo de la nueva frecuencia de cruce 
de ganancia, a una distancia tal que no tenga efecto en la curva de argumentos en dicha 
frecuencia. La curva de módulos tras la introducción del regulador se ve atenuada y, la 
frecuencia de cruce de ganancia se producirá a un valor menor que la del sistema sin 
regular, lo que provoca que el margen de fase sea mayor, ya que la curva de argumentos 
es decreciente. 
El regulador PI produce por tanto en primer lugar una reducción de la frecuencia de 
transición, lo que provoca que el sistema sea más lento en la respuesta temporal, y en 
segundo lugar se incrementa el margen de fase, lo que mejora la estabilidad relativa y el 
sistema poseerá menor sobreoscilación. 






























El procedimiento del diseño de un regulador PI se detalla a continuación: 
1. Si se tiene especificación de algún error es necesario ajustar la ganancia necesaria 
para corregirlo. 
2. Empleando el valor de K calculado en el paso anterior, trazar el diagrama de Bode 
del sistema sin regular, y calcular el margen de fase del sistema. 
3. Se busca en el diagrama la frecuencia a la cual el sistema representado en el punto 
anterior posee el margen de fase indicado en las especificaciones de partida, 
aplicando para ello la Ecuación 116, 
εφφ ++−= e180  
Ecuación 116 
donde ф es el ángulo de la curva de argumentos en donde se ha de localizar la 
frecuencia a la cual se da el margen de fase especificado, фe es el margen de fase 
especificado y ε es un ángulo de seguridad para compensar el desfase que 
introduce la red de retardo. Este parámetro ε va a poseer unos valores de entre 5º 
y 15º. De este punto se obtiene la frecuencia ωe a la cual se da el margen deseado. 
4. Se mide el valor de la curva de módulos a la frecuencia ωe que se denomina A, y 
teniendo en cuenta la Figura 86 se iguala con el valor de la atenuación como se 
indica en la Ecuación 117, teniendo en cuenta que la ubicación del cero está en 1/a 
y que el controlador tendrá un valor de K determinado. Esto es debido a que, la 
suma a la frecuencia ωe del módulo de la función de transferencia sin compensar y 
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 −=−=  
Ecuación 117 
Nota: K=KI y a=KP/KI (Ecuación 115) 
Como a la frecuencia ωe la suma del módulo del regulador más el módulo del 
sistema sin compensar ha de ser cero, de la expresión 117 se obtiene por tanto el 
valor de Kp. 
Datos de partida:




Ajustar la ganancia K 
para que cumpla el error
Con el K anterior, trazar Bode y 
calcular el margen de fase
Hallar la frecuencia We a la cual :
Calcular al ganancia (A) a la 
frecuencia  We y después 
calcular Kp
180 eφ φ ε= − + +
Se supone:








Figura 87 - Organigrama de diseño de un PI 
5. Como criterio de diseño se escoge ahora la frecuencia del cero ωcero=1/a una 
década por debajo de la frecuencia a la que se obtiene el margen de fase 








Como en el apartado anterior he obtenido Kp, y además sé que el valor de a, que 
es conocido por saber la frecuencia del cero, es el de Kp/Ki, ya se dispone de los 
parámetros que intervienen en el regulador PI y se puede dar valores a las 
constantes de la Ecuación 115. 




5.7. Reguladores PID 
En el caso del regulador PID, la función de transferencia es la que se muestra en la Ecuación 
119. 
s
KsKKsG Idpc ++=)(  
Ecuación 119 
Desde el punto de vista del diseño de un regulador PID en el dominio frecuencial es mucho 
más práctico presentar la función de transferencia como la suma de un regulador PD y la 








KKsKsG Ipdc 221)(  
Ecuación 120 
El diagrama de Bode de esta función de transferencia tiene una forma aproximada a la 
mostrada en la Figura 88. 
|G(jω)|db
ω (rad/seg)/ G(jω)º
ω (rad/seg)  
Figura 88 - Curva de módulos y argumentos de un regulador PID 
Así pues, para diseñar un regulador PID en el dominio frecuencial se realiza una 
implementación en cascada de un regulador PD junto con un PI, teniendo que considerar 
las características de los dos condensadores en el diseño. 
El regulador PI aumenta el margen de fase y reduce la frecuencia de cruce de ganancia del 
sistema, el controlador PD en cambio aumenta la frecuencia de cruce de ganancia del 
sistema, y aumenta también al igual que el anterior el margen de fase. Por tanto, con un 
PID va a ser posible obtener un margen de fase mucho mayor que el obtenido 
individualmente con alguno de los otros por separado. Teniendo en cuenta esto un sistema 
regulado con un PID ha de tener un mayor margen de fase que el sistema sin regular, 
además de mantener o mejorar la velocidad del sistema original. 
Un criterio de diseño es obtener alguna de las dos constantes Ki o Kd, y seguidamente 
aplicar la siguiente relación entre ambas (Ecuación 121), propuesta por Ästrom y Hägglund 
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(1984) en su trabajo de referencia “Automatic tuning of simple regulators with specifications 
of phase and amplitude margins” 
82 ≤≤→= tdti KTKT  
Ecuación 121 
donde Ti=Kp/KI y Td=Kd/Kp. 
La otra posibilidad es realizar un PD para el sistema sin compensar que aporte el mayor 
margen de fase posible, y a continuación dimensionar un PI para la planta con el PD ya 
incorporado, en el que se le fijan especificaciones determinadas, saliendo de este modo la 
parte correspondiente al PI mucho más relajada. Se muestra un diagrama de la 
metodología a seguir en la Figura 89. 
1º Criterio: Ǻström y Hägglund 2º Criterio
Obtener Ti o Td
Aplicar la siguiente 
relación:
donde Ti=Kp/KI y Td=Kd/Kp
Realizar un PD
2 8i t d tT K T K= → ≤ ≤
A continuación 
dimensionar un PI 





dimensionar un PD 
sobre el PI anterior
 
Figura 89 - Organigrama de diseño de un PID 
6. Conclusiones 
Como se ha podido comprobar en el capítulo de diseño de controladores a partir de la 
función de transferencia mediante la técnica del lugar de las raíces permite obtener 
especificaciones muy precisas que se pretenden alcanzar, pero en el supuesto de que no 
fuese posible obtener la función de transferencia del sistema, este método lógicamente no 
sería aplicable. En cuanto a estos tipos de sistemas en los que no es posible disponer de 
una función de transferencia del mismo, una alternativa de diseño consiste en obtener 
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información de la planta mediante la respuesta frecuencial de la misma, que se puede hacer 
de forma experimental. Como se ha visto a lo largo de este capítulo las especificaciones 
temporales y las frecuenciales están ligadas, y mantienen una relación de variación. Por 
tanto, es correcto decir que se puede realizar el diseño de reguladores mediante técnicas 
de diseño basadas en la respuesta frecuencial del sistema a regular. Obviamente este 
método se puede aplicar también con muy buenos resultados a sistemas cuya función de 
transferencia sea conocida. De hecho, en el caso en que se dispone de polos y ceros 
dispersos, lo que es un inconveniente para utilizar el diseño por el lugar de las raíces, 
mediante esta técnica si se podría obtener el regulador. 
Una gran ventaja que se incorpora con el diseño mediante la respuesta frecuencial de 
sistemas, además de la ya comentada para los sistemas en los que no se puede obtener la 
función de transferencia, es que este método se puede aplicar con buenos resultados a 
algunos sistemas no lineales. 
En este caso el método, al igual que para el del lugar de las raíces existe un procedimiento, 
por tanto, aplicar ingeniería de conocimiento tiene sentido y es factible. Su aplicación es 
mucho más amplia que para el lugar de las raíces, incluso se puede realizar ajuste de 
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