The transmission eigenvalues corresponding to the half-line Schrödinger equation with the general selfadjoint boundary condition is analyzed when the potential is real valued, integrable, and compactly supported. It is shown that a transmission eigenvalue corresponds to the energy at which the scattering from the perturbed system agrees with the scattering from the unperturbed system. A corresponding inverse problem for the recovery of the potential from a set containing the boundary condition and the transmission eigenvalues is analyzed, and a unique reconstruction of the potential is given provided one additional constant is contained in the data set. The results are illustrated with various explicit examples.
INTRODUCTION
We consider the so-called transmission eigenvalue problem for the half-line Schrödinger operator with the general selfadjoint boundary condition at the origin. We analyze the corresponding direct and inverse problems when the potential V in the Schrödinger equation is real valued, vanishes when x > b for some positive b, and integrable on the interval (0, b). We say that V belongs to class A if it satisfies the aforementioned three conditions.
The real-valuedness and integrability are standard assumptions [7, 15, 16, 21] on the potential of the Schrödinger equation, and the compact-support property naturally arises in the analysis of transmission eigenvalues [8, 10, 11] . Thus, it is reasonable to restrict our analysis to potentials in class A. Our direct problem consists of the determination of the transmission eigenvalues when the potential and the boundary condition are known. Our inverse problem consists of the recovery of the potential from an appropriate data set containing the transmission eigenvalues.
There are two primary reasons for us to use a general selfadjoint boundary condition at the origin rather than the Dirichlet boundary condition [7, 21] . First, the use of a general selfadjoint boundary condition truly clarifies the meaning and physical interpretation of the transmission eigenvalues. Second, there are important physical problems where selfadjoint boundary conditions other than a Dirichlet boundary condition naturally arise. Hence, our work contributes to the analysis of direct and inverse problems associated with transmission eigenvalues, perhaps by being the first study to consider a general selfadjoint boundary condition instead of the mere Dirichlet boundary condition.
Due to the presence of a boundary parameter in the non-Dirichlet case, the analysis of the Schrödinger equation with non-Dirichlet boundary conditions is naturally more elaborate than the analysis under a Dirichlet boundary condition. There are both similarities and differences between the Dirichlet and non-Dirichlet cases. We refer the reader to [5, 15, 16] and the references therein for the contrast between those cases in the analysis of (1.1). In our study of transmission eigenvalues, we mainly concentrate on the nonDirichlet case, but we also provide in Section 7 a summary of the corresponding results in the Dirichlet case in order to have a comparison with the non-Dirichlet case.
Thus, we consider the Schrödinger equation on the half line
where R + := (0, +∞), the prime denotes the x-derivative, and the potential V belongs to class A and thus vanishes for x > b. The most general selfadjoint boundary condition at x = 0 associated with (1.1) is given by [5, 15, 16] (sin θ) ψ ′ (0) + (cos θ) ψ(0) = 0, (1.2) where the boundary parameter θ can take any value in the interval (0, π]. The case θ = π corresponds to the Dirichlet boundary condition and is equivalent to
In the non-Dirichlet case, i.e. when θ ∈ (0, π), we can write (1.2) as ψ ′ (0) + (cot θ) ψ(0) = 0, 0 < θ < π. (1.4) Note that the mapping θ → cot θ is one-to-one and onto from the interval (0, π) to the entire real axis R, and hence (1.4) can be used for many physical problems with an appropriate choice of θ in the interval (0, π).
If (1.1) comes from the three-dimensional Schrödinger equation with a spherically symmetric potential, then it is natural to impose (1.3) so that the corresponding solution to the three-dimensional Schrödinger equation remains finite at x = 0. Because (1.3) is used as the implicit boundary condition in many physical problems, some physicists may not even be aware of the mathematical necessity of imposing a boundary condition at x = 0 for (1.1). However, the so-called bound-state energies corresponding to the discrete eigenvalues of (1.1) are directly affected by the choice of the boundary parameter θ appearing in (1.2).
We refer the reader to (1.4)-(1.6) of [3] for the elaboration on the natural occurrence of (1.3). On the other hand, there are important physical problems where (1.4) rather than (1.3) is appropriate to use. For example, in the inverse problem of the recovery of the shape of the human vocal tract from sound pressure measurements at the mouth, (1.1) and (1.4) arise in a natural manner [1, 2] with
where r(x) corresponds to the cross sectional radius of the vocal tract as a function of the distance from the glottis, and r ′ (x) corresponds to the slope (bending) of that radius function, with the understanding that x = 0 indicates the location of the glottis. The boundary condition (1.4) also appears in various other vibrating systems [13] .
The transmission eigenvalues [3, 4, [8] [9] [10] [11] [16] [17] [18] [19] 
On the other hand, the transmission eigenvalues for the Schrödinger equation with the non-Dirichlet boundary condition (1.4) correspond to those λ-values yielding nontrivial solutions ψ and ψ 0 for the system 5) which is obtained by replacing the Dirichlet boundary condition at x = 0 with the general selfadjoint boundary condition given in (1.4).
Our paper is organized as follows. We first analyze the direct problem for (1.1) with the boundary condition (1.4) corresponding to the non-Dirichlet case. Our direct problem under study consists of the determination of the corresponding transmission eigenvalues when the potential V in class A and the boundary parameter cot θ are given. For this purpose, in Section 2, we introduce the corresponding Jost solution f (k, x), the regular solution ϕ(k, x), the Jost function F (k), and the scattering matrix S(k), and we present their properties relevant to our study. In Section 2, we also introduce the quantities corresponding to (1.1) with V (x) ≡ 0 and (1.4), namely the Jost solution f 0 (k, x), the regular solution ϕ 0 (k, x), the Jost function F 0 (k), and the scattering matrix S 0 (k), which are denoted by using the subscript zero. In the same section we indicate that a potential V in class A is uniquely determined by the corresponding Jost function F (k) and briefly outline the steps to recover V from F (k). In Section 3 we show that the transmission eigenvalues are related to the zeros of the key quantity D(k) defined in (3.1), and in (3.4)
we express D(k) in terms of the "perturbed" Jost function F (k) and the "unperturbed"
Jost function F 0 (k), and in (3.5) we express D(k) in terms of the "perturbed" scattering matrix S(k) and the "unperturbed" scattering matrix S 0 (k). With the help of (3.5) we prove that any transmission eigenvalue λ comes from a k-value related to the solution of the equation S(k) = S 0 (k) with λ := k 2 , and hence we provide a physical interpretation of transmission eigenvalues. In Section 3 we also present various properties of D(k) in preparation for the solution of the inverse problem. In Section 4 we analyze the inverse problem of recovery of the potential V from cot θ and the key quantity D(k), and we provide a procedure for the unique reconstruction of V. As seen from (3.7), knowledge of D(k) is equivalent to knowledge of all transmission eigenvalues (including their multiplicities) and the constant γ appearing in (3.8) .
It is an open question whether the value of γ and the value of cot θ may be contained in knowledge of transmission eigenvalues. In Section 5
we provide an independent proof of the uniqueness for our inverse problem, namely, we show that, assuming the existence problem is solved, there can be only one potential corresponding to our input data set. In Section 6 we illustrate our theoretical results with various explicit examples, such as showing that the zero may or may not be a transmission eigenvalue and it does not have to be a simple transmission eigenvalue, illustrating when the key quantity D(k) and the Jost function F (k) may simultaneously vanish, and showing that the number of real transmission eigenvalues may be finite or infinite. In Section 6
we also provide an example in which we show that the constant γ must be included in the input data set for a unique recovery of the potential, although the potential in the example is a Dirac delta distribution and is not quite in class A. Finally, in Section 7 we indicate how some of the result presented in the non-Dirichlet case either remain valid in the Dirichlet case or how they are modified.
PRELIMINARIES
In this section we introduce several quantities relevant to (1.1) with the non-Dirichlet selfadjoint boundary condition (1.4) for some fixed value of θ in the interval (0, π). We refer the reader to [5, 15, 16] for further properties of such quantities. Recall that the potential V in (1.1) is assumed to belong to class A defined in Section 1.
The Jost solution f (k, x) to (1.1) is defined as the solution satisfying
The regular solution ϕ(k, x) corresponding to (1.1) and (1.4) satisfy the boundary condi-
The Jost function F (k) for (1.1) with the boundary condition (1.4) is defined as [5, 15, 16 ]
Since f (k, x) and f (−k, x) are both solutions to (1.1) and they are linearly independent [5, 15, 16] for k ∈ C \ {0}, one can write ϕ(k, x) as a linear combination of f (k, x) and
When V (x) ≡ 0 in (1.1) let us use the subscript 0 to denote the quantities corresponding to (1.1) and (1.4). From (2.1) we see that the corresponding Jost solution f 0 (k, x) is given by 5) and the corresponding regular solution ϕ 0 (k, x) satisfying (2.2) is given by
Using (2.5) in (2.3) we obtain the corresponding Jost function F 0 (k) as
We use C for the complex plane, C + for the open upper-half complex plane, C − for the open lower-half complex plane, C + for C + ∪ R, and C − for C − ∪ R. A bound state for the Schrödinger equation (1.1) with the boundary condition (1.4) corresponds [5, 15, 16] to a square-integrable solution to (1.1) satisfying (1.4). Let us define
where b is the constant related to the support interval of V.
When the potential V in (1.1) belongs to class A, the relevant properties of the Jost solution f (k, x) and the regular solution ϕ(k, x) are summarized in the following theorem. 
where b is the constant related to the support of V.
(d) For each fixed x ∈ R + , the regular solution ϕ(k, x) and its x-derivative ϕ ′ (k, x) are entire in k.
(e) The Jost function F (k) is entire in k ∈ C. Its large-|k| asymptotics is given by has a simple zero at k = 0.
PROOF: The analyticity properties stated in (a), (d), (e), and the properties listed in (f) and (g) are already known [5, 15, 16] . The asymptotics in (2.9)-(2.12) can be obtained through iteration by exploiting the integral representations [5, 7, 21] for the Jost solution and its x-derivative, which are respectively given by
where we have used the fact that the support of V is confined to the interval (0, b). By iterating (2.16) and (2.17) we get (2.9)-(2.12). Using (2.9) and (2.10) in (2.3) we obtain (2.13) and (2.14). Finally, concerning (h), the simplicity of a possible zero of F (k) at k = 0 is already known [5, 15, 16] , and the so-called exceptional case indicates that the number of bound states may change by one under a small perturbation of the potential. Furthermore, if F (k) and F (−k) vanished at some nonzero k in C, we would then get from (2.4) that ϕ(k, x) ≡ 0 for that k-value, contradicting (2.2).
By Theorem 2.1(g) we know that the zeros of F (k) in C + correspond to the bound states. Let us use N to denote the number of bound states, and assume that they occur at k = iβ j for j = 1, . . . , N. Associated with each bound state, there is a positive number m j , known as the bound-state norming constant, which is defined as [5, 15, 16] 
where f (k, x) is the Jost solution to (1.1) appearing in (2.1).
The scattering matrix S(k) corresponding to (1.1) with the boundary condition (1.4)
is defined [5, 15, 16] as we suppress the dependence on the parameter θ in our notation for various quantities such as ϕ(k, x), F (k), and S(k). Using (2.7) in (2.19) we see that the scattering matrix S 0 (k) associated with (1.1) and (1.4) when V (x) ≡ 0 is defined as 20) and it is given by 
4). As a consequence of the compact-support
property of V, the value of the norming constant defined in (2.18) corresponding to a bound state at k = iβ j is uniquely determined by the residue of S(k) at k = iβ j as
large-|k| asymptotics of the scattering matrix S(k) is given by
where W is the constant defined in (2.8) .
(c) The potential V is uniquely determined by the corresponding scattering matrix S(k).
Hence, the potential V is uniquely determined also by the Jost function F (k).
PROOF: The first statement in (a) follows from (2.19), Theorem 2.1(g), and Theorem 2.1(h).
The proof of (2.22) is similar to the proof of Proposition 5.1(f) of [4] . We obtain (b) by using (2.13) in (2.19). The proof of (c) is obtained as follows. From (2.19) we know that
The zeros in C + of F (k) uniquely determine all the bound states, and the corresponding norming constants m j are all determined via (2.22).
We can then use the Marchenko method [5, 15, 16] to construct the potential V. To achieve this, we first form the Marchenko kernel [5, 15, 16] defined as
We next use Ω(y) as input in the Marchenko integral equation
and obtain K(x, y). The existence and uniqueness of K(x, y) as the solution to (2.24) are assured [5, 15, 16] when V is in class A. Once K(x, y) is obtained, the potential V is recovered as [5, 15, 16 ]
Thus, the proof of (c) is complete.
TRANSMISSION EIGENVALUES
In this section we show that the transmission eigenvalues related to (1.1) and (1.4) correspond to the zeros of the key quantity D(k) to be introduced in (3.1). We express Recall that the transmission eigenvalues related to (1.1) with the boundary condition (1.4) correspond to the λ-values for which (1.5) has nontrivial solutions ψ and ψ 0 . Using λ := k 2 , we see that any solution satisfying the first and third lines of (1.5) must be a constant multiple of the regular solution ϕ(k, x) to (1.1) appearing in (2.2). Similarly, any solution to (1.1) satisfying the second and fourth lines of (1.5) must be a constant multiple of ϕ 0 (k, x) given in (2.6). As a result, the last line of (1.5) is equivalent to saying that the
and the column vector
are constant multiples of each other and hence they are linearly dependent. Therefore, the last line of (1.5) is in turn equivalent to having D(k) = 0, where the quantity D(k) is defined in terms of a matrix determinant as
Thus, we have shown that any transmission eigenvalue λ associated with (1.1) and (1.4) corresponds to a zero of D(k), where the transmission eigenvalue λ and the zero k are related to each other as λ = k 2 .
From (1.1) and (2.2) it follows that, for each fixed x, the regular solutions ϕ(k, x) and
Note that (1.1), (2.2), (2.6), and (3.1)
imply that D(k) is real valued when k ∈ R. Using (2.4) and (2.6) in (3.1) we can express
With the help of (2.1) we can evaluate (2.4) at x = b, and we obtain
Simplifying the right-hand side of (3.2) we get
In order to give a physical interpretation to the transmission eigenvalues corresponding to (1.1) and (1.4), let us incorporate (2.7) into (3.3). From (2.7) and (3.3) we get
With the help of (2.19) and (2.20) we can write (3.4) in terms of the scattering matrices S(k) and S 0 (k) as
The relevant properties of D(k) are given in the following theorem. 
where γ is a nonzero constant, d is a nonnegative integer, and the ±k j -values correspond to the nonzero zeros of D(k) in C. The value of γ is given by
where D (j) (k) denotes the j-th derivative of D(k) with respect to k.
it is always bounded when k ∈ R, and we have
(j) The improper singular integral defined as When k ∈ R, the quantity Q(k) is well defined with the interpretation of the integral in (3.10) as
exists as a Cauchy principal value, i.e. with the interpretation of the integral in (3.13) as in (3.11) in the limit R → +∞. The presence of i0 + in (3.13) indicates that the value of the integral for real k-values must be evaluated as a limit from within C + .
(l) The quantities Q(k) and M (k) defined in (3.10) and (3.13) , respectively, are analytic
(3.14)
PROOF: As seen from Theorem 2.1(e), the Jost function F (k) is an entire function of k, and hence from (3.2) it follows that D(k) is entire in k. The evenness of D(k) in k directly follows from (3.3), and in fact it has already been stated below (3.1). We obtain the first fact in (c) by using (2.15) in (3.3), and the second fact in (c) follows from (b) and the first fact in (c).
13). On the other hand, by Theorem 2.2(c) we
know that S(k) uniquely determines V and hence S 0 (k) can only correspond to V (x) ≡ 0.
Thus, the proof of (d) is complete. For the proof of (e) we proceed as follows. If D(k) and F (k) vanish at a nonzero k-value, then (3.4) implies that we must have F 0 (k) = 0 at that k-value because we know by Theorem 2.1(h) that F (k) and F (−k) cannot vanish at the same nonzero k-value. Thus, with the help of (2.7) we see that the only nonzero k-value
and F (k) are entire in k, with the help of (2.7), from (3.4) we get hence F (k) vanishes only at k = i cot θ. Thus, the proof of (e) is complete. We prove (f) by using (2.13) and (2.14) in (3.3). As for the proof of (g) and (h), from (a) and ( would be bounded in C, which by (f) could happen only if V (x) ≡ 0. Thus, the proofs of (g) and (h) are complete. Notice that (i) is a consequence of (f). Let is now prove (j). For k ∈ C + there is no singularity at t = k because t ∈ R. For k ∈ R, since D(t) is entire in t, we have
and hence the singularity at t = k of the integrand in (3.10) can be handled by using the Cauchy principle value involving ǫ → 0 + as in (3.12) . On the other hand, as stated in (b), 16) and hence, with the help of (3.9), we see that the integrand on the right-hand side in (3.16) behaves as o(1/t 2 ) as t → +∞ and hence it is integrable at t = +∞. Therefore, the integral in (3.10) is well defined as a Cauchy principal value in the sense of (3.12). Hence, the proof of (j) is complete. The proof of (k) is similar to the proof of (j). Let us finally prove (l). Using
with the help of (3.11) and (3.12), we establish (3.14). From (3.10) we obtain the derivative of Q(k) with respect to k aṡ 18) which is well defined for k ∈ C + because the integrand does not have a singularity when t is confined to R. Furthermore, the integrand in (3.18) is integrable at t = ±∞ as a result of (3.9). Thus, Q(k) is analytic for k ∈ C + . From the first line of (3.14) and the analyticity of Q(k) in C + , we conclude the analyticity of M (k) in C + . The continuity of M (k) for k ∈ C + follows automatically because the values of M (k) for k ∈ R, by definition, are obtained as a limit as k approaches R from within C + . We remark that the discontinuity of Q(k) when k moves from C + to R is the result of the use of the Cauchy principal value and is related to (3.17) . Thus, we have completed the proof of (l).
We will use (3.5) to clarify the meaning and physical interpretation of transmission eigenvalues. In the next theorem we show that any transmission eigenvalue (i.e. any λ-value with λ := k 2 for which (1.5) has nontrivial solutions ψ and ψ 0 ) comes from a k-value satisfying the equation S 0 (k) = S(k). This is somehow a surprising result because as seen from (2.20) S 0 (k) is not defined at k = i cot θ and as seen from (2.19) S(k) is not defined at a nonzero k-value satisfying F (k) = 0. Nevertheless, when λ = − cot 2 θ, there is also another k-value, namely k = −i cot θ corresponding to the same transmission eigenvalue. If λ = 0 is a transmission eigenvalue, even though only k = 0 corresponds to λ = 0, we still show that the zero transmission eigenvalue λ = 0 comes from S 0 (0) = S(0). Thus, based on the result presented in the following theorem, we conclude that any transmission eigenvalue λ is related to a k-value at which the unperturbed scattering matrix S 0 (k) and the perturbed scattering matrix S(k) are equal to each other. In the language of quantum mechanics, since λ has the interpretation of energy, we can equivalently state that a transmission eigenvalue occurs at an energy at which the scattering from the "perturbed" system agrees with the scattering from the "unperturbed" system. we see that F (0) = 0. From (2.19), we have
which again tells us that S 0 (0) = S(0) holds. We remark that by Theorem 2.1(g) a zero of F (k) at k = 0 must be a simple zero and henceḞ (0) = 0 if F (0) = 0. Thus, (3.19) is
valid.
The next result shows that if λ is a transmission eigenvalue of (1.1) with the boundary condition (1.4) then λ * is also a transmission eigenvalue. Thus, the transmission eigenvalues are either real or appear in complex conjugate pairs. Recall that λ and k are related to each other as λ := k 2 .
Proposition 3.3 Assume that the potential V belongs to class A, and let D(k) be the quantity defined in (3.1). We have the following: (a) If λ is a transmission eigenvalue for the corresponding Schrödinger equation (1.1) with the boundary condition (1.4), then λ
* is also transmission eigenvalue. is proved. Finally, from (3.9) we see that the number of real zeros of D(k) on the positive real axis must be finite unless W = 0, proving (c).
THE INVERSE PROBLEM
The inverse problem associated with transmission eigenvalues related to (1.1) and (1.4) consists of the recovery of the potential V and perhaps the boundary parameter cot θ from an appropriate data set containing the corresponding transmission eigenvalues. In this paper we consider the inverse problem of the recovery of V when our data set consists of the transmission eigenvalues (including their multiplicities), the boundary parameter cot θ, and the constant γ appearing in (3.8). As in [3, 4] we define the multiplicity of a transmission eigenvalue λ as the multiplicity of k 2 as a zero of D(k). In other words, we are interested in determining V when cot θ and the quantity D(k) appearing in (3.7) are both known. We provide the unique reconstruction for this inverse problem by using the following steps.
(a) Given D(k), we use (3.9) to determine the constant W appearing in (2.8). 
By Theorem 2.1(e) we know that G(k) is entire and satisfies
By (2.14) we know that G(k) is unbounded in C − , but this is irrelevant for the solution of our inverse problem because we need G(k) only for k ∈ C + . Using (4.1) in (3.3) we obtain 
By a "plus" function h + (k) we mean a function which is analytic in k ∈ C + , continuous for k ∈ C + , and o(1) as k → ∞ in C + . By a "minus" function h − (k) we mean a function which is analytic in k ∈ C − , continuous for k ∈ C − , and o(1) as k → ∞ in C − . We will show that (4.4) uniquely determines h + (k) and h − (k) when the potential V belongs to class A.
(e) With the help of the constant G(0), which, by (4.1), is given as
we rewrite (4.3) as
or equivalently as
where we have defined
Because G(k) is entire and satisfies (4.2), we conclude that H(k) is a "plus" function and −H(−k) is a "minus" function satisfying (4.4), i.e. (4.4) is satisfied by choosing
Thus, we have shown that the Riemann-Hilbert problem posed in (4.4) has a solution.
Our next goal is to show that the solution is unique.
(f) From (4.4) and (4.5) we get
and hence any other "plus" function would differ from H(k) by an entire function that is o(1) as k → ∞ in C, and thus by Liouville's theorem we can conclude that H(k)
and −H(−k) are the only "plus" and "minus" functions, respectively, satisfying (4.4).
In fact, as seen from (4.4) and (4.7) we can express H(k) in terms of D(k) − W/2 by using Plemelj's formula [12, 20] 
where the integral is the Cauchy principal value in the sense of (3.11). Thus, a comparison with (3.13) yields 8) where M (k) is the quantity defined in (3.13).
(g) Using (4.1) and (4.6) in (4.8), we obtain
Recall that F (k) is entire and hence it cannot have a pole at k = −i cot θ. Thus, evaluating (4.9) at k = −i cot θ we get
and hence the value of F (0) is uniquely determined by our data set consisting of D (k) and cot θ and we have
where we recall that M (k) is uniquely determined by D(k). Using (4.10) in (4.9), we then recover F (k) uniquely and explicitly from our data set consisting of D(k) and cot θ as 
AN INDEPENDENT PROOF OF THE UNIQUENESS
Our reconstruction of the potential V provided in Section 4 from the data set consisting of D(k) given in (3.7) and the value of cot θ in (1.4) also establishes the uniqueness in the relevant inverse problem. This is because the uniqueness is inherent in each step of the reconstruction. Thus, we have already proved in Section 4 that, if there exist two potentials V andṼ in class A, where both V andṼ correspond to the same data set consisting of the transmission eigenvalues (including their multiplicities), the value of the constant γ appearing in (3.8) , and the value of cot θ appearing in (1.4), then we must havẽ
. In this section, we provide an independent proof of the same uniqueness using the spectral theory for Sturm-Liouville operators so that additional and complementary tools are introduced to analyze inverse problems associated with transmission eigenvalues.
In our uniqueness proof, we need the following direct consequence of the Phragmén-Lindelöf principle, which can be found in Theorem 18.1.3 of [14] . Next we state and prove our uniqueness theorem.
Theorem 5.2 Assume that there exists a potential V in class A corresponding to the data consisting of D(k) defined in (3.1) and cot θ appearing in (1.4). Then, V must be the only potential corresponding to the data.
PROOF: Consider the following two boundary value problems:
From (2.2) and (5.1) it follows that the eigenvalues of (5.1) correspond to the zeros of ϕ(k, b), where ϕ(k, x) is the regular solution to (1.1) appearing in (2.2). That is, if the zeros of ϕ(k, b) occur at k = ±ω j for j ∈ N, then the eigenvalues for (5.1) are given by λ = ω 2 j for j ∈ N. Note that we use N to denote the set of positive integers. From the Sturm-Liouville theory it is already known [13, 22] that the eigenvalues for (5.1) are real and simple and their only accumulation point is +∞. Similarly, the eigenvalues of (5.2) correspond to the zeros of ϕ ′ (k, b), i.e. if the zeros of ϕ ′ (k, b) occur at k = ±η j for j ∈ N, then the eigenvalues for (5.2) are given by λ = η 2 j for j ∈ N. It is also known [13, 22] that the eigenvalues for (5.2) are real and simple and their only accumulation point is +∞. In fact, it is already known [13, 22] that we have the interlacing property
To prove our uniqueness result, we will show that if {V, ϕ} and {Ṽ ,φ} correspond to the same data set {D, cot θ}, then we must haveṼ (x) ≡ V (x). Note that we useφ(k, x) to denote the regular solution satisfying (2.2) and also satisfying (1.1) but withṼ instead of V in (1.1). For the uniqueness, it is enough to prove thatφ(
because it is already known [13, 22] that the two spectral sets consisting of the zeros of ϕ(k, b) and ϕ ′ (k, b), respectively, uniquely determine V. Recall that, as a consequence of Liouville's theorem, an entire function vanishing at infinity must be identically zero.
Thus, it is enough to prove that P 1 (k) and P 2 (k) are entire and they vanish as k → ∞ in C, where we have defined it follows that
Let us now show that these two provisions indeed hold. Sinceφ(k, x) and ϕ(k, x) correspond to the same D(k), from (3.1) we obtain
From (5.6) we see that at the zeros of
. Similarly, (5.6) implies that at the zeros of ϕ
. Note that we have implicitly used (5.3), which implies that ϕ 0 (k, b) and ϕ ′ 0 (k, b) cannot vanish simultaneously. Having established that P 1 (k) and P 2 (k) are entire, we will next show that they have the
be the Jost functions corresponding to {V, ϕ} and {Ṽ ,φ}, respectively, where the Jost function is defined as in (2.3), and let W andW be the respective constants defined in (2.8) corresponding to V andṼ , respectively. From (3.9) we see thatW = W because we assume that {V, ϕ} and {Ṽ ,φ} correspond to the same D(k). Thus, from (2.13) and (2.14)
we obtaiñ
Using f (k, b) = e ikb and f ′ (k, b) = ik e ikb implied by (2.1), from (2.6) we get 10) and from (2.4) we obtaiñ
Using (5.9) and (5.11) we can rewrite P 1 (k) defined in (5.4) in two equivalent forms as
, (5.13)
Using (5.7) in (5.13) and (5.8) in (5.14) we get
for any ǫ > 0, where we have defined
The denominators of the right-hand sides of (5.13) and (5.14) have the leading terms proportional to (1+e 2ikb ) and (1+e −2ikb ), respectively, and hence they vanish for arbitrarily large positive or negative values of k. Thus, it is not clear that the estimate
and hence it is unclear if P 1 (k) = o(1/k) as k → ∞ in the entire complex plane C. In order to prove that P 1 (k) = o(1/k) indeed holds as k → ∞ in C, we will use Proposition 5.1.
Note that (5.15) implies that P 1 (k) is bounded on any rays other than the positive and negative axes. Thus, if we can show that P 1 (k) is of finite order, then Proposition 5.1
guarantees that P 1 (k) is constant, and by (5.15) that constant must be zero. Therefore, we only need to estimate the order of P 1 (k). Recall that we are using λ := k 2 . In view of (2.6) the quantity ϕ 0 (k, b) is entire in λ with order 1/2. Hence, by the Hadamard factorization theorem we have 16) where the a n are nonzero constants, c 1 is a nonzero constant, and d 17) where the b j are nonzero constants, c 2 is a real constant, d 2 is a nonnegative integer, and q is either a nonnegative integer or q = +∞. In case q = 0 the value of the second product in (5.17) is understood to be identically equal to 1. Note that the possibility c 2 = 0 is allowed. Using (5.16) and (5.17) in (5.4) we obtain
With the help of Theorem 14.2.4 of [14] , from (5.18) we conclude that P 1 (k), as a function of λ, has order not exceeding 1, or equivalently the order of P 1 (k) as a function of k cannot exceed 2. Therefore, applying Proposition 5.1 with g(k) = P 1 (k) and ρ = 2, we conclude that P 1 (k) ≡ 0. In the same way it can be shown that P 2 (k) ≡ 0. Toward that goal, from (5.10) and (5.12) we see that we can rewrite P 2 (k) defined in (5.4) in two equivalent forms as
Using (5.7) in (5.19) and by using (5.8) in (5.20) we obtain P 2 (k) = o(1/k) as k → ∞ in C ǫ , and with the help of Proposition 5.1 we conclude that P 2 (k) ≡ 0. Thus, the proof is complete.
EXAMPLES
In this section we illustrate with various explicit examples the direct and inverse problems for transmission eigenvalues corresponding to (1.1) and (1.4).
Example 6.1 In this example, we show that the zero transmission eigenvalue is not necessarily simple by constructing an example with a zero transmission eigenvalue of multiplicity two. Let us choose the potential V as
where v is a constant parameter. By solving (1.1) we explicitly evaluate the Jost solution
The corresponding Jost function can be evaluated explicitly by using (6.2) in (2.3) and we get
3)
The key quantity D(k) defined in (3.1) is then evaluated by using (6.3) in (3.3) and we obtain
We know from Section 3 that a transmission eigenvalue λ corresponds to a zero of D(k)
One can find examples where the zero is a transmission eigenvalue and it is a transmission eigenvalue with multiplicity 2. For example, for b = 1, cot θ = 0, and v = 1, from (6.4) we obtain
and hence λ = 0 is not a transmission eigenvalue. For b = 1, cot θ = 0, and at k = i cot θ, which is the only k-value at which D(k) and F (k) can simultaneously vanish.
Let us use the potential given in (6.1). From (6.3) we see that F (i cot θ) = 0 provided that
which happens either when v = 0, yielding the trivial case V (x) ≡ 0 and D(k) ≡ 0, or when the value of v is given by 
0, x > b, where v is a constant parameter. For example, if we consider the special case with b = 1, cot θ = 0, and v = 1, we get
where we have defined With the help of the expansion
we obtain
(6.13) Using (6.11)-(6.13) in (6.7)-(6.10), we obtain the large-k asymptotics of D(k) given in (6.6) as 14) which can also be written as as 
(6.16) Using (6.16) in (2.3) and (3.2), we obtain
Note that the zeros of D(k) are not affected by c, and those zeros are determined by a and cot θ alone. In this case we get the value of γ appearing in (3.8) as yielding the existence of the zero transmission eigenvalue with multiplicity 2.
THE DIRICHLET CASE
In the previous sections we have obtained our results for (1.1) in the non-Dirichlet case, i.e. when the boundary condition is given by (1.4) . In this section we briefly present some of those results in the Dirichlet case, i.e. when the boundary condition is given by (1.3) instead of (1.4) . For the analysis of the corresponding inverse problem in the Dirichlet case and for further details, we refer the reader to [4] .
Let f (k, x) be the Jost solution to (1.1) with the asymptotic condition given in (2.1).
In the Dirichlet case the Jost function is not given by (2.4), but it is given by f (k, 0). The regular solution ϕ(k, x) does not satisfy (2.2) but it satisfies ϕ(k, 0) = 0, ϕ ′ (k, 0) = 1,
and it is expressed in terms of the Jost solution as
2) instead of (2.4). The scattering matrix S(k) is defined as given in (3.1) holds also in the Dirichlet case, but (3.4) and (3.5) are modified and are respectively obtained with the help of (7.2)-(7.4) as
5)
In the Dirichlet case Theorem 2.1(g) and Theorem 2.1(h) hold verbatim if we replace F (k) there by f (k, 0). In particular, f (k, 0) and f (−k, 0) cannot vanish simultaneously for k ∈ C \ {0} because otherwise the second initial condition in (7.1) would not hold. In the Dirichlet case, we still have Theorem 3.1(a)-(d) valid.
In the Dirichlet case, the analog of (2.15) is given by
Thus, from (7.5) and (7.7) we get even when W = 0. This is because from (2.11) and (7.5) we obtain
instead of (3.9).
In the Dirichlet case Theorem 3.1(e) needs to be modified as follows. The key quantity D(k) and the Jost function f (k, 0) cannot vanish simultaneously at any k-value in the complex k-plane. For nonnegative k-values this follows from (7.5) and the fact that f (k, 0) and f (−k, 0) cannot vanish at the same nonzero k-value. If f (k, 0) vanishes at k = 0 we must then haveḟ (0, 0) = 0 because a possible zero of f (k, 0) at k = 0 must be simple [7, 21] . Then, if f (0, 0) = 0, from (7.5) we obtain D(0) = −iḟ (0, 0), and hence we must have D(0) = 0, confirming that D(k) and f (k, 0) cannot vanish simultaneously even at
The fact that D(k) and the Jost function f (k, 0) cannot vanish simultaneously at any k-value in the complex k-plane yields the following important conclusion about the transmission eigenvalues. From (7.6) it follows that any transmission eigenvalue must come from a k-value for which we have S(k) = S 0 (k). Thus, Theorem 3.2 holds even in the Dirichlet case, and we can conclude that a transmission eigenvalue λ occurs at a k-value when the "perturbed" scattering and the "unperturbed" scattering coincide.
