The statistical distribution of eigenvalues of pairs of coupled random matrices can be expressed in terms of integral kernels having a generalized Christoffel-Darboux form constructed from sequences of biorthogonal polynomials. For measures involving exponentials of a pair of polynomials V1, V2 in two different variables, these kernels may be expressed in terms of finite dimensional "windows" spanned by finite subsequences having length equal to the degree of one or the other of the polynomials V1, V2. The vectors formed by such subsequences satisfy "dual pairs" of first order systems of linear differential equations with polynomial coefficients, having rank equal to one of the degrees of V1 or V2 and degree equal to the other. They also satisfy recursion relations connecting the consecutive windows, and deformation equations, determining how they change under variations in the coefficients of the polynomials V1 and V2. Viewed as overdetermined systems of linear difference-differentialdeformation equations, these are shown to be compatible, and hence to admit simultaneous fundamental systems of solutions. The main result is the demonstration of a spectral duality property; namely, that the spectral curves defined by the characteristic equations of the pair of matrices defining the dual differential systems are equal upon interchange of eigenvalue and polynomial parameters.
Introduction
1.1 Random matrices
Background and motivation
Random matrices [36, 7] play an important rôle in many areas of physics. They were first introduced by Wigner [49] in the context of the spectra of large nuclei, and the theory was greatly developed in pioneering work of Dyson [16, 17] . It has found subsequent applications in solid state physics [23] (e.g., conduction in mesoscopic devices, quantum chaos and, lately, crystal growth [40] ), in particle physics [48] , 2d-quantum gravity and string theory [11, 12, 5] . The reason for the success and large range of applications of random matrices is, in part, due to their universality property; when the size of the matrices N becomes large, the statistics of the eigenvalues tend to be independent of the model, and determined only by its symmetries and the spectral region considered, relative to critical points and edges in the spectral density. Matrix integrals are also known to give special realizations of KP , Toda and isomonodromic τ -functions, and thus have a close relationship to integrable systems [13, 35, 44, 45, 2, 3, 27, 7] .
Random matrices also have important applications in pure mathematics, for example, in the statistical distribution of the zeros of ζ-functions [39, 41, 33] . They are also related to other statistical problems such as random word growth and the lengths of nondecreasing subequences of random sequences [4, 32] .
The model we shall consider here is called the "2-matrix model" [29, 37, 10, 38, 12, 19, 22] . This involves an ensemble consisting of pairs of N × N hermitian matrices M 1 and M 2 , with a U (N ) invariant probability measure of the form:
where dM 1 dM 2 is the standard Lebesgue measure for pairs of Hermitian matrices, V 1 and V 2 are polynomials of degrees d 1 + 1, d 2 + 1 respectively, called the potentials, with coeffficients viwewed as deformation parameters, and the normalization factor (partition function) is
dµ , (1) (2) which is known to be a KP τ -function in each set of deformation parameters, as well as providing solutions to the two-toda equations [46, 2, 3] . This model was introduced in [29, 37] as a toy model for quantum gravity and string theory. The main interest was in a special "double scaling" limit, where N → ∞ and the potentials V 1 and V 2 are fine-tuned to critical potentials. The asymptotic behaviour in such limits is related to finite dimensional irreducible representations of the 2D-conformal group [14, 43, 10] . The best known example is when V 1 and V 2 are cubic polynomials, tuned to their critical values, which reproduces the critical behaviour of the Ising model on a random surface [34, 8] . It is important to note that the 2-matrix model contains more critical points than a 1-matrix model; for instance, the 1-matrix-model cannot have an Ising transition [14] .
String theorists have also introduced a generalization, known as the "multi-matrix model" [13, 19, 20, 22] , where one has a set of m ≥ 2 matrices (N × N hermitian) coupled together in a chain, with a measure of the form
and the V j 's are again polynomials in their arguments. This model has the same universal behaviour as the 2-matrix model and, in some sense, does not seem to contain any more information. Throughout the main body of this work, we will concentrate on the 2-matrix-model, for which the statistics of the eigenvalues can be calculated using biorthogonal polynomials [37, 36, 22, 20, 2, 3] . In the appendix, it will be explained how to extend all the results in the present work from the 2-matrix model to the differential systems associated with this multi-matrix model.
Relation to biorthogonal polynomials
By biorthogonal polynomials, we mean two sequences of monic polynomials π n (x) = x n + · · · , σ n (y) = y n + · · · , n = 0, 1, . . . (1) (2) (3) (4) which are orthogonal with respect to a coupled measure on the product space:
dx dy π n (x)σ m (y)e −V1(x)−V2(y)+xy = h n δ mn , (1) (2) (3) (4) (5) where V 1 (x) and V 2 (y) are polynomials chosen to be the same as those appearing in the 2-matrix model measure , and a suitable contour is chosen to make the integrals convergent. The orthogonality relations determine the two families. Once the biorthogonal polynomials are known, they may be used to compute four different kernels: All the statistical properties of the spectra of the 2-matrix ensemble may then be expressed in terms of these kernels [22] and the corresponding Fredholm integral operators N Kij , i, j = 1, 2. For instance the density of eigenvalues of the first matrix is:
, (1) (2) (3) (4) (5) (6) (7) (8) the correlation function of two eigenvalues of the first matrix is: 9) and the correlation function of two eigenvalues, one of the first matrix and one of the second is:
The spacing distributions (the probability that two neighbouring eigenvalues are at some given dis
Duality

Dual isomonodromic deformations
The notion of duality arises in a number of contexts, both in relation to isospectral flows [1] and isomonodromic [25, 26, 24] deformations. What is meant here by "duality" in the case of isomonodromic deformations is the existence of a pair of parametric families of meromorphic covariant derivative operators on the Riemann sphere
where L(x, u) and M(y, u) are, respectively, l × l and m × m matrices that are rational functions of the complex variables x ∈ P 1 and y ∈ P 1 , with pole divisors of fixed degrees, depending smoothly on a set of deformation parameters u = (u 1 , u 2 , . . .) in such a way that: 1) The matrices L(x, u) and M(y, u) are obtained from the integral curves of a set of commuting (in general, nonautonomous) vector fields defined on a phase space M by composition with a prescribed pair of maps (possibly depending explicitly on the deformation parameters) from M to the spaces of rational, l × l or m × m matrix valued rational functions of the spectral parameter x or y, respectively, with pole divisors of fixed degree.
2) The generalized monodromy data of both the operators D 1 and D 2 are invariant under the udeformations. (This includes the monodromy representation of the fundamental group of the punctured Riemann sphere obtained by removing the locus of poles and, in the case of non-Fuchsian systems, the Stokes matrices and connection matrices [30, 31] .) 3) The spectral curves determined by the characteristic equations:
are biholomorphically equivalent.
(A similar definition can be given for the case of dual isospectral flows of matrices L(x, u) and M(y, u).) Such "dual pairs" of isomonodromic families occur in many applications. They are related to the solution of "dual" matrix Riemann-Hilbert (RH) problems [28, 24, 26] which, in certain cases, are equivalent to determining the resolvents of a special class of "integrable" Fredholm integral operators K, K, with kernels of the form:
Here, the vector valued functions
depend on the spectral variables x and y as well as on some, but not necessarily all the deformation parameters (u 1 , u 2 , . . .). They satisfy overdetermined, compatible differential systems in these variables which imply the invariance of the monodromy of associated "vacuum" isomonodromic families of covariant derivative operators
The dual kernels K(x, x ′ ) and K(y, y ′ ) are related to each other by applying partial integral transforms with respect to one of the two spectral variables (x, y) (e.g., Fourier-Laplace transforms) to an integral operator on the product space P 1 × P 1 . Application of the Riemann-Hilbert dressing method for suitably chosen "dual" sets of discontinuity data then gives rise to the "dressed" families (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) , which have a similar relation to the resolvent kernels of the two operators. (Additional deformation parameter dependence may enter, besides that contained in the vacuum equations, characterizing the support of these operators.) The Fredholm determinants det(1 − K) and det(1 −ˆ K) may then be shown, through deformation formulae, to coincide with the corresponding isomonodromic tau functions, and with each other (see e.g. [24, 26] ).
Such systems arise naturally, as discussed above, in the study of the spectral statistics of random matrix ensembles, both in the finite case, and in suitable infinite limits. An example of such dual pairs is given by the class of exponential kernels in which: 20) For the case l = m = 2, these include the sine kernel
governing the spectral statistics in the scaling limit of the GUE in the bulk region [36] .
Other examples include the various Painlevé equations P II , P IV , P V , P V I [25, 27, 15] which each possess "dual" isomonodromic representations. A last class of examples, unrelated to random matrices, but including a special case of P V I , consists of the isomonodromic representations of the WDVV equations of topological 2D gravity entering in the theory of Frobenius manifolds [15] . These possess both Fuchsian representations with n finite poles with residues of rank 1, and non-Fuchsian n×n representations, having a single irregular singular point of Poincaré index 1 at ∞.
Duality in the large N Limit
It is proved in [50] , under a suitable large N assumption, and conjectured for other cases [50, 20] that in a particular large N limit (where the coefficients {u K , v J } scale as N , and the supports of lim 22) are inverses of each other. In other words, if y = f (x) then g(y) = x. One can see that the functions f (x) and g(y) are related to the eigenvalues of the operators which implement the derivative with respect to x and y for the biorthogonal polynomials. The spectral duality theorems 4.1 and 4.2 which we present in this work are thus a more precise statement related to that conjecture, with a rigorous proof valid for all N .
1.3 Outline of the article
Biorthogonal polynomials and differential systems
In Section 2, we consider the normalized quasi-polynomials
Viewing these as the components of a pair of column vectors
we obtain a pair of semi-infinite matrices Q and P that implement multiplication of Ψ ∞ by x and derivation with respect to x, respectively. (Equivalently, we obtain the transposes Q t and P t by applying − 25) and, as shown in Section 2, they are finite band matrices; Q has nonvanishing elements only along diagonals that range from 1 above the principal diagonal to d 2 below it, and P has nonvanishing elements only along the diagonals from 1 below the principal to d 1 above it, where d 1 + 1 and d 2 + 1 are the degrees of the polynomials V 1 (x) and V 2 (y), respectively. The first result (Prop.2.1) following from the finite recursion relations satisfied by the quasi-polynomials {ψ n (x)} and {φ n (y)} is a set of "generalized Christoffel-Darboux relations [47, 20] , which imply that the kernels N K11(x, x ′ ) and N K22(y ′ , y) may be expressed as: 
where the "ladder" matrices a 27) where the matrices
, with entries that are polynomials in the indicated variables of degrees d 1 and d 2 , respectively (and also polynomials in the matrix entries of Q and P ). Furthermore, if {u K } K=1...d1+1 and {v J } J=1...d2+1 are the coefficients of the polynomials V ′ 1 (x) and V ′ 2 (y), respectively, and these are varied smoothly, the effect of such deformations is given by the following system of PDE's (Lemma 2.8) 28) where the matrices
V J (y) are again polynomials in the indicated variables and in the matrix entries of Q and P .
Compatibility
So far, these statements are just a re-writing of the infinite series of recursion relations, differential equations and deformation equations satisfied by the functions {ψ n (x)} n=0...∞ and {φ n (y)} n=0...∞ , projected onto the finite "windows" represented by the vectors Ψ N and Φ N . However, we may now view these equations as defining an overdetermined system of finite difference-differential-deformation equations for vector functions of the variable {N, x, y, u K , v J }, and ask whether, as such, these systems are compatible; i.e., whether they admit a basis of simultaneous linearly independent solutions. The affirmative answer to this question is provided in Section 3 by Prop. The compatibility of the deformation equations and finite difference equations with the x and y differential equations imply, in particular, that the (generalized) monodromy of the polynomial covariant derivative operators
is invariant under both the {u K , v J } deformations and the shifts in N . A similar statement can be made of the corresponding operators
annihilating the Fourier-Laplace transformed vectors
Φ (x) and
Ψ (y).
Spectral duality
A result that is not at all obvious from the above discussion is proved in Prop. 4.1; namely, that the pairs of matrices (
) have the same spectral curves. More specifically, we have the following equalities between their characteristic equations, which actually are identities
(1-32) (Note that the two integers d 1 + 1 and d 2 + 1 which determine, in one case, the dimension of the matrix, in the other, its degree as a polynomial in the variable x or y, are interchanged in these equalities, as are the rôles of the variables x and y.) What is even less obvious, and actually depends on the validity of the Heisenberg commutation relation satisfied by Q and P , is that these curves are not only pairwise equal, but in fact they all coincide, since the pairs of matrices (
) are conjugate to each other (Theorem 4.2), so we also have the equalities:
Moreover, the transformations relating them are x and y independent, and are just those defined by the matrices entering in the generalized Christoffel-Darboux relations:
These same matrices also relate the system of deformation equations, where they enter as gauge transformations depending on the deformation parameters {u K , v J }.
The key to proving all these results lies in noting (Theorem 4.1) that, as a consequence of the differential equations and recursion relations satisfied by the ψ n 's, φ n 's and their Fourier-Laplace transforms, the following quantities are in fact independent of all the variables N , x, y, {u K } K=1...d1+1 and {v J } J=1...d2+1 . Ψ such that
for all values of {N, x, y, u J , v K }. This fact may be viewed as a form of the bilinear identities implying the existence of τ -functions [46, 3] . The development of this relation, and its connection with the isomonodromic deformation equations, which requires a study of the formal asymptotics of the fundamental solutions near x = ∞ and y = ∞ will be left to a later work [6] .
In the appendix, all the above results are extended to the sequences of multiorthogonal functions that replace the biorthogonal quasi-polynomials in the multi-dimensional case associated to the multi-matrix model discussed above.
Biorthogonal Polynomials
Biorthogonality measure
We first consider sequences of biorthogonal polynomials with respect to the measure arising in the study of the two-matrix model discussed in the introduction. Consideration of the recursion relations obtained by multiplication by or derivation with respect to the independent variable gives rise to representations of the Heisenberg relations (string equation) in terms of pairs of semi-infinite matrices. However, most of the results obtained here may also be shown valid in the fully infinite case.
Let us fix two polynomials, which we refer to as the "potentials",
The coupling constants are normalized in a convenient way so that the derivatives are
We may define two sequences of mutually orthogonal monic polynomials π n (x), σ n (y) of degree n such that
In order that the integrals be convergent, one should suitably define the two closed contours of integration Γ x ,Γ y . If we require that these be the real axis, the degrees of the potentials must be even with the leading coefficient having positive real part. In applications of random matrices to string theory however, the integral is not convergent on the real axis, and the contour should approach ∞ in some appropriate Stokes sector in the complex plane. It is more convenient to deal with the quasi-polynomials defined by
and their Fourier-Laplace transforms
The choice of normalization is somewhat arbitrary. We have here chosen the most "symmetric" one, in which the leading coefficients in the various recursion relations are the same. In this notation the orthogonality relations take on a simpler form.
(We suppress for the present the specification of the contour of integration.) We shall think of the spaces spanned by the ψ n (x)'s and φ n (y)'s as infinite graded spaces in duality through the pairing in eq. (2-7). It can easily be seen, using these relations and integration by parts, that multiplication of the ψ n 's by x produces a linear combination of ψ m 's with n − d 2 ≤ m ≤ n + 1 and multiplication of the φ n 's by y produces a linear combination of φ j 's with n − d 1 ≤ j ≤ n + 1. Moreover it is clear (through integration by parts) that multiplication of the ψ n 's by x is dual to application of ∂ y to the φ n 's and vice-versa.
Recursion relations and generalized Christoffel-Darboux formulae
We denote by Q and P the semi-infinite matrices which implement multiplication and differentiation by x on the space spanned by the ψ n quasi-polynomials. Introducing the semi-infinite column vectors
the above remarks imply that
where P and Q are semi-infinite matrices of the form
satisfying the string equation.
The fact that both matrices have a finite band size as indicated in (2-10), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) follows from the fact that they are related polynomially to each other through the potentials V 1 and V 2 as follows.
Lemma 2.1
The two matrices P and Q satisfy the following relations
where the subscript ≥0 means the part above the main diagonal (main diagonal included).
Proof. It is obvious that
Eq. (2-15) means that Q has only one diagonal above the main diagonal with entries given by
Eq. (2-16) then implies that eq. (2-13) holds and P has d 1 diagonals above the main one. Repeating the argument for the φ n quasi-polynomials similarly shows that −P t (i.e. multiplication by y) has one diagonal above the main one, eq. (2-14) holds and −Q t (i.e. differentiation by y) has d 2 upper diagonals. This proves the lemma and also shows that P and Q are of the finite band sizes indicated in (2-10), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) .
Q.E.D. Eqs. (2) (3) (4) (5) (6) (7) (8) (9) are just equivalent to the following set of recursion relations
In the following we also define
Defining similarly the semi-infinite row vectors consisting of the Fourier-Laplace transformed functions
it follows from the dual pairing (2-7), and integration by parts that:
Now, we introduce the shift matrices
(The notation Λ −1 is a convenient shorthand for the transpose Λ t , but only signifies that Λ −1 is the right inverse of Λ. It leads to the abbreviated form Λ −j := (Λ t ) j .) Introducing the diagonal semi-infinite matrices
(where we set α j (n) := 0 and β j (n) := 0 when n < j), eqs. (2-10) , (2-11) can be concisely written as
The commutation relation in eq. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) gives in particular the following quadratic relations between the coefficients {α j , β k },
Our first objective is to define a set of closed differential and difference systems for vectors consisting of finite sequences of the functions {ψ n }, {φ n } and their Fourier-Laplace transforms, equivalent to the systems (2-18)-(2-21), and to study their properties and relations. Consider first the sequence of functions {ψ n (x)}. For these we have a multiplicative recursion relation defined by the coefficients {α j (n)} and a differential recursion relation defined by the coefficients {β j (n)}. We shall show presently that we can define closed systems of first order linear ODE's for any consecutive sequence of d 2 + 1 functions (ψ N −d2 , . . . , ψ N ) (or (φ N −1 , . . . , φ N +d2−1 )) with coefficients that are polynomials in x. Similar systems can be constructed for any sequence (φ N −d1 , . . . , φ N ) (or (ψ N −1 , . . . , ψ N +d1−1 )). We introduce the following definitions and notations
with the notations
Notice the difference in the positioning of the windows for the vectors constructed from the ψ n 's and the φ n 's, and the fact that the barred quantities are defined to be row vectors while the unbarred ones are column vectors. The reason for identifying these particular windows as dual will appear in the sequel. Let us now consider the kernels
that appear in the computation of correlation functions for 2-matrix models [22] .
Define the following pair of matrices, which will play an important rôle in what follows:
For any N , the recursion relations (2-18), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , , and the differential relations (2-19), (2-21), , imply that the following generalized Christoffel-Darboux formulae, as well as their "differential" analogs are satisfied.
"Differential" generalized Christoffel-Darboux relations:
Proof. Use the relations (2-18)-(2-21), (2-24)-(2-27) and simplify the telescopic sums by cancellation of common terms. Q.E.D. Although it will not be needed in the remainder of this paper, for the sake of completeness, we also include the following analogous result for the kernels K 12 and K 21 , which may be similarly derived. It is related to the above by applying Fourier-Laplace transforms with respect to one of the variables.
Folding
We now introduce the sequence of companion-like matrices a 
We then have the following: 
Proof. This is nothing but a matricial form of the sequence of recursion relations (2-18), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) expressing the higher order polynomials as linear combinations of a fixed subset with polynomial coefficients. Q.E.D. We will refer to this process of expressing any ψ n (x) by means of linear combinations of elements in a specific window with polynomial coefficients as folding onto the specified window.
The determinants of the matrices a 
From eqs. (2-13), (2-14) we find the relations
Since the coefficients γ(N ) are the square roots of the ratios of normalization factors, they cannot vanish for any N , and neither can α d2 (N ) or β d1 (N ), since the deformation parameters u d1+1 , v d2+1 are the leading coefficients of the polynomials V 1 (x), V 2 (y) and hence also may not vanish. It follows that the matrices a N and b N are all invertible. We denote their inverses as follows
The shifts N → N − 1 are thus implemented by the inverse matrices 
Folded linear differential systems
We now define the following sequences of finite diagonal matrices
Recall that α −1 (n) = γ(n) = β −1 (n) by our previous conventions, but the diagonal matrices N α −1 and N β −1 differ in dimensions. When the context leaves no doubt as to the dimension we will write them as
In either case, we denote the inverse matrix as
We can now give the closed differential systems referred to previously. 
These, taken together for all N are equivalent to the relations (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) when the recursion relations (2-51), are taken into account.
Proof. Consider the case of the ψ n 's. The differential relations (2-19) may be written by stacking them in a window of size d 2 + 1, as follows
Using the folding relations eq. (2-52), we immediately obtain (2-62), (2-64). The same procedure applied to eq. (2-21) yields (2-63), (2-65).
Q.E.D. We can repeat a similar procedure for the sequences {ψ n (y)} n∈N and {φ n (x)} n∈N . The corresponding windows are represented as row vectors N Ψ and N Φ since their components are naturally dual to the φ n 's and ψ n 's respectively. The matrices defining the relevant folding are now 
As before we have the two definitions 
Φ satisfy the following differential systems
Summarizing, we have thus obtained four differential systems
It should be noted that the two matrices D 1 and D 1 (as well as D 2 and D 2 ) have so far only superficial similarities. In particular they do not depend on the same subsets of the coefficients {α j (n)} and {β j (n)}. On the other hand the pairs (D 1 , D 2 ) and (D 2 , D 1 ) do depend on the same α j (n)'s and β j (n)'s although they are of different dimensions.
Deformation equations
The following Lemma gives the effect of an infinitesimal deformation in the coefficients {u K , v J } expressed as differential equations for the (semi)-infinite vectors Ψ∞, Φ∞ of biorthogonal quasi-polynomials (as well as their Fourier-Laplace transforms) and for the matrices P, Q. (Derivations with different conventions can be found in [12, 2, 18] .) Lemma 2.7
82)
where
Componentwise these read,
Proof: Equations (2-80) and (2-83) are just definitions, (2-82) and (2-81) follow from (2-7). Eq. (2-84) is proved in a way similar to Lemma 2.1. From the definitions (2-5), one has:
and
Since ∂ uK π n (x) has a degree lower than n, one sees that eq. (2-94) implies that
and similarly eq. (2-95) implies that
They also imply that the diagonal part must be: Φ . They are introduced in the following lemma, for which we need to define diagonal matrices which play rôles similar to that of the matrices defined in (2-57), (2-58) (2-71) , (2-72) for the differential equations with respect to x or y.
With this notation we have:
Lemma 2.8 The deformation equations can be written in the folded windows (and dual windows) as
Proof. This follows exactly the same lines as the proof of Lemma 2.4. Q.E.D.
Compatibility of the finite difference-differential-deformation systems
We want to now prove that the recursion relations (2-51), (2-70), the linear differential systems (2-79) and the systems of deformation equations (2-101), (2-102) are all compatible in the sense that they admit a basis of simultaneous solutions (fundamental systems). simultaneously satisfying the equations
and (3) (4) (5) (6) and
respectively.
Proof. We prove the compatibility for only one of the four shift-differential systems, the others being completely analogous. The statement amounts to proving that
where the dependence of a N on x has been emphasized.
be any solution to the equation
At this stage the labeling N − d 2 , . . . , N has no particular meaning because there are noψ n (x)'s with
Because of the recursive structure of the matrices a N , the above definition, e.g., forΨ 
By this definition and by the structure of the matrix
the differential system componentwise now reads
where theψ n 's that fall outside the window N − d 2 , . . . , N have been defined above in terms of the ones within the window. Therefore we need to prove that the newly defined functioñ
satisfies the same sort of differential equation as the preceding ones. (A simple argument by induction then shows that allψ N +j satisfy the same sort of differential equation for any j > 1). This in turn amounts to proving that
To do this we compute
Rearranging eqs. (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , we have to prove the identity (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) or equivalentlyψ
But this last equation is nothing but the Heisenberg commutation relations in eq. (2-31) and eq. . This means that rearranging the coefficients in front ofψ N +r (x) in the RHS of eq. (3-21), the only nonvanishing coefficient is that ofψ N (x) and it is exactly 1. A similar argument may be used to prove that the relations (3-16) hold also for 1 ≤ n < N − d 2 For future convenience we remark that this verification amounts to the fact that the coefficients of theψ N +r (x)'s are the same as for the orthogonal quasi-polynomials ψ N +r (x), since it relies only on the recursion relations, which are the same. Given that the quasi-polynomials ψ N +r (x) are linearly independent, the equality of LHS and RHS follows also for any other sequence.
Q.E.D.
Prop. 3.1 means that we can define d 2 + 1 sequences of functions ψ
in such a way that in any "window" of size d 2 + 1 they constitute a fundamental system of solutions to the differential system (3-2). One of these sequences is obviously provided by the orthogonal quasi-polynomials. Each of them satisfies both the recursion relations
n−l (x) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and the derivative relations
Remark 3.1 In principle, in order to define these d2 + 1 sequences one should solve the differential system (3-2) in a given window and then define recursively the rest of the sequence backwards and forwards. To pass from the semi-infinite case to the infinite one, we may define the full sequence ψ (q) n for n ∈ Z just by application of products of the matrices a N and their inverses, provided the αj (n)'s are so defined that all the a N 's are invertible.
In a completely parallel manner we can define d 1 + 1 sequences of functions φ 
Moreover, with minor modifications, we can construct analogous sequences for the dual systems
The only difference is that the matrices will therefore satisfy the recursion relations
A completely analogous statement holds for the matrices defining the deformation equations in any window. 
are compatible, as are the shifts N → N − 1 implemented by N b in (3) (4) (5) and the sequence of differential equations 
Proof. We will prove compatibility of only one of the eight kinds of systems with the shift; the remaining cases are proven similarly. As for Prop. 3.1, we first define a continuous parametric family (depending on x) of solutions to the system
We then define the shifted functionsΨ
so that the equation reads, componentwise
Then we have to check that the newly definedψ N +1 also satisfies
(and by induction the corresponding equations forψ N +r , r ≥ 1). As before, we use the relations and the differential system satisfied by theψ N −d2 , . . . ,ψ N . To conclude the equality we can reason as in the remark in the proof of Prop. 3.1.
Q.E.D. The final proposition in this section assures that the deformation equations are compatible with the x, y differential equations in all windows.
Proposition 3.3
The system of equations
is compatible and hence sequences of fundamental systems of solutions Ψ
to all equations exist. The same statement holds for the system
The corresponding systems for the barred sequences are also compatble, and hence also admit simultaneous sequences of fundamental solutions Ψ N −1 (x) and Φ N −1 (y).
Proof. The proof will be given for the systems (3-37)- , the others being proved in the same way. The compatibility follows from Props. 3.1 and 3.2 together with a proof of compatibility of the equations (3-37)- . Indeed, from the d 2 + 1 functions iñ
we can define consistently a whole sequence of functionsψ n 's by means of the x−recursion relations in such a way that the system reads componentwise
Taking cross derivatives and using these expressions one gets, e.g.,
The expressions for the derivatives of the coefficients β j may be obtained from the deformation equation (2-92) for P and then substituted back into eq. . However, to prove the equality of the two cross derivatives one must collect the coefficients ofψ n+q . But these coefficients are the same as if theψ n 's were the orthogonal quasi-polynomials, and hence the equality is guaranteed, since the orthogonal quasipolynomials are linearly independent (as functions of x) 5 . In a completely parallel fashion one can prove the mutual compatibility of the ∂ uK and ∂ vJ deformations; one has to substitute the expressions for ∂ vJ in (3-47) and reason exactly as above.
Spectral Duality
The aim of this section is to state and prove some remarkable relations between systems related to dual windows (in the sense of Def. 2.1), which will justify the terminology. One of the main results will be that the four spectral curves given by the characteristic polynomials of 5 This is essentially the same argument that was used in the remark in the proof of Prop. 3.1
Dual spectral curves
First we need a linear algebra lemma Lemma 4.1 Let T be a square matrix having the block form
where the d + 1 blocks have compatible sizes and the diagonal blocks are square. Then
, where (4-2) Proof. Let
We multiply the matrix 1 − T from the right by the matrix
Since the matrix (1 − N F ) −1 is unimodular, the determinant of 1 − T remains unaffected. Then one computes
from which the statement follows by taking the determinant.
Q.E.D. 
which connect the spectral curves of the differential operators of different dimensions operating on the two pairs of dual windows.
Proof. We will only prove one equality since the other is proved similarly. We start with the computation of the characteristic polynomial of
where we have used the identity in eq. (2-54). Now we use Lemma 4.1 with the identifications
and thus obtain det
The matrix T a b is defined by
We regard T a b as an endomorphism of C d2+1 ⊗ C d1+1 . Let P 12 be the involution interchanging the two factors of the tensor product and let the matrix C implement the reversal of order endomorphism within the (d 2 + 1) × (d 2 + 1) blocks: 
A direct inspection shows
where we now have d 2 + 1 square blocks of dimension d 1 + 1 (i.e. the number of blocks and the dimensions of the blocks have been interchanged). The barred symbols are precisely those defined in eqs. (2-67, 2-68), (2-71, 2-72). We now use Lemma 4.1 again to get
This concludes the proof. Q.E.D.
Remark 4.1 Notice that this proof was based purely on an algebraic reinterpretation of the characteristic equations for D1(x) and D 2 (y) in which the same set of recursion parameters αj(n), βj (n) appeared. No assumption was required about any relations between these parameters, and therefore the equalities (4-7), (4-8) are really just identities.
Duality pairings
In what follows we will derive a deeper form of duality; namely, that the linear differential equations satisfied by dual windows are also dual, in the sense of having the same associated spectral curves. This follows from the generalized Christoffel-Darboux formulae satisfied by kernels K ij , i, j = 1, 2 when the biorthogonal polynomials and their Fourier-Laplace transforms are replaced by any solution to the equations of Prop. 3.3.
Proposition 4.2 If {ψ n (y)} n∈N and {φ n (y)} n∈N are two arbitrary sequences of functions satisfying both the recursion relations under multiplication by y and the differential relations under application of ∂ y (constructed as in Prop. 3.1), then
Proof. The two expressions explicitly read (understanding theψ n 's to depend on y ′ and theφ n 's on y) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and
The claim now is that these two expressions are the same. There are two ways of proving this. The first is a straightforward computation collecting all bilinear terms of the form (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) in the difference between (4-18) and (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) and proving that their coefficients vanish. The coefficient of F pq with p ≥ 0 and q ≥ 0 vanish identically, as do the coefficient of F pq with p < −1 and q < −1. The coefficient of F pq with p ≥ 0 and q < −1 vanishes due to relation (2-31) with l = p − q − 1 and n = N + q. The coefficient of F pq with p < −1 and q ≥ 0 vanishes due to relation (2-32) with l = q − p − 1 and n = N + p. These cancellations are summarized in Table 1 .
Q.E.D. The second way does not involve any computation; in fact, we can already conclude that the coefficients of all termsψ N +p (y ′ )φ N +q (y) must agree. We know that for the polynomial solutions {ψ n (x), φ n (y)} and their Fourier-Laplace transforms {ψ n (y ′ ), φ n (x ′ )} the two expressions are the same because
where we have used the generalized Christoffel-Darboux formulae and the identity
Since the ψ n (y ′ )'s are linearly independent and so are the φ n (y)'s, the functions (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) are also linearly independent. Considering eqs. (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) as linear equalities for the F pq (y ′ , y)'s, one concludes that the coefficient of the two equations must be equal.
Q.E.D. Before stating the next result, we define new pairings by studying the effect of deformations on the kernels: indeed, by using the same Christoffel-Darboux trick one easily computes
This pairing does not change if we take Fourier-Laplace transforms of Ψ or Φ, so we can easily write the deformations of the two kernels K 11 and K 22 .
Proposition 4.3 For any two sequences satisfying both the deformation equations and the x-recursion relations we have
Proof. We prove only one identity, the others being completely similar. If the two sequences consist of the orthogonal quasi-polynomials (and the corresponding Fourier-Laplace transforms), then the equality follows immediately from:
Expanding both sides by means of the recursion relations and the deformation equations in order to obtain linear expressions in F p,q (y ′ , y) in the LHS and RHS one concludes that the coefficients must be the same. But the same final expression relies only on the recursion relations, and hence the equality holds for any pair of sequences of functionsψ n (y ′ ) andφ n (y) satisfying these same recursion relations (by the same argument as in the proof of Prop. 4.2).
Theorem 4.1 If {ψ n (y ′ )} n∈N and {φ n (y)} n∈N (or {φ n (x ′ )} n∈N and {ψ n (x)} n∈N ) are two arbitrary pairs of sequences of functions satisfying the recursion relations , (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , (resp. (2-26)), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) , the differential relations (2-25), (2-21), (resp. (2-27), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) ) and the deformation equations (2-85)-(2-88), then the bilinear expressionsf are independent of y (resp. x) and N , and also are constant in the deformation parameters {u K , v J }.
Proof. Using Prop. 4.2 and setting y = y ′ we find at once that
i.e. f N (y) = f N does not depend on y. A similar computation shows thatg N (x) is independent of x. Now we also compute (for, say, M < N )
Letting y = y ′ we obtainf N =f M , and similarly forg N To prove the independence of the deformation parameters u K and v J , we use Prop. 4.3 in a similar way to the above and then again set y = y ′ (or x = x ′ ) to conclude the proof. Q.E.D. Theorem 4.1 allows us to conclude that we can choose fundamental systems of solutions to the pairs of dual differential-difference-deformation equations normalized in such a way that the pairing gives the identity matrix. 
We conclude with the following theorem. 
Theorem 4.2 The differential-deformation systems
, are put in duality by the matrix 
Concluding remarks
In this work, the main results concern the compatibility of the difference-differential-deformation systems arising from the "folding" procedure (Proposition 3.1), and the resulting spectral duality To introduce a suitable definition for this situation, an analysis of the formal asymptotics at x = ∞ (or y = ∞) is required. Also, the systems of Proposition 3.1 represent in a sense, the "vacuum" isomonodromic deformation systems associated with the Fredholm kernels appearing in Proposition 2.1. When the corresponding integral operator is supported on a union of intervals, the computation of its resolvent is equivalent to a Riemann-Hilbert problem with discontinuities given across these cuts [28] . The resulting "dressed" Baker functions determine isomonodromic families of covariant derivative operators having, in addition to polynomial parts, poles at the endpoints of the intervals, which may be viewed as new deformation parameters. The associated isomonodromic tau functions are given by the Fredholm determinants of the integral operator supported on the union of intervals. [24, 28] .
The study of the formal asymptotics associated to the vacuum systems, the corresponding isomonodromic tau functions and the relation of these to the spectral invariants will be developed in a subsequent work ( [6] ), as will the study of the N → ∞ asymptotics of the biorthogonal polynomials and associated Fredholm kernels.
and from σ n , the following m sequences of functions {φ 1,n } n=0...∞ , . . . {φ m,n } n=0...∞
A.2 Folding
Again, it is possible to "fold" these recursion relations to form finite rank linear differential systems with polynomial coefficients. For each k, define the following windows of size r k + s k .
Shift operators: For each k, define "ladder" matrices of size
. . .
which implement the shifts 6 in N .
Differential systems: The differential systems 7 satisfied by the vectors Ψ kN (x) and Φ kN (x) are:
are matrices of size r k + s k , and with polynomial coefficients of degree at most
The matrices N D k (x) are given by: There is also a "differential Christoffel-Darboux theorem", for k > 1: This equality holds term by term, since the coefficients for each monomial of typeψ k,n (x)φ k,l (y) are the same as whenψ k,n (x) = ψ k,n (x) andφ k,l (y) = φ k,l (y), which are linearly independent functions of x and y. By taking x = y one has, for anyΦ kN (y) andΨ kN (x),
Since this holds for any basis of solutions, the factor in brackets (. . .) must vanish. Q.E.D.
Here is a sketch of the proof of (A-37); it is very similar to the proof of Prop. 4.1. First, we show how to prove that det (y1 + D 1 (x)) ∝ det (x1 − D 2 (y)) , It is easy to see that T 1 and T 2 are equal up to permutations of rows and of columns, and therefore they have the same determinant. The other equalities with k > 1, -48) are proved by the same method and by induction on k. We need to define the sequence of functions x j (x, y), 1 ≤ j ≤ k + 1, such that
Then we prove by induction on j that
Each step of the induction is similar to the method described above for k = 1. Ths completes the proof of A-37.
It can also be proved that all these systems are compatible with the shifts and deformations. This may again be viewed as a form of the bilinear identities that allow us to deduce bilnear equations for τ -functions.
