The ability to identify interpretable, low-dimensional features that capture the dynamics 3 of large-scale neural recordings is a major challenge in neuroscience. Dynamics that 4 include repeated temporal patterns (which we call sequences), are not succinctly 5 captured by traditional dimensionality reduction techniques such as principal 6 components analysis (PCA) and non-negative matrix factorization (NMF). The presence of 7 neural sequences is commonly demonstrated using visual display of trial-averaged firing 8 rates [15, 32, 19]. However, the field suffers from a lack of task-independent, 9 unsupervised tools for consistently identifying sequences directly from neural data, and 10 cross-validating these sequences on held-out data. We propose a tool that extends a 11 convolutional NMF technique to prevent its common failure modes. Our method, which 12 we call seqNMF, provides a framework for extracting sequences from a dataset, and is 13 easily cross-validated to assess the significance of each extracted factor. We apply 14 seqNMF to recover sequences in both a previously published dataset from rat 15 hippocampus, as well as a new dataset from the songbird pre-motor area, HVC. In the 16 hippocampal data, our algorithm automatically identifies neural sequences that match 17 those calculated manually by reference to behavioral events [15, 32]. The second data set 18 was recorded in birds that never heard a tutor, and therefore sang pathologically variable 19 songs. Despite this variable behavior, seqNMF is able to discover stereotyped neural 20 sequences. These sequences are deployed in an overlapping and disorganized manner, 21 strikingly different from what is seen in tutored birds. Thus, by identifying temporal 22 structure directly from neural data, seqNMF can enable dissection of complex neural 23 circuits with noisy or changing behavioral readouts. 24 25 1 of 35 seqNMF 42
Introduction 26 The ability to detect and analyze temporal sequences embedded in a complex sensory 27 stream is an essential cognitive function, and as such is a necessary capability of neuronal 28 circuits in the brain [10, 23, 3, 21] , as well as artificial intelligence systems [11, 42] . The 29 detection and characterization of temporal structure in signals is also useful for the 30 analysis of many forms of physical and biological data. In neuroscience, recent advances 31 in technology for electrophysiological and optical measurements of neural activity have 32 enabled the recording of hundreds or thousands of neurons [6, 26, 38, 24] , in which 33 neuronal dynamics are often structured in sparse sequences [18, 19, 31, 32] . 34 While sequential patterns are simple to conceptualize, identifying these patterns in 35 high-dimensional datasets is surprisingly challenging. Traditional techniques for identi- 36 fying low dimensional structure in high dimensional datasets such as PCA and NMF do 37 not work for sequences, because those methods only model zero-time-lag correlations in 38 data. It is sometimes possible to identify neural sequences by heuristically aggregating 39 pairwise cross-correlations across neurons or across timebins [37, 17] , but these correla- 40 tions are easily confounded [4] , leading to mathematically complex and computationally 41 expensive procedures. In some cases, sequences can be identified by simply averaging signals such as speech [30, 40, 45] . CNMF identifies exemplar patterns in conjunction 48 with the times at which each pattern occurs. This strategy eliminates the need to average 49 activity aligned to any external behavioral variables, and CNMF has recently been used to 50 extract repeated patterns in spontaneous neural activity [34] . While CNMF factorizations seqNMF sequences are activated in an atypical and overlapping fashion, suggesting potential 72 neural mechanisms for this pathological song variability. 73 
Results

74
Matrix factorization framework for unsupervised discovery of fea-75 tures in neural data 76 Matrix factorization underlies many well known unsupervised learning algorithms [44] 77 with applications to neuroscience [12] , including principal component analysis (PCA) [33] , 78 non-negative matrix factorization (NMF) [27] , dictionary learning, and k-means clustering. 79 We start with a data matrix, , containing the activity of neurons at times. If the 80 neurons exhibit a single repeated pattern of synchronous activity, the entire data matrix 81 can be reconstructed using a column vector representing the neural pattern, and a row 82 vector representing the times at which that pattern occurs (temporal loadings). In this 83 case, the data matrix is mathematically reconstructed as the outer product of these two 84 vectors (̃ = ℎ ). If multiple patterns are present in the data, then each pattern can be 85 reconstructed by a separate outer product, where the reconstructions are summed to 86 approximate the entire data matrix ( Figure 1A) as follows:
Here, in order to store different patterns, is a × matrix containing the 88 exemplar patterns, and is a × matrix containing the timecourses:
Given a data matrix with unknown patterns, the goal of these unsupervised learning 90 algorithms is to discover a small set of patterns ( ) and a corresponding vector of 91 temporal loadings ( ) that approximate the data. This corresponds to a dimensionality 92 reduction, whereby the data is expressed in more compact form ( < , ). NMF 93 additionally requires that and must contain only positive numbers. The discovery 94 of unknown factors is often accomplished by minimizing the following cost function, 95 which measures (using the Frobenius norm) the sum of all squared errors between the 96 reconstructioñ = and the original data matrix :
While this general strategy works well for extracting synchronous activity, it is un-98 suitable for discovering temporally extended patterns-first, because each element in 99 a sequence must be represented by a different factor, and second, because NMF as- 100 sumes that the columns of the data matrix are independent 'samples' of the data, so 101 permutations in time have no effect on the factorization of a given dataset. It is therefore 102 necessary to adopt a different strategy for temporally extended features.
If the dataset contains multiple patterns, each pattern is captured by a different × 114 matrix and a different associated timeseries vector . A collection of different patterns 115 can be compiled together into an × × tensor and a corresponding × timeseries 116 matrix . Analogously to NMF, CNMF reconstructs the data as a sum of convolutions 117 between each neural activity pattern ( ), and its corresponding temporal loadings ( ):
where the tensor/matrix convolution operator ⊛ (notation summary, Table 1 ) reduces to 119 matrix multiplication in the = 1 case, which is equivalent to standard NMF. The quality 120 of this reconstruction can be measured using the same cost function shown in Equation 121 3, and and may be found iteratively using the same multiplicative gradient descent 122 updates often used for standard NMF [27, 41, 40] . 123 While CNMF can perform extremely well at reconstructing sequential structure, it 124 suffers from a significant problem-namely, it reconstructs data using many more factors 125 than are minimally required. This is because an individual temporal pattern may be In the next section, we will motivate a novel cost function that effectively minimizes the 147 number of factors by penalizing temporal correlations between different factors. We 148 will build up the full cost function by addressing, one at a time, the types of correlations 149 generated by each failure mode. 150 Regularization has previously been used in NMF to address the problem of duplicated Thus, we chose an alternative approach to resolve errors of Type 3 that simultaneously 183 detects correlations in and using a single cost term. We note that redundant factors of 184 this type have a high degree of overlap with the data at the same times, even though their 185 temporal loadings are segregated at different times. To introduce competition between 186 these factors, we compute the pairwise correlation between the temporal loading of each 187 factor and the overlap of every other factor with the data, given by ⊤ ⊛ ≠ (notation 188 seqNMF summary, Table 1 ). The regularization then sums up these correlations across all pairs of 189 factors, implemented as follows:
When incorporated into the update rules, this causes any factor that has a high overlap 191 with the data to suppress the temporal loading ( ) of any other factors active at that time. 192 Thus, factors compete to explain each feature of the data, favoring solutions that use a 193 minimal set of factors to give a good reconstruction. We refer to this minimal set as an 194 efficient factorization. The resulting global cost function is:
The update rules for and are based on the derivatives of this global cost function, 196 leading to a simple modification of the standard multiplicative update rules used for NMF 197 and CNMF [27, 41, 40] ( Table 2) .
198
Testing the performance of seqNMF on simulated sequences 199 To compare the performance of seqNMF to unregularized CNMF, we simulated neural 200 sequences of a sort commonly encountered in neuronal data ( Figure 2A ). The simulated 201 data were used to test several aspects of the seqNMF algorithm: consistency of factoriza-202 tions, the ability of the algorithm to discover the correct number of sequences in the data, 203 and robustness to noise. 204 Consistency of seqNMF factorization 205 We set out to determine if seqNMF exhibits the desirable property of consistency-namely 206 whether it returns similar sequences each time it is run on the same dataset using different 207 random initializations of and . Consistency was assessed as the extent to which there 208 is a good one-to-one match between factors across different runs (Methods 10). Due 209 to the inefficiencies outlined in Figure 1 , CNMF yielded low consistency scores typically 210 ranging from 0.2 to 0.4 on a scale from zero to one. In contrast, seqNMF factorizations 211 were nearly identical across different fits of noiseless data, producing consistency scores 212 that were always higher than any we measured for CNMF, and typically (>80% of the time) 213 higher than 0.99 ( Figure 2B ). Both CNMF and seqNMF had near perfect reconstruction 214 error for all combinations of and that exceed the number and duration of sequences 215 in the data (not shown). However, CNMF exhibited low consistency scores, a problem 216 that was further exacerbated for larger values of . In contrast, seqNMF exhibited high 217 consistency scores across a wide range of values of both and . 218 We also tested the consistency of seqNMF factorizations for the interesting case in Note that if is set too small, seqNMF will produce multiple redundant factors to 250 explain one sequence in the data. In this case, each redundant candidate sequence will 251 pass the significance test outlined here. We will address below a procedure for choosing 252 and methods for determining the number of sequences. 253 Estimating the number of sequences in a dataset 254 A successful factorization should contain the same number of significant factors as exist 255 sequences in the data. To compare the ability of seqNMF and CNMF to recover the true 256 number of patterns in a dataset, we generated simulated data containing between 1 257 and 10 different sequences. We then ran many independent fits of these data, using To test the robustness of seqNMF to each of these noise conditions, we factorized data 274 containing two neural sequences at variety of noise levels. The value of was chosen using 275 methods described in the next section. SeqNMF proved relatively robust to all four noise 276 types, as measured by the similarity of the factors to the ground-truth. We defined the 277 ground-truth sequences those used to generate the synthetic data prior to the addition 278 of noise. We then quantified the correlation between seqNMF factors and ground-truth 279 sequences (Methods section 10, Figure 3 ). For low noise conditions, seqNMF produced 280 factors that were highly similar to ground-truth; this similarity gracefully declined as 281 noise increased. Visualization of the extracted factors revealed that they tend to match 282 ground-truth sequences even in the presence of high noise ( Figure 3 ). Together, these 283 findings suggest that seqNMF is suitable for extracting sequence patterns from neural 284 data with realistic forms of noise. 285 Method for choosing an appropriate value of 286 In general, the seqNMF algorithm performs differently using different values of , and 287 application to the noisy datasets revealed that the optimal choice of this parameter may which we refer to as correlation cost. 296 We have developed a quantitative strategy to guide the choice of , by analyzing the 297 dependence on of both reconstruction error and correlation cost in synthetic datasets 298 containing two sequences ( Figure 4 ). SeqNMF was run with many random initializations 299 over a range of spanning six orders of magnitude. For small , the behavior of seqNMF 300 approaches that of CNMF, producing a large number of redundant factors with high 301 correlation cost. In the regime of small , correlation cost saturates at a large value and 302 reconstruction error saturates at a minimum value ( Figure 4A ). At the opposite extreme, 303 in the limit of large , seqNMF returns a single significant factor with zero correlation cost 304 because all other factors have been suppressed to zero amplitude. In this limit, the single 305 factor is unable to reconstruct multi-sequence data, resulting in large reconstruction error. 306 Between these extremes, there exists a region in which increasing produces a rapidly 307 increasing reconstruction error and a rapidly decreasing correlation cost. Following the 308 intuition that the optimal choice of for seqNMF would lie in this cross-over region 309 where the costs are balanced, we set out to quantitatively identify, for known synthetic 310 sequences, the optimal at which seqNMF has the highest probability of recovering the 311 correct number of significant factors, and at which these factors most closely match the 312 ground truth sequences. 313 The following procedure was implemented: For a given dataset, seqNMF is run several 314 times at a range of values of , and terminal reconstruction cost and correlation cost 315 seqNMF are recorded. These costs are normalized to vary between 0 and 1, and the value of 316 at which the reconstruction and correlation cost curves intersect is determined ( Figure   317 4). This intersection point, 0 , then serves as a precise reference by which to determine 318 the correct choice of . We then separately calibrated the reference 0 to the 's that 319 performed well in synthetic datasets, with and without noise, for which the ground-truth 320 is known. This analysis revealed that values of between 0 and 5 0 performed well 321 across different noise types and levels ( Figure 4B ,C). For additive noise, performance was 322 better when was chosen to be near 0 , while with other noise types, performance was 323 better at higher (≈ 5 0 ). Note that this procedure does not need to be run on every 324 dataset analyzed, rather, only when seqNMF is applied to a new type of data for which a 325 reasonable range of is not already known. 326 Sometimes there is not a clear correct answer for how many sequences exist in a 327 dataset. In fact, different values of can lead to different sensible factorizations. It can 328 be useful to explore the factorization for different values of between 0 and 10 0 . We 329 observed a notable example of this in datasets that included sequences with a high 330 degree of temporal warping. In this case, high led seqNMF to extract a single factor for 331 each ground truth sequence. In contrast, at low seqNMF extracted multiple factors for 332 each ground truth sequence, corresponding to slow and fast variations of the sequence. 333 Thus, seqNMF clusters sequences with different granularity depending on the strength of 334 the regularization term . 335 Adding additional sparsity regularization to seqNMF 336 Sparsity regularization is a widely used strategy for achieving more interpretable results 337 across a variety of algorithms and datasets [47], including CNMF [30, 36] . In some of 338 our datasets, we found it useful to add 1 regularization for sparsity, in addition to 339 regularizing for factor competition. The multiplicative update rules for these variants are 340 included in Table 2 , and as part of our code package. Sparsity on the matrices and 341 may particularly useful in cases when sequences are repeated rhythmically (Figure   342   S2 ). For example, the addition of a sparsity regularizer on the update will bias the 343 exemplars to include only a single repetition of the repeated sequence, while the addition 344 of a sparsity regularizer on will bias the exemplars to include multiple repetitions of 345 the repeated sequence. This gives one fine control over how much structure in the signal 346 to pack into versus . Of course, these are both equally valid interpretations of the 347 data, but each may be more useful in different contexts. 348 Further considerations of shared neurons 349 The existence of neurons that are shared between different sequences raises an inter-350 esting ambiguity in the types of factorizations that seqNMF can produce, an example of 351 which is illustrated in Figure S3 . In this case, there are two different, but equally valid, fac- We have found that seqNMF will produce both types of factorizations depending on 361 initial conditions and the structure of shared neurons in the data. We note that these 362 different factorizations may correspond to different intuitions about underlying mech- 363 anisms. Therefore, it may be useful to explicitly bias the probability of these different 364 factorizations by the addition of further regularization on either or correlations, as 365 demonstrated in Figure S3 . Update rules to implement both of these regularizations are 366 derived in Appendix 1, and shown in Table 2 , and included as options in our code.
367
Application of seqNMF to hippocampal sequences 368 To test the ability of seqNMF to discover patterns in electrophysiological data, we ana-369 lyzed the activity of a set of simultaneously recorded hippocampal neurons in a publicly 370 available dataset in which sequences have previously been reported [32] . In these experi-371 ments, rats were trained to alternate between left and right turns in a T-maze to earn a 372 water reward. Between alternations, the rats ran on a running wheel during an imposed 373 delay period lasting either 10 or 20 seconds. By averaging spiking activity during the delay 374 period, the authors reported long temporal sequences of neural activity spanning the 375 delay. In some rats, the same sequence occurred on left and right trials, while in other 376 rats, different sequences were active in the delay period during the different trial types. 377 Without reference to the behavioral landmarks, seqNMF was able to extract different 378 types of sequences in two different rats. The automated method described above was 379 used to choose ( Figure 5 ). In Rat 1, a single significant factor was extracted, corre-380 sponding to a sequence active throughout the running wheel delay period ( Figure 5B ). 381 In Rat 2, three significant factors were identified ( Figure 5C ). The first two corresponded 382 to distinct sequences active for the duration of the delay period on alternating trials. 383 The third sequence was active immediately following each of the alternating sequences, 384 corresponding to the time at which the animal exits the wheel and runs up the stem 385 of the maze. Taken together, these results suggest that seqNMF can detect multiple 386 neural sequences without the use of any behavioral landmarks. Having validated this 387 functionality in both simulated data and previously published neural sequences, we then 388 applied seqNMF to find structure in a novel dataset, in which the ground truth is unknown, 389 and difficult to ascertain using previous methods. using the standard approach of aligning neural activity to vocal output. 406 Using seqNMF, we were able to identify repeating neural sequences in isolate song-407 birds ( Figure 6A ). We found that the HVC network generates several distinct premotor 408 sequences ( Figure 6B -C), including sequences deployed during syllables of abnormally 409 long and variable durations ( Figure 6D -F). 410 In addition, the extracted sequences exhibit properties not observed in normal adult 411 birds. We see an example of two distinct sequences that sometimes, but not always, 412 co-occur ( Figure 6 ). We observe that a short sequence occurs alone on some 512 We plan to post more of our data publicly on the CRCNS data-sharing platform.
513
Generating simulated data 514 We simulated neural sequences containing between 1 and 10 distinct neural sequences in 515 the presence of various noise conditions. Each neural sequence was made up of 10 con-516 secutively active neurons. The binary activity matrix was convolved with an exponential 517 kernel to resemble neural calcium imaging activity. 
We derived the following multiplicative update rules for and (Appendix 1):
Where the division and × are element-wise. The operator → (⋅) shifts a matrix in the → 535 direction by timebins, i.e. a delay by timebins, and ← (⋅) shifts a matrix in the ← direction 536 by timebins (notation summary, Table 1 ). Note that multiplication with the × . 540 In addition to the multiplicative updates outlined in is measured with the following procedure: Testing the significance of each factor on held-out data 563 In order to test whether a factor is significantly present in held-out data, we measure the 564 overlap of the factor with the held-out data, and compare this to the null case ( Figure S1 ). 565 Overlap with the data is measured as ⊤ ⊛ , so this quantity will be high at moments In some applications, achieving the desired accuracy may depend on choosing a 593 that allows some inconsistency. It is possible to deal with this remaining inconsistency 594 seqNMF by comparing factors produced by different random initializations, and only considering 595 factors that arise from several different initializations, a strategy that has been previously 596 applied to standard CNMF on neural data [34] . 597 During validation of our lambda choosing strategy we compared factorizations to 598 ground truth sequences as shown in figure 4 . To find the optimal lambda we used the 599 product of two curves. The first curve was obtained by calculating the fraction of fits in 600 which the true number of sequences was recovered as a function of . The second curve 601 was obtained by calculating similarity to ground truth as a function of . The product 602 of these two curves was smoothed using a three sample boxcar sliding window and the 603 width was found as the lambda on either side of the peak value which was nearest the 604 half-maximum. 605 Measuring performance on noisy data by comparing seqNMF sequences to 606 ground-truth sequences 607 We wanted to measure the ability of seqNMF to recover ground-truth sequences even 608 when the sequences are obstructed by noise. Our noisy data consisted of two ground-609 truth sequences, obstructed by a variety of noise types. We first took the top seqNMF 610 factor, and made a reconstruction with only this factor. We then measured the correlation 611 between this reconstruction and reconstructions generated from each of the ground-612 truth factors, and chose the best match. Next, we measured the correlation between the 613 remaining ground-truth reconstruction and the second seqNMF factor. The mean of these 614 two correlations was used as a measure of similarity between the seqNMF factorization 615 and the ground-truth (noiseless) sequences. 616 Algorithm speed 617 In practice, our algorithm converges rapidly: fewer than 100 iterations on a typical 150 618 neuron by 10,000 time point data matrix, typically less than 30 seconds on a standard 619 PC. However, applications to much larger datasets may require faster performance. In 620 these cases, we recommend running seqNMF on smaller subsets of the dataset, perhaps 621 by incorporating seqNMF regularization into an online version of CNMF Figure 1 . Introduction to CNMF factorization failure modes motivating seqNMF regularization (A) NMF (non-negative matrix factorization) approximates a dataset containing neurons at timepoints as a sum of rank-one matrices. Each matrix is generated as the outer product of two nonnegative vectors : of length , which stores a neural ensemble, and of length , which holds the times at which the neural ensemble is active. (B) Convolutional NMF also approximates an × dataset as a sum of matrices. Each matrix is generated as the convolution of two components: a non-negative matrix of dimension × that stores a sequential pattern of the neurons at lags, and a vector of temporal loadings, , which holds the times at which each factor pattern is active in the data. (C) Three types of inefficiencies are present in unregularized CNMF: Type 1 in which two factors are used to reconstruct the same instance of a sequence, Type 2 in which two factors reconstruct a sequence in a piecewise manner, and Type 3 in which two factors are used to reconstruct different instances of the same sequence. 
The shift operator inserts zeros when ( − ) < 0 or ( + ) >
Tensor convolution operator
Convolutive matrix factorization reconstructs a data matrix using a × × tensor and a × matrix :
Note that each neuron is reconstructed as the sum of convolutions:
Transpose tensor convolution operator
The following quantity is useful in several contexts: 
Smoothed soft orthogonality for (favors 'events-based')
Smoothed soft orthogonality for (favors 'parts-based')
Smoothed cross-factor orthogonality (main seqNMF R) Figure S1 . Outline of the procedure used to assess factor significance.
(A) In order to test the significance of a factor on held-out data, we constructed null (shifted) versions of the factor, and measured the distribution of overlap values ( ⊤ ⊛ ) between each null factor and the held-out data. (B) We also measured the distribution of overlap values between the real factor and the held-out data. (C) We then compared the skewness of the actual distribution to the skewness of null distributions, and asked whether it was significantly higher than the null case.
Figure S2. Biasing factorizations between sparsity in or
Two different factorizations of the same simulated data, where a sequence is always repeated precisely three times. Both yield perfect reconstructions, and no cross-factor correlations. The factorizations differ in the amount of features placed in versus . Both use = 3 and = 0.001. (A) Factorization achieved using additional smoothed soft orthogonality for , with 1 = 1. (B) Factorization achieved using additional smoothed soft orthogonality for , with 1 = 1.
seqNMF Figure S3 . Biasing towards parts-based and events-based factorizations Illustration of a trade-off between parts-based ( is more strictly orthogonal) and events-based ( is more strictly orthogonal) factorizations in a dataset where some neurons are shared between different sequences. The same data as in Figure 6 is factorized using smoothed soft orthogonality on (top, events-based), or on (bottom, parts-based). Below each motivating cartoon factorization, we show seqNMF fits ( and together with the reconstruction) of the data in Figure 6 . The right panels contain the raw data sorted according to these factorizations. Favoring events-based or parts-based factorizations is a matter of preference. Parts-based factorizations are particularly useful for separating neurons into ensembles. Events-based factorizations are particularly useful for identifying what neural events occur when. seqNMF Appendix 1 804
Deriving multiplicative update rules
Standard gradient descent methods for minimizing a cost function must be adapted when solutions are constrained to be non-negative, since gradient descent steps may result in negative values. Lee and Seung invented an elegant and widelyused algorithm for non-negative gradient descent that avoids negative values by performing multiplicative updates [27] . They derive these multiplicative updates by choosing an adaptive learning rate that makes additive terms cancel from standard gradient descent on the cost function. We will reproduce their derivation here, and detail how to extend it to the convolutional case [41] apply several forms of regularization [30, 36, 7] . See Table 2 for a compilation of cost functions, derivatives and multiplicative updates for NMF and CNMF under several different regularization conditions.
Standard NMF
NMF factorizes data ≈̃ = . NMF factorizations seek to solve the following problem:
,̃ ≥ 0
This problem is convex in and separately, not together, so a local minimum is found by alternating and updates. Note that:
Thus, gradient descent steps for and are:
To arrive at multiplicative updates, Lee and Seung [27] set: where the division and × are element-wise.
Standard CNMF
Convolutional NMF factorizes data ≈̃ = ∑ ⋅⋅ → = ⊛ . CNMF factorizations seek to solve the following problem:
,̃ ≥ 0 (24)
The derivation above for standard NMF can be applied for each , yielding the following update rules for CNMF [41]:
Note that NMF is a special case of CNMF where = 0.
Incorporating regularization terms
Suppose we want to regularize by adding a new term, R to the cost function:
,̃ ≥ 0 (29)
Using a similar trick to Lee and Seung, we choose a , to arrive at a simple multiplicative update. Below is the standard NMF case, which generalizes trivially to the CNMF case. seqNMF Note that:
We set:
Thus, the gradient descent updates become multiplicative:
where the division and × are element-wise. This framework enables flexible incorporation of different types of regularization into the multiplicative NMF update algorithm. This framework also extends naturally to the convolutional case. See Table 2 for examples of several regularization terms, including 1 sparsity [30, 36] and soft orthogonality [7], as well as the terms we introduce here to combat the types of inefficiencies and cross correlations we identified in convolutional NMF, namely, smoothed orthogonality for and , and smoothed cross-factor orthogonality, the primary seqNMF regularization term.
For the seqNMF regularization term, || ⊤ ⊛ ⊤ || 1, ≠ , the multiplicative update rules are:
Where the division and × are element-wise. The operator → (⋅) shifts a matrix in the → direction by timebins, i.e. a delay by timebins, and ← (⋅) shifts a matrix in the ← direction by timebins ( Table 1 ). Note that multiplication with the × matrix ( − ) effectively implements factor competition because it places in the th row a sum across all other factors.
