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HARDY-LITTLEWOOD MAXIMAL OPERATOR
ON REFLEXIVE VARIABLE LEBESGUE SPACES
OVER SPACES OF HOMOGENEOUS TYPE
ALEXEI KARLOVICH
Abstract. We show that the Hardy-Littlewood maximal operator is
bounded on a reflexive variable Lebesgue space Lp(·) over a space of ho-
mogeneous type (X, d, µ) if and only if it is bounded on its dual space
Lp
′(·), where 1/p(x) + 1/p′(x) for x ∈ X . This result extends the corre-
sponding result of Lars Diening from the Euclidean setting of Rn to the
setting of spaces of homogeneous type (X, d, µ).
1. Introduction
We begin with the definition of a space of homogeneous type (see, e.g.,
[C90a]). Given a set X and a function d : X × X → [0,∞), one says that
(X, d) is a quasi-metric space if the following axioms hold:
(a) d(x, y) = 0 if and only if x = y;
(b) d(x, y) = d(y, x) for all x, y ∈ X ;
(c) for all x, y, z ∈ X and some constant κ ≥ 1,
(1.1) d(x, y) ≤ κ(d(x, y) + d(y, z)).
For x ∈ X and r > 0, consider the ball B(x, r) = {y ∈ X : d(x, y) < r}
centered at x of radius r. Given a quasi-metric space (X, d) and a positive
measure µ that is defined on the σ-algebra generated by quasi-metric balls,
one says that (X, d, µ) is a space of homogeneous type if there exists a
constant Cµ ≥ 1 such that for any x ∈ X and any r > 0,
(1.2) µ(B(x, 2r)) ≤ Cµµ(B(x, r)).
To avoid trivial measures, we will always assume that 0 < µ(B) < ∞ for
every ball B. Consequently, µ is a σ-finite measure.
Given a complex-valued function f ∈ L1loc(X, d, µ), we define its Hardy-
Littlewood maximal function Mf by
(Mf)(x) := sup
B∋x
1
µ(B)
∫
B
|f(x)| dµ(x), x ∈ X,
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where the supremum is taken over all balls B ⊂ X containing x ∈ X . The
Hardy-Littlewood maximal operator M is a sublinear operator acting by
the rule f 7→ Mf .
Let L0(X, d, µ) denote the set of all complex-valued measurable functions
on X and let P(X) denote the set of all measurable a.e. finite functions
p : X → [1,∞]. For a measurable set E ⊂ X , put
p−(E) := ess inf
x∈E
p(x), p+(E) := ess sup
x∈E
p(x)
and
p− := p−(X), p+ := p+(X).
For a function f ∈ L0(X, d, µ) and p ∈ P(X), consider the functional, which
is called modular, given by
̺p(·)(f) :=
∫
X
|f(x)|p(x) dµ(x).
By definition, the variable Lebesgue space Lp(·)(X, d, µ) consists of all
functions f ∈ L0(X, d, µ) such that ̺p(·)(f/λ) <∞ for some λ > 0 depend-
ing on f . It is a Banach space with respect to the Luxemburg-Nakano norm
given by
‖f‖Lp(·) := inf{λ > 0 : ̺p(·)(f/λ) ≤ 1}.
If p ∈ P(X) is constant, then Lp(·)(X, d, µ) is nothing but the standard
Lebesgue space Lp(X, d, µ). Variable Lebesgue spaces are often called Naka-
no spaces. We refer to Maligranda’s paper [M11] for the role of Hidegoro
Nakano in the study of variable Lebesgue spaces and to the monographs
[CF13, DHHR11] for the basic properties of these spaces. We only mention
that the space Lp(·)(X, d, µ) is reflexive if and only if 1 < p−, p+ <∞. In this
case, the dual space [Lp(·)(X, d, µ)]∗ is isomorphic to the space Lp
′(·)(X, d, µ),
where p′ ∈ P(X) is given by
1/p(x) + 1/p′(x), x ∈ X.
(see, e.g., [CF13, Propositin 2.79 and Corollary 2.81]).
One of the central problems of Harmonic Analysis on variable Lebesgue
spaces is the problem of the boundedness of the Hardy-Littlewood maxi-
mal operator M on the space Lp(·)(X, d, µ). For a detailed history of this
problem, we refer to the monographs [CF13, DHHR11, KMRS16]. We also
mention that very recently Cruz-Uribe and Shukla [CS18, Theorem 1.1]
proved a sufficient condition for the boundedness of the fractional maximal
operator Mα, 0 ≤ α < 1, on reflexive variable Lebesgue spaces L
p(·)(X, d, µ)
over spaces of homogeneous type, which includes the case of the Hardy-
Littlewood maximal operator as a partial case when α = 0.
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In 2005, Diening [D05, Theorem 8.1] (see also [DHHR11, Theorem 5.7.2])
among other things proved the following remarkable result: if 1 < p−(Rn),
p+(Rn) < 1, then the Hardy-Littlewood maximal operatorM is bounded on
the variable Lebesgue space Lp(·)(Rn) if and only if it is bounded on its dual
space Lp
′(·)(Rn). Recently Lerner [L17, Theorem 1.1] generalized this result
to the setting of weighted variable Lebesgue spaces L
p(·)
w (Rn). The aim of
this paper is to present a self-contained proof of the following extension of
Diening’s theorem to the setting of spaces of homogeneous type.
Theorem 1.1 (Main result). Let (X, d, µ) be a space of homogeneous type
and p ∈ P(X) be such that 1 < p−, p+ <∞. The Hardy-Littlewood maximal
operator M is bounded on the space variable Lebesgue space Lp(·)(X, d, µ) if
and only if it is bounded on its dual space Lp
′(·)(X, d, µ).
Our approach is based on the adaptation of Lerner’s proof [L17], which
is heavily based on the Caldero´n-Zygmund decomposition and dyadic max-
imal functions in the Euclidean setting of Rn, to the setting of spaces of
homogeneous type. This becomes possible thanks to the recently developed
techniques of dyadic decomposition of spaces of homogeneous type due to
Hyto¨nen and Kairema [HK12] (see also previous works by Christ [C90a,
C90b]). Note that this techniques was successfully applied in [AHT17, AW18,
CS18, K18] for studying various problems on spaces of homogeneous type,
to mention a few recent works (this list is far from being exhaustive).
The paper is organized as follows. In Section 2, we describe the construc-
tion by Hyto¨nen and Kairema [HK12] of a system of adjacent dyadic grids
on a space of homogeneous type. Elements of this system are called dyadic
cubes, they have many important properties of usual dyadic cubes of Rn.
In Section 3, we recall the definition of Banach function spaces and
the main result of [K18] (see also [L17, Theorem 3.1]) saying that if the
Hardy-Littlewood maximal operator M is bounded on a Banach function
space E(X, d, µ), then its boundedness on the associate space E ′(X, d, µ)
is equivalent to a certain condition A∞. Since the variable Lebesgue space
Lp(·)(X, d, µ) is a Banach function space, in order to prove Theorem 1.1, it
is sufficient to verify that Lp(·)(X, d, µ) satisfies the condition A∞.
In Section 4, we recall very useful relations between the norm and the
modular in a varaible Lebesgue space. This allows us to formulate a modular
analogue of the condition A∞ and show that this modular analogue implies
the (norm) condition A∞. The rest of the paper is devoted to the verification
of the modular analogue of the condition A∞ (see Lemma 4.4).
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In Section 5, we prepare the proof of the main result, extending [L17,
Lemmas 5.1–5.3 and 4.1] with w ≡ 1 from the Euclidean setting of Rn to the
setting of spaces of homogeneous type. Finally, in Section 6, we complete the
proof of Theorem 1.1 following the scheme of the proof of [L17, Theorem 1.1].
2. Dyadic decomposition of spaces of homogeneous type.
2.1. Construction of Hyto¨nen and Kairema. Let (X, d, µ) be a space
of homogeneous type. The doubling property of µ implies the following
geometric doubling property of the quasi-metric d: any ball B(x, r) can be
covered by at most N := N(Cµ, κ) balls of radius r/2. It is not difficult to
show that N ≤ C
6+3 log2 κ
µ .
An important tool for our proofs is the concepts of an adjacent system of
dyadic grids Dt, t ∈ {1, . . . , K}, on a space of homogeneous type (X, d, µ).
Christ [C90a, Theorem 11] (see also [C90b, Chap. VI, Theorem 14]) con-
structed a system of sets on (X, d, µ), which satisfy many of the properties
of a system of dyadic cubes on the Euclidean space. His construction was
further refined by Hyto¨nen and Kairema [HK12, Theorem 2.2]. We will use
the version from [AHT17, Theorem 4.1].
Theorem 2.1. Let (X, d, µ) be a space of homogeneous type with the con-
stant κ ≥ 1 in inequality (1.1) and the geometric doubling constant N .
Suppose the parameter δ ∈ (0, 1) satisfies 96κ2δ ≤ 1. Then there exist an
integer number K = K(κ,N, δ), a countable set of points {zk,tα : α ∈ Ak}
with k ∈ Z and t ∈ {1, . . . , K}, and a finite number of dyadic grids
Dt := {Qk,tα : k ∈ Z, α ∈ Ak},
such that the following properties are fulfilled:
(a) for every t ∈ {1, . . . , K} and k ∈ Z one has
(i) X =
⋃
α∈Ak
Qk,tα (disjoint union);
(ii) if Q,P ∈ Dt, then Q ∩ P ∈ {∅, Q, P};
(iii) if Qk,tα ∈ D
t, then
(2.1) B(zk,tα , c1δ
k) ⊂ Qk,tα ⊂ B(z
k,t
α , C1δ
k),
where c1 = (12κ
4)−1 and C1 := 4κ
2;
(b) for every t ∈ {1, . . . , K} and every k ∈ Z, if Qk,tα ∈ D
t, then there
exists at least one Qk+1,tβ ∈ D
t, which is called a child of Qk,tα , such
that Qk+1,tβ ⊂ Q
k,t
α , and there exists exactly one Q
k−1,t
γ ∈ D
t, which
is called the parent of Qk,tα , such that Q
k,t
α ⊂ Q
k−1,t
γ ;
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(c) for every ball B = B(x, r), there exists
QB ∈
K⋃
t=1
Dt
such that B ⊂ QB and QB = Q
k−1,t
α for some indices α ∈ Ak and
t ∈ {1, . . . , K}, where k is the unique integer such that
δk+1 < r ≤ δk.
The collections Dt, t ∈ {1, . . . , K}, are called dyadic grids on X . The
sets Qk,tα ∈ D
t are referred to as dyadic cubes with center zk,tα and sidelength
δk, see (2.1). The sidelength of a cube Q ∈ Dt will be denoted by ℓ(Q).
We should emphasize that these sets are not cubes in the standard sense
even if the underlying space is Rn. Parts (a) and (b) of the above theorem
describe dyadic grids Dt, with t ∈ {1, . . . , K}, individually. In particular,
(2.1) permits a comparison between a dyadic cube and quasi-metric balls.
Part (c) guarantees the existence of a finite family of dyadic grids such that
an arbitrary quasi-metric ball is contained in a dyadic cube in one of these
grids. Such a finite family of dyadic grids is referred to as an adjacent system
of dyadic grids.
2.2. Dyadic maximal function. Let D ∈
⋃K
t=1D
t be a fixed dyadic
grid. One can define the dyadic maximal function MDf of a function f ∈
L1loc(X, d, µ) by
(MDf)(x) = sup
Q∋x
1
µ(Q)
∫
Q
|f(x)| dµ(x), x ∈ X,
where the supremum is taken over all dyadic cubes Q ∈ D containing x.
The following important theorem is proved by Hyto¨nen and Kairema
[HK12, Proposition 7.9].
Theorem 2.2. Let (X, d, µ) be a space of homogeneous type and let
⋃K
t=1D
t
be the adjacent system of dyadic grids given by Theorem 2.1. There exist a
constant CHK(X) ≥ 1 depending only (X, d, µ) such that for every function
f ∈ L1loc(X, d, µ) and a.e. x ∈ X, one has
(MD
t
f)(x) ≤ CHK(X)(Mf)(x), t ∈ {1, . . . , K},
(Mf)(x) ≤ CHK(X)
K∑
t=1
(MD
t
f)(x).
2.3. Caldero´n-Zygmund decomposition of a cube. The following re-
sult is a consequence of Theorem 2.1.
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Lemma 2.3. Suppose (X, d, µ) is a space of homogeneous type with the con-
stants κ ≥ 1 in inequality (1.1) and Cµ ≥ 1 in inequality (1.2). Let (X, d, µ)
be equipped with an adjacent system of dyadic grids {Dt, t = 1, . . . , K} and
let δ ∈ (0, 1) be chosen as in Theorem 2.1. Then there is an ε = ε(κ, Cµ, δ) ∈
(0, 1) such that for every t ∈ {1, . . . , K} and all Q,P ∈ Dt, if Q is a child
of P , then
µ(Q) ≥ εµ(P ).
We refer to [AW18, Corollary 2.9] or [K18, Lemma 8] for its proof.
Let (X, d, µ) be a space of homogeneous type and D = Dt0 ∈
⋃K
t=1D
t
be a dyadic grid. Fix Q0 ∈ D. Then there exists k0 ∈ Z and α0 ∈ Ak0 such
that Q0 = Q
k0,t0
α0
. Consider
D(Q0) := {Q
k,t0
α : k ∈ Z, k ≥ k0, α ∈ Ak}(2.2)
= {Q′ ∈ Dt0 : Q′ ⊂ Q},
that is, the set of all dyadic cubes with respect to Q0. The set D(Q0) is
formed by all dyadic descendants of the cube Q0. For a measurable function
f such that
(2.3)
∫
Q0
|f(x)| dµ(x) <∞,
consider the local dyadic maximal function of f defined by
(MD(Q0)f)(x) := sup
Q∋x,Q∈D(Q0)
1
µ(Q)
∫
Q
|f(x)| dµ(x), x ∈ Q0.
Given a dyadic grid D ∈
⋃K
t=1D
t, a sparse family S ⊂ D is a collection
of dyadic cubes Q ∈ D for which there exists a collection of sets {E(Q)}Q∈S
such that the sets E(Q) are pairwise disjoint, E(Q) ⊂ Q, and
µ(Q) ≤ 2µ(E(Q)).
We will need the following variation of the Caldero´n-Zygmund decom-
position of the cube Q0 (cf. [L17, Lemma 2.4]).
Theorem 2.4. Let (X, d, µ) be a space of homogeneous type, D ∈
⋃K
t=1D
t
be a dyadic grid, Q0 ∈ D, and D(Q0) be defined by (2.2). Suppose ε ∈ (0, 1)
is the same as in Lemma 2.3. For a nonzero measurable function f on Q0
satisfying (2.3) and k ∈ N, consider the sets
(2.4)
Ωk(Q0) :=
{
x ∈ Q0 : (M
D(Q0)f)(x) >
(
2
ε
)k
1
µ(Q0)
∫
Q0
|f(x)| dµ(x)
}
.
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If Ωk(Q0) 6= ∅, then there exists a collection {Q
k
j (Q0)}j∈Jk ⊂ D(Q0) that is
pairwise disjoint, maximal with respect to inclusion, and such that
(2.5) Ωk(Q0) =
⋃
j∈Jk
Qkj (Q0).
The collection of cubes
S := {Qkj (Q0) : Ωk(Q0) 6= ∅, j ∈ Jk}
is sparse, and for all j and k, the sets
E(Qkj (Q0)) := Q
k
j (Q0) \ Ωk+1(Q0)
satisfy
(2.6) µ
(
Qkj (Q0)
)
≤ 2µ
(
E(Qkj (Q0))
)
.
Proof. For each k ∈ N satisfying Ωk(Q0) 6= ∅, the existence of a pairwise
disjoint and maximal with respect to inclusion collection {Qkj (Q0)}j∈Jk , such
that (2.5) is fulfilled, follows from [K18, Theorem 9(a)]. Moreover, in view
of the same theorem, for every k ∈ N satisfying Ωk(Q0) 6= ∅ and j ∈ Jk, one
has (
2
ε
)k
1
µ(Q0)
∫
Q0
|f(x)| dµ(x) <
1
µ(Qkj (Q0))
∫
Qkj (Q0)
|f(x)| dµ(x)(2.7)
≤
(
2
ε
)k
1
εµ(Q0)
∫
Q0
|f(x)| dµ(x).
It remains to prove (2.6). Since Ωk+1(Q0) ⊂ Ωk(Q0) and, for each fixed k,
the cubes Qkj (Q0) are pairwise disjoint, it is clear that the sets E(Q
k
j (Q0))
are pairwise disjoint for all j and k. If Qkj (Q0)∩Q
k+1
i (Q0) 6= ∅, then by the
maximality of the cubes in {Qkj (Q0)}j∈Jk and the fact that 2/ε > 1, we have
Qk+1i (Q0) $ Q
k
j (Q0). In view of (2.5) and (2.7), we see that
µ
(
Qkj (Q0) ∩ Ωk+1(Q0)
)
=
∑
{i :Qk+1i (Q0)$Q
k
j (Q0)}
µ
(
Qk+1i (Q0)
)
≤
∑
{i :Qk+1
i
(Q0)$Qkj (Q0)}
(
ε
2
)k+1 ∫
Qk+1i (Q0)
|f(x)| dµ(x)
1
µ(Q0)
∫
Q0
|f(x)| dµ(x)
≤
(
ε
2
)k+1 ∫
Qkj (Q0)
|f(x)| dµ(x)
1
µ(Q0)
∫
Q0
|f(x)| dµ(x)
≤
(ε
2
)k+1(2
ε
)k µ(Qkj (Q0))
ε
=
µ(Qkj (Q0))
2
.
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Then
µ
(
E(Qkj (Q0))
)
= µ
(
Qkj (Q0) \ Ωk+1(Q0)
)
= µ
(
Qkj (Q0)
)
− µ
(
Qkj (Q0) ∩ Ωk+1(Q0)
)
≥
(
1−
1
2
)
µ
(
Qkj (Q0)
)
,
whence µ
(
Qkj (Q0)
)
≤ 2µ
(
E(Qkj (Q0))
)
for all j and k, which completes the
proof of (2.6). 
3. Hardy-Littlewood maximal operator
on the associate space of a Banach function space
3.1. Banach function spaces. Let us recall the definition of a Banach
function space (see, e.g., [BS88, Chap. 1, Definition 1.1]). Let L0+(X, d, µ)
be the set of all non-negative measurable functions on X . The characteristic
function of a set E ⊂ X is denoted by χE . A mapping ρ : L
0
+(X, d, µ) →
[0,∞] is called a Banach function norm if, for all functions f, g, fn in the
set L0+(X, d, µ) with n ∈ N, for all constants a ≥ 0, and for all measurable
subsets E of X , the following properties hold:
(A1) ρ(f) = 0⇔ f = 0 a.e., ρ(af) = aρ(f), ρ(f + g) ≤ ρ(f) + ρ(g),
(A2) 0 ≤ g ≤ f a.e. ⇒ ρ(g) ≤ ρ(f) (the lattice property),
(A3) 0 ≤ fn ↑ f a.e. ⇒ ρ(fn) ↑ ρ(f) (the Fatou property),
(A4) µ(E) <∞ ⇒ ρ(χE) <∞,
(A5)
∫
E
f(x) dµ(x) ≤ CEρ(f)
with a constant CE ∈ (0,∞) that may depend on E and ρ, but is in-
dependent of f . When functions differing only on a set of measure zero
are identified, the set E(X, d, µ) of all functions f ∈ L0(X, d, µ) for which
ρ(|f |) < ∞ is called a Banach function space. For each f ∈ E(X, d, µ), the
norm of f is defined by
‖f‖E := ρ(|f |).
The set E(X, d, µ) under the natural linear space operations and under this
norm becomes a Banach space (see [BS88, Chap. 1, Theorems 1.4 and 1.6]).
If ρ is a Banach function norm, its associate norm ρ′ is defined on L0+(X, d, µ)
by
ρ′(g) := sup
{∫
X
f(x)g(x) dµ(x) : f ∈ L0+(X, d, µ), ρ(f) ≤ 1
}
.
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It is a Banach function norm itself [BS88, Chap. 1, Theorem 2.2]. The
Banach function space E ′(X, d, µ) determined by the Banach function norm
ρ′ is called the associate space (Ko¨the dual) of E(X, d, µ).
3.2. The condition A∞. Following [L17] and [K18, Definition 1], we say
that a Banach function space E(X, d, µ) over a space of homogeneous type
(X, d, µ) satisfies the condition A∞ if there exist constants Φ, θ > 0 such
that for every dyadic grid D ∈
⋃K
t=1D
t, every finite sparse family S ⊂ D,
every collection of non-negative numbers {αQ}Q∈S, and every collection of
pairwise disjoint measurable sets {GQ}Q∈S such that GQ ⊂ Q, one has
(3.1)
∥∥∥∥∥∑
Q∈S
αQχGQ
∥∥∥∥∥
E
≤ Φ
(
max
Q∈S
µ(GQ)
µ(Q)
)θ ∥∥∥∥∥∑
Q∈S
αQχQ
∥∥∥∥∥
E
.
The following result is a generalization of [L17, Theorem 3.1] from the
Euclidean setting of Rn to the setting of spaces of homogeneous type.
Theorem 3.1 ([K18, Theorem 2]). Let E(X, d, µ) be a Banach function
space over a space of homogeneous type (X, d, µ) and let E ′(X, d, µ) be its
associate space.
(a) If the Hardy-Littlewood maximal operator M is bounded on the space
E ′(X, d, µ), then the space E(X, d, µ) satisfies the condition A∞.
(b) If the Hardy-Littlewood maximal operator M is bounded on the space
E(X, d, µ) and the space E(X, d, µ) satisfies the condition A∞, then
the operator M is bounded on the space E ′(X, d, µ).
Since the variable Lebesgue space Lp(·)(X, d, µ) is a Banach function
space and, under the condition 1 < p−, p+ < ∞, its associate space
[Lp(·)(X, d, µ)]′ is isomorphic to the variable Lebesgue space Lp
′(·)(X, d, µ)
(see, e.g., [CF13, Section 2.10.3]), Theorem 3.1(b) immediately implies the
following.
Corollary 3.2. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
be such that 1 < p−, p+ < ∞. If the Hardy-Littlewood maximal operator
M is bounded on the variable Lebesgue space Lp(·)(X, d, µ) and the space
Lp(·)(X, d, µ) satisfies the condition A∞, then M is bounded on the dual
space Lp
′(·)(X, d, µ).
It follows from Corollary 3.2 that in order to prove Theorem 1.1, it is
sufficient to verify that the space Lp(·)(X, d, µ) satisfies the condition A∞.
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4. Norm inequalities and modular inequalities
4.1. Norm-modular unit ball property. In this subsection we formu-
late two very useful properties that relate norms and modulars in variable
Lebesgue spaces.
Lemma 4.1 (see, e.g., [DHHR11, Lemma 3.2.4]). Let (X, d, µ) be a space
of homogeneous type and p ∈ P(X). Then for every f ∈ Lp(·)(X, d, µ) the
inequalities ‖f‖Lp(·) ≤ 1 and ̺p(·)(f) ≤ 1 are equivalent.
Lemma 4.2 (see, e.g., [DHHR11, Lemma 3.2.5]). Let (X, d, µ) be a space
of homogeneous type and p ∈ P(X) be such that 1 < p−, p+ <∞. Then for
every f ∈ Lp(·)(X, d, µ),
min
{
̺p(·)(f)
1
p
− , ̺p(·)(f)
1
p+
}
≤ ‖f‖Lp(·) ≤ max
{
̺p(·)(f)
1
p
− , ̺p(·)(f)
1
p+
}
.
4.2. Auxiliary lemma. The following auxiliary lemma illustrates the pos-
sibility of substitution of norm inequalities by modular inequalities.
Lemma 4.3. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ <∞. Suppose D ∈
⋃K
t=1D
t is a dyadic grid. If S ∈ D is
a finite family and {αQ}Q∈S is a family of nonnegative numbers such that∥∥∥∥∥∑
Q∈S
αQχQ
∥∥∥∥∥
Lp(·)
≤ 1,
then ∑
Q∈S
∫
Q
α
p(x)
Q µ(x) ≤ 1.
Proof. It is clear that
(4.1)
∑
Q∈S
∫
Q
α
p(x)
Q dµ(x) =
∫
X
(∑
Q∈S
(αQχQ(x))
p(x)
)
dµ(x).
Since 1 < p− ≤ p(x) ≤ p+ <∞ for a.e. x ∈ X , one has
(4.2)
∑
Q∈S
(αQχQ(x))
p(x) ≤
(∑
Q∈S
αQχQ(x)
)p(x)
.
Taking into account (4.1) and (4.2), it follows from Lemma 4.1 that
∑
Q∈S
∫
Q
α
p(x)
Q dµ(x) ≤
∫
X
(∑
Q∈S
αQχQ(x)
)p(x)
dµ(x) ≤ 1,
which completes the proof. 
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4.3. Modular version of the condition A∞. In this subsection we for-
mulate a modular analogue of the condition A∞ and show that it implies
the (norm) condition A∞.
Lemma 4.4. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ <∞. If there exist constants Ψ, ξ > 1 such that for every
dyadic grid D ∈
⋃K
t=1D
t, every finite sparse family S ⊂ D, every collection
of pairwise disjoint measurable sets {GQ}Q∈S such that GQ ⊂ Q and every
collection of nonnegative numbers {αQ}Q∈S such that
(4.3)
∥∥∥∥∥∑
Q∈S
αQχQ
∥∥∥∥∥
Lp(·)
= 1,
one has
(4.4)
∑
Q∈S
∫
GQ
α
p(x)
Q dµ(x) ≤ Ψ
(
max
Q∈S
µ(GQ)
µ(Q)
)ξ
,
then the variable Lebesgue space Lp(·)(X, d, µ) satisfies the condition A∞.
Proof. Fix a dyadic grid D ∈
⋃K
t=1D
t, a finite sparse family S ⊂ D, a
collection of pairwise disjoint measurable sets {GQ}Q∈S such that GQ ⊂ Q.
Let {βQ}Q∈S be an arbitrary collection of nonnegative numbers. Put
(4.5) αQ :=
βQ∥∥∥∥∥∑
Q∈S
βQχQ
∥∥∥∥∥
Lp(·)
.
Then (4.3) is fulfilled. since the sets {GQ}Q∈S are pairwise disjoint, we have(∑
Q∈S
αQχGQ(x)
)p(x)
=
∑
Q∈S
α
p(x)
Q χGQ(x), x ∈ X.
Hence
(4.6) σ :=
∑
Q∈S
∫
GQ
α
p(x)
Q dµ(x) =
∫
X
(∑
Q∈S
αQχGQ(x)
)p(x)
dµ(x).
By Lemma 4.2 and (4.4), (4.6), we have∥∥∥∥∥∑
Q∈S
αQχGQ
∥∥∥∥∥
Lp(·)
≤ max
{
σ
1
p
− , σ
1
p+
}
(4.7)
≤ max
{
Ψ
1
p
−
(
max
Q∈S
µ(GQ)
µ(Q)
) ξ
p
−
,Ψ
1
p+
(
max
Q∈S
µ(GQ)
µ(Q)
) ξ
p+
}
≤ Ψ
1
p
−
(
max
Q∈S
µ(GQ)
µ(Q)
) ξ
p+
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because Ψ > 1, µ(GQ) ≤ µ(Q) for all Q ∈ S and p− ≤ p+. It follows from
(4.5) and (4.7) that∥∥∥∥∥∑
Q∈S
βQχGQ
∥∥∥∥∥
Lp(·)
≤ Ψ
1
p
−
(
max
Q∈S
µ(GQ)
µ(Q)
) ξ
p+
∥∥∥∥∥∑
Q∈S
βQχQ
∥∥∥∥∥
Lp(·)
,
that is, the space Lp(·)(X, d, µ) satisfies the condition A∞ with Φ = Ψ
1
p
−
and θ = ξ/p+. 
5. Preparations for the verification of the condition A∞
5.1. First lemma. Let ‖M‖B(Lp(·)) denote the norm of the Hardy-Little-
wood maximal operator on the variable Lebesgue space Lp(·)(X, d, µ). As
usual, for an exponent r ∈ (1,∞), let r′ = r/(r − 1) ∈ (1,∞) denote the
conjugate exponent.
The preparations of the verification of the condition A∞ in the proof of
Theorem 1.1 consist of four steps. The first step is the proof of the following
extension of [L17, Lemma 5.1] with w ≡ 1 from the Euclidean setting of Rn
to the setting of spaces of homogeneous type.
Lemma 5.1. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ < ∞. Suppose the Hardy-Littlewood maximal operator
M is bounded on Lp(·)(X, d, µ). There exist constants A, λ > 1 such that
for every dyadic grid D ∈
⋃K
t=1D
t, every family of pairwise disjoint cubes
Sd ⊂ D, every family of nonnegative numbers {αQ}Q∈Sd, if
(5.1)
∑
Q∈Sd
∫
Q
α
p(x)
Q dµ(x) ≤ 1,
then
(5.2)
∑
Q∈Sd
µ(Q)
(
1
µ(Q)
∫
Q
α
λp(x)
Q dµ(x)
) 1
λ
≤ A.
Proof. Let ε ∈ (0, 1) be the same as in Lemma 2.3. Fix a dyadic grid D ∈⋃K
t=1D
t and a family of pairwise disjoint cubes Sd ⊂ D. For k ∈ N and
Q ∈ Sd, put
(5.3)
Ωk(Q) :=
{
x ∈ Q : (MD(Q)α
p(·)
Q )(x) >
(
2
ε
)k
1
µ(Q)
∫
Q
α
p(x)
Q dµ(x)
}
.
By Theorem 2.4, if these sets are nonempty, then they can be written as
follows:
(5.4) Ωk(Q) =
⋃
j
Qkj (Q),
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where Qkj (Q) ∈ D(Q) are pairwise disjoint cubes for all j and k, and
(5.5) µ
(
Qkj (Q) \ Ωk+1(Q)
)
≥
1
2
µ
(
Qkj (Q)
)
.
Fix k ∈ N and Q ∈ Sd. If x ∈ Ωk(Q), then in view of (5.4) there exists
j0 such that x ∈ Q
k
j0
(Q). It follows from (5.5) that
χΩk(Q)(x) ≤
2µ
(
Qkj0(Q) \ Ωk+1(Q)
)
µ
(
Qkj0(Q)
)
=
2µ
(
Qkj0(Q) ∩ (Ωk(Q) \ Ωk+1(Q))
)
µ
(
Qkj0(Q)
)
=
2
µ
(
Qkj0(Q)
) ∫
Qkj0
(Q)
χΩk(Q)\Ωk+1(Q)(y) dµ(y)
≤ 2 sup
Q′∋x,Q′∈D
1
µ(Q′)
∫
Q′
χΩk(Q)\Ωk+1(Q)(y) dµ(y),
which implies that
χΩk(Q)(x) ≤ 2(M
DχΩk(Q)\Ωk+1(Q))(x), x ∈ X.
Therefore, for all k ∈ N and Q ∈ Sd,
αQχΩk(Q)(x) ≤ 2
(
MD(αQχΩk(Q)\Ωk+1(Q))
)
(x)
≤ 2
(
MD
(∑
Q∈Sd
αQχΩk(Q)\Ωk+1(Q)
))
(x), x ∈ X.
Since the cubes in the collection Sd are pairwise disjoint, the sets in the
collection {Ωk(Q)}Q∈Sd are also pairwise disjoint for every fixed k ∈ N.
Hence, the above inequality implies that for k ∈ N,
(5.6)∑
Q∈Sd
αQχΩk(Q)(x) ≤ 2
(
MD
(∑
Q∈Sd
αQχΩk(Q)\Ωk+1(Q)
))
(x), x ∈ X.
It follows from the boundedness of M on Lp(·)(X, d, µ), Theorem 2.2, and
inequality (5.6) that
(5.7)∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)
∥∥∥∥∥
Lp(·)
≤ 2CHK(X)‖M‖B(Lp(·))
∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)\Ωk+1(Q)
∥∥∥∥∥
Lp(·)
.
Set
(5.8) α˜Q := αQ
∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)
∥∥∥∥∥
Lp(·)
−1 .
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Then inequality (5.7) can be rewritten as follows:
(5.9)
1
2CHK(X)‖M‖B(Lp(·))
≤
∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)\Ωk+1(Q)
∥∥∥∥∥
Lp(·)
.
It follows from (5.8) that
(5.10)
∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)\Ωk+1(Q)
∥∥∥∥∥
Lp(·)
≤
∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)
∥∥∥∥∥
Lp(·)
= 1.
Inequality (5.10) and Lemma 4.2 imply that∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)\Ωk+1(Q)
∥∥∥∥∥
Lp(·)
(5.11)
≤
∫
X
(∑
Q∈Sd
α˜QχΩk(Q)\Ωk+1(Q)(x)
)p(x)
dµ(x)

1
p+
.
Since the cubes in Sd are pairwise disjoint, we conclude that the sets in the
collection {Ωk(Q) \ Ωk+1(Q)}Q∈Sd are also pairwise disjoint. Therefore, we
deduce from (5.9) and (5.11) that(
1
2CHK(X)‖M‖B(Lp(·))
)p+
(5.12)
≤
∫
X
(∑
Q∈Sd
α˜QχΩk(Q)\Ωk+1(Q)(x)
)p(x)
dµ(x)
=
∑
Q∈Sd
∫
Ωk(Q)\Ωk+1(Q)
(α˜Q)
p(x) dµ(x)
=
∑
Q∈Sd
∫
Ωk(Q)
(α˜Q)
p(x) dµ(x)−
∑
Q∈Sd
∫
Ωk+1(Q)
(α˜Q)
p(x) dµ(x).
Again, taking into account that the cubes in Sd are pairwise disjoint, we
conclude from (5.10) and Lemma 4.1 that
∑
Q∈Sd
∫
Ωk(Q)
(α˜Q)
p(x) dµ(x) =
∫
X
(∑
Q∈Sd
α˜QχΩk(Q)(x)
)p(x)
dµ(x)(5.13)
≤
∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)
∥∥∥∥∥
Lp(·)
= 1.
Since Ωk+1(Q) ⊂ Ωk(Q), it follows from (5.10) that∥∥∥∥∥∑
Q∈Sd
α˜QχΩk+1(Q)
∥∥∥∥∥
Lp(·)
≤
∥∥∥∥∥∑
Q∈Sd
α˜QχΩk(Q)
∥∥∥∥∥
Lp(·)
= 1.
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Hence, in view of Lemma 4.2, we have∥∥∥∥∥∑
Q∈Sd
α˜QχΩk+1(Q)
∥∥∥∥∥
Lp(·)
≤
∫
X
(∑
Q∈Sd
α˜QχΩk+1(Q)(x)
)p(x)
dµ(x)

1
p+
(5.14)
=
(∑
Q∈Sd
∫
Ωk+1(Q)
(α˜Q)
p(x) dµ(x)
) 1
p+
.
It follows from (5.12)–(5.14) that∥∥∥∥∥∑
Q∈Sd
α˜QχΩk+1(Q)
∥∥∥∥∥
Lp(·)
≤
{
1−
(
1
2CHK(X)‖M‖B(Lp(·))
)p+} 1p+
=: β.
The above inequality and equality (5.8) imply that for k ∈ N,
(5.15)
∥∥∥∥∥∑
Q∈Sd
αQχΩk+1(Q)
∥∥∥∥∥
Lp(·)
≤ β
∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)
∥∥∥∥∥
Lp(·)
.
It follows from (5.1) and Lemma 4.1 that
(5.16)
∥∥∥∥∥∑
Q∈Sd
αQχQ
∥∥∥∥∥
Lp(·)
≤ 1.
Since Ω1(Q) ⊂ Q, applying (5.16) and then applying (5.15) k− 1 times, we
get
1 ≥
∥∥∥∥∥∑
Q∈Sd
αQχΩ1(Q)
∥∥∥∥∥
Lp(·)
≥
1
β
∥∥∥∥∥∑
Q∈Sd
αQχΩ2(Q)
∥∥∥∥∥
Lp(·)
≥ . . .
≥
1
βk−1
∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)
∥∥∥∥∥
Lp(·)
.
Thus ∥∥∥∥∥∑
Q∈Sd
αQχΩk(Q)
∥∥∥∥∥
Lp(·)
≤ βk−1, k ∈ N.
In view of Lemma 4.2, this inequality implies that
(5.17)
∑
Q∈Sd
∫
Ωk(Q)
α
p(x)
Q dµ(x) ≤ β
p−(k−1), k ∈ N.
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Fix Q ∈ Sd. Put Ω0(Q) := Q. Then it follows from (5.3) that for k ∈ Z+
and x ∈ Ωk(Q) \ Ωk+1(Q), one has
α
p(x)
Q ≤ (M
D(Q)α
p(·)
Q )(x) ≤
(
2
ε
)k+1
1
µ(Q)
∫
Q
α
p(y)
Q dµ(y).
Taking into account this inequality, we obtain for every φ > 0,
∫
Q
α
p(x)(1+φ)
Q dµ(x) =
∞∑
k=0
∫
Ωk(Q)\Ωk+1(Q)
α
p(x)(1+φ)
Q dµ(x)
(5.18)
≤
(
1
µ(Q)
∫
Q
α
p(y)
Q dµ(y)
)φ ∞∑
k=0
(
2
ε
)φ(k+1) ∫
Ωk(Q)\Ωk+1(Q)
α
p(x)
Q dµ(x)
≤
(
1
µ(Q)
∫
Q
α
p(y)
Q dµ(y)
)φ ∞∑
k=0
(
2
ε
)φ(k+1) ∫
Ωk(Q)
α
p(x)
Q dµ(x).
It is easy to see that one can choose φ > 0 such that
0 <
(
2
ε
)φ
βp− < 1.
Then
(5.19)
∞∑
k=0
[(
2
ε
)φ
βp−
]k+1
<∞.
Take λ := 1 + φ. By (5.18), we have∑
Q∈Sd
µ(Q)
(
1
µ(Q)
∫
Q
α
λp(x)
Q dµ(x)
) 1
λ
(5.20)
≤
∑
Q∈Sd
µ(Q)
(
1
µ(Q)
(
1
µ(Q)
∫
Q
α
p(y)
Q dµ(y)
)φ) 1λ
×
(
∞∑
k=0
(
2
ε
)φ(k+1) ∫
Ωk(Q)
α
p(x)
Q dµ(x)
) 1
λ
.
Since 1
λ
= 1
1+φ
and 1
λ′
= φ
1+φ
, we have
µ(Q)
(
1
µ(Q)
(
1
µ(Q)
∫
Q
α
p(y)
Q dµ(y)
)φ) 1λ
(5.21)
= µ(Q)
(
1
(µ(Q))1+φ
) 1
λ
(∫
Q
α
p(x)
Q dµ(x)
)φ
λ
=
(∫
Q
α
p(x)
Q dµ(x)
) 1
λ′
.
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Combining inequality (5.20) with equality (5.21), applying Ho¨lder’s inequal-
ity, and taking into account inequality (5.1), we obtain
∑
Q∈Sd
µ(Q)
(
1
µ(Q)
∫
Q
α
λp(x)
Q dµ(x)
) 1
λ
(5.22)
≤
∑
Q∈Sd
(∫
Q
α
p(x)
Q dµ(x)
) 1
λ′
(
∞∑
k=0
(
2
ε
)φ(k+1) ∫
Ωk(Q)
α
p(x)
Q dµ(x)
) 1
λ
≤
(∑
Q∈Sd
∫
Q
α
p(x)
Q dµ(x)
) 1
λ′
(∑
Q∈Sd
∞∑
k=0
(
2
ε
)φ(k+1) ∫
Ωk(Q)
α
p(x)
Q dµ(x)
) 1
λ
=
(
∞∑
k=0
(
2
ε
)φ(k+1) ∑
Q∈Sd
∫
Ωk(Q)
α
p(x)
Q dµ(x)
) 1
λ
.
It follows from (5.1), (5.17) and (5.22) that
∑
Q∈Sd
µ(Q)
(
1
µ(Q)
∫
Q
α
λp(x)
Q dµ(x)
) 1
λ
≤
{(
2
ε
)φ ∑
Q∈Sd
∫
Q
α
p(x)
Q dµ(x) +
∞∑
k=1
(
2
ε
)φ(k+1)
βp−(k−1)
} 1
λ
≤
{(
2
ε
)φ
+
∞∑
k=1
(
2
ε
)φ(k+1)
βp−(k−1)
} 1
λ
=: A.
Combining 2/ε > 1 and(5.19), we see that A ∈ (1,∞), which completes the
proof of (5.2). 
5.2. Second lemma. The next lemma generalizes [L17, Lemma 5.2] with
w ≡ 1 from the Euclidean setting of Rn to the setting of spaces of homoge-
neous type.
Lemma 5.2. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ <∞. Suppose the Hardy-Littlewood maximal operator M
is bounded on Lp(·)(X, d, µ). There exist constants B, λ > 1 and a measure
ν on X such that for every dyadic grid D ∈
⋃K
t=1D
t and every finite family
of pairwise disjoint cubes Sd ⊂ D, the following properties hold:
(i) if Q ∈ D and t ≥ 0 satisfies
(5.23)
∫
Q
tp(x) dµ(x) ≤ 1,
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then
(5.24) µ(Q)
(
1
µ(Q)
∫
Q
tλp(x) dµ(x)
) 1
λ
≤ B
∫
Q
tp(x) dµ(x) + ν(Q);
(ii) ∑
Q∈Sd
ν(Q) ≤ 2B.
Proof. Let A, λ > 1 be the constants from Lemma 5.1. Set
(5.25) B := 2
p+
p
−
+1
A.
Fix a dyadic grid D ∈
⋃K
t=1D
t. Given a cube Q ∈ D, consider the functions
F1(t) :=
∫
Q
tp(x) dµ(x), F2(t) := µ(Q)
(
1
µ(Q)
∫
Q
tλp(x) dµ(x)
) 1
λ
, t ≥ 0,
and the set
A(Q) := {t > 0 : F1(t) ≤ 1, F2(t) > BF1(t)}.
Set
tQ :=
{
0 if A(Q) = ∅,
supA(Q) if A(Q) 6= ∅.
We claim that
(5.26) F1(tQ) < 1.
Indeed, if F1(tQ) = 1, then taking into account the continuity of F1 and F2,
we would have F2(tQ) ≥ B > A, and this would contradict Lemma 5.1.
Further, we also claim that
(5.27) F2(tQ) = BF1(tQ).
Indeed, otherwise we would have F2(tQ) > BF1(tQ). This together with
(5.26) and the continuity of the functions F1 and F2 would imply that there
exists ε > 0 such that
F1(tQ + ε) < 1, F2(tQ + ε) > BF1(tQ + ε),
and these inequalities would contradict the definition of tQ.
Set
(5.28) ν(Q) := F2(tQ)
and suppose that (5.23) is fulfilled. Since the function F2 is increasing, we
see that
(5.29) µ(Q)
(
1
µ(Q)
∫
Q
tλp(x) dµ(x)
) 1
λ
≤ ν(Q), t ≤ tQ.
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On the other hand, if t > tQ, then t /∈ A(Q), whence F2(t) ≤ BF1(t), that
is,
(5.30) µ(Q)
(
1
µ(Q)
∫
Q
tλp(x) dµ(x)
) 1
λ
≤ B
∫
Q
tp(x) dµ(x), t > tQ.
Combining (5.29) and (5.30), we immediately arrive at inequality (5.24),
which means that property (i) is fulfilled.
Let us show that property (ii) is fulfilled. Consider an arbitrary finite
family Sd ⊂ D of pairwise disjoint cubes. Among all subsets S˜d ⊂ Sd such
that
(5.31)
∑
Q∈S˜d
∫
Q
t
p(x)
Q dµ(x) ≤ 2,
we choose a maximal subset S ′d that is, a subset containing the largest
number of cubes (it is not unique, in general).
We claim that S ′d = Sd. Indeed, assuming that S
′
d $ Sd and taking into
account that the function F1 is increasing, we have∑
Q∈S′
d
∫
Q
(
tQ
21/p−
)p(x)
dµ(x) ≤
∑
Q∈S′
d
∫
Q
t
p(x)
Q
2
dµ(x) ≤ 1.
By Lemma 5.1, this inequality implies that
∑
Q∈S′
d
µ(Q)
(
1
µ(Q)
∫
Q
(
tQ
21/p−
)λp(x)
dµ(x)
) 1
λ
≤ A.
Since the function F2 is increasing, the above inequality yields
∑
Q∈S′
d
µ(Q)
(
1
µ(Q)
∫
Q
(
1
2p+/p−
)λ
t
λp(x)
Q dµ(x)
) 1
λ
≤ A,
whence ∑
Q∈S′
d
µ(Q)
(
1
µ(Q)
∫
Q
t
λp(x)
Q dµ(x)
) 1
λ
≤ 2
p+
p
−A.
This inequality and equalities (5.25) and (5.27) imply that∑
Q∈S′
d
∫
Q
t
p(x)
Q dµ(x) =
1
B
∑
Q∈S′
d
µ(Q)
(
1
µ(Q)
∫
Q
t
λp(x)
Q dµ(x)
) 1
λ
≤
1
2
.
Now let P ∈ Sd \ S
′
d. Then, taking into account (5.26), we get∑
Q∈S′
d
∪{P}
∫
Q
t
p(x)
Q dµ(x) ≤
1
2
+
∫
P
t
p(x)
P dµ(x) <
3
2
.
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This inequality in view of (5.31) contradicts the maximality of S ′d. This
proves that S ′d = Sd. It follows from (5.31) and (5.27)–(5.28) that∑
Q∈Sd
ν(Q) = B
∑
Q∈Sd
∫
Q
t
p(x)
Q dµ(x) ≤ 2B,
which completes the proof of property (ii) and the lemma. 
5.3. Third lemma. The next lemma is an extension of [L17, Lemma 5.3]
with w ≡ 1 from the Euclidean setting of Rn to the setting of spaces of
homogeneous type.
Lemma 5.3. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ <∞. Suppose the Hardy-Littlewood maximal operator M
is bounded on Lp(·)(X, d, µ). There exist constants D, γ > 1 and ζ > 0 such
that for every dyadic grid D ∈
⋃K
t=1D
t and every cube Q ∈ D, if
(5.32) min
{
1,
1
‖χQ‖
1+ζ
Lp(·)
}
≤ t ≤ max
{
1,
1
‖χQ‖
1+ζ
Lp(·)
}
,
then
(5.33)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤
D
µ(Q)
∫
Q
tp(x) dµ(x).
Proof. Let A > 0 and λ > 1 be the constants of Lemma 5.1. Take any γ
satisfying 1 < γ < λ and set
ζ :=
λ− γ
γ(1 + λ)
> 0.
Fix a dyadic grid D ∈
⋃K
t=1D
t and a cube Q ∈ D. For any α > 0, we have
(5.34)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
=
(
1
µ(Q)
∫
Q
tγ(p(x)−α) dµ(x)
) 1
γ
tα.
It follows from (5.32) that either
(5.35) 1 ≤ t ≤
1
‖χQ‖
1+ζ
Lp(·)
,
or
(5.36)
1
‖χQ‖
1+ζ
Lp(·)
≤ t ≤ 1.
If (5.35) is fulfilled and γ(p(x)− α) ≥ 0, then
(5.37) tγ(p(x)−α) ≤
(
1
‖χQ‖
1+ζ
Lp(·)
)γ(p(x)−α)
< 1 +
(
1
‖χQ‖
1+ζ
Lp(·)
)γ(p(x)−α)
.
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On the other hand, if (5.35) is fulfilled and γ(p(x)− α) < 0, then
(5.38) tγ(p(x)−α) ≤ 1 < 1 +
(
1
‖χQ‖
1+ζ
Lp(·)
)γ(p(x)−α)
.
Analogously, if (5.36) is fulfilled and γ(p(x)−α ≥ 0, then inequality (5.38)
holds. On the other hand, if (5.36) is fulfilled and γ(p(x) − α) < 0, then
inequality (5.37) holds.
It follows from above that if (5.32) is fulfilled, then for all x ∈ X and all
α > 0,
tγ(p(x)−α) ≤ 1 + ‖χQ‖
γα(1+ζ)
Lp(·)
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
.
Integrating this inequality over the cube Q yields∫
Q
tγ(p(x)−α) dµ(x) ≤ µ(Q) + ‖χQ‖
γα(1+ζ)
Lp(·)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x).
Hence, taking into account that (aγ + bγ)1/γ ≤ a+ b for a, b ≥ 0 and γ > 1,
we see that
(
1
µ(Q)
∫
Q
tγ(p(x)−α) dµ(x)
) 1
γ
(5.39)
≤
1 +
‖χQ‖α(1+ζ)Lp(·)
 1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x)

1
γ

γ
1
γ
≤ 1 + ‖χQ‖
α(1+ζ)
Lp(·)
 1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x)

1
γ
.
Combining (5.34) and (5.39), we obtain for α > 0,(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
(5.40)
≤ tα + ‖χQ‖
α(1+ζ)
Lp(·)
 1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x)

1
γ
tα.
Let
α = mp(Q)
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be a median value of the function p over the cube Q, that is, a number
satisfying
max
{
µ
(
{x ∈ Q : p(x) > mp(Q)}
)
µ(Q)
,
µ
(
{x ∈ Q : p(x) < mp(Q)}
)
µ(Q)
}
≤
1
2
.
Set
E1(Q) := {x ∈ Q : p(x) ≤ mp(Q)}, E2(Q) := {x ∈ Q : p(x) ≥ mp(Q)}.
It follows immediately from the definition of mp(Q) and these sets that
(5.41) µ(Ej(Q)) ≥
1
2
µ(Q), j = 1, 2.
Then, for t ∈ (0,∞), we have
tα = tmp(Q) ≤
2tmp(Q)µ
(
Ej(Q)
)
µ(Q)
(5.42)
≤

2
µ(Q)
∫
E1(Q)
tp(x) dµ(x) if t ∈ (0, 1),
2
µ(Q)
∫
E2(Q)
tp(x) dµ(x) if t ∈ [1,∞)
≤
2
µ(Q)
∫
Q
tp(x) dµ(x).
We claim that
(5.43) χQ(x) ≤ 2(M
DχEj(Q))(x), x ∈ X, j = 1, 2.
Indeed, if x /∈ Q, then the statement of (5.43) is trivial. On the other hand,
if x ∈ Q, then (5.41) implies that
χQ(x) =
µ(Q)
µ(Q)
≤
2µ
(
Ej(Q)
)
µ(Q)
=
2
µ(Q)
∫
Q
χEj(Q)(y) dµ(y)
≤ 2(MDχEj(Q))(x),
which completes the proof of (5.43).
It follows from (5.43), Theorem 2.2, and the boundedness of the Hardy-
Littlewood maximal operator on Lp(·)(X, d, µ) that
(5.44) ‖χQ‖Lp(·) ≤ 2CHK(X)‖M‖B(Lp(·))‖χEj(Q)‖Lp(·), j = 1, 2.
In view of Lemma 4.2, we have
‖χEj(Q)‖Lp(·) ≤ max
{(
µ(Ej(Q))
)1/p−(Ej(Q)), (µ(Ej(Q)))1/p+(Ej(Q))}(5.45)
≤ max
{(
µ(Q)
)1/p−(Ej(Q)), (µ(Q))1/p+(Ej(Q))} , j = 1, 2.
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Taking into account the definition of the sets Ej(Q), we see that
p−(E1(Q)) ≤ p+(E1(Q)) ≤ mp(Q) ≤ p−(E2(Q)) ≤ p+(E2(Q)).
Therefore, if µ(Q) ≤ 1, then
(5.46) max
{(
µ(Q)
)1/p−(E1(Q)), (µ(Q))1/p+(E1(Q))} ≤ (µ(Q))1/mp(Q),
and if µ(Q) > 1, then
(5.47) max
{(
µ(Q)
)1/p−(E2(Q))
,
(
µ(Q)
)1/p+(E2(Q))} ≤ (µ(Q))1/mp(Q)
If (5.35) is fulfilled, then ‖χQ‖Lp(·) ≤ 1. Then, in view of Lemma 4.1,
µ(Q) ≤ 1. On the other hand if (5.36) is fulfilled, then ‖χQ‖Lp(·) ≥ 1.
Therefore, by Lemma 4.1, µ(Q) ≥ 1. Thus, if (5.32) is fulfilled, then (5.44)–
(5.47) imply that
(5.48) ‖χQ‖Lp(·) ≤ 2CHK(X)‖M‖B(Lp(·)
(
µ(Q)
)1/mp(Q)
.
Set
q :=
1 + λ
1 + γ
, q′ :=
q
q − 1
.
Then
(5.49) γq(1 + ζ) = γ
1 + λ
1 + γ
(
1 +
λ− γ
γ(1 + λ)
)
= λ
and
(5.50) γq′ζ = γ
1 + λ
1 + γ
(
1 + λ
1 + γ
− 1
)−1
λ− γ
γ(1 + λ)
= 1.
Taking into account (5.49)–(5.50), by Ho¨lder’s inequality with the exponents
q, q′ ∈ (1,∞), we get
1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x)(5.51)
≤
(
1
µ(Q)
∫
Q
(
1
‖χQ‖Lp(·)
)γq(1+ζ)p(x)
dµ(x)
) 1
q
=
(
1
µ(Q)
∫
Q
(
1
‖χQ‖Lp(·)
)λp(x)
dµ(x)
) 1
q
.
Since ∫
Q
(
1
‖χQ‖Lp(·)
)p(x)
dµ(x) =
∫
X
(
χQ(x)
‖χQ‖Lp(·)
)p(x)
dµ(x) ≤ 1,
applying Lemma 5.1 with Sd = {Q} and αQ = 1/‖χQ‖Lp(·), we obtain
µ(Q)
(
1
µ(Q)
∫
Q
(
1
‖χQ‖Lp(·)
)λp(x)
dµ(x)
) 1
λ
≤ A.
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Hence
(5.52)
(
1
µ(Q)
∫
Q
(
1
‖χQ‖Lp(·)
)λp(x)
dµ(x)
) 1
q
≤
(
A
µ(Q)
)λ
q
.
Combining (5.51)–(5.52), we arrive at the following inequality:
1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x) ≤
(
A
µ(Q)
)λ
q
.
It follows from the previous estimate and estimate (5.48) that
‖χQ‖
α(1+ζ)
Lp(·)
 1
µ(Q)
∫
Q
(
1
‖χQ‖
1+ζ
Lp(·)
)γp(x)
dµ(x)

1
γ
tα(5.53)
≤
(
2CHK(X)‖M‖B(Lp(·))
)α(1+ζ)
(µ(Q))
α(1+ζ)
mp(Q)
(
A
µ(Q)
) λ
γq
tα
=
(
2CHK(X)‖M‖B(Lp(·))
)mp(Q)(1+ζ)
A
λ
γq (µ(Q))1+ζ−
λ
γq tα.
Taking into account the definitions of ζ and q, we see that
(5.54) 1 + ζ −
λ
γq
= 1 +
λ− γ
γ(1 + λ)
−
1 + γ
1 + λ
·
λ
γ
= 0.
Combining (5.40), (5.42) and (5.53)–(5.54), we get(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤
D
2
tmp(Q) ≤
D
µ(Q)
∫
Q
tp(x) dµ(x)
with
D := 1 +
(
2CHK(X)‖M‖B(Lp(·))
)p+(1+ζ)A λγq ,
which completes the proof of (5.33). 
5.4. Fourth lemma. The next lemma is an extension of [L17, Lemma 4.1]
with w ≡ 1 from the Euclidean setting of Rn to the setting of spaces of
homogeneous type.
Lemma 5.4. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
satisfy 1 < p−, p+ < ∞. If the Hardy-Littlewood maximal operator M is
bounded on Lp(·)(X, d, µ), then there exist constants C, γ > 1 and η > 0 and
a measure ν on X such that for every dyadic grid D ∈
⋃K
t=1D
t and every
finite family of pairwise disjoint cubes Sd ⊂ D the following properties hold:
(i) if Q ∈ D and t > 0 satisfies t‖χQ‖Lp(·) ≤ 1, then
(5.55) µ(Q)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤ C
∫
Q
tp(x) dµ(x)+2tην(Q)χ(0,1)(t);
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(ii) ∑
Q∈Sd
ν(Q) ≤ C.
Proof. Let B,D > 1, and 1 < γ < λ be the constants given by Lemmas 5.2
and 5.3 and ν be the measure on X given by Lemma 5.2. Put
ζ :=
λ− γ
γ(1 + λ)
and take
(5.56) C := max{(2B)1+ζ, D}.
Then part (ii) follows from part (ii) of Lemma 5.2 because C ≥ 2B.
Let us prove part (i). If t‖χQ‖Lp(·) ≤ 1 and t ≥ 1, then ‖χQ‖Lp(·) ≤ 1
and, therefore, ‖χQ‖
1+ζ
Lp(·)
≤ ‖χQ‖Lp(·) ≤ 1. It is easy to check that (5.32) is
fulfilled. Then it follows from Lemma 5.3 and (5.56) that(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤
C
µ(Q)
∫
Q
tp(x) dµ(x),
which immediately implies (5.55) and completes the proof of part (i) for
t ≥ 1.
Assume that t‖χQ‖Lp(·) ≤ 1 and 0 < t < 1. If
(5.57)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤
C
µ(Q)
∫
Q
tp(x) dµ(x),
then (5.55) is trivial.
Assume that (5.57) does not hold, that is,
(5.58)
1
µ(Q)
∫
Q
tp(x) dµ(x) <
1
C
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
.
Take, as in the proof of Lemma 5.3,
q :=
1 + λ
1 + γ
, q′ :=
q
q − 1
.
By Ho¨lder’s inequality, (5.58) and (5.49),
1
µ(Q)
∫
Q
t
p(x)
1+ζ dµ(x) ≤
(
1
µ(Q)
∫
Q
tp(x) dµ(x)
) 1
1+ζ
(5.59)
≤
(
1
C
) 1
1+ζ
(
1
µ(Q)
∫
Q
tγqp(x) dµ(x)
) 1
γq(1+ζ)
=
(
1
C
) 1
1+ζ
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
.
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It follows from (5.56) and (5.58) that
D
µ(Q)
∫
Q
tp(x) dµ(x) ≤
C
µ(Q)
∫
Q
tp(x) dµ(x) <
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
,
that is, (5.33) does not hold. Therefore, by Lemma 5.3, condition (5.32) is
not fulfilled. Since 0 < t < 1, this means that
0 < t <
1
‖χQ‖
1+ζ
Lp(·)
,
whence
∥∥∥t 11+ζχQ∥∥∥
Lp(·)
≤ 1. Therefore, by Lemma 4.1,∫
Q
t
p(x)
1+ζ dµ(x) =
∫
X
(
t
1
1+ζχQ(x)
)p(x)
dµ(x) ≤ 1,
that is, (5.23) is fulfilled with t
1
1+ζ in place of t. The, by Lemma 5.2, in-
equality (5.24) holds with t
1
1+ζ in place of t, that is,
(5.60) µ(Q)
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
≤ B
∫
Q
t
p(x)
1+ζ dµ(x) + ν(Q).
It follows from (5.59)–(5.60) and (5.56) that
µ(Q)
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
≤ B
(
1
C
) 1
1+ζ
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
+ ν(Q)
≤
1
2
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
+ ν(Q).
Thus
(5.61)
(
1
µ(Q)
∫
Q
t
λp(x)
1+ζ dµ(x)
) 1
λ
≤ 2ν(Q).
Since 0 < t < 1, we have
(5.62) t
p(x)
1+ζ = tp(x)t−
ζp(x)
1+ζ ≤ tp(x)t−
ζp
−
1+ζ .
Inequalities (5.61) and (5.62) imply that
µ(Q)
(
1
µ(Q)
t−
λζp
−
1+ζ
∫
Q
tλp(x) dµ(x)
) 1
λ
≤ 2ν(Q),
whence
(5.63) µ(Q)
(
1
Q
∫
Q
tλp(x) dµ(x)
) 1
λ
≤ 2tην(Q)
with
η :=
ζp−
1 + ζ
.
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Since 1 < γ < λ, by Ho¨lder’s inequality,
(5.64)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤
(
1
µ(Q)
∫
Q
tλp(x) dµ(x)
) 1
λ
.
Combining (5.63) and (5.64), we arrive at
µ(Q)
(
1
µ(Q)
∫
Q
tγp(x) dµ(x)
) 1
γ
≤ 2tην(Q),
which implies (5.55) and completes the proof of part (i) for 0 < t < 1. 
6. Proof of Theorem 1.1
It is sufficient to show that if the Hardy-Littlewood maximal operator
M is bounded on the space Lp(·)(X, d, µ), then it is also bounded on the
space Lp
′(·)(X, d, µ). In turn, in view of Corollary 3.2 it is enough to verify
the condition A∞. To achieve this aim, we will apply Lemma 4.4.
Let D ∈
⋃K
t=1D
t be a dyadic grid, S ⊂ D be a finite sparse family,
{GQ}Q∈S be a collection of nonnegative numbers such that∥∥∥∥∥∑
Q∈S
αQχQ
∥∥∥∥∥
Lp(·)
= 1.
Then for every Q ∈ S,
αQ‖χQ‖Lp(·) ≤
∥∥∥∥∥∑
Q∈S
αQχQ
∥∥∥∥∥
Lp(·)
= 1.
Let C, γ > 1, η > 0 be the constants and ν be the measure from
Lemma 5.4. Suppose Q ∈ S is such that αQ ≥ 1. Applying Ho¨lder’s in-
equality and Lemma 5.4, we get∫
GQ
α
p(x)
Q dµ(x) =
µ(Q)
µ(Q)
∫
Q
α
p(x)
Q χGQ(x) dµ(x)
≤
(
µ(GQ)
µ(Q)
) 1
γ′
µ(Q)
(
1
µ(Q)
∫
Q
α
γp(x)
Q dµ(x)
) 1
γ
≤ C
(
µ(GQ)
µ(Q)
) 1
γ′
∫
Q
α
p(x)
Q dµ(x).
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Combining this inequality with Lemma 4.3, we get∑
Q∈S :αQ≥1
∫
GQ
α
p(x)
Q dµ(x) ≤ C
∑
Q∈S :αQ≥1
(
µ(GQ)
µ(Q)
) 1
γ′
∫
Q
α
p(x)
Q dµ(x)(6.1)
≤ C
(
max
Q∈S
µ(GQ)
µ(Q)
) 1
γ′ ∑
Q∈S
∫
Q
α
p(x)
Q dµ(x)
≤ C
(
max
Q∈S
µ(GQ)
µ(Q)
) 1
γ′
.
For k ∈ N, put
(6.2) Sk := {Q ∈ S : 2
−k ≤ αQ < 2
−k+1}.
If Sk 6= ∅, then there exists a number ik ∈ N and cubes Qk1, . . . , Q
k
ik
such
that
⋃
Q∈Sk
Q =
⋃ik
j=1Q
k
j ; if i, j ∈ {1, . . . , ik} and i 6= j, then Q
k
i ∩ Q
k
j = ∅;
and for every Q ∈ Sk, there is j ∈ {1, . . . , ik} such that Q ⊂ Q
k
j .
For k ∈ N and Sk 6= ∅, put
(6.3) ψQkj (x) =
∑
Q∈Sk :Q⊂Q
k
j
χGQ(x), j ∈ {1, . . . , ik}.
Then, taking into account (6.2), one has for all j ∈ {1, . . . , ik},∑
Q∈Sk :Q⊂Q
k
j
∫
GQ
α
p(x)
Q dµ(x) =
∑
Q∈Sk :Q⊂Q
k
j
∫
Qkj
α
p(x)
Q χGQ(x) dµ(x)(6.4)
≤
∑
Q∈Sk :Q⊂Q
k
j
∫
Qkj
(2−k+1)p(x)χGQ(x) dµ(x)
=
∫
Qkj
(2−k+1)p(x)ψQkj (x) dµ(x)
≤ 2p+
∫
Qkj
2−kp(x)ψQkj (x) dµ(x)
≤ 2p+
∫
Qkj
α
p(x)
Qkj
ψQkj (x) dµ(x).
By Ho¨lder’s inequality, for k ∈ N such that Sk 6= ∅ and j ∈ {1, . . . , ik}, one
has ∫
Qkj
α
p(x)
Qkj
ψQkj (x) dµ(x) ≤µ(Q
k
j )
(
1
µ(Qkj )
∫
Qkj
α
γp(x)
Qkj
dµ(x)
) 1
γ
(6.5)
×
(
1
µ(Qkj )
∫
Qkj
ψγ
′
Qkj
(x) dµ(x)
) 1
γ′
.
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It follows from (6.2) and the hypothesis that the sets {GQ}Q∈S are pairwise
disjoint that∫
Qkj
ψγ
′
Qkj
(x) dµ(x) =
∑
Q∈Sk :Q⊂Q
k
j
µ(GQ)(6.6)
≤
(
max
Q∈S
µ(GQ
µ(Q)
) ∑
Q∈Sk :Q⊂Q
k
j
µ(Q).
Since S is a sparse family, there exists a collection of pairwise disjoint sets
{E(Q)}Q∈S such that E(Q) ⊂ Q and µ(Q) ≤ 2µ(E(Q)). Hence, for all
k ∈ N such that Sk 6= ∅ and all j ∈ {1, . . . , ik},∑
Q∈Sk :Q⊂Q
k
j
µ(Q) ≤ 2
∑
Q∈Sk :Q⊂Q
k
j
µ(E(Q))(6.7)
= 2µ
 ⋃
Q∈Sk :Q⊂Q
k
j
E(Q)
 ≤ 2µ(Qkj ).
On the other hand, taking into account that αQkj < 1, we deduce from
Lemma 5.4 that
(6.8)
µ(Qkj )
(
1
µ(Qkj )
∫
Qkj
αQkjα
γp(x)
Qkj
dµ(x)
) 1
γ
≤ C
∫
Qkj
α
p(x)
Qkj
dµ(x) + 2αη
Qkj
ν(Qkj ).
Combining (6.4)–(6.8), we obtain for every k ∈ N such that Sk 6= ∅ and
every j ∈ {1, . . . , ik},∑
Q∈Sk :Q⊂Q
k
j
∫
GQ
α
p(x)
Q dµ(x)
≤ 2p++
1
γ′
(
µ(GQ)
µ(Q)
) 1
γ′
(
C
∫
Qkj
α
p(x)
Qkj
dµ(x) + 2αη
Qkj
ν(Qkj )
)
.
Then ∑
Q∈S :αQ<1
∫
GQ
α
p(x)
Q dµ(x)(6.9)
=
∑
k∈N :Sk 6=∅
∑
Q∈Sk
∫
GQ
α
p(x)
Q dµ(x)
=
∑
k∈N :Sk 6=∅
ik∑
j=1
∑
Q∈Sk :Q⊂Q
k
j
∫
GQ
α
p(x)
Q dµ(x)
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≤ 2p++
1
γ′
(
max
Q∈S
µ(GQ)
µ(Q)
) 1
γ′
×
∑
k∈N :Sk 6=∅
ik∑
j=1
(
C
∫
Qkj
α
p(x)
Qkj
dµ(x) + 2αη
Qkj
ν(Qkj )
)
.
It follows from Lemma 4.3 that
(6.10)
∑
k∈N :Sk 6=∅
ik∑
j=1
∫
Qkj
α
p(x)
Qkj
dµ(x) ≤
∑
Q∈S
∫
Q
α
p(x)
Q dµ(x) ≤ 1.
Since for every fixed k, the cubes Qk1, . . . , Q
k
ik
are pairwise disjoint, it follows
from Lemma 5.4(ii) and (6.2) that∑
k∈N :Sk 6=∅
ik∑
j=1
αη
Qkj
ν(Qkj ) ≤
∑
k∈N :Sk 6=∅
(2−k+1)η
ik∑
j=1
ν(Qkj )(6.11)
≤ C
∑
k∈N :Sk 6=∅
2(−k+1)η
≤ C2η
∞∑
k=1
(
1
2η
)k
=: C1.
It follows from (6.9)–(6.11) that
(6.12)
∑
Q∈S :αQ<1
∫
GQ
α
p(x)
Q dµ(x) ≤ 2
p++
1
γ′ (C + C1)
(
max
Q∈S
µ(GQ)
µ(Q)
) 1
γ′
.
Combining (6.1) and (6.12), we see that∑
Q∈S
∫
GQ
α
p(x)
Q dµ(x) ≤ Ψ
(
max
Q∈S
µ(GQ)
µ(Q)
)ξ
with Ψ := C +2
p++
1
γ′ (C +2C1) and ξ = 1/γ
′. Hence (4.3) implies (4.4). By
Lemma 4.4, the space Lp(·)(X, d, µ) satisfies the condition A∞. Thus, the
Hardy-Littlewood maximal operatorM is bounded on the variable Lebesgue
space Lp
′(·)(X, d, µ) in view of Corollary 3.2. 
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