The concentration of a drug in the circulatory system is studied under two different elimination strategies. The first strategy, geometric elimination, is the classical one which assumes a constant elimination rate per cycle. The second strategy, Poisson elimination, assumes that the elimination rate changes during the process of elimination. The problem studied here is to find a relationship between the residence-time distribution and the cycle-time distribution for a given rule of elimination. While the presented model gives this relationship in terms of Laplace-Stieltjes transform, the aim here is to determine the shapes of the corresponding probability density functions. From experimental data, we expect positively skewed, gamma-like distributions for the residence time of the drug in the body.
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The concentration of a drug in the circulatory system is studied under two different elimination strategies. The first strategy, geometric elimination, is the classical one which assumes a constant elimination rate per cycle. The second strategy, Poisson elimination, assumes that the elimination rate changes during the process of elimination. The problem studied here is to find a relationship between the residence-time distribution and the cycle-time distribution for a given rule of elimination. While the presented model gives this relationship in terms of Laplace-Stieltjes transform, the aim here is to determine the shapes of the corresponding probability density functions. From experimental data, we expect positively skewed, gamma-like distributions for the residence time of the drug in the body.
Also, as some elimination parameter in the model approaches a limit, the exponential distribution often arises. Therefore, we use Laguerre series expansions, which yield a parsimonious approximation of positively skewed probability densities that are close to a gamma distribution. The coefficients in the expansion are determined by the central moments, which can be obtained from experimental data or as a consequence of theoretical assumptions. The examples presented show that gamma-like densities arise for a diverse set of cycle-time distributions and under both elimination rules.
1.
Introduction. The residence-time functions of drugs in the body, reflected by the concentration-time curves, form an experimental counterpart to theoretical studies on residence-time distributions. The most commonly employed approach to the problem of drug residence time is to characterize the body as a system of discrete compartments.
The compartmental models are usually considered in their deterministic versions which can then be randomized. A different approach was initiated by Waterhouse and Keilson (1972) and later pursued by Weiss (1982 Weiss ( , 1984 Weiss ( , 1986 , for a review see Weiss (1991) . It is basically a stochastic approach. In this case it is assumed that following a single, instantaneous injection of a bolus of a substance into the vascular system, the injected substance starts to circulate and its elimination takes place at a specific point. The circulation time and elimination are characterized as random variables. A comparison between compartmental, noncompartmental and circulatory models was recently made by (Mari, 1993; Durisova, 1995) .
-2 -Under this scenario for circulatory models, it is presumed that the residence time of the drug in the body is composed of several complete cycles and the additional time from the end of last complete cycle to elimination. In reality, this additional time may form a substantial part of the residence time, however it is neglected here. To include this residual time into the analyses can be done, but only by considering the specific conditions of the experiment, e.g., site of injection, cardiac output (Mari, 1995) . On the other hand, the model studied here is in its basic form and can be applied after appropriate modifications to a variety of situations. In its basic form, the model has two, unknown (unspecified), components -distribution of the cycle time and the elimination rule.
Generally, the concentration-time curves represent the standard result of pharmacokinetic experiments. In the second part of this paper, a relation between the residence-time distribution and the concentration-time curve is invoked. This is the critical issue for relating the model to experimental results. Once the residence-time distribution is determined, we can try to deduce the cycle-time distribution and drug elimination mechanism, which are very difficult to measure directly.
The main goal of this paper is to relate cycle-time distributions to residence-time distributions which can be determined experimentally. vVe assume that the first four moments of the cyCle-time are available and then use them to construct the residencetime density via a Laguerre series (L-series) approximation. The theoretical background needed for this purpose is summarized below and later illustrated on several examples, for more details about the method and its application see (e.g., Bowers, 1966; Beekman, 1974; Tiku et al., 1986; Smith, 1991) .
2. Residence-time distribution and concentration-time curve. The residence time, R, of a dr,ug molecule in a system is a non-negative random variable with a cumulative distribution function H(t). Its differentiability ensures the existence of the corresponding probability density function, h(t) = dH/dt. The log-convexity of the probability density -3 -function h(t) implies that that CV 2:: 1, (CV IS the coefficient of variation, CV = standard deviation/mean), (Weiss, 1986) . Some properties of the random variable R may be better represented by other functions, for example by the survival function, H(t) = 1-H(t)J or by the failure rate (intensity) function, also called fractional elimination rate, k( t) = h(t)/ H( t) (probability of elimination at a given time under the condition that the molecule has not been eliminated up to this time). Discrimination between monotonically decreasing and increasing fractional elimination rates k( t) provides a useful method for characterizing the residence-time distribution (Weiss, 1991) . Further, for k(t) being constant, at least asymptotically, the density h(t) is asymptotically exponential. A special class of the distributions with nonincreasing k( t) are so called completely monotone distributions; a function on (0, +(0) is completely monotone if and only if it is a mixture of exponentials (Feller, 1966) . For a random variable with a completely monotone density it follows that the CV~1 and as we will see below, the CV plays an important role in determining the shape of the distribution) particularly for the gamma distribution.
In order to relate the distribution of R to observable quantities, we have to shift from an individual molecule to an ensemble of them. Commonly it is considered that
where G(t) is the measured concentration-time curve, also known as the drug disposition 00 rate and f C(t)dt is often denoted by AUG (area under the curve). In other words, C (t) o reflects the concentration at the output and must not be confused with concentration of the drug remaining in the system, although this latter quantity is in some studies the variable of interest, e.g., Durisova et al., 1995. To avoid possible confusion, the definition of concentration-time curve must be precise and then there is no doubt as to the applicability of (2.1) (Lansky, 1996) . Equation (2.1) directly implies the formulas for the moments of the residence time, 3. Laguerre senes representation of probability densities. Our method for residencetime distribution analysis is based on the L-series approximation (Bowers, 1966; Beekman, 1974) of a density by a linear combination of gamma densities J(x; a, (3) given
where a> 0 and (3 > 0 are the shape and scale parameters, respectively. For the general case, let us assume that the density g(x) of a random variable Y is to be approximated.
To simplify the notation we will study a scaled random variable X = kY with density g( x) and the resultant density will be rescaled back after the procedure using the relationship, g(x) = kg(kx). The scaling aims to ensure that E(X) = Var(X) = a and this is achieved by taking k= a;
. The scaling permits us to evaluate the density g(x) in terms of gamma densities (3.1) with (3 = 1. We use the notation,
where L~OI)(X) is the i-the order Laguerre polynomial. The density g(x) may be used to represent either cycle or residence time depending on the context, however, in this paper we consider only the case of the residence-time density approximation. In the approximation we will only use moments up to 4th order. The constants A 3J A 4 can be evaluated from the third and fourth moments of X, and by using the 3rd and 4th
Laguerre polynomials, we finally obtain 
where J is a discrete random variable, Prob( J = j) = Pi" The model (4.1) is still too complicated for our present effort, so we further assume that Prob( To = 0) = 1, (i.e., the particle is eliminated at the instant of completing the cycle) and Prob(J = 0) = 0 (i.e., the first cycle is obligatory for all the injected molecules). This is a standard approach (Weiss, 1982) and actually it gives an upper boundary for the residence time. Further, we assume that the T/s are independent and identically distributed random variables 
where G( s) is L8 transform of the cycle time. This is our basic model and (4.2) can be used for evaluation of the residence-time density from the cycle-time density, or vice versa, either analytically or by using a numerical inversion of the L8 transform. While this works theoretically, practically at the experimental level, it is not possible to -7 -determine the density, h( t), with enough precision to use (4.2) directly. Therefore the evaluation of the density has to be done using the moments. Formula (4.2) provides us with the moments of the residence time via the moments of J and T}
We can see from these formulas that once the distributions of J and T are specified, we can use the approximation (3.3). Weiss (1984) used the model (4.1), assuming that the probability that a molecule of a drug is eliminated after a single passage through the circulation is p (0 < P < 1) independent of the number of previous cycles. It is a linear model in the sense that the eliminated fraction of the substance is at any moment linearly proportional to the amount of drug within the system. It follows from this assumption that the probability of elimination at the jth cycle has a geometric distribution, Prob(J = J) = pqi-\ for j~1, where q = 1-p. For this discrete distribution P(s) = ps/(l-qs) and it follows from (4.2) that
Geometric distribution of the number of cycles.
(4.7)
Using (4.7) or directly using (4.3)-(4.6), we can compute the moments of the residence time, R, in terms of the moments of cycle time, T, and the probability of elimination, It follows from (4.7) that for an exponentially distributed cycle time, the residence time is also exponential, and vice versa. For many drugs, the probability of elimination within one cycle is very small, (van Rossum et al. (1989) suggest the value p = 1/100), therefore the behavior of the residence-time distribution under the condition p-tO+ is of interest. In the limit, of a decreasing probability of elimination, the residence time is exponentially distributed. This holds independently of the type of the cycle-time distribution (Lansky, 1996) .
Poisson distribution of the number of cycles.
The assumption that the number of cycles is governed by the geometric distribution implicitly states that the probability of entering higher numbers of cycles is monotonically decreasing. In other words it says that the amount of drug eliminated throughout the experiment is a monotonically decreasing function of time. However, a different time course of elimination is also plausible, for example one that slowly increases and achieves its maximum after some time: delay, perhaps due to a reversible binding of the drug. The Poisson distribution for the number of cycles until elimination would be a suitable model for such a situation.
This strategy produces a nonlinear relationship between the amount of substance which is eliminated at a given moment and the total amount remaining within the system at this moment (reflected by its concentration) is variable. The elimination rule considered here does not allow elimination during the first cycle, so J has to take values in the set {l, 2, ... }. Therefore, let us. consider J with the probability generating function s-l) ), where 1/ > 0 is a parameter, which is a shifted Poisson distribution.
The 18 of the residence-time distribution becomes
The mean residence time is, as intuitively expected since E(J) = 1/ + 1, For other cases, alternative methods such as simulations, numerical solutions or approximations have to be used. We will use the L-series approximation described in Section 3 to evaluate the residence-time density from its moments as a function of the cycle-time moments that were computed in the previous section. In (3.3) we used the third and fourth central moments f-Ln and these are related to the moments about the origin by f-L3
3E 4 (X). The shape of the density function has often been characterized by its higher moments (Johnson and Kotz, 1970) . Two commonly used moment plots are: (1) A Pearson plot in which the coefficient of excess /32 -3 is plotted vs. skewness /31' where /31 = f-LV f-L~and /32 = f-L4/ f-L~, (2) A plot of ...;TJ;. vs. CV. These plots characterize the similarity of the given distribution to a gamma distribution, since the gamma distribution produces the line /32 -3 = 3/3d2, and the line .J7T; = 2CV, which will be used in figures 5 and 6.
Exponentially distributed cycle time. For this cycle time distribution we can
derive analytical expressions for the residence-time densities and in this way illustrate the accuracy and the utility of our method. The exponential density is described by (3.1) with a = 1 and with scale parameter, /3, solely characterizing the distribution.
Then for the geometric elimination model (4.7), the residence time is exponentially distributed with scale parameter /3/p. This means that the fit by a single gamma density (as mentioned above, the exponential is a special case with a = 1) is exact and no additional improvement can be achieved from the L-series method. For the Poisson elimination model (4.12), the exponential distribution of the cycle time does not produce an exponential residence time; instead when the cycle time is exponentially distributed with the scale parameter /3, the density of the residence time becomes
where fa is a modified Bessel function of order 0 (Umsky, 1996) . Figure 2 shows the consequently to the theoretical residence-time densities. Recall that if we had set A = B = 0 in (3.3), the corresponding gamma densities in Fig. 2 . would have the parameters ensuring that their first two moments are identical with the first two moments of the density (5.1). We can deduce from the picture that in all three <;:ases:
(1) the gamma density is fairly close to the exact shape of the residence-time density,
(2) the L-series approximation improves the fit only slightly, since the gamma density is already very close to the exact one.
Gamma distributions for cycle time.
A natural extension is to consider a gamma density, rather than its special case -the exponential, for the cycle time. For the gamma density (3.1), the shapes can be divided into two separate groups with respect to the value of the parameter a. For a E (0, 1) it follows that CV> 1, and this distribution has played an important role in pharmacokinetics (Wise, 1985) . For a> 1, the CV < 1 and the distribution has a unimodal shape. For both cases, E(X) = a[3, Var(X) = a[32 and CV 2 = l/a and higher moments are E(X'") = [3T(a + r)jr(a) (Johnson and Kotz, 1970) . To avoid possible confusion, the parameters in this The Erlang distribution, is a special case of (3.1) where ac is replaced by n EN. In this case substituting into (4.7) and taking the inverse L8 transform we get the density h(t)
of the residence time in the form of a mixture of exponentials. For example, in the case
. This is not illustrated but gives a further test of the accuracy of the L-series approximation. More importantly, it provides a mechanism for generating a mixture of exponentials residence-time distribution, which has been used previously (Wise and Borsboom, 1989; Mari, 1993; Durisova., 1995) . 
The assumption fl> 0 ensures that the mean of the distribution (5.6) is finite. The most common form of (5.6) in the statistical literature uses the parameters
for a review of the properties of this distribution (5.6), resp. (5.7), see Chhikkara and Folks (1989) . The L8 transform of (5.6) is
and it can be substituted into the formula for H(s). The mean, variance and square of the coefficient of variation for distribution (5.6), resp. (5.7), are
= (],2/ flD = a/ b and higher moments can be computed by using (5.8). The IG distribution produces the line /32 -3 = 5/3d3, and the line n; -14 -= 3CV in the moment plots, which will be used in figures 5 and 6. Sheppard (1971) and Weiss (1982) used the IG distribution (5.6) for the cycle time in circulatory models.
The L-series approximation under the assumption that the cycle time T has an IG distribution is illustrated in Fig. 4 . The results, under the geometric elimination rule, are shown in Fig. 4a . as a function of the elimination parameter p. When p = 1, an artificial case, the residence-time and the cycle-time distributions are identical. The Lseries approximates this case fairly well and shows that the method is useful for nonGamma cycle-time distributions as well. As p decreases, the residence-time density becomes less peaked and more spread out, however the position of the mode changes only slightly. The approach to the theoretical exponential limit (p~O +) is apparent even when p = 0.1 (lower curve). The corresponding plots, when the parameter a of the IG distribution becomes larger, with b fixed, indicate that the L-series approximation for p close to 1 is not as accurate as in Fig. 4a ., but the approach to the exponential limit is still quite ra.pid. This point is reiterated in the discussion of moment plots.
Similarly in Fig. 4b ., the L-series approximation to the residence-time density with the Poisson elimination rule are presented. The values of the parameter II are chosen to correspond to those of p in Fig. 4a . in such a way that the mean number of cycles until elimination are the same in both cases, i.e., II = 1/P -1. For small II (p close to 1), this figure is similar to Fig. 4a ., however as II becomes larger (p close to 0) the differences are quite apparent. Here the position of the mode moves rapidly to the right and the distribution becomes more similar to a Gaussian than to an exponential.
In Fig. 5a . we have a plot of the skewness, VTJ;, vs CV for the residence times with Note that the starting point (v = 0) of each curve on the IG line is the same as in Fig.   5a .. As v increases, the curves do not approach an exponential limit, but instead decrease toward the origin in close proximity to the gamma line. This behaviour is depicted in a different way in Fig. 6 ., where the excess, fJ2 -3, vs the square of the above measure of skewness, fJl' is plotted for cycle time CV's of 0.8, 0.7, 0.6 and 0.5 (Wise, 1985; Wise and Borsboom, 1989) . The initial assumptions leading to these distributions are quite different, thus theoretically the two models are distinguishable. An open question is whether these two distributions are also practically distinguishable from relatively sparse residence-time data. In many situations, it may be that only an expert can decide which underlying assumptions are more biologically plausible. (4) The approach presented in this paper also permits us to go in the opposite direction, namely to approximate the cycle-time density after assuming an elimination rule and taking the residence-time density from the experimental data. the residence-time den~ity is~gamma density given by (5.5). It is illustrated here with 'Ij; = 1 and thus an exponential distribution of the residence time is achieved as a limit.
N~te that for II = 10 and c¥ = 0.1, {1) the limit is almost achieved, (2) L-series approximation is close to the limiting curve. 
