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In his 1992 book, Earth in the Balance, politician and environmentalist Al Gore conceptualized a 
digital representation of the entire Earth that would allow users to navigate through space and time. 
The “Digital Earth” concept was expanded in a speech Gore delivered as Vice President of the 
United States in 1998. Gore defined Digital Earth as a “multi-resolution, three-dimensional 
representation of the planet, into which we can embed vast quantities of geo-referenced data” (Gore 
1999, 528). The following year, the first International Symposium on Digital Earth was organized by 
the Chinese Academy of Sciences. 
Gore’s virtual globe would act as a repository for publicly available data, a digital 
marketplace for companies selling commercial imagery and information services, and a 
“collaboratory” for researchers to explore human-environment interactions (Grossner, Goodchild, 
and Clarke 2008, 146). His implementation would also be highly interactive including a head-
mounted display, data glove, and voice recognition (Gore 1999). Although there was interest in the 
concept, Gore’s Digital Earth would require a massive amount of computational resources, storage, 
spatiotemporal data, satellite imagery, high speed networks, metadata, and interoperability. No 
single organization in government, industry or academia could undertake such a project in 1999. 
Today, the concept of Digital Earth functions as an “organizing metaphor” for addressing 
complex global issues through the use and development of “digital technologies to model Earth 
systems, including cultural and social aspects represented by human societies living on the planet” 
(Liu et al. 2020, 2-3). Rather than a singular, central platform, Digital Earth is a system of 
interconnected systems that encompass Earth observation systems, geographic information systems, 
global navigation and positioning systems, and enabling information and communication 
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technologies. Digital Earth is a constructive approach to real-world problem-solving using 
geographic technology. 
Geographic Technology 
Geographic technology is a field of study including a range of systems and tools that enables us to 
collect data that is associated with locations on the Earth for analysis, modeling, simulations, and 
visualizations. The domain of geographic technology encompasses several fields and techniques 
including remote sensing, the Global Positioning System (GPS), geographic information systems 
(GIS), and internet mapping technologies. Remote sensing is the acquisition of data and imagery 
from the use of satellites (satellite imagery) or aircraft (aerial photography). The Global Positioning 
System (GPS) is the global navigation satellite system (GNSS) developed by the United States 
military to acquire real-time location information from a series of satellites in Earth’s orbit. A 
geographic information system (GIS) is a computer-based system for mapping, analysis, and 
retrieval of location-based data. Internet mapping technologies including virtual globes make 
geographic information more accessible and user-friendly via online interfaces. 
Geographic technology is indispensable to understanding and addressing the issues humans 
face including resource depletion, environmental degradation, rapid population growth, food, water 
and energy instability, natural disasters, and global climate change. From tracking a FedEx package 
on your phone to tracking an approaching hurricane, geographic technology underpins our modern 
lives, informs our decisions, and creates new ways for us to see the world by harnessing the power of 
place. 
Place is an essential context for all human life, events, and societies (MacKellar 2020, 506). 
Exploring and communicating information about our environments is then fundamental to the human 
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experience. Geography as a practice developed out of a need to name, classify, and measure the 
natural world, human activity, and the human-environment interactions happening on or near the 
surface of the Earth. According to Oxford Languages, in the third century BCE the term 
“geography” evolved from the Greek word geōgraphia, with gē meaning “earth” and -
graphia meaning “writing.” This etymology is fitting as geography is a practice of documentation. 
Throughout history, documenting our relationship to the Earth has been aided by the use of 
technology. 
The word “technology”, according to Oxford Languages, originates with the Greek word 
tekhnologia; tekhnē meaning “art, skill or craft” and -logia meaning “subject of study or interest.” 
Today, technology commonly refers to a particular tangible or visible object, a “gadget”, usually 
electronic, that does something or produces artifacts useful to society (Nightingale 2014, 3-6; Brunn, 
Cutter, and Harrington, Jr. 2004, 3). This view of technology, however, is reductive. Technology 
encompasses all the knowledge, concepts, processes, and production of artifacts, both tangible and 
intangible. Our gadgets simply capture technology at particular points in time (Nightingale 2014, 
16). 
Technology is therefore embedded within the broader socio-techno-political systems that are 
required to “conceptualise, formulate, research, develop, test, apply, diffuse and maintain” the 
knowledge, concepts, processes, and artifacts as they change over time (Nightingale 2014, 19). In 
other words, the evolution of technology and society are intrinsically linked; technology enables and 
embodies human ideas and ambitions, and society consciously selects and assesses the intended and 
unintended consequences of the technology it employs thereby reshaping itself and the technology 
(Brunn, Cutter, and Harrington, Jr. 2004, 3-4; Levinson 1997; Nightingale 2014, 7). Nightingale 
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(2014) referred to this sociotechnical coevolution as the “invisible infrastructure of technical 
change” (24). 
Technology removes geographical limitations and therefore alters the significance of location 
(Brunn, Cutter, and Harrington, Jr. 2004, 5-6). Technology can change the character of places 
physically and socially by shaping what happens there, what it is like to live there, and how residents 
think about their sense of place. Consequently, it can shape or reshape geographic identity (Pickles 
2004). The application of technology to geography and the employment of geography by technology 
have advanced and augmented the documentation of the Earth’s spaces and places throughout human 
history defining and redefining our conceptions of the geographic world, the state, and the personal. 
The (Geo)Information Age 
Despite geographic technology devices and solutions fundamentally changing the functioning 
and organization of our modern lives, the term and field are largely unnoticed and unknown to lay 
persons (Werner and Opach 2013, 39-40). This is most likely because they are so closely integrated 
and related to information and communication technology (ICT), a general term for the technologies 
that enable users to access, store, transmit, and manipulate information. ICT enables the flow of 
information independent of geographical limitations (Levinson 1997; Sheppard 2001, 1). 
The term “information” has many different meanings pertaining to its creation, measurement, 
transmission, communication, and usefulness within specific disciplines. The Random House 
College Dictionary advances an applied definition of information as the “knowledge communicated 
or received concerning a particular fact or circumstance” (Losee 1997, 3). Hilbert and Lopez (2011) 
offer a more conceptual definition based in information theory, the scientific study of information 
established in the early twentieth century; information is the “opposite of uncertainty” and as such is 
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a means to resolve or remove it (61; Robinson 1977, 104-105). Losee (1997) suggests an 
interdisciplinary definition of information as the “values within the outcome of any process.” 
Additionally, information must “be something…new [and] true…about something” (Losee 1997, 2-
4). 
Information is also often used interchangeably with words such as “knowledge”, as in the 
aforementioned Random House definition, and “data.” Although the three terms are interrelated, 
they each describe different levels of abstraction and understanding. According to systems theorist 
Russell Ackoff, data, information, and knowledge exist in a hierarchy where information is data, 
meaningless in and of itself, that has been processed to be useful, and knowledge is the application 
of suitable data and information also with the intention of being useful (Bellinger et al. 2004). 
Accordingly, the current work will use the term “information” to describe a processed representation 
of data (contained in either written, electronic, or other tangible format, or intangible concepts, 
software, organizational practices, or policies) which are the artifacts produced by all processes. 
Through incremental improvements and radically new combinations, geographic technology 
and ICT have enabled and mutually augmented each other’s capabilities over time. The invention of 
the printing press allowed for the distribution of geographic information stored in maps. Data 
collection at the beginning of the Information Revolution of the nineteenth and twentieth century 
included mapping as a tool of administration. The ICT innovations of this time were invaluable to 
the development of satellite-based geographic technologies among other things. Aerial photography 
was the basis for modern remote sensing and radio for satellite communication and navigation. 
Computers and the Internet provided new ways to make and share maps using GIS technology. 
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Lastly, the integration of geographic technology and locationally aware smartphones have made 
geographic information a central part of our lives. 
Geographic information is a specialized type of information that references locations on 
Earth. “Geographic” describes things relating to geography. While “geospatial” describes space with 
a geographic component and “spatial” pertains to space of any kind, the contemporary use of 
“spatial” implies a geographic context and the two terms are often used interchangeably with 
“geographic.” 
Spatially referenced data are special. In 1970, Waldo Tobler articulated what became known 
as Tobler’s First Law of Geography (TFL). It stated that everything is related to everything else, but 
near things are more related than distant things. Nearby events are more correlated to one another. 
While the qualifications of TFL as a scientific law are debatable, concepts of “near” and “related” 
are fundamental to spatial analysis and geographic conceptions of space (Miller 2004; Sui 2004). 
“Related” implies observations made at different locations may not be independent. 
Measurements made at nearby locations may be closer in value than measurements made at locations 
farther apart. This is known as spatial autocorrelation. Spatial heterogeneity (how similar things are 
in space) and spatial interpolation (generating values based on nearby measured values) both rely on 
TFL, as does spatial interaction, or the movement of individuals, material, or information between 
two geographic locations. Nearness is a central organizing principle of geographic space (Miller 
2004). 
Data with location information enables new types of analysis to explore spatial relations and 
reveal patterns. The location component of geographic information can be used to integrate 
information from disparate sources by making use of common location information. Additionally, 
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geographic information makes up a significant amount of all information. As much as 80% of the 
world’s data includes a location component (Dempsey 2012). While the exact percentage of this 
commonly repeated phrase is arguable, a significant amount of the world’s information is location 
specific (Dempsey 2012; Evans et al. 2018; Lee and Kang 2015). Therefore, technologies that 
explicitly handle spatially referenced data are at the core of the technological capacity of societies 
and individuals to make use of this information. 
We are presently living in an information-based society defined by the extensive use, 
creation, distribution, manipulation and integration of geographic information, a ubiquitous 
commodity that is ultimately indispensable to the functioning of our economies, governments, 
systems of education, and social organizations. The Information Age is characterized by “the process 
of dislocation” (Cohen-Almagor 2011). Its defining feature is its relationship with geography. Our 
recent ability to capture, store, manipulate, understand, and create vast and varied amounts of largely 
geographic information is driven by the growing uses and implementations of geographic 
technology. 
Contributions and Scope 
This paper seeks to examine the impacts of geographic technology over time through the evolving 
interactions between geographic knowledge, concepts, processes, and artifacts and the world in 
which they are situated. Technological change is not a linear process, and the development of 
geographic technology is especially multifaceted because of its reliance on other technologies and 
interdisciplinary leanings. Geography itself is a highly interdisciplinary field of study (Baerwald 
2010; Blaschke and Merschdorf 2014; MacKellar 2020; Wright, Goodchild, and Proctor 1997). As 
many other academic specialties are increasingly utilizing more geospatial analysis in their research, 
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geography “has evolved to be a discipline that actively pursues a diverse range of inquiries related to 
space, to place, and to interactions”. It can act as an overarching framework or a “toolbelt” with a set 
of methods through which all inquiries happening on Earth can be investigated (Baerwald 2010, 
497). 
The development of geographic technology however can be framed by its relationship to the 
geographical world, to the state, and to the personal. Modern geospatial technology has its roots in 
ancient and pre-modern cartography and geographic principles. Part One: The World examines early 
mapmaking and positioning accuracy (or inaccuracy as it were) in the early days of maritime 
navigation and exploration. Geographic technology fostered the study of geography and thus the 
formation of the modern world. 
Part Two: The State focuses on the ways in which the state and geographic technology have 
advanced one another throughout the nineteenth and twentieth centuries, including the early uses of 
aerial photography and radio. Computerized mapping and satellite-based geographic technology in 
the twentieth century offered new geographic practices and perspectives. These systems play an 
integral role in how we navigate our world, understand its landforms, and integrate information for 
decision-making. Part Three: The Personal discusses the increasingly personal interactions with 
geographic technology afforded by its integration with the Internet, social media, and locationally 
aware smartphones. Geographic technologies have broken the monopoly of cartographic knowledge 
once maintained by specialists and democratized access to geographic information. 
Geospatial technological innovation in the twenty-first century is central to every aspect of 
our modern society. Part Four: The (Geo)Information Society asserts that familiar terms like 
“information age” or “information society” are insufficient to illustrate the significant role of 
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geographic information and the technologies that make use of this type of information within an 
information-based society. A “geoinformation society” as an extension of an information society to 

























Part One: The World 
The Map 
Location is intrinsically relative. The position of an object on the Earth’s surface is assigned based 
on its relationship to other objects (Brunn, Cutter, and Harrington, Jr. 2004; Samama 2008; Stachel, 
Cassidy, and Schulmann 1987). A map is the visual representation of these spatial relationships. 
Maps existed before recorded history as spatial cognition and the ability to make maps are 
separate from the production of map artifacts (Wood 1993, 2). “Mapping” is the universal human 
ability to spatially order significant environments while “mapmaking” is the actual production of 
maps. This catholic understanding of maps allows for mental maps, maps drawn in the earth, or the 
oral exchange of geographic information as valid conceptualizations of space in non-map-producing 
societies, although largely dismissed as “primitive” from a Western worldview (Pickles 2004; Wood 
1993, 2-3). The materiality and reproducibility of map production however amplifies the 
spatiotemporal reach of the geographic information stored in the map. 
Maps are central to the pursuit of geographic knowledge, as they can concatenate a lot of 
information in a contained visual space (MacKellar 2020). Because of the complexity of the real 
world, this information must be reduced and abstracted. A map is not a mirror but a deliberate 
graphical distortion of the real world (MacKellar 2020; Monmonier 2018; Pickles 2004). All maps 
involve the reduction of reality (scale), geometrical transformations (projection), and the use of 
coded representations of real-world features (symbolism) to communicate information. Thus, the 
cartographic paradox: “To present a useful and truthful picture, an accurate map must tell white lies” 
(Monmonier 2018). 
Further, maps do not exist in a vacuum; like all geographic technology, maps are “part of and 
participant in the world” (Pickles 2004). They are created by specific people and organizations for 
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specific purposes. Maps are “cultural text”, the products of world views (Lin 2015). Objective 
cartographic knowledge is a myth. All maps have politics (Lin 2015, 43; Pickles 2004, 12).  
 
Figure 1. Babylonian map of the world, ca. 600 BCE. Map on stone tablet, “Map of the World,” 




Throughout human history, maps have served as an archive for geographically referenced 
information, a picture of the spatial order of the world, a tool for investigating spatial patterns, 
relationships, and environmental complexities, and an object of aesthetic and historical interest 
(Pickles 2004, 9). The earliest maps discovered were depictions of land features on Babylonian 
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tablets (fig. 1) and Egyptian drawings and paintings showing property boundaries. Early maps were 
representational of the spaces and places that were meaningful to the humans who drew and used 
them even before geography, the science of where, was fully understood. In fact, according to 
Nightingale (2014), although science and technology often guide each other’s developments, 
“scientific understanding is not needed to develop technology” (3). These early maps were the 
outcome of a practical human need to identify, understand, and communicate information about the 
world around them rather than a purely systematic, knowledge-based process. 
The development of cartography was related to the development of navigation as well (Al-
Monaes 1991, 397). As early as the beginning of the twelfth century BCE, the Phoenicians (from 
what is now Lebanon) were exploring the Mediterranean Sea. The Carthaginians (from what is now 
Tunisia) navigated as far as England and attempted to sail around Africa. Maps and other documents 
described coasts, landmarks, and moorings allowing for navigation (Samama 2008, 2). 
As geographic technology evolves, so do the practices of mapping and mapmaking. What can 
be mapped, the spaces that can be mapped, how mapping can be performed have expanded, which in 
turn has transformed our relationships with and conceptions of space. Today we live “map-
immersed” in a world of physical and digital cartographic media, “being so surrounded by and so 
readily and frequently consulting and producing maps as to see them as no different from the food 
that is brought to the table or the roof that is overhead or the culture in general that is apparently 
reproduced ... without effort” (Wood 1993, 3). 
Early Geography 
The early works of Greco-Roman scholars were foundational to the study of geography and the 
practice of cartography in Islamic and European scientific communities. Anaximander (ca. 610 – 
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ca. 546 BCE), a philosopher, was credited for publishing the first map of the world. In the fifth 
century BCE, historian Herodotus documented the geopolitics of the Greco-Persian wars. In the third 
century BCE, writer, geographer, astronomer, and poet Eratosthenes was first to use the word 
“geography” as the name for his treatise about the world. He was also the first to calculate the 
circumference of the Earth and produced maps that included irregularly spaced grid lines which we 
would now call parallels (lines of latitude) and meridians (lines of longitude) based on his 
determinations of the planet’s shape and size. Latitude is the distance north or south from a reference 
line that lies in a plane perpendicular to the Earth’s axis. Longitude is the distance east or west from 
a reference line that contains the plane of the Earth’s axis. Eratosthenes’ reference system laid the 
groundwork to define precise specifications for any location on the Earth's surface. 
 
Figure 2. Ptolemaic world map reproduced from descriptions contained in Geographia, ca. 1460. 
Map by Nicolaus Germanus, “Map of Europe, Africa, the Mediterranean, and Asia. Personifications 
of the Winds. Full Gold Border,” from Manuscripts and Archives Division, The New York Public 




In the second century CE, Ptolemy, an Egyptian astronomer, mathematician, and geographer 
of Greek descent, built upon the work of Eratosthenes and others. Ptolemy created a map of the 
world as it was known to the Roman Empire that included curved lines of latitude to reduce the 
distortion inherent with representing the spherical Earth as a flat surface (fig. 2). As a reference for 
latitude, Ptolemy used the Equator, the imaginary line that is equidistant from the poles. He used the 
Fortunate Islands off the northwest coast of Africa (now known as Madeira and the Canary Islands) 
as his reference for longitude (Sobel 1995). This map was a part of his seminal work, Geographia, as 
was an index of places names with latitude and longitude coordinates for each. Geographia was 
highly influential in the development of geographic knowledge, astronomy, and cartography. 
The Dark Ages of Geography 
The decline of the Roman Empire that followed the publication of Ptolemy’s Geographia marked 
the deterioration of literature and science including the study of geography in Europe and parts of 
Asia. Travel and exploration were hindered by political instability. Furthermore, this decline is 
concurrent to the rise of the Roman Catholic Church in Europe. As the Church’s influence grew, 
scientific investigations were discouraged (Al-Monaes 1991, 393). 
European world maps of this time, known as mappae mundi, were medieval period thematic 
circular illustrations depicting history, mythology, and Biblical accounts (fig. 3). These maps were 
“inspirational” rather than functional representations of the world (Monmonier 2004, 17).  The 
marriage of art and cartography would not be firmly separated until modern times (Wood 1993, 5). 
Geographic knowledge prospered at this time in China, India, and southeast Asia. Arabian 
and Chinese sailors took advantage of established cultural and commercial trade routes by using 
astronomical navigation and magnetic tools. The use of magnetism for navigation in China began in 
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the tenth century, although the invention of the compass dates back as early as the third century BCE 
(Monmonier 2004; Samama 2008, 4-5). However, the Earth’s magnetic pole shifts over time 
complicating the use of compasses for navigation (Monmonier 2004). 
 
Figure 3. European medieval period world map, Hereford mappa mundi, ca. 1300. Map, from Caitlin 
Dempsey, 2011, “Mapping Through the Ages: The History of Cartography,” accessed April 2021, 
https://www.gislounge.com/mapping-through-the-ages/. 
 
The Golden Age of Islam 
The Abbasid historical period from the year 750 to 1258 was characterized by a proliferation of 
Islamic scholarship and expansion. The Muslim world at this time stretched from the Atlantic Ocean 
to the northern coasts of Africa and the Iberian Peninsula to the Arabian Peninsula and Persia to 
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present day Uzbekistan and Kazakhstan (fig. 4). Established as its capital in 762, the city of Baghdad 
was the hub of learning, trade, and culture during this time (Al-Monaes 1991). 
 
Figure 4. Abbasid Dynasty and trade routes, 750-1258. Map, from Debra Coram Troxell, 





Al-Monaes (1991) asserts that this period represented an “early ideal [direct] relationship 
between religion and knowledge” that was unlike the West. Islam at its height in the Abbasid period 
cultivated an environment for the advancement of geography within the broader scientific 
transformations happening at the time. The study of both quantitative observations (“mathematical 
geography”) and qualitative descriptions of lands and cultures (“descriptive geography”) thrived due 
to a number of religious and geopolitical factors (393). 
First, the Islamic faith itself has a unique relationship with geography. Many of its tenets and 
traditions contain a geographic component: a compulsory pilgrimage to its holy city of Mecca; 
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precise times and cardinal directions for prayer in order to face Mecca; and the construction of 
mosques also to face Mecca all necessitate accurate knowledge of the coordinates of the city and 
navigation. 
  Second, Islam expanded its political power and influence during the Abbasid period creating 
a “new geographical sphere” that increased travel, trade, and opportunities to exchange and advance 
knowledge both within and outside of the Muslim world (Al-Monaes 1991, 394-395). As such, 
Islamic geographers, historians and writers recorded a considerable amount of valuable descriptive 
and mathematical geographic information in the accounts of their travels. These records were the 
basis for maps and atlases as well as works of fiction such as the Sinbad saga which chronicles the 
sailor’s sea-faring adventures (Al-Monaes 1991, 396). 
Third, the chief Islamic civil and religious rulers, known as caliphs, encouraged the 
translation and appropriation of Greek, Roman, and other cultures’ scientific works, particularly 
those of Ptolemy. Caliph Al-Ma’mun, who ruled with a particular interest in the sciences from 813 
until his death in 833, founded an academy, library, and observatory in Baghdad circa 830. The 
establishment of this and many other well-resourced observatories and institutions supported the 
collection of considerable amounts of scientific data and production of technical treatises. The 
caliphs were also responsible for organizing a postal system that relied on and required the 
development of recorded routes. Many route books bore the title Kitab al-Masalik wa’l-mamalik, 
which translates to “Book of Roads and Kingdoms,” containing maps and descriptions of trade 
routes within the Muslim world and areas unknown by Greek predecessors such as Japan, Korea, and 
China by the ninth century (Al-Monaes 1991, 394-398). 
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One of the earliest Muslim mapmakers was Al-Khwarizmi. His Kitab Surat Al-Ard, or “The 
Picture of the Earth,” updated and corrected Geographia including Ptolemy’s estimation of the size 
of the Mediterranean Sea. Perhaps one of the most famous Muslim cartographers, Muhammad al-
Idrisi (spelled “al-Edresi” in al-Monaes’ work) produced a desk map of the world, Tabula 
Rogeriana, constructed for the King of Sicily, Roger II, in 1154 (fig. 5). Al-Idrisi’s map was an 
amalgamation of Islamic and Greek knowledge of the twelfth century (Samama 2008, 4). In a 
criticism of al-Idrisi’s work, Al-Monaes (1991) described Islamic cartography of the time as having 
“many defects or disadvantages” for repeating many of the inaccuracies of earlier Greek 
cartographic traditions (400). 
 
Figure 5. Al-Idrisi’s map of the world, 1154. Map by Muhammad al-Idrisi, “Tabula Rogeriana,” 




Islamic scholars in the Abbasid period did correct previously established geographic 
knowledge, predicted weather forecasts for agriculture through astrological observations, calculated 
the movements of the planet and other celestial bodies, and continued the work on determining the 
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shape of the Earth and the precise measurement of its circumference. Under the direction of Caliph 
Al-Ma’mun, scientists compiled a gazetteer called “System of the Earth,” a geographical index of 
place names accompanied by their latitude and longitude modelled after Ptolemy’s earlier index. 
Much of these observations and measurements were possible with the development of 
precision instruments. The Greek astrolabe lacterus was a plate with gradations used for reading the 
distance between two objects dating back to the third century BCE. Translated from Greek to mean 
“to take a star,” the astrolabe was an instrument typically made of brass or iron, ranging from as 
small as 4 inches to 24 inches in diameter (NLH 1997). Improved versions of this tool became 
popular with Muslim scientists (Al-Monaes 1991, 398). Subsequent versions and derivatives of the 
tool became a much-valued apparatus in sea travel. 
The Abbasid period helped to further geographic knowledge of areas both within and outside 
of the previously recorded world. Notably the large body of travel literature stemming from Muslim 
geographers, scientists, historians, pilgrims, merchants, and military detailed information about parts 
of Asia such as China and India which would become desirable trade destinations for European 
nations. These descriptive and mathematical geographic accounts documented the culture, 
government, religion, and characteristics of peoples as well as routes and distances of lands. 
According to Al-Monaes (1991), Iranian scholar Abu Rayhan al-Biruni’s study of India’s geography 
is one of the most famous local or regional studies. Al-Biruni even attempted to establish a 
relationship between the geography of India and the behaviors of its people (397).  
Religious warring between Christians and Muslims in the eleventh, twelfth, and thirteenth 
centuries helped to spread Islamic cartographic traditions and renew an interest in Ptolemaic works 
translated by Islamic scholars to Latin (Marsden 2001, 2). Incorporated into the Islamic world during 
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the zenith of its influence, Portugal emerged in the fifteenth century as the dominant Christian 
nautical power using the astrolabe, compass, and other tools to successfully navigate open waters. 
Portugal explored the coasts of Africa, where they established trading posts and trafficked human 
beings, and established trading ports in India, converting those they conquered to Christianity 
(Andrews, 2001; Marsden 2001). The European age of discovery and colonization had begun. 
The Age of European Exploration 
Following Portugal’s lead, Spain sponsored Italian explorer Christopher Columbus’ 1492 voyage to 
reach Asia. Landing in the Caribbean instead, Columbus’ reports of the “new world” fueled further 
expeditions to the Americas. Holland, England, and France were also invested in the exploration of 
new lands and the subsumption of peoples (Andrews, 2001; Marsden 2001). Traveling by sea was 
paramount to building wealth, power, and influence for a nation at this time (Sobel 1995, 7). Yet, the 
continuing challenges of accurate positioning, maintaining direction, incomplete sailing charts and 
maps, and imprecise practices made sea travel a perilous endeavor. 
The earliest navigation techniques involved observing known landmarks or celestial bodies to 
determine one’s position. Early navigators sailed along coasts keeping the land within sight, used the 
position of the sun or stars, or dead reckoning. Dead reckoning was the practice of using a past 
position to estimate a current position based on speed, direction of travel determined by the stars or a 
compass, and the length of time on a particular course determined with a watch or clock. As errors 
accumulate over the journey, dead reckoning was not very reliable (Monmonier 2004; NLH 1997). 
Although compasses have been in use as navigation aids since the tenth century, magnetic 
declination varies over space and time. This was not discovered until the fifteenth century, and it 
would be another 200 years until the ability to correct for this variation was devised. 
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Portolan charts were regional sailing charts compiled from written sailing directions (fig. 6). 
Dating as far back as the year 1300, portolans were the “main medieval contribution to cartography, 
and the precursors of modern maritime maps” (Samama 2008, 4). Portolan charts often lacked a 
consistent grid of meridians and parallels and thus a consistent way to reference locations. These 
charts were typically oriented to magnetic north and comprised of intersecting rhumb lines. A rhumb 
line, rhumb, or loxodrome is an arc that crosses all meridians of longitude at the same angle. It is a 
path of constant bearing relative to magnetic north (Monmonier 2004). However, because of the 
curvature of the Earth, any oblique, constant course becomes a complex curve requiring sailors to 
constantly recalculate their bearing during the course. As such portolan charts were useful for 
relatively short distances. As navigators dared more extensive open ocean travel, better 
representations of the world were needed. 
 
Figure 6. Portolan chart, 1552. Map by Battista Agnese, “Portolan Map Showing the Western 
Mediterranean, Including Both the European and African Coasts,” from Spencer Collection, The 





Building on Ptolemy’s Geographia, Flemish cartographer Gerardus Mercator published his world 
map, “New and More Complete Representation of the Terrestrial Globe Properly Adapted for Use in 
Navigation” (fig. 7), in 1569 as a set of 18 sheets which formed a wall mosaic 48 inches tall by 80 
inches wide (Monmonier 2004). Its purpose clearly stated in its title, Mercator’s map was the first 
sailing chart for the whole world. Composed of straight lines of latitude and longitude with 
consistent right angles between them, his map revolutionized navigation by straightening the rhumb 
lines. Any straight line drawn on a Mercator chart was a line of true constant bearing that enabled a 
navigator to plot and follow a straight-line course. As the Earth is neither completely smooth nor 
spherical but exhibits topography and bulges around the Equator due to the planet’s rotation, 
representing the Earth as a flat map causes distortion. All maps have some degree of distortion in the 
area, shape, distance, or direction of the features depicted (MacKellar 2020). 
 
Figure 7. Mercator’s map of the world, 1569. Map, “Carta do Mundo de Mercator (1569),” from The 




On a globe, the vertical lines of longitude converge at the poles. On Mercator’s map, the 
meridians are equally spaced and parallel to one another, meaning that the map is stretched east-west 
along meridians at higher latitudes. The map must then be equally stretched north-south. Mercator’s 
parallels are spaced farther and farther apart as their distance from the Equator increases, meaning 
that areas farther away from the Equator appear disproportionately large. Mercator, as quoted by 
Monmonier (2004), concluded: “Accurate bearings […] demand a locally exact representation of 
angles and distances, even though ‘the shapes of regions are necessarily very seriously stretched’” 
(4). Mercator’s projection maximized angles and direction at the expense of area. 
 
Figure 8. Wright-Molyneux world map, 1599. Map by Edward Wright and Emery Molyneux, “Thou 
Hast Here, Gentle Reader, A True Hydrographical Description of So Much of the World as Hath 
Beene Hetherto Discouered and Is Comne to Our Knowledge,” from Rare Book Division, The New 




Mercator’s wall map did not gain popularity immediately. First, the 18-sheet wall map was 
not easily copied or displayed. Second, he left no directions for formulating or revising his 
projection. A map projection is a mathematical transformation that deposits the three-dimensional 
Earth onto a two-dimensional map. Mercator did not provide the necessary equations for 
progressively spacing the lines of latitude. The later work of mathematicians Edward Wright and 
Henry Bond made Mercator’s chart more accurate, portable, and reproducible. In 1599, Wright 
published an improved version of Mercator’s map (fig. 8) and a table of “meridional parts” for 
mapmakers to construct their own Mercator grid. In 1645, Bond offered a mathematical formula for 
constructing a Mercator grid based on Wright’s table (Monmonier 2004). Navigators began to use 
Wright’s version of the Mercator chart in the early 1600s but traveling by sea at this time continued 
to pose many obstacles. Despite better maps, determining a ship’s location at sea was still a 
challenge. 
Determining Latitude and Longitude 
Navigation requires knowing a location relative to other known locations. The rotation of the Earth 
on its axis from west to east provides two natural points of reference, the North and South Poles. In 
this way, latitude, the angular distance of a place north or south from a reference line that lies in a 
plane perpendicular to the Earth’s axis, is “fixed by the laws of nature” (Sobel 1995, 5). The latitude 
of a position can be geometrically calculated by measuring the angle of the sun during the day or the 
North Star (Polaris) in the Northern Hemisphere at night in relation to the surface of the Earth. A 
person at the North Pole at night would observe Polaris directly overhead; its angular height above 
the horizon would be 90 degrees. A person at the Equator at night would observe Polaris on the 
northern horizon; its angle would be 0 degrees. 
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Longitude, which describes the east-west position of a point on the Earth's surface, has no 
such point of reference. By convention, the Prime Meridian was often placed at the Canary Islands 
following Ptolemy’s placement. Later mapmakers placed it at other locations including the Azores, 
the Cape Verde Islands, Rome, Copenhagen, Jerusalem, St. Petersburg, Pisa, Paris, Philadelphia, and 
later in London. Established by Sir George Airy in 1851, the Royal Observatory, Greenwich, in 
London, England serves as the Prime Meridian today. In 1884, representatives from twenty-six 
countries voted to declare the Greenwich meridian the prime meridian of the world. The French, 
however, continued to recognize their own Paris Observatory meridian until 1911 (Sobel 1995, 99). 
The placement of a prime meridian as a line of reference is “purely political” (Sobel 1995, 5). 
The measurement of longitude however is linked to time. The Earth rotates from west to east 
over its axis. A complete 360-degree rotation takes 24 hours meaning the Earth rotates 15 degrees 
per hour or 1 degree of longitude every four minutes. To determine longitude on a ship, one must 
simultaneously know what time it is aboard the ship as well as the local time of a place of known 
longitude. The local time at any one meridian will not be the same as the local time at another 
meridian as the sun cannot cross two meridians at the same time. This difference in time is 
proportional to the angular distance between the ship and the other location. Clocks, watches, and 
hourglasses, however, would slow down, speed up, or stop functioning all together during voyages. 
Galileo proposed a method to find longitude based on the moons of Jupiter. His meticulous 
observations yielded timetables of their astronomical movements, which Galileo believed to be 
regular and predictable. The timing of these movements though depended on the position of the 
Earth in relation to Jupiter which varied throughout the year as Earth orbited around the sun. Despite 
this, this method gained popularity for determining longitude on land. Galileo’s observations also led 
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scientists to the calculation of the speed of light (Sobel 1995). Another lunar method was based on 
the motion of the Earth’s moon relative to the positions of other celestial bodies This method 
required the compilation of tables containing an enormous amount of data about precise stellar 
positions. Because of its relative inexpensiveness, the lunar method was popular albeit complex and 
prone to error (Samama 2008, 31; Sobel 1995). 
The variation of the terrestrial magnetic field was another avenue of investigation. It was 
thought that this variation could be mapped therefore linking locations with measurements of the 
magnetic field. This was not possible as magnetic declination varies over time, but this research was 
not abandoned until the seventeenth century (Samama 2008, 30). Determining longitude at sea 
“stumped the wisest minds of the world for the better part of human history” (Sobel 1995, 5). 
Because of the relative ease with which navigators could determine latitude, “parallel sailing” 
in which a ship sailed along a known line of latitude east or west until they reached their destination 
was an often-used method of travel. In fact, Christopher Columbus “sailed the parallel” across the 
Atlantic Ocean in 1492 (Sobel 1995, 6). 
The geographic technology designed to measure latitude was not always accurate or easy to 
use at sea. The motion of the ship, winds, low visibility, changes in pressure, temperature and other 
environmental conditions could result in errors causing a ship to be thrown off course. The astrolabe, 
popular until the end of the seventeenth century, was replaced by more accurate instruments for 
measuring latitude such as quadrants and sextants. A quadrant, so called because it is one-fourth of a 
full circle astrolabe, was a device for measuring the angular height of a star or the sun. It was also 
used to aim canons. The cross staff, derived from an earlier navigational tool often used by the 
Islamic navigators during the medieval period, was also used to measure the angle between the 
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horizon and a celestial body, usually the sun. Using the sun to measure latitude was especially 
hazardous; blindness and poor sight were common among navigators of the exploration age. A 
similar instrument for measuring latitude, the back staff had the advantage of having the sun at the 
navigator's back rather than in their line of sight. By 1750, the cross staff had declined in popularity 
as the octant became the preferred tool for measuring altitude (NLH 1997). Although popular, 
parallel sailing increased a ship’s time at sea and the potential for hazards (Monmonier 2004, 25). 
Accurate positioning was a requisite for efficient sea travel and latitude alone was not sufficient to 
determine an exact location. 
The Discovery of Longitude 
The Iberian Peninsula’s control of Mediterranean trade routes to Asia forced northern European 
countries to find alternative routes to Asia. Incomplete knowledge of the arctic region led to the 
belief that Asia could be reached through the Arctic Ocean. As far back as Ptolemy’s Geographia, 
most European representations of the Arctic were based on estimations and imprecise accounts. 
Although information improved in the sixteenth century, belief in a northwest or northeast passage to 
Asia and Russia persisted because no one had yet to reach the pole or enter the high latitudes of the 
Canadian and Russian arctic waters beyond the Kara Sea (Degroot 2015). 
Funded by English and Dutch merchants who were at the time vying for seafaring 
supremacy, the four voyages of English explorer Henry Hudson and his crews illustrated the perils 
of sea travel in the early seventeenth century. With the financial backing of the Muscovy Company 
of London, Hudson reached the Svalbard archipelago (part of Norway) in 1607 but had to end the 
expedition and return to England due to impenetrable sea ice. Although Hudson failed to find a 
northeast passage to Asia, he and his crew managed to sail beyond 80° N, the furthest north ever 
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recorded by a European explorer. Additionally, Hudson’s reports of whales contributed to the rise of 
a “large and destructive” whaling industry (Degroot 2015). 
In 1608, the Muscovy Company funded another expedition. This time Hudson made it to the 
Novaya Zemlya archipelago north of Russia in the Arctic Ocean but was again blocked by sea ice. 
As English companies were reluctant to fund another expedition, Hudson’s third voyage was 
sponsored by the Dutch East India Company in 1609. Blocked by sea ice near Novaya Zemlya and 
facing the possibility of mutiny from his crew, Hudson travelled southwest in search of waterways 
rumored to be running across North America to the Pacific Ocean, ignoring his agreement with the 
Dutch East India Company. Reports of a northwest passage located around 62° N was based on 
English explorer Captain George Weymouth’s 1602 voyage. A second passage believed to be 
located around 40° N was based on expeditions conducted by other explorers including Captain John 
Smith and Giovanni da Verrazzano (History 2009; Degroot 2015). Hudson crossed the Atlantic 
Ocean, landed in Nova Scotia, then sailed along the east coast of New York Harbor, up what is now 
known as the Hudson River. Upon returning to England, his ship was seized to prevent Hudson from 
sailing for the Dutch (Degroot 2015). 
The British East India Company and the Muscovy Company funded the fourth and final 
voyage of Henry Hudson in 1610. Determined to find the northwest passage, the ship called the 
Discovery crossed the Atlantic, through what is now called the Hudson Strait, and into a large bay. 
Mistaking this bay, now called the Hudson Bay, to be the Pacific Ocean, Hudson pressed on despite 
growing tensions with the crew. Reaching the southern limit of the Hudson Bay forced the crew to 
spend the winter on the ship as it was stuck in ice. Out of supplies, the crew mutinied, abandoning 
Hudson, his son, and several others in 1611. The mutineers who made it back to England were tried 
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but acquitted of all charges (Degroot 2015). Journals kept by Hudson and his crew record provided 
valuable environmental data as well as detailed latitude measurements that fueled the funding of 
subsequent voyages (Degroot 2015). 
In 1707, Admiral Sir Clowdisley Shovell and his fleet of English ships travelled from 
Gibraltar north through the Atlantic Ocean toward the English Channel. Visibility was difficult due 
to bad weather, so the crew calculated their position by dead reckoning and by measuring the 
position of the sun and stars. Unfortunately, these methods incorrectly estimated their longitude near 
the Scilly Isles. Four of the five ships crashed onto the rocks and sank. An error of about 50 miles 
too far west resulted in the watery deaths of two thousand troops and the murder of Admiral Shovell 
by a local woman after he washed ashore (Sobel 1995, 9-11). 
Ignorance of longitude was the cause of hundreds of shipwrecks and innumerable deaths 
from scurvy, starvation, and drowning in the fifteenth, sixteenth, and seventeenth centuries. It was 
also economically devastating as nations were dependent on sea travel for trade and the shipment of 
goods (Sobel 1995). A solution for determining longitude at sea was an international concern that 
spanned centuries. The governments of Spain and Holland offered monetary prizes for a solution in 
1567 and 1636, respectively. The French government established the Academie Royale des Sciences 
in 1666 to tackle the issue. The Shovell incident precipitated the passage of the Longitude Act of 
1714 in which the British government offered the largest monetary prize yet for a solution to the 
problem of longitude. 
The relationship between time and longitude was well understood, yet no device could 
maintain accurate time while in motion at sea. Wind, water, changes in temperature and orientation 
as the ship moved would affect the ability of the clock to keep precise time. This is because time is 
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relative. Published as a series of papers later in 1905, Albert Einstein’s Special Theory of Relativity 
would conclude that the rate at which time passes is dependent on the speed and acceleration of a 
thing in motion at any given moment relative to something else in a different frame of reference 
(Stachel, Cassidy, and Schulmann 1987). In other words, a clock aboard a ship in motion is moving 
faster relative to a clock on land and therefore experiences time itself differently. The faster the 
speed, the greater the effect on time. 
A carpenter from Yorkshire in northern England, John Harrison’s work in the eighteenth 
century with timekeeping devices called chronometers at long last provided an accurate way to keep 
the time necessary to calculate longitude. Harrison built a series of chronometers, later named H-1 
through H-4, that used innovative concepts like suspended mechanisms whose motion was not 
influenced by gravity or the motion of a ship. One of the most famous demonstrations of the 
efficiency of Harrison’s chronometers was during James Cook’s 1772 Antarctic voyage. After 171 
days and more than 40,000 nautical miles, Harrison’s H-4 lost fewer than eight seconds during the 
entire trip, proving that precise timekeeping was possible for the measurement of longitude. John 
and his son, William, received the first half of the longitude prize money in 1765, and was awarded 
the other half by an act of the British Parliament in 1773 (Samama 2008, 10-11; Sobel 1995). 
Regarded as the “most important timekeeper ever built”, the size and cost of H-4 made it impractical 
for most sailors (Sobel 1995, 65). In comparison, lunar methods were inexpensive and still in 
practice up until the turn of the twentieth century. 
The discovery of an accurate and reliable method of determining longitude took four 
centuries of study (Sobel 1995). The geographic technology of the fifteenth through eighteenth 
centuries: the mariner’s compass, adjustment for magnetic declination, Mercator’s projection, and 
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Harrison’s chronometer, were all “parts of a puzzle” that enabled sailors to plot and follow a 
constant angle using cardinal directions and locate themselves in relation to their destination and 
other features (Monmonier 2004, 11; Samama 2008, 11-12). 
Maps and other forms of geographic technology powered the Age of Exploration, shifting the 
center of power from the Mediterranean to the Atlantic controlled by western European nations who 
creating permanent settlements, colonies, and networks of communication and trade. That is not to 
say that maps have on their own created or inflicted modes of living on humans; rather, they 
provided crucial information and created conditions in which new worlds could and did emerge. In 
this way, maps were essential in the production of modern nation-states as they were crucial to the 
ways in which we viewed the world and therefore acted within the world (Pickles 2004). 
Mapping the Modern World 
The printing press, a revolutionary information and communication technology, gained prominence 
in fifteenth century Europe although invented in China around the year 600. The 26-character 
alphabet of Germanic languages, which includes English, proved to be more agreeable to the 
interchangeable type of the printing press than the 20,000 ideograms of the Chinese languages 
(Levinson 1997). Toward the end of the fifteenth century, maps were printed using woodcuts. A 
hand drawn map was copied (reversed from the original) onto a wood block, then woodcarvers 
chiseled away the negative space. The wood block was then inked and pressed onto paper to produce 
a woodcut duplicate of the map. 
Printing improved access to all types of information including geographic information. The 
Vikings’ voyages and settlements in North America in the tenth century were “ahead of their time—
or, to be more precise, ahead of their medium” in contrast with the “media coverage” of Columbus’ 
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voyage later in 1492 that precipitated further interest and investments in expeditions to and the 
mapping of the Americas (Levinson 1997, 26-27). 
 
Figure 9. The earliest map identifying America by name, 1507. Map by Martin Waldseemüller, 
“Universalis Cosmographia Secundum Ptholomæi Traditionem et Americi Vespucii Aliorū Que 
Lustrationes,” from Lionel Pincus and Princess Firyal Map Division, The New York Public Library, 




For years after Columbus’ voyage, cartographers attempted to map the areas where he and 
his crew had been. This was a formidable task at the time without longitude and the lack of adequate 
world maps. Most contemporary world maps followed Ptolemy’s cartographic traditions which 
covered only about a quarter of the world. By the middle of the sixteenth century, copper plate 
engraving became the more popular method of printing maps in which copper plates were etched, 
inked, and put through a special rolling press along with a sheet of paper. This process was favored 
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because it allowed for greater detail in the maps and easier revisions. Printing allowed for the wide 
distribution of better world maps. During the sixteenth century, the Americas began to take form and 
position on such maps (fig. 9). Columbus did not “discover” America; sixteenth-century mapping 
and mapmaking revealed its existence (Robinson 1992). 
European nations conceptualized the Americas and other lands through a Eurocentric or 
masculine cartographic gaze of possession and domination, measurement and management, 
demanding its reconfiguration into colonized spaces (Harris 2004; Pickles 2004). Wood (1993) 
stated that the “territorial ambitions of modern states and their proto-state predecessors, and the 
implicit resource exploitation and long-distance trade […] preeminently call mapmaking into being” 
(9). Maps cannot be disconnected from territory. They establish the locations required for property 
ownership and land allocation (Harris 2004, 175). According to Edward Said, Palestinian-American 
academic: “To think about distant places, to colonize them, to populate or depopulate them: all of 
this occurs on, about, or because of land. The actual geographical possession of land is what empire 
[...] is all about” (Harris 2004, 167). 
Territory was a requisite to the exercise of sovereign power. Maps created borders where 
none existed, thus giving form to nation-states from “disjointed regions and politically disparate 
people” (Wood 2010, 34). The establishment of a nation-state as the unit for organizing political 
power assumed sovereignty within its defined borders. International organizations like the League of 
Nations founded in 1919 and later the United Nations in 1945 were formed in order to protect the 
sovereignty of nation-states (Hassanpour 1998, 54). The sovereignty of nation-states required 
defense. Maps were and still are “as much weapons as guns or tanks” in that military operations 
cannot be performed without them (Arnold 1941, 90). During the height of the Roman Empire as a 
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military power, Ptolemy’s world map was used in acquiring and governing lands (Wood 1993). 
Choropleth maps showing the populations of enslaved peoples pervaded the national political 
debates before the U.S. Civil War (Schulten 2012). 
Empire-building depended on the “dispossessions and repossessions of land” through 
violence, claims of cultural superiority, reprehensibly unjust laws, and mapping (Harris 2004, 167). 
Imperial mapping and mapmaking dispossessed indigenous peoples of their land, and codified it as 
private, taxable, commodified, and owned (Harris 2004; Pickles 2004). Resource exploitation of 
these lands demanded labor which led to the exploitation of people (Eltis and Richardson 2010; 
Harris 2004). While the “buying, bartering for, and selling of people” was present in all ancient 
civilizations, the transatlantic slave trade of the fifteenth through nineteenth centuries became based 
on race (Eltis and Richardson 2010, 1). Initially conceived by both Europeans and Africans as a 
modest venture for the exchange of goods and few slaves, the slave trade became an evil, large-scale 
mechanism that emptied Africa of its human and economic resources and stunted its further 
development (Eltis and Richardson 2010; M’baye 2006). 
European nations amassed the raw materials that drove the Industrial Revolution of the 
eighteenth and nineteenth centuries to the sustained detriment of African states. Contemporary 
African economic instability, and internal and external geopolitical conflicts are rooted in the 
transatlantic trade (M’baye 2006). Furthermore, the slave trade reordered the geographical 
distribution of African peoples from west and central Africa to different regions throughout the 
Americas and the Caribbean (fig. 10). Of the estimated 12.5 million African captives taken from 
Africa, 10.7 arrived in the Caribbean and Brazil, the center of the key economic export of the time, 




Figure 10. Transatlantic slave trade, 1501-1900. Map by David Eltis and David Richardson, 2010, 
“Map 1. The Trade in Slaves from Africa, 1501-1900,” from Atlas of the Transatlantic Slave Trade, 
New Haven: Yale University Press, 4. 
 
 
Cartography is both the cause and result of the growth of civilizations (Wood 1993). A 
growing state requires an increasing number of maps and a greater variety of maps as instruments of 
governing, “to assess taxes, wage war, facilitate communications, and exploit strategic resources” 
(5). Maps not only record the state’s control of social processes and land but justify and demonstrate 
further appropriation of land and the subsumption of other cultures. Mapping and mapmaking 
underlie many structures for exercising power and control, contribute to cultural convergence or 
divergence, and enable the construction of sociospatial identities of those in the emerging state as 
well as those who were mapped “on to (and over).” The geographic identities of colonized peoples 
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emerged “from maps and exist[ed] nowhere apart from the map” (Brunn, Cutter, and Harrington, Jr. 


























Part Two: The State 
Urban Geographies 
Industrialization in the late eighteenth to early nineteenth century led to the rapid development of 
cities in Europe and other parts of the world. Mapping was used as a tool of consolidating or 
distributing political power (Deluca and Nelson 2017). As cities grew, mapping enabled new ways to 
manipulate geographical space for political gain. U.S. congressional districts are reapportioned after 
every decennial census, providing opportunities for politicians to redraw the boundaries of electoral 
district boundaries. The convoluted manipulation of these boundaries for political advantage is 
known as “gerrymandering” (Deluca and Nelson 2017). 
In protest to the redistricting of a Massachusetts electoral district in 1812, the Boston Gazette 
published an editorial cartoon that transformed the elongated shape of the aggregated areas into a 
winged salamander monster (fig. 11). The “Gerry-mander” was named for Massachusetts governor 
Elbridge Gerry whose redrawing of the district gave an obvious advantage to himself and other 
Republicans in upcoming elections (Wood 2010, 114). 
Gerrymandering is still in practice today and can limit constituent representation, shield 
incumbents from being voted out of their position, and affect access to federal funding. Prison-based 
gerrymandering is the practice of counting prisoners for reapportionment based on their 
incarceration location rather than their previous residence. While inmates cannot vote in all but two 
states, prison-based gerrymandering inflates the political power of the non-incarcerated population in 
the district where the prison is located (Deluca and Nelson 2017). 
Mapping was also used in the management of uniquely urban challenges and risks: pollution, 
crime, sanitation, diseases, and the hazards of industry. Urban mapping provided a means to discover 




Figure 11. Original gerrymander map depicting Massachusetts electoral district as winged 
salamander, 1812. Map, from Denis Wood, 2010, Rethinking the Power of Maps, New York: The 
Guilford Press, 114. 
 
mapped cholera outbreaks across forty-eight Paris districts using color to visually summarize 
incidences of the disease, an early version of what we now know as a heat map. Inspired by the work 
of Picquet, physician John Snow began mapping incidences of cholera in a section of London in 
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1854. He also mapped the locations of the neighborhoods’ water pumps (fig. 12). What he 
discovered in this simple visual analysis was a relationship between the locations of the water pumps 
and where the outbreaks were observed. Snow’s map ultimately led to the discovery that the disease 
was transmitted by contaminated water and had a direct impact on the city’s actions in mitigating its 
spread. Investigating cholera as a problem of “where?” and “why there?” exemplifies the power of 
maps to address the issues faced by emerging cities. 
 
Figure 12. John Snow’s map of cholera outbreaks in London, 1855. The Broad Street water pump is 
circled in red. Map by John Snow, from Steven M. Manson and Laura Matson, 2017, “Maps, 
Society, and Technology,” in Mapping, Society, and Technology, edited by Steven M. Manson, 
Minneapolis: University of Minnesota Libraries Publishing. 
 
 
The considerable risk of fire in homes and other buildings were another threat for 
industrialized areas. Conflagrations in places like New York and Chicago in the early nineteenth 
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century cost those cities millions of dollars in damages and restructured the way properties were 
insured (Pearson 2004; Sutton 2018). Fire insurance and industrialization became dependent upon 
one another (Pearson 2004). Out of this necessity developed the tradition of fire insurance mapping. 
In 1850, George T. Hope, secretary of the Jefferson Insurance Company, put together a detailed map 
of the properties that Jefferson insured in New York City. Between 1852 and 1854, maps detailing 
the built environment of the entire city were drawn and published by English engineer William 
Perris. Perris’ series of atlases was the first to describe in detail the built environment of New York 
City including building footprints, tax lot dimensions, street address, property ownership, and 
building construction materials (fig. 13). Fire insurance maps stored vast amounts of information to 
help insurance companies assess a building’s risk (Sutton 2018). 
 
Figure 13. Fire insurance map showing Hunter College in New York, 1955-1956. Map by G.W. 
Bromley & Co., “Plate 106, Part of Section 5,” from Lionel Pincus and Princess Firyal Map 
Division, The New York Public Library, New York Public Library Digital Collections, accessed 
May 2021, https://digitalcollections.nypl.org/items/cec429a0-4729-0132-98dd-58d385a7b928. 
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As proximity (to factory work, to essential services, to other people) was a defining feature of 
the city, mapping became a defining feature of its governance (Baics 2020; Wood 1993). The use of 
map analysis in explaining environmental and socioeconomic problems, communicating information 
to policy makers and the voting public, and revealing the demographic compositions of populations 
were imperative in the nineteenth century. “Statistical cartography” would become an indispensable 
method of understanding a place and its people. The 1874 Statistical Atlas of the United States was 
the first atlas based on data from a decennial census. The mapping of immigrant and Black 
populations, illiteracy, and diseases, however, stoked fear and discrimination. Maps are arguments 
that communicate complex ideas (Schulten 2012). 
Information at a Distance 
The novel information and communication technology innovations of photography and radio in the 
nineteenth and early twentieth centuries provided new pathways for the collection and transmission 
of information independent of geographic limitations through the application of electromagnetic 
radiation. Electromagnetic radiation is the energy that all living and nonliving objects not at absolute 
zero emit in the form of electromagnetic waves. What we perceive as color is a form of 
electromagnetic energy that is visible to the human eye within the much broader range of energy that 
exists. Developed by Joseph Nicéphore Niépce and Louis Jacques Mandé Daguerre in the mid-
1820s, photography is the creation of images by recording this visible light energy. 
The attachment of photography to airborne platforms revolutionized the way we see the 
world. In 1858, writer and artist Gaspard Felix “Nadar” Tournachon captured the first recorded 
aerial photograph from a hot-air balloon tethered over the Bievre Valley in France. Unfortunately, 
the image was destroyed. The earliest surviving aerial photographs were a series taken from a 
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balloon above the city of Boston in 1860 by photographer James Wallace Black and balloonist Sam 
King (fig. 14). 
 
Figure 14. Earliest surviving aerial photograph captured Boston from a balloon above the city, 1860. 
Photograph by James Wallace Black and Sam King, “Boston, as the Eagle and the Wild Goose See 




Ballooning was a popular activity at the time but was often a hazardous platform for aerial 
photography. In 1897, Swedish explorer Salomon August Andrée and his two companions 
infamously attempted to pilot a balloon over the arctic to capture a photographic aerial record of the 
geographic North Pole, but the balloon was forced down onto the ice before reaching their 
destination. Three decades later, their bodies were found along with a camera and diary on White 
Island in the Arctic Ocean (Cronin and Fowler 2021). By the end of the 1800s, photographers 
preferred to stay on the ground and send up unmanned balloons or kites with cameras attached. 
On April 18th, 1906, an earthquake of magnitude 7.9 hit San Francisco in California causing 
over $400 million in damages and the deaths of over 3,000 people (USGS n.d.-a). Weeks after the 
disaster, a photographer named George Lawrence documented the damaged city using a 49-pound 
camera lifted by a series of kites (Cronin and Fowler 2021; USGS n.d.-a). The basis for our modern 
understanding of earthquakes is due to the scientific investigations which included maps and aerial 
photographs following the event. 
Because of the distance between observer and subject, this visual technology was assumed to 
be the objective alternative to the “culturally tainted” map (Perkins and Dodge 2009, 547). By 
capturing the energy configuration of the real world, photography seemingly produced a visual 
reality “free of the ‘sin’ of subjectivity” making it the perfect medium for scientific and societal 
documentation (Levinson 1997, 41-43). However, photography proved to be equally inseparable 





Before the turn of the twentieth century, the telephone, telegraph, and wireless telegraphy (radio) 
were invented. Communication via the telephone and telegraph removed the need for a physical 
messenger but was still linked to geography through the establishment and control of cable line 
systems. Wireless communication via radio would ultimately transcend geography. 
Based on the work of English physicist Michael Faraday in electromagnetic induction and 
German physicist Heinrich Hertz in electromagnetic wave transmission earlier in the 1800s, inventor 
Guglielmo Marconi developed a wireless telegraph to send information using radio waves which he 
patented in 1897. Radio waves are a type of electromagnetic energy outside of the visible spectrum 
that can transmit sound and other types of information invisibly over great distances. In 1901, 
Marconi succeeded in sending signals across the Atlantic Ocean from England to Canada, the first 
person to do so (Levinson 1997, 63-80). 
Radio had an extraordinary impact as a geopolitical tool in the twentieth century (Levinson 
1997, 79-87). Radio communication became a “public service” for transatlantic exchanges between 
Europe and the United States (Flichy 1995, 66). British and Italian militaries were its main users. 
Marconi’s Wireless Telegraph and Signal Company, an American company, was establishing an 
international monopoly on wireless telegraphy by prohibiting interoperability with radio systems of 
other companies. Germany, who was developing its own wireless technology, challenged the 
Marconi’s monopoly but did not succeed until 1912 (Flichy 1995; Levinson 1997; Samama 2008, 
13). 
The economic and geographically strategic importance of this information and 
communication technology became evident in military operations during the first world war as 
access to complete and timely information delivered in real time was an advantage. As well as 
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wireless data transfer, radio, a term that appeared after World War I, could also be used for 
positioning and navigation. By transmitting time signals, radio improved the accuracy of positioning. 
A radio could also act as a “landmark” for navigation (Samama 2008, 15). The first use of radio 
navigation by an aircraft was in 1920 when U.S. pilots used a radio signal to locate and navigate 
their way to an offshore naval ship (Flichy 1995). In addition to radio, aerial photography became a 
valuable means of gaining an advantage in military operations. 
Aerial photographs acquired by cameras oriented at an angle other than a right angle in 
relation to the surface of the Earth created an aesthetic popular in the early twentieth century 
reminiscent of bird’s eye paintings fashionable in the 1600s. These oblique views of landforms and 
cityscapes became a decorative novelty reproduced via etching for mass consumption (Cronin and 
Fowler 2021). Vertical aerial photographs in contrast were the primary source of information to 
produce topographic and planimetric maps. Geometric distortions, however, precluded the direct use 
of these images for anything that required the accurate measurement of distances, areas, or 
elevations. 
Vertical aerial photographs are acquired with the camera’s line of sight perpendicular to the 
surface of the Earth (intersecting the ground at a right angle). These images do not have uniform 
scale; the ratio of a distance on the photograph to the same distance on the ground is not equal across 
the image because of the variations in elevations of the landforms and objects on the ground. 
Differences in elevation also causes relief displacement in which the top of a tall object is displaced 
from its base. Scale distortion and relief displacement are minimal at the center of the vertical aerial 
photograph and increase towards the edges as the features there are farther away from the point 
directly underneath the camera. The process of orthorectification eliminates distortions due to relief 
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displacement and camera orientation to create an orthophoto which can then be used to make 
accurate measurements. Photogrammetry, the science of making measurements from orthophotos (or 
from any photograph for that matter), proved to be an extremely valuable practice during the first 
world war (Arnold 1941). 
In the early twentieth century, the United States military successfully used aerial photography 
to generate maps for the purposes of planning the movement of troops, navigation, and computing 
artillery firing at targets (Arnold 1941, 90). At this time cameras were attached to planes or held by 
photographers in planes. There were challenges in keeping the camera elements from freezing in the 
low temperatures of high altitudes. Additionally, the cameras themselves were relatively bulky until 
World War II (Cronin and Fowler 2021). Yet aerial photography and mapping by photogrammetry 
provided the United States military with a practicable solution to produce suitable maps with the 
necessary speed compared to ground reconnaissance (Arnold 1941, 90). 
Aerial photographs were also used for intelligence purposes (Arnold 1941, 90; Cronin and 
Fowler 2021). These photographs provided information about the opposing forces’ activities, and 
locations of their weaponry, vehicles, and equipment. The U.S. military even photographed their 
own operations to test their camouflage methods and detect vulnerabilities. Military intelligence at 
the time required experts in mapping, photogrammetry, and the interpretation and use of aerial 
photographs and mosaics to identify military equipment and strategy as an effective tactic in 
collecting advantageous information (Arnold 1941, 94-95). 
The Great Depression of the 1930s created a vested interest in the conservation of water, oil, 
gas, and grasslands by the U.S. government. These and other concerns led to some of the first 
governmental applications of aerial photography backed by President Herbert Hoover’s increased 
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funding for the country’s scientific agencies. The United States Geological Survey used aerial 
photographs obtained from the air force, navy, and army to create and revise its topographic maps 
(fig. 15) (Campbell 2007, 7-9; USGS 2019). 
 
Figure 15. Topographic map of Central Park based on 1941 U.S. Army Air Force aerial 




In the years between the first and second world war, innovations in cartography’s graphical 
language were introduced from the most unlikely of sources: propaganda maps. Highly stylized 
geopolitical maps produced in Europe, particularly Germany and Italy, were designed to express 
explicit objectives or opinions to the general public through the use of geometric shapes and graphic 
symbols. This new tradition gave rise to new modes of representation and challenged scientific 
cartography. 
All maps lie, but this new tradition of geopolitical maps was unequivocally intentional in 
their messaging, “openly aim[ing] to illustrate existing or potential balances of power in a particular 
region (Boria 2008, 280). The widespread availability of printed materials established a reading 
public by the beginning of the twentieth century. It also established a map-reading public as maps 
were inserted into books, magazines, and newspapers (Boria 2008). In order to be effective, these 
maps needed to be self-explanatory and able to communicate with a broad audience. 
In the 1940s, there was growing interest in cartographic communication among cartographic 
organizations. Various efforts were made to apply the scientific study of information, or information 
theory, to cartographic communication (Robinson and Petchenik 1977, 93-94). Information theory 
was founded earlier in the 1920s with the work of Harry Nyquist, an engineer at American 
Telephone and Telegraph (AT&T) Company and later Bell Telephone Laboratories. In a 1924 paper 
in the Bell System Technical Journal, Nyquist refers to what was transmitted by telegraphs and 
telephones as “information” (Losee 1997, 18). Within the framework of information theory, a 




Yet the information content of a map is not received linearly by a percipient, or the person 
gaining meaning and understanding from the map, as with other types of sequential information. 
“The amount of knowledge conveyed by a map […] is not only a function of the cartographer but of 
the percipient as well” (Robinson and Petchenik 1977, 106). The selective conception of the real 
world and use of symbols by the cartographer (source) is not independent of the conception of the 
real world and interpretation of the map elements by the percipient (receiver). Because the map is a 
fundamentally non-linear representational system, the techniques of information theory were proven 
to be an unsuitable application to cartographic communication (Field and Demaj 2012; Pickles 2004, 
29; Robinson and Petchenik 1977, 107). 
Restrictive Mapping 
Maps advance propositions, usually in the interest of the dominant culture or power structure (Wood 
2010). By the early twentieth century, exclusionary zoning laws and city ordinances prohibited the 
sale of property to non-white people. These zoning laws were ruled unconstitutional by the U.S. 
Supreme Court in 1917, but racial covenants, or racially restrictive deeds, persisted in banning the 
sale of homes to certain racial groups. Racial covenants became so prevalent that they were difficult 
to invalidate and almost impossible to reverse even after they were themselves declared 
unconstitutional later in 1947 (Lockwood 2020). 
Beginning in California in the 1880s, racial covenants spread to the urban areas in the 
northern U.S. such as St. Louis, Seattle, Chicago, Hartford, Connecticut, Kansas City, Washington 
D.C., and Minneapolis. More insidious than segregated schools or drinking fountains, these 
restrictions were used in the construction of a “hidden system of American apartheid” (Delegard and 
Ehrman-Solberg 2017). As early as 1910, house deeds in Minneapolis, Minnesota, stipulated that the 
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“premises shall not at any time be conveyed, mortgaged or leased to any person or persons of 
Chinese, Japanese, Moorish, Turkish, Negro, Mongolian or African blood or descent” (Delegard and 
Ehrman-Solberg 2017). This language was used in thousands of deeds across the city. 
Racial covenants, in tandem with redlining, were a powerful instrument of urban segregation 
in the twentieth century. Redlining is a banking practice in which mortgage rates depend on the 
racial and ethnic composition of an area (Delegard and Ehrman-Solberg 2017; Lockwood 2020). The 
Home Owners Loan Coalition (HOLC) was a federally-funded mortgage financing program 
established in 1934. HOLC created “residential security maps” (fig. 16) which depicted areas 
deemed desirable and undesirable for investments and issuing mortgages. In 1943, the Federal 
Housing Administration (FHA) required the properties they insured used racially restrictive 
covenants. Redlining policies were introduced in over 200 American cities. 
Redlining maps were color-coded. Green and blue neighborhoods, with the highest 
percentages of white residents, represented low-risk areas. Yellow neighborhoods were considered 
“risky” and “declining” because of geographic proximity to Black neighborhoods. Red or 
“hazardous” areas, with the highest percentages of Black residents, were ineligible for FHA backing 
(Lockwood 2020). 
The Fair Housing Act of 1968 formally prohibited racial discrimination in housing, but 
redlining and other discriminatory practices continue in various forms to this day. The impacts of 
these restrictive policies continue to impact American cities as well. Many of the yellow and red 
neighborhoods of the 1930s remain underdeveloped and underserved today in comparison to nearby 
green and blue areas, lacking financial services, healthcare, employment opportunities, and 
transportation options. In 2014, the Mapping Prejudice project, headed by property researcher Penny 
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Petersen and graduate student Kevin Ehrman-Solberg, began mapping racially restrictive property 
deeds in Minneapolis (Delegard and Ehrman-Solberg 2017). Mapping revealed how racial exclusion 
policies shaped the contemporary use of public space in the city. 
 
Figure 16. Home Owners Loan Corporation (HOLC) map used red to identify neighborhoods where 
investment and lending were discouraged, 1937. Map by Home Owners Loan Corporation, 




The Age of Computation 
The years during and following the two world wars were notable for many scientific breakthroughs: 
radar, airplanes, the atomic bomb, and submarines among many others. In addition, the International 
Council of Scientific Unions’ International Geophysical Year (IGY) from July 1, 1957 to the end of 
1958 was a watershed year for scientific competition in the development of artificial satellites 
(Samama 2008, 19). The Soviet Union launched Sputnik-1 and Sputnik-2 in October and November 
of 1957, respectively, and the United States launched its first satellite, Explorer-1, in 1958. 
Yet, no scientific development of the twentieth century would become as influential or 
disruptive as the computer. The collaboration of academic institutions and government, military, and 
research organizations were vital in the development of electronic computers, but the United States 
armed forces were the “single most important driver of digital computer development” (Edwards 
1997). In 1946, the world's first programmable, electronic, general-purpose, digital computer, the 
Electronic Numerical Integrator and Computer (ENIAC) (fig. 17), was developed at the University 
of Pennsylvania in conjunction with the U.S. Army out of the need for accurate and rapid military 
ballistics calculations (Rosen 1969). 
The role of geographic technologies in determining the trajectories of projectile weapons date 
back to almost the very invention of artillery. The “gunner’s compass” was a simple calculation tool 
invented by Italian astronomer, physicist, and engineer Galileo circa 1604 to measure the angle of a 
firearm and measure distances for military use (Edwards 1997). Battle maps developed principally to 
realize the needs of field artillery in combat (Arnold 1941). To improve the aim of the long-range 
field gun in the early twentieth century, the French used grids of rectangular coordinates for simple 
calculations of distance and direction from gun to target. “Map firing” as it was called was a more 




Figure 17. Electronic Numerical Integrator and Computer (ENIAC) programmers at its main control 
panels. Photograph, from Computer History Museum, accessed April 2021, 
https://www.computerhistory.org/revolution/birth-of-the-computer/4/78. 
 
During World War II, artillery firing tables to aid in the aiming and operation of advanced 
weaponry such as anti-aircraft guns and missiles were tediously computed by human “computers” 
(Edwards 1997; Rosen 1969). In the 1972 paper titled The Computer from Pascal to von Neumann, 
Herman Goldstine, co-director of the ENIAC project, stated that automating these ballistics 
calculations was “the raison d’être for the first electronic digital computer” (Edwards 1997). In 
essence, computers were developed to solve a geographic problem (in that the information used to 




As computer research and development was conducted primarily by universities sponsored 
by government and military agencies in the 1940s through the 1960s, the applications of computer 
technology were viewed as the particular domain of scientific investigation. Beginning in the 1950s, 
computers advanced the statistical and mathematical study of geography, providing quantitative 
geographers with the tools needed to perform unimagined spatial data management, visualization, 
and analysis. The quantitative revolution in geography was computationally powered (Gahegan 
2017). 
In the 1950s and 1960s, geographic information systems (GIS) emerged as a subdiscipline of 
geography. Roger Tomlinson first used the term in a 1968 paper called “A Geographic Information 
System for Regional Planning” which described the Canadian Geographic Information System 
(CGIS), an implementation designed to provide large-scale mapping of land use in Canada. 
Tomlinson defined GIS as a computer application designed to perform certain specific functions 
(Wright et al. 1997, 347). 
Computerized mapping revitalized geography beginning in the 1960s yet human geographers 
were hostile to the emerging technology. Geographers and others using GIS clashed with 
“traditional” geographers because it was seen as a replacement for fieldwork (Goodchild 1992 and 
2010). GIS, however, augmented fieldwork by providing the framework to integrate many different 
types of data. 
The development of GIS was strongly influenced by military investments during the Cold 
War era (Perkins and Dodge 2009). As there is no singular implementation of GIS, there have been 
various GIS software platforms developed and used by the military. For example, Geographic 
Resources Analysis Support System (GRASS) is an open source GIS started by the U.S. Army 
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Corps of Engineers in 1982 (MacKellar 2020). As computing became more powerful in the 1980s, 
the Environmental Systems Research Institute (Esri) released the first commercial GIS software 
called ARC/INFO in 1981 (Esri. n.d.). What began as a land-use planning research group founded by 
Jack and Laura Dangermond in 1969 would eventually become the most popular and profitable 
global supplier of GIS software and applications with a 43% market share (Esri 2015). 
Remote Sensing 
Remote sensing records and extracts data about the Earth’s surfaces using images acquired from an 
overhead perspective by means of reflected or emitted electromagnetic energy from the Earth's 
surface (Campbell 2007). The development of sensors able to capture electromagnetic energy 
beyond the visible light portion of the electromagnetic spectrum during the second world war was 
the beginning of modern remote sensing, although the phrase was not coined until 1960 by naval 
research scientist Evelyn Pruitt (Campbell 2007, 10-12). The term “aerial photography” no longer 
adequately described the many forms of data collected using radiation beyond the visible light range. 
The attachment of these sophisticated sensors to orbital platforms significantly expanded the uses 
and impacts of remote sensing. 
From the launch of Sputnik-1 and Sputnik-2 in 1957 to the launch of the first U.S. earth 
observation satellite in 1972, remote sensing was primarily used for military reconnaissance and 
weather monitoring. The technology was originally developed by the Soviet Union and the United 
States to observe one another during the Cold War era. The first U.S. weather satellite, the 
Television and Infrared Observation Satellite or TIROS-1, was launched in 1960 (Ito 2011, 9). 
A modified meteorological satellite, the Earth Resource Technology Satellite (ERTS-1), later 
renamed Landsat 1 in 1975, was the first satellite specifically for land observation, orbiting the Earth 
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at an altitude of 570 miles, systematically and routinely collecting data for large areas of the Earth’s 
surface (USGS n.d.-b). Developed by the National Aeronautics and Space Administration (NASA) 
and later operated by the National Oceanic and Atmospheric Administration (NOAA), Landsat 
exemplified the usefulness of remote sensing for non-military applications such as land use and land 
cover, resource management, agriculture, and monitoring deforestation (fig. 18). The U.S. provided 
data access to ground stations internationally (Ito 2011, 10-11). 
 
Figure 18. Landsat 8 satellite imagery of Qilian Mountains in China, 2020. Screenshot by author, 
2021, from Landsat Image Gallery, accessed May 2021, 
https://landsat.visibleearth.nasa.gov/view.php?id=148234. 
 
The development of earth observation remote sensing systems is considered the start of the 
information revolution as it exponentially increased the amount of digital data about the Earth’s 
surface available (Lui et al. 2020). Digital Landsat images spurred advancements in computerized 
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image processing and analysis. Costly and impractical specialized computers gave way to remote 
sensing software and the use of GIS (Campbell 2007). 
Remote sensing systems were the domain of government agencies in the 1970s and early 
1980s, but the long-term goal was a private remote sensing industry in the U.S. The Land Remote 
Sensing Commercialization Act of 1984 described a framework for the transition from public to 
private operation (Campbell 2007; De Gouyon Matignon 2019). Proponents argued that private 
operation would be more efficient; critics pointed out possible interruptions in the flow of data, and 
prohibitive costs to the public access of data (Campbell 2007). The first global commercial earth 
observation satellite imagery company, SPOT Image, was founded by the French Space Agency, the 
Centre National d'Etudes Spatiales (CNES), and other European organizations in 1986 (Campbell 
2007). Satellite data from SPOT and other government-launched remote sensing systems were 
commercially distributed by private companies more and more in the early 1990s (Ito 2011, 11-12). 
The Land Remote Sensing Policy Act of 1992 repealed the earlier legislation and outlined 
policies for the continued commercial development of land remote sensing (Campbell 2007, 179). 
The act stipulated the acquisition of land remote-sensing data from “high priority locations,” 
essentially ceasing the continuous monitoring of the entire Earth (Land Remote Sensing Policy Act 
of 1992, Public Law No. 102-555, 106 Stat. 4163, 1992). Beyond the subsequent loss of information 
for areas deemed commercially unimportant, the act was criticized for its “lack of clarity” and 
“ambiguity” (De Gouyon Matignon 2019; Gabrynowicz 1993, 327). 
The commercialization of remote sensing advanced in the 1990s with the rise of high-
resolution satellites developed by private manufacturers and launched by private companies, public-
private partnerships, and international integrated systems, particularly for disaster management (Ito 
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2011, 12). Today, earth observation data from government and private systems are widely 
distributed for commercial and noncommercial uses. Private imagery providers include Airbus 
Defense and Space (formerly SPOT Image), and Planet Labs that uses nanosatellites to capture daily 
images of the entire Earth (GeoCenter USAID n.d.). In September of 2021, Landsat 9 is set to join 
the multitude of other earth monitoring satellites maintained by other countries and launched by 
private companies (USGS 2021). 
Global Positioning 
The Global Positioning System is a U.S. government-owned and operated system, the first to 
provide users with positioning, navigation and precise timing using radio signals broadcast from 
satellites. However, it was the Soviet Union that first demonstrated the concept of satellite radio 
communication for positioning in 1957. To prove it was indeed orbiting the Earth, Sputnik-1 
transmitted radio signals that allowed Soviet scientists to calculate the satellite’s orbit. Building on 
the techniques of the Soviets, the U.S. Navy devised a way to invert the method and determine the 
location of the observation on Earth instead (Samama 2008). 
In the 1960s, the Navy launched a series of research satellites known as Navigation Satellite 
System (NNSS), or TRANSIT, for navigation experiments tracking U.S. submarines and ship fleets 
carrying nuclear missiles. TRANSIT was the first navigation system to rely on satellites, yet it did 
not provide continuous location information; receiving a position took 40 minutes; the receiver could 
not be in motion; and speed and altitude were not available. Improved availability, accuracy, and 
coverage were the goals of the next generation of satellite navigation technology (Samama 2008). 
The military’s satellite programs became known as “Navigation Satellite with Time and 
Ranging Global Positioning System” (NAVSTAR GPS) in 1973, later commonly called the Global 
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Positioning System or simply GPS (Samama 2008, 24). Its first four satellites were launched in 
1978, creating a constellation that orbited the Earth transmitting one-way radio signals that gave 
current GPS satellite position and time. By the late 1970s to the mid-1980s, atomic clocks were 
added to the satellites to help provide more precise time. 
Time is fundamental to modern satellite navigation (Samama 2008, 10). The time difference 
between when the radio signal was transmitted by the satellite and when it was received by a GPS 
unit somewhere on the Earth is used to determine the distance from the satellite to the receiver, as 
the signal is traveling at the speed of light (Distance = C x Time). More accurately, spherical 
distance is calculated because a position on a three-dimensional object (the Earth) is being found. 
The GPS receiver locates itself using at least three satellites as points of reference (trilateration). The 
intersection of the spherical distances of the satellites is the location of the receiver on Earth. 
Earlier in 1967, the U.S. Navy began the TIMATION program to examine the effect of both 
special and general relativity on a satellite-based atomic clock (Samama 2008). Einstein’s theory of 
special relativity in 1905 stated the relative speed of an object affects how it experiences time 
(Stachel, Cassidy, and Schulmann 1987). The atomic clocks onboard GPS satellites are moving at 
about 8,700 miles per hour which is much faster than clocks on the surface of the Earth which is 
rotating at about 1,000 miles per hour. The satellite atomic clocks are slowed down by about 7 
microseconds per day. Additionally, these clocks are orbiting the Earth at an altitude of about 12,427 
miles (GPS 2021; Samama 2008). According to Einstein’s theory of general relativity in 1907, 
clocks run faster at higher altitudes because they experience less gravity than clocks on the surface 
of the Earth (Stachel, Cassidy, and Schulmann 1987). Because of this, the atomic clocks are also 
sped up by about 45 microseconds per day (GPS 2021; Samama 2008). Therefore, the net total effect 
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of special and general relativity is an error of 38 microseconds per day. Timing errors of 0.001 
microseconds will lead to positioning errors of about 30 centimeters (Ashby 2003, 6). Therefore, the 
cumulative error would be about 11.4 kilometers or 7 miles per day without correction. 
GPS consists of three segments: the space segment (satellites), the control segment (ground 
control stations), and the user segment (receivers) (Ashby 2003; Samama 2008). The control 
segment is necessary to maintain the satellites in their proper orbits and adjust either the satellite 
clock or the receiver on the ground to compensate for the effects of relativity. Without these 
adjustments, GPS would not work (Ashby 2003). 
Initial operational capability was declared in 1993 with the availability of at least 24 GPS 
satellites (GPS 2020). GPS provides two levels of service: Standard Positioning Service (SPS) that is 
available to all users on a continuous, worldwide basis, free of any direct user charges; and Precise 
Positioning Service (PPS) that is restricted to the U.S. armed forces, federal agencies, and selected 
allied armed forces and governments. The civilian service was intentionally downgraded by the 
introduction of two errors introduced into the signals known as Selective Availability (Samama 
2008; GPS 2007 and 2020). In 2000, the U.S. recognized the increasing importance of GPS to 
civilian and commercial applications and discontinued the practice of Selective Availability, 
although it continues to be a dual-service system (GPS 2007 and 2020). 
New Practices, Perspectives, and Challenges 
Geographic technology revolutionized geographic practice for individuals and organizations in the 
twentieth century (Blaschke et al. 2012). Remote sensing, GPS, and GIS signified new types of data, 
methods of integration and analysis, and the power of more advanced visualizations. Satellite-based 
geographic technology improved the accuracy of geographic fieldwork and provided geographers 
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new techniques for performing geographic analyses. GPS data is integral to national and global 
security, economic progress, and transportation (GPS 2007 and 2020). Remote sensing expanded our 
capabilities to address environmental degradation and natural disasters, used for mapmaking, natural 
resource management, urban planning, and to verify information (Ito 2011). 
A GIS offered the framework to collect, integrate, and transform vast amounts of 
georeferenced information to detect spatial patterns and trends to support decision-making and 
scientific study. The use of remote sensing data in a GIS is mutually beneficial. GIS can provide 
ancillary data for reference and to support image analysis, and geometric accuracy to raw 
planimetrically incorrect satellite data. Remote sensing data can provide thematic or base layers to 
support the analysis of other types of data (Campbell 2007, 436-437). GPS data can be used in 
conjunction with remotely sensed imagery and GIS to refine the positional accuracy of locations 
associated with the image. GPS can also be used to collect data in the field to improve the 
information available in a satellite image (Campbell 2007). 
New methods, data, tools, and interactions with maps however posed new questions about 
mapping and mapmaking. In 1974 German historian Arno Peters famously criticized the Mercator 
projection for its distortions that stretched landmasses in the north relative to equatorial areas. Peters 
claimed that this depiction of the world, while easy to reproduce in printed materials like atlases and 
wall maps because of its rectangular grid, gave an advantage to colonial powers because it made 
them appear larger than they were. Although geographers and scholars understood the limitations of 
Mercator’s map by this point, the projection began to receive wide criticism in the 1970s and 1980s. 
In 1989 for instance, seven professional geographic organizations in North America adopted a ban 
on this and other rectangular coordinate maps. Peters offered his own projection that was both 
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supported and derided by different members of the geographic community (Crampton 1994; 
Monmonier 2004). 
While Monmonier (2004) was dismissive of the “ludicrously inapt” Peters projection, 
Crampton offered the controversy as “cartography’s defining moment” (15; Crampton 1994). What 
this debate highlighted was that ideology is an instrumental part of cartography but not one that is 
often discussed in the geographic sciences. While the Peters projection failed on its technical 
execution, it did represent a period of transition in geography in which the assumptions of mapping 
and mapmaking as void of external agendas were openly challenged (Crampton 1994). The 1980s 
and 1990s saw a shift in the use of spatial methods and concepts in the humanities and social 
sciences contributing to interdisciplinarity in geographical studies (MacKellar 2020; Robinson and 
Petchenik 1977, 93-94). 
The perspective from which the geographic community viewed geographic technologies, 
particularly GIS, shifted as well. GIS was first viewed as the “use of particular software, hardware, 
digital geographic data driven by application, to advance the investigation of a problem” (Wright et 
al. 1997); or “a technology to integrate data that can be mapped and that provides powerful solutions 
to spatial analysis problems in geography” (Blaschke and Merschdorf 2014, 198). This project-based 
view of GIS focuses on problem-solving through the storage, compilation and assessment of 
geographic information, what Michael Goodchild (1992) refers to as “spatial data handling” or 
“information management” (Goodchild 1992). 
While hardware and software are an integral element of GIS, it is more than its 
implementation and applications. Beyond the processing of data, GIS is a system incorporating 
hardware, software, data, people, organizations and institutional arrangements for collecting, storing, 
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managing, visualizing, analyzing and disseminating information about areas of the Earth (Dueker 
and Kjerne 1989, 7-8; Rhind 1996, 3; Chrisman 1999, 185). This definition provides context in 
which technology operates and interacts with society in a circular process of interdependence 
(Chrisman 1999, 184). 
By the late 1980s, GIS had evolved into a widely adopted system, especially in government, 
utilities, and resource management agencies (Goodchild 1992 and 2010). Coined in 1990, 
geographic information science (GIScience) encompasses the shift from data processing to thinking 
about the entire process of representing and characterizing the infinite complexity of the real 
geographic world (Goodchild 2010, 11). GIScience is the development and use of theories, methods, 
technology, and data for understanding geographic processes, relationships, and patterns (Goodchild 
1995, 41-42; Wright et al. 1997; Ehlers 2008, 17). The technology, processes, and science of GIS are 
interdependent and advance one another; GIS emerged as a subdiscipline of geography and 
GIScience emerged because of inherent conceptual shortcomings of GIS (Blaschke and Merschdorf 
2014, 197-8). An integrated approach to GIS incorporates tools and science, spatial information and 
spatial analysis, and problem-solving and problem-understanding. 
In 1994, John Pickles’ Ground Truth was heralded as the first book to provide a social 
critique of GIS by examining its role within a societal context. In retrospect, Pickles (2006) noted 
that in the 1990s, GIS became a “powerful mediator between spatial knowledge and society” (763). 
At this time, GIS was both being used to further human geographical study and being scrutinized for 
the social implications of such endeavors. The so-called “science wars” position GIS use at odds 
with cartography, human geography, and critical geography (geographical scholarship for social 
justice) (764). Pickles (2006) recognized a shift in the ways geospatial technologies were being used 
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and the populations who were using them later in the 2000s. This new GIS paradigm, what 
quantitative geographer Stan Openshaw referred to as “GIS2”, is characterized by participatory and 
collective work as GIS is being used by more people to create knowledge and challenge institutional 
power structures (769-770). 
As rapid geographic technology development in the later part of the twentieth century 
presented new practices and perspectives, it also posed new challenges and vulnerabilities. There are 
several ways in which GPS technology can fail. While generally accurate within 16 feet, clock 
errors, atmospheric interference, poor geometric arrangement of the satellites, heavy tree canopy, or 
tall buildings can interfere with or delay the transmission or reception of accurate satellite signals, 
causing compounding errors in position. Signals might also be reflected off objects, such as tall 
buildings or bodies of water, before reaching the receiver causing delays (multipath effect) (Ashby 
2003; GPS 2021). 
Jamming, the intentional blocking of GPS signals from reaching nearby receivers, and 
spoofing, the transmission of inaccurate coordinates to nearby receivers, are malicious ways to 
interfere with legitimate GPS communication. For instance, a spoofing attack in 2019 from an 
unknown source at an auto show in Geneva, Switzerland, affected the GPS systems of multiple cars. 
Rather than reporting the correct location and year, the spoofed car systems located themselves in 
Buckingham, England, in the year 2036 (Korolov 2019). 
Remote sensing systems are equally fallible. Method-produced errors may be introduced as 
remote sensing instruments and mission parameters are set by humans. Instruments may become 
uncalibrated leading to errors in measurements. Moreover, remote sensing data are expensive to 
collect and analyze (Campbell 2007; Perkins and Dodge 2009). 
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There is also an “element of distrust” of military control of geographic technologies (Ashby 
2003, 37). In prioritizing its own interests, military development and operation of these technologies 
focused on national defense concerns (Pickles 2004). Specifications for the original Landsat satellite 
sensors were driven by military interests, and the remote sensing legislation of the 1980s and 1990s 
acknowledged that “continuous collection and utilization of land remote sensing data from space are 
of major benefit […] in carrying out national security functions” (Land Remote Sensing Policy Act 
of 1992, Public Law No. 102-555, 106 Stat. 4163, 1992). There is power in observation, a power 
derived from the almost exclusive control and use of remote sensing and other geographic 
technologies by militaries and governments (Perkins and Dodge 2009). 
The GPS, operated by the United States Space Force (USSF) as of 2019, was the first Global 
Navigation Satellite System (GNSS), but other countries besides the United States have developed or 
are currently engaged in developing systems like GPS. Allies without their own GNSS access the 
U.S. system for positioning and navigation with permission from the U.S. government. During the 
Kargil armed conflict between India and Pakistan in 1999, the U.S. denied GPS access to India in an 
attempt to remain neutral. This incident directly resulted in the development of the Indian Regional 
Navigation Satellite System (IRNSS) or Navigation Indian Constellation (NavIC) which launched in 
2018 to provide coverage in India and nearby regions (Srivastava 2014). The seven-satellite regional 
system represents the connection between geopolitics and technological autonomy. 
Satellite surveillance has always been integral in the diplomatic and military history of the 
twenty-first century (Monmonier 2008, 36). Nonetheless, space-based technologies have placed new 
stresses on traditional conceptions of national sovereignty and geopolitical relationships as they 
involve activities that generally do not respect national boundaries. Both technologically developed 
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and developing countries must then rely on intergovernmental cooperation, which can be difficult 
(de Gouyon Matignon 2019). Furthermore, high-resolution satellite imagery readily available from 
commercial providers adds further uncertainty to the use of this data (Monmonier 2008, 36). The 
regulation of the space activities of private companies through internal laws and international 
arrangements is increasingly necessary (de Gouyon Matignon 2019). 
Development and applications of geographic technology in the 1980s and 1990s shifted from 
the domain of the government to include an increasing number of private entities (Brunn, Cutter, and 
Harrington, Jr. 2004). As privatization continues today, there is a concern about public access to, and 
the availability and affordability of, geographic data. Geographic technologies require an 
infrastructure to support and regulate its use and development similar to that of any public utility like 
water, electricity, and gas (Campbell 2007; Samama 2008). Decisions about these important 
technologies must be made “in favour of the greatest good, for the most people, for the long-term” 
(Gabrynowicz 1993, 327). 
The unprecedented period of technical change and innovation in the twenty-first century 
further complicates these and other challenges, as well as provides new avenues for interaction with 
geographic technology and data. The Internet dramatically increased the accessibility of satellite data 
(Ito 2011, 14). Many modern web mapping technologies use remote sensing as a base map for visual 
reference for other features. Smartphones and mobile internet browsers amplified the use of GPS and 
other geographic data. With its integration with the web, cloud computing systems, and real-time 
data, GIS has become a platform applicable to almost every human activity, a “nervous system of the 




Part Three: The Personal 
Ubiquitous Cartography 
Our modern world is characterized by ubiquitous cartography, the ability for users to create 
and use maps in any place and at any time to resolve geospatial problems. This new paradigm offers 
the “capabilities to annotate, edit and publish geographic information to a global audience and to 
visualize information provided by the public and private sectors, as well as by citizens who volunteer 
new data” (Blaschke et al. 2018, 372). Web mapping, Web 2.0, and GPS-enabled mobile devices 
represent a landscape of practices, concepts, and technological convergences that have made 
geographic information more available, accessible, and more personal than ever before. 
Networked computer systems date back to 1965, but it was not until the mid-1980s when the 
Internet became commercial. Massive expansion began in the 1990s and today the Internet is the 
global connective tissue for almost all human activity (Cohen-Almagor 2011). As of January 2021, 
59.5 percent of the global population are active internet users (Johnson 2021). 
Of these active users, 92.6 percent access the internet via mobile devices (Johnson 2021). 
With 10.24 billion mobile connections worldwide, the mobile phone is the most widespread 
information and communication technology. Of the 4.88 billion mobile phone users in the world, 
77.87% of those users (3.8 billion) are smartphone users (BankMyCell 2021). Smartphones 
specifically are mobile phones that can support wireless communications such as satellite navigation. 
Spatially aware technology like smartphones extend what is possible to measure, who is collecting 
data, and how much data is collected. 
Maps on the Web 
Analog maps, such as paper maps and atlases, do not change as the spaces and places they represent 
change, yet mapping and mapmaking do. How humans organize the physical and conceptual world 
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changes despite the static nature of printed maps (Wood 1993, 2). Today, however, digital and web 
maps can be as dynamic as the cities they depict. A digital map involves a computer but may not be 
accessible by the Internet. A web map is a digital map that is designed, implemented, generated, and 
delivered on the web (Neumann 2008). Usually interactive, web maps have the advantage of being 
able to access data hosted in other locations, as well as more convenience and flexibility 
(McConchie and Schechter 2013). Web GIS is similar to web mapping but emphasizes data 
processing and analysis. These terms are often used interchangeably because Web GIS uses web 
maps and web maps are gaining analytics capabilities (Neumann 2008). 
The first interactive map, called the Xerox PARC Map Viewer, was developed by Steve Putz 
at Xerox Palo Alto Research Center (PARC) in 1993 (fig. 19). The interactive Map Viewer 
automatically generated map images as GIFs and showcased the power of the web for information 
retrieval (Boulton 2016). In 1994, University of Minnesota researcher Stephen Lime created 
MapServer as a tool to explore the environment on the Canadian border, an area under the 
administration of the U.S. Forestry Service. With funding from NASA and the European Union to 
plot global forestry information, MapServer became the first platform for the remote access of 
satellite imagery (Boulton 2016). MapServer is now an open source geographic data rendering 
engine. 
The first commercial web map was developed in 1996 by R.R. Donnelley & Sons, a 
Chicago-based roadmap company. MapQuest allowed users to get turn-by-turn driving directions 
online. The route-finding software was revolutionary, but the map was a single image which had to 
be loaded entirely to view. Panning (in fixed amounts) or zooming essentially required reloading the 




Figure 19. Example of Xerox PARC Map Viewer showing the default world map view. Screenshot 





Developed in 2004 by Steve Coast as a “Wikipedia for maps”, OpenStreetMap (OSM) is a 
free and open source tool for creating and sharing geographic information (Boulton 2016). As a 
“crowdsourced geographic database,” OSM has become a useful platform for mapping unmapped or 
under-mapped areas for disaster relief and humanitarian efforts. After the earthquake in Haiti in 
2010, OSM volunteers created detailed maps that were vital for the crisis response workers (Manson 
and Matson 2017). A mapping project in Kibera, Nairobi, saw local youth volunteers map their 
community to improve local decision-making, public safety, and to advocate for needed municipal 
services (Boulton 2016; HOT n.d.-a; HOT n.d.-b). 
Google 
In 2005, Google launched Google Maps. What started as an offline program designed by Danish 
brothers, Lars and Jens Rasmussen, became the blueprint for the next generation of web mapping 
and other websites. According to Boulton (2016): “Without Google Maps, we would not have Web 
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2.0.” Google Maps uses a set of techniques known as Asynchronous JavaScript and XML (AJAX) to 
request and retrieve data from its servers. This means the web map’s data can be updated without 
reloading the page.  
While not being the first to do so, Google Maps uses map tiles instead of a single map image. 
Tiles are smaller pieces of an image that load individually. The web map serving these tiles will only 
load those that are viewable as well as preload tiles that neighbor the tiles in view. This kind of map 
is often referred to as a “slippy” map because the user can seamlessly pan, drag, and zoom in or out 
on the map (McConchie and Schechter 2013). Tiling makes viewing faster and data much more 
manageable. Map tiles are usually raster images that are rendered in advance, stored in a cache, and 
then rendered in the browser so that future requests for that data can be served faster. Google Maps 
uses vector tiles which use less computing resources, allow for style customization, and the addition 
of three-dimensional buildings (McConchie and Schechter 2013). Google offers street maps, satellite 
imagery, and StreetView, which is a 360° interactive, panoramic view of spatially referenced digital 
photographs taken at the street level that allows the user to “walk” the street at a particular location 
(MacKellar 2020). 
Google Maps uses a web Mercator projection which has become a de facto standard for most 
other online map providers like Apple Maps, Bing Maps, OpenStreetMap, and others. As almost the 
entire world fits neatly in a square on a Mercator grid, it works well for tiling and display on screen. 
Shape and direction are preserved at a local scale which is the scale at which most users view 
Google Maps.  However, because of the distortions inherent in Mercator, scale is not constant 
around the world. At high latitudes, where areas are enlarged, a tile represents less area than tiles 
near the equator (McConchie and Schechter 2013). 
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The use of AJAX, map tiling, the availability of high-resolution satellite imagery, an 
aesthetically pleasing user interface, and brand recognition helped to launch Google Maps as a 
paragon in web mapping and has influenced the development of all web pages. Other major mapping 
providers and vendors have made efforts to align with Google’s conventions and/or provide 
transformation functions to/from it, as an effort towards standardization (McConchie and Schechter 
2013). 
Unlike an analog or digital map that must collect all its data before mapping them, a web 
map itself is a collection of data from various sources that can be pulled via the web. Web maps can 
integrate other media and give immediate access to other information via hyperlinks. They also have 
the advantage of unified updates that can be seen by all the web map’s viewers. Web maps can stay 
up-to-date by making use of real time data until traditional maps which depict a particular moment in 
time. Compared to paper maps, web maps are more cost effective to disseminate as they do not have 
to be printed on paper and delivered. The use of a web map can be personalized by selecting or 
deselecting layers to be displayed, increasing or reducing the amount of information that is viewed at 
any one time, or customizing the styling (Neumann 2008; McConchie and Schechter 2013). Web 
maps make geographic information and imagery more available and accessible. 
Because they are dependent on the Internet, web maps are subject to the reliability of the 
internet and web server infrastructure which are not guaranteed to be functional at any given time. 
There are also data quality and accuracy issues, as well as the limitations imposed by display on 
screens. Additionally, the geographic information needed for the web map may not be publicly or 
freely available. Even with an increasing number of free and commercial tools available for web 
mapping and web GIS, there is still a learning curve for creating web maps. Many technologies, 
77 
 
modules, services, and data sources must be understood and integrated (Neumann 2008; McConchie 
and Schechter 2013). 
 
Figure 20. Google Earth web interface. Screenshot by author, 2021, from Google Earth, accessed 
May 2021, https://www.google.com/earth/. 
 
 
In 2005, Google launched Google Earth, a Digital Earth implementation without a steep 
learning curve that made available to the scientific community and general public vast quantities of 
georeferenced information on Earth’s physical and social environments (fig. 20). Google Earth is a 
free computer application that renders a three-dimensional model of the Earth using satellite 
imagery. The strengths of virtual globes, according to Goodchild et al. (2012), lie in their ease of 
use, navigability, extensibility, adaptivity, and support for three-dimensional representations of data. 
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Google Earth features various data layers including borders, roads, three-dimensional buildings, 
historical imagery, and weather. In addition to data about the Earth, Google Earth products include 
interactive maps of constellations, the Moon (Google Moon), and Mars (Google Mars) (MacKellar 
2020). 
Democratization of Access to Geographic Information 
“Web 2.0”, or the social web, is characterized by user-generated content and participatory culture. 
The term was defined in 2005 by Tim O’Reilly as “sites and services that rely upon the generation of 
content by their users, as opposed to editors or dedicated content creators,” and later as “links 
between people” (Newman et al. 2016). Social media are Web 2.0 applications that facilitate the 
sharing of user-generated content and the cultivation of participatory culture (Newman et al. 2016). 
More than 53 percent of all the people on Earth (4.20 billion) use social media (DataReportal 2021). 
The geographic capabilities of Web 2.0 have enabled the rapid growth of geographical 
information production and dissemination by non-experts (Lin 2015). Participatory GIS (PGIS) is 
the use of geospatial technologies with the widest possible group of users in order to collaboratively 
solve a geographical problem. This area of research emerged in the 1990s when computers and the 
Internet were increasingly being used to deliver geographic information to the public. This was also 
a time when GIS researchers were increasingly interested in using technology to engage 
communities in decision-making (Haklay 2010). The goal of PGIS is to empower local communities 
or disadvantaged groups through accessible and integrated applications of geospatial technologies to 
meet the demands of such groups. 
Crowdsourcing is one level of participation in PGIS in which data is collected and reported 
by the user community. Volunteered geographic information (VGI) is geographic crowdsourced 
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information that is created, collected, validated, analyzed, and disseminated voluntarily by 
individuals who do not necessarily know each other or have any social relationship. The type of 
information that crowdsourcing can gather is local or informal knowledge held by individuals and 
communities based on experience including information about the spaces and places citizens 
experience (Haklay 2013). PGIS is the bottom-up approach that allows communities to create maps 
using local knowledge, in contrast to the traditional top-down approach, relying on those with the 
power and resources to create maps. 
With the lines blurred between author and writer, the average citizen has become a 
“prosumer” (consumer and producer) of geographic information (Goodchild et al. 2012, 11090; Kim 
2015, 69-70; Pickles 2004). Traditional GIS and conventional mapping practices are usually 
conducted by governmental agencies and professionals because of the skills and costs involved in 
collecting and analyzing the data. However, a “new geography,” or neogeography, places the 
techniques of traditional cartography and GIS within reach of non-expert users to create their own 
maps (Lin 2015). The number of professional cartographers has declined at the same time that GIS, 
particularly web GIS, has become common as a mapmaking tool for professionals and non-
professionals alike (Field and Demaj 2012). While this may have implications for geographic 
knowledge production, neogeography does not mean that mapmaking is becoming less authoritative. 
Through social media and smartphones, non-experts can add valuable information unavailable 
through conventional data collection methods and are fostering advances in cartographic design (Lin 
2015). 
While many modern web maps do not follow traditional cartographic practice, the 
availability of data and new technology allows for innovation and creativity outside of what has been 
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typically accepted, moving cartography forward. Field and Demaj (2012) define cartography as a 
“creative professional career where problem-solving is part of the production process,” and map 
design is at the center of cartographic art, science, and technology (72). The field of cartography 
needs both an understanding of geographic concepts as well as creative approaches to design. 
Location-Enabled Devices 
The widespread adoption of devices equipped with GPS receivers has allowed citizens to locate 
themselves, other people, places, and objects with accuracy and in real-time. The U.S. government 
began contracting private companies to develop GPS receivers in 1985 (Samama 2008). Launched in 
1988, the Magellan NAV 1000 is considered the first global positioning system receiver for civilian 
uses (fig. 21). It was anticipated that the handheld, battery-powered NAV 1000 would be used for 
hiking, boating and other recreational purposes (Smithsonian Institution 2021). 
 
Figure 21. First commercial GPS receiver, 1988. Photograph, from Smithsonian Institution, 




As the GPS industry developed smaller and more energy-efficient receivers in the 1990s, 
wildlife tracking became another use of the technology, enabling biologists, researchers, and 
conservationists to locate and observe relatively fine-scale movement of their subjects at any given 
time using tracking tags or collars. Location data is stored in the GPS device until the animal is 
recaptured, or remotely downloaded. This data could then be used to map species distributions, 
identify the extent of an individual animal’s territory, monitor migration patterns, or detect illegal 
poaching activities (De Souza 2015). Animal tracking and other collected data can be shared on the 
Internet through publicly available platforms such as OCEARCH and MoveBank for ecology 
research and education. 
Vehicle navigation systems (VNS) also became commercially available in the 1990s. Using 
GPS data to obtain the location, these devices were used to plot the car’s position on a map. These 
systems included a GPS receiver for positioning, but also a digital map database, modules for route 
guidance, route planning, and map-matching, and an interface. Systems built into the vehicle were 
more expensive than the portable devices but offered more features, like a larger color screen 
(Samama 2008, 354). These systems are only as accurate as the data available to them, so the digital 
map needs to be updated frequently. 
Commercial GPS-enabled mobile phones became available for the first time in 1999 
(Samama 2008). Recognizing the growing importance of accurate positioning, the U.S. discontinued 
Selective Availability of its SPS in 2000, leading to an explosion in civilian and commercial 
applications (GPS.gov 2007 and 2020; Samama 2008). 
To test the new accuracy of SPS, GPS enthusiast, Dave Ulmer, placed a bucket (filled with 
small prizes items and a logbook) in the woods near Beavercreek, Oregon and posted its coordinates 
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on an online GPS users' group. Ulmer called this experiment "Great American GPS Stash Hunt.” As 
others found the bucket and posted about their experiences online, the idea gained more popularity 
among experienced GPS users and people began to hide their own items. Now known as 
“geocaching,” the real-world, outdoor treasure hunting game using GPS-enabled devices boasts 
more than 3 million geocaches in over 190 countries (Geocaching n.d.). 
By 2001, the use of personal GPS devices exploded (Samama 2008). Incidents involving 
entering remote, impassable, or dangerous areas, property damage, injuries, or death due to GPS 
devices, particularly VNS, increased as well (Lin et al. 2017). Because there is no authoritative 
source for these incidents, collectively known as “death by GPS,” Lin et al. (2017) used news 
articles in their study, an “unlikely source of data” (1154). The authors found that GPS devices have 
played a role in 158 disastrous events including 52 deaths. Death by GPS illustrates a disengagement 
with the surrounding environment due to an overreliance on geographic technologies that over time 
may lead to loss of cognitive navigation skills. At the same time, studying human-GPS technology 
interactions provides opportunities to develop better interfaces for safer navigation (Lin et al. 2017). 
Location-Based Services 
Positioning technologies have enabled location-based services (LBS), services that exploit 
knowledge about where a device user is located. LBS are such that the location of a device becomes 
a variable in an information system (Gartner 2009; Samama 2008, 358). LBS are the result of highly 
detailed information at individual locations. Location is the key selector for which and how 
information is provided (Krisp and Meng 2013). LBS are becoming ubiquitous and persistent, 
allowing a user to access who or what is near their location, conduct searches based on their current 
location, and collect data on-site and in real-time (Gartner 2013). LBS are a type of space-adjusting 
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technology, technologies that change the nature of experienced space with respect to the time, cost, 
and effort involved to overcome geography in mobility and communication (Miller 2013). LBS have 
become has become a part of daily life because of GPS technologies (Cho 2005, 526). 
As so much of human interactions take place inside homes and other buildings, there has 
been an increasing need to expand LBS from outdoors to indoors (Huang 2018). Indoor LBS are in 
high demand for tracking assets, logistics and personnel management, and indoor positioning and 
navigation (Hui et al. 2007; Jiang et al. 2016; Pahlavan et al. 2002). While effective in the 
identification or estimation of the geographic location of a person or object in outdoor environments, 
poor coverage of satellite signals inside buildings makes GPS-based positioning limited in indoor 
environments. 
Indoor geolocation requires higher location resolution to accurately describe the position of a 
user indoors as compared to outside (Xiao et al. 2016). The acquisition of indoor location 
information and the communication of such data can be computationally intensive and consume 
large amounts of power (Krisp et al. 2013; Li et al. 2016). Furthermore, indoor environments can be 
complex because of moving people, and the closing and opening of features such as doors and 
windows (Guo et al. 2017). Solutions include sensor fusions, wireless local area networks, and 5G 
wireless networks, which has the potential to yield three-dimensional positioning accuracy at 
centimeter-level (Laoudias et al. 2018; Mautz 2009). 5G positioning has the advantage of providing 
positioning services over the same networks used for 5G mobile services. 5G positioning remains a 
new and promising area of study for indoor LBS localization (Laoudias et al. 2018). 
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People as Sensors 
The widespread use of smartphones has transformed people into sensors capable of collecting vast 
amounts of various types of data in real time. Resch (2013) defined “People as Sensors” (PaS), or 
what Liu et al. (2015) called “social sensing,” as a measurement model in which each individual acts 
as a data source, or sensor, for real-time monitoring of the environment in combination with 
traditional hardware sensors using their everyday information and communication devices. The data 
collected are subjective observations that can serve to complement (or perhaps replace) calibrated 
data. This differs from “collective sensing” or “citizen science.” Collective sensing is involuntary or 
passive in that the participant is not actively contributing their “measurements.” Instead, it uses 
existing collective networks like social media or mobile phone networks to aggregate and anonymize 
individual data. In citizen science, individuals share data and local knowledge for the express 
purpose of improving their environments. Unlike the other practices, citizen science requires some 
knowledge or training in a certain area (Resch 2013, 393-396). 
PaS creates a low-end sensor network that is geometrically imprecise but semantically 
valuable and can be a significant complement to high-end geosensor networks from private 
companies and public agencies that deliver objective, parameterized, and formatted geodata (Krisp 
and Meng 2013). With PaS, there are potentially 8 billion intelligent sensors that can provide rich 
local knowledge with no specific infrastructure required. The data collected therefore require no 
investment and are therefore automatically profitable to the organizations or businesses using them. 
Also, the growing use and reliance on smartphones guarantees more individuals as informed data 
sources (Resch 2013). 
One use of socially sensed or PaS data (GPS data, points-of-interest, social media data, 
smartphone positioning data, etc.) is the detection of land use for urban management and governing, 
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transportation planning, and the development of modern, sustainable cities (Liu et al. 2017, Yao et 
al. 2017). More than half of the world’s population live on only 0.5% of the Earth’s surface in highly 
complex and functionally heterogeneous urban areas (Jia et al. 2018, 4). Within the last few decades, 
cities have experienced significant increases in population and rapid urbanization giving rise to 
uniquely urban problems such as urban heat islands and transportation congestion (Jia et al. 2018, 
Lui et al. 2017). Remote sensing is a widely used approach for urban mapping because it can reveal 
land cover, or the physical structure of the surface (Jia et al. 2018). High spatial resolution remote 
sensing imagery provides both spectral and textural properties of urban areas which can be used to 
extract the physical characteristics of an area. 
Yet, because of the heterogeneity of materials and surfaces within urban areas, this approach 
in isolation cannot definitively distinguish land use, or the social functions of land (Jia et al. 2018). 
Features extracted from remote sensing data can only represent the external physical properties of an 
area whereas land use types often have a “strong correlation with indoor human socioeconomic 
activities” which cannot be extracted from high spatial resolution images (Lui et al. 2017, 1677-
1678). The identification of detailed land use patterns is “fundamental to understanding the 
relationship between physical and socioeconomic structures within urban areas” (Jia et al. 2018, 1). 
The integration of remote sensing data and socially sensed data to identify urban land use at a fine 
scale is a recent and growing trend in urban planning and computing (fig. 22) (Yao et al. 2017, 825). 
However, there are challenges to unstructured geographic information such as interoperability and 




Figure 22. Socially-sensed land use map of Atlanta, Georgia. Map by author, 2019, “Multisource 
Geospatial Data Fusion for Urban Land Use Classification in Atlanta, Georgia.” 
 
 
In response to the outbreak of coronavirus disease in 2019 (COVID-19), a very recent use of 
PaS data is digital disease surveillance. Stanford researchers Mello and Wang (2020) examined how 
smartphone signals and social media data are being used to map and mitigate the spread of the virus, 
and the ethical implications of these methods. Smartphone location data was used by governments 
and public health organizations to assess travel risk, monitor the location of quarantined individuals, 
monitor population-level adherence to social distancing orders, and enhance contact tracing. Contact 
tracing is a technique that can slow the spread of infectious diseases by alerting people who may 
have been exposed. Smartphone apps use Bluetooth technology to make use of an infected person’s 
location information. The governments of China, Poland and Russia even used facial recognition to 
monitor compliance with quarantine orders. 
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The authors noted the tension between using personal location data and the potential to stop 
an epidemic. One controversial application during the COVID-19 pandemic was the government-
mandated installation of the Alipay app for citizens in over 200 cities in China that delimited 
movement based on a generated risk code. This order was criticized as particularly intrusive because 
of lack of transparency in determining risks, and the discrepancy between the generated risk and an 
individual’s assessment of their own risk level. Yet, because of the vast potentials of smartphone 
location data, the question remains how to reduce both the spread of COVID-19 and the ethical 
considerations of digital epidemiology (Mello and Wang. 2020). 
Location Data Surveillance 
Pickles (2004) indicated that humans are difficult to map because they do not have precise 
boundaries; are “counted as a mass of different and sometimes conflicting subject positions”; 
constantly moving; and are only able to be located in time and space to a limited extent (11). 
Geographic technology intersects location, time, and content, making mapping humans easier, faster, 
and cheaper (Cho 2005). 
Location information can be used to locate an individual and to track their movements. 
Tracking refers to the plotting the sequence of locations within an area of a person or object over a 
time (Cho 2005, 528). Tracking can yield insights into the movement patterns of individuals or 
groups and identify highly trafficked geographic areas. Location data in combination with other data 
transforms geographic technology into a powerful tool for tracking, storing, and analyzing personal 
information (Cho 2005). It can even be useful for law enforcement. In the case of serial murderer 
Robert Lee Yates, geographic information provided incriminating evidence of the trips he took to 
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dispose of the bodies of his victims. When arrested in Spokane County, Washington, in 2000, he 
reportedly told his wife to “destroy the GPS receiver” (Cho 2005, 527). 
The collection, manipulation, display, and dissemination of individual location data and other 
information also heightens concerns surrounding personal privacy. Tracking humans is a form of 
“dataveillance,” or the “systematic use of personal data in the investigation or monitoring of actions 
or communications of one or more persons” (Cho 2005, 522-529). Cho (2005) identified the “real 
threat” of dataveillance as its intrusiveness without public debate, information, education, or consent 
(522). However, in April of 2021, an Apple software update for its iPhone smartphones and iPad 
tablets created a big shift in privacy control and dataveillance. The changes included Apple’s new 
“App Tracking Transparency” measures that allows users to opt-in or out of sharing information 
including location information with third parties. While this move may ultimately spur developers to 
find new ways to track individuals, it is a decisive step forward in addressing privacy control (Chen 
2021). 
Location dataveillance can be used to control where a person is allowed to go. Modern 
passports and other travel documents often contain electronic chips that store location information 
and can be used to restrict travel as deemed necessary (Cho 2005, 529). “Geoslavery” is the use of 
geolocation and geosurveillance to monitor and control citizens. Once a geographic area is defined 
for the subject, a virtual boundary, or “geofence,” is used to make sure the subject does not move 
outside of the prescribed area (Dobson and Fisher 2003). The same technology that can be used to 
monitor elderly patients or track lost or stolen items can be used to control a person’s movements. 
Location-enabled devices present a host of challenges including privacy, autonomy, distrust 
of government data use, involuntary access to personal information, and equity (Cho 2005). Unequal 
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access to location-aware smartphones across the globe can create bias in new datasets (Mello and 
Wang 2020). Ethical use of geographic technologies requires careful attention to the design and 






Part Four: The (Geo)Information Society 
The End of Geography 
The use of geographic technology in the twenty-first century represents a ubiquitous, pervasive, and 
persistent cartography. Furthermore, they allow for the dissemination and use of both geographic and 
nongeographic information that transcend geographical barriers. This idea is commonly and 
playfully couched as the “end of geography” as these technologies and the societies they create 
“shrink” the world and blur lines between nations, economies, cultures, and peoples (Cohen-
Almagor 2011; Datta 2000; MacKellar 2020, 506; Nightingale 2014). 
Yet a “smaller” or dislocated world is not necessarily a better-known world. MacKellar 
(2020) argued that the transformations we are experiencing due to geographic technology increase 
our information needs as people travel, study, interact, and do business with other people from 
around the world (507). Geographical technologies are making the world bigger and more complex 
by introducing new ways to record, analysis and disseminate a growing amount of data about people, 
places, and events on Earth. 
Big Data Societies 
According to the United Nations Initiative on Global Geospatial Information Management (UN-
GGIM), 2.5 quintillion, or 1018, bytes of data is being generated every day (Lee and Kang 2015, 74). 
Yet the world’s technological ability to store, compute and communicate information peaked in the 
late 1990s (Hilbert and Lopez 2011, 63). In recent years, our capacity to process information has 
outpaced by its growth. 
The concept of “big data,” data that exceeds the capacity of current computing systems, 
started in the early 2000s when data analyst Doug Laney offered “volume, velocity, and variety” as 
its defining characteristics (Evans et al. 2018, 144; Hilbert and Lopez 2011). Volume refers to the 
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amount of data collected from increasingly numerous sources. Velocity refers to the unprecedented 
frequency of data delivery. This factor has increased with smarter sensors being able to deliver 
information in near real-time. Variety refers to the increasing variation of data formats. 
Big data is a signifier of an “information society,” a term popularized by Austrian-American 
economist Fritz Machlup in his 1962 work The Production and Distribution of Knowledge in the 
United States. An information society is one in which information production, exchange, and 
integration is the “defining feature of social activity” (Sheppard 2001, 1). Moore (1998) offered 
three characteristics of the information society. First, in contrast to an agrarian or industrial society, 
information is a key economic resource. Second, an information society is defined by the increased 
use of information by the public. Lastly is the development and expansion of an information sector 
within the economy. Moore, however, writing in the late 1990s, did not foresee the extent to which 
the public would become a major part of the information sector as information content contributors. 
New and valuable geographic data comprise a significant portion of big data (Guo et al. 
2017). “Spatial big data” (SBD) refers to location-specific data that is so large, fast, or complex that 
it is difficult or impossible to process using traditional methods (Lee and Kang 2015, 74). SBD 
differs from non-spatial big data in the formats of the data, the questions the data can be used to 
answer, and how the data can be computed (Evans et al. 2018, 147). Big data can be exemplified by 
Google search terms, clicks on the elements of a website, or social media posts. SBD includes 
location data from GPS-enabled smart devices, geographically referenced social media posts, 
temporally detailed mapping applications like Waze, and more. SBD also differs from traditional 
spatial data in that SBD has a significantly higher volume, greater variety, and higher velocity 
(Evans et al. 2018, 146). For example, a real-time traffic map will have a great amount of temporally 
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detailed information generated from content from many users in actual time while a traditional 
roadmap will use graphs as well as point, line, or raster data to map a transportation network. 
The volume of such data is increasing by at least 20% each year (Lee and Kang 2015, 74). 
Geographic technologies are instrumental in the unprecedented increase of geographic information 
in our modern world. These data come from the “trajectories of cell-phones and Global Positioning 
System (GPS) devices, vehicle engine measurements, global climate models (GCM) simulation data, 
volunteered geographic information (VGI), geo-social media,” loop detectors for detecting traffic in 
roads, electrical grids, and environmental sensors for measuring air quality (Evans et al. 2018, 144; 
Lee and Kang 2015, 5). Commercial applications of both GIS and LBS are perhaps the fastest 
growing areas of business, increasing the need for more data (Cho 2005, 526). With sensors and 
sensor networks becoming more prevalent, and GPS-enabled mobile devices becoming ubiquitous, 
we have the means to collect these massive amounts of data; making the most of SBD, however, is 
still an important matter. 
Not only is the volume, velocity, and variety of information increasing, but the importance of 
information is also increasing. The analysis and processing of geographic information aided by 
technological progress generates valuable information necessary to solve complex problems like 
global climate change (Kim 2015, 69). SBD represent opportunities to address global challenges, 
improve governmental functioning, and provide benefits to both retailers and consumers. 
The geospatial sector of the economy is rapidly growing across all its industries: GNSS and 
positioning, GIS/spatial analytics, earth observation, and three-dimensional scanning (GeoBuiz 
2019). Location-based services generate billions of dollars in revenue each year for marketers while 
consumers worldwide benefit from these services by saving an estimated $600 billion annually in 
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time and fuel costs (Lee and Kang 2015, 3). In 2016, digital maps supported $1 trillion in annual 
sales for businesses and created approximately 4 million jobs globally with the potential for an 
additional 8 million related jobs. Geographic technology industries generated $550 billion in 
consumer benefits through the reduction of travel time and increased efficiency in purchasing 
decisions. Other impacts of the geospatial industry include reduced air pollution through more 
efficient transportation using GPS navigation, potentially reducing global carbon dioxide emissions 
by 5% annually (AlphaBeta 2016). 
Location-specific data can transform society with data-driven approaches to combating 
climate change, reducing fuel consumption in routing services, improving fuel efficiency in vehicle 
design, and the use of VGI for disaster response (Evans et al. 2018, 150-151; Lee and Kang 2015). 
However, limitations in current processing power impede such applications. Geographic 
technologies and high-performance cloud computing systems are key in the management of these 
massive datasets. The expansion of cyberinfrastructure, GIS, and spatial analysis is required to create 
the “shared, distributed computing infrastructure” needed to tackle the problem of SBD (Evans et al. 
2018, 148, 162; Lee and Kang 2015). 
The considerable usage of geographic information via geographic technology and its impact 
on the economy demand a reconstruction of the information society model to represent the next stage 
of human sociotechnical development: the geoinformation age and the geoinformation society, in 
which SBD is a defining characteristic. 
Discussion and Conclusion 
Because of its integration with other technologies and modern ubiquity, the impacts of geographic 
technology are diffuse. Geographic technology has changed geography and therefore the world 
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(Pickles 2004). In pre-modern times, geographic technology helped to build geographic knowledge. 
In advancing this knowledge, geographic technologies played a role in the construction and 
promotion of economic, political, and social power structures. Empire-building reordered the world 
which in turn shaped and reshaped our geographic identities. 
The roots of the Information Revolution are in the storage of massive amounts of data 
through statistical cartography in the nineteenth century and the precipitous increase in the collection 
of data about the surface of the Earth via remote sensing in the mid-twentieth century. GIS, remote 
sensing, and GPS technologies augmented geographic practice and in doing so allowed for the 
overdue examination of the role of maps in structures of state power. 
Integration with the Internet, social media, smartphones and other spatially aware mobile 
devices deprofessionalized, denaturalized, and individualized geography, blurring the lines between 
map producer and map consumer (Pickles 2004, 17). Location-based services and human sensor data 
centers the individual and the spatial arrangement of human activity, creating a ubiquitous location-
aware society and robust geospatial economy. 
Mapping and mapmaking continually transform our geographical understanding of the world 
and call into being new realities (Robinson and Petchenik 1977, 92). The fictional town of Agloe in 
upstate New York (fig. 23), an intentional trap for map plagiarists, came into existence after a 
general store was opened at the bare dirt road intersection indicated by the map (Bramwell 2020). 
Even the mapping of imaginary worlds, like J. R. R. Tolkien’s maps of Middle-Earth in The Hobbit 
and E. H. Shepard’s maps of the Hundred Acre Wood, generated board games like Dungeons and 
Dragons, which in turn evolved into map-based video games like Grand Theft Auto, which led to a 




Figure 23. Map showing fictional “paper town” Agloe, New York, 1948. Photograph by William P. 
O'Donnell, from Sam Roberts, 2014, “Seeking a Town on the Border of Fiction and Reality,” 




Geographic technologies are creating a more connected world, but not necessarily a more 
equitable one. Developing countries are still underrepresented in the digital landscape although they 
represent most of the world’s population, running the risk of perpetuating racial, social, and 
economic inequalities (Brunn, Cutter, and Harrington, Jr. 2004, 11). These technologies require 
political and economic resources. Privacy and data ownership present ongoing challenges to 
satellite-based geographic technologies and the PaS model (Huang 2018; Resch 2013, 404; Samama 




As technology can be both constructive and destructive, our digital earth is an expanding 
concept fusing rapidly evolving technologies with fast-changing societal practices (Liu et al. 2020; 
Manson and Matson 2017; Nightingale 2014, 22). Future work will include examining the 
implications of human sensor networks, real-time data availability, and artificial intelligence in the 
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