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Abstract
In this paper we derive continuous and discrete equations of motion for
a class of connected rigid bodies. This class consists of systems composed
of two rigid bodies connected in such a way that they only have one more
degree of freedom than a single rigid body. Examples include two rigid
bodies connected by a rod of variable length and two rigid bodies con-
nected by a pin joint (e.g. a satellite with momentum wheel of arbitrary
shape), and we consider the eﬀects of central gravity as well as the eﬀects
of being fully submerged in a ﬂuid.
1 Modeling connected rigid bodies
We wish to study a systems of connected rigid bodies with conﬁguration space
SE(3)×R. With (b,R) ∈ SE(3) we have that b ∈ R3 represents the translational
part and R ∈ SO(3) represents the attitude part. The variable s ∈ R is a
shape variable and we assume that for s ﬁxed the system corresponds to a
single rigid body. The special orthogonal group SO(3) = {A ∈ R3×3| ATA =
I, det(A) = 1} is the Lie group consisting of rotation matrices and its Lie
algebra so(3) = {A ∈ R3×3| AT = −A} consists of 3 × 3 skew symmetric
1matrices. Using the vector space isomorphism ( )× : R3 → so(3) deﬁned by
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 

,
we can identify so(3) with R3. This map gives also gives the cross product as
x×y = x × y, for x,y ∈ R3.
The kinematic equations for the coupled rigid bodies we consider are given
the usual rigid body kinematic equations
˙ R = RΩ×, ˙ b = Rν, (1)
where Ω ∈ R3 is the angular velocity of the body and ν ∈ R3 is the translational
velocity both in the body ﬁxed frame. We use the trace inner product   ,   :
Rn×m × Rn×m → R deﬁned by
 A,B  := tr(A
TB),
which reduces to the standard dot product on Rn. Since the system corresponds
to a single rigid body for s ﬁxed the kinetic energy must be of the form
T =
1
2
 
K(s)





ν
Ω
˙ s





,





ν
Ω
˙ s





 
, (2)
where K(s) is positive deﬁnite and symmetric.
1.1 Two rigid bodies connected by a rod
Consider two rigid bodies connected by a rod of variable length as depicted in
Fig. 1. We deﬁne three rotation matrices
R ∈ SO(3) : from body 1 ﬁxed frame to inertial frame,
R2 ∈ SO(3) : from body 2 ﬁxed frame to inertial frame,
˜ R ∈ SO(3) : from body 2 frame to body 1 frame,
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Figure 1: Two rigid bodies connected by a rod of variable length s.
where the body frames are ﬁxed such that the axes coincide with the principal
axes of the body. The bodies are not allowed to twist on the rod so the rotation
matrix ˜ R must be constant. We use b ∈ R3 coordinates for the center of mass
for body 1 and b2 ∈ R3 as coordinates for body 2. We denote by v1 ∈ R3 the
position vector, expressed in body 1 frame, from the center of mass of body 1
to the beginning of the rod. The vector v2 ∈ R3 denotes the position vector,
expressed in body 1 frame, from the end point of the rod to the center of mass
of body 2. The direction of the rod is given by the unit vector w ∈ R3, in
body 1 coordinates, and the length of the rod is s ∈ R. Since v1, v2, and w are
expressed in body 1 frame they are constant.
The kinematic equations are given by
˙ R = RΩ
×, ˙ b = Rν,
and
˙ R2 = R2Ω
×
2 , ˙ b2 = R2ν2,
3where Ω,Ω2 ∈ R are the angular velocity of body 1 and body 2, respectively,
and ν,ν2 ∈ R3 are the translational velocity of body 1 and body 2, respectively,
expressed in respective body coordinates. Since R2 = R1 ˜ R the angular velocity
of body 2 satisﬁes
Ω
×
2 = RT
2 ˙ R2 = RT
2 R1Ω× ˜ R = ˜ RTΩ× ˜ R,
and thus
Ω2 = ˜ RTΩ .
The position of body 2 is
b2 = b + R(v + sw), (3)
where v = v1 + v2. Thus (b,R,s) ∈ R3 × SO(3) × R determines the state of the
system completely and the conﬁguration space is therefore SE(3)×R. From (3)
ν2 can be calculated as
ν2 = RT
2 ˙ b2
= ˜ RT(ν + (v + sw)×Ω + ˙ sw).
We denoting by M1 (J1) and M2 (J2) the mass (inertia) matrices of body 1 and
body 2, respectively. In general the mass matrix Mi is given by Mi = miI, mi
being the mass of the ith body, but if the body is submerged in a ﬂuid added
masses have to be taken into account and Mi is not necessarily a scalar multiple
of the identity. If the bodies are submerged in a ﬂuid also added inertia has to
be included in the inertia matrices. The kinetic energy of the system becomes
T =
1
2
 M1ν,ν  +
1
2
 J1Ω,Ω 
+
1
2
 
M2 ˜ RT(ν + (v + sw)×Ω + ˙ sw), ˜ RT(ν + (v + sw)×Ω + ˙ sw)
 
+
1
2
 
J2 ˜ RTΩ, ˜ RTΩ
 
=
1
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,
4with
K(s) =


 

M1 + ˜ M2 − ˜ M2(v + sw)× ˜ M2w
(v + sw)× ˜ M2 J1 + ˜ J2 − (v + sw)× ˜ M2(v + sw)× (v + sw)× ˜ M2w
wT ˜ M2 −wT ˜ M2(v + sw)× wT ˜ M2w


 

,
(4)
where ˜ J1 = ˜ RJ2 ˜ RT and ˜ M2 = ˜ RM2 ˜ RT.
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w
Figure 2: Two rigid bodies connected by a pin joint.
1.1.1 Potential when bodies are submerged in a ﬂuid and subject to
uniform gravity
The potential of a single rigid body, with coordinates (b,R) ∈ SE(3), submerged
in a ﬂuid is given by
−(m − ρV )g  e3,b  + ρV g
 
r,R
Te3
 
,
5where m is the mass of the body, ρ is the density of the ﬂuid, V is the volume of
the body, g is the gravitational acceleration, and r ∈ R3 is the vector from the
center of gravity to the center of buoyancy, expressed in the body ﬁxed frame.
Inserting R2 = R1 ˜ R and (3) into this expression gives the potential of the two
coupled body system as
U(b,R,s) = − (m1 − ρV1)g e3,b  + ρV1g
 
r1,RTe3
 
− (m2 − ρV2)g e3,b2  + ρV2g
 
r2,RT
2 e3
 
= −
 
m1 + m2 − ρ(V1 + V2)
 
g e3,b 
+
 
ρg(V1r1 + V2r2) − (m2 − ρV2)g(v + sw),R
Te3
 
,
where mi is the mass of the ith body, Vi is the volume of the ith body, and
ri ∈ R3 is the vector from the center of gravity to the center of buoyancy of the
ith body, expressed in body’s ﬁxed frame.
1.2 Two rigid bodies connected by pin joint
Consider two rigid bodies connected by a pin joint as depicted in Fig. 2. This
system is a generalization of a satellite with a reaction wheel. We use b ∈ R3
as coordinates for the center of mass for body 1 and b2 ∈ R3 as coordinates for
body 2. We denote by v1 ∈ R3 the constant position vector, expressed in body
1 frame, from the center of mass of body 1 to a ﬁxed point on the pin joint.
The constant vector v2 ∈ R3 denotes the position vector, expressed in body 2
frame, from the ﬁxed point (the end point of v1) on the pin joint to the center
of mass of body 2. The direction of the pin joint is given by the constant unit
vector w ∈ R3, in body 1 frame. We denote by s ∈ R the angle which body
2 is rotated around the joint with respect to a ﬁxed reference position. For a
satellite with a reaction wheel we typically have that w coincide with one of
the principal axes of the satellite, v1 = aw for a ∈ R, and v2 = 0 since the
center of mass of the reaction wheel is attached directly on the w axis of the
satellite; the simplest case being w = e1 and v1 = 0 corresponding to the center
of mass of the reaction wheel coinciding with that of the satellite. We deﬁning
6the following two rotation matrices
R ∈ SO(3) : from body 1 ﬁxed frame to inertial frame,
R2 ∈ SO(3) : from body 2 ﬁxed frame to inertial frame,
where the body frames are ﬁxed such that the axes coincide with the principal
axes of the body. The pin joint constraint gives
R2 = Rexp(sw
×), (5)
b2 = b + Rv1 + R2v2 = b + R(v1 + exp(sw×)v2). (6)
The kinematic equations are given by
˙ R = RΩ×, ˙ b = Rν, (7)
and
˙ R2 = R2Ω
×
2 , ˙ b2 = R2ν2,
where Ω,Ω2 ∈ R are the angular velocity of body 1 and body 2, respectively,
and ν,ν2 ∈ R3 are the translational velocity of body 1 and body 2, respectively,
expressed in respective body coordinates. Inserting (5) into (7) we thus get
RΩ
× exp(sw
×) + Rexp(sw
×)˙ sw
× = Rexp(sw
×)Ω
×
2 ,
giving that
Ω
×
2 = exp(−sw×)Ω× exp(sw×) + ˙ sw×,
which when using Fη×FT = (Fη)×, for F ∈ SO(3) and η ∈ R3, simpliﬁes to
Ω2 = exp(−sw×)Ω + ˙ sw
= B(s)

 


ν
Ω
˙ s

 


,
with
B(s) :=
 
03×3 exp(−sw×) w
 
.
7Inserting (6) into (7) gives
Rexp(sw
×)ν2 = R
 
ν + Ω
× 
v1 + exp(sw
×)v2
 
+ ˙ sexp(sw
×)w
×v2
 
,
showing that we have
ν2 = exp(−sw×)ν −
 
exp(−sw×)v
×
1 + v
×
2 exp(−sw×)
 
Ω + w×v2 ˙ s
= A(s)





ν
Ω
˙ s





,
with
A(s) :=
 
exp(−sw×) −
 
exp(−sw×)v
×
1 + v
×
2 exp(−sw×)
 
w×v2
 
.
Denoting by M1 (J1) and M2 (J2) the mass (inertia) matrices of body 1 and
body 2, respectively, the kinetic energy of the system becomes
T =
1
2
 M1ν,ν  +
1
2
 J1Ω,Ω 
+
1
2
 
M2A(s)
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,
with
K(s) =





M1 03×3 03×1
03×3 J1 03×1
01×3 01×3 0





+ A(s)TM2A(s) + B(s)TJ2B(s).
8Calculating the last term gives
B(s)TJ2B(s) =





03×3 03×3 03×1
03×3 exp(sw×)J2 exp(−sw×) exp(sw×)J2w
01×3 wTJ2 exp(−sw×) wTJ2w





.
1.2.1 Potential in central gravity
Consider a single rigid body of mass m under the inﬂuence of central gravity.
Let the conﬁguration be described by (b,R) ∈ SE(3), where b = 0 at the grav-
itational source, and R gives body frame to inertial frame transformation (as
usual). We assume that the dimensions of the body are very small compared to
the distance from the gravitational source. The potential is then given by
−
 
body
GM
 b + Rˆ ρ 
dm,
where G is the gravitational constant, M is the mass of the gravitational source,
and ˆ ρ ∈ R3 is a mass vector in the body frame. We rewrite this expression as
−
 
body
GM
 b + Rˆ ρ 
dm = −
GM
 b 
 
body
 
1 +
2 b,Rˆ ρ 
 b 2 +
 ˆ ρ 2
 b 2
 − 1
2
dm.
Because of the assumption on the dimensions we get that
2 b,Rˆ ρ 
 b 2 = O
 
1
 b 
 
is
small and that
 ˆ ρ 
2
 b 2 = O
 
1
 b 2
 
is very small. Using this we get
−
 
body
GM
 b + Rˆ ρ 
dm ≈ −
GM
 b 
 
body
 
1 −
1
2
 
2 b,Rˆ ρ 
 b 2 +
 ˆ ρ 2
 b 2
 
+
3
8
 
2 b,Rˆ ρ 
 b 2 +
 ˆ ρ 2
 b 2
 2 
dm
≈ −
GM
 b 
 
body
 
1 −
 b,Rˆ ρ 
 b 2 −
1
2
 ˆ ρ 2
 b 2 +
3
2
 b,Rˆ ρ 
2
 b 4
 
dm
where we have used the Taylor expansion 1 √
1+x = 1 − 1
2x + 3
8x2 + ... and kept
terms in the integrand up to order O
 
1
 b 2
 
. Since the body frame is ﬁxed at
9the body’s center of mass we get
 
body ˆ ρdm = 0. Using this we get
−
 
body
GM
 b + Rˆ ρ 
dm ≈ −
GMm
 b 
−
GM
 b 3
 
body
 ˆ ρ 2dm +
3
2
GM
 b 
 
body
 
 ˆ ρ 2
 b 2 −
 b,Rˆ ρ 
2
 b 4
 
dm
= −
GMm
 b 
−
GM
 b 3
 
body
 ˆ ρ 2dm +
3
2
GM
 b 
 
body
 
 ˆ ρ 2
 b 2 −
(RTb)T ˆ ρˆ ρTRTb
 b 4
 
dm
= −
GMm
 b 
−
GM
 b 3
 
body
 ˆ ρ 
2dm +
3
2
GM
 b 
(R
Tb)
T
 
body
 
 ˆ ρ 2I − ˆ ρˆ ρT
 b 4
 
dmR
Tb
= −
GMm
 b 
−
GM
 b 3
 
body
 ˆ ρ 
2dm +
3
2
GM
 b 5(R
Tb)
TJR
Tb
= −
GMm
 b 
−
GM
 b 3
 
body
 ˆ ρ 2dm +
3
2
GM
 b 5
 
RTb,JRTb
 
where J is the inertia matrix of the body. Since the second term in this ex-
pression is independent of R we choose to neglect it for physical reasons as it
only generates a force (no torque) which is very small compared with the force
generated by the ﬁrst term.
Using (5) and (6) the potential for the two rigid bodies connected by a pin
joint thus becomes
−
GMm1
 b 
+
3
2
GM
 b 5
 
J1RTb,RTb
 
−
GMm2
 b2 
+
3
2
GM
 b2 5
 
J2RT
2 b2,RT
2 b2
 
=
−
GMm1
 b 
+
3
2
GM
 b 5
 
J1RTb,RTb
 
−
GMm2
 b + R(v1 + exp(sw×)v2) 
+
3
2
GM
 
J2
 
exp(−sw×)
 
RTb + v1
 
+ v2
 
,exp(−sw×)
 
RTb + v1
 
+ v2
 
 b + R(v1 + exp(sw×)v2) 5
where mi and Ji are the mass and inertia of the ith body, respectively. Using
10the assumption on the dimension we get the approximation
1
 b + R(v1 + exp(sw×)v2) 
=
1
 b 
 
1 +
2
 
RTb,v1 + exp(sw×)v2
 
 b 2 +
 v1 + exp(sw×)v2 2
 b 2
 − 1
2
≈
1
 b 
 
−
1
2
 
2
 
RTb,v1 + exp(sw×)v2
 
 b 2 +
 v1 + exp(sw×)v2 2
 b 2
 
+
3
8
4
 
RTb,v1 + exp(sw×)v2
 2
 b 4
 
=
1
 b 
 
1 −
 
RTb,v1 + exp(sw×)v2
 
 b 2 −
1
2
 v1 + exp(sw×)v2 2
 b 2
+
3
2
 
RTb,(v1 + exp(sw×)v2)(v1 + exp(sw×)v2)TRTb
 
 b 4
 
Keeping terms up to order O
 
1
 b 3
 
thus gives the potential as
U(b,R,s) = −
GM(m1 + m2)
 b 
+
GMm2
 
RTb,v1 + exp(sw×)v2
 
 b 3
+
1
2
GMm2 v1 + exp(sw×)v2 2
 b 3 +
3
2
GM
 b 5
 
˜ J(s)RTb,RTb
 
,
where
˜ J(s) =J1 + exp(sw×)J2 exp(−sw×)
+ m2(v1 + exp(sw
×)v2)(v1 + exp(sw
×)v2)
T.
2 Continuous equations of motion
Using the Lagrangian L = T − U, composed of the kinetic energy T and the
potential energy U = U(b,R,s), the Lagrange-d’Alembert principle states that
a trajectory (b(t),R(t),s(t)) of the system must satisfy
δ
  T
0
L(b(t),R(t),s(t))dt +
  T
0
( τ,Σ  +  Rϕ,δb  + ϕ
sδs)dt = 0, (8)
where τ and ϕ denote the nonconservative moments and forces, respectively, in
the body frame and ϕs is the generalized force in the s-coordinate. For
g =

 R b
01×3 1

 ∈ SE(3), ξ =

 Ω× ν
01×3 0

 ∈ se(3)
11the kinematic equations ˙ R = RΩ× and ˙ b = Rν can be expressed as
˙ g = gξ.
According to [1] the inﬁnitesimal variation of ξ must satisfy
δξ = [ξ,η] + ˙ η,
where δg = gη and
η =

 Σ× γ
01×3 0


vanishes at the end points. This gives that

δν
δΩ

 =

 Ω× ν×
03×3 Ω×



γ
Σ

 +

 ˙ γ
˙ Σ

.
Using this the kinetic energy term of the Lagrange-d’Alembert principle (8) is
calculated for the kinetic energy given by (2) as
δ
  T
0
Tdt =
  T
0


 

 
K(s)


 

ν
Ω
˙ s

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 

,


 
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δν
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
 
+
1
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K′(s)


 

ν
Ω
˙ s

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 
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

 

ν
Ω
˙ s


 

 
δs


 

dt
=
  T
0





 
K(s)

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


ν
Ω
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




,





Ω× ν× 03×1
03×3 Ω× 03×1
01×3 01×3 0








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
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Σ
δs





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
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K′(s)
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
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

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
ν
Ω
˙ s
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


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δs





dt
=
  T
0


 

 


 

−Ω× 03×3 03×1
−ν× −Ω× 03×1
01×3 01×3 0


 

K(s)


 

ν
Ω
˙ s


 

−
d
dt


 

K(s)


 

ν
Ω
˙ s


 



 

+


 

0
0
∂T
∂s


 

,


 

γ
Σ
δs


 

 


 

dt,
(9)
where we have used partial integration along with the end point conditions
Σ(0) = Σ(T) = 0, γ(0) = γ(T) = 0, and δs(0) = δs(T) = 0. Deﬁning M :
SE(3) × R → R3 by
 δRU,δR  =
 
RTδRU,Σ× 
=  −M(b,R,s),Σ ,
12the potential energy term in the Lagrange-d’Alembert principle (8) is calculated
δ
  T
0
Udt =
  T
0
  
∂U
∂b
,δb
 
−  M,Σ  +
∂U
∂s
δs
 
dt
=
  T
0
 





RT ∂U
∂b
−M
∂U
∂s





,





γ
Σ
δs





 
. (10)
Using (9) and (10) the Lagrange-d’Alembert principle (8) gives the continuous
dynamics equations as
K(s)





˙ ν
˙ Ω
¨ s





=





−Ω× 03×3 03×1
−ν× −Ω× 03×1
01×3 01×3 0





K(s)





ν
Ω
˙ s





− K
′(s)˙ s





ν
Ω
˙ s





+


 

0
0
∂T
∂s


 

+


 

−RT ∂U
∂b
M
−∂U
∂s


 

+


 

ϕ
τ
ϕs


 

. (11)
The kinematic equations (1) along with the dynamic equations (11) completely
describes the dynamics of the system.
If we deﬁne the generalized momenta pν ∈ R3, pΩ ∈ R3, and p˙ s ∈ R as





pν
pΩ
p˙ s





:= K(s)





ν
Ω
˙ s





, (12)
we get from (9) and (10) that the dynamic equations (11) can be expressed as


 

˙ pν
˙ pΩ
˙ p˙ s


 

=


 

−Ω× 03×3 03×1
−ν× −Ω× 03×1
01×3 01×3 0


 



 

pν
pΩ
p˙ s


 

+


 

0
0
∂T
∂s


 

+


 

−RT ∂U
∂b
M
−∂U
∂s


 

+


 

ϕ
τ
ϕs


 

, (13)
where ν and Ω are expressed in terms of momenta according to (12).
3 Discrete equations of motion
Let fk denote the discrete approximation to a continuous time-varying quantity
f at time tk = t(k). We denote by h  = 0 the ﬁxed step size, i.e., tk+1 − tk = h.
13A discrete Lagrangian L approximates a segment of the action integral
Lk ≈
  tk+1
tk
L(b,ν,R,Ω,s, ˙ s)dt.
Similarly we construct F to approximate a segment of the virtual work integral
Fk ≈
  tk+1
tk
( τ,Σ  +  Rϕ,δb  + ϕsδs)dt
The discrete dynamics is then prescribed by the discrete Lagrange-d’Alembert
principle
δ
N−1  
k=0
Lk +
N−1  
k=0
Fk = 0, (14)
where Σ0 = ΣN = 0, δb0 = δbN = 0, and δs0 = δsN = 0.
To approximate the dynamics of the kinematics equations (1) we choose the
following discrete kinematics equations
bk+1 = bk + hRkνk,
Rk+1 = RkFk,
sk+1 = sk + h˙ sk,
where Fk ∈ SO(3) is a ﬁrst order approximation of exp(hΩ
×
k ), i.e.,
Fk ≈ exp(hΩ
×
k ) ≈ I + hΩ
×
k . (15)
By ensuring that Fk ∈ SO(3) we guarantee that Rk evolves on SO(3).
For a matrix C ∈ R3×3 we deﬁne ( )d : R3×3 → R3×3 as
Cd :=
1
2
tr(C)I − CT, (⇔ C = tr(Cd)I − CT
d ,)
which gives
(Cη)× = η×CT
d + Cdη×, (16)
 Cη,ξ  =
 
Cdη×,ξ× 
,
14for arbitrary η,ξ ∈ R3. We use (16) to impose a deﬁning relation between Fk
and Ωk by inserting the approximation (15) in (16)
 
KΩΩ(sk)Ωk
 ×
= Ω
×
k [KΩΩ(sk)]d − [KΩΩ(sk)]d(Ω
×
k )T
≈
1
h
 
(Fk − I)[KΩΩ(sk)]d − [KΩΩ(sk)]d(FT
k − I)
 
=
1
h
(Fk[KΩΩ(sk)]d − [KΩΩ(sk)]dF
T
k ).
Hence the full discrete kinematic equations become
h
 
KΩΩ(sk)Ωk
 ×
= Fk[KΩΩ(sk)]d − [KΩΩ(sk)]dFT
k , (17)
bk+1 = bk + hRkνk, (18)
Rk+1 = RkFk, (19)
sk+1 = sk + h˙ sk. (20)
We discretize
  tk+1
tk
Udt ≈ Uk =
h
2
 
U(bk,Rk,sk) + U(bk+1,Rk+1,sk+1)
 
,
giving
δUk =
h
2
 
∂U
∂b
(bk,Rk,sk),δbk
 
+
h
2
 
∂U
∂b
(bk+1,Rk+1,sk+1),δbk+1
 
−
h
2
 M(bk,Rk,sk),Σk  −
h
2
 M(bk+1,Rk+1,sk+1),Σk+1 
+
h
2
∂U
∂s
(bk,Rk,sk)δsk +
h
2
∂U
∂s
(bk+1,Rk+1,sk+1)δsk+1.
Using
K(s) =





Kνν(s) KΩν(s) K˙ sν(s)
KνΩ(s) KΩΩ(s) K˙ sΩ(s)
Kν ˙ s(s) KΩ˙ s(s) K˙ s˙ s(s)





,
we discretize
  tk+1
tk
Tdt ≈ Tk =
1
2
h Kνν(sk)νk,νk  +
1
2
h
 
[KΩΩ(sk)]d
1
h
(Fk − I),
1
h
(Fk − I)
 
+
1
2
hK˙ s˙ s(sk)˙ s
2
k + h KνΩ(sk)νk,Ωk 
+ h Kν ˙ s(sk)νk, ˙ sk  + h K˙ sΩ(sk)˙ sk,Ωk , (21)
15Taking variations of this expression then gives
δTk =h Kνν(sk)νk,δνk  +
1
h
 [KΩΩ(sk)]d(Fk − I),δFk 
+ hK˙ s˙ s(sk)˙ skδ˙ sk + h KνΩ(sk)δνk,Ωk  + h KνΩ(sk)νk,δΩk 
+ h Kν ˙ s(sk)δνk, ˙ sk  + h Kν ˙ s(sk)νk,δ˙ sk 
+ h K˙ sΩ(sk)δ˙ sk,Ωk  + h K˙ sΩ(sk)˙ sk,δΩk  +
∂Tk
∂sk
δsk
= hKνν(sk)νk + hKΩν(sk)Ωk + hK˙ sν(sk)˙ sk,δνk 
+
1
h
 [KΩΩ(sk)]d(Fk − I),δFk  +  hKνΩ(sk)νk + hK˙ sΩ(sk)˙ sk,δΩk 
+
∂Tk
∂sk
δsk + (hK˙ s˙ s(sk)˙ sk + h K˙ sν(sk),νk  + h K˙ sΩ(sk),Ωk )δ˙ sk.
Using δRk = RkΣ
×
k , Σk ∈ R3, the discrete kinematics equations (17)-(20) then
gives
δνk =
1
h
δ
 
RT
k (bk+1 − bk)
 
=
1
h
RT
k (δbk+1 − δbk) − Σ
×
k νk, (22)
δFk = δ(RT
k Rk+1) = −Σ
×
k Fk + FkΣ
×
k+1, (23)
δ˙ sk =
1
h
(δsk+1 − δsk). (24)
From
hΩk = KΩΩ(sk)−1
 
Fk[KΩΩ(sk)]d − [KΩΩ(sk)]dFT
k
 ∨
we get
hδΩk =KΩΩ(sk)−1
 
− AkΣk + AkFkΣk+1
 
(25)
where
Ak := tr
 
Fk[KΩΩ(sk)]d
 
I − Fk[KΩΩ(sk)]d. (26)
Deﬁning
αk := hKνν(sk)νk + hKΩν(sk)Ωk + hK˙ sν(sk)˙ sk,
we have
 αk,δνk  =
 
αk,
1
h
R
T
k (δbk+1 − δbk) − Σ
×
k νk
 
=
1
h
 Rkαk,δbk+1  −
1
h
 Rkαk,δbk  +  αk × νk,Σk  (27)
16Letting
βk := KνΩ(sk)νk + K˙ sΩ(sk)˙ sk
we get
 hβk,δΩk  =
 
βk,KΩΩ(sk)−1
 
− AkΣk + AkFkΣk+1
  
= −
 
A
T
k KΩΩ(sk)
−Tβk,Σk
 
+
 
F
T
k A
T
k KΩΩ(sk)
−Tβk,Σk+1
 
. (28)
Using (17) along with the fact that skew symmetric matrices are orthogonal
to symmetric matrices with respect to the trace inner product we get
1
h
 [KΩΩ(sk)]d(Fk − I),δFk  =
1
h
 
[KΩΩ(sk)]d(Fk − I),−Σ
×
k Fk + FkΣ
×
k+1
 
=
1
h
 
FT
k [KΩΩ(sk)]d(Fk − I),Σ
×
k+1
 
−
1
h
 
[KΩΩ(sk)]d(I − FT
k ),Σ
×
k
 
= −
1
h
 
FT
k [KΩΩ(sk)]d,Σ
×
k+1
 
+
1
h
 
[KΩΩ(sk)]dFT
k ,Σ
×
k
 
= −
1
h
1
2
 
FT
k [KΩΩ(sk)]d − [KΩΩ(sk)]dFk,Σ
×
k+1
 
+
1
h
1
2
 
[KΩΩ(sk)]dF
T
k − Fk[KΩΩ(sk)]d,Σ
×
k
 
=
1
2
 
FT
k
 
KΩΩ(sk)Ωk
 ×
Fk,Σ
×
k+1
 
−
1
2
  
KΩΩ(sk)Ωk
 ×
,Σ
×
k
 
=
 
FT
k KΩΩ(sk)Ωk,Σk+1
 
−  KΩΩ(sk)Ωk,Σk 
(29)
For F we choose an approximation of the form
Fk = h τk,Σk+1  + h Rk+1ϕk,δbk+1  + h ϕ
s
k,δsk+1 . (30)
A possible choice of Fk is
ϕk = aϕ(bk,νk,Rk,Ωk,sk, ˙ sk,tk) + (1 − a)ϕ(bk+1,νk,Rk+1,Ωk,sk+1, ˙ sk,tk+1),
τk = bτ(bk,νk,Rk,Ωk,sk, ˙ sk,tk) + (1 − b)τ(bk+1,νk,Rk+1,Ωk,sk+1, ˙ sk,tk+1),
ϕs
k = cϕs(bk,νk,Rk,Ωk,sk, ˙ sk,tk) + (1 − c)ϕs(bk+1,νk,Rk+1,Ωk,sk+1, ˙ sk,tk+1),
17where a,b,c ∈ [0,1].
Using
ωk := hK˙ s˙ s(sk)˙ sk + h K˙ sν(sk),νk  + h K˙ sΩ(sk),Ωk 
along with (17)-(20) and (22)-(30) the discrete Lagrange-d’Alembert princi-
ple (14) then gives
N−1  
k=1
  
1
h
Rk−1αk−1 −
1
h
Rkαk − h
∂U
∂b
(bk,Rk,sk) + hRkϕk−1,δbk
 
 
αk × νk + F
T
k−1KΩΩ(sk−1)Ωk−1 − KΩΩ(sk)Ωk − A
T
k KΩΩ(sk)
−Tβk,Σk
 
+
 
FT
k−1AT
k−1KΩΩ(sk−1)−Tβk−1 + hM(bk,Rk,sk) + hτk−1,Σk
 
+
 1
h
ωk−1 −
1
h
ωk +
∂Tk
∂sk
− h
∂U
∂s
(bk,Rk,sk) + hϕs
k−1
 
δsk
 
= 0
for all sequences {δbk,Σk,δsk}N
k=0 with zero end point conditions. This gives
1
h
Rkαk −
1
h
Rk+1αk+1 − h
∂U
∂b
(bk+1,Rk+1,sk+1) + hRk+1ϕk = 0,
αk+1 × νk+1 + FT
k KΩΩ(sk)Ωk − KΩΩ(sk+1)Ωk+1 − AT
k+1KΩΩ(sk+1)−Tβk+1
+FT
k AT
k KΩΩ(sk)−Tβk + hM(bk+1,Rk+1,sk+1) + hτk = 0,
1
h
ωk −
1
h
ωk+1 +
∂Tk+1
∂sk+1
− h
∂U
∂s
(bk+1,Rk+1,sk+1) + hϕs
k = 0.
Thus the discrete dynamics equations become
Kνν(sk+1)νk+1 + KΩν(sk+1)Ωk+1 + ˙ sk+1K˙ sν(sk+1) =
F
T
k
 
Kνν(sk)νk + KΩν(sk)Ωk + ˙ skK˙ sν(sk)
 
−hR
T
k+1
∂U
∂b
(bk+1,Rk+1,sk+1) + hϕk, (31)
18along with
 
KΩΩ(sk+1)−1
 
tr
 
Fk+1[KΩΩ(sk+1)]d
 
I − Fk+1[KΩΩ(sk+1)]d
  T 
KνΩ(sk+1)νk+1 + K˙ sΩ(sk+1)˙ sk+1
 
+KΩΩ(sk+1)Ωk+1 =
FT
k
 
KΩΩ(sk)−1
 
tr
 
Fk[KΩΩ(sk)]d
 
I − Fk[KΩΩ(sk)]d
  T 
KνΩ(sk)νk + K˙ sΩ(sk)˙ sk
 
+FT
k KΩΩ(sk)Ωk +
 
hKνν(sk+1)νk+1 + hKΩν(sk+1)Ωk+1 + h˙ sk+1K˙ sν(sk+1)
 
× νk+1
+hM(bk+1,Rk+1,sk+1) + hτk, (32)
and
K˙ s˙ s(sk+1)˙ sk+1 +  K˙ sν(sk+1),νk+1  +  K˙ sΩ(sk+1),Ωk+1  =
K˙ s˙ s(sk)˙ sk +  K˙ sν(sk),νk  +  K˙ sΩ(sk),Ωk 
+
∂Tk+1
∂sk+1
− h
∂U
∂s
(bk+1,Rk+1,sk+1) + hϕs
k. (33)
Together with the discrete kinematic equations (17)-(20) the discrete dynamics
equations (31)-(33) describes the discrete dynamics of the system.
We deﬁne the discrete momenta pν,k ∈ R3, pΩ,k ∈ R3, and p˙ s,k ∈ R by


 

pν,k
pΩ,k
p˙ s,k


 

:= K(sk)


 

νk
Ωk
˙ sk


 

. (34)
Using this the discrete dynamics equations (31)-(33) can be written as
pν,k+1 =F
T
k pν,k − hR
T
k+1
∂U
∂b
(bk+1,Rk+1,sk+1) + hϕk, (35)
pΩ,k+1 =FT
k pΩ,k + hpν,k+1 × νk+1 + hM(bk+1,Rk+1,sk+1) + hτk
−
 
A
T
k+1KΩΩ(sk+1)
−1 − I
 
(KνΩ(sk+1)νk+1 + K˙ sΩ(sk+1)˙ sk+1)
+ FT
k
 
AT
k KΩΩ(sk)−1 − I
 
(KνΩ(sk)νk + K˙ sΩ(sk)˙ sk), (36)
p˙ s,k+1 =p˙ s,k +
∂Tk+1
∂sk+1
− h
∂U
∂s
(bk+1,Rk+1,sk+1) + hϕs
k, (37)
where νk+1 and
∂Tk+1
∂sk+1 (given by (21)) is a function of the discrete momenta as
given by (34) and Ak, deﬁned by (26), is a function of Fk. Together with the
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Figure 3: Two rigid bodies connected by rod and submerged in water. Time plot
of the change in energy for the ﬁrst order Lie group variational integrator (solid)
derived in this paper and a second order Crouch-Grossman method (dashed).
discrete kinematic equations (17)-(20) the discrete dynamics equations (35)-(37)
describes the discrete dynamics of the system.
4 Simulation results
4.1 Two rigid bodies connected by rod and submerged in
water
We investigate the bodies under the inﬂuence of a potential given by
U(b,R,s) = −
 
m1 + m2 − ρ(V1 + V2)
 
g  e3,b 
+
 
ρg(V1r1 + V2r2) − (m2 − ρV2)g(v + sw),R
Te3
 
+
1
2
k1(s − ℓ)2 + V (b3),
which is the combination of the potential from section 1.1.1 and a potential
corresponding to the rod being a stiﬀ spring. The term V (b3) is used to ensure
200 50 100 150 200 250 300 350 400 450 500
92
92.05
92.1
92.15
92.2
92.25
92.3
92.35
92.4
92.45
t
P
1
0 50 100 150 200 250 300 350 400 450 500
239.95
240
240.05
240.1
240.15
240.2
240.25
240.3
240.35
240.4
240.45
t
P
2
Figure 4: Two rigid bodies connected by rod and submerged in water. Time
plots of the change in inertial linear momentum P = Rpν for the ﬁrst order
Lie group variational integrator (solid) derived in this paper and a second order
Crouch-Grossman method (dashed).
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Figure 5: Two rigid bodies connected by rod and submerged in water. Time
plot of b3, i.e., the depth of body 1.
21the bodies stay under a certain depth and we choose
V (x) =

 
 
1
2k2x2, x ≤ 0
0, x > 0
See Figures 3-5.
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