Summary. When creating computational models of engineering structures, it can be very helpful to have insights into the behavior and composition of the physical system. Such insights can be gleaned using data mining techniques, where often unexpected relationships between physical quantities can be made evident.
Introduction
In a research project entitled "Agent-based monitoring of safety-relevant civilengineering structures, in particular dam structures" [1, 2, 3] carried out at the Institute of Computational Engineering at the University of Bochum, the major focus lies on the development of agent-based software components. This is because problem definitions based on the cooperation of many different, but interrelated experts in conjunction with corresponding software agents are becoming increasingly relevant in the field of computational engineering.
In particular, in the research project software agents were developed for a computer-based monitoring system for safety-relevant engineering structures. The multi-agent approach was chosen because it allows a natural representation of the underlying engineering problem and can be adequately implemented on a computer network. Also, additional software systems such as legacy computer programs or monitoring hardware can be integrated seamlessly into the system using so-called wrapper agents. Thus, the entire distributed system can be defined and programmed with a uniform, agent-based paradigm and programming interface.
The physical monitoring of the structural system (in this case, an arch gravity dam in the Ennepe Valley, Germany) is accomplished using a variety of sensory devices placed at key locations to continually measure physical quantities such as temperature, humidity, pressure, displacements (from a plumb line) and others. In a first step, the values sensed by the devices are read and stored by loggers. In turn, the data is then transmitted on a regular basis to networked computer systems. It soon became apparent that, although the amount of data received from the loggers could be stored, condensed and transmitted with relative ease by today's hardware, what could become a daunting task was the meaningful interpretation of the large amount of raw, physical data on a regular basis.
Of course, standard situations such noticing when a physical quantity (say, displacements) exceeds or falls below a pre-set critical value can be easily monitored on a large scale using simple software components. In case such a (more or less) critical situation arises, proper countermeasures can be immediately taken and the engineer in charge can be notified of the specific problem at hand. Because of the network architecture and the remoteness of the physical object, this aspect of monitoring is often not so trivial due to various technical details.
Once a supply of long term data from many loggers measuring different types of physical quantities has been built up, questions naturally arise concerning the additional knowledge that is possibly stored in these data masses. In particular, questions arise such as -Is there some sort of meaningful pattern in a certain subset of data? -Can the data be used to identify and possibly predict unexpected situations? -Can forecasts be given for particular events, and if so, how certain can these be predicted? -Are there any strong relationships between sensor values which can be used to simplify a numerical model representing an engineering structure (the dam)?
In particular, the last question is often posed when developing a numerical model of a complex engineering system for simulation purposes where the model should be realistic and computationally efficient at the same time. The search for interesting information in a large set of raw data is generally called data mining. In this paper, some possible aspects of using data mining techniques in order to process monitoring data will be discussed. Because the phase of data processing in this research project is in an on-going stage, complete answers cannot be given, but rather some promising approaches and preliminary results will be discussed.
Data Mining Tools
To carry out data mining tasks, there are a large number of tools available, ranging from standard software programs such as spreadsheets to state-ofthe-art data mining tools and advanced statistical analysis packages. Also, techniques from related fields can be used to solve specific problems, such as using numerical optimization packages for regression and general data fitting problems. These possibilities are currently under investigation, however, in this paper the aspects of data mining will be restricted to the use of an open source, Java based package of integrated data mining tools.
The Weka Data Mining Tools
A large collection of machine learning algorithms is available at the Weka project site [4, 5] , which features a library of Java classes to carry out many different types of interactive and batch-oriented data mining tasks. The basic aim of Weka's algorithms is to discern meaningful patterns in data, based on a large selection of experimental and proven techniques. The interactive version allows a user to input data values from various sources and to interactively select and configure algorithms to experiment and find possible meaningful data relationships using rules, classification, regression or visualization, among others.
Weka can also be used in a batch mode, which can be important depending on the size of available data or on the type of data mining algorithm. Systematically exploring a huge set of input data using a large collection of data mining algorithms with extensive cross validation checks implies running times unsuitable in interactive use.
Weka provides tools for data preparation and methods for data input, filtering, classification, rule building, clustering and presentation. Of course, not all steps need be carried out in each data mining task. Because Weka is written in Java and available as an open source project, it is possible (and, in fact, encouraged by the authors) to study the algorithms available in Weka in order to understand, modify or extend the algorithms, or even add newly developed methods to the Weka framework.
Weka Input
To show how the Weka data mining tool can be typically used, an analysis of raw data collected from various temperature sensors installed throughout the dam structure will be carried out. Two temperature sensors (labeled D2-5k and D2-6k in the following) are located within the wall of the dam, two other temperature sensors (D2-W-1 and D2-W-2) measure the upstream (water) temperature at two different heights and two further sensors (D2-L-1 and D2-L-2) measure the downstream (air) temperature, also at different heights. The raw data, augmented with the date and time of measurement, are stored in a CSV (Comma Separated Values) formatted file. To allow the data mining tool to identify the type and range of values, additional meta-data is needed. This meta-data along with the raw data is stored in an input file in the socalled ARFF format, as show in Figure 1 
Visualization in Weka
To begin with, an important data mining aid is the visualization of relationships between any two quantities. For example, the plot of the temperature of the water at the first level (D2-W-1) during the entire measurement period from Dec. 5, 2000 until Aug. 12, 2003, is shown in Fig. 2 . As expected, the rise and fall of the temperature follows the usual seasonal changes with small variations which are to be expected under normal meteorological conditions. (The gap at the beginning of the plot is due to missing data from a broken sensor.) Plots for the other temperature sensors show similar, well-behaved curves, indicating that the sensors are basically functioning as expected.
Sometimes a brief inspection of a plot can lead to intriguing questions on the physical nature of a system. For example, Fig. 3 shows the plot of the water temperature measured by sensor D2-W-1 in relation to the core temperature given by sensor D2-6k in the time interval Dec. 15, 2000, until Jan. 14, 2001. As expected, there is a strong correlation between these quantities (in fact, a linear regression gives a value of over 97%). However, the loop at the bottom right in the plot shows there an apparent time lag between the changes in the core and the water temperature (hysteresis), and it remains to be seen what particular physical causal relationship and possible relevance can be deducted from the structural system. Looking at the entire time interval, the correlation between the water temperature at both water levels is shown in Fig. 4 . Besides a phase of clearly strong linear correlation between water temperatures (the linear segment in the lower half), there also appears to be a phase with an apparent time lag between the temperature values. Also, as can be seen, the water temperature varies much greater at higher temperatures than during lower temperature. Again, these quick insights can form the starting point for detailed analysis in the creation of a numerical model. 
Qualitative Analysis in Weka
Another use of a data mining tool like Weka is to explore the degree of precision needed to compute various dependent quantities. Two basic techniques to accomplish this are the computation of linear regressions between numeric values and a decision table between discrete values. In the former case, the date and time attributes have been converted into real values, in the latter case, numerical sensor data was split evenly into ten equal, discrete intervals. Such data transformations are necessary because data mining algorithms usually assume data is either available as a continuous, real number or can be enumerated as a list of nominal values. 8
10-fold cross-validation === Classifier model (full training set) === Decision A sample output of an analysis run is shown in Fig. 5 . It shows all the information regarding the type and parameters of the data mining algorithm used, the analysis results and a summary of a cross validation. The reader interested in the details is referred to the Weka documentation given in the references. Table 1 presents the results of using decision tables to determine the attribute D2-W-2. In the most general case, we can allow all attributes to be used. The first line of Table 1 shows that this approach results in a set of 574 rules with a correlation coefficient of over 99% and a mean absolute error (MAE) of about 0.4 C. (Note that the attributes "Time" and the air temperature D2-L-2 are not used, even in the general case.)
Restricting the dependency of D2-W-2 to water and air temperatures alone (line 2 in Table 1 ) reduces the number of rules to only 185. The correlation coefficient is still high (95%), but the MAE increases to 1.4 C. In an even simpler model (line 3), it is assumed that the water temperature at level 2 depends only on the water temperature at level 1, producing very few rules (10 rules, one for each discrete interval). The correlation coefficient drops to 85% and the MAE increases still further to 2.8 C. Finally, the last two lines in Table 1 show the results of trivially defining the water temperature at level 2 on a daily basis and in intervals of about 10 days. In the first case, we get an expected large number of rules (971, one for each day of measurement) with very precise predictions. In the second case we have 100 rules, but still very accurate results. Which of these alternatives, if any, is usable in a hypothetical simulation model depends, of course, upon other factors not within the scope of this paper. Using linear regression, a similar study gives the results shown in Table  2 . Again, using all attributes results in the equation with a correlation coefficient of over 97% and a MAE of 1 C. Reducing the dependency of D2-W-1 to other attributes give simpler equations, but reduces the values of the correlation coefficient and increases the MAE, as expected. Also, the computational effort involved in the use of linear regression equations remains low. Finally, referring back to Fig. 2 , the water temperature is obviously not linear with regard to the date. 
Conclusions
A data mining tool such as Weka can be used as a starting point to gain information from raw data. If the data is, as in this case, the result of physical measurements, we can try to find meaningful relationships between physical quantities and exploit this information in modeling and simulation. If the data signifies, as a further example, critical situations or allows an expert the assess the state of a system, data mining can be used to identify such critical situations at an early stage. Discovering long term and non-obvious trends in data also be an important data mining result. Of course, like any powerful tool, it is always up to the knowledgeable and reasoning user to use such a tool wisely and to its full extent.
