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Abstract
We introduce a Schur transformation for generalized Nevanlinna functions and show that it can be used
in obtaining the unique minimal factorization of a class of rational J-unitary 2 × 2 matrix functions into
elementary factors from the same class.
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1. Introduction
1. In this paper, z1 is a fixed point in the open upper half plane C+. We study rational 2 × 2
matrix functions(z) which have a pole only in the point z∗1, that is, their entries are polynomials
in 1/(z − z∗1), and which are J-unitary, that is, satisfy on the real line R:
(z)J(z)
∗ = J, z ∈ R, J :=
(
0 1
−1 0
)
. (1.1)
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The main results are the existence and essential uniqueness of a minimal factorization of such a
matrix function into elementary factors which have the same properties, and the analytic descrip-
tion of the elementary factors, see Theorems 6.2 and 6.4.
The assumption (1.1) on (z) does not imply that (z) is J-inner, which would mean that
the kernel
K(z, w) = J −(z)J(w)
∗
2π(z − w∗) (1.2)
is positive. However, due to our assumption that (z) is a polynomial in 1/(z − z∗1), this kernel
has a finite number of negative (and positive) squares. This indefinite setting implies that the
elementary factors can become more complicated than in the positive definite case, see formula
(6.3).
The results of the present paper can be viewed as analogs of the results obtained in [4]. There
the extension of the classical Schur transformation to generalized Schur functions as defined
and studied, for example, in the book [13] and the papers [14,15,2,3], played an important role.
In this paper we use a corresponding transformation for Nevanlinna functions and generalized
Nevanlinna functions, which we also call Schur transformation and which, to our knowledge,
appears here for the first time.
The factorization result of this paper is also an analog of the factorization for J-unitary 2 × 2
matrix polynomials, which was proved in [7] and which corresponds to the case that z1 = ∞;
there the role of the Schur transformation was played by a generalization of a lemma of Akhiezer
(or the first step in the continued fraction expansion) for Nevanlinna functions to generalized
Nevanlinna functions which tend to zero if z → ∞ along the imaginary axis. A corresponding
result for a real point z1 will be considered elsewhere; it is the analog to the case of a rational
matrix function with a pole on the unit circle which is Jc-unitary outside the pole, where
Jc =
(
1 0
0 −1
)
,
see [5].
Similar to [4,7,5], the main tool for proving the factorization in the present paper is a result
on finite dimensional reproducing kernel Pontryagin spacesP() with reproducing kernel (1.2),
see Theorem 5.2. It states that for a rational J-unitary 2 × 2 matrix function (z) with a single
pole this space consists of exactly one Jordan chain of the difference-quotient or backward-shift
operator
R0f(z) = f(z) − f(0)
z
, f(z) ∈ P(). (1.3)
Theorem 5.2 is obtained from more general factorization and realization results from [9–11], see
Theorem 5.1 and the remarks following it. Note that P() is the state space for an underlying
minimal realization of (z), which is given in formula (5.5).
2. We recall some definitions which were used above and will be used in the sequel. The function
N(z) is called a generalized Nevanlinna function with κ negative squares if it is meromorphic in
C+ and the kernel
LN(z,w) = N(z) − N(w)
∗
z − w∗
=
(
1 −N(z)) J ( 1−N(w)∗
)
z − w∗
 (1.4)
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has κ negative squares in hol+(N), the domain of holomorphy of N(z) in C+. We denote this
class of functions by Nκ . We often extend the domain of definition of N(z) to the open lower
half plane C− by setting N(z∗) = N(z)∗ with z ∈ hol+(N) and by holomorphy to those points
of the real axis where this is possible. The domain of holomorphy of the extended function will
be denoted by hol(N). The kernel LN(z,w) considered on hol(N) still has κ negative squares,
see [16]. If κ = 0 the class N0 consists of all Nevanlinna functions: these are the functions
N(z) which are holomorphic on C \ R, that is, C \ R ⊂ hol(N), and satisfy N(z∗)∗ = N(z) and
Im N(z)/Im z  0 on this set. We extend the class N0 by adding to it the function identically equal
to ∞. The extended class is also denoted by N0, and we set N = ∪κ0Nκ . By Nz1κ we denote
the class of functions from Nκ which are holomorphic at z1 and, finally, we set Nz1 = ∪κ0Nz1κ ;
here, again, the constant ∞ is considered to be an element of Nz1 . A function f (z), which is
defined on a subset of C which is symmetric with respect to the real axis, will be called real if
f (z∗) = f (z)∗; thus Nevanlinna functions are real, and a polynomial in z is real if and only if its
coefficients are real.
Recall that a function s(z) is a Schur function if it is defined and holomorphic on the open unit
disk D and satisfies |s(z)|  1, z ∈ D. If s(z) is not equal to a unimodular constant, its Schur
transform ŝ(z) is defined by
ŝ(z) = 1
z
s(z) − s(0)
1 − s(z)s(0)∗ (1.5)
and is again a Schur function. The function s(z) is a generalized Schur function with κ negative
squares if it is meromorphic in D and the kernel
Ks(z,w) := 1 − s(z)s(w)
∗
1 − zw∗ , z, w ∈ hol(s),
has κ negative squares. For the extension of the Schur transformation (1.5) to generalized Schur
functions we refer to [13–15].
A 2 × 2-matrix function
(z) =
(
a(z) b(z)
c(z) d(z)
)
(1.6)
defines a fractional linear transformationT(z) in the set of complex functions N(z) through the
relation
T(z)(N(z)) = a(z)N(z) + b(z)
c(z)N(z) + d(z) . (1.7)
It has the propertiesT1(z)2(z)(N(z)) =T1(z)(T2(z)(N(z))), so that, if (z)−1 is defined,
then
T−1(z)(N(z)) =T(z)−1(N(z)).
The connection between the Schur transformation and the factorization of 2 × 2-matrix functions
is based on the fact that for the analog of the Schur transformation (1.5) for generalized Nevanlinna
functions the matrix functions (z), corresponding to the inverse Schur transformation, are the
elementary J-unitary factors. Therefore the minimal factorization of a given rational J-unitary
2 × 2 matrix function(z) can be obtained by a repeated application of the Schur transformation
which we call the Schur algorithm.
3. A brief synopsis is as follows. In the next section, for a given function N(z) ∈ Nz1 we
introduce two fractional linear transforms N̂S(z), N̂(z), which are simply related by N̂S(z) =
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−N̂(z)−1. It is N̂S(z) which is formally similar to the classical Schur transformation (1.5), how-
ever, N̂(z) seems to be more appropriate for our purpose. Therefore it is N̂(z) what we call the
Schur transformation for generalized Nevanlinna functions in this paper.
In Section 4, with a given function N(z) ∈ N the reproducing kernel Pontryagin space for the
kernel LN(z,w) from (1.4) is introduced and studied. Section 5 is concerned with the reproducing
kernel spaceP() generated by a rational J-unitary 2 × 2-matrix function(z). If this function
has a single pole in z∗1 the structure of this space is particularly simple, see Theorem 5.2. This is used
in Section 6 to prove that such a function(z) admits an essentially unique minimal factorization
into elementary factors. In Section 7 the Schur transformation N̂(z) of the generalized Nevanlinna
function N(z) is considered in the context of the reproducing kernel Pontryagin spaces of N(z),
N̂(z) and(z). Finally, the Schur algorithm for obtaining a minimal factorization is explained in
Section 8.
4. As to the motivation of the definition of the Schur transform of generalized Nevanlinna func-
tions, in the simplest case Im ν0 > 0 the formula can also be obtained by Cayley transformation
from the Schur transformation (1.5); see (2.13). In the general case it is chosen such that, similar
as for the Schur transformation of generalized Schur functions, in the operator realizations of the
functions (the given function and its transformation) it leads to a reduction of the state space by
the first non-degenerated space in the chain of invariant subspaces of the corresponding difference
quotient operator. This geometric feature of the analytic definition of the transformation given
here will be treated in a subsequent paper.
2. The Schur transformation I
1. Recall that z1 ∈ C+ is fixed. We consider a function N(z) ∈ Nz1 , which is not equal to a
real constant or ∞, and denote its Taylor coefficients at z1 by νj , j = 0, 1, 2, . . .
N(z) =
∞∑
j=0
νj (z − z1)j . (2.1)
In this section we associate with N(z) the two fractional linear transformations
N˜S(z) = N(z) − α(z)|ν0|2 − β(z)N(z) , (2.2)
N˜(z) = β(z)N(z) − |ν0|
2
N(z) − α(z) ; (2.3)
evidently, N˜(z) = −1/N˜S(z). The functions α(z) and β(z), which appear in (2.2) and (2.3),
depend on whether Im ν0 /= 0 or Im ν0 = 0.
Case Im ν0 /= 0:
In this case the functions α(z) and β(z) are linear and defined as follows.
α(z) = ν0(z − z
∗
1) − ν∗0 (z − z1)
z1 − z∗1
= ν0 + ν0 − ν
∗
0
z1 − z∗1
(z − z1), (2.4)
β(z) = ν
∗
0 (z − z∗1) − ν0(z − z1)
z1 − z∗1
= ν∗0 −
ν0 − ν∗0
z1 − z∗1
(z − z1). (2.5)
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Case Im ν0 = 0:
In this case we first define a real polynomial p(z). Since N(z) is not identically equal to a
real constant, there is a smallest integer k  1 such that νk /= 0. Define the complex numbers aj
formally by
(N(z) − ν0)
∞∑
j=0
aj (z − z1)j = (z − z1)k(z − z∗1)k, (2.6)
so that in particular,
aj νk + aj−1νk+1 + · · · + a0νk+j =
(
k
j
)
(z1 − z∗1)k−j , j = 0, 1, . . . , k. (2.7)
By p(z) we denote the polynomial
p(z) =
k−1∑
j=0
aj (z − z1)j +
2k−1∑
j=k
bj (z − z1)j (2.8)
of degree 2k − 1, where the coefficients a0, a1, . . . , ak−1 are given by (2.6) and the coefficients
bj , j = k, k + 1, . . . , 2k − 1, are determined such that p(z∗) = p(z)∗. That by this property of
p(z) the coefficients bj and hence p(z) are uniquely determined can be seen as follows. From
(2.8) and the requirement p(z) = p(z∗)∗ we obtain
2k−1∑
j=k
bj (z − z1)j =
k−1∑
j=0
a∗j (z − z∗1)j −
k−1∑
j=0
aj (z − z1)j +
2k−1∑
j=k
b∗j (z − z∗1)j .
Taking the ith derivatives of the functions on both sides, i = 0, 1, . . . , k − 1, and then evaluating
them at z∗1 we get a system of k equations for the k unknowns bk, bk+1, . . . , b2k−1:
2k−1∑
j=k
bj
j !
(j − i)! (z
∗
1 − z1)j−i = i!a∗i −
k−1∑
j=i
aj
j !
(j − i)! (z
∗
1 − z1)j−i , i = 0, 1, . . . , k − 1.
Since the coefficient matrix of this system is invertible, these unknowns are uniquely determined.
Finally, we define the functions α(z) and β(z) as follows:
α(z) = ν0 + (z − z1)
k(z − z∗1)k
p(z)
, β(z) = ν0 − (z − z1)
k(z − z∗1)k
p(z)
. (2.9)
Remark 2.1. In the transformations (2.2) and (2.3) for N(z) ≡ |ν0|2/β(z) and N(z) ≡ α(z),
respectively, we obtain the constant ∞ as the transformed function. It is easy to see that, for
example, in case Im ν0 /= 0 the relation N(z) ≡ α(z) means that N(z) is any (non-constant) real
linear function, whereas the relation N(z) ≡ |ν0|2/β(z) means that N(z) is of the form N(z) =
c/(λ0 − z) with real numbers λ0 and c /= 0. In the case Im ν0 = 0 the relation N(z) ≡ α(z) means
that N(z) is of the form
N(z) = ν0 + (z − z1)
k(z − z∗1)k
p(z)
,
and the relation N(z) ≡ |ν0|2/β(z) means that N(z) is of the form
N(z) = ν
2
0p(z)
ν0p(z) − (z − z1)k(z − z∗1)k
,
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where in both cases k is an integer  1 and p(z) is any real polynomial of degree at most 2k − 1
satisfying p(z1) /= 0. In the following, if we impose for instance the assumption N(z) /≡ α(z), in
case Im N(z1) /= 0 we mean that N(z) is not a real linear function of z, and in case Im N(z1) = 0,
that N(z) is not of the form
N(z) = N(z1) + (z − z1)
k(z − z∗1)k
p(z)
with k and p(z) as above.
Lemma 2.2. Consider the functions
N(z) − α(z), β(z)N(z) − |ν0|2, (2.10)
which appear as the numerator and denominator in the two linear fractional transformations
(2.2) and (2.3). These functions are real and, if not being identically equal to zero, they have a
zero at z1. In case Im ν0 /= 0 the minimum of the orders of the zero z1 of these functions equals
1, in case Im ν0 = 0 it equals 2k. More exactly, the following holds: In case Im ν0 /= 0 we have
N(z) − α(z) =
(
ν1 − ν0 − ν
∗
0
z1 − z∗1
)
(z − z1) +
∞∑
j=2
νj (z − z1)j ,
β(z)N(z) − |ν0|2 =
(
ν∗0ν1 − ν0
ν0 − ν∗0
z1 − z∗1
)
(z − z1)
+
∞∑
j=2
(
ν∗0νj − νj−1
ν0 − ν∗0
z1 − z∗1
)
(z − z1)j
and in case Im ν0 = 0 we have for z → z1
N(z) − α(z) = ν2k
bk − ak
(z1 − z∗1)k
(z − z1)2k + O((z − z1)2k+1),
β(z)N(z) − |ν0|2 = ν2k
(
ν0
bk − ak
(z1 − z∗1)k
− 1
)
(z − z1)2k + O((z − z1)2k+1).
In both cases the two leading coefficients on the right cannot be zero simultaneously.
Proof. The proof of the formulas in the case Im ν0 /= 0 can be obtained by using the expansions
of N(z), α(z) and β(z) in powers of (z − z1) and equating coefficients. We omit the details.
As to the formulas for the case Im ν0 = 0, we have for z → z1, using (2.8) and (2.7),(
N(z) − ν0
(z − z1)k + O((z − z1)
k+1)
)
p(z)
= (νk + · · · + ν2k(z − z1)k + O((z − z1)k+1))
× (a0 + · · · + ak(z − z1)k + (bk − ak)(z − z1)k + O((z − z1)k+1))
=
k∑
j=0
(aj νk + aj−1νk+1 + · · · + a0νk+j )(z − z1)j
+ νk(bk − ak)(z − z1)k + O((z − z1)k+1)
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=
k∑
j=0
(
k
j
)
(z1 − z∗1)k−j (z − z1)j + νk(bk − ak)(z − z1)k + O((z − z1)k+1)
= (z − z∗1)k + νk(bk − ak)(z − z1)k + O((z − z1)k+1).
Multiplying throughout by (z − z1)k/p(z), rearranging terms, and using that p(z1) = (z1 −
z∗1)k/νk , we obtain
r(z) := (z − z1)
k(z − z∗1)k
p(z)
= N(z) − ν0 + νk(ak − bk)(z − z1)
2k + O((z − z1)2k+1)
p(z)
= N(z) − ν0 + ν2k
bk − ak
(z1 − z∗1)k
(z − z1)2k + O((z − z1)2k+1).
It follows that
N(z) − α(z) = N(z) − ν0 − r(z) = ν2k
bk − ak
(z1 − z∗1)k
(z − z1)2k + O((z − z1)2k+1)
and
β(z)N(z) − ν20
= (ν0 − r(z))
(
ν0 + r(z) + ν2k
bk − ak
(z1 − z∗1)k
(z − z1)2k + O((z − z1)2k+1)
)
− ν20
= −r(z)2 + ν0ν2k
bk − ak
(z1 − z∗1)k
(z − z1)2k + O((z − z1)2k+1)
= ν2k
(
ν0
bk − ak
(z1 − z∗1)k
− 1
)
(z − z1)2k + O((z − z1)2k+1). 
2. Now we return to the transformations (2.2) and (2.3). Under the assumption that
N(z) /≡ |ν0|2/β(z), N(z) /≡ α(z), (2.11)
according to Lemma 2.2, in the quotients in (2.2) and (2.3) the common zeros at z1 (and hence,
by symmetry, also at z∗1) cancel, in case Im ν0 /= 0 this is a zero of order 1 and in case Im ν0 = 0
this zero is of order 2k. The functions N˜S(z) and N˜(z) are either holomorphic or have a pole at z1
(and z∗1). The latter holds if the order n of the zero of the denominator is larger than the order of
the zero of the numerator, and then the order of this pole is equal to n − 1 if Im ν0 /= 0 and equal
to n − 2k if Im ν0 = 0. Moreover, also without the assumption (2.11) we have
N(z) ∈ Nz1 ⇒ N˜S(z), N˜(z) ∈ N. (2.12)
This implication, which is trivial if N˜S(z) or N˜(z) are identically equal to ∞, can be proved by
writing out the corresponding kernels, see also Theorem 7.3 for a precise statement about the
numbers of negative squares of the functions N˜S(z) and N˜(z).
If N(z) /≡ ∞ is a Nevanlinna function: N(z) ∈ N0, then N˜S(z) and N˜(z) are also Nevanlinna
functions. One way to see this is to use the Cayley transformation of the independent and the
dependent variable: The relation
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s
(
z − z1
z − z∗1
)
= N(z) − ν0
N(z) − ν∗0
(2.13)
gives a one-to-one correspondence between all Nevanlinna functions N(z) and all Schur functions
s(z). Since N(z) is a Nevanlinna function with N(z1) = ν0, the corresponding Schur function
s(z) satisfies s(0) = 0, hence its Schur transform (1.5) is the Schur function ŝ(z) = s(z)/z, and
straightforward calculations yield that the Nevanlinna function corresponding to ŝ(z) is precisely
the function N˜(z) given by (2.3) with α(z) and β(z) given by (2.4) and (2.5).
Another way to see this is as follows. If N(z) is a Nevanlinna function then α(z) and 1/β(z) are
Nevanlinna functions and hence the functions N(z) − α(z) and N(z) − |ν0|2/β(z) are of class
N1. Since functions from this class can have at most one simple zero in the upper half plane,
see [17], both functions N˜S(z) and N˜(z) are holomorphic in the upper half plane. Further, if we
replace N(z) by Nε(z) = N(z) + iε with ε > 0 it is not hard to see that the imaginary part of the
corresponding transforms N˜ε,S(z) and N˜ε(z) is non-negative. By letting ε → 0 we see that the
imaginary part of N˜S(z) and N˜(z) is non-negative.
The transformation (2.2) is an analog of the Schur transformation for Schur functions. In fact,
if s(z) a Schur function which is not equal to a unimodular constant, its Schur transform ŝ(z) is
defined by (1.5):
ŝ(z) = 1
z
s(z) − s(0)
1 − s(z)s(0)∗
and is again a Schur function. If N(z) is a Nevanlinna function, that is, it belongs to the class
N0, then (since N(z) is assumed to be not identically equal to a real constant) Im ν0 > 0 and the
function α(z) in the numerator of (2.2) is linear and coincides with N(z) in the points z1 and z∗1. In
the Schur case the role of the function α(z) is played by the constant function given by the value
of s(z) at the point z = 0. Since for a Nevanlinna function N(z) the function N1(z) := N˜S(z)
is again a Nevanlinna function, we can apply the fractional linear transformation (2.2) repeat-
edly until we get a real constant. This way we obtain a finite or infinite sequence of functions
Nj(z) = N˜j−1,S(z), j = 2, 3, . . . The finite or infinite sequence of the numbers Nj(z1) is the
analog of the sequence of Schur parameters for Schur functions.
3. The transformations (2.2) and (2.3) are also related to a basic interpolation problem for
generalized Nevanlinna functions. To see this, we invert these transformations and express N(z)
in terms of N˜S(z) and N˜(z):
N(z) = |ν0|
2N˜S(z) + α(z)
β(z)N˜S(z) + 1
, N(z) = α(z)N˜(z) − |ν0|
2
N˜(z) − β(z) . (2.14)
If in the first formula we vary N˜S(z) over all of N, then the functions N(z) in, for example, the
case that Im ν0 = 0 satisfy, as z → z1,
N(z) = ν0 + νk(z − z1)k + · · · + ν2k−1(z − z1)2k−1 + O((z − z1)2k). (2.15)
Indeed, with
r(z) = (z − z1)
k(z − z∗1)k
p(z)
,
as in the proof of Lemma 2.2, we have α(z) = ν0 + r(z) and β(z) = ν0 − r(z) and hence
N(z) − ν0 = ν0N˜S(z)(ν0 − β(z)) + α(z) − ν0
β(z)N˜S(z) + 1
D. Alpay et al. / Linear Algebra and its Applications 419 (2006) 675–709 683
= r(z) ν0N˜S(z) + 1
(ν0 − r(z))N˜S(z) + 1
= r(z) + r(z)2 N˜S(z)
1 + (ν0 − r(z))N˜S(z)
= νk(z − z1)k + · · · + ν2k−1(z − z1)2k−1 + O((z − z1)2k).
Thus the first formula in (2.14) can be seen as the parametrization formula for solutions satisfying
the expansion in (2.15) with N˜S(z) being the parameter. Also the second equality is a parametriza-
tion formula for the same problem but now the parameter is given by N˜(z); the connection between
the formulas is given by the connection between the parameters: N˜(z) = −1/N˜S(z). Schur param-
eters, interpolation, realizations in terms of self-adjoint operators in Pontryagin spaces, and related
questions for generalized Nevanlinna functions will be considered elsewhere.
4. For the aim of this paper, the application of the transformations (2.2) and (2.3) to the factor-
ization of rational J-unitary 2 × 2 matrix functions, it is more suitable to use the transformation
N˜(z) instead of N˜S(z), although the latter is formally closer to the classical Schur transformation.
As we observed above, if N(z) ∈ Nz1 then N˜(z) belongs to N but can have a pole at z1. In order
to stay in the class Nz1 , we define the Schur transform N̂(z) as follows:
N̂(z) =

∞ if N(z) ≡ α(z),
N˜(z) if N˜(z) is holomorphic at z1,
N˜(z) − h(z) − h(z∗)∗ if N˜(z) has a pole at z1,
(2.16)
where (see (2.3) with (2.4) and (2.5) with (2.9), respectively)
N˜(z) =

ν∗0 (z − z∗1) − ν0(z − z1)
z1 − z∗1
N(z) − |ν0|2
N(z) − ν0(z − z
∗
1) − ν∗0 (z − z1)
z1 − z∗1
if Im ν0 /= 0,
(
ν0 − (z − z1)
k(z − z∗1)k
p(z)
)
N(z) − ν20
N(z) −
(
ν0 + (z − z1)
k(z − z∗1)k
p(z)
) if Im ν0 = 0,
(2.17)
p(z) is the real polynomial given by (2.8), and h(z) in (2.16) is the principal part of the Laurent
expansion of N˜(z) at z1, and then h(z∗)∗ is the principal part of the Laurent expansion of N˜(z) at
z∗1. As was mentioned before, if N(z) is a Nevanlinna function and not of the form N(z) = a + bz
then the definition of N̂(z) simplifies to
N̂(z) =
ν∗0 (z − z∗1) − ν0(z − z1)
z1 − z∗1
N(z) − |ν0|2
N(z) − ν0(z − z
∗
1) − ν∗0 (z − z1)
z1 − z∗1
.
3. The inverse Schur transformation
1. In the sequel, it is not the Schur transformation but its inverse which plays a role. As fractional
linear transformation, this inverse Schur transformation is according to (1.7) determined by a
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2 × 2-matrix function (z) which we shall consider now. For a given function N(z) ∈ N which
is not linear and not of the form N(z) = α(z), the function N˜(z) is defined by (2.17), which we
write now as
N(z) =T(z)(N˜(z)).
The second transformation is to delete a possible pole of N˜(z) at z1:
N˜(z) =T˜(z)(N̂(z));
here, clearly, ˜(z) is the 2 × 2-unit matrix I2 if the function N˜(z) is holomorphic at z1. Now the
inverse Schur transformation can be written as
N(z) =T(z)(N˜(z)) =T(z)(T˜(z)(N̂(z))) =T(z)(N̂(z))) (3.1)
with
(z) = (z)˜(z).
This matrix function (z) is called the coefficient matrix associated with the inverse Schur
transformation for N(z).
With the notation used in Section 2.1, the inverse Schur transformation can also be written as
N(z) = α(z)(N̂(z) + h(z) + h(z
∗)∗) − |ν0|2
N̂(z) + h(z) + h(z∗)∗ − β(z) ,
where the functions α(z) and β(z) depend on whether Im N(z1) /= 0 or = 0, see (2.4), (2.5), and
(2.9). Now it is not hard to see that the matrices (z) and ˜(z) can be chosen as follows; here
and in the sequel we set
b(z) = z − z1
z − z∗1
.
Case Im ν0 /= 0:
(z) =
(
I2 + (b(z) − 1)uu
∗J
u∗Ju
)
, u =
(
ν∗0
1
)
; (3.2)
observe that u∗Ju = ν0 − ν∗0 /= 0.
Case Im ν0 = 0:
(z) =
(
b(z)
kI2 − p(z)
(z − z∗1)2k
uu∗J
)
, u =
(
ν0
1
)
; (3.3)
observe that in this case u∗Ju = ν0 − ν∗0 = 0.
Finally, in both cases for the matrix function ˜(z) we have ˜(z) = I2 if N˜(z) is holomorphic
at z1, otherwise
˜(z) =
(
1 h(z) + h(z∗)∗
0 1
)
b(z)
q, (3.4)
where q is the order of the pole of N˜(z) in z1 and h(z) is the principal part of the Laurent expansion
of N˜(z) at z1. Note that the entries of(z) have a pole only at z∗1 and that the scalar factor b(z)q
in the definition of ˜(z) ensures that all entries of this matrix function have the same property.
The matrix function in (3.3) is the analog of the matrix function first introduced by Chamfy [14]
in the circle case, see [4, (5.10)].
D. Alpay et al. / Linear Algebra and its Applications 419 (2006) 675–709 685
2. The following theorem contains some information about transformations with a matrix
function of the form (3.3).
Theorem 3.1. Let (z) be of the form
(z) = b(z)kI2 − p(z)
(z − z∗1)2k
uu∗J, 0 /= u =
(
a
b
)
, a, b ∈ C, ab∗ = a∗b,
where k is an integer  1, p(z) is a real polynomial of degree  2k − 1 with p(z1) /= 0. Let
N1(z) ∈ N, N1(z) /≡ ∞, and set N2(z) =T(z)(N1(z)).
(i) If N2(z) has a pole at z1, N1(z) is holomorphic at z1, and bN1(z1) /= a, then b = 0, hence
a /= 0, and
N1(z) = N2(z) + |a|
2p(z)
(z − z1)k(z − z∗1)k
, (3.5)
that is,
−|a|2p(z)
(z − z1)k(z − z∗1)k
is the sum of the principal parts of N2(z) at z1 and z∗1.
(ii) If N2(z) is holomorphic at z1 and has the Taylor expansion
N2(z) =
∞∑
j=0
νj (z − z1)j , νj ∈ C,
and N1(z) either has a pole at z1 and is not of the form (3.5), or is holomorphic at z1 and
bN1(z1) /= a, then b /= 0, ν0 = a/b, ν1 = · · · = νk−1 = 0, νk /= 0, and |b|2p(z) is obtained from
N2(z) by the formula (2.6) with N(z) replaced by N2(z): it is the uniquely determined real
polynomial of degree at most 2k − 1 such that |b|2p(j)(z1) = j !aj , j = 0, 1, . . . , k − 1.
In item (i) of the theorem the functions N1(z) and N2(z) are related to the functions N̂(z) and
N˜(z), respectively, in the definition of the Schur transformation: the assumption that the latter has
a pole at z1 implies that(z) is of the form ˜(z). In item (ii) the two functions are related to N˜(z)
and N(z), respectively: in the definition of the Schur transformation, if N˜(z) is holomorphic at
z1, then (see Lemma 2.2 with Im ν0 = 0)
N˜(z1) = ν0 − (z1 − z
∗
1)
k
bk − ak /= ν0,
which corresponds to the assumption that bN1(z1) /= a; if N˜(z) has a pole at z1, then one can
show that N̂(z) /= N(z) which corresponds to the assumption that (3.5) does not hold.
Proof of Theorem 3.1. The equality N2(z) =T(z)(N1(z)) reads in full:
N2(z) = [(z − z1)
k(z − z∗1)k − ab∗p(z)]N1(z) − |a|2p(z)
|b|2p(z)N1(z) + [(z − z1)k(z − z∗1)k − a∗bp(z)]
.
(i) If b /= 0 then a/b ∈ R and the denominator equals
|b|2p(z)(N1(z) − a/b) + (z − z1)k(z − z∗1)k.
Since p(z1) /= 0 and N1(z1) /= a/b the denominator does not have a zero at z = z1 which con-
tradicts the assumption that N2(z) has a pole there. Hence b = 0 and the formula (3.5) for N2(z)
easily follows.
(ii) If b = 0 then the formula (3.5) holds which contradicts the assumption that N2(z) is
holomorphic at z1 if N1(z) is holomorphic at z1 and the assumption that (3.5) does not hold if
N1(z) has a pole at z1. Hence b /= 0, a/b ∈ R, and
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|b|2p(z)(N2(z) − a/b) = (z − z1)k(z − z∗1)k
(
1 − N2(z) − a/b
N1(z) − a/b
)
.
Since N1(z) − a/b has a pole at z1 or, if it is holomorphic at z1, does not have a zero in that point,
the righthand side is O(z − z1)k , z → z1, hence the Taylor coefficients ν0, . . . , νk of N2(z) have
the properties mentioned in (ii). From the above equality it now follows that
|b|2p(z)(N2(z) − a/b) = (z − z1)k(z − z∗1)k + O((z − z1)2k), z → z1,
and we obtain |b|2p(j)(z1) = j !aj , j = 0, . . . , k − 1, with aj as in (2.6). 
4. L(N) spaces
1. We recall the definition of the kernel LN(z,w) from relation (1.4):
LN(z,w) = N(z) − N(w)
∗
z − w∗
=
(
1 −N(z)) J ( 1−N(w)∗
)
z − w∗
 .
The reproducing kernel Pontryagin space associated with the kernel LN(z,w) with z,w ∈ hol(N)
will be denoted byL(N) and the reproducing kernel Pontryagin space associated with the same
kernel but now with z,w restricted to hol+(N) will be denoted byL+(N). The spaces “coincide”
if there is a real interval where N is holomorphic: the elements of the one are the analytic
continuations of the elements of the other. We first give some examples.
Example 1. LetN(z) ∈ N be of the formα(z)given by (2.4), that is,N(z) = a + bzwitha, b ∈ R
and b /= 0. Then we have
LN(z,w) = N(z) − N(w)
∗
z − w∗ = b =
ν0 − ν∗0
z1 − z∗1
, ν0 = N(z1).
Thus for any w ∈ C,
b = LN(w,w) = 〈LN(z,w), LN(z,w)〉L(N) = b2〈1, 1〉L(N).
It follows thatL(N) is equal to C endowed with the inner product
〈α, β〉L(N) = β
∗α
b
, α, β ∈ C,
which is positive definite if Im ν0 > 0 and negative definite if Im ν0 < 0.
If, on the other hand, N(z) ∈ N has the form
N(z) = a + b
λ0 − z
with a, b, λ0 ∈ R and b /= 0, then similar calculations show that
b = |λ0 − z1|2 ν0 − ν
∗
0
z1 − z∗1
, ν0 = N(z1),
andL(N) is the linear space of functions α/(λ0 − z), α ∈ C, endowed with the inner product〈
α
λ0 − z ,
β
λ0 − z
〉
L(N)
= β
∗α
b
, α, β ∈ C,
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which is again positive definite if Im ν0 > 0 and negative definite if Im ν0 < 0. Thus in this case
also dimL(N) = 1. One can show that a spaceL(N) is of dimension one if and only if N(z)
has one of the above forms.
Example 2. Let N(z) be of the form α(z) given by (2.9):
N(z) = ν0 + (z − z1)
k(z − z∗1)k
p(z)
,
where ν0 is real, k is an integer  1 and p(z) is a real polynomial of degree  2k − 1 such that
p(z1) /= 0. Set
M(z) = −1/(N(z) − ν0) = − p(z)
(z − z1)k(z − z∗1)k
= h(z) + h(z∗)∗,
where h(z) is the principal part of the Laurent expansion of M(z) at the point z1:
h(z) =
k∑
j=1
hj
(z − z1)j
with hj ∈ C and hk /= 0. From
LN(z,w) = (N(z) − ν0)LM(z,w)(N(w) − ν0)∗
we see that M(z) is a generalized Nevanlinna function with the same number of negative squares
as N(z) and the operator of multiplication by (N(z) − ν0) is a unitary mapping fromL(M) onto
L(N). Thus it suffices to describe the space L(M), see, for example, [8, Theorem 1.5.7]. We
find that it is spanned by the 2k linearly independent functions
fj (z) = 1
(z − z1)j , fk+j (z) =
1
(z − z∗1)j
, j = 1, 2, . . . , k,
and that the Gram matrix G of these functions:
G = (gm,n)2km,n=1, gm,n = 〈fn(z), fm(z)〉L(M),
is given by
G =
(
0 H ∗
H 0
)
, H =

h1 h2 . . . hk
h2 . . . · · · 0
...
...
...
...
hk 0 . . . 0

−1
.
Thus the spaceL(M) and hence also the spaceL(N) is a Pontryagin space of dimension 2k and
with negative index equal to k.
For the next examples and later use we denote by H2 the Hardy space on C+, that is, the
reproducing kernel Hilbert space of scalar functions analytic in C+ with reproducing kernel
(z, w) → 1−2π i(z − w∗) ,
and by H22 the space of 2-vector functions with entries in H2 with inner product
〈f, g〉H22 = 〈f1, g1〉H2 + 〈f2, g2〉H2 , f =
(
f1
f2
)
, g =
(
g1
g2
)
.
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The space H22 endowed with the indefinite inner product
〈f, g〉H2,J = 〈−iJf, g〉H22
will be denoted by H2,J . It is a Krein space and has the reproducing kernel
(z, w) → J
2π(z − w∗) .
Finally, the Hardy space H−2 on C
− is the reproducing kernel Hilbert space of functions analytic
in C− and with reproducing kernel
(z, w) → 1
2π i(z − w∗) .
Example 3. The spaceL(N) corresponding to the functionN(z) = ±i, z ∈ C±, can be described
as follows: f ∈L(N) if and only if there exist functions f+ ∈ H2 and f− ∈ H−2 such that
f |C+ = f+ and f |C− = f−.
Moreover,
‖f ‖2L(N) =
1
4π
(‖f+‖2H2 + ‖f−‖2H−2 ). (4.1)
In particular,L+(i) = H2 as linear spaces.
To see this, denote byH the Hilbert space of functions f on C \ R for which f+ :=f |C+ ∈ H2
and f− :=f |C− ∈ H−2 , equipped with the norm
‖f ‖2H =
1
4π
(‖f+‖2H2 + ‖f−‖2H−2 ).
The function LN(z,w) is an element ofH and
(LN)±(z, w) =
{±2i/(z − w∗), w ∈ C±,
0, w ∈ C∓.
Straightforward calculations for w ∈ C+ and w ∈ C− separately yield
〈f,LN(z,w)〉H = f (w), w ∈ C \ R.
Hence LN(z,w) is the reproducing kernel forH and soH =L(N).
Example 4. We recall that N(z) ∈ N0 has the integral representation
N(z) = a + bz +
∫
R
(
1
t − z −
t
t2 + 1
)
dσ(t), z ∈ hol(N), (4.2)
where a, b ∈ R, b  0, and σ(t) is a non-decreasing function with∫
R
dσ(t)
t2 + 1 < ∞.
We have that
L(N) =
{
F(z) = bϕ +
∫
R
f (t) dσ(t)
t − z , z ∈ C \ R
∣∣∣∣∣f ∈ L2(dσ), ϕ ∈ C
}
.
For a proof of this equality, see [12,6]. It is well known that the linear span of the functions
t → 1
t − w, t ∈ R,
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forw ∈ C \ R is dense in L2(dσ). If we denote by H2(dσ) the closure in L2(dσ) of these functions
when w is restricted to C+, then
L+(N) =
{
F(z) = bϕ +
∫
R
f (t)σ (t)
t − z , z ∈ C+
∣∣∣∣∣f ∈ H2(dσ), ϕ ∈ C
}
.
In both cases the norm of the function F(z) is given by ‖F‖2 = b|ϕ|2 + ‖f ‖2L2(dσ).
2. Let N(z) be a generalized Nevanlinna function. From the general theory (see, for example,
[1, Theorem 2.3.5]) we have that the functions
z → 
j
w∗j
LN(z,w)
∣∣∣∣∣
w=w0
= (1 −N(z))
 jw∗j
J
(
1
−N(w)∗
)
z − w∗
∣∣∣∣∣∣∣∣
w=w0
 ,
j = 0, 1, 2, . . . ,
where w0 ∈ hol(N), belong toL(N). We denote the linear span of the functions in between the
large brackets byM(w0). Note thatM(w0) is invariant under the difference-quotient operator
R0 defined as in (1.3) by
R0f(z) = f(z) − f(0)
z
.
Theorem 4.1. For N(z) ∈ Nz1 the following equalities hold:
L(N) = span {(1 −N)M(z1), (1 −N)M(z∗1)} , (4.3)
L+(N) = span
{
f |C+|f ∈
(
1 −N)M(z1)} . (4.4)
Moreover, the mapping f(z) → √2π (1 −N(z)) f(z) is an isometry from the linear manifold
M(z1) equipped with the H2,J -inner product onto a dense linear manifold ofL+(N).
Proof. If f (z) ∈L(N) is orthogonal to the space on the right of (4.3), then, for all j ∈ N,
f (j)(z1) =
〈
f (z),
j
w∗j
LN(z,w)
∣∣∣∣∣
w=z1
〉
L(N)
= 0,
f (j)(z∗1) =
〈
f (z),
j
w∗j
LN(z,w)
∣∣∣∣∣
w=z∗1
〉
L(N)
= 0,
and hence f ≡ 0. This proves (4.3); the equality (4.4) can be proved in the same way.
Denote by fj (z) the functions
fj (z) = 
j
w∗j
(
N(w)∗
1
)
z − w∗
∣∣∣∣∣∣∣∣
w=z1
, j = 0, 1, . . . (4.5)
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Then 〈√
2π
(
1 −N) fk,√2π (1 −N) fj 〉
L+(N)
= 2π
〈
k
w∗k
LN(·, w)|w=z1 ,
j
v∗j
LN(·, v)
∣∣∣∣∣
v=z1
〉
L+(N)
= 2π 
k+j
vjw∗k
LN(v,w)
∣∣∣∣∣
v=w=z1
= 4π2 
k+j
vjw∗k
〈J ( 1−N(w)∗
)
2π(· − w∗) ,
J
(
1
−N(v)∗
)
2π(· − v∗)
〉
H2,J
∣∣∣∣∣∣∣∣
v=w=z1
= 〈fj , fk〉H2,J .
The last equality follows from Lemma 4.2 with
K1(z, w) = K2(z, w) = J2π(z − w∗)
and A(z) = (1 −N(z)). 
Lemma 4.2. LetH(K1) andH(K2) be reproducing kernel Krein spaces with reproducing nj ×
nj matrix kernelsKj(z,w), j = 1, 2,which are analytic in some common domain ⊂ C.Assume
that A(z) is an analytic n2 × n1 matrix function on  such that the map MA : f (z) → A(z)f (z)
is a bounded operator fromH(K1) intoH(K2). Then
M∗A
(
j
w∗j
K2(z, w)
)
= 
j
w∗j
(K1(z, w)A(w)
∗), j = 0, 1, . . .
The proof can be obtained by computing the inner product of the functions on both sides of
the equality with a function f (z) ∈H(K1). For j = 0 this is a well known result on multipliers
which holds without the analyticity condition (see, for example, [1, pp. 28–29] for a proof).
5. P() spaces
Recall that, with the 2 × 2-matrix function (z), P() is the reproducing kernel Pontryagin
space for the kernel K(z, w) from (1.2):
K(z, w) = J −(z)J(w)
∗
2π(z − w∗) . (5.1)
We gather in the next theorem results on spaces P() which are needed in the sequel. For more
information we refer to [9, Section 6], and in particular to [9, Theorems 6.9 and 6.11]. Here and
in what follows R0 stands for the difference-quotient operator defined by
R0f (z) = f (z) − f (0)
z
for any scalar or matrix function f (z) which is holomorphic at 0.
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Theorem 5.1. Let(z) be a rational 2 × 2 matrix function which is J-unitary on R and has no
pole in the closed upper half plane including ∞. Then:
(i) The operator of multiplication by (z) is an isometry from H2,J into itself.
(ii) The reproducing kernel Pontryagin space P() with reproducing kernel (5.1) is finite
dimensional, is invariant under the difference-quotient operator R0, and admits the repre-
sentation
P() = H2,J 
(
H2,J
)
,
(iii) The following relation holds:
P() = span{Rn0(z)c | n = 1, 2, . . . , c ∈ C2}. (5.2)
(iv) Conversely, any finite dimensional non-degenerate R0-invariant subspace of H2,J is a
reproducing kernel Pontryagin space with reproducing kernel of the form (5.1) where(z)
has the properties mentioned in the first sentence of this theorem.
More generally, letM be a finite dimensional non-degenerate R0-invariant Pontryagin space
of 2-vector functions holomorphic in a neighborhood of the origin such that
〈R0f, g〉M − 〈f, R0g〉M = 2πg(0)∗Jf(0), f, g ∈M. (5.3)
Then the reproducing kernel of M is of the form (1.2) where (z) is a rational 2 × 2 matrix
function, which is J -unitary on R ∩ hol() and holomorphic in a neighborhood of the origin,
see [9, Theorem 6.9]. If the elements of M have no poles in the closed upper half plane, the
identity (5.3) implies that the metric ofM coincides with that of H2,J . Indeed, by polarization
and density, it suffices to prove this last fact for functions of the form
f(z) = u−2π i(z − w∗) , w ∈ C
+, u ∈ C2.
We have R0f(z) = 1
w∗
f(z) and it follows from Eq. (5.3) that
w − w∗
|w|2 〈f, f〉M =
2πu∗Ju
4π2|w|2 , (5.4)
so that
〈f, f〉M = u
∗(−iJ)u
−2π i(w − w∗) = 〈f, f〉H2,J .
If the elements of P() are analytic at infinity, the space P() is spanned by the columns
of a matrix function of the form C(zIm − A)−1, where C and A are matrices of size 2 × m
and m × m, respectively, for some positive integer m. If the pair (C,A) is observable (that is,
∩j0 ker CAj = {0}, or equivalently, m is as small as possible), a minimal realization of(z) is
given by the formula
(z) = I2 − 2πC(zIm − A)−1P−1C∗J, (5.5)
where P is the unique solution of the Lyapunov equation
PA − A∗P = 2πC∗JC. (5.6)
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The matrix function(z) is uniquely determined up to multiplication from the right by a constant
2 × 2 matrix which is J-unitary and hence of the form (see [7, p. 320])
eiϕ
(
a b
c d
)
(5.7)
with real numbers ϕ, a, b, c, and d such that ad − bc = 1. It is useful to note the formula
J −(z)J(w)∗
2π(z − w∗) = C(zIm − A)
−1P−1(w∗Im − A∗)−1C∗. (5.8)
For the two formulas (5.5) and (5.8) we refer to [11, Theorem 2] and [11, Formula (2.24)]. The
minimal size of the matrix A is called the McMillan degree of (z) and it is denoted by deg.
We have
deg = dimP(), (5.9)
see [9, Theorem 8.2] or [11, Theorem 2.4].
The set of rational J-unitary 2 × 2 matrix functions with a single pole at the point z∗1 will be
denoted by Uz
∗
1
 , and an element (z) ∈ U
z∗1
 is called normalized if (∞) = I2. Evidently, the
elements (z) ∈ Uz∗1 satisfy all the assumptions of Theorem 5.1.
Theorem 5.2. If (z) ∈ Uz∗1 is such that (z1) /= 0, then:
(i) The space P() is spanned by a single Jordan chain
g0(z), g1(z), . . . , gr−1(z),
for R0 corresponding to the eigenvalue 1/z∗1, that is, g0(z) /≡ 0 is an eigenvector for R0 to
the eigenvalue 1/z∗1, and
(R0 − 1/z∗1)gj (z) = gj−1(z), j = 1, . . . , r − 1, z ∈ C.
(ii) There exist vectors uj ∈ C2, j = 0, 1, . . . , r − 1, with u0 /= 0 such that also the functions
f0(z) = g0(z) = u0
z − z∗1
, fj (z) = 1
z − z∗1
(fj−1(z) + uj ), j = 1, . . . , r − 1, (5.10)
span the space P().
(iii) For j = 1, . . . , r, we have
span{g0(z), g1(z), . . . , gj−1(z)} = span{f0(z), f1(z), . . . , fj−1(z)}.
(iv) IfM is an R0-invariant subspace of P(), then for some integer, 1  j  r
M = span{f0(z), f1(z), . . . , fj−1(z)}.
Proof. (i) Since, according to Theorem 5.1,P() is finite dimensional and R0-invariant, R0 has
an eigenvalue λ with eigenfunction g0(z): R0g0(z) = λg0(z). This relation and the fact that, by
(5.2), all elements of P() have a pole only at z∗1, imply that λ = 1/z∗1 and that g0(z) is as in
(5.10).
To prove item (i) it suffices to show that the eigenspace of R0 at 1/z∗1 is one dimensional.
Assume on the contrary that it is spanned by the functions
u
z − z∗1
,
v
z − z∗1
,
D. Alpay et al. / Linear Algebra and its Applications 419 (2006) 675–709 693
where u and v are two linearly independent vectors in C2. Again by Theorem 5.1, these two
eigenvectors are orthogonal to H2,J and hence
u∗J(z1) = v∗J(z1) = 0.
This implies that (z1) = 0 and contradicts the assumption of the theorem.
(ii) We denote by G(z) the 2 × r matrix function whose columns coincide with the vectors of
the chain in (i):
G(z) = (g0(z) g1(z) · · · gr−1(z)).
Then (R0 − 1/z∗1)G(z) = G(z)Sr where Sr is the r × r-matrix
Sr =

0 1 . . . 0 0
...
...
...
...
0 0 . . . 1 0
0 0 . . . 0 1
0 0 . . . 0 0
 . (5.11)
Writing this formula out in detail, we obtain
G(z) = G(0) z
∗
1
z∗1 − z
(
I − zz
∗
1
z∗1 − z
)−1
.
Let R = (rij )ri,j=1 be an r × r matrix that satisfies the equation
SrR + z∗21 RSr + z∗1SrRSr = 0. (5.12)
Then R is upper triangular. After assigning arbitrary values to the entries on the first row, R is
unique. R is invertible if and only if r11 /= 0. We choose r11 = 1 and then the other diagonal
elements are given by
rjj = (−z∗21 )j , j = 2, 3, . . . , r.
We claim that
C(z − A)−1 = G(z)R−1,
where C is the 2 × r matrix
C = −z∗1G(0)(I + z∗1Sr)−1R−1
and A = z∗1 + Sr . This follows from the chain of equalities
C(z − A)−1 = −z∗1G(0)(I + z∗1Sr)−1R−1
1
z − z∗1
(
I − 1
z − z∗1
Sr
)−1
= z
∗
1
z∗1 − z
G(0)
[(
I − 1
z − z∗1
Sr
)
R(I + z∗1Sr)
]−1
= z
∗
1
z∗1 − z
G(0)
[
R + zz
∗
1
z − z∗1
RSr
]−1
= G(z)R−1.
Here for the third equality we used (5.12). We denote the columns of C(z − A)−1 by f0(z),
f1(z), . . . , fr−1(z); they have the form indicated in the proof of (ii). Since the first column of R is
the first unit vector in Cr , we have that f0(z) = g0(z).
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(iii) That the spans coincide follows from the upper triangularity and the invertibility of the
matrix R.
(iv) SinceM is R0-invariant it is spanned by g0(z), . . . , gj−1(z) for some j with 1  j  r .
The equality in (iv) follows from (iii). 
6. Elementary factors and factorization
A factorization (or product, depending on the point of view)(z) = 1(z)2(z) of a rational
matrix function (z) which is J-unitary on R ∩ hol(), with two such functions 1(z),2(z)
is called minimal if the degrees add up, that is,
deg = deg1 + deg2.
A minimal factorization (or product) of the above kind is called non-trivial if both factors are
not equal to a J-unitary constant. The 2 × 2 matrix function (z) is called elementary if it
admits no non-trivial minimal factorization. In this section we study the minimal factorization of
(z) ∈ Uz∗1 into elementary factors in U
z∗s1
 .
Theorem 6.1. Let(z) ∈ Uz∗1 be such that(z1) /= 0. Assume that(z) = 1(z)2(z), where
1(z) and2(z) are rational 2 × 2 matrix functions which are J-unitary on R ∩ hol(). Then
the factorization is minimal if and only if 1(z) and 2(z) belong to Uz
∗
1
 .
Proof. According to [9, Theorem 8.2] and [11, Theorem 6.2], there is a one-to-one correspon-
dence between non-degenerate R0-invariant subspaces of P() and minimal factorizations (up
to constant J-unitary factors), and, by Theorem 5.2, the spaceP() is spanned by a single chain
g0(z), g1(z), . . . , gr−1(z).
Assume that
(z) = 1(z)2(z)
is a minimal factorization of (z) into two rational J-unitary matrix functions. By the one-to-
one correspondence just mentioned, P(1) is isometrically included in P() (that is, P(1)
is a subset of P() and the inclusion map is isometric) and is spanned by f0, . . . , fr1−1 where
r1 = deg1, and so1(z) ∈ Uz
∗
1
 . Because of this isometric inclusion and because of the equality
K(z, w) = K1(z, w) +1(z)K2(z, w)1(w)∗,
we have the orthogonal decomposition
P() = P(1) ⊕1P(2), (6.1)
see, for example, [8, p. 33] or [9]. By [10, Theorem 3.4 and its corollary], the elements ofP(2)
have a pole only at z∗1, and so also 2(z) belongs to U
z∗1
 .
Conversely, if1(z) and2(z)belong toU
z∗1
 , then the product1(z)2(z) is minimal. Indeed,
because of the inclusion 1P(2) ⊂ 1H2,J , the orthogonal decomposition (6.1) holds and,
consequently, by (5.9) the degrees add up. 
Theorem 6.2. The function (z) is a normalized elementary element in Uz
∗
1
 if and only if it has
either of the following two forms:
D. Alpay et al. / Linear Algebra and its Applications 419 (2006) 675–709 695
(z) = I2 + (b(z) − 1)uu
∗J
u∗Ju
, (6.2)
where u ∈ C2 such that u∗Ju /= 0, or
(z) = b(z)kI2 − p(z)
(z − z∗1)2k
uu∗J, (6.3)
where u ∈ C2 such that u /= 0, u∗Ju = 0, k is an integer  1, and p(z) is a real polynomial of
degree  2k − 1 with p(z1) /= 0.
Remark 6.3. The matrix coefficients (z) associated with the inverse Schur transformation in
Section 3 are either elementary normalized elements ofUz
∗
1
 , see (3.2) or (3.3), or they are products
of such an element with ˜(z) given by (3.4). Note that the elementary normalized element(z)
in (6.3) can be written as
(z) = (I2 − (h(z) + h(z∗)∗)uu∗J)b(z)k, (6.4)
where
h(z) =
k∑
j=1
hj
(z − z1)j , hj ∈ C, j = 1, . . . , k, hk /= 0
is defined by the relation
p(z)
(z − z1)k(z − z∗1)k
= h(z) + h(z∗)∗.
The matrix function ˜(z) is of the form (6.4) with k = q and
u =
(
1
0
)
.
Proof of Theorem 6.2. Recall from Theorem 5.2(iii) that P() is spanned by the elements
f0(z) = u0
z − z∗1
, fj (z) = 1
z − z∗1
(fj−1(z) + uj ), j = 1, . . . , r − 1,
where r = dimP() and uj ∈ C2 with u0 /= 0. We set
Mj = span{f0(z), f1(z), . . . , fj−1(z)}.
Let k be the smallest integer  0 such that
〈f0, fk〉P() /= 0, (6.5)
that is, the span{f0(z), f1(z), . . . , fk(z)} is non-degenerate.
Step 1. First assume k = 0. Using (5.3) we have
〈f0, f0〉P() = 〈f0, f0〉H2,J =
2π
z1 − z∗1
u∗0Ju0,
and hence u∗0Ju0 /= 0. The spaceM1 is the smallest non-degenerate R0-invariant subspace of
P() and hence itself a P(1) space with a normalized 1(z) ∈ Uz
∗
1
 .
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From the theorems mentioned at the beginning of the proof of Theorem 6.1 it follows that
1(z) is a factor of (z). Since both are normalized and the latter is elementary, they coincide.
Hence P() = span{f0} (and r = 1). If we write f0(z) as C(z − A)−1 with C = u0 and A = z∗1
then from the identity (5.5) with P = 〈f0, f0〉P() we obtain that (z) is of the form (6.2).
Step 2. Now assume k  1, so that
〈f0, f0〉P() = 0, . . . , 〈f0, fk−1〉P() = 0, 〈f0, fk〉P() /= 0. (6.6)
We show that without loss of generality we may assume
fj (z) =
(
1
0
)
(z − z∗1)j+1
, j = 0, . . . , k − 1. (6.7)
Since 〈f0, f0〉P() = 0, we have that u∗0Ju0 = 0 and hence there is a constant J-unitary 2 × 2
matrix U such that
Uu0 =
(
1
0
)
.
By considering U(z) instead of(z), this means that without loss of generality we may assume
that
u0 =
(
1
0
)
. (6.8)
Thus for k = 1 the relation (6.7) holds. Now assume k  2. By subtracting from each fj (z) a
suitable multiple of f0(z), we may assume furthermore that
ui =
(
0
µj
)
, j = 1, 2, . . . , r − 1, (6.9)
for some complex numbers µj . Using induction we now show that
µi = u∗0Jui = 0, i = 0, 1, . . . , k − 1. (6.10)
From
R0
1
z − z∗1
= 1
z∗1
1
z − z∗1
and repeated application of the formula
(R0hk)(z) = (R0h)(z)k(z) + h(0)(R0k)(z), (6.11)
where h(z) and k(z) are analytic functions in a neighborhood of z = 0, we obtain
(R0fj )(z) =
j∑
s=0
(−1)j−s
z
∗(j−s+1)
1
fs(z). (6.12)
Hence besides the equalities in (6.6) we also have the equalities
〈R0f0, f0〉P() = 0, . . . , 〈R0fk−1, f0〉P() = 0. (6.13)
We have seen already that (6.10) holds for i = 0. Assume that for 1  j  k − 1,
u∗0Jui = 0, i = 0, 1, . . . , j − 1,
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or, equivalently, that
u∗0Jfi (0) = 0, i = 0, 1, . . . , j − 1.
Then because of (5.3), (6.6), (6.13), and R0f0(z) = (1/z∗1)f0(z) we have
2π
u∗0
−z1 J
(
− 1
z∗1
fj−1(0) − 1
z∗1
uj
)
= 〈R0fj , f0〉 − 〈fj , R0f0〉 = 0,
and hence u∗0Juj = 0. We have shown that µ0 = µ1 = · · · = µk−1 = 0 and hence (6.7) holds.
By carrying out the induction argument one step further to the case j = k we obtain from the
inequality in (6.6) that
µk = u∗0Juk /= 0. (6.14)
Step 3. According to the definition of k in (6.5), the elements in (6.7) form a neutral subspace
of P() and since P() is non-degenerate it must contain at least the functions fj (z) for j =
k, . . . , 2k − 1, that is,M2k ⊂ P() andM2k does not contain any non-trivial non-degenerate
R0-invariant subspace. We show thatM2k is non-degenerate and since (z) is elementary this
implies, like in Step 1, that P() =M2k .
Because of (6.7) and (6.9) we may assume that
fj (z) =
(
1
0
)
(z − z∗1)j+1
+
j∑
i=1
(
0
mj
)
(z − z∗1)j+1−i
, j = k, . . . , 2k − 1,
where we have set
mj = µk+j−1, j = 1, . . . , k.
To prove the non-degeneracy ofM2k it suffices to prove that the Gram matrix
P = (〈fj , fi〉P())i,j=0,...k−1
is invertible. It has the k × k block decomposition
P =
(
0 X∗
X Y
)
, (6.15)
where the k × k zero entry in the upper left corner comes from the fact that the first k functions fj (z)
form a neutral subspace, X is a k × k matrix with (i, j)th entry 〈fj , fi〉P(), i = k, . . . , 2k − 1,
j = 0, . . . , k − 1, and Y is a k × k matrix with (i, j)th entry 〈fj , fi〉P(), i, j = k, . . . , 2k − 1.
From the fact that P() is isometrically included in H2,J and using the notation
cij =
〈
1
(z − z∗1)j
,
1
(z − z∗1)i
〉
H2
,
we find that
X = −i

c11 c12 · · · c1k
c21 c22 · · ·
ck1 ckk


m1 m2 · · · mk
0 m1 mk−1
0 · · · 0 m1
 (6.16)
and, although this formula is not needed for the proof,
Y = −i

ck+1,1 ck+1,1 · · · c1k
ck+2,1 ck+2,2 · · ·
c2k,1 c2k,k


m1 m2 · · · mk
0 m1 mk−1
0 · · · 0 m1

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+ i


ck+1,1 ck+1,1 · · · c1k
ck+2,1 ck+2,2 · · ·
c2k,1 c2k,k


m1 m2 · · · mk
0 m1 mk−1
0 · · · 0 m1


∗
.
Since the k × k matrix (cij )ki,j=1 is invertible and m1 = µk /= 0 (see (6.14)), the matrix X and
hence the Gram matrix P is invertible.
Step 4. We now show that (z) has the form (6.3). The 2 × 2k matrix whose columns are the
basis elements fj (z) of P() can be written in the form(
f0(z) f1(z) · · · f2k−1(z)
) = C(zI2k − A)−1,
where the 2k × 2k matrix A and the 2 × 2k matrix C are given by A = z∗1I2k + S2k , S2k being
the square backward-shift matrix, whose first column is the zero 2k-vector, and
C =
( e 01×k
01×k m
)
, e1 =
(
1 0 · · · 0) ∈ Ck, m = (m1 m2 · · · mk) .
Since reproducing kernel spaces have a unique kernel and by the normalization at ∞, (z) (or
U(z)U−1 in the case that U /= I2) is given by formula (5.5) with
P−1 =
(
G11 G12
G∗12 0
)
, G11 = −X−1YX−∗, G12 = X−1.
If we decompose (zI2k − A)−1 into four k × k blocks:
(zI2k − A)−1 =
(
A1(z) A2(z)
0k×k A1(z)
)
,
then
A1(z) = ((z − z∗1)Ik − Sk)−1, A2(z) =
(
1
(z − z∗1)k+1−i+j
)k
i,j=1
, (6.17)
and we find that
(z) =
(
1 + 2π e1A1(z)G12 m∗ −2π e1(A1(z)G11 + A2(z)G∗12)e∗1
0 1 + 2π mA1(z)G∗12e∗1
)
.
Since (z) is J-unitary and the lower left corner is 0, it must have the form
(z) =
(
α(z) β(z)
0 1/α(z∗)∗
)
for some rational functions α(z) and β(z) which together with 1/α(z∗)∗ have a pole only in z∗1
and satisfy the relation β(z)α(z∗)∗ = β(z∗)∗α(z). From this and the formulas (6.17) for A1(z)
and A2(z), it follows that
1 + 2π e1A1(z)G12 m∗ = α(z) = cb(z)t = 1/α(z∗)∗ = 1 + 2π mA1(z)G∗12e∗1
for some non-negative integer t  k and some unimodular complex number c, that
c∗(z − z∗1)2t β(z) = c(z − z1)2t β(z∗)∗,
and that
p(z) = −c∗(z − z∗1)2kβ(z) = −c∗(z − z∗1)2k
[−2π e1(A1(z)G11 + A2(z)G∗12)e∗1]
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is a polynomial of degree at most 2k − 1. From formula (5.2) we obtain
t = dim span
{
Rn0(z)
(
1
0
)∣∣∣∣ n = 1, 2, . . .}
= dim span {f0(z), f1(z), . . . , fk−1(z)} = k
and this implies that the polynomial p(z) is real and
(z) = cb(z)kI2 − cp(z)
(z − z∗1)2k
u0u
∗
0J.
If we set ek =
(
0 0 · · · 1) ∈ Ck then from (6.17) and the formulas for p(z) and 1/α(z∗)∗
we obtain that
p(z∗1) = −c∗ekG∗12e∗1 =
−c∗
2πm1
(z − z∗1)k
α(z∗)∗
∣∣∣∣∣
z=z∗1
= − (z
∗
1 − z1)k
2πm1
/= 0
and hence p(z1) = p(z∗1)∗ /= 0. Finally, it follows from (∞) = I2 that c = 1. This completes
the proof that (z) is of the form (6.3).
Step 5. We now prove the converse, namely that any(z) of the form (6.2) or (6.3) defines indeed
an elementary element of Uz
∗
1
 . (We leave the proof that they belong to U
z∗1
 to the reader.) For
(z) of the form (6.2) this follows from the equalities dimP() = deg = 1. We now consider
(z) of the form (6.3). We first note that, because of the hypothesis on p(z) it is not possible to
factor a positive power of b(z) out of (z). From the formula
K(z, w)Ju = iuKbk (z, w), Kbk (z) =
1 − b(z)kb(w)∗k
−2π i(z − w∗) ,
it follows that the space
span{K(z, w)Jud | d ∈ C, w ∈ C \ {z∗1}} = span
{
u
(z − z∗1)j
∣∣∣∣ j = 1, 2, . . . , k}
has dimension k and is the span of the first k elements of the chain associated with R0 at the
eigenvalue 1/z∗1, see (5.10). Moreover it is neutral, because〈
K(z, w)Ju,K(z, v)Ju
〉
P()
=
〈
−iJ(iu)Kbk (z, w), (iu)Kbk (z, v)
〉
H22
= −iu∗JuKbk (v,w) = 0.
It follows that the space P(), having dimension dimP() = deg = 2k, does not have any
non-trivial R0-invariant non-degenerate subspace, in other words:(z) in (6.3) is elementary, see
the beginning of the proof of Theorem 6.1. 
We now prove the factorization theorem for elements in Uz
∗
1
 .
Theorem 6.4. Every normalized (z) ∈ Uz∗1 admits the unique minimal factorization:
(z) = b(z)t1(z) · · ·q(z), (6.18)
where t is the largest non-negative integer such that b(z)−t(z) ∈ Uz
∗
1
 , and each of the j (z)
is a normalized elementary factor of the form (6.2) or (6.3).
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Proof. If(z1) = 0, we factor out a term of the form b(z)t I2 where t is as in the theorem. This
reduces the problem to the case where(z1) /= 0. By Theorem 5.2, the spaceP() is then made
of a single chain, that is, there is a uniquely defined increasing sequence Mj of R0-invariant
subspacesMj such that dimMj = j and
P() = ∪
{
Mj
∣∣∣j = 1, 2, . . . , deg} .
If all the spacesMj with j < deg are degenerate in the H2,J inner product, then (z) is
elementary. Otherwise, let n1 be such that Mn1 is non-degenerate. By Theorem 5.1, there is a
1(z) such thatMn1 = P(1). We have
P() = P(1) ⊕1P(2), 2(z) = 1(z)−1(z).
Hence
dimP() = dimP(1) + dimP(2),
and the factorization (z) = 1(z)2(z) is minimal by Theorem 6.1. It suffices to reiterate on
2(z) the same argument to obtain (6.18). 
Corollary 6.5. For (z) ∈ Uz∗1 we have
det(z) = γ b(z)deg, (6.19)
where γ ∈ C is unimodular.
Proof. The fact holds for elementary factors, as follows from the formulas in Theorem 6.2. It
holds then for any (z) ∈ Uz∗1 by the Theorem 6.4. The constant γ arises from the fact that in
general(z) need not be normalized: Since(∞) is a constant J-unitary matrix, it has the form
(5.7) and hence γ = det(∞) has modulus 1. 
7. The Schur transformation II
In Section 2, for a given function N(z) ∈ Nz1 we defined the Schur transformation, and in
Section 3 we introduced the coefficient matrix(z) for the inverse Schur transformation of N(z).
In Sections 4–6 we studied reproducing kernel spaces defined through functions in Nz1 and in
U
z∗1
 , and it turned out that the elementary elements of U
z∗1
 are of the same form as (the factors
in) the coefficient matrices for the inverse Schur transformation from Section 3, see Remark
6.3. In this section we exploit this connection in order to explain the Schur transform N̂(z) of a
generalized Nevanlinna function N(z) from a more geometric point of view, namely in terms of
the reproducing kernel spacesL+(N) and P(), and to establish in this way relations for the
indices of negativity of the generalized Schur transformation.
We start with a relation between N(z) ∈ Nz1 and the coefficient matrix of its inverse Schur
transformation. Throughout this section we assume that N(z) has the Taylor expansion (2.1):
N(z) =
∞∑
j=0
νj (z − z1)j , νj ∈ C, (7.1)
and that it is not identically equal to a real constant.
Theorem 7.1. If (z) is the coefficient matrix (3.1) associated with the inverse Schur transfor-
mation for N(z), then
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1 N(z)
)
(z) = b(z)deg
(
α(z) β(z)
)
,
where α(z) and β(z) are rational functions which are holomorphic in a neighborhood of z1.
Proof. We begin by showing that if
(z) =
(
a(z) b(z)
c(z) d(z)
)
,
then
c(z1)N̂(z1) + d(z1) /= 0. (7.2)
We first prove this for the case (z) = (z)˜(z) with (z) and ˜(z) defined in (3.2) and
(3.4). Assume that q = 0, that is, there is no Laurent principal part in the definition of the Schur
transform. Then
(z1) = (z1) =

ν0
ν0 − ν∗0
− |ν0|
2
ν0 − ν∗0
1
ν0 − ν∗0
− ν
∗
0
ν0 − ν∗0
 ,
hence, by the first part of Lemma 2.2, we have
c(z1)N̂(z1) + d(z1) = 1
ν0 − ν∗0
(N̂(z1) − ν∗0 ) = −
(ν0 − ν∗0 )2
ν1(z1 − z∗1) − (ν0 − ν∗0 )
/= 0.
Assume now that q > 0. From (3.2) and (3.4) we have
(z1) = (z1)˜(z1) = (z1)
(
0 hq
0 0
)
= 1
ν0 − ν∗0
(
0 ν0hq
0 hq
)
,
where hq /= 0 is the coefficient of (z − z1)−q in h(z). We see that c(z1) = 0 and d(z1) /= 0, and
hence c(z1)N̂(z1) + d(z1) /= 0.
We now consider the case (z) = (z)˜(z) with (z) and ˜(z) defined by (3.3) and (3.4).
If q = 0, then
(z1) = (z1) = − p(z1)
(z1 − z∗1)2k
(−ν0 ν20−1 ν0
)
and so, by the second part of Lemma 2.2, we have
c(z1)N̂(z1) + d(z1) = p(z1)
(z1 − z∗1)2k
(N̂(z1) − ν0) = 1
νk(ak − bk) /= 0.
Here we used that p(z1) = (z1 − z∗1)k/νk , see (2.7). If q > 0 then as above
(z1) = (z1)˜(z1) = (z1)
(
0 hq
0 0
)
= p(z1)
(z1 − z∗1)2k
(
0 ν0hq
0 hq
)
,
and hence c(z1)N̂(z1) + d(z1) = d(z1) = p(z1)hq(z1 − z∗1)−2k /= 0.
Thus (7.2) holds in all cases. The theorem follows from Corollary 6.5 and(
1 −N(z))(z) = (a(z) − c(z)N(z)) (1 −N̂(z))
= det(z)
c(z)N̂(z) + d(z)
(
1 −N̂(z)) = b(z)deg (α(z) β(z)) ,
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where α(z) = γ /(c(z)N̂(z) + d(z)) and β(z) = −γ N̂(z)/(c(z)N̂(z) + d(z)) are holomorphic at
z1 because of (7.2). 
ByM(z1) we denote the span of the linearly independent functions
f0(z) =
(
ν∗0
1
)
z − z∗1
, fj (z) = 1
(z − z∗1)
fj−1(z) +
(
ν∗j
0
)
z − z∗1
, j = 1, 2, . . . ,
and we set
Mj = span{f0(z), . . . , fj−1(z)} ⊂M(z1), j = 1, 2, . . . (7.3)
We equip these spaces with the H2,J inner product. Recall (see Theorem 4.1) that the operator
of multiplication by
√
2π
(
1 −N(z)) is an isometry from M(z1) = ∪j1Mj onto a dense
subspace of L+(N). Since MjMj+1, there is an index n such that all subspaces Mj with
j  n contain a maximal negative subspace ofM(z1), hence these spaces are non-degenerate.
(For the analogous situation in the disk case a proof is given in [4, Proposition 6.3]). Consequently,
there is a smallest index n1 such thatMn1 is a non-degenerate (R0-invariant) subspace ofM(z1).
By Theorem 5.1, this space is a P() space for some unique normalized (z) ∈ Uz∗1 . As in the
proof of Theorem 6.2 we have only two possibilities:
(I) n1 = 1, which holds if and only if Im ν0 /= 0. In this case 〈f0, f0〉H2,J /= 0 and, consequently,
(z) = I2 + (b(z) − 1)uu
∗J
u∗Ju
, u =
(
ν∗0
1
)
. (7.4)
(II)n1  2, which holds if and only if Im ν0 /= 0. In this case we haven1 = 2k, where k is the small-
est integer 1 such that νk /= 0; such an integer exists, because we assume that N(z) is not iden-
tically equal to a real constant. It follows that the Gram matrix associated with the basis fj (z), j =
0, 1, . . . , 2k − 1, is of the form (6.15) with an invertible k × k matrix X. We find that in this case
(z) = b(z)kI2 − p(z)
(z − z∗1)2k
uu∗J, 0 /= u =
(
ν0
1
)
, (7.5)
where p(z) is the real polynomial of degree  2k − 1 with p(z1) /= 0 determined by p(j)(z1) =
j !aj , j = 0, 1, . . . , k − 1, with aj is defined via (2.6).
For both cases we define
N˜(z) =T(z)−1(N(z)). (7.6)
If N˜(z) is holomorphic at z = z1, then it coincides with the Schur transform N̂(z) of N(z). In the
following theorem we consider the situation that N˜(z) has a pole at z1.
Theorem 7.2. For N(z) ∈ Nz1 , let the spacesMj be as in (7.3), j = 1, 2, . . . , let n1  1 be the
smallest integer for which the spaceMn1 is non-degenerate, and denote by(z) the normalized
elementary function inUz
∗
1
 such thatMn1 = P(). If N˜(z) from (7.6) has a pole of order q  1
at z = z1, then the following holds:
(i) The spacesMn1+j with j = 1, . . . , 2q − 1 are degenerate.
(ii)Mn1+2q = P(), where (z) = (z)˜(z) is the coefficient matrix of the inverse Schur
transformation for N(z), and ˜(z) is given by (3.4).
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Proof. We prove the theorem for the case n1 = 1, for n1 = 2k it can be proved in the same way.
Thus,
N(z) =T(z)(N̂(z)), (z) = (z)˜(z),
with (z) and ˜(z) given by (3.2) and (3.4). By Theorem 7.1, we have(
1 −N(z))(z) = b(z)deg (α(z) β(z)) ,
where α(z) and β(z) are holomorphic functions in a neighborhood of z1. We substitute for N(z)
the Taylor expansion (7.1) and for (z) the expansion
(z) =
∞∑
j=0
j (z − z1)j , j ∈ C2×2.
Equating powers of (z − z1) we obtain the equalities(
1 −ν0
)
0 =
(
0 0
)
,(
1 −ν0
)
1 +
(
0 −ν1
)
0 =
(
0 0
)
,
...(
1 −ν0
)
r−1 + · · · +
(
0 −νr−1
)
0 =
(
0 0
)
,
where r = deg. They imply that for all g(z) ∈ H2,J
〈(z)g(z), fj (z)〉H2,J = 0, j = 0, 1, . . . , r − 1,
and hence
Mr ⊂ H2,J H2,J = P().
Since
dimMr = r = deg = dimP()
(see (5.9)), equality prevails. It remains to show that r = 2q + 1. For this it suffices to note that
the factorization
(z) = (z)˜(z) (7.7)
is minimal (see Theorem 6.1) and that on the one hand deg(z) = 1 and on the other hand
deg ˜(z) = 2q, because det˜(z) = b(z)2q , see Corollary 6.5. This proves item (ii).
We now prove item (i). By the minimality of the factorization (7.7) we have
P() = P() ⊕P(˜) (7.8)
and multiplication by (z) is an isometric mapping from P(˜) into P(). Since ˜(z) is an
elementary element of Uz
∗
1
 , the space P(˜) does not contain any non-trivial non-degenerate
R0-invariant subspace. A direct argument can be given as follows: The space P(˜) contains the
elements
Rm0 (˜(z))
(
1
0
)
=
(
Rm0 b(z)
q
0
)
, m = 1, 2, . . . ,
and thus(
H2,J  bq H2,J
0
)
⊂ P(˜).
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The space on the left has dimension q and is neutral in the metric of H2,J . The space P(˜) is
made of a single chain (see Theorem 5.2), and thus any non-degenerate R0-invariant subspace of
P(˜) contains(
H2,J  bp H2,J
0
)
.
Since dimP(˜) = 2q, the spaceP(˜) has no non-trivial non-degenerate R0-invariant subspace.)
For j = 2, 3, . . . , 2q we have the strict inclusions
P()MjP() =M2q+1
and hence, by (7.8), there is a subspaceHj of P(˜) such thatHj /= {0} and
Mj = P() ⊕Hj .
We claim that
R0Hj ⊂Hj . (7.9)
Assume for a moment that the claim is correct. ThenHj is degenerate, because if it would be
non-degenerate, thenHj = P(˜) and henceMj = P(), which contradicts the last of the two
strict inclusions above. It follows that for 2  j  2q the spaceMj is degenerate, hence (i) holds.
It remains to prove (7.9). For this we use the formula (6.11) which also holds for matrix valued
functions h(z) and k(z) if only the product h(z)k(z) is well defined. It implies that for u(z) ∈H
we have
(z)(R0u)(z) = (R0(u))(z) − (R0)(z)u(0) ∈Mj .
Hence, for some v(z) ∈Hj and w(z) ∈ P(),
(z)(R0u)(z) = w(z) +(z)v(z),
that is,
(z)((R0u)(z) − v(z)) = w(z) ∈ P().
Comparing the degrees and using (5.2), we find that w(z) = 0 and hence
(R0u)(z) = v(z) ∈Hj ,
which proves the claim. 
Theorem 7.3. Assume N(z) ∈ Nz1κ has the Taylor expansion (7.1) and that it is not identically
equal to a real constant or ∞. Let N̂(z) be the Schur transform of N(z) defined by (2.16) with
N˜(z) as in (2.17). Then N˜(z) ∈ Nκ˜ and N̂(z) ∈ Nz1κ̂ with in case Im ν0 /= 0:
κ˜ =
κ if
ν0−ν∗0
z1−z∗1 > 0,
κ − 1 if ν0−ν∗0
z1−z∗1 < 0
and in case Im ν0 = 0:
κ˜ = κ − k,
where k is the smallest integer  1 such that in (7.1) νk /= 0.
In both cases κˆ = κ˜ − q, where q is the order of the pole of N˜(z) at z = z1.
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Proof. We prove the claim in case Im ν0 /= 0, the other case can be proved similarly. We first
assume q > 0 and use the same notation as in the proof of the previous theorem. Then the
one dimensional space P() is a Hilbert space if
ν0 − ν∗0
z1 − z∗1
> 0 and an anti-Hilbert space if
ν0 − ν∗0
z1 − z∗1
< 0. The spaceP(˜) is a 2q dimensional Pontryagin space with negative index q. The
relations
LN(z,w) =
√
2π
(
1 −N(z))K˜(z, w)( 1−N(w)∗
)√
2π
+ b(z)qLN˜ (z, w)b(w)∗q,
LN(z,w) =
√
2π
(
1 −N(z))K(z, w)( 1−N(w)∗
)√
2π
+ (a(z) − c(z)N(z))LN̂ (z, w)(a(w) − c(w)N(w))∗,
and
K(z, w) = K(z, w) +(z)K˜(z, w)(w)∗
readily lead to the orthogonal decompositions
L(N) = √2π (1 −N)P(˜) ⊕ bqL(N˜)
and
L(N) = √2π (1 −N)P() ⊕ (a − cN)L(N̂)
= √2π (1 −N) {P() ⊕P(˜)} ⊕ (a − cN)L(N̂)
= √2π (1 −N)P() ⊕ √2π (1 −N)P(˜) ⊕ (a − cN)L(N̂),
see, for example, [8, Section 1.5]. Equating the negative indices of the Pontryagin spaces on both
sides of these equalities, we obtain the formulas for κ˜ and κˆ . If q = 0, then(z) = (z) and the
formulas follow from the orthogonal decomposition
L(N) = √2π (1 −N)P() ⊕ (a − cN)L(N̂). 
8. Factorization and the Schur algorithm
As was mentioned at the beginning of Section 7, the coefficient matrices (z) of the inverse
Schur transformation for functions in Nz1 are elementary elements or products of two elementary
elements of Uz
∗
1
 . In this section we show how this fact can be used in a procedure to obtain the
unique factorization of an element in Uz
∗
1
 into elementary factors, the existence of which was
proved in Theorem 6.4.
We first formulate the five steps of this factorization procedure and then we show why this
procedure works. So let (z) ∈ Uz∗1 .
Step 1. First extract a power b(z)t of (z) : (z) = b(z)t0(z), such that 0(z) ∈ Uz
∗
1
 and
0(z1) is not the zero matrix. If 0(z) is a constant matrix stop the procedure. In this case the
factorization is
(z) = b(z)t(∞).
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So we assume from now that 0(z) is not a constant matrix. We write
0(z) =
(
a(z) b(z)
c(z) d(z)
)
.
Step 2. Choose a real number τ such thatT0(∞)(τ ) ∈ R \ {0} and
c(z1)τ + d(z1) /= 0.
If this is not possible, go to Step 5.
Step 3. Repeatedly apply the Schur transformation starting with the function Nτ (z) =T0(z)(τ ):
N0(z) :=Nτ (z), Nj (z) := N̂j−1(z) =Tj (z)−1(Nj−1(z)), j = 1, 2, . . . ,
where j (z) is the coefficient matrix of the inverse Schur transformation for Nj−1(z).
This repeated application of the Schur transformation is called the Schur algorithm. We will
show that Nτ (z) ∈ Nz1κ with κ equal to the number of negative squares of the kernel K(z, w)
and that the Schur algorithm can be applied to this function.
Step 4. Stop the Schur algorithm after the rth step if Nr(z) is a real constant or ∞.
We will show that such an r exists and that then we have the factorization
(z) = b(z)t1(z)2(z) · · ·r (z)(∞).
Step 5. If there is no real τ for which c(z1)τ + d(z1) /= 0 then choose τ such that a(z1)τ + b(z1) /=
0, and continue with Steps 3 and 4 applied to Nτ (z) =TJ0(z).
We will show that such a real τ exists. The Schur algorithm stops after, say, r steps, and then
we have the factorization
(z) = b(z)t′1(z)′2(z) · · ·′r (z)(∞),
where′j (z) = −Jj (z)J andj (z) is the coefficient matrix associated with the inverse Schur
transformation in the j th step of the Schur algorithm applied to Nτ (z) =TJ0(z).
We now show why the method works. We begin with a simple lemma.
Lemma 8.1. (i) If M is a constant J-unitary matrix, then there are at most two real numbers τ
such thatTM(τ) is either 0 or ∞.
(ii) If(z) =
(
a(z) b(z)
c(z) d(z)
)
∈ Uz∗1 and does not vanish at z1, then there is at most one τ ∈ R
satisfying the equations
a(z1)τ + b(z1) = 0, c(z1)τ + d(z1) = 0.
Proof. (i) IfM has the form (5.7), thenTM(τ) = (aτ + b)/(cτ + b). This number is well defined
and different from 0 if and only if the numerator and the denominator do not vanish. This excludes
at most two real values of τ .
(ii) Assume by contradiction that both a(z1)τ + b(z1) and c(z1)τ + d(z1) vanish for at least
two different real numbers τ1 and τ2. Then
(z1)
(
τ1 τ2
1 1
)
=
(
0 0
0 0
)
,
which implies (z1) = 0, contradicting the hypothesis. 
The lemma shows that almost every real number may be taken for τ . From item (i) of the lemma
with M = (∞) it follows that the first condition in Step 2 holds for all τ with the exception of at
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most one value of τ . If the last condition in Step 2 does not hold (which is the case, for example,
if c(z1) = 0 and d(z1) = 0), then, according to item (ii), we can continue with Step 5.
We now discuss Step 3. From the formulas (1.2) and (1.4) for the kernels K0(z, w) and
LNτ (z,w) we obtain
LNτ (z,w) =
√
2π
(
1 −Nτ (z))K0(z, w)( 1−(Nτ (w))∗
)√
2π. (8.1)
It follows that Nτ (z) ∈ Nz1κ with κ  the number of negative squares of K0(z, w) which is equal
to the negative index of the Pontryagin spaceP(0). The following lemma implies that equality
prevails.
Lemma 8.2. P(0) has a basis consisting of the functions
f0(z), . . . , fr0−1(z), r0 = deg0,
defined by (4.5) with N(z) replaced by Nτ (z). Moreover, the map
f(z) → √2π (1 −Nτ (z)) f(z) (8.2)
is a unitary map from P(0) ontoL+(Nτ ).
Proof. The kernel equality (8.1) implies that the map (8.2) is a partial isometry fromP(0) onto
L+(Nτ ). To show that it is unitary it suffices to prove that it has a trivial kernel. Using Corollary
6.5 we have the equality(
1 −Nτ (z))0(z) = γ b(z)deg0
c(z)τ + d(z)
(
1 −τ) , γ = det (0(∞)),
which, by the same arguments as in the proof of Theorem 7.2 (and as in the proof of [4, Proposition
6.4]), implies that P(0) is spanned by the functions f0(z), . . . , fr0−1(z). The fact that the map
(8.2) is an isometry on this span with a trivial kernel has already been shown in the proof of
Theorem 4.1, just after (4.5). 
Now we come to Step 3 of the Schur algorithm. First we note that N0(z) = Nτ (z) is a real
rational function. Moreover, it is not identically equal to a real constant, and hence its Schur
transform N1(z) = N̂0(z) is defined and a real rational function.
Lemma 8.3. Let N(z) ∈ Nz1 and let N̂(z) be its Schur transform.
(i) If the limit N(∞) := limy→∞ N(iy) exists and is finite, then also the limit limy→∞ N̂(iy)
exists and is equal to N(∞).
(ii) N̂(z) is identically equal to ∞ only in cases where N(z) is unbounded at ∞.
Proof. (i) This is a direct consequence of formulas (2.16) and (2.17), since the Laurent principal
parts tend to 0 as z → ∞. For (ii) we refer to the formula (2.16). 
Since Nτ (∞) is well defined, Lemma 8.3 implies that N1(z) is bounded near ∞ and in
particular not identically equal to ∞. N1(z) is either identically equal to a real constant, in which
case the Schur transform of N1(z) is not defined, or its Schur transform N2(z) = N̂1(z) is well
defined, etc. Thus the Schur algorithm can be applied to Nτ (z).
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Lemma 8.4. We have
P(12 · · ·j ) = span{f0(z), . . . , fgj−1(z)}, gj = deg1 + deg2 + · · · + degj ,
where fj (z) is defined by (4.5) with N(z) replaced by Nτ (z). Hence P(12 · · ·j ) is isomet-
rically included in P(0), and so the product 1(z)2(z) · · ·j (z) is a minimal left factor of
0(z).
Proof. As in the proof of Theorem 7.1 we have(
1 −Nj−1(z)
)
j (z) = b(z)
degj
cj (z)Nj (z) + dj (z)
(
1 −Nj(z)
) (8.3)
where
j (z) =
(
aj (z) bj (z)
cj (z) dj (z)
)
and cj (z1)Nj (z1) + dj (z1) /= 0. Hence(
1 −Nτ (z))1(z)2(z) · · ·j (z) = b(z)gj∏j
n=1(cn(z)Nn(z) + dn(z))
(
1 −Nj(z)
)
,
where the righthand side is holomorphic in a neighborhood of z1. The first statement of the lemma
follows from the expansion argument in the proof of Theorem 7.2. The second statement follows
from the factorization theorem for J-unitary matrix functions. 
If gj < deg we have the strict inclusions
P(12 · · ·j−1)P(12 · · ·j )P().
We find that the equalityP() = P(1 · · ·r ) occurs precisely when Nr(z) = N̂r−1(z) is a real
constant and then we obtain the desired factorization.
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