Let G be a compact connected Lie group and H a closed subgroup of G. Suppose the homogeneous space G/H is effective and has dimension 3 or higher. Consider a G-invariant, symmetric, positivesemidefinite, nonzero (0,2)-tensor field T on G/H. Assume that H is a maximal connected Lie subgroup of G. We prove the existence of a G-invariant Riemannian metric g and a positive number c such that the Ricci curvature of g coincides with cT on G/H. Afterwards, we examine what happens when the maximality hypothesis fails to hold.
Introduction and statement of the main result
The primary objective of the present paper is to produce a global existence theorem for Riemannian metrics with prescribed Ricci curvature on a broad class of compact homogeneous spaces. After stating and proving this theorem, we examine what happens when its key assumption is violated. Let us briefly discuss the history of the subject and describe our results in greater detail.
Suppose M is a smooth manifold. Finding a Riemannian metric g on M whose Ricci curvature Ric(g) coincides with a prescribed symmetric (0,2)-tensor field T is a fundamental problem in geometric analysis. DeTurck proved the local existence of g in the paper [9] assuming T was nondegenerate on M ; see also [2, Chapter 5] and [15, Section 6.5] . Jointly with Goldschmidt, he obtained an analogous result for T of constant rank in [12] . That result required analyticity and several other conditions on T .
Many mathematicians have investigated the global existence of Riemannian metrics with prescribed Ricci curvature. The papers [8, 19, 18, 20] provide a snapshot of the recent progress on this topic. We refer to [2, Chapter 5] and [1, Section 9.2] for surveys of older work and to [4] for a sample of the research done in the Lorentzian setting. Most global existence results proven to date deal with open manifolds. However, there are a number of notable exceptions. For instance, Hamilton offered a series of theorems regarding metrics with prescribed Ricci curvature on spheres in [14] . DeTurck and Delanoë obtained more general versions of one of those theorems in [11] and [7] .
1 Note that many of the global existence results referenced above share a common feature. Namely, their proofs rely on various forms of the implicit and inverse function theorems.
As far as impact and applications are concerned, DeTurck's work on the paper [9] led him to the discovery of the DeTurck trick for the Ricci flow. Rubinstein showed in [21] that, under natural hypotheses, a sequence of Kähler metrics (g i ) ∞ i=1 such that Ric(g i+1 ) equals g i for all i ∈ N must converge to a Kähler-Einstein metric. He also established a link between (g i ) ∞ i=1 and discretisation of geometric flows. Subsequently, he conjectured (personal communication, 30 April 2013) that similar results held for Riemannian (g i ) ∞ i=1 , at least in some special situations.
Suppose the manifold M is closed. In this case, instead of trying to prove the existence of a metric g with Ric(g) equal to T , one should search for a metric g and a positive number c such that
Let us make a few remarks. For a comprehensive discussion of concrete examples of homogeneous spaces satisfying the hypotheses of Theorem 1.1, see [22, pages 185-186] . As far as conditions on T are concerned, the majority of global existence results for metrics with prescribed Ricci curvature, including the results in [14, 11, 7] , require that the prescribed tensor field be positive-or negative-definite. Sometimes, this requirement is implicit. Theorem 1.1, on the other hand, applies when T is positive-semidefinite and nonzero. Note that, if the maximality assumption on H is satisfied, the group G cannot be a abelian (see Lemma 2.2 below). Therefore, according to Bochner's theorem, there are no metrics on M with negative-semidefinite Ricci curvature.
In Section 3, we explore what happens when the maximality assumption on H is violated. Our arguments demonstrate that it may be impossible to find a G-invariant metric g and a positive number c satisfying (1.1). We suppose the isotropy representation of M splits into two inequivalent irreducible summands and provide a necessary and sufficient condition for the existence of such g and c. The pair (g, c) is unique up to scaling of g when this condition holds. Homogeneous spaces whose isotropy representations split into two irreducible summands were carefully studied by Dickinson and Kerr in the paper [13] ; see also Buzano's work [3] .
Proof of the main result
The proof of Theorem 1.1 stands on two pillars. The first one is the interpretation of metrics satisfying (1.1) for some c ∈ R as critical points of a functional subject to a constraint. This interpretation, given by Lemma 2.1 below, differs from the variational principle proposed by Hamilton in [14] . The second pillar is the technique invented by Wang and Ziller in [22] to prove the existence of Einstein metrics on homogeneous spaces obeying the hypotheses of Theorem 1.1. This technique is variational in nature. To make it work for our purposes will require a new estimate on the scalar curvature of a G-invariant metric on M . This estimate is given by Lemma 2.4 below.
We begin with a few preparatory remarks. Let M be the space of G-invariant Riemannian metrics on M . This space carries a natural smooth manifold structure; see, e.g., [16, pages 6318-6319] . The scalar curvature S(g) of a metric g ∈ M is constant on M . Therefore, we may interpret S(g) as the result of applying a functional S : M → R to g ∈ M. Note that S is differentiable on M; see, e.g., [2, Corollary 7.39] .
If the dimension of the space of G-invariant symmetric (0,2)-tensor fields on M is equal to 1, then the assertion of Theorem 1.1 is easy to prove. In this case, any metric g ∈ M satisfies formula (1.1) for some c ∈ R. Using Bochner's theorem (see [2, Theorem 1.84]), one concludes that c must be positive. In the remainder of Section 2, we assume the dimension of the space of G-invariant symmetric (0,2)-tensor fields on M is 2 or higher.
Denote by tr g T the trace of T with respect to g ∈ M. Suppose M T is the space of all g ∈ M such that tr g T = 1. The smooth manifold structure on M induces a smooth manifold structure on M T . In fact, M T is a hypersurface in M. We write S| MT for the restriction of the functional S to M T . Proof. Fix a G-invariant symmetric (0, 2)-tensor field h on M . Let us compute the derivative dS g (h) for g ∈ M. In order to do so, we consider the Einstein-Hilbert functional E on the space M. By definition,
where µ is the Riemannian volume measure corresponding to g. Consequently, the equality
holds true. The well-known first variation formula for E (see, e.g., [2, Proposition 4.17] or [6, Section 2.4]) yields
The angular brackets here denote the scalar product in the tensor bundle over M induced by g. It is easy to see that
cf. [6, Section 2.4]. Thus, we have
The space tangent to M T at any point consists of G-invariant symmetric (0,2)-tensor fields h such that T, h = 0. Together with the above equality for dS g (h), this observation implies the assertion of the lemma.
Our next objective is to state a formula for the scalar curvature of a G-invariant metric on M . We will use this formula to prove the existence of a critical point of S| MT . First, we need to introduce more notation. Namely, let g and h be the Lie algebras of G and H. Choose an Ad(G)-invariant scalar product Q on g. Suppose m is the Q-orthogonal complement of h in g. We standardly identify m with the tangent space of
such that Ad(H)| mi is irreducible for each i = 1, . . . , s. It is unique up to the order of summands if Ad(H)| mi is inequivalent to Ad(H)| m k whenever i = k. In the beginning of Section 2, we assumed the dimension of the space of G-invariant symmetric (0,2)-tensor fields on M was 2 or higher. Therefore, s must be greater than or equal to 2. Our formula for the scalar curvature of a G-invariant metric will involve arrays of numbers, (b i )
, associated with the scalar product Q and the decomposition (2.1). To introduce the first one, suppose B is the Killing form on the Lie algebra g. For every i = 1, . . . , s, because Ad(H)| mi is irreducible, there exists a nonnegative b i such that
To introduce the second array, fix a Q-orthonormal basis (e j ) n j=1 of m adapted to the decomposition (2.1). Given i, k, l = 1, . . . , s, define
The sum is taken over all ι i , ι k and ι l such that e ιi ∈ m i , e ι k ∈ m k and e ι l ∈ m l . Note that γ l ik is independent of the choice of (e j ) n j=1 and symmetric in all three indices. Our further arguments will require the following property of the array (γ 
Lemma 2.2. Suppose H is a maximal connected Lie subgroup of G.
There exists a constant a > 0 depending only on G, H and Q such that the following statement holds: for each non-empty proper subset I ⊂ {1, . . . , s}, it is possible to find i, k ∈ I and l / ∈ I with γ l ik ≥ a. Recall that our objective is to state a formula for the scalar curvature of a G-invariant metric on M . Given g ∈ M, we may assume without loss of generality (see [22, page 180] ) that the equality
holds for some x i > 0. The notation pr mi here means projection onto m i . The scalar curvature of g satisfies
with d i the dimension of m i . The reader will find the derivation of this formula in, e.g., [22] and [2, Chapter 7] . Throughout Section 2, we assume x 1 ≤ · · · ≤ x s without loss of generality. The next two lemmas provide estimates on S(g). The proof of the first one relies on (2.5).
Lemma 2.3. Suppose H is a maximal connected Lie subgroup of G. Then the formula
Proof. Let us choose I = {1} in Lemma 2.2. We conclude that γ l1 i1k1 ≥ a for i 1 , k 1 equal to 1 and some l 1 between 2 and s. Because x 1 ≤ · · · ≤ x s , the estimate
holds true. The sums without bounds here are taken over all the indices i, k, l = 1, . . . , s with (i, k, l) = (i 1 , k 1 , l 1 ). Choosing I = {1, 2} in Lemma 2.2 yields γ l2 i2k2 ≥ a for some i 2 , k 2 equal to 1 or 2 and some l 2 between 3 and s. If (i 2 , k 2 , l 2 ) coincides with (i 1 , k 1 , l 1 ), then
As before, the sums without bounds are taken over i, k, l = 1, . . . , s with (i, k, l)
Now the sums without bounds are over i, k, l = 1, . . . , s with (i, k, l) = (i 1 , k 1 , l 1 ) and (i, k, l) = (i 2 , k 2 , l 2 ). Consecutively choosing I = {1, 2, . . . , m} for m = 1, 2, . . . , s − 1 in Lemma 2.2 and arguing as above, we conclude that
where the dots represent some nonnegative quantity. The required estimate on S(g) follows immediately.
As before, suppose (e j ) n j=1 is a Q-orthonormal basis of m adapted to the decomposition (2.1). Define the numbers b, τ 1 , τ 2 > 0 by setting
T (e j , e j ),
where the infimum and the supremum are taken over the set of all X ∈ m with Q(X, X) = 1. It is clear that b i < b for all i = 1, . . . , s. The number τ 1 is independent of the choice of (e j ) n j=1 .
Lemma 2.4. Suppose H is a maximal connected Lie subgroup of G. If the metric g lies in M T , then the estimate
holds with the constant α > 0 depending only on G, H, Q and T .
Proof. Note that x 1 cannot be greater than τ 2 . Indeed, the equality tr g T = 1 implies
Also, x s cannot be less than τ 1 . To see this, fix a natural number p between 1 and n such that
T (e p , e p ) = max j=1,...,n
T (e j , e j ).
It is clear that T (e p , e p ) ≥ τ 1 . Using the equality tr g T = 1 one more time, we find
Our objective is to produce a bound on S(g) in terms of x 1 and x s . Lemma 2.3 implies
where
We claim that
for some α 1 (s) > 0. The proof proceeds by induction in s. Indeed, it is obvious that estimate (2.7) holds when s = 2. Fix a natural number m ≥ 2 and assume this estimate holds for s = m. We will now prove it for s = m + 1. By the inductive hypothesis,
with α 1 (m) > 0. We treat the expression in the right-hand side as a function of x m . This function attains its minimal value when
that is,
This minimal value is
Therefore, the estimate
must hold with
This concludes the proof of (2.7). Let us demonstrate that
for some α 2 (s) > 0. Again, we proceed by induction. The case s = 2 is trivial. Given a natural m ≥ 2, assume estimate (2.8) holds for s = m. We will prove this estimate for s = m + 1. The inductive hypothesis implies
is equal to 0 when
This yields
Thus, estimate (2.8) is proven. The assertion of the lemma immediately follows from (2.6), (2.7) and (2.8).
holds for some z 1 , z 2 ≥ 0. The numbers z 1 and z 2 cannot equal 0 simultaneously. Suppose the group G has a connected proper Lie subgroup K such that H < K < G and H = K. Denote by k the Lie algebra of K. It will be convenient for us to assume k = h ⊕ m 1 . This does not cause any loss of generality.
Formula (2.3) defines an array of nonnegative constants, γ l ik
, associated with the scalar product Q and the decomposition (3.1). The equality γ 2 11 = 0 holds true. This equality follows from the inclusion m 1 ⊂ k and the fact that k is orthogonal to m 2 . We assume γ 
The inequality
is satisfied.
When these statements hold, the pair (g, c) ∈ M × (0, ∞) is unique up to scaling of g.
Proof.
Given a metric g ∈ M, it is easy to see that
for some x 1 , x 2 > 0. The Ricci curvature of g coincides with cT if and only if
see, e.g., [17, Lemma 1.1]. Using (3.2), we rewrite these equalities as
Our objective is to show that (3.3) is a necessary and sufficient condition for the existence of x 1 , x 2 , c > 0 satisfying (3.4) . This will prove the first assertion of the proposition. It will be clear from our arguments that the ratio x1 x2 and the number c are uniquely determined by (3.4) . This fact implies the second assertion. Substituting this into the second line in (3.4) yields
Because the ratio x1 x2 is positive, the expression in the right-hand side must be positive. As a consequence, we obtain η 1 z 2 < η 2 z 1 , (3.7)
which is equivalent to (3.3) . The above arguments demonstrate that, when x 1 , x 2 , c > 0 satisfying (3.4) exist, the ratio x1 x2 and the number c are given by (3.6) and (3.5). In both formulas, the sign before the square root must be a minus. Thus, x1 x2 and c are determined uniquely. Let us now assume that (3.3) holds. We will produce x 1 , x 2 , c > 0 satisfying (3.4) . This will complete the proof of the proposition. Observe that the discriminant D is inevitably positive. Indeed, formula (3.7), which is equivalent to (3.3), yields D = z We define c by (3.5) with a minus in front of the square root. It is easy to check that c is positive. The first equality in (3.4) holds true. Next, we define
The positivity of x 1 follows from (3.8 ). An elementary computation shows that the second equality in (3.4) holds true.
