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Mots clefs  Modle  base de rgles oues sig
modes algorithme de Sugeno algorithme gradient
RPROP
Rsum
Le modle ou propos dans cet article est consi






algorithme de modlisation est une mo
dication de l
algorithme TSK de Takagi Sugeno
et Kang  	 Les fonctions d
appartenance utili
ses sont des sigmods et les paramtres sont calculs
par RPROP resilient propagation une amliora
tion simple de l
algorithme gradient	
Cet article provisoire est considr pour l
utilisat
ion interne et n
est pas encore nalis	
 Introduction
Une bonne motivation pour la modlisation oue se
trouve dans l




introduire le ou pour mieux traiter l
incertitude
et l
imprcision	 On espre trouver quelques informa
tions sur des systmes complexes o les approches
classiques ne donnent pas de bons rsultats	 La di




peut plus ou moins interprter les rgles oues trou
ves et gagner de l
information qualitative sur le sys
tme regard	 Cependant lorsqu
on introduit le ou
le rsultat aussi sera plus ou et donc mois prcis	
Mais en augmentant le nombre de rgles ou des en
sembles ous pour partitionner l
espace d
entre on
peut aussi augmenter la prcision du rsultat	
 Travail dans le cadre du program dchange de lInstitut
FrancoAllemand IAR
Contrairement aux modles ous  base des rela
tions dont on trouve des vues d
ensemble et des com
paraisons par exemple dans   les modles  base
des rgles ont un mcanisme d
infrence xe mais
des ensembles ous variables	 Parfois comme pour
le TSK le nombre de rgle est variable aussi	 Ici
l
infrence oue est dnie par le produit Larsen	
Pour  A avec A  U     B avec B  V   
on a donc
 A Bu v 	 Au  Bv 
Les ensemble ous des prmisses de rgles sont donn
par des sigmods	 Au contraire aux systmes de
type Mamdani o les consquences sont des en
sembles ous aussi ici dans le systme de type
Sugeno elles sont donnes par une constante ou
une surface et de ce fait elles ne sont pas oues	
L
intersection des ensembles oues est dnie par le
produit comme tnorm	 On a ainsi 
 ABu v 	 Au  Bv 
La dfuzzication est accomplie par le centre de gra
vit	
Si on prend des gaussiennes comme fonctions
d
appartenance c
est pas trs dicile  montrer
qu
un systme de type Sugeno est en thorie ca
pable d
approximer chaque fonction continue avec
une exactitude arbitraire  mais le nombre de
rgles peut devenir innitivement grand	 Lorsque
le produit de deux fonctions sigmodals donne ap
proximativement une gaussienne on peut attendre
le mme rsultat pour le systme propos ici	
Le modle ou examin dans cet article sera
concrtis dans le chapitre 	 Chapitre  et
 dcrivent l
identication des paramtres et
l
algorithme heuristique de Sugeno	 Dans le chapitre
 deux exemples sont prsents enn chapitre  dis
cute quelques questions encore ouvertes	

  IDENTIFICATION DES PARAMETRES 
 Le modle ou
Soi N la dimension des vecteurs d
entre u M le
nombre des exemples mesurs u y et R le nombre
actuel des rgles oues	 Les rgles oues sont ainsi
de la forme 
if u is Fk and 	 	 	 and uN is FNk then

yk 	 pk  pk  u     pNk  uN 
 ce sujet les fonctions d
appartenance sont dnies
par des sigmo!ds et pour i 	     M  k 	      R













Fjku tnorm  produit 
La consquence de la rgle k" k 	      R est calcu
le par
fku 	 pku
	 pk  pk  u     pNk  uN 
Avec l
expression  et le centre de gravit on ob
















k 	      R $
on a u  U     UN
RX
r
vru 	  
et vr peut tre considr comme une distribution de
possibilit	
L
optimisation des paramtres de consquences
est une optimisation linaire est peut tre poursuivie
par la mthode des moindres carrs # ou comme ici
par un algorithme itratif par exemple l
algorithme
RPROP   qui est expliqu en dtail dans le cha
pitre 		 L
optimisation nonlinaire des paramtres
de prmisses est le sujet du chapitre 		 Pour co
nomiser le temps de calcul uniquement l
algorithme
RPROP est appliqu car il faut optimiser les para
mtres des consquences et des prmisses de manire
alternatif	
Ici on utilise donc le modle ou TSK de Sugeno
modi  des sigmods pour les ensembles ous et
RPROP pour optimiser les paramtres	
Des autres approches qui ressemblent  celui de
Sugeno sont par exemple
 Yager et Filev  	 Ils utilisent aussi une
architecture TSK mais avec des fonctions de
cloche et un algorithme gradient pour calculer
les paramtres	
 Tanaka et Tanino  utilisent un algorithme
gntique pour trouver les paramtres	
 Sugeno et Yasukawa  proposent une ap
proche inverse	 Ici l
espace de sortie est par
titionn ensuite on cherche les entres apparte
nant aux partitions trouves	
 Nakamori et Ryoke $ font aussi une appro
che inverse comme Sugeno et Yasukawa mais
avec des partitions hyperllipsoidales dans
l
espace de sortie	
 Abe et Lan  calculent une partition de l
es
pace d
entre selon la valeur de la sortie et ex
traient directement des rgles oues	
 Identication des parametres
L
identication des paramtres se passe par minimi
sation de l
cart kk 	 ky 	 
yk	 Cet cart depend












algorithme RPROP   additionne dans chaque
itration t une certaine valeurti au parametre pi	 Si
le signe du gradient partiel ne change pas le dernier























  IDENTIFICATION DES PARAMETRES 
Si le signe change le dernier pas est trop grand on












Aussi selon le changement de signe le pas est aug
ment si on allait dans la bonne direction	 Si on
passe le minimum le pas diminue	 L
adaption itra




















avec les constantes 	 	  et  	 	 Il est donc




 chaque itration t pour tous les paramtres pi	
  Identication des paramtres de
consquence

































yi 	 yivruiuji 
lorsque fkui
pjr
	 uji et avec ui 	 	
  Identication des paramtres de
prmisse
Les drives partielles sont pour j 	      N und





















































	  wruijr #















































  ejr ujijr

	 jr  Fjruji 
  ejr ujijr 	 
  ejr ujijr
	 jr  Fjruji  	 Fjruji 
Conformment aux quations # et $ on ob
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  ejr ujijr 	 
  ejrujijr





algorithme heuristique de Sugeno est expliqu en
dtail dans   	
L
algorithme est compos de deux boucles imbri
ques dont celle qui est  l
interieure optimise de
mani%ere itratif les paramtres d
un modle pos
sedant une structure xe jusqu ce que le critre
d


















 signie le modle identi avec A   le modle
identi avec B et 
yB est donc la sortie sur les
exemples B du modle identi avec A	 La boucle 
l
extrieure cherche la bonne structure c
est  dire le
nombre de rgles et les variables dans les prmisses	
 chaque tape on prend la meilleure structure de
l
tape prcdente et on ajoute une rgle en parti
tionnant l
espace de la variable d
entre	 On a donc
 l
tape no	 r  N  r nouvelles structures possibles
 examiner r rgles qu
on peut diviser chaque fois
en N variables	 La boucle de l
extrieure aussi se
termine selon le critre UC qui inuence ainsi beau
coup la qualit du rsultat nal	
Dans des premiers essais l
optimisation avec le cri
tre UC ne marche pas car ce dernier arrte trop
t&t l
optimisation " peuttre seulement parce qu
il
y avait pas assez de dirences entre les deux en
sembles A et B	 Le comportement de l
algorithme
en prsence du bruit est encore  examiner	 Dans
















fournit des rsultats acceptables	
Le temps de calcul est de l
ordre OR
NIM si
I est le nombre moyen d
itrations RPROP	 Cela
veut dire que pour un modle avec deux fois plus de
rgles il faut environ huit fois plus de temps de calcul
tandis qu
un redoublement du nombre d
exemples
seulement redouble le temps de calcul	
 Exemples
Deux exemples simples sont dj examins mais plu
t&t pour tester le logiciel que pour examiner les pro
prits de l
algorithme	 Pourtant on trouve dj des
premiers rsultats	
Le logiciel attend des donnes normalises
c
estdire avec une moyenne gale  zro et les va
leurs x dans l
interval 	 	 C
est pas trs grave
de ne pas respecter ce contraint mais l
algorithme
d
optimisation marche mieux car le programe choisit
les paramtres initials selon ce contraint	
 Une chelle en deux dimensions
Une chelle tant choisie pour tester l
algorithme
RPROP car ici il faut trouver des paramtres ex
trmes et les algorithmes gradient ont souvent du









Figure  Une chelle
Il est interessant de suivre le dvloppement des
modles obtenus	 Chaque gure montre le meilleur
modle avec un certain nombre de rgles	 Figure 	
montre la sortie du modle qui a une rgle c
est
 EXEMPLES 
donc un modle linaire jusqu
 la gure 	 qui
montre la sortie du modle avec cinq rgles	 Ici on a
quatre variables d
entre dont deux contiennent que
du bruit blanc et ne sont pas corrles avec la sortie	
C
est pourquoi les sorties des modles aussi celles























































Figure # Une rgle consquence constante
Dj avec trois rgles on a un modle qui ap
proxime  peu prs la vraie fonction mais il reste une
perturbation et un cart	 L
algorithme a trouv que
seulement les variables x et x sont importantes
c
estadire que les variables x et x n
apparaissent
pas dans les prmisses	 Cependant elles sont tou


















Figure  Trois rgles consquence constante
Pour viter cela et aussi pour acclrer l
algo
rithme des modles sont examins qui n
ont pas des
surfaces comme consquence mais des constantes	
Ces modles sont plus robusts le temps de calcul est
reduit car il y a moins de paramtres  identier et
le rsultat est beaucoup plus facile  interprter	 Cet
exemple est aussi examin avec seulement les deux
variables x et x qui sont non bruites	 Dans ce cas
les modles avec des surfaces comme consquences
sont aussi bien que les autres	
Voici comme exemple les rgles oues du modle
avec trois rgles o les ensembles ous sont dnis
par leurs paramtres	 L
ensemble 	 a un
 	  et un  	 		 Un grand  indique une
pente raide	
R if X is  	

and X is   	 then Y  
R if X is    then Y  	
R if X is  	

and X is 	 
 then Y  	
 Pour la preuve que ces modls sont des approximateurs
universels dans 	
 aussi une consequnce constante sut
 Deux gaussiennes
Comme exemple nonlinaire une fonction en deux
dimensions avec deux gausiennes est essaye	 Aussi































































































































































Figure # Sept rgles consquence constante
 nouveau le modle avec les consquences con
stantes se montrent plus robust et fournit avec sept
rgles une approximation passable	 Mais ici dans les
essais sans bruit les modles avec des surfaces sont
meilleurs	
L
cart du dernier modle avec sept rgles et des
consquences constantes est montr dans la gure
		 Figure 	 donne le dveloppement du critre




























number of fuzzy rules
"s_c1.r2"
Figure  Dvloppement du critre R
Voici les sept rgles du dernier modle avec
des consquences constantes	 En examinant R on
constate que l
y est trs grand lorsque x est compri
entre 	$ et 	 et x entre 	 et 		 Dans cette
partition d
espace d
ente se trouve une gaussienne	
La deuxime est plus dicile  trouver parce que
pour cela il faut accumuler R et R# qui donnent en
semble aussi une valeur d
y environ de 	 et leurs
prmisses sont trs proches	
R if X is 		
and X is  	
and X is  	
 then Y  	
R if X is 	 
 then Y  	
R if X is  	 then Y  	
R if X is 		
and X is   
and X is 	 
and X is 		 then Y  
RFRENCES 
R if X is   
and X is  	
and X is  	
and X is    then Y  
R if X is 		
and X is   
and X is 	  then Y  
R
 if X is   
and X is  	
and X is  	
 then Y  
Enn en peut rsumer que l
algorithme marche
bien sur les exemples simples regards ici	 Le plus de
rgles utilises le meilleure est l
approximation mais
il est aussi plus dicile  interprter les rgles	 Il faut
donc par exemple en regardant le dveloppement de
R choisir un modle assez exact avec peu de rgles	
 Questions ouvertes
Il restent des questions ouvertes qui seront encore
examines partiellement dans les semaines qui me
restent  Nancy	 Ce sont notamment
 La sensibilit de l
algorithme face aux bruits	
 La recherche des variables importantes	 Estce
que l
algorithme heuristique trouve les variables
signicatives )
 L
inuence du critre d
arrt	 Pourquoi le cri
tre UC ne marchaitil pas dans les deux pre
miers exemples ) Marchetil mieux en cas du
bruit lev )
 Une rduction du temps de calcul par exemple
en vitant d
examiner les variables d
entre qui
plusieures fois n





par eacer les rgles qui n
ont presque pas
d
inuence sur le rsultat du modle	
 L
applicabilit aux problmes rels et durs par
exemple la machine  papier	
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