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ABSTRACT
In this paper we consider the problem of combining and updating
estimates that may have been generated in a distributed fashion or may
represent estimates, generated at different times, of the same process
sample path. The first of these cases has applications in decentralized
estimation, while the second has applications in updating maps of spatially-
distributed random quantities given measurements along several tracks.
The method of solution for the second problem uses the result of the first,
and the similarity in the formulation and solution of these problems
emphasizes the conceptual similarity between many problems in decentralized
control and in the analysis of random fields.
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I. INTRODUCTION
The research reported in this paper was motivated by the following
problem in the mapping of two-dimensional random fields, that is spatially
distributed random quantities. Measurements or surveys of the field are
collected at different times along sets of one-dimensional tracks across
the field. The sets of tracks may differ from survey to survey. Either
a local or regional map is generated for each of these surveys and the
problem is either to combine these local maps optimally, or to
update an overall map as each new survey becomes available. Problems of
this type arise in many applications including the mapping of vertical tem-
perature profiles of the atmosphere given data provided by satellites [1]
and the mapping of anomalies in the earth's gravitational field and the
effects of such anomalies on errors in inertial navigation systems [2,14].
The problem posed in the preceding paragraph is not solved completely
in this paper, but a special case of it is in which the tracks are all
parallel and the field along the direction of the tracks can be modeled by
a finite dimensional linear shaping filter driven by white noise. In ad-
dition to solving this special case and to providing insight into the
general case, the solution we obtain is of independent interest in that it
provides a procedure for optimally updating smoothed estimates as more data
is collected. Furthermore, one of the principle steps in our development is
the construction of the optimal combined filtered (i.e. causal) estimate
from several local filtered estimates. This is basically a problem in
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decentralized filtering,and our results extend those of Speyer [3] and
Chong [7].
In the next section we present and discuss the solution to the problem
of combining decentralized filtered estimates, while Sections III contains
the description and solution of the problem of updating smoothed estimates.
In Section IV we apply the results of the preceding section to the problem
of real-time smoothing, that is, of estimation given a previous smoothed
estimate and new real-time data. The paper concludes with a discussion in
Section V.
II. COMBINING DECENTRALIZED FILTERED ESTIMATES
2.1 Formulation and Solution of the General Case
Consider a linear dynamical system driven by Gaussian white noise
x(t) A(t)x(t) + w(t) (2.1)
EEw(t)w(T)'] = Q(t)3(t-T) (2.2)
where w(t) is independent of x(O) which is taken to be a zero mean
Gaussian random variable with covariance (0). Suppose we have two sets
of white noise-corrupted observations
YL(t) = C (t)x (t) + vl (t) (2.3)
Y2(t) = C2(t)x(t) + V2(t) (2.4)
where v and v2 are independent of each other and of w and x(O), with
E[vi(t)vi ()'] = Ri(t)6(t-T) , i=1,2 (2.5)
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The two sets of measurements (2.3), (2.4) can be thought of as representing
observations taken at different locations in a distributed system or at
different nodes in a network of interconnected systems. These observations
are processed separately to produce local filtered estimates, and we wish
to consider the problem of recovering the overall optimal filtered estimate
x(tlt) = E{x(t)lY (S),y 2 (s) st} (2.6)
in terms of these local estimates. If this can be done, then much of the
raw data processing can be done locally without any loss in global per-
formance. In addition, if local filtering is performed on the data, we may
reduce the required bandwidth for transmission of information to a cen-
tralized processor. A problem of this type was considered by Speyer [3]
in the context of decentralized control. Our work represents an extension
of the estimation portion of his results. Also, while we consider only
two sets of measurements (2.3),(2.4), the preceding formulation and our
analysis of it extend in an obvious manner to the case of N sets of
measurements and local estimates.
In order to complete the formulation of the problem, we assume that
the local processing algorithms are Kalman filters based on different
models:
i. (t) = t)(t) +x. (t) w. , i=1,2 (2.7)
1 1 1 1
E[w i(t) w (T)' = Qi(t)6(t-T), i=1,2 (2.8)
Yi(t) H(t)x(t) +(t)x t  vt), i=1,2 (2.9)
where x i ( 0) is taken to be zero-mean with covariance i(O). It is
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important to emphasize here that (2.7)-(2.9) represents a model whose
sole purpose is for the design of local Kalman filters. This model may
not accurately reflect the actual statistics of Yi. At the moment we are
assuming no relationship between the local model (2.7)-(2.9) and the
correct global model (2.1)-(2.5), except for the assumption that the v.
in (2.9) are the same as in (2.5) (i.e. that they have the same statistics,
so at least the measurement noise is modeled in the same fashion locally
and globally). As we need to impose some relationship between local and
global models, we will do so.
Given these local models, the equation for each local processor is
given by the following,
x.(tt) = [A-PHR. H.]x. (tt) + PiHiR. Yi (t) (2.10)
1 1 1i k
The covariance P can be precomputed from either of the following
equations:
P. = A.P. + PA + Q i - P H-1HiP (2.11)
d -1 -1- -1 -1 -(P -P A. - AP. - P. QiP. + H.R. H. (2.12)
dt i i -i i 1 1
with the initial condition
.i(O) = i(0) (2.13)
The problem to be solved is to obtain an algorithm for computing
* From this point of the explicit time dependence of matrices will be
suppressed. If a particular matrix is constant, we will explicitly
state this in order to avoid confusion.
I
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the global estimate x in (2.6) in terms of x and x2. Speyer in [3] solved
this problem when the local model are the same as the global model, and we
will comment on the simplifications that occur in that case shortly.
Allowing the local models to differ from the global model leads to several
potential advantages. For example, presumably the local models are lower-
dimensional than (2.1) and represent the important dynamics at that particular
location in the distributed system or network. Therefore, the local
processors can be made far less complex than the global processor. Of course,
A A /
we cannot recover x from x and x2 for arbitrary choices of local models,
but the conditions needed are quite weak. Specifically, as we will see, the
only condition that is required is that there exist (possibly-varying)
matrices M1 and M2 such that
1 i2
C. =i il=1,2 (2.14)
Equation (2.14) and its implications deserve some comment. First
note that (2.14) is equivalent to
R(C.) C (Hi ) i=1,2 (2,15)
or equivalently that
R(C) D R(H) i=l,2 (2.16)
What these conditions say is that if any set of components of H.x. are
linearly interrelated, then the same set of components of Cx must have
exactly the same linear interrelationship. That is, if the local models
I __
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(2.7)-(2.9) assume any redundancy among the sensed quantities -- i.e. the
components of i -- then that redundancy must actually exist in the global
model. Note that if (2.15) is satisfied, valid choices for M1 and M2 are
M. = HC. , i=1,2 (2.17)
(where "t" denotes pseudo-inverse) and the choice is unique only if
N(H.) = {O1.
Thus, the dynamics (2.7),(2.8) can be totally arbitrary, as long as
(2.15) or (2.16) is satisfied. For example, one implication of this
condition is that the dimension of x must be at least as large as the
number of linearly independent components of the measurement vector Yi.
However, the condition (2.15) is sufficiently weak that, if we desire, we
can always choose a local model of this minimal dimension that satisfies
the condition. Therefore, the conditions does not require that there by
any physical relationship between the local states, x1 and x2, and the
global state x. On the other hand, (2.14) suggests an interpretation of
Xi as being a part of the global state, specifically Mix. If this is the
case, then (2.7) implies that this part of the state is decoupled from the
remaining part of x in the sense that M.x is itself a Markov process. This
is, of course, not the usual case in practice, where approximations are made
in assuming that the couplings between the local states can be neglected or
can be replaced by additional white noise sources. What our results say is
that as long as (2,14) holds, for the purposes of reconstructing x, it doesn't
-8-
matter if (2.7) is an exact or approximate expression for the evolution
of the local state. If xi actually equals Mx, we obtain some simplifi-
cations in the equations that define our algorithm, and we will discuss
these at the end of this section.
As a first step in deriving our algorithm, consider the Kalman filter
for the calculation of the global estimate x:
x(t·t) = EA-PC'R C1-PC R Cx(tlt) + PCIR y l(t) + PC2R2 y (t) (2.18)
where P can be calculated from
P = AP + PA + Q -PC R CP PC R C P (2.19)
P(0) = (0) (2.20)
The solution to the problem we have posed can be obtained as follows.
Rearranging (2.10) we have*
HR Y = Pi {xi- [A-P.HR. Hx. (2.21)
Examining (2.18), we see that the quantities needed in the calculation of
x are CR 1 Y1 and C2R2 Y2 . These can be obtained from (2.21) only if
matrices M and M 2 exist that satisfy (2.14). Assuming that this is the
case, we can combine (2.14),(2.18), and (2.21) to obtain
* Note that we have implicitly made one other assumption about the local
models, in that in (2.21) we are assuming that P. is invertible. This will
be guaranteed as long as :i(0) is invertible
------
-9-
x= [A-PC1 R C- PC2 R2 2 ]X
+ PMP - [A -P H R Hx}
11 1 1 11 1 1
+ PM22 {2 [A 2-2H2R2] 2 }
In order to simplify notation, define the following quantities:
F = A-PC1Rl C1 - PC2R21C11 1 PC22 C2
-1
F. = A.-P.H.R. H.
3 1 1 1 1 1
i=1,2
(2.22)
(2.23)
(2.24)
G. = PM P (2
1 1 1
Then, in order to avoid differentiating x and x2 in (2.22), we define
A A A
= x - GX 1 - G2x2 (2
and differentiating, we find that
F +K 1 + K 2X2 (2
x = + lX1 + G2x 2 (2
.25)
.26)
.27)
.28)
where
K. = FG. - G - G.F.
. 1 1 1.3
, i=1,2 (2.29)
If we use the differential equations for
-1
P., P. and P,
1 1
(2.29) becomes*
* Note that in (2.29) we have implicitly assumed that M1 and M2 are dif-
ferentiable. Again this is not a particularly restrictive condition. For
example, in the time-invariant case it is certainly true, since M1 and M2
can be taken to be constants.
_ _I _· 

--------- 
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K. PMP P_ - QM- -1
t i 1 1i -1
+ [PMi A P PA'MP. - PM.P. -] i=1,2 (2.30)
If all of the models, local and global, are time-invariant and if we
consider the steady-state case, then the above solution still applies
(with M.=O) and is also time-invariant.
This is the general solution to the problem of combining decentralized
maps. In addition, this solution can be directly adapted to the problem
of computing x from xl and 2. This is of interest in situations in which
one local processor transmits information to a global processor that has
measurements of its own. We can solve this problem by returning to
, -1 , 1(2.18), and instead of replacing both Cl Y1 and CR2 Y by expressions
C2R2 Y2
A^~~~~~~~~~~ -l
in terms of xi and xi, we make this substitution only for CRl 1 Y1 The
remaining analysis is analogous to that carried out previously, and
the result is
x = p + G X 1 (2.31)
where
A I -1
p = F K1x1 + PC2R2 +2 (2.32)
Here F, K1, and G1 are the same as given previously.
In the next two subsections we present two special cases which
result in some simplifications in (2.23)-(2.32) and consequently allow
us to interpret our result in more detail.
_rrrrllssl ____s__·_____________C__III___1__  ill _1C _^111_1^--··11-··II.. ---1111-1 -·----- - - - ·- ·I - - I I-- I
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2.2 The Special Case of Identical Local and Global Models
In this section we consider the case examined by Speyer in [3].
Specifically, we assume that the models used by the local processors are
identical to the global model. That is,
A l=A A Ql cC2 M =I (2.33)1 2= Q=Q2=Q, C=H1, C2 =H2 , M1=M 2=I
In this case the expressions for K1 and K2 simplify to
1 1 1 1 1 1K. PP QP - QP (PP -I)QP (2.34)
and
x = +P(P x + ( x22 (2.35)
Note that the second term in the expression for x is the usual expression
for combining independent estimates [4,5]. However x1 and x2 are not independent
in general, and represents a correction for this correlation.
The reason that x and x2 are not independent estimates is that they
are based not only on measurements with independent noises but also on a
priori information. Specifically, both of the local estimates incorporate
statistical descriptions of x(O) and w(t), and thus the errors in both
estimates are correlated with these processes. It is the correlation with
the process w(t) that leads to the need for-a dynamical correction () to
account for the correlation in the processes x1 and x2. If Q= (i.e. if
w(t) is not present), then K=Oand hence =0, and x is a memoryless function
1
of x! and x2. In this case it is straightforward to show that
_. _ _ ..- -- -- -- -- -- -- -
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x(tlt) + P(t) P' (t)xi(tIt) + P t)x2 (tlt)3 (2.36)
and
P (t) = (t) + P-(t) - (2,37)
where (t) is the unconditional covariance of x(t). Xn general (t)
satisfies
i(t) = A(t(t) + (t)A, (t) + Q(t) (2,38)
with (O) given. Equations (2.36) and (2.37) hold only in the case when
Q is zero. Note that even in this case x and x2 are not independent
estimates because of the correlation of the estimation errors with x(O).
Following the work of Wall [4], we can interpret (2.36) and (2.37) as
follows. We have three sources of information on which to base our
estimate of x(t), the measurement processes Y1 and Y2 and the a priori
information about x(t), provided by the unconditional propagation of the
mean and variance from the specified statistics of x(O). The estimate x.
uses yi and the a priori information, which, therefore is used twice.
-1 -1
Equation (2.37) corrects for the fact that both P and P reflect the
1 2
uses of this information. Also, (2.36) is the correct expression under the
assumption that x(O) is zero mean. If this is not the case, that is if its
mean m(0)70, then (2.36) is replaced by
x(tlt) = P(t) [P1 x (tlt) + P2 x (tit) - (t)m(t)] (2.39)x(tt) = P(t)2[P1 X2 (t +P2 2t)- t
_ 
 __ _ _I_ ____1______ __
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where m(t) is the unconditional mean of x(t) which satisfies
m(t) ='Am(t) (2.40)
Again we see the "subtracting out" of the effect of a priori information,
so that the duplication of this information is removed.
Finally, note that K.=O also if P=P.. However, this is only the
1 1
case if the other set of measurements contains no information. In general,
if the system is observable from each set of measurements, (PPi -I) will1
be invertible. Of course, all of the previous statements have certain
obvious generalizations. For example, if part of the state is uncontrol-
lable from the noise, then the corresponding part of x is a memoryless
function of x1 and x2. Also, if one set of measurements, say set 1,
contains no information about a part of x, then the corresponding parts
of P and P2 are identical.
2.3 The Case in Which the Local Model is a Subsystem of
the Global Model
In some cases the dynamics of one of the local models may, in fact,
be the exact dynamics of a subsystem of the global model. Specifically,
if this is true of local model 1, then
xl(t) = l (t)x(t) (2.41)
Equation (2.41) has several important implications. Since x satisfies
(2.7),(2.8), and x satisfies (2,1),(2.2), equation (2.41) states that
the Markov process x(t) has a subprocess, namely x (t), that is Mrkov
111111_111_11__1·1_1-_11--- 11111-
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by itself. Differentiating (2.41) and using (2.1) and (2.7) we have that
A1 M x+w1 = AlXl+W 1 x =Mlx+ Mx Mx+M1Ax +Mw (2.42)1 11 1 1 1 1
and from this we conclude that
AlM1 = M1 M A (2.43)1 1 1
and
w M w (2.44)
which implies that
1 = M1QM 1 (2.45)
Also, directly from (2.41) we have that
E = M EM (2.46)
Note that from (2.46) it is clear that 1 is invertible only if M1 is
onto (assuming that is invertible). We will assume that this is the case,
since from (2.41) we see that any other choice for M 1 leads to an x with fewer
degrees of freedom than it has components. In addition, under these
conditions, the expression for K1 simplifies:1
K1 = PM1P1 M QMlP1 - QM 1P1
(2.47)
= [PMP-1 M-I]QMP-1
This equation bears some resemblance to the form of the gain when the
local model is the same as the global model. In order to gain further
_________1111_____1_11_31111____11_11__1 1 ---·I Ill
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insight, we wish to consider a particularly convenient form for the
global model. This is done by choosing a basis for the global state
space so that the components of xl are the first components of x.
Assuming without loss of generality that the global model is in this form,
then
x = --- (2.48)
11 1M1 = (I ' O) (2.49)
21 ) = ( 22) () (2.50)
Q1 12 (2.51)
k Q12 Q22 /
Y1, (H1 0) x + 1 (2.32)
2= (c21 c22) (x) + v2 (2.53)
This form is illustrated in Figure 2.1. Note from the figure that it is
clear that the global system is not observable from Yl alone. This is
not surprising given that xl is Markov by itself.
  1_1__11___11___________si)--L_____ _ _____ ·· ·111_1_
C'j
IHU~
________q_________·_____
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Using (2.48)-(2.53), equation (2.47) becomes
K = -1 -
[(P) 11 1 -Q1 P1
~~~~~~~~~~~= ~~(2.54)
-1 P11)2 p1 - Q12 1
where
(P) 11 (P)12 
P = (2.55)
(P)12 (P) 22
From this and the previous equations and from the figure we can get a
clearer picture of the structure of our solution in this case*. Since K1
is partitioned, let us consider each part individually. The first piece,
[(P) llPl -I]Q 1 P11 is exactly of the form of the gain that we saw in the
preceding subsection when the local and global models are identical. (see
equation (2.34)). This is not surprising, as the first piece of the
global state x is nothing more than xl, for which the local and global
models agree. Therefore, the incorporation of xl into a global
estimate of this piece of x, given Y1 and Y2, is the same as
* In the following discussion we use the notation developed previously.
Thus xl refers to the local estimate of x given Yl (P1 is its locally-computed
covariance) and x refers to the global estimate of x given Y1 and Y2 (global
covariance P). In the particular case being examined here x = xi , and
therefore there is some chance of confusion. We have attempted to reduce this
chance by using xl and x only in the senses described above. Also, we have
denoted the upper left-hand block of P by (P)1 1 (see (2.55)) to distinguish
it from P . Here (P) i is the estimation error covariance of x1 given l
and Y2 , wile P1 is te error covariance based only on Yl'
111_._1111 _^·______ _ 11_1___.._· .
-17-
the problem we considered in Subsection 2.2.
The second piece [(P) Q-Q2 1 essentially tells us how to
use the estimate of x 1 to obtain an estimate of the remaining part of
the state. Consider for the moment the case in which there is no second
set of measurements, that is, when C21=C22-O. In this case we have a
cascade interconnection of two systems and measurements from only the
first of these. It is clear that under these conditions (P)11=P1,
which merely states that local processor #1 produces the best filtered
estimate of x1 given '1. From (2.54) we see that this observation is
consistent with the fact that the first part of K1 is zero. Also, the
second piece of K becomes
[Pi2lQl-Q 2(P
and using (2.23)-(2.28) and (2.54), the optimal estimator for y becomes
y n +( 2) x1 (2.57)
A22n + Ml 2lQ2](iX (2.57)
These equations describe how the optimal estimate of the unobservable
part of a system can be constructed from the optimal estimate of the
observable part. It is worth noting that this particular special case is
of practical importance, for example, in navigation systems in which
accelerations are sensed and in which velocities and positions are to be
estimated. Our result states that the acceleration measurements can be
processed first (locally) to produce optimal acceleration estimates, and
~~ - -~~ -~~ "~
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these estimates can then be used (perhaps in a centralized processor)
to compute the optimal estimates of velocity and position. Again the
transmission of filtered measurements may be done more efficiently than
the transmission of the raw data, and the complexity of the two processors
(for Xland for y) are each less than the complexity of a global, cen-
tralized estimator for x. Such a procedure may also be of value even if
Y2 is present, for example, if we do have velocity or position sensors.
In this case, from eq. (2.32) we see that our results tell us how to
reconstruct the optimal estimate of acceleration, velocity and position
in terms of velocity and sensor measurements and the estimate of ac-
celeration obtained by processing the accelerometers alone. Again there
may be transmission savings in transmitting this estimate rather than
the raw accelerometer data, and, in addition, there may be implementation
advantages in breaking the overall optimal estimator into smaller pieces.
Note also from (2.47) that K=0 if Q=O. In fact, from (2.49) and
(2.51) (together with the fact that Q12 must be zero if Q1 is), we see
that K=O if Qi=0. In this case, whether 2 is present or not, x
depends on x in a memoryless fashion. This is best understood by
noting that with Q=0, x1 is a time-varying bias*
xl (t) = l(t,O)x1(0) (2.58)
and it also produces a time-varying bias in 
* Here 1 is the state transition matrix associated with Al
.
Similarly
I22 is the state transition matrix for A22.
__111__11111111__1Illll_-_lplllllllli ___ ___
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y(t) = b 2(t,o)Y(o) + t22(t tT)A21(T)Xl(d)d
t
+ 2 (t,T) [0I]w(T)dT (2.59)
The measurements Yl provide information about the second term
in (2.59), which can be rewritten as
22 (tT)A () (t) d (t ) (2.60)
Thus the best estimate of y given the measurements Yl is simply a
memoryless function of xl. For example, if we do not have a second
set of measurements (C 21=C 22=O), then (2.28) reduces to
= PM1P 1 x (2.61)
where M1 is as in (2.49) and P is given by (2.54). Therefore
Y= P12P1 x1 (2.62)
III. THE SMOOTHING UPDATE PROBLEM
Consider the formulation described in the preceding subsection, but
with the following additional features: (1) we observe the measurements
over the time interval [0,T]; (2) the data are processed locally to
produce the smoothed estimates
________________________________________ _
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is(t) = E[x.(t) lyi(), 0' <T] (3.1)
based on their local models; and (3) we wish to compute the overall
smoothed estimate
x (t) = E[x(t)y l(T),y 2 () 0<<T] (3.2)
using only the smoothed estimate histories ls and x2s. A second, very
closely related problem is that of computing x in terms of xls and Y2
As we discussed for the filtering problem at the end of Section 2.1, the
solution to the first of the smoothing problems will also provide us
with a solution for the latter. Therefore we will do our analysis for
the first problem and will comment on the second problem afterwards.
The motivation for these questions comes from problems in map updating.
Suppose that, as illustrated in Figure 3.1, we are interested in the
estimation of a two-dimensional random field given data obtained from
parallel tracks. Problems of this type arise in the mapping of gravita-
tional anomalies given data obtained along tracks over the ocean [2,14]
and the mapping of meteorological variables from data gathered by
satellites [1]. In this case we can think of x as representing the
variables to be mapped along the ith set of tracks or over some portion of
the field including these tracks. The global state x then represents the
field along all of the tracks or regions surrounding each of the tracks.
Note that our model allows repeated or overlapping surveys (x.=x. for
repeated surveys, while some components of x are the same as components
of x.j if the surveys overlap).
J
-20a-
FIGURE 3.1: Parallel Data Tracks Across a Two-Dimensional
Random Field
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As in the preceding section we will assume dynamical models for
x and x along the direction of the tracks. This can be done if the
underlying field has a particular characterization. Specifically, let
f(t,s) denote the two-dimensional random field, which we assume to be
Gaussian and, for simplicity, zero mean. Here t is the direction in
which the tracks are taken -- i.e. we observe the field over lines of the
form {(t,s i ) 10<t<T} for several values of si. What we require is that the
set of processes f(t,si) jointly have a finite-dimensional shaping filter
representation. Define the 2-D correlation function
R(t,T;s,a) = E[f(t,s)f' (t,)3] (3.1)
As in l-D, this function has a certain symmetry property. Using (3.1)
it is readily seen that
R(t,T;s,C) = R(T,t;C,s)' (3.2)
Thus, if we specify R(t,T;s,) for all 4-triples (t,T,s,a) with t>T,
we will have completely specified it. Other properties of f can be
reflected in properties of R. For example if f is stationary, then
R(t,T;s,a) = R(t-T,s-a) (3.3)
and if we specify R(T,C) for T>0 and a arbitrary, we will have completely
specified it.
The requirement that any set of tracks f(t,s.) be realizable as the
output of a finite dimensional shaping filter places additional restrictions
-22-
on R. One important case in which this is true is when R is separable
R(t,T;s,Y) = R(t,T)R2(s,a) (3.4)
with R1 and R2 square,
Rl (t,T) = R(T,t) , R (s,a) = R'2 ( ,s) (3.5)
and R1 itself being separable
Rl (t,T) = H(t)G(T) , t>T (3.6)
It is not difficult to see that (3.2), (3.4), (3.5) imply that R1
and R2 commute for any values of their arguments. The case (3.4)-(3.6)
is a slight generalization of classes of processes considered by others.
For example, if we had further assumed a separability condition for R2
as in (3.6) and made the field stationary (so that (3.6) becomes
R(T) = He G, t>O), we would have the continuous-space version of the
model considered by Attasi.
While the restriction of finite dimensionality and the scenario of
Figure 3.1 are quite special, this problem is of interest in the applica-
tions cited earlier, and it opens up some interesting technical problems
which we will discuss and solve. Furthermore, we feel that our results
do shed some light on the issues involved in assimilating spatially-
distributed data and combining regionally-processed information and as
such represent a modest first step towards the goal of solving less
restricted versions of these problems.
___l__________s_____________________111_ 
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Recall that in the preceding section we solved the causal -- i.e.
filtering -- version of problems of combining and updating estimates.
We found that a solution existed with effectively no restrictions on the
relationship between the local and global models (except the existence of
M. in (2.14)). In this section we are interested in the noncausal versions
of this problem. As we will see, the updating problem always has a solution,
while the combining problem can be solved only when some further restriction,
which also is not particularly severe, is placed on the local models.
In the next subsection we will develop the basic ideas behind our approach
and will pointout where the difficulty arises. In the following two sub-
sections we will address the two special cases considered in Subsections
2.2 and 2.3, which are the most important for random field mapping, and we
will see that the difficulty can be overcome in these cases.
3.1 The General Case
The starting point for our analysis is the two-filter form for the
optimal smoother. In particular, we will follow the approach described in
[4]. In this approach the smoothed estimate is a weighted combination of
a forward estimate, produced by the usual Kalman filter, and a reversed es-
timate, produced by a Kalman filter based on a reversed-time Markov model.
This approach has the advantage of not involving infinite initial error co-
variances. For all of this we assume that x(O) is zero mean and that the local
-·----·-·-- -·-------  I I'-' ------IIYI1^II--~lllili____
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processor filters (forward and reverse) are initialized at zero. Nonzero
initial conditions can easily be accommodated, because of linearity, and one
should then think of all of the variables in our formulation as describing
deviations from the a priori mean.
Let us summarize the smoother equations for each of the two local
processors. For ease of reference, all of the relevant equations are
collected here. The forward estimator for processor i (i=1,2) is given
by
i -1 ' 1
LA E~ E ~-pX H + -l H R ?KIR(3.3)
Xif = i-PifHiiRz Ii if if i R Yi
where Pif can be precomputed from either of the equations
i iif AP + P A + Q - P H'R.'p. (3.4)
Pif i i P i f Q
-. -1 -l -_ -1l(p -p A AP R H. (3.5)dt if i AiPi f PifQiPif + HiRH
Note that these equations are essentially the same as (2.10)-(2.12).
The reverse time estimator involves the unconditional covariance for
the local model assumed by the processor, which can be calculated from
i =Aii + iA + Q (3.6)
or
4 X31) _ - -1 A. - A' I7' 1,_ .41 (3.7)dzt, -i 1 1i 1i
__1_1______________1_ql___·__ · 1 I _ _
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The reverse-time estimator operates backward in time from t=T and is
given by
_x [A.-QI-l- P. = H' lH,]X^ +P H.R (3.8)
the following equations
ir = -Ai+Qi PP ir iA+Qi1J
(3.9)
+ P. HR. H.P.
d -1 I1 11 11r(Pr = Pr [Ai+Q + [Ai+Qi.i ]'Pidt ir ir i 1
(3.10)
-1 -l -1
-P. Q.P. + H.R. H.
r 1 
The smoothed estimate xis is then given by
i dif if ir ir
where
p-l P p + Pir -i (3.12)
is if ir i
Note that (3.12) again reflects the fact that xf and x are notif ir
independent estimates, as they both utilize a priori information,
in this case the information concerning x(O). Here (3.12) holds for
any value of Q i
_I_ ^_ __ I_ --Y-·l ·--·---L----i---i-L-L1-·IIIYII---UX-
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The overall smoothed estimate satisfies a similar set of equations
-I1^ p-!~4
x = P [Pf x + P ] (3.13)
s s f f r r
-1 -l -1 -1 314)
s f r
A = + XA + Q (3.15)
d -1 ~ -1( X ) = - I- (3.16)
Pf = AP+PfA'+QP-PfCR1 2 C2Pf (3.17)
d P-1 - -1 A- 1 -1-1+, -1 _ -1(p l) = P 1 Ap P f QP f +CR Cl+C2R2 C2 (3.18)dt f f f f f 11 222
-r = -[A+Q- IP P [A+Q + Q
,-1 '-1
-P C1R1 C lP -P C2R2 C P (3.19)
r r 2r
d (Plr ) PL +[A+Q 1] + [A+Q - P- QP
at r r r r
(3.20)
+C1R 1 C 1 + CC2
Using the results of the previous section we can calculate xf in
terms of X lf and 2f' and, by looking at the problem in reverse time,
A A A
we can use the same result to compute xr in terms of xlr and x2r. The
resulting equations are
_ _ __IC__lillll__l___________···_l_·f-C 
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Xf = f + G1 llf + G2 fX2 f (3.21)
-= FfK f + K2 ff f (3.22)
where
, -1 , -1
Ff = A- PfCR 1 C1 - PfC2R2 C2 (3.23)
G PMIP -1 (3.24)
Gif PfMiif (3.24)
-1Q -1
Kif fi ifiif fMiif
+ [PfMiAiPif PA - P PfMiPif (3.25)f...fi fA MPf] iif
and in reverse time
x = + G + G (3.26)
r r lrXlr 2r2r
tr Jr + KlA A(3.27)
r 
= Fr  + KlrXlr + K2 r 2 r
F = -A-Q C-P C2R2 C2 (3.28)
G. P MP-1Gi0 = PrMPir (3.29)ir r i ir
K. [P M.P. Q P - QM:P.
Ki r ir ir ir
-1 
-1 [---1 -1 
-1
M I[-A:. i-i Qi]Pi Pr[ A T Q]M.Pr} + P M.P. (3.30)
r 1 111 ir r r 1 ir
From (3.13),(3.21),(3.22),(3.26), and (3.27), we now have an
algorithm for calculating x from XLf, Xi, X2 f, and 2 . What we would
like is to compute x in terms of xls and x2 . To see when and how thisss
-UCr-----III -----rr ·-- ---- --·1------. -- -li "Il*LIIIIIIIII··LI1·X-"-·-·-. -----L ·l---CI ^·l_^llll-il_·-l^__i-_. 
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this can be done, we note first that from (3.11) and (3.24)
Pf xf + P x =P Pf+ MPf  P  f+ MPlfXf 2P2fX2f rP r
-1 -1^
1 rXlr 2 2r2r
-1 - , -1-
f f rr 1P +MlP sXIs M2P2s2s
Thus
Xs = fP f + P + MP x + MP x2 (3.31)
s ~ s ffPr r sXlis M2s 2s
The last two terms on the right-hand side represent the type of
combination of estimates one would expect if the two sets of measurements
had independent sources of error. However, as we have seen, they are
correlated, and thus we have the correction terms to account for this
correlation.
We have now reduced the algorithm for calculating x to equations
(3.31), (3.22), and (3.27). We have eliminated xif and x. and
replaced then with x. in (3.31), but (3.22) and (3.27) still involve theis
forward and reverse estimates. Our goal is to try to perform a combination
of terms, as was done to obtain (3.31), in order to replace these
estimates with xis. However, we cannot perform this in the same simple
manner as was used earlier at least for the equations we have here. For
example, (3.22) involves xif but not xir, so we cannot combine terms to
if ira
obtain x.i . Rather, we have something that more closely resembles an
inverse system problem: we want to express the term involving xif in (3.22)
____l__l___l_____·IC_ 1· __ _
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by a team involving x. . As we will see in the next few subsectionsis
this cannot always be done, but there are some very important cases in
which it can be done. The most basic of these is considered in the
following subsection.
3.2 The Special Case of Identical Local and Global Models
As in Subsection 2.2, consider the case when
A1=A2 =A, Q1=Q2=Q,' C1=H1 C2=H2
(3.32)
M1=M2=I
This might correspond, for example, to two separate measurements along
the same sets of one-dimensional tracks or of maps of the same region
in the two dimensional field produced from measurements along two
different sets of tracks.
For this case we obtain some simplification, as we did in the
decentralized filtering problem. Here
-lP P +f  +P x + P x (3.33)
s 2 f f Pr r + Plls + P2 2s
and
if=Ffi iKlflf+ K2f 2f 
Er = F + K x + K x (3.35)
-
= Frr + KlrXlr+ K2r2r2r
where
-1 I -1
Kif =P P - IQP (3.36)f f [Pif if
-1 -1
K. = [P P. - IIQP (3.37)ir r ir ir
----- ··----- ·--- -1. I -- - ,---· -II c ... ..-1....... ... . ^..-_...I-x.. .......
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We now see that the quantities we actually need in (3.34) and (3.35) are
-1^ -1 ^QPif xif and QP. Xi . In order to proceed, it is useful to defineif f ir ir
-1^
if Pifxif
-1^
Z. = P.x. (3.38)ir ir ir
-1^
z. =P. x.Zis Pis is
Then, from (3.11)
z = z +z (3.39)
is if ir
and, differentiating
I d -i' l' C 1-(3.40)
if dt if) if if + P if(3.40)
d -11' 
z = d. (P+ Px. (3. 41)ir dt ir ir irir r (3.41)
Substituting (3.3) and (3.5) into (3.40) and (3.8) and (3.10) into
(3.41) and performing some algebra, we obtain
= -(A' +P- Q) Z + C R. Y (3.42)if if +if i 1 Yi
z. = -(A'+ Q-P Q) z. - CR 1y (343)
Ir ir r I (3.43)
If we add these last two equations and use (3.39) we obtain two dif-
ferent equations for the time rate of change of z.is
_ _Lls*_*____________II 1_1 I ___II _ _ I___ _1_1_  II__ ___I 
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z. = -(A+1 Q-P. 1Q) z. P-Qz (3.44)
is Pir is s if
-1 -1
zis = -(A'+P ifQ)z + p-Qz. (3.45)if is isQzir
Thus
Qif = P [-z. -(A Q-P Q)zi (3.46)
is is ir is
-1
ir =is is +(A'+PifQ) is] (3
From (3.34)-(3.38), we see that we can use (3.46), (3.47) in these
equations to replace Xif, xir with x.is. Thus in this case, we can obtain
an algorithm of the desired form. Note that we haven't shown that we can
recover xif, Xi from xis, or equivalently zif' Zir from Zis but we have
seen that we can recover Qzif and QZir, and this is all that we need for
our problem. Note, however, that the expressions (3.46), (3.47) for
these quantities involve derivatives of Zis. In order to avoid these,
we must use a feedforward formulation. First of all, substituting (3.36),
(3.46) into (3.34) we obtain
2
f = Fff- [PfPif -I]Pis zis +(A+ Qir is (3.48)
i=l
From (3.38) we know that
A * -l^ 
x = P. P x. + P. z. (3.49)is isis is is is
or
P = x - P xlAis is is is is is (3.50)
I_ ·I__ ·______ I _ _LC _ __ _I I ^·_ _ II_ II_ _
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Now define
2
qf f + [ fPif - I 
i=l
Differentiating this using (3.50), we obtain
9 9
f f f . F if I)xs + dt (PfP f) Xii=l i=l
2
-1 -1
I [Pf Pif -I [ Pis + is
i-=1
ir Is is
We have all of the equations needed to simplify this equation
except for an expression for Pi . From (3.12)is
d (p) d (-1 d (P- ) d -1(P- ) - (P- + (P- ) d ( )dt is dt if dt ir dt (3.53)
and using expressions for the terms on the right-hand side (equations
(3.5), (3.10) and (3.16) together with (3.32), we obtain
d -l) = -1 - -1 -1 -1 x-l(P ) = -P A A'. -P QP - P. Qdt is is is if is is
-1 -1
+ Pis QPiris ir (3.54)
A great deal of algebra then yields
qf=Ffqf fC2R2 C2X1s -f C1R ClX12s
Note that "2" -subscripted matrices multiply xls and "1" -subscripted
matrices multiply X2s
We can follow exactly the same ideas for the reverse filter. Let
2
q + [PP. -Ix. (3
r r r ir is
i l
.55)
.56)
(3. 51)
(3.52)
-- ·--4·111·3··19·1___ __
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Then
- A -1 ^ 1 ^
r 
= Frqr PC2R2 C2 Xls- PrClR Clx2s (3
Substituting (3.51) and (3.56) into (3.33), we obtain
1·-1 -1 -L -1
x= P2 Pf qf -E [Pif - Pf ]is + P qr
s = 2 f i if f is r r
2 2 (3.58)
[P. P ]x. + i Psxi 
i=l ir r is i=l
Using (3.12) and (3.14), we obtain the following algorithm for
combining smoothed estimates
(3.59)
(3.60)
(3.61)
If we think of optimal estimates as orthogonal projections in spaces
of random variables, then xls is the projection of x onto Y' the subspace
spanned by the first pass measurements. Similarly x2s is the projection
2s
onto Y2 and x is the projection onto Y1 + Y2. If Y1 and Y2 were
orthogonal, i.e., independent, then x would equal xls + X2s. However,
they are not, and thus the other terms in (3.59) account for this.
We can actually see this point more clearly if we look at the smoothing
update problem, that is, the problem of computing x in terms of the
s
-1 -1 I
X = P {Pf qf + xls + X2
5 s f f rr is 2s
,-1 A -1 A
qf = Ffqf PfC 2 C2Xls PfC1R1 C1X2s
-PC 1 A I -1 A
r r r r 2 C2Xls PrC LR1 ClX2s
--- ----u---·----·C-·---L··^·-·----·^ -- -------CI -·-·l··C-·-·---rrl1-1-----·----·1
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time history of the old smoothed estimate xls and the new data V2 .
The solution to this problem is readily obtained in a manner analogous
to that used in deriving (2.32). That is, if we perform all of the
analysis we have just done, leaving Y2 alone and only replacing Y1 by
A AA
Xlf, lr, and eventually by xls, linearity guarantees that the input-
output relation from xls to x is the same as that obtained already.
s
Thus, all the work we need to do is already done, and we can simply
write down the solution to the updating problem:
(3.62)
(3.63)
(3.64)
Here, if we let F denote the orthogonal complement of V1 in VY 1+Y 2 -- i.e.
the part of V2 that is independent of 1, then VY1+ = Y1 F, and xls
is the projection of x onto YV1 , while the remaining terms in (3.62) are
the projection onto F.
Note also that (3.63), (3.64) can be rewritten in the following
form
r -F r + P CR [R1Y2-C2x)s (3.65)
f f r f 2 2 2 s
-r F r + P C R t y - Cx ] (3.66 )
r rr +r22 2 C21sr . 2
A -1 A
x = P [Pf r + P r ] + x
s s f r r Xls
=Fr ~~~,- -1C Cx
rf= Ffrf + PfC2 R2 Y2 22 21f~~~Y - Pf2R2 C;C2Xls
I -1 , ^
-ir= Fr + -PCR X
r rr PrC2 R 2 Y2 Pr22 ls
-----
137"", "-" -"-17 ---. """. "'- )'  ... .... ;,'-'.-'-;-'-'-_ , ,, - , __ _' " _ ,,
n 
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Thus these correction terms, which provide the projection onto the
new information in Y2 are driven by the difference between what we
observe and what we expect to observe based on our first map. Another
interpretation is that these corrections terms are the projection of
the estimation error (x-ls) onto 2 . What we have done with a great
deal of algebra is to obtain realizations of these projections in terms
of finite-dimensional forward and reverse filters.
Since they may be useful, let us note two other forms for the
solution to the problem. Let
-1 -1
l Pf qf Y =P r (3.67)ff f
-1 -1
rn P q y -1P r (3.68)
r r r r = r r
Then the equations for the combining of smoothed estimates become
Xs Ps(nf+r) + Xls + X2s (3.69)
= ,p -1 ^ CI ^7ff = (A'+PfQ)f - C2R2 C2ls Cl C2s 70)
- = (A'+1 Q-Pr Q)r - C R C x 2 2 C2 x2 (3.71)
and the corresponding updating equations are
A A
Xs = Ps(Yf+Yr) + Xls (3.72)
f -(A +P Q)Y + CR 2 (Y2-C2Xl) (3.73)
- - (3.7)
--y = (A'+- Q- Q) + C'2 R2 (y2-C 2x (3.74)
~~r l Q r + C 2(2-Cals)
~~'----~~~~~--- ·- -- ·jl_-·~~~~~~~~~--~~~-·ll~~~··l·------·1~~~~~~~-11. -.I.·. ^--- ---
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If instead we use
af Psqf 
ar Psr 
f = PsYf
r = P Yr s r
we obtain
and
x = f + 8 + Xlss f r ls
(A+QP.--Q + P + 2- ^
f E Q +P) sC;2 R7 2( (Y2-C2 xl)
r -Ar s22
Note the striking symmetry between the equations using the n's and
y's and those using the a's and B's.
3.3 Conditions for Existence of a Solution to the General Case
and an Important Special Case
In the preceding subsection we saw that the smoothed estimate
updating problem could be solved when the local and global models are
identical. In this section we look at the problem when this is not the
(3.75)
(3.76)
(3.77)
(3.78)
(3.79)
(3.80)
(3.81)
(3.82)
- I 
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case. Recall that the general algorithm had been reduced to (3.22),
(3.27), and (3.31), together with (3.24) and (3.29) which define the
gains needed in the algorithm. Also, we have equations for zif' ZirI
and zis as before, but with slight modifications due to the fact that
we have local models. Specifically, we have
zis = zif + z (3.83)
! -1
f -(Ai+PfQi)Zif +HRi Yi (3.84)
-1 -1 
- -1
=-(A'+ Q -P Q)z - H.R. Yi (3.85)ir i i i in ir i i 
which lead to the equations
Qizif is[-is -(A+ Qi-P irQi) zi ] (3.86)
Qiir = is[iis +(A i+PiFQi is (3.87)
In order to proceed as we did in the preceding section we wish to
be able to find some matrices L Li so thatif ir
if if fQiif = L -1ifQiPifxif
if if ifQi if ifiifif (3.88)
Kir r riir LirQi ir ir (3.89)
This will be possible if and only if
-1
N(QiPif) C N(Kif (3.90a)
N(QiPir) )C N(Kir) (3.90b)
__1_1_111·___1______-X-l-_.- ·-- -·
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Note that if (3.90a) and (3.90b) hold, then Lif and Lir can be chosen
to be
t
if = KifPifQi
t
Lir = KirPirQ i
In this case, we can substitute in for Qizif and QiZi and Qzii usingif i ir i ir
(3.86) and (3.87) and then use a set of steps similar to those used in
Subsection 3.2 to remove the Zis -term. Specifically, substituting
(3.86)-(3.89) into (3.22) and (3.27) we obtain
2
Ef = Ff - I LifPis[i + (A +
i=l 
2
- = F + L. P. [z. + (A +
r r i lr is is i-1
-1 -l
i Qi - PirQi) Zis ]
-1 ) i
if isr
Then, using (3.38) and (3.50),
2 
-1^ ^ 
-1 -1 l-1
f = fF + L f.s P.' x. X. - P (AI+i7 P )- X.-lf i i[sisi is is 1 i irQi is is
2 i=l 
r fif .i ir i s is isis is i fQi is is
Defining
2
q ff + ifXis
i=l
2
qr + Lr x.
r i=l isi1-
--- ^-·-rBllilB-··lIlllp··P·lll 

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we find that
qf = Ffqf + Nf + NlfXl2s (3.91a)
A A (3.9i)
-q = Fqr + NrXls + N2r2s (3.91b)
A -1 -1 
s= Ps [Pf qf + Pr qr + DXls + D2X2s] (3.91c)
where
N -F L + + L L.1 L (A+L Pi -iP Qi)Pi (3.92a)
if f if if if is s if P is (Ai Qiir Qi) is
N. = -FL. - + L- L P P + L ) (3.92b)
ir r r ir ir is is ir i f i is
1P -i1 -1 (3.93)
Di i is f f r ir
The analysis in this case is clearly more complex, since the equations
involve M. and Qi', and if these are time-varying, we will also have to
consider their time derivatives.
Note that one obvious case in which (3.90a) and (3.90b) hold is
when Qi is invertible. In this case the smoother is, in fact, invertible,
as we can recover zif and z. and consequently the original data Yi,irf 
since the forward and reverse Kalman filters are always invertible. In
the remainder of this section we wish to consider one other important
special case from which we can gain more insight into the nature of our
solution.
Specifically we wish to consider the case in which xl is an actual
part of the global state. As was discussed in Subsection 2.3, in this
__.__ ._ ......... ..___-------^I-. ---- ----·--------  Y --·-·--· - --'-----111--
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case (assuming that M1 is onto) we can choose a (possibly time-varying)
basis for the state space so that we can identify x1 with some of the
components of x
Ix =Y (3.94)
(' = A22) ) + w (3.95)
A) 21 22
a iaiQ = (3.96)
Q12 Q22
Y,= (H 1 0 ) + V1 (3.97)
Also, using (2.57), equation (3.25) becomes
f -f i i (3.98)
HPf - -
[(Pf)1 2 PlfQ - Q12]P l f
where
j (Pf)11 (Pf 12
pf (P 2 (3.99)
(Pf)12 (Pf) 2 2
__illlslllllllllllll__lllllC____3
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If we write
w =w2 (3.100)
then
E[wl (t)wL (T)] = Q16(t-T) (3.101)
E[w2 (t)w( )] = Q12 (3.102)
From this it is relatively easy to see that there must be a matrix T1
so that
'12 l~l (3,103)Q12 = 1Q1
Specifically, if we write w2 as w21+w2 2 , where w2 1 is the best estimate
of w2 given w1, then w2 1 is a linear function of w1 , say w2 1=Tlwl, and
E[w22(t)wL(T)]=0. This, together with (3.101) and (3.102) yields (3.103).
If we substitute (3.103) into (3.98), we find that
-1 T Q1P-1(flllf -1\K(Pf P 1! Q P 1T(3.104)
12Plf 1
Therefore,
(Pf)P P f 
=( f 11 f if PIV P . i(T \(3.105)
= 
-1 = P f - T1
f )12Plf T
We can perform a similar analysis in reverse time, but the situation
is a bit more complex. We will comment on the reasons for this complication
shortly, but first we will present the solution. For the special case
described by (3.94)-(3.96), equation (3.30) reduces to
·-----  ·-- I --- --I-I ^-------I--i------.Il---L----------
---- .^- ·
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i =r 1r -1 - 1 - 1 1 
where M =[I 0], Q is given by (3.96), and and 
1 I
are related by
1 r X12]
12 22
and, using a basic formula for matrix inverses for block matrices (see,
for example, [5, p.495])
'121 -2 ,
12 1 1 12 
-1 , -1,
12Xl :
-1
I 
-1 
-1
! 1-1
(3.108)
Using these relationships and also (3.103), equation (3.106) becomes
K ( r 11 lr lr +
= [(P r)llPlr - I]Q 1 Plr
Y -1 X V' 1
p 1
P1 12 22- 12 1
22 12 1 1
1-1
y ·I',2 1 1 1 (3.109)
(3.106)
(3.107)
-1
11 +
--- DlliCLllliiFy-·911···1 - --------- ---
-1 1 -
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Therefore
( ) p I
r 11 r
Llr -1
(P) 12P T
L r 12 r 2 (Pr) 1  12 - j(P -1
212 12 1
r Pr -0 T1 T1 
Comparing (3.109) and (3.110) with (3.104) and (3.105), we see that
the first terms on the right-hand sides of (3.109) and (3.110) are
analogous to the right-hand sides of (3.104) and (3.105), respectively.
The additional terms in (3.109) and (3.110) represent the complication
that arises in constructing reverse models for x by itself (as used in
the calculation of lr and xls) and a reverse model for x = (x ¥)',
which is used in computing x and x . Since both x and x are Markov,
we can in fact obtain reverse-time diffusion models for each of these.
Following reference [6],
-1
- (t) = - (Al+Q1 1 )X l (t) - w(t) (3.111)
/ (t) \ A1 0 \ 1 /1(t
_ t... _ _ . + QE w(t) (3.112)
A12 A22x 2 (t)Al2 A22) l(l .~~t 312
----
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where these models can be interpreted as generating the same sample paths
as the forward model. Here wl(t) is a white noise process with strength
Q1 and it represents that part of w l(t) that is independent of the future
of x1, i.e. x (s), s>t. Similarly, (t) is a white noise process with
strength Q, representing the part of w(t) that is independent of xl(s), s>t
and y(s), s>t. Because of this difference in the two models,
wl (t) wl(t) (3.113)
An equivalent way of looking at this is to view (3.111) as defining
(with wl=0) an equation for the best "predictor", going in reverse time
of x1 given the future of x . Similarly (3.112) gives the best predictor
of x1 and y given the future of x1 and y. Now although going forward in
time the future of x1 is decoupled from the past of y, the future of y
does depend on the past of x (see equation (3.95): A12=0, but A21 need
not be zero). Therefore, if we want to predict the past of xl, the future
of y does provide us with information (for example, the future history of
position does help us deduce something about the past behavior of velocity).
For this reason, although the (1,2) block of the forward-time dynamics
matrix in (3.95) is zero, the (1,2) block of the reverse-time dynamics
matrix in (3.112) is not zero. What this implies is that in reverse time,
x1 does not represent the state of a subsystem of the global state, and the
extra terms in (3.109) and (3.110) reflect this fact.
______·_1111111111llllslllllllll 1_ _I_ 
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From (3.103), (3.108) and (3.112) we can evaluate the (1,2) term
of the reverse dynamics matrix:
-1
+ T (3.114)
Q 1 12 +22- 12[1 12 (.1
Comparing (3.109) and (3.114), we see that (assuming the invertibility of
P , , and ) the last term in Klr will be zero if only if (3.114) is
zero, that is, when x1 is the state of a subsystem both in forward and
reverse time, and this will be true if and only if
-1211 T1 )Q =0 (3.115)
or, equivalently
E1 n1 - e12 = 0 (3.116)
12 1
It is relatively easy to see that this is the case if A2 1 =Q1 2 =0, since
in that case x1 and y are independent. Other, essentially equally
trivial cases can be found in which (3.116) is satisfied, but the con-
dition is quite restrictive.
These observation notwithstanding, (3.105) and (3.110) allow us to
A A A
replace Xlf and xlr in (3.22) and (3.27) by expressions involving xls
through the use of (3.91)-(3.93). A similar analysis can be performed
for local processor #2 if x2 is the state of a subsystem of the global
_I ··____ _______I _· I_____lt*I1IID1__^- --- ··--- I-- ------- -----·- l----·L------L--
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system (of course the change of basis needed on the global state space
to put the system into a form analogous to (3.95) will in general be
different). Also, we can consider the case of map updating in which we
wish to compute x from x and y2. These results follow in much the same
manner as those derived in Section 3.2:
^ -l -1 
s 2 f f r r 1 s(3.117)
r =F +N -l (3.118)f = Ffrf + NlfXls + PfC2R2 Y2 (3.18)
-r = F r +N x +P (3.119)
-rr rrr NlrXls PrC2R2 Y2
where D1, Nf, and Nlr are defined in (3.92) and (3.93). These equations
hold whenever Llf and L exist. For example, if x is the state of a
subsystem (forward in time), then (assuming that a basis has been chosen
as in (3.95)) (3.92) and (3.93) are computed using M1 =[I'0] and Llf and
Llr defined in (3.105) and (3.110). In this case, some algebra yields
PD = T (3.120)
INf f 2 2 \T1 T1 / \A21+A22 T1 T 1 ) (3.121)
N = -P C2R2 C2 ()
+ (P -I) + (3.122)
T1 A2 +A22T1-T1A1
-- ·-·ll(·l·L1··IBI
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IV. REAL-TIME SMOOTHING
A variant of the problem addressed in the preceding section is the
real-time smoothing problem. In this case, from some previous pass we
have observed Yl(t) over the interval [O,T] and have produced xls(t).
We now observe 2 up to time t, and we wish to compute the real-time
smoothed estimate of the global state, i.e.
x (t) = E[x(t) yl(T)
,
O<T<T, Y2(a),0< J<t] (4.1)
in terms of xls and 2. This formulation is motivated by problems in
which a second traversing of a track across a random field is taken in
real time and we wish to process the data as we get it. If x=x then
the tracks are identical. If x1 is the state of a subsystem of the global
system, i.e. x'=(x ,y'), then there are two possible motivations. The
first is that in which x represents several tracks across the field and
Y2 may be data from one of these other tracks. Alternatively, may
represent the state of a dynamic system which is affected by the field,
modeled by x1, during the second pass. For example x1 might represent
anomalies in the earth's gravitational field and y could represent errors
induced in an inertial navigation system aboard a ship [2, 9]. In this
case we want the (real-time) estimates of y. Clearly we can also model
in this same way the case in which y contains two pieces, one of which
models additional tracks and the other models the state of a dynamic system
affected by the random field along the second track.
The solution to this problem can be obtained directly from the
results in the preceding section. Specifically, at any time t we can view
____ _ _ __ _IR_ ___X (__ 111___1111__1111__1_II --_1_1*9*I----------i--·-- I··
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(4.1) as performing two full passes over [0,T], but at any time t we
assume that
C2 (s) = H (s)=O t<s<T (4.2)
Also, since we are attempting to compute x directly using Y2 we have
essentially a smoothing update problem. Based on these observations (3.31),
(3.22), and (3.27) can be adapted to the present situation:
^ - 1 - -1 + ^
rs +rs f f + Pb b + MPlsXls (43)
ff f f + KlfXlf + PfC 2 R2 Y 2 4)
-ib 'bb + lblb (4.5)
where Pf, Pls Ff, and Klf, are as before, and Pb is the reverse error
covariance for x based on Y1 alone:
-1
-Pb = ,-[A+Qyi -Pb P [A+QX ], + Q - PbC R1 ClPb (4.7)b [QL-b b [bA 1 lb
Also
rs f Pb
F = -A - Q - P CR- 1C (4.9)
b b 1 1
lb [PbMlPlrQP lr M lr
bM' [Ai- 1Q ]p lr -b Q]MilPr + b 1 lr
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Assuming that we can write
A 
-
-1^
K x =L QP x (4.11)
KlfXlf = LlfQ1PlfX lf (4.11)i i i L 1ifi
Klb lr = LlbQ1PlrXlr (4.12)
then, as before, (4.3)-(4.5) become
-1 
-1
-1x = P[pfqf + Pbq 1 ] (4.13)
qf = Ffqf + Nlfxls + PfC2R2 Y2 (4.14)
-qb = Fbqb + Nlbls (4.15)
where
=-1 -1 -1
1 1ls f lf Pb lb (4.16)
- - -
Nlf = -Ff Lf + Llf + Lif isPs - LifPl s Ai+ Q1 -PQ 1 P (4.17)
Nlb = -FL lb -lb LlL bPls (A+PQL)Pls (4.18)
Again there are several special cases worth mentioning. Suppose
first that x=x, i.e. that the local and global models are the same
A=Ai Q
=
Qi' C=H Mi=I' (4.19)
Then, comparing (3.9) and (4.7) we also have that
(4.20)Pb i Plr
~~---------- ~ -----------~ ~- - ·rr~·nraarasra~.iu n~ --- ·-- aranr;91 (··~~--bl~i-r~------------- ------ --- I-
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This is not surprising, since Pb is the error covariance for the
estimate of x based on the future of yl, Plr is the covariance of the
estimation error for x based on the future of Yl, and in this case
x=x1. What (4.19) and (4.20) also imply is that
K =b0 (4.21)lb
which in turn implies that qb=0. Thus there is no backward processing
in this case. Again this is not surprising, since the future data at
time t is just {yl(s), s<t}, as y2 (s), s<t has not yet been collected,
and since x=x, the future of Y1 has already been processed optimally in
producing xls. Also for this case
K = [P P 1 IQP -1 (4.22)
lf f f ifQPf
and the real-time smoothing solution is recursive and is given by
= p pal + x (4.23)rs rs  f s f 23ls
-1 (4.24
qf fqf + PfCR2 [Y2 - 2xls] (4.24)
The other important case of interest is that in which x is the
state of a subsystem of the global system. Specifically, assume that
(3.94)-(3.103) hold. In this case (3.117)-(3.122) can be adopted to yield
PEl = T) (4.25)
_I__ILLIIIIIIIIIII11111·11 I _ __ ____
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f fC 2 2 +A 21 -T 2 (4.26)
-1 /
Nlf = I) ) (4.27)
+-TlA2 +A2+A22T1- T1A1
Equations (4.13)-(4.15), (4.25)-(4.27) define the algorithm for
real-time smoothing. Note that the new data (Y2) is processed only
forward in time, while the reverse processing could be precomputed, since
it only involves xls. The interpretation of this reverse processing
deserves some comment. Of course it is zero if x=x. What it does
represent essentially is a reconstruction of the reverse filtered estimate
of x based only on yl1 given the reverse filtered estimate xlr of xl
based on Yl' This is very much like what was discussed in Section 2.3
when one wishes to reconstruct the unobservable feedforward part of x
from the filtered estimate of the observable part xl. However there is
a difference because, as mentioned in Section 3.3, xl is not a substate
of x in reverse time. If it were, then given Xlr, the top block of Nlb
would have to be zero, since the best estimate of xlbased on the future
of Y1 would have to be Xlr. However the first part of Nlb is not zero,
reflecting the fact that the reverse dynamics for xl alone are different
from those when x is viewed as some set of the components of x. In the
latter case, xl is not a Markov process in reverse time.
O1_ ·111111(4 IIC. - -··-·C·C-· II Il---LI I. -
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V. DISCUSSION
In this paper we have considered the problems of combining
estimates obtained from several separate data sources which have been
processed individually and of updating an estimate as another source of
information becomes available. In Section II we examined the causal
version of this problem and have obtained a solution under very general
conditions. Basically, the only restriction on the local processing is
that the model on which it is based have as many degrees of freedom as
there are in the observations that are to be processed locally We
discussed the potential utility of these results for distributed imple-
mentation of Kalman filters and for efficient transmission of information
from local processors to a central processing facility.
Several directions for further work are suggested by the results of
Section II. The first is in decentralized estimation. Consider the
situation in which the local models x and x2 represent different pieces
of the state x. In general these pieces will be coupled, although the
local processors assume that there is no coupling. Given that the global
processor does take this coupling into account, is there an efficient
distributed fashion in which each local estimate can be corrected using
the estimate produced by the other local processor? If the coupling
between x and x2 is weak, is there some asymptotic description of this
correction? What if there are different time scales? For example, suppose
the local processors estimate fast and slow states but all that is wanted
globally is an estimate of the slow global states. The results in 10-12
on multiple time scale estimation, combined with our framework should
provide the basis for a solution to such a problem.
 _I _I ____ 1 ·_1__1__1
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A second problem suggested by Section II is that of efficient dis-
tributed implementation of Kalman filters. Two types of issues enter
here: (1) the amount of computation that is done by each local processor;
and (2) the efficient transmission of information to the central processor.
If in fact the only issue were the second one, then the answer would be
that each processor should whiten the observed data Yi and transmit the
result. In other words, each local processor should build a global
Kalman filter and transmit the resulting innovations. Remember that the
local Kalman filter innovations will not be white because of discrepancies
between local and global models. Given that there are constraints on the
amount of computation that can be performed locally, the question of what
to transmit is a complex one. Specifically, given communication capacity
and local computation constraints the problem becomes one of what local
processing and subsequent data transmission scheme is best in the sense of
degrading the global estimate as little as possible. Our results may provide
one perspective from which we can make inroads into this very difficult
problem.
In Sections III and IV we considered noncausal versions of the
combining and update problems. These results are of potential use in some
mapping problems. In addition, they raise as many question as they answer.
Specifically, the noncausal estimate combining problem does not always
have a solution. The reason for this is that the noncausal local processing
may lose some information that is needed for the global processing. We
presented several important cases where this does not happen, but the issue
""D--C^ ·"--"D-·------·-"---g·--·--*-""·-·-D- "--·-·al-·l·-rillll-------I--
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remains of characterizing precisely what information from the raw data
Yi (T), O<T<T, is preserved in the local smoothed estimate history
x. (T), <T<T.
1S --
Beyond this there remains the issue of interpreting the results of
Section III and IV. The very simple form of the solution in some cases,
such as in (3.65) and (3.66) suggests that there must be a simpler
derivation and interpretation of our results than the one we have given.
For example, the framework of scattering theory [13] may provide the
machinery necessary to simplify our analysis and add to our insight. Also,
as suggested in the text reference to (3.65) and (3.66), one interpretation
of our map updating results is that the second pass data are used to
estimate the map errors from the first pass. The fact that we have been
able to determine how this can be done using two recursive systems (one
causal and one anticausal) suggests that this second pass processing is
based on a recursive model for the map errors. This suggests the notion
of conditional stochastic realizations, which at this time remains as just
a notion. The development of substance for this notion map provide the
basic insight needed to understand our results from first principles.
Finally, there is the extension of our map updating formulation to
more general scenerios (non-parallel tracks, point measurements as well as
tracks) and more general random field models. As we have discussed in
Section III, the resulting problems will probably be infinite dimensional
in nature. While this is a technical difficulty, it need not be a conceptual
one. The results we hagve obtained and the notion put forth of realizations
i _I__sll____  _  I___IIII__II__ 1C-- .___ II--I
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for map error fields should be useful in general. In addition, our
results should directly carry over to discrete 2-D fields, in which case
the generalization to more general scenarios need not be as difficult
technically. The development of a more general theory for the efficient
assimilation of spatially-distributed data, either in continuous- or
discrete-space, is an extremely important problem with a myriad of potential
applications. It is our hope and feeling that our results have provided
some concepts that can be useful in developing that theory.
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