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Summary
Summary
This thesis demonstrates why satellite access to FPLMTS will be valuable and how the 
UMTS Network Architecture will support satellites and their spectrally efficient channel 
assignment schemes. It also highlights the need for FPLMTS applications to adapt to 
the wide range of communication facilities available depending on their terminal’s 
environment and for B-ISDN to have protocols enabling this adaptation in mobile 
networks.
Original ideas include:
• Clearly defined valuable roles that satellites can play in accessing FPLMTS
• Giving the FES the pivotal role of guaranteeing communications with mobile 
terminals in a rigidly defined geographic area
• Developing the UMTS network architecture to allow network designers the freedom 
to implement the FES to mobile terminals communications in any way
• Developing the UMTS network architecture to allow FESs to control handovers 
within their geographic service area in a pre-emptive way, based on predictable 
satellite motion and traffic distribution
• A detailed study of the performance of DCA algorithms in these non-GEO satellite 
networks
• Recognition that UMTS cannot offer 2Mbit/s service at a marketable price in all 
environments and that UMTS applications will have to adapt to varying grades of 
communication services during a call.
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Chapter 1 Introduction
Chapter 1 
Introduction
FPLMTS (future public land mobile telecommunications systems) are the future of 
mobile telecommunications beyond the year 2000. They are a third generation of mobile 
systems, currently being developed whilst the second generation of mobile systems is 
still being rolled out. In fact, most mobile communications in the world today still use 
first generation systems that were developed and built over ten years ago and still offer 
competitive services. Upgrading to second generation systems was prompted by 
increased congestion resulting from the success of first generation systems and the 
tremendous number of customers that they attracted. Even today the proportion of 
people choosing to use mobile communications is still a small percentage of people 
using telephones. The popularity of cellular phones and cordless phones with their 
owners shows a desire in most people for this kind of freedom to move whilst talking 
but the cost of this freedom prevents more people from going mobile. Second generation 
cellular wilTallow more people to use mobile networks but the need for more mobile 
radio spectrum and for more imaginative use of it to provide services to customers was 
recognised in 1992 when WARC ’92 allocated 230MHz of spectrum to FPLMTS world­
wide.
Since 1992, the developers of the first and second generation systems have learnt from 
experience and expanded the range of services they offer and improved their quality.
This constant evolution of highly profitable first generation systems has made the jump 
to investing in new infrastructure for second generation systems difficult to make at the 
right time. It has also raised questions about the need for a distinctive third generation of 
systems when second generation systems are expected to evolve long into the next 
century.
1.1. Outline of Thesis
This thesis describes what customers and operators have to gain from FPLMTS, 
drawing from people’s experiences with first and second generation systems. It describes 
roles for satellites in FPLMTS and the kinds of satellite technology that will be in use at 
the roll-out of FPLMTS. It describes what could be the core of FPLMTS, a network 
architecture developed in Europe to be open to different FPLMTS from all over the 
world. UMTS (universal mobile telecommunications system) is the name of Europe’s 
third generation mobile system, designed to be one of the FPLMTS. The way in which
©  Robert J Finean 1996
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its network architecture is described in functional terms will help migrate second 
generation mobile systems into FPLMTS to join the numerous different networks that 
are FPLMTS.
This thesis mentions remarkably little about the air interfaces of first, second or third 
generation systems except to note that no one air interface is ideally suited to all radio 
environments. FPLMTS will be made up of many different networks competing for 
custom and using a number of different standardized air interfaces. Accepting this, it 
will be the standardized network architecture and the capabilities for inter-working 
between FPLMTS networks that will be their distinctive feature. The benefits from this 
will be service providers’ abilities to provide services across all FPLMTS networks in a 
uniform way, allowing their customers freedom to roam to any FPLMTS network and 
still maintain their own personal communications service. It will also reduce the 
complexity of roaming between networks, allowing service providers more flexibility to 
use many different networks to provide services to customers in different places.
Throughout the thesis the description of FPLMTS concentrates on their satellite 
components. There is a chapter on channel assignment that faces some unique 
complexities in certain satellite systems, complementing the discussion of the decisions 
made when the UMTS network architecture was developed for satellites.
Finally there is discussion about the range of services and the grades of those services 
offered in different places by FPLMTS. The interfacing of customer’s applications to 
FPLMTS’ communications services is addressed, highlighting a need for more 
concentration of effort in this area.
Chapters 2 & 3 Chapter 8
Apphcation
Innovators
Customers & 
Operators
FPLMTS
UMTS in 
Europe
Satellite
Technology
Chapters 5 & 6 Chapters 4 & 7
Figure 1 Aspects o f FPLMTS covered in this thesis
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This outline of the thesis is depicted in figure 1. Chapter 2 concentrates on customers’ 
and operators’ requirements to make a third generation of mobile communications 
worthwhile so soon after roll-out of the second generation. Chapter 3 makes clear what 
the role of satellite access to FPLMTS could be and exactly why it is worthwhile 
designing the core of FPLMTS, the network architecture, with satellite compatibility in 
mind. Chapter 4 illustrates the kinds of satellite technology that FPLMTS will support 
and chapter 5 presents and justifies the UMTS network architecture that is capable of 
supporting this technology. Chapter 6 illustrates the way in which the UMTS network 
architecture handles terminal and satellite motion both during calls and when the 
terminal is idle. Chapter 7 goes into the detail of channel assignment mechanisms that 
can be used in satellite FPLMTS. Chapter 8 describes the interface between customer’s 
applications and a FPLMTS network, highlighting the need for a set of standard 
facilities which application designers can use to make best use of FPLMTS. Finally, 
chapter 9 concludes and suggests the future of the work in this thesis and areas of 
concern that require more attention.
1.2. Original Achievements
The descriptions of FPLMTS (chapter 2) and the role satellites have in FPLMTS access 
networks (chapter 3) introduce the subject from an original viewpoint that leads directly 
to the requirements on FPLMTS which are met by the work in later chapters. Chapters 
5, 6, 7 and 8 contain the original achievements of this PhD thesis.
Chapters 5 and 6 describe the satellite aspects of the EU Race Monet project, Europe’s 
first attempt to define a network architecture capable of achieving FPLMTS’ objectives 
using satellite, cellular and cordless radio. The overall direction of this work, the 
promotion of the FES (fixed Earth station) as a network node guaranteeing fixed 
geographic coverage and the responsibility for the definition of location update and 
paging facilities in the satellite domain are the original work of the author and are key to 
the integration of satellites into UMTS. The author has also been responsible for the 
standardization of these facilities in ETSI SMG5 and will continue this throughout 1996 
in SES where the relevant network standards for satellite UMTS will be written.
The definition of the FES as the fixed reference point in satellite UMTS networks 
(section 5.4) is new to the work of this thesis and the defence of this proposition is 
detailed in depth in this thesis. This includes simulation of the areas which FESs can 
guarantee to serve given all the constraints of the UMTS network architecture on a 
satellite system.
The advantages gained from defining the FES in this way are explored further in chapter 
7 on channel assignment in a satellite system. This work includes original simulations of 
DCA (dynamic channel assignment) in satellite networks. Whilst DCA techniques have 
been considered since the late 1980s their application in a non-geostationary satellite 
network, with the emphasis on handover performance, had not been studied before this 
work.
The European Commission is emphasising that UMTS is not a replacement for GSM 
but a broadband multi-media system to complement terrestrial broadband access with 
mobile access to B-ISDN. There is much hype about how mobile communications.
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including mobile satellite, must be able to match terrestrial facilities otherwise nobody 
will want to use them. Chapter 8 takes a pragmatic look at how multi-media 
applications, with the help of the UMTS network, can work with the physical limitations 
of mobile networks to provide the best possible performance from the application at a 
price which customers will be prepared to pay. This is the author’s current area of work.
©  Robert J Finean 1996
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What are FPLMTS?
FPLMTS will be networks operating in a frequency band near 2GHz, aimed at providing 
mobile telecommunications at anytime, anywhere [FPLMTS]. It is intended that these 
systems could begin to be used around the year 2000. Realistically, commercial service 
is expected to be widespread around 2005.
FPLMTS, a collective term for a number of different systems, have been studied in the 
ITU-R (International Telecommunications Union radio communications sector) by 
TG8/1 (task group 8/1) since 1990. In Europe there will be a FPLMTS entitled UMTS 
(universal mobile telecommunications system) which is being developed in ETSI (the 
European Telecommunications Standardisation Institute) under the co-ordination of 
SMG5 (special mobile group 5). UMTS has aligned itself with the objective of 
FPLMTS and feeds information into ITU-R TG8/1. UMTS is intended to be the 
European standard for FPLMTS and will be the successor to GSM (the Global System 
for Mobile communications) throughout the European Union. FPLMTS have become 
collectively known as third generation mobile systems to distinguish them from second 
generation systems (digital systems such as GSM, IS-54, IS-95 and PDC) and first 
generation (analogue) systems. To further confuse terminology, ITU-R has considered 
renaming FPLMTS as IMT-2000 (International Mobile Telecommunications 2000) to 
reflect more accurately what a third generation system is hoped to be. Still, FPLMTS is 
the term that is most internationally recognized at this time and is the name the ITU 
International Frequency Regulatory Board used when allocating frequency bands to 
these systems. It is therefore the term used throughout this thesis.
At this time, SMG5 has defined network management principles [ETR05-01], network 
inter-working principles [ETR03-01] and a framework for satellite integration [ETR12- 
01]. In these network aspects SMG5 is ahead of work in TG8/1 which has concentrated 
on establishing the basis for evaluating radio air interfaces, ready for choosing air 
interfaces in the next few years.
The aggressive schedule for completion of FPLMTS recommendations and standards is:
• Fully specified all network protocols 1997
• Completed ITU-R recommendations and European standards 1998
• First services 2000
• Market acceptance 2005.
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During the past 10 years, customers have been strongly attracted to the new freedom that 
mobile communication provides. This trend is expected to continue, accelerated by a 
reduction in the cost of providing mobile communications and an improvement in the 
overall quality of mobile communications service. FPLMTS will be designed to handle 
and encourage the much larger mobile traffic intensity that is anticipated in the early 
part of the 21st century. By this time it is expected that over half of all calls will 
terminate at one or both ends on a mobile terminal. New applications will also be 
developed to join voice telephony as customers’ main requirements. To give network 
operators the flexibility to provide network capacity where customers demand, one of 
the new concepts embraced by FPLMTS is the integration of the communications 
facilities offered by current cordless, cellular and mobile satellite systems. In the past, 
each of these has been designed to satisfy a particular communication need in an 
efficient manner, with no facility for the customer to roam between the different types of 
system and little attempt to provide a consistent platform able to interface with 
applications other than voice telephony. Customers must carry different equipment to 
use telephone facilities under different conditions. Operators have had to support 
applications in different ways on different systems, complicating the porting of new 
applications such as facsimile and video between communications platforms.
2.1. Cordless, Cellular and Mobile Satellite 
Systems
The distinction between cordless, cellular and mobile satellite services came about for 
very good reasons of economy. Cordless technology is inexpensive because it is 
designed for a friendly radio environment in which it needs only limited facilities. 
Cellular telephones are more expensive because of the extra technology required to offer 
telecommunications service in more hostile radio environments, such as to motorists 
moving at speed. This includes a supporting network capable of in-call handovers. 
Mobile satellite systems have been more expensive still, because their low capacities 
mean that a small number of customers bear the cost of supporting an expensive 
specialist network, compared to terrestrial mobile systems.
There is a need to offer a telephone capable of offering all three types of service, 
matching network infrastructure to customers’ needs rather than to the restrictions of the 
particular technology chosen. Very small cells, traditionally the domains of cordless 
telephones, are well suited to home or office where most telephones reside for most of 
the time. Once the telephone is moving with its owner, larger cell systems supporting 
automatic handover between cells of varying size are essential to maintain acceptable 
service whilst moving in urban areas or along major traffic routes. However, terrestrial 
cellular radio is not economic in rural areas where the telecommunications traffic is too 
low to justify the expense of a cell-site that can only serve an area of radius 35km at 
most. There low capacity, wide coverage mobile satellite systems can ensure that 
telecommunications services are always available, albeit at a premium price.
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2.2. FPLMTS
For customers, it will be the application of a terminal (voice telephony, facsimile, 
Internet data, remote control, video conferencing, etc...) that is the important feature.
The communications channel is merely a utility, provided by the service provider, that 
the terminal uses. FPLMTS terminal equipment will often be embedded in the 
application’s equipment in the same way that a power supply is included as an integral 
part of an electrical appliance. The capabilities of the terminals will vary, not only 
because of the different communications requirements of different applications but also 
because manufacturers will want to limit the number and complexity of air interface 
specifications they implement in their products.
In developing FPLMTS one aim is to enable a single terminal to have the flexibility to 
access networks combining the cordless, cellular and mobile satellite range of services. 
Across the globe there are likely to be numerous air interface specifications designed to 
FPLMTS recommendations. In any market, service providers will favour a subset of the 
possible alternatives and FPLMTS terminals will be designed to match customers’ needs 
more closely by supporting just those communications environments that the customer 
wants to use. The most inexpensive terminals will implement a FPLMTS air interface to 
allow communications through a base station of the customer’s choice in the home or 
office - a very limited range and unable to handover to other base stations. Such 
terminals will be ideally suited to replace extension telephones in people’s houses or for 
bulky terminals that are unlikely to be moved whilst in operation. At the other extreme, 
highly mobile FPLMTS terminals will provide service with pico-cell base stations in 
their home and office and enable people on the move by public transport to use micro­
cell base stations on trains, aircraft and buses, macro-cell base stations in urban areas 
and satellite base stations in rural areas. Terminals offering service in the full range of 
environments and to a multitude of different air interface specifications will be more 
expensive to produce than a cordless only terminal.
FPLMTS’ most important feature will be a uniform core network architecture that 
allows all of these terminals to offer the same services consistently in all the radio 
environments for which they are capable. The result of effective integration of all these 
radio environments will be to make FPLMTS flexible, supporting all manner of 
applications. In many ways FPLMTS will be analogous to the mains power supply - all 
manner of appliances, from cookers through to video and audio equipment to computers 
and games, can share the same supply. Because one supply of electricity serves all 
applications the cost of supplying electricity is much less than it would be if each 
appliance needed its own unique variety.
2.3. UPT and the IN
INs (intelligent networks) [HUBER, SHARP] offering UPT (universal personal 
telecommunications) [F.850] services will be a familiar feature of telephony around 
2005 and will include mobility features as part of the core network’s signalling system. 
Personal mobility services will then be available to all varieties of access technology, 
through fixed PSTN (public switched telephone network) telephones to second 
generation cellular systems and FPLMTS.
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Figure 2 The scope o f the IN  and its relationship with FPLMTS
The specification of the IN’s CS2 (capability set 2) and CS3 are combining the facilities 
of CSl and the functionality of mobility management such as GSM’s MAP or IS-41. It is 
possible, therefore, that in-call handover will become an IN service feature rather than a 
mobile network feature [BROEK, MASON], enabling FPLMTS to be a pure access 
technology and perhaps endowing the fixed PSTN and first and second generation 
cordless access technologies with the facility to manually "hand over" calls between 
network access points. Figure 2 illustrates the IN as the physical and logical connections 
between switches such that the FPLMTS switches need no interconnections except 
those provided by the IN. Since FPLMTS terminals and base station (BS) equipment 
would functionally interface with the SCPs (service control points), these can also be 
considered to be intrinsically part of the IN.
Note that there is another scenario that foresees FPLMTS being available before 
intelligent core networks have developed in many markets. In this scenario, each 
FPLMTS would contain the intelligence for mobility and the core networks would act as 
dumb transit networks without flexible mobility functions. This is how today’s GSM 
networks, themselves each an intelligent network, work with older PSTN networks. 
Problems such as tromboning are suffered as a result. Tromboning is the extension of 
the communications link through the home network of the customer, even if the 
customer is roaming in coverage of another network thousands of kilometres away from 
their home network. This has to be done in current systems because the core transport 
networks are often built on networks without the SS7 (signalling system 7) facilities 
necessary to ask home network databases for the location of the roaming customer 
without setting up a call to them. A call to a mobile terminal has a number that any 
PSTN can recognize and route as a call to the mobile’s home network. The home 
network then sets up another call to the customer’s terminal on the network it is roaming 
in and connects the two calls together, as in figure 3. This often results in the traffic 
channel being routed through two international links even when the calling party is in 
the same country as the roaming customer.
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Figure 3 Tromboned call routing in GSM
A more efficient call routing would be that shown in figure 4, where the call is routed by 
an IN SCP near to the originating terminal and the SCP queries the appropriate 
databases before connecting the call by the most efficient route. Data on a customer’s 
location and service profile is available through any SCP from the distributed database, 
with the SCP making appropriate connections to find the information at a service level 
rather than the call switching level having to search for it. Second generation networks, 
such as GSM, are evolving to solve such problems. GSM Phase 2+ may overcome these 
problems with Camel (customized application for mobile enhanced logic) [SMITH] and 
optimized routing by the time FPLMTS networks are launched.
SCP
Home
FPLMTS
terminal
Figure 4 Direct mobile call routing with Intelligent Networks
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Assuming that an IN approach is adopted [SGI 1-Q6/11], a CS3 can be envisaged where 
a customer or his/her terminal simply requests "log me on to this access point" to the IN 
core model SCP to direct the customer’s services to the new access point and logs the 
customer out of the previous access point, transferring any active calls to the new 
access point. Not only does this provide customers with common facilities across 
numerous types of access technology, it brings mobility closer to the fixed network and 
allows customers to (manually) transfer a live call from any fixed telephone to any other 
fixed telephone or even to a mobile telephone as they leave their desks for the car-park.
FPLMTS’ niche therefore is the access technology that enables the customer to carry the 
same telephone from his/her desk out to the car without interrupting the telephone call, 
which is why the integration of mixed-cell technologies is essential to FPLMTS’ 
success. Figure 5 illustrates this distinction.
Access Technology PSTN: copper pairs and a 
llxed telephone
FPLMTS: radio interface 
over pico, micro, macro 
and satellite cells
Interface to Mobility 
Management
Manual registration or 
"UPT card". Call transfer 
akin to "handover"?
Fully automatic handovers 
and "UPT card" 
registration
Technology-dependent Interfaces (fixed connections or air interfaces)
IN Core Model Switch PSTN Switch FPLMTS Switch
Common IN Signalling System (combining MAP and INAP)
Intelligent Network (IN) Service Control Points (SCPs)
Service Control Environment:
Service Management and Service Creation
Figure 5 Network layers illustrating the relationship between the IN, FPLMTS and
PSTN connections
2.4. Multi-Tier Air interfaces
Around 2005, the brand new FPLMTS products will have to distinguish themselves 
from second generation mobile access technologies in the voice telephony market purely 
on the basis of value for money, voice quality and coverage. There is also considerable 
scope for improving support for applications across different communications 
environments and providing higher data rates in pico and micro cells. UPT will tend to 
obscure other differences such as numbering and customer mobility between systems.
Considering efficiency and coverage, best practice will still be to optimise air interfaces 
by having cells of varying size and shapes that are tailored to offer capacities matched to 
the expected traffic from a given area. Second generation practice has been to use 
different systems for small cells (DECT, CT-2 or PHP) to those used for larger cells 
(GSM, IS54, IS95 or PDC). FPLMTS will harmonise the services provided in these
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different environments (see chapter 8) but there is good reason to use a multi-tier system 
to handle the huge variation in communication capacity demanded in different 
environments [CHIA2].
2.4.1. Pico-Cells
Pico-cells will be the usual, inexpensive means by which people communicate through 
FPLMTS, just as most people prefer to use a fixed or cordless telephone in preference to 
a cellular telephone at present. People strategically place pico-cell base stations where 
they will conduct most of their telephone conversations, such as at home and at work.
Because of the amount of traffic it is anticipated that pico-cells will carry, it is wise to 
use the structure of the rooms containing the mobile terminals to limit radio interference 
to neighbouring pico-cells, allowing maximum re-use of radio resources. These short- 
range, low power radio links can be isolated by very short distances inside building 
structures, allowing large amounts of radio resource to be useable in each room and the 
same radio frequencies can be re-used without interference only a few hundred metres 
away. In this environment, 2Mbit/s communication links to mobile terminals are 
economically viable and the radio environment is very friendly with only slow 
movement and fading from wall reflections. Coverage is very well tailored to the "fixed" 
communication needs of users.
2.4.2. Macro and Micro Cellular
Cellular traffic demand should result from the unpredictable movements of users on the 
move, not of users at home or in their offices. Figure 6 illustrates^ an example of the 
density of total satellite + macro + micro-cell offered traffic. It excludes pico-cell traffic 
because if it were included in figure 6 it would show the density of population living 
and working in each area, not their mobile communications requirements.
Most of this traffic is concentrated in relatively confined urban areas where it can be 
best served by terrestrial cellular radio, using the smallest cells where the offered traffic 
is the most dense. Nearly all of this traffic would be served by a combination of micro 
and macro cells. Micro cells tend to differ from macro cells by the way that they are 
shaped using buildings and highly directional antennas to isolate them from 
neighbouring cells, often requiring very rapid handover at street comers, for example. 
Macro cells tend to maximise radio coverage, rather than minimise it, to capture the 
lower density offered traffic outside population centres.
1 Figures 6 and 7 show example traffic densities within a satellite spot beam offered to different parts of 
FPLMTS. The vertical axes show some measure of offered traffic per unit area on a non-linear scale. 
"Cordless" traffic handled by pico-cells is excluded. The satellite spot beam is circular, of approximately 
1700km diameter and centred near to London. It is approximately the same size as Odyssey and 
Globalstar spot beams (see chapter 4) and the same size as the baseline LEO satellites’. Traffic densities 
shown are to illustrate this discussion only and are not based on real data - they are the author’s illustration 
based on areas of high population density.
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Traffic density
(arbitrary
units)
“North of 
beam centre
“Eastwards from beam 
centre along a great circle
Figure 6 Distribution (not to scale) o f UMTS traffic offered to micro, macro and 
satellite cells within a satellite beam o f diameter 1700 km covering part o f Europe
2.4.3. Satellite Coverage
Because satellite spot beams cover such huge areas, there is less radio resource reuse in 
satellite systems than in cellular radio where resources can be reused only a few tens of 
kilometres away. In a satellite system with spacecraft antenna of manageable 
proportions, radio resources cannot be reused for hundreds of km around a mobile 
terminal. This is why the capacity of the satellite system will be so limited and why if 
the coverage area is so wide, the acceptable offered traffic density must be very low. 
Terrestrial mobile networks must handle the high density traffic leaving only the 
terrestrially unserved rural traffic for the satellite to handle, as shown in figure 7. Note 
that this figure shows almost no traffic demand from urban areas, since ideally the 
terrestrial network is carrying all the high density traffic. This must be the case, because 
the peak total traffic densities of figure 6 are many orders of magnitude greater than the 
traffic densities outside terrestrial coverage in figure 7. The micro-cells’ capacity is two 
million times greater than the satellite beam’s traffic capacity, based on the relative areas 
of 1km diameter micro-cells and the 1700km diameter satellite spot beam and assuming 
similar power and bandwidth resources are available in each radio environment.
Satellite spot beams can be made smaller than this but they will still be larger and less 
spectrally efficient than their terrestrial counterparts^.
^Teledesic (see chapter 4) proposes 3,000km^spot beams, comparable in area to large macro-cells. 
Interference is, however, much greater outside of a satellite spot beam than it is outside of a macro-cell 
because the roll-off of gain in a satellite antenna pattern is r^, compared to a roll-off of r'^ -^  in radio 
propagation along the Earth’s surface. The greater interference power levels reduce the opportunity for 
frequency re-use, reducing system capacity in a given bandwidth.
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Traffic density 
(arbitrary 
units)
\-6
North of 
centre
“Eastwards from beam 
centre along a great circle
Figure 7 Distribution (not to scale) o f traffic offered to a FPLMTS satellite within a
spot-beam o f diameter 1700 km in Europe, assuming effective terrestrial coverage o f all
high density traffic
The satellite spot beam is intended to cover a very wide area, often spanning several 
countries, with a relatively small number of channels. Its ability to do this depends on 
the terrestrial network’s ability to remove most of the traffic, leaving only a low density 
of users scattered outside terrestrial coverage who rely on satellites for service (compare 
figures 6 and 7).
2.4.4. Selection of Network and Air Interface
In order for a multi-tier air interface system to function effectively as a whole, each 
terminal should normally use the smallest cell with which it has radio contact. The 
mobile terminal determines this for itself. Whilst it is idle it scans for the broadcast 
paging channels of terrestrial cells and satellites. These channels allow the mobile to 
rapidly identify the various terrestrial cells and satellites from which it can receive 
service. In general, the terminal will have to select base stations in the following order 
of preference:
1. pico-cells,
2. micro-cells,
3. macro-cells,
4. satellite coverage.
It could be that the terminal can receive the broadcast channels of more than one 
network of the same cell type, in which case the customer’s service profile, programmed 
into the terminal by the service provider and customer, may help to choose the preferred 
network to work with.
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Once the terminal decides which network to use it transmits a request to the base station 
to register itself and its users on that network (see section 6.1) so that incoming calls can 
be routed to it and it monitors the paging channel to listen for them. If the terminal 
subsequently moves and loses the paging channel it will scan for new broadcast 
channels, select a new base station and register with that. The new base station 
automatically cancels the mobile’s registration from its old base station. Terminals 
capable of communicating by more than one air interface specification will be capable 
of monitoring the registered paging channel whilst scanning for other base stations at the 
same time. This will enable them to find more suitable base stations as they move into 
coverage and register even though reception of the old paging channel is still adequate. 
The customer then benefits fully from the terminal’s multiple air interfaces by always 
being registered with the cell providing the best service at the lowest cost.
If a call is started, it is set up with the network to which the terminal is registered at the 
time. If, during the call, the mobile terminal moves out of range of the base station it is 
communicating with it needs to hand over to another one. In FPLMTS the terminal will 
again be able to scan for broadcast channels of other base stations whilst communicating 
the application’s information with its current base station. Using the same criteria as 
above it will select the best link and if it is not the same as the current one it will initiate 
handover even if the current link is satisfactory. Handovers are always "forward 
handovers" in that the mobile terminal transmits the handover request to the new base 
station and the new connection is usually made before the old one is broken.
The automatic selection of the most efficient cell type is very important to achieve the 
very high capacities that FPLMTS are designed for. There will be exceptions to the 
small-is-best rule, described in greater detail in section 3.4:
• Fast moving terminals in vehicles moving at high speed should avoid small cells 
with which their connection will only last for a short time. If there is a pico-cell 
moving with the vehicle (on a public train or aircraft, for example) then that should 
be used. Also if the vehicle is stationary then a pico-cell or macro-cell from outside 
could be an efficient choice.
• Customers with special needs for rapid connection and channel robustness, such as 
the emergency services, may have a preferred type of connection under all 
circumstances.
2.5. Satellite Service Bandwidths
Is 2Mbit/s going to be available in all UMTS environments? It is evident from the wide 
area covered by an individual spot beam that geographic reuse of spectrum in a satellite 
system is much less than that achievable in terrestrial cellular, which is in turn much less 
than that achievable in indoor pico-cell environments. This, combined with the link 
power requirements for longer radio paths, means those data rates available through 
satellite access need to be scaled down appropriately. The conditions in which service 
will be available will also vary depending on the mobile terminal’s environment.
To better understand the restrictions, power budgets for a LEO (low Earth orbit) and a 
GEO (geostationary Earth orbit) satellite system (see sections 4.2, 4.3 and 4.4 for more 
details) are presented and compared with a terrestrial macro-cell. In determining the
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important parameters for the link budget, only the mobile terminal to satellite part of the 
link is detailed. For the backhaul link, from the fixed Earth station to the satellite, there 
is the opportunity to use much larger antennas on the ground. These are used to ensure 
that the backhaul link parameters are non-critical. The link budget figures are indicative 
of the technology available in 1995 that could be applied to satellites in FPLMTS and 
illustrate the limiting factors in satellite communications:
• large path losses
• high satellite antenna gain
• limited satellite power for downlinks
• limited mobile terminal power for uplinks
• tight link margin requiring line-of-sight or near-line-of-sight communication with the 
satellite.
2,5.1. Path Loss
Maximum free-space path losses for satellite communications are orders of magnitude 
greater than those for terrestrial cellular radio. Table 1 compares such losses.
Cell type
Path length 
minimum maximum
Path loss (at 2GHz) 
minimum maximum
Terrestrial macro cell (32km 
diameter) t
0km 16km OdB 123dB
769km altitude LEO satellite 769km 3,225km * 156dB 169dB *
GEO satellite 35,786km 41,679km * 190dB 191dB *
* to 0° elevation
t  all path losses, including terrestrial, are calculated using the theoretical 2nd order 
power law
Table 1 Path losses fo r  some types o f FPLMTS cell
Actual path loss in a terrestrial cell is greater, somewhere between a 3rd or 4th order 
power law. Taking the free-space comparisons at face value, transmissions for GEO 
satellite links would have to be 68dB more powerful than those for terrestrial links. To 
reduce this dissipation, large antenna gains are sought at the satellite.
2.5.2. Satellite Antenna Gain
Satellite antenna gain depends on the effective area of the antenna which also directly 
determines the size of spot beams formed by the satellite. A realistic approach is 
therefore to determine the maximum spot beam area expected in third generation mobile 
satellite systems and deduce the required antenna gain from this.
The 769km altitude LEO satellite, chosen as the LEO baseline for this thesis in chapter 
4, has 6 spot beams across its footprint's diameter. This satellite has antenna beams with 
-3dB beam widths of 20° in at least one diameter. The maximum -3dB semi-major axis 
can be the entire width of the satellite cell, which is 123°. The area of this spot beam on 
the ground will be a 4,200kmx700km ellipse of approximately 2,300,000km^. The
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circular spot beam shown in figures 6 and 7 is the same area, to give an impression of 
scale. To allow for a good overlap between beams the area within the -3dB contour is 
increased to 2,500,000km^. Assuming efficiency comparable to a reflector antenna, a 
circular beam of this area around the sub-satellite point can be created with a very small, 
lightweight antenna of gain as low as 6dBi.
A satellite in GEO would have to use 2.7° beam width circular beams produced by a 4m 
diameter reflector antenna to provide beams of the same area on the ground. The 
antenna's gain would be about 36dBi. Note that the 30dB increase in gain over the LEO 
does not quite compensate for the 34dB difference in path loss experienced in the link. 
Since (gain x path loss) is a critical figure in the link budget, this is plotted as a function 
of orbital altitude in figure 8. (Gain x path loss) turns out to be almost constant, as 
would be expected, except for the LEOs and MEOs (medium Earth orbits) where the 
range of path lengths causes (gain x path loss) to deviate more from the mean.
Antenna gain x path 
loss (dB)
LEO MEG GEO
-140
-145
-150
-155
-160
-165
-170
10,000 15,000 20,000 25,000 30,000 35,0000 5,000
Orbital altitude (km)
at sub-satellite point (on 
boresight)
at 0° elevation edge o f coverage 
(-3dB)
Figure 8 (Satellite antenna gain x path loss), in dB, as a function o f orbital altitude 
fo r  circular 2,500,OOOkm  ^beams at 2GHz
The minimum and maximum (antenna gain x path loss) values both correspond to the 
769km altitude LEO and are -166dB and -150dB respectively. By comparison, when a 
terrestrial cell is divided into six 60° sectors the cell site antenna gain is around 17dBi, 
resulting in (antenna gain x path loss) = -106dB at 16km from the cell site. This figure is 
therefore up to 60dB better than for satellite links.
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2.5.3. Satellite Power for Downlinks
The other key parameter in the downlink power budget is the power available from the 
satellite transponder. The limitation is the power that can be generated from the solar 
array and the power that can be stored in batteries whilst the satellite is eclipsed from 
the Sun. Available DC power is therefore a function of the size of the solar arrays but it 
is also a function of the orbital altitude since the lower the orbit, the faster the eclipse 
cycle will occur. The faster cycling of the battery charge shortens the life-span of the 
batteries and lowers their charge capacity. Hence the higher the satellite orbit, the more 
power that is likely to be available from a given satellite bus mass. Furthermore, higher 
altitude constellations would contain fewer satellites than low altitude constellations and 
therefore more investment can be made in each of the fewer satellites. Hence larger 
satellites are feasible and larger batteries and solar arrays can be used, further increasing 
the available DC power.
The above arguments indicate that the 769km LEO will have the lowest power 
generating capability. Using 1995 technology GaAs solar arrays, nearly 1.5kW of power 
can be provided on such a satellite whilst the arrays are illuminated [IRIDIUM]. Using 
NiH2 batteries to even out the supply and subtracting the power used by other satellite 
sub-systems, the communications payload is left with approximately 250W for its power 
amplification. If 50W is used for the backhaul to the base station and 200W is used for 
the mobile terminal downlink then about 33W is available for each of six spot beams. 
With a 50% efficient TWTA (travelling wave tube amplifier) the average saturated 
transmit power will be 16.7W, about 12dBW.
A TWTA can only be driven to saturation if all the frequencies that it is transmitting 
have been derived from a single coherent frequency source, otherwise the non-linear 
transfer characteristic causes intermodulation to occur between different frequency 
components. Thus a single TDM A (time division multiple access) carrier will not suffer 
from intermodulation but a number of FDMA (frequency division multiple access) 
carriers sharing the same TWTA would. CDMA (code division multiple access) carriers 
also suffer from intermodulation effects but these manifest themselves as a noise level 
increase so the de-spreading process overcomes the interference with a small cost to 
channel capacity. Where intermodulation would be a problem the signal input to the 
TWTA is backed off the non-linear saturation point. Fortunately the resultant loss in 
output power from the TWTA is not really significant at only 1 to 2dB. Other measures 
such as pre-distorting the TWTA input to compensate for the non-linearity or using 
constant-envelope modulation schemes that are tolerant to intermodulation effects can 
successfully be used to maintain full power output [AGHVAMI]. It can therefore be 
safely assumed that the full saturation output power, 12dBW per spot beam, will be 
available.
Finally, combining the transmit power, satellite antenna gain and path loss, we can 
compare the power budgets for example terrestrial, LEO and GEO cases, as shown in 
table 2. The same power output per spot beam is used for GEO and LEO satellites 
because although a GEO satellite may be able to generate more DC power, it will be 
using the additional power to handle more spot beams in its wider coverage footprint. A 
comparison of the powers available at the mobile terminal reveals a difference of nearly
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50dB between LEO and 32km diameter terrestrial cells. Note that C/Nq is for the 
combined carrier powers in the whole spot beam.
Terrestrial LEO Sat GEO Sat
Cell Site
Carrier power per spot beam 3 * 12 12 dBW
Transmit antenna gain 17 6.1 36.3 dBi
Pointing loss -3 -3 -3 dB
Radio Paths
Free space attenuation -123 -168.6 -190.9 dB
Atmospheric attenuation -0.6 -0.6 -0.6 dB
Fading margin -40 t -40 t -40 t dB
Hand Held Terminals
Pointing loss -2 -2 -2 dB
Received power at mobile -148.6 -196.1 -188.2 dBW
Hand held terminal G/T -32.6 $ -32.6 $ -32.6 $ dB/K
Downlink C/T -181.2 -228.7 -220.8 dBW/K
1/Boltzmann's constant 228.6 228.6 228.6 dBHzK/W
Downlink C/N^ 47.4 -0.1 7.8 dBHz
Note - this C /N q is the combined carrier powers for the whole cell sector or spot beam.
* Terrestrial cell-sites are not power limited, so this could be much greater. However, 
best practice is to limit effetive radiated power to lOOW for the largest cells and to 
much less than lOOW for smaller cells to limit cell diameters and avoid interference 
with other cells.
t  This 40dB includes margin for log-normal fading, required to alleviate shadowing 
with multipath [LEE].
$ Comprises whip antennae gain of 2dBi, noise temperature of 290K and lOdB noise 
from receiver front-end.
Table 2 Comparative downlink power budgets fo r  terrestrial, LEO and GEO cell
sites to mobile terminals at the edge o f cell coverage with no interference
2.5.4. Mobile Terminal Power for Uplinks
The uplink transmit power is very restricted for hand held terminals, directly affecting 
the size, weight and time for which the terminal can operate between recharges. Lower 
power terminals will therefore be much more convenient for the customer to carry and 
to use than higher power terminals. We will assume 200mW average power output for a 
hand held terminal as a maximum that can reasonably be achieved using current 
technology aimed at a mass market. Combined with a whip antenna of 2dBi gain, the 
effective radiated power will be -5dBW. Table 3 compares the uplink power budgets to 
terrestrial macro-cell sites, LEO satellites and GEO satellites. The difference between 
C/Nq for LEO and terrestrial macro-cell sites is again high, this time nearly 60dB. The 
C/Nq values here are for single carriers.
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Terrestrial LEO Sat GEO Sat
Hand Held Terminal
Individual carrier power -7 -7 -7 dBW,
Transmit antenna gain 2 2 2 dBi
Pointing loss -2 -2 -2 dB
Radio Path
Free space attenuation -123 -168.6 -190.9 dB
Atmospheric attenuation -0.6 -0.6 -0.6 dB
Fading margin -40 t -40 t -40 t dB
Cell Site
Pointing loss -3 -3 -3 dB
Received power at cell site -173.6 -219.2 -241.5 dBW
Cell site G/T -17.6 $ -28.5 1 1.7$ dB/K
Uplink C/T -191.2 -247.7 -239.8 dBW/K
1/Boltzmann's constant 228.6 228.6 228.6 dBHzK/W
Uplink C/Nq 37.4 -19.1 -11.2 dBHz
t  This 40dB includes margin for log-normal fading, required to alleviate shadowing
with multipath, and margin for Rayleigh fading [LEE].
$ Comprise antennae gains as for downlinks, noise temperature of 290K and lOdB
noise from receiver front-end.
Table 3 Comparative uplink power budgets to terrestrial, LEO and GEO cell sites 
from  hand held mobile terminals at the edge o f cell coverage with no interference
2.5.5. Link Margins
Tables 2 and 3 show link budgets for line of sight, free-space propagation links and no 
interference other than thermal noise. A cellular radio system is interference limited and 
so a margin is also required to ensure that signal detection remains possible in the midst 
of interference from other channels during fades and shadows. The worst-case fade 
margin is equally applicable to satellite and terrestrial communications if the same 
ranges of blockages and fading environments are to be accommodated.
For digital cellular applications, best practice is to not add any fixed margins. Instead 
power control is relied on to overcome propagation difficulties as and when they arise. 
There is no reason why this technique should not be used for FPLMTS' space segment 
as well. Allowance must be made for the slower speed of response of the control loop 
on the satellite link compared to a terrestrial link due to longer propagation delay.
It will not be possible to follow the multipath fading pattern from non-GEO satellite 
orbits as a terrestrial base station could. A terrestrial power control loop's range includes 
some 40dB to fill in fast fades. The satellite loop's range would also have to include the 
same 40dB of margin but instead of always using minimum power just sufficient to 
overcome the instantaneous fade depth, a satellite power control loop would use the 
minimum power necessary to overcome the worst fade depth expected in the period of
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the closed loop time constant. This means that there is an increase in mean transmit 
power from the mean fade depth to the maximum fade depth, a difference of 
approximately 30dB [LEE].
Terrestrial cellular systems have enough power range to ensure that they are capable of 
providing sufficient power to overcome propagation difficulties for good in-building 
coverage. In bridging the 60dB gap between terrestrial and satellite paths the margin 
available to overcome such propagation difficulties is likely to be reduced to the bare 
minimum. This is unfortunate, as it means that satellite coverage is not as complete as 
terrestrial coverage would be in built-up or mountainous regions since gaps are found 
behind objects obstructing a direct line of sight to the satellite. Satellite propagation 
studies show the need for a minimum of 7dB margin even for just direct line-of-sight 
communications with a satellite, primarily due to multipath fading from the ground 
reflection from a satellite at low elevation [FITCH]. If the line-of-sight radio path 
cannot be guaranteed then the margin must be increased to about 16dB [IRIDIUM] to 
stand a good chance of acceptable communications through multipath reflections. Even 
at these levels of margin, the probability of successful communications would not be as 
high as that with terrestrial cellular networks employing margins of 40dB or more.
Two approaches, which may be used together, can improve depth of coverage and 
service availability. The first is to include a permanent fade margin, the second is to rely 
on satellite diversity to evade radio shadows. Satellite diversity, where signals through 
two satellites are combined, is very similar to terrestrial macro-diversity and satellite 
constellations can be designed to maximise the chances of having multiple satellites 
visible to mobile terminals (see sections 4.2.2 and 6.5.5). Inevitably the penalty of 
reducing link margins to the level where the satellite link is feasible will be to require 
the customer to participate in setting up and maintaining a call connection by 
positioning the mobile terminal antenna in a satisfactory position.
Note that the link budgets above have assumed the worst case path losses for 0° 
elevation. In practice, 10° elevation figures would be adequate, since satellite 
constellation designs tend to ensure that one or more satellites will always be above a 
minimum elevation such as this. The difference in path loss between 0° and 10° 
elevations for the 769km LEO is a useful 3.3dB margin.
2.5.6. Effect on Service of the Satellite Power Budget
Without a detailed satellite design, the figures derived here are only for indication of the 
order of magnitude of differences between satellite and terrestrial radio links and what 
compromises will be required to realise satellite links to hand-held mobile terminals.
The observations are:
• Power received at the mobile terminal from a LEO satellite could be up to 50dB 
lower than from a terrestrial cell. If a satellite is supporting about the same number of 
mobile terminals per spot beam as a terrestrial cell, then each terminal's signal will be 
50dB lower from a satellite than from a terrestrial cell site.
• Power received at a LEO satellite will be up to 60dB lower than that received at a 
terrestrial cell site from the same mobile terminal.
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There is scope to build future satellites with greater power generation capacity to 
increase downlink power. Also, a mobile terminal could claim more of the satellite’s 
power resource for its radio link to allow a better radio link at the expense of other 
mobile terminals sharing the satellite resources. In these ways the downlink bit rates 
could be increased for applications requiring asymmetric bearers with greater capacity to 
the mobile terminal than from it. The uplink power can also be increased but only at the 
expense of terminal portability.
The effect of this tight power budget on satellite access will be:
• Service into buildings and heavily shadowed areas will be very restricted. It is likely 
that a high margin will be reserved for paging channels and customers will need to 
move to a clearer radio environment (outside or close to a window, for example) to 
connect their call.
• Bit rates will have to be much less than terrestrial cellular bit rates to raise Ey/Ng 
above the Shannon limit.
These unfortunate effects will restrict the quality of service available from satellite 
systems. FPLMTS needs to be designed to cope with these limitations - no amount of 
marketing hype can improve the link budget. Figure 9 compares the data rates expected 
to be available to a hand-portable terminal in pico-cell, micro and macro-cell and 
satellite radio environments^. It shows clearly how service bandwidth scales with 
environment, assuming similar power and bandwidth resources are available in each 
environment. The same frequency spectrum shared over a larger area and number of 
customers means that each customer gets fewer kbit/s.
Figure 9 reflects bandwidths achievable in 1995. The UMTS Task Force recognizes that 
available bandwidth will vary with the terminal’s environment. It aims to use technology 
advances to push the bandwidth/cell radius line up, increasing micro-cellular 
bandwidths to 2Mbit/s and increasing cellular and satellite bandwidths tenfold by the 
launch of UMTS in 2005 [UTF].
^Figure 9 is based on capabilities of services in development for launch in the next five years, including 
2Mbit/s radio LANs, 28.8kbit/s on GSM, 9.6kbit/s on Iridium, 2.4kbit/s on Ellipso-II, amongst others.
These all fall on a line close to the expected proportion, that Throughput^
Cell radius
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Figure 9 Anticipated data rates available to a hand-portable FPLMTS terminal in
different radio environments
Given the large range of data rates shown in figure 9, for FPLMTS to support 
applications in all environments applications will either need to assume a lowest 
common denominator of FPLMTS service facilities or adapt to the varying service 
conditions. This may mean that the application in a terminal will have to vary its bit-rate 
depending on which FPLMTS environment it is using for communications. This will be 
discussed in detail in chapter 8.
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Chapter 3 
Role of Satellite Access
With manufacturers and customers choosing the air interface specifications their 
terminals work with and with satellites promising such low bit rates and link robustness, 
the role for satellite access in future mobile networks has to be clearly identified. This 
chapter clarifies the exact role of satellites in a mass market and suggests some more 
facilities required in all FPLMTS to support this role for satellite access.
3.1. Coverage of Rural Areas
. r-
Mobile coverage 
[III No mobile coverage
Figure 10 Estimate o f cellular network coverage by 2000
Already second generation cellular offers seamless coverage and very advanced services 
in key markets such as the UK. Here, it is hard to envisage a great deal of use being 
made of the satellite component of fully developed FPLMTS and it is tempting to 
imagine it being an optional extra for use whilst abroad. However, in large countries 
such as Canada and Australia extending the coverage to vast rural areas is very 
important. In Australia the first and second generation cellular systems will only cover 
3% of the country’s area, though this equates to 84% of the population. Integral coverage
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of the remaining 97% of the country is seen as an important feature of FPLMTS. For 
third generation systems to be truly global, bringing the mass-market benefits of scale, 
the needs of largely rural countries must be satisfied. Figure 10 shows just how much of 
the globe is still waiting for any type of affordable mobile communications^
3.2. Guaranteeing Roll-out FPLMTS Coverage
Even in densely populated countries, such as the UK, an integral satellite component 
could be used to provide complete geographical coverage from the very first day of 
FPLMTS operation. This would ensure that even the first users of the system would be 
welcomed to a service with uninterrupted coverage superior to that offered by the 
second generation systems, rather than inferior as would be the case if satellite facilities 
were not available. By 2005, a target date for third generation systems becoming 
operational, second generation systems will be well established across Europe and 
embryonic FPLMTS would benefit greatly from being at a competitive advantage with 
coverage rather than being at a disadvantage. Thus even in western Europe, the satellite 
component would be an invaluable feature for encouraging uptake of the new service. 
The terrestrial networks will develop and spread as the market grows to handle the bulk 
of the traffic more efficiently, concentrating terrestrial high capacity cells where the 
market demands. Satellite coverage will depend on frequency spectrum for the satellite 
component being available at the same time as spectrum for the terrestrial parts of 
FPLMTS and on licensing agreements being in place in each country. This has been 
recognized and WRC ’95 brought forward the allocation of satellite FPLMTS spectrum 
from 2005 to 2000, the same date as the rest of FPLMTS’ spectrum becomes available.
3.3. In-fill for Low Density Population Areas
A permanent role for satellite service will be to fill in the gaps in terrestrial coverage 
that cause customers to complain. Rural cell sites are sometimes built simply to fill in 
gaps of an otherwise completely covered region to ensure that customers’ calls are not 
dropped as they drive away from major roads. The increased coverage is beneficial to 
the perceived quality of the operator’s service but the call revenue generated through 
these cell sites may not be enough to justify their expense on its own. Expanding 
terrestrial networks to cater for calls in rural areas can be uneconomic in that the 
revenue generated by the small number of calls does not offset the estimated US$V2 
million cost of equipment for each cell site^. In rural areas the revenue generated is low 
because there are so few customers there. Despite the lack of return, their provision has 
normally been necessary in first and second generation systems to ensure that customers 
are not faced with blocked calls too often. Anything above a 3% probability of a call 
being blocked is regarded as endangering customers' perceptions of the service being 
reliable.
^Figure 10 shows regions where cellular networks are expected to be operational by the year 2000. 
Source: ICO Global Communications.
^The US$16 million figure is a very rough estimate of the average cost of the physical infrastructure for a 
GSM base station [MOBEURO]. It excludes planning costs and the cost of renting the antenna site which 
vary from site to site but often nearly double the whole-life cost of the base station. Note that with the 
move to remote transceivers in second generation systems the cost is becoming much less than this but 
then there are also transmission capacity costs to be included.
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Satellites’ most obvious role is blanket rural coverage, so FPLMTS’ integration of 
satellite facilities is potentially an opportunity to dispense with uneconomic terrestrial 
cells and support the "overflow" of traffic using satellite links that, in many cases, will 
be a more economic use of resources. In the knowledge that the FPLMTS space segment 
is providing this, it will be possible for terrestrial network planners to avoid building 
loss-making cells just to ensure seamless coverage. An assumption was introduced in 
section 2.4.4 that whenever terrestrial channels are available, these will be used leaving 
the satellite segment free to carry only the low density rural traffic. This makes frugal 
use of the scarce satellite resource and ensures that customers are always using the most 
economic channel available to them.
The following sections discuss this theme and aim to determine how large an impact a 
satellite capability can make and what precautions are required to use this approach 
effectively.
If most customers choose satellite compatible telephones then uneconomic terrestrial 
cell sites are not needed because customers would be handed over to the satellite 
segment whenever leaving terrestrial coverage. In this case, the integration of FPLMTS’ 
satellite segment will have a clear benefit to offer terrestrial network operators by 
ensuring good continuity of the FPLMTS service and high customer confidence in its 
use, whilst allowing the terrestrial network planners to concentrate only on serving the 
profitable, high density traffic areas.
3.3.1. Impact of Cost on Satellite Usage
These benefits depend on the majority of customers being capable of using satellite 
facilities. This will depend on two things:
• the price of the FPLMTS satellite-compatible mobile terminal (section 3.3.2) and
• the cost of using satellite communications (section 3.3.3).
Both of these will be compared with the FPLMTS terrestrial segment and if they are 
significantly more expensive then potential satellite customer numbers will dwindle. 
Figure 11 illustrates how these costs affect the customer base for satellite services.
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Figure 11 Cost factors affecting the number o f satellite calls
3.3.2. Terminal Cost
The most important criterion is the cost of the mobile terminal. When a potential 
FPLMTS customer goes out to buy a telephone they will be presented with a choice of 
terminals, some of which are more expensive because of a satellite feature that will not 
be used that often, if at all, by the vast majority of people. If the cost difference is not 
very big, for example 10% of the cost of the terminal, then many people will buy 
satellite compatible terminals "just in case". If the cost difference is larger, for example 
50% of the cost of the terminal, then only those with specific need for satellite usage, 
such as people living in rural areas or frequently travelling in rural areas on business, 
will buy satellite compatible telephones. Thus the number of satellite compatible 
terminals may only be 10%, for example, which would mean that most customers could 
not use satellite facilities even on the odd occasion they were outside terrestrial 
coverage.
It is worthwhile remembering that in some markets, such as the UK, the cost of the 
mobile terminal itself is heavily subsidised by the network operators so that the 
customer is not faced with choosing from a range of expensive terminals. Also relevant 
are insurance companies and car manufacturers who include mobile telephones in a 
package of services as added "peace of mind". In these cases it will be the companies 
buying the terminals from the manufacturers who will decide what networks’ air 
interfaces are implemented. For these companies, the extra peace of mind and coverage
)  Robert J Finean 1996  ©  British Telecommunications p ic  1993  ©  Kokusai Denshin Denwa Co., Ltd. 1993 26
Chapter 3 Role o f Satellite Access
flexibility that satellite capabilities add may be well worth the extra cost of providing 
them.
If terrestrial operators cannot rely on their customers’ use of satellites to fill in 
uneconomic rural areas, they will begin to install terrestrial macro-cells to placate 
customers who have experienced calls being frequently dropped on the outskirts of their 
towns and cities or as they drive away from motorway junctions. Then terrestrial 
coverage becomes adequate for most people’s needs and so very few people require 
satellite telephones, ensuring that they always remain an expensive niche product. 
However, the network operators then have to support large numbers of unprofitable cell 
sites and these costs are passed back to customers through higher terrestrial network call 
charges. The entire FPLMTS system is more expensive to use.
On the other hand, if satellite compatible FPLMTS terminals were inexpensive enough 
to become ubiquitous then network operators would fully exploit the capacity of 
satellites to fill in areas with no terrestrial coverage and concentrate on what terrestrial 
cellular radio does best, which is accommodating high traffic densities. Most customers 
would find that they use the satellite system infrequently, possibly only for short periods 
within their calls, but it would be convenient for them to be able to continue their calls 
even though they are outside terrestrial coverage.
3.3.3. Call Charges
The other criterion influencing satellite use is the cost per minute of calls. Because of 
the high cost of satellite infrastructure, limited radio resource re-use and its low 
capacity, call charges on a satellite system will be significantly more expensive than on 
terrestrial systems. There is nothing that can be done to avoid this because only a small 
number of callers are sharing the cost of providing an expensive service (see section 
2.4.3). Even though they may posses a satellite compatible telephone, many customers 
will want to avoid using the satellite system, just as many customers avoid making 
telephone calls at peak rates. But there will also be many customers willing to pay the 
higher call charges as necessary to conveniently make calls whenever it suits them.
It is likely that there will be four types of customer:
• those who will ban satellite use,
• those wishing to be asked if they want to continue before connecting via a satellite,
• those who would like a warning when a satellite connection is made and
• those who will want to make calls uninterrupted under all circumstances.
With FPLMTS’ flexibility to offer personalised services, the personal FPLMTS profile 
could contain a record of whether a particular customer wants transparent use of satellite 
services, requires warning of their use or wishes to be asked before using them. In this 
way, customers are in complete control of the extent to which they use premium rate 
satellite services, so how often they will decide to use them will depend very much on 
the call charges. However, the fact that a customer has a satellite compatible telephone 
is the most important thing. For example, if a customer is roaming out of terrestrial 
coverage and the call has to be handed over to a satellite, very few people would simply 
drop the call before finishing their conversation to save money. It is large numbers of 
casual satellite users like this who add to the small number of rural and travelling
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customers dependant on the service most of the time, to make the FPLMTS satellite 
traffic density large enough to be profitable. It is also the widespread accessibility of the 
satellite terminals that allows terrestrial network operators to dismiss coverage of 
unprofitable rural areas.
3.4. Overflow Traffic from Terrestrial Network 
"Hot Spots"
There are other places where it is uneconomic to provide sufficient terrestrial capacity - 
"hot spots", where there are short peaks in traffic demand, which may occur on a 
random basis, which rise above the network’s capacity. Here some customers wishing to 
place calls are blocked and, in first and second generation systems, have their calls 
discarded or queued. Where a small density of such requests overflows from a terrestrial 
network incapable of handling all the traffic being offered within its coverage, it is 
tempting to think that in a third generation system the satellite segment might be able to 
support some of this traffic if customers are willing to pay for the more expensive 
service. More importantly, there will be some customers such as the emergency services 
who will require very quick connections from FPLMTS. This will be especially 
important where accidents have occurred, which often cause overloading of mobile 
networks.
There are at least two causes of "hot spot". The first is where a development has 
occurred resulting in a permanent increase in traffic demand during some part, or all, of 
the day and the terrestrial network operators have not foreseen or been able to meet this 
demand quickly enough. In well-managed terrestrial networks this does not happen very 
often and when it does the condition is usually very short-lived. In the worst cases, 
where new micro-cells are required to support very dense traffic, clearly the satellite 
segment will not be endowed with enough capacity to support all the overflow traffic, 
although it is feasible that a premium priced service could offer satellite use to a very 
small proportion of the overflow traffic. The second cause is where completely 
unpredictable events have occurred, such as road accidents and natural disasters. In 
these cases the overflow may also be very great, since the terrestrial network would be 
dimensioned for normal traffic conditions. Terrestrial operators are unlikely to install 
extra terrestrial capacity to accommodate infrequent accidents. As these hot-spots 
appear and disappear randomly over very large areas they might appear to be suited to 
satellite communications.
3.4.1. Priority Access in Areas Unserved by Terrestrial 
FPLMTS
An apparent problem with allowing mobile terminals within terrestrial coverage access 
to the satellite network, illustrated by the different traffic densities portrayed in figures 6 
and 7. The peak total traffic densities of figure 6 are many orders of magnitude greater 
than the traffic densities outside terrestrial coverage in figure 7. Based purely on the 
relative areas of micro cells and satellite spot beams, the micro-cells’ capacity is two 
million times greater than the satellite beam’s capacity. Hence even a 3% overflow of 
"hot spot" traffic from a small number of micro-cells amounts to a large number of calls 
that may account for an uncomfortably large proportion of a satellite spot beam’s 
capacity. The satellite spot beam is intended to cover a very wide area, often spanning
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several countries, with a relatively small number of channels. Its ability to do this 
depends on the terrestrial network to remove most of the traffic, leaving only a low 
density of customers scattered outside terrestrial coverage who rely on satellites for 
service (compare figures 6 and 7). There is a danger that the overflow traffic from just a 
few square kilometres of a city centre terrestrial network might use all the available 
channels for the satellite spot beam, leaving calls from rural areas throughout the entire 
satellite beam blocked. This is undesirable and it would be better for more calls in the 
"hot spot" to have been blocked rather than wiping out FPLMTS service for people over 
large areas. The "hot-spot" customer has a better chance of obtaining a connection to the 
terrestrial service by redialling or queuing than the rural customer has of obtaining a 
satellite connection because there is likely to be a larger pool of channels and so the 
turnover of calls is likely to be faster.
If satellites are to handle overflow traffic then we must consider that there is not 
necessarily any way of determining precisely where within the satellite beam calls are 
coming from and that there is therefore no way of recognizing when a large proportion 
is coming from the same place. Unless the mobile terminal provides some information, 
there is no option but for the satellite base stations to accept call requests until all the 
satellite capacity is in use and then block all further calls, no matter where they may be 
coming from.
So, in general overflow traffic from terrestrial "hot spots" should not be taken onto the 
satellite networks. The mobile terminals must be relied upon not to default to a satellite 
connection if they are blocked by a terrestrial network because the satellite network will 
have no way of policing this restriction itself. A small number of customers, such as 
emergency services, will require this kind of access to satellite services under all 
circumstances and their terminals will need to be programmed differently by their 
service providers. Calls to certain numbers, such as the emergency services may also 
need to be treated specially.
3.4.2. Emergency "Hot Spot" Connections
Satellites can provide an overlay of "spare channels" across a large area for resale to 
those who need FPLMTS connection desperately quickly. Their service provider could 
program the customer’s FPLMTS card to allow connection to a satellite network even 
after blocking by a terrestrial network, informing the user a W  the satellite network that 
a premium rate will apply to this urgent connection. The associated software in the 
network would have to recognise that priority must still be given to satellite traffic in 
locations where no terrestrial FPLMTS service is available but if there is still spare 
capacity in the satellite network then the call could be connected.
This provides the facility for satellites to handle terrestrial "hot-spot" traffic overflow 
whenever individual customers have an urgent need but priority is always given to 
traffic coming from areas where no terrestrial base stations are operating. Calls from 
areas with terrestrial coverage would always be blocked before calls from rural areas. 
The result may be that once traffic demand outstrips a terrestrial system’s capacity then 
the satellite system would quickly become congested, resulting in a similar probability 
of call blocking for callers from the terrestrial network to that which would have existed 
without the satellite overlay. This may also happen when there are simultaneously many
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"hot spots" within the coverage of a satellite spot beam, even if the overflow traffic from 
each "hot spot" is acceptably low.
3.4.3. How Much Could Overflow Traffic Handling by Satellite 
Systems Help?
Peak percentage call blocking probability 
for customers in a 50 channel terrestrial 
cell
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Figure 12 Reduction o f call blocking probability by satellite handling o f overflow 
traffic from  an inadequately sized terrestrial network
Figure 12 compares the probability of calls being blocked in an overloaded cell for 
customers not using satellites (solid line) and for customers using satellites to make 
emergency calls (dotted lines). The emergency call blocking probability is shown for 
three cases where the satellite overlay is under varying loads from rural customers and 
can therefore offer varying numbers of spare channels to the hot spot emergency 
services. The graph is drawn assuming that whenever the terrestrial cell cannot connect 
a requested call and there is spare capacity on the satellite network then the call is 
connected using that satellite capacity. It assumes that no customers refuse to be 
connected by the satellite segment and that all customers’ mobile terminals have satellite 
communications capabilities. Furthermore, it is assumed that this cell is the only "hot
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spot" within the coverage of the satellite spot beam. Other, less debatable, assumptions 
are that call requests occur randomly during peak times, with the mean number of calls 
per hour requested at peak times within the "hot spot" cell indicated on the %-axis. The 
duration of calls that are not blocked is exponentially distributed with a mean of 1 
minute 45.6 seconds^. Customers in areas where a terrestrial network is not available are 
always connected by satellite in preference to customers who have been blocked by the 
terrestrial network.
The real effect on blocking probability would be much better for emergency callers than 
the graph shows, as long as emergency calls are only a small proportion of the total 
traffic demand in the hot-spot. With fewer calls competing for the "spare" satellite 
overlay channels, the result would be much lower blocking probabilities for these calls 
than figure 12 indicates. The number of callers using this emergency service should be 
kept low either by service providers only offering the service to emergency services or 
through very high tariffs. More than one "hot spot" could be tolerated in a satellite spot 
beam, as long as the combined overflow traffic does not become excessive at any time. 
For example, peaks in traffic demand might be very short and occur at different times in 
different "hot spots", making large satellite spot beams a suitable way to statistically 
multiplex this traffic.
Alternatives to using satellites would be to reserve a number of traffic channels on 
terrestrial cells for emergency use only or to randomly drop calls that are in progress 
through a cell in favour of connecting an emergency call.
3.5. Satellite Paging for Terrestrial Networks
An uncomfortably high proportion of terrestrial cellular network signalling traffic is for 
network control, specifically updating location databases for mobile terminals on the 
move so that calls made to the mobile can be connected. When a call is made to the 
mobile the network obtains the terminal’s location from a database. The database knows 
the terminal is within the broadcast area of the base station that the terminal is registered 
with. The base station broadcasts a paging message to all idle terminals within radio 
coverage containing the identities of all the mobile terminals it wants to contact. When 
the called terminal hears its identity in the paging message it transmits a paging response 
message to the base station and call set-up begins. The network may try to page the 
mobile a number of times and use a number of base stations before it gives up and 
reports that the terminal is unavailable to the calling party. This paging traffic uses a 
significant proportion of the available radio resource that could be otherwise used for 
revenue-earning traffic, though the use of a detach procedure to cancel the registration 
of a mobile with a base station (see section 6.3) could prevent this from happening.
A balance can be struck between wide-area paging of mobile terminals whose location 
is only known to the nearest macro cell or groups of macro cells and local paging of 
stationary or slow-moving terminals whose position is maintained to the nearest micro­
cell. Studies have been made of the trade-off between location updating to micro cell 
resolution versus paging throughout macro cells within mixed cell architectures
^One minute 45.6 seconds was the mean duration of a call on the first generation NTT DoCoMo mobile 
network in 1994.
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[CHIAl] These indicate that the best compromise is dependent on the mobile terminal’s 
speed. For relatively immobile telepoint terminals, location registration to the nearest 
micro-cell would be infrequent and more efficient than paging the terminal through 
multiple micro-cells or a large macro-cell every time a call is incoming. For vehicular 
cellular applications location registration to micro-cells would occur too frequently to be 
feasible and so registration to macro cells or even groups of macro cells makes more 
economic use of network resources, since incoming calls, and the overhead of paging 
over a wide area, occur relatively infrequently. Even using macro-cell registration and 
grouping macro cells along main roads to reduce location updating, the control traffic 
generated can be considerable and, as it is customary not to charge for the service, it is 
all overhead cost to the terrestrial network operators. In addition, this signalling traffic 
places a heavy load on the processing performance of network switches and databases, 
reducing the number of customers that they can support.
Location registration and paging for a single mobile with 0.2 incoming 
calls/hour and no outgoing calls, assuming a 0.3:1:38 micro:macro:satellite 
ratio of cost per page or registeration
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Figure 13 Satellite paging and location registration reducing overall mobility 
management cost (an ideal outcome)
Satellite facilities suggest the possibility of reducing this non revenue generating 
signalling traffic on the terrestrial network by allowing paging over still wider areas, as 
illustrated by figure 13. The paging of mobile terminals using satellites would not rely 
on all (or even the majority) of terminals being equipped with satellite capability. The 
network need not even know in advance if the mobile terminal has satellite capabilities; 
it would be up to the mobile terminal to recognize that it is roaming too much and 
instead of requesting location updating to a terrestrial base station’s location area, it
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should request location updating to a satellite FES’s location area. This location 
registration signalling could still be carried on a terrestrial radio link to avoid use of 
more expensive satellite links. The benefit would be less frequent location updating 
because the areas over which a satellite would page for incoming calls would be larger 
than terrestrial base stations’ coverage areas. The network would page a mobile on the 
satellite downlink but a mobile terminal could respond to the nearest terrestrial base 
station so only the satellite downlink is occupied by the signalling.
The threshold at which roaming becomes "too much" to location update needs 
determining since, whilst the cost of location registration can be established from first 
and second generation cellular networks experience, the cost of satellite paging is not 
yet clear. Figure 13 shows what is ideally hoped for, with the threshold set at lOOkm/h, 
an incoming call rate of 1 call every 5 hours and a 38:1 satelliteimacro cell paging cost 
ratio. The location areas used in figure 13 are single cells: 1km radius micro-cells, 16km 
radius macro-cells and 850km radius satellite spot beams. The trade-off is very strongly 
influenced by both the incoming call rate and the relative cost of satellite and terrestrial 
paging operations, so these are investigated further.
3.5.1. Incoming Call Rate
The satellite paging area is so great that location registrations should be necessary only 
very infrequently. Location registration operations would cost the same as location 
registrations to terrestrial base station coverage areas because they would be carried on 
the usual terrestrial cellular signalling links. It is therefore the number of pages for 
incoming calls that dominates the cost: the higher the incoming call rate, the greater the 
number of pages and the higher the cost. In contrast, for smaller macro cells and fast 
moving mobile terminals the location registration function is dominant over the 
relatively infrequent incoming call pages. Therefore for small cells there is less 
pronounced correlation between the incoming call rate and the overall cost of locating 
and paging the called terminal.
Customers expecting large numbers of incoming calls would therefore be better served 
by continuing to register their location to terrestrial base stations rather than to a satellite 
base station. Only customers with exceptionally low incoming call rates would have any 
chance of deriving benefit from having the satellite page them rather than a terrestrial 
base station. The incoming call rate at which the break-even occurs cannot be identified 
without knowledge of the relative costs of signalling on the satellite and terrestrial 
networks. However, as an average of 80% of calls from terminals on the move originate 
at the mobile terminal and only 20% are incoming and require paging, the break-even 
call rate may be high enough to include sufficiently large numbers of customers to make 
this scheme worthwhile.
Note that this requirement to keep the number of location registrations very low will be 
returned to in chapter 6. Non-GEO satellites’ spot beams move around the earth and a 
LEO satellite system may need to update the current beam of a mobile terminal nearly 
once a minute: clearly this should not be done by using location registration analogous 
to terrestrial systems’ location registration mechanisms. The FES should predict the spot 
beam movements and make adjustments accordingly. This may require paging over
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more than one satellite beam, should the mobile terminal’s location be in any doubt (see 
chapter 6).
3.5.2. Cost of Satellite Pages
Although incoming calls to mobile terminals are infrequent and the paging message is 
short, satellite bandwidth is expensive even for low fade-margin voice and data 
communications traffic channels. Furthermore, in order for satellite paging to be 
reliable, the fade margins in the satellite link budget must be restored to the levels of a 
terrestrial cellular radio link budget, perhaps requiring an extra 30 to 40dB of gain (see 
section 2.5.5). This gain is conveniently achieved by lowering the bit rate of the paging 
data by 30 to 40dB compared to the voice and data traffic channels. The satellite channel 
is fundamentally power limited and bandwidth usage is already excessive for voice and 
data communications because the large coverage areas limit frequency re-use. Thus 
increasing transmit power or bandwidth for traffic channels is undesirable. However, the 
paging message is discrete and therefore time is not such a scarce resource, so reducing 
the bit-rate is a practical possibility. The energy per bit is thus raised to a level 
acceptable for reception via multipath reflections and even within vehicles and 
buildings. Unfortunately the cost of conveying the paging message has also increased by 
up to 10,000 times (40dB) and, since it now takes several seconds to transmit a paging 
message, queuing will need to be implemented, resulting in delays of perhaps several 
minutes to page the mobile terminal. It would perhaps be more economic to use less 
gain and page the mobile terminal several times if it does not respond to the first page 
because of poor propagation conditions. Figure 13 assumed the cost of a satellite page to 
be only 38 times that of a macro-cell page but in view of the above, this is a very 
conservative estimate. Even just comparing the areas being paged, this figure is a factor 
of 600 too small.
Although the maximum call rate below which satellite paging can reduce signalling 
costs cannot be identified until FPLMTS’ specifications are more detailed, considering 
all the above it looks likely that it would be so low that few mobile terminals would be 
able to benefit. If the numbers of roaming terminals participating in this scheme were to 
be too low, then the additional network and terminal software complexity required for 
use of the satellite segment of FPLMTS to page terminals roaming within terrestrial 
coverage would not be justified.
3.6. Summary of Satellite Roles
The benefit of satellite communications’ large coverage area has long been seen and 
enjoyed using Inmarsat and other services. FPLMTS promises to extend this benefit to 
many more customers by using inexpensive satellite compatible mobile terminals. 
FPLMTS’ efficient integration of satellite services with terrestrial will allow closer 
geographic mapping of system capacity to customer demand because there will be a 
whole range of cell sizes offering a complete range of traffic density support from 
sparsely populated rural areas and oceans to densely populated city centres and mass 
transport systems. Thus satellite’s integrated debut in FPLMTS will enable the 
concentration of resources into expanding the terrestrial network vertically rather than 
horizontally, that is increasing capacity where the demand exists rather than increasing 
coverage over areas where demand is almost vanishingly small. Satellites will not
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increase the capacity of FPLMTS but allow capacity to be reduced to the level of 
customer demand in areas where demand is insufficient to pay for terrestrial 
infrastructure. This will benefit all concerned as there is a certain traffic density below 
which satellites’ huge spot beams enable more efficient and cost-effective 
communications than large numbers of under-utilized terrestrial macro-cells would.
This guarantee of coverage will prove to be most useful during the roll-out of FPLMTS 
when terrestrial networks are incomplete. An international satellite system can provide 
local service providers with the means to guarantee basic coverage and quality of service 
to their customers and build revenue whilst local terrestrial networks are being built to 
match the traffic demand.
It has been shown that using satellites to carry traffic overflowing from terrestrial cells 
incapable of handling it is detrimental to the quality of service offered by FPLMTS as a 
whole. However, for customers with special needs such as the emergency services, a 
facility should be available for service providers to allow access to FPLMTS by 
whatever means will be quickest.
It has also been shown that satellite networks are not suitable for carrying terrestrial 
networks’ paging traffic.
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Chapter 4 
FPLMTS Space Segment
4.1. FPLMTS Time Scale
Figure 14 illustrates the availability of the different mobile systems over the past fifteen 
years and the point at which convergence to FPLMTS recommendations is expected.
Satellite
Cellular
Telepoint
Cordless
Inmarsat P
Inmarsat A
NMT450 AMPS E-TACS 
TACS NTT C450
NEC N-AMPS
Odyssey
Inmarsat M Iridium
Globalstar
GSM
PDC
IS54(DAMPS)
IS95(CDMA)
DCS1900 
DCS1800 PCN
PHP
CT2+ DECT
CT(Japan)
CT1(UK)
CTl(France)
CT1(USA)
CT2
F
P
L
M
T
S
1980 1990 2000
1st generation systems 2nd generation systems
Figure 14 Mobile communications systems
Satellite systems have been characterised by lead times of around 8 years from proposals 
to launch of service. This means that the proposals already being considered in 1995 for 
hand-held mobile satellite service are all in the time-frame for the initial roll-out of 
FPLMTS. Most of these proposals will not be using the 2GHz FPLMTS frequency 
allocation and do not have to comply with any FPLMTS recommendations. However it 
will be these proposals that could deliver some of the benefits described in chapter 3 if 
they can be made compatible with FPLMTS at the level of interconnection with the core
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network. The work described in this thesis has pursued this goal by keeping the details 
of implementation of these systems distinct from the functions of network entities. 
Nevertheless, to enable any of the systems proposed so far to act as a FPLMTS radio 
access network and interconnect with the FPLMTS core network, the capabilities of the 
proposed networks and of future developments need to be understood.
Some of the commercial proposals already licensed by the FCC for satellite systems to 
carry mobile personal communications traffic, including voice, in the late 1990s are 
[BTTJ, FOLEY, ETR093, FT, WISLOFF, KPMG]:
Inmarsat-P [ICO], due into service 2001,
Iridium [IRIDIUM], due into service 1998,
Globalstar [GLOBLSTR], due into service 1999,
Odyssey[ODYSSEY], due into service 1999,
Teledesic[TELEDESIC], due into service 2001,
AMSC (American Mobile Satellite Corporation), in service since 1995.
Before discussing the network architecture for UMTS, a very brief tour of the 
engineering capabilities and considerations for these systems is useful.
4.2. Satellite Coverage
The type of coverage required determines the orbit type, the number of satellites 
required, the possible need for inter-satellite links (ISLs) and the link margin budgeted 
for.
4.2.1. Breadth of Coverage
Satellite networks could be required for:
• Regional coverage - for example continental USA, Europe, China, Far and Middle 
East, Africa or Australia. In these cases the GEO minimises the need for multiple 
satellites and the need to manage satellite motion with respect to the Earth.
However, for regions at high latitudes such as Europe, HEGs (highly elliptical 
orbits) offer increased elevation angles, at the expense of requiring more satellites 
and management of satellites’ motion. Systems such as AMSC and the regional 
Asian systems all plan a GEO space segment.
• Global coverage. The intention is usually to cover a selection of major markets 
around the world. This is what systems such as Inmarsat-P, Odyssey, Iridium, 
Teledesic and Globalstar plan. Medium to low Earth orbits (MEO/LEO) are well 
suited to global coverage and can be optimized to provide maximum capacity over 
their biggest markets. By their non-geostationary nature they will cover more of the 
Earth’s surface than just the areas for which the constellation is optimised. This 
extra coverage can be made fully functional, providing either complete global 
service or coverage that is as ubiquitous as most travellers would require. Some 
small, time-varying gaps in coverage could be accepted, where extra satellites would 
not be justified by the little extra traffic they would cover. As with HEOs, the use of
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MEOs or LEOs requires more satellites than a GEO system and requires the 
management of satellite motion (see section 4.3).
This outlines the capabilities of the various orbit types but does not take into account the 
difficulty of reaching regulatory agreement to provide service on a global or even 
regional scale. This is a huge challenge beyond the scope of this thesis, except to note 
the possible need to prevent satellites from transmitting so as to bar FPLMTS access 
over certain geographic regions.
4.2.2. Depth of Coverage
"Depth" describes the depth of in-building coverage, that is the system’s resilience to 
shadowing by buildings and so on. Recognizing that in some areas of the world 
FPLMTS pico-cells will not be available in many rural buildings any more than macro- 
cellular coverage will be, the performance of satellite terminals inside buildings is 
important. As satellite power is limited (see section 2.5.3), it is expensive to provide any 
more than direct line-of-sight radio-communications from a hand-held terminal to the 
satellite. This minimal coverage would require customer participation in setting up a 
call, where customers may need to move their position to ensure line-of-sight 
communications. In clear rural areas this may be easy to do but in urban areas it can 
become impracticable. There are two approaches to increasing the depth of coverage, as 
briefly mentioned in section 2.5.5:
1. Increase the link margin in the power budget to allow communications through 
heavily attenuated and reflected waves. Iridium has been designed this way because 
its LEO constellation does not usually provide diverse coverage from multiple 
satellites. In other systems, this has been considered for paging channels to ensure 
that customers are reliably alerted of incoming calls, even if they may need to move 
to a better location for radio reception to connect the call.
2. Use macro-diversity, allowing use of multiple satellites visible above the horizon for 
communications. This increases the probability of having good reception from a 
satellite at any instant. With higher altitude LEO and MEG constellations multiple 
satellite coverage is more easily provided, so Inmarsat-P and Globalstar rely on 
macro-diversity to improve link availability. Even for relatively slow (40ms) 
switching of a receiver between satellites for the best TDMA frames, a 2dB increase 
in mean received power can be expected. For CDMA and TDMA systems 
employing Rake receivers, the power gain will be higher as the signals from 
different satellites can be equalized and added together.
4.3. Orbits
The altitude of a satellite orbit determines:
• The length of the radio path and therefore the power loss and time delay in the radio 
path.
• The area of the Earth’s surface which the satellite can see.
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•  The speed at which the satellite moves over the Earth’s surface. This determines the 
rate at which mobile terminals and FESs have to switch satellites and the magnitude 
of Doppler effects.
• The orbital period. If the orbit can be made to repeat its track every 24 hours then 
calculation of satellite positions and coverage patterns at the FES is simplified.
4.3.1. LEOs
The most complex networks are those with satellites in the lowest orbits, LEOs. The 
complexity of some of these systems should not be under-estimated as the management 
of large numbers of satellites moving very fast requires deft manipulation of radio links 
and stable orbits to support them. The life expectancy of individual satellites in these 
constellations is only 5 to IV2 years as a consequence, with network operators operating 
a continuous programme of satellite replenishment. Control of the constellation of 
satellites needs to be distributed, making management systems expensive. When this 
study began in 1991, the lowest LEO that had been proposed was Motorola's Iridium, 
orbiting at 769km altitude. This altitude has been used as a representative LEO orbit 
throughout the studies reported in this thesis. Iridium's design specification has since 
changed to orbit at 780km altitude. Also in the LEO class of orbit are Globalstar, 
orbiting at 1,414km and Teledesic, orbiting at about 700km.
Figure 15 The 66 satellite Iridium constellation
The area of the Earth's surface visible to a satellite (its "footprint") determines the 
number of satellites required to complete a constellation where a satellite is always 
visible from all points in the region to be covered. The Iridium constellation (shown in 
figure 15) has 66 satellites, Globalstar has 48 and Teledesic will require 840 operational 
satellites. Additional in-orbit spare satellites will also be required. The footprint area 
becomes particularly important when service is required over ocean regions and yet 
there is no land visible to the satellite on which to build an FES to carry the backhaul 
links. The minimum number of FESs required to maintain these backhaul links for 
global coverage also rises to unacceptable numbers for orbits such as Teledesic, as 
shown^ in figure 16. The solution to these difficulties is to use neighbouring satellites to
^Figure 16 is analytically derived assuming ideal placement of FESs in a hexagonal mesh across the 
Earth’s surface. Geographic, regulatory and political considerations will mean that the real number of
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relay backhaul links to a small number of satellites that are in contact with FESs, using 
inter-satellite links (ISLs). Teledesic and Iridium both use ISLs but Globalstar satellites 
are high enough for each satellite to always include land within its coverage footprint 
and communicate directly with an FES.
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Figure 16 Minimum numbers o f FESs required fo r  global coverage assuming ideal
placement and no ISLs
4.3.2. MEOs
Two MEO systems are currently proposed, Odyssey and Inmarsat-P, both orbiting at 
10,354km. At MEO altitudes we can see that the requirement for FESs is dramatically 
reduced and the frequency with which communications paths must be handed over from 
one satellite to the next is also more easily managed. This allows the satellite network to 
be simplified, reducing the total cost of the networks. The number of satellites required 
reduces to 12 for Odyssey and 10 for Inmarsat-P as each satellite can see more of the 
Earth from its higher vantage point. These constellations are shown in figure 17. Path 
delays are increased to a significant 80ms to satellite and back (compared to under 10ms 
for LEO). This delay is not enough to be a problem on its own but contributes to the 
total delay aheady inherent in error correction, interleaving and source compression and 
can become a noticeable annoyance to customers.
FESs will be larger than this, at least doubling the number of FESs . This subject will be revisited later in 
the thesis in chapter 6.
Robert J  Finean 1996  ©  British Telecommunications p ic  1991 40
Chapter 4 FPLMTS Space Segment
Odyssey Inmarsat-P
Figure 17 The 12 satellite Odyssey constellation (left) 
and the 10 satellite Inmarsat-P constellation (right)
4.3.3. GEOs
GEOs will be with us for some time to come, even in FPLMTS, because they are an 
economical way to provide regional coverage up to approximately ±80° latitude. Their 
big advantage is that they remain stationary with respect to the Earth and so there is no 
need for management of satellite motion. This also means that one or two satellites are 
sufficient for most regional needs. The simple station keeping requirements enable them 
to be built with a life span of 10-13 years which makes them very economical 
propositions. AMSC is already providing a cellular in-fill in the USA using dual-mode 
D-AMPS and AMSC terminals [SKYCELL]. As noted in sections 2.5.2 and 4.4, with a 
sufficiently large antenna a GEO satellite is as capable of providing service to a hand 
held terminal as a LEO or MEO satellite. The disadvantage of GEO is the delay for a 
radio signal to get to the 35,786km altitude satellite and back - up to 270ms. This is 
noticeable in interactive applications where forward error correction, interleaving and 
source compression delays increase the total delay further. The ITU [G. 114] 
recommends limiting the total end-to-end delay for voice telephony to below 400ms. 
GEOs are more suitable for less interactive data applications where delays are less 
apparent to customers as long as the transmission protocols have been specially adapted 
to work with a delay this long. Finally, a problem for mobile systems is that for high 
latitudes, the satellite is at a low elevation in the sky which limits reception in urban 
areas.
4.3.4. HEOs
Highly elliptical orbits, inclined at 63.4°, can be used to achieve regional coverage at 
higher elevation angles than GEO satellites at latitudes of Europe, Canada and the poles 
without the need for more than three satellites. There is satellite motion with respect to 
the Earth and handover between satellites. Satellites are rarely eclipsed from the sun, 
facilitating power generation and high transmit powers. The real drawback with HEOs is 
the same as that for GEOs - the propagation delay. HEO satellites are only active at the 
highest part of their orbit, when altitudes are higher than those of GEO for some orbits. 
So far, no commercial HEO systems have been proposed.
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4.4. Spot Beams
The footprint of a satellite is the maximum area it can cover at one time. It is also the 
maximum area over which its radio transmissions can interfere with others, so 
preventing radio resource re-use. Given satellites with a single beam, a LEO satellite 
system would provide greater capacity than a GEO system due to the increased number 
of satellites and opportunity to re-use radio resources on each satellite.
In common with any cellular system, radio resource re-use can be increased by limiting 
the propagation of radio signals to as small an area as possible. In a satellite system this 
is achieved by narrowing the radio beam from the whole footprint to focus on a part of 
the footprint. An effect of this increased directivity of the signals is to increase the 
signal power reaching the Earth’s surface, so improving the link power budget. This is 
why it is becoming common practice to split the satellite’s coverage into spot beams by 
using multiple, narrow beam width antennas. In principle, it is possible to develop a 
GEO system that would have an equivalent capacity to a LEO system by using a very 
large aperture antenna on a satellite of sufficient size to support such a structure. This 
represents an increase in complexity over current technology since a large antenna and 
very complex inter-beam connectivity would be required. Although this has yet to be 
demonstrated in practice, system capacity can be seen to be not totally dependent on the 
choice of orbit but on the area of each spot beam on the ground.
With GEO satellites, the spot beam pattern is fixed on the Earth so there is the 
possibility of directing the smallest spot beams to the densest traffic areas to optimize 
capacity. In the non-GEO systems, satellites move across the Earth’s surface and the spot 
beam pattern can be used to minimize some of the effects of this motion on the radio 
link. It is possible to steer beams on non-GEO satellites to track traffic on the Earth’s 
surface, requiring a sophisticated dynamic beam forming network on board the satellite.
The size and shape of the spot beams on LEO and MEO satellites are determined by the 
satellite antenna radiation patterns and can be tailored to meet the specific requirements, 
such as maximizing frequency re-use, minimizing Doppler spread across the spot beam 
or minimizing the frequency of handovers between spot beams.
Because a non-GEO satellite is moving extremely rapidly over its mobile terminals, the 
motion of the mobiles can safely be ignored and we consider only the motion of the 
beam pattern over the mobile terminals. To maximize frequency re-use, spot beams are 
made as small as possible, normally by using circular beams (figure 18(a)). To minimize 
Doppler spread the beams should be as narrow as possible perpendicular to the direction 
of satellite motion (figure 18(b)). Conversely, to minimize handovers the beams should 
be as large as possible parallel to the direction of satellite motion (figure 18(c)).
The simplest beam shape to form is a circular one and this shape of beam generally 
gives the smallest beams for a given antenna mass. To "squash" the beam shape requires 
an antenna that is proportionally larger in one dimension than it is the other to reduce 
the beam width in the appropriate direction. Depending on the design of the satellite bus 
there may be scope to provide this extra antenna area for little additional cost in satellite 
mass.
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Figure 18 Satellite beam patterns (a) in regular hexagonal pattern,
(b) optimized to minimize spread o f Doppler shift and 
(c) optimized to minimize handovers between beams
The beam pattern in 16(c) minimizes handovers between spot beams but does not 
change the frequency of handovers between neighbouring satellites. Drawing analogy 
with mobile users moving from one sector to another within a terrestrial cell, movement 
between spot beams is a very similar operation: the path length in the new spot beam is 
identical, as are all the channel’s characteristics. Intra-satellite handover is the relatively 
trivial matter of moving the communications from one beam to another. This could be 
made as simple as moving the existing carrier from one beam to another if the carrier is 
not being used in the adjacent spot beam or its neighbours.
With spot beams and satellite footprints overlapping, no multiple access system can 
allow the same radio resource to be used in adjacent cells without interference 
occurring. However, there are likely to be mobiles in the spot beams next to the mobile’s 
new spot beam that are using the old carrier, which would cause unsatisfactory 
interference if the carrier were not changed. It is therefore often still necessary to change 
carrier frequency or time-slot at each spot beam crossing to achieve handover between 
spot beams. Chapter 7 on satellite channel allocation describes ways to simplify this 
process. If both spot beams are controlled by the same FES (chapter 6 shows why this 
might not always be the case) then there is no change to the routing of the call (except 
the final satellite beam, which originates from the same satellite, destined for the same 
mobile terminal), there are only minimal synchronization problems. Thus intra-satellite 
handover is relatively simple to implement (see section 6.5.2).
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In view of the simplicity of intra-satellite handover, it is possible to accept frequent 
intra-satellite handovers if some efficiency advantage can be gained by doing so. 
Altering beam patterns cannot effect inter-satellite handovers, which is where the 
handover complexities manifest themselves. Only the orbital altitude effects inter­
satellite handover frequency.
Beam patterns like those shown in figure 18(a) and (b) can therefore be considered as 
optimum patterns for TDMA or FDMA schemes as they can be shown to improve 
spectral efficiency by reducing the need for frequency guard bands (see section 7.4.3). 
For the baseline 769km altitude LEO used in this thesis, by using spot beam widths of 
20° across their smallest axis the satellite coverage footprint can be split into six spot 
beams across the footprint diameter in the direction of motion. Proposals for mobile 
satellite systems in section 4.3 indicate current antenna technology can support six or 
more spot beams across the diameter of a LEO satellite coverage footprint. For example. 
Iridium originally proposed seven. Globalstar originally proposed six but CDMA 
counters its Doppler problems, so they were arranged as in figure 18(c). Odyssey 
originally proposed only five but in MEO Doppler effect will be less. All three have 
now increased the number of beams on their satellites but for this thesis the worst 
original LEO case, six spot beams, is used as a baseline.
^  Direction o f
^  /*  ^  satellite motion
Figure 19 Beam patterns projected onto the equator from  four satellites in the 769km
baseline LEO
The smallest axis of each beam is parallel to the satellite's motion to give a minimum 
change in Doppler shift as each spot beam passes over the mobile. Since the rate of 
change of Doppler frequency shift is largest whilst the satellite is overhead (and changes 
as a sinusoidal function with time) the beams can be made narrowest at the centre of the 
satellite footprint and wider at the periphery. Because of the "projection" of the beams 
onto the spherical Earth's surface, this will tend to happen anyway. Ideally, beams of 
equal area (and therefore equal traffic demand) are also desirable which is another
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reason to use long, narrow beams at the centre and shorter, wider beams at the periphery 
of the footprint. The antenna gain pattern can be shaped to provide roughly equal power 
flux density at all points on the Earth’s surface within the satellite footprint using a so- 
called "isoflux" antenna. Figure 19 shows beams like this projected over the equator 
from 4 satellites in the baseline 769km. Further reduction of the beam size, in any 
direction, would increase frequency re-use as each satellite footprint could be split into 
more spot beams.
4.5. Distribution of Switching and Controi
Before defining the UMTS network architecture it is useful see how the choices of spot 
beams, orbits and inter-satellite linkage effect the technology required on board the 
satellites.
The next chapter shows that the FES has very similar functions to the base station and 
CSS (cell site switch) in the UMTS network architecture. It becomes apparent that the 
intelligent functions are notionally performed at the FES and the satellite link itself is 
transparent. This is indeed a satisfactory solution for GEO, HEO and MEO 
constellations and describes the first class of satellite system to be used in FPLMTS, the 
bent-pipe transponder class.
ISLs are essential for lower altitude LEO constellations, as noted in section 4.3.1. These 
potentially complicate the analogy with terrestrial cellular if functions associated with 
cell-site switching are performed by the satellites themselves. For the UMTS network 
architecture, it is sufficient to define where network functional entities reside, either 
within the FES or moved aboard the satellites. Thus two more classes of satellite are 
defined, those with call handling intelligence on board and those where the satellites’ 
role is limited to a cross-connect between satellites and the ground. Iridium certainly 
falls into the cross-connect category and it would appear that Teledesic might, too. 
However, the fully switching satellite class is included because it is only a short step 
away from the current proposals.
In summary, three distinct classes of satellite systems have been identified:
1. Bent pipe satellites with transparent repeaters between mobile terminal and FES 
(e.g. AMSC, Inmarsat-P, Odyssey, Globalstar)
2. Cross-connect satellites with ISLs (typically LEO, e.g. Iridium and Teledesic) but 
switching functions limited to a cross-connect facility which is programmed by call- 
control intelligence in the FES [WERNER]
3. Switching satellites with inter-satellite links and full call-control and switching on 
board the satellites (a futuristic LEO scenario).
4.6. Capacities, Services and Costs
Table 4 shows the range of capabilities of the systems licensed by WARC ’92, WRC ’95 
and the EGG and how much they will cost to build. The total in-orbit costs of the 
constellations are the latest estimates and include the satellites and FESs. Costs of 
customer’s mobile terminals are not shown because their complexity is similar for all the 
systems and the real cost will depend largely on the size of a system’s market. Initially
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dual-mode terminals are likely to cost the same as AMSC Skycell terminals cost now, 
US$2000 or more. In a more mature market this cost will drop to about a tenth of this 
and the cost of terminals might be subsidised by the call revenues of operators. Call 
charges are tabulated but should be compared with caution. Some are wholesale to 
service providers, others are cost to the final customer. Some exclude charges in the 
terrestrial core network, others are all-inclusive rates.
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Teledesic Iridium G lobalstar Odyssey Inm arsat-P  AMSC
Constellation
Total system cost $9bn $3.8bn $2.6bn $2.3bn $2.6bn $0.6bn
Manufacturer Lockheed Loral TRW Hughes Spar/Hughes
No of satellites 840 66 48 12 10 2
Orbital altitude 695~705km 780km 1,414km 10,354km 10,355km 35,786km
Orbital inclination 98° 86° 52° 55° 45° 0°
No of orbital planes 21 6 8 3 2 1
Minimum satellite 40° 8° 0° (with 21° 0° (with 0°
elevation diversity) diversity)
Coverage Global Global Global (to Global Global North and
±80° latitude) Central
America
Frequencies (GHz)
Mobile uplinks 26.6-29.0 1.62-1.63 1.61-1.63 1.61-1.63 1.98-2.01 1.64
Mobile downlinks 18.8-19.2 1.62-1.63 2.48-2.50 2.48-2.50 2.17-2.20 1.54
FES uplinks 27.8-28.4 19.4-19.6 5.09-5.25 29.1-29.4 6.5
FES downlinks 17.8-18.6 29.1-29.3 6.70-7.08 19.3-19.6 3.6
Inter-satellite links 59.5-63.5 23.2-23.4 None None None None
Multiple access
Scheme TDMA TDMA CDMA CDMA TDMA TDMA
Beams per satellite 64 48 16 37 163 6
Spot beam area 2,800km2 350,000km2 2,900,000km2 2,300,000km2 950,000km2 ll,000,000km2
Channels per beam 1,563 23 175 62 28
Channels per million 558,214 66 61 27 29
km^
Services Briefcase Hand held Hand held Hand held Hand held Briefcase
Voice telephony 16kbit/s 4.8kbit/s 4.8kbit/s 4.8kbit/s 4.8kbit/s Yes
Transparent data (BER< 16kbit/s 2.4kbit/s 7.2kbit/s 9.6kbit/s 2.4kbit/s Yes
10-3)
Call charge, US$ per $3 $0.65 + $1 + $ l-$ 2 $1.50 +
minute flat rate terrestrial terrestrial $65/month
charges charges service charge
Lead investors
Service providers Bill Gates US Sprint AirTouch Teleglobe Inmarsat Singapore
Craig McCaw Hutchison Vodafone Comsat Telecom
AT&T McCaw' Vebacom US West KDD AT&T McCaw
Kinship KMT Dacom MCN MTel
Partners DDI France VSNL Bell Canada
STET Telecom T-Mobil Teleglobe
CPRM
Manufacturers Motorola Loral TRW Hughes Hughes <
Lockheed Qualcomm NEC
Sony Alcatel
Mitsubishi Alenia
Deutsche
Aerospace
Hyundai
Table 4 Current mobile satellite proposals
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Chapter 5 
UMTS Network Architecture
A network architecture for all FPLMTS has been developed which is capable of 
supporting all proposed and anticipated future satellite systems. The development of this 
single network architecture for all FPLMTS was seen as the best way to achieve a high 
level of inter-working between the networks of different designs and capabilities. It was 
developed in Europe by the Race Monet project to meet the requirements of UMTS 
defined by ETSISMG5. ITU-R TG8/1 has yet to study the FPLMTS network 
architecture but it is hoped that it will take its lead from ETSI SMG for these aspects. A 
comprehensive description of the network and functional support of satellite access is 
given in a Race Monet report [D112].
5.1. The UMTS Network Architecture
Radio access networks 1 Core network
MT Mobile terminal UNI User to network interface
SAT Satellite link
BS Base station DP Data point
FES Fixed Earth station SCP Service control point
CSS Cell site switch LE Local exchange
Figure 20 UMTS network sites
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The network architecture defines entities that are likely to be collections of physical 
equipment located in one place. Figure 20 shows the sites of these entities and shows the 
physical links between them. The network architecture also defines the functions that 
each of these entities must perform and their interfaces with each other so that the 
entities in each network can work together to perform operations such as handover 
between networks [SSD].
5.2. Justification
The lower part of the diagram in figure 20 depicts the usual terrestrial arrangement of 
sites in mobile networks. In cellular networks such as GSM the CSS handles co­
ordination, concentration and inter-working with the core network and may be 
connected to tens of BSs. A micro or macro cellular CSS would have a SCP and DP 
associated with it to handle terminal mobility intelligently in a manner optimised for 
that cellular network. Each BS would take care of transmission layer functions using 
antennas at one or more cell sites.
In a pico cell environment the CSS may or may not be required. In a business 
environment, such as an office building or hotel, CSS functions would be needed and 
handled by the cordless PBX. In the home, there is likely to be only one line available 
and no need for switching. In this case the BS would interface directly with the LE 
(local exchange) through a fixed telephone line.
The LE is the interface of any access network (twisted copper pairs, radio access, etc...) 
to the core transit network. Even though the CSS performs some switching functions it 
is still on the "user" side of the UNI (user to network interface). The LE is the part of the 
core network that handles call control such as providing dial tone and it is still required 
in all FPLMTS. It would often be located in the same building as a large CSS. The 
function of the core network "cloud" is to guarantee robust interconnection and routing 
of calls between LEs.
In the satellite environment, FESs are necessary to provide an interface between 
satellites (which in turn are connected to the mobile terminals) and networks on the 
ground. The FES includes (but is not limited to) the radio transceivers for the feeder 
links between the FES and satellites and the multiplexing of channels on those feeder 
links. Additional functions such as radio resource management (co-ordination with the 
other FESs to avoid mutual interference) and network functions (call control, network 
routing and location management) may or may not be included in the FES. An FES will 
cater for access to mobile terminals within its well-defined geographic coverage area, as 
discussed in section 5.5.
The coverage of an FES is a very large area, often spanning many countries. The FES is 
still the fixed, known entry point to an access network and is on the "user" side of the 
UNI. This means that the call control functions of a "local" exchange are still required. It 
is, however, worth noting that usually the LE equipment will be dedicated to the satellite 
access network and not shared with any other access means. Typically it would be co­
located with the FES and connect into the core network at an international switching 
centre or transit exchange level, depending on the nature of the traffic expected to be 
carried from its coverage area. If an FES’s coverage spans many countries then much of
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its traffic may require international switching to route it. If an FES covers only part of 
the USA or Canada then connection into a transit exchange would be more appropriate.
All satellites that do not use inter-satellite links can be considered as analogous to cell 
antenna sites, directly connected to a BS and CSS on the ground at the FES. Just as a 
cellular BS and CSS can control multiple cell sites, economies can be made by enabling 
an FES to control multiple satellites. Whilst such economies can be realised in GEO, the 
use of multiple satellites by an FES is essential in non-GEO networks to allow 
continuous coverage of a geographic area whilst the satellites move over it.
In contrast to the terrestrial cellular networks analogy, in many non-GEO networks it is 
necessary for one satellite to be controlled by multiple FESs. This requires co-ordination 
and synchronization between FESs and satellites but it allows an FES to guarantee 
coverage of a geographic area in the same way as a BS and CSS can, allowing network 
functions to page mobile terminals in a similar way. The coverage of various proposals 
for satellite systems and how they achieve this is discussed in detail in section 5.5.
FESs will need to communicate with each other to effectively manage sharing of radio 
resources, call handover between FESs and the location of mobile terminals in areas 
covered by more than one FES. For example, a FES might not normally be involved 
with a call handled through another FES and yet it would be affected if there was a 
satellite handover using frequencies shared by both FESs. Clearly, some level of co­
ordination is required. To do this an arrangement could be considered where a CSS role 
is to control a number of BS-like FESs directly, in a hierarchical model, as shown in 
figure 21. The CSS in figure 21 would not be the same entity (or have all the same 
functions) as a CSS in terrestrial radio access networks but would need to be specific to 
the satellite system to co-ordinate the satellites and FESs effectively.
Satellite access network Core network
Figure 21 Hierarchical FES structure with separate CSSs
Given the expected large geographical separation of FESs, a better architecture is to 
connect each FES directly into the core network and merge the CSS and BS functions 
into the single FES entity. Co-ordination is performed by functional entities distributed
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among all the FESs and communications for co-ordination among FESs can be carried 
through the core network or through the satellites themselves. This is the UMTS 
architecture as presented in figure 2 0 .
5.3. Operators in Satellite Access
The TMN (telecommunications management network) framework adopted for terrestrial 
FPLMTS is also suitable for satellite UMTS [MONET62]. To understand to what extent 
countries’ sovereignty over their UMTS service provision can be maintained, the 
following operators are distinctly defined:
• Satellite operator, in charge of designing a satellite network and providing and 
maintaining the constellation of satellites
• FES operator, in charge of designing and building an FES to serve a well-defined 
area and obtaining necessary licences to operate in that area. The FES operator may 
be the same organization as the satellite operator but in most cases it will not be.
• Service provider, providing FPLMTS service to customers. Service providers are the 
business identity that customers using FPLMTS see. They handle the customers’ 
billing and interconnection arrangements, usually co-operating with a number of 
terrestrial mobile network operators in many countries to enable their customers to 
obtain services there whilst roaming. They are the first point of contact for 
customers and effectively buy network communications facilities wholesale from 
FES operators for re-sale to their customers. Service providers will make agreements 
with FES operators in exactly the same way as they deal with terrestrial mobile 
network operators.
• Satellite value added service providers, providing services over and above plain 
communications. Satellite value-added services are likely to be different to those 
provided on terrestrial cellular networks. For example, position fixing and services 
based around this are easily provided but would not be standardized FPLMTS 
services.
5.4. Managing non-GEO Satellite Motion
The UMTS network architecture shows a deceptively simple link from the FES through 
the satellite to the mobile terminal. For a satellite in GEO the link is indeed this simple 
but in any other orbit the satellite will be moving relative to the FES and mobile 
terminal and it can move completely out of range. The speed of orbital motion is higher 
for lower altitude orbits, with a 769km altitude LEO satellite moving at an amazing 
27,000km/h. As it approaches the horizon the satellite and its antenna spot beam pattern 
are moving at 6 .6 km/s relative to the FES or mobile terminal. At these speeds an 
individual satellite only remains above the horizon of an FES or mobile for 5 to 10 
minutes. The time it can communicate with both mobile and FES is even shorter.
The transitory nature of the satellite links is indeed going to be one of the most complex 
aspects of non-GEO satellite networks. The UMTS network architecture restricts the 
complexity of this link to the satellite entity which represents a permanent connection 
between the FES and mobile terminal for as long as the mobile terminal is within the 
coverage area of the FES. The SAT entity in figure 20 therefore represents the functions 
of numerous satellites, possibly including inter-satellite links and on-board switching
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and control. The FES is promoted as a fixed network node that handles communications 
with its mobile terminals. The LE and core network are never concerned with the 
transport mechanism through the satellites - as far as they are concerned, the FES has a 
fixed coverage area containing the mobile terminal in exactly the same way as a CSS 
has in a terrestrial cellular network. Any satellite motion is hidden in the FES to mobile 
terminal link.
This is a sensible approach considering that the mobile terminal and FES will always be 
a matched pair, with the terminal’s equipment for handling a satellite-mode air interface 
being designed to a standard set by the designers of the FESs and satellites. The satellite 
network designers have a free hand to implement the FES’s coverage in whatever way 
they wish. The absence of any satellite-specific functions in the core network simplifies 
the task of the FES operator connecting into core network operators’ equipment.
5.5. FES Coverage
Two assumptions have been made for satellite constellations not using inter-satellite 
links:
1. An FES will have more than one antenna to enable it to track and communicate 
through two or more satellites simultaneously. If an FES has enough antennas then 
at any particular instant it will be able to communicate with all mobile terminals 
anywhere within the footprint coverage of each satellite that contains the FES site in 
its footprint.
2. Each satellite will be capable of working for two or more FESs at the same time.
This may mean allowing access to the same spot beams by multiple FESs at once or 
allowing individual spot beams to be dynamically assigned to different FESs. 
Multiple FES access to all spot beams is most useful if the antenna beam pattern is 
fixed whereas individual assignment of beams to a single FES is most useful if spot 
beams can be steered to dwell on geographically fixed areas.
An FES will be built by an FES operator to provide coverage over all or part of the 
geographic area for which that FES operator has received regulatory licence. The motion 
of satellites in orbit is regular and predictable so it is possible to calculate which spot 
beams on which satellites can be used to cover this required area at each moment. Thus 
an FES can choose which satellites and beams to use to guarantee contiguous radio 
contact with all points in its planned coverage area at all times. This plan needs to 
account for optimum sharing of the limited resources on the satellites between the 
different FESs, and the limited number of call handovers that an FES can handle 
between satellites that might only be useful to the FES for very short periods of one or 
two minutes. In this thesis the area that is planned to be covered by the FES, taking all 
the above into account, is called the FES’s GCA (guaranteed coverage area).
Spot beams cover quite large areas and while using a spot beam at the very edge of a 
GCA some area outside the GCA will be covered as well. This will only be a temporary 
coverage because the FES will stop transmitting through the spot beam when it is no 
longer useful to cover part of the GCA. Figure 22 shows the instantaneous coverage of 
an FES using three satellites to cover the square GCA in the centre of the diagram.
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Figure 22 Instantaneous coverage o f an FES
5.6. Examples of FES Coverage
Typical GCA areas must be large enough to cover the globe using a reasonable number 
of FESs. The size of the largest possible GCAs will be shown for four of the planned 
constellations (Iridium, Globalstar, Odyssey and Inmarsat-P) to prove that typical FESs’ 
GCAs can be big enough to allow global coverage using an economic number of 
patchwork GCAs.
5.6.1. Minimum Quailty of Service
By definition, an FES’s GCA encompasses all the geographical points satisfying at any 
time the conditions for a minimum quality of satellite coverage. To give a mobile 
terminal an acceptable chance radio communication in urban or otherwise cluttered 
areas, a minimum elevation angle above the horizon is set for the satellites. The 
principle of satellite diversity was introduced in section 2.5.5 and in constellations 
where this is used the conditions of multiple satellite visibility will be important to 
guarantee a minimum quality of service and define the GCA.
The conditions for diversity are the number of satellites (one or two) that must be 
simultaneously in sight of both the mobile terminal and the FES. The conditions for 
elevation are the minimum elevation angles that are tolerated at the FES side (ypgs) and 
at the mobile terminal side (ymt). Elevation of the satellite should be high enough that a 
mountain or a building would not hide the only satellite that could be visible to a MT. 
Where diversity is used, the minimum elevation of the second satellite may be specified 
lower than the first satellite without compromising the quality of the diverse link too 
much because reception is likely to be better from the higher elevation satellite anyway. 
At the FES side of the link very low elevation angles can be tolerated because FESs are 
built on sites carefully selected for their uncluttered view of the sky, often right down to 
0° elevation. In this chapter yp^ s is chosen to be 5°.
Figure 23 plots two angles, yi and y^ , at all latitudes north and south for each of the four 
constellations. The angle y^  is the minimum elevation angle provided by the 
constellation so that it is always possible to see at least one satellite at over y^  degrees 
elevation. If diversity is used, y^  is the minimum elevation for the highest of the two
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satellites. The angle 72 is the minimum elevation angle of the second highest satellite so 
it is always possible to see at least two satellites over 7% degrees.
Iridium
0 5 1015202530354045505560657075808590
latitude [deg]
Odyssey
O 20
>  15
0 5 1015202530354045505560657075808590
latitude [deg]
Globalstar
0 5 1015 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
latitude [deg]
Inmarsat P
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>  15
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0 5 1015202530354045505560657075808590
latitude [deg]
Figure 23 Minimum elevation angles available 100% o f the time fo r  
one satellite (7  ^ = upper curves) and a second satellite (72 = lower curves) fo r  diversity
It is clear from figure 23 that the satellites’ elevations and therefore the probability of 
obtaining a clear line of sight radio path to one or two satellites is dependent on the 
FES’s position. Figure 23 shows variations with latitude - there is very little variation 
with longitude because the Earth rotates underneath the constellation so over time any 
differences in satellite geometry to the east or west will average out. An FES operator 
building an FES to cover a GCA at a certain latitude will be able to calculate the 
minimum values of 71 and 72 in the GCA and calculate the link power budget for these 
local conditions of diversity and probabilities of shadowing. Permanent link margins 
could then be optimized to suit the FES location and provide maximum capacity from 
the satellite system.
For very good availability of service with only one satellite link, the EU Race Saint 
project proposed that the elevation angle 7^7 should be at least 20°. The upper curves in 
figure 23 show that this is always possible for Globalstar between 30° and 62° latitude 
and for Iridium above 67° latitude. For Odyssey the condition is always satisfied. For 
Inmarsat-P it is usually satisfied for latitudes under 62°, except between 3° and 9° where 
the minimum elevation angle drops to 18°. It is clear, however, that these constellations
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have been designed with a lower y^r in the baseline link budget, compromising the 
availability of service in cluttered environments.
Using satellite diversity, an equivalent availability of service might be obtained with two 
satellites each of elevation angle Ymt =10° or higher. Figure 23's lower curves show that 
Globalstar offers this coverage between 25° and 50° and Iridium above 67°. Odyssey 
satisfies this condition for any latitude except between 70° and 80°. Inmarsat-P can only 
guarantee these diversity conditions at the equator and at the poles.
5.6.2. Simulations
The complexity of the constellation dynamics makes it simpler to find the size and the 
shape of GCAs by simulation rather than analytically. The simulation computes the 
instantaneous coverage area of an FES at all sample times during the period of the 
constellation's orbits, considering the minimum elevation requirements set. The GCA is 
the area included in all the instantaneous coverage areas throughout the orbital period.
The GCAs presented in this chapter are the maximum size possible for an FES at given, 
arbitrary location. A more practical way for FES operators to define GCAs will be to 
choose the size, shape and location of the GCA to match the area over which they have 
regulatory licence to operate. With information on neighbouring FESs' use of the 
satellite resources, simulations would be run to find the optimum elevation angles, 
satellite and spot beam usage and the optimum location for the FES to create a real GCA 
that matches the design brief as closely as possible. As mentioned previously, the 
minimum, average and profile of satellite elevations will be useful information to 
optimize other parameters in the FES's radio link budget. In this chapter, FES locations 
at 45°N 0°E (near Bordeaux in France), at 15°N 0°E (at the border of Mali, Burkina 
Faso and Niger), 0°N 0°E (a very deep patch of water in the Gulf of Guinea) and at 0°N 
100°E (a much drier location above Padang in Sumatra) have been chosen purely for 
comparison purposes.
5.6.3. Inmarsat-P
As seen in figure 23, Inmarsat-P can only guarantee single satellite coverage at most 
latitudes, so the link budget would be calculated to meet a minimum quality of service 
even when satellite diversity is not in use. In fact, satellite diversity could be in use for 
much of the time but its presence would only be considered for calculating quality of 
service measures if it could be relied on 100% of the time. At temperate latitudes, the 
constellation provides satellites at very high elevation angles - between 25° and 50° 
latitude, elevation is always above 30°. As a result, the GCA for a FES at 45°N 
operating a minimum of single satellite coverage at above 2 0 ° elevation can be made 
very large (figure 24, left hand plot). Near the equator, elevations can be lower, with a 
minimum of 18° at 6 °N. The requirements for a GCA must be reduced to what is 
possible with the constellation, in this case guaranteeing a single satellite link with y^ T 
>17°. The largest possible GCA meeting this specification for an FES at 0°N 0°E is 
shown in the right hand plot of figure 24. A GCA guaranteeing y^j ^ 20° would be made 
up of three parts separated by two strips at 6 °N and 6 °S where the minimum elevation 
conditions would not be met.
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Inmarsat Inmarsat P
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Figure 24 GCA fo r  single satellite coverage from  an Inmarsat-P FES at 
(left) 45°N 0°E with Ymt ^20° and (right) 0°N 0°E with Ymt >17°
For Inmarsat-P the coverage of an individual FES working independently from any other 
FESs is clearly very large. A patchwork of only a few independent FESs located on land 
across the globe would be sufficient to provide contiguous global coverage, including 
the oceans.
5.6.4. Odyssey
Odyssey Odyssey
-30 -15 0 15 30 45 -30 -15 0 15 30 45
Figure 25 GCA o f an Odyssey FES at 
(left, outer contour) 45°N 0°E with Ymt '>20° to a single link,
(left, inner contour) 45°N 0°E with Ymt >10° and diversity,
(right, outer contour) 0°N 0°E with Ymt >20° to a single link,
(right, inner contour) 0°N 0°E with Ymt >10° and diversity
Odyssey can guarantee a single satellite with an elevation above 20° at all latitudes and 
diverse satellites with both elevations above 10° at almost all latitudes (between 70° and
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80° the elevation of one of the satellites may drop down to 7°). Figure 25 shows GCAs 
for both guaranteed diversity (inner area) and single satellite conditions (outer contour) 
from the same two FES sites as shown for Inmarsat-P above. The shapes of the areas are 
very different but comparable in size to the enormous coverage areas of Inmarsat-P.
5.6.5. Globalstar
Globalstar provides generous multiple satellite coverage at temperate latitudes, where its 
constellation can always meet the stated elevation conditions for diversity (y^ T ^  1 0 °) 
and single satellite coverage (ymt ^  20°). Figure 26's left hand plot shows maximum 
GCAs for the FES site at 45°N 0°E, guaranteeing diversity within the inner contour and 
guaranteeing single satellite coverage within the outer contour. The GCAs are not as 
large as for the two MEO constellations but with diameters of 2,000km for guaranteed 
diverse coverage or over 3,500km for single satellite coverage they are large enough for 
FES operators to satisfy regional needs at these latitudes with one or two FESs working 
independently of each other.
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Figure 26 GCAs fo r  a Globalstar FES at 
(left, outer contour) 45°N 0°E with Ymt >20° to a single link,
(left, inner contour) 45°N 0°E with Ymt >10° and diversity,
(right) 15°N 0°E with Ymt >10° to a single link
At lower latitudes, the satellites of the Globalstar constellation are more sparse.
Diversity with two satellites above 10° elevation cannot be guaranteed and even the 
minimum elevation angle Yi for one satellite is between 1 2 ° and 18° at latitudes below 
25°. A realistic engineering approach might be to define a GCA to guarantee only a 
single satellite link with Ymt ^ 1 0 ° and raise the link power budget margin to compensate 
for increased shadowing of mobile terminals in cluttered environments. A GCA for a 
FES at 15°N 0°E is shown in the right hand plot of figure 26 that meets these 
conditions. Again, it is large enough to satisfy limited regional markets of FES operators 
but coverage of oceans requires larger GCAs.
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5.6.6. Joint GCAs
If two FESs co-operate to jointly guarantee coverage of an area between them then the 
resultant GCA is very much bigger than the sum of two independent FES’s GCAs.
Direction o f 
satellites' # 
motion ^
(A)
Joint GCA
FES (A)’s 
GCA FES (B)’s
GCA
Figure 27 Mobile terminal in ocean flip-flopping between FESs A  and B
Consider figure 27, with a mobile terminal just outside a GCA but communicating with 
an FES (A) that is operating independently from any other. If its communications 
satellite (1) is heading out of range of the mobile, in the direction of the FES (A), then a 
satellite that could pick up the call rising on the opposite horizon is likely to be too far 
from the FES (A) to make radio contact with the FES (A). The FES (A) will then have 
no way to maintain radio contact with the mobile when the current satellite falls below 
the mobile’s horizon. Simulation of instantaneous coverage from the FES (A) shows the 
mobile terminal to be outside guaranteed coverage in an area that can only be covered 
for a certain percentage of the time. Figure 28 shows how the availability of the 
Globalstar FES at 45°N 0°E falls off outside the solid black GCA. The different levels 
of grey indicate, moving out from the GCA, coverage for 80%, 60%, 40% and 20% of 
the time. The white area is never covered by the FES.
Another FES (B), located over the mobile terminal's horizon in the direction from which 
the new satellite (2 ) is rising, could communicate through the rising satellite (2 ) with the 
mobile terminal. As the satellite (2) rises and gets closer to the mobile terminal it gets 
further away from the new FES (B) and closer to the original FES (A). At some point 
the new FES (B) loses radio contact with the satellite but if the two FESs are close 
enough together then the original FES (A) will be in radio range to continue the call. 
Evidently the mobile terminal is not inside guaranteed coverage of the second FES (B) 
either but is instead covered by it for only a proportion of the time. To maintain contact 
with the FPLMTS network the mobile terminal would continue to "Ping-Pong" between 
the two FESs, which is quite reasonable during an active call but for a terminal in idle 
mode to play Ping-Pong by moving its registration from one FES to the other would be 
an unacceptable waste of resources, as shown in the next chapter. When the simulation 
of instantaneous coverage was done for joint FES coverage, where coverage is defined 
by the same conditions of elevation and diversity as before but to either FES, the joint
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GCA was found to include the individual FES GCAs and a large area in between them 
that could not otherwise be covered 100% of the time. Figure 29 shows that for 
Globalstar this enlargement of the GCA by joining two (or more) FESs on opposite 
sides of an ocean is large enough to be able to guarantee coverage of the ocean.
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Figure 28 Probability o f linking with an FES at 45°N 0°E outside the GCA 
through one satellite (left) and through diverse satellites (right) 
using the Globalstar constellation
In effect, two FESs have become a single virtual FES, acting in much the same way as a 
terrestrial base station might use multiple cell antenna sites to cover what is, as far as the 
network is concerned, the same base station’s coverage area. The difference is that in 
terrestrial networks the cell sites are reasonably close to each other and connect 
hierarchically to the same base station in the radio access network. In satellite networks 
co-operating FESs will almost certainly be located in different countries, often on 
different sides of oceans. The UMTS network architecture does not offer another entity 
in between FESs and LEs to act as co-ordinator between the FESs because of this 
geographical and international separation - what would it connect to? An LE in only one 
of the countries?
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Figure 29 Joint GCA o f an FES in New York and an FES in Lisbon with 
(left) Ymt '^ 0 °  to a single link and (right) y^j and diversity 
using the Globalstar constellation
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Neither does the UMTS network architecture offer explicit functions for co-ordination 
between FESs as this is considered to be just another ingenious way of managing radio 
and network resources and should be part of the satellite access network’s design, not 
part of the UMTS standard. It does define functions, interfaces and relationships to 
support handover, location update and paging for mobile terminals and handle the re­
routing of calls between FESs. In the next chapter it will be shown how these are 
flexible enough to deal with joint GCAs.
5.6.7. Iridium and ISLs
Iridium is designed to provide elevation angles of 8 ° or more to mobile terminals. This 
is the worst case at the equator and therefore must be used as the basis of defining 
conditions and the link budget for the minimum quality of service. Figure 30 shows the 
GCA for an FES at 0°N 100°E using only one satellite and no inter-satellite links (ISLs). 
The GCA is only 260km diameter, which is too small to be of use to a satellite network.
Iric lum
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Figure 30 GCA fo r  an Iridium FES at 0°N 100°E assuming ISLs are not available
Because of the low orbits of the satellites, the Iridium constellation connects the 
satellites together with a mesh of ISLs. This allows an FES to communicate with mobile 
terminals by linking into any Iridium satellite and then through ISLs and other satellites 
to the satellite local to the mobile terminal that handles the final link to the mobile. In 
this way a single FES could be able to guarantee coverage of the entire globe. A more 
likely engineering solution would be to reduce the bandwidths of the required FES back 
haul links and ISLs by using a number of FESs spread around the globe. Each FES 
would be responsible for a geographic area chosen to match licensing approvals in the 
same way as GCA shapes would be chosen in any other satellite FPLMTS.
5.7. Conclusions for Satellites
GCAs are used to promote the FES as a network entity responsible for all mobile 
terminals registered with it within its geographically fixed coverage area. Coverage 
areas will be deliberately drawn up to satisfy regulatory and political concerns 
[MANDELLA] as far as is technically possible. It has been shown that using GCAs to 
tile the Earth’s surface with FES coverage does not result in any considerable increase in 
the number of FESs required to complete a system. The certainty of which FES and core
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network operator are involved in providing service in each country could be of 
considerable benefit in obtaining licensing agreements to provide service in individual 
countries.
A slight drawback could be mobile terminals occasionally using the FES’s preferred 
satellite rather than the closest visible satellite. This might happen if a mobile is within 
but near the edge of the FES’s GCA. It could happen that the mobile terminal has a 
better radio path to another satellite being used by another FES but the mobile terminal 
should continue communications with its current FES unless it begins to lose the link. 
This ensures that the minimum quality of service is maintained and prevents mobile 
terminals in the intersection of two GCAs from needlessly Ping-Ponging between the 
two FESs. It should be remembered that the satellite positions are constantly moving 
and that each FES will be adapting its communications links to the changing geometry 
to make the best possible use of the satellites. The stability of the mobile-to-FES links 
inside the GCA will make inter-FES handovers a very rare occurrence for most mobiles.
The use of ISLs and joint GCAs to extend the reach of FESs has been introduced. The 
operation of these techniques within the UMTS network architecture will be 
demonstrated using the UMTS mobility management functions in the next chapter.
Robert J  Finean 1996 61
Chapter 6 UMTS Mobility Management
Chapter 6 
UMTS Mobility Management
This chapter describes the functions of the UMTS Network Architecture that manage 
communications to a mobile terminal. These functions are generic for all FPLMTS 
environments, including satellite networks, cordless pico-cells, macro and micro cells. 
Special attention is given to the interpretation of the UMTS Functional Models for 
satellite networks, including some hints and tips on optimum implementation. This 
information is not provided in the UMTS Functional Models because these 
implementations are examples of best practice at the current time used to demonstrate 
that the architecture to be standardized is valid. UMTS is being designed with the 
minimum standardized in functional models to future proof the standard as far as 
possible. What will be specified are the minimum functions and interfaces to allow 
networks to interact and co-operate to support terminal mobility. The UMTS standards 
will not be a "cook book" describing how to build a system in the way that the GSM 
standards tended to be.
This chapter introduces the UMTS concepts of terminal and user sessions and their 
registration before moving onto the mobility functions, location and domain updating 
and handover. Also described are call set-up and attach/detach functions. Some aspects 
of call control are briefly touched on but this subject is described in more detail in 
chapter 8 .
6.1. Terminal and User Registration
UMTS is a single system to support all manner of communications on behalf of 
customers’ applications. As mentioned earlier, the application is likely to shape the 
terminal rather than the specific communications networks supported. UMTS splits 
terminal and user registration to allow a user to simultaneously use multiple terminals 
(for example one for voice telephony and another for facsimile) and a terminal to 
simultaneously support a number of users (for example a video conferencing facility or 
an expensive specialist terminal shared by a number of employees).
When a mobile terminal powers up it first checks which users want to be registered on 
it. If there are no users requiring service then the terminal will do nothing but if there are 
users known to the terminal by their identification devices (called SIMs in GSM or 
ChargeCards in the PSTN) then the terminal will attempt to contact a UMTS network.
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The terminal chooses the smallest cell network in the hierarchy of networks it can hear 
broadcast channels for, as described in section 2.4.4. The terminal attempts to register 
with whichever UMTS network it has chosen and after some minimal authentication the 
terminal is assigned a temporary mobile terminal identifier (TMTI) and encryption keys. 
The UMTS functional architecture only uses the TMTI to address the mobile terminal 
from this point on. Any permanent identification in the terminal would be checked only 
during terminal authentication, perhaps to blacklist stolen terminals, for example.
Once the TMTI is available the terminal’s users can be registered so that they can 
receive incoming calls at the terminal. User authentication is much more rigorous than 
terminal authentication and requires that the user’s identification device is in place in the 
terminal for the registration. Once registered, the user can remove their identification 
device, allowing other users to register and the identification device to be used for 
registering its user on other terminals for different services. The user’s registration will 
remain valid on the terminal until de-registered by the user at the terminal or by the 
networkk
User registration implies service provision and therefore the network will check whether 
the user has agreement to use the requested service on this network. If no agreements are 
in place then user registration will fail. The terminal may try a different network if one 
is available and it would probably have to re-register any other users with the new 
network as well unless it could maintain simultaneous communications with both 
networks.
At this stage the types of calls to be made are not yet known and so no preference for 
one network or another can be made on this basis. These choices are made at call set-up, 
although a terminal incapable of delivering any of the services offered by a network 
should not register with that network.
6.2. Location Update
Between user registration and call set-up a long time may pass and if the terminal is 
moving, the network needs to track that movement to ensure that it can page the 
terminal for an incoming call at any time. Location update’s sole role is to provide 
enough information to the paging function to establish contact with a user’s terminal on 
demand. The word "enough" is important here because location update and paging 
functions both centre around the CSS or FES and as they are designed to work together 
as a pair, the information that the location update function collects and stores can be 
uniquely tailored to the information the paging function needs, as no other FES or CSS 
will need to use it. It is important that these two functional entities always present a 
standard interface to other functions in UMTS (such as session set-up, call set-up, user 
registration, message services, etc...) but the interface between them is flexible.
Mobile terminals constantly receive and monitor the broadcast Paging Channel through 
a satellite spot beam or terrestrial cell of the network that they are registered in whilst 
they are inactive. From this, they can pick u^Page Messages for incoming calls, timing 
information, their location area identity, the identity of the corresponding Access
^The security implications of this are still under study in ETSI and the ITU.
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Channel and other system information. They can also measure the received power on 
this Paging Channel. The timing sequence of the Paging Channel periodically allows 
spare time for the mobile terminal to scan other Paging Channels to see if it can receive 
any other satellite beams’ or terrestrial cells’ Paging Channels, without missing any 
important information on the current Paging Channel, which just contains null data 
during this time. (This scanning of other channels is fairly demanding on frequency 
synthesizer technology because of the speed with which frequency lock needs to be 
acquired.) The mobile terminal measures received powers on any other Paging Channels 
that it could pick up and compares these with the received power of its current Paging 
Channel. The mobile terminal selects the highest powered Paging Channel from a 
terrestrial cell and if this is received with power greater than a threshold for acceptable 
reception (power^j^) then this is chosen as the new channel. If the power is too low or if 
it fails to detect a terrestrial cells’ Paging Channel then the best satellite Paging Channel 
is selected. Usually the new Paging Channel belongs to the same location area as the old 
one in which case the mobile terminal simply continues to monitor it. If the newly 
selected location area is different from the old one then the network needs to be 
informed so that it can forward incoming call pages through the correct Paging Channel. 
This is done by the terminal sending a Location Update Message through the new 
location area’s Access Channel, informing the new CSS or FES of the terminal TMTI 
and the identity of the old location area so that the distributed databases’ information can 
be updated. This process is known as location update.
In all mobile networks location update signalling is a trade-off against signalling 
required to page an imprecisely located mobile terminal for incoming calls. In satellite 
networks, where an antenna’s radio coverage is much wider than in terrestrial networks, 
the optimum trade-off between precision location update and wide-area paging is 
different to that in terrestrial cellular networks. In all cases it must be remembered that 
this signalling is an expensive use of resources which traditionally is charged for as a 
network overhead (see section 3.5). Thus for any network to be economical the network 
must either be defined for the optimum trade-off at the outset or allow operators and 
equipment providers the flexibility to implement the optimum trade-off for their system 
design.
6.2.1. Location Areas
A location area is the smallest area unit used to locate a terminal when it is not engaged 
in a call. Within terrestrial cellular, a location area is defined by [Q.lOOl] as the area 
(cluster of adjacent cells) in which the mobile terminal can roam without having to 
perform a location update. Ultimately, the mobile terminal is known to be reachable 
through one of those terrestrial cells. The cell site antennas are static and location area 
re-selection can be performed as new cells are selected based on received signal strength 
of broadcast channels at the terminal.
Within the space segment of FPLMTS, a spot beam of a non-GEO satellite does not 
provide static coverage and there is relative motion between satellites and the Earth’s 
surface. Therefore, it is not possible to permanently associate an area of the Earth’s 
surface with the radio coverage of a specific spot beam’s footprint. Because of the 
potential for LEO, MEG and HEG satellite motion, a different approach to location 
updates might be better.
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6.2.2. Location Area Update in Satellite Networks
Fortunately it is not necessary to use the same location techniques. It is instructive to 
attempt an approach similar to the terrestrial cellular one, attempting to track the 
potential network-to-terminal link through satellite antennas as the satellites move. In 
this approach, which is called the "Direct Connection" approach in [SAINT 15], satellite 
spot beams are considered equivalent to terrestrial cells. Each spot beam may be 
monitored by receiving its own unique broadcast signalling channel. In all non-GEO 
satellite systems those cells (and their corresponding location areas) are moving at high 
speed over the Earth’s surface.
In idle mode, a mobile terminal monitors the broadcast channels from the different spot 
beams. The terminal maintains a list of the best broadcast channels received and initiates 
location update when the current spot beam moves away. The clear disadvantage of this 
approach is the tremendous quantity of location update signalling, which is the result of 
predictable motion of the satellites even when the mobile terminal is stationary. In a 
system such as the 769km altitude LEO, location update would occur about every 5 to 
1 0  minutes for every mobile registered in the satellite network, generating unacceptable 
amounts of signalling.
A solution to the problem lies in recognizing that the location update system is only 
useful for the core UMTS network to identify a route by which an incoming call can be 
connected to its called mobile terminal. Therefore it is important for the core network to 
know which entry point to the satellite network it should route an incoming call through, 
specifically which FES is capable of contacting the mobile terminal. So long as this FES 
can contact a mobile terminal, there is no need for location update. This allows the 
satellite network operators to use whatever method they like to make contact with the 
mobile. A terminal constantly monitors the Paging Channel broadcast by the FES to 
determine if there are any incoming calls for it. The FES also includes its own unique 
location area identifier in the broadcast message. The mobile will lose the Paging 
Channel if it moves out of FES coverage and will then search for a new one and initiate 
location update. Note that it is always the terminal that initiates location update.
6.2.3. Location Update Functional Model
The LMT function continuously monitors the location area information transmitted by 
the base stations and FESs covering the terminal, and compares it with the location 
information already stored in the CLIT. If the LMT function decides that the terminal 
should access a new location area within the same domain, it will send a location update 
request to the network, indicating the new location area. If the new location area is in a 
different domain the terminal initiates domain update, which is similar to location 
update but additionally includes transfer of registration to the new domain, possibly 
requiring changes to users’ registrations depending on access rights to the new domain. 
In the network, the terminal’s data will be modified so the new location area is stored as 
the location of the terminal. Registration data of individual users is not updated because 
user’s registration data refers only to the TMTI and not the user’s location. Therefore 
update of just the terminal’s data is sufficient.
In network terms, a location area is the address of a UMTS switch that knows sufficient 
about the mobile terminal to be able to page it. Exactly what the switch knows and how
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it found it out is unimportant, so long as the network is capable of routing signalling for 
incoming calls to that switch.
LUHCLIT LMT
EHM EHN
AHNAHM
Radio link
DDE
SDB
CLIT Current location information in terminal 
LMT Location area monitor in terminal 
EHM Encryption handler in mobile 
AHM Authentication handler in mobile
DDE Distributed database 
LUH Location update handler 
EHN Encryption handler in network 
AHN Authentication handler in network 
SDE Security database
Figure 31 UMTS location update functional model
In a satellite system the location area is where the terminal thinks it is, because the 
terminal is responsible for initiating location update. The location area is therefore 
defined as formed by a ^instantaneous coverage area so that a mobile terminal 
should update its location only if it loses the FES’s Paging Channel and associated 
location area identity. Otherwise, from the network viewpoint, the location of the 
mobile is "somewhere within reach of the FES". The FES (either on its own or with the 
help of the mobile terminal) may provide a way of intelligently reducing the area over 
which it pages in the event of an incoming call. If this does happen, then it is an 
undefined network procedure, localized to between the FES and mobile terminal. The 
FES would be responsible for its own storage of data that will enable the paging 
function to page intelligently.
Implicit in this argument is the assumption that an FES is able to use satellite resources 
to maintain coverage of an area around it in which the mobile terminals that are 
registered with it are located, as was demonstrated in section 5.5. Note that for practical 
reasons, the location area is the instantaneous coverage of the FES rather than the GCA 
because this is the area over which the FES’s broadcast channel can be received (refer to 
figure 22 in chapter 5 to see the difference). Because of the dynamics of a satellite 
network, the edges of an FES’s coverage are only intermittently covered. The FES is 
programmed to always cover the GCA but minimize the transmission of its location area 
identity outside the GCA. In a satellite network designed to provide coverage 
throughout a region, FESs’ GCAs will overlap in places and combine to cover the region 
with no gaps. If a mobile terminal is in overlapping FESs’ coverages and location 
updates to an FES only intermittently covering its location (because the terminal is not 
in the FES’s GCA), it will lose that FES’s location area broadcast after a while and be 
forced to location update to another FES that covers its location properly. Hence a 
mobile terminal will always find an FES that guarantees its coverage after only a small 
number of location updates. By using large GCAs (section 5.6 shows how vast they can
lobert J  Finean 1996 66
Chapter 6 UMTS Mobility Management
be), the need for location update would be very rare - perhaps only when the mobile 
terminal is first turned on and when the mobile terminal leaves or moves back into 
terrestrial coverage.
6.2.4. Satellite Location and Paging Strategies
Besides the "Direct Connection" approach discounted in section 6.2.2, Race Saint 
identified two more approaches [SAINT 15] to location and paging. Using GCAs, 
[ARAKI] considers another two approaches for location update. These and some other 
approaches are presented here, demonstrating how the UMTS location update functional 
model accommodates all the approaches, their differences representing differing 
implementation choices. An objective has been to maintain compatibility with as broad 
a range of satellite systems as possible (see chapter 4). With suitable definitions of 
paging area and location area, all of these systems can work with the UMTS location 
update function, as can all terrestrial cellular networks. The use of identical functional 
models in the terrestrial and satellite segments will facilitate the integration of satellite 
components into UMTS.
As in the terrestrial segment, any incoming call will be routed to the FES that can 
guarantee that the mobile terminal, if working, is within the area the FES is covering 
with its broadcast channels. This section presents some alternatives for how the location 
area identity is broadcast by the FES and how paging is performed. Note that the area 
that will effectively be paged will always be bigger than the paging area because it is 
made up of spot beams including those which only part-cover the boundaries of the 
paging area.
6.2.4.1. Paging Area Covering Entire GCA of FES
With the FES at its simplest, the FES would transmit a paging message for the mobile 
through every spot beam that it is using to cover its GCA. If incoming calls occur 
infrequently, this may be acceptable but otherwise paging through these many spot 
beams is considered a waste of spectral and power resources.
Satellite network designers could use a number of techniques to reduce the number of 
spot beams paged, some examples of which are presented in the following alternatives.
6.2.4.2. Multiple Location Areas per FES
The GCA of an FES can be very big, as shown in section 5.6, so it may be convenient 
for the FES operator to split the area into two or more location areas, each with a 
distinct broadcast location area [D112]. As with the GCA, these location areas would be 
geographically fixed. For example, an FES covering southern Europe, the 
Mediterranean and the Middle East might split the location area along a border that is 
seldom crossed, say the middle of the Mediterranean sea. This then reduces the 
maximum area over which paging is necessary whilst increasing the location update 
signalling traffic only marginally. An additional overhead at the borders between 
location areas is that spot beams will need to broadcast the Location Area Identities 
(LAIs) of the location areas on both sides of the border. This is to guarantee that the LAI 
is broadcast throughout the location area all the time, which prevents mobiles from flip- 
flopping between location areas as spot beams switch from one location area to the next.
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This approach could enable a satellite network to have location and domain areas of 
different sizes to map onto politically defined areas such as countries or regions. This 
may go some way to supporting the cross-border political aspects of Satellite FPLMTS - 
moving from one region to another could require location or domain update, allowing 
control of the services offered in each region.
Using multiple location areas does not preclude the use of other information about the 
mobile terminal’s position to page only through spot beams where it is likely that the 
terminal is thereby avoiding paging throughout a location area. This is "intelligent 
paging". In each of the following alternatives the FES, possibly with help from the 
mobile, uses additional information to page the mobile in a paging area that is smaller 
than the location area. The network beyond the FES is not effected by this extra 
intelligence.
6.2.4.3. Paging Only Location Update Spot Beam’s Position
A first approach to intelligent paging could be the FES identifying and recording the 
instantaneous size, shape and location (latitude, longitude) of the spot beam in which the 
mobile terminal last made contact (whether for location update, call set-up or any other 
reason), with a time-stamp. If there is an incoming call, the FES would page only those 
spot beams required to completely cover the recorded area in the first instance. In case 
the mobile does not respond the paging is repeated over a wider area, depending on the 
age of the time-stamp and on the mobility profile of the terminal [SAINT 15].
In effect the FES is keeping a record of the approximate location of the mobile terminal 
at every communication from the terminal to the FES. However, real location update 
invoking the functional model shown in figure 31 would only be necessary if the mobile 
terminal lost the broadcast Paging Channel of the FES and had to pick up the broadcast 
of another FES or another location area from the same FES.
6.2.4.4. Using a Terminal Position Fix to Reduce Paging Area
If a mobile terminal is capable of making the necessary measurements and calculations 
to fix its own position then the FES could record the measured position of the mobile, 
which would be more accurate than a spot beam’s coverage area. The location update 
message from the mobile to the FES would be modified to include the latitude and 
longitude of the terminal and an uncertainty radius that determines the circular area 
where the terminal can be found at any time. The mobile then continuously monitors its 
own position and if it moves outside the uncertainty area it declared to the FES then it 
automatically performs a position update to declare its new uncertainty area [SAINT 15]. 
From the FES’s point of view it is a passive procedure with no signalling generated until 
the mobile has moved further than the uncertainty area radius. There is no signalling 
generated by the satellites’ motions. If the mobile is still receiving the location area 
broadcasts of the FES then position update would remain local to the terminal and FES, 
since from the network point of view the terminal is still contactable through the same 
FES as before. Therefore the full location update model in figure 31 would probably not 
need to be used. However, if at any time the mobile lost the location area broadcast of 
the FES then it would search for and location update to a new FES, invoking the full 
location update procedure.
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On an incoming call, the FES only needs to page the spot beams that cover the mobile’s 
declared uncertainty area (or at least the part of it that is within the FES’s location area). 
Depending on the mobility of the terminal and its user’s incoming and outgoing call 
rates, the terminal might vary the uncertainty area radius to minimize either the paging 
area or the number of position updates in an attempt to minimize the total spectral 
resource consumed by this signalling. The quantity of paging signalling rises as the 
uncertainty radius increases whilst the quantity of position update signalling decreases, 
so there is clearly scope to optimize the uncertainty radius based on the mobility profile 
and call profile of the terminal’s users.
Disadvantages of this approach are the extra complexity in the mobile terminals and the 
additional space resources needed to implement position fixing. A terminal capable of 
position fixing requires more functionality and processing power and is more expensive 
to produce than one that is not. However, position fixing might be a useful as a UMTS 
service for other purposes. Position fixing signals could either be supplied by a third 
party (like the US Navy’s GPS system) or extra bandwidth on UMTS satellite broadcast 
channels could be reserved for the timing signal and satellite almanac details. Note that 
the accuracy required for position fixing as a UMTS service might be very different to 
that required for location management. The accuracy of a dedicated positioning system 
like GPS would be expensive to match.
6.2.4.5. Using Dual Satellite Coverage Position Fixing
If a mobile terminal is covered by two or more satellites (both in use by the FES) when 
it makes its location update then the FES could perform position fixing ranging 
measurements for itself. Using the relative measured delay and Doppler frequency shift 
through the different satellites, the terminal position could be calculated and stored 
along with an uncertainty area and time-stamp. As in section 6.2.4.S, this position would 
not be updated unless a call was set up or the mobile lost the FES location area 
broadcast. On an incoming call, the FES would page an area covering the uncertainty 
area or a wider area, depending on the age of the position time-stamp. Unlike terminal 
position fixing, this FES intelligence does not require any extra position fixing features 
in the mobile terminal. A periodical position update could be implemented to reduce 
uncertainty of old location updates by the FES signalling the mobile so that the mobile 
responds and position measurements can be made on the response.
6.3. Attach/Detach
The UMTS network architecture provides an attach/detach service that can be optionally 
used by network operators to prevent fruitless attempts to page a terminal that is 
temporarily inaccessible. Terminals can become inaccessible for long periods by being 
without power, inside metal briefcases or car boots and so on. In terrestrial cellular 
networks this attach/detach service is not likely to be used much but in satellite 
networks paging overhead could be large enough to make use of these functions 
attractive.
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6.4. Call Set-up
Whilst inactive, mobile terminals constantly receive and monitor a broadcast Paging 
Channel for the location area in which they are registered. As well as paging 
information to announce incoming calls, the relevant Paging Channel contains 
information on which channel should be used as the Access Channel for both location 
updating and call set-up requests. This ensures that whenever the customer dials out or 
wants to answer an incoming call, the mobile terminal already knows which FES or base 
station to send the call request to, using a multiple random access protocol on the base 
station’s or FES’s common Access Channel. Once initial contact has been made by the 
mobile terminal the base station or FES assigns Uplink and Downlink Traffic Channels 
dedicated to the terminal for the call. In the call set-up procedure the terminal must tell 
the network what kind of services it requires to support the application the customer 
wants to use and the network needs to inform the application exactly what Traffic 
Channels and services it has been given so that the terminal can use them correctly. This 
signalling and negotiation aspect of call handling is known to be absent from the UMTS 
network architecture at the time of writing and so is studied in greater detail in chapter 
8 . Various strategies for assigning the Traffic Channels in satellite systems are described 
in chapter 7.
6.5. Satellite Handover
6.5.1. Handover Initiation
Once a call is in progress, handover should be initiated if the call’s communications 
quality falls below a "try handover" threshold. Handover initiation is very simple - when 
either the C/I ratio or the received power of the Traffic Channel fall below their 
handover thresholds, (C/I)^^ handover power^^ handover respectively, the mobile terminal 
sends a Handover Request to its currently serving FES using the Uplink Traffic 
Channel. Alternatively, if these uplink parameters fall below the same thresholds, the 
FES should initiate the handover procedure. Chapter 7 shows that assignment of the new 
channel may take several seconds after the process is started, so the thresholds should be 
set to initiate handover before the edge of beam conditions so that the call will not be 
dropped during this period. Having noted this, it is feasible and advantageous to use 
"fuzzy" thresholds that can be dynamically altered with traffic demand to effectively 
control the traffic that is accepted onto heavily loaded spot beams.
6.5.2. Intra-Satellite Handover
In the UMTS Network Architecture, intra-satellite handover is regarded as an automatic 
feature of the FES to mobile terminal link rather than a UMTS network handover in 
which the core network becomes involved in re-routing and call control is changed. It is 
recommended that the FES be programmed to pre-empt these handovers, which can be 
planned for, and issue the Handover Request before C/I or received power become 
marginal. Because the positions of the mobiles on the ground are relatively stationary, 
the pattern of interference may be stable enough to hand a whole block of Traffic 
Channel Pairs from one spot beam to the next without disrupting mobile terminals in the 
block or other terminals nearby. Well-planned handovers such as this can be guaranteed 
interference-free and the mobile terminal can stay on its current Traffic Channel in the
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new spot beam without performing any checks on the channel itself. Such handover 
plans need co-ordinating between different FESs sharing the same satellite in 
neighbouring or even the same spot beams to ensure that changes made by one FES do 
not adversely affect another’s traffic and to prevent large amounts of near-simultaneous 
signalling.
Intra-satellite handovers to the same Traffic Channel on a following spot beam are most 
transparent and rapid, requiring only that the Traffic Channel be routed through a 
different spot beam on the same satellite by re-configuring the beam forming network. 
Thus the channel frequency will remain the same, requiring no RF re-tuning, although 
there may be some phase discontinuity requiring carrier re-acquisition. The FES is in 
complete control of this operation so it is possible for it to predict handover to the beam 
following a mobile terminal’s old spot beam and thus take advantage of the deterministic 
motion of the spot beams over the relatively stationary mobiles. In some cases the FES 
may need to request a change of Traffic Channel, even then there is guaranteed to be no 
change in path delay or Doppler effect. Even if RF re-tuning is required, the new 
Doppler offset is easily calculated.
In LEO constellations, these handovers between spot beams can be expected about one 
every minute.
6.5.3. Inter-Satellite Handover
If the satellite coverage footprint is moving away from the mobile terminal then an inter­
satellite handover must be attempted. Initially it was assumed that the mobile terminal 
would find a new satellite in much the same way as it does in idle mode before call set­
up by searching sequentially through the Paging Channels for one that it can receive 
clearly. A simulation was performed, described in chapter 7, to check this assumption. 
Acquiring a new satellite proved to be a very slow process, since the time taken to 
measure the received Paging Channel power is long because of the time taken to acquire 
the Doppler frequency shifted carrier. The real time typically taken for such a 
measurement is not clear so an estimated value of 500ms per power measurement was 
used for the simulation model in appendix A. Using this scheme, the simulations 
reported mean inter-satellite handover interruptions as high as 5 to 6 s at operational 
traffic intensities. The maximum recorded interruption was 34.2s - it is unlikely that a 
customer would wait this long for his communications channel to return. This result led 
to consideration of the advantages of associating FESs with a number of satellites so 
that the geographical coverage of the FES is larger than the coverage footprint of just 
one satellite and inter-satellite handovers can be handled without changing FES, by the 
FES itself. This is the system of guaranteed coverage adopted for the UMTS Network 
Architecture, described in chapter 5.
To implement guaranteed coverage, a FES must predict the coverage areas and overlaps 
of different satellites’ spot beams so it can select a new satellite for the mobile terminal 
and begin suggesting Traffic Channels and Doppler shift on the newly selected satellite, 
using the old satellite link. Any FES would be programmed to maintain complete 
coverage of a particular area, so if the mobile terminal is within that area then the FES 
will always use appropriate satellite beams to inter-satellite handover to. This provides 
an FES with the opportunity to semi-plan Traffic Channel reuse between satellites 
within its coverage area, although other FESs’ coverage areas will overlap with this
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FES’s and they will also share some of the satellites. Some co-ordination between the 
FESs would be useful to ensure that they do not interfere with each other’s mobile 
terminals. Inter-satellite handovers might be slightly slower than intra-satellite 
handovers if the Doppler frequency shift needs to be calculated for the new satellite 
before the mobile terminal can recommence transmission. This acquisition can be 
speeded up if the FES calculates the Doppler offset for the mobile terminal and suggests 
it with the channel assignment.
6.5.4. Rapid Inter-Satellite Handovers
In shadowed radio environments satellite diversity can be used to minimize link budget 
margin. Rapid inter-satellite handover is required when a mobile terminal first moves 
into a radio shadow from the old satellite. In these conditions the received power can 
drop by tens of dB in only milliseconds in which case handover must be either 
completed very rapidly or some kind of forward handover controlled through the new 
satellite must be used to recover the call after a short interruption. These drops in power 
are unpredictable, so the FES cannot plan a handover for them in advance. Shadowing 
will cause the fastest drops in channel quality. Therefore the values of (C/I)^ handover 
pow er^ handover relative to (C/I)^;^ and power^^^ (the values at which the call must be 
dropped) need to be set to allow sufficient time to at least start the handover process 
before communications with the old satellite are lost. A practical solution might be for 
the FES to continuously provide an active mobile with an up-to-date list of alternative 
satellites ready for rapid handover if deep fades arise.
In summary, there will be two types of inter-satellite handover:
1. Those where the satellite coverage footprint is predictably moving away from the 
mobile. In these cases the FES will pre-empt the handover and plan handover to a 
following satellite. The signal will degrade slowly, allowing time for a simple 
handover controlled by the FES with very little effort by the mobile terminal. In a 
769km altitude LEO constellation, such a handover would be expected every 5 or 6  
minutes.
2. Those where the mobile terminal is shadowed from the satellite by buildings, 
mountains or other clutter. In these cases other satellites may be visible and capable 
of maintaining communications and the FES is capable of providing mobile 
terminals with a list of frequencies through which it could try to re-establish contact 
with the FES. However, because of the rapid loss of signal and the short lengths of 
time in shadows, a facility to switch very rapidly between two or more satellites is 
useful. This is satellite diversity, a handover mechanism similar to CDMA’s soft 
handover. It is supported in the UMTS network architecture by a macro diversity 
mechanism.
6.5.5. Satellite Diversity
UMTS macro diversity maintains two communications paths from the mobile terminal 
through the radio access system to the CSS or FES, where the signals are combined in 
some way. This combination could be time alignment (to compensate for delay) and 
addition of the signals or simply selection of the best signal, for example. The two 
Traffic Channel paths from FES to mobile are both fully assigned to that terminal for the
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periods using diversity, which in terrestrial networks has been shown to be up to 40% of 
the time. Despite apparently doubling the radio resource reserved for the mobile, the 
reduction in transmission power and hence in interference to other mobiles means that 
those resources can be reused closer to the terminal than the Traffic Channel for a single 
link could be.
To use macro diversity effectively a terminal is designed to be able to at least monitor 
channel quality on a second Traffic Channel besides the Traffic Channel it is using for 
communications. During communications it would be constantly hunting for a better 
channel to use as a target for macro diversity. The second, diverse Traffic Channel 
would be set up by handover request (perhaps prompted by the FES) through the current 
main communications satellite, if possible, to make the handover seamless.
So far in this section all handovers have been within the control of a single FES that 
hides the complexity of its communications from the core UMTS network completely. 
There is a possibility that the mobile terminal may move outside the FES’s GCA in 
which case it will need to hand over to a new FES.
6.5.6. Inter-FES Handover
Handovers between FESs are not expected to occur very often because of the vast size 
of each FES’s GCA. For most mobile terminals it would be difficult to travel far enough 
to move from inside to outside of a GCA during an active call. The two most likely 
reasons for inter-FES handovers are:
1. Mobile terminals switched on to immediately make a call. In this case a mobile near 
the edge of a GCA may mistakenly register to an FES that it can only temporarily 
communicate with. When this temporary communications channel begins to fade the 
FES will need to hand over to a FES guaranteeing coverage of the mobile terminal.
2. Fast-moving terminals holding calls for long periods of time. Transatlantic flights 
and high speed trains could hold calls like this which are quite likely to cross GCAs 
of different FESs. Commercial flights may use FPLMTS pico or micro cells inside 
the cabin to communicate with the mobile terminals that are insulated from outside 
by the metal aircraft body. The aircraft still needs to use FPLMTS to connect back to 
the ground and may aggregate the calls in progress on the aircraft into one trunk 
channel back to the FES to simplify radio bearer control. This trunk radio bearer 
may need to be held by the aircraft for hours, in which case inter-FES handover is 
highly likely.
An inter-FES handover uses exactly the same functions as UMTS uses for handover 
between CSSs in terrestrial networks. The functional model is shown in figure 32 and its 
operation is described in the following sections.
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Information gathering phase
TCCU HUPU SHRU
Decision phase
HUPN
SHRN
TCCN
Execution phase
MEF Measurement Function (MT and FES) 
HC Handover criteria (MT and FES)
HI Handover initiation (MT and FES) 
TCCU Target cells and connections - user (MT) 
HUPU Handover user profile - user (MT) 
SHRU Special handover request - user (MT)
HOC Handover control (network)
BC Bearer control
CMC Combining and multicasting control 
AAC Authentication and access control
HCA Handover criteria adjustment (FES)
HD Handover decision (FES)
TCCN Target cells and connections - network (FES) 
HUPN Handover user profile - network (FES) 
SHRN Special handover request - network (FES)
CPT Control point transfer
SBC Switching and bridging control
RRT Rerouting triggering
CIC Confidentiality and integrity control
Figure 32 Handover functional model
6.5.6.1. Information Gathered
Five functions gather the information used by the HI (handover initiation) function to 
determine if handover is required or not.
1. MEF (measurement function). The MEF gathers measurements of the active 
communications link and translates these into a defined set of link quality 
parameters (for example C/I, received power, probability of shadowing, etc...).
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These parameters are updated every second or so to remain representative of the 
rapidly changing radio conditions. There are, in fact, two instances of the MEF - one 
in the mobile terminal measuring downlink parameters and one in the FES or on 
board the satellite measuring uplink parameters. This is because radio interference is 
not always symmetrical on uplinks and downlinks, as will be seen in chapter 7.
2. TCCU (target cells and connections - user). The TCCU function continuously scans 
alternative radio links to compile a list of candidate cells (both terrestrial and 
satellite) to which this specific terminal could handover to. The list also contains the 
information (for example cell type, C/I, received power and traffic load on the cell) 
needed by the HI function to determine the preferred cell to handover to and order 
the alternatives. The TCCU function is performed by the mobile terminal and 
updates this list every second or so. This means that a multi-mode FPLMTS terminal 
that can access satellite and terrestrial networks must be able to scan both satellite 
and terrestrial links whilst maintaining the active call’s communications to enable 
handover between satellite and terrestrial networks.
3. SHRU (special handover request - user). The SHRU function can force the HI to 
initiate a handover immediately when requested by a terminal’s user.
4. HUPU (handover user profile - user). The HUPU function maintains a subset of the 
customer’s profile, specifically all the information that is related to the handover 
process (quality of service preferences, profile of the terminal’s mobility, access 
rights, service rights, priorities, operator preferences, etc...).
5. HC (handover criteria). The HC are the thresholds, such as C /I^  handover» /^Imin» 
powert j^^andover powcr^^, used in the HI algorithm. These thresholds will be 
different in each network, even in different parts of the same network. They are 
stored in the mobile terminal and in the radio access network and are modified by 
the HCA.
HCA (handover criteria adjustment). The HCA function sets and updates the handover 
criteria in individual terminals according to instructions it receives from the resources 
control and the network management functions. This allows the bearer control functions 
and the FES’s network management functions to alter the thresholds for handover, 
making handover initiation a "fuzzy" control algorithm. By controlling handover 
thresholds, the FES or terrestrial base station can effectively alter the sizes of cells and 
so control the amount of traffic demand in a particular cell. The HCA function would be 
located in the satellite access network outside the mobile, most likely in the FES but 
maybe on board an intelligent switching satellite.
6.5.6.2. Handover Decision
H I (handover initiation). The HI function in the mobile terminal compares the active 
link measurements (supplied by the terminal’s MEF) and the candidate cells’ information 
(supplied by the TCCU) with the handover initiation criteria (supplied by the HC), 
taking into account preferences in the HUPU information and SHRU requests, to 
identify the need for a handover. When handover is needed, it issues di Handover 
Request to the HD, passing on all the available information needed for the HD to 
identify the actions required. This would include identifying the handover control point.
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the type of handover required (hard handover or to add or drop a connection for macro 
diversity) and the handover completion time constraints.
There is also a HI function in the network (at the FES or on the satellite) monitoring the 
uplink quality parameters from the network’s MEF and comparing them with the 
network’s HC thresholds. The two His effectively act as one function distributed across 
the radio link to enable it to monitor both ends of the link. Thus the HI function in the 
network is used to pass on any Handover Requests from the mobile HI function to the 
HD function which is always located in the network.
HD (handover decision). The HD function receives its Handover Request from the HI or 
SHRN functions and determines the location of the handover control point. The control 
point is a node in the network that has access to both old and new bearers to the mobile 
terminal, where the eventual switch-over between them will happen. It then determines 
the service available from the candidate cell by negotiation with radio resource 
management in the candidate cells, using information from the TCCN and HUPN. The 
HD function makes the final decision about whether to proceed with the handover 
request using this information.
^  If the HD decides to proceed, it instructs the HOC function to execute the handover. 
It provides information about the position of the new connection point, which may 
be different to the one suggested by the HI function following the HD function’s 
negotiations. It also provides handover completion time constraints to the HOC.
^ If the HD decides not to proceed, it returns to the HI an indication that handover is 
not advisable at this time and that the poor quality service that the mobile terminal is 
receiving will have to be tolerated temporarily.
TCCN (target cells and connections - network). The TCCN performs a similar function 
to the TCCU but it works in the FES or on the satellite. The TCCN function’s location in 
the network gives it the advantage over the TCCU of having access to the future pattern 
of satellite orbits which enables it to predict which connections are improving and 
which are degrading at the time. A TCCN in a terrestrial network might also know the 
identities of its neighbouring cells and so ease handover to these and may also know the 
identity of an FES that includes the terrestrial cell in its GCA. This would always ensure 
clean handover even if the terminal’s TCCU function is not good enough to have 
identified these options. The TCCN also knows about the availability of resources in the 
target cells and provides this information to the HD function.
SHRN (special handover request - network). The SHRN forces a handover whenever the 
network side of the radio link requires one, even if the mobile terminal is content with 
its link measurements. In satellite networks this function could be used by the FES to 
force mobile terminals from spot-beam to spot-beam and from satellite to satellite to 
compensate for the predicted motion of the satellites. These intra-satellite and inter­
satellite handovers will be extremely common and do not involve a change of FES. 
Therefore the HD would nominate the FES itself as the handover control point (or 
perhaps the satellite if the intelligence for this kind of function is on board the 
satellites). The TCCN would be primed with the target spot beams and satellites to
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ensure that the handover goes to the correct connection with no initiative required from 
the mobile terminal.
HUPN (handover user profile - network). The HUPN maintains a subset of the 
customer’s service profile that relates to decisions made by the HD function. As this 
information is mainly used to negotiate acceptable degradation of service, it will mostly 
consist of quality of service requirements and how these can be varied.
6.5.6.3. Handover Execution
HOC (handover control). The HOC function co-ordinates the interactions with the BC, 
SBC, CMC, CPT, RRT, CIC and AAC functions and returns the result (handover 
completed or not) to the HD function. It also provides this information to the TMN 
functions in the radio access system for the FES operator’s network management 
purposes.
If the handover is between two different networks (for example between satellite and 
terrestrial or two different operators’ networks) then there will be HOC functions in each 
network which interact with each other and with the BC, SBC, CMC, CPT, RRT, CIC 
and AAC functions in their own networks. It is this interaction between HOC functions 
that is crucial to seamless handover between different FPLMTS networks, including 
from terrestrial to satellite networks and vice versa. So long as this interface from HOC 
to HOC can be standardized and the TCCU and TCCN functions can identify the 
possibility of handover to satellite and terrestrial networks then customers can be 
assured that their calls will roam through all of FPLMTS’ different networks faultlessly, 
subject to the terminal having the right air interface emulations and the customer having 
the right service agreements.
BC (bearer control). The BC function receives instructions to establish or release 
bearers from the HOC. It establishes bearers with the defined bandwidth or releases 
them and returns the result (success or failure) to the HOC.
SBC (switching and bridging control). The SBC function controls bridging and 
switching, that is establishment and release of a bridge between a number of bearers and 
the switching from one bearer to another. Again, it returns the success or otherwise of 
the bridge or switch to the HOC function.
CMC (combining and multicasting control). The CMC function controls the combining 
and multicasting functions in a macro diversity group. It controls the set-up, release and 
change of these nodes. As usual, it returns the result of the operation to the HOC 
function.
RRT (rerouting triggering). The RRT function is in the core UMTS network and 
triggers the core network to re-route bearers from the old to the new local exchange.
CPT (control point transfer). The CPT function transfers the call control point from one 
node (Cold) in the network to another (C^eJ. Call control is usually at the originating 
local exchange and this would change with inter-FES handover, for example.
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6.5.7. FES to CSS and CSS to FES Handover
As mentioned above, the use of a standard UMTS handover functional model by the 
FES ensures that the FES can interface with CSSs in exactly the same way as it does 
with other FESs for inter-FES handover. This makes handover from FES to CSS and 
from CSS to FES possible.
To recap, it is the standardized interaction between HOC functions that allows 
handovers between different networks to be controlled by two UMTS compliant HOC 
functions, one in each network. As well as having this interface standardized, the TCCU 
function in a customer’s mobile terminal needs to be able to identify the possibility of 
handover to both satellite and terrestrial networks. This is crucial for FES to CSS 
handovers because the FES will not be able to know the layout of terrestrial coverage 
throughout its GCA and so the TCCN function cannot supply a list of candidate cells for 
the mobile to handover to. Handovers from CSS to FES may rely less on the TCCU 
function because a terrestrial network’s TCCN function can suggest a target FES that the 
network planners know guarantees coverage of the cell’s region.
Handovers between satellite and terrestrial networks will not be seamless because of the 
large changes in link delay and the physical separation of the elements in the networks 
makes control of the handover slow. However, even in the worst cases the call will 
resume within a few seconds, less time than it would take for the customer to redial.
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Chapter 7 
Satellite Channel Assignment
FPLMTS will need to use spectrally efficient channel assignment processes to meet 
anticipated demands for capacity and global coverage at reasonable cost. This chapter 
introduces channel assignment techniques [KATZELA] and terminology and the unique 
difficulties of channel assignment in satellite FPLMTS. The merits of FDMA, TDMA 
and CDMA are highlighted. The remainder of the chapter investigates techniques to 
make FDMA and TDMA channel assignment process more efficient.
7.1. Satellite FPLMTS and Cellular Radio
Satellite FPLMTS networks will use a technique known as "frequency re-use" that has 
been developed in terrestrial cellular telephone networks. Whilst in use, a customer’s 
mobile telephone occupies a radio channel that must not be used by any other customers’ 
terminals within a certain range otherwise the telephones would interfere with each 
other. In cellular radio networks low-powered base station transmitters are sited in a 
cellular structure and each telephone communicates only with the closest base station at 
the minimum possible power level. As the radio signal travels outwards from the 
transmitter, its power is dispersed and attenuated by a factor of roughly where r is
the distance from the transmitter. For a large enough r, the power flux density becomes 
sufficiently low that it does not cause interference with another customer’s telephone 
even if both telephones use the same radio channel. This distance is known as the 
minimum frequency re-use distance.
A range of channels is assigned to each cell from the pool of all possible radio channels 
in the licensed frequency band so cells that are further apart than the minimum 
frequency re-use distance can use the same channels, whilst cells closer together do not. 
Over the entire cellular network, channels will simultaneously be re-used many times. 
The penalty for this spectral efficiency is that any mobile customer’s terminal must only 
use channels that have been assigned to its current cell and it must therefore be able to 
hand the call over from one cell’s channel to another’s each time it crosses the boundary 
between cells. This handover process involves the automatic re-routing of the call to the 
new cell site, the assignment of one of the new cell-site’s channels to the mobile and the 
re-tuning of the mobile telephone to that new channel, all without the customer’s call 
being disrupted.
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Mobile satellite systems use a very much longer radio path that has different 
characteristics to terrestrial cellular radio but certain similarities can be noted. A 
combination of low altitude satellites and large, multi-beam antennas can mimic cellular 
coverage. Handover can be introduced to continue calls as customers move through the 
spot beam pattern or, considering the high speeds at which the satellites move, the 
satellites move over the customers. The relevant distinguishing feature of satellites is 
that the minimum frequency re-use distance is not determined by an empirical  ^
power law but by the position of the mobile terminal in a satellite antenna gain pattern. 
With antennas of a size practical for satellite service within the next decade, power ’roll­
o ff moving away from the centre of a satellite spot beam is much less than a terrestrial 
cellular radio cell’sH-^. The a reflector antenna spot beam’s gain pattern always has 
parabolic roll-off at 8^ from the centre of each antenna feed in the reflector system. 
Using phased arrays of feeds can produce more directive beams with better out-of-beam 
attenuation but satellite spot beam areas and frequency re-use distances will be larger 
than their terrestrial counterparts, even with the very large phased array antenna systems 
currently proposed.
7.2. FDMA, TDMA and CDMA
The principles of CDMA rest on the work of Claude Shannon (1948) and V. Kotelnikov 
(1947). Shannon showed that performance was related to the time x bandwidth x power 
product of the signal. Kotelnikov showed that in white noise the detection performance 
depends only on received signal energy. Radio communications systems can be 
considered to use three finite resources: frequency, time and power. A service will be 
licensed to use a range of frequencies within which it must be confined to avoid 
interference to other services occupying frequency bands around it. The usable power 
domain is delimited by the minimum signal power required above thermal noise to 
allow signal recovery and the maximum transmitted power from the transmitter, which 
is limited by power supply, equipment and safety considerations. Usually the whole of 
the time domain can be used, with sharing planned to avoid any unacceptable 
transmission delays. Figure 33 shows these three radio resources. TDMA would slice up 
this cube horizontally, FDMA vertically through the frequency axis. CDMA would in 
effect slice the cube vertically through the power axis, but the power usage of each 
channel might change rapidly with time.
Since techniques exist that make our use of frequency, time and power interchangeable, 
looking at figure 33 it seems that TDMA, FDMA and CDMA should all have the same 
maximum capacity. What follows is not a comparison of TDMA, FDMA and CDMA to 
determine which offers the most benefit to satellite FPLMTS but is an introduction to 
the factors that effect cellular network capacity and their relevance to a satellite channel 
assignment scheme.
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Figure 33 Time, frequency and power radio resource
7.2.1. The Importance of Power
A cellular radio system is designed to re-use its time, frequency and power radio 
resources across a spatial domain. Whilst a FDMA system appears to re-use frequencies 
and a TDMA system appears to re-use time slots neither the frequency nor timing of a 
signal change significantly as it travels through space. What does change is the signal’s 
power, so it is the power resource that is really being re-used. CDMA re-uses the power 
resource directly without having to slice up the frequency or time domains in such a 
regimented fashion as TDMA or FDMA. Propagation measurements show that the 
general trend for signal strength roll-off is proportional to the distance from the cell 
centre but that there are local variations due to shadowing from obstructions and multi- 
path fading. In a mobile radio environment the depth of these signal strength fades also 
varies with time, further complicating the challenge of making maximum use of the 
radio resources. It might be helpful to think of the resource cube in figure 33 as 
containing moving "bubbles" where the resources are being under used. Efficient 
channel assignment would fill these "bubbles" in with more traffic, increasing the total 
capacity of the system.
7.2.2. CDMA
CDMA uses the carrier’s modulation to distinguish between channels. FDMA 
transmitters modulate data onto very narrow band (sinusoidal) carriers at different 
frequencies so receivers can identify their intended data from its carrier frequency. 
CDMA transmitters modulate data onto wide band carriers that are distinguishable from 
each other by different preset PN (pseudo noise) sequences that they follow in time. All
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of these different carriers share the same band of frequencies and receivers can identify 
their intended data by searching for their PN sequence.
If we wanted to avoid self-interference completely, so that one traffic channel does not 
interfere with any other traffic channel, all traffic channel carriers must be spread with 
synchronized, orthogonal PN sequences. The number of orthogonal codes available 
happens to be equal to the spreading factor, which is the spread in signal bandwidth on 
the wide band carrier compared with a narrow band FDMA carrier. If the spread 
bandwidth of the carrier was 128 times the baseband bandwidth then there would be 128 
orthogonal PN sequences that could be used to support 128 traffic channels. The 
capacity of a single-cell CDMA system is therefore exactly the same as the theoretical 
capacity of a single-cell FDMA or TDMA system. This is no surprise because a 
synchronous orthogonal CDMA system operates in a fashion analogous to a very fast 
TDMA system (direct sequence CDMA) or a rapidly changing dynamic FDMA plan 
(frequency hopping CDMA).
CDMA carriers used in the cellular radio environment do not use orthogonal PN 
sequences, so they cause self-interference to other carriers using the system. To 
overcome this, slightly more power than the minimum must be used to compensate for 
the parts of the signal that are being interfered with and corrupted, reducing the total 
number of carriers that can be used. CDMA’s de-spreading process averages the signal 
out to recover the intended signal and rejects the interference as long as the intended 
signal is sufficiently more powerful than the interference. Although the use of non- 
orthogonal PN sequences causes self-interference and reduces system capacity by 
requiring the use of extra power to overcome its own interference, it does provide some 
advantages.
If orthogonality is not required for the chosen PN sequences, then the number of PN 
sequences that can be chosen from is vast. Sets of low cross-correlation codes such as 
the Gold, Kasami and Bent sequences have been developed and their lengths can be 
longer than the spreading factor allowing the number of codes in a set to be so huge that 
an unused sequence can be picked very simply by seeding the sequence generator with 
the time and date, for example. Furthermore, when orthogonality is not required 
between PN sequences then it is no longer necessary to synchronize the sequences. In 
cellular systems where cell antenna sites are spread over tens of kilometres 
synchronization of these very fast PN sequences would complicate the system.
Use of the wider set of all PN sequences allows unique PN codes to be allowed for 
many more Traffic Channels than orthogonal PN sequences, TDMA or FDMA would 
allow. Under ideal propagation conditions self-interference would cause inefficient use 
of the power resource, reducing the maximum number of Traffic Channels that could be 
handled before interference would become intolerable. Fortunately the multi-cell mobile 
radio environment is not ideal and shadowing and fading increase the attenuation of 
interfering signals compared to ideal propagation. Muting of carriers during the pauses 
in customer’s speech and variable bit-rate data channels also reduce interfering signals, 
as does the use of tight closed loop power control where the minimum power is 
transmitted to enable the intended receiver to just decode the signal. The combined use 
of all of these techniques dramatically reduces the self interference compared to what 
would be expected based on a simple, ideal propagation model. In practice it is found
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that in a cellular system, a larger number of Traffic Channels can be handled than would 
be available using orthogonal PN sequences, TDMA or FDMA. The number of non- 
orthogonal PN sequences available is more than enough to allow this large number of 
Traffic Channels to be individually identified and decoded, allowing their simultaneous 
use.
7.2.3. Advantage of CDMA
It is recognized that CDMA’s capacity gains over TDMA and FDMA are entirely due to 
its tighter, dynamic control over the use of the power domain. Because of the ease of 
choosing a new non-orthogonal PN sequence a CDMA system does not encounter the 
difficulties of choosing a spare carrier frequency or time slot to carry a Traffic Channel, 
it simply needs to ensure that interference will not be too great if it begins to transmit - 
that there is still enough space left in the power domain for it to use.
Because its PN sequence is unique and not being re-used anywhere else in the system 
the mobile can move into other cells, taking its PN sequence with it without fear of 
meeting interference from another mobile using it. The system requires only that the 
total interference power from other mobiles is not too much to swamp detection of the 
intended data. This allows simpler radio resource sharing than FDMA where carrier 
frequencies cannot be exported with a mobile into another cell in case it interfered with 
a mobile re-using the frequency in a neighbouring cell. Freedom from tight frequency 
co-ordination also eases resource sharing in the presence of large Doppler frequency 
shifts.
7.2.4. Disadvantages of CDMA In the Satellite Environment
In the satellite radio environment CDMA is less attractive than it is in the terrestrial 
cellular radio environment for the following reasons.
• Power control cannot be as tight as it is in a terrestrial system because of long round- 
trip delay. Instead a fade margin must be included to fill in Rayleigh and log-normal 
fades, increasing self-interference (see section 2.5.5).
Satellite transponders are channelized too narrowly for Broadband CDMA, which is 
the most attractive form of CDMA. Broadband CDMA reduces the depth of fades 
and so reduces the reliance of CDMA on power control. Fading is frequency 
selective - a narrow band signal will appear to suffer from temporal Rayleigh fading 
but if a signal is spread over a sufficiently large portion of the spectrum then, whilst 
parts of the signal will suffer Rayleigh fading, the average depth of fade over the 
whole bandwidth is much reduced. In fact, broadband fading is better described by 
the Rice distribution than the Rayleigh distribution. CDMA’s de-spreading process’s 
averaging effect can therefore be used to reduce the depth of temporal fades and 
reduce the fade margin that would be required for satellite communications. To do 
this successfully the spread bandwidth needs to be an order of magnitude greater 
than the radio channel’s coherence bandwidth - it must be more than wide enough to 
encompass even the widest of specular fades. Terrestrial 2GHz FPLMTS band 
micro-cellular system measurements in urban areas indicate that for terrestrial use 
the coherence bandwidth is about 200kHz - 300kHz but measurements on satellite 
channels indicate that for satellite use the coherence bandwidth is closer to lOMHz.
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This requires spread bandwidths of approximately lOOMHz to benefit from the 
elimination of Rayleigh fading. Unfortunately, channel bandwidths of this size are 
not possible on satellites for technical and regulatory reasons. Although 72MHz 
transparent transponders are commonplace, the digital spot-beam forming networks 
that are anticipated for FPLMTS are currently limited to processing bandwidths of 
about 30MHz and, more importantly, 30MHz is the bandwidth of the entire 
FPLMTS Mobile Satellite Service allocation. Perhaps spreading a signal to 30MHz 
is feasible, which would reduce temporal fade depths significantly, though not by as 
much as a lOOMHz spread bandwidth would. CDMA satellite systems such as 
Globalstar and Odyssey will use narrowband CDMA with signals spread to only 
1.25MHz and 4.83MHz, respectively.
• Satellite transponder power is inefficiently used by relaying thermal noise in such 
large bandwidths.
7.2.5. Improving FDMA and TDMA
CDMA shows that there are significant capacity gains to be made by dynamically 
sharing out the power/frequency/time resource finely along the power axis. TDMA and 
FDMA cannot achieve this resource sharing as well as CDMA can, but it is possible to 
dynamically assign TDMA time slots and FDMA frequencies to make better use of the 
power resource in poor propagation conditions than fixed channel assignments would 
make. In doing this, one would expect to benefit from some of the potential capacity 
gains that CDMA shows to exist. In terrestrial cellular networks, this technique is 
known as DCA and has been studied for many years [NETTLETON, BECK].
7.3. Satellite Channel Assignment
CDMA will be used in some satellite FPLMTS networks because of its simplicity of 
radio resource sharing. In LEO and MEG constellations the attraction of a multiple 
access scheme with no need to manage the sharing of a very small number of unique 
channel identifiers is considerable, especially with the rapid motion of satellites and the 
constantly changing pattern of interference. Globalstar and Odyssey will both use 
CDMA. Globalstar’s system is very similar to the US IS95 CDMA standard, which may 
allow the same terminal CDMA functions to be used in both IS95 and Globalstar modes 
of dual-mode terminals.
Other satellite FPLMTS networks will choose TD/FDMA because of its efficiency on 
satellite links and because for LEO systems with ISLs like Iridium, the simplicity of 
multiplexing and switching TD/FDMA carriers on board satellites will be useful.
This chapter describes mechanisms that could be used to assign TD/FDMA Traffic 
Channels to mobile terminals communicating with FESs through non-GEO satellites. It 
is supported by simulation work for the baseline 769km LEO scheme used in the link 
budgets in section 2.5. The simulation is documented in appendices A, B and C and a 
summary is reported in an lEE colloquium paper [FINEAN]. The mechanisms could 
also be used with GEO satellite systems as well as non-GEO systems at any altitude.
The main feature is providing solutions to the unique non-GEO problems of frequent 
satellite changes and highly dynamic channel re-use co-ordination. Independently of this
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work, the University of Firenze, Italy, has been studying a number of dynamic channel 
allocation schemes for use with LEO satellites, including handover queuing techniques 
[DEERE].
7.4. Need for Frequency Guard Bands
One of the biggest inefficiencies in an FDMA system is the guard band required around 
each channel’s occupied bandwidth. This band is to allow for realistic implementations 
of the filters required to select the intended carrier without inadvertently selecting parts 
of other carriers. They also allow carriers to drift slightly from their assigned frequency 
without causing interference with adjacent carriers. Because of the speed of satellite 
motion, communications to LEOs will inevitably be affected by very high Doppler 
frequency shifts. Guard bands could be made wide enough to allow such shifts without 
interference to neighbouring carriers but the inefficiency of spectrum use would be 
considerable. Fortunately it is possible to track the frequency shifts at the receiver and/or 
to pre-shift the transmitter carrier frequency to compensate for the Doppler effect. This 
allows a near constant carrier frequency to be observed at the receiver.
Pre-shifting the transmitter carrier frequency would appear to obviate the need for guard 
bands but a closer look at the interference that this causes to other receivers indicates 
that this is not always the case.
7.4.1. Pre-Shifting Downlink Carrier Frequencies
Figure 34 shows a satellite transmitting to the two extremities of a single-beam satellite 
coverage footprint, with the transmitter carrier frequencies pre-shifted by the frequencies 
shown.
Direction of 
satellite motion
tx = +x 
rx = 0
tx = -X
tx = +x 
rx = 0
V tx =
/  rx = 0
Figure 34 Transmit and receive frequency offsets within a satellite coverage footprint
using pre-shifted carriers
All the footprint’s downlinks are from one source, the satellite transponder, to many 
mobile terminals which can be assumed to be stationary on the Earth’s surface. Each 
carrier is pre-shifted individually by the FES to allow the intended recipient to receive 
the signal with no Doppler frequency shift. This can be achieved by transmitting a 
constant transmit frequency pilot carrier from the satellite so that each mobile terminal 
can calculate the frequency pre-shift required for its own position, which can then be
lobert J  Finean 1996 © British Telecommunications p ic  1993-94  ©  Kokusai Denshin Denwa Co., Ltd. 1993
Chapter 7 Satellite Channel Assignment
used by both the FES and the mobile terminal for their transmissions. These pre-shifts 
range from -x to +x kHz, where jc is the worst case Doppler shift at the edge of the 
satellite footprint. The drawback is that all mobiles within the beam would receive all 
the satellite’s transmissions, with Doppler shifts appropriate to their own positions, as 
potential interference. Thus the carrier intended for reception at A would also be 
received at B with +x kHz of Doppler shift in addition to the +x kHz already pre-shifted 
by the FES. Conversely the carrier intended forB would be received at A as interference 
with a frequency offset totalling -2x kHz. Fortunately the wanted carrier is always at the 
correct frequency so, to avoid interference between carriers, guard bands of 2x kHz 
would be needed between satellite downlink carriers. Evidently, since the carriers are 
being transmitted from the same transponder, shifting them in frequency relative to each 
other has introduced the need to leave bands into which carriers can be shifted without 
colliding with other carriers.
If downlink carriers are not pre-shifted then 2x kHz of frequency guard band is still 
required to avoid interference between transmissions from different satellites (the worst 
case being +x kHz Doppler from one and -% kHz Doppler from another). However, at 
any given mobile terminal all the carriers transmitted from any one satellite share the 
same radio path and therefore have the same Doppler frequency shift. These carriers 
cannot interfere with each other even if no guard bands are left between them. Therefore 
if carriers from one satellite could be grouped together to be adjacent in the satellite 
frequency band, then no frequency guard bands would be required between carriers 
within the group. Guard bands of 2x kHz would be required only between groups of 
carriers that could be used by different satellites.
7.4.2. Pre-Shifting Uplink Carrier Frequencies
For uplinks to the satellite the pre-shifting technique works better, especially where only 
one satellite is considered. This is because all transmissions are being pre-shifted in 
frequency to ensure that there is no residual Doppler offset at one common point, the 
satellite transponder. In general, this minimizes the need for frequency guard bands on 
the uplink to the negligible residual Doppler shift that cannot be removed by open or 
closed loop frequency control. There is a spread of Doppler shifts at any other point in 
the sky and on the ground but this does not matter as long as there are no receivers 
elsewhere to interfere with.
Of course in any satellite constellation there are other satellites within range, especially 
at footprint peripheries. Hence in practice similar problems to those of the downlink are 
met, with interference between carriers used by different satellites. The worst case 
parameters would also be the same - a mobile on the edge of two satellites’ coverages 
could experience Doppler frequency shift of -x kHz from one satellite and +x kHz from 
the satellite following. But if the mobile was communicating with the former satellite 
using +x kHz of pre-shift then the latter would experience interference at +2x kHz, so a 
guard band of 2x kHz is required to avoid conflict with the latter satellite’s carrier 
(which should always be received on target with 0 kHz aggregate Doppler shift). Like 
the downlink, these guard bands are only required where adjacent carriers are used by 
different satellites, so grouping carriers together for use by one satellite at a time 
eliminates the need for guard bands between carriers within the group.
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Thus for single-beam satellites we must have no pre-shifting of downlink carrier 
frequencies and carriers transmitted by different satellites must be separated by guard 
bands of 2x kHz. For uplink carriers, mobile terminals must pre-shift their transmission 
frequency in response to the movement of the satellite’s pilot carrier to compensate for 
Doppler shifts. Then no guard band will be required between carriers destined for the 
same satellite but guard bands of 2x kHz will be required between carriers destined for 
different satellites. It is therefore advantageous to co-ordinate the satellite frequency 
spectrum into groups of carriers, each group used by only one satellite at any given time. 
Figure 35 illustrates this arrangement and how it reduces the need for guard bands.
These provisions will be sufficient for any number of satellites operating over the same 
geographic area, subject to their being sufficient numbers of groups of satellite channels.
Direction of 
satellite motion
tx = 0 
rx = 0
tx = 0 
rx = 0
tx = -X  
rx = +x
tx = +x 
rx = -X
C>
Downlinks:
Pilot carrier
Traffic carriers
A A A A A  A A A A /N
2% kHz
r
Satellite X carriers Satellite Y carriers Satellite Z carriers
Uplinks: 2x kHz
Traffic carriers
A A A A A  A A A A A k w w \
I---------------------- 1---------------------- 1---------------------- 1
Satellite X carriers Satellite Y carriers Satellite Z carriers
Figure 35 Transmit and receive frequency offsets within a satellite coverage footprint 
and frequency spectrum usage at the satellite transponder using individually pre-shifted 
uplink carriers but no pre-shifting on downlink carriers
7.4.3. Satellite Diversity
To use satellite diversity the mobile’s uplink is by definition destined for two or more 
satellites, to be combined at the FES. This prevents us from eliminating the uplink guard 
bands between carriers destined for the same satellite because depending on the signal
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that the FES chooses, the carriers may effectively be routed through different satellites. 
Therefore when satellite diversity is in use uplink Doppler compensation becomes 
redundant for uplink carriers and the full 2x kHz guard band must be left between all 
carriers.
In TDMA and FDMA systems using satellite diversity, only one of the possible 
downlink routes can be used at a time. Which satellite to use is determined by the FES’s 
measurements of which satellite relayed the best uplink in the most recent uplink burst. 
The FES transmits the downlink burst only through this satellite, avoiding potentially 
destructive interference to the strongest signal from weaker ones arriving out of phase 
because of different path delays and Doppler effects. Because only one downlink carrier 
is active at a time, downlink guard bands are not required between carriers on the same 
satellite, as discussed in 7.4.1. Note that the downlinks relayed by different satellites 
cannot share the same frequency because their frequencies are not co-ordinated to 
remove Doppler shifts. Also, burst timing is not co-ordinated to accurately avoid burst 
collisions when bursts are relayed through different satellites with different radio path 
lengths.
7.4.4. Spot Beams
Direction of 
satellite motion
Figure 36 Satellite footprint split into spot beams with downlink carrier pre-shifting
constant within each spot beam
Downlinks:
Transm it beam  Pre-shift
Residual Doppler at receiving mobile terminal: 
A B C D E  F  G
1 +2&6y -Viy +V2y -V2y *
2 ■\-W2y -V2y +V2y
3 +V2y -V2y +V2y
4 -Viy -V2y +Viy
5 -IViy -Viy +V2y
6 -IViy +V2y * -V2y +V2y
* Doppler on interference observed by mobile using a different 
satellite
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Table 5 Residual downlink Doppler shifts at mobiles in Figure 36 using constant
pre-shifted downlink carriers
Using multiple spot beams in the satellite footprint, as recommended in section 4.4, can 
help to reduce the Doppler spread that needs to be taken into consideration. Figure 36 
depicts a satellite footprint split into six roughly equal-area spot beams where the 
maximum difference in Doppler shift from one side of a spot beam to another (e.g. A to 
B or B to C) is y  kHz. Downlink carriers within a spot beam are all pre-shifted in 
frequency by a constant shift that compensates for the Doppler shift at the centre of the 
spot beam. Table 5 shows the Doppler shifts of the carriers received by the mobile 
terminals.
This constant downlink pre-shifting technique works very well, even regarding 
interference from other satellites, because interference is physically limited by the highly 
directional antennas of the satellite to a spot beam on the Earth’s surface where Doppler 
shift will be approximately the same. Furthermore, the pre-shifting of carriers is simple 
to implement at the FES since all the mobile terminals in a spot beam share one constant 
carrier frequency offset which does not require open or closed-loop control.
Using this technique the frequency guard bands required between downlink carriers 
from different satellites are reduced to only y kHz.
Uplinks:
Transm it
mobile
Pre-shift
Residual Doppler shift at satellite transponder: 
1 2 3 4 5 6
A +3y 0 +6y *
B +2y 0 0
C +y 0 0
D 0 0 0
E -J 0 0
F -2y 0 0
G -3y -6y * 0
* Doppler on interference observed by transponder on another satellite
Table 6 Residual uplink Doppler shifts at satellite transponders in Figure 36 with 
individually pre-shifted uplink carrier frequencies
The spot beams do not help or hinder the individual pre-shifting of uplink carriers as 
previously discussed. They cannot reduce the size of the guard bands required between 
groups of satellite carriers, fundamentally because the mobile terminals’ antennas are 
omni-directional and relatively stationary. Therefore their transmissions, which are pre­
shifted for a satellite moving in a particular way relative to the mobile, can be received 
as interference by all other satellites in the sky, which will be moving differently to the 
intended receiving satellite and experiencing different Doppler effects. The result is that
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for all but the intended satellite the pre-shift and the real Doppler shift do not cancel out 
but could add, demanding the use of frequency guard bands that allow for worst case 
Doppler shifts across the whole satellite coverage footprint. This is verified in table 6, 
which shows the need for uplink guard bands between carrier groups of 6y kHz (= 2x 
kHz, the same as for the no spot beam case) but only negligible guard bands between 
carriers in the same group. Note that a group of carriers can be used across the whole 
satellite coverage, in all spot beams, since they all share the same antenna platform.
7.4.5. Maximum Doppler Spread
To see how big an overhead guard bands of % and y  kHz are on a real system it is 
necessary to find the maximum Doppler frequency spread across any spot beam, limited 
by the maximum width of beam in direction of satellite motion.
Time variation (%)
+0.0025% -r
+0.0005%
0:05:01 0:08:21 
Time to/from 
zenith (h:m:s)
0:01:40
-0.0005%
0:01:400:05:010:08:21
-0.0015%
-0.0025%
Figure 37 Variation o f time at receiver relative to transmitter during pass o f  LEO
satellite at 769km altitude
Assuming that beams may be formed as in figure 19 of chapter 4, the limit on Doppler 
spread will usually be from the central beams since this is where the Doppler effect is
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changing most rapidly. Figure 37 shows the difference between the time-frame of the 
satellite and the time-frame of the mobile terminal as the coverage footprint moves 
across the mobile terminal. This time variation is defined as 
 ^ bit rate received (measured at receiver)
J)it rate transmitted (measured at transmitter)
Figure 37's time axis also shows how quickly the satellite passes from the horizon, 
overhead and to the opposite horizon. Doppler frequency spread is a function of both 
spot beam size and satellite velocity, both of which vary with orbital altitude. For a 
specified antenna size (for example one producing a 20° beam width), the combined 
effect is a monotonie reduction in maximum spread of relative velocity as orbital 
altitude increases, as shown in figure 38.
- 1 X 100%.
Spread in relative 
velocity (km/s)
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Figure 38 Spread o f relative velocity as a function o f orbital altitude
The maximum Doppler frequency spread will be for the lowest LEO satellites. Using 
the baseline 769km altitude LEO as an example, with 20° spot beam widths across their 
smallest axis, the satellite coverage footprint can be split into 6 spot beams across the 
footprint diameter in the direction of motion (see section 4.4). This results in a 
maximum difference of 2.6km/s between the relative velocity of the satellite and a 
mobile terminal at one edge of the beam and the relative velocity of the satellite and a 
mobile terminal at the opposite edge of the beam. This difference will be observed in the 
beams closest to the sub-satellite point.
7.4.6. Size of Guard Bands
The maximum relative velocity of a stationary mobile terminal at the edge of the 
coverage footprint of a 769km altitude LEO satellite is ±6.6km/s. In the 2GHz satellite 
FPLMTS frequency band this equates to ±44kHz of Doppler shift on a 2GHz uplink 
carrier and ±49kHz of Doppler on a 2.2GHz downlink carrier. These are the values of
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"jc" in the discussion in sections 7.4.2 and 7.4.1 respectively, so an 88kHz guard band is 
required between uplink FD/TDMA carriers used by different satellites and 44kHz is 
required between satellite and terrestrial uplink frequency bands. If frequency re-use can 
be planned to ensure that large blocks of spectrum will be used exclusively by only one 
satellite at a time then the number of guard bands required is significantly reduced. 
Assuming that this can be achieved then guard bands can be eliminated between all 
uplink carriers on a given satellite transponder by pre-shifting uplink frequencies 
according to the received frequency of a pilot signal from the satellite. This adds 
complexity to the mobile terminal but the improvement in spectral efficiency is very 
worthwhile for TDMA and absolutely essential for the viability of FDMA as multiple 
access schemes.
Downlink frequency guard bands are reduced by splitting the satellite coverage footprint 
into spot beams created by the satellite antenna system. The size and shape of the spot 
beams are determined by the satellite antenna patterns and can be tailored to meet the 
specific requirements of minimizing Doppler spread across the spot beam. In section 4.4 
the worst LEO case, with 6 spot beams, was chosen as a baseline for this thesis. If this is 
the worst case, the maximum spread in relative velocity across a spot beam in FPLMTS 
will be 2.6km/s. This corresponds to a downlink Doppler frequency spread of 19kHz. 
Therefore downlink frequency guard bands of 19kHz should be allowed between 
FD/TDMA satellite downlink carriers used by different satellites and 9.5kHz between 
satellite and terrestrial downlink carriers.
For both uplinks and downlinks, a suitably designed CDMA scheme can eliminate the 
need for frequency guard bands between FPLMTS carriers altogether. Only one guard 
band is then required, the 9.5kHz guard band between the satellite FPLMTS downlinks 
and other non-FPLMTS services at 2.2GHz.
Receivers will need to be able to acquire carriers across the ±49kHz range and to track 
the carrier once in lock. The maximum acceleration relative to a terminal on Earth that 
can be expected is for the 769km LEO satellite passing directly overhead and is 64m/s/s. 
As this is an order of magnitude greater than the acceleration of a car, this figure will 
determine the tracking loop bandwidth. For the 2.2GHz downlinks the loop must be 
capable of tracking a 470Hz/s change in Doppler frequency shift. To eliminate guard 
bands between carriers used by the same satellite, the mobile terminal must also be able 
to measure the received carrier's Doppler frequency shift, calculate the offset required 
for its transmission and pre-shift its own carrier frequency by the correct amount, which 
will be in the range ±49kHz. The accuracy of this operation will determine how much 
residual guard band needs to be left between carriers within the same satellite carrier 
group.
7.5. Design Objectives
So far this thesis has concluded with the following design objectives that affect channel 
assignment mechanism design:
• Satellite terminal cost must be low
• Satellite service needs very high availability
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•  Rapid handover between different satellites in the sky is necessary to evade 
shadowing because it is unlikely that satellite links would be endowed with 
sufficient margin to ensure communications through weak reflected signals
• FESs may control multiple satellites and share satellites with other FESs
• To improve spectral efficiency FDMA and TDMA carriers used on the same satellite 
are best assigned in groups next to each other in the frequency spectrum.
Criteria for assessing the suitability of these handover mechanisms are the spectral 
efficiency of the channel assignments and the grade of service that can be offered using 
them, in terms of the probability of a call being dropped and the transparency of 
handovers.
7.6. Satellite System Model
To simplify discussion the satellite FPLMTS network is defined with functional 
channels rather than physical radio channels. In a practical implementation, some of 
these functional channels may be combined or further sub-divided and the physical radio 
channels would be separated from each other in one or more of the time, frequency and 
code domains. The four functional channels used in this description of traffic channel 
assignment are:
• Paging Channel, broadcast by the FES to all mobile terminals in idle mode within a 
satellite spot beam. It contains a variety of information including a list of mobiles 
which have incoming calls, a pointer to the Access Channel, Traffic Channel 
assignment information and the FES’s location area identity
• Access Channel, a random access uplink channel monitored by the FES for mobile 
terminals to respond to Paging Channel pages, request outgoing calls and notify the 
network of its changing location;
• Downlink Traffic Channel, a data bearer carrying a customer’s traffic from the FES 
to the mobile terminal;
• Uplink Traffic Channel, the corresponding data bearer to the Downlink Traffic 
Channel carrying the customer’s traffic from the mobile terminal to the FES.
The Uplink and Downlink Traffic Channels are assigned on demand as a Traffic 
Channel Pair from a Traffic Channel Pool, which is radio channel resource for many 
Traffic Channels. Traffic Channel Pairs are held for the duration of the channel 
assignment (including during speech pauses) and thereafter are returned to the Traffic 
Channel Pool. Traffic Channels are fixed bit-rate for the duration of their assignment.
Paging Channels and Access Channels are permanently held by an FES.
7.7. Fixed Frequency Re-use Planning
There are a number of approaches to selecting traffic channels. Channel assignment 
within first and second generation terrestrial macro cellular networks is usually done 
according to a fixed frequency re-use plan where channels are assigned to cell sites
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according to a fixed channel assignment plan. This is planned when the system is 
installed, to ensure a sufficiently large minimum frequency re-use distance to guarantee 
that co-channel interference is always below an acceptable level.
3000km
—  edge of4724km 0  satellite footprint (6.3° elevation contour)
  edge o f 1785km 0  spot beam (~3dB gain contour)
r sub-satellite point
Figure 39 Tessellation o f beam patterns over the Indian Ocean at equatorial latitudes
Because of the continual convergence and divergence of satellites in a constellation of 
non-GEO satellites, the coverage footprints of satellites will often overlap and the area 
of overlap will be changing all the time. Figures 39,40 and 41 show an example of this 
happening for the 769km altitude LEO satellites of figure 15, each with the seven fixed 
spot beams of figure 18(a). Because it is difficult to use these moving satellite coverage 
areas as the cellular basis for a fixed frequency reuse plan, a geographically fixed 
cellular pattern is favoured. Satellites’ coverage footprints move over the geographically 
fixed cellular pattern so satellite spot beams need to take on the characteristics of 
whichever cells they illuminate as they move into them. The spot beam pattern formed 
by the satellite’s antennas can either be a fixed pattern, in which case a cell’s calls will be 
handed from beam to beam as the satellite moves over the cell, or the spot beams could 
be steered to each track an individual cell in the coverage footprint. The latter solution 
ensures that the mobile terminals are located in the centre of the spot beam where the 
link budget is best and that interference to mobiles in other cells is reduced, although 
this reduction is so slight that it does not enable a shorter minimum frequency re-use
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distance to be specified. It also almost eliminates the need for handovers between beams 
on the same satellite.
3000km
edge of4724km 0  satellite footprint (6.3° elevation contour) 
edge of1785km 0  spot beam (~3dB gain contour) 
sub-satellite point
Figure 40 Convergence o f beam patterns at 30°North over the Americas
A  frequency reuse plan is planned by permanently assigning channels to cells based on 
worst-case interference scenarios such that so long as the plan is followed, interference 
is guaranteed to be low enough not to affect communications. Some cells may be 
assigned more channels than others to accommodate traffic from cells where demand is 
expected to be greater than average. When channel assignment is required, the FES will 
select one of the free channels assigned to the geographic cell in which the mobile 
terminal is located and can begin to use it immediately.
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3000km
—  edge of4724km 0  satellite footprint (6.3° elevation contour) 
  edge of1785km 0  spot beam (~3dB gain contour)
sub-satellite point
Figure 41 Convergence o f beam patterns at 60°North over Europe
However, as with terrestrial cellular networks, spectral inefficiency results from
X an over-cautious minimum re-use distance being specified for the worst case
condition (i.e. best-case propagation condition), which fixes an artificially low level 
of frequency re-use across the whole system, and
X the lack of capability to adapt to uneven traffic demand by allowing unused traffic 
channels assigned to one cell to be used in another cell where there is more offered 
traffic than there is Traffic Channel resource.
7.8. Dynamic Channel Assignment
DCA was proposed by Cox and Reudink in 1972 to improve efficiency [COXl, COX2, 
C0X3, ENGEL]. DCA is currently used only in cordless pico-cell systems, such as CT- 
2 and DECT [ERIKSSON], where a vacant channel is selected at the start of a call and 
held for the duration of the call. It is not currently in use in terrestrial macro-cell systems 
but is being proposed for FPLMTS as a means of increasing spectral efficiency by 
circumventing the two constraints described above [BECK]. In principle, it can take 
advantage of locally poor propagation conditions (in built-up areas, for example) to
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allow frequencies to be reused more often by allowing the dynamic selection of traffic 
channels according to real C/I ratios measured at the time of channel assignment on the 
radio link that would be used for communication. In this way traffic channel 
assignments also follow customers’ actual traffic demands rather than a static pre­
determined plan and it can be shown that large spectral efficiency gains can be achieved 
[NETTLETON]. DCA is particularly effective where traffic demand is not uniformly 
distributed geographically, when DCA will concentrate resources on the most heavily 
used spot beams. Purely DCA can be conceived where all mobile terminals and FESs 
can select any traffic channels from a single pool of channels. Also hybrid schemes can 
be considered, where some channels are assigned to FESs in a fixed re-use plan and 
there is a pool of traffic channels for dynamic assignment to any FES where there is too 
much offered traffic for the fixed assignment of traffic channels to handle. Hybrid 
schemes can be useful to limit the large processing overhead of choosing a traffic 
channel from a very large pool of traffic channels.
7.8.1. Introduction to DCA
Without information from all other FESs, both an FES and its mobile terminal must 
monitor their receive channels to determine if a particular Traffic Channel is in use. In 
addition Uplink and Downlink Traffic Channels need to be paired such that, for any 
two-way link, if traffic can be detected on one channel then the return traffic is 
guaranteed to be on the paired channel.
Satellite A
Satellite E
Figure 42 Uplink carriers from  mobile terminals in overlapping satellite coverage
areas, one in a shadow
Consider the uplinks example in figure 42. An FES is attempting to assign a Traffic 
Channel through satellite B for communications with mobile terminal D. It can deduce 
from its reception of G’s uplink transmissions that the proposed uplink and downlink
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pair must already be in use between C and some other satellite (in this case A) and avoid 
co-channel interference by selecting another Traffic Channel pair.
If the Traffic Channel Pool contains a large number of channels, then the FES may have 
to check many channels before it finds a vacant one. This search would therefore be 
implemented as a background task that FESs perform continuously using a spare 
receiver. (If there is no spare receiver, then the FES is fully occupied and any call 
request would have to be blocked anyway.) Obviously the FES knows what Traffic 
Channels it is actively using itself, so it listens to the other Uplink Traffic Channels and 
compiles a shortlist of several candidate unused Traffic Channels ready for the next call 
request.
Satellite A
Satellite E
r r
D
Figure 43 Downlink carriers to mobile terminals in overlapping satellite coverage
areas, one in a shadow
Figure 43 illustrates the corresponding downlinks to figure 42. Consider what happens if 
satellite A receives a call request requiring communications with mobile terminal 0 . An 
FES using satellite A could not detect mobile terminal D’s uplink because of an 
obstruction in the radio path (refer back to figure 42) and therefore does not know that 
the Traffic Channel is in use. Fortunately mobile terminal C is in a position to detect 
satellite B’s downlink and can therefore determine for certain whether or not the Uplink 
and Downlink Traffic Channel pair are in use. From figure 42 note that mobile terminal 
D could not have detected that A was already using the proposed downlink because it is 
in a radio shadow - the FES must check that the Uplink Traffic Channel is unused and 
the mobile terminal must also check the Downlink Traffic Channel before any 
transmissions begin.
Hence on receipt of an Origination Message (or an incoming call Page Response 
Message) on an FES’s Access Channel, the FES cannot immediately assign a Traffic 
Channel pair without first getting the mobile terminal to check that the proposed
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downlink is not in use. Therefore it sends a Channel Assignment Message to the mobile 
terminal on the Paging Channel and then listens to the Uplink Traffic Channel and waits 
for the Traffic Channel Preamble. When the mobile terminal receives the Channel 
Assignment Message on the Paging Channel it switches to listening to the assigned 
Downlink Traffic Channel and listens for a set period to ensure there is no traffic 
already using the channel. If the channel is vacant, it begins transmitting the Traffic 
Channel Preamble on the Uplink Traffic Channel, otherwise it returns to listening to the 
Paging Channel. If the FES has not received the Traffic Channel Preamble before a set 
time-out period it transmits another Channel Assignment Message on the Paging 
Channel to try a different candidate traffic channel pair. This process repeats as often as 
necessary until the mobile terminal is able to respond with the Traffic Channel 
Preamble on a vacant traffic channel. This sequence of events is shown in figure 44.
Mobile Terminal FES
Detects dialling and 
SEND.
Sends Origination Message 
(2)
Listens to Downlink 
Traffic Channel for a set 
period of time.
If channel is occupied, 
goto (1).
If channel is vacant, sends 
Trajfic Channel Preamble
Acquires the Downlink 
Traffic Channel.
Begins transmitting null 
Traffic Channel data
-Access Channel. 
-Paging Channel.
Uplink Traffic
Channel
Downlink Traffic
Channel 
Uplink Traffic
Channel
Selects a candidate traffic 
channel.
Sends Traffic Channel 
Assignment Message
(2)
Listens to Uplink Traffic 
Channel for a set period 
of time.
If Traffic Channel 
Preamble is not detected 
before timeout then goto
CD-
Otherwise acquires the 
Uplink Traffic Channel. 
Sends Traffic Channel 
Preamble
Begins transmitting null 
Traffic Channel data
(Channel assignment completed)-
(1)
Listens to Paging Channel 
for another Channel 
Assignment Message.
Goto (2)
-Paging Channel—
(1)
Selects another candidate 
traffic channel.
Sends another Channel 
Assignment Message
Goto (2)
Figure 44 Call flow  showing DCA fo r  a mobile terminal originated call
For completeness, consider figure 45 depicting both mobile terminals in radio shadows. 
In this case it is impossible to determine if a proposed Traffic Channel pair is in use but 
it does not matter. The radio shadow ensures that no co-channel interference occurs and 
this actually increases frequency re-use. However, if either mobile terminal moves out
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of its shadow interference will result and a rapid handover will be required (as described 
in section 6.5,4). A slight increase in the number of handovers occurring may be one of 
the effects of using DCA.
Satellite A
Satellite E
\
ff l FI ffl 
F I FI FI
ifl ra ra 
ra 11 m
iD F
Figure 45 Downlink carriers to mobile terminals in overlapping satellite coverage
areas, both in shadows
7.8.2. Simulation Model
To quantify the capacity gains attainable using DCA in place of fixed frequency re-use 
plans, a computer model of a 100 Traffic Channel DCA system operating on the 769km 
baseline LEO satellite network was constructed. Details of the model used are presented 
in appendix A. Over thirty million call requests were simulated on a model of the LEO 
system and DCA algorithms, written in K&R C. Thirty scenarios were simulated to 
cover a range of different offered traffic intensities at the centre of each of the spot beam 
patterns shown in figures 39 (Equator), 40 (30°N) and 41 (60°N), showing the effects of 
varying amounts of satellite footprint and spot beam overlap. For comparison, the 
performance of a geographically fixed cell frequency re-use plan was studied 
analytically for the same satellite system.
The full results of the DCA simulations are presented in appendices B and C and are 
discussed further later in this chapter. The results show the capacity of the simulated 
system to be approximately 4.3 channels per l,000,0001mf for a 100 channel pool, 
producing satisfactory blocking and dropping probabilities.
The capacity of this model was compared with the capacity of a fixed frequency re-use 
plan that was constructed analytically for the same network model (see appendix A). To 
ensure the same channel characteristics as the DCA algorithm, a 27 cell frequency re­
use pattern is required for the model, offering 1.79 channels per l,000,000km^ for the 
100 channel pool.
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These results demonstrate the opportunity to potentially increase the satellite system 
capacity by a factor of 2.4 over the fixed re-use plan capacity by employing the 
simulated DCA algorithm. This increase is a similar order of benefit to those quoted for 
the terrestrial cellular DCA simulation work, for example the increase by a factor of 3 
that has been reported in [NETTLETON].
In summary, DCA in the satellite environment is possible and produces efficient use of 
spectrum. A means of measuring received signal power and downlink C/I ratio is 
required at the mobile terminal.
7.8.3. Potential Complications
For the mobile terminal, measuring the received signal power of Paging Channels and 
the downlink C/I ratio in potential Traffic Channels are similar operations. Each 
involves the rapid re-tuning of the receiver frequency synthesizer to the frequency 
spectrum window in which the relevant channel should be and the integration of 
received energy in the window’s bandwidth over a short period of time. For Paging 
Channels the end-value of this integration represents the power of the Paging Channel 
carrier, which would be recorded for comparison with other Paging Channels. For 
proposed Traffic Channels, the end-value of this integration represents interference 
power, which must be below a threshold defined by C/I^ iock C (the expected 
received carrier power) for the mobile terminal to be able to start transmitting. It should 
be noted that frequency synthesizers capable of rapid re-tuning are expensive but their 
use is essential for DCA. However, a cellular system’s location registration mechanism 
may require their use for Paging Channel scanning even if DCA is not employed.
Section 7.4 shows that for FDMA and TDMA multiple access schemes, wherever there 
is a possibility of different satellite footprints overlapping then very large frequency 
guard bands are required (up to 88kHz at 2GHz) between Uplink Traffic Channels used 
by different satellites. No guard bands need be left between channels assigned for 
communications with the same satellite. It is therefore preferable to always assign 
Traffic Channels using the same satellite adjacent to each other in the frequency 
spectrum. In a DCA scheme FESs can give priority to unused Traffic Channels that are 
adjacent to Traffic Channels active on that satellite by proposing these to the mobile 
terminal first. Since all FESs would be doing this, channel assignments will tend to 
group themselves into blocks of channels, one for each satellite, within which there is no 
need for frequency guard bands to be left. The simulations used a very rudimentary 
algorithm to group assignments and because the scheme is highly dynamic, these blocks 
fragmented and shifted around the frequency band. A better algorithm could be 
conceived to sort the candidate unused Traffic Channels into an order that fills in small 
gaps between existing assignments first and the resultant spectral efficiency should be 
quite acceptable.
A more significant consideration will be the relative Doppler shifting of Downlink 
Traffic Channel frequencies with respect to those used by different satellites as satellites 
move about the sky. This will either
lobert J  Finean 1996  ©  British Telecommunications p ic  1993-94  ©  Kokusai Denshin Denwa Co., Ltd. 1993 101
Chapter 7 Satellite Channel Assignment
•  complicate the mobile terminal’s monitoring of proposed downlink channels at the 
edges of a satellite’s block of carriers so that the terminal widens its measurement 
bandwidth to include the guard band or
• cause some premature handovers to allow mobile terminals to escape from 
interference if another carrier drifts in from the guard band.
7.8.4. Limiting the Number of Traffic Channel Proposals
One major problem with DCA is that when the system is being heavily used, there is a 
high probability that a FES’s candidate Traffic Channel Pair will be found to be in use 
when the mobile terminal tests the proposed Downlink Traffic Channel. This implies 
that there may be many recursions of the "propose a new Traffic Channel and test the 
proposed Downlink Traffic Channel" loop before a vacant channel is found, taking a 
significant increasing handover and call set-up time. How much time is consumed 
depends on the set period for which the mobile terminal must monitor the proposed 
Downlink Traffic Channel (which depends on how voice activation is being used and on 
the average shadow duration^), the traffic intensity being offered to the satellite system 
and the amount of radio path obstruction that is occurring.
The average number of channel assignment retries can be quantified to see what the 
mean speed of channel assignment will be. Channel assignment is the longest delay in 
the handover process unless the mobile terminal is equipped with two receivers such 
that conversation and the channel search can continue simultaneously. As such it 
directly affects how intrusive handovers are to the conversations of customers using 
low-cost single-channel versions of satellite compatible terminals. Without making bold 
assumptions about the frame structure of the Downlink Traffic Channel it is not possible 
to predict exactly what the set period for mobile terminal monitoring of the Downlink 
Traffic Channel should be but a period of around 250ms is ample for RE re-tuning and 
monitoring of the channel (as long as a voice de-activated carrier is still detectable) and 
can be used as a rough estimate.
The probability of any given channel being in use increases as traffic intensity increases. 
The FES improves the probability that its proposed Traffic Channels will be unused by 
previously checking the Uplink Traffic Channels. Therefore the probability that a 
proposed Traffic Channel is in use will also depend on the radio propagation conditions 
in the beams covering the mobile terminal - if there is much radio shadowing then the 
probability will be higher than if there is none. The only thing certain is that "Pr(in 
use)", the probability that a proposed Traffic Channel is already being used, increases as 
traffic intensity increases and increases proportionally to some measure of average radio 
path obstruction. The probability is the same for all proposed Traffic Channels so the 
probability of having to consider n different proposed Traffic Channels is
^The average duration of radio shadows is longer for higher altitude constellations and shorter for LEO 
satellites which move faster. When shadow durations are expected to be long (for example MEOs) then 
carrier monitoring can be for a short period and the channel assignment should be made to take advantage 
of the shadow for as long as it lasts (see section 7.8.1). Problems only occur in a very rapidly changing 
shadow where shadow durations are about the same as the time taken to complete the channel assignment. 
In this case, handover may be forced very soon after the channel assignment when interference begins at 
the edge of the shadow. This is more likely for LEO but not anticipated to be a major waste of resources.
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Pr(«) = Pr(w-1 unsuitable considerations) x Pr(l suitable consideration)
= (Pr(in use))"-i x (1 - Pr(in use)).
The mean number of Traffic Channel proposals before a vacant Traffic Channel is found 
is
N  N
Mean number of proposals = %/z.Pr(n) = (1 - Pr(in use)) x %n.(Pr(in use))" i
n=\ n=\
which, for A  = a sufficiently large number of Traffic Channels in the Traffic Channel 
Pool, is an exponential rise in the mean time taken as traffic intensity increases. 
Evidently there will be a problem as Pr(in use) approaches 1, which happens when the 
system is approaching full occupancy. The number of retries on different Traffic 
Channels becomes exponentially larger as the number of vacant channels becomes 
smaller, resulting in pauses of many seconds before a Traffic Channel is found. In such 
circumstances the maximum number of proposals that can be tested on a satellite must 
be limited to that which can be done in 5 seconds, for example. Two options are 
considered: a lowest possible cost mobile terminal using a single receiver switchable 
between the communications modem and the interference power meter and a more 
expensive mobile terminal using a dual-channel receiver, one dedicated to 
communications and the other spare for interference power measurements^. If the 
channel assignment is for a handover then for the former, this represents a 5s break in 
communications. For the latter, there is no break in communications but the handover is 
delayed by 5s. Even if conversation can continue during the handover process, the 
Traffic Channel quality will be rapidly deteriorating as the satellite beam moves away 
from the mobile terminal or as the radio path obstruction changes and so long delays 
cannot be tolerated. Therefore a limit of 20 retries (5s delay) is set and
20
Mean number of proposals = ( (1 - Pr(in use)) x %M.(Pr(in use))"-^ )
n=l
20
+ 20 X (1 - ( (1 - Pr(in use)) x %Pr(in use)"-^ ) )
M=1
which is plotted in figure 46, along with the probability of this limit being reached 
without having found a vacant Traffic Channel.
Figure 46 clearly shows the breakdown of independent channel assignment as the 
system becomes congested and how the last few percent of channels are difficult to use. 
Without experimental results for the obstruction of non-GEO satellite radio paths it is 
not possible to infer what traffic intensity would result in Pr(in use) = 0.8, which is 
perhaps the maximum acceptable delay (average of 5 proposals, or 1.25s delay) and 
failed assignment probability (1.2% of calls either dropped or moved to a new satellite 
on handover).
dual-channel receiver requires duplication of the baseband multiplier and frequency tuning but a 
second demodulator is not required - DCA requires measurement of total power in a given bandwidth, not 
of a specific carrier. Both channels would share the same RF front-end.
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Figure 46 Mean number o f proposals fo r  mobile terminal to test and probability o f 
Traffic Channel assignment failing vs. Pr(in use), maximum 20 retries
Recognizing that not many channel assignments go beyond the 5th channel proposal and 
that the delay if they did would inconvenience customers, figure 47 shows what happens 
to figure 46 if the retry limit is moved down from 20 channels to 5 channels, 
representing an absolute maximum delay of 1.25s before the eall is either blocked, 
dropped or an inter-satellite handover is attempted. It appears that the probability of 
channel assignment failure is significantly raised in congested systems.
As indicated before, the relationship between offered traffic intensity and Pr(in use) is 
not elear. To clarify the relationship the computer model mentioned in section 7.8.2 was 
constructed with both 5 retry and 20 retry schemes and simulations were performed for a 
range of offered traffic intensities using both schemes. The complete results for a ceiling 
of 5 retries are presented and discussed in appendix B. The results for the 20 retry 
ceiling are presented and compared with the 5 retry results in appendix C. The results 
show that there is very little increase in call blocking and dropping probabilities when 
the number of channels that can be tested by the mobile terminal is reduced from 20 to
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5, as can be seen in figure 51. In fact, the reduction is beneficial by slightly increasing 
the capacity of the system, by as much as 15% in the simulations of equatorial coverage 
(see figure C4 of appendix C). To understand this, it is instructive to re-draw the right- 
hand side of figure 46 with the mean number of proposals made to terminals that were 
successful in finding a spare Traffic Channel on the satellite, excluding proposals made 
to terminals that did not find a channel on the satellite. This plot is shown in figure 48 
and is comparable with the simulations’ records of numbers of proposals made leading 
up to successful handovers to new Traffic Channels on the same satellite, shown in 
figure 49. These graphs have similar shapes when the offered traffic intensity is plotted 
on a logarithmic scale.
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Figure 47 Mean number o f proposals fo r  mobile terminal to test and probability o f  
Traffic Channel assignment failing vs. Pr(in use), maximum 5 retries
Figure 49 shows that the peak of the mean number of proposals varies depending on the 
interference from other satellites - the simulations at 60°North latitude have more 
satellite beam overlap than the simulations at 30°North and 0°North and all the curves 
have a different peak to the theoretical curve in figure 48. The curves show that on 
average, if a new channel has not been found within 5 proposals, it will not be found.
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which is why reducing the limit to 5 retries did not significantly raise the call dropping 
and blocking probabilities (see figure 51).
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As a result of these simulations, it is concluded that it is best to limit the number of 
Traffic Channel proposals to a small number and that increasing the number of retries 
allowed beyond this value is counterproductive. In the simulated system, the ideal value 
for this maximum appeared to be close to 5 retries. Initial channel assignment is less 
time-critical than handover assignments and more retries could be tolerated here but if 
the probability of a handover channel assignment failing is higher than that for initial 
assignment then the probability of calls being dropped at their first handover would rise. 
It is felt that a high blocking probability is better than a high call dropping probability 
and so exactly the same process should be used in both cases.
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For dual channel mobile terminals the limit of 5 retries is still recommended because a 
call is less likely to be dropped during a rapid handover and the capacity of the network 
would be reduced if the limit were raised. The reason for this reduction in capacity when 
the retry limit is raised is thought to be that FESs’ proposals beyond the optimum 
number of proposals are likely to be marginal cases where interference is only just 
acceptable. The addition of another mobile terminal to the interference environment 
causes more severe interference to other terminals than terminals using better Traffic 
Channels would. This interference then causes more rejections of other terminal’s 
channel assignment requests, resulting in less traffic being carried by the network. In 
effect, poor quality calls are being allowed to continue, causing potentially lower- 
interference calls to be blocked. The conclusion drawn from the simulation is therefore 
that bad interferers are better dropped than rescued by more thorough channel searches. 
This is consistent with accepted wisdom, which shows an actual drop in throughput in 
severely congested systems. The classic graph is shown in figure 50.
obert J  Finean 1996  ©  British Telecommunications p ic  1993-94  ©  Kokusai Denshin Denwa Co., Ltd. 1993 107
Chapter 7 Satellite Channel Assignment
I
Mild congestion
(throughput
rising)
Severe congestion
(throughput
falling)
No congestion 
(linear)
0
0
Mean requested calls in progress
Figure 50 Expected fa ll in throughput in an overloaded system
In summary, FESs make Traffic Channel proposals for mobile terminals to measure 
before communications can commence and the delay introduced by this iterative process 
needs to be minimized. Therefore a maximum limit is placed on the number of 
proposals that an FES will make before it refuses the channel assignment on a satellite. 
There appears to be an optimum value for this maximum, below which too many 
channel assignments would be refused and above which the total capacity of the 
network begins to fall. For the simulated system, the optimum was close to 5, 
representing a 1.25s delay before handover. For other systems the optimum is likely to 
be different.
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7.9. DCA Aided by Bulletin Boards
To speed the Traffic Channel selection process up a "bulletin board" system can be 
considered where each FES transmits the identities of all the channels that it is using on 
a control channel, such that a mobile terminal is able to check the usage of a Traffic 
Channel without having to tune into the Downlink Traffic Channel and listen to it 
directly. Note that the mobile terminal still cannot select the Traffic Channel by itself - 
referring back to the satellite downlinks, figure 43, mobile terminal D cannot even 
receive satellite A’s Bulletin Board Channel, which may include traffic from a different 
FES to satellite B. If it was to try to use the same Traffic Channel as mobile terminal 0  
is using to communicate with satellite A then satellite B’s downlink toD would interfere 
with C ’s reception of A’s downlink. However, if the FES was to suggest candidate 
channels for the mobile terminal to check then a FES using satellite B would never 
suggest the channel which C is using because it would have already checked the Uplink 
Traffic Channel and found that it was in use. The bulletin board scheme is therefore
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very similar to that previously described by figure 44 except that after sending the 
Channel Assignment Message the FES listens for a message on the Access Channel 
from the mobile terminal indicating whether the proposed Traffic Channel should be 
used or not and the mobile terminal uses the bulletin board to verify the proposed 
channel’s vacancy instead of listening directly to its downlink. Once a suitable channel is 
found and the mobile terminal has sent a message on the aloha Access Channel 
confirming that it will use the proposed Traffic Channel, it begins to transmit the Traffic 
Channel Preamble on the Uplink Traffic Channel and the Uplink and Downlink Traffic 
Channels are acquired as before.
It is questionable which process would be more rapid: direct monitoring of the proposed 
Downlink Traffic Channel by the mobile terminal or checking that the proposed Traffic 
Channel does not appear on any of the Bulletin Board Channels that the mobile terminal 
can receive (there may be several - one for each FES in each spot beam of each satellite 
whose coverage area the mobile terminal is within). The answer to this question would 
depend most on how much additional complexity can be added to the mobile terminal 
equipment. If the mobile terminal can compile and continuously update a complete list 
of all the Downlink Traffic Channels that it cannot use, ready for checking against when 
a FES proposes a Traffic Channel, then the bulletin board system would be the most 
rapid. This would require sufficient memory to hold the list and the ability to keep the 
list current even whilst communications are taking place on a Traffic Channel (so that 
the list is ready for handovers) - i.e. a dual-channel receiver. If a single channel receiver 
is being used then it can only compile the list after the Channel Assignment Message is 
received then re-tuning and listening to each complete bulletin board for each satellite 
beam would usually take longer than directly monitoring several different proposed 
Downlink Traffic Channels^.
Apart from adding to mobile terminal complexity the bulletin board system suffers from 
not being a direct measure of interference on the proposed radio link. The Bulletin 
Board Channel would be sufficiently close in frequency to ensure that the radio 
propagation is similar but there may be non-FPLMTS interference in the Traffic 
Channel bands that would be detected and avoided if interference was measured 
directly. Another drawback is that extra spectrum is required for the Bulletin Board 
Channel. The bulletin board should not be carried on the Paging Channel because it is 
best kept concise such that it can be read very quickly. Also, different Bulletin Board 
Channels would need to be transmitted in each satellite beam so that the information is 
local to the coverage of the mobile terminal. The Bulletin Board Channel would also 
require a higher link margin to ensure that its contents could be decoded and read in 
areas outside normal Traffic Channel coverage but where frequency re-use of channels 
would still cause unacceptable co-channel interference. Just because a Traffic Channel
^The best case is the same for both systems. If there is no overlap of satellite coverage areas then there is 
only one bulletin board to read but with no other satellites to interfere, the proposed Traffic Channel is 
certain to be unused. Hence both systems can confirm that the proposed Traffic Channel is unused very 
quickly. The worst case is also the same for both systems; it is where many satellite beams overlap. In this 
case a significant delay would occur during the sequential reading of multiple Bulletin Board Channels 
before the mobile terminal could determine if the proposed Traffic Channel is in use. However, with many 
overlapping beams the probability of the proposed Traffic Channel already being in use is high, so a 
number of proposals required from the FES before a free Traffic Channel is found may be high, as 
previously shown.
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signal is not strong enough to be able to receive and decode it does not mean that it is 
too weak to cause unacceptable interference with the mobile terminal’s proposed 
communications on the same Traffic Channel. DCA’s direct measurement of 
interference power would detect this interference because it does not need to decode the 
Traffic Channel.
So, for a bulletin board to be of value in speeding up Traffic Channel selection it must 
consume significant satellite power and spectral resources and extra complexity is 
required in the mobile terminal. As the disadvantages of bulletin boards appear to 
outweigh the advantage, their use is not recommended.
7.10. Hybrid Schemes
As mentioned in section 5.5, once FESs’ GCAs extend beyond the coverage of one 
satellite, FESs can begin to plan frequency reuse within their coverage areas. If 
information is shared between FESs then planning can take account of potential 
interference between FESs where coverage areas overlap. The objective of this extra 
planning is to speed up handovers by increasing the probability that a mobile terminal is 
able to accept an FES’s proposed Traffic Channel. For example, if the two Traffic 
Channels of the two satellites in figure 42 are operated by the same FES then the FES 
controller software could calculate that B and D’s Traffic Channel could be interfered 
with if A and C were to use it and not propose that Traffic Channel to C. If the Traffic 
Channels were operated by different FESs then information transfer between the FESs 
would be required to predict this interference scenario. Note, however, that whenever 
interference judgements are based on modelling rather than measurements, the full 
capacity of a pure DCA system cannot be used. For example, the shadowing in figure 45 
would not be predicted and exploited, whereas DCA would improve network capacity 
by using it.
The possibilities for such hybrid schemes are numerous, including:
• Using a fixed frequency reuse plan for most of the time to guarantee that the first 
Traffic Channel proposal is acceptable, only resorting to DCA techniques when the 
system is congested.
• Using dynamically planned frequency reuse, where FESs share sufficient 
information to practically guarantee that the first Traffic Channel proposal is 
acceptable by calculating theoretical interference conditions for the proposed 
channels in real time. This does not necessarily imply that all FESs have complete 
knowledge of the channel usage and beam coverages of all other FESs. Interference 
will only occur from those FESs that are near to the given FES, so only knowledge 
of data for those FESs is required. Exact beam coverages are not essential because 
what is calculated is effectively a fixed channel re-use pattern that changes with 
time. Like terrestrial fixed re-use patterns, this is based on constant re-use distances 
corresponding to worst-case conditions, making precise simulation of the radio 
environment unnecessary. What is required are the channel assignments in each 
beam within interference range and the approximate locations and coverages of each 
of these beams. From this information, look-up tables of beam overlaps and beams 
closer together than the minimum channel re-use distance can be calculated. Again,
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DCA would need to be used when the system is congested to realize the full spectral 
efficiency gains enabled by locally measuring interference and exploit the increased 
frequency re-use derived from poor propagation conditions.
• Planning capacities in a geographically fixed re-use pattern to match the non- 
uniform traffic demands across the FES’s GCA.
• Using the satellite’s predictable motion to plan handovers in advance. The satellite 
beam pattern in the 769km altitude simulated LEO is moving at 27,000km/h. It is 
safe to assume that no mobile terminal will be moving faster than this and therefore 
that handovers will always be to one of the beams following the current beam in the 
pattern. In fact, the motion of the mobile terminal is always insignificant compared 
with the motion of the satellite for any of the non-GEO satellite orbits that are being 
considered as candidates for FPLMTS. Handovers no longer occur depending on the 
statistically random motion of mobile terminals but depend on the motion of the 
satellite patterns, which is known. Because the motion is regular, the underlying rise 
and fall in C/I (ignoring fading and shadowing) can be predicted and handovers 
could be planned before their initiation using this information as described in 
chapters 5 and 6. Although satellite motion is complex at the seams in a 
constellation where satellites orbit the Earth in opposite directions, the motion is still 
deterministic and useful for planning handover.
In all hybrid cases, DCA can be used, and its capacity gains can be realized, as long as 
mobile terminals have the ability to measure the interference on a Traffic Channel 
before using it. Because channel assignment is under the control of FESs, advances in 
channel assignment techniques could be implemented by network operators without 
changes to the installed base of customer’s mobile terminals, allowing rapid deployment 
of new techniques in FES software. Such complicated hybrid schemes were not 
simulated. Specifically, it was not verified whether DCA could still realize the same 
capacity gains in a Traffic Channel Pool if all assignments were not made using DCA 
but some were made using planned assignments.
In conclusion, the FES can take control of nearly all handovers and execute them much 
more quickly than pure DCA can. The optimum channel assignment algorithm would be 
a hybrid scheme, combining DCA and FES planning within its GCA, with some of the 
features listed below:
• Initial channel assignment using DCA and subsequent handovers to be planned by 
an FES to maintain the same frequency reuse as far as possible
• Changes in coverage patterns are sufficiently deterministic that in many cases 
channel assignments can be determined before their being requested by mobile 
terminals, making handover very quick.
• Under unbalanced load, an FES can dynamically re-assign channels between 
satellites to match demand and re-configure carrier block assignments to maintain 
good spectral efficiency.
• Under heavy traffic conditions, DCA could take over from the faster handover 
algorithms to use the increase in capacity that it promises, which the planned 
channel re-use algorithms cannot achieve because they assume worst-case modelled 
propagation.
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•  FES control of handover implies simple upgrading of channel assignment algorithms 
as improved methods are found and even allows manual intervention to 
accommodate changing priorities in emergencies. DCA techniques themselves have 
a lot more scope for development with, for example, techniques using neural 
networks [SHIMADA] now being tried out. [JORDAN] presents an attempt to place 
an upper theoretical bound on the capacity gains that can be achieved.
7.11. DCA as a Means of Enabling Band Sharing 
Between Networks
Because DCA allows some reduced pre-assignment of frequency assignments, it enables 
FESs to use the same frequency bands without necessarily sharing information on 
frequency occupancy. This would enable multiple satellite network operators to operate 
and compete in the same frequency band whilst remaining completely independent of 
each other, providing that the expected received power levels and the handover 
thresholds were comparable. This last proviso stems from the requirement that the 
mobile terminal must be able to judge if its transmissions will interfere with another’s, 
so assumptions about the receive power and the receive bandwidth of the other terminal 
are implicit. For example, two similar TDMA networks might be able to coexist in the 
same frequency band but equitable sharing between CDMA and TDMA systems would 
be difficult, unless equitable meant that CDMA use was low enough not to interfere 
with or be interfered with by the TDMA system. The sharing of frequencies by different 
network operators would require detailed agreement between the operators to prevent 
unfair channel assignments and would be the subject of regulatory rule-making.
7.11.1. Satellite DCA’s Compatibility with Terrestrial DCA
DCA as proposed for terrestrial systems is very similar to the described satellite scheme, 
from the point of view of mobile terminal involvement. The satellite scheme 
successfully isolates the intelligence of the scheme at the FESs where additional 
complexity is less costly than at the mobile terminals. All that is required of the mobile 
is the ability to rapidly determine the interference level on a candidate Traffic Channel, a 
task that can readily be performed by measurement of the received power in the 
bandwidth of the proposed Traffic Channel over a short period of time. This method of 
sensing Traffic Channel occupancy is the same as that proposed in many terrestrial 
dynamic channel assignment schemes (e.g. CT-2 and DECT), so its implementation in 
mobile terminals could be common for terrestrial and satellite use.
The possibility of one channel assignment algorithm for all FPLMTS beckons 
consideration that the satellite frequency bands of FPLMTS might share the same pool 
of Traffic Channels with terrestrial FPLMTS networks. Figure 52 illustrates the 
application of DCA to terrestrial and satellite frequency band sharing.
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Satellite B
Cell Site A
Figure 52 Uplink carriers from  mobile terminals, one in a shadow, the other using a
terrestrial base station
Figure 52 is the equivalent of figure 42 where cell site A is now a terrestrial cell site, not 
a satellite. If power control is to be used on Uplink Traffic Channels (as it almost 
certainly would be) then the transmission from 0  will be just sufficient for 
communications to cell site A. It is highly unlikely that satellite B would be able to 
receive the signal and so there is no means of either B or D determining that this Traffic 
Channel is in use between A and 0 . If satellite B was to start using the Downlink Traffic 
Channel to communicate with D then that would cause unacceptable interference at 0 , 
so this channel assignment is unsatisfactory. Hence terrestrial and satellite carriers must 
be segregated because the received power levels of satellite and terrestrial carriers are 
very different. If not, a high power transmitter could mistake a carrier occupied by a low 
power transmission as vacant and cause unacceptable interference to the low power 
transmission. Even if equal receive power carriers were possible, out of band 
interference from the numerous terrestrial base stations in a satellite beam might 
collectively be sufficiently powerful to cause interference when it spills over into a 
satellite channel.
This scenario could also be a problem in purely terrestrial systems where two or more 
different types of Traffic Channel carriers are being used which operate assuming 
different received power levels or bandwidths at the receivers. In this case, it becomes 
very complicated to determine whether a Traffic Channel can safely be used or not. In 
such cases it would be much simpler to assign a different pool of Traffic Channels to 
each type of carrier. It is likely, therefore, that pico cell systems will need to be 
segregated from macro and micro cellular systems as well. Co-ordination between 
different systems might be possible if the uplink transmit powers and downlink received 
powers are made the same for any system. However, this is too fundamental a design 
restriction for such a diverse set of systems as FPLMTS. For example with satellites it
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implies restricting the spot beam sizes and antenna sizes, preventing the adoption of 
improved satellite technologies as they become available.
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Chapter 8 
UMTS Apphcation Support
The CEC sees UMTS as the broadband mobile access system to complement fixed B- 
ISDN access into people’s homes, schools and offices [UTF]. In confined pico-cellular 
environments UMTS will be able to fulfil this role with ample bandwidth (2Mbit/s) to 
fully support multimedia applications. However, UMTS is also supposed to provide 
communication at any time, in any place, supporting a total European market 
penetration of 50% of the population. It is recognized that priorities will differ in 
different environments, with some customers demanding high quality services while 
others might accept lower quality while demanding ubiquitous mobility. As was shown 
in section 2.5.6 and illustrated in figure 9, the reduction in bandwidth required to 
achieve ubiquitous mobility is large and the applications that UMTS supports will need 
to adapt to these diverse requirements.
This thesis has demonstrated why satellite access to UMTS will be valuable and how the 
UMTS Network Architecture will support satellites and their spectrally efficient channel 
assignment schemes. However, satellite access to UMTS will be of little use unless 
applications can adapt to it, a topic that has received less attention than it requires. The 
satellite component does not have to support all applications in full and application 
designers will want to specify what aspects of communication are most important for 
their applications. This chapter provides a survey of how UMTS might support its 
applications, as an introduction to work still required on UMTS and FPLMTS. It is 
instructive to compare this with [NAKAJIMA], a survey of standardization in this area 
in 1994.
8.1. Voice Telephony in Today’s Networks
To date, the driving force for telecommunications has been voice telephony. Terminals 
supporting voice telephony are ubiquitous, well understood by customers and simple to 
use. Networks carrying voice traffic have been carefully designed around the specific 
requirements of the application - a low delay, no echo and a 300Hz to 3.1kHz frequency 
response to match that of human speech. In different parts of networks, voice telephony 
is carried in different ways. Analogue is still used in most copper access networks, 
carrying the raw base band analogue signal. In transit networks a 64kbit/s PCM (pulse 
code modulation) [G.711] version of the base band signal is carried, which allows a 
faithful representation of the original information. Over core network radio links and
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cordless telephone channels, a 32kbit/s ADPCM (adaptive differential PCM) version is 
often used to conserve bandwidth, with some degradation of the original information. In 
radio access networks (such as second generation cellular networks), predictive voice 
coding is used to reduce the bandwidth to between 6.4kbit/s and 16kbit/s. To reduce the 
information carried, the voice coder and decoder have a model of the human voice 
permanently programmed in so that the information transferred on the communications 
link are the control signals required to make the model "speak" instead of the audio 
information required to recreate the original audio signal.
At each switch in the network consideration is given to voice telephony being handled 
using different coding on different links. In such cases the switch must be able to 
transcode between the two coding schemes with minimum loss of quality. This is 
usually achieved by conversion to 64kbit/s PCM, the standard G.711 interface for 
3.1kHz voice telephony codecs, then conversion to the outgoing coding standard. Voice 
coding techniques are all lossy in different ways, so each conversion degrades the voice 
quality.
In OSI terms, transcoding is a presentation layer function which means that even a basic 
switching function in the PSTN may need to work at the presentation layer rather than at 
the network layer, which is as far as switching functionality should go in an OSI 
protocol stack. Figure 53 shows how it is handledk
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Figure 53 Voice telephony crossing networks on the OSI protocol stack
^The OSI model is not very suitable to illustrate the voice telephony application. There are no session or 
transport layer functions to speak of, so the presentation layer (voice transcoders) and network layer 
(switching functions) are next to each other in the protocol stack anyway.
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8.2. Layered Communications Protocols
The OSI reference model layers protocols so that different applications can share the 
same transport protocols and networks. In a layered system, the interface between one 
protocol and that in the layer above and below is standardized so that a range of 
applications can work with a range of physical communications links. Layered 
communications protocols are favoured today in the computer networking industry 
because their encapsulation of functions into layers with defined interfaces makes 
system development simpler and allows layers to be re-used in different situations.
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Figure 54 WWW browsing over networks using TCP/IP
The most widespread example of a layered protocol stack is TCP/IP (transmission 
control protocol and Internet protocol) which has made application development for the 
Internet as simple as possible even though the underlying communications links form 
the most diverse and complex communications network on Earth today. Without the 
clear, well-defined distinction between network and application, WWW (world-wide 
web) browsing would have taken much longer to develop than the 12 months it took to 
dominate the Internet. Without TCP/IP, WWW would also have needed the direct 
support of the communications network switches and routers. Figure 54 shows how 
WWW browsing is an end-to-end application with no such application support in 
network switches.
8.3. Second Generation Facsimile Support
After voice telephony, facsimile is the next most popular application on public networks 
today. It is instructive to see how this has been supported in networks such as GSM and 
Inmarsat networks.
Facsimile was designed for the terrestrial voice telephony network using modem tones 
to convey the digital information. Thus the output of a fax modem is an analogue voice-
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band signal containing information to be carried transparently from end-to-end by 
analogue and 64kbit/s PCM networks. In setting up the fax call, the fax machines at 
each end of the link negotiate by testing short samples of modem data at various rates 
over the link to determine the highest data rate that the link can support with an 
adequately low bit error rate . It is effectively an end-to-end protocol detecting the 
capabilities of the communications network(s) in between to carry modem tones. It 
works well, for example detecting that a 32kbit/s ADPCM link in the network would 
not be able to support 28.8kbit/s or even 14.4kbit/s modem tones but can support 
9.6kbit/s.
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Figure 55 Facsimile crossing networks on the OSI protocol stack
In mobile networks bandwidth is a valuable and limited resource. Using 32kbit/s to 
carry sampled modem tones that only convey 9.6kbit/s of information is an unacceptable
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waste of resources. The solution is to demodulate the modem tones on entry to the 
mobile link and convey the demodulated data directly on the digital network using error 
correction designed for data. This breaks up the end-to-end protocol that was the 
original design for modem data as and makes it look more like the voice telephony 
model in figure 53 with transcoding at switches between dissimilar networks. Figure 55 
shows the modem standards used as the level of interworking for fax and all other 
modem data applications^. These V-series ITU modem specifications are used 
unchanged as hop-by-hop protocols in this model even though they were designed as 
end-to-end protocols. This potentially complicates call set-up where two mobile 
networks are involved. For example, consider a fax call from a GSM terminal to the 
core PSTN then on to an Inmarsat-M terminal. The maximum data rates available may 
be 6.4kbit/s over Inmarsat M, V.34 (28.8kbit/s) modem tones on 64kbit/s PCM through 
the core network and 9.6kbit/s over GSM. The GSM fax inter-working function would 
negotiate 9.6kbit/s for the GSM terminal’s fax application over the GSM link and the 
core network. The Inmarsat-M inter-working function finds that 9.6kbit/s does not work 
over the Inmarsat-M link and negotiates 6.4kbit/s with the Inmarsat-M terminal’s fax 
application instead. Now there is a problem because the GSM link and core network 
link both use end-to-end protocols as hop-by-hop protocols even though they are 
completely unaware of each other. To allow the Inmarsat-M link’s protocol to 
communicate back to the other two they must fall back further to 6.4kbit/s. The only 
way to do this is to stall the call and force a re-negotiation of the data rate from the 
Inmarsat-M end. Whilst the process (usually) works, it requires many seconds of 
signalling to do.
Looking forward to third generation mobile systems, the configuration of these links 
will be able to change on handover between different FPLMTS. Clearly a more 
advanced way to rapidly re-establish the best possible link from the resources available 
is required.
8.4. ISDN
PSTN applications like facsimile rely on V-series modem standards to inter-work with 
each other because they were the only well-defined interfaces in the industry. Even 
H.324, the new digital PSTN video-phone, uses V.34 modem tones to enable it to work 
with different networks without direct support for the application in inter-working 
functions. Arguably, the interworking of the V-series modem recommendations is a 
function of the session layer in the OSI protocol stack, even though the V-series 
recommendations themselves refer to the data link and physical layers. To date, mobile 
network operators have concentrated on implementing this interworking function 
reliably to support non-voice telephony applications. This has been difficult because the 
ITU-T recommendations do not standardize modem control. The Hayes command set is 
often implemented but frequently incompletely or with variations.
^Again, the OSI model is not ideal to illustrate the facsimile application. The ITU-T V series modem 
standards are data link layer specifications but the interworking functions that support the dialogue 
between co-operating fax processes on different systems are better described as the session layer. V.42 
error control, if it is used, would operate hop-by-hop, arguably in the transport layer.
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ISDN (integrated services digital network) was designed as a digital bearer network 
from the start, with signalling enhancements over the PSTN to make better use of the 
capabilities. Application requirements are signalled during call set-up, including 
bandwidth negotiation and ensuring that the right type of terminal answers the call 
(preventing the fax machine answering a voice call, for example). This was necessary to 
encourage the design of new applications to use the 64kbit/s data links to the full, such 
as H.320 video-conferencing (which is incompatible with H.324). B-ISDN (broadband 
ISDN), on which UMTS is based, also includes this feature. Unfortunately, the ISDN, 
like the PSTN before it, was designed for fixed terrestrial networks where bandwidth is 
not scarce and therefore lacks some features that would be useful for mobile networks. 
GSM has been built on ISDN principles, its signalling identifying the application to be 
carried.
Terrestrial ISDNs assume very low bit error rates from the communications channel, as 
do fax and video phone applications on the PSTN. Mobile channels suffer from bursts 
of errors making bit error rates much higher than the terrestrial channels unless error 
correction is used, raising bandwidth requirements. Experience with voice coding in 
digital mobile networks shows that there is a trade-off between voice coding efficiency 
and susceptibility to degradation of service in the presence of bit errors. When the 
redundancy in raw information is reduced the effect of errors in the information that is 
left is much more critical. In the GSM voice codec, for example, EEC is applied at 
different rates to different parts of the coded voice information depending on the 
importance of the information to the quality of the voice at the decoder. The voice 
information is arranged so that it can withstand the impairments expected when it passes 
through the communications channel.
Service Bit Error Rate
National 64kbit/s ISDN 1.3x10-^ (95% error free minutes)
International 64kbit/s ISDN 2.2x10'^ (92% error free minutes)
GSM 9.6kbit/s transparent 10-3
GSM 4.8kbit/s transparent 10-3
Inmarsat HSD 64kbit/s transparent 10-6
Inmarsat B 16kbit/s transparent 10-3
Inmarsat B 9.6kbit/s transparent 10-5
Inmarsat M 2.4kbit/s transparent 10-5
GSM 9.6kbit/s non-transparent 10-8
GSM 4.8kbit/s non-transparent 10-8
Table 7 Bit error rates o f various ISDN services. Error free minutes to bit error rate
conversion assumes non-bursty noise
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8.5. B-ISDN
B-ISDN will use an ATM (asynchronous transfer mode) interface which in the future 
will encourage splitting an application’s data into a number of virtual channels, each of 
which has its own quality of service requirements. This will be important for UMTS 
because the very important information can travel in a VC with high priority and the less 
important information travels in a VC that will be conveyed if there is capacity spare but 
will be discarded if the network is congested. This information will allow mobile 
networks to error correct the different parts of an application’s data in different ways and 
intelligently carry the most important data with an appropriate level of error protection 
as the application’s designers would intend. Then if a 6.4kbit/s mobile satellite network 
is required to access a terminal for a multimedia application, the network can selectively 
drop some parts of the multiplex whilst conveying the most important 6.4kbit/s, so that 
the customer can still use the application, albeit with reduced fidelity.
For example, a PC user may be editing a shared document whilst talking using audio 
and video to a person at the other end of a communications link who is contributing to 
the editing of the document. The PC may be capable of generating 2Mbit/s of data to 
provide a very high quality video conference and document exchange over a high-speed 
LAN, for example. To work over a basic rate ISDN link, however, the application needs 
to scale the quality down to a total of 128kbit/s and it is likely that different elements of 
the data multiplex should ideally be scaled down differently. A B-ISDN application 
would multiplex the data in say 8 different VCs, as shown in the example in table 8. The 
right-hand column shows what data a 9.6kbit/s satellite link might convey, with a non­
transparent acknowledgement protocol such as TCP running end-to-end for the critical 
document and control data.
VC Content Priority Peak bit 
rate
Acceptable Implementation 
HER over satellite link
1 Control channel Very high 256bit/s 10-8 Non-transparent
2 Document data Very high 2.4kbit/s 10-8 Non-transparent
3 3.1kHz basic telephony Very high 4.8kbit/s 10-6 3/4 rate EEC
4 3.1kHz telephony 
enhancement
High 16kbit/s 10-6 Not carried
5 MPEG4 basic video Medium 16kbit/s 10-8 Not carried
6 7kHz audio enhancement 
(G.722 SB-ADPCM)
Low 48kbit/s 10-8 Not carried
7 MPEG2 basic video Low 720kbit/s 10-8 Not carried
8 MPEG2 video 
enhancement
Very low IMbit/s 10-8 Not carried
Table 8 Virtual channels in B-ISDN multiplex o f an example shared document and
video conference application
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8.5.1. An API for B-ISDN
ATM now has Q.2931 and UNI 3.1 and UNI 4.0 signalling protocols defined to set up 
these VCs on demand at layer 2 of the OSI model. Elements of what these support are 
evident from the terrestrial and mobile systems described so far and from ISDN’s CAPI 
(common application programming interface). Clearly, to enable rapid deployment of 
new applications such as Netscape, the application developer needs a stable 
communications platform that allows visibility and adaptation of the numerous different 
networks through which the communications channel is routed. IP is under revision at 
the moment and IP version 6 promises to support varying bandwidths and priority 
guarantees for VCs at OSI layer 3.
8.6. Mobile Multimedia
The UMTS task-force is now driving ETSI’s development of UMTS. This initiative will 
ensure that UMTS develops as a broadband mobile solution to support higher data rate 
applications than GSM and DECT can evolve to. Second generation systems may 
benefit from a degree of compatibility with the network architecture of UMTS just as 
mobile networks benefit from interconnection with the PSTN and ISDN. Satellite 
networks will not be able to offer very broadband services to a hand-held terminal but 
will benefit from compatibility with UMTS insofar as applications can adapt to the 
communications channels available in the environment that they are used in. This is why 
scaleable applications will be so important to UMTS.
8.6.1. T.120
To guarantee inter-operation between similar multimedia applications, ITU-T has 
designed T.120 as the data multiplex protocol for multimedia conferencing. T.120 
should enable data conferencing to work over a heterogeneous network in the future. At 
the moment, H.320 is used on the ISDN, H.234 on the PSTN and ProShare or CU- 
SeeMe is used on LANs to video-conference, for example. All of these are incompatible 
with each other. T.120 offers multi-point connections over heterogeneous networks, too. 
Unfortunately, a look at the T.123 transport stack profiles defined so far shows all the 
fixed networks are supported but there is no mention of mobile. For example, the bursty 
nature of errors on radio links is not considered in the design of the T.120 multiplex, 
resulting in a tendency to lose synchronization when errors occur.
8.7. Future Work
Fortunately, B-ISDN and T.120 are still being developed and will be completed in about 
the same time scale as UMTS. This currently presents an opportunity for developers of 
UMTS to work with the developers of B-ISDN and T.120 to create a mobile-friendly 
multimedia network standard instead of retrospectively adopting a sub-optimum fixed 
standard later. The development of IP version 6 might try to encapsulate mobility in the 
Network Layer of the OSI protocol stack [BHAGWAT], which might prove to be a 
restrictive generalization. The UMTS Network Architecture provides network services 
to allow handover of live calls between different networks as customers move about. 
Because of the diverse range of FPLMTS, applications will need to be able to adapt 
rapidly to new channel characteristics at handover to make the handover as transparent 
as possible to the customer. This aspect of FPLMTS will take considerable time to
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resolve and be implemented in correspondent networks, so work towards this must start 
now. CU-SeeMe already intelligently adapts its presentation of the application 
depending on the data throughput it can maintain through the communication link [Cl]. 
At its worst, CU-SeeMe looks like a slide-show with reasonable quality narration but 
can scale up to full-motion video as communication resources increase. This automatic 
adaptation will be the key to FPLMTS’ applications’ success.
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Chapter 9 
Conclusions
FPLMTS is a collection of systems working together to provide harmonious services 
around the globe. UMTS is one of the FPLMTS, designed in Europe for broadband 
applications. Flexibility will be vital for FPLMTS to gain global acceptance and provide 
a convergent point for a diverse range of developments in different regions of the world.
The new satellite consortia (apart from Inmarsat-P) do not use the FPLMTS frequency 
spectrum and therefore do not need to comply with FPLMTS recommendations. They 
will require compatibility with FPLMTS if they are to deliver the following benefits:
• Wide area, low capacity, mobile coverage matching rural demand integrated with 
high capacity terrestrial mobile networks in populated areas;
• Emergency service;
• Service at FPLMTS’ debut, while expensive terrestrial infrastructure is still being 
built.
FPLMTS’ radio interfaces will remain distinct and mobile terminals will be designed to 
operate with a small selection of the possible alternatives. FPLMTS customers will be 
able to select from a range of offerings from 2Mbit/s service indoors to 2.4kbit/s 
anywhere on Earth to their hand-portable terminals. Higher bandwidths will be available 
to larger terminals. Apart from the variation in data throughput, the radio interfaces 
between the mobile terminal and the base station or FES will be of little interest to 
FPLMTS customers. The mobile terminal’s applications’ user interface will harmonise 
the service from different radio environments to the user. A standard UMTS Network 
Architecture will harmonise the call control, routing and mobility services across the 
core FPLMTS networks.
9.1. Satellite Radio Interfaces
Chapter 2 demonstrates the need for multi-tier radio interfaces. The link budget shows 
the scaling down of data throughput that customers will experience when moving away 
from intensively served office environments to rural environments. Chapter 4 explains 
the benefits of features in satellite systems now being designed for the year 2000.
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Chapter 7 investigates channel assignment in depth. The study highlights a number of 
different ways to achieve efficient channel assignment and concludes that:
• DCA (dynamic channel assignment) can be 2.4 times more spectrally efficient than 
fixed frequency re-use planning for non-GEO orbits.
• DCA may take a second or so to assign a channel so should only be used at call set­
up and on as few other occasions as possible.
• FESs must be able to simultaneously control multiple non-GEO satellites to enable 
efficient handover between satellites
• If a single FES takes responsibility for communications with each mobile terminal 
then the FES can plan handovers between satellites, allowing groups of mobiles to 
be handed over together, preserving the efficient channel assignment pattern that 
DCA creates, without the delay that DCA takes.
9.2. Standard UMTS Network Architecture
FPLMTS and UMTS are intelligent networks. This allows satellite networks to inter­
work with the IN model and is the main opportunity for convergence of networks in 
FPLMTS. The key model is the UMTS Network Architecture being standardized in 
ETSI from work done by the Race Monet project.
The UMTS Network Architecture defines a handful of functional entities, their role and 
their interfaces to each other. A satellite access network uses just three specialized 
functional entities:
• An FES (fixed Earth station), which takes complete responsibility for 
communicating between a core FPLMTS network local exchange on the ground and 
the mobile terminals within the FES’s geographically defined coverage area.
• Satellites, which can be a single GEO satellite or a number of non-GEO satellites 
passing through the link between the FES and mobile terminal.
• The mobile terminal, which will have a part of it dedicated to communications with 
the FES entity of a particular satellite system.
The functions are defined such that they may be distributed amongst the real entities in 
any satellite system. An FES must be able to guarantee coverage of a geographic area. 
Chapter 5 shows how for MEOs such as Inmarsat-P and Odyssey a single FES site can 
guarantee coverage of continents and oceans. For LEOs like Globalstar a single FES site 
can guarantee coverage of countries and regions but for oceanic coverage two (or more) 
sites may be required to jointly act as one virtual FES. For systems with inter-satellite 
links and on-board processing, such as Iridium, an FES site can communicate with the 
entire world and some of the functions of the FES network architecture entity may be 
performed on board satellites.
Functions are defined for all types of handovers and location updates, including between 
networks of different types (as long as the mobile terminal can support both types of 
network). Chapter 6 explains how these functions are useful in satellite FPLMTS.
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9.3. Terminal’s Applications’ User interfaces
On the other side of the radio interfaces to the FPLMTS networks are the terminals 
supporting the users’ applications. These applications also need to adapt to different air 
interfaces, just as the core network does. Furthermore the applications need to be able to 
operate with like applications on other terminals through heterogeneous networks. 
FPLMTS and UMTS are aligning themselves with B-ISDN to facilitate this but more 
work needs to be done to steer the multimedia community to consider mobile networks 
as access to their applications. In the UK mobile phone connections now outsell fixed, 
despite the apparent low quality of voice telephony on mobiles compared to the fixed 
PSTN. Mobile communication is going to be big business by next century. Bigger than 
"multimedia".
9.4. Towards the integrated Broadband 
Communications Network
EU research stimulated by the CEC’s Fourth Framework [FFW] will now continue 
beyond the exploratory and validatory Race programme into the "make it work" Acts 
(advanced communications technologies and services) programme, leading up to the 
implementation of Europe’s IBC (integrated broadband communications) network at the 
turn of the century. The CEC anticipates substantial roll-out of a terrestrial IBC network 
by 2000, before the integration of intelligence and mobility into IBC between 2000 and 
2005. The CEC does not expect a fully transparent IBC network to be widespread until 
2010. Realistically, the CEC may be right with these time scales for European mass 
market acceptance of service, following on from tentative market trialing as much as 
five years earlier. It is clear that the solutions for mobile IBC and the intelligence in the 
network and applications required to support it are required now. Acts project AC034, 
On the Move, is most relevant, including trials and validation of mobile multimedia 
applications and development of a uniform mobile application support environment and 
mobile API, both candidates for standardization into UMTS by ETSI.
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Appendix A 
DCA Simulation Model
This appendix documents a computer simulation of the performance of DCA algorithms 
in a 769km altitude LEO satellite system. The results of the simulations (presented in 
appendices B and C) show that DCA is able to realize 2.4 times the capacity of a 
geographically fixed frequency re-use plan in the LEO satellite radio environment and 
details the delays in processing handovers that can be expected when using the dynamic 
scheme.
A number of important observations regarding the implementation of Dynamic Channel 
Assignment algorithms were found through simulation and are discussed in chapter 7. It
is found that there is an optimum limit to the number of spare channels that should be
searched at handover and that allowing more thorough searches is counterproductive 
because it not only slows down handover execution but reduces the overall system 
capacity. It is also found that FESs must be able to communicate with multiple satellites 
at once to retain complete control of inter-satellite handovers. This avoids unacceptably 
long delays whilst the mobile terminal tries to find another satellite by itself.
A.1. Aims
The simulations were performed to verify the DCA algorithm and to compare its 
performance with a fixed re-use plan. The measures of performance sought were the 
capacity of the system and the grade of service in terms of blocking and dropping 
probabilities and time taken to perform handover for a range of latitudes and a range of 
traffic intensities.
A.2. Modei Employed
A.2.1. Satellite Constellation
For the simulation of carrier assignment performance a specific network configuration 
has to be assumed. Which orbit is chosen is unimportant for exercising the channel 
assignment algorithms as long as the orbit is non-GEO. A 769km altitude LEO is used 
for this channel assignment simulation since it represents an extreme case in that the 
relative motion between satellites and mobile terminals is fast, resulting in a lot of 
handover activity. The results obtained are also valid for MEOs at higher altitudes, the
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only difference being that the mean time between handovers will be longer, 
corresponding to the slower orbital velocity.
Figure 18(a) in chapter 4 shows the 7-beam per satellite pattern that is used, each beam 
being circular on the ground, having equal areas of 2,500,000km^. Figure 15 in chapter 
4 shows the 66 satellite constellation using 11 satellites^ equi-spaced in each orbit, an 
arrangement similar to the new Iridium constellation but using only 7 beams per 
satellite, instead of 48 on Iridium satellites, and slightly different orbits. The six polar 
orbits are spaced with right ascensions 32° apart so that the beam patterns just provide 
complete coverage over the equator, as shown in figure 39. One or more satellites are 
always visible with elevations of 6.3° or more above the horizon.
Figures 40 and 41 show the simulation beam pattern at 30°North and 60°North, 
respectively, where the satellite orbits are converging. Simulations were performed for 
these latitudes and 0°North, which represent a range of latitudes rather than any worst 
cases. For simplicity, during the simulation all the beam centres are assumed to move 
due north at 6664m/s as one pattern, so the patterns have regular sub-satellite point 
spacing^ to ensure that the beam spacing remains correct at the latitude of the observed 
area (exactly 0°North, 30°North or 60°North). In reality, these patterns would move on 
headings of 4°, 3.5° and 2°True respectively, but this direction is not significant for the 
simulation.
The software actually simulates the motion of the beam centres travelling due north at 
6,664m/s by moving all the mobile terminals due south at that speed. Whenever mobile 
terminals leave the southern edge of the mobility area they are wrapped around to the 
northern edge of the mobility area by moving them 6,800km due north.
A.2.2. Traffic Model
An exponential distribution is used to model call duration and the time between call 
requests (i.e. the call request process follows a Poisson distribution, simulating 
completely random call requests). The mean call duration is kept constant at 105.6 
seconds. The mean call rate is varied to provide traffic intensities that vary in terms of 
targets of mean calls in progress within the mobility area at any time from 100 calls to 
500 calls, assuming that all calls would be set up and finish successfully.
Mobile terminals are "created" whenever a call is requested on the offered traffic 
schedule. The initial position of each mobile terminal is random but within a mobility 
area, which is within the simulation area. The distribution of terminals within the 
mobility area is uniform. The motion of mobile terminals, even on the fastest of aircraft.
 ^Using this orbit it is possible to maintain complete coverage using only ten satellites per orbit. Eleven 
satellites are used here to provide additional overlap of coverage of satellites in the same orbital plane, 
facilitating handovers, and to allow more deviation in the station-keeping of satellite positions in their 
orbits.
^Note that the areas covered are so large that the top satellite of figure 39 is over 30°North and the top 
satellite in figure 40 is more than 60°North, so to show sub-satellite spacing over the coverage areas 
correctly, the satellite longitudes should be closer together at the tops of figures 40 and 41 than at the 
bottoms. However, since the continental outlines are for indication of scale only, this is not done: the 
satellite spacing all over the figure is the same so that they will be correct at the latitude of the relatively 
small observed area just by shifting the entire beam pattern up or down.
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is insignificant compared with the motion of the satellite beam pattern, so mobile 
terminals are assumed to be stationary for the duration of a call.
A.2.3. Propagation Model
C/I ratios and received power levels are continuously re-calculated according to a 
propagation model to account for satellite motions and the changing communications 
traffic.
A.2.3.1. Satellite Antenna Pattern
The simulation area is completely flat and is covered by a maximum of 91 circular spot 
beams. The seven 1785km diameter circular spot beams shown in figure 18(a) are 
formed by each satellite using an "isoflux" antenna that has a gain pattern that 
compensates for the variations in path losses across the satellite footprint. The 
performance of this antenna is assumed to be ideal, so the path loss x antenna gain 
pattern is the same in all seven beams.
Initially, the classic parabolic gain pattern was used, given in dB by the equation
G(6) = G„ - 3(e/eJ^
where:
G(0) is the gain at angle 0 from the beam centre (0 < 2.90y);
Gjjj is the maximum gain = O.OdB;
0y is the angle of the beam edge from the beam centre, i.e. 49° using "flat 
earth" geometry.
As the simulation model is of a flat, 2-dimensional space, 0 is obtained from the 
distance from boresight, r, using r = 769 x tan(0) km. The resulting "propagation model" 
is that shown by the thin dotted line in figure A l. The beam is so wide that the pattern's 
skirt projects above the satellite's horizon but interference is assumed to be negligible if 
the satellite is below the mobile terminal's horizon, i.e. the sub-satellite point is more 
than 2985km from the mobile terminal. This is a very simple model for a single feed 
circular nadir beam [REC672]. The initial verification tests of the simulation model 
proved that as a vehicle for evaluating handover mechanisms for satellites the antenna 
pattern proved to be insufficiently realistic, since there was excessive interference even 
thousands of kilometres away from the beam's nominal -3dB coverage.
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Figure A l  Antenna gain as a function o f distance from beam centre, normalized to OdB
at the beam centre
The proposal in [IRIDIUM] shows better defeating of the out-of-coverage interference, 
presumably by using a larger effective antenna area to steepen the roll-off and multiple 
feeds for each beam to construct a wider plateau for the nominal coverage area. To 
calculate the pattern factor of a multiple feed beam the individual patterns of each feed 
must be added together (in phase as well as in magnitude) to give the combined effect. 
Since a simpler mathematical model of such multi-feed patterns was not available, it 
was decided to abandon a mathematically derived model in favour of a simple model 
that is as close as possible to the pattern factor of Iridium satellites’ central beams. Since 
anything other than a parabolic shaped roll-off at the beam edge is a physical 
impossibility, this was preserved and the simulation model used is
G(0) = G ^ - 3 x
lei - V,
0b/2/.
where all the parameters are as before and e is the natural logarithm base. This is 
effectively the pattern of a narrower beam on one side of the boresight and the side of a 
different narrow beam on the other, ignoring all the interaction between the multiple 
narrow beams making up the pattern. Using 0^=47° this pattern closely maps to 
Iridium's claimed performance, outside the edge of beam contour. However, the
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simulation was programmed with 0^=49°, derived using a "flat-earth" model, and this 
was the pattern used as shown in figure A 1. It is not as good as Iridium's claimed 
performance but it is much better than the ITU-R Recommendation 672 pattern and was 
deemed to be suitable for the simulation. The discontinuity at -1.3dB at the boresight is 
not a problem for the simulation software, as much larger discontinuities would result 
from shadowing effects in reality. Using this model, the edge of beam is a (-3 x 0/g(e - 
1))2) = -3.9dB contour.
A.2.3.2. Shadowing, Fading and Thermal Noise
Because multipath fading occurs too rapidly for power control to follow the fast fades, 
power control is not used to compensate for multipath fading, only to compensate for 
shadowing effects. Rayleigh fading is not simulated, since it does not alter the 
thresholds at which handover becomes necessary or a call has to be dropped, which are 
defined by the C/I and received power when full transmit power is being used. A log­
normal distribution could justifiably be used to simulate shadowing effects. Without 
empirical measurements of the effect using LEO satellites, the terrestrial model (which 
corresponds to a LEO satellite's worst case, just above the horizon) would be used. The 
fades for signals to and from all beams on the same satellite to any given mobile 
terminal should all be the same at any given instant because the radio paths are identical 
apart from the satellite antennas, which are assumed to be co-located.
Because of the tight time scale for this simulation the effects of shadowing on the 
channel assignment schemes were not studied.
Unlike terrestrial cellular systems, in the satellite environment thermal noise is 
significant. The C/I ratios described are really C/(I + N) ratios, where N is the thermal 
noise in the signal bandwidth. In this simulation we reference all powers to the 
maximum C received anywhere in any beam without any fading or shadowing. From 
section 2.5 we can derive Nq = -21dBHz-i for the LEO satellite, compared with Nq = 
-77dBHz'i for terrestrial cellular (no fading, both at the edge of coverage). To determine 
N = Nq X (IF bandwidth) we need to know the IF signal bandwidth at the demodulator 
input, which has not yet been determined for any FPLMTS and may differ between 
terrestrial cell sites and satellites. To avoid making rash assumptions at this early stage, 
this simulation uses N = -90dB, which is negligible thermal noise. This low figure will 
increase the apparent capacity of the simulated system but comparison with terrestrial 
systems is not an issue in this simulation, so this imprecision is not important.
A.2.3.3. Thresholds Used in the Simulation
The channel assignment algorithms use both C/I ratio and received power thresholds, 
which are closely related to the propagation model and expected thermal noise. The 
values used are shown in table A l and were selected during the verification testing of 
the model.
Ideally, these thresholds would be modified according to the utilization of the FES, 
thereby dynamically re configuring apparent beam radii to better cater for non-uniform 
offered traffic. This "fuzzy" algorithm was not used in the simulation because the
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simulation used a uniform geographic distribution of traffic. Even so, a fuzzy algorithm 
might have made better choices of the threshold values than those shown in Table A l.
C/I Ratio (dB) Received Power (dB)*
Guaranteed minimum when a channel is +19dB -4.0dB
assignd ( /^^block) (poweryoek)
Minimum below which handover should be +16dB -4.1dB
attempted (C/Ijry handover) (pOWer^ handover)
Minimum possible level for +13dB -12.0dB
communications to still be possible (C/Lin) (power^i„)
*Unit of power is dB with respect to the maximum received power anywhere in any 
beam without any fade or shadowing. These power thresholds are therefore directly 
comparable to the (antenna gain x path loss) values shown in figure A l.
Table A l  Thresholds used in channel assignment
A.2.4. Network Sizing and FES Restrictions
The satellite network is sized assuming a total of IMHz uplink and IMHz downlink 
bandwidth to be shared world-wide (note that this is only Vso of the bandwidth assigned 
to FPLMTS MSS at WARC '92). It is assumed that using about lOkHz bandwidth per 
carrier, approximately 1 0 0  carriers would be available, which is a manageable number 
of carriers for a simulation program to handle. Both the simulated DCA scheme and the 
fixed cell re-use scheme that it is compared with therefore assume a pool of 1 0 0  
channels.
The simulation software is written as if each satellite has its own FES and is used 
exclusively by it. Each FES is endowed with 100 receive/transmit chains that are 
switchable between all spot beams on the satellite using a digital beam forming network. 
This permits the flexibility to handle unbalanced traffic demand where at any given time 
some spot beams cover more traffic than others. It also facilitates intra-satellite 
handover by allowing the spot beam to be switched whilst retaining use of the same 
receive/transmit chain. In addition, each satellite is restricted to using each channel in 
only one of its beams. This restriction stems from an assumption that the backhaul link 
between the satellite and FES would have the same bandwidth as the satellite to mobile 
terminals link and that this bandwidth would need to be shared between all the satellite's 
spot beams. The question of how each channel is switched between spot beams at the 
satellite is not considered here but it is believed to be simpler to switch individual 
Traffic Channels between spot beams than to switch individual carriers between 
frequencies or time slots on board satellites.
The software assumes nothing that would preclude the use of the same algorithms for a 
many to many mapping of spot beam to FES. The one to one mapping of backhaul link 
Traffic Channel to spot beam is entirely consistent with multiple FESs sharing the same 
satellite by sharing the same backhaul link.
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A.2.5. Observation of Results
The simulation proceeds in steps each of a maximum of 2 second duration until a total 
of one million calls have been requested from the simulation area.
In the centre of the simulation area is the observed area, covering only the seven beams 
of the central satellite. Only calls from within the observed area are recorded for analysis 
to avoid recording abnormal effects at the simulation area’s artificial edge. Within the 
observed area, the total number of call requests, call blockings, intra-satellite handovers, 
inter-satellite handovers, dropped calls. Paging Channel messages. Access Channel 
messages and deferred handovers are recorded. A log of the simulation records the 
following statistics:
A) simulation time (s);
B) mean number of calls in progress;
C) frequency of inter-satellite handovers (s between inter-satellite handovers);
D) frequency of intra-satellite/inter-satellite handovers (s between any type of 
handover);
E) probability of a new call being blocked (%);
F) probability of an existing call being dropped (%);
G) mean number of mobile channel measurements per inter-FES handover;
H) mean number of paging channels searched through by mobile per inter-FES 
handover;
I) mean channel interruption at inter-FES handover (s);
J) mean number of mobile channel measurements per intra-satellite handover;
K) mean channel interruption at intra-satellite handover (s);
L) maximum number of mobile channel measurements in one inter-FES handover;
M) maximum number of paging channels searched through by mobile in any one inter- 
FES handover;
N) maximum channel interruption in any one inter-FES handover (s);
O) maximum number of mobile channel measurements in any one intra-satellite 
handover;
P) maximum channel interruption in any one intra-satellite handover (s);
Q) probability of call continuing with a poor channel (%);
R) mean duration of poor channel condition (s).
A.3. Simulation Results
Simulations were made of DCA using 5 retry and 20 retry ceilings on the number of 
channels tested on a satellite. Each scheme was trialled at 0°, 30° and 60°North with call 
schedules of 100, 200, 300,400 and 500 "mean requested calls in progress within 
mobility area". This unit of traffic intensity is the mean number of calls that would be in 
progress within the mobility area i f  all call requests were successful and all calls 
continued through to normal completion, i.e. no calls are blocked or dropped. The mean 
duration of a call is 105.6s, the mean duration of calls on Japan's analogue cellular 
networks.
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A.3.1. Dynamic Channel Assignment
A full description of the results obtained by simulation is presented in appendices B and 
C. Appendix B contains results for the single channel receiver (5 retry) scheme and 
appendix C contains results for the dual channel receiver (20 retry) scheme. A 
comparison of the two shows that there is no advantage to be gained by increasing the 
number of channels that can be tested by the mobile terminal and that doing so is 
counterproductive. This seems at odds with intuition but the arguments presented in 
chapter 7 explain this. These simulations indicate that there is an optimum number of 
retries that should be allowed on a system and that for this model it is closer to 5 retries 
than it is to 2 0  retries.
The simulations confirm that the major bottleneck in the simulated handover process is 
the mobile terminal searching for a new satellite to communicate with after its old FES 
has signalled that it is unable to find a spare channel on the same satellite as before. It is 
proven that if a FES were able to communicate through multiple satellites then the FES 
would be able to assign a spare channel on a new satellite itself rather than leaving the 
mobile terminal to find a new satellite. This would shorten the time necessary to 
perform inter-satellite handovers.
The simulation reported in appendix B allowed a mobile terminal to request a 
communications channel to five different satellites before the call was blocked. The 
simulation reported in appendix C allowed requests to be made to up to 20 different 
satellites. A comparison of the blocking probabilities for these two simulations shows a 
clear advantage in allowing the larger number of requests to be made. As this only 
increases the call set-up time (rather than handover time) and the blocking probability 
remains higher than the dropping probabilities, the larger limit on requests is 
recommended for use in any DCA scheme.
The results show the capacity of the simulated system to be approximately 4.3 
channels/1 ,0 0 0 ,0 0 0 km^ for a 1 0 0  channel pool, producing satisfactory blocking and 
dropping probabilities. This network capacity is compared with the fixed cell re-use plan 
in the next section.
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A.3.2. Comparison with a Fixed Frequency Re-Use Pian
E S
Figure A2 25 cell diamond-shaped frequency re-use pattern showing 7730km
frequency re-use distance
A fixed frequency reuse plan is created from patterns that repeat at distances greater 
than the minimum frequency reuse distance. Minimum frequency reuse distance is 
determined from the minimum acceptable C/I level and the propagation model. To draw 
a fair comparison with the simulated DCA model the minimum frequency reuse distance 
must be derived from C/r^ iock (+19dB), the guaranteed minimum C/I whenever a channel 
is assigned. The cell pattern chosen is a hexagonal pattern, so a mobile terminal may 
encounter interference from the six nearest cells that reuse its frequency. Therefore 
interference from any one cell into another where the same frequencies are reused must 
be kept below -(10xlog(6xl0i9/io)) = -27dB with respect to normahzed carrier power. 
Using the simulation model of antenna pattern factor it is found that power does not 
drop to below this level until the satellite is beyond the horizon of the mobile terminal, 
no matter which beam of the satellite is being used^. As in the simulation, negligible 
thermal noise is assumed. The minimum frequency reuse distance is therefore specified 
as the diameter of the 0° elevation contour for the satellite, 5970km.
^Note that frequency reuse between beams on the same satellite would be impossible anyway because of 
the way it has been assumed that feeder link spectrum is divided between beams by the digital beam 
forming network.
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Figure A3 27 cell hexagonal frequency re-use pattern showing 8035km frequency re­
use distance
The cell diameter was chosen to be the same as the diameter of a satellite spot beam. 
Note, however, that cells and spot beams are different things. Cells are areas fixed on 
the Earth’s surface to which channels are permanently assigned. Spot beams will move 
over the cells, adopting the cells’ channel assignments as they pick up the cells’ traffic. 
Alternatively, spot beams could be steered to track the cells, it makes little difference to 
the system capacity. To translate the minimum frequency reuse distance into the 
minimum distance between cell centres the radius of a cell, 1785km, must be added 
totalling 7755km. The closest match to this figure is obtainable using a diamond-shaped 
25 cell tessellation pattern with a distance between beam centres of cells reusing 
frequencies of 7730km, shown in figure A2. This pattern is fixed on the Earth’s surface 
and shows where the frequency block f  1 may be reused. Areas shaded in the same hatch 
use different frequency blocks (f 1 to f25) and it can be seen how this pattern repeats 
across the surface of the Earth. The next size up is thought to be more suitable, a 
hexagonal 27 cell pattern with inter-reuse cell centres spaced 8035km apart shown in 
figure A3. Satellite coverages move independently across these geographically fixed 
cellular patterns. The 27 cell reuse pattern represents poor frequency reuse compared 
with the 7 cell reuse patterns that have been proposed for some systems and this is a 
reflection of the poor out-of-beam defeating of signal power from the modelled antenna 
and the high C/I requirements that were specified. Since the DCA algorithm was 
simulated using the same model the comparison of fixed frequency re-use planning with 
DCA is valid using this model.
The area of each hexagon that represents each cell in the pattern is 2,071,000km^. Thus 
the capacity of the fixed 27 cell reuse plan is (100/27/2.071) = 1.79 
channels/1 ,000,000km2 for a 100 channel pool. Thus the DCA scheme is shown to 
increase capacity by a factor of 2.4.
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A.3.3. Limitations of Simuiation Modei
The effect of Doppler frequency shift on Traffic Channel carriers was not simulated and 
would have resulted in the forcing of more handovers as interference was introduced by 
Traffic Channels converging due to Doppler frequency shifts. The simulation used a 
very basic algorithm to attempt to keep Traffic Channels used on a satellite in a 
continuous block in the frequency spectrum. Using an interactive debugging shell to the 
simulation and CodeView, this algorithm could be seen to be not particularly successful 
at preventing fragmentation of the block. This algorithm should be improved before this 
particular scheme or the effects of Doppler shift are studied any further.
Shadowing, which should have been a major consideration, was not simulated either, 
due to a lack of time. Shadowing will be particularly bad for satellites using very low 
link margins. Diversity, the ability of mobile terminals to dynamically select any 
satellite that is above the local horizonn, will help to relieve the adverse effects of 
shadowing as mobile terminals hand over to satellites for which shadowing is not so 
severe. Thus shadowing would also force more handovers than were observed in this 
simulation but should increase the dropped call probability only very slightly. However, 
shadowing resulting in rapid reductions of received power of 8 dB or more might require 
a re-think of the threshold levels that were used in this simulation or a means of 
significantly speeding up handover completion when received power drops rapidly (see 
section 6.5.4). Ideally, a "fuzzy" system of dynamic thresholds should be implemented.
Finally, the simulation assumed only one FES using each satellite and each FES using 
only one satellite. This is not the case in reality as FESs are likely to be located on the 
ground and will have to swap between satellites as they pass by just as mobile terminals 
do. The conclusions from the thesis recommend the use of multiple satellites by each 
FES to improve inter-satellite handover performance and the algorithms’ structures will 
need to be altered to enable the simulation of many-to-many mapping of FESs to 
satellites, rather than the one-to-one relationship it reflects at the moment.
A.4. Summary of Results
The capacity of a satellite system is low compared to a terrestrial system with the same 
number of cells and the same size of channel pool, primarily because satellite antenna 
pattern roll-offs are not as steep as the M or even the roll-off curves used to model 
terrestrial systems. Frequency re-use distances must consequently be larger to avoid the 
greater out-of-beam interference. The capacity could be improved by using larger 
antennas to attenuate out-of-beam interference more but a simple antenna pattern is 
sufficient to allow comparison between the fixed re-use plan and DCA schemes.
DCA was shown to provide a 2.4-fold increase in system capacity over the fixed reuse 
plan in return for a little added complexity at mobile terminals. Handover using DCA is 
slower than using fixed re-use plans, though a dual channel mobile receiver would hide 
this fact from the customer. For optimum performance the FES should not distinguish 
between dual channel receivers and single channel receivers but offer the same numbers 
of Traffic Channel proposals to each type, limiting the number to around five retries. In 
this case, the mean time taken to complete an intra-satellite handover would be less than
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one second, which could be an acceptable call drop-out for customers using low cost 
single channel mobile receivers.
It is recommended that FESs be enabled to communicate with mobile terminals through 
a number of different satellites simultaneously, such that an FES can hand a mobile 
terminal over from one satellite to another without losing control of the channel 
assignment process. This ensures that the interruption at inter-satellite handover does 
not rise much above the interruption at intra-satellite handover.
Finally, it appears that more time be invested in initially searching for a satellite with a 
free Traffic Channel than is spent searching for a new Traffic Channel for handover 
once a call is in progress. With conservative choices of C/I and minimum power 
thresholds the call dropping probabilities were made to be low at 0 .8 % and the 
probability of a call suffering from poor channel quality during a call was made an order 
of magnitude smaller than this. The limits on search times to set up a new call can be 
made large enough to achieve a similarly low call blocking probability.
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Appendix B 
Single Channel Receiver DCA Simulation
This simulation was run under the assumption that single channel mobile terminals were 
being used so that mobile terminals could not maintain communications links whilst 
measuring interference on target handover channels. Handover has to happen rapidly to 
avoid long drop-outs in the communications link and therefore a limit of five different 
channels was set on the number of channels for which a mobile terminal would measure 
interference power at handover. The number of initial requests to FESs made by a 
mobile was also limited to through five different satellites.
B.1. System Capacity
The maximum operational capacity of the system is determined by choosing acceptable 
levels of service for call blocking and dropping probabilities, the quality of the 
communications channel and the overall throughput of the system. Statistics are collated 
for all of these parameters. Remember that "mean requested calls in progress within 
mobility area" is the unit of traffic intensity and is the mean number of calls that would 
be in progress within the mobility area i f  all call requests were successful and all calls 
continued through to normal completion, i.e. no calls are blocked or dropped. This unit 
cannot be expressed in Erlang because Erlang is relative to system capacity, which is an 
unknown.
B.1.1. Blocking Probability
The co-location of the 0°North and 30°North blocking probability curves in figure B 1 
show that at low latitudes the system capacity is being limited by the 1 0 0  channel 
spectral resource rather than the satellite configuration and that the channel assignment 
scheme is consistently able to initially find a spare channel. The 60°North curve shows 
an increase in the probability of a channel not being found, as would be expected when 
the number of options increases but the time available to search through them remains 
limited by the five satellite limit. The blocking probability would rise further in regions 
further from the equator as satellite ground tracks converged closer together, increasing 
the range of satellites the mobile terminal could choose from.
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Figure B1 Blocking probability as a function o f traffic intensity
For a 2% blocking probability the results in figure B 1 show the system to be capable of 
handling up to approximately 225 calls in progress requested per 69,360,000km^.
Figures B2 to B4 show that this is a pessimistic basis on which to size the capacity of 
the network, as the dropping probability is more relevant once a call is in progress. The 
probability of a call being initially blocked is influenced by maximum number of 
satellites to which the call request can be made and is set to 5 in this simulation. Setting 
its value this low ensures that call set-up is rapid but the speed of call set-up is not really 
critical as communication has not yet started. Appendix section C.1.1 shows how the 
blocking probability is improved when this limit is raised and that the call blocking 
probability can be brought to below 2% for traffic intensities as high as 300 calls per 
69,360,000km2 by raising this limit to 20.
B.1.2. Call Dropping Probability
The probability of a call being dropped, shown in figure B2, is comfortably below 2% 
for traffic intensities to over 300 calls/69,360,000km^. The dropping probability reflects 
the limitation of the maximum number of channel measurements that the mobile 
terminal can make on a satellite link before trying another satellite. As this simulation 
assumes the use of single channel receivers this value has to be kept low to prevent long 
interruptions at handover and therefore the dropping probability curves reflect the 
capacity limitation of this single channel receiver scheme.
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Figure B2 Call dropping probability as a function o f traffic intensity
The spread of the three curves at different latitudes shows that the geometry of the 
satellites affects system capacity. Where satellite coverage overlaps, channel assignment 
is more likely to fail because of the confused interference pattern, which makes the FES 
predictions less reliable and hence more channel proposals made by the FES to mobile 
terminals will be rejected by the mobile terminals. As the number of proposals is being 
limited, the probability of the limit being reached and channel assignment failing is 
higher.
B.1.3. Probability of Channei Suffering Poor Quality
Three C/I thresholds, C/I^ iock. C/I^ handover and three received power
thresholds, power^ iock» power^ y^^ ^^ j^ yg^  and power^j, were used in the simulation. A call 
suffering poor quality is defined as one that has a C/I between handover C/I i^n or 
a received power between power^  ^handover power^^. In other words, the call should 
really be handed over (and handovers are being attempted but rejected for some reason) 
but channel quality has not yet fallen so low that the call has been dropped.
The curves shown in figure B3 follow the pattern of the dropped call curves, for the 
same reasons. The probability of a call suffering from poor quality is less than V20 of the 
probability of dropping the call, perhaps an indication that handover is being left too
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late, so calls are dropped at the edge of satellite coverage because insufficient time was 
left to find a new channel.
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Figure B3 Probability o f a call suffering poor channel quality as a function o f traffic
intensity
B.1.4. Actual Carried Traffic per Satellite
Figure B4 illustrates the number of calls being carried by the satellites. The difference in 
carried traffic between satellites at different latitudes is apparent from there being more 
satellites over the same area of ground at higher latitudes, all sharing the same density of 
offered traffic below. What is curious is that instead of the curves rising to a plateau as 
the system becomes saturated, the capacity of the sysi&mreduces as the system becomes 
overloaded, indicating that calls that are being carried are resulting in a higher level of 
interference overall, causing more calls to be blocked and dropped. Figures B5, B 6  and 
B7 show the proportions of requested calls that result in blocked calls, dropped calls, 
poor quality calls and successful calls at the three simulated latitudes.
Peak capacity appears to occur at a traffic intensity approaching 300 calls per 
69,360,000km^, which would provide service with a call dropping probability of about 
0.8%. Whilst this may seem low, it represents 4.3 channels/1,000,000km^/MHz 
(assuming lOkHz/channel) which is the same order of magnitude as Iridium’s 7 
channels/1,000,000km^/MHz, Globalstar’s 3 channels/l,000,000kn#/MHz, Odyssey’s 
1.5 channels/ 1,000,000km^/MHz and Inmarsat-?’s 1 channel/l,000,000kn#/MHz.
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Figure B4 Mean number o f calls carried per satellite as a function o f traffic intensity
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B.2. Handover Interruptions
The simulation records intra-satellite and inter-satellite handovers separately and figure 
B8  shows the frequency of these handovers. Many handovers are intra-satellite and are 
executed very rapidly, as is shown in figure B9. However at least half of the handovers 
were from one satellite to another, which in this simulation always involved a change of 
FES. These inter-FES handovers took much longer to execute, as shown in figure BIO. 
Tables B1 and B2 tabulate the worst case simulation handover performance.
B.2.1. Mean Time Between Handovers
1600 T
Inter-satellite handovers
1400 -
1200 - -
1000 -
800 -
600 -
SS
400 - Any type o f handover
200
500 100 150 200 250 300 350 400 450 500
Mean requested calls in progress within mobility area
0°N 30°N 60°N
-  - o  -  o°N -  - o -  -  30"N -  -A - -  60"N
Figure B8 Mean time between handovers as a function o f traffic 
intensity
As the system becomes more congested the potential for self-interference increases 
resulting in an increase in handover activity. At 300 calls per 69,360,000km^ handovers 
would be occurring on average once every seven minutes and roughly every other 
handover would be to a new satellite. At more northern latitudes the frequency of inter­
satellite handovers increases because the greater overlap between different beams’ 
coverage introduces more interference between transmissions. Whenever a receiver 
experiences interference rising above the threshold for handover it initiates handover, so 
when interference is at a high level and changes rapidly handovers occur more often.
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B.2.2. Channel Drop-out Duration at Handover
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Figure B9 Mean interruption at intra-satellite handover as a function o f traffic
intensity
Mean requested calls in 
progress within mobility area
0°North 30°North 60°North
100 1.5 1.5 1.5
200 1.5 1.5 1.5
300 1.5 1.5 1.5
400 1.5 1.5 1.5
500 1.5 1.5 1.5
Table B1 Interruption (in seconds) at worst case intra-satellite handover events
Figure B9 shows that intra-satellite handovers execute quickly, leaving an average pause 
in communications of roughly half a second at operational call intensities. The pauses 
are slightly longer than this at higher latitudes as the number of satellites covering any 
given mobile terminal increases, confusing the interference pattern and making the 
predictions made by the FES based upon its measurements less accurate. At overload 
traffic intensities, intra-satellite handovers are executed faster when the traffic overload 
is greater. This happens because interference becomes so bad that FES measurements 
alone quickly establish when intra-satellite handover is unlikely to be possible, without
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much help from the mobile terminal. Those intra-satellite handovers that are attempted 
appear to be more likely to succeed rapidly. Table B1 shows the maximum interruption 
to be IV2S, which corresponds to the maximum of 5 channels tested.
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Figure BIO Mean interruption at inter-FES handover as a function o f traffic intensity
Inter-satellite handover occurs only after intra-satellite handover has failed, a process 
which on average takes nearly IV 2S (the time taken for 5 attempts at finding channels on 
the same satellite to have failed). In addition to this delay is the time taken to find a new 
channel on a different satellite that is controlled by a different FES in this simulation. 
Figure BIO shows that the mean handover drop-out duration remains less than five 
seconds for a system loaded with a traffic intensity up to 300 calls per 69,360,000km?. It 
also shows that the penalty for overloading the system is high in terms of the handover 
drop-out duration for the simulated system.
Mean requested calls in 
progress within mobility area
0°North 30°North 60°North
100 15.9 17 14.2
200 15.9 16.75 30.7
300 19 19.7 32.95
400 19.2 18.95 34.2
500 19.45 19.45 30.75
Table B2 Interruption (in seconds) at worst case inter-FES handover events
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In the simulation no hard limit was set on the number of satellites that could be tried for 
an inter-satellite handover. Table B2 shows how long the maximum delay can be at 
inter-satellite handover, especially at higher latitudes where a mobile terminal would 
have more satellites to choose from. During the simulations drop-outs as long as 34.2s 
were recorded - it is unlikely that customers would wait this long for their 
communications channel to return. These statistics show the potential advantage of 
reducing the number of FESs and allowing FESs to use multiple satellites. This would 
usually allow a FES to remain in control of the channel assignment for the whole 
duration of a call, which would significantly speed the process of channel assignment by 
minimizing the use of the mobile terminal to find a new satellite, which is where most 
of the delay occurs. In this simulation the terminal has to search for a new satellite 
paging channel without any knowledge of which satellites may be available to it. Using 
the UMTS Network Architecture described in chapters 5 and 6 the FES would know 
which satellites are most suitable for communications and would be able to execute the 
inter-satellite handover more rapidly.
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Appendix C 
Dual Channel Receiver DCA Simulation
This simulation was run assuming dual channel mobile terminals were being used so 
that a mobile terminal can maintain a communications link on one channel whilst 
simultaneously measuring interference in target handover channels using the other 
channel. Since communication is not broken, handover does not need to be so rapid and 
therefore more channels can be searched, increasing the probability of a successful 
handover. There still needs to be a limitation on the number of channels searched 
because handover must occur before the current traffic channel deteriorates to the point 
where the call is dropped. A limit of twenty different channels was set on the number of 
channels for which a mobile terminal would measure interference power at handover to 
limit the time for an intra-satellite handover to complete to 5s. The maximum number of 
initial requests to FESs made by a mobile was also raised to allow requests through up 
to twenty different satellites (a limit that could not be reached even at the poles using 
this satellite constellation). Apart from these two changes, the simulations were exactly 
the same as those used for the single channel receiver simulations, the results of which 
are presented in appendix B.
C.1. System Capacity
0.1.1. Blocking Probability
Figure C l shows all three of the different latitudes coincident at blocking probabilities 
only slightly lower than the previous simulations' 0° and 30°North curves (which are 
shown as feint lines for comparison). This justifies the assumption made in B.1.1 that 
what is seen is a spectral capacity limitation, not any limitation of the assignment 
scheme itself. Increasing the limit on the number of satellites that can initially be 
addressed by mobile terminals has brought the 60°North curve into line with the other 
curves as well as pushing the blocking probabilities down a bit further such that at a 
traffic intensity of 300 calls per 69,360,000km^ the blocking probability is now below 
2%. As maximum call set-up time can be longer than the maximum handover delay, it is 
concluded that for call set-up a limit of twenty requests to different satellites (effectively 
no limit) would be suitable for both single and dual channel receivers.
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Figure C l Probability o f a call being blocked as a function o f traffic intensity fo r  20 
retry simulation (thick lines) and fo r  5 retry simulation (feint lines)
C.1.2. Call Dropping Probability
Figure C2 confirms the expected result that increasing the number of channels that can 
be tested at handover results in a reduction in the probability of a call being dropped at 
operational traffic intensities. Again, the previous simulation’s results are shown as feint 
lines. In the operational area the probability of losing a call that has started is less than 
1% for the 20 retry scheme.
Curiously, if the network is overloaded then the 20 retry scheme is more likely to drop 
calls than the 5 retry scheme. Section C.1.4 shows that this is wo? because it achieves a 
higher density of calls (which would imply fewer spare channels to hand over to). The 
channels that are being carried must be causing greater interference to each other than in 
the 5 retry scheme, where some of the calls would have been dropped before a new 
channel was found. Perhaps the retention of these existing calls, which cause high levels 
of interference to other terminals, is causing the reduction in the total number of calls 
that can be carried on each satellite. A statistic that would be a useful aid to 
understanding the system would be the distribution of the number of retries required 
before the mobile eventually manages to complete handover. This could be monitored in 
any future simulations.
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Figure C2 Probability o f dropping a call as a function o f traffic intensity fo r  20 retry 
simulation (thick lines) and fo r  5 retry simulation (feint lines)
C.1.3. Probability of Channel Suffering Poor Quality
Figure C3 shows the probability of a call suffering from interference and being unable to 
handover to evade it. This probability is reduced to nearly zero at operational traffic 
intensities by the increase in the number of attempts that can be made to find a channel. 
The 60°North curve is reduced the most but because the probability of poor quality is so 
low, the sample size of events is perhaps too small to read much into these statistics.
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Figure C3 Probability o f a call suffering from  poor channel quality as a function o f  
traffic intensity fo r  20 retry simulation (thick lines) and 
fo r  5 retry simulation (feint lines)
C.1.4. Actual Carried Traffic per Satellite
Figure C4 shows the mean number of calls carried by the observation satellite. 
Comparing this simulation’s thick curves with the feint curves for the 5 retry scheme 
shows that less traffic is being carried. This would concur with the increase in dropping 
probability observed in figure C2 for an overloaded system, bearing in mind that the 
probability of a call being initially blocked is very similar for both schemes simulated.
The maxima of the curves occur at the same traffic intensity as the 5 retry scheme, 
approaching 300 calls per 69,360,000km^, showing that no real gain in the capacity of 
the system has been made by increasing the number of retries allowable. If there is any 
change, then the results show that the capacity of the 20 retry scheme is slightly lower 
than the capacity of the 5 retry scheme.
As for the 5 retry scheme, the proportions of calls blocked, dropped and carried are 
shown in figures C5, C6 and C7 for the 0°, 30° and 60°North cases.
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C.2. Handover Delays
C.2.1. Mean Time Between Handovers
Figure C8 shows that the frequency of handovers in general remains the same as for the 
5 retry scheme, dictated by the satellites’ orbital movements. However, fewer of the 
handovers are inter-satellite because with 20 retries intra-satellite handover is more 
likely to be successful. The constant frequency of inter-satellite handovers for traffic 
intensities up to 200 calls/69,360,000km^ reflects the average time it takes for the 
satellite to pass from horizon to horizon proving that handovers are not being forced by 
self-interference but by the satellite falling out of view. At over 200 
calls/69,360,000km^ the frequency of inter-satellite handovers increases as a result of 
attempts by mobile terminals to evade interference from other terminals’ 
communications.
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Figure C8 Mean time between handovers as a function o f traffic intensity fo r  20 retry 
simulation (thick lines) and fo r  5 retry simulation (feint lines)
C.2.2. Mean Time to Complete Handover
As would be expected, intra-satellite handovers are not as rapid when a larger number of 
retries is allowed. Figure C9 shows the average delay still below one second, during 
which time it is unlikely that the communications link would have deteriorated to the
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point of dropping the call. Communications would continue uninterrupted on the old 
channel until the new channel is found.
As with the 5 retry scheme, it is found that handover delay reduces as the system gets 
more heavily overloaded. In the 20 retry scheme the maxima of delay at 0° and 
30°North move towards the lighter traffic intensity of 200 calls per 69,360,0001mf 
compared with 300 calls per 69,360,000km^ observed in feint curves for the 5 retry 
scheme.
Table C l shows that maximum delay is limited to 5s, corresponding to the 20 retries 
and that this limit is not met very often.
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Figure C9 Mean delay before intra-satellite handover occurs as a function o f traffic 
intensity fo r  20 retry simulation (thick lines) and fo r  5 retry simulation (feint lines)
Mean requested calls in 
progress within mobility area
0°North 30°North 60°North
100 4.75 4.75 5
200 5 5 5
300 4.75 5 5
400 3.75 4.25 5
500 2.5 3.25 4.25
Table C l Interruption (in seconds) at worst case intra-satellite handover events
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The starting point of figure CIO, 1.2s delay, reflects the average time taken for the FES 
to recognize that intra-satellite handover is not possible. This means that on average 
only three channels are suggested before an FES decides that another satellite will need 
to be used.
At traffic intensities of 200 calls per 69,360,000km^ and below handover completion 
times are faster than for the 5 retry scheme. Perhaps this is related to the increased 
number of successful intra-satellite handovers. At traffic intensities of 300 calls per 
69,360,000km2 and above the mean handover completion time is higher for the 20 retry 
scheme than for the 5 retry scheme, even though the probability of calls being dropped 
is worse for the 20 retry scheme.
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Figure CIO Mean time taken to complete inter-FES handover as a function o f traffic 
intensity fo r  20 retry simulation (thick lines) and fo r  5 retry simulation (feint lines)
Finally, table C2 shows the maximum handover delay encountered during simulation, 1 
minute 20 seconds. As mentioned in section B.2.2 this is good reason to consider the 
use of multiple satellites working simultaneously through the same FES. During the 
search for a new channel communication can only continue as long as the old channel’s 
quality remains above the communications threshold. For handovers caused by the 
movement of the satellite spot beam pattern, this delay is not critical but for handovers 
caused by fading or shadowing of a moving terminal the degradation of the channel may 
be very rapid and unless handover were completed in a few seconds the call would be
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dropped. As fading and shadowing effects dominate the land mobile environment, 
minimizing the handover delay is a high priority even for dual channel receivers.
M ean requested calls in 
progress within mobility area
0°North 30°North 60°North
100 20.75 20.75 5.85
200 44.9 32.65 54.8
300 45.95 45.65 77.9
400 39.95 38.5 80.75
500 3Z25 39.75 58.2
Table C2 Interruption (in seconds) at worst case inter-FES handover events
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