Rationale and Objectives. Multiple sclerosis (MS) is an acquired disease of the central nervous system. Several clinical measures are commonly used to express the severity of the disease, including the Expanded Disability Status Scale and the ambulation index. These measures are subjective and may be difficult to reproduce. The aim of this research is to investigate the possibility of developing more objective measures derived from MR imaging.
sive MS is defined by gradual progression from onset with occasional plateaus and temporary minor improvements. The most commonly used clinical measure of disease progression is the Expanded Disability Status Scale (EDSS), introduced by Kurtzke (4) . This scale extends from 0 to 10 and is based on the functional systems (visual, brain stem, pyramidal, cerebella, sensory, bowel and bladder, and cerebral) in the lower scores and on ambulation in the higher scores. The clinical quantification of disease severity is subjective and sometimes equivocal. The development of new treatments demands more precise and accurate outcome measures for relatively short trials. Therefore, magnetic resonance (MR) imaging has become one of the most important paraclinical tests for diagnosing MS and monitoring disease progression in MS. A variety of MR imaging protocols have been used to help understand this disease.
T2-weighted Imaging
The sensitivity of T2-weighted imaging in the detection of MS has long been recognized (5, 6) . MS lesions appear hyperintense on T2-weighted images. The clinical course of MS is mainly defined by the baseline disability of the patient, also called the disease burden. The extent of lesions on T2-weighted images, usually expressed as the total volume of lesions (T2LV), is currently regarded as the MR imaging measure of this disease burden. Dualecho T2-weighted and proton-density (PD)-weighted images are usually acquired, and the lesions are segmented according to combined information from the two images. (The fluid-attenuated inversion-recovery [FLAIR] MR imaging sequence is commonly used when only visual diagnosis is to be performed, without image segmentation. Cystic lesions on PD-weighted or FLAIR images do not appear at the same signal intensity as more traditional plaques.) The positive effects of three currently available injectable medications (Betaseron, Avonex, Copaxone) on T2 lesion volume (T2LV) have been demonstrated (7) (8) (9) (10) .
An important limitation of T2-weighted imaging is its low pathologic specificity (11) . All histopathologic features of MS, such as inflammation, edema, demyelination, axonal loss, gliosis, and remyelination, are seen as hyperintense lesions on T2-weighted images, but not all of these processes are clinically relevant. Reports from several research groups have shown only weak correlations between clinical measures of disability and the traditional T2LV (12) (13) (14) . Results are sometimes contradictory; for example, some report that T2LV increases consistently and markedly in RR MS (13, 15) , and some that it does not (12, 16) . Reasons for such disagreements include methodologic differences in imaging and processing, the subjectivity of the EDSS, and the inability to account for the microscopic disease. In short, there is increasing evidence that T2LV is not a robust reliable measure of disease or disability despite its use in clinical trials.
T1-weighted Imaging with Gadolinium Enhancement
In MS, gadolinium (gadopentetate dimeglumine) enhancement on MR images is characterized by transient blood-brain barrier abnormality and inflammation that represents the acute stage of the evolution of MS (17, 18) . On enhanced T1-weighted images, gadolinium enhancement appears as a homogeneous, strongly hyperintense lesion or as a ring-shaped area of hyperintensity at the edge of chronic reactivated lesions. Enhancement is sensitive in demonstrating disease activity and may help distinguish clinical groups (19) . Delayed imaging (50 -60 minutes after injection), triple doses of gadopentetate dimeglumine, and a single dose with magnetization transfer (MT) saturation to suppress normal brain have all been shown to increase the number of detectable enhancing lesions (20) . (Disadvantages of high-dose contrast material-enhanced studies may include more false-positive lesions, increased imaging time, and increased expense.) These results suggest that enhancement is not an "all or none" phenomenon. Enhancement may precede the development of T2 hyperintensity and clinical symptoms, which suggest that the blood-brain barrier abnormality may be the crucial event in the inflammatory cascade (15, 21) . Further, we know that the disease has microscopic manifestations in normal-appearing white matter (WM), which are not apparent at visual examination of the enhanced images.
MT Imaging
MS is now believed to be a diffuse process that extensively involves the WM and is not restricted to the focal regions of disease activity visible as "lesions" on conventional T2-weighted, PD, and gadolinium-enhanced T1-weighted images. This notion came about mainly from MT image analysis (22) but is also supported by postmortem study (23) revealing microscopic disease characterized by edema, cellular infiltration, and demyelination in macroscopically normal-appearing WM. In MT imaging (24) , two consecutive sets of images are required, one with off-resonance presaturation of the relatively immo- (Since there is a time lag between the acquisitions corresponding to the "on" and "off" sequences, some artifacts due to patient movement may be introduced between the two images.) Authors of published studies (22) (23) (24) (25) (26) (27) suggest that the MTR values for WM in normal subjects are highly reproducible within each institution, with a variation of less than 2%. Several studies have demonstrated that the microscopic aspect of the disease can be characterized by the MTR values measured in different regions (WM, lesions, the periphery of lesions) much more specifically than with the T2LV.
T1-weighted Imaging
Another standard MR imaging technique routinely used in MS is T1-weighted imaging (spin echo), which often shows hypointense areas that have been suggested to represent areas of axonal loss and gliosis (28) . In recent quantitative studies (29, 30) , a significant correlation was reported between increase in disability and increase in the volume of these lesions. If hypointense lesions represent areas of severe demyelination, axonal loss, or gliosis (27, 28) , then the higher rate of new lesions on T2-weighted images accompanied by signal intensity loss on T1-weighted images could reflect a deficit in available repair mechanism in patients with SP disease. Greater "inflammatory" activity may exhaust repair mechanisms, leading to persistent structural loss without much remyelination, which in turn leads to persistent functional loss (31) . The quantitative assessment of hypointense lesions on T1-weighted images may resolve part of the clinicalradiologic paradox encountered when one correlates MR imaging lesion load with clinical disability.
We have been developing MR image analysis methods for MS since 1993. Our approaches are guided by two premises. First, tissue regions in any anatomic object have a heterogeneous composition, with or without disease. Treating them in a binary fashion by considering a voxel to contain either 100% or 0% tissue material is unrealistic and inaccurate. Our segmentation methods and the quantitative measures derived from them take into account the heterogeneity and the fuzziness inherent in tissue regions. Second, as we have described, different MR imaging protocols capture different aspects of the MS disease puzzle. We have therefore taken a multiprotocol approach by using all major protocols current in MS imaging to obtain a composite understanding of the most specific way to characterize MS with image-derived parameters.
MATERIALS AND METHODS

Data Acquisition
The MR imaging protocols we have used are listed in the Table. Every patient recruited in our trial undergoes all acquisitions listed. Our image database currently consists of the following number of patient studies and threedimensional volume images that have been processed by the methods described in this section: 690 T2-weighted imaging studies; 660 T1-weighted studies, each with and without contrast enhancement; and 670 MT studies. Altogether, the study included 100 patients and over 4,000 three-dimensional scenes. The T2-weighted and PD images in these acquisitions are in registration, since they are acquired simultaneously. Similarly, the two MT images are also in registration. Between these two sets and among other image data, however, registration cannot be guaranteed.
Fuzzy Connectedness Image Segmentation
The method of fuzzy connectedness forms the essential underpinning of all segmentation algorithms used in our MS image analysis efforts. Therefore, we will first outline its principles. These principles are applicable to n-dimen- Note.-FOV ϭ field of view, NSA ϭ number of signals acquired, SE ϭ spin echo, TE ϭ echo time, 3D ϭ three-dimensional, TOF ϭ time of flight, TR ϭ repetition time.
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sional vector-valued images, but our description will be confined to the three-dimensional case and to scalar-valued images.
We represent a volume image, called a three-dimensional scene (scene for short) C by a pair C ϭ (C, i) where C is a rectangular array of voxels, called the scene domain, and i is a function that assigns to every voxel c ʦ C an intensity value i(c) from a range [L,H] where L and H are integers. Objects such as WM in the brain are manifest in scenes with a heterogeneity of property values (such as PD) because of the heterogeneity of material composition inherent in the object and the noise, blurring, and background variations introduced by the imaging device. Despite this graded composition of intensity values within object regions, human readers perceive regions in the scene belonging to the same object as a whole (gestalt). This hanging-togetherness of image elements and their graded composition are both fuzzy phenomena, which should be addressed properly for effective image segmentation (32) .
We think of any nearby voxels c and d in C as having a fuzzy adjacency. The strength ␣ (c,d) of this fuzzy relation ␣ is smaller the farther c and d are. The idea behind ␣ is to capture the blurring property of imaging devices. We define another fuzzy relation in C that assigns to every pair of voxels (c,d) an affinity. The strength (c,d) of this relation depends on the spatial proximity of c and d (ie, on ␣ (c,d)) and on the similarities between the scene intensities i(c) and i(d) and between the intensity-based properties computed at c and d. The intent here is that is "local"; that is, if c and d are far apart (spatially), then their affinity is 0. To define fuzzy connectedness ⌲ as another fuzzy relation in C, we consider all possible "paths" between all possible pairs of voxels in C. A path between any voxels c and d is simply a sequence of nearby voxels starting from c and ending in d. To every path from c to d we assign a strength of connectedness, which is simply the smallest affinity of pairwise voxels along the path (weakest link). Finally, the strength of connectedness ⌲ (c,d) between c and d is the largest of the strengths of connectedness of all paths between c and d. In determining a fuzzy connected object in C, ⌲ (c,d) should be determined for all possible pairs (c,d) of voxels in C. This computationally explosive problem is considerably simplified through some key theoretical results, and finding fuzzy connected objects essentially reduces to dynamic programming (32) .
The definition of affinity (33) is a key to the effectiveness of segmentation in this method. The strength of affinity (c,d) between two voxels c and d depends on the intensities of all voxels within the largest spherical homogeneous region around c and d. The radius of this sphere represents local object size at c and d. Since this radius changes over the scene domain, the actual functional form of the affinity varies over the scene domain, adapting to the local object size and noise characteristics. We have shown that slow background variations do not affect fuzzy connected object segmentations (32) (33) (34) .
In the rest of this section, we summarize our approach to analyzing the scenes for the different protocols. We think of segmentation as consisting of two related tasks: recognition and delineation. Recognition is the high-level process of roughly determining the whereabouts of the object in the scene. Delineation is the low-level process of determining the precise spatial extent and voxel-byvoxel material percentage content of the object. Knowledgeable humans can outperform computer algorithms in most recognition tasks, such as those encountered in our application. Conversely, computer algorithms can be devised to delineate objects in scenes more precisely, accurately, and efficiently than manual delineation. With manual delineation it is clearly impossible to indicate the graded material composition within an object. The system we have developed exploits this synergy between human and computer abilities in devising practical solutions that can be used routinely in clinical trials.
Analysis of Fast Spin-Echo T2-and PD-weighted Images
The approach here consists of the following four steps (35) . We consider the scene to be vector valued with two values per voxel (the T2-and PD-weighted values).
1. On one section, roughly centrally situated in the brain, an operator specifies a few voxels (seeds). This is a recognition step that uses the superior human knowledge. Points (voxels) are specified for the cerebrospinal fluid (CSF), gray matter (GM), and WM regions but not for lesions.
2. This is a delineation step. The seed voxels are used to determine the fuzzy connected objects that contain them. This results first in a segmentation of WM, GM, and CSF. This knowledge is subsequently used to determine automatically a set of points (determined as holes in the union of GM and WM fuzzy objects) in each threedimensional lesion object that are subsequently used to delineate the lesions, each as a three-dimensional fuzzy connected object (Fig 1). 3. This is another recognition step requiring help from a human operator. The operator accepts true lesions and rejects false ones with the click of a mouse button. Each three-dimensional lesion is displayed on one section image passing close to the centroid of the lesion. The operator may override this mode of display and examine the lesions on all or any selected sections. All false-positive findings-usually artifacts and choroid plexus-are eliminated in this way. Although this step is subjective, the number of false-negative findings is very low in our system (see next section for details on validation). Nevertheless, in this step the system allows new seed points to be selected for missed lesions. These are subsequently used in delineating these lesions by repeating part of step 2 above.
4. The final step is the computation of quantitative measures from the segmented objects. These include the number of three-dimensional lesions and their total volume (T2LV), the volume of CSF (CSFV), the volume of the brain parenchyma (BPV) which is the volume of the union of GM and WM, and normalized BPV, nBPV ϭ BPV/(BPV ϩ CSFV). The purpose of the last measure is to express the BPV independent of subject-to-subject variations in brain size. Thus, nBPV is also computed from the dual-echo T2-and PD-weighted images.
Analysis of Gadolinium-enhanced T1-weighted Images
This analysis (36) includes four steps: 1. A conservative threshold is determined automatically from the histogram of the three-dimensional scene representing gadolinium-enhanced T1-weighted images (36) . The purpose of this threshold is to select seed points automatically within the enhancing lesions. This is a recognition step.
2. The seed points are used to determine the fuzzy connected objects that contain them. This delineation step often results in the delineation of vessels. With the volume enclosed by the object used as a criterion, large objects (large vessels) are automatically discarded. 3. This step is identical to step 3 of the previous section. 4. For the accepted lesions, their total volume and number are computed (Fig 2) .
Analysis of MT Images
The steps in this process (37) are as follows: 1. The brain is first segmented from the two MT scenes (with the off-resonance pulse on and off). The brain mask is then used to compute an MTR scene C MTR BP ϭ (C MTR BP , i MTR BP ), which is such that i MTR BP (c) ϭ 0 if c is not in the brain parenchymal region, otherwise i MTR BP (c) will have an MTR value computed from the two MT scenes, as described in the above section on MT imaging. 2. The PD scene is registered with the MT scene obtained without the off-resonance pulse (38) . Subsequently, the PD and T2 scenes are redigitized to match with the MT scenes section to section. The redigitized scenes are segmented for WM and GM, as described in the section titled "Analysis of Fast Spin-Echo T2-and PD-weighted Images." The MTR scenes C MTR GM and C MTR WM are computed subsequently.
3. For each of the MTR scenes C MTR BP , C MTR WM , and C MTR GM , a histogram of the whole scene normalized to BPV is computed. From each of these histograms, the following parameters are computed: peak height normalized by BPV (nPH x ), the mode M x , the 25th and 50th percentiles (P25 x , P50 x ), and the mean m x , where x stands for BP, WM, or GM (Fig 3) .
RESULTS
Validation
Any segmentation effort consists of (a) a theoretical or algorithmic framework, (b) considerable engineering effort to make the framework work in the application at hand, and (c) evaluation to establish the precision, accuracy, and efficiency of the method for the particular application. Precision here refers to the reproducibility of the segmentation results with all subjective actions taken into consideration, including how the patient is positioned in the imager and any operator input required by the algorithms. Accuracy denotes the degree of agreement of the result with truth. Efficiency indicates the degree of operator help required (the degree of automation), which may be expressed as the operator time required for each study. A compromise in one factor is usually required to achieve an improvement in another. Below we summarize the precision, accuracy, and efficiency of the various analyses described in the previous section (35) (36) (37) 39) . We have evaluated our system extensively, taking into account the subjectivity that appears in steps that require operator input and in the placement of the patient in the imager.
For T2LV, the inter-and intraoperator coefficient of variation was less than 0.9%, the variations among repeated images was approximately 1.5%, the 95% confidence interval for false-negative T2LV was 0%-2.8%, and the mean operator time was 10 minutes per study (Sparc 20 Sun workstation, Mountain View, Calif, reduced to about 7 minutes with a Sun Ultra Sparc workstation). For total volume of lesions on enhanced T1-weighted images (T1ELV), there were no inter-and intraoperator variations, the false-negative rate was 1.3%, and the mean operator time was 2 minutes. For BPV, the inter-and intraoperator coefficient of variation was less than 0.5%, including repeated images, the false-negative rate was less than 1%, and the mean operator time was 5 minutes. For MTR, there was more than 99% correlation for MTR histogram parameters in repeated experiments, and the mean operator time was 10 minutes.
Any segmentation method can and will go wrong in practice. In completely automatic methods, there is the question of how to recognize and delineate false-positive and false-negative findings. By design, our system is not automatic, to facilitate taking recognition help from the user and to minimize false-positive and false-negative findings. This help is obtained as efficaciously as possible, to make the system efficient and practical. We continue to improve the efficiency of our system without sacrificing precision and accuracy.
Clinical Correlation
We have obtained the following results by analyzing the images in our database and correlating those findings with the EDSS scores. For T2-weighted imaging (39 -45) , the strongest correlations were seen in the RR group, for T2LV with nBPV (Ϫ0.73, P Ͻ .001), nPH BPV (Ϫ0.76, P Ͻ .001), and T1ELV (0.66, P Ͻ .001) both in the RR group. T2LV also showed a good correlation with nBPV (Ϫ0.66, P Ͻ .02) in the patients with SP disease. In both groups, the correlation of T2LV with EDSS scores was not significant. Generally, we found CSFV to be significantly larger in MS patients and nBPV to be smaller than in age-matched normal control subjects (P Ͻ .005). A good correlation was seen between T2LV and CSFV (0.73, P Ͻ .001).
In comparing patients with and without U-fiber lesions, we found a significant (P Յ .05) difference in three of the 11 neuropsychological test scores, which suggests that these lesions may lead to neuropsychological impairment. By analyzing the lesions in GM, we found that cortical GM lesions comprised about 5.7% of the total T2LV, while deep GM lesions comprised about 4.6%. No significant correlation was found between these volumes and clinical disability. The parameter computed from T2-and PD-weighted scenes that had by far the strongest correlation with disability was nBPV (Ϫ0.69, P Ͻ .004) for the patients with SP disease, which suggests that brain atrophy may be important for characterizing disease with T2-weighted imaging.
We also analyzed clinical correlation with gadoliniumenhanced T1-weighted imaging (39, 41, 42, 46, 47) . We generally found that T1ELV was greater in RR than in SP disease (P Ͻ .05). In the RR group only, T1ELV showed good correlation with nBPV (Ϫ0.51, P Ͻ .009) and with T2LV. Compared with RR patients receiving placebo, a group of RR patients receiving Copaxone had a significant decrease in the number (P ϭ .05) and volume (P ϭ .01) of enhancing lesions at the end of 24 months (47) . There were no differences in T2LV between the two groups. The loss of brain tissue was significantly less (P ϭ .02) in the group receiving Copaxone than in the placebo group.
With MT imaging (41) (42) (43) 48, 49) , the nPH BP for the MS study group (both RR and SP disease) was significantly lower than in the control group (P Ͻ .0005), as were M BP (P Ͻ .05), P25 BP (P Ͻ .05), and P50 BP (P Ͻ .05). In particular, nPH BP showed the best correlation with EDSS score for the RR group (Ϫ0.44, P Ͻ .02). This parameter correlated strongly with nBPV in both the RR (0.69, P Ͻ .001) and SP (0.87, P Ͻ .001) groups and with CSFV (Ϫ0.828, P Ͻ .0001) when the two disease groups were combined. MTR parameters also correlated with disease duration (P Ͻ .01).
Individual neuropsychological test scores correlated with MTR measures (P Ͻ .001). The unnormalized histogram peak height differed (P Ͻ .05) among severely impaired, moderately impaired, and normal patients. In a serial MR imaging study of the RR group, nPH BP demonstrated a subtle but significant (P Ͻ .05) decline over time, but no significant changes in EDSS were noted. M WM and m WM were significantly lower (P Ͻ .05) in patients with RR MS than in normal controls (50) . In longitudinal studies, both M WM and m WM shifted in the direction of normal with increasing disease duration. Up to 44% of new lesions identified on later studies were demonstrated to have originated in the WM region, which had been identified as abnormal on the basis of MTR criteria. As to the GM, M GM and m GM were significantly lower (P Ͻ .01) in patients with RR MS than in normal controls (51), and nPH GM was inversely correlated with EDSS (r ϭ 0.65, P Ͻ .01).
In summary, in our clinical trials the strongest correlations with disease status at EDSS were observed with nBPV and the MTR parameters for the various tissue components. These findings emphasize the need to consider nBPV and microscopic MS disease in devising objective measures for disease assessment.
DISCUSSION
Automation, Failure, and User Assistance
Any segmentation method can go wrong, and therefore will, if enough studies are analyzed in a routine clinical trial. Therefore, for quality assurance, it is important to have a knowledgeable human operator within the processing loop. Complete automation may therefore be an elusive goal, perhaps reachable after only a great deal of experience within the same imaging modality, protocol, and application setting. As researchers and developers, our aim should be to consider human interaction within the design framework of the segmentation algorithms, with a research goal of minimizing this interaction as much as possible. The system that we presented here may not yet be optimal in terms of the degree of automation, but it is certainly practical. We continue to tighten this slack in efficiency without sacrificing precision and accuracy.
Standardization of MR Intensity Scale
A major difficulty with the MR imaging techniques for most protocols has been that image intensities do not have a fixed meaning, even within the same protocol, for the same body region, for images obtained with the same imager, and for the same patient (Fig 4) . This poses problems in finding the proper window setting for image display and, more important, in image segmentation and analysis. Any segmentation method has parameters. Without the same MR protocol-specific tissue indication for intensity values, it becomes very difficult to set values for the parameters in a manner independent of patient studies, and precision, accuracy, and the efficiency of segmentation may be compromised. For example, it may be necessary to adjust parameters for each study to handle imagerdependent variations in intensity, which will affect efficiency and may also lower precision.
We have recently developed a method (52, 53) to standardize the MR image intensity scale. It is a postacquisition processing method that maps nonlinearly the scene intensities in any given scene acquired according to a given protocol for a given body region, standardizing them to a scale so that the same intensities in the transformed scene will have the same tissue-specific meaning. The method is based on deforming histograms so that they are as similar as possible for all scenes of the same body region and protocol (Fig 4) . We are using this method in modifying our system, to improve the efficiency of the various quantification processes without sacrificing precision and accuracy.
Standard Intensity-based Analysis
All objects-normal and pathologic-have a heterogeneous tissue composition. Combined with the blurring and noise introduced by the imaging device, this composition makes tissue regions heterogeneous in intensity. We believe that this heterogeneity has tissue-specific information and is useful in characterizing disease stage and severity. Such a characterization becomes impossible when there is imager-dependent intensity variation. As illustrated with MTR analysis (22) (23) (24) (25) (26) (27) 48) because of the tissue-specific meaning of MTR values, standardization may permit us to treat other protocols (T2-, PD-, and T1-weighted imaging, with and without gadolinium enhancement) in the same tissue-specific way as MT imaging. regions ignore heterogeneity and may lose important disease-specific information. Volume distributions-that is, intensity histograms within segmented tissue regions, as demonstrated by MTR analysis-should be considered as a means for understanding subtle disease processes.
MS Segmentation Workshop
In MS (and other neurologic applications), a variety of MR imaging protocols are used. The imaging parameters used in these protocols vary among institutions. Despite the numerous brain MR image segmentation methods developed during the past 15 years, none of them is capable of handling variations within the same protocol, much less the variations among protocols. We need a segmentation "workshop" wherein a protocol-specific segmentation method can be quickly fabricated. For the MS application, we believe that the fuzzy connectedness framework combined with MR imaging intensity scale standardization can be used to build such a workshop, and we are working toward this goal. 
