ABSTRACT Motivation: Current growth in the field of genomics has provided a number of exciting approaches to the modeling of evolutionary mechanisms within the genome. Separately, dynamical and statistical analyses of networks such as the World Wide Web and the social interactions existing between humans have shown that these networks can exhibit common fractal properties-including the property of being scale-free. This work attempts to bridge these two fields and demonstrate that the fractal properties of molecular networks are linked to the fractal properties of their underlying genomes.
INTRODUCTION
Little is known about the mechanisms behind the origin and evolution of molecular networks, such as metabolic networks in bacteria and signal-transduction networks in * To whom correspondence should be addressed.
eukaryotes. An accepted approach for studying such complex systems often includes the formulation of a model (hypothesis), with eventual comparison of specific model predictions to physical reality. In this article, we describe a mathematical model that generates hypothetical molecular networks sharing important statistical similarities to the networks observed in nature. Furthermore, this model leads to a simple equation linking the network topology to the total number of 'building blocks' that the network comprises.
This paper has the following composition. First, we introduce terminology and derive a model of genesis for molecular networks. Next, we fit the model to experimental data, derive an estimator for the number of distinct protein and DNA motifs/domains required for maintaining network topology, and obtain corresponding estimates for two genomes. Finally, we discuss the applicability of our model to several types of scale-free networks.
REAL-LIFE NETWORKS ARE OCCASIONALLY SCALE-FREE
We use the term network to denote an oriented graph, defined by a set of vertices and a set of oriented edges. For example, a large collection of Hypertext Markup Language (HTML) documents can be viewed as an oriented graph. Each vertex of such a graph corresponds to a unique HTML document; incoming edges represent references to this document from other documents, and each hyperlink defined within this document corresponds to an outgoing edge. Another example of a network is a collection of journal articles representing the development of a scientific discipline over a given period of time. Each article can be mapped to a unique graph vertex; references to other articles mentioned within this article map to outgoing edges, and references to this article map to incoming edges.
In a molecular network, vertices of the graph correspond to molecules, such as proteins, genes, RNAs, lipids, ions, and the like. An oriented edge between two substances in such a network represents an interaction (such as binding or phosphorylation) between corresponding molecules, and the direction of the edge is defined by the temporal order of events.
The networks just mentioned exhibit so-called scale-free behavior Barabasi and Albert, 1999; Cohen et al., 2000; Jeong et al., 2000) . In a nutshell, this means that a small part of each network has essentially the same statistical properties as any larger part; that is, the networks are self-similar. More specifically, for each of these networks, a plot of the observed frequency of vertices having exactly k outgoing (or incoming) edges as a function of k, in log-log coordinates, appears as a straight line with negative slope (Figure 1a ). The value of the slope can differ for different networks; for each individual network, however, the slope is constant, and is the same whether it is for the whole network or for but a small part thereof.
For all scale-free networks, the frequency of vertices having exactly k outgoing (or incoming) edges obeys the following equation Barabasi and Albert, 1999; Cohen et al., 2000; Jeong et al., 2000) :
where c is a normalizing constant and parameter γ varies across networks, but usually has a value between 1 and 3.
We know that such scale-free properties must be part of any network that is derived from our model. We hope that, by incorporating only a few (perhaps minimal) biologically realistic mechanisms into our model, the desired scale-free properties will emerge naturally.
EXISTING MODELS: MOST RANDOM GRAPHS ARE NOT SCALE-FREE
On one hand there are a number of existing models of growing random graphs that have some relevance to regulatory networks. The simplest stochastic model (Erdos and Rényi, 1960) starts with a set of unconnected vertices and then proceeds through all possible pairs of vertices making a new edge with a constant probability. This and a few other more complicated models (Jespersen and Blumen, 2000; Kuperman and Abramson, 2001; Mathias and Gopal, 2001; Newman et al., 2000; Roy et al., 2001) produce graphs with a bell-shaped rather than a powerlaw connectivity distribution. To obtain random graphs with scale-free properties, the existing models explicitly assume that the graph (network) is growing via addition of new vertices and new edges in such a way that the probability of a new vertex being connected to an 'old' vertex is proportional to connectivity (the number of edges incident) of the old vertex (Aiello et al., 1999; Barabasi and Albert, 1999; Krapivsky et al., 2000; Lander et al., 2001; Roy et al., 2001) . Fig. 1 . Fitting of the model described in this article to yeast and E.coli data. (a) The frequency of network vertices connected to exactly k incoming edges (open triangles) or k outgoing edges (closed circles) as a function of the number of edges connected (k) in log-log coordinates. The distributions are well approximated with straight lines with slope −2.80 (incoming edges) and −1.97 (outgoing edges). As a noted added in proof, after this article was submitted for review, the scale-free properties of the yeast data were reported by Jeong et al. (2001) On the other hand, there are a number of studies aimed at modeling large-scale genomic changes in evolution (Aravind et al., 2001; Sankoff and Goldstein, 1989; Slanina and Kotrla, 2000; Valdivia, 1999; Yanai et al., 2000) , which focus on a number of important problems other than topological properties of the corresponding molecular network.
The goal of this study is to formulate the simplest biologically plausible model of evolution for molecular networks that would generate scale-free graphs as a result of underlying biological assumptions rather than an explicit postulation of a graph-theoretic mechanism.
BUILDING BLOCKS OF NETWORK FUNCTIONALITY: DNA MOTIFS AND PROTEIN DOMAINS
To model the growth of molecular networks, we need to specify an implementation for the encoding of oriented edges. In HTML documents, the outgoing edges are encoded as a list of unique addresses of 'downstream' documents. In molecular networks each edge is implemented as a pair of mutually specific molecular structures. For example, in the case of an edge corresponding to phosphorylation of protein B by protein A, the beginning of an edge in protein A is encoded as a kinase domain, whereas the ending of the same edge in protein B is encoded as a specific protein domain recognized by the kinase domain of protein A. In another example, the beginning of an edge is encoded as a DNA-binding domain of a transcription factor, whereas the ending of the same edge at a gene regulated by the transcription factor is encoded by a DNA motif specifically recognized by the DNA-binding domain.
Therefore, we assume that each vertex of a molecular network has either both upstream and downstream domains, or just one of the domains. Furthermore, we use the oversimplified assumption that each individual molecule has no more that two domains. Finally, we assume that upstream and downstream domains undergo independent duplication and that after duplication, each new domain copy randomly picks a domain from the available pool of domains of the opposite type (upstream or downstream) to form a two-domain protein. If there is no domain of the opposite type available, a one-domain protein is formed (see Figure 2) .
How far does this assumption diverge from reality? If, in fact, multiple upstream and downstream domains are commonly used, the total number of domains per gene or protein should correlate with the number of incoming and outgoing edges. We have found that there is no detectable correlation between the number of domains and the number of connections per protein (data not shown) and assume that one upstream and one downstream domain per gene/protein is reasonable for first-pass modeling (Gomez et al., 2001) . 
For the network at the bottom:
We can actually describe both HTML and articlereference networks in terms of upstream and downstream domains: an upstream domain corresponds to a document unique identifier, and a downstream domain is an HTML link or article reference. However, there is an important difference between a molecular network and the two other network types: the latter include a strictly enforced requirement that each vertex's upstream domain (identifier) be unique. This requirement clearly does not hold for molecular networks: the same transcription factor often activates more than one gene, so several distinct genes may have the same upstream domain. The downstream domains do not have to be unique in any of the three types of networks. For example, many different documents can reference the same document and therefore can share the same 'downstream domain'. Now we will try to clarify the notion of 'domain' as it is used in this article. There are at least two frequently used definitions of a protein domain. Structural biologists define domains based on visual analysis of three-dimensional protein structures by human experts. Computational biologists define domains mainly through similarities in the primary sequences of several proteins. Despite considerable ideological differences between these definitions, both definitions are used in practice and the currently popular databases, such as InterPro (Apweiler et al., 2001) and Pfam (Bateman et al., 2000) incorporate domains defined in both ways.
For the purpose of our modeling, a domain is defined as a functional unit that provides a specific interaction between two molecules. Note that, in the case of downstream domains, our definition lumps together protein and DNA domains so as to include network edges that correspond to transcription activation/inhibition events. In our analysis of the real data presented in this article, we cannot help but use InterPro and Pfam databases to identify protein domains, but the reader is advised to keep in mind that this approach is not formally sufficient in satisfying the model assumptions.
CLASSES OF EDGES AND TWO TYPES OF EVENTS ASSOCIATED WITH NETWORK EVOLUTION
To simplify our job in describing the model we define classes of edges. As long as neither upstream nor downstream domains, across all vertices in the network, are required to be unique, a molecular network can use multiple copies of the same domain to encode multiple edges of the same kind. To distinguish between types of edges and different edges of the same type, we say that all edges of a network, formed by the same set of two domains, belong to the same class. In our model the number of edges in each class is allowed to fluctuate randomly, but it never falls below 1, which corresponds to the assumption that natural selection discourages evolutionary loss of a function.
The major simplification in the analytical treatment of the model comes from the idea that, having classes of edges defined, we will monitor only the numbers of upstream and downstream domains in each class, without paying attention to how these domains are combined into genes or proteins. As is common in modeling stochastic processes, we assume that network evolution is governed by a homogeneous continuous-time Markov process, where individual changes in the network arrive spontaneously at constant rates. Now we are ready to define the major evolutionary events that affect network growth. The first type of event is the duplication of genes and proteins (see Figure 2a) . We assume that the probability of observing the duplication of a single domain during a small time interval t is equal to λ t, where λ is the instantaneous rate of duplication. Upstream and downstream domains may be duplicated with separate rates, with rate λ u for upstream domains and λ d for downstream domains. The second type of event is the birth of new classes of edges (see Figure 2b) . We assume that the rate of growth of the number of edge classes over a short time interval, t, is proportional to the product of the current number of edge classes, D(t), and the innovation rate, µ: 
ANALYZING THE MODEL Now, equipped with all necessary information, we derive the difference equations that describe the system parameters at time (t + t) as a function of the system parameters at time t:
In a nutshell, the system describes the birth of new types of edges, which arrive into our hypothetical world always in a single copy, and, if they are lucky, their subsequent 'diffusion' from the one-copy state to a many-copies state.
Since one of the assumptions of a Poisson (and therefore a Markovian) process is that the probability of observing more than one random event over a small time interval, t, is negligible (or, more precisely, is of order o( t 2 )), all terms of each difference equation reflect dynamics involving only one random event at a time.
Let us focus on the right-hand side of the first equation. Recall that d 1,u (t) is the number of edge classes that have exactly one copy of the upstream domain. The increase in d 1,u (t) therefore occurs due to the birth of new classes. The birth of new classes occurs at rate µ and is proportional to the current total number of classes, D(t). The decrease in the number of single-copy classes can occur through one of the classes acquiring an extra domain copy and moving to a two-copy group via domain duplication mechanism.
The second equation, for d i,u (i > 1), describes gains and losses suffered by the population of i-domain classes. The gains come from the collection of (i − 1)-domain classes, as some of them acquire an additional domain copy due to domain duplication. The decrease in the number of i-copy classes occurs due to domain gain by duplication. Note that the rate of duplication in each difference equation depends not only on the number of classes, but also on the number of domain copies in each class.
The total number of edge classes in the whole system grows only through an increase in the number of singlecopy classes. This fact is rather intuitive, because it is unlikely that mutation and selection would produce more than one copy of a new edge at once. To make the system computationally manageable, we restricted the maximum number of domain copies to N . However, for practical computations, N can be made reasonably large, so that system behavior will be essentially the same as with an infinite N . (In our data-fitting exercises we used N = 150.)
It is convenient to change variables from the numbers of classes in each category, d i,u (t) , to the proportions of classes, p i,u (t), using the following definition.
where proportions of i-copy populations of upstream and downstream domains independently sum to 1. Rearranging the left-hand side of each equation to obtain [ p i,u (t + t) − p i,u (t)]/ t and evaluating the limit of both sides of each equation as t goes to zero, we obtain the following system of differential equations. (For brevity we shorten the notation of p i,u (t) to p i,u since the time value is the same for all functions in the system.)
The intensity matrix corresponding to this system of ordinary linear differential equations is shown in equation (7). (As is required of an intensity matrix, each row sum is equal to 0, and the absolute value of each diagonal element is equal to the sum of the off-diagonal elements in the same row.)
The solution for this system is given in terms of the intensity matrix as
where This equation is easy to evaluate numerically-for example, in MatLab-for a specified set of parameter values.
The complete derivation routine for the upstream domains can be exactly recapitulated for downstream domains: the only change required in equations (4)-(8) is the substitution of all occurrences of subscript u with subscript d.
Note that under our model we can have vertices with indegree or outdegree equal to zero. This could happen if the rates of duplication for upstream and downstream domains are not equal: then some of the domains of the type present in excess may not be able to find a free domain of another kind to form a two-domain protein.
The scale-free properties of networks clearly would not apply to the zero-degree vertices and we shall exclude these vertices from further consideration. Now we are coming across an unexpected property of our model: the proportions of the k-copy classes of upstream and downstream domains ( p k,u and p k,d ) and the frequency of vertices with exactly k incoming (or outgoing) edges (E k,in and E k,out ) turn out to be equal.
This property of our model becomes obvious from analysis of examples of networks shown in Figure 2 : the number of incoming edges for each downstream domain is exactly equal to the number of corresponding upstream domains, and, vice versa, the number of outgoing edges for each upstream domain is equal to the number of corresponding downstream domains. Therefore, the proportion of vertices with exactly k incoming edges is equal to the proportion of upstream domain classes with exactly k domain copies. Now we can estimate parameters of the model by fitting simultaneously the proportions of k-connected vertices expected under our model to the corresponding proportions observed in a real network:
FITTING THE MODEL TO REAL DATA
We estimated parameter γ (see equation (1)) separately for the connectivity distributions of incoming and outgoing edges in yeast pathways (we used the Database of Interacting Proteins (DIP); Xenarios et al., 2000 Xenarios et al., , 2001 ; see Figure 1a ). We fitted our model to the estimated power-law plots estimated for two species, yeast and Escherichia coli (see Figures 1b and c) . (We implemented the fitting in a MatLab program; this same program was used to produce all plots shown in this article.) The primary purpose of fitting the model to the real data was to verify that the model can indeed produce scalefree distributions (that is, curves approaching straight lines in logarithmic coordinates) of frequencies of vertices incident to exactly k edges (see Figures 1a-c) . To our delight, the model indeed turned out to be capable of reproducing the scale-free distributions. Furthermore, from equation (9), it follows that the distribution of frequencies of domains per genome also should be scalefree, and our analysis of real data confirmed this prediction (see Figure 3 ). We will further exploit this observation later in this article to predict the total number of distinct domains per genome (see next section).
In the model fitting, we considered data for incoming and outgoing edges simultaneously, obtaining independent duplication rate estimates for the incoming and outgoing edges while estimating the unique innovation rate. In estimations of the yeast data (see Table 1 ), the duplication rate of the downstream domains was almost twice as large as the duplication rate of the upstream domains. In the case of the E.coli regulatory network, the slopes of the connectivity graphs for incoming and outgoing edges are equal. As a consequence, fitting of the model to this data results in identical parameter estimates for the upstream and the downstream domains (see Table 1 ).
HOW MANY DISTINCT DOMAINS ARE IN EXISTENCE?
Protein and DNA domain/motif databases have recently achieved dramatic improvements, but how far are they from providing a complete catalog of domains? Our recent analysis of Baker's yeast open reading frames with Pfam, as well as the proteome analysis of the European Bioinformatics Institute using the InterPro domain collections (Apweiler et al., 2001; Bateman et al., 2000) , indicated that about 40% of all yeast reading frames are not covered by any known domains. How many domains/motifs are still at large, unrecognized and uncounted? The conclusion that we reached in the previous section, that the domain/motif frequency follows a power-law distribution, implies that there should be many motifs/domains that occur with only one copy per genome. Furthermore, our model can help us to estimate the total number of distinct domains in any given genome, provided that we know the slope of the power-law curve for the distribution of network vertex connectivity. The algebraic road to estimating the total number of distict domains is laid through an expression for estimating the total number of distinct edge classes.
Parameters γ u and γ d can be directly estimated from real molecular network data (according to equation (9), γ u and γ d should have the same values as parameters γ in and γ out , respectively) even if these data are incomplete (because of the scale-free property, these parameters can be correctly estimated from any part of the network). Parameters c u and c d cannot be estimated from partial network data, but can be expressed in terms of γ u and γ d , respectively, if the total number of network vertices, V , in the network is known. Indeed, since a network with V vertices cannot have a vertex incident to more than V edges (a network graph is allowed to have two edges with the opposite direction per every pair of vertices, but not multiple edges with the same direction), the total number of domains of the same type is also bound by V , and we have the following identities.
Therefore, parameter c u is expressed in terms of network size (V ) and as
Furthermore, summing expression (11) over all types of vertices in the network with V vertices, we obtain a relationship between the total number of distinct edge classes, D(t), and the number of network vertices, V :
We can then combine together equations (12) and (13), and obtain a simple equation connecting the total number of different edge classes with the total number of network vertices and parameter γ in .
Clearly, we can obtain an analogous estimate by replacing γ in with γ out . Note that the total number of genes per genome, G, is not equal to the number of network vertices, V . This inequality occurs because, in the network, each gene corresponds to an mRNA (or, occasionally, to more than one mRNA) and most genes correspond to proteins. Each RNA and protein molecule plays a role as an independent network vertex. In addition, there are network vertices that are not explicitly encoded by genes-such as nucleotides, lipids, sugars and ions. Therefore, the total number of network vertices is at least three times as large as the number of genes.
With the total number of genes G = 5000 (E.coli) and γ = 2.2 , we obtain D > 4600 (remember that D is the number of pairs of distinct domains). Similarly, assuming that for Baker's yeast, G = 6500, γ in = 2.80, and γ out = 1.97 (see Figure 1a) , we obtain D > 12 900.
DISCUSSION
With the possible exception of some bacterial metabolic networks, currently available data on molecular networks are significantly incomplete (Bono et al., 1998; Karp et al., 2000; Ogata et al., 1999 Ogata et al., , 2000 Overbeek et al., 2000; Selkov et al., 2000; Shi and Shimizu, 1998) . Furthermore, the sample drawn from currently known molecular interactions is likely to be nonrandom. (For example, regulatory targets of the majority of transcription factors are unknown, and a large number of known open reading frames discovered in completely sequence genomes currently have no assigned function or interaction.) This implies that the parameter estimates presented in this article might turn out to be biased; as new knowledge becomes available, estimates of the total number of protein domains, and of DNA and RNA motifs, are likely to be re-established with a higher degree of accuracy. Nonetheless, the fact that the frequency distribution of protein and DNA domains follows a power law distribution is likely to be generally true for all prokaryotic and eukaryotic genomes. As previously discussed, studies of biomolecular networks (e.g. metabolic networks) have shown that the distribution of edges follows a scale-free distribution. This work, however, suggests that the origin of this property lies within the genome's domain 'architecture'. Domains, which are complementary and capable of forming edges, appear within the genome with scale-free frequencies and thus provide the impetus for scale-free edge distributions.
To our knowledge, we have suggested the first Markovian model that describes the birth of a molecular net-work, spontaneously exhibiting scale-free network properties, without ever explicitly imposing requirements as to what the network topology should look like. In the future, we plan to extend this model to allow for multiple downstream and upstream domains per gene or protein, and for a larger set of parameters to describe the differences in physical properties of different kinds of domains.
Our model is applicable (with a minor modification) to portraying many other phenomena, such as the growth of the World Wide Web (WWW) or of a network of scientific references. The major difference between these two networks and a molecular network is that the downstream domains (article and HTML documents identifiers) are required to be unique. To enforce this property within our model, we must set to zero the rate of duplication for all downstream domains, so that all downstream domains eternally stay in a single copy, while the upstream domains (references to other articles or HTML documents) are free to multiply without a restriction.
