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We consider the dynamics of the classical SU(2) Wu-Yang monopole problem and show a set
of new directions for its analysis starting from a variational setting. This allows us to give a new
interpretation of the monopole charge as a string in a centrifugal potential. The field equations are
solved using both standard power series, as well as a new Pade´ approach. Furthermore, we discuss
non-existence, and give a proof that rule out even singular non-trivial smooth finite energy solutions.
Due to its non-vanishing chromomagnetic fields, the monopole can be interpreted as a collection of
magnetic dipoles. Along the same lines, a non-smooth glue-ball solution is discussed that may serve
as a toy model of the proton or a radiation-dominated cosmological expansion. Finally, we discuss
generalizations of the Wu-Yang monopole.
I. INTRODUCTION
Magnetic monopoles have been an important subject
in physics for almost a century now. Still to this date
magnetic monopoles are of much interest to physicists.
The story started in 1931 when Dirac proposed the exis-
tence of a monopole with magnetic charge [1]. This was
motivated by his result, that the existence of a magnetic
monopole obeying Maxwell’s equations implies quantiza-
tion of electric charge. Quantization of electric charge
had been a peculiar fact of nature which until Dirac had
no explanation. Dirac’s monopole is a semi-infinitely long
infinitesimally thin solenoid with one free end envisioned
as the monopole, behaving as qm/r
2. This is a curious
model of a magnetic monopole since it has an infinitely
long string attached. Any attempt to find a vector poten-
tial for the monopole gives singularities along the string.
This singular behaviour is of course necessary to obtain a
non-vanishing magnetic charge from Gauss’ Law. In 1967
Bais [2] found that by embedding Dirac’s monopole into
a non-abelian Yang-Mills theory, the solenoid part can be
removed by a gauge transformation. This process gives a
natural generalization [3] of the Wu-Yang monopole [4],
the latter which is the monopole of interest in this paper.
By introducing magnetic charge into Maxwell’s equa-
tions, dual-symmetry is obtained between the electric-
and magnetic quantities of the theory. However, one can-
not define a sensible dual-symmetry among the scalar and
vector potential. In the work [5] (2006) another 4-vector
is introduced into the dual-symmetric electromagnetic
theory allowing a dual-symmetry to be defined among the
potentials. In this description, the Dirac monopole has
potentials without string singularities, since the magnetic
field is no longer simply the curl of a vector potential.
For the interested reader, the dual-symmetric electro-
dynamics may be broken by introducing an axion-like
pseudo-scalar field. Such a theory is considered in refer-
ence [6] (2011).
Since the discovery of Dirac, several magnetic
monopole like objects have been studied in the literature.
In particular, magnetic monopoles appear in gauge the-
ories, making them interesting for both particle physics
and quantum field theory. It has been shown that all
SU(N) gauge theories contain magnetic monopoles as
topological excitations of the spacetime vacuum labelled
by the magnetic root lattice of SU(N) [7, 8]. In the case
of N = 2, the Wu-Yang monopole is obtained. A clas-
sical review of magnetic monopoles is found in Preskill
[9] (1984), and a more recent but less extensive review is
found in Rajantie [10] (2012).
In 1974 ’t Hooft [11] and Polyakov [12] showed that all
Grand Unified Theories of particle physics has magnetic
monopole solutions. Hence if nature is described by a
Grand Unified Theory, magnetic monopoles must be a
fundamental part of it. However, to this date (2019), no
magnetic monopole particles have been observed. It is
relevant to consider the monopole energy scale proposed
by the Grand Unified Theories. This scale varies among
the Grand Unified Theories, but generally depends on
the unification energy of the theory. Under the assump-
tion that no new physics happens between the experi-
mental energy scale and the unification scale, one finds
the monopole mass to be of order 1016 GeV [13]. In this
case, it is clear why no magnetic monopoles have been
observed in the laboratory, as modern accelerator exper-
iments at CERN reaches only a scale of 104 GeV [14].
This made the way for cosmological magnetic monopole
research [15–17]. Consider [18] for a recent (2012) brief
review of magnetic monopoles in cosmology.
In the case of ’t Hooft-Polyakov monopoles, the core
radius is expected to be larger than the monopole Comp-
ton wavelength which implies semi classical behaviour.
Hence studies of classical magnetic monopoles may con-
tribute valuable information about the nature of such
monopoles.
Although the ’t Hooft-Polyakov monopoles have his-
torically been drawing a lot of attention, a wealth of other
magnetic monopoles have been studied. An important
example in pure gauge theory is the Yang monopole [19],
a five dimensional generalization of the Dirac monopole.
The special feature of the Yang monopole is its non-
vanishing second Chern number. In general, monopoles
are characterised by a topological invariant related to
their magnetic charge [20]. In five space dimensions, the
2topological invariant is the second Chern number.
Recently monopoles have been simulated in the labora-
tory in ultracold atom experiments. The Yang monopole
was realized in the laboratory by tuning the couplings
between four hyperfine spin states in ultracold non-
interacting bosonic atoms [21]. This was first done in
2016 by Sugawa et al. at the National Institute of Stan-
dards and Technology (Gaithersburg, MD). Recently,
an analysis of the interaction between multiple Yang
monopoles was published [22] (2018). They find that
different topological defects arise when multiple Yang
monopoles are allowed to interact, and their results sug-
gest that ultracold bosonic atoms may be used to create
emergent topological defects.
Another interesting class of monopoles are tensor
monopoles. All monopoles mentioned above are exam-
ples of monopoles in vector gauge theories. Tensor gauge
fields may be constructed as well and the analogue of
Dirac’s monopole in a tensor theory is constructed in
references [23–25], the last in which electrodynamics is
build on tensor gauge fields rather than the usual vector
gauge fields.
It has been hypothesized that tensor monopoles may
be realized in the laboratory as well. In a recent reference
[26] (2018) a three-level atomic system is proposed to
realize a tensor monopole which maybe observed through
quantum-metric measurements.
Magnetic monopoles appear and have applications in
other aspects of physics than particle physics. A his-
torically significant application of magnetic monopoles is
its use in the study of quark confinement [27, 28]. In
particular the Wu-Yang monopole has played a role [29].
However, this monopole application has not been an ac-
tive research field for the last couple decades, and the
most recent reviews [30, 31] was published in 1995.
An interesting appearance of a magnetic monopole is
found in reference [32] (1986). Here it is shown that
the effective Hamiltonian of diatomic nuclear motion is
equivalent to that of a charged particle moving in a mag-
netic monopole field. In fact, this was made possible by
earlier work of Berry [33] (1984). Berry defined a gauge
potential for adiabatic changes in quantum systems, and
showed that monopoles appear in the parameter space
of a two state system with a degeneracy point. More
recently (2002), the Wu-Yang monopole has appeared
in non-abelian plasma screening theory, the non-abelian
generalization of Derby screening. The screening effects
of a non-abelian plasma on a static chromoelectric field
always gives a Wu-Yang monopole field at small distances
[34, 35]. In reference [36] the Wu-Yang monopole is
used to calculate the Coulomb Green’s function of SU(2)
Yang-Mills theory. The Green’s function does not exist
in general, as first pointed out by Gribov in [37] (1978),
hence the Wu-Yang monopole plays a special role in this
context.
Recently a paper onN = 2 supersymmetric pure gauge
theory was published [38] (2017). Here the Wu-Yang
monopole appears as a solution with zero mass. The Wu-
Yang like BPS monopole solves the same field equations
[39].
II. THE WU-YANG MONOPOLE
We start by introducing the Wu-Yang monopole, a
classical monopole solution of the SU(2) invariant Yang-
Mills equations. These are the field equations obtained
from a SU(2) gauge invariant field theory. Consider
Rubakov [40] for a reference on classical non-abelian
gauge theory. The Wu-Yang solution was first mentioned
by T.T. Wu and C.N. Yang in the paper [4] in 1967.
We consider a more general field configuration than that
presented by Wu and Yang. The generalization is some-
times refereed to as the generalized Wu-Yang monopole,
though we shall simply call it the Wu-Yang monopole.
For a general review of classical solutions of the SU(2)
Yang-Mills equations, consider the classical reference of
Actor [41] (1979).
The Wu-Yang monopole is a mixing of SU(2) gauge
fields, Aaµ. The index a = 1, 2, 3 denotes the three dif-
ferent gauge fields in a SU(2) gauge field theory. One
for each generator of the Lie Algebra. The fields are de-
scribed by the Yang-Mills equations
∂µF
µν
a + αǫabcA
b
µF
µν
c = 0, (1)
where Fµνa = ∂
µAνa − ∂νAµa + αǫabcAµbAνc is the anti-
symmetric field tensors. Here and throughout we shall
use the (−,+,+,+) convention, and take Greek indices
to run over 0,1,2,3 and Roman indices to run over 1,2,3.
Due to the nature of the Wu-Yang monopole we will not
need the Lorentz sign convention as we go along. We
will only need spacial indices. For the Levi-Civita sym-
bol ǫabc we shall not distinguish between raised and low-
ered indices, e.g. ǫabc = ǫ
a
bc. The dimensionless constant
α gives the coupling strength between the gauge fields.
When α = 0 the theory describes three independent elec-
tromagnetic fields. For simplicity and without loss of
generality we shall take α = 1. Because of the resulting
non-linear term in equation (1) the three gauge fields Aaµ
interact mutually, i.e. they appear in each others field
equations.
The Wu-Yang monopole is an ansatz of the field equa-
tions (1) of the form
Aa0 = 0, A
a
i (x) = −ǫaijxj
g(r)
r2
= ǫiajx
j g(r)
r2
, (2)
a, i = 1, 2, 3,
where g(r) is a dimensionless spherical symmetric func-
tion. Then the gauge fields have units of inverse length
dimensions as should be the case. We included the mi-
nus sign to follow the general sign convention found in
the literature.
It is clear why the configuration (3) is called a
monopole. As it stands, it has a singularity at the ori-
gin and is scaled by a charge like function g(r) called
3the monopole charge. The interesting feature of the Wu-
Yang monopole is the distance dependence of the charge.
This is different from the classical electric charge which
is constant. Instead it reassembles the quantum me-
chanical distance dependence of charge which appears
due to renormalization. The non-abelian feature of the
Wu-Yang monopole is that, in oppose to a typical radial
symmetric (e.g. electric) monopole field, it has a Levi-
Civita mixing of space and gauge indices which breaks
the overall radial symmetry. In figure 1 it is clear that
the vector field is not radial. Instead, it appears that
A
1 = (A11, A
1
2, A
1
3) rotates about the x
1-axis. In the same
manner, Aa rotates about the xa-axis.
Contrary to what might be intuited from vector plots
like Figure 1, the three gauge fields are not trivially re-
lated by rotations. Since Aai (x) is a vector field it trans-
forms as
Aai (x)→ RijAaj (Rx) (3)
under a space rotation, R, which of course leaves the
gauge index alone. It might be intuited that A2(x) is
obtained as a rotation of A1(x) about the x3-axis (z-
axis) by π/2 radians. However, doing the rotation one
obtains
A
1(x) = (0,−x3, x2)g(r)
r2
→ (4)
(x3, 0, x1)
g(r)
r2
6= A2(x) = (x3, 0,−x1)g(r)
r2
,
which is not A2(x). In order to obtain A2(x), we need
to also do a parity transformation of the x1 axis: x1 →
−x1. Thus the Gauge fields are not trivially related by
rotations.
Notice that the Wu-Yang monopole naturally fulfils
the Lorenz gauge condition as the interested reader may
verify by the calculation found in Appendix A1.
A. The Wu-Yang action and field tensors
In this subsection we state the field tensors and action
implied by the Wu-Yang anzats (3). In the next subsec-
tion we use the action to find the proper requirement on
g(r) in order that the SU(2) Yang-Mills equations are
fulfilled.
To find the Wu-Yang action we need the proper field
tensors. These are rather complicated quantities calcu-
lated in Appendix A2:
F aij(x) = 2ǫija
g(r)
r2
+
[ǫjalx
lxi − ǫialxlxj ]
[
g′(r)
r3
− 2g(r)
r4
]
+ ǫijlx
lxa
g(r)2
r4
.
(5)
Like the gauge fields, these field tensors are not radially
symmetric. Interestingly, the non-radial contributions
FIG. 1. A vector plot of A1 for the non-trivial vacuum g =
−2. The plots of A2 and A3 looks the same, except the field
A2 rotates about x2 and the field A3 about x3.
Here the axes are in units of some monopole length scale and
the vectors are in inverse units of the same scale. At this
point, we have no reason to choose any specific scale.
disappear in a lengthy calculation of the Lagrangian.
This is anticipated, though, since the Lagrangian is ex-
pected to contain only information about the radial sym-
metric function g(r), which is the only degree of freedom
in the ansatz (3). The calculation of the Lagrangian re-
sults in
L(r) = −1
4
F aµνF
µν
a
= −
(
g′(r)
r
)2
− 2g(r)
2 + 2g(r)3 + 12g(r)
4
r4
, (6)
where we used the generic form of the SU(2) Yang-Mills
Lagrangian. Again, the calculation is found in Appendix
A3.
Now we introduce a new function f = g + 1. This
deviates from Marinho et al. [42] (2010) who in our no-
tation use g = f+1 to obtain the same results. This new
function allows us to rewrite L into the more compelling
form
L(r) = −
(
f ′(r)
r
)2
− (f(r)
2 − 1)2
2r4
. (7)
This Lagrangian, called the Wu-Yang Lagrangian, is
a considerable simplification of the generic Lagrangian,
L = − 14F aµνFµνa , which depends on all the gauge fields in
a complicated manner. The problem of determining the
free gauge fields has been reduced to that of determining
a singe function of one variable.
4The action of the theory now takes the form
S[f ] = −
∫
d4x
[(
f ′(r)
r
)2
+
(f(r)2 − 1)2
2r4
]
= −4π
∫
dt
∫ ∞
0
dr
[
f ′(r)2 +
(f(r)2 − 1)2
2r2
]
. (8)
This action is identical to that of an infinite long non-
relativistic static string in a point-wise centrifugal poten-
tial about the origin. It has angular momentum squared
(f(r)2−1)2, unit mass and string tension 8π. Hence f(r)
may be thought of as a string displacement on a rigid
sting. Each string constituent experiences a centrifugal
force which depends on the displacement f(r) from the
string axis. Since the angular momentum depends on
the displacement of the string rather than an angular ve-
locity, the centrifugal potential cannot be thought of as
coming from a spatial rotation. Notice that this interpre-
tation has no relation to a Dirac string which is a feature
of a diverging vector potential rather than a feature of a
radially dependent monopole charge.
B. The field equation
We now turn to the field equation for f . In accordance
with the action principle, the action (8) is varied and
required stationary.
The variation with respect to f gives
δS[f ]
−4π ∫ dt =
∫ ∞
0
dr
{
2f ′δf ′ + 2
f2 − 1
2r2
2fδf
}
=
∫ ∞
0
dr
{
−2f ′′ + 2f f
2 − 1
r2
}
δf + 2f ′δf |∞0 .
(9)
To make the boundary term disappear we can take f ′
or δf to vanish at the boundaries. These are typical
string boundary conditions, and are usually refereed to as
a Neumann boundary condition and a Dirichlet bound-
ary condition, respectively. A Neumann condition on
both endpoints gives a free string and Dirichlet condi-
tions gives a string with fixed endpoints. In Subsection
II F we will see that the condition f ′ → 0 as r → ∞
is natural as the energy contains an integral over f ′2.
In other words, it is natural to have a free endpoint at
infinity.
In any case, the boundary terms disappears and we
obtain the condition
f ′′(r) = f(r)
f(r)2 − 1
r2
(10)
for a stationary action. From this equation we infer that
each point along the string has curvature, f ′′, opposite
directed to the displacement, f , as long as |f | < 1. This
is clear since such values of f gives a negative fraction.
Hence in such a domain, the structure of the string is os-
cillatory about the string axis defined by f = 0. In fact,
to first order in f we obtain the equation (28) which
resembles that of a simple harmonic oscillator with a ra-
dially dependent force constant equal to r−2. We shall
have more to say about this equation in Subsection II E,
for now simply notice that this implies that f(r) = 0
can be thought of as a stable equilibrium for a sting con-
stituent. Perturbing the string in either direction gives
the nearby constituents an oscillating behaviour. Such
oscillatory behaviour is illustrated in Figure 4.
When f = 0,±1 the curvature is zero, and when
|f | > 1 the curvature and position have identical signs
resulting in the string curving away from the string axis.
This tells that for |f | > 1 the centrifugal force is strong
enough to repel the string constituents from the axis. As
we show in the proof of the Finite energy theorem in
Appendix A 7, the repulsion is strong enough to cause
divergences in f . Figure 2 illustrates the repulsion and
beginning divergent behaviour of two solutions. One may
think of f(r) = ±1 as unstable equilibria of a string con-
stituent, since perturbing it in either direction causes the
nearby constituents to curve away from the string axis.
In general, the size of curvature is strongly dependent on
r as it decreases like r−2. Thus string constituents close
to the origin tend to curve more than those further away.
C. Properties of the field equation
The field equation (10) has some properties that will
be important for what follows. One of these properties is
parity symmetry. If f is a solution then so is −f . This
is seen as follows. Assume that f is a solution, then
(−f)′′(r) = −
[
f(r)
f(r)2 − 1
r2
]
= (−f)(r) (−f)(r)
2 − 1
r2
,
(11)
making −f a solution.
Notice that parity symmetry is inherited from the La-
grangian (7). On physical grounds, one does indeed ex-
pect the string properties to be unchanged if each con-
stituent is reflected in the string axis, as the angular mo-
mentum depends only on the distance from the string
axis.
It is interesting to note that the Wu-Yang monopole
(3) is not parity symmetric in f . This is clear from the
constant solutions f = 0,±1 that we find in the next
subsection. f = 1 corresponds to vanishing gauge fields
and f = −1 corresponds to a monopole field. This is a
consequence of the equation relating f to g, f = g + 1,
being dependent on parity.
The field equation also fulfils scale invariance, if f is
a solution then so is h defined by h(r) = f(λr) for some
dimensionless λ > 0. We choose λ positive since f(λr) is
not necessarily well-defined for negative λ, and for λ = 0
the field equation breaks down. In fact, scale transfor-
mations are readily seen to define an equivalence relation
among solutions, f ∼ h. Hence the solutions on the Wu-
5Yang equation (10) can be classified by a scale class and
a parity.
To prove scale invariance we take ρ = λr and see that
h′′(r) = λ2f ′′(ρ) = λ2f(ρ)
f(ρ)2 − 1
ρ2
= h(r)
h(r)2 − 1
r2
. (12)
Thus h(r) fulfils the field equation.
Scale invariance allows the construction of arbitrary
energy solutions from a particular non-zero finite energy
solution. This is the scope of the Energy continuum the-
orem that we prove in Appendix A8.
D. Exact solutions of the field equation
The field equation has no obvious closed solutions ex-
cept the constant ones. If we assume that f is a constant
solution, then
0 = f
f2 − 1
r2
, (13)
which is fulfilled when f = 0 or f = ±1. It is inter-
esting to note the quantization in allowed constant solu-
tions, they correspond to monopoles of constant charge
g = 0,−1,−2. Hence the three constant solutions give
rise to three different configurations of the Wu-Yang
monopole. The original monopole given by Wu and
Yang corresponds to the generalized monopole of con-
stant value g = −1. Notice the insignificance of the mi-
nus sign in the values of g. It may be absorbed by the
Levi-Civita (3) by permuting a pair of indices.
As always, one can look for a power series solution of
the equation (10),
A(r) =
∞∑
n=0
anr
n, (14)
B(r) =
∞∑
n=0
bnr
−n. (15)
Here A(r) represents those solutions which have a Tayler
series expansion at r = 0 and B(r) the solutions which
have an expansion at r = ∞. These expansions have
been considered in the literature, consider Rosen (1972)
[43], Actor (1979) [41] and for a discussion Marinho et
al. (2009) [42]. We have supplemented the literature
with a more detailed discussion of how to find the coef-
ficients in Appendix A4. As we show in this Appendix,
the coefficients follow non-closed recursion relations with
a0 = 0,±1 and b0 = 0,±1. The solutions a0 = 0 and
b0 = 0 both give the trivial constant solution mentioned
above. The series for A(r) contains only even powers of
r and has one free parameter a2 =: a. a sets the en-
ergy scale of the solution as it has dimensions of energy
squared (or inverse length squared). The series for B(r)
contains arbitrary powers of r and has the free parameter
b1 =: b. b has units of energy and so sets the energy scale
of the B(r) solution. The first 10 coefficients of A(r) and
B(r) are given in Marinho et al. [42]. We do not agree
with their assertion of signs(neither do Rosen [43] or Ac-
tor [41]). For a0 = 1 we state here the more general form
of A(r):
A(r) = 1 + ar2 +
3
10
a2r4 +
1
10
a3r6 +
59
1800
a4r8
+
71
6600
a5r10 +
15143
4290000
a6r12 +
20327
17550000
a7r14
+
1995599
5250960000
a8r16 +
311031533
2494206000000
a9r18. (16)
A natural question arises, how is a0 put back into equa-
tion (16). Using parity symmetry (11), we have that
−A(r) is a solution with all signs reversed. There is still
a freedom in signs, though, for the uneven powers in a
one can do the transformation a → −a. Thus it is clear
that only terms with even powers of a needs a factor of
a0 to change signs under a parity transformation. This
argument is supported by our explicit calculations in Ap-
pendix A4. Notice that the expansion (16) contains the
constant solutions A(r) = ±1 by choosing a = 0. In Fig-
ure 3 the graph of A(r) is found together with the graph
of the corresponding numerical solution. A near perfect
correspondence is found when r ≤ 1.4a. The numerical
solution if plotted again in Figure 7 where more details
are included.
The corresponding expansion for B(r) is more compli-
cated as the uneven coefficients does not vanish in gen-
eral. By the same considerations as above we have
B(r) = b0 + b
1
r
+ b0b
2 3
4
1
r2
+ b3
11
20
1
r3
+ b0b
4 193
480
1
r4
+ b5
47
160
1
r5
+ b0b
6 3433
16000
1
r6
+ b7
67699
432000
1
r7
+ b0b
8 1318507
11520000
1
r8
+ b9
2118509
25344000
1
r9
. (17)
Notice that for both expansions, a scale transformation
(12) corresponds to redefining the free parameters a and
b. The graphs of A(r) and B(r) are shown in Figure 2.
From the higher order terms of the above partial sums
of A(r) and B(r), we can estimate the radii of conver-
gence using the ratio test. For A(r) we have convergence
when∣∣∣∣ 3110315332494206000000a0a9r18/ 19955995250960000a8r16
∣∣∣∣ < 1, (18)
which, using |a0| = 1, reduces to
√
ar < 1.746. (19)
For B(r) we find convergence for
r
b
> 0.730. (20)
6According to Marinho et al. [42], these estimates of con-
vergence changes little when using higher order coeffi-
cients. We find that neither of the power series converge
for all r > 0, but each may come arbitrarily close by
choosing
√
a very small or b very large in some particu-
lar length units.
We now ask if the solutions may be glued together at
some length 0.73b < R < 1.75√
a
creating a smooth solution
of the field equation (10),
f(r) =
{
A(r) =
∑∞
n=0 a
nr2n, 0 ≤ r ≤ R,
B(r) =
∑∞
n=0 b
nr−n, R ≤ r. (21)
Here we have chosen a0 = 1 = b0 for concreteness. In
this case a−1/2 plays the role of the small scale length
of the problem, the radius where the zeroth order term
of A(r) starts to dominate. Likewise, b plays the role of
a large scale length determining when the zeroth order
term of B(r) starts to dominate. An example of a com-
bined power series solution (21) is seen in Figure 2 when
the diverging parts are ignored.
Equation (21) cannot be constructed smoothly as we
now show. By assuming that A(R) = B(R) we obtain
the equation
0 =
∞∑
n=0
(anR2n − bnR−n) =
∞∑
n=0
bnR−n
(
an
bn
R3n − 1
)
,
(22)
which is fulfilled if b = aR3. Considering the analogous
equation for A′(R) = B′(R) we arrive at
0 =
∞∑
n=1
(2nanR2n−1 + nbnR−(n+1))
=
∞∑
n=1
nbnR−(n+1)
(
2
an
bn
R3n + 1
)
, (23)
which is fulfilled if b = −2aR3. It is clear that both condi-
tions cannot be fulfilled simultaneously, thus we see that
A(r) and B(r) cannot be joined smoothly. In Section III
this becomes clear from energy considerations. It is not
without physical motivation, however, to go on an study
solutions which have a discontinuity in the first deriva-
tive. It turns out (see Section III) that such solutions are
the only non-trivial solutions which have the possibility
of finite energy. We study one such solution in detail in
Subsection IIID and Marinho et al. [42] considers four
such solutions.
Allowing a discontinuity in the derivative of size
f ′(R+) − f ′(R−) = ζ at some radius R corresponds to
adding a delta function to the field equation (10),
f ′′(r) = f(r)
f(r)2 − 1
r2
+ ζδ(r −R), (24)
since for ǫ > 0 we have
f ′(R+)− f ′(R−)
= lim
ǫ→0
∫ R+ǫ
R−ǫ
dr
[
f(r)
f(r)2 − 1
r2
+ ζδ(r −R)
]
= ζ. (25)
Here the first term on the second line vanish due to con-
tinuity.
Notice that the introduction of the delta function and
the scales R and ζ, implies that the scale transformed
function f(λr) is a solution with scales R/λ and λζ:
d2
dr2
f(λr) = λ2
[
f(λr)
f(λr)2 − 1
(λr)2
+ ζδ(λr −R)
]
= f(λr)
f(λr)2 − 1
r2
+ λζδ(r −R/λ). (26)
As such, the introduction of a discontinuity in the deriva-
tive does not break scale invariance, except if the scales
R or ζ are taken to be universal. See Marinho et al.
[42] for a discussion of (24) in the context of QCD. They
suggest that the delta function may be thought of as lo-
calized static quarks at radius R with ζ as the square of
the quark wave function. In QCD the relevant (univer-
sal) length scale for breaking scale symmetry is of order
R ∼ 1 fm.
Next, we considered the novel approach of using Pade´
approximants in the field equation (10). A Pade´ approx-
imant is an ansatz of the form
f(r) =
∑M
m=0 amr
m
1 +
∑N
n=1 bnr
n
. (27)
In Appendix A5 we find the restrictions imposed by the
field equation on the first four coefficients. We find that
like for the power series expansions, a0 = 0,±1. For the
next three coefficients we find that an = a0bn. Assuming
this trend continues, we have that Pade´ approximants
give no new information, they simply reproduce the con-
stant solutions f = 0,±1.
E. Limiting solutions of the field equation
Another class of analytical solutions are those found
in the extreme cases |f(r)| ≪ 1 and |f(r) ≫ 1. Un-
fortunately, as we will see, such solutions does not exist
globally.
The linearised field equation is on the form
f ′′(r) = − 1
r2
f(r), (28)
and is fulfilled by a solution when |f(r)| ≪ 1. It is curious
to notice that the linearised field equation is equivalent to
the time-independent Schrdinger equation with vanishing
energy in a −1/r2 potential. The solutions have been
studied in detail by Landau and Lifshitz in their work on
quantum mechanics [44]. This equation has an intriguing
7FIG. 2. A plot of the expansions A(r) from equation (16)
(blue graph to the left) and B(r) from equation (17) (orange
graph to the right) with b = −1, a = −1 and b0 = 1. The
radial axis is given in units of (−a)−1/2 = −b. From the fig-
ure it is clear where the domains of convergence overlap. It
appears the graphs cannot be joined in a differentiable man-
ner. Notice the divergent behaviours at the endpoints of the
domains of convergence given in equations (19) and (20).
FIG. 3. Here the Taylor expansion A(r) from equation (16)
(blue lower graph) with a = −1 is compared with the corre-
sponding numerical solution (orange upper graph). The ra-
dial axis is in length units (−a)−1/2. Notice the near perfect
agreement between the graphs when r ≤ 1.4(−a)−1/2.
application in the Efimov effect [45]. The Efimov effect
happens in a system of three identical bosons, when a
two body subsystem is at the dissociation energy. Under
these conditions, surprisingly, there is an infinite number
of bound states. For a general review of the three body
problem with short-range interactions, consider Nielsen
et. al [46]. In the context of the Wu-Yang monopole
consider Appendix G of Actor [41].
It is readily checked that (28) has solutions on the form
fl(r) =
√
r/r0
[
A cos
(√
3
2
ln r/r0
)
+B sin
(√
3
2
ln r/r0
)]
.
(29)
Here r0 is the length scale where |f(r)| becomes compa-
rable to one and the linear approximation breaks down.
The solution is plotted as the blue graph in Figure 4 for
A = B = 1 and r0 = 4.6. As expected by expression (29),
the function oscillates while getting an increasingly lager
amplitude. The frequency is radially dependent through
the logarithm of r, which is also seen in the figure. It
appears that already at the first minimum, fl(r) = −0.1,
the assumption |fl(r)| ≪ 1 is broken. This is definitely
the case at the maximum which appears around r = 4a
with the value fl(r) = 0.55. To make a comparison,
we found the numerical solution with the corresponding
behaviour at small r. This is seen in Figure 4 as the
orange graph, where the first minimum resembles that of
the linearised solution. The maximum is nowhere to be
found, it is replaced by a monotonic growth. Hence it
is clear that the solution of the linearised field equation
is a good approximation of the numerical solution only
for radii much smaller than the length scale a. However,
It might be that fl approximate solutions of the field
equation at each minima.
In the other limit when |f(r)| ≫ 1 the f cubed term
dominates and the field equation takes the form
f ′′(r) =
f(r)3
r2
. (30)
This equation has a solution in the same |f(r)| ≫ 1 limit.
Consider the function
fc(r) =
√
2r0
r0 − r (31)
for some diverging length scale r0. In the limit |fc(r)| ≫
1 it is true that |r0 − r|/r0 ≪ 1. Hence to lowest order
in (r0 − r)/r0 we have
fc(r)
3
r2
=
2
√
2r30
[r0 + (r − r0)]2(r − r0)3 =
2
√
2r0
(r − r0)3 = f
′′
c (r),
(32)
and so fc is a solution of the cubed field equation (30)
when |fc(r)| is large. This implies that whenever a solu-
tion of the field equation (10) grows large, the Wu-Yang
monopole has a divergence. As we will see, the energy
of the Wu-Yang monopole depends on the space integral
of f4/r2 and the behaviour of fc gives an infinite energy.
This is consistent with the Finite energy theorem (see
Appendix A7) which states that whenever there is a re-
gion where |f(r)| > 1, the energy diverges. The main
argument in the proof is that when |f(r)| > 1 for some
radius r, |f | grows without bound in either the increas-
ing or decreasing radial direction. The behaviour of this
diverging growth is captured by (31).
8FIG. 4. Here the linearised solution fl(r) from equation (29)
(blue lower graph) with A = B = 1 and r0 = 4.6a is com-
pared to the corresponding numerical solution (orange up-
per graph). The radial axis is in some length units a. The
agreement between the graphs is good for small r. However,
already at the first minimum the graphs disagree. fl has min-
imum at a larger radius than f with a difference of 0.1a.
F. The field energy
TheWu-Yang gauge fields are time-independent, hence
the energy density, E = ∂L
∂A˙µ
A˙µ − L, equals the negative
Lagrangian. In spherical coordinates this gives the en-
ergy formula
E = 4π
∫ ∞
0
dr
[
f ′2 +
(f2 − 1)2
2r2
]
, (33)
where we used the Lagrangian from equation (7). The en-
ergy is positive definite since all terms are squared. This
gives a lower bound on the energy as required of a sta-
ble theory of physics. We notice that the energy integral
is indeed that of a static infinite string in a centrifugal
potential.
The energy is minimized when equation (33) vanishes.
This is fulfilled when[
f ′2 +
(f2 − 1)2
2r2
]
= 0. (34)
Both terms are non negative so the equation holds true
if and only if both terms are zero. Therefore f2 − 1 = 0
making
f = ±1 (35)
the only vacuum configurations. These are straight
strings, each lying on a minimum line of the centrifugal
potential surface. These lines corresponds to vanishing
centrifugal potential for all string constituents. As dis-
cussed earlier in relation to the field equation, each point
on these lines corresponds to a locally unstable equilib-
rium. However, this shows that when all parts of a string
are located at an unstable equilibrium, the string as a
whole becomes stable.
We may rewrite the energy integral if we consider a
free string, that is a string with Neumann boundary con-
ditions, f ′ → 0 as r → 0,∞. We rewrite the kinetic
term of the energy by partial integration and use the
field equation (10) which holds for physical strings:
E = 4π
∫ ∞
0
dr
[
−ff ′′ + (f
2 − 1)2
2r2
]
= 4π
∫ ∞
0
dr
[
−f2 (f
2 − 1)
r2
+
(f2 − 1)2
2r2
]
= −2π
∫ ∞
0
dr
(
f2 + 1
) f2 − 1
r2
. (36)
This gives an alternative expression of the energy den-
sity of a free string. The result has surprising impli-
cations. Since the energy is positive definite for all f ,
equation (36) implies that the relationship between the
domain, D+ = Doscillating , where the new energy density
is positive, i.e. f2 < 1, and the domain, D− = Ddiverging ,
where the new energy density is negative, i.e. f2 > 1, is
such that the energy integral turns out positive. If the
energy is zero, then constantly f2 = 1 in agreement with
our previous result. This relation between domains is in-
terpreted as follows. For every part of the string with
a diverging appearance, there must be a corresponding
part with an oscillating appearance (see Subsection II B
for terminology). However, there may be oscillating parts
without corresponding diverging parts. Mathematically
we have the inequality:
∫
D+
dr
(
f2 + 1
) f2 − 1
r2
≥
∫
D
−
dr
(
f2 + 1
) 1− f2
r2
.
(37)
This result is quite intriguing in the light of the Finite
energy theorem of Appendix A7, which states that for a
smooth string, any constituent with |f(r)| > 1 gives rise
to an energy divergence in a subset of D−. This implies
that when the right hand side of the above inequality is
non-zero, then it is infinite. Due to the inequality, this
gives rise to the surprising conclusion, that if a string has
diverging parts then its oscillating parts also diverge the
energy. This result makes it natural to restrict atten-
tion to solutions without repulsive parts, making D− the
empty set and the integral on the right vanish. However,
we find in Section III that no matter what is done, any
smooth solution has a divergent energy.
G. Vacuum configurations
It is interesting to consider the actual gauge fields, Aai ,
corresponding to the vacuum solutions f = ±1. From (3)
9and g = f − 1 we find that when f = 1 the gauge fields
has monopole charge g = 0, giving the trivial vacuum:
Aai = 0. (38)
However when f = −1 we obtain the monopole of con-
stant charge −2:
Aai = ǫ
a
ijx
j 2
r2
, (39)
seen in Figure 1. Interestingly, this shows the existence of
a vacuum configuration with non-vanishing gauge fields.
The two vacuum configurations of the Wu-Yang
monopole are quite different, the one being trivial and
the other having a singularity. As mentioned earlier, this
is an example of the curiosity that the parity symmetry
of the string is not carried by the Wu-Yang monopole (3).
We now ask whether it is possible to make a physical
transition from one vacuum to the other. This cannot
happen in a continuous way using only a finite amount
of energy. To see this, consider the continuous deforma-
tion of the vacuum string f = 1 to a new string with
f(0) = 1 − δ. This new string has infinite energy since
the centrifugal contribution of (33) gives a divergence in
the limit r → 0. Hence we find the vacuum configura-
tions are separated by an infinite energy barrier and no
continuous transitions are allowed between them. The
only possible transitions between the two vacuums are
discrete ones.
Notice the curious fact that the last constant solution,
f = 0, carries infinite energy,
E = 2π
∫ ∞
0
dr
1
r2
=∞. (40)
This result is not anticipated when considering the field
equation which has f(r) = 0 as a stable equilibrium for
a string constituent at r. However, the energy formula
has a non-vanishing r−2 contribution from the centrifugal
term which diverges the energy and thus makes the string
globally unstable.
H. The Wu-Yang monopole as a collection of
magnetic dipoles
We conclude this section by considering the non-
abelian generalizations of electric- and magnetic fields
in the case of the Wu-Yang monopole. We anticipate
the Wu-Yang monopole to have non-zero magnetic fields
since each of the gauge fields exhibits a magnetic like ro-
tation, as illustrated in Figure 1. Recall that usually the
magnetic field is related to rotations in the vector field
by B = curlA. Furthermore, g is anticipated to play the
role of a radial dependent magnetic charge due to its role
as a monopole charge in the structure of the Wu-Yang
monopole (3). However, it turns out that the magnetic
structure of the solution is not monopole like, but rather
dipole like depending on both g and the derivative g′.
Inspired by electromagnetism, we introduce the non-
abelian electric- and magnetic fields as follows:
Eai = F
a
i0, B
a
i =
1
2
ǫijkF
a
jk. (41)
We quickly realize that these fields are not gauge invari-
ant in a non-abelian theory where the field tensor trans-
forms under gauge transformations. Hence they are not
observables. Rather, they are theoretical constructions
which hints at the properties of a non-abelian field.
We calculate the chromomagnetic fields in Appendix
A6. It is found that
Bai = 2δ
a
i
g(r)
r2
+ [δai r
2 − xixa]
[
g′(r)
r3
− 2g(r)
r4
]
.
+ xix
a g(r)
2
r4
. (42)
The electric fields vanish due to time-independence and
the Aa0 = 0 assumption of the ansatz, thus E
a
i = F
a
i0 = 0.
The form of Bai shows that in a complicated manner, g
plays the role of a radial dependent magnetic charge, in
the sense that it determine the strength of the magnetic
fields. This was to be expected, after all g is the only
degree of freedom in the Wu-Yang monopole. Interest-
ingly, the derivative of the charge plays a role too. In
order to be concrete, inspired by electromagnetism, we
calculate the divergence of the magnetic fields Ba to find
a result proportional to the associated charge densities.
This calculation is done in Appendix A6, where the com-
plicated expression (42) is shown to have a surprisingly
simple divergence. The magnetic charge densities are
ρa(x) = ∂iB
a
i (x) = 2x
a g(r)g
′(r)
r3
. (43)
First of all these are symmetric in the gauge index a, re-
lated by rotations of π/2 radians. They are the charge
densities of three dipoles aligned along one axis each.
In this sense, the Wu-Yang monopole is not a magnetic
monopole, but rather consists of three magnetic dipoles
with no net charge, as is a consequence of the symmetry
ρ(x) → −ρ(x) when x→ −x. As expected from the ap-
pearance of the magnetic field, g′(r) plays a role along
with g(r). What was not expected is that g′(r) plays a
role on equal footing with g(r). In Figure 5 and 6 the
first component of the charge density is plotted using the
power series solution (16) with a = −1. The plot uses
only two space dimensions, but the permutation symme-
try in x2 and x3 gives the behaviour in the x3 direction.
It is intriguing, that a source-free self-interacting the-
ory like the present one can be understood as creating
its own charges interacting with its own gauge fields via
analogues of Maxwell’s equations. This is a clear and
concrete representation of the self-interaction of a non-
abelian gauge theory. However, as was argued, no net
charge is created within the set-up.
To conclude this section let us consider the magnetic
fields and charge densities of the vacuum configurations.
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FIG. 5. A surface plot of the first component, ρ1, of the
charge density (43) in two space dimensions. The power series
expansion (16) with a = −1 is used as monopole charge. The
x1 and x2 axes are given in units of (−a)−1/2, and the charge
density in units of (−a)3/2.
FIG. 6. A two dimensional contour plot of the charge density
ρ1 from equation (43). We used the power series expansion
(16) with a = −1 as the monopole charge. The axes are given
in units of (−a)−1/2.
They are expected to vanish since magnetic fields and
charges are sources of energy. Indeed this is what we
find. Both solutions g = 0,−2 have a vanishing derivative
implying that ρa = 0. For the trivial vacuum we have
g = 0 and g′ = 0 implying that Ba = 0. For the non-
trivial vacuum, g = −2 and thus the derivative term in
Ba vanishes. A little calculation shows that the resulting
terms cancel in pairs.
III. FINITE ENERGY SOLUTIONS AND
NON-EXISTENCE
In this section we go into energy considerations of the
Wu-Yang monopole. We argue that no smooth finite en-
ergy solutions exist that are not trivial. Here the word
trivial is synonymous with vanishing gauge fields. We ar-
gue that no smooth non-trivial solutions exist even if we
allow them to be singular. For this, we take our start-
ing point in a non-existence theorem given in the pa-
per ”There are no classical glueballs” (1977) by Coleman
[47]. The non-existence theorem states that no smooth
non-trivial finite-energy non-singular solutions of clas-
sical Yang-Mills theory in four dimensional Minkowski
space exists except if they radiate energy toward spatial
infinity. To be concrete, Coleman [47] does not mention
smoothness explicitly, going through the arguments, one
finds that two times continuous differentiable gauge fields
are assumed. We have not been able to find even one time
differentiable solutions of finite energy. An example is the
gluing together of the power series solutions (21) in Sub-
section IID. This could not be done in a differentiable
manner, but the continuous solution turns out to have
finite energy. In Subsection III D we give a numerical
solution with discontinuous derivative, this is a solution
of the modified field equation (24). Several piecewise
smooth solutions are given in Marinho et al. [42].
A. A non-existence theorem
Here we state the non-existence theorem, deduce the
corollary it imposes on the Wu-Yang monopole and dis-
cuss its implications.
The non-existence theorem in [47] states that no
smooth non-trivial finite-energy non-singular solutions
of classical Yang-Mills theory in four dimensional
Minkowski space exists except those that radiate energy
toward spatial infinity. For a static solution, like the
Wu-Yang monopole, it is not possible to radiate. Hence
we obtain the corollary that no smooth non-trivial non-
singular static solutions of finite energy exists.
Thus the theorem implies that any smooth non-trivial
finite energy Wu-Yang solution has to be singular. In
other words, we cannot find any non-trivial solutions
of the field equation (10) which gives both a non-
divergent gauge field configuration and a non-divergent
energy. This is a fundamental difficulty of the Wu-Yang
monopole since true divergent behaviour is not observed
in nature. It so turns out, that one cannot find even
singular smooth non-trivial finite energy solutions as we
show in the next subsection. Thus as it will turn out in
Subsection IIID, for the Wu-Yang monopole the essential
assumption of the non-existence theorem is smoothness.
If we let go of this assumption, we are able to find several
different classes of finite energy solutions.
The non-existence theorem is consistent with the con-
stant solutions that was obtained in Subsection IID. The
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vacuums (f = ±1) have finite energy which is consistent
since the monopole (3) with f = 1 is trivial and with
f = −1 is singular. The constant solution f = 0 has
both infinite energy and a singular monopole.
B. Conditions for non-divergent energy
In this subsection we consider what conditions are
needed in order not to diverge the energy. We prove in
Appendix A7 the Finite energy theorem stating that any
smooth finite energy solution, f , must have |f(r)| ≤ 1
for all r. The key point in the proof is that anywhere
|f(r)| > 1, the function grows unbound and reach the
asymptotic solution (31) which diverge the energy. The
Finite energy theorem is argued in Marinho et al. [42].
If smoothness is not required of the solution, the Finite
energy theorem is invalid, but still serves as a statement
of what natural behaviour a finite energy solution have.
For an intriguing application of the Finite energy theo-
rem consider the discussion at the end of Subsection II F.
When |f(r)| ≤ 1 for all radii, it is clear from the en-
ergy formula (33) that divergence can happen only in the
limits r → 0 and r→∞. We find that a solution with
f(r)→ [1− (√ar)n] as r → 0, (44)
must have n > 1/2, and a solution with
f(r)→
[
1−
(
b
r
)n]
as r →∞, (45)
must have n > 0 in order to give a finite energy con-
tribution in the limits. However, as we show below, for
the behaviour in (44) the smallest n which solves the
field equation (10) is n = 2, and for the behaviour in
(45) the smallest n solving the field equation is n = 1.
These are the lowest order (non-trivial) terms we already
know from the power series expansion (21) that was con-
sidered in Subsection IID. As such, it is clear that the
non-smooth combined solution (21) has finite energy. Re-
member that due to parity symmetry (11) we could have
considered −f(r) as well in (44) and (45).
We now deduce the condition n > 1/2 on the asymp-
totic behaviour in equation (44). Considering first the
centrifugal term of the energy integral (33), it is clear
that we obtain a divergence if not f(r)→ ±1 fast enough
as r→ 0. Plugging (44) into the energy integral (33) we
find
Eδ[f ] = 4π
∫ δ
0
dr
[
anr2(n−1) +
(
(1− an/2rn)2 − 1)2
2r2
]
= 4π
∫ δ
0
dr
[
anr2(n−1) +
(
anr2n−1 − an/2rn−1)2
2
]
,
(46)
where δ is some small length in the sense that δ
√
a≪ 1,
making the leading order assumption on f in equation
(44) a good approximation. The first term in the inte-
grand requires that n > 12 . Such n gives the first term
inside the second term bracket a positive power, and the
second term a power strictly larger than − 12 . Hence the
second term converges when n > 12 making it a proper
requirement on n.
We know from the power series expansion at r = 0
(16) that the lowest order integer exponent compatible
with the field equation (10) has n = 2. This gives an
asymptotic solution with finite Eδ. What we do not know
is if the field equation permits solutions of non-integer n
which does not diverge Eδ. This we consider know.
Plugging into the field equation (10) we find in the
limit r → 0 the left hand side
f ′′(r) = −n(n− 1)an/2rn−2. (47)
Assuming n > 0, we consider only the lowest order in√
ar for the right hand side of the field equation and
find:
f(r)
f(r)2 − 1
r2
= 1− (√ar)n) (
√
ar)2n − 2(√ar)n
r2
= −2an/2rn−2 as r → 0. (48)
Equating the above expressions implies that n(n−1) = 2
which has the solutions n = 2,−1. We assumed n > 0
and thus only n = 2 is a valid solution. Hence we con-
clude that the lowest order n which solves the field equa-
tion (10) is the integer solution n = 2 that we already
knew.
Now we do the corresponding considerations in the
limit r →∞. From the energy formula:
E = 4π
∫ ∞
0
dr
[
f ′2 +
(f2 − 1)2
2r2
]
, (49)
it is clear that using (45) makes f ′(r) go like r−2(n+1)
for r → ∞. This gives a convergent contribution to the
energy in the limit r → ∞ for all n > 0. Using n > 0
gives a convergent contribution for the second term in
the energy integral as well. Thus we found the proper
restriction on n in (45).
Again we plug the asymptotic function (45) into the
field equation (10):
n(n+ 1)
bn
rn+1
=
(
1− b
n
rn
) (
1− bnrn
)2 − 1
r2
. (50)
Keeping only the lowest orders in br−1 we get
n(n+ 1)
bn
rn+2
= 2
bn
rn+2
. (51)
Hence we obtain the equation n(n + 1) = 2 which has
solutions n = 1 and n = −2. And again we found no new
information, as we already knew these solutions from the
power series expansion (21).
12
C. Non-existence of smooth singular finite energy
solutions
Now the results of the previous section is used to prove
that not even singular smooth finite energy solutions ex-
ists of the form (3) except the trivial ones. For this we use
the Non-existence theorem together with the asymptotic
results of the previous subsection. We assume smooth-
ness and show that it implies infinite energy.
Consider the r → 0 limit of the Wu-Yang gauge fields
(3) with the asymptotic form of f (44) and its parity
transformation. As we saw in the previous subsection,
both ensures a convergent energy contribution for small
r. The Wu-Yang monopoles are
Aai (x) = −ǫiakxka (52)
for f(r) = 1− ar2, and
Aai (x) = ǫiakx
k
(
a− 2
r2
)
(53)
for f(r) = −1 + ar2.
It is clear that a solution with the first behaviour (52)
has no singularities at r = 0, also it is non-trivial and ex-
tended to all r in a smooth manner. Hence the solution
has infinite energy due to the Non-existence theorem.
Notice now that the singular solution (53) has identical
energy to (52) since the energy formula (33) exhibits par-
ity symmetry. Hence (53) has infinite energy. This proves
that singular solutions have infinite energy because their
non-singular parity transforms have so.
This is an interesting case where the parity trans-
form of a Wu-Yang monopole gives a different appearing
monopole with resembling properties.
D. A class of finite energy solutions
The non-existence of smooth finite energy Wu-Yang
monopoles is established. We are, however, able to con-
struct finite energy Wu-Yang monopoles if we let go of
the smoothness constraint. By allowing a single discon-
tinuity in f ′ the non-existence theorem [47] is no longer
valid. This gives a class of solutions which fulfils (24) and
may be of physical significance. They can be made both
non-singular and with finite energy. Consider Marinho
et al. [42] for several such solutions.
One way to construct finite energy solutions is to take a
solution with non-diverging energy in the limit r → 0 and
make a cut-off when it moves outside the domain [−1, 1].
The cut-off point is joined with the appropriate vacuum
solution which makes the overall solution continuous. An
example is seen in Figure 8 where we arbitrarily chose the
parity f(r) → 1 − ar2 in the limit r → 0. This we call
a cut-off solution. The only freedom in a cut-off solution
is the length scale a−1/2. Constructing cut-off solutions
is a way of restricting the dynamics to a finite volume of
FIG. 7. This figure shows the solution f and the derivatives
f ′, f ′′, and the radial energy density −4pir2L(r), obtained
from the boundary conditions f(R) = 1 − R2 and f ′(R) =
−2R with R = 0.01. The radial axis is given in units of
a−1/2. All shown functions diverge when r → 5.3, and a
beginning divergent behaviour is clearly seen in the energy
density. Notice that f = 1− r2 when r ≪ 1.
space, thus avoiding the infrared r → ∞ divergence of
the energy formula (33).
The construction assumes that all smooth solutions
with finite energy in the limit r → 0 moves outside [−1, 1]
at some radius. We have not established this by analyt-
ical means. Nowhere did we prove that f needs to ven-
ture outside [−1, 1] to gain infinite energy. However, this
is a result which is strongly suggested by our numerical
calculations. For the solution in Figure 7 we found the
divergent behaviour of (31) at the radius r = 5.3a−1/2.
The radial value where f moves outside [−1, 1], we shall
call the critical radius, r0. The critical radius is unique.
This is inferred from the proof of the Finite energy theo-
rem (see Appendix A7). In other words, when a solution
has left the domain [−1, 1], it is not going back.
In the solution of Figure 7, we choose a−1/2 as an
arbitrary unit of length for the radial axis. It is seen
from the graph that
√
ar0 = 2 is fulfilled for the criti-
cal radius. This implies a fundamental relationship be-
tween the length scale of the problem and the critical
radius. Such a relationship was expected on dimensional
grounds, what is interesting is the value of the propor-
tionality constant. Figure 7 suggests the constant of pro-
portionality to be a factor of two. When constructing
the graph, we assumed asymptotic behaviour at radius
R = 0.01a−1/2 to fix the constants of integration. The
estimated proportionality constant should converge to-
wards the true value as we choose R smaller. Calcula-
tions show that R = 0.01a−1/2 is reasonably small, since
smaller R results in
√
ar0 = 2 as well.
Changing a corresponds to doing a scale transforma-
tion. This is most easily seen in the small
√
ar limit where
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FIG. 8. This figure shows the same functions as Figure 7
except that f(r) = −1 when r ≥ 2. Notice the continuous
behaviour of f , and the discontinuous behaviour of f ′ and
the radial energy density.
a scale transformation f(r)→ f(λr) takes the form
1− ar2 → 1− aλ2r2. (54)
Hence a scale transformation changes a into aλ2, which
simply corresponds to redefining a. Thus the solution in
Figure 7 represents the equivalence class of all solutions
with f(r) → 1 − ar2 as r → 0. In fact, all finite energy
cut-off solutions may be constructed from the one in Fig-
ure 8 by varying a and changing parity. Thus the whole
set of finite energy cut-off solutions are classified by two
equivalence classes represented by the solution in Figure
8 and its parity transformation.
One approach to finding the energy of a cut-off so-
lution, is to calculate the area under the radial energy
density graph of Figure 8. This is numerically found to
be
E = 28
√
a =
46
r0
. (55)
Thus the class of cut-off solutions are able to produce
arbitrary energies by changing a, hence they produce an
energy continuum. Equation (55) has the feature that
the smaller the system the larger the energy. This is
expected on dimensional grounds. Physically, this may
be understood in terms of work done on the system when
the system is compressed into a smaller volume. Relating
(55) to the adiabatic first law of thermodynamics dE =
dW = −pdV , we find that
dE = −46
r20
dr0 = − 23
2πr40
dV, (56)
where we used dV = 4πr20dr0. Thus we find that the
pressure exerted by the gauge fields is highly dependent
on the critical radius, p ∝ r−40 .
An analytical approach to finding the energy, is to use
the usual energy formula (33) and take the critical radius
r0 as the upper integral limit:
E = 4π
∫ r0
0
dr
[
f ′2 +
(f2 − 1)2
2r2
]
. (57)
This seems reasonable since when r > r0 the system is
just a vacuum with vanishing energy density. Since f , per
construction, has a converging energy in the r → 0 limit,
the above integral is finite. A crude analytical estimate of
the proportionality constant between E and
√
a is made
by using the asymptotic form of f on the whole domain:
E = 4π
∫ r0
0
dr
[
4a2r2 +
(ar2 − 2√ar)2
2r2
]
=
16π
3
a2r30 +
16π
3
a2r30 + 8πar0 − 4πa3/2r20
= 4π
[
8
3
a2r30 − a3/2r20 + 2ar0
]
=
256π
3
√
a. (58)
Here we used
√
ar0 = 2. It gives an overestimation by a
factor of 10, and clearly the asymptotic approximation is
no good except when
√
ar ≪ 1. To obtain a better ana-
lytical estimate of the energy one may take more terms
of the power series expansion (16) into account.
We have to question the above discussion of the en-
ergy. One can argue that because the cut-off solutions
fulfil the modified field equation (24) rather than the
original one (10), the Lagrangian of the cut-off solutions
should change and the energy as well. First we need a
Lagrangian which reproduces the modified field equation.
This is obtained from the old Lagrangian (7) by simply
subtracting the term f(r)ζδ(r − r0),
L(r) = −
(
f ′(r)
r
)2
− (f(r)
2 − 1)2
2r4
− f(r)ζδ(r − r0).
(59)
It is clear that f(r) disappears doing the variation, leav-
ing ζδ(r − r0) alone. Thus we obtain (24) upon varia-
tion. The energy is found as before but with the new
Lagrangian. Since
ζ = f ′(r0+)− f ′(r0−) = −f ′(r0−) (60)
using (25), and f ′(r0+) = 0 for the vacuum, we have a
new formula for the cut-off energy
E = 4π
∫ r0
0
dr
[
f ′2 +
(f2 − 1)2
2r2
]
− 4πf(r0)f ′(r0).
(61)
For the class of solutions with parity as in Figure 8,
we have f(r0) = −1 per construction, and we read of
f ′(r0) = −1.1√a from the graph. Doing a parity trans-
formation, both values change sign and the energy re-
main unchanged. Thus the energy is still invariant under
a parity transformation. All that is changed in the above
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analysis is the proportionality constant in (55). Now we
have
E =
46
r0
− 8.8π
r0
=
18
r0
= 9
√
a. (62)
So the energy is more than halved by the introduction of
the discontinuity.
What kind of physical system may be modelled by the
non-smooth cut-off Wu-Yang monopole? It is clear that
the energy density drops to zero after the critical radius,
as a consequence of construction. This gives the solu-
tion a glue-ball like appearance as appears of Figure 8.
Accordingly, the modelled system must be constraint in
space, or at least approximately, to a ball with radius the
critical radius. Another important feature of the cut-off
solution is the inverse proportionality of the energy and
size, which resembles a gas with pressure inversely pro-
portional to r40 . Alternatively, a relation like (62) can be
thought of as an uncertainty relation between position
and energy of a point particle.
Since the Wu-Yang monopole consists of three gauge
fields, one might hope to model hadronic systems with
three quarks, or any number of quarks. If we take a pro-
ton which has a charge radius of 0.8414 fm [48]. Plugging
this into the energy formula (62) gives
Ep =
18
0.84fm
· 0.20GeVfm = 4.2GeV. (63)
This energy is about five times to large to be the observed
proton mass 0.9383 GeV. Thus the set of cut-off solutions
does not give a proper model of the proton when identi-
fying the charge radius with the critical radius. Had we
used the peak energy density radius instead, the result
would be better, but still of by more than a factor of two.
The maximum energy density radius is read of Figure 8
to be rmax = 1.2
√
a, then we get
Ep =
11
0.84fm
· 0.20GeVfm = 2.6GeV. (64)
In Marinho et al. [42] four discontinuous solutions are
considered. They find that the discontinuity should be
at a radius of at least four times the typical hadronic
scale in order to obtain the proper masses. This agrees
somewhat with our result for the proton.
The cut-off model allows for arbitrary critical radii, r0,
and thus one can add a time dependence on the problem,
allowing r0 to change. This gives rise to a change in en-
ergy (62) over time. When r0 increases the system is
doing work, and when r0 decreases, work is done on the
system. This act as a toy-model of a positively curved
expanding universe with radius r0. At present time, the
expansion of the universe is dark energy dominated [49],
consistent with the dominating contribution of the uni-
versal energy density being constant. This is not realized
by the cut-off model, which gives an average energy den-
sity of
ρuniverse =
18
4πr40
=
1.4
r40
. (65)
Rather, the cut-off model has the energy density of a ra-
diation dominated universe, ρ ∝ a−4, where a denotes
the scale factor of the universe. Indeed the universe was
radiation dominated at the earliest times. Since we know
the average energy density of photons today from mea-
surements of the Cosmic Microwave Background (CMB),
we can estimate the radiation radius of the universe in
the cut-off model. In other words, the cut-off model gives
an estimate of the radius of a universe containing only
radiation. The energy density of the CMB today is 0.25
eV cm−3 [50]. From this, we obtain the radiation radius
of the universe:
r0 =
(
1.4 · 0.20 · 10−4 eV cm
0.25 eVcm−3
)1/4
= 0.10 cm. (66)
This number is obviously to small to be the radius of
our present day physical universe. However, it is the pre-
dicted radius of a radiation dominated universe. Since
the universe was only radiation dominated at early times,
we cannot compare the result to the universe we see
around us. However, a quick estimate shows that the
cut-off model must be off by several orders of magnitude.
Already when the radiation dominated universe was 1
s old, and the energy density was 106 times larger, the
universe must have been at least 3 · 108 m in radius due
to the speed of light. Since then, the universe has only
grown larger. Thus the cut-off model seems not to be a
realistic candidate of a cosmological model.
IV. GENERALIZATIONS OF THE WU-YANG
MONOPOLE
We have been interested in generalizations of the Wu-
Yang monopole to higher dimensional spaces, and have
worked on different ideas to produce these. Unfortu-
nately, as the reader will see, some particular roadblocks
have been uncovered that have rendered the attempts
thus far unsuccessful. In the end of the section we give
an idea for a generalization which have not jet been made
concrete.
For the interested reader we give here some references
that describe specific generalizations of the Wu-Yang
monopole. A generalization of the Wu-Yang monopole to
a solution with a topological charge is found in reference
[51]. Another form of the Wu-Yang monopole defined on
the 2-unit sphere is found in reference [52]. Here it is fur-
ther generalized to a solution of the SU(n+1) Yang-Mills
equations on the complex projective n-plane for n ≥ 1.
In reference [3] the Dirac monopole [1] is embedded into
a SU(2) theory in the abelian gauge. Here the Dirac
string singularity is removed by a gauge transformation
and the result is a natural generalization of the Wu-Yang
monopole with f = 0. The same idea of embedding Dirac
monopoles into a non-abelian theory is used in reference
[53] to make a multi Wu-Yang monopole configuration
with the individual monopoles placed at arbitrary points
in space. t’ Hooft considered the Wu-Yang monopole in
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the context of a gauge theory with a Higgs triplet [11].
A generalization of the Wu-Yang monopole to a solution
where
Aa0 = x
a h(r)
r2
, (67)
was given by Julia and Zee (1975) in [54] in the context of
a gauge theory with a Higgs triplet. Later Hsu and Mac
(1977) considered the same solution in the context of a
pure Yang-Mills theory [55], obtaining the field equations
h′′(r) =
2h(r)f(r)2
r2
, (68)
f ′′(r) = f(r)
f(r)2 − 1− h(r)2
r2
, (69)
which constitutes a natural generalization of the Wu-
Yang field equation (10). This is further generalized to
the case of a non-trivial topological solution with imag-
inary Aa0 in [56]. This gives a non-trivial non-singular
finite energy solution.
In the quest for generalizations, we first ask what hap-
pens if another index is added in the Levi-Civita sym-
bol. This is possible only if another space dimension and
gauge field is allowed in the theory so that the indices
can run consistently through 1,2,3,4. If we want to stay
in a SU(2) gauge theory, the extra gauge field needs to
be removed. This is not the biggest concern, though. By
using ǫiajk instead of ǫiaj one has an extra index which
needs to be paired for the theory to make sense. The
only possibility at hand is to use another coordinate xk
giving
Aai = ǫiajkx
jxk
g(r)
r2
. (70)
From the antisymmetric properties of the Levi-Civita
symbol we quickly realize that this anzats is identically
zero for all the gauge fields.
This leads to the question whether another structure
constant may be used instead of the Levi-Civita symbol.
This is not possible since we need certain properties of
the structure constant to do the calculations found in the
appendix. These properties are anti-symmetry and the
identity ǫabcǫijc = δaiδbj − δajδbi. Since anti-symmetry
is what needs to be avoided above, this approach is not
going to work.
A promising approach of generalizing the Wu-Yang
monopole to higher space dimensions is obtained from
the results of Yang in reference [19]. Here the Dirac
monopole [1] is generalized to a SU(2) monopole in a five
dimensional space with a non-vanishing second Chern
class number. As mentioned above, the generalization
of a f = 0 Wu-Yang monopole to a non-abelian Dirac
monopole in three dimensional space is done in reference
[3].
In Yang’s work [19], we find the Lagrangian of the gen-
eralized Dirac monopole to have the simple form
LDM (r) = −1
4
F aµνF
µν
a = −
3
r4
. (71)
As we found earlier, the Wu-Yang Lagrangian is given by
LWY (r) = −
(
f ′(r)
r
)2
− (f(r)
2 − 1)2
2r4
. (72)
We now ask if we can choose f to make the Lagrangians
appear identical. This requires that f ′ = 0 hence f must
be constant. Choosing f = 0 gives the wanted result up
to a scale:
LWU (r) = − 1
2r4
, (73)
hence both Lagrangians result in the same field equations
and the theories are identical in the f = 0 limit. We
expect that Yang’s results [19] can be generalized in some
sense to include a general function f .
A first try to generalize the Yang monopole [19], is to
allow five space dimensions in the Wu-Yang gauge fields
(3). This is not going to work, however, as argued above.
We have not yet been able to work out a generalization
which includes a function. Finding such a generalization
would give a generalization of the Wu-Yang monopole to
a five dimensional space.
V. CONCLUSIONS AND OUTLOOK
Let us first summarize our main results, and then make
some comments. In section II we show that the gauge
fields of the Wu-Yang monopole are not related by ro-
tations, contrary to what might be suspected from their
vector plots. We introduce a new way of thinking about
the monopole charge f(r) as a string in a centrifugal po-
tential. The string picture gives a natural interpretation
of the boundary conditions needed in the variation of the
action. We consider Pade´ approximant solutions of the
field equation. It turns out that these simply reproduce
the constant solutions. A novel form of the energy for-
mula is derived using a Neumann boundary condition.
This gives a relationship between the energetics of the
oscillating and repulsive parts of a monopole charge. We
calculate the complicated chromomagnetic fields of the
Wu-Yang monopole and the relevant charge densities.
This shows that in the gauge dependent chromomagnetic
field picture, the Wu-Yang solution is a collection of three
dipoles.
In Section III we discus existence questions related to
finite energy solutions. It is argued that no non-trivial
smooth solutions exists of the Wu-Yang type. Not even
singular ones. This is followed by a discussion of cut-off
solutions, which form a particular class of numerical solu-
tions which have a single discontinuity in the derivative.
We find the implications of the discontinuity, and see that
cut-off solutions are naturally thought of in terms of the
first law of thermodynamics. The solution is applied as a
model of the proton and a radiation dominated universe.
In future research, we encourage studying applications
of non-smooth Wu-Yang monopoles. The simple cut-
off solutions give rise to a rich array of possible appli-
cations. The possible existence of the five dimensional
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Yang monopole is particularly relevant at present time
where Yang monopoles are being realized in the labo-
ratory [21, 22]. Along the same line of reasoning, the
Wu-Yang monopole might be realized in a laboratory as
well. In the resent proposal [57], it is suggested that a
Wu-Yang monopole may be simulated in a 3He super-
fluid system. In particular the realization of discontinues
Wu-Yang monopoles is of interest as they appear to have
a broad domain of theoretical application.
Appendix A: Appendix
Here we give proofs of the results stated in the article.
1. Coulomb gauge
In this appendix we show that the Wu-Yang monopole
fulfils Coulomb gauge, ∂iAai = 0. This is calculated as
follows
∂iAai = ∂
i
(
ǫiajx
j g(r)
r2
)
= ǫiajx
j∂i
(
g(r)
r2
)
= ǫiajx
j r
2∂ig(r)− g(r)∂i(r2)
r4
= ǫiajx
j rx
ig′(r) − 2g(r)xi
r4
= 0, (A1)
since ǫiajx
ixj = 0 due to anti-symmetry. The second
equality uses that for identical i and j, ǫiaj = 0.
2. Field strengths
We calculate the field strength components, F aij , of the
Wu-Yang monopole. We already know that F a0ν = 0 since
the fields are time-independent and Aa0 = 0. We find the
space components F aij by the calculation
F aij = ∂iA
a
j − ∂jAai + ǫabcAbiAcj
= [∂i(ǫjalx
l)− ∂j(ǫiajxj)] g
r2
+ ǫjalx
l∂i
( g
r2
)
− ǫiajxj∂j
( g
r2
)
+ ǫabcǫibkǫjclx
kxl
g2
r4
= [ǫjai − ǫiaj ] g
r2
+ [ǫjalx
lxi − ǫiakxkxj ]
[
g′(r)
r3
− 2 g
r4
]
+ [δalδbj − δajδbl]ǫibkxkxl g(r)
2
r4
= 2ǫija
g
r2
+ [ǫjalx
lxi − ǫialxlxj ][ g
′
r3
− 2 g
r4
]
+ ǫijlx
lxa
g2
r4
. (A2)
The third equality is obtained by the identity ǫabcǫljc =
δalδbj − δajδbl, and the fourth equality is obtained using
the antisymmetry of ǫabc.
3. Wu-Yang Lagrangian
Here we use the field strengths to calculate the La-
grangian of the Wu-Yang monopole. Throughout the
calculation, we use the antisymmetry of ǫabc and the iden-
tities xixi = r
2 and ǫabcǫlbc = 2δal. We find that
F aikF
ik
a = 4ǫikaǫika
g2
r4
+ [ǫkalx
lxi − ǫiajxjxk][ǫkanxnxi − ǫiamxmxk]
[
g′
r3
− 2 g
r4
]2
+ ǫikjx
jxaǫiklx
lxa
g4
r8
+ 4ǫika[ǫkalx
lxi − ǫiajxjxk] g
r2
[
g′
r3
− 2 g
r4
]
+ 4ǫikaǫikjx
jxa
g3
r6
+ 2[ǫkalx
lxi − ǫiajxjxk]ǫikjxjxa
[
g′
r3
− 2 g
r4
]
g2
r4
= 24
g2
r4
+ 4xlxlx
ixi
[
g′
r3
− 2 g
r4
]2
+ 2xjxjx
axa
g4
r8
+ 16xlxl
g
r2
[
g′
r3
− 2 g
r4
]
+ 8xaxa
g3
r6
+ 0
= 24
g2
r4
+ 4
[
g′
r
− 2 g
r2
]2
+ 2
g4
r4
+ 16g
[
g′
r3
− 2 g
r4
]
+ 8
g3
r4
= 8
g2
r4
+ 4
g′2
r2
+ 2
g4
r4
+ 8
g3
r4
= 4
(
g′
r
)2
+ 4
2g2 + 2g3 + 12g
4
r4
.
(A3)
Hence the Lagrangian, L = − 14F aikF ika , takes the form
L = −
(
g′
r
)2
− 2g
2 + 2g3 + 12g
4
r4
. (A4)
By introducing f := g + 1 we may rewrite this like
L = −
(
f ′
r
)2
− (f
2 − 1)2
2r4
. (A5)
This is seen as follows
L = −
(
f ′
r
)2
− (f
2 − 1)2
2r4
= −
(
[g + 1]′
r
)2
−
(
[g + 1]2 − 1)2
2r4
= −
(
g′
r
)2
−
(
2g + g(r)2
)2
2r4
= −
(
g′
r
)2
− 4g
2 + g4 + 4g3
2r4
. (A6)
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4. Power series solution
Assuming a solution of the field equation
f ′′(r) = f(r)
f(r)2 − 1
r2
(A7)
has a power series expansion at r = 0, we consider
A(r) =
∞∑
n=0
anr
n. (A8)
Plugging this into the field equation gives
∞∑
n=2
n(n− 1)anrn−2
=
∞∑
l,m,n=0
alamanr
l+m+n−2 −
∞∑
n=0
anr
n−2. (A9)
Due to the first term on the right hand side, the coef-
ficients follow a recursion relation. However, this is not
a closed recursion relation. It becomes increasingly more
complex for higher order coefficients since the higher or-
der, the more possibilities of combining l,m, n to give the
correct order in the exponent of rl+m+n−2.
The left hand side has no negative powers of r imply-
ing that a30 − a0 = 0 and 3a1a20 − a1 = 0 do to linear
independence of the set {rn : n ∈ Z}. The first equality
implies that a0 = 0,±1 which implies that a1 = 0. In-
cluding the contributions from the left hand side we find
with a1 = 0 three more coefficients,
2a2 = 3a
2
0a2 + 3a0a
2
1 − a2
= 3a20a2 − a2, (A10)
6a3 = 3a3a
2
0 + a
3
1 + 3a2a1a0 − a3
= 3a3a
2
0 − a3, (A11)
12a4 = 3a4a
2
0 + 3a3a1a0 + 3a
2
2a0 + 3a2a
2
1 − a4
= 3a4a
2
0 + 3a
2
2a0 − a4. (A12)
Thus if a20 = 1 we obtain
a2 = a2, a3 = 0, a4 =
3
10
a0a
2
2 (A13)
It is clear that the complexity of the coefficients increases
with the number af combinations that realizes the order
of the given coefficient. It is clear that if a0 = 0, all
these coefficients vanish and therefore all higher coeffi-
cients must as well giving the trivial solution. When
a20 = 1 we see that a3 = 0. This must be true for all
higher order uneven coefficients as well since all terms in
the first sum on the right-hand side of (A9) must contain
uneven coefficients to add up to an uneven order. Taking
a20 = 1, the relevant expression looks like
n(n− 1)an = 2an +
∑
terms containing uneven ai<n,
(A14)
where the last part disappears because all lower uneven
coefficients vanish. Then because n > 2 we get an = 0
for uneven n.
It is rather interesting to notice that a4 picks up a
factor of a0. As we explain in Subsection IID, this is
true of all coefficients having a2 to an even power.
For a0 = ±1, the coefficient a2 is the only free pa-
rameter. It has units of inverse length squared which in
natural units is energy squared. Hence the free param-
eter
√
a2 sets the energy scale. This is clear from the
cut-off solution (62)
Assuming a solution has a power series expansion at
r =∞, we consider
B(r) =
∞∑
n=0
bnr
−n, (A15)
and get the following field equation
∞∑
n=0
n(n+ 1)bnr
−(n+2)
=
∞∑
l,m,n=0
[
blbmbnr
−(l+m+n+2) − bnr−(n+2)
]
.
(A16)
Notice that this field equation is different from the cor-
responding one for A(r). One might have expected
to obtain a symmetry when doing the transforma-
tion l,m, n → −l,−m,−n (leaving the summation un-
changed), however, this is not the case as seen from the
left hand side which starts at n = 0, unlike the corre-
sponding equation for A(r). This means that b1 is gen-
erally not zero which implies that the uneven coefficients
are generally not zero. Thus the corresponding recursion
formula for the bn coefficients is more involved than that
of the an coefficients.
The zeroth coefficient again fulfils the equation b30 −
b0 = 0 which has solutions b0 = 0,±1. The first order
coefficient fulfils 2b1 = 3b1b
2
0 − b1 which makes b1 arbi-
trary when b0 = ±1. Therefore b1 is a free parameter of
length dimensions which sets the energy scale, b−11 , of the
solution. When b0 = 0 then also b1 = 0 and so, like be-
fore, all other coefficients vanish, resulting in the trivial
constant solution.
5. Pade´ approximant solution
Here we use a Pade´ approximant ansatz for the field
equation (10). The ansatz is as follows:
f(r) =
∑M
m=0 amr
m
1 +
∑N
n=1 bnr
n
. (A17)
We shall take N = M for simplicity, and write b0 = 1 to
allow compact notation. The left-hand side of the field
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equation (10) becomes
f ′′(r) =
d
dr
[∑N
m,n=0(m− n)ambnrm+n−1∑N
n,m=0 bnbmr
n+m
]
=
∑N
k,l,m,n=0(m− n)(m+ n− k − l − 1)ambnbkblrk+l+m+n−2∑N
k,l,m,n=0 bkblbmbnr
k+l+m+n
.
(A18)
The right-hand side of the field equation becomes
f(r)3 − f(r)
r2
=
∑N
l,m,n=0 al(aman − bmbn)rl+m+n−2∑N
l,m,n=0 blbmbnr
l+m+n
=
∑N
k,l,m,n=0 bkal(aman − bmbn)rk+l+m+n−2∑N
k,l,m,n=0 bkblbmbnr
k+l+m+n
. (A19)
Equating the two expressions using the common denom-
inator, we obtain a relationship among coefficients for
each exponent, K − 2, of r:∑
k+l+m+n=K
[(m− n)(m+ n− k − l − 1)ambnbkbl−
bkal(aman − bmbn)] = 0 (A20)
This is the same method we used for the power series
expansion. The zero order coefficients are found from
the k = l = m = n = 0 terms. Using b0 = 1, we obtain
0 = a0(a
2
0 − 1). (A21)
This equation has the solutions a0 = 0,±1, which is ex-
actly the same result we found for the zeroth order coef-
ficients of the power series expansions in Appendix A4.
Thus the power series solutions and the Pade´ approxi-
mant solution agree when r ≈ 0. Choosing a0 = 0 gives
the trivial solution f = 0, so we choose to consider only
a1 = ±1. When k+ l+m+n = 1 there are 4 possibilities
of combining the indices. We obtain
0 = 2(a1 − a0b1), (A22)
implying that a1 = a0b1. Thus truncating the Pade´ ap-
proximant at N = 2 gives the constant solutions, f = ±1
when a0 = ±1.
When k+l+m+n = 2 there are 10 possibilities of com-
bining the indices. The following equation is obtained
−3a1b1 − a0a1b1 + 5a0b21 + b21 − 2a0a21 = 0. (A23)
This equations contains no information of a2 and b2, and
turns out to be trivial, 0 = 0, when a1 = a0b1 is used.
Thus we need higher order terms than r0 to determine
the constraints on a2 and b2. To do this calculation we
consider the specific Pade´ approximant
f(r) =
a0 + ar
2
1 + br2
, (A24)
where we have written a2 = a and b2 = b for notational
simplicity and chosen a1 = 0 = b1 to simplify further.
Using that a20 = 1, we obtain the left-hand side of the
field equation
f ′′(r) =
2(a− a0b)(1 + 6br2 + 5b2r4)
(1 + br2)4
, (A25)
and the right-hand side of the field equation
f(r)3 − f(r)
r2
=
2(a− a0b) + 3a0(a2 − b2)r2
(1 + br2)4
+(
[a3 − a0b3] + 3ab[aa0 − b]
)
r4 + ab(a2 − b2)r6
(1 + br2)4
. (A26)
We require equality, and see that the r0 equation is in-
deed trivial 2(a − a0b) = 2(a − a0b). This is consistent
with our result using the general equation (A20). Go-
ing to higher exponents in r, it is clear that there is a
contribution to r6 only on the right-hand side. Thus we
obtain 0 = ab(a2− b2) which has the non-trivial solution
a2 = b2. We find the r2 and r4 equations to be consistent
if a = a0b. Thus again we obtain equality between the
coefficients up to a sign, a2 = a0b2.
For the exponents where k + l +m+ n = 3, there are
20 possible combinations of the coefficients. Choosing for
notational simplicity a0 = 1 so that a1 = b1, we obtain
6a3 − 6b3 − 2a1b2 + 2b2b1 − 2a1b2 + b2b1 + 2a2b1
− 2b2a1 − 2a1b21 + 2b31 = 2(a3 − b3) + 6(a2 − b2)a1.
(A27)
Which reduce to
a3 − b3 = (a2 − b2)b = 0. (A28)
Thus we see again that a3 = b3, and a general calculation
shows that a3 = a0b3. Assuming this trend continues,
we have shown that Pade´ approximants gives no new
solutions for the Wu-Yang field equation. They give the
constant solutions f = 0,±1.
6. Magnetic fields and charge densities
In this appendix we calculate the magnetic fields, Bai =
1
2ǫijkF
a
jk, of the Wu-Yang monopole. We use the identity
ǫabcǫaij = δbiδcj − δbjδci to get rid of the Levi-Civita
symbols.
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Bai = ǫijk[ǫkalx
lxj − ǫjalxlxk]
[
g′(r)
2r3
− g(r)
r4
]
+ ǫijkǫjklx
lxa
g(r)2
2r4
+ ǫijkǫjka
g(r)
r2
= [(δiaδjl − δilδja)xlxj
− (δkaδil − δklδia)xlxk]
[
g′(r)
2r3
− g(r)
r4
]
+ 2δilx
lxa
g(r)2
2r4
+ 2δia
g(r)
r2
= [δiax
jxj − xixa]
[
g′(r)
r3
− 2g(r)
r4
]
+ xix
a g(r)
2
r4
+ 2δia
g(r)
r2
(A29)
To find the associated magnetic charge densities, we
now calculate the divergence of the magnetic fields
∂iB
a
i = ∂a
g′(r)
r
− 2∂a g(r)
r2
− ∂i
(
xixa
g′(r)
r3
)
+ 2∂i
(
xixa
g(r)
r4
)
+ ∂i
(
xixa
g(r)2
r4
)
+ 2∂a
g(r)
r2
=
g′′(r)
r2
xa − g
′(r)
r3
xa − 2g
′(r)
r3
xa + 4
g(r)
r4
xa
− 3xa g
′(r)
r3
− xiδia g
′(r)
r3
− xixa g
′′(r)
r4
xi
+ 3xixa
g′(r)
r5
xi + 6xa
g(r)
r4
+ 2xiδia
g(r)
r4
+ 2xixa
g′(r)
r5
xi − 8xixa g(r)
r6
xi + 3xa
g(r)2
r4
+ xiδia
g(r)2
r4
+ 2xixa
g(r)g′(r)
r5
xi
− 4xixa g(r)
2
r6
xi + 2
g′(r)
r3
xa − 4g(r)
r4
xa
= 2xa
g(r)g′(r)
r3
. (A30)
All but one term cancel, giving the final equality.
7. Finite energy theorem
Here we give a proof of the result argued in Marinho
et al. [42], that in order for the Wu-Yang monopole to
possess finite energy,
E = 4π
∫ ∞
0
dr
{
f ′2 +
(f2 − 1)2
2r2
}
<∞, (A31)
f must lie in the interval [−1, 1] for all r. We assume
only that f is two times differentiable. This is natural
since it fulfils a second order differential equation. Notice
that this assumption assures that f ′′ is continuous do to
the field equation (10).
The argument goes by showing the contrapositive
statement: if there is a point r where f is outside [−1, 1],
then the energy becomes infinite. There are several cases
and we do them separately.
Assume first that f increases, not necessarily mono-
tonically, from some value within the interval [−1, 1] to
some value larger than one. Then obviously some r0 has
the property that f(r0) > 1, and due to continuity there
is some a with the property that f(a) = 1. In order for
f to reach f(r0) from below there must be some r˜ ful-
filling a < r˜ < r0 where f
′(r˜) > 0 and f(r˜) > 1 because
r˜ > a. Due to the field equation, we also have f ′′(r˜) > 0.
But then f ′ is increasing on some small interval around
r˜, and so is f because f ′(r˜) > 0. But f ′′ is increasing
when f increases due to the field equation, and so there
is a self-perpetuating effect making f and f ′ increase for
all r > r˜. But then f ′ 9 0 when r →∞, and the energy
becomes infinite due to the f ′2 term.
Assume now that f(r˜) > 1 for some r˜ ≥ 0, and assume
without loss of generality that f ′(r˜) < 0; otherwise the
situation is described by the argument above. If r˜ = 0,
then due to continuity f > 1 on some interval [0, r0], and
the energy becomes infinite due to the r−2 term. If r˜ > 0
then we may assume that f ′ < 0 and f > 1 on the interval
[0, r˜], and the energy diverges due to r−2. Otherwise
due to continuity, there has to be some r0 in [0, r˜] where
f ′(r0) ≥ 0 and f(r0) > 1. But then f ′′(r0) > 0 and so
there is some r1 > r0 where f
′(r1) > 0 and f(r1) > 0
and the situation is like the first part of the proof.
For cases where f(r) < −1 for some r, consider −f in
the above arguments and note that the energy depends
only on f2. This completes the proof.
8. Energy continuum theorem
An immediate consequence of the scaling invariance of
the field equation (10) is that one can construct solutions
of arbitrary energy from just one finite energy solution.
Assume f is a finite energy solution, then the solution
h(r) = f(λr) with λ > 0 has energy
E[h] = 4π
∫ ∞
0
dr
{
h′2(r) +
(h2(r)− 1)2
2r2
}
= 4π
∫ ∞
0
dr
{
λ2f ′2(ρ) + λ2
(f2(ρ)− 1)2
2ρ2
}
= 4π
∫ ∞
0
dρ
{
λf ′2(ρ) + λ
(f2(ρ)− 1)2
2ρ2
}
= λE[f ],
(A32)
writing ρ = λr. Since λ is an arbitrary positive number,
E[h] may be chosen arbitrarily.
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