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Abstract. The paper presents the results of the implementation of computational 
algorithms of hydro-dynamics for using of graphics processor units. The imple-
mentation was carried out on the basis of in-house CFD code SigmaFlow. Nu-
merical simulations were based on the solution of the Navier-Stokes equations 
using SIMPLE-like procedure. Discretization of the differential equations was 
based on the control volume method on unstructured mesh. In case of multiple 
CPU/GPU, parallel calculations were performed by means of domain decompo-
sition. In GPU-version of the code, basic computational functions were imple-
mented as CUDA kernels to perform on GPUs. The code has been verified using 
several test cases. Computational efficiency of several GPUs was compared to 
each other and to the modern CPUs. Modern GPU can increase the performance 
of calculations of CFD problems in more than 2 times compared to modern 6-
core CPU.  
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1 Introduction 
Modelling of natural phenomena and industrial processes requires continuous growth 
of the computing performance. In recent, the performance of graphics processor units 
(GPU) has increased so much that they have become attractive for the scientific and 
engineering simulations. As a result, techniques of the GPGPU (General-Purpose com-
putation on GPUs) have been developing. The high computational efficiency of graph-
ical processor units leads to the wide application of GPUs in supercomputing sys-
tems [1]. There are many fields of the GPGPU calculations such as linear algebra [2], 
molecular dynamics [3], aeromechanics [4, 5] and so on. The GPU performance is rap-
idly increasing and is much higher than the computational performance of central pro-
cessor units (CPU).    
Most algorithms of computational fluid dynamics for incompressible flows are based 
on the elliptic equation for the pressure correction. The algorithms include following 
main steps: a discretization of the pressure correction equation and velocity equations, 
solving the linear systems, corrections of the pressure and velocity fields. The imple-
mentation on the GPU only certain algorithm functions is not effective. All the data for 
the calculation are required to be stored in the GPU memory since their transfer between 
the GPU and the CPU takes a very long time. Consequently, all the main computational 
operations should be implemented on the GPU. The limited memory of the graphics 
processor units imposes serious restrictions on the computational problem in the case 
of single GPU. Multiple GPU systems allow computing the complex problem with fine 
mesh. In this case, a computational domain decomposition can be used for the parallel 
calculation on the multiple GPU. As known, an efficiency of the parallel calculations 
goes down as the number of the mesh cells increasing which is a result of the intensifi-
cation of the data exchange between the computational units. In the case of graphics 
processor units, the speed of the data exchange is limited by the PCI-E bus. 
The paper considers the realization of the GPU-version of an in-house computational 
fluid dynamic (CFD) code. The CFD code allows modeling the 3D steady and unsteady 
viscous incompressible flow in a complex computational domain. The main objectives 
of this paper are a demonstration of the problems, which can be solved by means of 
GPU, and comparison of the GPU and CPU performance for the incompressible flow 
modelling. 
2 Mathematical Model 
The implementation of GPGPU calculations is based on the in-house CFD code Sig-
maFlow [6]. Three-dimensional incompressible flow is described by the Navier–Stokes 
equations: 
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Model LES WALE (Large Eddy Simulation Wall Adapting Local Eddy-viscosity) 
is used for the simulation of turbulent flows. This version of the LES model is suitable 
for the simulation of the turbulent flow near the wall. The equations for the filtered 
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where μSGS is subgrid viscosity. In the LES WALE model, the subgrid viscosity is a 
function of the flow and is defined as follows [8]:   
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where Δ is a cell size, CW = 0.325 is a model constant.   
The numerical method is based on the finite volume method on an unstructured 
mesh. The distributions of a field and its gradient are used for the discretization of a 
differential equation. Gradient value in the center of the finite volume is determined by 
means of least-squares method [9]. 
Coupling of the pressure and velocity fields is one of the main challenge in the nu-
merical modelling of the incompressible flows. A SIMPLE-like procedure on the col-
located grids is used. There are many references concerning SIMPLE approach [10 –
12]. Collocated grids are used the same finite volumes for all variables (both pressure 
and velocity). This is the most efficient approach. To eliminate the pressure field oscil-
lations the Rhie–Chow method [13] is applied. 
Quick scheme [14] and Umist TVD [15] scheme are used for approximation of the 
convective term of the velocity equations. A second order scheme is used for the vis-
cous term. Unsteady calculations are based on the implicit three-level second-order 
scheme. Linear systems for velocity equations are solved by means of incomplete fac-
torization method DILU [16]. A variant of Krylov subspace iterative methods is used 
for solving the linear system of the pressure correction equation. 
3 Software Implementation 
Computational domain decomposition is used for parallel computations on the multiple 
CPU or GPU. Decomposition is splitting of the computational domain on subdomains. 
The each subdomain is handled by a separate computational process. The connection 
between the subdomains is realized by MPI interface. The distribution of the computa-
tional load on these processes should be uniform to obtain the highest performance. 
Partitioning of the computational nodes between the subdomains is performed by 
means of software MeTiS [17]. 
In the GPU-version of the code, all the computational operations are performed on 
GPU: calculation of the pressure and velocity gradients, discretization of the velocity 
equation and pressure correction equation, solving the linear systems, correction of the 
pressure and velocity according to SIMPLE procedure and calculation of the turbulent 
viscosity in case of turbulent flow modelling. Development of the GPU-versions of all 
the parts of the package was performed to prevent an excessive data transfer over the 
PCI-E bus. In this code, the data transfer from the GPU memory to the CPU main 
memory performs only in the MPI data exchange or data writing. Algorithms of the 
CUDA-kernels are identical to the corresponding CPU-method except for DILU 
method. Due to intensive use of atomic operations, CUDA Compute Capabilities 2.0 
architecture is used for the implementation of these functions (CUDA-kernels). In order 
to achieve enough parallelism, the CUDA-kernels perform an operation on values at 
the each mesh cells or faces. Kernels take an array representing the field distribution as 
an argument and perform many identical operations on the elements of the arrays. Thus, 
the thread corresponds to the index of the mesh cell or the mesh face. 
Similar to the CPU-version of the code, computational domain decomposition and 
MPI were used for the calculations by mean of the multiple GPU. In this case, each 
subdomain was calculated on the separated GPU.  
4 Laminar Test Cases 
The GPU-version of the code was verified with several test cases. Two laminar test 
cases were considered in this paper in detail. These are laminar flow in a cylinder with 
rotated endwall and unsteady laminar flow around a circular cylinder.  
The swirled flow in the cylindrical container is produced by the endwall rotating 
with angular velocity Ω (Fig. 1). The endwall rotates the fluid by friction force. Cen-
trifugal force throws the fluid near the rotated endwall to the periphery. Near the con-
trary endwall the flow returns to the center. Thus, a concentrated vortex is formed on 
the axis of the container. The flow is determined by the Reynolds number Re = ΩR2/ν 
and the ratio H/R, where  is the kinematic viscosity, H is the height of the cylinder, R 
is the radius of the container. Two regime were considered. In the first one, the Reyn-
olds number was Re = 1800 and the geometrical ratio was H/R = 1. In this case, the 
computational mesh included 800 thousand hexahedral cells. In the second regime, the 
Reynolds number was Re = 2752 and the geometrical ratio was H/R = 3.25. In this case, 
a fine computational mesh was considered. The mesh included 10 million cells, which 
was concentrated near the wall.   
 
  
a    b 
Fig. 1. The flow produced in a cylindrical container by a rotating endwall: a) the scheme; b) the 
flow in the central cross-section 
 
 
For the regime H/R = 1.0 radial and tangential velocity components along the lines r = 
0.6R and r = 0.9R were compared with the experimental data [18]. As Fig. 2a shows, 
the CPU and GPU code give the same results that are close to experimental data. In the 
regime H/R = 3.25, Re = 2752 experiment shows three-bubble vortex breakdown [19]. 
Vortex along the axis of the container directed from the rigid to the rotated endwall. 
The vortex core transforms (vortex breakdown). As a results, a recirculation zone (a 
“bubble”) forms on the axis. Then two more bubbles form near the center of the con-
tainer. This regime corresponds to the very narrow range of the parameters. However, 











   
a    b 
Fig. 2. The flow produced in the cylindrical container by a rotating endwall: a) H/R = 1, Re = 
1800 (velocity components along the vertical lines, experiment [18]); b) H/R = 3.25, Re = 2752 
(left: iso-line of zero-value of vertical velocity and stagnant zone; right: experimental photo 
[19]; rotated endwall locates on the bottom)  
The time of the calculation was considered to compare computational efficiency of 
the CPU and GPU. The same number of iteration of the SIMPLEC procedure was fixed 
in the calculations (2000 iterations in case of H/R = 1, Re = 1800, and 20 000 iterations 
in case of H/R = 3.25, Re = 2752). The Fig. 3 shows that GPU Titan Black is two times 
faster than 6-cores CPU Core i7-5820k. Time of the calculation on the GPU Titan Black 
corresponds the system including two CPU. Fine mesh, including 10 million cells, re-




   a    b 
Fig. 3. Time of the calculation of the flow in the cylindrical container: a) H/R = 1, Re = 1800 
(800 thousand cells); b) H/R = 3.25, Re = 2752 (10 million cells) 
Second test case is unsteady flow around a circular cylinder (Fig. 4). The flow de-
pends on the Reynolds number Re = UD/ν, where U is the bulk velocity, D is the diam-
eter of the cylinder, ν is the kinematic viscosity. The Reynolds number is 100. In this 
case, Karman vortex street is formed behind the cylinder (Fig. 5). Fig. 4a shows a 
scheme of the computational domain. The external boundary has size Dext=40D. The 
length of the cylinder is 4D. Uniform velocity distribution was set as inlet boundary 
conditions. Non-reflective boundary conditions was used on the outlet. Symmetry was 
used on the side walls. A number of the O-type meshes with concentration to the wall 
and to the wake included from 0.75 to 1.5 million cells. Time step is τ = 0.04Tref where 
Tref = D/Uin is a reference time of the flow. Preliminary calculations showed Karman 
vortex street (Fig. 5a). Strouhal number (dimensionless frequency) of the vortex shed-
ding is St = = fD/(Uin) where f is the frequency of the vortex shedding, Hz. Numerical 
Strouhal number (see Table 1) agrees with experimental [20, 21] and another numerical 
results [22]. Averaged length of the recirculation zone also agrees with the results [22] 
well.  
 
   a    b 
Fig. 4. Flow around a circular cylinder: a) the scheme; b) the computational mesh 
a  
b  
Fig. 5. Unsteady flow around a cylinder: a) Karman vortex street, visualized by instantaneous 
pressure distribution; b) streamlines of the averaged flow  
Table 1. Flow around a cylinder: mean parameters 











For comparison of the computational efficiency, unsteady calculations of the flow 
around the cylinder were performed using uniform initial velocity field. Time of calcu-
lation of first 0.6Tref (15 time steps) were used to compare computational efficiency of 
the GPUs. Number of iteration of SIMPLEC procedure per time step was fixed equal 
30. Fig. 6. shows the computational efficiency of the different GPUs. As shown, the 
performance of the modern GPU is 2 – 3 times higher than the 6-cores CPU. The high-
est performance shows Titan Black, GeForce 1070 and GeForce 780Ti. GeForce series 
did not show much lower performance than Tesla series. On the other hand, Tesla 
GPGPUs have much more memory (Table 2). Memory is one of the major parameter 
for computational fluid dynamic because industrial and scientific problems requires 
very fine computational meshes. Parallel computations on modern GPUs allow meet 
these requirements.   
Usually, single precision is used in computational fluid dynamics. However, in some 
cases single precision is insufficient. In the same time, GPU performance in double 
precision is lower than in single precision. Therefore, for this test case performance in 
single and double precision was compared for different GPUs (Fig. 7.). Computational 
mesh included 0.75 million cell due to memory limits of the GPUs. Both Tesla and 
GeForce GPUs show computational time in double precision that is two times higher 
than in single precision. Thus, performance in double precision is determined primarily 
by memory bandwidth instead of calculations blocks.  
 
Fig. 6. Flow around a cylinder: the computation time (the mesh includes 1.5 million cells, sin-
gle precision)  
 
 
Table 2. Memory of the considered graphics processor units 
GPU Memory, Gb 
Tesla K40 12 
Tesla K20 5 
Tesla C2075 3 
GeForce 750  2 
GeForce 1070 8 
GeForce 780Ti 3 
GeForce 680 2 
GeForce 580 1.5 
Titan Black  6 
 
 Fig. 7. Flow around a cylinder: the computation time (the mesh includes 0.75 million cells, sin-
gle and double precision) 
5 Turbulent Test Cases 
In addition to laminar test cases, two turbulent problems were solved by means of LES 
WALE method. The first turbulent test case was the flow in a cubic cavity with a lead-
ing cover wall, which moves in the x-direction (Fig. 8a). The Reynolds number based 
on the cover wall velocity and the cavity length was Re = 104. The computational mesh 
included 1 million cells 100x100x100 concentrated to the walls (Fig. 8b). Fig. 9 shows 
comparison of the averaged velocity along the central vertical line with the experi-
mental data [23]. As shown, both CPU- and GPU-version of the code closely agrees 
with the experimental results. Comparison of the computational time shows that per-
formance of two GPU Titan Black is 4 times higher than performance of two 6-core 
CPU Intel Core i7-5820k (Fig. 10).  
 
  
   a    b 
Fig. 8. Flow in the cavity: a) the scheme; b) the computational mesh 
    a     b 
Fig. 9. Averaged velocity components along the central vertical line: a) horizontal velocity 
component; b) vertical velocity component 
 
Fig. 10. The cavity: the computation time 
Second test case was turbulent swirled flow in draft tube of a model hydraulic tur-
bine. The calculations were based on the experimental data of the workshop Francis-99 
[24] and numerical simulation [25]. Computational domain included draft tube with 
conical inlet (Fig. 11a). Averaged velocity profile on the inlet, obtained in the numerical 
investigations [25], was used as inlet boundary conditions. Part load operation mode 
was considered. The mesh included 7.8 million hexahedral cells (Fig. 11b). Dimension-
less wall distance of the near wall nodes was y+ ≈ 2. Umist TVD scheme was used for 
the approximation of the convective terms. It is not sufficient for the appropriate LES 
calculations however it is reasonably for the estimation of the computational efficiency. 
Fig. 11c shows complex vortex structures in the draft tube. Comparison of the averaged 
velocity profiles behind the runner shows good agreement with experimental data 
(Fig. 12). As Fig. 13 shows, performance of two GPU Titan Black is 6 times higher 
than performance of 6-core CPU Intel Core i7-5820k. Performance of 4 GPU is 40% 






Fig. 11. Flow in the draft tube of the Francis-99 hydraulic turbine: a) the computational do-
main; b) the computational mesh in the central longitudinal cross-section; c) vortices visualized 
by the iso-surface of the Q-criterion (second invariant of the velocity gradient) and instantane-
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Fig. 13. Flow in the Francis-99 draft tube: the computation time per iteration of the SIMPLE 
procedure 
6 Conclusions 
Thus, a GPU-version of the CFD code was developed for parallel GPGPU simulation 
of the incompressible flows. All test cases calculations showed agreement with exper-
imental and other numerical results. Such problems as steady and unsteady laminar 
flows, turbulent flow in the cavity and swirled turbulent flow in the part of the hydraulic 
turbine were considered. Most of the arrays were stored in the GPU memory and main 
operations of the SIMPLE procedure were performed on the GPU to provide the highest 
performance of the code. 
The calculations showed high performance of the graphics processor units. Effi-
ciency of the modern GPUs is 2 – 3 times higher than 6-core CPU. Parallel calculation 
with the multiple GPU systems allow overcoming the memory limits of a single GPU. 
In case of coarse mesh, parallel calculations on the multiple GPU is not efficient due to 
the data exchange with a GPU. Memory is one of the major parameter for computa-
tional fluid dynamic because industrial and scientific problems requires very fine com-
putational meshes. Therefore, a code for parallel computations on modern GPUs can 
be a useful tool of CFD calculations. 
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