We present an analytic technique for estimating the growth for groups of intermediate growth. We apply our technique to Grigorchuk groups, which are the only known examples of such groups. Our estimates generalize and improve various bounds by Grigorchuk, Bartholdi and others.
Introduction
In a pioneer paper 2] R. Grigorchuk discovered a family of groups of intermediate growth, which up to this day are the only known examples of such groups. The groups are de nes as groups of Lebesgue-measure-preserving transformations on the unit interval. While Grigorchuk was able to nd both lower and upper bounds, there is a wide gap between them, and more progress is desired.
In this paper we present a uni ed approach to the problem of estimating the growth. We introduce an analytic result we call Growth Theorem, which lies in the heart of our computations. This reduces the problem to combinatorics of words which is a natural language in this setting. We proceed to obtain both upper and lower bounds in several cases. This technique simpli es and improves the previous bounds obtained by various ad hoc approaches (see 1, 3, 4] ). We believe that our Growth Theorem can be also applied to other classes of groups.
Let G be an in nite group generated by a nite set S, S = S ?1 , and let ? be the corresponding Cayley graph. Let B(n) be the set of elements g 2 G at a distance n in graph ?. The growth function of G with respect to the set of generators S is de ned as G (n) = jB(n)j.
We say that a function f : N ! R is dominated by a function g : N ! R, denote by f 4 g, if there is a constant C > 0 such that f(n) g(C n)
Since the original publication, much has been discovered regarding the Grigorchuk groups. Recent advancements include improved upper and lower bounds, solution of the word problem, abstract presentation, bond percolation, etc. (see 4, 6, 8, 9] ). We refer to review articles 5, 6] for the references.
In this paper we present a new technique to estimate the growth of the Grigorchuk groups. First, we present a simple proof of the lower bound (n) < e p n for Grigorchuk group G ! corresponding to non-at sequences (see section 4). Using a di erent approach Grigorchuk showed in 4] that the result holds in greater generality.
In section 5 we present an upper bound on the growth of Grigorchuk group G ! such that every interval of ! of length k contains each element 0, 1, 2 at least once. We prove that the growth (n) in this case satis es (n) 4 exp(n ); where = log 2= 2 and k + k?1 + = 2. In a special case when k = 3
we obtain the recent result of Bartholdi (see 1]). Interestingly, he gives the exactly same estimate while using a totally di erent approach.
We conclude with a improved bound for Grigorchuk p-groups. Without going through the combinatorial estimates, we apply our Growth Theorem to Grigorchuk inequalities to obtain a sharper upper bounds on growth.
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Growth theorem
In this section we present analytic estimates on growth of functions restricted by the recurrence inequalities. We refer to the following result as Growth Theorem.
Theorem 2.1 Let B(n) be an increasing integer valued function on N with B(n) ! 1 as n ! 1 and log B(n) = O(n). Also assume that for all n, at least one inequality is satis ed in the following system:
i (n) ; where j = 1; : : : ; l ;
and where log(F j (n))= n ! 0 as n ! 1 for all > 0, and and M is some constant depending on B( ).
The proof requires the following technical result. Proof of Theorem 2.1 Let f(n) = log B(n). Then f(n) satis es at least one of the inequalities in the following system
i (n)) + log F j (n) ; j = 1; : : : l Let 1 > 0 be such that sup n f(n)= n = 1. Let h(n) = f(n) n .
Clearly, sup n h(n) = 1.
De ne b h(n) = maxfh(k) : 1 k ng. Clearly b h(n) is non-decreasing and b h(n) = h(n) for in nitely many n. Observe 
Since the max b h( is satis ed. Now since 0 < < 1, x is convex up, by Jensen inequality we have Assume that
Multiplying all these inequalities we get and the theorem follows.
The following corollary states the result in a special case when the system contains just one inequality. This is probably the most useful case of all. Observe that everywhere in the proof of Theorem 2:1 we can always reverse signs and obtain a lower bound B(n) < exp(n ). The proof is analogous up up slight changes of lim sup to lim inf, etc. Rather than state the whole result, we will symbolically indicate it as follows.
Corollary 2.4 In the setup of Corollary 2.3 one can reverse signs.
We will use this lower bound in the next section.
Grigorchuk Group
In this section we will describe a construction of Grigorchuk's 2-group. For a complete description and further results see 3].
Let be an interval. Denote by I an identity transformation on and by T a transposition of two halves of .
Let Observe that a ! is independent of !, and will be further denoted by a. Let G ! be a group of transformations of the interval generated by a; b ! ; c ! ; d ! . This family of groups was introduced and analyzed by Grigorchuk in 3] (see also 6] for further references). We refer to G ! as Grig- We de ne almost reduced words to be words obtained after application of contractions which correspond to simple relations. We call these simple contractions. It follows from the the simple relations that almost reduced Thus we obtain an inequality jB ! (n)j 2 4 k+3 jB ! (4n + 2)j. Now let jB(n)j = inf s jB s ! (n)j. For a xed n we have jB s ! (n)j is an integer number bounded from above by 4 n . Therefore, jB(n)j is well-de ned and there exists s(n) such that jB(n)j = jB ! 0(n)j, where ! 0 = s(n) !. Thus we obtain 4 k+3 jB(4n + 2)j = 4 k+3 jB ! 0(4n + 2)j j(B ! 0 (n))j 2 jB(n)j 2 In particular, jB(n)j satis es jB(n)j Denote by (w) the length of the word w. For an element denote by (w) the number of times appears in word w. We will be working with a (w), b i (w), c i (w), d i (w) in the group G i ! . To simplify the notation, we will omit the index i whenever possible.
We will extend the de nition of maps 0 ; 1 to almost reduced words w which correspond to elements g 2 H ! . First, we apply 0 ; 1 to w by using the Observe that in these notation 0 (w) = (w) As before, we will be working with n a ; n b ; n c ; n d . From the representation of reduced words we have
Here we use the condition that w(g) is reduced.
Combining these three inequalities we obtain the middle case. The other two cases are similar. Then there exist polynomials p 1 (n); p 2 (n); p 3 (n) and functions (1) i ; (2) i ; (3) i : N ! N which satisfy the following conditions 2 r X i=1 (1) i (n) (1 ? )n + 3 2 r + 2;
i (n) (1 ? )n + 3 2 r?1 + 2;
i (n) (1 ? )n + 8;
such that at least one of the following inequalities holds
i (n) ;
Proof: Without loss of generality we can assume that w 1 = 0, w s = 1, and w t = 2, where 1 < s < t r. 
Since 2 d (w(g)) + 1 @(g), we get @( 0 (g)) + @( 1 (g)) (1 ? ) @(g) + 8 Observe that every g 2 H r ! is uniquely de ned by its restriction to subintervals 0;1 . We claim that In order to apply Theorem 2.1 we need to remove the dependence on ! Proof: Observe that k ! 2 r . Let jB(n)j = max l 0 jB l ! (n)j. Recall that for all n there exist l = l(n) such that jB(n)j = jB l ! (n)j:
Since Theorem 5.8 holds for all k ! 2 r , it also holds for B(n) (cf. section 4). 6 Generalization to p-groups In this section we will give an estimate on the growth of Grigorchuk pgroup. These groups are de ned similarly to Grigorchuk 2-groups de ned in section 3. In this case the group G ! is again generated by a ! ; b ! ; c ! , and ! 2 , where is a space of all in nite sequences from the set f0; : : : ; pg. 
