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THE PHASE SHIFT OF LINE SOLITONS FOR THE KP-II EQUATION
TETSU MIZUMACHI
Abstract. The KP-II equation was derived by Kadmotsev and Petviashvili [15] to explain
stability of line solitary waves of shallow water. Stability of line solitons has been proved by
[23, 24] and it turns out the local phase shift of modulating line solitons are not uniform in
the transverse direction. In this paper, we obtain the L8-bound for the local phase shift of
modulating line solitons for polynomially localized perturbations.
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1. Introduction
The KP-II equation
(1.1) BxpBtu` B3xu` 3Bxpu2qq ` 3σB2yu “ 0 for t ą 0 and px, yq P R2,
where σ “ 1, is a generalization to two spatial dimensions of the KdV equation
(1.2) Btu` B3xu` 3Bxpu2q “ 0 ,
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and has been derived as a model to explain the transverse stability of solitary wave solutions
to the KdV equation with respect to two dimensional perturbation when the surface tension
is weak or absent. See [15] for the derivation of (1.1).
The global well-posedness of (1.1) in HspR2q (s ě 0) on the background of line solitons
has been studied by Molinet, Saut and Tzvetkov [29] whose proof is based on the work of
Bourgain [3]. For the other contributions on the Cauchy problem of the KP-II equation, see
e.g. [8, 9, 10, 13, 36, 37, 38, 39] and the references therein.
Let
ϕcpxq ” c sech2
´c c
2
x
¯
, c ą 0.
Then ϕcpx ´ 2ctq is a solitary wave solution of the KdV equation (1.2) and a line soliton
solution of (1.1) as well. Transverse linear stability of line solitons for the KP-II equation was
studied by Burtsev ([4]). See also [1] for the spectral stability of KP line solitons. Recently,
transverse spectral and linear stability of periodic waves for the KP-II equation has been
studied in [11, 12, 14].
If σ “ ´1, then (1.1) is called KP-I which is a model for long waves in a media with positive
dispersion, e.g. water waves with large surface tension. The KP-I equation has a stable ground
state ([7]) and line solitons are unstable for the KP-I equation except for thin domains in R2
where the two dimensional nature of the equation is negligible (see [32, 33, 34, 41]).
Nonlinear stability of line solitons for the KP-II equation has been proved for localized
perturbations as well as for perturbations which have 0-mean along all the lines parallel to
the x-axis ([23, 24]).
Theorem 1.1. ([24, Theorem 1.1]) Let c0 ą 0 and upt, x, yq be a solution of (1.1) satisfying
up0, x, yq “ ϕc0pxq`v0px, yq. There exist positive constants ε0 and C satisfying the following:
if v0 P BxL2pR2q and }v0}L2pR2q`}|Dx|1{2v0}L2pR2q`}|Dx|´1{2|Dy|1{2v0}L2pR2q ă ε0 then there
exist C1-functions cpt, yq and xpt, yq such that for every t ě 0 and k ě 0,
}upt, x, yq ´ ϕcpt,yqpx´ xpt, yqq}L2pR2q ď C}v0}L2 ,(1.3)
}cpt, ¨q ´ c0}HkpRq ` }Byxpt, ¨q}HkpRq ` }xtpt, ¨q ´ 2cpt, ¨q}HkpRq ď C}v0}L2 ,(1.4)
lim
tÑ8
´
}Bycpt, ¨q}HkpRq `
››B2yxpt, ¨q››HkpRq¯ “ 0 ,(1.5)
and for any R ą 0,
(1.6) lim
tÑ8
››upt, x` xpt, yq, yq ´ ϕcpt,yqpxq››L2ppxą´RqˆRyq “ 0 .
Theorem 1.2. ([24, Theorem 1.2]) Let c0 ą 0 and s ą 1. Suppose that u is a solutions of
(1.1) satisfying up0, x, yq “ ϕc0pxq ` v0px, yq. Then there exist positive constants ε0 and C
such that if }xxysv0}H1pR2q ă ε0, there exist cpt, yq and xpt, yq satisfying (1.5), (1.6) and
}upt, x, yq ´ ϕcpt,yqpx´ xpt, yqq}L2pR2q ď C}xxysv0}H1pR2q ,(1.7)
}cpt, ¨q ´ c0}HkpRq ` }Byxpt, ¨q}HkpRq ` }xtpt, ¨q ´ 2cpt, ¨q}HkpRq ď C}xxysv0}H1pR2q(1.8)
for every t ě 0 and k ě 0.
Remark 1.1. The parameters cpt0, y0q and xpt0, y0q represent the local amplitude and the local
phase shift of the modulating line soliton ϕcpt,yqpx´ xpt, yqq at time t0 along the line y “ y0
and that xypt, yq represents the local orientation of the crest of the line soliton.
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Remark 1.2. In view of Theorem 1.1,
lim
tÑ8 supyPR
p|cpt, yq ´ c0| ` |xypt, yq|q “ 0 ,
and as t Ñ 8, the modulating line soliton ϕcpt,yqpx ´ xpt, yqq converges to a y-independent
modulating line soliton ϕc0px´ xpt, 0qq in L2pRx ˆ p|y| ď Rqq for any R ą 0.
For the KdV equation as well as for the KP-II equation posed on L2pRxˆTyq, the dynamics
of a modulating soliton ϕcptqpx´ xptqq is described by a system of ODEs
9c » 0 , 9x » 2c .
See [31] for the KdV equation and [27] for the KP-II equation with the y-periodic boundary
condition. However, to analyze transverse stability of line solitons for localized perturbation
in R2, we need to study a system of PDEs for cpt, yq and xpt, yq in [23, 24] as is the case with
the planar traveling waves for the heat equations (e.g. [16, 20, 40]) and planar kinks for the
φ4-model ([5]).
By analyzing modulation PDEs, it turns out the set of exact 1-line solitons
K “ tϕcpx` ky ´ p2c ` 3k2qt` γq | c ą 0 , k , γ P Ru
is not stable in L2pR2q.
Theorem 1.3. ([23, Theorem 1.4]) Let c0 ą 0. Then for any ε ą 0, there exists a solution of
(1.1) such that }up0, x, yq´ϕc0pxq}L2pR2q ă ε and lim inftÑ8 t´1{4 infvPA }upt, ¨q´v}L2pR2q ą 0.
Remark 1.3. Theorem 1.3 is a consequence of finite speed propagation of local phase shifts
and the fact that the line solitons have infinite length in the R2 case. Indeed, the phase xpt, yq
has jumps around the points y “ ˘?8c0t.
Such phenomena are observed for Boussinesq equations in the physics literature. See e.g.
[30] and the reference therein.
The following result is an improvement of [23, Theorem 1.5].
Theorem 1.4. Let c0 “ 2 and uptq be as in Theorem 1.2. There exist positive constants ε0
and C such that if ε :“ }xxypxxy ` xyyqv0}H1pR2q ă ε0, then there exist C1-functions cpt, yq
and xpt, yq satisfying (1.3)–(1.6) and
(1.9)
››››ˆcpt, ¨q ´ 2xypt, ¨q
˙
´
ˆ
2 2
1 ´1
˙ˆ
u`Bpt, y ` 4tq
u´Bpt, y ´ 4tq
˙››››
L2pRq
“ opεt´1{4q
as tÑ8, where u˘B are self similar solutions of the Burgers equation
Btu “ 2B2yu˘ 4Bypu2q
such that
u˘Bpt, yq “
˘m˘H2tpyq
2
`
1`m˘
şy
0
H2tpy1q dy1
˘ , Htpyq “ p4πtq´1{2e´y2{4t ,
and that m˘ are constants satisfyingż
R
u˘Bpt, yq dy “
1
4
ż
R
pcp0, yq ´ 2q dy `Opε2q .
Remark 1.4. Since (1.1) is invariant under the scaling u ÞÑ λ2upλ3t, λx, λ2yq, we may assume
that c0 “ 2 without loss of generality.
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Remark 1.5. The linearized operator around the line soliton solution has resonant continuous
eigenvalues near λ “ 0 whose corresponding eigenmodes grow exponentially as xÑ ´8. See
(2.1)–(2.3). The diffraction of the line soliton around y “ ˘4t can be thought as a mechanism
to emit energy from those resonant continuous eigenmodes.
If we disregard diffractions of waves propagating along the crest of line solitons, then time
evolution of the phase shift is approximately described by the 1-dimensional wave equation
xtt “ 8c0xyy .
It is natural to expect that supt,yPR |xpt, yq ´ 2c0t| remains small for localized perturbations
although the L2pRyq norm of xpt, yq ´ 2c0t grows as tÑ8.
Our main result in the present paper is the following.
Theorem 1.5. Let upt, x, yq and xpt, yq be as in Theorem 1.2. There exist positive constants
ε0 and C such that if ε :“ }xxypxxy`xyyqv0}H1pR2q ă ε0, then suptě0 , yPR |xpt, yq´2c0t| ď Cε.
Moreover, there exists an h P R such that for any δ ą 0,
(1.10)
#
limtÑ8 }xpt, ¨q ´ 2c0t´ h}L8p|y|ďp?8c0´δqt “ 0 ,
limtÑ8 }xpt, ¨q ´ 2c0t}L8p|y|ěp?8c0`δqtq “ 0 .
In the case where h ‰ 0 in (1.10), the L2pR2q-distance between the solution u and the set
of exact 1-line solitons grows like t1{2 or faster.
Corollary 1.6. Let c0 ą 0. Then for any ε ą 0, there exists a solution of (1.1) such that
}xxypxxy ` xyyq tup0, x, yq ´ ϕc0pxqu}H1pR2q ă ε and lim inftÑ8 t´1{2 infvPA }upt, ¨q´v}L2pR2q ą
0.
To investigate the large time behavior of xpt, yq, we derive estimates of fundamental so-
lutions to the linearized equation of modulation equations for parameters cpt, yq and xpt, yq
which is a 1-dimensional damped wave equation (see Section 2.2). As is the same with the
1-dimensional wave equation, we need integrability of the initial data of the modulation equa-
tion to prove the boundedness of the phase shift.
In our construction of modulation parameters, we impose a secular term condition on cpt, yq
and xpt, yq only for y-frequencies in a small interval r´η0, η0s. This facilitates the estimates
of modulation parameters because the truncation of Fourier modes turns the modulation
equations into semilinear equations. On the other hand, it was not clear in [23] whether the
initial data of modulation equations are integrable even if perturbations to line solitons are
exponentially localized. We find that cp0, yq can be decomposed into a sum of an integrable
function and a derivative of a function that belongs to F´1L8pRq for polynomially localized
perturbations in R2.
The decomposition of initial data also enables us to prove Theorem 1.4 which shows the
large time asymptotic of the local amplitude and the local orientation of line solitons in L2pRq
whereas the result in [23] shows large time asymptotics in a region y “ ˘?8c0t`Op
?
tq.
In [26], we study the 2-dimensional linearized Benney-Luke equation around line solitary
waves in the weak surface tension case and find that the time evolution of resonant continuous
eigenmondes is similar to (1.10). We except our argument presented in this paper is useful to
investigate phase shifts of modulating line solitary waves for the 2-dimensional Benney-Luke
equation and the other long wave models for 3D water.
Finally, let us introduce several notations. Let 1A be the characteristic function of the
set A. For Banach spaces V and W , let BpV,W q be the space of all the linear continuous
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operators from V to W and }T }BpV,W q “ sup}x}V “1 }Tu}W for T P BpV,W q. We abbreviate
BpV, V q as BpV q. For f P SpRnq and m P S 1pRnq, let
pFfqpξq “ fˆpξq “ p2πq´n{2
ż
Rn
fpxqe´ixξ dx ,
pF´1fqpxq “ fˇpxq “ fˆp´xq ,
and pmpDqfqpxq “ p2πq´n{2pmˇ ˚ fqpxq.
The symbol xxy denotes ?1` x2 for x P R. We use a À b and a “ Opbq to mean that there
exists a positive constant such that a ď Cb. Various constants will be simply denoted by C
and Ci (i P N) in the course of the calculations.
2. Preliminaries
2.1. Semigroup estimates for the linearized KP-II equation. First, we recall decay
estimates of the semigroup generated by the linearized operator around a 1-line soliton in
exponentially weighted spaces.
Let
ϕ “ ϕ2 , L “ ´B3x ` 4Bx ´ 3B´1x B2y ´ 6Bxpϕ¨q .
We remark that L generates a C0-semigroup on X :“ L2pR2; e2αxdxdyq for any α ą 0.
Let Lpηq “ ´B3x` 4Bx` 3η2B´1x ´ 6Bxpϕ¨q be an operator on L2pR; e2αxdxq with its domain
DpLpηqq “ e´αxH3pRq. Obviously, we have Lpupxqeiyηq “ eiyηLpηqupxq for any η P R. If
η » 0, then Lpηq has two isolated eigenvalues near 0 and the rest of the spectrum is bounded
away from the imaginary axis and lies in the stable half plane (see [23, Chapter 2]). We remark
that that Lp0q is the linearized KdV operator around ϕ which has an isolated 0 eigenvalue of
multiplicity 2 in L2pR; e2αxdxq with α P p0, 2q (see [31]).
Let
βpηq “
a
1` iη , λpηq “ 4iηβpηq ,(2.1)
gpx, ηq “ ´i
2ηβpηqB
2
xpe´βpηqx sech xq, g˚px, ηq “ Bxpeβp´ηqx sech xq .(2.2)
Then
(2.3) Lpηqgpx,˘ηq “ λp˘ηqgpx,˘ηq , Lpηq˚g˚px,˘ηq “ λp¯ηqg˚px,˘ηq .
The continuous eigenvalues λpηq belongs to the stable half plane tλ P C | ℜλ ă 0u for
η P Rzt0u and λpηq Ñ λp0q “ 0 as η Ñ 0.
Let νpηq :“ ℜβpηq ´ 1 and η0 be a small positive number. Since gpx, ηq “ Opeνpηq|x|q as
x Ñ ´8 and νpηq “ Opη2q for small η, we choose α and so that α ě νpηq and gpx, ηq P
L2pR; e2αxdxq for η P r´η0, η0s. The continuous eigenmodes gpx, ηqeiyη grow exponentially as
x Ñ ´8. Nevertheless, they have to do with modulation of line solitons. See [4] and the
references therein.
The spectral projection to the continuous eigenmodes tg˘px, ηqu´η0ďηďη0 is given by
P0pη0qfpx, yq “ 1?
2π
ÿ
k“1, 2
ż η0
´η0
akpηqgkpx, ηqeiyη dη ,
akpηq “
ż
R
pFyfqpx, ηqg˚k px, ηq dx ,
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where
g1px, ηq “ 2ℜgpx, ηq , g2px, ηq “ ´2ηℑgpx, ηq ,
g˚1 px, ηq “ ℜg˚px, ηq , g˚2 px, ηq “ ´η´1ℑg˚px, ηq .
We remark that for an α P p0, 2q,
g1px, ηq “ 1
4
ϕ1 ` x
4
ϕ1 ` 1
2
ϕ`Opη2q , g2px, ηq “ ´1
2
ϕ1 `Opη2q in L2pR; e2αxdxq,
g˚1 px, ηq “
1
2
ϕ`Opη2q , g˚2 px, ηq “
ż x
´8
Bcϕdx`Opη2q in L2pR; e´2αxdxq,
where Bcϕ “ Bcϕc|c“2. See [23, Chapter 3].
For η0 and M satisfying 0 ă η0 ďM ď 8, let
P1pη0,Mqupx, yq :“ 1
2π
ż
η0ď|η|ďM
ż
R
upx, y1qeiηpy´y1q dy1dη ,
P2pη0,Mq :“ P1p0,Mq ´ P0pη0q .
The semigroup etL is exponentially stable on pI ´ P0pη0qqX.
Proposition 2.1. ([23, proposition 3.2 and Corollary 3.3]) Let α P p0, 2q and η1 be a positive
number satisfying νpη1q ă α. Then there exist positive constants K and b such that for any
η0 P p0, η1s, M ě η0, f P X and t ě 0,
}etLP2pη0,Mqf}X ď Ke´bt}f}X .
Moreover, there exist positive constants K 1 and b1 such that for t ą 0,
}etLP2pη0,MqBxf}X ď K 1e´b1tt´1{2}eαxf}X ,
}etLP2pη0,MqBxf}X ď K 1e´b1tt´3{4}eαxf}L1xL2y .
2.2. Decay estimates for linearized modulation equations. Time evolution of param-
eters cpt, yq and xpt, yq of a modulating line soliton ϕcpt,yqpx´xpt, yqq is described by a system
of Burgers type equations. In this subsection, we introduce linear estimates which will be
used to prove boundedness of the phase shift xpt, yq ´ 2c0t. The estimates are a substitute of
d’Alembert’s formula for the 1-dimensional wave equation.
Let ωpηq “
a
16` p8µ3 ´ 1qη2, µ3 “ ´µ12 ` 34 “ 12 ` π
2
24
ą 1{8, λ˘˚pηq “ ´2η2˘ iηωpηq and
A˚pηq “
ˆ ´3η2 ´8η2
2` µ3η2 ´η2
˙
, P˚pηq “ 1
4η
ˆ
8η 8η
´η ´ iωpηq ´η ` iωpηq
˙
.
Then P˚pηq´1A˚pηqP˚pηq “ diagpλ`˚pηq, λ´˚pηqq and
etA˚pηq “e´2tη2
˜
cos tηωpηq ´ η
ωpηq sin tηωpηq ´ 8ηωpηq sin tηωpηq
η2`ωpηq2
8ηωpηq sin tηωpηq cos tηωpηq ` ηωpηq sin tηωpηq
¸
.(2.4)
Let η0 be a positive number and let χ1pηq be a nonnegative smooth function such that 0 ď
χ1pηq ď 1 for η P R, χ1pηq “ 1 if |η| ď 12η0 and χ1pηq “ 0 if |η| ě 34η0. Let χ2pηq “ 1´χ1pηq.
Then
(2.5) }χ2pDyqetA˚pDyq}BpL2pRqq À e´η
2
0
t{2 for t ě 0.
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Next, we will estimate the low frequency part of etA˚pηq. Let
K1pt, yq “ 1?
2π
F´1
´
χ1pηqe´2tη2 cos tηωpηq
¯
,
K2pt, yq “ 1?
2π
F
´1
ˆ
e´2tη
2 ηχ1pηq
ωpηq sin tηωpηq
˙
,
K3pt, yq “ 1?
2π
F´1
ˆ
e´2tη
2 χ1pηqωpηq
η
sin tηωpηq
˙
.
Then
(2.6) χ1pDyqetA˚pDyqδ “
ˆ
K1pt, yq ´K2pt, yq ´8K2pt, yq
1
8
pK2pt, yq `K3pt, yqq K1pt, yq `K2pt, yq
˙
.
We have the following estimates for K1, K2 and K3.
Lemma 2.2. Let j P Zě0. Then
sup
tą0
}K1pt, ¨q}L1pRq ă 8 , }K1pt, ¨q}L2pRq À xty´1{4 ,(2.7)
}Bj`1y K1pt, ¨q}L1pRq ` }BjyK2pt, ¨q}L1pRq ` }Bj`2y K3pt, ¨q}L1pRq À xty´pj`1q{2 ,(2.8)
}Bj`1y K1pt, ¨q}L2pRq ` }BjyK2pt, ¨q}L2pRq ` }Bj`2y K3pt, ¨q}L2pRq À xty´p2j`3q{4 ,(2.9)
sup
tą0
}ByK3pt, ¨q}L1pRq ă 8 , }ByK3pt, ¨q}L2pRq À xty´1{4 ,(2.10)
sup
tą0
}K3pt, ¨q ˚ f}L8pRq À }f}L1pRq .(2.11)
Proof. Let ω˜pηq “ ωpηq ´ 4 and
(2.12) K1,˘pt, yq “ 1
2
?
2π
F´1
´
χ1pηqe´p2η2˘iηω˜pηqqt
¯
.
Since K1pt, yq “
ř
˘K1,˘pt, y ¯ 4tq, it suffices to show that suptą0 }K1,˘pt, ¨q}L1pRq ă 8 and
}K1,˘pt, ¨q}L2pRq À xty´1{4 to prove (2.7). Using the Plancherel identity, we have
}K1,˘pt, ¨q}L2pRq À
›››χ1pηqe´2tη2 ›››
L2pRq
À xty´1{4 ,
}yK1,˘pt, yq}L2pRq À
›››Bη ´χ1pηqe´p2η2˘iω˜pηqqt¯›››
L2pRq
À}χ11pηqe´2tη
2}L2pRq ` tp}ηχ1pηqe´2tη
2 }L2pRq ` }ω˜1pηqχ1pηqe´2tη
2 }L2pRqq
Àxty1{4 .
Note that
(2.13) |ω˜pηq| À mint1, η2u , |ω˜1pηq| À mint1, |η|u .
Combining the above, we have
}K1,˘pt, ¨q}L1pRq Àt1{4}K1,˘pt, ¨q}L2p|y|ď?tq ` }yK1,˘pt, yq}L2p|y|ě?tq}y´1}L2p|y|ě?tq
“Op1q .
Thus we have (2.7). We can prove (2.8)–(2.10) in the same way.
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Now we will prove (2.11). Let
K3,1pt, yq “ 1
2
?
2π
F´1
´
ωpηqχ1pηqe´2tη2 cos tηω˜pηq
¯
,
K3,2pt, yq “ 1
2
?
2π
F
´1
ˆ
ωpηqχ1pηqe´2tη2 sin tηω˜pηq
η
˙
.
Then
(2.14) K3pt, yq “ K3,1pt, ¨q ˚ 1r´4t,4ts `K3,2pt, y ` 4tq `K3,2pt, y ´ 4tq .
We can prove that
(2.15) sup
tą0
}K3,1pt, ¨q}L1pRq ă 8 ,
and that }BjyK3,1pt, ¨q}L2pRq À xty´p2j`1q{4 for j ě 0 in the same way as (2.7).
Using the Schwarz inequality and the Plancherel theorem, we have
}K3,2pt, ¨q}L1pRq Àt1{4}K3,2pt, yq}L2p|y|ď?tq ` t´1{4}yK3,2pt, yq}L2p|y|ě?tq
Àt1{4
››››ωpηqχ1pηqe´2tη2 sin tηω˜pηqη
››››
L2pRq
` t´1{4
››››Bη "ωpηqχ1pηqe´2tη2 sin tηω˜pηqη
*››››
L2pRq
.
Since
ˇˇBj `η´1 sin tηω˜pηq˘ˇˇ À tη2´j for j “ 0 and 1, it follows that
}K3,2pt, ¨q}L1pRq Àt1{4}tη2e´2tη
2}L2pRq ` t´1{4}tηe´2tη
2}L2pRq “ Op1q .
Let χ3pηq P C80 pRq such that χ1pηq “ χ1pηqχ3pηq. Then
K3,2pt, ¨q ˚ f “ K3,2pt, ¨q ˚ χ3pDyqf , }χ3pDyqf}L8pRq À }|χ3}L8pRq}f}L1pRq ,
and
(2.16) }K3,2pt, ¨ ˘ 4tq ˚ f}L8pRq À }f}L1pRq .
Combining (2.14)–(2.16), we have (2.11). This completes the proof of Lemma 2.2. 
Let Y and Z be closed subspaces of L2pRq defined by
Y “ F´1η Z and Z “ tf P L2pRq | supp f Ă r´η0, η0su ,
and let X1 “ L1pRy;L2pR; eαxdxqq, Y1 “ F´1η Z1 and Z1 “ tf P Z | }f}Z1 :“ }f}L8 ă 8u.
Let E1 “ diagp1, 0q and E2 “ diagp0, 1q and let χpηq be a smooth such that χpηq “ 1 if
η P r´η0
4
, η0
4
s and χpηq “ 0 if η R r´η0
2
, η0
2
s. We will use the following estimates to investigate
large time behavior of modulation parameters.
Lemma 2.3. For t ě 0 and k ě 1,
}χ1pDyqetA˚E1}BpL1;L8q “ Op1q , }pI ´ χpDyqqetA˚E1}BpY ;L8q “ Ope´c1tq ,(2.17)
}etA˚E2}BpY ;L8q À xty´1{4 , }etA˚E2}BpY1;L8q À xty´1{2 ,(2.18)
}BkyetA˚}BpY,L8q À xty´p2k´1q{4 , }BkyetA˚}BpY1;L8q À xty´k{2 ,(2.19)
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where c1 is a positive constant. Moreover,
(2.20)
››››etA˚ ˆf1f2
˙
´ 1
2
H2t ˚W4t ˚ f1e2
››››
L8
À xty´1{2p}f1}Y1 ` }f2}Y1q ,
››››diagp1, ByqetA˚ ˆf1f2
˙
´ 1
4
ˆ
2 2
1 ´1
˙ˆ
H2tp¨ ` 4tq
H2tp¨ ´ 4tq
˙
˚ f1
››››
L8
Àxty´1p}f1}Y1 ` }f2}Y1q ,
(2.21)
›››››etA˚ diagp1, Byq
ˆ
f1
f2
˙
´ 1
4
ÿ
˘
H2tp¨ ˘ 4tqp2f2 ˘ f1qe2
›››››
L8
Àxty´1p}f1}Y1 ` }f2}Y1q ,
(2.22)
where Htpyq “ p4πtq´1{2 expp´y2{4tq and Wtpyq “ 121r´t,tspyq.
Proof. Equations (2.17)–(2.19) follows immediately from Lemma 2.2, (2.5) and (2.6).
In view of (2.12) and (2.13),›››2K1,˘pt, ¨q ˚ f ´ χ1pDqe2tB2yf›››
L8
À
›››χ1pηqe´2tη2pe˘itηω˜pηq ´ 1q›››
L1
}fˆ}L8
Àmin
!
t}η3e´2tη2}L1 , }χ1}L1
)
}f}Y1
Àxty´1}f}Y1 .
Since K1pt, ¨q “ 12
ř
˘K1,˘pt, ¨ ¯ 4tq,
(2.23)
›››››K1pt, ¨q ˚ f ´ 12ÿ˘ H2tp¨ ˘ 4tq ˚ f
›››››
L8
À xty´1}f}Y1 .
We can prove
}ByK3pt, ¨q ˚ f ´ 2H2tp¨ ` 4tq ˚ f ` 2H2tp¨ ´ 4tq ˚ f}L8pRq À xty´1}f}Y1 ,(2.24)
}K3pt, ¨q ˚ f ´ 4H2t ˚W4t ˚ f}L8pRq À xty´1{2}f}Y1 .(2.25)
in the same way. Combining (2.23)–(2.25) with Lemma 2.2 and (2.5), we obtain (2.20)–(2.22).
Thus we complete the proof. 
To investigate the large time behavior of xpt, yq, we need the following.
Lemma 2.4. Suppose that f P L1pR` ˆ Rq. Then for any δ ą 0,
lim
tÑ8 sup|y|ďp4´δqt
ˇˇˇˇż t
0
H2pt´sq ˚W4pt´sq ˚ fps, ¨qpyq ds ´
1
2
ż 8
0
ż
R
fps, yq dyds
ˇˇˇˇ
“ 0 ,(2.26)
lim
tÑ8 sup|y|ěp4`δqt
ˇˇˇˇż t
0
H2pt´sq ˚W4pt´sq ˚ fps, ¨qpyq ds
ˇˇˇˇ
“ 0 .(2.27)
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Proof. Let Ktpy, y1q “
 ps, y2q | 0 ď s ă t , ˇˇy2 ´ y ` 2y1pt´ sq1{2 ˇˇ ď 4pt´ sq(. Thenż t
0
H2pt´sq ˚W4pt´sq ˚ fps, ¨qpyq ds
“ 1
4
?
2π
ż t
0
ds pt´ sq´1{2
ż
R
dy1 e
´py´y1q2{8pt´sq
ż y1`4pt´sq
y1´4pt´sq
dy2 fps, y2q
“ 1
2
?
2π
ż
R
dy1 e
´y2
1
{2
ż
Ktpy,y1q
dsdy2 fps, y2q .
Since e´y21{2fps, y2q is integrable on R` ˆ R2,ˇˇˇˇ
ˇ
ż
|y1|ěδ
?
t{4
dy1 e
´y2
1
{2
ż
Ktpy,y1q
dsdy2 fps, y2q
ˇˇˇˇ
ˇ
ď}f}L1pR`ˆRq
ż
|y1|ěδ
?
t{4
dy1 e
´y2
1
{2 Ñ 0 as tÑ8.
Moreover,
lim
tÑ8 sup|y|ďp4´δqt
ˇˇˇˇ
ˇ 1?2π
ż
|y1|ďδ
?
t{4
e´y
2
1
{2
˜ż
Ktpy,y1q
fps, y2q dy2ds
¸
dy1 ´
ż
R`ˆR
fps, yq dyds
ˇˇˇˇ
ˇ “ 0 ,
lim
tÑ8 sup|y|ěp4`δqt
ˇˇˇˇ
ˇ
ż
|y1|ďδ
?
t{4
e´y
2
1
{2
˜ż
Ktpy,y1q
fps, y2q dy2ds
¸
dy1
ˇˇˇˇ
ˇ “ 0
because
lim
tÑ8
č
|y|ďp4´δqt , |y1|ďδ
?
t{4
Ktpy, y1q “ R` ˆ R , lim
tÑ8
ď
|y|ěp4`δqt , |y1|ďδ
?
t{4
Ktpy, y1q “ H .

3. Decomposition of solutions around 1-line solitons
Following [23, 24], we decompose a solution around a line soliton ϕpx´ 4tq into a sum of a
modulating line soliton and a dispersive part plus a small wave which is caused by amplitude
changes of the line soliton:
(3.1) upt, x, yq “ ϕcpt,yqpzq ´ ψcpt,yq,Lpz ` 3tq ` vpt, z, yq , z “ x´ xpt, yq ,
where ψc,Lpxq “ 2p
?
2c ´ 2qψpx ` Lq, ψpxq is a nonnegative function such that ψpxq “ 0
if |x| ě 1 and that ş
R
ψpxq dx “ 1 and L ą 0 is a large constant to be fixed later. The
modulation parameters cpt0, y0q and xpt0, y0q denote the maximum height and the phase shift
of the modulating line soliton ϕcpt,yqpx´ xpt, yqq along the line y “ y0 at the time t “ t0, and
ψc,L is an auxiliary smooth function such that
(3.2)
ż
R
ψc,Lpxq dx “
ż
R
pϕcpxq ´ ϕpxqq dx .
Now we further decompose v into a small solution of (1.1) and an exponentially localized
part as in [22, 28, 24]. If v0px, yq is polynomially localized, then as in [24], we can decompose
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the initial data as a sum of an amplified line soliton and a remainder part v˚px, yq that satisfiesş
R
v˚px, yq dx “ 0 for every y P R. Let
c1pyq “
"?
c0 ` 1
2
?
2
ż
R
v0px, yq dx
*2
,(3.3)
v˚px, yq “ v0px, yq ` ϕc0pxq ´ ϕc1pyqpxq .(3.4)
Then we have the following.
Lemma 3.1. Let c0 ą 0 and s ą 1. There exists a positive constant ε0 such that if ε :“
}xxys{2pxxy ` xyyqs{2v0}H1pR2q ă ε0, then›››xyys{2pc1 ´ c0q›››
L2pRq
`
›››xyys{2Byc1›››
L2pRq
À
›››xxys{2xyys{2v0›››
H1pR2q
,(3.5)
}xxysv˚}L2pR2q À }xxysv0}L2pR2q ,
›››xxys{2xyys{2v˚›››
L2pR2q
À
›››xxys{2xyys{2v0›››
L2pR2q
,(3.6)
}B´1x v˚}L2 ` }B´1x Byv˚}L2 ` }v˚}H1pR2q À }xxysv0}H1pR2q .(3.7)
Moreover, the mapping
xxy´s{2pxxy ` xyyq´s{2H1pR2q Q v0 ÞÑ pv˚, c1 ´ c0q P H1pR2q ˆH1pRq X xyy´s{2L2pRq
is continuous.
Proof. By [24, (10.4)],
sup
y
ˇˇˇa
c1pyq ´ ?c0
ˇˇˇ
À }xxys{2v0}L2 ` }xxys{2Byv0}L2 .
Hence it follows from (3.3) and (3.4) that for sufficiently small ε,›››xyys{2Biypc1 ´ c0q›››
L2pRq
À
›››xyys{2Biy p?c1 ´?c0q›››
L2pRq
À
››››xyys{2 ż
R
Biyv0px, yq dx
››››
L2pRyq
À
›››xxys{2xyys{2Biyv0›››
L2pR2q
,
›››xxys{2xyys{2v˚›››
L2pR2q
À
›››xxys{2xyys{2v0›››
L2pR2q
`
›››xxys{2xyys{2pϕc1pyq ´ ϕc0›››
L2pR2q
À
›››xxys{2xyys{2v0›››
L2pR2q
.
Using [24, (10.2)], we can prove }xxysv˚}L2pR2q À }xxysv0}L2pR2q in the same way. We have (3.7)
from [24, Lemma 10.1] and its proof. Since the continuity of the mapping v0 ÞÑ pv˚, c1 ´ c0q
can be proved in the similar way, we omit the proof. Thus we complete the proof. 
Let v˜1 be a solution of
(3.8)
#
Btv˜1 ` B3xv˜1 ` 3Bxpv˜21q ` 3B´1x B2y v˜1 “ 0 ,
v˜1p0, x, yq “ v˚px, yq .
Since v˚ P H1pR2q and B´1x Byv˚ P L2pR2q, we have v˜1ptq P CpR;H1pR2qq from [29]. Applying
the Strichartz estimate in [35, Proposition 2.3] to
B´1x By v˜1ptq “ etSB´1x Byv˚ ´ 6
ż t
0
ept´sqSpv˜1By v˜1qpsq ds , S “ ´B3x ´ 3B´1x B2y ,
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we have B´1x By v˜ P CpR;L2pRqq. Suppose that v0 satisfies the assumption of Lemma 3.1 and
that uptq is a solution to (1.1) with up0, x, yq “ ϕpxq ` v0px, yq, where ϕ “ ϕ2. Then as [24,
Lemmas 3.1 and 3.3], we can prove that wpt, x, yq :“ upt, x ` 4t, yq ´ ϕpxq ´ v˜1pt, x ` 4t, yq
belongs to an exponentially weighted space X “ L2pR2; e2axdxdyq for an α P p0, 1q, that
w P Cpr0,8q;Xq , Bxw , B´1x Byw P L2p0, T ;Xq ,
and that the mapping
xxy´1pxxy ` xyyq´1H1pR2q Q v0 ÞÑ w P Cpr0, T s;Xq
is continuous for any T ą 0 by using by Lemma 3.1.
Now let
(3.9) v1pt, z, yq “ v˜1pt, z ` xpt, yq, yq , v2pt, z, yq “ vpt, z, yq ´ v1pt, z, yq .
To fix the decomposition (3.1), we impose the constraint that for k “ 1, 2,
(3.10)
ż
R2
v2pt, z, yqg˚k pz, η, cpt, yqqe´iyη dzdy “ 0 in L2p´η0, η0q,
where g˚1 pz, η, cq “ cg˚1 p
a
c{2z, ηq and g˚2 pz, η, cq “ c2g˚2 p
a
c{2z, ηq.
Let
Fkru, c˜, γ, Lspηq :“ 1r´η0,η0spηq
ż
R2
 
upx, yq ` ϕpxq ´ ϕcpyqpx´ γpyqq
` ψcpyq,Lpx´ γpyqq
(
g˚kpx´ γpyq, η, cpyqqe´iyη dxdy
for k “ 1, 2, where cpyq “ 2` c˜pyq. Since wp0q “ ϕc1 ´ ϕ and
}ϕc1 ´ ϕ}X1 À}xyypc1 ´ 2q}L2pRyq À }xxyxyyv0}L2pR2q
by Lemma 3.1, it follows from [23, Lemmas 5.2 and 5.4] that there exists pc˜˚, x˚q P Y1 ˆ Y1
satisfying
F1rwp0q, c˜˚, x˚, Ls “ F2rwp0q, c˜˚, x˚, Ls “ 0 ,
}c˜˚}Y ` }x˚}Y À }wp0q}X À }xxyv0}L2pR2q ,
}c˜˚}Y1 ` }x˚}Y1 À }wp0q}X1 À }xxyxyyv0}L2pR2q ,
(3.11)
provided }xxyxyyv0}L2pR2q is sufficiently small. By the definitions,
(3.12)
#
v2p0, x, yq “ v2,˚px, yq :“ ϕc1pyqpxq ´ ϕc˚pyqpx´ x˚pyqq ` ψ˜c˚pyq,Lpx´ x˚pyqq ,
c˜p0, yq “ c˜˚pyq , xp0, yq “ x˚pyq ,
where c˚ “ 2` c˜˚ and it follows from Lemma 3.1 and (3.11) that
(3.13) }v2,˚}X À }c1 ´ 2}L2pRq ` }c˜˚}Y À }xxyv0}L2pR2q .
Lemma 5.2 in [23] implies that there exist a T ą 0, c˜pt, ¨q :“ cpt, ¨q ´ 2 P Cpr0, T ;Y q and
x˜pt, ¨q :“ xpt, ¨q ´ 4t P Cpr0, T s;Y q satisfying
F1rwptq, c˜ptq, x˜ptq, Ls “ F2rwptq, c˜ptq, x˜ptq, Ls “ 0 for t P r0, T s
because w P Cpr0,8q;Xq. If pv2ptq, c˜ptqq remains small in X ˆ Y for t P r0, T s, then the
decomposition (3.1) and (3.9) satisfying (3.10) exists beyond t “ T thanks to the continuation
argument.
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Proposition 3.2. ([24, Proposition 3.9]) There exists a δ1 ą 0 such that if (3.1), (3.9) and
(3.10) hold for t P r0, T q and
pc˜, x˜q P Cpr0, T q;Y ˆ Y q X C1pp0, T q;Y ˆ Y q ,
sup
tPr0,T s
p}v2ptq}X ` }c˜ptq}Y q ă δ1 , sup
tPr0,T q
}x˜ptq}Y ă 8 ,
then either T “ 8 or T is not the maximal time of the decomposition (3.1) and (3.9) satisfying
(3.10).
4. Modulation equations
By [24, Lemma 3.6 and Remark 3.7],
v2ptq P Cpr0, T q;Xq , pc˜, x˜q P Cpr0, T q;Y ˆ Y q X C1pp0, T q;Y ˆ Y q ,
where T is the maximal time of the decomposition (3.1) and (3.9) satisfying (3.10). Substi-
tuting (3.9) with z “ x´ xpt, yq into (3.8) and (3.1) and (3.9) into (1.1), we have
(4.1) Btv1 ´ 2cBzv1 ` B3zv1 ` 3B´1z B2yv1 “ BzpN1,1 `N1,2q `N1,3 ,
where N1,1 “ ´3v21 , N1,2 “ txt ´ 2c´ 3pxyq2uv1 and N1,3 “ 6Bypxyv1q ´ 3xyyv1, and
(4.2)
#
Btv2 “ Lcv2 ` ℓ` BzpN2,1 `N2,2 `N2,4q `N2,3 ,
v2p0q “ v2,˚ ,
where Lcv “ ´BzpB2z ´ 2c ` 6ϕcqv ´ 3B´1z B2y , ℓ “
ř2
k“1 ℓk, ℓk “
ř3
j“1 ℓkj pk “ 1, 2q, ψ˜cpzq “
ψc,Lpz ` 3tq and
ℓ11 “pxt ´ 2c´ 3pxyq2qϕ1c ´ pct ´ 6cyxyqBcϕc , ℓ12 “ 3xyyϕc ,
ℓ13 “3cyy
ż 8
z
Bcϕcpz1q dz1 ` 3pcyq2
ż 8
z
B2cϕcpz1q dz1 ,
ℓ21 “pct ´ 6cyxyqBcψ˜c ´ pxt ´ 4´ 3pxyq2qψ˜1c ,
ℓ22 “pB3z ´ Bzqψ˜c ´ 3Bzpψ˜2c q ` 6Bzpϕcψ˜cq ´ 3xyyψ˜c ,
ℓ23 “´ 3cyy
ż 8
z
Bcψ˜cpz1q dz1 ´ 3pcyq2
ż 8
z
B2c ψ˜cpz1q dz1 ,
N2,1 “ ´3p2v1v2 ` v22q , N2,2 “ txt ´ 2c´ 3pxyq2uv2 ` 6ψ˜cv2 ,
N2,3 “ 6Bypxyv2q ´ 3xyyv2 , N2,4 “ 6pψ˜c ´ ϕcqv1 .
Differentiating (3.10) with respect to t and substituting (4.2) into the resulting equation,
we have in L2p´η0, η0q
d
dt
ż
R2
v2pt, z, yqg˚k pz, η, cpt, yqqe´iyη dzdy
“
ż
R2
ℓg˚k pz, η, cpt, yqqe´iyη dzdy `
6ÿ
j“1
II
j
kpt, ηq “ 0 ,
(4.3)
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where
II1k “
ż
R2
v2pt, z, yqL˚cpt,yqpg˚k pz, η, cpt, yqqe´iyηq dzdy ,
II2k “´
ż
R2
N2,1Bzg˚kpz, η, cpt, yqqe´iyη dzdy ,
II3k “
ż
R2
N2,3g
˚
k pz, η, cpt, yqqe´iyη dzdy
` 6
ż
R2
v2pt, z, yqcypt, yqxypt, yqBcg˚k pz, η, cpt, yqqe´iyη dzdy ,
II4k “
ż
R2
v2pt, z, yq pct ´ 6cyxyq pt, yqBcg˚kpz, η, cpt, yqqe´iyη dzy ,
II5k “´
ż
R2
N2,2Bzg˚kpz, η, cpt, yqqe´iyη dzdy , II6k “ ´
ż
R2
N2,4Bzg˚k pz, η, cpt, yqqe´iyη dzdy .
Using the fact that g˚1 pz, η, cq » ϕcpzq and g˚2 pz, η, cq » pc{2q3{2
şz
´8 Bcϕc for η » 0, we derive
the modulation equations for cpt, yq and xpt, yq (see [24, Section 4]).
To write down the modulation equation, let us introduce several notations. Let Rj , rRj,rSj, S¯j , rA1ptq, Bj and rCj be the same as those in [24, pp. 165–168] except for the definitions
of R4 and R5. We move a part of R4 into R5. See (B.1) and (B.2) in Appendix B.
Note that
(4.4) bpt, ¨q :“ 1
3
rP1 !?2cpt, ¨q3{2 ´ 4) “ c˜pt, ¨q `Opc˜2q ,
where rP1f “ F´1η 1r´η0,η0sFyf and 1r´η0,η0s is a characteristic function of r´η0, η0s. We make
use of (4.4) to translate the nonlinear term cyxy into a divergence form.
Now let us introduce localized norms of vptq. Let pαpzq “ 1 ` tanhαz and }v}W ptq “
}pαpz ` 3t`Lq1{2v}L2pR2q. Assuming the smallness of the following quantities, we can derive
modulation equations of bpt, yq and xpt, yq for t P r0, T s. Let 0 ď T ď 8 and
Mc,xpT q “
ÿ
k“0, 1
sup
tPr0,T s
 xtyp2k`1q1{4p}Bky c˜ptq}Y ` }Bk`1y xptq}Y q ` xtyp}B2y c˜ptq}Y ` }B3yxptq}Y q( ,
MvpT q “ sup
tPr0,T s
}vptq}L2 ,
M1pT q “ sup
tPr0,T s
txty2}v1ptq}W ptq ` xty}p1` z`qv1ptq}W ptqu ` }Epv1q1{2}L2p0,T ;W ptqq ,
M
1
1p8q “ sup
tě0
}Epv˜1ptqq1{2}L2pR2q , M2pT q “ sup
0ďtďT
xty3{4}v2ptq}X ` }Epv2q1{2}L2p0,T :Xq ,
where Epvq “ pBxvq2 ` pB´1x Byvq2 ` v2. We remark that by an anisotropic Sobolev inequality
(see e.g. [2]),
(4.5) }v}L2pR2q ` }v}L6pR2q À }Epvq1{2}L2pR2q .
We can prove the following result exactly in the same way as [24, Proposition 3.9]).
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Proposition 4.1. There exists a δ2 ą 0 such that if Mc,xpT q `M2pT q ` η0 ` e´αL ă δ2 for
a T ě 0, then ˆ
bt
x˜t
˙
“ Aptq
ˆ
b
x˜
˙
`
6ÿ
i“1
N
i ,(4.6)
bp0, ¨q “ b˚ , xp0, ¨q “ x˚ ,(4.7)
where b˚ “ 4{3 rP1tpc˚{2q3{2 ´ 1u, Aptq “ A˚ `B´14 rA1ptq ` B4yA1ptq ` B2yA2ptq,
A1ptq “ ´B´14 prS1B´11 B2 ` rS0q , A2ptq “ B´14 rS3B´11 B2 ,
N 1 “ rP1ˆ 6pbx˜yqy2pc˜ ´ bq ` 3px˜yq2
˙
, N 2 “ N 2a `N 2b ,
N
2a “B´13
´ rP1R71e1 ` rR1 ` rR3¯ , N 2b “ B´13 rP1R72e2 , e1 “ ˆ10
˙
, e2 “
ˆ
0
1
˙
,
N 3 “B´13 Byp rR2 ` rR4q , N 4 “ pB´13 ´B´14 qpB2 ´ B2y rS0qBy ˆbyxy
˙
,
N
5 “pB´13 ´B´14 q rA1ptqˆbx˜
˙
, N 6 “ B´13 Rv1 .
We remark that N 6 equals to N 5 in [24] and that Aptq `N 5 equals to Aptq in [24]. The
other terms are exactly the same.
To apply (2.17) and (2.20) to (4.6) in Section 9, we need to decompose b˚ into a sum of an
integrable function and a function that belongs to B2yY1. Note that rP1L1pRq Ă Y1 Ă Y and
Y Ă Xkě0HkpRq.
Lemma 4.2. There exist
‚
b P L1pRq and
˝
b P Y1 such that b˚ “ rP1‚b` B2y˝b and››‚b››
L1pRq `
››˝b››
Y1
À }xxyxyyv0}L2pR2q .
Proof. Since b˚ ´ c˜˚ “ 43 rP1tpc˚{2q3{2 ´ 1 ´ c˜˚u and }pc˚{2q3{2 ´ 1 ´ c˚}L1pRq À }c˜˚}2Y À
}xxyv0}2L2pR2q, it suffices to show that there exist
‚
c P L1pRq and c˝ P Y1 such that c˜˚ “ ‚c` B2y c˝
and ››‚c››
L1pRq `
››c˝››
Y1
À }xxyxyyv0}L2pR2q .
Let
F10ru, c˜, γ, Lspηq :“ 1
2
1r´η0,η0spηq
ż
R2
tupx, yq ` Φrc˜, γspx, yquϕcpyqpx´ γpyqqe´iyη dxdy ,
F11ru, c˜, γ, Lspηq :“ 1r´η0,η0spηq
ż
R2
tupx, yq ` Φrc˜, γspx, yqu g˚k1px´ γpyq, η, cpyqqe´iyη dxdy
where cpyq “ 2` c˜pyq and Φrc˜, γspx, yq “ ϕpxq ´ ϕcpyqpx´ γpyqq ` ψcpyq,Lpx´ γpyqq. Then
F1ru, c˜, γ, Lspηq “ F10ru, c˜, γ, Lspηq ` η2F11ru, c˜, γ, Lspηq ,
and we can prove
}F11ru, c˜, γ, Ls}Z1 À }u}X1 ` }c˜}Y1 ` }γ}Y1 ` }u}Xp}c˜}Y1 ` }γ}Y1q
in exactly the same way as the proof of [23, Lemma 5.1].
16 TETSU MIZUMACHI
Let w0px, yq “ ϕc1pyqpxq´ϕpxq. Since F1rw0, c˜˚, x˚, Ls “ 0 and pw0, c˜˚, x˚q P X1ˆY1ˆY1,
F10rw0, c˜˚, x˚, Lspηq “ ´η2F11rw0, c˜˚, x˚, Lspηq ,(4.8)
F11rw0, c˜˚, x˚, Ls P Z1 .(4.9)
Let
Φ0px, yq “ ´c˜˚pyqtBcϕpxq ´ ψpx` Lqu ` x˚pyqϕ1pxq ,
Ψ1px, yq “ 1
2
 
ϕc˚pyqpx´ x˚pyqq ´ ϕpxq
(
.
Then F´1η F10rw0, c˜˚, x˚, Lspyq “ p2πq1{2 rP1pJ0 ` J1 ` J2 ` J3), where
J0 “1
2
ż
R
Φ0px, yqϕpxq dx “
ˆ
´1` 1
2
ż
R
ϕpxqψpx ` Lq dx
˙
c˜˚ ,
J1 “1
2
ż
R
w0px, yqϕc˚pyqpx´ x˚pyqq dx , J2 “
ż
R
Φrc˜˚, x˚spx, yqΨ1px, yq dx ,
J3 “1
2
ż
R
tΦrc˜˚, x˚spx, yq ´ Φ0px, yquϕpxq dx ,
and
}J1}L1pRq À }w0}L1pR2q À }xyypc1 ´ 2q}L2pRq ,
}J2}L1pRq À }Φ}L2pR2q}Ψ1}L2pR2q À p}c˜˚}Y ` }x˚}Y q2 ,
}J3}L1pRq À }Φ´ Φ0}L1pR2q À p}c˜˚}Y ` }x˚}Y q2 .
Combining the above with Lemma 3.1 and (3.11), we obtain Lemma 4.2. 
5. A` priori estimates for modulation parameters.
In this section, we will estimate Mc,xpT q assuming smallness of M1pT q, M2pT q, MvpT q, η0
and e´αL.
Lemma 5.1. There exist positive constants δ3 and C such that if Mc,xpT q`M1pT q`M2pT q`
η0 ` e´αL ď δ3, then
(5.1) Mc,xpT q ď C}xxypxxy ` xyyqv0}L2 ` CpM1pT q `M2pT q2q .
To prove Lemma 5.1, we need the following.
Claim 5.1. Let δ2 be as in proposition 4.1. Suppose Mc,xpT q`M1pT q`M2pT q`η0`e´αL ă δ2
for a T ě 0. Then for t P r0, T s,
}ct}Y ` }xt ´ 2c´ 3pxyq2}Y À pMc,xpT q `M1pT q `M2pT q2qxty´3{4 .
Proof. In view of (4.6),
}ctptq}Y ` }xt ´ 2c´ 3pxyq2}Y À I `
ÿ
2ďiď6
}N i}Y ,
I “ }bt ´ ct}Y ` } rA1ptqpb, x˜q}Y ` }byy}Y ` }xyy}Y ` }pbx˜yqy}Y ` }pI ´ rP1qx2y}Y ,
and it follows from Claim A.5, [23, Claim D.6] and the definition of Mc,xpT q that
I ÀMc,xpT qxty´3{4 for t P r0, T s.
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See the proof of Lemma 5.2 in [24]. Following the line of [23, Chapter 7] and using (5.18), we
can prove that for t P r0, T s,
5ÿ
i“2
}Niptq}Y À pMc,xpT q `M1pT q `M2ptqq2xty´1 .
Combining the above with (5.21), we have Claim 5.1. 
To deal with E1N
6, we decompose χpDyqB´13 and χpDyqB´14 into a sum of operators that
belong to BpL1pRqq and operators that belong to B2yBpY1q. Since
B3 “ B1 ` rC1 ` B2ypS¯1 ` S¯2q ´ S¯3 ´ S¯4 ´ S¯5 ,
B4 “ B1 ` B2y rS1 ´ rS3 “ B3|c˜“0 , v2“0 ,
we have
B´14 “
‚
B4 ´ B2y
˝
B14 , B
´1
3 ´B´14 “
‚
B34 ´ B2y
˝
B34 ,(5.2)
‚
B4 “ pB1 ´ rS31q´1 , ˝B14 “ B´14 prS1 ` rS32q ‚B4 ,(5.3)
‚
B34 “ ´
‚
B4prC1 ` rS31 ´ S¯31 ´ S¯41 ´ S¯51qB´13 ,(5.4)
˝
B34 “
˝
B14pB4 ´B3qB´13 `
‚
B4
´
S¯1 ´ rS1 ` S¯2 ` S¯32 ´ rS32 ` S¯42 ` S¯52¯(5.5)
where rSj and S¯j are the same as those in [24, p. 167] and rSj1, rSj2, S¯j1 and S¯j2 are defined
by (A.1)–(A.8) and (A.16)–(A.18) in Appendix A. We remark that rSj “ rSj1 ´ B2y rSj2, that
S¯j “ S¯j1 ´ B2yS¯j2 and that rSj1 is a time-dependent constant multiple of rP1.
Claim 5.2. Let 0 ď T ď 8. There exist positive constants η0, L0 and C such that if |η| ď η0
and L ě L0, then for every t P r0, T s,›› ‚B4››BpY qXBpY1q ` ›› ˝B14››BpY qXBpY1q ď C ,(5.6)
}χpDyq
‚
B4}BpL1q ď C ,(5.7) ›› ‚B4 ´B´11 ››BpY1q ` ››χpDyqp ‚B4 ´B´11 q››BpL1q ď Ce´αp3t`Lq .(5.8)
Moreover, if Mc,xpT q `M2pT q ď δ is sufficiently small, then there exists a positive constant
C1 such that for t ě 0,›› ‚B34››BpY,Y1q ` ›› ˝B34››BpY,Y1q ď C1pMc,xpT q `M2pT qqxty´1{4 ,(5.9) ››χpDyq ‚B34››BpY,L1q ď C1pMc,xpT q `M2pT qqxty´1{4 ,(5.10) ››rBy, ‚B34s››BpY,Y1q ` ››χpDyqrBy, ‚B34s››BpY,L1q ď C1pMc,xpT q `M2pT qqxty´3{4 .(5.11)
Proof. By [23, Claim 6.3] and [23, Claim B.1],
sup
tě0
}B´14 }BpY qXBpY1q “ Op1q , }rS1}BpY qXBpY1q “ Op1q .
Combining the above with (A.20) and (A.22), we have (5.6).
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Next, we will prove (5.7). Since χpηqχ1pηq “ χpηq and rχ1pDyq, rS31s “ 0,
(5.12) χpDyq
‚
B4 “
ÿ
ně0
χpDyqpB´11 χ1pDyqrS31qnB´1 .
Hence it follows from (A.20) that
}χpDyq
‚
B4}BpL1q À }χˇ}L1
ÿ
ně0
}B´11 χ1pDyqrS31}nBpL1pRqq “ Op1q .
We can prove (5.8) in the same way.
By [23, Claims 6.1 and 6.2], we have
sup
tPr0,T s
}B´13 }BpY q ă 8 and }rC1}BpY,Y1q ÀMc,xpT qxty´1{4 for t P r0, T s.
It follows from Claims 6.1, B.1–B.3 in [23] that
}B3 ´B4}BpY,Y1q ` }S¯1 ´ rS1}BpY,Y1q À pMc,xpT q `M2pT qqxty´1{4 for t P r0, T s.
Combining the above with (5.6) and Claim A.4, we have (5.9).
Since
χpDyq
‚
B34 “ ´χpDyq
‚
B4χ1pDyq
˜rC1 ` rS31 ´ ÿ
3ďjď5
S¯j1
¸
B´13 ,
we have (5.10) from Claim A.4. Using the fact that }rBy, rC1s}BpY,Y1q`}χ1pDyqrBy , rC1s}BpY,L2q À
Mc,xpT qxty´3{4 (see [23, Claim B.7]), we can prove (5.11) in the same way as (5.9) and (5.10).
This completes the proof of Claim 5.2. 
Now we are in position to prove Lemma 5.1.
Proof of Lemma 5.1. Let Aptq “ diagp1, ByqAptqdiagp1, B´1y q and Upt, sq be the semigroup
generated by Aptq. Lemma 4.2 in [23] implies that there exists a C “ Cpη0, kq ą 0 such that
}BkyUpt, sqf}Y ď Cxt´ sy´k{2}f}Y for t ě s ě 0,(5.13)
}BkyUpt, sqf}Y ď Cxt´ sy´p2k`1q{4}f}Y1 for t ě s ě 0,(5.14)
provided η0 is sufficiently small.
Multiplying (4.6) by diagp1, Byq from the left, we have
(5.15)
$’&’% Bt
ˆ
b
xy
˙
“ Aptq
ˆ
b
xy
˙
`
6ÿ
i“1
diagp1, ByqN i ,
bp0, ¨q “ b˚ , Byxp0, ¨q “ Byx˚ .
Since }N 6}Y1 does not necessarily decay as tÑ8, we make use of the change of variable
kpt, yq “ 1
2
rP1ˆż
R
v1pt, z, yqϕcpt,yqpzq dz
˙
, S311rψsptq “
1
2
ż
R2
ψpz ` 3t` Lqϕpzq dz ,(5.16)
b˜pt, yq “ bpt, yq ` k˜pt, yq , k˜pt, yq “ p2´ S311ptqq´1kpt, ¨q .
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Then
(5.17)
$’’&’’%
Bt
ˆ
b˜
xy
˙
“ Aptq
ˆ
b˜
xy
˙
`
6ÿ
i“1
diagp1, ByqN i ` Btk˜ptqe1 `Aptqk˜ptqe1 ,
b˜p0, ¨q “ b˚ ` k˜p0, ¨q , Byxp0, ¨q “ Byx˚ .
By (3.11) and (5.14),››››BkyUpt, 0qˆ b˜p0, ¨qxyp0, ¨q
˙››››
Y
À xty´p2k`1q{4p}b˜p0, ¨q}Y1 ` }Byx˚}Y1q ,
and
}b˜p0q}Y1 ` }Byx˚}Y1 À}b˚}Y1 ` }xyyv˚}L2 ` η0}x˚}Y1 ` }ϕc˚pyqpx´ x˚pyqqv˚}L1pR2q
À}xxypxxy ` xyyqv0}L2 .
Except for N 6, the term which includes v1 in (5.15) and needs to be treated differently
from [23, (6.16)] is N 2a because rR1 includes R4 and R4 includes the inverse Fourier transform
of 1r´η0,η0spηqII2k pt, ηq. But thanks to the smallness of M1pT q,
}II2k}L8r´η0,η0s “ sup
ηPr´η0,η0s
ˇˇˇˇż
R2
N2,1Bzg˚k pz, η, cpt, yqqe´iyη dzdy
ˇˇˇˇ
Àp}pαpzqv1}L2}v2}X ` }v2}2Xq sup
cPr2´δ,2`δs ,ηPr´η0,η0s
}e´2αzg˚k pz, η, cq}L8z
ÀpM1pT q `M2pT qq2xty´3{2 ,
(5.18)
and }R4}Y1 decays at the rate as in [23, Claim D.5]. Using (5.13), (5.14) and (5.18), we can
prove that for t P r0, T s and k “ 0, 1, 2,
5ÿ
i“1
ż t
0
}BkyUpt, sqdiagp1, ByqN jpsq}Y ds À pMc,xpT q `M1pT q `M2pT qq2xty´mint1,p2k`1q{4u .
in the same way as [23, Chapter 7].
Since diagp1, ByqN 6 “ E1N 6 ` ByE2N 6, it follows from (5.13)
(5.19) Nk :“
››››ż t
0
}BkyUpt, sqByE2N 6psq}Y ds
››››
Y
À
ż t
0
xt´ sy´pk`1q{2}N 6psq}Y ds .
Using the fact that
sup
ηPr´η0 ,η0s
´
|ϕcpt,yqpzqBzg˚k pz, η, cpt, yqq ´ ϕpzqBzg˚kpz, ηq| ` |ψ˜cpt,yqpzqBzg˚k pz, η, cpt, yqq|
¯
À e´2α|z||c˜pt, yq| ,
we see that
}Rv1ptq}Y
À
ÿ
k“1,2
››››ż
R2
ϕpzqv1pt, z, yqBzg˚k pz, ηqe´iyη dzdy
››››
L2p´η0,η0q
` }c˜}Y }e´α|z|v1ptq}L2pR2q
À}e´α|z|v1ptq}L2pR2q À xty´2M1pT q t P r0, T s,
(5.20)
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and that
}N 6ptq}Y À xty´2M1pT q for t P r0, T s,(5.21)
follows from the boundedness of B´13 (see [24, Claim 4.5]). Combining (5.19) and (5.21), we
have Nk ÀM1pT qxty´pk`1q{2 for t P r0, T s and k “ 0, 1, 2.
Now we investigate
(5.22) E1N
6 “ E1B´13 Rv1 “ E1t
‚
B4 `
‚
B34 ´ B2yp
˝
B14 `
˝
B34quRv1
more precisely. We remark that }N 6}Y1 cannot be expected to decay like }N 6}Y as t Ñ 8
because ››››ż
R
ϕpzqv1pt, z, yq dz
››››
L1pRyq
does not necessarily decay as tÑ8. By (5.20) and Claim 5.2,›› ‚B4Rv1››Y ` ››p ˝B14 ` ˝B34qRv1››Y ÀM1pT qxty´2 ,(5.23) ››χpDyq ‚B34Rv1››L1 ` ›› ‚B34Rv1››Y1 ÀM1pT qpMc,xpT q `M2pT qqxty´9{4 .(5.24)
In view of (5.13), (5.14) and (5.22)–(5.24), we see that for k “ 0, 1, 2 and t P r0, T s,››››ż t
0
BkyUpt, sqE1t
‚
B34 ´ B2yp
˝
B14 `
˝
B34quRv1 ds
››››
Y
À
ż t
0
xt´ sy´p2k`1q{4›› ‚B34Rv1››Y1 ds` ż t
0
xt´ sy´pk`2q{2››p ˝B14 ` ˝B34quRv1››Y ds
ÀM1pT qxty´p2k`1q{4 ,
and that E1
‚
B4R
v1 is the hazardous part of E1N
6.
The worst part of E1
‚
B4R
v1 can be expressed as a time derivative of a decaying function
as in [24]. The operator B1 ´ rS31 and its inverse ‚B4 are lower triangular on Y ˆ Y and
(5.25) E1
‚
B4R
v1 “ p2´ S311rψsq´1Rv11 e1 .
In view of [24, pp.175–176],
(5.26) Rv11 “ S71 rBcϕcspctq ´ S71 rϕ1cspxt ´ 2c´ 3pxyq2q ´ kt `
‚
Rv1 ` By
˝
Rv1 ,
where
S71rqcspfqpt, yq “
1
2
rP1ˆż
R
v1pt, z, yqfpyqqcpt,yqpzq dz
˙
,
and
‚
Rv1 and
˝
Rv1 are chosen such that
‚
Rv1 ` By
˝
Rv1 “ Rv111 ` ByRv112 and that
χpDyq
‚
Rv1 P L1p0,8;L1pRqq .
We give the precise definitions of
‚
Rv1 and
˝
Rv1 later.
The term Btk˜e1 in (5.17) cancels out with a bad part of E1
‚
B4R
v1 which comes from ´kt
in (5.26). In fact,
Btk˜pt, yq ´ p2´ S311rψsptqq´1Btkpt, yq “ p2´ S311rψsptqq´2BtS311rψsptqkpt, yq ,
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and by the definition,
(5.27) |S311rψsptq| `
ˇˇBtS311rψsptqˇˇ À e´2p3t`Lq for t ě 0.
Combining Claim C.2 and (5.27) with (5.14), we have for t P r0, T s and k ě 0,››››ż t
0
BkyUpt, sq
!
Btk˜ps, ¨q ´ p2´ S311rψspsqq´1Btkps, ¨q
)
e1 ds
››››
Y
ÀM1pT q
ż t
0
xt´ sy´p2k`1q{4xsye´2p3s`Lq ds ÀM1pT qxty´p2k`1q{4 .
Next, we will investigate
‚
Rv1 and
˝
Rv1 . We write II
6
13 in [24, p.175] as II
6
13 “ II6131`η2II6132,
II6131 “ 3
ż
R2
v1pt, z, yqψ˜cpt,yqpzqϕcpt,yqpzqe´iyη dzdy ,
II6132 “ 6
ż
R2
v1pt, z, yqψ˜cpt,yqpzqBzg˚11pz, η, cpt, yqqe´iyη dzdy ,
g˚k1pz, η, cq “
g˚k pz, η, cq ´ g˚k pz, 0, cq
η2
,
because Bzg1˚ pz, 0, cpt, yqq “ 12ϕcpt,yqpzq and let
‚
Rv1 “
1
2π
ż η0
´η0
 
II6111pt, ηq ´ II6131pt, ηq
(
eiyη dη “ Rv111 ´
B2y
2π
ż η0
´η0
II6132pt, ηqeiyη dη ,
˝
Rv1 “
1
2π
ż η0
´η0
 
II6112pt, ηq ´ iηII612pt, ηq ` iηII6132pt, ηq
(
eiyη dη .
Then
‚
Rv1 “
3
2
rP1 ż
R
v1pt, z, yq2ϕ1cpt,yqpzq dz ´ 3 rP1 ż
R
v1pt, z, yqψ˜cpt,yqpzqϕ1cpt,yqpzq dz
` 3
2
rP1 „ż
R
v1pt, z, yq
"
cyypt, yq
ż z
´8
Bcϕcpt,yqpz1q dz1 ` cypt, yq2
ż z
´8
B2cϕcpt,yqpz1q dz1
*
dz

´ 3
2
rP1 ż
R
v1pt, z, yq
 
xyypt, yqϕcpt,yqpzq ` 2pcyxyqpt, yqBcϕcpt,yqpzq
(
dz ,
˝
Rv1 “
˝
Rv1,1 ` By
˝
Rv1,2 and
˝
Rv1,1 “ ´
3
2
rP1 ż
R
v1pt, z, yqcypt, yq
ˆż z
´8
Bcϕcpt,yqpz1q dz1
˙
dz
` 3 rP1 ż
R
v1pt, z, yqxypt, yqϕcpt,yqpzq dz ,
˝
Rv1,2 “
3
2
rP1 ż
R
v1pt, z, yq
ˆż z
´8
ϕcpt,yqpz1q dz1
˙
dz
´ 1
2π
ż η0
´η0
 
II612pt, ηq ´ II6132pt, ηq
(
eiyη dη ,
II612pt, ηq “ 6
ż
R2
v1pt, z, yqϕcpt,yqpzqBzg˚11pz, η, cpt, yqqe´iyη dzdy ,
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and we have ›› ‚Rv1››Y1 ` ››χpDyq ‚Rv1››L1pRq ÀM1pT qpMc,xpT q `M1pT qqxty´3{2 ,(5.28) ›› ˝Rv1,1››Y1 ÀMc,xpT qM1pT qxty´7{4 , ›› ˝Rv1,2››Y ÀM1pT qxty´1 .(5.29)
Combining the above with (5.13) and (5.14), we have››››ż t
0
BkyUpt, sq
`
2´ S311rψspsq
˘´1` ‚
Rv1 ` By
˝
Rv1
˘
ds
››››
Y
À
ż t
0
xt´ sy´p2k`1q{4›› ‚Rv1››Y1 ds
`
ż t
0
xt´ sy´p2k`3q{2›› ˝Rv1,,1››Y1 ds` ż t
0
xt´ sy´pk`4q{2›› ˝Rv1,2››Y ds
ÀM1pT qxty´mint1,p2k`1q{4u for k “ 0, 1, 2 and t P r0, T s.
Next, we will estimate S71rBcϕcspctq and S71rϕ1cspxt ´ 2c´ 3pxyq2q. By Claim 5.1,
}S71 rBcϕcspctq}Y1 ` }χpDyqS71rBcϕcspctq}L1
` }S71rϕ1cspxt ´ 2c´ 3pxyq2q}Y1 ` }χpDyqS71 rϕ1cspxt ´ 2c´ 3pxyq2q}L1
ÀM1pT qpMc,xpT q `M1pT q `M2pT q2qxty´11{4 .
(5.30)
Finally, we will estimate Aptqk˜e1. Since A1ptqE2 “ O and rAiptq, Bys “ O for i “ 1, 2,
Aptq “ A˚ ` diagpB3y , B4yqA1ptqdiagpBy, 1q ` diagpBy , B2yqA2ptqdiagpBy, 1q `A3ptq ,
A˚ “
ˆ
3B2y 8By
p2´ µ3B2yqBy B2y
˙
, A3ptq “ diagp1, ByqB´14 rA1ptqE1 ,
sup
tě0
}B´1y pAptq ´A3ptqq}BpY q ă 8 , }A3ptq}BpY1q À e´αp3t`Lq .
Combining the above with (5.13), (5.14) and Claims C.1 and C.2, we have for k “ 0, 1, 2,››››ż t
0
BkyUpt, sqApsqk˜psq ds
››››
Y
ď
ż t
0
}Bk`1y Upt, sq}BpY q
››B´1y pApsq ´A3psqq››BpY q }k˜psq}Y ds
`
ż t
0
}BkyUpt, sq}BpY1,Y q}A3psq}BpY1q}k˜psq}L1 ds
ÀM1pT q
"ż t
0
xt´ sy´pk`1q{2xsy´2 ds`
ż t
0
xt´ sy´p2k`1q{4xsye´αp3s`Lq ds
*
ÀM1pT qxty´p2k`1q{4 .
This completes the proof of Lemma 5.1. 
6. The L2pR2q estimate
In this section, we will estimate MvpT q assuming smallness of Mc,xpT q, M1pT q and M2pT q.
Lemma 6.1. Let δ3 be the same as in Lemma 5.1. Suppose that Mc,xpT q`M1pT q`M2pT q`
η0 ` e´αL ď δ3. Then there exists a positive constant C such that
MvpT q ď Cp}v0}L2pR2q `Mc,xpT q `M1pT q `M2pT qq .
To prove Lemma 6.1, we use a variant of the L2 conservation law on v as in [23, 24].
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Lemma 6.2. ([24, Lemma 6.2]) Let 0 ď T ď 8. Let v˜1 be a solution of (3.8) and v2 be a
solution of (4.2). Suppose that pv2ptq, cptq, γptqq satisfy (3.1), (3.9) and (3.10). Then
Qpt, vq :“
ż
R2
 
vpt, z, yq2 ´ 2ψcpt,yq,Lpz ` 3tqvpt, z, yq
(
dzdy
satisfies for t P r0, T s,
Qpt, vq “Qp0, vq ` 2
ż t
0
ż
R2
´
ℓ11 ` ℓ12 ` 6ϕ1cps,yqpzqψ˜cps,yqpzq
¯
vps, z, yq dzdyds
´ 2
ż t
0
ż
R2
ℓψcpt,yq,Lpz ` 3sq dzdyds ´ 6
ż t
0
ż
R2
ϕ1cps,yqpzqvps, z, yq2 dzdyds
´ 6
ż t
0
ż
R2
pB´1z Byvqps, z, yqcyps, yqBcϕcpt,yqpzq dzdy .
(6.1)
Proof of Lemma 6.1. We can estimate the right hand side of (6.1) in exactly the same way
as in the proof of [23, Lemma 8.1] except for the last term. By the definition, we have for
t P r0, T s,ˇˇˇˇż
R2
pB´1z Byvqps, z, yqcyps, yqBcϕcpt,yqpzq dzdy
ˇˇˇˇ
À}e´α|z|B´1z Byv}L2p0,T ;L2pR2qq}cy}L2p0,T ;Y q
ÀMc,xpT qpM1pT q `M2pT qq .
and
Qpt, vq ` 8}ψ}2L2}
a
cptq ´?c0}2L2pRq
À}v0}2L2pR2q ` pM1pT q `M2pT q `Mc,xpT qq2
ż t
0
xsy´5{4 dt
À}v0}2L2pR2q ` pM1pT q `M2pT q `Mc,xpT qq2 .
Combining the above with the fact that Qpt, vq “ }vptq}2
L2
` Op}c˜ptq}Y }vptq}L2q, we have
Lemma 6.1. Thus we complete the proof. 
7. Estimates for small solutions for the KP-II equation
In this section, we will give upper bounds of M1pT q and M11p8q. First, we will prove decay
estimates for v1 assuming that v0px, yq is polynomially localized as xÑ8.
Lemma 7.1. Letv˜1 be a solution of (3.8). There exist positive constants C and δ4 such that
if }xxy2v0}L2 `Mc,xpT q `M1pT q `M2pT q ă δ4, then M1pT q ď C}xxy2v0}L2 for t P r0, T s.
To prove Lemma 7.1, we make use of the virial identity for the KP-II equation that was
shown in [6]. Let u be a solution of (1.1) with up0q P L2pR2q and
Iptq “
ż
R2
pαpx´ xptqqupt, x, yq2 dxdy .
Suppose that inftě0 x1ptq ą 0. There exist positive constants α0 and δ such that if α P p0, α0q
and }v0}L2 ă δ, then
(7.1) Iptq `
ż t
0
ż
R2
p1αpx´ xpsqqEpuqps, x, yq dxdyds À Ip0q .
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See e.g. [27, Lemma 5.3] for the proof.
If up0q is small in L2pR2q and polynomially localized, we can prove time decay estimates
by using (7.1).
Lemma 7.2. Let uptq be a solution of (1.1). Let 0 ď T ď 8 and let xptq be a C1 function
satisfying xp0q “ 0 and inftPr0,T s 9xptq ą c1 for a c1 ą 0. Suppose that p1` x`qρup0q P L2pR2q
for a ρ ě 0. Then there exist positive constants α0 and δ such that if α P p0, α0q and
}up0q}L2pR2q ă δ, thenż
R
pαpx´ xptqqupt, x, yq2 dxdy À xty´2ρ}p1` x`qρup0q}2L2pR2q ,(7.2) ż T
0
ż
R
pαpx´ xptqqEpuqpt, x, yq dxdydt À }p1` x`q1{2pαpxq1{2up0q}2L2pR2q ,(7.3) ż
R
p1` x`qρ1pαpxqupt, x` xptq, yq2 dxdy À xty´pρ2´ρ1q}p1` x`qρ2up0q}2L2pR2q ,(7.4)
where ρ1 and ρ2 are positive constants satisfying ρ2 ą ρ1 ą 0.
Proof. We can prove (7.2) in the same way as in [25, Section 14.1]. Since minp1, e2αxq ď
pαpxq ď 2minp1, e2αxq and p1αpxq “ α sech2 αx “ Ope´2α|x|q, it follows that for x ď 0,ÿ
jě0
pαpx´ jq À
#ř
jě0 e
´2αp|x|`jq À pαpxq for x ď 0,ř
0ďjďrxs 1`
ř
jěrxs`1 e
´2α|x´j| À 1` x for x ě 0.
Similarly, we have pαpxq À
ř
jě0 p
1
αpx´ jq. Hence it follows from (7.1) that for t P r0, T s,ż t
0
ż
R2
pαpx´ xpsqqEpuqps, x, yq dxdyds
À
8ÿ
j“0
ż t
0
ż
R2
p1αpx´ xpsq ´ jqEpuqps, x, yq dxdyds
À
8ÿ
j“0
ż
R2
pαpx´ jqup0, x, yq2 dxdy À
ż
R2
p1` x`qpαpxqup0, x, yq2 dxdy .
Finally, we will prove (7.4). Let c1 and c2 be constants satisfying 0 ă c1 ă c2 ď
inf0ďtďT 9xptq and let qℓpxq “ p1` x`qρℓpαpxq for ℓ “ 1, 2. Since
qℓpxq »
ÿ
jě0
p1` jqρℓ´1pαpx´ jq ,
it follows from (7.1) that for t P r0, T s,
(7.5)
ż
R2
q2px´ c1tqupt, x, yq2 dxdy À
ż
R2
q2pxqup0, x, yq2 ,
provided }up0q}L2 is sufficiently small. Combining (7.5) with the fact that
q1px´ xptqq ď q1px´ c2tq À xtyρ1´ρ2q2px´ c1tq ,
we have (7.4). Thus we complete the proof. 
Now we are in position to prove Lemma 7.1.
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Proof of Lemma 7.1. By Claim 5.1, there exists a c1 ą 0 such that xtpt, yq ě c1 for every
t P r0, T s and y P R. Hence it follows from Lemmas 3.1 and 7.2 that M1pT q À }p1 `
x`q2v˚}L2pR2q À }xxy2v0}L2pR2q. Thus we complete the proof. 
The scattering result by Hadac, Herr and Koch ([10]) which uses Up and V p spaces intro-
duced by [18, 19] implies that higher order Sobolev norms of solutions to (3.8) remain small
for all the time.
Lemma 7.3. Let v˜1ptq be a solution of (3.8). There exists positive constants δ5 and C such
that if
››xxy2v0››H1pR2q ď δ5, then M11p8q ď C ››xxy2v0››H1pR2q for every t P R.
Proof. It follows from [10, Proposition 3.1 and Theorem 3.2] that
}Bxv˜1ptq}L2pR2q `
›››|Dx|´1{2xDyy1{2v˜1ptq›››
L2pR2q
À}Bxv˚}L2pR2q `
›››|Dx|´1{2xDyy1{2v˚›››
L2pR2q
À}Epv˚q1{2}L2pR2q .
See e.g. [24, Section 7.2] for an explanation. Combining the above with the L2-conservation
law }v˜1ptq}L2pR2q “ }v˚}L2pR2q and the Sobolev inequality (4.5), we have
}v˜1ptq}L3pR2q À
›››|Dx|1{2v˜1ptq›››
L2pR2q
`
›››|Dx|´1{2xDyy1{2v˜1ptq›››
L2pR2q
À }Epv˚q1{2}L2pR2q .
Let
Hpuq “ 1
2
ż
R2
 pBxuq2 ´ 3pB´1x Byuq2 ´ 2u3( dxdy .
Since Hpuq is the Hamiltonian of the KP-II equation and v˜1 is a solution of (3.8) satisfying
v˜1 P CpR;H1pR2qq and B´1x By v˜1 P CpR;L2pR2qq,
3}B´1x Byv˜1ptq}2L2pR2q ď´ 2Hpv˜1ptqq ` }Bxv˜1ptq}2L2pR2q ` 2}v˜1ptq}3L2pR2q
“´ 2Hpv˚q ` }Bxv˜1ptq}2L2pR2q ` 2}v˜1ptq}3L2pR2q À }Epv˚q1{2}2L2pR2q .
Combining the above with Lemma 3.1, we have Lemma 7.3. 
8. Decay estimates for the exponentially localized part of perturbations
In this section, we will estimate v2ptq following the line of [23].
Lemma 8.1. Let η0 be a small positive number and α P pνpη0q, 2q. Suppose that M11p8q is
sufficiently small. Then there exist positive constants δ6 and C such that if M2pT q`MvpT q ď
δ6,
(8.1) M2pT q ď C
´
}xxyv0}L2pR2q `Mc,xpT q `M1pT q
¯
.
First, we estimate the low frequency part of v2ptq assuming the smallness of Mc,xpT q, M2ptq
and MvpT q.
Lemma 8.2. Let η0, α and M be positive constants satisfying νpη0q ă α ă 2 and νpMq ą α.
Suppose that v2ptq is a solution of (4.2). Then there exist positive constants b1, δ6 and C
such that if Mc,xpT q `MvpT q `M1pT q `M2pT q ă δ6, then for t P r0, T s,
}P1p0,Mqv2pt, ¨q}X ďCe´bt}v2,˚}X
` C tMc,xpT q `M1pT q `M2pT qpM2pT q `MvpT qqu xty´3{4 .
(8.2)
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Proof. Let v˜2ptq “ P2pη0,Mqv2ptq and N 12,2 “ t2c˜pt, yq ` 6pϕpzq ´ ϕcpt,yqpzqquv2pt, z, yq. Ap-
plying Proposition 2.1 to (4.2), we have
}v˜2ptq}X À e´bt}v2,˚}X `
ż t
0
e´b
1pt´sqpt´ sq´3{4}eαzP2N2,1psq}L1zL2y ds
`
ż t
0
e´b
1pt´sqpt´ sq´1{2p}N2,2psq}X ` }N 12,2psq}X ` }N2,4}Xq ds
`
ż t
0
e´bpt´sqp}ℓpsq}X ` }P2N2,3psq}Xq ds ,
(8.3)
where we abbreviate P2pη0,Mq as P2. It follows from [23, Claim 9.1] that for t P r0, T s,
}eαzP2N2,1}L1zL2y À
?
Mp}v1}L2 ` }v2}L2q}v2}X
À
?
MpM1pT q `MvpT qqM2pT qxty´3{4 .
(8.4)
By the definitions and Claim 5.1,
}ℓ1}X ÀpMc,xpT q `M1pT q `M2pT q2qxty´3{4 ,
}ℓ2}X Àe´αp3t`LqpMc,xpT q `M1pT q `M2pT q2q ,
(8.5)
and
}N2,2}X Àp}xt ´ 2c´ 3pxyq2}L8 ` }c˜}L8q}v2}X ,
ÀpMc,xpT q `M1pT q `M2pT q2qM2pT qxty´5{4 .
(8.6)
in the same way as (8.6) and (8.7) in [24]. Since
}c˜ptq}L8 `
ÿ
k“1,2
}Bkyxptq}L8 ÀMc,xpT qxty´1{2 for t P r0, T s,
(8.7) }N 12,2}X ` }P2N2,3}X À p}c˜}L8 ` }xy}L8 ` }xyy}L8q}v2}X ÀMc,xpT qM2pT qxty´5{4 .
Here we use the fact that }ByP2}BpXq À M . Since |eαztϕcpzq ´ ψ˜cpzqu| À pαpz ` 3t` Lq, we
have
(8.8) }N2,4}X ÀM1pT qxty´2 for t P r0, T s.
Combining (8.3)–(8.8), we have for t P r0, T s,
}v˜2ptq}X À e´bt}v2,˚}X ` tMc,xpT q `M1pT q ` pMvpT q `M2pT qqM2pT quxty´3{4 .
As long as v2ptq satisfies the orthogonality condition (3.10) and c˜pt, yq remains small, we
have
}v˜2ptq}X À }P1p0,Mqv2ptq}X À }v˜2ptq}X
in exactly the same way as the proof of lemma 9.2 in [23]. Thus we have (8.2). This completes
the proof of lemma 8.2. 
Using a virial identity, we can estimate the exponentially weighted norm of v2ptq for high
frequencies in y in the same way as [24, Lemma 8.3].
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Lemma 8.3. Let α P p0, 2q and v2ptq be a solution of (4.2). Suppose M11p8q is sufficiently
small. Then there exist positive constants δ6 and M1 such that if Mc,xpT q`M1pT q`M2pT q`
MvpT q ă δ6 and M ěM1, then for t P r0, T s,
}v2ptq}2X À e´Mαt}v2,˚}2X `
ż t
0
e´Mαpt´sq
`}ℓpsq}2X ` }P1p0,Mqv2psq}2X ` }N2,4psq}2X˘ ds ,
}Epv2q1{2}L2p0,T ;Xq À }v2,˚}X ` }ℓ}L2p0,T ;Xq ` }P1p0,Mqv2}L2p0,T q;Xq ` }N2,4}L2p0,T ;Xq .
Now we are in position to prove Lemma 8.1.
Proof of Lemma 8.1. Combining Lemmas 8.2 and 8.3, (8.5) and (8.8) with (3.13), we have
M2pT q À}v2,˚}X `Mc,xpT q `M1pT q `M2pT qpM2pT q `MvpT qq
À}xxyv0}L2pR2q `M1pT q `M2pT qpM2pT q `MvpT qq .
Thus we obtain (8.1) provided M2pT q and MvpT q are sufficiently small. This completes the
proof of Lemma 8.1. 
9. Large time behavior of the phase shift of line solitons
In this section, we will prove Theorem 1.5. To begin with, we remark that Mc,xpT q, M1pT q,
M2pT q and MvpT q remain small for every T P r0,8s provided the initial perturbation v0 is
sufficiently small. Combining Proposition 3.2, Lemmas 5.1, 6.1, 7.1, 7.3 and 8.1, we have the
following.
Proposition 9.1. There exist positive constants ε0 and C such that if ε :“ }xxypxxy `
xyyqv0}H1pR2q ă ε0, then Mc,xp8q `M1p8q `M2p8q `Mvp8q `M11p8q ď Cε.
When we estimate the L8 norm of x˜ by applying Lemma 2.3 to (4.6), two terms N 6 and
B´14 rA1ptqtpb, x˜q are hazardous because they do not necessarily belong to L1pRq.
We introduce a change of variable to eliminate E1
‚
B4kte1 and a bad part of B
´1
4
rA1ptq. Letˆ
a˜3pt,Dyq 0
a˜4pt,Dyq 0
˙
:“ B´14 rA1ptq , a˜31ptq “ a˜3pt, 0q , a˜32pt, ηq “ a˜3pt, ηq ´ a˜3pt, 0qη2 ,
and γptq “ e´
şt
0
a˜31psq ds. Note that a˜3pt, ηq is even in η because g˚k pz, ηq thus the symbols of
B4 and rA1ptq are even in η. By [24, Claim 6.3], the operator B´14 is uniformly bounded in
BpY q and we can prove that for t ě 0,
(9.1) |a˜31ptq| ` |a˜131ptq| ` }a˜32pt,Dyq}BpY q ` }a˜3pt,Dyq}BpY q ` }a˜4pt,Dyq}BpY q À e´αp3t`Lq
in exactly the same way as [23, Claim D.3]. We need to replace e´αp4t`Lq in [23, Claim D.3]
by e´αp3t`Lq because ψ˜cpzq “ ψc,Lpz ` 3tq in our paper whereas ψ˜cpzq “ ψc,Lpz ` 4tq in [23].
By the definitions of rS0, rS1 and rS3 (see [23, pp.40–41]) and [24, (A1), (A6)],
(9.2) }A1ptq}BpY qXBpY1q “ Op1q , }A2ptq}BpY qXBpY1q “ Ope´αp3t`Lqq .
By (9.1),
0 ă inf
tě0
γptq ď sup
tě0
γptq ă 8 , lim
tÑ8 γptq ą 0 .
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Let kpt, yq “ γptqk˜pt, yqe1, b˜pt, yq “ bpt, yq ` k˜pt, yq and
(9.3) bpt, yq “ tpb1pt, yq, b2pt, yqq “ γptqtpb˜pt, yq, x˜pt, yqq .
By Claim C.1 and (5.27),
}Bkyb1ptq}Y À}Bkybptq}Y ` }kptq}Y
Àxty´p2k`1q{4Mc,xp8q `M1p8qxty´2 for k ě 0,
(9.4)
}Bky b2ptq}Y À }Bky x˜ptq}Y À xty´p2k´1q{4Mc,xp8q for k ě 1,(9.5)
}x˜ptq}L8 À }b2ptq}L8 ` }kptq}Y À }b2ptq}L8 `M1p8qxty´2 .(9.6)
Note that }Bkykptq}Y À ηk0}kptq}Y for any k ě 1.
Substituting (9.3) into (4.6) and using (5.22), (5.25) and (5.26), we have
(9.7) Btb “ A˚b` γ
#
5ÿ
i“1
N
i `
‚
N 6 ` By
˝
N 6 `
‚
N 7 ` B2y
˝
N 7
+
,
where
‚
N 6 “
ř
1ďjď3
‚
N 6j ,
˝
N 6 “
˝
N 61 ` By
˝
N 62,
‚
N 61 “γ´1Bttγp2 ´ S311rψsq´1uke1 ,
‚
N 62 “ E2
‚
B4R
v1 ´ 2E21k , E21 “
ˆ
0 0
1 0
˙
,
‚
N 63 “p2´ S311rψsq´1
" ‚
Rv1 ` S71rBcϕcspctq ´ S71rϕ1cspxt ´ 2c´ 3pxyq2q
*
`
‚
B34R
v1 ,
˝
N 61 “
‚
B4
˝
Rv1,1e1 ,
˝
N 62 “
" ‚
B4
˝
Rv1,2e1 ´ p
˝
B14 `
˝
B34qRv1
*
,
‚
N 7 “ta˜4pt,Dyq ´ a˜31ptqubpt, ¨qe2 ,
˝
N 7 “
`B2yA1 `A2˘ pbpt, ¨qe1 ` x˜pt, ¨qe2q ´ a˜32pt,Dyqbpt, ¨qe1 ´ B´2y pA˚ ´ 2E21qkpt, ¨q .
Now we start to prove Theorem 1.5.
Proof of Theorem 1.5. Using the variation of constants formula, we can translate (9.7) into
bptq “etA˚bp0q
`
ż t
0
ept´sqA˚γpsq
˜
5ÿ
i“1
N
ipsq `
‚
N 6psq ` By
˝
N 6psq `
‚
N 7psq ` B2y
˝
N 7psq
¸
ds .
(9.8)
Now we will estimate the L8-norm of the right hand side of (9.8). By (4.7) and (9.3),
b1p0, yq “ b˚pyq ` 1
2
`
2´ S311rψsp0q
˘´1 rP1ˆż
R
v˚px, yqϕc˚pyqpx´ x˚pyqq dx
˙
,
b2p0, yq “ x˚pyq ,
and it follows from Lemmas 2.3 and 4.2 that››etA˚bp0q››
L8pRq À
››‚b››
L1
` ››˝b››
Y1
` }x˚}Y1 ` }v˚}L1pR2q À ε ,››››e2 ¨ etA˚bp0q ´ 12H2t ˚W4t ˚ b1p0q
››››
L8
À xty´1{2ε ,(9.9)
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where ε “ ››xxyxyyv0››L2pR2q.
Next, we will estimate N 1. Let
‚
N 1 “ rP1t2pc˜´ bq` 3pxyq2ue2 and ˝N 1 “ 6 rP1pbx˜yqe1. Then
E1N1 “ By
˝
N , E2N1 “
‚
N 1, N
1 “ diagpBy , 1qp
‚
N 1 `
˝
N 1q, and
III1ptq :“ }
‚
N 1}Y1 ` }
˝
N 1}Y1 ÀMc,xp8q2xty´1{2 .
By (1.9) and the fact that
(9.10) b´ c˜ “ 4
3
rP1 "´ c
2
¯3{2
´ 1´ 3
4
c˜
*
“ 1
8
rP1c˜2 `Opc˜3q
(see [23, Claim D.6]),
III2ptq :“
››bxy ´ 2tu`Bpt, ¨ ` 4tq2 ´ u´Bpt, ¨ ´ 4tq2u››L1 À ε2δptqxty´1{2 ,
III3ptq :“
››2pc˜ ´ bq ` 3pxyq2 ´ 2tu`Bpt, ¨ ` 4tq2 ` u´Bpt, ¨ ´ 4tq2u››L1 À ε2δptqxty´1{2 ,
where δptq is a functions that tends to 0 as tÑ8. Note that }u`Bpt, ¨ ` 4tqu´Bpt, ¨ ´ 4tq}L1 “
Opε2t´1{2e´8tq. By Lemma 2.3 and [23, Claim 4.1],›››ż t
0
ept´sqA˚γpsqN 1psq ds
›››
L8
À
ż t
0
xt´ sy´1{2III1psq ds
ÀMc,xp8q
ż t
0
xt´ sy´1{2xsy´1{2 ÀMc,xp8q2 ,
›››ż t
0
ept´sqA˚γpsq N 1psq ds
´
ÿ
˘
H2tp¨ ˘ 4pt´ sqq ˚ t4u˘Bps, ¨ ˘ 4sq2 ´ 2u¯Bps, ¨ ¯ 4sq2
(
dse2
›››
L8
À
ż t
0
xt´ sy´1III1psq ds `
ż t
0
xt´ sy´1{2 pIII2psq ` III3psqq ds
Àε2xty´1{2 logpt` 2q ` ε2
ż t
0
pt´ sq´1{2s´1{2δpsq dsÑ 0 as tÑ 8.
For y satisfying mint|y ´ 4t| , |y ` 4t|u ě 2δptq´1{2?t,ż t
0
ż
R
H2pt´sqpy ´ y1 ˘ 4tq
 
H2spy1q2 `H2spy1 ¯ 8sq2
(
dy1ds
À
ż t
0
pt´ sq´1{2s´1e´δptq´1{8
˜ż
|y1|ďδptq´1{2
?
t
e´y
2
1
{8s dy1
¸
ds
`
ż t
0
pt´ sq´1{2s´1
˜ż
|y1|ěδptq´1{2
?
t
e´y
2
1
{8s dy1
¸
ds
À exp`´δptq´1{8˘Ñ 0 as tÑ8.
Combining the above with the fact that |u˘Bps, yq| À H2spyq, we obtain
lim
tÑ8
››››ż t
0
ept´sqA˚γpsqN 1psq ds
››››
L8p|y˘4t|ěδtq
“ 0 .
30 TETSU MIZUMACHI
The other terms can be decomposed as
(9.11)
5ÿ
i“2
N iptq `
‚
N 6 ` By
˝
N 6 `
‚
N 7 ` B2y
˝
N 7 “
‚
N a `
‚
N b ` Byp
˝
N a `
˝
N bq ` B2y
˝
N c ,
such that
‚
N b “ E2
‚
N b and
}χpDyqE1
‚
N a}L1pRq ` }B´1y pI ´ χpDyqqE1
‚
N a}Y1 À
`
e´αLε` ε2˘ xty´3{2 ,(9.12) ››E2 ‚N a››Y1 ` ›› ˝N a››Y1 À ε2xty´1 ,(9.13) ›› ‚N b››Y ` ›› ˝N b››Y À εxty´7{4 , ›› ˝N c››Y À εxty´1 .(9.14)
Hence it follows from Proposition 9.1 and Lemma 2.3 that
sup
tě0
››››ż t
0
ept´sqA˚γpsqχpDyqE1
‚
N apsq ds
››››
L8
À e´αLε` ε2 ,(9.15) ››››ż t
0
ept´sqA˚γpsqpI ´ χpDyqqE1
‚
N apsq ds
››››
L8
À pe´αLε` ε2qxty´1{2 ,(9.16)
›››ż t
0
ept´sqA˚γpsq“E2 ‚N apsq` ‚N bpsq ` Byt ˝N apsq ` ˝N bpsqu
` B2y
˝
N cpsq
‰
ds
›››
L8
À εxty´1{4 .
(9.17)
By Lemma 2.4, (2.20) and (9.12), that for any δ ą 0,
lim
tÑ8 sup|y|ďp4´δqt
ˇˇˇˇż t
0
ept´sqA˚γpsqχpDyqE1
‚
N apsq ds´ hae2
ˇˇˇˇ
“ 0 ,(9.18)
ha “ 1
2
ż 8
0
ż
R
γpsqe1 ¨
‚
N aps, yq dyds , |ha| À εe´αL ` ε2 ,(9.19)
lim
tÑ8 sup|y|ěp4`δqt
ˇˇˇˇż t
0
ept´sqA˚γpsqχpDyqE1
‚
N apsq ds
ˇˇˇˇ
“ 0 .
Now, we will prove (9.11)–(9.14). First, we will estimate N 2. As in [23, Claim D.7],
} rP1R71}Y1 ` }χpDyqR71}L1 ÀMc,xp8q2xty´3{2 ,(9.20)
} rP1R72}Y1 ÀMc,xp8q2xty´1 , } rP1R72}Y ÀMc,xp8q2xty´5{4 ,(9.21)
where
R71 “
!
4
?
2c3{2 ´ 16´ 12b
)
xyy ´ 6p2by ´ p2cq1{2cyqxy ´ 3c´1pcyq2 ,
R72 “6
"´ c
2
¯3{2 ´ 1*xyy ` 3´ c
2
¯1{2
cyxy ´ 3pbxyqy ` µ2 2
c
pcyq2
` 3
2
pc2 ´ 4qpI ´ rP1qpxyq2 .
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Let rR11 “ R31 `R41 `R61 ` rS41ˆ 02c˜
˙
, rR12 “ R32 `R42 `R62 ` rS42ˆ 02c˜
˙
,
rR31 “ R91 `R11,1 , rR32 “ R92 `R11,2 .
Then rR1 “ rR11 ´ B2y rR12 and rR3 “ rR31 ´ B2y rR32. See Appendix B for the definitions of Rj1
and Rj2 and see (A.1)–(A.4) and (A.17) for the definitions of rS4ℓ (ℓ “ 1, 2).
By Claims A.1, A.2, B.2–B.4 and B.6,
}χpDyq rR11}L1pRq ` } rR11}Y1 ` } rR12}Y1 À pMc,xp8q2 `M2p8q2 `M1p8qM2p8qqxty´3{2 ,(9.22)
}χpDyq rR31}L1pRq ` } rR31}Y1 ` } rR32}Y1 ÀMc,xp8qpMc,xp8q `M2p8qqxty´3{2 .(9.23)
Let
‚
N 2 “
‚
N 21 `
‚
N 22 `
‚
N 23 and
‚
N 21 “
‚
B4p rP1R71e1 ` rR11 ` rR31q ` ‚B34p rP1R7 ` rR1 ` rR3q ,
‚
N 22 “ B´11 rP1R72e2 , ‚N 23 “ ` ‚B4 ´B´11 ˘ rP1R72e2 ,
˝
N 2 “
‚
B4p rR12 ` rR32q ` p ˝B14 ` ˝B34qp rP1R7 ` rR1 ` rR3q .
Since B´13 “
‚
B4 `
‚
B34 ´ B2yp
˝
B14 `
˝
B34q and r
‚
B4, Bys “ O, we have N 2 “
‚
N 2 ´ B2y
˝
N 2. By
(9.20)–(9.23) and Claim 5.2,
}
‚
N 21}Y1 ` }χpDyq
‚
N 21}L1pRq À pMc,xp8q `M2p8qq2xty´3{2 ,
}
˝
N 2}Y1 À pMc,xp8q `M2p8qq2xty´1 .
By (5.8), (9.21) and the fact that B´11 e2 “ 12e2,
}
‚
N 22}Y1 ÀMc,xp8q2xty´1 ,
‚
N 22 “ E2
‚
N 22 ,
}
‚
N 23}Y1 ` }χpDyq
‚
N 23}L1pRq À e´αp3t`Lqxty´1Mc,xp8q2 .
Next we will estimate N 3. Let
‚
N 3 “ r
‚
B34, Bysp rR2 ` rR4q , ˝N 3 “ pB´14 ` ‚B34 ´ By ˝B34Byqp rR2 ` rR4q .
Then N 3 “
‚
N 3 ` By
˝
N 3. By Claims B.1 and B.3,
(9.24)
} rR2}Y1 ÀMc,xp8qpMc,xp8q `M2p8qqxty´1 , } rR2}Y ÀMc,xp8qpMc,xp8q `M2p8qqxty´5{4 .
By Claims B.4 and B.5,
(9.25) } rR4}Y1 ÀMc,xp8q2xty´1 , } rR4}Y ÀMc,xp8q2xty´5{4 .
Combining (9.24) and (9.25) with Claim 5.2, we have
}
‚
N 3}Y1 ` }χpDyq
‚
N 3}L1 ÀMc,xp8qpMc,xp8q `M2p8qq2xty´2 ,
}
˝
N 3}Y1 ÀMc,xp8qpMc,xp8q `M2p8qqxty´1 .
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Next, we will estimate N 4. Let n41 “ pB2 ´ B2y rS0qbye1, n42 “ pB2 ´ B2y rS0qxyye2 and
‚
N 41 “ r
‚
B34, Bysn41 ,
‚
N 42 “ E2
‚
B34n42 ,
‚
N 43 “ E1
‚
B34n42 ,
˝
N 41 “
‚
B34n41 ,
˝
N 42 “
˝
B34pByn41 ` n42q
By the definitions, E2
‚
N 42 “
‚
N 42 and
N 4 “ p
‚
B34 ´ B2y
˝
B34qpByn41 ` n42q “
‚
N 41 `
‚
N 42 `
‚
N 43 ` By
˝
N 41 ´ B2y
˝
N 42 .
Since }rS0}BpY q “ Op1q by [23, Claim B.1], we have }n41}Y ` }n42}Y À Mc,xp8qxty´3{4. It
follows from Claim 5.2 that
}χpDyq
‚
N 41}L1 ` }
‚
N 41}Y1 ÀMc,xp8qpMc,xp8q `M2p8qqxty´3{2 ,
}
‚
N 42}Y1 ` }
˝
N 41}Y1 ` }
˝
N 42}Y1 ÀMc,xp8qpMc,xp8q `M2p8qqxty´1 .
Since E1B
´1
1
rC1 “ O,
‚
N 43 “ E1
ˆ ‚
B34 `B´11 rC1B´13 ˙n42 .
By Claim A.4 and (5.4),
}
‚
B34 `
‚
B4 rC1B´13 }BpY,Y1q “} ‚B4prS31 ´ S¯31 ´ S¯41 ´ S¯51qB´13 }BpY,Y1q
ÀpMc,xp8q `M2p8qqxty´3{4 .
By (5.8) and the above,
}
‚
B34 `B´11 rC1B´13 }BpY,Y1q
ď}
‚
B34 `
‚
B4 rC1B´13 }BpY,Y1q ` }B´11 ´ ‚B4}BpY1q}rC1B´13 }BpY,Y1q
Àxty´3{4pMc,xp8q `M2p8qq .
(9.26)
Using Claim 5.2 and (5.12), we can prove
(9.27) }χpDyq
‚
B34 ` χpDyqB´11 rC1B´13 }BpY,L1q À xty´3{4pMc,xp8q `M2p8qq
in the same way. By (9.26) and (9.27),
(9.28)
›› ‚N 43››Y1 ` ››χpDyq ‚N 43››L1 À xty´3{2Mc,xp8qpMc,xp8q `M2p8qq .
Secondly, we will estimate N 5. By (5.2),
N 5 “
‚
N 5 ´ B2y
˝
N 5 ,
‚
N 5 “
‚
B34 rA1ptqˆbx˜
˙
,
˝
N 5 “
˝
B34 rA1ptqˆbx˜
˙
.
Since } rA1ptqtpb, x˜q}Y ÀMc,xp8qe´αp3t`Lq, it follows from Claim 5.2 that
(9.29)
›› ‚N 5››Y1 ` ››χpDyq ‚N 5››L1 ` ›› ˝N 5››Y1 À e´αp3t`Lqxty´1{4Mc,xp8qpMc,xp8q `M2p8qq .
Next, we will estimate
‚
N 6 and
˝
N 6. By Claim C.2, (5.27) and (9.1),›› ‚N 61››Y1 ` ››χpDyq ‚N 61››L1 Àe´αp3t`Lqxtyε .
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We see that
‚
N 62 “ E2
‚
N 62 and that›› ‚N 62››Y À}Rv1}Y ` }k}Y ÀM1p8qxty´2
follows from Claim C.1 and (5.20). By (5.24), (5.28) and (5.30),››χpDyq ‚N 63››L1 ` ›› ‚N 63››Y1 ÀM1p8qpMc,xp8q `M1p8q `M2p8qqxty´3{2 .
By Claims 5.2, (5.23) and (5.29),
}
˝
N 61}Y À}
˝
Rv1,1}Y ÀMc,xp8qM1p8qxty´7{4 ,
}
˝
N 62}Y À}
˝
Rv1,2}Y ` }p
˝
B14 `
˝
B34qRv1}Y ÀM1p8qxty´1 .
Finally, we will estimate
‚
N 7 and
˝
N 7. By the definition and (9.1), we have
‚
N 7 “ E2
‚
N 7
and
}
‚
N 7ptq}Y À pMc,xp8q `M1p8qq e´αp3t`Lqxty´1{4 .
In view of Claim 5.1,
}x˜ptq}Y À pMc,xp8q `M1p8q `M2p8q2qxty1{4 .
Combining the above with Claim C.1, (9.1) and (9.2),
}
˝
N 7ptq}Y À
 pη0 ` e´αLqMc,xp8q `M1p8q `M2p8q2( xty´1 .
This completes the proof of Theorem 1.5. 
Next, we will prove Corollary 1.6.
Proof of Corollary 1.6. Let ζ P C80 p´η0, η0q such that ζp0q “ 1 and let
up0, x, yq “ ϕ2`c˚pyqpxq ´ ψ2`c˜˚pyq,Lpxq , c˜˚pyq “ εpF´1η ζqpyq .
Then it follows from [23, Lemma 5.2] that
c˜p0, yq “ c˜˚pyq , x˜p0, yq ” 0 , b1p0, yq “ b˚pyq , v˚ “ v2,˚ “ 0 .
Since }b˚ ´ c˜˚}L1 À }c˜˚p0q}2Y , we see that b˚ P L1pRq and thatż
R
b1p0, yq dy ě
ż
R
c˜˚pyq dy ´ }b˚ ´ c˜˚}L1 “
ε?
2π
`Opε2q .
If ε and e´αL are sufficiently small, then it follows from (9.9), (9.15)–(9.19) and the above
that
(9.30) h Á inf
tě0
x˜pt, 0q Á inf
tě0
b2pt, 0q Á ε ,
where h is a constant in (1.10). Corollary 1.6 follows immediately from (9.30) and Theo-
rem 1.5. Thus we complete the proof. 
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10. Behavior of the local amplitude and the local inclination of line
solitons
In this section, we will prove Theorem 1.4 following a compactness argument in [17].
Let bpt, ¨q “ γptqP˚pDyqe4tσ3Bydpt, ¨q and
Π˚pηq “ 1
4i
ˆ
8i 8i
η ` iωpηq η ´ iωpηq
˙
“
ˆ
1 0
0 iη
˙
P˚pηq, .
Then (9.7) is translated to
(10.1) Btd “ t2B2yI ` Byω˜pDyqσ3ud` rNa ` Byp rN ` rN 1q ` B2y rN 2 ,
where σ3 “ diagp1,´1q, rNa “ e´4tσ3ByΠ˚pDyq´1E1χpDyq ‚N a and
rN “ e´4tσ3ByΠ˚pDyq´1ˆ 6bxy2pc˜´ bq ` 3pxyq2
˙
,
rN 1 “ e´4tσ3ByΠ˚pDyq´1"B´1y pI ´ χpDyqqE1 ‚N a ` E2 ‚N a ` ‚N b ` diagp1, Byqˆ ˝N a ` ˝N b˙* ,
rN 2 “ e´4tσ3ByΠ˚pDyq´1 diagp1, Byq ˝N c .
Note that χpηq “ 1 for η P r´η0{4, η0{4s and that diagp1, Byq
‚
N b “ By
‚
N b.
By (2.13), we have for η P r´η0, η0s,ˇˇˇˇ
Π˚pηq ´
ˆ
2 2
1 ´1
˙ˇˇˇˇ
`
ˇˇˇˇ
Π˚pηq´1 ´ 1
4
ˆ
1 2
1 ´2
˙ˇˇˇˇ
À |η| .(10.2)
If η0 is sufficiently small, then Π˚pDyq, Π´1˚ pDyq P BpY q and it follows from Claim C.1 and
the definitions of b and d that››››ˆ bpt, ¨qxypt, ¨q
˙
´
ˆ
2 2
1 ´1
˙
e4tσ3Bydpt, ¨q
››››
Y
À }kpt, ¨q}Y ` }Bydpt, ¨q}Y À εxty´3{4 .(10.3)
To investigate the asymptotic behavior of solutions, we consider the rescaled solution
dλpt, yq “ λdpλ2t, λyq. We will show that for any t1 and t2 satisfying 0 ă t1 ă t2 ă 8,
(10.4) lim
λÑ8
sup
tPrt1,t2s
}dλpt, yq ´ d8pt, yq}L2pRq “ 0 ,
where d8pt, yq “ tpd8,`pt, yq, d8,´pt, yqq and d8,˘pt, yq are self-similar solutions of Burgers
equations
(10.5)
#
Btd` “ 2B2yd` ` 4Bypd2`q ,
Btd´ “ 2B2yd´ ´ 4Bypd´q2 .
satisfying
(10.6) λd8pλ2t, λyq “ d8pt, yq for every λ ą 0.
First, we will show uniform boundedness of dλ with respect to λ ě 1.
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Lemma 10.1. Let ε be as in Theorem 1.4. Then there exists a positive constants C such
that for any λ ě 1 and t P p0,8q,ÿ
k“0,1
}Bkydλpt, ¨q}L2 ď Cεt´p2k`1q{4 , }B2ydλpt, ¨q}L2 ď Cελ1{2t´1 ,(10.7)
}Btdλpt, ¨q}H´2 ď Cpt´1{4 ` t´3{2qε .(10.8)
Proof. The proof follows the line of the proof of [23, Lemma 12.1]. By Proposition 9.1 and
(10.3),
(10.9)
ÿ
k“0,1
xtyp2k`1q{4}Bkydptq}Y ` xty}B2ydptq}Y À ε for every t ě 0,
and (10.7) follows immediately from (10.9).
Next, we will prove (10.8). By (10.1),
Btdλ “2B2ydλ ` λσ3Byω˜pλ´1Dyqdλ ` rNa,λ ` Byp rNλ ` rN 1λq ` B2y rN 2λ ,
where rNa,λpt, yq “ λ3 rNapλ2t, λyq andrNλpt, yq “ λ2 rN pλ2t, λyq , rN 1λpt, yq “ λ2 rN 1λpλ2t, λyq , rN 2λ pt, yq “ λ rN 2λ pλ2t, λyq .
In view of (2.13) and (10.7),
}B2ydλpt, ¨q}H´2 ` }λByω˜pλ´1Dyqdλpt, ¨q}H´2 À }dλpt, ¨q}L2 Àεt´1{4 .
Using (9.12)–(9.14), (10.2) and the fact that Y1 Ă Y , we have
(10.10) } rNa}L1 À `e´αLε` ε2˘ xty´3{2 ,
} rN }Y À ε2xty´3{4 , } rN 1}Y À ε2xty´1 , } rN 2}Y À εxty´1 ,
and
} rNa,λpt, ¨q}L1 “ λ2} rNapλ2t, ¨q}Y À `e´αLε` ε2˘λ´1t´3{2 ,(10.11)
} rNλpt, ¨q}L2 “ λ3{2} rN pλ2t, ¨q}Y À ε2t´3{4 ,(10.12)
} rN 1λpt, ¨q}L2 “ λ3{2} rN 11pλ2t, ¨q}Y À ελ3{2p1` λ2tq´1 À ελ´1{4t´7{8 ,(10.13)
} rN 2λ pt, ¨q}L2 “ λ1{2} rN 2pλ2t, ¨q}Y À ελ1{2p1` λ2tq´1 À ελ´1{2t´1{2 .(10.14)
Combining the above, we have (10.8). Thus we complete the proof. 
Using standard compactness argument along with the Aubin-Lions lemma, we have the
following.
Corollary 10.2. There exists a sequence tλnuně1 satisfying limnÑ8 λn “ 8 and d8pt, yq
such that
dλnpt, ¨q Ñ d8pt, ¨q weakly star in L8locpp0,8q;H1pRqq,
Btdλnpt, ¨q Ñ Btd8pt, ¨q weakly star in L8locpp0,8q;H´2pRqq,
(10.15) sup
tą0
t1{4}d8ptq}L2 ď Cε ,
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where C is a constant given in Lemma 10.1. Moreover, for any R ą 0 and t1, t2 with
0 ă t1 ď t2 ă 8,
(10.16) lim
nÑ8 suptPrt1,t2s
}dλnpt, ¨q ´ d8pt, ¨q}L2p|y|ďRq “ 0 .
Next, we will show that d8pt, yq tends to a constant multiple of the delta function as t Ó 0.
To find initial data of dp0, ¨q, we transform (10.1) into a conservative system. Let
d˜pt, yq “
ˆ
d˜`pt, yq
d˜´pt, yq
˙
:“ dpt, yq ´ d¯pt, yq , d¯pt, yq “ ´
ż 8
t
rNaps, ¨q ds .
Then
(10.17) Btd˜ “ 2B2yd˜` Byp rN ` rN 1q ` B2yp rN 2 ` rN3q ,
where rN3 “ 2d¯` B´1y ω˜pDyqσ3d.
Lemma 10.3.
(10.18) lim
tÓ0
ż
R
d8pt, yqhpyq dy “ hp0q
ż
R
d˜p0, yq dy for any h P H2pRq.
Proof. Let d˜λpt, yq “ λd˜pλ2t, λyq and d¯λpt, yq “ λd¯pλ2t, λyq. By (10.10), (10.11) and the fact
that }d¯pt, ¨q}Y À }d¯pt, ¨q}L1 ,››d¯ptq››
L1
` ››d¯ptq››
Y
À `e´αLε` ε2˘ xty´1{2 ,(10.19)
}d¯λpt, ¨q}L2 “ λ1{2}d¯pλ2t, ¨q}Y À
`
e´αLε` ε2˘λ´1{2t´1{2 .(10.20)
Hence the limiting profile of dλptq and d˜λptq as λÑ8 are the same for every t ą 0.
By (10.17),
Btd˜λ “ 2B2yd˜λ ` Byp rNλ ` rN 1λq ` B2yp rN 2λ ` rN3λ q ,
where rN3λ “ 2d¯λ ` λB´1y ω˜pλ´1Dyqdλ. By Lemma 10.1 and (2.13),
(10.21)
›››2d˜λ ` rN3λ ›››
L2
À }dλ}L2 À εt´1{4 .
Combining the above with (10.12)–(10.14), we have
sup
λě1
}Btd˜λpt, ¨q}H´2 À εpt´1{4 ` t´7{8q .
Thus for t ą s ą 0 and h P H2pRq,ˇˇˇˇż
R
d˜λpt, yqhpyq dy ´
ż
R
d˜λps, yqhpyq dy
ˇˇˇˇ
ď C
!
pt´ sq3{4 ` pt´ sq1{8
)
,
where C is a constant independent of λ. Passing to the limit as s Ó 0 in the above, we obtain
for t ą 0,
(10.22)
ˇˇˇˇż
R
d˜λpt, yqhpyq dy ´
ż
R
d˜λp0, yqhpyq dy
ˇˇˇˇ
ď Cpt3{4 ` t1{8q .
Since d˜p0, ¨q P L1pRq ` ByY1, it follows from Lebesgue’s dominated convergence theorem that
as λÑ8, ż
R
d˜λp0, yqhpyq dy “
ż
R
Fyd˜p0, λ´1ηqF´1y hpηq dη Ñ
?
2πFyd˜p0, 0qhp0q .
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On the other hand, Corollary 10.2 and (10.20) imply that for any t ą 0 and h P L2pRq,
lim
nÑ8
ż
R
d˜λnpt, yqhpyq dy “
ż
R
d8pt, yqhpyq dy .
This completes the proof of Lemma 10.3. 
Now we will improve (10.16) to show (10.4).
Lemma 10.4. Suppose that ε is sufficiently small. Then for every t1 and t2 satisfying 0 ă
t1 ď t2 ă 8, there exist a positive constant C and a function δ˜pRq satisfying limRÑ8 δ˜pRq “ 0
such that
sup
tPrt1,t2s
}dλpt, ¨q}L2p|y|ěRq ď Cpδ˜pRq ` λ´1{4q for λ ě 1.
Proof. Let ζ be a smooth function such that ζpyq “ 0 if |y| ď 1{2 and ζpyq “ 1 if |y| ě 1 and
ζRpyq “ ζpy{Rq. Multiplying (10.17) by ζR, we have
(10.23) pBt ´ 2B2yqpζRd˜λq “ BytζRp rNλ ` rN 1λqu ` B2ytζRp rN 2λ ` rN3λ qu ´ rNR ,
where rNR “ rNR,1 ` rNR,2, rNR,1 “ rBy, ζRsp rNλ ` rN 1λq and rNR,2 “ rB2y , ζRsp2d˜λ ` rN 2λ ` rN3λ q.
Using the variation of constants formula, we have
ζRd˜λptq “ e2tB2yζRd˜p0q `
6ÿ
j“1
IVj ,
IV1 “
ż t
0
e2pt´τqB
2
yBypζR rNλpτqq dτ , IV2 “ ż t
0
e2pt´τqB
2
yBypζR rN 1λpτqq dτ ,
IV3 “
ż t
0
e2pt´τqB
2
yB2ypζR rN 2λ pτqq dτ , IV4 “ ż t
0
e2pt´τqB
2
yB2ypζR rN3λ pτqq dτ ,
IV5 “ ´
ż t
0
e2pt´τqB
2
y rNR,1pτq dτ , IV6 “ ´ ż t
0
e2pt´τqB
2
y rNR,2pτq dτ .
By Lemma 4.2, (3.11), (4.7) and (10.19), we can decompose d˜p0q as
(10.24) d˜p0q “
‚
d0 ` By
˝
d0 ,
›› ‚d0››L1pRq ` ›› ˝d0››Y1 À ε .
Let
‚
d0,λpyq “ λ
‚
d0pλyq and
˝
d0,λpyq “
˝
d0pλyq. Then d˜λp0, yq “
‚
d0,λpyq ` By
˝
d0,λpyq and››e2tB2yζRd˜λp0q››L2 Àt´1{4››ζR ‚d0,λ››L1 ` t´1{2›› ˝d0,λ››L2 ` ››rBy, ζRs ˝d0,λ››L2
Àt´1{4›› ‚d0››L1p|y|ěλRq ` tR´1 ` ptλq´1{2u›› ˝d0››L2 .
By Lemma 10.1 and (10.20),
}IV1}L2 À
ż t
0
pt´ τq´3{4}ζRdλpτq}L2}dλpτq}L2 dτ
Àε
ż t
0
pt´ τq´3{4τ´1{4}ζRd˜λpτq}L2 dτ ` ε2λ´1{2
ż t
0
pt´ τq´3{4τ´3{4 dτ
Àε
ż t
0
pt´ τq´3{4τ´1{4}ζRd˜λpτq}L2 dτ ` ε2λ´1{2t´1{2 .
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By (10.13),
}IV2}L2 À
ż t
0
pt´ τq´1{2}ζR rN 1λpτq}L2 dτ À ελ´1{4 ż t
0
pt´ τq´1{2τ´7{8 dτ À ελ´1{4t´3{8 .
Since Fy rN 2λ pt, ηq “ 0 for η R r´λη0, λη0s , it follows from (10.14) that
} rN 2λ pτ, ¨q}H1{4 À λ1{4} rN 2λ pτ, ¨q}L2 À ελ´1{4τ´1{2 ,
}IV3}L2 Àελ´1{4
ż t
0
pt´ τq´7{8τ´1{2 ds À ελ´1{4t´3{8 .
Using Lemma 10.1, (2.13) and (10.20), we have
} rN3λ }H1{4 À}d¯λ}H1{4 ` λ}B´1y ω˜pλ´1Dyqdλ}H1{4
Àλ1{4}d¯λ}L2 ` λ´1{4}dλ}H1{2 À ελ´1{4t´1{2 ,
and
}IV4}L2 À
ż t
0
pt´ τq´7{8
›››ζR rN3λ pτq›››
H1{4
dτ
Àελ´1{4
ż t
0
pt´ τq´7{8τ´1{2 dτ À ελ´1{4t´3{8 .
By (10.12) and (10.13),
}IV5}L2 À
ż t
0
}ByζR}L8
´››› rNλpτq›››
L2
`
››› rN 1λpτq›››
L2
¯
dτ À ε
R
pt1{4 ` t1{8q .
By (10.7), (10.14), (10.20) and (10.21),
}IV6}L2 À
ż t
0
t}B2yζr}L8 ` pt´ τq´1{2}ByζR}L8u
´››› rN 2λ pτq›››
L2
`
›››2d˜λpτq ` rN3λ pτq›››
L2
¯
dτ
À ε
R
ż t
0
t1` pt´ τq´1{2utpλτq´1{2 ` τ´1{4u dτ À ε
R
xty3{4 .
Combining the above, we have for t P p0, t2q,
}ζRdλptq}L2 À t´1{4
›› ‚d0››L1p|y|ěλRq ` εR ` ελ´1{4t´1{2 ` ε
ż t
0
pt´ τq´3{4τ´1{4}ζRd˜λpτq} dτ ,
and if ε is sufficiently small,
sup
tPp0,t2q
t1{2}ζRdλptq}L2 À Cpt1, t2q
ˆ›› ‚d0››L1p|y|ěλRq ` εR ` ελ´1{4
˙
,
where Cpt2q is a constant depending only on t2. Thus we complete the proof. 
Now we are in position to prove Theorem 1.4
Proof of Theorem 1.4. Corollary 10.2 and Lemma 10.4 imply
lim
nÑ8 suptPrt1,t2s
}dλnpt, yq ´ d8pt, yq}L2pRq “ 0 ,
and that d8pt, yq is a solutions of (10.5) satisfying }d8pt, ¨q}L2 ď Cεt´1{4 for every t ą 0.
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Let m˘ P p´2
?
2, 2
?
2q be constants satisfying
1
2
log
ˆ
2
?
2˘m˘
2
?
2¯m˘
˙
“
ż
R
d˜˘p0, yq dy .
Then for every h P H1pRq,
lim
tÓ0
ż
R
u˘Bpt, yqhpyq dy “ hp0q
ż
R
d˜˘p0, yq dy .
If ε is sufficiently small, then solutions of (10.5) satisfying (10.15) and (10.18) are unique
(see e.g. [23, pp.74–75]). Hence it follows that
(10.25) d8pt, yq “
ˆ
u`Bpt, y ` 4tq
u´Bpt, y ´ 4tq
˙
,
and that d8pt, yq satisfies (10.6). Thanks to the uniqueness of the limiting profile d8pt, yq,
we have (10.4).
By (10.4) and (10.6),
(10.26) t1{4}dpt, ¨q ´ d8pt, ¨q}L2pRq “ }d?tp1, ¨q ´ d8p1, ¨q}L2pRq Ñ 0 as tÑ8,
and Theorem 1.4 follows immediately from (10.3), (10.25) and (10.26). This completes the
proof of Theorem 1.4. 
Appendix A. Operator norms of Sjk
First, we recall the definitions of operators Sjk and
rSj used in [23, 24]. For qc “ ϕc, ϕ1c, Bcϕc
and B´1z Bmc ϕcpzq “ ´
ş8
z
Bmc ϕcpz1q dz1 (m ě 1), let S1krqcs and S2krqcs be operators defined by
S1krqcspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qq2pzqg˚k1pz, η, 2qeipy´y1qη dy1dzdη ,
S2krqcspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qc˜pt, y1qg˚k2pz, η, cpt, y1qqeipy´y1qη dy1dzdη ,
where
δqcpzq “ qcpzq ´ q2pzq
c´ 2 , g
˚
k2pz, η, cq “ g˚k1pz, η, 2qδqcpzq `
g˚k1pz, η, cq ´ g˚k1pz, η, 2q
c´ 2 qcpzq ,
rS0 “ 3ˆ´S11rB´1z Bcϕcs S11rϕcs´S12rB´1z Bcϕcs S12rϕcs
˙
, rSj “ ˆ´Sj1rBcϕcs Sj1rϕ1cs´Sj2rBcϕcs Sj2rϕ1cs
˙
for j “ 1, 2.
Let S3krps and S4krps be operators defined by
S3krpspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qppz ` 3t` Lqg˚k pz, ηqeipy´y1qη dy1dzdη ,
S4krpspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qc˜pt, y1qppz ` 3t` Lq
ˆ g˚k3pz, η, cpt, y1qqeipy´y1qη dy1dzdη ,
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where g˚k3pz, η, cq “ pc ´ 2q´1pg˚k pz, η, cq ´ g˚k pz, ηqq and ppzq P C80 pRq. Let S5k and S6k be
operators defined by
S5kpfqpt, yq “
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBcg˚k pz, η, cpt, y1qqeipy´y1qη dzdy1dη ,
S6kpfqpt, yq “ ´
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBzg˚k pz, η, cpt, y1qqeipy´y1qη dzdy1dη .
Let rS3 “ S31rψsE1 ` S32rψsE21,rS4 “ ˆS31 rψsppa2{c´ 1q¨q ` S41rψspa2{c¨q ´2pS31 rψ1s ` S41 rψ1sqpp?2c´ 2q¨q
S32 rψspp
a
2{c´ 1q¨q ` S42rψsp
a
2{c¨q ´2pS32 rψ1s ` S42 rψ1sqpp
?
2c´ 2q¨q
˙
,
rS5 “ ˆS51 S61S52 S62
˙
,
and S¯j “ rSjpI ` rC2q´1 for 1 ď j ď 5, where
C2 “ rP1 !pcpt, ¨q{2q1{2 ´ 1) rP1 , rC2 “ C2E1 .
Now we decompose the operator Sjk p1 ď j ď 6 , k “ 1 , 2q into a sum of a time-dependent
constant multiple of rP1 and an operator which belongs to B2yBpY q. Let
S3k1rpsptqfpyq “
1
2π
ż η0
´η0
ż
R2
fpy1qppz ` 3t` Lqg˚k pz, 0qeipy´y1qη dy1dzdη
“
ˆż
R2
ppz ` 3t` Lqg˚k pz, 0q dz
˙ rP1f ,(A.1)
(A.2) S3k2rpspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qppz ` 3t` Lqg˚k1pz, ηqeipy´y1qη dy1dzdη ,
(A.3) S4k1rpspfqpt, yq “ rP1 "c˜pt, ¨qf ż
R
ppz ` 3t` Lqg˚k3pz, 0, cpt, ¨qq dz
*
,
S4k2rpspfqpt, yq “
1
2π
ż η0
´η0
ż
R2
fpy1qc˜pt, y1qppz ` 3t` Lq
ˆ g˚k4pz, η, cpt, y1qqeipy´y1qη dy1dzdη ,
(A.4)
where g˚k4pz, η, cq “ η´2tg˚k3pz, η, cq ´ g˚k3pz, 0, cqu and
S5k1pfqpt, yq “
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBcg˚k pz, 0, cpt, y1qqeipy´y1qη dzdy1dη ,(A.5)
S5k2pfqpt, yq “
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBcg˚k1pz, η, cpt, y1qqeipy´y1qη dzdy1dη ,(A.6)
S6k1pfqpt, yq “ ´
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBzg˚k pz, 0, cpt, y1qqeipy´y1qη dzdy1dη ,(A.7)
S6k2pfqpt, yq “ ´
1
2π
ż η0
´η0
ż
R2
v2pt, z, y1qfpy1qBzg˚k1pz, η, cpt, y1qqeipy´y1qη dzdy1dη .(A.8)
Then Sjk “ Sjk1 ´ B2ySjk2 for j “ 3, 4, 5, 6.
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Claim A.1. Let α P p0, 2q. There exist positive constants C and η1 such that for η P p0, η1s,
k “ 1, 2 and t ě 0,
}χpDyqS3k1rpspfqpt, ¨q}L1 ď Ce´αp3t`Lq}eαzp}L2}f}L1pRq ,(A.9)
}S3k1rpspfqpt, ¨q}Y ` }S3k2rpspfqpt, ¨q}Y ď Ce´αp3t`Lq}eαzp}L2}f}L2pRq ,(A.10)
}S3k1rpspfqpt, ¨q}Y1 ` }S3k2rpspfqpt, ¨q}Y1 ď Ce´αp3t`Lq}eαzp}L2} rP1f}Y1 .(A.11)
Claim A.2. There exist positive constants η1, δ and C such that if η0 P p0, η1s and Mc,xpT q ď
δ, then for k “ 1, 2, t P r0, T s and f P L2,
}χpDyqS4k1rpspfqpt, ¨q}L1pRq ď Ce´αp3t`Lq}eαzp}L2}c˜}Y }f}L2 ,(A.12)
}S4k1rpspfqpt, ¨q}Y1 ` }S4k2rpspfqpt, ¨q}Y1 ď Ce´αp3t`Lq}eαzp}L2}c˜}Y }f}L2 .(A.13)
Claim A.3. There exist positive constants η1, δ and C such that if η0 P p0, η1s and Mc,xpT q ď
δ, then for k “ 1, 2, t P r0, T s and f P L2,
}χpDyqS5k1pfqpt, ¨q}L1pRq ` }χpDyqS6k1pfqpt, ¨q}L1pRq ď C}v2ptq}X}f}L2pRq ,(A.14) ÿ
j“5,6
´
}Sjk1pfqpt, ¨q}Y1 ` }Sjk2pfqpt, ¨q}Y1
¯
ď C}v2ptq}X}f}L2 .(A.15)
Proof of Claims A.1–A.3. Since χpDyq rP1 “ χpDyq,
}χpDyqS3k1rpspfqpt, ¨q}L1pRq “
1?
2π
ˇˇˇˇż
R
ppz ` 3t` Lqg˚k pz, 0q dz
ˇˇˇˇ
}χˇ ˚ f}L1pRq
ď}χˇ}L1pRq}f}L1pRq}eαzppz ` 3t` Lq}L2pRq}e´αzg˚k pz, 0q}L2pRq
Àe´αp3t`Lq}f}L1pRq .
Using Young’s inequality, we have
}χpDyqS5k1pfqpt, ¨q}L1pRq “
››››ż
R
χˇpy ´ y1qfpy1q
"ż
R
v2pt, z, y1qBcg˚k pz, 0, cpt, y1q dz
*
dy1
››››
L1pRq
À}χˇ}L1}f}L2pRq
››››ż
R
v2pt, z, ¨qBcg˚k pz, 0, cpt, ¨qq dz
››››
L2pRq
À}f}L2pRq}v2ptq}X sup
cPr2´δ,2`δs
}e´αzBcg˚k pz, 0, cq}L2pRq
À}f}L2pRq}v2ptq}X .
Similarly, we have (A.12) and }χpDyqS6k1pfqpt, ¨q}L1pRq À }f}L2pRq}v2ptq}X .
We can prove (A.10), (A.11), (A.13) and (A.15) in exactly the same way as the proof of
Claims B.3–B.5 in [23]. Thus we complete the proof. 
For ℓ “ 1, 2, let
rS3ℓ “ ˆS31ℓrψs 0S32ℓrψs 0
˙
,(A.16)
rS4ℓ “ ˆS31ℓrψsppa2{c´ 1q¨q ` S41ℓrψspa2{c¨q ´2pS31ℓrψ1s ` S41ℓrψ1sqpp?2c´ 2q¨q
S41ℓrψspp
a
2{c´ 1q¨q ` S42ℓrψsp
a
2{c¨q ´2pS32ℓrψ1s ` S42ℓrψ1sqpp
?
2c´ 2q¨q
˙
,(A.17)
rS5ℓ “ ˆS51ℓ S61ℓS52ℓ S62ℓ
˙
,(A.18)
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and S¯jℓ “ rSjℓp1` rC2q´1. Then rSj “ rSj1 ´ B2y rSj2 and S¯j “ S¯j1 ´ B2yS¯j2 for j “ 3, 4, 5.
Claim A.4. There exist positive constants η1, δ and C such that if η0 P p0, η1s and Mc,xpT q ď
δ, then for k “ 1, 2 and t P r0, T s,
}χpDyqCk}BpL2;L1q ď CMc,xpT qxty´1{4 ,(A.19)
}χpDyqrS31}BpL1pRqq ` }rS31}BpY1q ď Ce´αp3t`Lq ,(A.20)
}χpDyqpS¯31 ´ rS31q}BpL2pRq,L1pRqq ` }S¯31 ´ rS31}BpY,Y1q ď CMc,xpT qxty´1{4e´αp3t`Lq ,(A.21) ÿ
k“1,2
´
}rS3k}BpY qXBpY1q ` }S¯3k}BpY qXBpY1q¯ ď Ce´αp3t`Lq ,(A.22)
}χpDyqrS41}BpL2pRq,L1pRqq ` }χpDyqS¯41}BpL2pRq,L1pRqq ď Cxty´1{4e´αp3t`LqMc,xpT q ,(A.23) ÿ
k“1,2
´
}rS4k}BpL2pRq,Y1q ` }S¯4k}BpL2pRq,Y1q¯ ď Cxty´1{4e´αp3t`LqMc,xpT q ,(A.24)
}χpDyqrS51}BpL2pRq,L1pRqq ` }χpDyqS¯51}BpL2pRqq,L1pRqq ď Cxty´3{4M2pT q ,(A.25) ÿ
k“1,2
´
}rS5k}BpL2pRq,Y1q ` }S¯5k}BpL2pRq,Y1q¯ ď Cxty´3{4M2pT q .(A.26)
Proof. By the definition, we have for f P L2pRq,
}χpDyqC1f}L1 “
1
2
?
2π
›››χˇ1 ˚ pc2 ´ 4q rP1f›››
L1pRq
À xty´1{4Mc,xpT q}f}L2 .
We can prove }χpDyqC2f}L1 À xty´1{4Mc,xpT q}f}L2 in the same way.
Equation (A.20) follows from Claim A.1. Let f P L2pRq and f1 “ rC2f . Since χpηq “
χpηqχ1pηq,
χpDyqS3k1rpspf1q “
1?
2π
ż
R
χpηqfˆ1pηqeiyη dη
ˆż
R
ppz ` 3t` Lqg˚k pz, 0q dz
˙
“χpDyqS3k1rpspχ1pDyqf1q ,
and it follow from Claim A.1 that
}χpDyqS3k1rpspf1q}L1pRq À e´αp3t`Lq}eαzp}L2pRq}χ1pDyqf1}L1pRq .
Combining the above and (A.19) with χ replaced by χ1, we have for k “ 1, 2 and t P r0, T s,
(A.27) }χpDyqS3k1rpsprC2fq}L1pRq À xty´1{4Mc,xpT q}f}L2pRq .
Since rS31´ S¯31 “ rS31 rC2pI ` rC2q´1 and I ` rC2 has a bounded inverse on L2pRq, (A.21) follows
immediately from Claim A.1 and (A.27). We can prove (A.23) and (A.25) in the same way.
Equations (A.22)–(A.26) follow from Claims A.1, A.2 and A.3. 
Let ℓ2,lin be the linear part of ℓ22 ` ℓ23 in c˜ (see [24, p.166]),
a˜kpt,Dyqc˜ :“ 1
2π
ż η0
´η0
ż
R2
ℓ2,linpt, z, y1qg˚k pz, ηqeipy´y1qη dy1dzdη for k “ 1, 2,
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and rA1ptq “ a˜1pt,DyqE1 ` a˜2pt,DyqE21. More precisely,
a˜kpt, ηq “
”ż
R
 Bz `B2z ´ 1` 6ϕpzq˘ψpz ` 3t` Lq( g˚kpz, ηq dz
` 3η2
ż
R
ˆż 8
z
ψpz1 ` 3t` Lq dz1
˙
g˚k pz, ηq dz
ı
1r´η0,η0spηq ,
Let rA1jptq “ a˜1jptqE1 ` a˜2jE21 for j “ 1, 2, where
a˜k1ptq “
ż
R
 Bz `B2z ´ 1` 6ϕpzq˘ψpz ` 3t` Lq( g˚k pz, 0q dz ,
a˜k2pt, ηq “
”ż
R
 Bz `B2z ´ 1` 6ϕpzq˘ψpz ` 3t` Lq( g˚k1pz, ηq dz
` 3
ż
R
ˆż 8
z
ψpz1 ` 3t` Lq dz1
˙
g˚k pz, ηq dz
ı
1r´η0,η0spηq .
Then rA1ptq “ rA11ptq ´ B2y rA12ptq and we have the following.
Claim A.5. There exist positive constants C and L0 such that if L ě L0, then for every
t ě 0,
}χpDyq rA11ptq}BpL1pRqq ` } rA11ptq}BpY1q ď Ce´αp3t`Lq ,(A.28)
} rA12ptq}BpY q ` } rA12ptq}BpY1q ď Ce´αp3t`Lq .(A.29)
Since χpDyq rP1 “ χpDyq, χ P C80 and χˇ is integrable, we have (A.28). Equation (A.29) can
be shown in exactly the same way as [23, Claims D.3].
Appendix B. Estimates of Rj
Let R2k be as in [23, p. 39], R
3
k “ R31k ´ B2yR32k and
R31k pt, yq :“ rP1 ż
R
pℓ22 ` ℓ23qg˚k pz, 0, cpt, y1qq dz ´ rP1 ż
R
ℓ2,ling
˚
k pz, 0q dz ,
R32k pt, yq :“
1
2π
ż η0
´η0
ż
R2
pℓ22 ` ℓ23qg˚k1pz, η, cpt, y1qqeipy´y1qη dzdy1dη
´ 1
2π
ż η0
´η0
ż
R2
ℓ2,ling
˚
k1pz, ηqeipy´y1qη dzdy1dη .
Then we have the following.
Claim B.1. ([23, Claim D.1]) There exist positive constants δ and C such that if Mc,xpT q ď δ,
then for t P r0, T s,
}R2kpt, ¨q}Y1 ď CMc,xpT q2xty´1 , }ByR2kpt, ¨q}Y1 ď CMc,xpT q2xty´5{4 .
Claim B.2. There exist positive constants δ and C such that if Mc,xpT q ď δ, then for
t P r0, T s,
}R3kpt, ¨q}Y1 ` }R3k2pt, ¨q}Y1 ď Ce´αp3t`LqMc,xpT q2 ,
}R3k1pt, ¨q}Y1 ` }χpDyqR3k1pt, ¨q}L1pRq ď Ce´αp3t`LqMc,xpT q2 .
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We can prove Claim B.2 in exactly the same way as Claim D.2 in [23]. Note that χpDyq rP1 “
χpDyq and χpDyq P BpL1pRqq.
In this paper, we slightly modify the definitions of R4k and R
5
k from [23, 24]. We move II
1
k1
into R5k from R
4
k. Let
R4kpt, yq “
1
2π
ż η0
´η0
 
II1k2pt, ηq ` II1k3pt, ηq ` II2kpt, ηq ` II3k1pt, ηq
(
eiyη dη ,(B.1)
R5kpt, yq “
1
2π
ż η0
´η0
 
II1k1pt, ηq ` II3k2pt, ηq
(
eiyη dη .(B.2)
See [24, p.166] for the definitions of II3kj. For the definitions of II
1
kj, replace vpt, z, yq by
v2pt, z, yq in II1kj defined in the proof of [23, Claim D.5]. We decompose R4k further. For j, k,
ℓ “ 1, 2,
hjk1pt, yq “
ż
R
v2pt, z, yq
ˆż z
´8
Bjcg˚k pz1, 0, cpt, yqq dz1
˙
dz ,
hjk2pt, y, ηq “
ż
R
v2pt, z, yq
ˆż z
´8
Bjcg˚k1pz1, η, cpt, yqq dz1
˙
dz ,
II1k2ℓpt, ηq “ 3
ż
R
cyypt, yqh1kℓpt, yqe´iyη dy , II1k3ℓpt, ηq “ 3
ż
R
cypt, yq2h2kℓpt, yqe´iyη dy ,
Then II1k2 ` II1k3 “
‚
II1,k ` η2
˝
II1,k,
‚
II1,k “ II1k21 ` II1k31,
˝
II1,k “ II1k22 ` II1k32 and
}F´1
‚
II1,kpt, ¨q}L1pRq ` }
˝
II1,kpt, ¨q}Z1 À xty´3{2Mc,xpT qM2pT q for t P r0, T s.
Let
II2k1 “ ´
ż
R2
N2,1Bzg˚k pz, 0, cpt, yqqe´iyη dzdy ,
II2k2 “´
ż
R2
N2,1Bzg˚k1pz, η, cpt, yqqe´iyη dzdy ,
II3k11 “ ´3
ż
R2
v2pt, z, yqxyypt, yqg˚k pz, 0, cpt, yqqe´iyη dzdy ,
II3k12 “ ´3
ż
R2
v2pt, z, yqxyypt, yqg˚k1pz, η, cpt, yqqe´iyη dzdy .
Let
R41k pt, yq “
1
2π
ż η0
´η0
" ‚
II
1
kpt, ηq ` II2k1pt, ηq ` II3k11pt, ηq
*
eiyη dη ,
R42k pt, yq “
1
2π
ż η0
´η0
" ˝
II
1
k1pt, ηq ` II2k2pt, ηq ` II3k12pt, ηq
*
eiyη dη .
Then R4k “ R41k ´ B2yR42k . Let R6k “ R61k ´ B2yR62k and
R61k “ ´6 rP1ˆż
R
ψcpt,y1q,Lpz ` 3tqv2pt, z, y1qBzg˚k pz, 0, cpt, y1qq dz
˙
,
R62k “ ´
3
π
ż η0
´η0
ż
R2
ψcpt,y1q,Lpz ` 3tqv2pt, z, y1qBzg˚k1pz, η, cpt, y1qqeipy´y1qη dy1dzdη .
We can prove the following in the same way as [23, Claim D.5].
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Claim B.3. Suppose α P p0, 1q and Mc,xpT q ď δ. If δ is sufficiently small, then there exists
a positive constant C such that for t P r0, T s,
}χpDyqR41k ptq}L1 ` }R41k ptq}Y1 ` }R42k ptq}Y1 ď Cxty´3{2pMc,xpT q `M1pT q `M2pT qqM2pT q ,
}R5kptq}Y1 ď Cxty´1Mc,xpT qM2pT q , }R5kptq}Y ď Cxty´5{4Mc,xpT qM2pT q ,
}χpDyqR61k }L1pRq ` }R61k }Y1 ` }R62k }Y1 ď Cxty´1e´αp3t`LqMc,xpT qM2pT q .
Let R9 “ R91 ´ B2yR92 and
R91 “ ´6
ÿ
3ďjď5
S¯j1tpI ` C2qpcyxyq ´ pbxyqyue1 ,
R92 “ ´6
ÿ
3ďjď5
S¯j2tpI ` C2qpcyxyq ´ pbxyqyue1 .
Using Claims A.1–A.3 and boundedness of operators By, S¯1, S¯2 and rC2 ([23, pp.83–84], [23,
Claims 6.1, B.6]), we have the following.
Claim B.4. There exist positive constants C and δ such that if Mc,xpT q ď δ, then for
t P r0, T s,
}R8ptq}Y1 ď Cxty´1Mc,xpT q2 , }R8ptq}Y ď Cxty´5{4Mc,xpT q2 ,
}χpDyqR91ptq}L1 ` }R91ptq}Y1 ` }R92ptq}Y1 ď Cpe´αL `M2pT qqMc,xpT q2xty´2 .
For R10 “ pB2y rS0´B2qpby ´ cyqe1, we have the following from [23, Claim D.6] and the fact
that rS0 P BpY q XBpY1q.
Claim B.5. There exist positive constants C and δ such that if Mc,xpT q ď δ, then for
t P r0, T s,
}R10ptq}Y1 ď Cxty´1Mc,xpT q2 , }R10ptq}Y ď Cxty´5{4Mc,xpT q2 .
Let R11 “ R11,1 ´ B2yR11,2 and
R11,1 “ rA11ptqpc˜´ bqe1 , R11,2 “ rA12ptqpc˜ ´ bqe1 .
Claim B.6. There exist positive constants C and δ such that if Mc,xpT q, then for t P r0, T s,
}χpDyqR11,1}L1 ` }R11,1}Y1 ` }R11,2}Y1 ď Ce´αp3t`Lqxty´1{2Mc,xpT q2 .
Proof. By the definition,
χpDyqR11,1ptq “ χpDyqtc˜pt, ¨q ´ bpt, ¨qupa˜11ptqe1 ` a˜21ptqe2q .
Claim A.5 and (9.10) imply
}χpDyqR11,1ptq}L1 Àp|a˜11ptq| ` |a˜12ptq|q}c˜ptq}2Y À e´αp3t`Lqxty´1{2Mc,xpT q2 .
We can prove the rest in the similar manner by using Claim A.5. Thus we complete the
proof. 
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Appendix C. Estimates for kpt, yq
By Lemmas 3.1 and 7.2, the L2-norm of kpt, yq decays like t´2 as tÑ 8.
Claim C.1. Suppose that inftě0 , yPR xtpt, yq ě c1 for a c1 ą 0. Then there exist positive
constants δ and C such that if }xxy2v0}H1pR2q ă δ, then
}kpt, yq}L2 ď Cxty´2}xxy2v0}L2pR2q .
Next, we will give an upper bound of the growth rate of }kpt, yq}L1 when v˚px, yq is poly-
nomially localized in R2.
Claim C.2. Let v˜1 be a solution of (3.8). There exist positive constant C and ε0 such that
if }xxypxxy ` xyyqv0}H1pR2q ď ε0, then for every t ě 0,
}xyykpt, ¨q}L2pRq ď Cxty }xxypxxy ` xyyqv0}H1pR2q .
Proof. Multiplying (3.8) by 2p1 ` y2qv˜1 and integrating the resulting equation over R2, we
have after some integration by parts,
d
dt
ż
R2
p1` y2qv˜1pt, x, yq2 dxdy “12
ż
R2
yv˜1pt, x, yqpB´1x By v˜1qpt, x, yq dxdy .
By Lemmas 3.1 and Lemma 7.3 and the definition of M11p8q,
}xyyv˜1ptq}L2 ď}xyyv˚}L2 ` 6
ż t
0
}B´1x By v˜1psq}L2 ds
À}xxyxyyv0}L2pR2q `M11p8qt
À}xxyxyyv0}L2pR2q `
´››xxy2v0››H1pR2q ` }xxyxyyv0}L2pR2q¯ t .
Thus we complete the proof. 
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