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要旨
学習者が知識を獲得するために問題解決を通して知識を使い、問題を解いていく。 そのた
めの学習活動は、学習者によって異なり、同じ問題を解いていっても、その学習活動によって
解決支援は異なっている必要がある。また、同じ学習活動であっても、獲得している知識や度
合いは異なっているため、獲得している知識や度合いによって解決支援は異なる必要がある。
また、これまで、著者らはこユーロンのシナプス部での化学伝達物質による情報伝達とい
う粒子性に着目した“記号粒子蓄積型ニューロンモデル"を提案し、反応ルールによる動作
の変化、コントロールの可能性、そして、階層化してネットワーク化することでの特徴抽出
の可能性を見出している。
そこで、本論文では異なった学習活動に応じて、出題するための問題出題モデルについて
述べ、学習者の得ている知識や度合いに応じて、出題するための問題出題モデルの提案を行う。
緒言
近年の情報通信技術(ICT)の発展は、産業への応用に限らず、教育への応用に用いられ
ている。教育へのa情報技術の利用については、 1970年代からコンビュータが小型化するこ
とにより個人での利用可能なパーソナルコンビュータの普及に伴い、産業分野での利用に限
らず、幅広い分野で利用されるようになり、教育分野の利用として教育学習活動を支援する
ために、 CAI(Computer Assisted Instruction)としての利用が開発されることとなった。
教育学習活動を支援するCAIでは、利用方法が開発された段階で既にプログラミングされた
形で、問題出題過程をあらかじめ決めておき、さらには、分岐する形で学習が進められる学
習形態で学習過程が制御される仕組みであった。あらかじめ決められたプログラムに従って
学習を積み重ねていく単線型プログラムであり、その後、出題された問題に対する学習者の
正誤に応じて問題出題過程を分岐する形で枝分かれする分岐型プログラムが開発され、より
細やかに制御できるようになった1) 1980年代に入ると、パーソナルコンビュータの処理能
力はさらに高速化し、メモリの大容量化にともないマルチメディア教材が製作されるように
なった。マルチメディア教材は、文字、音声、静止画、動画などの多種多様な情報を媒介す
るメディアの情報を統合した教材である。パーソナルコンビュータの処理能力の高速化によ
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り、多種多様なメディアを統合して扱うことができるようになっていった。 1990年代には、
さらなる情報通信技術の進歩による情報の再生産により、膨大な量の情報が流通し、情報の
選択や抽出が行われることになった。 2000年代に入ると、情報の選択や抽出から個人に適
応した学習モデルやグループ学習のために、適切な教材・問題の提示や配信を可能とする学
習管理システム (LMS: Learning Management System)が開発されることとなった。
教育学習支援システムでは、学習者の学習活動と学習者の理解状況を表す学習者モデルと、
問題の特徴や性質を表現する問題特徴抽出に基づいて、問題出題を制御することとなる問題
出題モデルがある。現在、実用化されているeラーニングなどの実用化レベルではこれらの
モデルに基づいてシステムデザイン時に出題系列を固定してしまうのが一般的であり、これ
らのモデルの明示的な記述処理は、知識工学的な研究をもとに行われている。
同一の講義を受講した学習者であっても、そこで得られた知識や度合いは異なっており、
問題解決のための学習支援の内容も異なる必要がある。問題解決は個別性の高い学習活動を
必要とし、個別に対応すべき問題解決のための教育学習支援、ここでは、特に問題出題モデ
ルは個別に学習者へ対応できる必要がある。この個別の対応については、情報処理技術の利
活用による可能性の拡大が大きいものとなる。 問題解決の支援を的確に行うためには、学習
者に応じた出題が重要であり、学習者の行う問題解決を、学習者の個別に合わせる形で、的
確に評価する必要がある。
人間の脳は約 140億個の神経細胞(ニューロン)と、それらを繋ぐ神経線維からなる、複
雑で多様な器官である。脳が行なっている高度な情報処理の仕組みを解明し、応用する目的
から、脳に対する研究が各分野で盛んになっている。工学分野においても、脳の情報処理能
力はひとつのテーマであり、モデルを用いた様々な応用が試されているが、生理学に根差し
た基礎研究の重要性も高まっている。
脳の情報処理とは、生体が生存するために獲得した、状況の認識、判断、予測、行動を行
なう多面的で階層的な機能である。情報処理は、論理的情報処理と直感的情報処理とに分け
ることができる。論理的情報処理は、分析的、直列的、集約的、デジタル的などの特徴を持
ち、直感的情報処理は、統合的、並列的、分散的、アナログ的であるといえる。
情報処理技術は、本来そうした脳の情報処理機能を機械化する試みであり、そのためには
論理的情報処理と直感的情報処理の両面からの研究が不可欠である。これまでは、実現しや
すい論理的情報処理の側面だけが、情報処理技術の発展に支えられ、飛躍的に発達してきた。
一方、直感的情報処理の側面に関しては、パターン認識の分野において研究がなされてき
た。直感的情報処理は、本来、暖昧で不完全な情報を統合し解を求める並列分散処理である
が、逐次手続的情報処理の枠内で、おもに数値演算として扱われることが多い。
工学的ニューラルネットワークでは、数値加算の処理として扱われていたこれまでのニュー
ロンモデルに、シナプス部における化学伝達物質での情報伝達機構に着目し、新しい“記号
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粒子蓄積型ニューロンモデル"を提案し、その記号粒子の生成と蓄積、反応ルールによる記
号粒子どうしの反応と新しく生成される反応後記号粒子、そして、モデルを階層化すること
での記号粒子蓄積型ニューロンモデルのネットワーク化について、モデルを提案し、シミュ
レーションを行なった研究を進めている。
モデル
， .記号処理モデル
記号による論理的情報処理というのは、脳が行なっている定量化の難しいデータに対する
情報処理を模倣するために、記号処理や人工知能という手法が考案された。これまでの人工
知能では、人聞が行なう推論や学習、および知識の管理を、コンビュータが記号を用いて代
行できるように、それらの処理過程をモデル化する方法論が主流になっている。すなわち人
工知能における処理では、数値データよりも、記号データに対する操作が中心となる。
神経回路網研究が、“生理学的"な、すなわち、神経細胞によってなされる情報処理のメカ
ニズムの解明をめざしているのに対し、人工知能は、記号を用いた知識処理の過程を解明す
ることを目的としており、両者は脳の論理的情報処理を模倣するという目標を共有しながら
も、まったく異なるアプローチをとっている。
一方、数値による直感的情報処理というものは、従来のニューラルネットワークに代表さ
れるように、直感的情報処理のために、神経回路網の工学的なモデルとして発案されたのが、
ニューラルネットワークである。神経細胞のモデルを多数結合させて並列処理を行なうとい
う、ノイマン型コンビュータとはまったく異なる情報処理機械である。
ニューラルネットワークは、非線型の問題を、並列処理と階層構造により線形分離可能な
問題に分割して、近似解を求める。その変換に関する知識は、ネットワーク全体に素子どう
しの結合の強度として分散的に表現されており、それらを学習によって変更させることによ
り、入出力関係の複雑な問題についても適切な解を求めることができる。
モデルについての提案に先立ち、問題の出題について考えると、個々の対象で、無秩序で
はなく何らかのまとまりを持ち、かつ互いに区別できるものを、パターンと呼ぶ。例えば、
文字、図形、音声、さらにはシステムの状態などが考えられる。パターンは一般に連続無限
の変形を持ち、物理的な信号として捉えられる。パターン認識とは、そのような多様な外界
のパターンを、類似したものどうし有限離散個のクラスに分類し、カテゴリーに対応づけて
理解する知覚機能である。観測されるパターンの集合は、一般に極めて高次元の連続位相空
間である。それはパターンの表現空間であって、極めて冗長であり、そこから取り出される
パターンは必ずしも認識に好都合ではない。一方、概念空間は有限個の概念の集合で、離散
位相空間である。パターン認識は、この膨大な情報圧縮をともなう連続から離散への写像を
いかに構成するかという、本質的な困難さを持っている。そこで、図1に示すように、バター
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ン認蝿過自を.特世抽出"と M認様"の21lt階に卦けて考える.
図 1 パターン組曲過程のモデル
〈宮本}
まず 冗長さを吉んだパターンから認植に必要な本質的な情鰻の特徴を抽出する.特徴嫡
出が適切であれば、閉じ慨念に属するパタ』ンの集合は、特徴空間においてそれぞれ集まる
ことになる.曾い倹えると.特徴抽出においては.異なる概念に属するパターンの分鯵と.
同一侵念に属するパターンの集約を図る 適切な特置の理択が亜里である.龍織は、 特徴空
聞から観念空間への写像で老後され、特瞳空間を有限個目クラスに分割し.各クラスにそれぞ
れ畿念を対応させる.
ニューラルネットワークは.入力空間と出カ空間とを1対lに対応付ける.一種目写像で
ある.したがって、多層ニューラルネットワークの入力届をパターン空間，中開局を特徴空
間 出力層を慨念空聞にそれぞれ対応付けることにより、パターン胞織の機飽を持たせるこ
とができる.特に、パターンの観別にあたって特徴の置定が躍しい"合、エューラルネット
ワークの学習繍能により入力層よりユニット監を少なくした中間周に適切な特徴空間を形成
することができる.
そこで、本抽文で陰、記号盟理と数値盟理を扱え、それらを反応モデルとして制闘でき.
階層化することで.情報の特徴抽出できる記号粒子蓄積型ニューロンモデルを周いるととに
し、次に 配号粒子著積型ニューロンモデルについて述べる.
2 配寄世子蓄積型ニューロンモデル
神軽回路網は神経細血(ニューロン)と神経線維により綿直立される.神経線維は、実聞に
はこユーロンの一様である 1個のニューロンは神桂轟維を長〈伸ばし.ほかの多くのニュー
ロンと檀躍してネッ トワークを形庇している.闘はこの神経回路網の檀合体であるといえる.
ヱユーロンの備過と情報伝遣の繍織を宥慮し.握察している“配号粒子書欄型ニューロンモ
デル舗について述ぺる.シナプスにおける出力側と入力側のニューロンもそれぞれ‘シナ
プス前ニューロンペ"シナプス桂ニューロン"と呼ぶととにする.シナプス前ニューロンの
紬潟末端ほボタン状に膨らみ.シナプス憧ニコーロンの樹状費起ないし細胞体に シナプス
問聞と呼ばれる非常に狭い間隔を持って付着している.シナプス問ニューロンが発火し.パ
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ルスが軸索末端に!II遣すると シナプス小胞に官省されている“缶遺物質"と呼ばれる化学
物質が シナプス問機に向吋て放出される.伝達物質は.シナプス憧ニューロンのレセプタ
に畳け取られー・曲家に沿ってほかのニユーロンに個号を伝える.このように 化学物置を介
して併絡を缶遣するンナプスでは、週亜が生じる.一方、化学物質を用いずに慣喝を伝える
シナプスがあり.電量シナプスと呼ばれる.電気yナプスにおいては.ンナブス間線が非常
に狭〈ー電気抵抗が小さいため、量逮遅延は無担できるほど小さい.情報伝遣は、世来のこユー
ロンモデルでは重み付き加算として簡略化されてきた.しかし そこにはシナプス檀ニュー
ロンに与える修響を決定付ける重要な章輯があると考え、伝遺物質による情報缶週という慣
締に婚目して高得策した‘ "記号粒子蓄積型ニューロンモデル" を担聾している(園2). 
亡字
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図2 配号粒子蓄積型ニzーロンモデルの綾式図
配骨粒子曹械劃エユーロンモデルに入力した情線がその特徴をよくとらえたコードとして
記号粒子著書欄パターンに置換されることを破認するために‘同じ特徴を待った入力信号どう
しから生成されるそれぞれのコードの額制伎を調べ、 2つの蓄楠パターン聞に“闇似度"を
定穫し.その尺度に基づいて情報の輔sI実験を行っている.記号粒子の蓄積師数を軍務とす
るベクトルとみなし、ノルムを用いて額制度を式(1)のように定纏する.
IA一司パターン'AeBの額似度zト副司司
附言ムl+XZJ+...+ぷ
???
また、配号粒子嘗横型ニューロンモデルへのE応ルールの羽入と階層化についても闇べて
いる.晶埋ユニットにおいて.ある時刻tでの状態を定義してお<.また.本モデルでは記
号粒子として数十種頭宣援する.それぞれの記毎粒子は、単世時間内にE応ルールに基づい
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て反応する。つまり、時刻tでの種類iの記号粒子の集合を Xj(t) ={Xi! Xi2…X.}とする。 nは
種類iの記号粒子がn個あることを表している。ある時刻tでの処理ユニットXでの状態を
Sx(t)とし、時刻t+1での状態Sx{t+1)は、
S x(t + 1)= S x(t) + S.w(t) + S XR(t) (2) 
となる。ここで、SXG(t)は他の処理ユニットから供給される記号粒子による変化量、 SXR (t) 
は他の処理ユニットへ放出される記号粒子による変化量とする。
この状態 Sx(t)を観測することで、処理ユニットXの状態を観測できる。つまり、最も単
純な反応として、記号粒子の種類は2個で、しかも反応を考えた場合、以下のようになる。
記号粒子として 2 種類 X1 (t) 辛口 X12 ••九}、ん(t)={X21 X2…X2m} (それぞれn個、 m個)
で反応係数Aとして
AX=Y 
、 ，
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となる。ここで、 Yl'Y2kが生成されたことになる。
記号粒子は反応後記号粒子を生成するが、それぞれの反応ルールに従い記号粒子蓄積場に
おいて反応し、それぞれの記号粒子は質量を持つものと仮定した場合、反応ルールは質量に
より記述することが出来る。このことは、記号粒子がその反応ルールに基づいて反応し、反
応後記号粒子を生成し、次のユニットに情報を伝えることになる。
3.問題出題モデル
提案している記号粒子蓄積型ニューロンモデルでは、反応後記号粒子が生成される仕組み
を導入し、反応ルールに基づいて反応後記号粒子が生成されるとすると、反応ルールに基づ
いた記号粒子が記号粒子蓄積場に蓄積し、生成された反応後記号粒子を次の処理ユニットに
記号粒子として供給することによってネットワークモデルを形成することになる。ネットワー
クを構成できるため、それぞれの処理ユニットは、それぞれの反応ルールを設定することが
できる。そのため、入力された情報に対して、それぞれの処理ユニットでは、それぞれの処
理ユニットに設計された反応ルールに基づいて処理されるので、記号粒子蓄積場には、その
処理ユニットに応じた記号粒子と記号粒子の蓄積パターンを形成することになる。
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図3 蓄揖パターンの一四
情絡がその特聞をよくとらえたコードとして記号粒子替相パターンに置倹されることを格
認しており、同じ特徴を持った入力惜号どうしから生成されるそれぞれのコードの掴似性を
醐ぺ.式(1)で示した2つの蓄檀パターン聞に“額制度"を定義し.その尺度に基づいて
情報の分相が可能であるため、問題出題モデルとして問題をコード化し.額似度により問題
を出題するようにする.
また、この閉山庄のためのコード化は 匡応ルールによりコントロールできるため.学習
者の学習活動に応じた反応ルールの眠症が可能である.つまり.同じ問圏に対しでも学習者
の学習活動に応じた問題のコード化が可能となる(固4). 
?
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図4 問題解続の例(具なる学習指動の治合)
本檎文では、提案している問題出題モデルにより. r初量システムアドミニストレータJ輯
厳または、 r1 TパスポートJIit厳の学習者の反応モデルを構築し、「朝量システムアドミニ
ストレータJまたは. r 1 Tパスポートj学習者としてのある問題に封しての配骨粗子蓄積織
での状態を硲隠するととで.固4に示すように同じ問題に討しても学習者の学習活動に応じ
た問樋のコード化が可能となることを確認する.
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当三T
L~I 1. -一図5 問題解併の例(同 問題での解害の正解 不正解による違い}
シミュレーション
提案している問園出回モデルにより.fITパスポート」世験の学習者のE応モデルを繊集
し句 r1 TパスポートJ学習者としてのある問題に対して、正解した舗合不正解の絹合の解
答パターンにより E号粒子蓄積績がどのように霊化するかを見てい<.
世験の分野 「甜量システムアドミニストレータJと rI Tパスポート』について表1田よ
うに定聾する.
車 1: r初紐yステムアドミニストレータJと rI Tパスポ}ト』の分野
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結果および考事
提案している間聞出聞モデルにより、『釦匝システムアドミニストレータJIit験または、"
Tパスポートj 世験の学習者のE応モデルを睦宜し.r初値システムアドミエストレータJIit 
験または、 rI Tパスポート』試験の学習者としてのある問題に対しての記号粒子嘗植樹での
状態を磁器することで.固4に示すように同じ問題に対しても学習者の学習活動に応じた問
置のコード化が可能となることを確認した結果を図6に示す.
???????
?
?
???
? ， I 
図6 異なる学習活動の場合
(!r.初睡システムアドミニストレ 夕、右 ITパスポート}
撞策している開園出題モデルにより. fI TパスポートJ眠験の学習者のE応モデルを世定
し.rtTパスポートJ学習者として、ある問題に対して.正解した編音と不正解の渇合の解
答パターンにより.記号位子司書積場がどのように霊化するかを固7に示す.
1. L 凡，
i Z11F a・iita 16 lai1 ??• ?
図7 同一問題での解害の正解・不正解による遣い
(左正解の11合、右不正解の場合}
結.
'"画文でほ.学習者が掴離を獲得するために問題解決を過して知置を使い，問圃を解いて
い<. 拠なる学園荷動をもっ学習者に対してほ‘同じ問題を解いていっても その学習活動
によって解決宜掴は臭なっている必要がある.また.閉じ学習荷動であっても.彊得してい
る知鎗や度合いは異なっているため、その獲得している知聞や度合いによって解決主撞は奨
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学習者の理解状況に応じた学習支援のための
問題出題モデルのための提案 (宮本)
なる必要がある。また、これまで提案してきたニューロンのシナプス部での化学伝達物質に
よる情報伝達という粒子性に着目した“記号粒子蓄積型ニューロンモデル"を応用し、反応
ルールによる動作の変化、階層化してネットワーク化することでの特徴抽出の可能性を見出
しており、本論文では異なった学習活動に応じて、出題するための問題出題モデルのための
提案を行い、 2つの異なる学習活動(初級アドミニストレータ試験、 ITパスポート試験)
の場合、解答の正解・不正解による違いについて、シミュレーションを行い、モデルの提案
を行い可能性を示した。
今後は、異なる学習活動をもっ学習者にとって最適な問題出題が可能な問題出題モデルの
更新方法等を検討していきたい。
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according to the student's understanding situation 
Kazunori MIYAMOTO 
DepartInent of Education and Psychology， Faculty of Humanities， 
Kyushu Women' s University 
1-1 Jiyugaoka， Yahatanishi-ku， Kitakyushu-shi， 807-8586， Japan 
Abstract 
This paper proposed that the problem Questions model for the study support 
according to the knowledge and understanding situation which the student has got. In 
order出ata student may aCQuire knowledge， knowledge is used through problem 
solving， and the problem is solved. Even if a learning activity for that changes wi血
students and it solves the same problem，出esolution support needs to change with the 
learning activities. 
Since廿leknowledge and understanding situation which have been obtained differ 
from each 0血erif it is the same learning activity， the solution support needs to change. 
We proposed the "Synbolized particles stored type neuron model" which paid its 
attention to particle by仕lechemical transmitter in the synapse part of a neuron， and 
have found out血.epossibility of change of operation by a reaction rule， and the feature 
extraction of dividing by class and connecting by network. 
Key words: Problem Questions Model， Understanding Situation， Neural Network 
