ABSTRACT Recently, the polarization weight (PW), independent of transmission channel, is proposed to construct the polar codes based on the partial orders (POs) of the polarized bit channels (PBCs). In this paper, we propose a general PW (GPW) to solve the universal construction of the multilevel coding polar-coded modulation (MLC-PCM). In the same way, we first study the POs in the MLC-PCM. For the MLC-PCM, the 2 m -ary modulation can be decomposed into m correlated modulated bit channels (MBCs). Then, each MBC group can be further transformed into a series of PBCs by using the conventional channel polarization. Based on this structure of two-stage channel polarization, we find four types of POs. For the PBCs polarized from the same MBCs, we establish two types of POs to indicate the reliability order of some PBCs. Furthermore, for the PBCs polarized from different MBCs, we explore other two types of POs to reveal the relative order of the PBCs. The general PW (GPW), including the influence of the two-stage channel polarization, is defined to construct the polar codes in the MLC-PCM. Finally, the simulation results are given to verify the effectiveness of the proposed GPW in the MLC-PCM.
I. INTRODUCTION
Polar codes [1] have been proved to achieve the symmetric capacity for the binary input discrete memoryless channel (BDMC) and selected as the channel coding scheme for the the fifth generation (5G) wireless system [2] . After sufficiently performing the channel combining and splitting, the polarized bit channels (PBCs) are completely either noiseless or noisy, which is called as the polarization phenomena. Based on this, the noiseless PBCs are used to convey the information bits and the noisy ones carry the frozen bits known to the transceiver. The performance relies on the construction of the polar codes. For the (N , K ) polar codes, K most reliable PBCs are selected to transmit the information bits. Several works focus on the calculation of the subchannel reliability for all the PBCs, such as the Monte Carlo simulation [1] , density evolution [3] , Tal-Vardy algorithm [4] and Gaussian approximation (GA) [5] . Nevertheless, all these construction methods have a relatively high complexity and rely on the transmission channel. In [6] , the polarization weight (PW), independent of the transmission channel, is proposed to solve the fast construction of the polar codes based on the partial orders (POs) between the PBCs in the polar codes [7] , [8] . Specifically, the PW is a general construction for the polar codes in the same transmission channel.
In the practical system, the multilevel coding polar coded modulation (MLC-PCM) is proposed to improve the spectral efficiency [9] . In the MLC-PCM, the 2 m -ary modulation can be split into m correlated modulated bit channels (MBCs) and and the multi-stage demodulation/decoding structure is applied in the receiver. In [10] , the set partitioning (SP) mapping can lead to a significant reliability difference between the MBCs, which can be regarded as a general polarization phenomenon. Consequently, the SP mapping is preferred in the MLC-PCM. In the traditional construction method of the MLC-PCM, we first calculate the average mutual information (AMI) of the MBCs. After that, the GA algorithm is performed to construct the polar codes. The above construction method depends on the transmission channel and has a high computation complexity due to the recursive calculation of the GA algorithm.
In this paper, we investigate the universal construction method of the MLC-PCM so as to design a practical coded-mdulation system. The architecture of the MLC-PCM can be considered as a two-stage polarization. The first stage is to transform the 2 m -ary modulation into m correlated MBCs and called as the modulation polarization. After that, the channel polarization is conducted to further polarize the MBCs in the second stage. Based on this, we provide the four types of POs in the MLC-PCM system. For PBCs polarized from the same MBC, two POs are established to indicate the reliability order, which is similar to those in the polar coding. Besides, we provide other two POs between PBCs polarized from different MBCs. Based on the four POs, we propose a general metric to measure the reliability of the PBCs in the MLC-PCM. The metric is an extension of the PW and denoted as the general PW (GPW).
The rest of the paper is organized as follows. The section II briefly introduces the POs in the polar codes and the system model of the MLC-PCM. In the section III, we provide the definition and the derivation for the four types of POs and make some analysis on the POs. In the section V, the GPW is defined while keeping the property of the POs in the section IV. After that, we give the simulation results of the MLC-PCM by using the GPW in the section V. Finally, section VI concludes the paper.
In this paper, we will use a calligraphic character, such as X , to define a set. The bold capital letter, such as X , will define a matrix. 
II. BACKGROUND
In this section, we first give two types of POs in the polar codes. Then, the definition of PW is provided. Finally, the process of the MLC-PCM is described in brief.
A. PARTIAL ORDER IN THE POLAR CODES
Channel polarization is the main idea in the polar code. A basic one-step channel transformation consists of combining two independent identically distributed (i.i.d) binary input channel Q : B → Y with the channel transition probability denoted as Q(y|b) and splitting them into a pair of channels Q − : B → Y 2 and Q + : B → Y 2 × B, of which the channel transition probabilities are defined as
Here, B = {0, 1} and Y is the output of the channel Q, where
By recursively performing n times channel transformation, we can obtain N = 2 n SBCs Q Definition 1: The binary expansion of integer k over t bits is defined as f t (k) = (k 0 , k 1 , . . . , k t−1 ) with the most significant bit on the left, where k ∈ Z T and T = 2 t .
Definition 2: Given two BDMCs W 1 and W 2 , W 1 ≺ W 2 means that the former channel is less reliable than the latter.
By the above definitions, the two types of POs are restated from [7] and [8] . 
B. DEFINITION OF THE PW
In [6] , the PW with a closed-form is used to characterize the reliablity order of the PBCs based on the BF-PO and BS-PO in the polar codes. The PW of the PBC indexed by j = (j 0 , j 1 , . . . , j n−1 ) is defined in [6] as
where ρ = 0.25. The PW is a general-construction metric and independent of the transmission channel. Nevertheless, the PW is only applicable for the same transmission channel. In the MLC-PCM, there exists a reliability difference between the MBCs. Consequently, a further analysis is needed.
C. MULTILEVEL CODING POLAR CODED MODULATION
The transmitter of the MLC-PCM is shown in Fig. 1 , where the code length is mN and M = 2 m -ary modulation is adopted. The detail of the transmitter is as follows, Step 1) m bit sequences b
, consisting of K information bits and mN − K frozen bits, are fed into different encoders and encoded to multiple vectors t
Step 2) m bits, which are retrieved from the m bit streams t 
where X is the set of the modulated symbol and x j ∈ X .
Step 3) The symbol sequence x 0:N −1 is transmitted into the 2 m -ary input AWGN channel W : X → Y with transition probabilities denoted as W (y|x). The jth received symbol is given by
where n j is independent and identically distributed Gaussian noise with the mean 0 and the variance σ 2 .
In the multilevel coding scheme, the 2 m -ary input AWGN channel W : X → Y can be decomposed into m correlated MBCs {W i }, of which W i : B → Y × B i . The channel transition probability of the W i is expressed as
where L (c 0:m−1 ) represent the symbol corresponding to the c 0:m−1 . Fig. 2 depicts the receiver of the MLC-PCM. At the receiver, multi-stage demodulation is used for the detection. The bit stream of the first level is demodulated according to the received symbols and the soft information is sent to the polar decoder. Then the soft information for the second polar decoder can be calculated aided by the decoded bit sequence of the first polar decoder. In that way, all the m bit streams are demodulated and decoded sequentially.
As it is shown in the Fig. 1 , the MLC-PCM transmission scheme can be considered as a two-stage channel transform. 
dy.
are obtained through further polarization based on the channel polarization, of which
It is found that the index of the PBC is made up two parts, i and j. We respectively denote i and j as the modulated bit index (MBI) and coded bit index (CBI).
In the construction method of the MLC-PCM, we first calculate the average mutual information (AMI) of the MBCs {W i } based on (9) . Then, the GA algorithm is performed to construct the polar codes. After calculating the reliabilities of the W (i,j) mN , the K most reliable PBCs with the lowest bit error ratio (BER) are selected as the information bits.
Similar to [1] , the upper bound of block error ratio (BLER) γ e for the polar codes can be determined as follows,
where A denotes the set of the information bits and γ W
is the BER of the PBC indexed by (i, j).
III. PARTIAL ORDERS IN THE MLC-PCM
In order to solve the universal construction, we should first study the POs for the MLC-PCM. In this section, we will give a detailed description of the four types of POs for the MLC-PCM. When the MBI is fixed and the CBI is different, this means that different PBCs are polarized from the same MBCs. In this case, we find two POs, namely coded bit-swapping PO (CBS-PO) and coded bit-flipping PO (CBF-PO), which are similar to the POs in the polar codes. On the contrary, when the MBI is distinct and the CBI is fixed, that means that different PBCs are polarized from different MBCs while experiencing the same channel polarization. Here, we find another two POs, namely modulated bit-swapping PO (MBS-PO) and modulated bit-flipping PO (MBF-PO).
A. CODED BIT-SWAPPING PARTIAL ORDER
Compared to the BS-PO in the polar codes, the CBS-PO assumes that the MBI must be the same.
Theorem 1:
As it is given in (10), the channel transition probability of the W
Since the G N is a one-to-one permutation, the above equation can be rewritten as can be considered as the 1st and 3rd PBCs polarized from W 0 based on the Theorem 1.
B. CODED BIT-FLIPPING PARTIAL ORDER
Compared to the BF-PO in the polar code, the second PO in the MLC-PCM requires that the two PBCs are polarized from the same MBC. The details are as follows, Theorem 2:
. . , j n−1 ) and f n j = j 0 , j 1 , . . . , j n−1 . If there exist l ∈ Z n such that 1) j l = 0 and
denote the probability density function (PDF) of the log-likelihood ratio (LLR) for the PBC W 
where and are the convolution operations in a variable node domain and a check node domain in [8] . Here, the a W (i,0) m is corresponding to the W i .
It is known that a(Q) a(Q) ≺ a(Q) a(Q)
for any BDMc Q in [8] . Consequently, it can be obtained that a W 
,
The above two theorems indicate the POs between the PBCs when the MBI is the same. Another two types of POs with different MBI will be introduced as follows.
C. MODULATED BIT-SWAPPING PARTIAL ORDER
The third one depicts the PO between two PBCs with the same CBI while the MBI meets the property of bit-swapping. In order to simplify the following formulation, we denote that q = log 2 m.
Theorem 3:
Proof: For two kinds of BDMCs Q and G, where Q ≺ G, it is stated in [4] that a(Q) a(Q) ≺ a(G) a(G), a(Q) a(Q) ≺ a(G) a(G).
(15) VOLUME 6, 2018 Consequently, it can be demonstrated that
As it is stated in the proof of the Theorem 2, the PDF of the LLR for W In [10] , the set-partitioning (SP) mapping is determined by partitioning signals into subsets with increasing minimum subset distances. Thus, the MBC with a larger index will be more reliable. It can be easily found that W i ≺ W i since i < i based on 1)∼4).
Furthermore, it can be concluded that W
Based on this, it can be obtained that
16 , for m = 4 and N = 4.
D. MODULATED BIT-FLIPPING PARTIAL ORDER
Symmetrically, the fourth PO assumes that the MBI has the property of the bit-flipping with the same CBI.
Theorem 4:
Proof: It can be demonstrated that i < i on the conditions of 1) and 2). Based on this, it can be easily concluded that W 16 .
E. ANALYSIS OF THE POS
The CBF-PO and CBS-PO are unifiedly denoted as coded PO (CPO) and modulated PO (MPO) includes the MBF-PO and MBS-PO. The CPO is similar to the POs in the polar codes while the MPO is a new discovery through analyzing the structure of the MLC-PCM.
As it is described in [11] , the mN PBCs can be divided into three sets, i.e., the best PBCs, the worst PBCs and the undetermined PBCs (UPBCs). The cardinality of the UPBCs is denoted as K u and the ratio is defined as K u /mN . Given the code rate R, the size of the information bits is equal to K = mNR . The PBCs, which are more reliable than at least mN −K PBCs by applying the POs, should belong to the best set. Similarly, the PBCs, which are less reliable than at least K PBCs, are the elements of the worst set. The rest are the UPBCs. Fig. 3 gives the ratio of the UPBCs in the MLC-PCM. As shown in this figure, it is shown that the ratio of the UPBCs is relatively high only considering the CPO. The ratio of the UPBCs can reduce by 30% through applying the MPO besides the CPO. However, more than 70% of the PBCs still remain to be undetermined ones when R = 0.5.
In order to have a better understanding of the POs, Fig. 4 gives the reliability order for all the PBCs when m = 4 and N = 4 at Es N 0 = 8.5dB, where the number in the circle is equal to iN + j for the PBC indexed by (i, j). The colorful lines represent the reliability order corresponding to the four types POs. The black line is the remaining reliability order. The MBS-PO is not directly given in the Fig. 4 , but it can be found that W
related to the MBS-PO based on the transitivity of the reliability order. As it shows in the Fig. 4 , there still exists much reliability order, which can not be determined based on the POs. Thus, we need to find an universal method to construct the polar codes besides the POs in the MLC-PCM. 
IV. GENERAL PW FOR MLC-PCM
In the last section, it is found that a majority of the PBCs still belong to the undetermined set. In order to fully rank the order of the PBCs in the polar codes, we will denote the GPW as a universal metric to measure the reliability of the PBCs in the MLC-PCM. Basically, the GPW must obey the proposed POs.
A. DEFINITION OF THE GPW

Consider a PBC indexed by
where θ MBI (i) is used to reflect the influence of the MBI. And θ CBI (j) measures the effect of the CBI and has the same formulas with the PW. Remark 1: When the MBI i is the same, the GPW is the addition of the original PW and a constant value. Consequently, the GPW meets the feature of the CBF-PO and the CBS-PO, which can be easily concluded in accordance with [6] .
Remark 2: When the CBI j is given, the MBF-PO is respected for GPW because 2 α l (n+q−1−l) > 0 for any l. On the other hand, the inequality 2 α 0 q > 2 α 1 (q−1) > · · · > 2 α q−1 must hold in order to satisfy the MBS-PO.
The parameters α 0 , . . . , α q−1 should be determined to evaluate the reliability of the PBCs.
B. PARAMETER DETERMINATION IN GPW
The method to calculate the parameter in the GPW is calculated through the following steps,
Step 1) Calculate the AMI of the MBCs {W i } based on (9).
Step 2) The GA algorithm is performed to calculate the BER of all the PBCs.
Step 3) Obtain the optimal α 0 , . . . , α q−1 through exhaustive search, which minimizes the upper bound of the BLER denoted as follows for a given rate. Besides, we should check whether the parameters satisfy the condition in the Remark 2. and K = 512 or 256. In this case, only one parameter needs to be determined. The signal to noise ratio (SNR) are set to be 1dB and 5dB and the searching step is fixed as 0.01 for each parameter for these two code rates. From the Fig. 5 , it is shown that the lowest upper bound of BLER can be nearly achieved when α = 0.3.
Since the parameter determination is an off-line process, the complexity of the parameter determination can be ignored for practical system. Compared to the GA algorithm with nonlinear and recursive computation, there is only linear computation in the GPW, thus having a lower computation complexity. Moreover, the GPW is independent of the transmission channel, which is more feasible than the GA algorithm.
V. SIMULATION RESULTS
By using the method in the Section IV, we can determine the optimal (α 1 , α 2 ) = (0.4, 0.32) for the MLC-PCM with the 16PAM. It is obvious that 2 0.4×2 > 2 0.32 , which satisfies the condition in Remark 2. Based on the optimal parameters, we will give the simulation results for the MLC-PCM based on the GA algorithm and the proposed GPW.
The Fig. 6 and Fig. 7 depict the BLER comparisons for 4PAM and 16PAM with different code rates and code length set as 1024 between the three construction methods, i.e., the GA algorithm, PW, and the proposed GPW. The CRC-aided SC list decoding algorithm [12] is used and the list is set to be 32. From the Fig. 6 and Fig. 7 , it can be shown that there exists an acceptable performance loss for the GPW compared to the GA algorithm when the code rate is low. Besides, the performance loss is nearly negligible for a higher code rate. On the contrary, the PW will lead to a significant loss for the polar coded 4PAM with a higher code rate. Besides, the performance loss is absolutely unacceptable for polar coded 16PAM with all the code rates.
The Fig. 8 and Fig. 9 provide the BLER comparisons with different code rates and the code length is set as 512. The PW still provides a terrible performance and the GPW has a similar performance compared to the GA algorithm. Based on the simulation results, it can be concluded that the GPW and the GA algorithm can have a similar performance for various code lengths and code rates, which verifies the effectiveness of the proposed GPW.
VI. CONCLUSION
In this paper, we investigate the universal construction method for the MLC-PCM. First, we study and propose four types of POs in the MLC-PCM. When the MBI is fixed, two POs between the PBCs with different CBI are provided. Besides, we provide two other POs between the PBCs with different MBI while having the same CBI. Furthermore, the GPW is defined to measure the reliability of the PBCs based on the POs in the MLC-PCM. From the simulation results, it is shown that the GPW can provide similar performance compared to the GA algorithm for different code length and code rates. 
