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Abstract 
We consider a family of well-known scheduling problems that reduce to the problem of finding 
a minimum weighted clique in a complete weighted graph with negative weights and self-loops 
allowed. We present a uniform algorithmic approach to finding optimal as well as suboptimal 
solutions for these problems. Also, we report results of computational tests for suboptimal algo- 
rithms developed in the paper. 
Keywords: Single/multiple machine scheduling; Minimum weighted clique; Dynamic 
programming; Spectral algorithms; Tabu search 
1. Introduction 
We consider four scheduling problems: scheduling two machines to minimize 
makespan (MAKS), scheduling two machines to minimize total weighted comple- 
tion time (WCT), scheduling a single machine to minimize completion time variance 
(CTV), and scheduling a single machine to minimize total weighted earliness/tardiness 
(WET). All have been shown to be NP-hard in the ordinary sense [ 15, 17, 16, 81, and 
there have been pseudopolynomial time algorithms proposed [18, 12, 81 for each. 
We exploit similarities between these problems in order to give a uniform algorithmic 
approach to finding their optimal as well as suboptimal solutions. In particular, we 
prove that each of these scheduling problems reduces to the problem of finding a 
minimum weighted clique in a complete weighted graph with negative weights and 
self-loops allowed (MinClique). The latter is closely related to the problem of finding 
a maximum cut in a complete weighted graph with non-negative weights (MaxCut) 
[l]. Actually, we show that MaxCut reduces to MinClique. We propose a family of 
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heuristics to solve the MinClique problem and, thus, all the scheduling problems at one 
fell swoop. These heuristics, we call them spectral algorithms, exploit the eigenvectors 
of the adjacency matrices of the graphs being outcomes of the reductions. Similar 
algorithms have been earlier developed for the MaxCut problem [I, 2, 221, see also 
[21] for an excellent review. 
The idea behind our heuristics is to use eigenvectors to generate a set of solutions, 
with polynomially bounded cardinal@, evaluate them, and choose the best one. This, 
however, may provide an outcome that is not a local optimum, thus, one more stage 
is usually required to provide better suboptimal solution. We present a simple job 
exchange procedure and a tabu search procedure for this stage. 
Since all the problems under consideration are NP-hard it is time-consuming to obtain 
optimal solutions for them for instances with more than twenty jobs. We do not use the 
existing pseudopolynomial time optimization algorithms for the same reason; we believe 
that “difficult” instances of the problems are those with long jobs and heavy weights, 
thus, we generate them uniformly between 1 and 2”lk, where n is the number of jobs and 
k E { 1,2,4} (see also [20], p. 128). This makes the pseudopolynomial time algorithms 
inefficient even for relatively small numbers of jobs. We have observed through our 
tests that instances with processing times and weights bounded by a linear function 
of II were very likely solved to optimality by our heuristics. We compared accuracy 
of solutions given by the spectral algorithms with the accuracy of solutions given by 
the well-known, and often used as benchmarks, heuristics: LPT and the differencing 
algorithm of Karmarkar and Karp [14] for MAKS, the Smith’s rule [23] for WCT, the 
Kanet’s [ 131 algorithm for CTV, and a modified Smith’s algorithm for WET. Each of 
these algorithms has been appended by the same tabu search as the spectral algorithms 
for MinClique. 
We exploit the similarities between the scheduling problems further; we have ob- 
served that each of the four reductions to MinClique results in a graph in which the 
weight associated with edge (i,j) is of the form ai * bj. This multiplicative form makes 
it possible to develop a pair of pseudopolynomial time algorithms for the resulting 
MinClique problem and, thus, also for each scheduling problem. One algorithm defines 
a state in terms of ai’s and weights them using bj’s, the other defines a state in terms 
of bj’s and weights them using ai’s. We shall call this pair a row-column (or (r-c)) 
pair. Such a pair for CTV is given in Kubiak (1991). 
The paper is organized as follows. In Section 2, we formulate scheduling and graph- 
theoretic problems considered in this paper, and proof polynomial time reducibility 
between the problems. In Section 3, we present an (r-c) pair of dynamic programs 
for the special case of MinClique with weights in the multiplicative form signaled 
above. Section 4 is devoted to the presentation of spectral algorithms for MinClique; 
spectral algorithms for MaxCut are also discussed. In Section 5, we present a sim- 
ple job exchange procedure and a tabu search algorithm for improving suboptimal 
solutions generated by the spectral algorithms. Section 6 presents computational re- 
sults of tests of the spectral algorithms. The paper ends with concluding remarks in 
Section 7. 
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2. Reductions to MinClique 
Let there be n jobs indexed 1 , . . . ,n with processing times ~1, ~2,. . . , p,, and weights 
W,...,%, respectively. The jobs are to be scheduled in such a way that a certain 
objective function of the completion times Ci of the jobs is minimized. We consider 
the following problems: 
Scheduling two machines to minimize makespan (MAKS): Find a schedule of the jobs 
on two machines Mr and M2 such that the maximum completion time maxr <i<n Ci is 
minimized. 
Scheduling two machines to minimize total weighted completion time (WCT): Find a 
schedule of the jobs on two machines MI and M2 such that the weighted completion 
time Cy=, WiCi is minimized. 
Scheduling one machine to minimize completion time variance (CTV): Find a schedule 
of the jobs on one machine such that the completion time variance 
is minimized. 
Scheduling one machine to minimize total weighted earliness/tardiness (WET): Find 
a schedule of the jobs on one machine such that the weighted sum of earliness/tardiness 
Cy=t wilG - dl is minimized, for a given common due date d 2 cb, pi. 
Throughout his paper, X denotes the set of all 0,l vectors (xl,. . . ,xn), i.e., X = 
(0, 1)“. We also consider the following graph-theoretic problems. 
Maximum weighted cut in a complete graph (MaxCut): Given a complete undirected 
graph G = (V,E) with IV\ = n and a weight dij on edge (i, j), i < j. Find a partition 
of V into two sets VI and V \ VI such that the sum of weights of edges with one 
endpoint in Vr and the other in V\ VI is maximized. Formally, let xi = 1 (xi = 0) if 
iEV1 (iEV\Vl) and&=l-xi. Definexi~xj=xixj+xixj, i.e.,xi@xi==O if and 
only if xi = xj. The problem is to find a vector x E X such that 
C dijxi CE xj 
l<i<j<n 
is maximized. 
Minimum weighted clique in a complete graph (MinClique): Given a complete undi- 
rected graph G = (V,E) with 1 V 1 = n and weight dij = dji on edge (i, j), 1 Q i, j < n 
(note that the graph contains self-loops, i.e., edges of the form (i,i)). Find a subset VI 
of nodes such that the sum of weights of edges with both endpoints in Vr is minimized. 
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Formally, let xi = 1 (xi = 0) if i E VI (i # VI ). The problem is to find a vector x E X 
such that 
c dijxixj 
1 Qi,j<n 
is minimized. 
The following lemmas give polynomial reductions between the problems just defined. 
If problem Pl polynomially reduces to problem P2, we write “Pl 0; P2”. For an 
introduction to polynomial reducibility, see [6]. 
Lemma 1. MaxCut cx MinClique. 
Proof. See the appendix. 
Lemma 2. (a) MAKS 0: MaxCut. 
(b) WCT cc MaxCut. 
(c) CTV cc MaxCut. 
(d) WET 0; MinClique. 
Proof. See the appendix. 
Note that, due to the transitivity of polynomial reducibility, all the problems that 
polynomially reduce to MaxCut also polynomially reduce to MinClique. It is interesting 
to note that WET does not reduce to MaxCut; the objective function of MaxCut is 
symmetric, i.e., the total weight of cut Vi, I’\ Vi is the same as the total weight of cut 
v\Vi, Vi. This is not the case for WET; for a given schedule swapping all jobs finished 
by due date with the jobs finished after it may change total weighted earliness/tardiness. 
3. Dynamic programming algorithms for MinClique 
The proofs of Lemmas 1 and 2 show that for MAKS, WCT, and WET the outcome 
of reduction to MinClique is a graph with its weights being of the form do = dji = aibj 
for 1 6 j < i < n and dii =di for 1 d i < n. This also holds for CTV [ 161. This section 
exploits the form in developing dynamic programming algorithms for this special case 
of MinClique. Without loss of generality, we can consider MinClique in the following 
form: Given matrix D = (dij), 1 < j < i Q n. Find vector x EX such that 
c dijxixj 
1 Cj$ign 
is minimized. 
This problem is a non-linear program in O-1 variables. Hansen et al. [9] present an 
excellent review of general methods for solving non-linear O-l programs. 
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First, we will present the row-part of the (r-c) pair of dynamic programming algo- 
rithms. Define 
hk(x) = 1 dijxixj 
l<j<i<n 
k<i 
(1) 
for k = l,...,n, and 
where J(k,B) = {X EX : xTI:bjxj =B}. From (l), we have 
k 
hk(X) = hk+l(X) + c dkjxkxj 
j=l 
k-l 
=hk+l(X) + c dkjXkXj +dkXk 
j=l 
k-l 
=hk+l(X) + a!& c bjxj + dkxk. 
j=l 
From (1) and (2), we get the following recurrence relation: 
(2) 
k-l 
= min 
xGJ(k,B) 
&+1(X) + akxk c bjxj + dkXk 
j=l 
= min xGJ$i~I B){hk+l(X)},x~J(~~~+~~~{hk+l(X)  @ + dk) (3) 
=min{h(k+ l,B),h(k+ l,B+bk)+akB+dk}. (4) 
We obtain Eq. (3) by considering the cases Xk =0 (the first alternative) and xk = 1 (the 
second alternative). The recurrence (4) should be solved for h(l,O), with the initial 
condition h(n + 1,B) = 0 for all B. Since 0 < B < cy=, bi and 1 < k < n + 1, the 
solution can be found in time O(n ~~=, bi). 
Now, we will present the column-part. Define 
gk(X) = C dijxixj 
1 <j<i<n 
j<k 
(5) 
fork= l,...,n, and 
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where Z(k,A) = {x EX: CB,+, aixi =A}. From (5), we have 
gk(X)=gk--1(X) + 2 dikXiXk 
i=k 
=gk-_1(x) + 2 dikXiXk + dkXk 
i=k+l 
n 
=Yk-ICx) f bkXk C &Xi +dkXk. (6) 
i=k+l 
From (5) and (6), we get the following recurrence relation: 
= min gk_t(X)+bkXk 2 &Xi + dkXk 
xEI(k,A) 
i=k+l 
= min $ui A){gk--l(X)}‘x~l(k~~+,xi{gk-l(X) + bkA + dk) 
> 
=min{g(k- l,A),g(k- l,A+ak)+bkA+dk} (7) 
The recurrence (7) should be solved for g(n,O), with the initial condition g(O,A) = 0 
for all A. The solution can be found in time O(n c:=t ai). 
This (r-c) pair of dynamic programs very naturally translates into O(n cy=, pi) 
and O(n Cy=, wi) pseudopolynomial time dynamic programs for WET and WCT. This 
implies that swapping processing times of all jobs with their weights results in no 
efficiency improvement. This result has been proven by De et al. [4] for WET, how- 
ever, we are not aware of any such result for WCT. An (r-c) pair for CTV is given by 
Kubiak [ 161. 
4. Spectral algorithms 
This section derives spectral algorithms for MinClique (Sections 4.1 and 4.2). Spec- 
tral algorithms for MaxCut are briefly discussed in Section 4.3. The Hoffman-Wielandt 
inequality [lo, Theorem 6.3.5 pp. 368-369, Exercise 7, p. 3761 is central to the ap- 
proach presented here. The inequality states that the distance of two n x n matrices A 
and B measured by the Frobenius norm (also called Euclidean norm) of their difference 
fulfills the following condition: 
for some permutations 0, z of { 1,2,, . . , n} where /Lip li are the eigenvalues of A and 
B, respectively. We shall apply this inequality to the distance between the adjacency 
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matrix D of graph G and the matrix 
0 P(x) = (pii = nixi) (Section 4.1) 
l Q(X) = (qii(x) = 1 - xixi) (Section 4.2), 
respectively, where x EX is the indicator vector of a clique. 
4.1. P-matrix algorithm 
We apply the Hoffman-Wielandt inequality to matrices D and P(x). Eigenvalues and 
eigenvectors of matrix P(x) are given by the following lemma. 
Lemma 3. Let 0 < m < n, and x EX with m = IMI where M = (i : xi = 1). Then, 
the matrix P(x) dejined by P(X) = (pii =xixj), 1 d i, j $ n has only one non-zero 
eigenvalue A = m. The normalized eigenvector (VI, ~2,. . . , v,,)~ associated with 1 is 
given by vi=(S/&)xi (i= l,...,n) with SE{-l,l}. 
Proof. See the appendix. 
LetxEX, andM={i:xi=l}, m=IMI, m > 0. We have the following equation: 
IID - P(x)I12 = IM12 - 2 C dqpij(x) + IIP(x)I12 
Li 
= ~~D~~2 + m  - 2 c dijxixj. 
This implies that the problem of finding a minimum weighted clique of size m in 
a complete graph is equivalent o the problem of finding a vector x E X with \{i : 
xi = l}\ = m that maximizes IlD - P(x)l12. On the other hand, applying the RHS of 
the Hoffman-Wielandt inequality to matrices D and P(x) and respecting Lemma 3, we 
obtain 
IID - P(x>l12 d (pr - ml2 + 2 P(’ 
i=l 
ifr 
for some 1 B r < n, where pl,p2,. . . ,p,, are the eigenvalues of matrix D. Notice that, 
since there is only one non-zero eigenvalue of matrix P(x), there are only n possible 
choices for r. Let U = (~1,. . un), where Uj = (uij),i = 1,. . . ,n be the orthonormal 
eigenvectors of matrix D associated with the eigenvalues ,UI, . . . , p,,, respectively, and 
u be the eigenvector of matrix P(x). Let M = diag( ~1,. . , pn). We have the following 
decompositions of D and P(x) 
D = UMU=, P(x) = vmvT 
since UTU = I and vTv = 1 where I denotes the n x n identity matrix. This gives 
\lD - P(x)l12 = llUMUT - vmvT(12 = I(M - (UTv)m(UTv)Tl(2, 
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where the last inequality holds because matrix U is unitary. If we could find vector 
v such that UTv = J where J = (jl , . . . , j,) is an n-element vector with jr = 1 and all 
other entries equal to zero we would have equality 
n 
IlD - Wl12 = (Pr - m)* + c PL?, 
i=l 
i#r 
and thus (ID-P(x)ll* would attain maximum. Notice that the LHS of the above equation 
depends on vector x, whereas the RHS does not as long as x chooses m nodes from 
set V. However, it may be impossible to find such vector u. Thus, we look for vector 
v such that (I UTv -J/I is minimized. We have 
IIUTV - Jll* = j/V - UJj/2 = 2 (Vi - Uir)* 
i=l 
= 2 Vf - 2 2 ViUir + 2 Ufr 
i=l i=l i=l 
n 
Our first heuristic enumerates all possible triples (s,~;m) and for each of them finds 
vector x EX that maximizes Cy=, uirxi (and, thus, minimizes (IUTv - Jll*). 
Algorithm 1 
Step 1 Find the orthonormal eigenvectors uj, j = 1,. . . , n of D. 
Step 2 For every (~,r,m) solve the following problem: 
P(S, r, m) : max S 2 UirXi 
i=l 
s.t. 2 xi = m 
i=l 
XiE{O,l} (i=l,...,n) 
Observe that max{P( 1, r, m)} = min{P(- l,r,m)} so only s = 1 has to be considered. 
Thus, program P in Step 2 is solved n* times. The solution involves finding either m 
largest or m smallest elements Uir of the T’S eigenvector U, of matrix D. This can be 
done in linear time [3], so Step 2 takes O(n3) time. 
4.2. Q-matrix algorithm 
Now, we apply the Hoffman-Wielandt inequality to matrices D and Q(X). We have 
the following lemma. 
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Lemma4 LetO~m<n,andx~Xwithm=~M~,whereM={i:xi=l}. Then,the 
matrix Q(x) defined by Q(x) = (gij(x) = 1 - nixi), 1 < i, j < n has only two dz#krent 
non-zero eigenvalues Al,2 = i((n - m) f (n + 3m)(n - m)). The orthonormalized 
eigenvectors v1 = (v~),v2 = (vf) associated with A1,& are given by 
A1 + fl2xi 
Vi =” (n - m)Jm’ 
A2 + Alxi 
V’=s2(n - rn)dQ 
(i= 1 ,..., n) with ~1,s~ E {-1,l). 
Proof. See the appendix. 
The following equation shows that the problem of finding a minimum weighted 
clique of size m in a complete graph is equivalent o the problem of finding a vector 
x EX with [{i : xi = l}j = m minimizing 11D - Q(x)112: 
IP - Q(x)l12 = lPl12 - 2 1 diiqtj + llQ(x)l12 
ki 
= l)Dl12 + n2 - m2 - 2 C dij + 2 C dijxixj. 
cj i,j 
On the other hand, the LHS of the Hoffman-Wielandt inequality 
IID - Q(x)l12 2 (~1 - Ad2 + (~2 - Ad2 + c P: 
yields 
ifr, t 
for some 1 < r, t < n and r # t. We are now looking for a clique x such that 
IID - Q(x)l12 is minimized. The reasoning leading to Algorithm 1 in Section 4.1 can 
be repeated here for matrix Q(x). Notice that now we have matrix V = (vl, v2) of 
eigenvectors of Q(x), thus VAVT = Q(X) with 4 = diag(ll, AZ). Consequently, we are 
looking for V such that UTV = J, or, to minimize 
~/llTV-J(12=I/V-~J~~2=~(V~-~~~)2-t~(V~-~it)2 
i=l i=l 
=~(v~)2+~Yf,+~(V?~2+~~~t-2~(VfUi~+VfUit) 
i=l i=l i=l i=l i=l 
= 4 - 2 2 (SIZlir 
21 + R2Xi A2 + Al& 
i=l (n - rn)dm + s2Uit (n - rn)~%ZTJ ) 
2 n 
=4-- 
CC 
Sl &Al S2Uit12 
n-m i=l &G-G + JZGX ) 
2 n 
CC 
SlW~2 S2Uital -- 
n-m i=l dm + JZKTZ xi. ) 
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Thus, our goal is to find X maximizing 
n 
CC SlUirA2 s2Rtll i=* J27nT-;iT + d%-Tz Xi. > 
As a result we obtain Algorithm 2, below. 
Algorithm 2 
Step 1 As in Algorithm 1. 
Step 2 For every (st,s2, I-, t,m) solve the following program: 
s.t. C xj = m 
i=l 
XiE{O,l} (i= I,...,n) 
Note maxQ(l,l,r,t,m) = minQ(-l,-l,r,t,m), and maxQ(l,-l,r,t,m) = mine 
(-l,l,r,t,m), i.e., only two pairs of (~1,s~) (namely, (1,l) and (L-1)) have to be 
considered. Thus, program Q is solved 0(n3) times. The solution involves finding ei- 
ther m largest or m smallest coefficients of Xi’s in (8). This can be done in linear time, 
so Step 2 takes O(n4) time. 
4.3. Spectral algorithms for MaxCut 
As in Section 4.1, it can be shown that the problem of finding a maximum weighted 
cut of size m in a complete graph is equivalent to the problem of finding vector X EX 
with I{i : xi = 1}1 = m maximizing ]JD - P’(X)]12 with P’(X) = (Pi) = (1 - Xi @ Xj). 
Thus, we obtain the following algorithm [ 111. 
Algorithm 3 
Step 1 As in Algorithm 1. 
Step 2 For every (sI,s~,Y, t, m) solve the following program: 
P'(sl,s2,r,t,m) :maxe Y!E - 
( 
SZ&t 
i=, fi Jn-m xi ) 
s.t. 2 Xi = m 
i=l 
XiE{O,l} (i=l,...,n) 
(9) 
Again, the solution involves finding either m largest or m smallest coefficients of Xi’s 
in (9), so Step 2 takes 0(n4) time. By neglecting the square roots in Step 2, we can 
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reduce the time spent in Step 2 by the factor n. As result, we obtain Algorithm 4, 
below. 
Algorithm 4 
Step 1 As in Algorithm 1. 
Step 2 For every (si,sz, Y, t) solve the following program: 
P”(q,sZ,r,t) : max 2 (siuir - .s2uif)xi 
i=l 
Lt. C Xi = m 
i=l 
XiE{O,l} (i=l,.*.,n) 
4.4. Applying spectral algorithms to MinClique problems 
In order to apply a spectral algorithm to an instance of a MinClique scheduling 
problem, matrix D is computed for the instance first. The formulas for the entries of 
D are given in the proofs of Lemmas 1 and 2 (see the appendix). The algorithm then 
produces a O-l vector that can be translated into a solution to the problem. Again, the 
easy translation is given in the proofs of Lemmas 1 and 2 (see the appendix). 
5. Improvement procedures 
We have found that the spectral algorithms defined in Section 4 are likely to pro- 
duce solutions which are not local optima, though they are very receptive to simple 
improvements. We used two different types of improvement procedures: 
l a simple job exchange procedure and 
l a tabu search procedure. 
The simple job exchange procedure passes through the list of jobs (ordered according 
to SPT rule in the case of MAKS and CTV and according to Smith’s rule in the case 
of WCT and WET) and considers all pairs (i,i + l), 1 < i < n - 1. If Xi # Xi+i, then 
it calculates the objective value of the schedule obtained by taking 4 and &+I. If this 
value is lower than the one for the original schedule, then the jobs are exchanged and 
the next pair (i + 1, i + 2) is considered; otherwise, no exchange is made before passing 
to the next pair. The procedure passes through the list of all jobs not more than a fixed 
number of times; it also stops if a pass does not improve a schedule. 
Our tabu search algorithm follows the general framework presented in [7], where a 
tabu search algorithm starts from some initial solution and searches iteratively through 
the set X until some stop condition is fulfilled. This framework admits a large degree 
of flexibility in defining neighborhood, tabu list, and stop condition. These parameters 
for our tabu search algorithm are as follows. 
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Neighborhood: Let xk =(x:, . . . , xi) EX be the initial solution of iteration k. The neigh- 
borhood of xk defines a set of solutions which can become initial solutions in iteration 
k + 1. We define it as follows: 
Let last(j) = max{i < k : xj # xj+‘} (i.e., last(j) is the index of the most recent 
iteration when a change to xj occurred), i E { 1,. . . , n}. Let Z={j : k-last(j) > [n2-sj} 
for some given integer s between 1 and n. We define 
x’~N,(x~)@ 3JcI,IJ( <s such thatx;= 1 -xi for alljEJ and 
XJ.=Xj for alljE{l,...,n}\J. 
Next solution: To choose the initial solution for iteration k+ 1, we consider the neigh- 
borhood Ns(xk) as well as the extended neighborhood Ns*(xk) defined as follows: 
xkNs*(xk) H 3J&{l ,...,n},IJI<ssuchthatxJ=l-xj foralljEJand 
$=xj for alljE{l,..., n}\J. 
Let x’ and x” be the best solutions in N,*(xk) and Ns(2), respectively. If x’ improves 
the best solution found so far, we choose it as an initial solution for the next iteration. 
Otherwise, we choose xl’. 
Stop condition: The algorithm stops if either 
l no initial solution for the next iteration can be found, i.e., Ns(xk)=O and no solution 
in N,*(xk) improves the best solution found so far, or 
l the best solution has not been improved for n iterations, where n is the number of 
jobs. 
6. Computational results 
We tested two approaches to obtaining suboptimal solutions to the MinClique schedu- 
ling problems. One gives any solution obtained by the spectral algorithms (the output 
of each spectral algorithm is a set of solutions, one for each (s,r,111) (or (si,sz,r, t, m))) 
a chance of improvement by applying to it the job exchange procedure (see algorithms 
SkE below). The other gives this chance to the best of them only, however, the im- 
provement algorithm, being a tabu search algorithm (see algorithms SkT below), is 
more sophisticated than the job exchange procedure. All algorithms tested were imple- 
mented in FORTRAN 77 on DEC 5500 computer. We used standard IMSL procedures 
to generate random numbers and calculate eigenvectors. We will present results ob- 
tained for problems MARS, WCT, CTV, and WET in Sections 6.1-6.4, respectively. 
Throughout hese subsections, we use the following notations: 
n the number of jobs 
#pro the number of instances tested for a given problem size 
SkE 
SkT 
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Algorithm k (k E 1, _. . ,4) with the job exchange procedure applied to all 
solutions 
Tabu search with initial solution obtained by choosing the best solution gen- 
erated by Algorithm k (kE 1,...,4) 
OPT complete enumeration procedure 
We tested all spectral algorithms for all problems, though we only report results of 
the most accurate. To reduce computational times of Algorithms S2E, S2T, S3E, and 
S3T, we considered values m in the interval [[rr/2] - logn] < m d [n/2] only. 
6.1. MAKS 
Instances with n = 10,15,. . ,70 jobs were randomly generated with processing times 
uniformly distributed over the interval [l, 2”]. (Problems with processing times uni- 
formly distributed over the interval [ 1, 2n/2] turned out to be likely solved to optimality 
by the spectral algorithms for MAKS.) The results are presented in Tables 1 and 2. 
We use the following notations: 
LPTT Tabu search, with initial solution obtained by the LPT algorithm 
KKT Tabu search, with initial solution obtained by the differencing algorithm of 
Karmakar and Karp [ 141 
We used neighborhood Ns, i.e., s=3, for all tabu search algorithms. The job exchange 
procedure was applied at most three times. Table 1 shows the maximum relative error 
over all test runs for all the algorithms tested, i.e., the maximum of all values 
MAKS(alg) - MAKS(best) 
MAKS(best) ’ 
where MAKS(best) equals optimal value, for n < 25, and equals the best solution 
obtained by the six heuristics, for n > 25. Optimal solutions for n < 25 were obtained 
by a complete enumeration procedure. Table 2 gives average computational times. 
Table 1 
MAKS. Maximum relative error * 10” 
n #pro LPTT KKT S2E S2T S3E S3T 
10 20 1283 6970 1283 6970 0 0 0 0 
15 20 3 933 874 4 001088 134 545 3 215 168 734 545 3 682 670 
20 20 43 1066 280 461 192 859 409 188 134332 409 188 
25 20 249 199 112729 65 944 97 724 65 944 71048 
30 20 92716 63 302 24 371 39 903 18 176 66041 
35 20 12 859 42 575 4971 53 966 13955 12 761 
40 20 21174 7886 2116 23 499 3678 16833 
45 20 5050 4457 2101 4772 3599 4172 
50 20 2128 3211 2035 2390 2332 2390 
55 10 1250 1411 682 4696 588 752 
60 10 so2 554 985 1244 985 1840 
65 10 422 729 215 1051 401 625 
70 10 397 882 192 249 548 319 
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Table 2 
Computational times for MAKS (in s) 
n LPTT KKT S2E S2T S3E S3T OPT 
10 0.01 0.01 0.16 0.10 0.09 0.05 0.00 
15 0.05 0.05 0.54 0.35 0.29 0.20 0.07 
20 0.17 0.18 1.63 1.08 0.82 0.64 2.11 
25 0.46 0.39 3.13 2.17 1.68 1.34 66.64 
30 0.86 0.88 5.36 3.76 2.79 2.40 - 
35 1.71 1.61 10.30 7.30 5.29 4.64 
40 2.53 2.26 15.70 10.89 7.77 6.88 - 
45 4.53 4.85 23.38 17.71 11.86 11.29 
50 6.19 5.94 30.00 22.74 15.20 15.30 
55 9.25 8.46 39.63 31.07 19.99 22.94 
60 15.76 12.15 51.34 41.46 26.28 27.58 
65 18.23 18.87 76.88 63.05 39.16 38.92 
70 23.33 18.85 92.87 72.26 47.54 51.72 
Table 3 
MAKS. Maximum percentage of improvement 
n #pro S2E S2T S3E S3T 
IO 20 0.592541 0.592541 0.383409 0.383409 
15 20 0.212350 0.214039 0.224388 0.224388 
20 20 0.060653 0.059897 0.057420 0.050638 
25 20 0.037051 0.036983 0.016958 0.016820 
30 20 0.016389 0.016510 0.011385 0.011182 
35 20 0.029420 0.029405 0.010632 0.010664 
40 20 0.006710 0.006720 0.006710 0.006720 
45 20 0.006536 0.006496 0.004655 0.004657 
50 20 0.006095 0.006110 0.003746 0.003747 
55 10 0.003393 0.003390 0.011489 0.011495 
60 10 0.003298 0.003282 0.000638 0.000633 
65 10 0.001880 0.001880 0.001220 0.001210 
70 10 0.001560 0.001560 0.001700 0.001700 
Algorithms S2E and S3E are more accurate than the tabu search algorithms at the 
cost of longer computational times. For all problem sizes, except n=60, the maximum 
relative error of the more accurate of a pair S2E and S3E is less than the error of 
the most accurate tabu search algorithm. KKT is more accurate for smaller instances, 
while LPTT is for larger. The calculation of initial solutions takes longer for S2T and 
S3T than for LPTT and KKT. 
Table 3 presents the maximum percentage of improvement obtained by the exchange 
procedure and the tabu search. More precisely, columns SkE, k = 2 and 3, give the 
maximum of 
MAKSf Sk) - MAKS( SkE) * 1 o. 
MAKS( SkE) 
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over all instances for given n, where MAKS(Sk) is value of the best solution generated 
by Algorithm k. Columns SkT, k = 2 and 3, give the maximum of 
MAKS(Sk) - MAKS( SkT) * 1OO 
MAKS(SkT) 
over all instances for given n. 
6.2. WCT 
Instances with n=lO,l$..., 60 jobs were randomly generated with processing times 
and weights uniformly distributed over the interval [1,2”‘*]. (Note that the weighted 
completion time of a schedule is usually much larger than its makespan, so larger data 
very likely produce data overflow.) The results are presented in Tables 4 and 5, where 
SMIT denotes tabu search with initial solution obtained by the algorithm of Smith [23]. 
We used neighborhood Ns for all tabu search algorithms. Table 4 shows the maximum 
Table 4 
WCT. Maximum relative error * 10” 
n 
10 20 0 0 0 
15 20 489 626 345 761 345761 
20 20 1972 638 2 961063 2 825 877 
25 20 2 004 996 1692 142 1692 142 
30 20 1140218 6 454 808 2 971961 
35 20 1533 567 3 128518 750 714 
40 20 1734 412 2 026 924 1713 113 
45 20 1052 836 1582 437 1052 836 
50 20 838 727 544 944 481528 
55 10 477 476 673 233 238 049 
60 10 235 091 342 848 317208 
SMIT SIT S4T 
Table 5 
Computational times for WCT (in s) 
n SMIT SIT S4T OPT 
10 0.04 0.05 0.05 0.01 
15 0.25 0.28 0.32 0.41 
20 0.99 1.21 1.28 16.49 
25 3.21 3.61 3.70 
30 7.11 9.12 8.89 
35 20.3 1 20.75 19.52 
40 33.61 37.14 41.97 
45 69.53 64.3 1 67.38 
50 109.41 122.62 120.64 - 
55 179.08 166.91 158.26 
60 248.81 286.72 294.79 
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relative error over all test runs for all algorithms tested in comparison with the best 
solution found, i.e., the maximum of all values 
WCT(alg) - WCT(best) 
WCT(best) ’ 
where WCT(best) equals optimal value, for n < 20, and equals the best solution ob- 
tained by the three heuristics for, n > 20. Optimal solutions for n < 20 were obtained 
by a complete enumeration procedure. Table 5 gives average computational times. 
Algorithm S4T is more accurate than SMIT and SlT for almost all problem sizes. 
Since the differences between computational times of all three algorithms are negligable, 
we may conclude that S4T proved to be the best algorithm for WCT. 
Table 6 presents the maximum percentage of improvement obtained by the tabu 
search. More precisely, columns SkT, k = 1 and 4, give the maximum of 
WCT( Sk) - WCT( SkT) * 1 o. 
WCT( SkT) 
over instances for given n, where WCT(Sk) is value of the best solution generated by 
Algorithm k. 
6.3. CTV 
Instances with 12 = 10,15,. . ,70 jobs were randomly generated with processing times 
uniformly distributed over the interval [ 1, 2”14]. The results are presented in Tables 7 
and 8, where KANT denotes tabu search with initial solution obtained by the algorithm 
given by Kanet (1981). We used neighborhood A$ instead of NJ for all tabu search 
algorithms because of long computational times. The job exchange procedure was ap- 
plied only twice for the same reason. Table 5 shows the maximum relative error over 
all test runs for all algorithms tested in comparison with the best solution found, i.e., 
Table 6 
WCT. Maximum percentage of improvement 
?I #pro S4T SIT 
10 20 0.572387 0.948570 
15 20 0.641231 0.923253 
20 20 0.716697 1.042383 
25 20 0.672731 1.032177 
30 20 0.654934 1.109232 
35 20 0.576160 0.792774 
40 20 0.510820 0.715477 
45 20 0.518730 0.785954 
50 10 0.5 14640 0.561260 
55 10 0.772597 0.535167 
60 10 0.403214 0.731112 
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Table 7 
CTV. Maximum relative error * 1O’O 
n #pro KANT S3E S3T S4T 
10 20 0 
15 20 0 
20 20 0 
25 20 56344 
30 20 85444 
35 20 23107 
40 10 867 
45 10 976 
50 10 11695 
55 10 3623 
60 10 418 
65 10 256 
70 10 3035 
0 
0 
0 
28012 
4341 
13202 
3876 
34008 
12301 
0 0 
0 0 
79156 6824 
587847 86725 
58780 214600 
73084 19526 
33262 33262 
32165 11929 
14545 7895 
11024 13170 
8798 9193 
6308 4595 
3776 10042 
Table 8 
Computational times for CTV (in s) 
n KANT S3E S3T S4T OPT 
10 0.02 
15 0.11 
20 0.38 
25 0.92 
30 1.83 
35 3.51 
40 5.37 
45 8.73 
50 14.22 
55 22.22 
60 30.03 
65 42.68 
70 47.67 
0.87 
5.34 
21.33 
52.20 
115.81 
254.52 
410.48 
633.33 
1042.66 
0.06 0.03 0.04 
0.23 0.15 1.04 
0.70 0.45 37.83 
1.41 1.16 - 
2.64 2.66 - 
4.97 4.84 - 
7.23 7.29 - 
9.94 11.86 
15.64 21.86 - 
22.10 29.37 
26.13 36.67 - 
38.27 61.23 - 
46.08 65.65 - 
the maximum of all values 
CTV(alg) - CTV(best) 
CTV(best) ’ 
where CTV(best) equals the optimal value, for n 6 20, and equals the best solution 
obtained by the heuristics, for n > 20. Optimal solutions for n < 20 were obtained by 
a complete enumeration procedure. Table 8 gives average computational times. 
Algorithm S3E gives the best results for small instances (n < 35); for larger in- 
stances, however, it is always less accurate than any of the tabu search algorithms. For 
large instances (n 2 SS), KANT always gives the most accurate solution. Differences 
between computational times of all tabu search algorithms are negligable; S4T is just 
a little more time consuming than KANT and S3T. The CPU-time of S3E grows quite 
fast with the number of jobs, thus, it has not been tested for instances with n > 55. 
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Table 9 
CTV. Maximum percentage of improvement 
n #pro S4T S3E S3T 
10 20 0.060677 
15 20 0.322411 
20 20 0.616270 
25 20 0.619933 
30 20 0.717965 
35 20 0.651513 
40 10 0.694755 
45 10 0.602000 
50 10 0.742525 
55 10 0.636135 
60 10 0.594127 
65 10 0.655024 
70 10 0.509770 
0 
0.000183 
0.000233 
0.000266 
0.000101 
0.000246 
0.000249 
0.369647 
0.528303 
0 
0.058725 
0.148281 
0.253635 
0.387509 
0.336413 
0.405821 
0.369627 
0.528303 
0.468103 
0.451729 
0.425462 
0.374574 
Table 9 presents the maximum percentage of improvement obtained by the exchange 
procedure and the tabu search. More precisely, column S3E gives the maximum of 
CTV(S3) - CTV(S3E) * 100 
CTV( S3E) 
over all instances for given n, where CTV(Sk) is value of the best solution generated 
by Algorithm k. Columns SkT, k = 3 and 4, give the maximum of 
over 
CTV(Sk) - CTV(SkT) * 100 
CTV( SkT) 
all instances for given n. 
4.4. WET 
Instances with n = 10,15,. . . , 60 jobs were randomly generated with processing times 
and weights uniformly distributed over the interval [ 1, 2”‘2]. We tested two different 
algorithms: SIT and tabu search with initial solution obtained by the modified Smith’s 
algorithm (denoted by SMMT). The modified Smith’s algorithm works as follows: Let 
the jobs be ordered such that WI/PI > wz/p2 > . . . 2 w,,fp,, (see proof of Lemma 2 
(d)). Assume that jobs 1,. . . , i - 1 have already been scheduled. Let E and T denote 
the set ofjobs in {I,..., i- 1) scheduled early (i.e., by due date d) and late (i.e., after 
d), respectively. Initially, we have E = {k} and T = { 1,. . . , k - 1) for some job k < i. 
If xjEE pj < xjET pj + pi, we add i to E; otherwise, we add it to T. The algorithm 
tries all the possible choices k E { 1,. . . , n} for the job finishing at d. 
We used neighborhood N3 for both tabu search algorithms. For n < 20, we calculated 
optimal solutions using a complete enumeration procedure. Both algorithms found the 
optimal solution for all instances with n < 20. For n = 50, SIT improves SMMT in 
one case out of 20. For n = 60, each algorithm improves the other in one case out 
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Table 10 
Computational times for WET (in s) 
n SMMT SlT OPT 
10 0.04 0.05 0.02 
15 0.25 0.28 0.83 
20 1.05 1.09 34.82 
25 2.97 3.06 
30 7.13 7.31 - 
35 15.10 15.95 - 
40 30.99 31.46 - 
45 51.93 51.21 - 
50 84.76 83.00 
55 129.70 132.41 
60 223.19 239.99 
Table 11 
WET. Maximum percentage of improve- 
ment 
n #pro SlT 
10 20 1.458671 
15 20 5.652539 
20 20 3.963582 
25 20 4.584041 
30 20 4.642857 
35 20 3.738318 
40 20 3.096539 
45 20 2.432432 
50 20 2.419355 
55 10 2.276945 
60 10 3.043950 
of 10. In all other cases, the algorithms were of the same accuracy. Table 10 gives 
average computational times. 
Table 11 presents the maximum percentage of improvement obtained by the tabu 
search. More precisely, column SlT gives the maximum of 
WET(S1) - WET(S1T) * 1oo 
WET(SlT) 
over all instances for given n, where WET(S1) is value of the best solution generated 
by Algorithm 1. 
7. Concluding remarks 
We considered four well-known scheduling problems that reduce to the problem 
of finding minimum weighted clique in a complete graph with negative weights and 
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self-loops allowed. Each of the reductions results in a graph in which the weights 
associated with edges (i,j) are of the form ai*bj. We presented an (r-c) pair of dynamic 
programs for this type of MinClique problem which translates into a pseudopolynomial 
time pair of dynamic programs for each of the scheduling problems. 
We also gave a family of spectral algorithms for the MinClique problem as well as 
for MaxCut. The algorithms exploit eigenvectors of the adjacency matrix of a graph. 
Computational tests have shown that these algorithms often produce solutions that are 
not local optima, though they are very receptive to simple improvement algorithms. 
This may indicate that the bounds given by the Hoffman-Wielandt inequality for these 
problems are not strong enough. Notice that due to the small number of different non- 
zero eigenvalues of P and Q matrices we were able to enumerate all the bounds. Our 
computational test were designed to compare two different approaches to improving 
suboptimal solutions. One approach applies a simple job exchange procedure to all 
generated solution, the other applies tabu search to the best solution only. The former 
approach turned out to be more accurate for MAKS and small size CTV problems, 
the latter was more accurate for WCT and WET. The tabu search did not use any 
diversification or intensification procedures that might improve its quality. This addition 
to the tabu search as well as the development of lower bounds for the four problems 
seem to be promising directions for further research. 
An interesting open question is whether there exists a fully polynomial time approx- 
imation scheme for MinClique with weights being of the form ai * bj. Such a scheme is 
given for CTV by De et al. [5]. The algorithm given by Hall and Posner [8] for WET 
becomes a Molly polynomial time approximation scheme only if the weights are bounded 
by a polynomial function of n. Then, however, an exact solution can be obtained in 
polynomial time (see [5] or Section 3). Thus, the question is also open for WET. 
Appendix 
Proof of Lemma 1. We show that, for a given instance of MaxCut given by integers 
d,, 1 G i < j d n, we can define integers d;, 1 < i, j < n such that 
C dijxi @xj = - C d&xixj. 
l<i-cj$n I <i,j<n 
Let dji = dij for 1 < i < j < n. We have 
C dijxi @xj = C dij(iixj + xifj) 
1 gi<jgn 1 Qi<j$n 
= C dijxj + C dijxi - C 2dijXiXj 
l<i<j<n lGi-cj<n 1 <icj<n 
= C dijxjxj + C dijxixi - C dijxixj 
1 $i<j<n I<iij<n 1 Qi,j$n 
i#j 
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dji + 2 dij XiXi - c 
dijxixj 
j=i+l 1 Gi<jQn 
i#j 
=- c d$xiXj 
l<i,j<n 
with 
( dij ifi#j, 
d;. = 
[-(zdb+ 2 dik) ifi=j. ’ 
k=l k=i+l 
Proof of Lemma 2. (a) In an optimal schedule, the jobs are scheduled on both ma- 
chines without idle time. Define Xi = 1 (Xi = 0) if job i is processed on A41 (A&). 
Obviously, minimizing the maximum completion time is equivalent to maximizing 
+C C PjPixjii 
j=l i=j+l 
= C PjPiXj-C+ C PipjXiXj 
l<i<j<n lQi<j$n 
=c PiPjXi @Xj 
l<i<jQn 
= 
c 
duni B xj 
l<i<j<n 
with dij = PiPj (1 bi < j<n). 
(b) Let the jobs be ordered such that wl/pl B wz/pz > . . . 2 w,/p,,. In an optimal 
schedule, the jobs on each machine are scheduled in increasing order of their indices 
without idle time [23]. For a given schedule, define xi = 1 (xi = 0) if job i is processed 
on Mi (Mz). The objective function of this schedule is equal to 
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= C Wj(Xj + Xj)Pi - C Wjpi(fiXj + XiXj) 
l<i<j<n l<iGj<n 
= 
c WjPi - c dijXi $ Xj 
1 SiQj<n I<i<j<n 
with d, =wjpi (1 <i < j < n). 
(c) See [16]. 
(d) Again, let the jobs be ordered such that wl/pl > w2/p2 2 . . . 2 wn/pn. Hall 
and Posner [8] show that there always exists an optimal schedule with the following 
properties: 
- One job finishes at due date d. 
- The jobs finishing by d are scheduled in an order of decreasing indices without idle 
time inserted. 
- The jobs finishing after d are scheduled in an order of increasing indices without 
idle time inserted. 
For a given schedule, define xi = 1 if job i finishes by d, i.e., Ci < d, and xi = 0 
if job i finishes after d, i.e., Ci > d. The objective function of this schedule can be 
written as 
= 
c Wj PiXjXi + c WjPi - c Wj Pi Xi 
I<i<j<n l,<i<j<n l$iQjin 
-c Wj PiXj + c Wj PiXjXi 
1 Bi<jSn 1 di<j<n 
n n i 
= C 2Wj PiXjXi + 
xc = 
-Pi Wj - Wi c pj+Wipi Xix;+ 
) 
c Wj Pi 
1 Gi<j<n i=l j=i j=l 1 QiGjQn 
i-1 
ZZ C 2Wj Pixjxi + 2 - Wi C pj + pi 2 Wj Xix; + c wj pi 
l<iij<n i=l 
i 
j=l j=i 
) 
I<iQjQn 
= C dijxixj + C wjpi 
1 <i,j<n l=Si<j<fl 
with 
wjPi if i<j, 
if 
dij = 
wi Pj i>j, 
i-l 
- Wi C Pkfpik wk 
) 
if i=j. 0 
k=l k=i 
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Proof of Lemma 3. Let A # 0 be an eigenvalue of matrix P(x), and let u = (~1, 
U2,..,r u,)~ be a normalized eigenvector associated with 1. By definition [lo], we have 
P(X)U=iV~~X~XjVj=lzU~ (i=l,...,n). 
j=l 
We consider the following cases: 
(i) i EM, i.e., xi = 1. We have 
AVi = f: XiXjVj = 2 XjVj = 1 Vj, 
j=l j=l j&U 
i.e., we have vi = k for all i E A4 and some k. 
(ii) i #M, i.e., xi = 0. We have 
(10) 
AUi = 2 XiXjUj = 0, 
j=l 
i.e., we have ui = 0 for all i 6 M. 
Because of u # 0 we have k # 0, and, following (lo), 
C uj = mk and C aj = lk, 
EM jEM 
i.e., A = m. Normalizing u gives vi = (s/fi)xi for i = 1,. . . , n and s E { - 1,l). 0 
Proof of Lemma 4. Let I # 0 be an eigenvalue of matrix Q(x), and let v = (ut, 
~2,. . . , u,,)~ be a normalized eigenvector associated with 1. We have 
Q(X)U = AU * 2 (1 - XiXj)Vj = AL+ (i = 1,. . . ,n). 
j=l 
We consider the following cases: 
(i) i EM, i.e., xi = 1. We have 
AUi =&l -XiXj)Vj =e(l -Xj)Vj = C Vj, 
j=l j=l j@f 
i.e., we have vi = k for all i EM and some k. 
(ii) i # k&xi = 0. We have 
NlUf = 2 (1 - XiXj)Vj = 2 Vj, 
j=l j=l 
i.e., we have Vi = 1 for all i $ M and some 1. 
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By (i) and (ii), we have 
C vj = (n - m)l and C nj = A.k, 
i#M iW 
2 uj = C vj + C vj = mk + (n - m)l ad 2 vj = 111, 
j=1 jEM jeM j=l 
i.e., 
(n - m)l = Ak, 
mk + (n - m)l= 11. 
(11) 
(12) 
With 1 # 0 and v # 0, it follows immediately from (11) that k # 0 and I # 0. Now, 
combining (11) and ( 12) yields 
(n - m)l 
mp+(n-m)l-ill=0 
1 
22 m(n - m) + (n - m)l - A2 = 0 
w A1,2 = f((n - m) f d(n + 3m)(n - m)) 
Since m c n, we have II # 12 and ;1r, 22 # 0. Since k # 0, and any non zero scalar 
multiple of an eigenvector v is also an eigenvector, we may assume that k = 1. Thus, 
we have (cf. (11)) I= A/(n - m) for 1 E {At, AZ}. We obtain eigenvectors 
q! = { 
1 if xi = 1, 
11 
if xi = 0, 
n-m 
vi’ ZZ 1 
1 if xi = 1, 
12 
if Xi = 0, 
n-m 
(i = 1,. . _ , n) associated with 11 and AZ, respectively. It is easy to check that the 
vectors v’ and v2 are orthogonal, i.e., we have Cy=, v,!v: = 0. Moreover, we have 
(Iv1 11 = d%?& and [[a211 = q’m. Thus, normalizing v1 and v2, we obtain or- 
thonormalized eigenvectors 
yl =(q!)= 
&&(&+(1+&i) 
Sl 
= (n _ m)dw (4 + A2xi) 
II + l2Xj 
= ” (n - m)Jm’ 
v2 = ($) = &&(&+(1-A)+ 
B. Jurisch et al. IDiscrete Applied Mathematics 72 (1997) 115-139 139 
= (n _ m);j-g-gy (22 + AlXi) 
A2 + JvlXi 
=“2(n-m)~~ 
for i = 1 , . . . , n and sl,s2 E {-1,l) associated with 11 and AZ, respectively. 0 
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