The probability of rare and extreme events is an important quantity for design purposes. However, computing the probability of rare events can be expensive because only a few events, if any, can be observed. To this end, it is necessary to accelerate the observation of rare events using methods such as the importance splitting technique, which is the main focus here. In this work, it is shown how a genealogical importance splitting technique can be made more efficient if one knows how the rare event occurs in terms of the mean path followed by the observables. Using Monte Carlo simulations, it is shown that one can estimate this path using less rare paths. A self-similarity model is formulated and tested using an a priori and a posteriori analysis. The self-similarity principle is also tested on more complex systems including a turbulent combustion problem with 10 7 degrees of freedom. While the self-similarity model is shown to not be strictly valid in general, it can still provide a good approximation of the rare mean paths and is a promising route for obtaining the statistics of rare events in chaotic high-dimensional systems.
Introduction
Rare excursions of a complex system from its nominal behavior are difficult to predict, since very few observations, if at all any, would exist to reliably characterize the source of this behavior. Although rare events are sparsely encountered, when they are associated with extreme events, their impact can be of tremendous importance. For instance, in propulsion applications, gas turbines and other such energy conversion devices are designed to minimize failure probability, but any failure can have catastrophic consequences [1] . The problem of rare event prediction is also relevant to other fields such as market crashes in financial systems [2] , prediction of reaction rates in molecular dynamics [3] , the occurrence of rogue waves next to offshore platforms [4] , rare and extreme atmospheric heat waves [5] , heavy rains [6, 7] or energy grid blackouts [8] . Even though each such event is rare, the presence of this possibility requires an endeavor to develop prediction tools.
Defining prediction in this context is itself a multifaceted issue [1] , but much of the prior work in this area can be grouped as following a dynamical systems approach arXiv:1911.01222v1 [physics.comp-ph] 1 Nov 2019 or a statistical approach. In the dynamical approach, the goal is to characterize the dynamical behavior of the system, such as its response to perturbations or its stability properties [9] . One application could be that understanding these aspects could enable real-time control, where some precursor is identified for the purpose of an actuation mechanism. In the statistical approach, the goal is to obtain statistics of a rare event.
Estimating the probability of a rare event may enable a more resilient system that is less susceptible to such extreme excursions. Such statistical approaches can also reveal the average behavior close to a rare event, which may also be used to identify precursors. However, developing such a statistically significant ensemble of rare events is in itself a formidable challenge. This is especially the case in high-dimensional systems, where several paths to such rare events may exist. The focus of this work is to develop a statistical framework for such high-dimensional systems, where features of a rare event trajectory are inferred from less rare (more probable) trajectories.
Rare events occur when there is some uncertainty imposed on the system. For instance, this could be due to uncertainty associated with the initial or boundary conditions. The objective of the numerical approach is to sample realizations that lead to extreme events, as defined by specific regions of phase-space. For this purpose, consider the quantities used to define the rare events as ξ ∈ E, where E is the phase space. The rare event probability is defined as p = P (ξ ∈ A), where A ⊂ E. In a Monte-Carlo sense, this probability can be estimated by sampling n independent events, with the estimator of p given by
where 1 A (x) = 1 if x ∈ A and 0 otherwise. While the estimator is unbiased, the variance of this estimator can be obtained as (p − p 2 )/n. The relative uncertainty of the estimator scales as 1 np for p 1. Therefore, the lower the probability to be estimated, the higher relative uncertainty of the estimator. In order to improve this estimation process, a reliable approach to sampling more of the trajectories that lie in A is necessary. The main challenge that makes such an estimator difficult to obtain is that the set of initial/boundary conditions that lead to the rare event is not known a priori.
There are many techniques that exist to improve this estimation procedure. For example, in importance sampling methods [10] , a biased distribution is used to draw more samples from certain regions of initial and boundary condition space. However, the optimal bias needed to obtain extreme events is unknown, which reduces the effectiveness of this method [11] . Typically, a functional form of the biased distribution is assumed, and its parameters are adjusted to approximate the optimal biased distribution [12] . The biased distribution could also be obtained from the direct observation of a rare event with a cheaper low-fidelity model [13] . An alternative technique is the importance splitting (ISP) method, where the rare event region is progressively reached. Suppose that one defines a rare event as A = {ξ, Q(ξ) > a}, where ξ is the state of the system, Q(ξ) ∈ R is the quantity of interest (QoI) and a is some threshold. Instead of directly finding A, one can sample A i = {ξ, Q(ξ) > a i } 1≤i≤N such that a 1 < ... < a N , and use the fact that A 1 ⊃ ... ⊃ A N . Until recently, these methods were limited due to their sensitivity to the definition of the intermediate levels a 1 , ..., a N . New adaptive methods that do not require to define these levels explicitly [14] have allowed importance splitting to be used in a variety of fields [15, 16] . To define the levels, multiple realizations are run from a baseline state. The state obtained that is the closest to the rare state is then selected as a starting point for the next generation of realizations. In this framework, simulations are spawned at non-regular intervals and the rare event can occur after an arbitrarily long time. Recently, such techniques have been shown to be particularly successful at capturing rare events in turbulent flows. For example, it has been used to observe transitions in planetary atmosphere [15, 17] . A similar algorithm, close to the one investigated here, uses realizations that are killed or cloned at regular intervals depending on their estimated potential of reaching a rare event. There, the rare event can be defined at a pre-specified time. This technique has also recently been successful for computing the time separating two extreme events (return times) in turbulent flows that can be obtained from the probability of the rare event itself [5, 18] For the specific problems of interest, Wouters et al. [19] analyzed a genealogical particle algorithm that was introduced in Ref. [20] . The algorithm relies on the simultaneous evolution of several copies of the dynamical system. The copies that are the closest to the rare event are cloned or pruned periodically. At the end of the procedure, the observations of the system are clustered next to rare event and can be used to estimate the desired probability. Wouters et al. [19] also recognized that the ISP algorithm could be improved with prior knowledge of the trajectory leading to a rare event. In particular, the approach is inspired by techniques used in computational chemistry. For instance, if the goal is to capture the probability of transition of a molecular system from one state to another, it can be beneficial to focus calculations around the most likely transition path in order to observe many such transitions [21] . In other areas, including fluid mechanics, the importance of the most likely path leading to a rare event (the instanton) has also been recognized and used to sample rare events [17, 22, 23] . However, there is no known robust method to compute the path to rare events in deterministic chaotic system.
With this background, the paper proposes a simple method to estimate the trajectory leading to a rare event in a deterministic and chaotic system. This trajectory is then used with the ISP algorithm studied by Wouters et al. [19] to measure its effect on the computational gain. The computational gain is computed in the case of highdimensional deterministic dynamics, relevant for turbulent flow applications.
The rest of the paper is organized as follows: Section 2 briefly describes the algorithm analyzed by Wouters et al. and illustrates the benefit of using the average time-history of the observable that correspond to rare events for the statistics of the probability estimator. Section 3 introduces a method to estimate the path to a rare event from a simple rationale. The method is tested with an a priori and a posteriori analysis.
In Sec. 4, the applicability of the method to more complex systems is investigated and discussed. Concluding remarks are provided in Sec. 5.
2. Path-to-event based estimation of probability 2.1. Definition of the dynamical system and rare event notation
The rare events of interest occur over a finite-time interval, and the quantity of interest (QoI) is defined at the final time. More formally, the dynamical system is defined as
where F represents the governing equations. In the case of turbulent flow or other systems governed by partial differential equations, F is some finite-dimensional approximation of these equations obtained by, for instance, numerical discretization. P is the nominal distribution of initial conditions. The QoI is defined as QoI = Q(ξ(T f )) = Q(T f ) and the observable is chosen to be Q(t). In the rest of the document, Q is chosen to be a single scalar.
Genealogical particle algorithm
The genealogical particle algorithm studied in Ref. [19] is briefly presented as it will be used as the basis for the proposed method. Since the problem is deterministic, only the uncertainty in initial conditions can lead to a distribution of QoI. The goal is to find the probability with which the QoI exceeds a certain threshold a, P (Q(T f ) > a). The algorithm starts by sampling M initial conditions (also called particles) at t = 0 that are evolved over time with timestep ∆t. The name genealogical is due to the fact that at intermediate times (or selection steps) between t = 0 and t = T f = N t ∆t, realizations that are deemed likely to lead to the rare event are cloned, while others are pruned. Cloning of particles implies that at time t = T , another copy of this particle is initiated. For deterministic dynamics, this copy should be perturbed by a small amount before being evolved. In this work, the selection steps are fixed a priori and occur at fixed time stations. For the numerical tests that are conducted, the number of selection steps is expressed in terms of the number of timesteps N s that separate two selections. After every selection step, a special procedure is used to maintain the total number of trajectories to be constant (see [19, Sec. 2.3.3] for the details of this procedure). In order to select the particles that need to be cloned or pruned at every selection step, a weight is attributed to each particle based on the chosen observable. For additional clarity, the algorithm described above is summarized as pseudo code in Algo. 1.
Step 6 and 12 of Algo. 1 are explained in detail in Ref. [19] and are not expanded further. The focus of the present work is on Step 5. The weight chosen in Ref. [19] is of the form W = exp(C∆Q), where C is a constant called the weighting factor and ∆Q is the variation of the observable between two selection steps. The value of C determines the aggressiveness of the cloning process if j == N s then 5:
Compute the weight W of each sample.
6:
Prune samples with low weight and clone samples with high weight. Evolve samples over ∆t.
10: j=j+1 11: end for 12: Compute probability estimator expressed as the pruning ratio Nprune M , where N prune is the number of particles that are pruned and M is the total number of particles evolved. A large value of C would lead to a large pruning ratio, meaning that at every selection step, only a few particles are saved. In turn, a large pruning ratio would also prioritize particles that lead to the rarest events. In Ref. [19] , it was proposed to choose C such that C =
, the difference between the desired average of the QoI at T f over the M particles used in the ISP and the unbiaised expected value of Q(T f ), i.e. when no selection is applied; σ 2 Q = V ar(Q(T f )) is the unbaised variance of Q at t = T f , i.e. when no selection is applied. In practice, the statistics of the QoI can be estimated by running M non-biased simulations prior to using the ISP. If a large deviation from the average behavior is sought, then ∆µ Q will be larger and the value of C will increase as well. Since C controls the pruning process, it is necessary to understand the implications of the choice of this variable.
The influence of the weighting factor C on the ISP is illustrated in Fig. 1 for the Lorenz 96 system [24] , using parameters based on Ref. [19] . This system will be used throughout the paper as a benchmark for the performances of the modified algorithm. This system is non-linear, can have an arbitrarily high number of dimension and exhibits chaotic dynamics that makes it a good surrogate for turbulent flow problems. The governing equations are written as
where f = 256, ξ d+1 = ξ 1 , ξ 0 = ξ d , ξ −1 = ξ d−1 and d is the number of degrees of freedom chosen (here, 32). The observable considered here is related to the turbulent energy of the system and is defined by
A second-order Runge Kutta scheme is used for the time-integration, and the time step is set to 10 −3 . In Fig. 1 (left) , 1000 instantaneous realizations of Q are shown along with the ensemble average. The initial conditions are normally distributed, i.e.:
and quickly diverge from each other due to the chaotic dynamics. In the middle and right plots, the trajectories simulated at the end of the splitting algorithm using M = 100 particles are shown for weighting factors C = 0.0104 (middle) and C = 0.0208 (right). Note that the weighting factor C = 0.0104 was used in Ref. [19] to demonstrate the capabilities of the algorithm. At every selection step, the clones are perturbed using a normal distribution N (0, 0.871). The selection steps are separated by N s = 19 timesteps.
The magnitude of the perturbations should be large enough to generate realizations that can be considered independent at the next selection time, and small enough to not affect the probability computed. Similarly, selection frequency should be low enough to ensure that realizations are not too correlated, but large enough so that realization do not have time to return to non-rare paths. These are hyperparameters of the method. In Ref. [19] , a sensitivity analysis is used to set them. Acceptable values found there are used in the present study. The importance splitting algorithm is stochastic due to perturbation introduced during the cloning process. Hence, the algorithm needs to be executed multiple times to obtain statistics about the probability estimator. As can be seen, the largest weighting factor leads to the largest value of QoI at the final time. However, it also quickly discards most of the particles. This effect was also observed in [25] . As a result, the solution space ensemble containing the trajectories that lead to a rare events are not appropriately sampled, which can lead to large variance for the probability estimator, thereby increasing its associated uncertainty. 
The rare mean path approach
In order to improve the trajectory sampling for estimating probabilities of events significantly removed from the mean behavior, the weighting factor will have to be modified. In fact, the weighting factor could be made time-dependent [19] :
where µ rare (t) = E rare (Q(t)) is the average Q(t) conditioned on all the trajectories that lead to a rare event, µ Q (t) = E(Q(t)) is the time-dependent average of Q(t) and σ Q (t) 2 is the time-dependent variance of Q(t). In Ref. [19] , this method was illustrated for a noise-driven problem for which C(t) could be analytically computed, and it was shown to decrease the pruning ratio while leading to the expected final QoI. Here, the objective is to evaluate this procedure for the Lorenz 96 problem and quantify the impact of the procedure on the statistics of the probability estimator. In all the following discussions, the name target level refers to the threshold that QoI is designed to exceed at the final time when using the ISP. For the fixed-weight algorithm, target level refers to E ISP (Q(T f )) and for the time-dependent weight algorithm, target level refers directly to the threshold a.
The system of interest is defined by Eq. 2. While, σ Q (t) and µ Q (t) can be approximated using a few observations of the system, estimating µ rare (t) requires observation of the rare event. The target levels investigated are Q(T f ) = 1356 and Q(T f ) = 1737, and are located two and four standard deviations away from the mean. In order to get a reasonable approximation of the mean path leading to these values, 10 6 trajectories are simulated. The value of the observables for the trajectories exceeding these levels are stored and averaged at every timestep. More formally, the mean path R(t) that exceeds a threshold a is defined as:
The mean trajectories of the observable leading to both levels are shown in Fig. 2 . Using the computed rare mean path, the probability P (Q(T f ) > 1356) and P (Q(T f ) > 1737) are computed using the genealogical particle algorithm presented in Sec. 2.2 with the fixed and the time-dependent weighting factor. Here, the number of particles is M = 2500 and algorithm is run 100,000 times in order to ensure that the statistics of the estimator are converged. In Fig. 3 , the probability obtained with the fluctuating path approach is compared to a brute force calculation computed with 8×10 8 calculations. Note that although a single level is targeted, it is only used to compute C. The ISP method used does not preclude from estimating probabilities at higher levels. Therefore, the results present probabilities corresponding to different value of the QoI. As can be seen the variance is significantly reduced compared to that of the Monte-Carlo simulation at the levels targeted. The biais is not exactly equal to zero despite repeating the simulations 100,000 times which could be attributed to the cloning method. Nevertheless, the relative biais at low probabilities is much lower than the relative error, and the ISP estimator can be considered unbiaised. Furthermore, by targeting larger levels, lower probabilities can be estimated by the algorithm. For reference, the probability obtained in Ref. [19] through Monte-Carlo run are also indicated to show consistency between the cases run. The performances of the importance splitting algorithms with fixed and timedependent weights are further investigated in Fig. 4 , where the variance of the probability estimator is plotted in terms of the computational gain compared to a naive Monte-Carlo simulation. More precisely, the computational gain G is defined as the number of brute force simulations required to achieve the same variance as the ISP, divided by the number of particles M used for the ISP:
where p is the probability of the rare event which is obtained with a Monte Carlo simulations, and σ 2 ISP is the variance of the importance sampling estimator which is computed by repeating multiple times the ISP.
For both the fixed weight and time-dependent weighting factor, significant computational savings can be obtained, especially for low-probability events. The target probability corresponding to Q(T f ) = 1356 and Q(T f ) = 1737 are indicated as the vertical black lines. Interestingly, the importance splitting algorithm does not provide computational gains at these levels, which means that the final distribution of Q is not centered around the target levels. Therefore, the choice of the weights according to the rationale of Eq. 5 does not guarantee computational efficiency at the level targeted. As expected, when the cloning is more aggressive, the computational gain increases more steeply as the probability decreases. This is observed for both the fixed and timedependent weights. The main difference between fixed and time-dependent weighting is apparent when targeting higher values of the QoI. The fixed weight only provides computational gain for probabilities lower than 10 −6 and is consistently outperformed by the time-dependent weight algorithm. This result can be explained by the fact that the fixed weight method discards many trajectories too quickly. The average pruning ratio taken across the 10 5 realizations of the ISP for the fixed and time-dependent weighting factors are shown in Fig. 4 for both target levels, and indicate a consistently larger pruning ratio for the fixed weight method. At lower target levels, while the pruning ratio is larger, the computational gains between the fixed and time-dependent weighting factors are almost the same. It is likely that even a small number of additional trajectories that are not pruned can have a disproportionate effect on the performance of the estimator. This further emphasizes the importance of the weighting method for this algorithm. Additional cases are run with 64 and 1024 degrees of freedom instead of 32 to evaluate the effect the dimensionality of the problem of the findings. The results (shown in Appendix A) suggest that the above findings hold for higher number of dimensions as well. 3. Self-similarity approach for estimating the path to a rare event
In the previous section, it was found that knowing the mean path to a rare event can significantly improve the statistics of the probability estimators, especially to estimate low probabilities. However, to obtain the rare mean path, the approach used in Sec. 2.3 required to observe many rare events in the first place, which defeats the purpose of the procedure. Instead, it is preferable to estimate the path to a rare event using a different method. In this section, a brief review of the available methods is provided in order to convey the point that simpler procedures are needed. For this purpose, the self-similarity based approach is introduced here. The method is tested using both a priori calculations and a posteriori analysis.
As mentioned in Sec. 2, it has been widely recognized that the knowledge of the average or most likely path leading to a rare event is advantageous in computing the probability of this event. In computational chemistry, transition paths are typically obtained through an optimal sequence of trials and errors, also referred to as the shooting method [21] . Another approach well-suited for noise-driven rare events consists of finding the optimal time history of external forcing that can drive the system to a rare event. This optimum can be obtained by solving a minimization problem [17, 22] or by directly solving a partial differential equation (PDE) [23] for this instanton. However, such methods can create numerical issues for deterministic chaotic systems that evolve over long periods of time [26] . In this work, a simpler approach is developed, motivated by the observation that there exists self-similarity in the paths that lead to rare events for the system investigated.
A priori analysis
Using the brute force Monte-Carlo simulation for the Lorenz 96 case with 32 degrees of freedom (discussed in Sec. 2.3 with 8 × 10 8 trajectories), the rare mean path to many target levels can be accurately estimated. Several thresholds levels are selected between 1500 and 2000 and are separated by a constant step of size 25. The rare mean paths obtained are plotted in Fig. 5 .
It can first be observed that the path leading to each one of the thresholds are surprisingly similar to one another. In other words, the paths that leads to rare events share characteristics. This feature is termed self-similarity, which provides an approach to estimating the path leading to a rare event without necessarily observing it. The simplest model that can be formulated would consist in assuming that the path leading to a higher threshold for the QoI is simply shifted up by a certain ratio. More formally, given a sequence of thresholds a 1 < ... < a m such that ∆a = a i+1 − a i is constant and
where α is a scalar independent of i. Here, α can be understood as a self-similarity factor that relates the rare mean paths separated by a step size of ∆a for the final value of the observable. In Fig. 5 , this model is a priori tested by plotting the value of α. Indeed, the ratio α appears almost independent of the threshold considered which is in itself surprising given the simplicity of the model. It should be noted that many other models could be formulated and could involve the value of the QoI rescaled by its mean, or a more elaborate factor that depends on the response of the system to perturbation (Lyapunov exponents). Note that the same features are found with the Lorenz 96 system using 64 and 1024 degrees of freedom (Appendix A).
A posteriori analysis
To test the effectiveness of the self-similarity approach, an a posteriori analysis is conducted for the Lorenz 96 case with 32 degrees of freedom. A Monte-Carlo calculation with M = 2500 samples is conducted, where M is also the number of particles used in the importance splitting algorithm. Note that it is not unreasonable to expect a Monte-Carlo calculation to be run with M particles even for other purposes than of estimating the rare mean path. For example, a user of the ISP would typically run randomly sampled simulations in order to cross validate the output of the ISP, at least for the highest probability obtained with the ISP. Furthermore, the value of the weighting factor requires estimating the first and second moments of the QoI, for which randomly sampled simulations would have to be run. Additionally, given that the probability estimate from the ISP is subject to some variance, it is preferable to run the ISP multiple times. The computational cost of the rare event path estimation is therefore of the same order of magnitude as other sanity checks that the user needs to run in general. From the 2500 brute force calculations, the mean trajectory to threshold ranging from 1225 to 1325 are directly computed (based on definition in Eq. 6), in steps of ∆a = 25, leading to at least 70 trajectories per threshold. The path R 1737 (t) to the threshold Q(T f ) = 1737 is then simply estimated as
where R a is the path to the target level (here, a = 1737), b is the largest level directly sampled from the M random samples (here, b = 1325), α ave (t) = R i+1 (t) R i (t) . From here, the time-dependent weight C(t) can be constructed according to Eq. 5. However, the extrapolation procedure incurs numerical errors that can be amplified in regions where σ 2 Q (t) is close to 0. In practice, the absolute value of the weighting factor can be extremely large in these regions and lead to unreasonable pruning ratio. Instead, the weighting factor can be regularized by recognizing that the particle selection should be more and more aggressive close to T f . In other terms, |C(t)| should be an increasing function of time. Since the variance of the observable is expected to be large at T f (the perturbations have had sufficient time to amplify), the numerical error at the latest time is least pronounced. Therefore, C(t) can be enforced to be an increasing function of time in the following manner: starting from the value of C at the final time, step backwards from t to the previous timestep t − ∆t. If C(t − ∆t) > C(t) then C(t − ∆t) = C(t); otherwise, do nothing. Then keep stepping backwards (compare C(t − ∆t) and C(t − 2∆t)). This procedure can then lead to a step-like function for C(t) which will be reflected in the pruning ratio ( Fig. 6 ). Figure 6 shows the extrapolated path towards the desired threshold compared with path obtain from brute-force Monte Carlo computation. The extrapolation procedure does incur inaccuracies, but overall follows the correct trend. The ISP algorithm is then run with M = 2500 particles, with the weights C(t) obtained from the extrapolated mean path. The ISP is executed 10 5 times in order to obtain good statistical convergence of the estimator. As can be seen in Fig. 6 , the computational gain obtained with the a posteriori test is slightly lower than by using a brute force calculation to compute the rare mean path. This is because the rare mean path estimated using the self-similarity model is subject to inaccuracies, which lead pruning more observations than needed (See Fig. 6 right) . However, the a posteriori test still outperforms the method with the fixed weighting factor, across all probabilities. By examining the pruning ratio, it appears that fewer samples are pruned when using the self-similarity approach as compared to the fixed weight method. The pruning ratio exhibits a series of steps that are due to the correction of numerical errors in the extrapolation. The same procedure appears to hold for a 64-dimensional and 1024-dimensional system (Appendix A).
Applicability to other systems
In Sec. 2 it was shown that the knowledge of the rare mean path could improve the convergence properties of the ISP algorithm. In Sec. 3, it was found that a simple approach could be used to estimate the rare mean path from less rare mean paths, and was demonstrated in the case of the Lorenz 96 case. In this section, it is examined whether the observations made in Sec. 3 are applicable for problems more representative of turbulent flows, which is the motivation behind this work. An a priori analysis similar to the one conducted in Sec. 3 is conducted for two different dynamical systems.
Kuramoto-Sivashinsky Equation (KSE)
The 1D Kuramoto-Sivashinsky [27, 28] equation is often used as a surrogate for the spatiotemporal chaos seen in turbulent flows. In this work, the formulation with with unit viscosity coefficient is used:
where u is defined on the domain [0, 32π] and u(t = 0) = cos(x/16)·(1+sin(x/16)), and T f = 150 time units. The equations are integrated in time using the ETDRK4 scheme [29] with a fixed timestep of 0.25 time units. The equations are solved in Fourier space using N = 128 modes. Here, ξ is defined as the discrete version of u in physical space, i.e., ξ ∈ R 128 and the function q that defines the QoI is defined as Figure 7 shows the evolution of the QoI for different initial conditions, and exhibits variations representative of a chaotic system. The event probability is then defined as P (Q(T f ) > a). The probabilities corresponding to different thresholds are shown in Fig. 7 (right) and were obtained by running 8 × 10 8 trajectories.
The rare mean path for thresholds ranging from 2.2 to 2.7 (thresholds for which at least 1000 trajectories can be obtained) and separated by a constant step of 0.05 are shown in Fig. 8 (left) . It can be observed that the rare mean path follow the same functional at first (red lines), which suggest that the self-similarity approach holds initially. However, the rarest mean paths gradually deviate from the initial functional and would not be reasonably estimated using the self-similarity approach. In Fig. 8  (right) , the self-similarity factor α(t) is plotted. The self-similarity approximation is reasonably accurate at early to intermediate times, but shows more variability at later times. Overall, these observations suggest that the self-similarity approach could be useful for short term predictions. Nevertheless, the rare mean paths do not significantly differ from one another, and it is still reasonable to expect the less rare mean paths to be informative of the rarer mean path. 
High-altitude relight in aircraft engines
In aircraft engines operating at high altitude, there is a finite possibility of the flame blowing out, which will lead to loss of propulsion. For this reason, the ability to relight the combustor within short times is crucial for safety (and necessary to obtain certification). During the relight procedure, a spark source is repeatedly used to inject high enthalpy gases into a combustor that is fueled but is at low temperature. While some of these sparks can lead to ignition, propagation of the flame kernel, and eventual stabilization of the gas turbine, the chaotic flow inside the combustor introduces a source of uncertainty. The goal then is to estimate the probability of ignition given a set of operating conditions.
A canonical flow configuration that replicates this ignition process was experimentally studied by [30] and the a corresponding simulation is shown in Fig. 9 , based on the modeling study of [31] . Here, the spark is injected from the base of the flow (marked igniter in the figure) . The kernel then traverses into the region that contains the fuel-air mixture and convecting in a turbulent flow. Subsequent mixing and chemical reactions lead to either a successful or failed ignition event. The forward model is deterministic in nature, similar to other examples studied in the current work. The main sources of uncertainty are the discharge efficiency of the spark igniter and the initial turbulence state in the system. It was determined that the turbulence effect is dominant over igniter efficiency for the range of conditions considered. To quantify ignition, the volume of the kernel at a particular time is used to mark the outcome of the spark injection. More precisely, the observable Q is the volume of burnt products, and the rare event is defined in terms of the final volume of the ignition kernel, such that P (Q(T f ) < a) needs to be estimated. It is emphasized that conversely to the KSE and L96 examples, lower thresholds correspond to lower probability. Hence, R i+1 (t) < R i and α < 1. Details of the simulation procedure and operating conditions are provided in [32] .
Briefly, each simulation of a sparking event is conducted using the large eddy simulation (LES) procedure, with an initial flow field that is sampled from a well-developed homogeneous flow. A total of 541 calculations are conducted among which 235 led to ignition success. Note that the number of simulations conducted is much lower than for the other cases since the system contains approximately 10 7 degrees of freedom.
The results of the calculations are shown in Fig. 10 . The volume of the kernel appears to grow exponentially, driven by the Arrhenius-type reaction chemistry that leads to ignition. As can be seen, all the calculations follow an exponential-like path. However, some ignition events result in weaker flames than others and are therefore more susceptible to be extinguished at later times. The CDF of the volume of the ignition kernel is shown in Fig. 10 (right) and can only be reasonably estimated for probabilities larger than 10 −2 , due to the small sample set used. In Fig. 11 , the self-similarity approach is tested using a sequence of thresholds ranging from a = 1.4 cm 3 to a = 1.2 cm 3 with steps of 0.05 cm 3 . Note that the plots are only shown after 0.5 ms as the kernel volumes are too small before that time and produce numerical errors when ratios are computed. The rare mean path follows a self-similar structure, which indicates that extreme events can be estimated from the less-rare mean paths. Figure 11 tests the self-similarity approach outlined in Sec. 3. At early times, the similarity factor shows large variations, but quickly reaches a nearly constant value in the range of 0.94 − 0.96. The initial variability can be safely removed from the pruning process if the weighting factor is enforced to be a monotonically increasing function of time. At later times, the values of α are close for the different threshold values, indicating that the self-similarity assumption holds for this system as well. Figure 11 . Left: rare mean path exceeding thresholds ranging from 1.4 cm 3 to 1.2 cm 3 and separated by a stepsize of 0.05 cm 3 . Right: self-similarity factor α computed from successive rare mean path (see Eq. 8). Plots correspond to the high-altitude relight case.
Conclusions
Based on prior work of Wouters et al. [19] , the computational advantage obtained by estimating the mean path to a rare event was demonstrated. It was shown that such a path estimation consistently reduces the variance of the probability estimator, especially when the goal is to compute very low probabilities.
Analysis of paths for events at increasingly rare QoIs shows that there exists a self-similarity in these paths that could be exploited to reduce computational cost. In particular, the path followed by a less rare event was found to have a form that is similar to that of a more rare event. An algorithm that exploits this characteristic was constructed and tested a priori and a posteriori for the Lorenz 96 case. It was shown to successfully outperform the importance splitting algorithm that uses a constant weighting factor.
The existence of this self-similarity structure was studied in more complex cases. Two cases, namely the KSE and a high-altitude relight problem, were considered. In the KSE-based system, it was shown that self-similarity holds for a range of rare event probabilities, but can lead to errors when used for events with very low probability. The high-altitude relight problem showed that the self-similarity factor varies initially, but converges to a nearly constant value with time. Both these results demonstrate that the self-similarity approach is valid for deterministic problems, and can be extended to more complex systems.
For future work, the self-similarity validity needs to be tested a posteriori for practical problems, such as the high-altitude relight configuration. This step is not necessarily straightforward as cloning a deterministic simulation requires that the individual trajectory is perturbed without affecting the rare event probability. In the case of a Lorenz 96 problem, a simple random cloning strategy could be used. For turbulent flows, where the spatial coherence of perturbations matter, a more detailed perturbation method is required. Another path for improvement would be to revisit the self-similarity model formulated in Sec. 3. At the moment, a rudimentary model that exploits the self-similarity property for the rare mean path was formulated. More elaborate models could be formulated to be more suited for different systems and to be more resilient to numerical errors. While it was shown that the present approach could be implemented with low computational overhead, it could be advantageous to leverage multi-fidelity approaches to learn the rare mean path, in the same vein as Ref. [13] . Finally, throughout this work, no distinction is made between the observable and the QoI. It could be advantageous to derive a method allowing to pick an observable for which self-similarity properties are more pronounced.
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Appendix A. Validation of algorithm for higher-dimensional problems
In this section, the Lorenz 96 system is investigated in 64 dimensions and 1024 dimensions to determine whether the features found at 32 dimensions hold with increase in dimensionality. The QoI is defined in the same manner as the levels chosen for the 32-dimensional case (Eq. 3). The numerical integration and the timestep size are the same as for the 32-dimensional case. Figure A1 shows the instantaneous evolution of the QoI for 1000 realizations, along with the ensemble average QoI, for the 64 and 1024-dimensional case. The target levels chosen for the 64 and 1024-dimensional cases are located two and four standard deviations away from the mean (similar to the choices made for the 32 dimensional case). The target levels chosen are 1244 and 1512 for the 64-dimensional case; 1042 and 1109 for the 1024-dimensional case. The number of particles is M = 2500. All the ISP simulations are run 10 5 times in order to ensure convergence of the statistics of the probability estimator. In Fig. A2 (for the 64-dimensional case) and Fig. A3 (for the 1024-dimensional case), it can be seen that the estimators obtained are still unbiased (left plots) and provide a consistent improvement compared to the fixed weight methods (middle plots). This improvement can again be linked to the smaller pruning ratio induced by the time-dependent weighting factor. The self-similarity approach is tested a priori for the 64-dimensional case by sampling 8×10 8 realizations and computing the rare mean path exceeding levels ranging from 1400 to 1650 and separated by a constant step size of 25. For the 1024-dimensional case, 2 × 10 8 realizations are run and rare mean paths exceeding levels ranging from 1060 to 1110 and separated by a constant step size of 5 are shown. The results of the a priori analysis are shown in Fig. A4 (for the 64-dimensional case) and Fig. A5 (for the 1024-dimensional case). Similar to the results obtained in Sec. 3.1, there is a self-similar structure to these paths. The self-similarity model proposed in Sec. 3.1 is tested, and shows an equally valid level of agreement.
Finally, the self-similar model is tested a posteriori. Using a brute force calculation run with 2500 realizations, the paths leading to QoI ranging from 1100 to 1225 separated by a step size of 25 are obtained for the 64-dimensional case. Paths leading to QoI ranging from 990 to 1050 separated by a step size of 10 are obtained for the 1024dimensional case. The rare mean path exceeding the thresholds 1512 (for the 64dimensional case) and 1109 (for the 1024-dimensional case) are then estimated, similar Figure A3 . Left: complementary of the cumulative density function (CDF) of the QoI. Probabilities are obtained with brute force calculation ( ), the ISP method with time-dependent weight based on R 1042 ( ), and R 1109 ( ) and M = 2500 particles. Uncertainty of the estimator computed with the ISP algorithm using R 1042 for the timedependent weight is shown ( ) along with the theoretical Monte-Carlo uncertainty that would be obtained with M = 2500 realizations ( ). Middle: computational gain computed as Eq. 7 when targeting the level 1109 with the fixed weight ( ), the time-dependent weight obtained from the brute force calculation ( ), the timedependent weight obtained from the self-similarity approximation . Right: pruning ratio obtained when targeting the level 1109 with fixed weight ( ) and time-dependent weight obtained from brute force calculation ( ) and the time-dependent weight obtained from the self-similarity approximation ( ). Plots correspond to the Lorenz 96 problem with 1024 degrees of freedom. Figure A4 . Left: rare mean path exceeding thresholds ranging from 1400 to 1650 and separated by a stepsize of 25. Right: self-similarity factor α computed from successive rare mean path (see Eq. 8). Plots correspond to the Lorenz 96 case with 64 degrees of freedom.
to the procedure outlined in Sec. 3.2. Figure A6 (64-dimensional case) and Fig.A7 (1024-dimensional case) show that the self-similarity approach provides a reasonable approximation of the rare mean path. The self-similarity procedure is able to provide almost the same computational efficiency as the a priori procedure, while consistently outperforming the fixed weight method.
Finally, the performance of the ISP algorithm is compared between the 32, 64 and 1024-dimensional cases. For each case, the computational gain of the a posteriori analysis, obtained by targeting a level located four standard deviations away from the mean is plotted in Fig. A8 . It can be seen that the performance does not degrade as the number of dimension increases. This observation suggests that the ISP method used Figure A5 . Left: rare mean path exceeding thresholds ranging from 1060 to 1110 and separated by a stepsize of 5. Right: self-similarity factor α computed from successive rare mean path (see Eq. 8). Plots correspond to the Lorenz 96 case with 1024 degrees of freedom. Figure A6 . Left: rare mean path R 1512 obtained from brute force computation ( ), from the self-similarity approximation ( ) and ensemble average time history of the observable ( ). Middle: computational gain computed as Eq. 7 when targeting the level 1512 with the fixed weight ( ), the time-dependent weight obtained from the brute force calculation ( ), the time-dependent weight obtained from the selfsimilarity approximation . Right: pruning ratio obtained when targeting the level 1512 with fixed weight ( ) and time-dependent weight obtained from brute force calculation ( ) and the time-dependent weight obtained from the self-similarity approximation ( ). Plots correspond to the Lorenz 96 case with 64 degrees of freedom.
here could be useful for very large-dimensional problems such as turbulent flows. Figure A7 . Left: rare mean path R 1109 obtained from brute force computation ( ), from the self-similarity approximation ( ) and ensemble average time history of the observable ( ). Middle: computational gain computed as Eq. 7 when targeting the level 1109 with the fixed weight ( ), the time-dependent weight obtained from the brute force calculation ( ), the time-dependent weight obtained from the selfsimilarity approximation . Right: pruning ratio obtained when targeting the level 1109 with fixed weight ( ) and time-dependent weight obtained from brute force calculation ( ) and the time-dependent weight obtained from the self-similarity approximation ( ). Plots correspond to the Lorenz 96 case with 1024 degrees of freedom. Figure A8 . Computational gain computed as Eq. 7 when targeting the level located four standard deviations away from the mean for the 32-dimensional case ( ), the 64-dimensional case ( ) and the 1024-dimensional case ( ).
