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Introduction
For a practitioner it is of big importance in terms of model building and forecasting to know whether a given time series has a certain kind of persistence, either stationary I(d) with 0 ≤ d < 1/2 or non-stationary I(d) with 1/2 < d < 3/2 or whether the persistence breaks from stationary to non -stationary persistence or vice versa. Recently, a number of tests for a break in the persistence have been proposed in the classical I(0) -I(1) framework. Kim (2000) , Kim et al. (2002) and Busetti and Taylor (2004) propose tests for the null hypothesis that the data generating process is I(0) throughout against the alternative of a break to I(1). Contrary to these tests Banerjee et al. (1992) and Leybourne and Newbold (2003) propose tests for the opposite null of I(1) throughout against the alternative of a break to I(0). All these tests have problems when the data generating process does not exhibit a break in persistence, yet when the null is false as well. Therefore, Leybourne and Kim (2007) proposed a CUSUM of squares based test to overcome this problem. The Leybourne and Kim (2007) test is basically the ratio of two CUSUM of squares statistics based on the forward and reverse evaluation of the time series. Although the test is constructed for the null hypothesis that the data generating process is I(1) throughout against a break in persistence to I(0), Leybourne et al. show that it has also power against the alternative of a break from I(0) to I(1) and that it behaves well if the process is I(0) throughout.
However, all of these tests stay in the classical I(0) -I(1) framework. One exception is Beran and Terrin (1996) who consider a test for constancy of the long-memory parameter against a change of it. Their test is based on a functional central limit theorem for quadratic forms. By now it is broadly accepted that many economic variables exhibit long -range dependencies which cannot be covered by the classical framework. Also in the more flexible I(d) framework, 0 ≤ d ≤ 3/2 it is crucial to know whether the memory parameter is in the stationary region or in the non -stationary region throughout or whether there is a change in the persistence. It turns out that the Leybourne and Kim (2007) test has serious size distortions, that means the test is conservative, if the data generating process has long memory and therefore the test has a lack of power in this model. This indicates that new critical values depending on the memory parameter are necessary in the I(d) framework. In this paper we investigate the asymptotic behaviour of the Leybourne and Kim (2007) test under long -range dependencies.
We derive the limiting distribution under the null that the data generating process exhibits non -stationary long memory. We furthermore show that the breakpoint estimator proposed by Leybourne and Kim (2007) is also consistent under long memory though with a slower rate of convergence depending on d. In a Monte Carlo study we show that the test has satisfying size and power properties when the adjusted critical values are used. Finally the test is applied to monthly US inflation data.
The paper is organized at follows. After introducing the model and the test in section 2, section 3 derives the asymptotic properties of the test. Section 4 contains an intensive Monte Carlo study showing the finite sample properties of the test as well as the power properties and gives response curves to easily compute critical values. Section 5 contains an empirical application to a monthly US inflation time series and section 6 concludes. All proofs are given in the appendix.
Model and Test
We assume that the data generating process follows an ARFIMA(p, d, q) -process as proposed by Granger (1980) :
where ε t are iid random variables with mean zero and variance σ 2 . The AR-and MA-polynomials Φ(B) and Ψ(B) are assumed to have all roots outside the unit circle. The degree of integration of X t is therefore solely determined by the memory parameter d. The test against a change in the persistence as proposed by Leybourne and Kim (2007) uses the statistic
where K f (τ) and K r (τ) are CUSUM of squared based statistics based on the forward and reversed residuals of the data generating process as given below. Here τ is the relative breakpoint where we assume that τ ∈ Λ and that Λ ⊂ (0, 1) is symmetric around 0.5. For now we assume τ to be fixed though unknown. However, as τ is usually unknown in practice we study the properties of a simple estimator for the breakpoint in the following section. In detail CUSUM of squared based statistics are defined by
We denote by [x] the biggest integer smaller than x. Here,v t,τ is the residual from the OLS regression of X t on a constant z t = 1 ∀t based on the observations up to [τT ] . This iŝ
t=1 X t . Similarlyṽ t,τ is defined for the reversed series y t = X T −t+1 . Thus, it is given byṽ t,τ = y t −ȳ(1 − τ)
y t . The case of z t = [1, t] ′ , which corresponds to linear de-trending, is considered later on as well.
Remark: It should be mentioned that the quantities K f (τ) and K r (τ) are originally defined by including an estimator of the long -run variance of the data generating process. As the behaviour of the test statistic R is independent of the long -run variance we omit this here to keep the notation and proofs simple.
Asymptotic properties
In this section we derive the asymptotic properties of the test statistic (1) when the data generating process is I(d). In the following we denote by ⇒ weak convergence and by P → convergence in probability. We denote by d 0 the long memory parameter under the null hypothesis regardless of its specific value while we distinguish under the alternative hypothesis between values characterizing stationary (0 ≤ d 1 < 1/2) and non-stationary processes (1/2 < d 2 < 3/2) , respectively.
Theorem 1. Under the null hypothesis H
Theorem 1 shows that the limiting distribution depends strongly on the memory parameter. Theorem 2. Let 0 ≤ d 1 < 1/2 and 1/2 < d 2 < 3/2.
Under the alternative of a break from stationary to non-stationary long memory, this is
from I(d 1 ) to I(d 2 ), we obtain R = O P (T d 1 −d 2 ).
Under the alternative of a break from non-stationary to stationary long memory, this is
These results imply that a consistent test against the alternative of a break from non-stationary to stationary long memory is obtained by using critical values from the upper tail of the distribution whereas using the lower tail of the distribution leads to a consistent test against the alternative of breaking from stationary to non-stationary long memory.
Remark: Although the break was in both cases assumed to be from stationary to nonstationary long memory or vice versa the test has also a high power when the break is from stationary to stationary or from non-stationary to non-stationary long memory.
So far the breakpoint was assumed to be unknown. We therefore show that the breakpoint estimators given in Leybourne and Kim (2007) are also consistent in the long memory setup. 
we haveτ 
As usual for long memory processes the convergence is slower than in the Leybourne and Kim (2007) situation. However, this does not change the consistency result in general. Finally, we have to evaluate the behaviour of the test when
. This is the situation where no break in persistence occurs but on the other hand our null hypothesis from Theorem 1 is wrong as the data generating process exhibits stationary long memory. We have
In this situation the test has a degenerated limit distribution. As the limit theorems for nonstationary long memory processes hold for 1/2 < d 0 < 3/2, it is reasonable to integrate the time series in this case before applying the adjusted test. For 0 ≤ d 0 < 1/2 the memory parameter of the integrated series is between 1 and 3/2. Thus, the results in Theorem 1 to Theorem 3 still hold in this situation allowing us to construct a consistent and correctly sized test. By this approach we can overcome the problem of the Leybourne and Kim (2007) test to have a degenerated limiting distribution when the original series is stationary and therefore obtaining a conservative test in this situation.
So far, the value of d 0 has been assumed to be known. Of course, the true value of d 0 is unknown in practice and has to be estimated. However, our Monte Carlo results in the following section show that the adjusted test performs well if d 0 is estimated by a consistent estimator.
Monte Carlo study
In this Kim (2007) test is known to be conservative for a process being constantly I(0) we would expect a similar behaviour in our setup. As we can see from Table 1 the originally proposed test exhibits serious size distortions in the presence of long-range dependencies resulting in a conservative test. Unsurprisingly, the empirical size is closer to the nominal significance level Notes: Sample size is T = 500, xL and xU denote the x-th lower and upper quantile of R under long-range dependencies, respectively. Using the fitted response curves we can approximate critical values easily. Beside the simplicity of this approach it is reasonable in our opinion as the variation of critical values is with the memory parameter and not with the sample size. The results in Table 2 that we discuss in a moment underline this argument.
Using adjusted critical values obtained from the fitted response curves we now revisit the empirical size of the test. The results are reported in Table 2 suggest that this is not really a serious problem.
Next we consider the power of the test based on adjusted critical values. As the test can be seen as correctly sized, there is no need for size-adjusted critical values. For all power experiments we consider three different locations of the breakpoint, at the beginning (τ = 0.3), the middle (τ = 0.5) and the end (τ = 0.7) of the sample period. The long memory parameter takes the same values as before. The simulation results are given in Table 3 and 4 for de-meaned and de-trended data, respectively. We consider breaks from stationary to non-stationary long
memory (upper left part of Tables 3 and 4) and vice versa (upper right part of Tables 3 and 4).
The consistency results in Theorem 2 suggest that the test is consistent in both cases.
Furthermore, we consider in the lower part of Tables 3 and 4 breaks inside of the stationary Tables 3 and 4 ) and non-stationary region (1/2 < d < 3/2) (lower right part of Tables 3 and 4 ). Note that the latter experiments are not covered by any of our theorems but that they might be relevant in empirical applications.
Overall, the power results of the adjusted test using de-meaned data (Table 3) is good and confirms the consistency result. For quite extreme breaks, e.g. 0.00 to 0.90, the power is almost hundred percent. Unsurprisingly, the power decreases for less extreme breaks, e.g. However, the test is able to detect switches of the long memory parameter within the stationary and non-stationary region. The main conclusions are not changing when looking at the results for de-trended data.
After evaluating the power we consider the small sample performance of the simple breakpoint Results for a sample size of five hundred observations are reported in Table 5 . The overall impression of the breakpoint estimator's performance is satisfying. Noteworthy, we observe that the breakpoint estimator performs worse in the case of de-trended data which is due to an additional nuisance parameter that has to be estimated, c.f. Leybourne and Kim (2007) .
We further note thatτ f andτ r perform better in the more restrictive setting because the break point becomes easier to detect.
Empirical Illustration
In this section we consider an empirical application of the adjusted test to study whether there is any change in persistence in US inflation. Hassler (1995) reported that such time series However, Kim et al. (2002) provide evidence for a decline in persistence at the very end of the seventies. Nonetheless, to the best of our knowledge, previous studies are not concerned with long-range dependencies and there is no previous study dealing with a structural break in the long memory parameter regarding inflation time series. Therefore, we try to add some new evidence by applying our long -memory adjusted test.
We use the quarterly CPI data from Lanne (2006) and transform it to annualized inflation by computing y t = 400 ln(CPI t /CPI t−1 ). The CPI data spans from 1953:1 to 2004:4 implying 207 observations. The time series plot is depicted in Figure 2 . The graph suggests a decline of persistence in the second half of the sample which might be a result of Volcker's policy to pull inflation down from its high level in the seventies. The vertical line at 1982:1 shows the estimated break point of our test which will be discussed below.
Under the null hypothesis we obtain an estimated value of d 0 via the GPH approach with MSE-optimal rate of frequencies that equals 0.617 indicating non-stationary long-memory.
We apply the adjusted test without integrating the time series under consideration since the asymptotic distribution of the test statistic is not degenerated as long as d 0 > 1/2 holds. Furthermore, we de-mean the data in a first step, since a clear linear trend is not obvious. Testing the null hypothesis of constant memory against decreasing memory gives a test statistic of 1.801 which is significant at the ten and five percent level of significance. Note that we make use of our estimated response curves to approximate the relevant critical values. 
Conclusion
In this paper we present a modification of a test proposed by Leybourne and Kim (2007) that allows for long memory dynamics. In particular, the test is constructed for the null hypothesis that there is no change in the long-memory parameter d against the alternative that it breaks from a stationary value (0 ≤ d < 1/2) to a non-stationary one (1/2 < d < 3/2) or vice versa.
We derive several asymptotic properties of the test statistic under long-range dependent DGPs and show that the asymptotic distribution depends on d. Therefore, we propose response curves based on estimates for d to obtain the relevant critical value easily and show by means of a Monte Carlo study that this approach works well. Furthermore, the power of the test is good and a simple breakpoint estimator has satisfying properties. Finally, we apply the test to US inflation data and find a break from non-stationary to stationary long-memory in the early eighties.
Appendix A
Proof of Theorem 1: For the proof of the theorem let us consider the de-meaned case first.
The test statistic was defined by
For the nominator we have
We have
with W d 0 denoting fractional Brownian motion with parameter d 0 . Furthermore we have
Application of the continuous mapping theorem gives
and thus for the nominator
Similarly we obtain for the denominator
Again using the continuous mapping theorem we obtain for the denominator
Combining the result for the nominator and the denominator gives the result.
The result for the de-meaned and de-trended case is obtained by applying standard results for linear regression with long-memory errors. We consider the forward statistic
wherev t = x t −α −βt are the residuals from the OLS regression of x t on the vector
and B 0 (τ) and B 1 (τ) given as in the Theorem. Therefore, we obtain
As the forward statistic is a continuous functional of
we obtain using the CMT
The proof for the reverse statistic is analogous and therefore omitted. For the remainder of the Appendix we omit proofs for the de-meaned and the de-trended case for the brevity of notation as they are straightforward. ♦
Proof of Theorem 2:
First we prove the first part of the theorem. This is we assume a breakpoint that the DGP breaks from a stationary to a non-stationary long-memory process.
Let us first consider the situation of τ ≤ τ 0 , where τ 0 denotes the true breakpoint. This means 
In 
From these considerations we see that the limit of T −2d 0 +1 K 
For the reversed series we obtain by similar arguments for τ ≤ τ 0 : Notes: xL and xU denote the x-th lower and upper quantile of R. OLS estimates for β i (i = 0,1,...,9) in (2) are reported in columns; β i = 0 means that the parameter is set equal to zero. 
