In this paper we use an information-state approach to obtain the solution to the linear risk-sensitive quadratic Gaussian control problem. With these methods the solution is obtained without appealing to a certainty equivalence principle. Specfically we considerthe case of trackinga desired trajectory. ?he result gives Some insight to more general information-state methods for nonlinear systems. Limitresults arepresented which demonstrate the link to standard linear quadratic Gaussian control. Also, a risksensitive filtering result is presented which showstherelationship between tracking and filtering problems. Finally, simulation studies are presented to indicate some advantages gained via a ri sk-sen sitive control approach, Keywords : Risk-Sensitive Control, LQG Control, Tracking
I Introduction
Recently there has been much interest in risk-sensitive control techniques. Such control policies lead to an optimal solution for which the controller's sensitivity to risk can be varied. One application area for risk-sensitive control has been economics where risk-sensitivity is termed hedging or risk-uver.sion, for example Karp [lo] and Caravan; [6] . In these papers it is seen that advantages can be gained from the risk-sensitive approach, for problems such as dynamic trading and futures market prediction. Ln particular, the modified control policies are of a n on-sym metric, exponential form.
The discrete-time risk-sensitive h e a r quadratic Gaussian (LQG) output feedback control problem was first solved by Whittle [13] , where use was made of a risk-sensitive version of the certainty equivalence principle. This allowed the state estimation and control optimisation to be decoupled, solved separately and then re-coupled. The continuous-time case was solved by Bensoussan and van Schuppen [SI using a different technique, one which generalises to the non-linear case. Recent developments in risksensitive control have included a solution to the output feedback control problem for non-hear systems, using information-state techniques (James, Baras and Elliott [9] ). While not requiring 0-7803-1 968-0/94$4.0001994 IEEE the use of a certainty equivalence principle, the solution is of course infinite dimensional. In this paper we present the output feedback risk-sensitive LQG solution derived via the methods in [5, 91. Specifically, we consider the case of tracking a desired trajectory. We show that, for regulation problems, the equations are consistent with those presented in [I31 and that in the "riskneutral" case, the standard LQG solution results.
The key to the techniqueusedin this paper is that an informationstate is chosen in such a way that it represents both a state estimate and the cost incurred to the time of the estimate. A change of reference probability measure is used to arrive at a linear recursive update equation for the information-state. Then dynamic programming methods are employed to obtain the solution to the control problem, having been re-formulated in terms of the information-state. This derivation is fundamentally different to Whittle's approach (131, being more closely linked to Bensoussan and van Schuppen [5] .
An important feature of this paper is that it presents a finite dimensional solution to the risk-sensitive output feedbackconnol problem. It therefore provides an example of the quite general methodsderived in [9] , and gives insight to the non-linear control solution.
This paper is, in part3 an extension of the work presented in [I] , where bi-linear systems were considered. In the work of this paper, however, the tracking solution is discussed in addition to regulation, and the control solution is solved explicitly. Simulation studies are also presented in an effort to demonstrate the effect of variations in the controller's sensitivity to risk. Various tracking problems are considered to show the advantages of the risk-sensitive approach. For a more thorough investigation into simulation results, the reader is directed to [7] . where extensions to the system model are considered, such as the inclusion of integrators in the control design. Also in [7, 41 are results for risk-sensitive control of hidden Markov models, which have application to discrete-state systems.
Finally in this paper, a discussion on risk-sensitive filtering is presented, to demonstrate a h k between filtering and tracking. The results presented are derived using the risk-sensitive control solution, with a modification to the cost criteria.
Consider the following discrete-time system on the probability space (s2,7, P) with complete filtration { F k } :
over the finite time interval I; = 0, 1,. . . , T . The state of the system is represented by the process x . The observable part of the system is represented by the process y . In this paper we will consider the problem of output tracking. and denote the desired trajectory by I . The process which is to follow I is defined by is denoted by Y k , and the admissible controls U are the set of Rm-valued { y k } adapted processes. We write U k , l for the set of such control processes defined on the interval I;, . . . ,1.
In order to reformulate the system model (l), a new probability measure, P, can be defined by setting where 
cost
Here, 0 > 0 is a real number and represents the amount of risk in the control policy. For small values of 0 , approaching zero, the effect is to make control decisions assuming the stochastic disturbancesare actingin an averagemanner. For larger valucsof 8, the control is effectively more conservative, or in other words, has a higher sensitivity to risk.
In this section we present b i t e dimensional recursions for the information-state which, as the name suggests, provides information about the state of the system [l I]@. 81). In the case of risk-sensitive control, it is convenient to also include a component of the cost in the information-state. For the formulation presented here, the information-state is a probability distribution (it can be compared to the 'past stress' in [13]). For small values of 8, approaching zero, the mean and variance of the information-state become the state and covariance estimates for the linear Kalman filter.
For any admissible control U, consider the measure
where I( .) is the indicator function.
Lemma4.1
The information-state a k ( Z ) , as defined in (7), obeys the following recursion:
h f :
. 1 The information-state Q k ( Z ) is an un-normalised
Gaussian density given by
where X k = ( P k , R k , z k ) . and P k , Rk' and z k are given by the following algebraic recursions:
under the condition that a k and R k be positive definite for all k .
Proof: h e to the linearity of the dynamics, and the fact that Wk and W k are independent and normally distributed, we know that ff k ( 2 ) is an un-normalised Gaussian density. me recursions for iLk, Rk' and z k are obtained by evahathg the integral in (8) .
Further matxix manipulations yield the following, more familiar, expressions:
The details are omitted.
Alternate Cost Representation
In this section we show that the cost function can be expressed in terms of the information-state. This allows the optimisation problem to be solved by dynamic programming, without any appeal to a certainty equivalence principle.
Theorem 5.1 For any admissible control U, the risk sensitive cost can be expressed in the form
Dynamic Programming
Following [9] we know that the alternative control problem can be solved using dynamic programming. Suppose that at some
The value function for this control problem is [l, for V ( x , T -1) it can be seen that the value function is the exponential of a quadratic in p. The remainder of the proof is too long for presentation in this paper, but is essentially an evaluation of the dynamic programming equation (19). with appropriate variable transformations.
Remark : The condition that C be positive definite, is a manifestation of the variable transformation used in order to present the results in a form which more readily demonstrates the link to standard LQG results. As can be seen from the exclusion when D = 0, the condition only applies to the tracking part of the solution, (ie. S i and A ' : recursions). It is possible to solve the dynamicprogrammingproblem without such a variable transformation and thus r e m m the condition on C .
0
In order to demonstrate consistency with the results presented in [13], where an appeal was made to a certainty equivalence principle, and Q E 0, we now set
and Q = 0. which results in the following recursion for D[k:
under the condition that (I -e&&) is positive definite for all k.
Substitution of equation (24) into (21), yields (25)
where the term [I -@Rknk]-Ipk is sometimes referred to as the minimum stress estimate.
Limit Result :
In the ?se where B approaches zero, it can easily be seen that and the following quationsresult from manipulations to (21) and 
Risk-Sensitive Filtering Interpretations
In this section the risk-sensitive filtering problem is presented h order to demonstrate its connection with the control problem considered in the preceding sections. The risk-sensitive filtering problem is shown to be solved by the same equations derived previously for the tracking problem, but with a slight reinterpretation of the cost function. These results for the linear filtering case have already been solved, without the control interpretation, in [12] . and for the non-linear case in 181.
To see the connection to the control problem, the risk-sensitive filtering cost function is now presented.
(27) where k 1
and it is the risk-sensitive state estimate of zo. Note here that the cost is an expectation conditioned on the set of observations. This is due to the fact that the filtering problem is one of optimization in the forward direction (as opposedto the control problem which is an optimization in the backwards direction), and as such, the previous observations will be available when the optimization procedure is canied out at each iteration.
Comparing (27) and (28) to (5) and (6) it can easily be seen that (28) can be obtained from (6) by replacing .&+I by ?e, and setting D I and B M N 0. Therefore, with the same definition of information-state given in (7), the result present edin Theorem 4.1 holds here as well, with the appropriate replacement of symbols. Equation (10) can be compared to the equations in [12] which differ only slightly since the prediction problem was considered, rather than the filtering solution presented here.
From the information-state. ff k, the risk-sensitive state estimate, i k , is obtained, as in [8] , by solving the forward optimization task of the following theorem. where a = (BQ -R;'), CI is constant with respect to C, and U is positive definite. It c m now be seen that the risk-sensitive state estimate is given by the mean. Pk, of the information-state, f f k .
U
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The recursion for this estimate is easily obtained by rearrangiag the expression for ,uk from (13), with the appropriate substitutions for the filtering problem. The following equation results:
The final recursive equation is obtained by setting ? k equd to P k , from Theorem 8.1, as follows: averaged over 100 simulation runs. It can be seen that in the case where no modelling error is present, of course 8 = 0 gives lowest cost. However, when the error is introduced, a higher value of @ gives a lower minimum variance cost. This example displays an advantage of the risk-sensitive approach in the presence of modelling errors.
Unfortunately, the sample path properties may not improve with a lower minimum variance cost, as one would wish, especially if 6' is too large. Here, too large will depend on the type of modelling error, and will of course be unknown to the designer. Figure 2 shows a typical sample run for the case where modelling errors are present. Even though @e minimum variance cost is lower for the risk-sensitive policy, the trackingpedormance might not be asdesirable,having much greater oscillations in the transient response. Therefore the desirability of a risk-sensitive approach cannot be measured purely by the minimum variance cost.
Conclusion
In this paper we have presented the solution to the linear risksensitive quadratic Gaussian control problem. Results have been derived for the case of tracking a desired trajectory. The soh tion to the dynamic programmingproblem has been achieved without the need to appeal to a certainty equivalence principle, and hence gives insight to the solution for non-linear systems. Limit results have been presented which demonstrate the link to standard linear quadratic Gaussian control. Also, a risk-sensitive filtering solution is presented to demonstrate the link between filtering and tracking problems. Simulation studies were presented in order to show some advantages of the risk-sensitive approach.
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