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Abstract
The terminal Steiner tree problem (TST) consists of finding a minimum cost Steiner tree where each terminal is a leaf. We
describe a factor 2ρ − ρ/(3ρ − 2) approximation algorithm for the TST, where ρ is the approximation factor of a given algorithm
for the Steiner tree problem. Considering the current best value of ρ, this improves a previous 3.10 factor to 2.52. For the TST
restricted to instances where all edge costs are either 1 or 2, we improve the approximation factor from 1.60 to 1.42.
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1. Introduction
Consider a graph G and a function c from its edge set into Q≥. By VG and EG we denote the vertex and edge sets
of G, respectively. For any subset F of EG let c(F) :=∑e∈F c(e) and for any subgraph H of G let c(H) := c(EH )
be its cost.
Given a graph and a subset of vertices called terminals, a Steiner tree is a connected and acyclic subgraph that
contains all terminals. A vertex which is not a terminal is called a Steiner vertex. The Steiner tree problem (ST) is the
following.
Problem ST(G, c, R): given a graph G, a cost function c: EG → Q≥, and a set R ⊆ VG of terminals, find a
minimum cost Steiner tree.
We shall denote by ρ the approximation factor of a given approximation algorithm for the ST. Currently the best value
for ρ is slightly smaller than 1.55 [1].
A Steiner tree is a terminal Steiner tree if its set of leaves is precisely the set of terminal vertices. Terminal Steiner
trees have an important role in applications such as construction of phylogenetic trees in biology [2], global and local
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routing in VLSI-design [3–5], transportation and telecommunications [4,5]. The terminal Steiner tree problem (TST)
is as follows.
Problem TST(G, c, R): given a complete graph G, a cost function c: EG → Q≥ satisfying the triangle
inequality, and a set R ⊆ VG of terminals, find a minimum cost terminal Steiner tree.
The first result for the TST was obtained by Lin and Xue [5]. They proposed a factor 2+ρ approximation algorithm.
Fuchs [4], Chen, Lu and Tang [6], and Drake and Hougardy [3], obtained independently a factor 2ρ approximation
algorithm for the TST. We present an approximation algorithm for the TST, which improves the 2ρ factor.
Theorem 1. There exists a factor α approximation algorithm for the TST, where
α = 2ρ − ρ
3ρ − 2
and ρ is the approximation factor of a given algorithm for the ST.
Since the current best value for ρ is about 1.55, Theorem 1 implies the following corollary.
Corollary 2. There exists a factor 2.52 approximation algorithm for the TST.
We assumed that the input of the TST is a complete graph and the edge cost function satisfies the triangle inequality.
The purpose of these assumptions are: (i) to guarantee feasibility and (ii) to avoid a somehow lengthy description of a
preprocessing of the input.
Let ST1,2 denote the ST restricted to instances where all edge costs are either 1 or 2. Bern and Plassmann [7] showed
the Max-SNP-hardness of the ST1,2 and proposed a factor 4/3 approximation algorithm. Robins and Zelikovsky [1]
improved this factor to 1.28. Let TST1,2 denote the TST restricted to instances where all edge costs are either 1 or 2.
Lu, Tang and Lee [2] proposed an 8/5 factor approximation algorithm for the TST1,2 and showed that the problem is
Max-SNP-hard. We show the following result.
Theorem 3. There exists a factor 17/12 approximation algorithm for the TST1,2.
2. Factor α algorithm for the TST
Let G, c, and R be an instance for the TST. For each r in R we denote by er a minimum cost edge connecting r to
VG \ R and we denote by FR the set {er : r ∈ R}. We describe an approximation algorithm that receives G, c, and R
and constructs terminal Steiner trees T1 and T2 such if c(FR) is ‘small’ compared to opt(TST(G, c, R)) then
c(T1) ≤ α opt(TST(G, c, R)),
otherwise
c(T2) ≤ α opt(TST(G, c, R)).
The algorithm returns the cheapest tree constructed.
Throughout this section we make a few assumptions without loss of generality. As the TST is trivial for |R| ≤ 2,
we assume |R| ≥ 3. We also assume that R is a proper subset of VG , or equivalently, that the problem is feasible. For
|R| ≥ 3 a TST contains no edge connecting terminals, so we may assume that for each pair r, s of vertices in R the
cost on the edge rs is minv∈VG\R(c(rv)+ c(vs)). In particular, this last assumption implies that we may also assume
that any Steiner tree for ST(G, c, R) contains no edge connecting terminals.
The lemma below presents a situation where opt(TST(G, c, R)) = opt(ST(G, c, R)).
Lemma 4. Let G, c, and R be an instance for the TST. Suppose that for each edge er = ru, r in R, and for each
vertex w in VG \ {r} we have that c(uw) ≤ c(rw)− c(ru)/2. Then, given a Steiner tree S we can find in polynomial
time a terminal Steiner tree T such that c(T ) ≤ c(S).
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Fig. 1. Illustration for Lemma 4. Dashed edges are removed and solid edges are included. Vertex u may belong to W .
Fig. 2. Illustration for Lemma 5. (a) Edges in the Steiner tree S with an endpoint in R. (b) Dashed edges are removed and solid edges are included.
Proof. If each vertex in R is a leaf in S, then we take T := S and we are done. So, we may assume that there exists
a vertex r in R such that its set W of neighbors in S has more than 1 vertex. Let u be the vertex such that er = ru,
let X := {rw : w ∈ W }, and Y := {uw : w ∈ W } (Fig. 1). Finally, let S′ be the Steiner tree induced by the edges in
(ES \ X) ∪ Y ∪ {ru}. We have that
c(S′) = c(ES)− c(X)+ c(Y )+ c(ru)









where (1) holds because c(uw) ≤ c(rw)− c(ru)/2 for each w in W . In this process we obtained a Steiner tree where
r is a leaf and all terminals that are leaves in S remain leaves in S′. Thus, by repeating this process we eventually end
up with a terminal Steiner tree satisfying the lemma. 
Lemma 5. Let G, c, and R be an instance for the TST and let FR := {er : r ∈ R}. Given a Steiner tree S we can find
in polynomial time a terminal Steiner tree T such that c(T ) ≤ 2c(S)− c(FR).
Proof. If each vertex in R is a leaf in S, then we take T := S and we are done. So, suppose that r1, . . . , rk are
the terminals that are not leaves in S and rk+1, . . . , r|R| are the terminals that are leaves in S. Let Wi be the set of
neighbors of ri in S and X i := {riw : w ∈ Wi } (i = 1, . . . , |R|). As S contains no edge connecting terminals then
X1, . . . , X |R| are pairwise disjoint (Fig. 2(a)).
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For i = 1, . . . , k, let ri xi and ri yi be the two most costly edges in X i and Yi be the edge set of a Hamiltonian path
in the subgraph induced by the vertices of Wi connecting xi and yi (Fig. 2(b)).
By the triangle inequality,
c(Yi ) ≤ 2c(X i )− c(ri xi )− c(ri yi ). (2)
For i = k + 1, . . . , |R|, let ri xi be the unique edge in X i .
Set S0 = S and for i = 1, . . . , k, let Si be the Steiner tree induced by the edges in (ESi−1 \ X i )∪Yi ∪ {ri zi }, where
ri zi is the cheapest edge in X i . We have that
c(Si ) = c(ESi−1)− c(X i )+ c(Yi )+ c(ri zi )
≤ c(ESi−1)− c(X i )+ 2c(X i )− c(ri xi )− c(ri yi )+ c(ri zi ) (3)
≤ c(ESi−1)+ c(X i )− c(ri xi ),
for i = 1, . . . , k, where (3) follows from (2). Si is a tree in which ri is a leaf and all terminals that are leaves in Si−1
remain leaves. So, T := Sk is a terminal Steiner tree such that
c(T ) = c(Sk)
≤ c(S)+ c(X1)+ · · · + c(Xk)− c(r1x1)− · · · − c(rkxk)
= c(S)+ c(X1 ∪ · · · ∪ Xk)− c({r1x1, . . . , rkxk})
= c(S)+ c(X1 ∪ · · · ∪ X |R|)− c({r1x1, . . . , r|R|x|R|})
≤ c(S)+ c(X1 ∪ · · · ∪ X |R|)− c(FR) (4)
≤ c(S)+ c(S)− c(FR) = 2 c(S)− c(FR),
where (4) follows from the definition of FR . 
ALGORITHM TERMINAL(G, c, R): receives a complete graph G, a cost function c: EG → Q≥ satisfying the triangle
inequality, and a set R ⊂ VG of terminals, and returns a terminal Steiner tree T such that c(T ) ≤ α opt(TST(G, c, R)).
1: Let c′ : EG → Q≥ be defined by
c′(e) :=
{
c(e)+ 3c(er ), if e ∩ R = {r}
c(e), if e ∩ R = ∅.
2: Let S1 be a Steiner tree returned by a factor ρ approximation algorithm for ST(G, c′, R).
3: Construct a terminal Steiner tree T1 from S1 using Lemma 4.
4: Let S2 be the Steiner tree returned by a factor ρ approximation algorithm for ST(G, c, R).
5: Construct a terminal Steiner tree T2 from S2 using Lemma 5.
6: Let T be the minimum cost tree between T1 and T2.
7: Return T and stop.
Proof of the Theorem 1. Let c′, S1, S2, T1 and T2 be the cost function, Steiner trees and terminal Steiner trees
produced by the ALGORITHM TERMINAL to an instance G, c and R. Suppose firstly that c(FR) ≤ (ρ/(3ρ −
2)) opt(TST(G, c, R)). As c′ fulfills the hypothesis of Lemma 4, then c′(T1) ≤ c′(S1). Moreover, for each r in R
the edge incident to r in T1 is er . Hence,
c(T1) = c′(T1)− 3c(FR)
≤ c′(S1)− 3c(FR)
≤ ρ opt(ST(G, c′, R))− 3c(FR)
≤ ρ (opt(TST(G, c, R))+ 3c(FR))− 3c(FR) (5)
= ρ opt(TST(G, c, R))+ 3(ρ − 1)c(FR)
≤ α opt(TST(G, c, R)),
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where (5) holds because if T ∗ is a terminal Steiner tree such that c(T ∗) = opt(TST(G, c, R)), then
opt(ST(G, c′, R)) ≤ c′(T ∗) = c(T ∗)+ 3c(FR) = opt(TST(G, c, R))+ 3c(FR).
Now, suppose that c(FR) ≥ (ρ/(3ρ−2))opt(TST(G, c, R)). Let S2 be the Steiner tree constructed by the algorithm.
We have that
c(T2) ≤ 2c(S2)− c(FR) (6)
≤ 2ρ opt(ST(G, c, R))− c(FR)
≤ 2ρ opt(TST(G, c, R)− c(FR)
≤ α opt(TST(G, c, R)),
where (6) holds because of Lemma 5.
Finally, as the ALGORITHM TERMINAL returns the cheapest tree T between T1 and T2, we conclude that
c(T ) ≤ α opt(TST(G, c, R)). 
3. Factor 17/12 algorithm for TST1,2
We describe an approximation algorithm that receives G, c and R, an instance for TST1,2 such that c: EG → {1, 2},
and construct a terminal Steiner tree T such that c(T ) ≤ (17/12) opt(TST1,2(G, c, R)).
Throughout this section we assume that the given instance is feasible and that |R| ≥ 3. The algorithm constructs a
tree Tv for each v ∈ VG \ R. Each Tv is such that c(Tv) is at most 17/12 times the cost of any terminal Steiner tree
using v as a Steiner vertex. The minimum cost tree over all Tv is returned by the algorithm. Since a minimum cost
terminal Steiner tree must use at least one Steiner vertex, the tree returned is a 17/12 approximation for TST1,2.
ALGORITHM TERMINAL1,2(G, c, R): receives a complete graph G, a cost function c: EG → {1, 2}, and a set R ⊂ VG
of terminals, and returns a terminal Steiner tree.
1: For each v ∈ VG \ R
2: Construct a set R1 using REDUCTION–1 on (G, c, R, v).
3: Construct sets R2 and S using REDUCTION–2 on (G, c, R \ R1).
4: Construct a terminal Steiner tree T ′′v using ALGORITHM CENTRAL on (G, c, R \ (R1 ∪ R2), v).
5: Construct a terminal Steiner tree T ′v for (G, c, R \ R1) using tree T ′′v , sets R2 and S, and Lemma 7.
6: Construct a terminal Steiner tree Tv for (G, c, R, v) using tree T ′v , set R1, and Lemma 6.
7: Let T be a minimum cost tree among the trees constructed in Step 1.
8: Return T and stop.
Proof of the Theorem 3. We claim that ALGORITHM TERMINAL1,2 constructs a terminal Steiner tree with the
desired approximation.
The algorithm constructs, for each v ∈ VG \ R, a terminal Steiner tree Tv containing v as a Steiner vertex. As
a straightforward consequence of Lemmas 9, 7 and 6 presented below, c(Tv) is at most 17/12 times the cost of a
minimum cost terminal Steiner tree containing v.
If the instance (G, c, R) is feasible and |R| ≥ 3, any terminal Steiner tree contains at least one Steiner vertex v.
Therefore, Tv Tv provides a solution with the desired approximation for the given instance of TST1,2. 
Reductions
The core of ALGORITHM TERMINAL1,2 is ALGORITHM CENTRAL. Before describing ALGORITHM CENTRAL,
we present two reductions to remove some vertices from R. Here we describe these reductions. The lemmas below
show how to obtain, afterwards, the terminal Steiner tree for the whole R keeping the approximation achieved by
ALGORITHM CENTRAL.
The idea of REDUCTION–1 is that if we assume that a Steiner vertex v is part of a minimum cost terminal Steiner
tree, then we may also assume that every cost 1 edge connecting v to a terminal vertex is part of the tree (Fig. 3). The
fraction 17/12 appearing in the statement of Lemma 6 can be replaced by any value greater or equal to 1.
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Fig. 3. The set of terminals R′ returned by the REDUCTION–1, where each terminal is connected to the vertex v by edges with cost 1.
REDUCTION–1(G, c, R, v): receives a complete graph G, a cost function c: EG → {1, 2}, a set R ⊂ VG of terminals,
and a vertex v ∈ VG \ R, and returns a set R′ ⊂ R.
1: Let R′ := {r : r ∈ R and c(rv) = 1}.
2: Return R′ and stop.
Let G, c and R be an instance of TST1,2, and let v be a vertex in VG \ R. We denote by opt(G, c, R, v) the cost of
a minimum cost terminal Steiner tree containing v.
Lemma 6. Given the set R′ constructed by REDUCTION–1 and a terminal Steiner tree T1 for (G, c, R\R′) containing
v such that
c(T1) ≤ 1712 opt(G, c, R \ R
′, v), (7)
we can find in polynomial time a terminal Steiner tree T2 for (G, c, R) such that
c(T2) ≤ 1712 opt(G, c, R, v).
Proof. Notice that, since the removal of any terminal vertex from R decreases the cost of the minimum terminal
Steiner tree by at least 1, we have that
opt(G, c, R \ R′, v) ≤ opt(G, c, R, v)− |R′|. (8)
We construct T2 from T1 adding to T1 some vertices and edges. We add to T1 the vertices in R′ to T2 and the edges
connecting vertices in R′ to v. Since each one of these edges has cost 1, we have that
c(T2) = c(T1)+ |R′|. (9)
Using the hypothesis (7) and combining inequalities (8) and (9), we obtain that
c(T2) = c(T1)+ |R′|
≤ 17
12
opt(G, c, R \ R′, v)+ |R′|
≤ 17
12
(opt(G, c, R, v)− |R′|)+ |R′|
≤ 17
12
opt(G, c, R, v). 
The idea behind REDUCTION–2 is that a Steiner vertex connected to several terminal vertices by cost 1 edges is a
good vertex to be part of a terminal Steiner tree. Here, several means at least 5 (Fig. 4). The fraction 17/12 appearing
in the statement of Lemma 7 can be replaced by any value greater or equal to 7/5. A set S is constructed to remember
which Steiner vertices were considered during the reduction.
The work done by ALGORITHM CENTRAL would be made easier if we replace 5 by 4 in the reduction. However,
it is easy to check that by doing so the reduction will achieve an approximation factor of 3/2 instead of 7/5. Since
3/2 > 17/12, the main result of this section will not hold.
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Fig. 4. The set of terminals R′ connected to Steiner vertices in S by edges with cost 1, where R′ and S are returned by REDUCTION–2.
REDUCTION–2(G, c, R): receives a complete graphG, a cost function c: EG → {1, 2}, and a set R ⊂ VG of terminals,
and returns sets R′ ⊆ R and S ⊆ VG \ R.
1: R′ := ∅.
2: S := ∅.
3: For each s ∈ VG \ R let N (s) := {r : r ∈ R and c(rs) = 1}.
4: If there exists s ∈ VG \ R such that |N (s)| ≥ 5, then let R′ := R′ ∪ N (s), S = S ∪ {s}, R := R \ N (s), and return
to Step 3.
5: Return (R′, S) and stop.
Lemma 7. Given the sets R′ and S constructed by REDUCTION–2 and a terminal Steiner tree T1 for (G, c, R \ R′)
containing a Steiner vertex v such that
c(T1) ≤ 1712 opt(G, c, R \ R
′, v), (10)
we can find in polynomial time a terminal Steiner tree T2 for (G, c, R) such that
c(T2) ≤ 1712 opt(G, c, R, v).
Proof. Notice that, since the removal of any terminal vertex from R decreases the cost of the minimum terminal
Steiner tree by at least 1, we have that
opt(G, c, R \ R′, v) ≤ opt(G, c, R, v)− |R′|. (11)
We construct T2 from T1 by adding to T1 some vertices and edges. We add to T1 the vertices in R′ ∪ S. We add cost
1 edges connecting vertices in S to vertices in R′. If necessary, we add for each s ∈ S the edge connecting s to v. It is
easy to verify that T2 is a terminal Steiner tree for (G, c, R). The cost of T2 is
c(T2) ≤ c(T1)+ |R′| + 2|S|.
By construction, for each vertex in S there are at least 5 vertices in R′. Thus, we have that
5|S| ≤ |R′|.
Combining the last two inequalities, we obtain that




Using the hypothesis (10) and inequalities (11) and (12), we obtain that















opt(G, c, R, v). 
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Fig. 5. Illustration of a tree returned by ALGORITHM CENTRAL.
Algorithm Central
Similar to REDUCTION–2, this algorithm tries to use Steiner vertices connected by cost 1 edges to several terminal
vertices. Here, several means 4 or 3 (Fig. 5). We compare the number of such Steiner vertices that we can find to
the number that the minimum cost terminal Steiner tree can use. This leads us to a set packing problem, as described
below. Let C be a collection of sets. We remember that a set packing is a collection of mutually disjoint sets in C.
ALGORITHM CENTRAL(G, c, R, v): receives a complete graph G, a cost function c: EG → {1, 2}, a set R ⊂ VG of
terminals, and a vertex v ∈ VG \ R, and returns a terminal Steiner tree.
1: For each s ∈ VG \ R let N (s) := {r : r ∈ R and c(rs) = 1}.
2: Let C := {N (s) : s ∈ VG \ R} ∪ {K : K ⊆ N (s) for some s, and |K | = 3}.
3: Construct a set packing A of C using Lemma 8.
4: For each A ∈ A, choose a unique v(A) ∈ VG \ R such that A ⊆ N (v(A)).
5: Let VT := {v} ∪ {R} ∪ {v(A) : A ∈ A}.
6: Let
ET := {rs : r is covered by A and s = v(A) for some A ∈ A} ∪
{sv : s = v(A) for some A ∈ A} ∪
{rv : r is not covered by A}.
7: Return T = (VT , ET ) and stop.
Lemma 8. Let C be a collection of sets such that each set K ∈ C has 3 or 4 elements and such that if K has 4
elements, then each 3-subset of K is also in C. We can find in polynomial time a set packing A of C with a4 sets of
cardinality 4 and a3 sets of cardinality 3, such that
8b4 + 6b3 − 2a4 − a3
5b4 + 4b3 ≤
17
12
where b4 and b3 are the cardinality of sets of 4 and 3 elements, respectively, in an arbitrary non-empty set packing B
of C.
Proof. We begin packing sets of size 4. Here we use an algorithm due to Hurkens and Schrijver [8]. Their algorithm
guarantees that, for any fixed , we can find in polynomial time a packing with at least b4/(2+ ) sets. We just need
a packing with a4 sets of size 4, where
a4 ≥ 3b48 . (13)
Besides these a4 sets, we greedily add to A as many sets with 3 elements as possible.
Let B4 and B3 be the collection of sets of sizes 4 and 3, respectively, in B.
As a consequence of the greedy choice of sets of size 3 inA, we notice that each set B ∈ B4 has at least 2 elements
covered by A, since, otherwise, a 3-subset of B would be added to A. Also, each set B ∈ B3 has at least 1 element
covered by A, since, otherwise, B would be added to A. So, since each element is covered at most once, the total
number of elements covered by A is at least 2b4 + b3.
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On the other hand, A can cover at most 4a4 + 3a3 elements. Therefore, it holds that
4a4 + 3a3 ≥ 2b4 + b3. (14)
Using inequality (14) and the hypothesis that B is non-empty, we obtain that
8b4 + 6b3 − 2a4 − a3
5b4 + 4b3 =
24b4 + 18b3 − 6a4 − 3a3
15b4 + 12b3
≤ 24b4 + 18b3 − 2a4 − 2b4 − b3
15b4 + 12b3
= 22b4 + 17b3 − 2a4
15b4 + 12b3 .
Now, using inequality (13) we obtain that
22b4 + 17b3 − 2a4
15b4 + 12b3 ≤







Lemma 9. For every instance (G, c, R, v) such that no further reduction in R is possible using REDUCTION–1 and
REDUCTION–2, ALGORITHM CENTRAL produces a terminal Steiner tree T such that
c(T ) ≤ 17
12
opt(G, c, R, v).
Proof. Let T ∗ be a minimum cost terminal Steiner tree containing vertex v. Let B4 be the set of Steiner vertices in T ∗
connected to exactly 4 terminal vertices using cost 1 edges. Let B3 and B2 be defined in a similar way. Let b4, b3, and
b2 be the cardinality of B4, B3, and B2, respectively. In what follows, we consider T ∗ as a rooted tree with v as a root.
Let s be a vertex in B4. We can associate cost 5 with s: there are at least 4 edges connecting s to a terminal vertex
and 1 edge connecting s to its ancestor in T ∗. Similarly, we can associate costs 4 and 3 with vertices in B3 and B2,
respectively. Notice that the edges mentioned above are disjoint.
We have considered the cost of connecting exactly 4b4 + 3b3 + 2b2 terminal vertices in T ∗. Consider a remaining
terminal vertex r . We argue now that we can account cost 2 for each one of such vertex. Either (i) r is connected in T ∗
by a cost 2 edge or (ii) r is connected to a Steiner vertex s by a cost 1 edge. If (i) happens, then we account cost 2 as
due to the edge connecting r to the tree. Suppose that (ii) happens. Notice that, since REDUCTION–1 was performed,
s 6= v. Therefore, s has an ancestor in T ∗. Also, since REDUCTION–2 was performed, s connects at most 4 terminal
vertices by cost 1 edges. But, since r is not one of the 4b4 + 3b3 + 2b2 terminal vertices, we infer that r is the unique
terminal vertex connected to s by cost 1 edges. So, we can account 1 for the edge rs and 1 for the edge connecting s
to its ancestor in T ∗.
So, we have that
c(T ∗) ≥ 5b4 + 4b3 + 3b2 + 2b1, (15)
where b1 = |R| − (4b4 + 3b3 + 2b2).
Now, we consider the cost of the tree constructed by ALGORITHM CENTRAL. The construction is based on a set
packing A, where each A ∈ A corresponds a Steiner vertex v(A).
The set ET defined in the algorithm can be partitioned into E1, E2, and E3, where E1 := {rs :
r is covered by A and s = v(A) for some A ∈ A}, E2 := {sv : s = v(A) for some A ∈ A}, and E3 := {rv :
r is not covered by A}. Let a4 and a3 be the number of sets in A with 4 and 3 elements, respectively. The cost
of E1 is c(E1) = |E1| = 4a4 + 3a3. The cost of E2 is c(E2) ≤ 2|E2| = 2(a4 + a3). The cost of E3 is
c(E3) ≤ 2|E3| = 2(|R| − (4a4 + 3a3)). Summarizing, we have that
c(T ) ≤ 6a4 + 5a3 + 2a2, (16)
where a2 = |R| − (4a4 + 3a3).
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Notice also that the number of terminals in R can be expressed by
4b4 + 3b3 + 2b2 + b1 = 4a4 + 3a3 + a2. (17)
In the following, we assume that all the denominators are non-zero, since, otherwise, the analysis becomes easier.
Hence, we have that
c(T )
c(T ∗)
≤ 6a4 + 5a3 + 2a2
5b4 + 4b3 + 3b2 + 2b1 (18)
= 6a4 + 5a3 + 2(4b4 + 3b3 + 2b2 + b1 − 4a4 − 3a3)
5b4 + 4b3 + 3b2 + 2b1 (19)
= 8b4 + 6b3 + 4b2 + 2b1 − 2a4 − a3
5b4 + 4b3 + 3b2 + 2b1
≤ max
{
8b4 + 6b3 − 2a4 − a3






where inequality (18) follows from inequalities (16) and (15), equality (19) follows from equality (17), and the last
inequality follows from Lemma 8. 
Remark
One can slightly improve the 17/12 = 1.416 . . . bound of Lemma 8 to a value asymptotically close to 38/27 =
1.407 . . .. To achieve this bound,




sets of size 4, which is greedily extended to a packing of C by adding sets of size 3;




sets of size 3;
(3) choose as result the packing which maximizes 2a4 + a3, where a4 and a3 are the numbers of sets with 4 and 3
elements, respectively.
This, in turn, improves the factor of Theorem 3 to a value asymptotically close to 38/27.
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