We consider optical interferometric cross correlators based on broadband light sources. We derive the signal-to-noise ratio from basic principles and supply experimental evidence that corroborates the theoretical analysis. Noise sources are discussed, and the signal-to-noise ratio of our experimental system is measured.
Introduction
Interferometric cross correlators are used to detect the amplitude and phase of optical signals in interferometric microscopy, 1 ultrafast-signal characterization, 2,3 dispersive spectroscopy, profilometry, coherence tomography, and time-gated threedimensional ͑3-D͒ imaging. The noise properties of interferometric spectrometers have been considered previously in the context of Fourier transform spectroscopy ͑FTS͒, in which the focus is on autocorrelation. Developing applications, such as interference microscopy and coherence tomography, differ from FTS in emphasizing phase-sensitive detection and cross correlation. The most important difference between autocorrelation and cross-correlation measurements is that, while the time-bandwidth product of an autocorrelation is essentially one, the timebandwidth product of a cross correlation may be large. The additional information capacity implied by this difference requires that previous studies of the noise characteristics of FTS be extended. In this paper, we describe phase-sensitive cross correlation and evaluate the effects of various noise sources both theoretically and experimentally.
The information capacity of a conventional twodimensional ͑2-D͒ imaging system scales linearly with the space-bandwidth product, meaning that as one increases the aperture of the imaging system one expects a quadratic increase in the information capacity.
In principle, the information capacity of an interferometric imaging system should be linear in the spacetime bandwidth product, meaning that as one increases the temporal scan range of the interferometer one should obtain a linear increase in the information capacity. Since the noise in the cross correlation increases as the temporal aperture increases, however, the information detection capacity of a given correlator ultimately decreases as the temporal aperture increases. This means that there exists an optimal temporal aperture for a given correlator and a maximal information capacity. Analysis of these quantities is a key result of this paper.
In the remainder of this section we briefly review the history of FTS and of dispersive FTS and relate the motivation for this study by describing some applications. In succeeding sections we describe the process of interferometric cross correlation, analyze noise sources and information capacity, and present experimental results.
Two advantages have been emphasized when comparing FTS with other approaches. The Fellget or multiplex advantage is that the signal-to-noise ratio ͑SNR͒ for a measurement of M spectral channels may be improved by a factor of ͌ M relative to grating spectrometry as a result of the fact that all spectral elements are measured simultaneously in FTS. 4 In FTS each spectral element is measured during the entire measurement time T rather than during T͞M, as is the case for a grating spectrometer. The Fellget advantage is obtained if the noise detected during a measurement does not increase by detection of all the spectral elements simultaneously. The Jacquinot or throughput advantage results from improved light-gathering efficiency compared with that of slit spectrometers. 5 A thorough analysis of FTS was presented by Connes 6 in 1961, and noise levels in FTS have been considered by several researchers since then. [7] [8] [9] [10] [11] Cross-correlation methods analogous to the techniques discussed in this paper were developed later, in the 1960's, when it was shown that a sample could be placed in one arm of an interferometer to measure its wavelength-dependent transmittance or reflectance. 12, 13 Recent reviews of this technique, which is known as dispersive FTS, have been given by Birch 14 and by Parker. 15 Generally, FTS has been used in the far IR, where less positioning accuracy is necessary and the multiplex advantage is significant. In the near-IR and visible ranges, FTS has no fundamental noise advantage over grating devices but still maintains the throughput advantage. The throughput advantage is of particular importance in imaging applications, for which less power per channel is available and a high spectral sensitivity per unit analyzer volume is vital. As translation-stage technology has improved, therefore, interferometric techniques for visible field analysis have attracted increasing interest.
Applications of interferometric cross correlators include profilometry and tomography. The phase of the field scattered from an uneven or rough surface provides information about the depth of the surface. If the surface depth of the object varies slowly, then phase-shifting techniques can be used to construct a map of the surface from the detected signal. 16, 17 The resolution of these measurements is often limited by vibrations that cause uncertainties in the path delay between the reference and signal beams. Heterodyne systems can be used to compensate for these errors. 18 In white-light interferometry an illuminating source with multiple wavelengths or a short coherence length is used to resolve sharp depth variations on a surface. 19 -23 In these systems the location of the central fringe in a cross correlation determines the depth of the object from which light is reflected. In optical coherence-domain reflectometry, multiple reflections from optical components are detected. 24 -26 Similar techniques that use ultrashort pulses for time-gated imaging of objects embedded in scattering media have been developed. 27, 28 In optical coherence tomography, white-light sources can be used in place of pulsed sources, and the short coherence length acts as a time gate for the scattered image. 29 -31 We have focused on two emerging applications of interferometric cross correlators: repetitive ultrafast characterization and interferometric microscopy. Linear interferometers in general have not been used for ultrashort-pulse characterization because linear autocorrelation yields only the power spectral density and not the temporal waveform of the target field. Nonlinear techniques, most notably frequencyresolved optical gating, 32 have been developed to overcome this problem and determine the temporal waveform of short pulses. After one has determined the shape of a short pulse, one uses the pulse to probe some physical situation. If the bandwidth of the modified probe pulse is not substantially shifted, the temporal structure of the modified signal can be determined by linear cross correlation with a copy of the original pulse. This technique can be used to analyze extraordinarily complex space-time fields, as was demonstrated recently with the detection of holographically encoded space-time images. 2 Interference microscopy expands on studies of white-light interferometry by consideration of the modulation of the space-time structure of fields by dispersive scattering. We have shown that, when form dispersion is considered, a 3-D interferometric imaging system detects more information about the scattering objects than does a conventional imaging system. 1 In principle, this additional information should lead to improvements in the resolution of imaging systems. As discussed in our previous work, the increase in the detected information is highly dependent on the SNR of the detection system.
In Section 2 of this paper, we develop the basic process for the detection of complex optical fields using interferometric cross correlators. In Section 3, we present a signal-to-noise analysis for practical systems and a discussion of the information capacity of these systems. In Section 4, we describe experimental results that demonstrate the detection of space-time fields and illustrate their noise characteristics.
Interferometric Cross Correlation
It is convenient to work with the analytic signal representation of the electromagnetic field. The analytic signal corresponding to a real-valued nonmonochromatic signal u ͑r͒ ͑t͒ with a Fourier spectrum U ͑r͒ ͑͒ is defined by doubling of the positive frequency components and suppression of the negative frequency components. 33, 34 Thus,
The Fourier spectrum of the analytic signal contains no negative frequency components. The geometry of an interferometric cross correlator is shown in Fig. 1 . A reference field whose analytic signal is given by u͑x, y, t͒ is split by a beam splitter in a Michelson interferometer. In one arm of the interferometer the field is reflected by an object whose impulse response we model as h o ͑x, y, t͒. The signal field at the output of the interferometer is then u͑x, y, t͒ ‫ء‬ h o ͑x, y, t͒ ‫ء‬ h 1 ͑x, y, t͒, where the asterisk denotes convolution and h 1 ͑x, y, t͒ represents the impulse response caused by diffractive effects from the rest of the system. In the second arm of the interferometer the reference field is reflected by a mirror on a translation stage that controls the time delay through this path and to the detector. If both paths experience the same diffractive effects from the rest of the system, the total field at the detector is given by (2) where u h ϭ u ‫ء‬ h 1 and the time delay reflects the difference in the optical path lengths along the reference and signal interferometer arms.
The detector integrates the intensity of the field over an exposure time T, and the output signal can be expressed as
The first two terms on the right-hand side of Eq. ͑3͒ are constant with respect to . If T is long enough, then the last two terms contain the temporal cross correlation of the beams from each path of the interferometer. Since an interferometric cross correlation is a first-order process, the contribution of the incident field to the detected temporal signal depends on only the power spectral density of the source. If the input field is spatially uniform, then the last two terms of Eq. ͑3͒ can be written as
where c.c. is the complex conjugate of its preceding expression and ⌫ h ͑͒ is the self-coherence function of the optical field, defined as
It can be seen that the substitution of the selfcoherence function in the last line of Eq. ͑4͒ is valid only if the exposure time T is much longer than the duration of the impulse response and the width of ⌫͑͒. According to the Wiener-Khinchin theorem, the self-coherence function can also be expressed as the inverse Fourier transform of the power spectral density of the field:
Thus a temporally incoherent ͑white-light͒ source will yield the same intensity as a coherent source with an equivalent power spectral density. Whitelight sources can have much wider bandwidths and are much less expensive than mode-locked laser sources. However, it is difficult to obtain good spatial coherence from white-light sources. Spatial coherence is necessary to maintain our assumption that the source can be represented as a quasimonochromatic plane wave.
We recover the impulse response h o ͑x, y, t͒ by taking the Fourier transform of I͑x, y, ͒ with respect to . For Ͼ 0 and assuming that u h ͑t͒ is a stationary signal and T is much longer than the duration of the impulse response and the correlation time of u h ͑t͒, we obtain
where we make use of the fact that the negative frequency components of the analytic signals are zero. H o ͑ x, y, ͒ can be obtained over the bandwidth of U h ͑͒ by division of Eq. ͑7͒ with ͉U h ͉͑͒ 2 . Given H o ͑ x, y, ͒, we can reconstruct a band-limited version of the object impulse response by inverse Fourier transforming. The amount of information that can be extracted from a cross-correlation measurement depends on the amount of noise superimposed on the signal. In Section 3, we consider the sources of noise in interferometric cross correlators and determine the information capacity of detected signals.
Signal-to-Noise Analysis of Interferometric Detectors
In this section we consider the different sources of noise in practical interferometric cross correlators and derive SNR limits that characterize this detection technique. We begin with a qualitative description of noise sources in an interferometric cross correlator. Signal noise is caused by fluctuations in the intensity of the light emitted by the source or by fluctuations in the transmissive medium between the source and the detector. In an interferometer, signal noise is increased by mechanical instabilities that cause uncertainties in the path delay between the interfering beams. Quantum or shot noise arises in the photoelectric detection of light. Thermal noise adds to the signal power incident on the detector and to the signal as the photocurrent is amplified and processed by analog electronics. Quantization error is caused by discrete thresholding of the signal during the analog-to-digital conversion process.
The relative contribution of each noise source depends on the particular system and its application. Signal noise can be reduced by use of a highly stabilized source and by control of the environment to stabilize fluctuations in the transmissive medium in the interferometer. In applications in which the visibility of the interference fringes is high, the intensity of the signal varies significantly as a function of path delay, and the contribution to signal noise from inaccuracies in the path delay increases. This effect is less significant in the IR region, where the intensity of the fringes varies slowly over slight changes in the path delay. However, in the visible region of the spectrum this effect must be considered. Thermal noise is significant when the photon energies of the optical signal are comparable with or less than those associated with thermal radiation. However, detectors of visible to near-IR radiation collect very little thermal radiation. CCD detectors can be obtained with 16-bit analog-todigital converters, and the thermal noise is typically less than one bit when the detectors are cooled to low temperatures and operated at narrow electrical bandwidths. With interferometric cross correlators, the exposure time can be increased to decrease the bandwidth and reduce the effects of thermal noise. With a dynamic range of 16 bits, these detectors are ultimately limited by shot noise when detecting visible to near-IR radiation at moderate to high signal intensities and narrow bandwidths.
We now proceed with a quantitative analysis of the noise in an interferometric cross correlator. To recover the 3-D signal from an imaging cross correlator, a CCD array is used to detect transverse images of I͑x, y, ͒ at evenly spaced intervals. The time delay of the reference beam for the nth sample is given by n ϭ n⌬. The ͑l, m͒th pixel in the CCD array is centered at ͑x l , y m ͒ ϭ ͑l⌬x, m⌬y͒ and has an area A. If we assume that the average intensity is constant over the area of each pixel, the number of photons collected at the ͑l, m͒th pixel for a given reference delay is given by
where ⑀ 0 is the free-space permittivity, c is the speed of light, 0 is the center frequency of the field, and is the quantum efficiency of the CCD. For notational convenience, we define
In practice, shot noise contributes to the number of detected photons, and the rms value of the shot noise at each pixel is given by ͑ p l,m,n ͒
1͞2
. Although the constant terms in Eq. ͑3͒ are filtered out in the recovered cross correlation, the shot noise generated by these terms is evenly distributed over the entire spectrum of the detected signal.
The noise statistics for a given spatial channel in our system are independent of the spatial location of the channel. Therefore, the x and y dependencies of the detected signal are neglected in the following analysis. We assume that, for a given path delay n⌬, the reference field at the plane of the detector can be written as u͑t Ϫ n⌬ ϩ n ͒, where n is the positioning error in the reference delay for the nth sample. The number of photons detected by a given pixel in the detected image can then be written as
where ␣ is a scaling constant used to adjust the relative intensities of the signal and reference fields. Taking the discrete Fourier transforms ͑DFT's͒ of the data collected at each pixel with respect to filters the signal. The DFT is defined by
where P nЈ are sampled values of the spectral power at frequency intervals of ⌬ ϭ 1͞N⌬. N is taken to be even for simplicity. When calculating the statistics of P nЈ , we consider u͑t͒ as a stationary random process and n as a random variable. We assume that u͑t͒ is a quasi-monochromatic beam and that the variance of n is much less than the mean optical period. In this case, u͑t Ϫ n⌬ ϩ n ͒ Ϸ u͑t Ϫ n⌬͒exp͑ j2 0 n ͒, where 0 ϭ 0 ͞2. We consider first the expected value of P nЈ . Assuming that n is normally distributed with zero mean and variance and that the expectation values of the reference and scattered intensities are independent of n, we find for nЈ 0 that the expected value of P nЈ is
where we have expressed the convolution as an inverse Fourier transform. Assuming that T is large enough that the integration range over t can be considered infinite, we can perform this integral and sum to obtain
͗P nЈ ͘ is thus the convolution of the target spectrum and a comb function and is periodic in nЈ, with a period N. In the range 0 Ͻ nЈ Ͻ N͞2, ͗P nЈ ͘ represents ͉͗U͉͑͒
2
͘H o ͑͒ to an approximate resolution of 1͞N⌬ as long as the period of the comb function is large enough to satisfy the Nyquist criterion, ⌬ Ͻ ⌬ N ϭ 1͞2 max , where max is the largest frequency at which ͉͗U͉͑͒ 2 ͘H o ͑͒ is nonzero. Noise arises in P nЈ from intensity fluctuations, shot noise, and positioning error and instability. We estimate the impact of these noise sources by calculating the variance of P nЈ . Since P nЈ is a complex signal, we must calculate the variances of the real and imaginary parts separately and their joint covariance. It can be shown, however, that the covariance of the real and imaginary parts vanishes and that the variances of the real and imaginary parts are equal. 34 Therefore, it is sufficient to determine the quantity
Substitution from Eq. ͑11͒ yields
The total variance in the number of detected photons can be written as 34
where the first term on the right-hand side is contributed by shot noise and I 2 is the variance in the time-average intensity caused by intensity fluctuations and positioning errors.
To evaluate Eq. ͑15͒, we have to model the statistics of I n . We can express I n as I n ϭ E ϩ exp͑Ϫj2 0 n ͒C n ϩ exp͑ j2 0 n ͒C n *, (17) where
By neglecting the significance of temporal shifts in u͑t͒ above, we have assumed that E is ergodic. In this notation the variance of the time-integrated intensity is
The first term, E 2 , in Eq. ͑20͒ is independent of n. For quasi-monochromatic illumination, C n and C n 2 are weakly modulated harmonic functions of n with no dc component. These terms thus approximately vanish when summed over n. Substituting Eq. ͑20͒ in Eqs. ͑15͒ and ͑16͒ therefore yields
From Eq. ͑13͒, the detected signal at nЈ ϭ N⌬ m is found to be
where we neglect the effects of aliasing. If necessary, aliasing could be reduced digitally by appropriate apodization. We assume that H o ͑͒ is a random function with independent real and imaginary parts. The means of both parts are assumed to be zero, and the variances are equal to H . The SNR for individual signal components ͓i.e., the real or imaginary part of H o ͑ m ͒ for a particular value of m͔ is the ratio of ͉͗P nЈ ͉͘͞ ͌ 2 over the signal statistics to the variance of the real part of P nЈ , which is P ͞ ͌ 2. Thus, For an unpolarized thermal source, the variance in the signal intensity is given by 34
where c is the coherence time of the signal. For a white-light source T Ͼ Ͼ c , and this term is negligible in comparison with the shot noise ͗E͘͞␥. We approximate the last noise term by assuming that ͉͗C n ͉ 2 ͘ Ϸ ͉͗C n ͉͘ 2 and writing
Parseval's theorem states that, in the limit N⌬t 3 ϱ,
where Ᏺ͕. . .͖ is the Fourier transform operator. Using the convolution theorem we can write
Therefore,
Substituting expression ͑28͒ into expression ͑25͒ and taking the average, we obtain
where B is the bandwidth of the source. We wish to calculate the SNR as a function of the various signal parameters for a fixed total detected energy per exposure. The total energy that can be detected in a single exposure by a pixel on a CCD is limited by its well capacity P s , or the number of photogenerated electrons that saturate the detected signal. If the duration of the signal is long compared with c , then the visibility of the signal fringes is weak and it can be assumed that the dc intensity dominates the signal. In this case,
Applying Parseval's theorem to Eq. ͑18͒ we obtain
Setting m ϭ 0 allows the SNR for frequencies within the bandwidth of the source to be estimated. Substituting expressions ͑29͒-͑31͒ into Eq. ͑23͒, we find that the SNR is maximized when ͉␣͉ 2 ϭ H 2 , and we obtain
For a fixed sampling width ⌬ it can be seen that an increase in N causes the SNR to decrease; this results from letting more noise into the same spectral window. However, for a fixed measurement duration ͑the product of ⌬N͒, an increase in N causes the expected ϰ ͌ N increase of the SNR. One may also improve the SNR by increasing P s or the dynamic range of the CCD camera used. To increase P s , the well capacity of the CCD must be improved or multiple exposures must be collected for each measurement. In Fig. 2 , the SNR is plotted as a function of the variance in the path delay to demonstrate the effects of these methods for increasing the SNR. To calculate the SNR's plotted in Figs. 2-4 , the source was assumed to have a 25-nm bandwidth centered on 570 nm. In Fig. 2͑a͒ , the SNR is plotted for a signal that is sampled at the Nyquist rate with N ϭ 10 4 and SNR ϭ
. These parameters are typical for the experimental system described below in Section 4. For Fig. 2͑b͒ , the signal is sampled at twice the Nyquist rate, with N doubled to sample the same signal duration and P s unchanged. It can be seen that the SNR increases as long as the error in the path delay is small. This corresponds to the regime in which shot noise dominates. When is large, noise caused by the positioning error dominates, and the SNR does not increase significantly. For Fig.  2͑c͒ , the signal is sampled at the Nyquist rate with P s doubled and N unchanged. In this case, it can be seen that the SNR improves for larger values of . In both methods for improving the SNR, the total energy collected during the measurement was doubled. This accounts for the decrease in the shot noise, since shot noise scales with the square root of the number of photons detected. If P s increases from taking multiple exposures, it is assumed that the path delay remains constant during all of the exposures.
In Fig. 3 , the SNR is plotted as a function of N for two values of . Nyquist sampling is assumed so that N corresponds to the signal duration, and P s ϭ 5 ϫ 10
5
. When the duration of the signal is long, shot noise dominates because of the large dc component in the detected signal and the positioning error has little effect on the SNR. The positioning error is more significant for shorter signals because the amplitude of the fringes is greater; therefore, small errors in the path delay cause significant errors in the detected signal. The transition between regimes in which shot noise dominates and those in which positioning error dominates can be seen from Fig. 4 , where the SNR ͑normalized to its maximum͒ is plotted as a function of for several values of N. Nyquist sampling and a value of P s ϭ 5 ϫ 10 5 are assumed. It can be seen that, for signal durations longer than 10 5 periods ͑approximately 100 ps͒, the positioning error is significant only when it is greater than 1% of the wavelength. For shorter signals, smaller positioning errors become much more significant.
The model that we have derived for the SNR in interferometric cross correlators provides an understanding of the limitations of these systems. Positioning errors and mechanical instabilities must be avoided carefully when ultrafast signals are detected. For minimizing the effects of shot noise, the energy collected during a measurement should be made as large as possible.
From the SNR we can also estimate the information capacity of an interferometric cross correlator. Let SNR min be the minimum SNR, below which any information is lost in the noise. The total information capacity is then
where T ϭ N⌬ is the total duration of the measurement. Figure 5 shows the information capacity versus T for 0 ϭ 566 nm, ϭ 6 nm, P S ϭ 500,000, B ϭ 24 THz, ⌬ ϭ 100 nm, and SNR min ϭ 80. Note that the information capacity has a maximum at a certain signal duration and decreases as the length of the signal increases. Thus, increasing the information content of the signal may actually decrease the detected information.
Experimental Results
To demonstrate the detection of space-time fields, we detected the field reflected from a thick scattering sample by using the arrangement shown in Fig. 1 . A beam from a spatially coherent white-light source was the input to an imaging interferometric cross correlator, as described in Section 2. A point fluorescent source similar to that developed by Liu et al. 35 was used to obtain a broad bandwidth and good spatial coherence. A low-numerical-aperture lens focused the image scattered from the object with high depth of field onto a scientific-grade, cooled CCD with a 16-bit dynamic range ͑Princeton Instruments͒ at the output of the interferometer. An electromotive translator ͑MPB Technologies, Inc.͒ with external feedback from an inductive position sensor ͑Kaman Instrumentation͒ was used in combination with a linear translation stage ͑Aerotech͒ to control the path delay of the reference beam. Subwavelength steps with Ϸ20-nm absolute resolution were obtained over 40-m intervals, and the linear stage was translated by 40 m at the end of each interval. Neutraldensity filters F 1 , F 2 , and F 3 equalize the total energy collected from each arm of the interferometer and adjust the total energy incident on the CCD. Placing a filter in each arm of the interferometer allows the dispersion caused by the filters to be compensated. Slightly tilting the faces of the filters with respect to the sample separates reflections from the image. A PC controlled the experiment and stored the data collected from the CCD during cross correlation.
The noise characteristics of this detection system were determined by statistical analysis of a series of autocorrelation measurements. A total of 99 autocorrelations was performed with data collected from 121 pixels in each measurement. The imaging lens was removed during these measurements to yield a uniform beam intensity over the area of these pixels. The SNR, ͗P nЈ ͘͞ P , calculated from these data is plotted in Fig. 6 . In Fig. 6͑a͒ , the statistics were calculated by use of the data from each of the 121 pixels in a single measurement. In a single measurement the noise resulting from positioning errors and mechanical instabilities is identical for each pixel. Therefore, only the noise caused by source-intensity fluctuations, quantum noise, thermal noise, and electrical noise is included in the SNR plotted in Fig. 6͑a͒ . The maximum SNR in this plot is approximately 250. In Fig. 6͑b͒ , the noise caused by all effects was included by calculation of the statistics of the spectral data collected from a single pixel over all the measurements. In this case, the SNR was reduced to ϳ200.
It appears that the primary source of noise in our experiments was shot noise. The average number of photoelectrons detected in each data point was ͗p n ͘ Ϸ 2.2 ϫ 10 5 , and the number of samples taken was N ϭ 309. Substituting our experimental parameters into Eq. ͑32͒ showed the theoretical value of the SNR to be approximately 900 for no positioning error. With a positioning error of 1% of the wavelength, the theoretical SNR drops to ϳ180. To improve the SNR, it is necessary to increase ͗p n ͘; however, the saturation level for our CCD is 5 ϫ 10 5 photoelectrons. Averaging several frames collected by the CCD would reduce the effects of shot noise, but the time required for experiments would increase proportionately. In this case, positioning errors would have a greater effect unless the path delay could be held constant during the time required to average several frames. Systematic errors in the data collected during these experiments were eliminated by manipulation of the data to compensate for the errors. Each measurement lasted approximately 5 min, and the total time required to perform 99 measurements was almost 8 h. Because the beam intensity was not perfectly uniform over the area of the pixels used to collect the data and because the average intensity of the source varied from one measurement to the next, the data from each pixel in each measurement was normalized to have a zero mean and unity standard deviation. Furthermore, because slowly varying temperature fluctuations during the experiments caused the optical path difference to change from one measurement to the next, the spectrum in each measurement was multiplied by a phase factor to compensate for the corresponding time shift in the autocorrelation.
To verify experimentally the theoretical analysis of the SNR as a function of the positioning error would require several thousand measurements, with intentional positioning noise added to the reference mirror sampling positions. However, this technique may not yield satisfactory results because of the inherent positioning error already contained in the system. As an alternative, we took one large set of highly oversampled data by moving the reference mirror in step sizes of 20 nm. Again, we collected data from 121 pixels. In addition, we added a scheme for interferometrically detecting the optical path difference between the reference mirror and the object mirror to less than 1 nm over the full range of motion of the reference mirror ͑4 in.; 10.2 cm͒. This scheme uses a reference laser beam ͑Spectra Physics, frequencystabilized He-Ne͒, which is placed slightly above and parallel to the signal beam. The spatial fringe pattern produced from this He-Ne laser is then captured with the CCD array and Fourier transformed to extract the phase. Maintaining a careful history of the He-Ne phase permits the absolute reference mirror position to be calculated.
From this real oversampled data set, we then simulated data sets with various positioning errors. Gaussian random variables with a standard deviation of the desired positioning error were added to uniformly sampled positions, and the intensity was then interpolated at these positions from the real data set. Figure 7 shows the results for three different values of the total number N of samples taken. In each case, the total length of each measurement T was held constant, so that a greater value of N corresponds to a higher sampling density, which is why the SNR increases with N. As a comparison, the dashed curves show the corresponding calculation for the SNR versus the positioning error as determined by Eq. ͑32͒.
For the measurement of 3-D cross correlations a scattering sample was made by the addition of 5-m alumina polishing powder to a transparent epoxy ͑Epoxy Technology, Inc., Model epo-tek 301͒. The epoxy was then poured between two microscope cover slides and allowed to harden. The thickness of the sample was 4 mm, and the cover slides were 150 m thick. A cross correlation of the field scattered from this sample was measured by collection of 242 m ϫ 242 m images on the CCD ͑11 ϫ 11 pixels͒ at a rate of approximately 4 samples͞fringe as the reference delay was increased. Because of the difficulty in plotting 3-D data, density plots of only three 2-D slices of the data are shown in Fig. 8 . The drawing at the top of the figure shows the locations of the 2-D slices that are plotted below it. For clarity and to reduce the amount of data for display, we detected only the first 5.6 ps of the scattered field. A total of 10,752 images were collected over this range. The DFT of the data collected from each pixel was calculated, and the inverse DFT of 350 points centered at the fringe frequency provided the filtered data shown. At Ϸ 0.2 ps the light scattered from the first surface of the sample appears, and the tilt of this surface can be seen. No further scattering can be seen until Ͼ 1.52 ps, which corresponds to the thickness of the glass cover slide. The data collected from one pixel in the image are shown in Fig. 9͑a͒ . The DFT and the amplitude of the filtered data for this pixel are plotted in Figs. 9͑a͒ and 9͑b͒ , respectively.
Conclusion
We have shown that interferometric cross correlators can be used to detect complex space-time fields. Because an interferometric cross correlation depends on only the power spectral density of the source, the impulse response of an object can be determined by use of simple white-light sources. To recover the phase of the signal, it is necessary to sample the cross correlation at the Nyquist rate. In the visible region, the main sources of noise in interferometric cross correlators are shot noise and inaccuracies in the time delay of the reference field. The SNR in these systems decreases exponentially with the variance of the error in the path delay and is scaled by a factor of 1͞ ͌ N, where N is proportional to the length of the signal. We have developed hardware for an interferometric cross-correlation system, and the SNR achieved with this system is approximately 200.
