Linear discriminant analysis (LDA) is a classical method for dimensionality reduction, where discriminant vectors are sought to project data to a lower dimensional space for optimal separability of classes. Several recent papers have outlined strategies for exploiting sparsity for using LDA with high-dimensional data. However, many lack scalable methods for solution of the underlying optimization problems. We propose three new numerical optimization schemes for solving the sparse optimal scoring formulation of LDA based on block coordinate descent, the proximal gradient method, and the alternating direction method of multipliers. We show that the per-iteration cost of these methods scales linearly in the dimension of the data provided restricted regularization terms are employed, and cubically in the dimension of the data in the worst case. Furthermore, we establish that if our block coordinate descent framework generates convergent subsequences of iterates, then these subsequences converge to the stationary points of the sparse optimal scoring problem. Finally, we demonstrate the effectiveness of our new methods with empirical results for classification of Gaussian data and data sets drawn from benchmarking repositories.
Introduction
Sparse discriminant techniques have become popular in the last decade due to their ability to provide increased interpretation as well as predictive performance for high-dimensional problems where few observations are present. These approaches typically build upon successes from sparse linear regression, in particular the LASSO and its variants (see Hastie et al. [2013, Section 3.4.2] and Hastie et al. [2015] ), by augmenting existing schemes for linear discriminant analysis (LDA) with sparsity-inducing regularization terms, such as the 1 -norm and elastic net.
Thus far, little focus has been put on the optimization strategies of these sparse discriminant methods, nor their computational cost. We propose three novel optimization strategies to obtain discriminant directions in the high-dimensional setting where the number of observations n is much smaller than the ambient dimension p or when features are highly correlated, and prove their convergence. The methods are proposed for multi-class sparse discriminant analysis using the sparse optimal scoring formulation with elastic net penalty proposed in [Clemmensen et al., 
Existing approaches for sparse LDA
We begin with a brief overview of existing sparse discriminant analysis techniques. Methods such as [Fan and Fan, 2008 , Tibshirani et al., 2003 , Witten and Tibshirani, 2011 assume independence between the features in the given data. This can lead to poor performance in terms of feature selection as well as predictions, in particular when high correlations exist. Thresholding methods such as [Shao et al., 2011] , although proven to be asymptotically optimal, ignore the existing multilinear correlations when thresholding low correlation estimates. Thresholding, furthermore, does not guarantee an invertible correlation matrix, and often pseudo-inverses must be utilized.
For two-class problems, the results of [Mai and Zou, 2013] established an equivalence between the three methods described in [Clemmensen et al., 2011 , Mai et al., 2012 , Wu et al., 2008 . These three approaches are formulated as constrained versions of the Fisher's discriminant problem, the optimal scoring problem, and a least squares formulation of linear discriminant analysis, respectively. For scaled regularization parameters, [Mai and Zou, 2013] showed that they all behave asymptotically as Bayes rules. Another two-class sparse linear discriminant method is the linear programming discriminant method proposed in [Cai and Liu, 2011] , which finds an 1 -norm penalized estimate of the product between covariance matrix and difference in means.
The sparse optimal scoring (SOS) problem was originally formulated in [Clemmensen et al., 2011] as a multi-class problem seeking at most K − 1 sparse discriminating directions, whereas [Mai and Zou, 2013] was formulated for binary problems. Mai and Zou later proposed a multi-class sparse discriminant analysis (MSDA) based on the Bayes rule formulation of linear discriminant analysis in [Mai and Zou, 2015] . It imposes only the 1 -norm penalty, whereas the SOS imposes an elastic net penalty ( 1 -plus 2 -norm). Adding the 2 -norm can give better predictive performance, in particular when very high correlations exist in data. MSDA, furthermore, finds all discriminative directions at once, whereas SOS finds them sequentially via deflation. A sequential solution can be an advantage if the number of classes is high, and a solution involving only a few directions (the most discriminating ones) is needed. On the other hand, if K is small, finding all directions at once, may be advantageous, in order to not propagate errors in a sequential manner.
Finally, the zero-variance sparse discriminant analysis approach of [Ames and Hong, 2016] reformulates the sparse discriminant analysis problem as an 1 -penalized nonconvex optimization problem in order to sequentially identify discriminative directions in the null-space of the pooled within-class scatter matrix. Most relevant for our discussion here is the use of proximal methods to approximately solve the nonconvex optimization problems in [Ames and Hong, 2016] ; we will adopt a similar approach for solving the SOS problem.
Proximal Methods for Sparse Discriminant Analysis
In this section, we describe a block coordinate descent approach for (approximately) solving the sparse optimal scoring problem for linear discriminant analysis. Proposed in [Hastie et al., 1994] , the optimal scoring problem recasts linear discriminant analysis as a generalization of linear regression where both the response variable, corresponding to an optimal labeling or scoring of the classes, and linear model parameters, which yield the discriminant vector, are sought. Specifically, suppose that we have n × p data matrix X, where the rows of X correspond to observations in R p sampled from one of K classes; we assume that the data has been centered so that the sample mean is the zero vector 0 ∈ R p . Optimal scoring generates a sequence of discriminant vectors and conjugate scoring vectors as follows. Suppose that we have identified the first k − 1 discriminant vectors β 1 , . . . , β k−1 ∈ R p and scoring vectors θ 1 , . . . , θ k−1 ∈ R K . To calculate the kth discriminant vector β k and scoring vector θ k , we solve the optimal scoring criterion problem
where Y denotes the n × K indicator matrix for class membership, defined by y ij = 1 if the ith observation belongs to the jth class, and y ij = 0 otherwise, and · : R n → R denotes the vector 2 -norm on R n defined by y = y 2 1 + y 2 2 + · · · + y 2 n for all y ∈ R n . We direct the reader to [Hastie et al., 1994] for further details regarding the derivation of (1).
A variant of the optimal scoring problem which employs regularization via the elastic net penalty function is proposed in [Clemmensen et al., 2011] As before, suppose that we have identified the first k − 1 discriminant vectors β 1 , . . . , β k−1 and scoring vectors θ 1 , . . . , θ k−1 . To calculate the kth sparse discriminant vector β k and scoring vector θ k , we solve the optimal scoring criterion problem
where Y ∈ R n×K is again the indicator matrix for class membership, λ and γ are nonnegative tuning parameters, and · 1 : R p → R denotes the vector 1 -norm on R p defined by
The optimization problem (2) is nonconvex, due to the presence of nonconvex spherical constraints. As such, we do not expect to find a globally optimal solution of (2) using iterative methods. In [Clemmensen et al., 2011] , a block coordinate descent method to iteratively approximate solutions of (2) is proposed. Specifically, suppose that we have an estimate (θ t , β t ) of (θ k , β k ). To update θ t , we fix β = β t and solve the optimization problem
The subproblem (3) is nonconvex in θ, however, it is known that (3) admits an analytic solution and can be solved exactly in polynomial time (see Clemmensen et al. [2011, Section 2 .2] for more details). Indeed, we have the following lemma.
Algorithm 1 Block Coordinate Descent for SDA (2)
Start with initial iterate θ 0 . for t = 0, 1, 2 . . . until converged do Update β t as the solution of (5) with θ = θ t using the solution returned by one of Algorithm 2, Algorithm 3, or Algorithm 4.
Update θ t+1 by
where
with columns consisting of the k − 1 scoring vectors θ 1 , . . . , θ k−1 and the all-ones vector e ∈ R k , and s is a proportionality constant ensuring that
For completeness, we provide a proof of Lemma 2.1 in Appendix A. After we have updated θ t+1 , we obtain β t+1 by solving the unconstrained optimization problem
That is, we update β t+1 by solving the generalized elastic net problem (5). It is suggested in [Clemmensen et al., 2011] that (2) can be solved using the algorithm proposed in [Zou and Hastie, 2005] . Unfortunately, this approach carries a per-iteration computational cost on the order of O(mnp+m 3 ), where m is the desired number of nonzero coefficients, which is prohibitively expensive if both p and m are large; for example, if m = cp for some constant c ∈ (0, 1), then the per-iteration cost scales cubically with p.
Our primary contribution is a collection of algorithms for solving the elastic net problem (5). Specifically, we propose three new algorithms, each based on the evaluation of proximal operators. We will see that these algorithms require significantly fewer computational resources than the elastic net algorithm if we exploit structure in the regularization parameter Ω.
Proximal Gradient Algorithms for the Generalized Elastic Net Problem
Given a convex function f :
which yields a point that balances the competing objectives of being near y while simultaneously minimizing f . The use of proximal operators is a classical technique in optimization, particularly as surrogates for gradient descent steps for minimization of nonsmooth functions. For example, consider the optimization problem min
where f : R p → R is differentiable and g : R p → R is potentially nonsmooth. That is, (6) minimizes an objective that can be decomposed as the sum of a differentiable function f and nonsmooth function g. To solve (6), the proximal gradient method performs iterations consisting of a step in the direction of the negative gradient −∇f of the smooth part f followed by evaluation of the proximal operator of g: given iterate x t , we obtain the updated iterate x t+1 by
where α t is a step length parameter. If both f and g are differentiable and the step size α t is small, then this approach reduces to the classical gradient descent iteration:
. We direct the reader to the recent survey article [Parikh and Boyd, 2014] for more details regarding the proximal gradient method and proximal operators in general. Expanding the residual norm term Y θ − Xβ 2 in the objective of (5) and dropping the constant term shows that (5) is equivalent to minimizing
Note that f is strongly convex if the penalty matrix Ω is positive definite; in this case (7) has unique minimizer. Note further that f 1 is differentiable with
Moreover, the proximal operator of the 1 -norm term f 2 (β) = λ β 1 is given by
see [Parikh and Boyd, 2014, Section 6.5.2] . The proximal operator S λ = prox λ · 1 is often called the soft thresholding operator (with respect to the threshold λ) and sign : R p → R p and max : R p × R p → R p are the element-wise sign and maximum mappings defined by
and [max(x, y)] i = max(x i , y i ). Using this decomposition, we can apply the proximal gradient method to generate a sequence of iterates {β t } by
here, e and 0 denote the all-ones and all-zeros vectors in R p . Our proximal gradient algorithm is summarized in Algorithm 2. It is important to note that this update scheme is virtually identical to that of the iterative soft thresholding algorithm (ISTA) for linear inverse problems (see Beck and Teboulle [2009] ). Here, our problem and update formula differs only from that typically associated with ISTA in the presence of the Tikhonov regression term β T Ωβ in our model. As an immediate consequence, we see that the sequence of function values {f (β t )} generated by Algorithm 2, with an appropriate choice of step lengths {α t }, converges sublinearly to the optimal function value of (7) at a rate no worse than O(1/t) (compare to Beck and Teboulle [2009, Theorem 3.1] 
Update iterate using proximal gradient step (8):
end for Theorem 2.1 Let {β t } be generated by Algorithm 2 with initial iterate β 0 and constant step size α t = α ∈ (0, 1/ A ), where A = λ max (A) denotes the spectral norm of A equal to the largest magnitude eigenvalue of A. Suppose that β * is a minimizer of f . Then
for any t ≥ 1.
As an immediate consequence of Theorem 2.1, the sequence of iterates generated by Algorithm 2 converges to the unique minimizer of (5) if the penalty parameter Ω is chosen to be positive definite. If we choose Ω to be positive semidefinite, then any limit point of the sequence of iterates generated by Algorithm 2 is a minimizer of (5); we will see that using such a matrix may have attractive computational advantages despite this loss of uniqueness.
It is reasonably easy to see that the quadratic term of f is differentiable and has Lipschitz continuous gradient with constant L = A ; this is the significance of the A term in (10). In order to ensure convergence in our proximal gradient method, we need to estimate A to choose a sufficiently small step size α. Computing this Lipschitz constant may be prohibitively expensive for large p; such calculations typically require O(p 3 ) floating point operations (flops) unless A possesses special structure. Instead, we could use an upper boundL ≥ L to compute our constant step size α = 1/L ≤ 1/L. For example, when Ω is a diagonal matrix, we estimate A by
where diag(M ) ∈ R p is the vector of diagonal entries of the matrix M ∈ R p×p and Diag(m) ∈ R p×p is the diagonal matrix with ith diagonal entry equal to m i for the vector m ∈ R p . Here, we used the triangle inequality and the identity X T X ≤ X 1 X ∞ , where
Each of these norms and, thus, this estimate can be computed using only O(np) floating point operations. On the other hand, we may use the Frobenius norm bound α = 1/ A F , where
Algorithm 3 Accelerated proximal gradient method for solving (5) Start with initial iterate β 0 , step length α, and sequence of extrapolation parameters {ω t } ∞ t=0 . for t = 0, 1, 2 . . . until converged do Update momentum term by (11):
Update gradient term by (9):
end for or the Power Method (see Golub and Van Loan [2013, Section 7.3 .1]) to estimate the Lipschitz constant L = A , at a cost of O(np 2 ) floating point operations.
The similarity of our method to iterative soft thresholding and, more generally, our use of proximal gradient steps to mimic the classical gradient method for minimization of our nonsmooth objective, suggests that we may be able to use momentum terms to accelerate convergence of our iterates. In particular, we modify the fast iterative soft thresholding algorithm (FISTA) described in [Beck and Teboulle, 2009, Section 4 ] to solve our subproblem. This approach extends a variety of accelerated gradient descent methods, most notably those of Nesterov [Nesterov, 1983 [Nesterov, , 2005 [Nesterov, , 2013 , to minimization of composite convex functions; for further details regarding the acceleration process and motivation for why such acceleration is possible, we direct the reader to the references [Allen-Zhu and Orecchia, 2014 , Bubeck et al., 2015 , Flammarion and Bach, 2015 , Lessard et al., 2016 , O'Donoghue and Candes, 2015 , Su et al., 2014 , Tseng, 2008 .
We accelerate convergence of our iterates by taking a proximal gradient step from an extrapolation of the last two iterates. Applied to (6), the accelerated proximal gradient method features updates of the form
where ω t ∈ [0, 1) is an extrapolation parameter; a standard choice of this parameter is t/(t + 3). Applying this modification to our original proximal gradient algorithm yields Algorithm 3, which generates a sequence of iterates converging (in function value) to the optimal solution of (5) at rate O(1/t 2 ) (compare to Beck and Teboulle [2009, Theorem 4.4 
]).
Theorem 2.2 Let {β t } be generated by Algorithm 3 with initial iterate β 0 and constant step size α t = α ∈ (0, 1/ A ). Then there exists constant C such that
for any t ≥ 1 and minimizer β * of f .
We conclude by proposing a third algorithm for minimization of (7) based on the alternating direction method of multipliers (ADMM) for minimizing separable functions under linear coupling constraints. The ADMM solves problems of the form
via an approximate dual gradient ascent, where f :
and c ∈ R r ; we direct the reader to the recent survey [Boyd et al., 2011] for more details regarding the ADMM.
Recall that the minimization of the composite function f defined in (7) can be written as the unconstrained optimization problem
We can rewrite (15) in an equivalent form appropriate for the ADMM by splitting the decision variable β ∈ R p as two new variables x, y ∈ R p with an accompanying linear coupling constraint x = y. Under this change of variables, we can express (15) as
The ADMM generates a sequence of iterates using approximate dual gradient ascent steps as follows. The augmented Lagrangian of (16) is defined by
for all x, y, z ∈ R p ; here, µ > 0 is a penalty parameter controlling the emphasis on enforcing feasibility of the primal iterates x and y. To approximate the gradient of the dual functional of (16), we alternately minimize the augmented Lagrangian with respect to x and y. We then update the dual variable z by a dual ascent step using this approximate gradient. Suppose that we have the iterates (x t , y t , z t ) after t steps of our algorithm. To update x, we take
Applying the first order necessary and sufficient conditions for optimality, we see that x t+1 must satisfy (µI + A)
Thus, x t+1 is obtained as the solution of a linear system. Note that the coefficient matrix µI + A is independent of t; we take the Cholesky decomposition of µI + A = BB T during a preprocessing step and obtain x t+1 by solving the two triangular systems given by
When the generalized elastic net matrix Ω is diagonal, or µI+2γΩ is otherwise easy to invert, we can invoke the Sherman-Morrison-Woodbury formula (see Golub and Van Loan [2013, Section 2.1.4] ) to more efficiently solve this linear system; more details will be provided in Section 2.2. In particular, we see that
Algorithm 4 Alternating direction method of multipliers for solving (5) Start with initial iterates x 0 = y 0 and step length µ.
Update y using soft thresholding (18):
Update z using approximate dual ascent (19):
where M := µI + 2γΩ; computing this inverse only requires computing the inverse of M and the inverse of the n × n matrix I + 2XM −1 X T . Next y is updated by
That is, y t+1 is updated as the value of the soft thresholding operator of the 1 -norm at z t /µ + x t+1 :
Finally, the dual variable z is updated using the approximate dual ascent step
This approach is summarized in Algorithm 4. It is well-known that the ADMM generates a sequence of iterates which converge linearly to an optimal solution of (14) under certain strong convexity assumptions on f and g and rank assumptions on A and B, all of which are satisfied by our problem (16) when Ω is positive definite (see, for example, Deng and Yin [2012] ). As such, the sequence of iterates {x t , y t , z t } generated by Algorithm 4 converges to a minimizer of f (β); that is, x t −y t → 0 and f (x t ), f (y t ) converge linearly to the minimum value of f .
Computational Requirements
To motivate the use of our proposed proximal methods for the minimization of (5), we briefly sketch the per-iteration computational costs of each of our methods. We will see that for certain choices of regularization parameters, the number of floating point operations needed for each iteration scales linearly with the size of the data. The most expensive step of both the proximal gradient method (Algorithm 2) and the accelerated proximal gradient method (Algorithm 3) is the evaluation of the gradient ∇f 1 . Given a vector β ∈ R p , the gradient at β is given by
The product X T Xβ can be computed using O(np) floating point operations by computing y = Xβ and then X T y. On the other hand, the product Ωβ requires O(p 2 ) flops for unstructured Ω.
However, if we use a structured regularization parameter Ω we can significantly decrease this computational cost. Consider the following examples:
• Suppose that Ω is a diagonal matrix: Ω = Diag(u) for some vector u ∈ R p + . Then the product Ωβ can be computed using O(p) flops:
Moreover, we can estimate the Lipschitz constant A for use in choosing the step size α by
which requires O(np) flops, primarily to compute the norms X 1 and X ∞ .
• If the use of diagonal Ω is inappropriate, we could store Ω in factored form Ω = RR T where R ∈ R p×r , and r is the rank of Ω. In this case, we have
which can be computed at a cost of O(rp) flops. Thus, if we use a low-rank parameter Ω, say r ≤ O(n), we can compute the gradient using O(np) flops. Similarly, we can estimate the step size α using
In either case, using a diagonal Ω or low-rank factored Ω, each iteration of the proximal gradient method or the accelerated proximal gradient method requires O(np) flops. Similar improvements can be made if Ω is tridiagonal, banded, sparse, or otherwise nicely structured. Similarly, the use of structured Ω can lead to significant improvements in computational efficiency in our ADMM algorithm. The main computational bottleneck of this method is the solution of the linear system in the update of x:
Without taking advantage of the structure of A, we can solve this system using a Cholesky factorization preprocessing step (at a cost of O(p 3 ) flops) and substitution to solve the resulting triangular systems (at a cost of O(p 2 ) flops per-iteration). However, we can use the Sherman-MorrisonWoodbury matrix inversion lemma to solve this system more efficiently using the structure of A. Indeed, fix t and let b = d + µy t − z t . Then we update x by
If M = µI + 2γΩ then we have
The matrix I + 2XM −1 X T is n × n, so we may solve any linear system with this coefficient matrix using O(n 3 ) flops; a further O(n 2 p) flops are needed to compute the coefficient matrix if given M −1 . Thus, the main computational burden of this update step is the inversion of the matrix M . As before, we want to choose Ω so that we can exploit its structure. Consider the following cases.
Diagonal Rank r
Full rank Table 1 : Upper bounds on floating point operation counts for most time consuming steps of each algorithm. For our (accelerated) proximal gradient method, these are the matrix-vector multiplication to compute the gradient ∇f 1 and the estimation of the Lipschitz constant using A ≤ 2 ( Ω + X 1 X ∞ ) to define the step length; for ADMM, this is the solution of the linear system in the update of x.
• If Ω = Diag(u) is diagonal, then M is also diagonal with
Thus, we require O(p) flops to compute M −1 v for any vector v ∈ R p .
• On the other hand, if Ω = RR T , where R ∈ R p×r , then we may use the Sherman-MorrisonWoodbury identity to compute M −1 :
Therefore, we can solve any linear system with coefficient matrix M at a cost of O(r 2 p) flops (for the formation and solution of the system with coefficient matrix I + 2 µ R T R).
In either case, we never actually compute the matrices M −1 and (µI + A) −1 explicitly. Instead, we update x as the solution of a sequence of linear systems and matrix-vector multiplications, at a total cost of O(n 2 p) flops (in the diagonal case) or O((r 2 + n 2 )p) flops (in the factored case). Thus, if the number of observations n is much smaller than the number of features p, then the per-iteration computation scales roughly linearly with p. Table 2 .2 summarizes these estimates of per-iteration computational costs for each proposed algorithm. Further, we should note that these bounds on per-iteration cost assume that the iterates β and x are dense; the soft-thresholding step of the proximal gradient algorithm typically induces β containing many zeros, suggesting that further improvements can be made by using sparse arithmetic.
Convergence of our block coordinate descent method
In this section, we investigate the convergence properties of our block coordinate descent method (Algorithm 1). We first note that the Lagrangian L :
. Our first technical lemma establishes that this Lagrangian function is convex in (θ, β).
Lemma 2.2 The Lagrangian function L(θ, β, ψ, v) defined by (21) is convex in its primal variables (θ, β) for every choice of dual variables (ψ, v).
Proof: Fix ψ ∈ R and v ∈ R k−1 . The functions γβ T Ωβ and ψ(θ T Y T Y θ − n) are convex quadratic functions in β and θ respectively. Similarly, λ β 1 is a norm on R p for all λ > 0 and v T U θ is linear in θ and, therefore, both are convex in (θ, β). It remains to show that Y θ − Xβ 2 is convex; indeed, in this case L(·, ·, ψ, v) is the sum of several convex functions and, hence, convex. To show that this is indeed the case, note that for any (θ, β), we have
This establishes that Y θ − Xβ 2 is a convex quadratic function because the coefficient matrix
is positive semidefinite. We now provide our first convergence result, specifically, that Algorithm 1 generates a convergent sequence of function values.
Theorem 2.3 Suppose that the sequence of iterates {(θ t , β t )} ∞ t=0 is generated by Algorithm 1. Then the corresponding sequence of objective function values {F (θ t , β t )} ∞ t=0 defined by
is convergent.
Proof: Suppose that, after t iterations, we have iterates (θ t , β t ) with objective function value F (θ t , β t ). Recall that we obtain β t+1 as the solution of (5). Moreover, note that β t is also feasible for (5). This immediately implies that
On the other hand, θ t+1 is the solution of (3) with β = β t+1 . Therefore, we have
It follows that the sequence of function values {F (θ t , β t )} ∞ t=1 is monotonically nonincreasing. Moreover, the objective function F (θ, β) is nonnegative. Therefore, {F (θ t , β t )} ∞ t=1 is convergent as a monotonic bounded sequence.
We also have the following theorem, which establishes that every convergent subsequence of {(θ t , β t )} ∞ t=1 converges to a stationary point of (2).
Theorem 2.4 Let {(θ t , β t )} ∞ t=1 be the sequence of points generated by Algorithm 1. Suppose that {(θ t j , β t j )} ∞ j=1 is a convergent subsequence of {(θ t , β t )} ∞ t=1 with limit (θ * , β * ). Then (θ * , β * ) is a stationary point of (2): (θ * , β * ) is feasible for (2) and there exists ψ * ∈ R and v * ∈ R k−1 such that
where ∂L(θ, β, ψ, v) denotes the subdifferential of the Lagrangian function L with respect to the primal variables (θ, β).
To prove Theorem 2.4, we first establish the following lemma, which establishes that the limit point (θ * , β * ) minimizes F with respect to each primal variable with the other fixed; that is, θ * minimizes F (·, β * ) and β * minimizes F (θ * , ·).
Lemma 2.3 Let {(θ t , β t )} ∞ t=1 be the sequence of points generated by Algorithm 1. Suppose that {(θ t j , β t j )} ∞ j=1 is a convergent subsequence of {(θ t , β t )} ∞ t=1 with limit (θ * , β * ). Then
Proof: We first establish (23). Consider (θ t j , β t j ). By our update step for β, we note that
Thus, for all j = 1, 2, . . . , we have F (θ t j , β) ≥ F (θ t j , β t j ) for all β ∈ R p . Taking the limit as j → ∞ and using the continuity of F establishes (23).
Next, note that, for every j = 1, 2, . . . ,, we have
This implies that
by the monotonicity of the sequence of function values and the fact that t j < t j + 1 ≤ t j+1 . Taking the limit as j → ∞ implies that
for any feasible β and θ. This completes the proof.
We are now ready to prove Theorem 2.4. Proof: (of Theorem 2.4). Taking the (sub)derivatives of L with respect to (θ, β) shows that (g θ , g β ) ∈ ∂L(θ, β, ψ, v) if and only if
Equation (23) implies that β * = arg min β∈R p F (θ * , β). Thus, by the first order necessary conditions for unconstrained convex optimization, we must have
here ∂ β 1 denotes the subdifferential of the 1 -norm at the point β.
On the other hand, (28) implies
Moreover, the problem (27) satisfies the linear independence constraint qualification. Indeed, the set of active constraint gradients {2Y T Y θ, 2Y T Y θ 1 , . . . , 2Y T Y θ k−1 } is linearly independent for any feasible θ ∈ R K by the Y T Y -conjugacy of {θ, θ 1 , . . . , θ k−1 }. Therefore, there exist Lagrange multipliers ψ * , v * such that
by the first-order necessary conditions for constrained optimization (see Nocedal and Wright [2006, Theorem 12 .1]). Combining (26) and (28) establishes that 0 ∈ ∂L(θ * , β * , ψ * , v * ) as required.
Numerical Simulations
We next compare the performance of our proposed approaches with standard methods for penalized discriminant analysis in several numerical experiments. In particular, we compare the implementations of the block coordinate descent method Algorithm 1 where each discriminant direction β is updated using the proximal gradient method given by Algorithm 2 (SDAP), the accelerated proximal method given by Algorithm 3 (SDAAP), and the alternating direction method of multipliers given by Algorithm 4 (SDAD), with the Sparse Zero Variance Discriminant Analysis (SZVD) method proposed in Ames and Hong [2016] , and the algorithm for solving the sparse optimal scoring problem proposed in Clemmensen et al. [2011] . All simulations were conducted using R version 3.2.3 and our heuristics are implemented in R as the package accSDA 3 . The runs on the benchmarking data sets were performed on a laptop with an i7-4800MQ processor clocked at 2.70GHz. The runs on the synthetic data sets were performed on a cluster where each node had an Intel Xeon E5-2660 v2 CPU clocked at 2.20GHz.
Classification of Spectral and Time Series Data
We first apply each of these methods to learn classification rules for the following data sets: the Penicillium (Pen) data set from [Clemmensen et al., 2007] [Keogh et al., 2006] . We use each heuristic to obtain q = K − 1 sparse discriminant vectors and then perform nearestcentroid classification after projection onto the subspace spanned by these discriminant directions.
The results of our experiments are summarized in Table 2 . The sparse discriminant analysis heuristics SDAP, SDAAP, SDAD, and SDA require training of the regularization parameters γ, Ω, and λ. In all experiments, we set γ = 10 −3 and Ω to be the p × p identity matrix Ω = I. We train the remaining parameter λ using N -fold cross validation. Specifically, we choose λ from a set of potential λ of the formλ/2 c for c = 9, 8, 7, . . . , −1, −2, −3 andλ chosen so that the problem has nontrivial solution for all considered λ; we note that (7) has optimal solution given by β * = A −1 d if we set λ = 0 and choosē
so that there exists at least one solution β * with value strictly less than zero. We pick as our regularization parameter the value of λ with fewest average number of misclassification errors over training-validation splits amongst all λ which yield discriminant vectors containing at most 15% nonzero entries. We set the number of folds N = 5, 5, 7, 15 for Pen, ECG, Coffee, and Olive oil data sets respectively. We terminate each proximal algorithm in the inner loop after 1000 iterations or a 10 −5 suboptimal solution is obtained; the outer block coordinate descent loop is stopped after a maximum number of 250 iterations or a 10 −3 suboptimal solution has been found. The augmented Lagrangian parameter µ = 2.5 was used in all experiments in the ADMM method (SDAD). Table 2 : Comparison of classification performance of benchmarking data. Each block reports the number of classification errors on out-of-sample testing observations (numErr), fraction of classification errors (fracErr), number of nonzero features used for classification (feats), fraction of nonzero features (fracFeat), and time (in seconds) needed to train the discriminant vectors (time).
We train any regularization parameters in SZVD using a similar procedure. In particular, we set the maximum value of the regularization parameter γ to beβ T Bβ/ β 1 , whereβ is the optimal solution of the unpenalized SZVD problem and B is the sample between-class covariance matrix corresponding to the given data, and choose γ from an exponentially spaced grid using N -fold cross-validation; this approach is consistent with that in [Ames and Hong, 2016] . The number of folds N for each data set was identical to that in the SDA cross validation scheme described above. We select the value of γ which minimizes misclassification error amongst all sets of discriminant vectors with at most 35% nonzero entries; this acceptable sparsity threshold is chosen to be higher than that in the SDA experiments, due to the tendency of SZVD to misconverge to the trivial allzero solution for large values of γ. We stop SZVD after a maximum of 1000 iterations or solution satisfying the stopping tolerance of 10 −5 is obtained. We use the augmented Lagrangian penalty parameter β = 2.5 in SZVD in all experiments.
Gaussian data
We also performed similar simulations investigating efficacy of our heuristics for classification of Gaussian data. In each experiment, we generate data consisting of p-dimensional vectors from one of K multivariate Normal distributions. Specifically, we obtain training observations corresponding to the ith class by sampling 25 observations from the multivariate Normal distribution with mean µ i ∈ R p with entries indexed by 100(i − 1), . . . 100i equal to 0.7 and all remaining entries equal to 0, and covariance matrix Σ ∈ R p×p constructed as follows.
• Type 1 data: in the first set of simulations, all features are correlated with Σ ij = r for all i = j and Σ ii = 1 for all i. We conduct the experiment for all K ∈ {2, 4}, r ∈ {0, 0.1, 0.5, 0.9}.
• Type 2 data: in the second set of simulations, Σ is a block diagonal matrix with 100 × 100 blocks. For each pair of indices (i, j) in the same block we set Σ ij = r |i−j| , and set Σ ij = 0 otherwise. As before, we repeat the experiment for each K ∈ {2, 4}, r ∈ {0, 0.1, 0.5, 0.9}.
For each experiment, we sample 250 testing observations from each class in the same manner as the training data.
For each (K, r) pair we generate 20 data sets and use nearest centroid classification following projection onto the span of the discriminant directions to test the five LDA heuristics SDA, SDAP, SDAAP, SDAD, and SZVD. All input parameters are defined as in Section 3.1. We train any regularization parameters in the same fashion as in Section 3.1 using N -fold cross validation; we set a maximum fraction of nonzero features to 0.3 in the cross validation scheme. Tables 3 and 4 summarize the results of these experiments.
Commentary
Our proximal methods for sparse discriminant analysis provide an improvement over the existing SDA approach in terms of classification error in almost all experiments, while we see a significant improvement in terms of computational resources used by the accelerated proximal gradient method (SDAAP) and ADMM (SDAD) over SDA. This improvement in run-time is most significant when applied to the Penicillium data set. This is not a coincidence. The per-iteration complexity of these methods is on the order of O(p) floating point operations per-iteration, compared to O(p 3 ) of the classical SDA method. We see this improvement is most significant when p is large, as it is for the Penicillium data set, where the per-iteration cost of O(p 3 ) flops is prohibitive. This improvement is not observed as acutely when p is small; in fact, SDA exhibits the shortest run-times for both the ECG and Coffee data sets, where p is the smallest. It is important to note that the slow convergence of the proximal gradient method (SDAP) without acceleration yields significantly longer run-times despite the improved per-iteration cost. We should also note that our use of cross validation causes significant variation in the performance of our heuristics for the ECG data set. This is because the trained discriminant vectors are sensitive to the split in the validation process, as the training set can become unbalanced.
Conclusion
We have proposed new algorithms for solving the sparse optimal scoring problem for high-dimensional linear discriminant analysis. These methods, based on block coordinate descent and proximal operator evaluations, provide significant improvement over existing approaches for solving the SOS problem, in terms of efficiency and scalability, in the case that specially structured Tikhonov regularization is employed in the SOS formulation; for example, the computational resources required for each iteration scales linearly with the dimension of the data if either a diagonal or low-rank matrix is used. Moreover, we establish that any convergent subsequence of iterates generated by one of our algorithms converges to a stationary point. Finally, numerical simulation establishes that our approach provides an improvement over existing methods for sparse discriminant analysis in terms of both quality of solution and run-time. These results present several exciting avenues for future research. Although we focus primarily on the solution of the optimal scoring problem under regularization in the form of a generalized elastic net penalty, our approach should translate immediately to formulations with any nonsmooth convex penalty function. That is, the framework provided by Algorithm 1 can be applied to solve Table 4 : Results for Type 2 synthetic data. All results are listed in the format "mean (standard deviation)". In all experiments n train = 25K and n test = 250K.
the SOS problem (2) obtained by applying an arbitrary convex penalty to the objective of the optimal scoring problem (1). The resulting optimization problem can be approximately solved by alternately minimizing with respect to the score vector θ using the formula (4) and with respect to the discriminant vector β by solving a modified version of (5). The proximal methods outlined in this paper can be applied to minimize with respect to β if the regularization function is convex, however it is unlikely that the computational resources necessary for this minimization will scale as favorably as with the generalized elastic net penalty. On the other hand, the convergence analysis presented in Section 2.3 extends immediately to this more general regularization framework. Of particular interest is the modification of this approach to provide means of learning discriminant vectors for data containing ordinal labels, data containing corrupted or missing observations, and semi-supervised settings. Finally, although the results found in Section 2.3 provide compelling evidence that any convergent subsequent of iterates generated by our block coordinate descent approach must converge to a stationary point, it is still unclear what conditions ensure that the sequence of iterates is convergent, or at what rate these subsequences converge; further study is required to better understand the convergence properties of these algorithms. Similarly, despite the empirical evidence provided in Section 3, it is unknown what conditions ensure that data is classifiable or when data can have its dimension reduced using sparse optimal scoring and, more generally, linear discriminant analysis. Extensive consistency analysis is needed to determine theoretical classification error rates for distinguishing random variables drawn from distinct distributions.
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First, suppose that Y T Xβ / ∈ range Y T Y Q k . Rearranging (31) yieldŝ
We choose the dual variables ψ and v so thatθ is feasible for (29). It is easy to see that the conjugacy constraints are equivalent to Q
