In this paper we analyze the impact of network size on the dynamics of epidemic spreading. In particular, we investigate the pace of infection in overpopulated systems. In order to do that, we design a model for epidemic spreading on a finite complex network with a restriction to at most one contamination per time step, which can serve as a model for sexually transmitted diseases spreading in some student communes. Because of the highly discrete character of the process, the analysis cannot use the continuous approximation widely exploited for most models. Using a discrete approach, we investigate the epidemic threshold and the quasi-stationary distribution. The main results are two theorems about the mixing time for the process: it scales like the logarithm of the network size and it is proportional to the inverse of the distance from the epidemic threshold. 
Introduction
The most appropriate models for epidemic spreading are those based on dynamical processes on particular graphs rather than those defined by phenomenological differential equations [1, 2] . Within this approach, which still remains the main framework for epidemical investigations [3] [4] [5] [6] , the nodes of a network are usually considered as individuals who are connected with each other by vertices corresponding to social links. Although some authors use continuous time simulations (see, e.g. [7] ), the approach presented commonly (see [8] for a review) is based on the idea that at each discrete time step a particular node of the network can contaminate each of its neighbors with some finite probability . The whole set of vertices is divided into compartments, usually referred to as susceptible (S), infected (I) and recovered (R) individuals. Different models can be built out of those S I R letters, but the general mechanism stays more or less unchanged, as we have described in [9] . In the most basic approach, people assume individuals to be identical and homogeneously mixed. In order to take into account heterogeneity of the system, a kind of block approximation has been used [10] , treating nodes with the same degree as statistically equivalent. This is not always enough, as some real networks manifest degree correlation, namely: the conditional prob-ability that two vertices of degree are connected depends on both degrees [11] . The next step thus is to take into account correlation [12] . Finally, one can employ a whole adjacency matrix describing the graph we analyze [13] [14] [15] . The validity of all these approaches is still under investigation, see e.g. [16, 17] . Note, however, that all those variations listed above work on equations describing relationships between probability vectors. In particular, for the last example, the system is described by -the probability that the -th node is infected. The problem is that there is not a single moment when a particular vertex is, say, 0.41 infected. A vertex can be either infected (1) or not (0). This problem has already been noticed by Petermann and De Los Rios [18] . On top of that, investigators have also realized (see e.g. [19] ) that finite sizes of real networks can have a strong impact on epidemic threshold results which are usually computed in the large-(so-called thermodynamical limit).
Here we would like to investigate the impact of network size on epidemic spreading. As an example, we introduce a model which restricts the whole dynamics to at most one contamination per time step. Obviously, this mechanism can exhibit some serious problems in so-called "overpopulated" systems. Namely, if the network size grows, the pace of the dynamics slows down. This is however not just a model's artifact: one can easily imagine some realworld situations where access to some devices or services is strictly limited by a finite value, while the number of people can increase (e.g. only one doctor in a small, but growing town). Here we focus on the following example. In large, academic cities there are often big flats situated in old tenement houses, inhabited by rather large numbers of students who live with 3-4 roommates per chamber. As there is no space for privacy in this way of living, they sometimes devote one room in the flat to be a so-called sexroom, so contamination by sexually transmitted diseases can take place at most once per time step (say, per night). This seems to be a good example of a system which can be described by our model. Note that in a system such as this group of students in a tenement house, the role of the network size is crucial. The problem of overpopulation arises when the number of inhabitants grows, while there is still only one sexroom. In this paper we address the following question: How does the network size (number of inhabitants) change the epidemic threshold, quasistationary level of infected individuals and pace of spreading (mixing time)? Because of the context explained above, let us call our model Tenement House Model (THM). This paper is organized as follows: in Sec. 2 we describe the proposed model of epidemic spreading with at most one infection per time step. In Sec. 3 we provide theoretical analysis of the model: epidemic threshold, quasistationary state and mixing time. Simulations are presented in Sec. 4, while Sec. 5 is dedicated to some final conclusions. In the Appendix, we give a short overview of quasi-stationary distribution theory.
Model description
Consider a connected, unweighted graph G with vertices numbered = 1
, and encoded by a stochastic transition matrix P. The model will be of the SIS kind: all the individuals are at the beginning considered as susceptible (S). After contamination they become infected (I), but they still have a chance to recover and be susceptible again. We start with all but one nodes susceptible. The one which is infected is chosen at random. At each time step we choose randomly, with identical probability 1 , a node . Then we choose its neighbor according to the transition matrix P, i.e., there is chance that we take vertex . If one of these two individuals or is infected, it contaminates the second one with probability . At the end of each time step we allow each infected node, with the exception of the one that has been contaminated during the current time step, to recover with probability . The model is in a way related to the well-known Contact Process (CP) [20] [21] [22] [23] , as both in the THM and CP model, an infected individual can contaminate only one of its neighbors. However, while in CP all infected sites contaminate simultaneously, here in THM, contamination happens in a sequential and randomized way. To close this section, let us stress that in this paper we live in the realm of Markov chains.
Theorem 1.
The stochastic process of the Tenement House Model is a finite state space homogeneous Markov chain.
Proof. Each node of the contact graph G can take any of 2 possible states (susceptible or infected), hence the state of the whole system at time is described by the set of infected nodes I( ). Therefore, the cardinality of the state space equals 2 . It is apparent that in order to drive the system from time step to + 1, we only need to know in what state we are at the time , and the hopping rate between those 2 states is constant in time.
Model analysis
We number the state space in such a way that the absorbing state, which is the state when all the nodes are healthy, has index 0. In order to mathematically describe the model, we define X ( ) which takes the value 1 if the node is contaminated by one of its neighbors at time step , and 0 otherwise. We will be interested in the expected value of X ( ) with a condition that the set of infected nodes consists of some particular vertices. This can be thought of as the effective probability of contamination during a particular time step. Note that in contrast to the contamination probability , the expected value of X ( ) varies with time. There are two independent ways of contaminating the -th node during a particular time step. Either we choose the -th node (with probability 1 ) and then one of its infected neighbors (with probability ∈I( ) ), or we choose -th node's neighbor (with probability 1 for each one) and then we pick the -th node (with probability for a each node , so ∈I( ) for all of them). Summing up, we obtain:
where both terms are multiplied by the contamination probability and τ is defined as τ = inf{ ≥ 0 : |I( )| = 0}, as in Eq. (29), (see Appendix). Note the way we use the condition that τ > : as we take for granted that we have not yet met the absorbing state, the two "mechanisms" of contamination actually work. Otherwise, if were greater or equal to τ, we would put 0 on the right hand side of Eq. (1). We are, however, interested in the behavior of the whole system, not one node only. Let us define
Due to the additivity of expected value, we can write:
where, apart from adding all the E(X |I( ) τ > ) terms, we subtract the term responsible for healing: the number of infected nodes multiplied by the recovery probability . Moreover, we define 
The equation above defines the dynamics of the process. Unfortunately, the sums
are not known in general, as they strongly depend on the shape of the set I( ). We will show, however, that we are able to derive exact results for epidemic threshold for any graph and quasi-stationary state for some special cases.
Epidemic threshold
Our first aim is to find out the epidemic threshold for the process described above. We are interested in a relation of model parameters that defines a border between two situations: dropping and rising of the number of infected nodes in the beginning of the process. However, classical epidemic threshold is defined in the limit of large size of a network [8] . Here, as we focus on finite networks only and the impact of their size on the process, we need a different definition of epidemic threshold. In order to construct this definition, we follow the method of computing thresholds for infinite networks. In the continuous approximation, one obtains the epidemic threshold using the assumption of small number of infected nodes (see e.g. [9] , Chapter 3), which is true in the vicinity of = 0. The smallest finite number of infected nodes we can take is 1, so we define epidemic threshold as follows:
Definition 1.
Epidemic threshold for the finite THM model is the relation between parameters and the network size such that D(0) = 0.
Theorem 2.
The epidemic threshold for the finite THM model is given by:
Proof. By definition of the model, |I(0)| = 1. Denoting the only infected node by , we have P(
(as P is stochastic) and
Hence:
Furthermore, using the fact that for all , there is = 0, we have:
The condition D(0) = 0 indicates the epidemic outbreak and completes the proof.
Clearly, in the case of overpopulation (large ) the epidemy requires small values of recovery probability to enable an outbreak.
Quasi-stationary distribution
Let us now turn to the quasi-stationary distribution problem. In our model there exists a unique absorbing state: the state when all the nodes are healthy-there is no way out of this situation, as there is no one who could contaminate others. Moreover, the set of all the states of this Markov chain without the absorbing state, is irreducible. Indeed, as we assume the network of acquaintances to be connected, the epidemy is able to reach all the vertices. There is thus a finite probability to achieve in some time the state, when all the vertices are infected. From this state the system is able to go directly to any other state, because in each time step we recover each individual independently with probability . It is thus possible to obtain any configuration of the infected nodes set I( ). Therefore above the epidemic threshold we anticipate our system to stay at some non-zero state for a long time:
Theorem 3.
There exists a unique quasi-stationary distribution for the THM model.
Proof.
The stochastic process of the THM model has a state space which can be decomposed into an irreducible set and the unique absorbing state, so Theorem 7 (in the Appendix) completes the proof.
The variable of interest in epidemic spreading is the density of infected nodes in this quasi-stationary state. Due to a theorem for absorbing Markov chains regarding empirical averages converging to probabilistic averages (see discussion in the Appendix), the density can actually be our indicator of achieving the quasi-stationarity: the level of infected nodes staying, on average, unchanged. Note that we also have to take into account that, due to statistical fluctuations in finite real or simulationed systems, the epidemy may die out even above the threshold. The quasi-stationary fraction of infected nodes in the general case (not specifying any particular shape of the graph) is not as easy to find as the threshold, calculated in the previous section. What we basically have to do is to use once again all the formalism presented above and find the solution for the equation D( ) = 0, without the constraint |I( )| = 1. The problem is to compute the sum
, which depends strongly on the shape of the set of infected nodes I( ). We will thus only estimate the quasi-stationary distribution condition for the general case. Moreover, we will provide exact solutions for the special cases of a complete graph and an uncorrelated homogeneous graph. In order to perform estimation of the quasi-stationary state, we use the notion of graph conductance [24] , which shows how well-connected a given graph is. Note first that any graph G defined by the adjacency matrix A can be equivalently described by a stochastic matrix
> 0, or 0 otherwise.
Definition 2.
The conductance of a given graph G described by a stochastic matrix P = [ ] N×N is: 
Bounding the latter expression in Eq. (4) away from zero, we find that D I( ) is positive for 1
. Therefore the quasi-stationary fraction must be higher than this:
Let us now focus on the opposite case, namely ≤ 1 2 , |I | ≤ − |I |. We again establish a lower bound for D I( ) using Eq. (3):
Bounding the right hand side of Eq. (6) away from zero, we conclude analogously to the situation above:
This result, however mathematically correct, appears to be quite useless: the value of Φ(P) is usually much lower than the sums that it approximates
) during the process. Let us thus work out exact results for some special cases.
Special cases

Complete graph
For complete graphs we are able to find the exact solution of the quasi-stationary state problem. Note, that for this special case:
as each of the |I( )| infected nodes is linked to each of the ( −|I( )|) susceptible nodes by an edge chosen with probability 1 −1 and each node has ( − 1) neighbors. We can thus find an explicit and exact condition for D I( ) = 0. From Eq. (3) we get:
Uncorrelated homogeneous graph
Let us consider now an uncorrelated homogenous graph (see e.g. [8, 9] ). Specifically for the present setup, homogeneity means that the average number of links between sets of some fixed sizes depends only on these sizes. Bearing these assumptions in mind, let us compute the expected values of the two sums from Eq. (3):
where we put E( )/( − 1) for the expected value of existence of a link between two vertices. We subtract 1 from as a node cannot be connected with itself. We employ Eq. (10) in the condition D( ) = 0 and get the quasistationary infected nodes density:
where we denote = E( ) and 1/ = E(1/ ). Specifically, for a G( ) random graph (with the well-known binomial degree distribution, [25] ), the product of 1 goes to 1. In this case, the latter result (11) recovers the solution for complete graphs (9) . Moreover, G( ) graphs are indeed uncorrelated in the limit of large [26] , so we expect G( ) to behave like complete graphs for large (overpopulated systems).
Mixing time
In this section we are interested in the mixing time for the THM model, i.e., the time needed by the process to reach the quasi-stationary distribution (see e.g. [27] ). As we have already noted above, we are in fact speaking about the indicator of quasi-stationarity-the density of infected neighbors. In order to gain some intuition about what the quasistationary state and mixing time are, see Fig. 1 . We can distinguish two regimes of completely different character: the regime of rapid increase in the number of infected nodes and the regime of stabilization. Below we prove a general theorem restricting mixing time for any graph. The proof is inspired by related considerations for gossip spreading done by Shah [27] . The most significant complication which arises here in SISkind epidemic spreading model is recovery. In the gossip spreading problem we just have subgraph of nodes, that know about the gossip. In case of epidemy with recovering some nodes are being randomly excluded from the subgraph (by recovery), in particular this subgraph can fall apart into smaller compartments.
Theorem 4.
The ( -)mixing time T for the THM model is logarithmic in the size , i.e.,
where is the upper bound for the probability that a single realization of mixing time is actually greater than T ( ).
Proof.
Without loss of generality we assume that I ≥ 2 . We divide the proof into two parts, considering separately two stages of the process evolution:
We recall first the result stated in Eq. (6):
We denote now by Λ the smallest time such that the number of infected nodes exceeds 2 :
Let us also denote Λ ∧ = min(Λ ) Note that as long as |I( )| ≤ 2 , we have Λ ∧ ( + 1) = Λ ∧ + 1. Recall now the general feature for any smooth convex function -for any 1 2 ∈ R we have:
Let us take ( ) = 1 , 1 = |I( + 1)| and 2 = |I( )|. Then:
By construction of the process we have:
where 1 ≤ ≤ 2. We define as usual τ = inf{ ≥ 0 : |I( )| = 0} and continue with Eq. (13):
where in the second inequality we used Eq. (6) and the definition of D I( ) , Eq. (3). Note also that after the second inequality, we made implicit the condition that |I( )| is non-zero, due to the fact that τ > . In the last line, we used the fact that 1 − ≤ exp(− ). Let us now define:
We show that ζ( ) is a supermartingale with respect to {I( )} ≥0 . The only component of ζ( ) which is a random variable is I( ), and as the process we analyze is Markovian and as Λ ∧ ( + 1) = Λ ∧ + 1, it is enough to show that E(ζ(Λ ∧ ( + 1))|I(Λ ∧ ) τ > ) ≤ ζ(Λ ∧ ). We do this using Eq. (14):
As ζ( ) is a supermartingale, we conclude that E(ζ(Λ ∧ )) ≤ E(ζ(Λ ∧ 0)) = 1. Furthermore, as we restrict ourselves to |I( )| ≤ 2 :
and directly from the above we conclude that:
where in the last step we used the supermartingale property. Moreover, as exp((Λ ∧ ) ) converges monotonically to exp(Λ ) as → ∞, we have also:
Let us recall the Markov inequality:
and choose 1 = 1 (ln( ) − ln( )). Finally, we obtain:
Let us now consider |I( )| ≥ 2 . For this case we perform exactly the same procedure, but starting from Eq. (4) instead of Eq. (6) (from which we started in the previous case). We also redefine Λ = inf{ : |I( )| > I }. Following the same steps as above, we only change the constant in Eq. (15) into = 1 2 ( 2 I Φ(P) − 2 Φ(P) − ). The second thing that has to be changed is Eq. (17) where, instead of 2 , we can put . The resulting time for this stage is:
From this general theorem, we conclude that the closer we are with the chosen parameters to the zero-stationary state (i.e., the smaller the quasi-stationary density of infected nodes), the slower the first phase of rapid increase:
Theorem 5.
The mixing time is linear with the inverse of the distance η from the epidemic threshold, i.e.,
Proof. Recalling Eq. (3), we demand D I( ) ≥ 0 and transform this condition to:
which boils down to equality for the quasi-stationary distribution. We denote the right hand side of this equation by for the case of epidemic threshold. Now let us take values of parameters , and that take us a bit higher than threshold:
where η ≥ 0. Let us recall some parts of the proof of Theorem 4. Actually, all we have to do is rewrite the condition for D I( ) in the parametrization given in Eq. (24) and notation of :
We put this result into Eq. (14), obtaining:
and then we proceed in the same way as in the proof of Theorem 4. The result is
Simulation
Here we present simulations for various types of networks, i.e., complete graphs, G( ) random graphs [25] , smallworld graphs [28] and graphs with power law degree distribution (scale-free networks, see e.g. [29] ). The computer simulation investigations focus on the topics described theoretically in the latter section, i.e., epidemic threshold, quasi-stationary state and mixing time.
Epidemic threshold
We check here the behavior of the process in the very beginning, i.e., exactly at the first time step. Four kinds of networks are examined: complete graph, G( ) random graph with = 0 5, small world graph with = 6 neighbors on the circle and rewiring probability = 0 5, and scale-free network with exponent α = 2 5. We vary sizes of networks , and for each type of the graph we choose different recovery probability . Looking for the critical value of contamination probability , we change the parameter and check to find at which value the fraction of infected nodes starts to increase. This procedure is repeated 100000 times. Results are presented in Fig. 2 . As can be seen, the simulations align perfectly with the theoretical prediction of Theorem 2 for all four kinds of graphs examined.
Quasi-stationary state
Results for quasi-stationary state are obtained by performing many runs (typically 1000), ending each at a fixed, high time step (10 000 -100 000), cutting the beginning phase of rapid increase and fitting a line to the points oscillating about the quasi-stationary value of infected nodes density. There are two types of results possible after a single run: the epidemic either dies at a certain point (i.e., the number of infected nodes, due to fluctuations, reaches zero and, by the construction of the model, ) random graph (green line, = 0 006), scale-free network (blue line, = 0 008), complete graph (red line, = 0 01) and small world graph (orange line, = 0 012). Note that if for fixed we exceed the size of the system above 2 1 , there is no threshold. In order to fulfill the conditions of Theorem 2, we would need greater than 1 which cannot happen as is a probability.
stays zero; usually this happens at the very beginning of the process), or the number of infected nodes increases rapidly in the first stage, and then oscillates about some fixed value (see Fig. 1 ). In order to compute the average quasi-stationary value of infected nodes density, we neglect all the runs where there exists a time step, when the number of infected nodes equals zero (this is due to the condition τ > ).
First, we examine complete graphs: in Sec. 3.3.1 we provided the exact result, Eq. (9). In Fig. 3 , we show how the quasi-stationary infected nodes density depends on the network size . Then, in Fig. 4 , we show dependence on the contamination probability . Both figures show perfect agreement between simulation and theory. As we have already seen the behavior of complete graphs and how they relate to the theory described above, let us compare for four different kinds of graphs. In Fig. 5 , we show the results for complete graph, G( ) random graph with = 0 1, small world graph with = 10 neighbors on the circle and rewiring probability = 0 5, and scalefree network with exponent α = 2 5. The sizes of the graphs are fixed at = 100. Noticeably, the results for three out of the four kinds of graphs are almost the same, while scale-free network goes an entirely different way. Below we will focus on complete, G( ) and small world graphs only. In Sec. 3.3.2, we conclude that G( ) graphs for overpopulated systems (large ) should resemble like complete graphs. It is instructive to see that in the limit of large , not only on G(
), but also on small world graphs, the epidemy behaves the same as on complete graphs (see Fig. 6 ). for complete graphs versus contamination probability : simulation (blue dots) and theoretical result (9) (green line). We fix here =100, =0.002. for complete graph (blue circles), G( ) random graph with = 0 1 (red squares), small world graph with = 10 neighbors on the circle and rewiring probability = 0 5 (yellow diamonds) and scale-free network with exponent α = 2 5 (green triangles) versus contamination probability and fixed network size = 100. for G( ) random graph with = 0 2 (blue circles) and small world graph with rewiring probability = 0 5 (red squares) versus network size . The number of neighbors on the circle = 2 /10 is chosen such that the edges density 2 stays fixed. The red line shows the theoretical prediction for complete graphs (9) . We fix here = 1 and × = 1. 
G(
) random graph with = 0 2 (red squares), small world graph with rewiring probability = 0 5 (yellow diamonds) versus logarithm of network size ( ). The number of neighbors on the circle = 2 /10 is chosen such that the edges density 2 stays fixed. We fix here = 0 001 and / = 1000 in order to leave the quasistationary state unchanged. Lines are plotted to guide the eye.
Mixing time
In this section we examine mixing times of the process, i.e., we check how long it takes to reach the quasi-stationary state. Fig. 7 depicts how average mixing time depends on log( ), where is network size, as usual. This is done for a complete graph, G( ) random graph with = 0 2 and small world graph with rewiring probability = 0 5. For the same graphs, we check average mixing time dependence on the inverse of distance from epidemic threshold η (see Theorem 5) (shown in Fig. 8 These results show much more than the theorems from Sec. 25 3.4. We examine here average mixing time and show that it is linear in log( ) and 1/η, as the theory in Sec. 3.4 suggested since the bounds of probability of mixing time were proportional to log( ) and 1/η.
Conclusions
We have proposed a model for epidemic spreading with at most one infection per times step. Starting from the general formula for the change of the number of infected nodes (3), we provided conditions for epidemic threshold for any kind of graph. Simulation results for epidemic threshold follow the theoretical predictions perfectly. Furthermore, quasi-stationary density of infected nodes for complete and uncorrelated homogenous graphs were derived, along with bounds for this density using the notion of graph conductance. Complete graph simulations show agreement with the theory. Epidemy on G( ) random graphs, according to no-correlation in large limit [26] , as well as on small-world graphs for overpopulated systems behaves like epidemy on complete graphs. We have proven theorems that bound the probability of mixing time by values proportional to log( ) and 1/η, where and η are the size of the network and distance from epidemic threshold, respectively. Simulations on complete, G(
) and small world graphs show even more, namely that the average mixing time is linear in log( ) and 1/η, so overpopulation slows down the process only logarithmically.
If, in addition, P is stochastic or sub-stochastic, then ρ 1 = 1 or ρ 1 ≤ 1 respectively.
Consider a homogeneous, aperiodic Markov chain {X } ≥0 with the ( + 1)-dimensional state space E = { } ∪ T , where T is irreducible and is the absorbing state. We enumerate the states as follows: 0 stands for the absorbing state , and states in T have indices from 1 to so that the transition ( + 1) × ( + 1) matrix takes the following block structure:
Here 1 is a number, Q is × matrix, 0 and p arecomponent (horizontal) vectors and p has at least one entry positive, p = 0. Note, that p is a vector of 1-step absorption probabilities. Moreover, as T -irreducible and {X } ≥0 -aperiodic, Q is sub-stochastic, non-negative, irreducible and aperiodic [41] . Let [ 0 ( ) q(t)] be the probability distribution over + 1 states at time . We define the distribution conditioned on the event that the system has not yet reached the absorbing state: 
Definition 3.
A probability distribution ( ) on an irreducible set T ⊂ E is called a quasi-stationary distribution, if ( + 1) = ( ). We denote it by .
Theorem 7.
The Markov chain described above has a unique quasistationary distribution . Moreover, for any initial distribution π on the irreducible set T , there exists a large-time limiting distribution and equals :
lim →∞ P X = τ > P(X 0 = ) = π for ∈ T =
