Within the framework of dynamic panel data models with mean stationarity, one additional moment condition may remarkably increase the efficiency of the system GMM estimator. This additional condition is essentially a condition of "homoskesdasticity" of the individual effects; it is "implicitly satisfied" in all the Monte Carlo simulations on dynamic panel data models available in the literature (including the experiments with heteroskedasticity, which is always confined to the idiosyncratic errors), but not "explicitly" exploited. Monte Carlo experiments show remarkable efficiency improvements when the distribution of individual effects, and thus of yi0, are skewed, thus including the very important cases in economic applications that include variables like individual wages, sizes of the firms, number of employees, etc.
Introduction
We consider the estimation of dynamic linear panel data models on N independent units observed over T time periods (i = 1, ..., N ; t = 1, ..., T ):
y it = βy it−1 + α i + e it = βy it−1 + ε it
where α i captures individual 'unobserved heterogeneity', constant over time and different across units, and e it is an idiosyncratic component changing both over time and across units. We consider the typical case of micro panels, where N is "large" and T is "small". The initial y i0 is observed. We further assume |β| < 1.
Since the seminal work of Arellano and Bond (1991) , estimation of dynamic panel data models relies on the generalized method of moments (GMM; see Hansen, 1982) .
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In the context of the linear dynamic panel data models, two GMM approaches are customarily considered for estimation: the difference GMM estimator and the system GMM estimator (Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998) . The latter approach is known to produce efficiency improvements, which are particularly strong when the autoregression coefficient (β) approaches unity. This is obtained at the cost of a more restrictive hypothesis on the initial y i0 , known as the "mean stationarity" assumption. Throughout the paper, we will assume that such initial conditions are satisfied (Blundell and Bond, 1998 ).
What we shall show in this paper is that if the initial conditions of mean stationarity are interpreted as they are in "all" simulation experiments presented in the rich literature on this subject, further remarkable efficiency improvements can be obtained from the simple addition of "one more" moment condition to the system GMM estimator.
In the next Section we briefly describe the two traditional approaches with their assumptions, and the additional moment condition we propose. A detailed set of Monte Carlo experiments in Section 3 shows the efficiency improvements over system GMM estimator. The efficiency gains are sometimes quite remarkable. For example, in the case N = 3000 and 3 observation in time on the dependent variable, under the assumption of y i0 composed of a log-normally distributed individual effect and a log-normally distributed idiosyncratic component, the variance of the estimator we propose is about one-fifth of the variance of the system GMM estimator. 2 A kernel density estimation of the distributions of the estimated β in the corresponding Monte Carlo experiment is reported in Figure 1 .
1 Other approaches are also available for estimation of linear dynamic panel data models. Hsiao, Pesaran, and Tahmiscioglu (2002) developed a transformed likelihood approach for the estimation of linear dynamic model within a fixed effect framework. Kiviet (1995) proposed a method to correct the small sample bias of the least squares dummy variable estimator. The performance of simulation methods (indirect inference) has also been analysed (Gouriéroux, Phillips, and Yu, 2010) . In this paper we focus on GMM methods.
2 For further details, please refer to Section 3. 
GMM estimation of dynamic panel data models
Considering the estimation of dynamic linear panel data model (1), a consistent estimation of β can be obtained by transforming the model in first differences, thus removing the individual effect α i . Then, under suitable assumptions on the correlation structure of e it , lagged values of y it can be used as instruments in the differenced equation Hsiao, 1981, 1982; Arellano and Bond, 1991) . In particular, as e it is customarily assumed to be uncorrelated over time, lag 2 or more of y it are valid instruments for ∆y it−1 . Thus, the following T (T − 1)/2 linear moment conditions can be exploited for estimation (Arellano and Bond, 1991) :
with j, t ≥ 2. The GMM estimator based on the set of moment conditions in (2) is known in the literature as difference GMM estimator.
Simulation studies have shown that the difference GMM estimator may have non-negligible finite sample bias and poor performances when β approaches 1, or when the variance of α i is large with respect to the variance of e it (Blundell and Bond, 1998) .
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Blundell and Bond (1998) introduce an additional assumption on the initial observation (see also Arellano and Bover, 1995) :
This is known as the "mean stationarity" assumption.
If this is satisfied, the following T moment conditions hold (t ≥ 2):
These conditions exclude cases in which y i0 is exogenous or when its correlation with the individual effect α i is different from the correlation of α i with y it at different times.
The GMM estimator based on the moment conditions in (2) and (4) is known as the "system 3 Ahn and Schmidt (1995) show that the difference GMM estimator is not fully exploiting all the information in the data: under the standard assumptions, they propose additional moment conditions that allow improving efficiency.
4 Of course, longer lags could be considered, but these conditions are redundant when the moment conditions (2) are included for estimation (Arellano and Bover, 1995; Blundell and Bond, 1998) .
GMM estimator". When the moment conditions (4) are added to the moment conditions in (2), substantial efficiency gains are achieved with respect to difference GMM estimator (Hahn, 1997) . Besides gains in (asymptotic) efficiency, the system GMM estimator also performs better in terms of small sample bias (Hayakawa, 2007) .
5 Blundell and Bond (1998) state that condition (3) is satisfied in cases in which
with e i0 uncorrelated with α i (see also Roodman, 2009 ). Equation (5) has become the hallmark of simulation studies in which the data generating process for y i0 obeys the mean stationarity assumption. Thus we propose to assume explicitly eq. (5) and exploit the fact that for all individuals i, α i enters the first observation y i0 multiplied by the same factor for each i (equal to 1/(1 − β)). This allows to add one moment condition to the system GMM estimator.
The condition we propose is more restrictive than assumptions needed for consistency of the system GMM estimator. For instance, condition (3) would hold even if
(1 − β)
for each t ≥ 1, thus with a variance σ 2 α,i changing across individuals. However, (5) is implied by "all" Monte Carlo designs of the literature (at least to the best of our knowledge), where in fact condition (5) is always adopted (Arellano and Bover, 1995; Blundell and Bond, 1998; Windmeijer, 2000; Roodman, 2009) .
6 Even though settled in the Monte Carlo experiments, none of the above GMM estimators exploits such a condition. It seems therefore quite reasonable to try to further improve the GMM efficiency with the introduction of one additional moment condition that explicitly exploits this condition.
It is quite unlikely (perhaps impossible) that linear conditions analogous to those used by the methods available in the literature can distinguish between initial values y i0 generated as 5 In addition, moment conditions (4) and (2) are shown to encompass the moment conditions proposed by Ahn and Schmidt (1995) (Blundell and Bond, 1998) .
6 Even when simulation studies deal explicitly with heteroskedasticity (e.g. (Windmeijer, 2000) ), it is always the e it effect to be considered heteroskedastic, while the α i effects are always homoskedstic. This is also true for Monte Carlo experiments related to estimators other than GMM, e.g. Gouriéroux, Phillips, and Yu (2010) .
in (5) from values generated by more complicated structures.
7 Nonlinear moment conditions should therefore be considered. In principle, many new moment conditions could be introduced.
Being nonlinear, it is not difficult to prevent possible redundancies. But, to avoid excess of moment conditions that could be dangerous for moderately small samples, the additional moment conditions should be very few (Roodman, 2009 ).
We therefore propose the "one" nonlinear moment condition, to be added to the system GMM moments (in the case in which mean stationarity can be assumed), leading to efficiency gains (sometimes quite remarkable, see our experiments in Section 3):
where
If y i0 is generated as in (5), then condition (6) holds. Being the additional moment condition only one, it would be quite simple to introduce it into the available algorithms or software packages. The variance of the GMM estimator based on the moment condition we propose involves third moments of y i0 . This point will be discussed in Appendix A. Monte Carlo experiments in Section 3 will show that the main efficiency gains are indeed obtained when the distribution of y i0 (either due to the distribution of α i or e i0 or both) is asymmetric. However, notice that no explicit assumption on the distribution is ever required. But the additional condition (6) can be particulraly helpful in applications that involve individual effects like "wage of individuals", or "size of the firms", which are variables typically with strongly skewed distributions (in the
Monte Carlo experiments we shall use "demeaned" log-normal or χ 2 distributions).
Monte Carlo experiments
In this Section a set of Monte Carlo experiments is conducted in order to assess the finite sample performance of the GMM estimator based on moment conditions (2), (4), and (6) as compared to the system GMM estimator.
We generate a dynamic panel data model as:
with |β| < 1, and e it normally distributed with mean zero and unconditional variance equal to 1, independent of α i . As for the distribution of α i we considered the normal distribution, and two asymmetric distributions, i.e. the log-normal distribution and the χ 2 distribution with 1 degrees of freedom. In all cases, when needed, appropriate transformation of α i are considered in order to have mean zero and the chosen value for its unconditional variance.
The initial observation, y i0 is generated as:
and different distributions are also considered for e i0 .
Results of Monte Carlo experiments are reported in Table 1 , where we set N = 100, and both the unconditional variance of α i and e it equal to 1, so that the two error components give equally weighted contribution to the unconditional variance of y it (both equal to 1). In Table   2 , the unconditional variance of α i is set 4 times larger than the unconditional variance of e it (still set equal to 1). Tables 3 and 4 report the results for the same set of experiments with N = 3000.
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As expected, when the distribution of α i and e i0 is symmetric (as it is the case with the normal distribution) no gain in performance is detected, whereas the results of the Monte Carlo experiments show remarkable gains in performance when the distribution of α i and e i0 (thus, of y i0 ) is asymmetric (log-normal or chi-squared distribution). Larger gains in performance are observed when T is small, and they reduce when T increases. Results with large N (N = 3000) We also experimented a data generating process that comprise an exogenous independent variable. Results are broadly coherent with the previous simulations and are available from the authors upon request (reported in Appendix B for referees only).
A Why the efficiency gains?
In this Appendix we derive the variance of the estimator we propose, based on moment conditions (2), (4), and (6) and we compare it with the variance of the system GMM estimator.
We denote the set of R moment conditions in the population as E(f (β)) = 0. In order to simplify computations we take into account the case of model (1), so that β (and the variance of its estimator) is a scalar.
From general GMM theory (Hansen, 1982) , the asymptotic variance of a GMM estimator is given by:
the efficient weighting matrix of the GMM procedure.
In this case we can partition B and Λ into two components: (i) the elements corresponding to the moment conditions that characterize the system GMM estimator, and (ii) the one moment condition we propose in this paper. Assuming that the moment condition we propose is the last moment condition in the full set composed of (2), (4), and (6), we can write:
with B 1 related to the moment conditions in (2) and (4), and B 1 related to the moment condition in (6). Correspondingly,
By using the formula of the inverse of a partitioned matrix, we can write:
By performing all the computations, we get:
Note that the first addendum of (9), correspond to the inverse of the variance of the system GMM estimator of β in (1). As a result, the variance of the GMM estimator based on (2), (4), and the moment condition we propose (6) will be smaller than the variance of the system GMM estimator if
As the scalar A = (det(Λ)/ det(Λ 1 )) −1 > 0, 10 this condition will be always satisfied unless
By relying on simulations and studying more in detail the case in which T +1 = 3, it is possible 10 The equality can be obtained by relying on the fact that Λ
where Λ * 1 is adjugate of Λ 1 . Furthermore, for the way in which they are computed, both Λ and Λ 1 are positive definite matrices, so their determinant will be larger than zero.
to show that condition (10) is satisfied only if both α i and e i0 have a symmetric distribution (the third moment of these variables is equal to zero). Coherently, the Monte Carlo experiments reported in Section 3 show no gains in performance in the cases in which the error components are assumed to be normally distributed. Figure 2 shows the ratio of the asymptotic variance of the estimator we propose with respect to the asymptotic variance of the system GMM estimator. The baseline experiment consider β = 0.5, T + 1 = 3, a χ 2 3 distribution for e i0 and α i , and equal unconditional variances of α i and e it (both equal to 1). From the baseline experiment, we changed: (i) the level of asymmetry in the distribution of α i , e i0 , accomplished by changing the number of degrees of freedom of their χ 2 3 distributions (not reported in the Figure is the case of perfect symmetry, in which the ratio of the two variances is equal to 1); (ii) the number of time periods T + 1 from 3 to 10; (iii) the ratio of unconditional variance of α with respect to e (from 1 to 9; we changed the value of the unconditional variance of α i , setting the unconditional variance of e equal to 1); (iv) the values of β from 0.1 to 0.9. Coherently with the results in the Monte Carlo experiments, the gains in performance led by the additional moment condition we propose are stronger for larger asymmetry in the distribution of α i and e i0 (thus, of y i0 ), shorter observation in time and higher value of β. Also, the gains in performance decreases when the unconditional variance of α i increases with respect to the unconditional variance of e it .
B For referees only: results with an exogenous x
with |β 1 | < 1, and e it normally distributed with mean zero and unconditional variance equal to 1, independent of α i . As for the distribution of α i we now focus on the log-normal distribution. Still, appropriate transformation of α i are considered in order to have mean zero and the chosen value for the unconditional variance. A log-normal distribution is also considered for the generation of the exogenous variable x it , as the log-normal distribution is suited for the description of many The initial observation, y i0 is generated as:
Besides conditions (2), (4), and (6), the additional moment conditions that exploit the exogeneity of x it are employed in the estimation.
Results of Monte Carlo experiments are reported in Table 5 -8. As for the estimates of β 1 , gains in performance arise especially in the case in which T + 1 = 3. On the contrary, with few exceptions, the estimation of β 2 is not affected (sometimes, larger variances are observed with C-M as compared to the system GMM estimator).
Estimates of β 1 
