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Abstract
We reconsider general aspects of Galilean-invariant thermal field theory. Using the
proposal of our companion paper, we recast non-relativistic hydrodynamics in a man-
ifestly covariant way and couple it to a background spacetime. We examine the concomi-
tant consequences for the thermal partition functions of Galilean theories on a time-independent,
but weakly curved background. We work out both the hydrodynamics and partition
functions in detail for the example of parity-violating normal fluids in two dimensions
to first order in the gradient expansion, finding results that differ from those previously
reported in the literature. As for relativistic field theories, the equality-type constraints
imposed by the existence of an entropy current appear to be in one-to-one correspon-
dence with those arising from the existence of a hydrostatic partition function. Along
the way, we obtain a number of useful results about non-relativistic hydrodynamics, in-
cluding a manifestly boost-invariant presentation thereof, simplified Ward identities,
the systematics of redefinitions of the fluid variables, and the positivity of entropy pro-
duction.
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1 Introduction and summary
Quantum field theory at nonzero temperature is a rich subject. Enough cannot be said
about its practical importance in most arenas of experimental physics, but in this work we
will be concerned with its theoretical status. The basic observable in thermal field theory,
the thermal partition function, encodes a host of local and non-local information about the
field theory. Its variations give thermal correlators and therefore characterize transport.
The insertions of non-local operators like Polyakov loops can serve as order parameters
for phase transitions in theories with no continuous symmetries, like the deconfinement
transition in pure Yang-Mills theory. More generally still, the partition function is sensitive
to the topology of the underlying spacetime on which the hot theory is placed.1
There is a universal sector of couplings on which the thermal partition function can
depend. Namely, we can put the theory on a fixed, non-trivial spacetime as encoded
by some geometry, and if the theory has any global symmetry currents, then we can
couple these to background gauge fields. By geometry, we mean an ordinary metric for
relativistic field theories, and someone else which we describe below for non-relativistic
systems. Not only are these couplings universal, the conjugate stress tensor and symmetry
currents are vital for the study of low-energy physics at T > 0. In a typical hot many-body
system, the low-energy physics is dominated by the dynamics of conserved quantities,
whose existence necessitate collective gapless excitations known as the hydrodynamic
modes. Indeed, fluid mechanics may be regarded as an (unconventional) effective theory
of the hydrodynamic modes in terms of the one-point functions of the stress tensor and
symmetry currents. Moreover, the correlations of the stress tensor and currents encode
thermal transport, magnetic response, &c.
It is then natural to study the dependence of the thermal partition function on the
spacetime geometry and any background gauge fields. This dependence is constrained
by symmetries. Up to anomalies, the partition function does not depend on the choice
of coordinates nor on the choice of gauge. This independence leads to Ward identities
for the stress tensor and currents, as well as constraints on the functional form of the
partition function. Over the past decade, largely inspired by results obtained for theories
with a holographic dual, these symmetries have been used to great effect in relativistic
field theory at T > 0 in two complementary ways.
1. Hydrodynamics. Hydrodynamics is the near-universal effective description of thermal
field theory, describing the evolution of the collective modes corresponding to the
relaxation of conserved quantities. As of the time at which this article was written,
relativistic hydrodynamics is an effective theory not quite, but approaching the
same footing as Wilsonian effective field theory. In it, the one-point functions of
the stress tensor and symmetry currents are expressed in a gradient expansion of
the classical hydrodynamic variables and spacetime background [1, 2]. The Ward
identities provide equations of motion which determine the hydrodynamic variables
(and so the one-point functions) as functionals of the spacetime background. The
1For those enamored of supersymmetric partition functions on compact Euclidean manifolds, it is worth
noting that many of these manifolds, like S3 or S1 × S3, are contractible circle bundles. The SUSY partition
function on such a space can be viewed as a thermal partition function, where the Hamiltonian appearing in
the Boltzmann weight generates translations along the circle.
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constitutive relations are constrained by gauge-invariance, Lorentz invariance, and a
local version of the second Law, which amounts to demanding that entropy always
increases locally for physical fluid flows. This entropy condition imposes non-trivial
equality-type and inequality-type relations on the resulting transport. An example of
an equality-type relation is the Einstein relation between electromagnetic and thermal
conductivities, whilst an example of an inequality-type relation is the requirement
that viscosity is non-negative. At the time of its inception, the entropy condition was
physically motivated (see e.g. Landau’s discussion [3]), but now is mostly understood
from field theory considerations (see especially the next item).
There has been even more success, to which we can hardly do justice. Instead we
summarize a few highlights. By paying careful attention to the entropy argument,
Son and Surowka [4] have shown that quantum anomalies modify hydrodynamics at
first order in the gradient expansion. The authors of [5] worked out the systematics
of hydrodynamic field redefinitions as well as the full theory of first-order dissipative
superfluid hydrodynamics. By turning on a slowly varying background metric
and/or gauge fields and solving the fluid equations on that background, one accesses
the full suite of retarded hydrodynamic correlation functions at the level of linear [2]
and non-linear [6] response.
2. The hydrostatic partition function. The thermal partition function in a time-independent,
but slowly varying background dramatically simplifies compared to the full partition
function of a garden-variety interacting field theory. At T > 0, most field theories
have finite correlation length. In that case the hydrostatic partition function can be
expressed locally in a gradient expansion of the background fields [7, 8]. This is a
more general (and perhaps more precise) version of Luttinger’s argument [9] relating
local temperature to an external gravitational potential. The end result is that one can
parameterize the thermal partition function in the hydrostatic limit to any finite order
in gradients, independent of the details of the microscopic field theory. Matching
the response to hydrodynamics, one finds that the two can be matched only if the
equality-type conditions are satisfied. This puts the local second Law (and so the
interrelations it imposes on transport) on a fairly solid footing, insofar as most of its
predictions can instead be derived from the hydrostatic partition function.
By way of comparison with its relativistic cousin, non-relativistic fluid mechanics
is poorly understood. By non-relativistic fluid mechanics, we mean the textbook hydro-
dynamics of a Galilean-invariant system as presented in, say, Landau and Lifshitz [3].
At present, it is not known how to systematically enforce the Galilean boost symmetry
beyond first order in gradients (or even to enforce the boost symmetry at first order in
gradients for a system with broken parity). As far as correlation functions go, the state
of the art is the canonical technique of Kadanoff and Martin [10], which only accesses
a subset of hydrodynamic correlators. That subset does not include the correlators that
characterize Hall transport. It is not understood how to couple the fluid mechanics to
a background spacetime. Even the fact that physics ought to be invariant under field
redefinitions of the hydrodynamic variables (that is, the act of transforming from one
“hydrodynamic frame” to another) is rather murky in the textbook treatment. Many of
these problems are tied to the fact that the Galilean boost symmetry is not manifest.
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We endeavor to modernize non-relativstic fluid mechanics and thereby remedy all of
the deficiencies just mentioned.
The crux of our construction is that we do the most obvious thing imaginable: we
manifest all of the symmetries of the problem. In our earlier companion paper [11], largely
inspired by Son’s work [12–15], we deduced the local symmetries of a Galilean field
theory by putting such a theory on a curved background.2 These symmetries include a
local version of the Galilean boost invariance. While we describe those results in some
detail in the next Section, we present the highlights here so that we can summarize what
we find for non-relativistic fluid mechanics and thermal partition functions.
1.1 Summary of results for fluid mechanics
Rather than coupling to a metric as one does for a relativistic field theory, a d-dimensional
Galilean field theory couples to a version of “Newton-Cartan” (NC) geometry. The
background fields therein are (nµ, hµν, Aµ), where Aµ is a U(1) gauge field which couples
to the particle number current, nµ effectively defines a local time direction, and hµν is a
rank−(d− 1) spatial metric. We demand that
γµν = nµnν + hµν . (1.1)
is positive-definite. One can thereby obtain the contravariant data (vµ, hµν) satisfying
n · v = 1 , hµνnν = 0 , hµνvν = 0 , hµρhνρ = Pνµ = δνµ − vνnµ . (1.2)
Because there is no underlying metric, one has to carefully distinguish between lower-
index (covariant) and upper-index (contravariant) tensors. Throughout this work, we will
sometimes raise indices, always doing so with the “spatial co-metric” hµν.
In constructing a Galilean theory, one obviously demands invariance under U(1)
gauge transformations and changes of coordinates. In addition, we impose a local boost
symmetry, known as invariance under “Milne boosts” in a subset of the NC literature [16].
Under it, hµν and Aµ shift as
hµν → hµν − (nµψν + nνψµ) + nµnνψ2 , Aµ → Aµ + ψµ − 12nµψ
2 , (1.3)
where ψµ is an arbitrary one-form satisfying vµψµ = 0. Here ψ2 = ψµψµ = ψµψνhµν. As
far as upper index data goes, vµ shifts as
vµ → vµ + ψµ , (1.4)
and hµν is invariant. One can readily check that the simplest Galilean field theory,
S =
∫
ddx
√
γ
{
ivµ
2
(
Ψ†DµΨ− (DµΨ†)Ψ
)
− h
µν
2m
DµΨ†DνΨ+V(Ψ†Ψ)
}
, (1.5)
2Of course, Son and collaborators were not the only authors who considered this problem. See especially
the study of [23, 24] which obtained many relevant results for non-relativistic QFT and NC geometry by way
of holography. See [16–20] for other work in purely field theory terms. See also [21, 22] which studied the
local symmetries of non-relativistic, non-Galilean theories.
4
with DµΨ = (∂µ − imAµ)Ψ, is invariant under all of these symmetries.
It is easy to derive Ward identities from these symmetries [11, 15]. One first defines
the various symmetry currents through variation of the partition function with respect
to the various background fields, e.g. the number current Jµ is conjugate to Aµ. In our
conventions, there is also an energy current Eµ, a spatial momentum current Pµ, and a
spatial stress tensor Tµν. The latter are spatial insofar as Pµvµ = 0 and Tµνvν = 0. The
U(1) and coordinate reparameterization invariance lead to conservation equations for Jµ,
the energy current, and Tµν, while the Milne Ward identity is
Pµ = hµν Jν . (1.6)
This establishes the folklore theorem that momentum equals particle number current.
Now for hydrodynamics. Revisiting thermal field theory in Subsection 3.1, we show
that the flat-space thermal equilibria of a Galilean theory are characterized by a temper-
ature T, a chemical potential µ for particle number, and a boost-invariant fluid velocity
uµ satisfying uµnµ = 1. In flat space with n = dx0, the velocity is just uµ∂µ = ∂0 + ui∂i
where ui is the usual spatial fluid velocity one finds in Landau [3]. In fluid mechanics,
one promotes these variables (T, µ, uµ) to classical fields known as the fluid variables.
We can also put the theory on a slowly varying spacetime background. The one-point
functions (Jµ, Eµ,Pµ, Tµν) are then given in terms of (T, µ, uµ), the spacetime background
(nµ, hµν, Aµ), and derivatives of both. These expressions are known as constitutive rela-
tions. In supplying the constitutive relations, one works in a gradient expansion, and the
term nth order hydrodynamics refers to the case where the constitutive relations have
been specified to O(∂n). The fluid variables are then eliminated by demanding that Jµ, Eµ,
&c satisfy the Ward identities, which are in one-to-one correspondence with the (T, µ, uµ).
In this way, the Ward identities give equations of motion for the fluid variables.
There are two important steps that remain. The first is to specify the constitutive
relations in such a way that they are U(1)-invariant and transform as they ought under
boosts and changes of coordinates. The second is to impose a local version of the second
Law for fluid flows that solve the Ward identities. The trick in both cases is to manifest
the Milne symmetry.
While (Eµ,Pµ, Tµν) all transform under the boosts, we find invariant combinations in
hydrodynamics. First, we can form a boost-invariant spacetime stress tensor T µν
T µν = Tµν + vµPν + vνPµ + vµvνnρ Jρ , (1.7)
where indices are raised with hµν. T µν contains all of the components of (Jµ, Tµν). However,
just using the currents and the NC data, there is no way to obtain a boost and U(1)-
invariant version of the energy current. In fluid mechanics, we have more options. Using
that uµ is boost-invariant, we show that the energy current can be expressed as
Eµ = E˜µ +
(
uν − 12nνu
2
)
T µν , (1.8)
where uµ = hµνuν, u2 = uµuµ, and E˜µ is boost-invariant. The Ward identities can be
expressed in a completely boost-invariant way in terms of T µν, E˜µ, and an appropriate,
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boost-invariant definition of a covariant derivative D˜µ. The connection Γ˜µνρ is given
in (2.29), and the Ward identities in (2.41)
One can then specify constitutive relations in a way that automatically implements
the boost symmetry by expressing T µν and E˜µ in a basis of boost and U(1) invariant
tensors built from the fluid variables and spacetime background. For example, ideal
non-relativistic hydrodynamics, that is fluid mechanics to (∂0), is just
T µν = Phµν + ρuµuν +O(∂) , E˜µ = εuµ +O(∂) , (1.9)
where P is the pressure, ρ the number density, and ε the energy density satisfying
dP = sdT + ρdµ , ε = −P + Ts + µρ . (1.10)
The physical energy current Eµ constructed from this data is
Eµ =
(
ε+
1
2
ρu2
)
uµ + P Pµν uν +O(∂) . (1.11)
In flat space with n = dx0, hµνdxµdxν = δijdxidxj and uµ∂µ = ∂0 + ui∂i, this energy current
is the usual one found in e.g. Chapter 1 of Landau [3],
E0 = ε+ 1
2
ρu2 +O(∂) , E i =
(
ε+ P +
1
2
ρu2
)
ui +O(∂) . (1.12)
One can also deduce the number current and spatial stress tensor from T µν, and in flat
space they coincide with the textbook expressions. That is, (1.9) repackages standard ideal
fluid mechanics in a way that manifests all of the symmetries.
With this machinery in hand, we discuss various systematic aspects of fluid mechanics
in Section 4, including the local second Law and the role of field redefinitions of the
(T, µ, uµ). We go on to construct first-order normal fluid mechanics for parity-preserving
theories in Subsection 4.4. Our result ends up just being a covariant version of the
textbook presentation [3]. The one-derivative transport is all dissipative and includes a
bulk viscosity ζ, a shear viscosity η, and a thermal conductivity κ.
Life gets more interesting when we move on to the fluid mechanics of parity-violating
systems in two spatial dimensions in Section 5. (Some time ago, we and collaborators
studied the corresponding problem for relativistic fluids in [25]. Our results here are eerily
similar upon translation.) We have in mind fluids of chiral molecules, anyonic fluids, &c,
in which parity is broken even in the absence of a magnetic field. We may as well stress
here that our analysis only holds for systems subjected to a O(∂) magnetic field, and so
does not apply to quantum Hall states. We solve the positivity of entropy condition to
deduce the constraints on the constitutive relations. We then find that there are several
non-dissipative transport coefficients which are allowed by the local second Law.
For a particular definition of the fluid variables known as the Eckhart frame, the
constitutive relations are
E˜µ = εuµ + ηµ ,
T µν = ρuµuν + Phµν + τµν , (1.13a)
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where ηµ and τµν are transverse to nµ and τµν is traceless. Then we find
P = P− ζϑ+ χ˜BB + χ˜nBn +O(∂2) ,
ηµ = −κUµ − κ˜εµνρnνUρ − ε+ P
ρ
(
χ˜Eε
µνρnνEρ + χ˜Tεµνρnν∂ρT
)
+O(∂2) ,
τµν = −ησµν − η˜σ˜µν +O(∂2) ,
(1.13b)
and we have to unpack the notation. We use uµ to define a boost-invariant version of Aµ,
A˜µ = Aµ + uµ − 12nµu
2 , (1.14)
whose field strength is F˜µν, along with a boost-invariant derivative D˜µ through a boost-
invariant connection Γ˜µνρ in (2.29). Then the various tensors in (1.13) are
Eµ = F˜µνuν , B = 12 ε
µνρnµ F˜νρ , (1.15a)
Enµ =
(
∂µnν − ∂νnµ
)
uν , Bn = εµνρnµ∂νnρ , (1.15b)
ϑ = D˜µuµ , σµν =
1
2
(
D˜µuν + D˜νuµ − 2
d− 1 h
µνϑ
)
, (1.15c)
Uµ =
(
∂µ + Enµ
)
T , σ˜µν =
1
2
(
εµρσnρσνσ + ε
νρσnρσ
µ
σ
)
. (1.15d)
Here εµνρ = e
µνρ√
γ with e
µνρ the epsilon symbol, the shear tensor σµν has the property that
σµνnν = 0, and in the last line the index of σµν is lowered with hµν.
The local second Law enforces
ζ ≥ 0 , κ ≥ 0 , η ≥ 0 . (1.16)
The dissipationless transport coefficients in (1.13) are the Hall viscosity η˜, anomalous
thermal Hall conductivity κ˜, a magnetic susceptibility M and an “energy magnetic”
susceptibilityMn, all of which are unconstrained by our analysis
η˜ ∈ R , κ˜ ∈ R , M ∈ R, Mn ∈ R . (1.17)
The remaining response coefficients (χ˜B, χ˜n, χ˜E, χ˜T) are determined byM andMn as
χ˜B =
(
∂P
∂ε
)
ρ
(
T
∂M
∂T
+ µ
∂M
∂µ
−M
)
+
(
∂P
∂ρ
)
ε
∂M
∂µ
,
χ˜n =
(
∂P
∂ε
)
ρ
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)
+
(
∂P
∂ρ
)
ε
(
∂Mn
∂µ
+M
)
,
χ˜E = −
{
∂M
∂µ
+ R
(
∂Mn
∂µ
+M
)}
,
Tχ˜T = −
{
T
∂M
∂T
+ µ
∂M
∂µ
−M+ R
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)}
,
(1.18)
where R = ρε+P , and derivatives with respect to T and µ are taken at fixed µ or T. Were it
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not for the entropy condition, the χ˜’s would be unconstrained, however the entropy current
imposes the equality-type relations (1.18) among them.M andMn can be understood
as the response of the partition function to a magnetic field B or “energy magnetic field”
Bn in the source-free thermal state. In this sense,M andMn are the magnetization and
“energy magnetization” of the state in zero magnetic field.
The Hall viscosity η˜ and anomalous thermal Hall conductivity κ˜ characterize dissipa-
tionless, out-of-equilbrium transport. However, the parametersM andMn are hydrostatic
data. The corresponding response coefficients (χ˜B, χ˜n, χ˜E, χ˜T) contribute to zero-frequency,
low-momentum correlation functions. While we have the tools available, we postpone the
computation of Kubo formulae and hydrodynamic correlators for future work.
There is a great deal of physics to unpack in the first-order transport (1.13). In the
interest of brevity, we limit ourselves to the following observation. In gapped relativistic
field theory at T = 0, the partition function can be expressed locally in a gradient expan-
sion of the background fields. One can have Chern-Simons terms, and the corresponding
Chern-Simons levels are physical modulo an integer, as the addition of local counterterms
can only modify the level by an integer. Moreover, the level does not depend analytically
on coupling constants that do not close the gap. An electromagnetic Chern-Simons term
then leads to a Hall conductivity and zero-field magnetization which are equal and
moreover do not depend smoothly on coupling constants. However, at T > 0 both of
these properties simply disappear. This is already visible in hydrodynamics [25] – the
Hall conductivity and magnetization are independent transport coefficients which can
vary with T and µ – but one can also understand it from effective field theory. At T > 0
there is no longer a gap owing to the hydrodynamic modes, and so the partition function
can no longer be written in a gradient expansion of the background. The local object is
the Schwinger-Keldysh effective action for the hydrodynamic modes. So much for the
Hall conductivity. In a screened phase, the magnetization can be computed from the
hydrostatic partition function, which can be written locally on the two-dimensional spatial
slice. So the magnetization is no longer related to a Chern-Simons level, and it typically
varies smoothly with coupling constants. For example, the magnetization of the theory of
a massive Dirac fermion goes like tanh(m/T).
A similar set of statements seems to hold in non-relativistic field theory. In gapped
Galilean theories at T = 0, there are also Chern-Simons terms in the partition function [26]
which govern the electromagnetic Hall conductivity and the Hall viscosity [27]. As in the
relativistic case, the levels are physical modulo an integer and do not depend smoothly
on coupling constants. However, in hydrodynamics we see that see that the Hall response
can smoothly depend on coupling constants and the state. We can understand this from
thermal field theory in the same way as above.
There has been some previous work studying parity-violating non-relativistic fluid
mechanics in two spatial dimensions. The Hall viscosity was identified long ago [28, 29] in
the context of quantum Hall states. More recently there have been three papers which have
studied this problem more systematically [30–32]. We postpone a detailed comparison
until the Appendix, wherein we find disagreement with the results of Kaminski and
Moroz [30] and trivial agreement with Banerjee, et al [31] when the only global symmetry
is particle number. Geracie and Son [32] have recently studied the magnetohydrodynamics
of the lowest Landau level, which is not analytically related to our work for the usual
8
Figure 1: A depiction of the Euclidean manifolds from which we construct thermal
field theory. There is a thermal circle at each point on the spatial slice, whose size and
orientation vary smoothly as one moves around in space. The spacetime is invariant under
uniform translation along the circle. The total structure is that of a (thermal) circle bundle.
reason that the B→ 0 and low energy limits do not commute.
1.2 Summary of results for thermal partition functions
Above, we referred to the results obtained in [7, 8] for the hydrostatic partition function
of relativistic field theory. By “hydrostatic,” we mean the thermal partition function
of a theory in a time-independent background which varies over long wavelengths. In
Section 6 we perform the corresponding analysis for Galilean field theories.
We set the stage in Section 3.1, where we review how the usual sum over states
in the thermal ensemble is related to Euclidean field theory in flat space. The idea is
simple: given a real-time, time-independent background, one can form a thermal partition
function using the operator Hτ that generates time translations in that background. For
theories with a functional integral description, this partition function can be mapped to a
functional integral over an analytic continuation of the original spacetime. In coordinates
where time is x0, one just analytically continues it as x0 = −iτE and then compactifies
τE ∼ τE + β. These “Euclidean” spacetimes have the topology of a fiber bundle, wherein
the thermal circle may be fibered non-trivially over a spatial base. See Fig. 1.
We mostly work with a covariant version of this construction, like that in [7], but
we also show how the NC background and symmetries work in an explicitly time-
independent gauge as in [8]. Each approach has its relative advantages and disadvantages,
but both are equivalent when it comes to describing the hydrostatic partition function. In
each case, one can form a local temperature T, local chemical potential µ, and local fluid
velocity uµ from the spacetime: T is the inverse integral of nµ around the thermal circle,
µ/T is the logarithm of the boost-invariant holonomy of Aµ around the circle, and uµ is a
normalized, analytically continued tangent vector to the circle.
Most field theories at T > 0 are screened, meaning that the correlation length is
finite. This in turn implies that the thermal partition function, as a functional of time-
independent couplings, can be expressed locally in a gradient expansion. It can be written
either in an explicitly time-independent gauge on the spatial slice, or covariantly on
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the Euclidean spacetime provided one writes terms using the background fields as well
as (T, µ, uµ). Using this result, we go on in Subsections 6.3 and 6.4 to parameterize the
most general possible zero and one-derivative terms that may appear in the hydrostatic
partition function, as well as the corresponding stress tensor and energy current. We
term this stress tensor and energy current the hydrostatic response – it is dissipationless
response which is encoded in Euclidean field theory. Anyway, the zero-derivative part
just recovers ideal non-relativistic hydrodynamics in curved spacetime (1.9). The one-
derivative part vanishes in a parity-preserving theory, but can be non-vanishing when
parity is violated. This recovers the usual statement that there is no parity-preserving
dissipationless response in first-order hydrodynamics.
In two spatial dimensions, there are two functions of state which characterize the
one-derivative term in the partition function. By computing the stress tensor and energy
current and matching to hydrodynamics, we find that these functions are exactlyM and
Mn that appeared in our summary (1.13) and (1.18) of hydrodynamics in this setting.
The Hall viscosity η˜ and anomalous thermal Hall conductivity κ˜ characterize out-of-
equilibrium dissipationless transport, and therefore are unconstrained by hydrostatics.
Recall that the χ˜’s would be free functions of state were it not for the entropy
condition, which determines them in terms of M and Mn via (1.18). Combining this
with the previous paragraph, hydrodynamics matches the partition function only if one
demands the equality conditions mandated by the local second Law. We conjecture that
this is true in general. Just as in the relativistic setting (see especially [33]), this provides
strong evidence that the local second Law is bona fide rather than ad hoc.
In three spatial dimensions, we find that there are three terms which can appear at first
order in gradients. Each of these is a Chern-Simons on the spatial slice, so the couplings
are pure numbers rather than functions of state. These Chern-Simons coefficients lead to
one-derivative hydrostatic response which is exactly fixed by the Chern-Simons couplings
and thermodynamics. Presumably this implies that, rather like relativistic hydrodynamics
with anomalies [4], non-relativistic hydrodynamics may be modified at first order in
gradients by transport which is determined by pure numbers.
In Subsection 6.5, we describe how all of this technology can be used to describe the
zero-energy, low-momentum effective action in a superfluid phase. This is the hydrostatic
effective action for the Goldstone mode of the superfluid. We classify the effective action
at zeroth order in gradients, from which we obtain a covariant version of ideal superfluid
hydrodynamics. Finally, in Subsection 6.6 we sketch out how the introduction of a
magnetic moment, which modifies the action of the Milne boosts, can be incorporated in
the hydrostatic partition function.
1.3 The plan
The outline for the rest of this article is as follows. We summarize prerequisite material in
Section 2, including the salient results of our previous work in Subsections 2.1 and 2.2.
In Subsection 2.3, we develop the technology to express derivatives, one-point functions,
and Ward identities in a manifestly boost-invariant way.
Section 3 lays the foundation for the rest of the paper. We revisit the Euclidean thermal
field theory of Galilean systems in Subsection 3.1. We go on to set up the constitutive
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relations in a gradient expansion and classify boost-invariant tensors with one derivative.
The heart of our analysis is found in Section 4, where we establish the hydrodynamics
of normal fluids at zeroth and first order in the gradient expansion. Along the way
we obtain a number of useful results, including a discussion of hydrodynamic field
redefinitions, the form of the canonical entropy current, and a modern presentation of the
local second Law.
As a non-trivial application of these tools, in Section 5 we classify the hydrodynamics
of parity-violating normal fluids at first order in gradients. The parity-violating response
is dissipationless, and to constrain it we employ a version of the local second Law known
as the adiabaticity condition (which in the relativistic case first appeared in [34]). We
thereby classify the parity-violating transport we already summarized in (1.13).
Section 6 is a paper within the paper. We systematically study the thermal partition
function in the hydrostatic limit to first order in gradients, and compute the corresponding
hydrostatic response. We also show that this technology characterizes hydrostatics in a
superfluid phase. We conclude with some future directions in Section 7 and compare with
previous work in the Appendix.
Without any further ado, let us put our hands to the plow and not turn back.
2 A primer to Galilean-invariant field theory in curved space-
time
We begin by recapitulating the proposal made in [11] by which Galilean theories ought
to be coupled toM. Newton-Cartan geometry is an integral ingredient of that proposal,
and since this geometry is rather esoteric to most theorists, we also review it here.
Refs. [17, 35, 36] were rather useful when learning Newton-Cartan geometry and we refer
them to the interested reader.
To our knowledge, the first place where the torsional Newton-Cartan geometry was
properly discussed was in the holographic analysis of [23]. The results for the defining
data, connection, &c obtained there agree with those below up to translation. However,
the Milne boosts are absent from their discussion.
2.1 Newton-Cartan geometry and Milne boosts
There are various notions of Newton-Cartan geometry. Here we present the one relevant
for the proposal of [11]. Given a smooth orientable d-dimensional manifoldM, we define
a Newton-Cartan geometry on it by equippingM with various tensor fields. There are
various equivalent ways of parameterizing the tensor data. One is to equip M with
(nµ, hµν, Aµ), where Aµ is a U(1) connection. Here nµ is a nowhere-vanishing one-form
and hµν is a symmetric rank-(d− 1) tensor. nµ and hµν are almost, but not quite arbitrary.
We demand that hµν is positive semi-definite and that the tensor
γµν ≡ nµnν + hµν , (2.1)
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is rank−d and so invertible. Equivalently, we demand that γµν is positive-definite and
so equips M with a Riemannian metric.3 Denoting its inverse as γµν, we define the
contravariant tensors vµ and hµν via
vµ = γµνnν , hµν = γµν − vµvν (2.2)
which then satisfy (on account of γµνnµnν = 1)
nµvµ = 1 , hµνvν = 0 , hµνnν = 0 , hµρhνρ = P
µ
ν = δ
µ
ν − vµnν . (2.3)
The one-form nµ effectively defines a local time direction, and hµν may be regarded as a
metric on spatial slices. Alternatively, one can treat (vµ, hµν, Aµ) as the defining data of
Newton-Cartan geometry, form the invertible γµν = vµvν + hµν, and then reconstruct nµ
and hµν.4
One immediate benefit of the Newton-Cartan structure is that it provides a local
expression for the volume form onM, by regarding γµν as a Riemannian metric. Defining
γ = det(γµν) ,
the volume form onM is
vol(M) = 1
d!
εµ1 ...µd dx
µ1 ∧ . . . ∧ dxµd , εµ1...µd =
√
γeµ1 ...µd , (2.4)
with eµ1...µd the epsilon symbol satisfying e01...d−1 = +1. More concisely, the covariant
measure appearing in integrals is ddx
√
γ.
One can uniquely define a covariant derivative from this data, in analogy with the
uniqueness of the Levi-Civita connection in Riemannian geometry. Our convention is that
the covariant derivative acts on e.g. a (1, 1) tensor Tµν as
DµTνρ = ∂µTνρ + ΓνσµTσρ − ΓσρµTνσ . (2.5)
To fix the derivative, one first demands the covariant constancy of (nµ, hνρ),
Dµnν = 0 , Dµhνρ = 0 , (2.6)
along with that the geodesic acceleration and curl of vµ are determined via
vνDνvµ = −Fµνvν , Dµvν − Dνvµ = Fµν , (2.7)
where Fµν is the field strength of Aµ and indices are raised with hµν. Finally, one demands
that the torsion of Γ is completely temporal, i.e.
Tµνρ ≡ Γµνρ − Γµρν , hµσTσνρ = 0 . (2.8)
3This metric is, sadly, rather useless in most of Newton-Cartan geometry, as it varies under the boost
symmetry we discuss below. Its determinant, however, is boost-invariant.
4We thank Andreas Karch for discussions on this point.
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The unique connection satisfying these criteria is
Γµνρ = vµ∂ρnν +
1
2
hµσ
(
∂νhρσ + ∂ρhνσ − ∂σhνρ
)
+ hµσn(νFρ)σ ,
Tµνρ = vµFnρν ,
(2.9)
where (square) round brackets indicate (anti-)symmetrization
A(µν) =
1
2
(Aµν + Aνµ) , A[µν] =
1
2
(Aµν − Aνµ) , (2.10)
and we have defined
Fnµν = ∂µnν − ∂νnµ . (2.11)
See [11] for details (the case with dn = 0 was worked out in [35]).
Using this connection, we can decompose the derivative of vµ into scalars, vectors,
and tensors of the residual rotational symmetry which fixes vµ as
Dµvν = −nµEνv +
1
2
(Bv)µν + hµρσ
νρ
v +
Pνµ
d− 1ϑv , (2.12)
where
(Ev)µ = Fµνvν , (Bv)µν = P
ρ
µPσν Fρσ ,
ϑv = Dµvµ , σ
µν
v =
1
2
(
Dµvν + Dνvµ − 2
d− 1 h
µνϑv
)
,
and indices are raised with hµν. Both Ev and Bv are transverse to vµ, σv is transverse to nµ,
and σv is traceless. Moreover,
σ
µν
v =
1
2
hµρhνσ£vhρσ − h
µν
d− 1ϑv ,
where £v is the Lie derivative along vµ. Using the definition of ϑv and σ
µν
v , this last
equation is equivalent to
2D(µvν) = hµρhνσ£vhρσ .
This decomposition will be useful later.
The other crucial ingredient in [11] is a shift symmetry, which is known in the Newton-
Cartan literature as invariance under “Milne boosts” [16, 17]. Under the boost, the velocity
vµ is shifted by a transverse vector in such a way as to preserve the defining relation
nµ(v′)µ = 1. Accordingly, hµν is also shifted to preserve e.g. (h′)µν(v′)ν = 0. The most
general such shift may be parameterized by a transverse one-form ψµ via
(v′)µ = vµ + hµνψν , (h′)µν = hµν −
(
nµP
ρ
ν + nνP
ρ
µ
)
ψρ + nµnνhρσψρψσ . (2.13)
The gauge field Aµ also shifts under Milne boosts. One way of deducing its variation is to
consider the simplest Galilean-invariant theory, that of a free field Ψ carrying charge m
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under particle number with action
S f ree =
∫
ddx
{
i
2
Ψ†
←→
D 0Ψ− δ
ij
2m
DiΨ†DjΨ
}
, (2.14)
with Ψ†
←→
D µΨ ≡ Ψ†DµΨ− (DµΨ†)Ψ and DµΨ = ∂µΨ− imAµΨ. There is an obvious way
of putting this theory onM, namely to take the action to be
Scov =
∫
ddx
√
γ
{
ivµ
2
Ψ†
←→
D µΨ− h
µν
2m
DµΨ†DνΨ
}
. (2.15)
This action is manifestly invariant under coordinate reparameterization and U(1) gauge
transformations. What about Milne boosts? It is easy to show that the measure
√
γ
is Milne-invariant. It then remains to fix the variation of Aµ under Milne boosts by
demanding that S f ree is invariant under the shifts of (vµ, hµν) in (2.13), which gives5
(A′)µ = Aµ + Pνµψν −
1
2
nµhνρψνψρ . (2.16)
The connection Γ defined in (2.9) is not invariant under the boost. It varies as
∆ψΓµνρ = hµσ
{(
∂[ρnν]P
α
σ + ∂[σnν]P
α
ρ + ∂[σnρ]P
α
ν
)
ψα +
ψ2
2
(
nν∂[ρnσ] + nρ∂[νnσ]
)}
,
(2.17)
where ∆ψ denotes the additive variation under a Milne boost. Unfortunately, there is
no way to make the connection Γ invariant under both U(1) gauge transformations and
Milne boosts just using the Newton-Cartan data.
2.2 Symmetries and Ward identities
We are now in a position to state the proposal of [11]. In putting a Galilean-invariant
theory onM, one should couple it to the Newton-Cartan data (nµ, hµν, Aµ) in such a way
that it is invariant under reparameterizations of coordinates, U(1) gauge transformations,
and the Milne boosts. The Milne boost invariance effectively imposes a local version of
the Galilean boost invariance.
To see this, we first define the various symmetry currents via variation of the generat-
ing functional W of correlation functions. In what follows, our discussion closely parallels
the derivation of Ward identities in [15] and our previous work.
To make contact with the literature, it is convenient to regard W as a functional
of an overcomplete set of background fields, namely (nµ, hµν, vµ, Aµ) (recall that nµ is
algebraically determined by vµ and hµν). Then W is a functional W[nµ, hµν, vµ, Aµ]. The
5This shift symmetry is present even in the flat-space theory. In that case it acts as
∂0 → ∂0 + ψi∂i ,
A0 → A0 − 12ψ
iψi ,
Ai → Ai + ψi ,
for ψi a spatial covector with an arbitrary dependence on space and time.
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particle number current Jµ, momentum density Pµ, energy current Eµ, and spatial stress
tensor Tµν are given via [11, 15]
δW =
∫
ddx
√
γ
{
δAµ Jµ − δnµEµ − δv¯µPµ − 12δh¯
µνTµν
}
. (2.18)
Here we have implicitly taken the variations of nµ to be arbitrary, so that some of the
variations of (vµ, hµν) are fixed as
δvµ = −vνδnνvµ + Pµν δv¯ν ,
δhµν = − (vµhνρ + vνhµρ) δnρ + Pµρ Pνσδh¯ρσ ,
(2.19)
with δv¯µ and δh¯µν unconstrained. Note that the momentum and spatial stress tensor de-
fined this way are completely transverse to vµ. The invariance of W under the symmetries
of the problem leads to various Ward identities for the currents. In particular, invariance
under Milne boosts gives the folklore equality of momentum and particle number currents
Pµ = hµν Jν . (2.20)
Using this relation, the Ward identities corresponding to invariance under U(1) gauge
transformations and coordinate reparameterizations can be efficiently written in terms of
a spacetime stress tensor [11]
T µν ≡ Tµν + Pµvν + Pνvµ + vµvνnρ Jρ , (2.21)
where indices are raised with hµν. In terms of T µν and the covariant derivative defined
from (2.9), the remaining Ward identities become [11]
(Dν − Gν) Eµ = GµEµ − hρ(µDν)vρT µν ,
(Dν − Gν) T µν = −(Fn)µνE ν ,
(2.22)
where
Gµ ≡ Tνµν = −Fnµνvν . (2.23)
The covariant divergence appearing here is somewhat strange, but at least for vectors it is
just the ordinary notion of a divergence with a volume element
√
γ,
(
Dµ − Gµ
)
vµ =
1√
γ
∂µ (
√
γvµ) , (2.24)
where vµ is any vector field.
Note that the longitudinal component of the stress Ward identity (2.22) is the conser-
vation of particle number,
nµ (Dν − Gν) T µν =
(
Dµ − Gµ
)
Jµ = 0 . (2.25)
Here we have used (2.20), the constancy of nµ, and nµ(Fn)µν = 0.
The spacetime stress tensor T µν not only simplifies the Ward identities, but it has
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the property of being invariant under Milne boosts [11]. The Milne variation of the
energy current can be deduced from this, the variation of the connection under Milne
boosts (2.17), and the Ward identities (2.22). The variation is [11]
(E ′)µ = Eµ −
(
Pρνψρ − 12nνψ
2
)
T µν . (2.26)
This will be especially useful when we turn our attention to hydrodynamics.
2.3 A Milne covariant derivative, and a boost-invariant energy current
At this point it is rather difficult to form tensorial invariants under all of the symmetries
of the problem. Both the connections Aµ and Γµνρ are not invariant under Milne boosts,
so that the covariant derivative is not Milne-invariant. This deficiency can be somewhat
ameliorated by a tensorial redefinition of Γ using terms that explicitly depend on Aµ
rather than Fµν. Unfortunately that redefinition varies under U(1) gauge transformations.
One way to proceed is to build a d + 1-dimensional Lorentzian manifold with a
null isometry from the Newton-Cartan data, as outlined in Section 3 of [11]. Here the
connection Aµ is the graviphoton of the reduction, and the Milne boosts correspond to an
ambiguity in the identification of the Newton-Cartan data from the d + 1-dimensional
metric. That is, tensorial data onM can then be obtained by constructing tensors from
the metric and null isometry in one higher dimension.
There is another way which will prove much more useful in this work. Suppose that
we also equip our spacetime with a Milne-invariant vector field uµ which is everywhere
timelike, meaning nµuµ > 0. Normalize uµ so that nµuµ = 1. In hydrodynamics, we will
see shortly that Nature graciously provides just such a vector field in the fluid velocity.
We can use uµ to construct a Milne-invairant covariant derivative as we now show.
Using hµν to define uµ = hµνuν along with u2 = uµuµ, these objects inherit transformation
properties under Milne boosts from the variation (2.13) of hµν,
(u′)µ = uµ − Pνµψν + nµhνρ
(
ψνψρ − uνψρ
)
.
(u′)2 = u2 + ψ2 − 2hµνuµψν ,
(2.27)
so that the combination −uµ + 12 nµu2 varies as(
−uµ + 12nµu
2
)′
=
(
−uµ + 12nµu
2
)
+ Pνµψν −
1
2
nµψ2 . (2.28)
Note that this covector transforms under Milne boosts in the same way as Aµ. Indeed, we
can use this covector to define a new gravitational connection Γ˜ and U(1) connection A˜
which are invariant under Milne boosts
Γ˜µνρ = Γµνρ + hµσ
{
uσ∂[ρnν] −
(
uν − 12nνu
2
)
∂[ρnσ] −
(
uρ − 12nρu
2
)
∂[νnσ]
}
,
A˜µ = Aµ + uµ − 12nµu
2 .
(2.29)
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Both of these objects clearly transform as connections under diffeomorphisms and U(1)
transformations, as they are the sum of a connection and a gauge-invariant tensor. The
covariant derivative D˜ defined with the connections Γ˜ and A˜ has the property that its
derivative of Milne-invariant tensors is also a Milne-invariant tensor. So we refer to D˜ as
the Milne covariant derivative.6
What are the derivatives of nµ and hµν under D˜? To efficiently proceed, we first
observe that from the data (nµ, hµν, uµ) one can define a Milne-invariant version of hµν,
h˜µν ≡ hµν −
(
uµnν + uνnµ
)
+ u2nµnν , (2.30)
which satisfies
h˜µνuν = 0 , h˜µρhνρ ≡ P˜νµ = δνµ − uνnµ . (2.31)
From this we find that Γ˜ can be simply written in the same form as the Newton-Cartan
connection Γ in (2.9), upon substituting the Milne-non-invariant data (vµ, hµν, Aµ) for the
Milne-invariant data (uµ, h˜µν, A˜µ). That is,
Γ˜µνρ = uµ∂ρnν +
1
2
hµσ
(
∂νh˜ρσ + ∂ρh˜νσ − ∂σ h˜νρ
)
+ hµσn(ν F˜ρ)σ ,
T˜µνρ = Γ˜µνρ − Γ˜µρν = uµFnρν ,
(2.32)
where we have denoted the field strength of A˜ as F˜ = dA˜ and defined the torsion of Γ˜ as
T˜. The calculation that shows this is mechanical and a little laborious, but let us show the
highlights. We write out Γ˜ in (2.32) as
Γ˜µνρ = Γµνρ + hµσ
{
uσ∂[ρnν] −
(
uν − nνu2
)
∂[ρnσ] −
(
uρ − nρu2
)
∂[νnσ]
−nν∂[ρuσ] − nρ∂[νuσ] −
1
2
nνnρ∂σu2
+nν∂[ρuσ] + nρ∂[νuσ] −
1
2
nνu2∂[ρnσ] −
1
2
nρu2∂[νnσ] +
1
2
nνnρ∂σu2
}
= Γµνρ + hµσ
{
uσ∂[ρnν] −
(
uν − 12nνu
2
)
∂[ρnσ] −
(
uρ − 12nρu
2
)
∂[νnσ]
}
,
(2.33)
which coincides with the expression for Γ˜ given in (2.29). The terms with u in the first
and second lines of the equation above come from intelligently rewriting the first and
second terms in (2.32), while the third line comes from writing out the terms with F˜.
Since Γ˜ is of the same form as Γ in terms of (nµ, hµν, uµ, h˜µν, A˜µ), we can immediately
borrow the various properties of Γ (e.g. (2.6) and (2.12)), giving
D˜µnν = 0 , D˜µhνρ = 0 , uνD˜νuµ = −F˜µνuν , D˜µuν − D˜νuµ = F˜µν , (2.34)
and
2D˜(µuν) = hµρhνσ£uh˜ρσ . (2.35)
The output of this is the following. A general Milne-invariant tensor built from the
6Essentially the same construction is at play in [37], where those authors implicitly define a non-local uµ
in 2+ 1 dimensions by demanding F˜µνuν = 0 and uµnµ = 1.
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Newton-Cartan data and uµ may be constructed from the data (nµ, hµν, uµ, h˜µν, A˜µ) and
the Milne-covariant derivative (2.29). In the context of hydrodynamics, this result will
allow us to efficiently express the constitutive relations in a manifestly Milne-invariant
way.
Before moving on, there are two more useful results which we may as well establish
here. Recall that spacetime stress tensor T µν is Milne-invariant, but the energy current
Eµ is not. Its Milne variation was given in (2.26). Using (2.28), we can then construct a
Milne-invariant energy current E˜µ as
E˜µ ≡ Eµ −
(
uν − 12nνu
2
)
T µν . (2.36)
We now rewrite the Ward identities (2.22) in terms of it and the Milne covariant derivative.
We first define G˜µ from the torsion for D˜µ in analogy with the definition of Gµ,
G˜µ = T˜νµν = −Fnµνuν . (2.37)
It is easiest to begin with the stress tensor Ward identity. We straightforwardly obtain
(Dν − Gν) T µν + (Fn)µνE ν −
{(
D˜ν − G˜ν
) T µν + (Fn)µνE˜ ν}
=
[(
Γµρν − Γ˜µρν
)− (Fn)µν (uρ − 12nρu2
)]
T νρ = 0 , (2.38)
Next, using (2.24), which here implies
(
Dµ − Gµ
)
vµ =
1√
γ
∂µ (
√
γvµ) =
(
D˜µ − G˜µ
)
vµ , (2.39)
along with the stress tensor Ward identity, we find that the Ward identity for the energy
current becomes(
Dµ − Gµ
) Eµ − GµEµ + hρ(µDν)vρT µν
=
(
D˜µ − G˜µ + Fnµρvρ
) [
E˜µ +
(
uν − 12nνu
2
)
T µν
]
+ hρ(µDν)v
ρT µν
=
(
D˜µ − G˜µ
) E˜µ + FnµνuνE˜µ
+
(
D(µuν) + hρ(µDν)v
ρ − 1
2
n(µDν)u
2 +
(
u(µ −
1
2
n(µu
2
)
Fnν)ρu
ρ
)
T µν
=
(
D˜µ − G˜µ
) E˜µ + FnµνuνE˜µ + h˜ρ(µD˜ν)uρT µν .
(2.40)
Putting the pieces together, the Ward identities (2.22) may be expressed in a manifestly
Milne-invariant way as (
D˜µ − G˜µ
) E˜µ = G˜µE˜µ − h˜ρ(µD˜ν)uρT µν ,(
D˜ν − G˜ν
) T µν = −(Fn)µνE˜ ν , (2.41)
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2.4 Including a magnetic moment
Recently, Son [14] (and Son with collaborators in [15]) has added a magnetic moment
coupling to the free field action (2.14) in a way that is invariant under his non-relativistic
“general covariance.” In [11] we showed that this modified theory can be written in a
manifestly reparameterization and U(1)-invariant way as
Sg =
∫
ddx
√
γ
{
ivµ
2
Ψ†
←→
D µΨ− 12m
(
hµν +
igs
2
εµν
)
DµΨ†DνΨ
}
, (2.42)
where εµν = ερµνnρ and εµνρ = e
µνρ√
γ with e
µνρ the epsilon symbol satisfying e012 = +1. This
theory is Milne-invariant provided that the Milne variation of Aµ is modified as
(A′)µ = Aµ + Pνµψν −
1
2
nµψ2 + nµ
gs
4m
ενρσ∂ν
(
nρPασψα
)
. (2.43)
We will not consider the theory with gs 6= 0 for much of this article. However here
we point out that using the same logic of the previous Subsection, we can use uµ to define
a Milne covariant derivative. The Milne-invariant gravitational and U(1) connections are
given by
(Ag)µ = Aµ + Pνµuν −
1
2
nµu2 + nµ
gs
4m
ενρσ∂ν
(
nρuσ
)
, (2.44)
(Γg)µνρ = uµ∂ρnν +
1
2
hµσ
(
∂νh˜ρσ + ∂ρh˜νσ − ∂σ h˜νρ
)
+ hµσn(ν(Fg)ρ)σ , (2.45)
where Fg = dAg.
3 Basics of life at T > 0
We now turn our attention to general features of hot Galilean field theory. We begin with
Euclidean thermal field theory, paying careful attention to the geometry on which the
thermal partition function depends. Using these results we pave the way to formulating
Galilean hydrodynamics in a coordinate-independent way.
3.1 Euclidean field theory and thermal circles
Consider a Galilean theory in flat space without global symmetries (the extension of
our work to theories with global symmetries is straightforward). The flat background is
specified by
n = dx0 , hµνdxµ ⊗ dxν = δijdxi ⊗ dxj , A = 0 . (3.1)
Now turn on a temperature T = 1/β and chemical potential µ0 in the rest frame in which
time is x0. Denoting the generator of time translations at µ0 = 0 as H and the generator
of particle number as M, the thermal partition function of the theory is
ZE = tr
(
e−β(H−µ0 M)
)
. (3.2)
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For theories with a functional integration representation, ZE is the functional integral on
the Euclideanized spacetime S1 ×Rd−1 in which we Wick-rotate x0 = −ixE, compactify
imaginary time as xE ∼ xE + β, and put a U(1) holonomy around the circle.7 In order
to get the partition function (3.2), the holonomy experienced by a particle of charge q
transported around the circle is exp(βµ0q). This can be done by turning on a constant
A = µ0dx0 = −iµ0dxE, so that
exp
(
iq
∫
C
A
)
= exp
(
βqKµAµ
)
= exp (βµ0q) . (3.3)
Note that the tangent vector KµE to the thermal circle is ∂E = i∂0. It is useful to define
Kµ = −iKµE, which is the real, timelike (in the sense that nµKµ > 0) vector which we get
from KµE after “un-Wick-rotating” back to ordinary time. In this case we have K
µ∂µ = ∂0
so that trivially nµKµ = 1.
In what follows, Kµ will play a pivotal role. We use it to construct the relevant
Euclidean geometry for a more general equilibrium in two steps. First, we Wick-rotate
the affine parameter τ along the integral curves of Kµ (the curves to which Kµ is tangent).
In this case the affine parameter is just ordinary time x0. Then we compactify the Wick-
rotated affine parameter, τE, with periodicity β. Provided that Kµ generates a symmetry
of the background, then there is an conserved charge Hτ which generates translations
along τ, and the functional integral on this Euclidean geometry gives
ZE = tr
(
e−βHτ
)
. (3.4)
In this instance, the operator which generates translations in τ at nonzero µ0 is H − µ0Q,
so that this partition function indeed matches (3.2).
Naïvely the temperature of the thermal state is 1/β. This is almost true. Suppose
that we take the vector Kµ to be Kµ∂µ = c∂0 rather than ∂0. Then running through the
construction above, we find that xE/c has period β, so xE has period cβ from which we
would identify the temperature to be T = 1/(cβ). In general, the physical temperature is
T =
1
β nµKµ
, (3.5)
or the inverse of the integral of nµ around the thermal circle. Similarly, the physical
chemical potential is defined through
µ0
T
= ln exp
(
i
∫
C
A
)
. (3.6)
which implies that in this time-independent gauge,
µ0 = uµAµ , uµ ≡ K
µ
nνKν
. (3.7)
7Actually, this is not entirely correct. The functional integral usually differs from the sum over states by
a term which only depends on the background fields. This term arises when passing from the canonical
to grand canonical ensembles. It is important for instance when relating any torus partition function of a
two-dimensional conformal field theory with chemical potentials to a sum over states.
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Here we have defined a normalized vector uµ which satisfies uµnµ = 1. Shortly, we will see
that this definition of the chemical potential is not boost-invariant (which is not surprising
as Aµ varies under Milne boosts), after which we will abandon this definition in favor of
a boost-invariant version of µ.
A corollary of this result is that a rescaling of β can be absorbed into a rescaling of Kµ
in such a way as to keep the physical temperature fixed. That is, observables only depend
upon β as well as the overall normalization of Kµ through the invariant combination
T = 1βnµKµ . So we find it convenient to parameterize the dependence of observables on β
and Kµ through the physical temperature T and “velocity vector” uµ = K
µ
nνKν satisfying
uµnµ = 1.
Since there are many symmetries of the flat Newton-Cartan structure (those sym-
metries are generated by the centrally extended Galilean algebra), we can study more
general partition functions in flat space. Let us discuss these first from the point of view
of algebra, and then from Euclidean field theory.
From the algebraic perspective, the most general thermal partition function in flat
space has a Boltzmann weight which is constructed from a linear combination of the
generators of the Galilean algebra. Those generators are (H, Pi, Rij, Ki, M). We have already
discussed H and M; the Pi generate translations, Rij spatial rotations, and Ki the Galilean
boosts. For instance, a Boltzmann weight exp
(−β(H − µM−ωijRij)) corresponds to
thermal field theory at a temperature T = 1/β, chemical potential µ, with a chemical
potential ωij for rotation.8 Because [Rij, Pk] and [Ki, Pj] are nonzero, chemical potentials
for rotations and boosts break translational invariance. So the most general Bolzmann
weight for a translationally-invariant flat-space equilibrium is
exp
{
−β
[
H + uiPi −
(
µ0 +
u2
2
)
M
]}
. (3.8)
The reason for the redefinition of the chemical potential µ0 → µ0 + u22 will be clear shortly.
Now recall that in the Galilean algebra we have
[H, Ki] = −iPi , [Pi, Kj] = −iδij M , (3.9)
with M central. Then
e−β
[
H+ui Pi−
(
µ0+
u2
2
)
M
]
= e−iu
iKi e−β[H−µ0 M]eiu
jKj , (3.10)
so the equilibrium described by (3.8) is just a boosted equilibrium with Boltzmann weight
exp {−β [H − µ0M]}. Note that this result tells us that a rest frame chemical potential µ0
is perceived to be a chemical potential µ0 + u
2
2 in a relatively boosted frame. That is, the
boost-invariant chemical potential is µ = µ0 + u
2
2 .
Now for Euclidean field theory. As we mentioned above, the Euclidean background
corresponding to some partition function is constructed from a real-time background
using the operator H which generates translations in some symmetry direction. In this
8Note that unlike in the relativistic case, a rigidly rotating non-relativistic fluid is perfectly consistent with
causality, so that one need not put the theory on a compact spatial manifold in order to consistently study
thermal equilibria with ωij 6= 0.
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setting, a symmetry is generated by a combination of a vector field Kµ, a Milne boost ψK,
and a gauge transformation ΛK, which we collectively denote as K = (Kµ,ψK,ΛK). We
denote the action of K as δK. For instance, K acts on the gauge field Aµ as
δK Aµ = £K Aµ + Pνµψ
K
ν + ∂µΛK , (3.11)
for £K the Lie derivative along Kµ. These transformations generate an algebra. It is easy to
find the K which fix the flat Newton-Cartan structure, and using this algebra, these K are
exactly the generators of the centrally extended Galilean algebra. See e.g. Subsection 2.4
of [11] for details. The K which correspond to H and the Pi are
H = (−∂0, 0, 0), Pi = (−∂i, 0, 0) , M = (0, 0, 1) . (3.12)
What is the Euclidean thermal field theory version of (3.8)? On the one hand, we
know that it is the functional integral on a Euclidean spacetime in which we take Kµ to be
a linear combination of ∂0 and the ∂i. On the other hand, our algebraic discussion shows
that it is just a boosted version of the partition function on S1 ×Rd−1 as described above.
Let us see how both of these versions work, starting with the background corresponding
to
Kµ∂µ = uµ∂µ = ∂0 + ui∂i .
Following our discussion above, the Euclidean background is constructed by Wick-
rotating the affine parameter along the integral curves of Kµ, which here is x0 + uixi, and
compactifying with periodicity β. The physical temperature is
T =
1
βnµKµ
=
1
β
,
but to get the right chemical potential µ0 + u
2
2 we need
A =
(
µ0 − u
2
2
)
dx0 + uidxi , (3.13)
up to a constant covector which annihilates uµ. To see this, the holonomy experienced by
a charge q particle transported around the thermal circle C is
exp
(
iq
∫
C
A
)
= exp
(
βqKµAµ
)
= exp
[
βq
(
µ0 +
u2
2
)]
, (3.14)
as it ought to be.
We can get this same background by a boost. Starting with the flat background above
before Wick-rotation, a Galilean boost is a combination of a coordinate reparamterization
and a Milne boost,
x′0 = x0 , x′i = xi + uix0 , ψi = ui . (3.15)
Under this transformation the geometric data (nµ, hνρ) is invariant,
n = dx0 = dx′0 , hµνdxµ ⊗ dxν = δijdxi ⊗ dxj = δijdx′i ⊗ dx′j , (3.16)
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while the gauge field A = µ0dx0 shifts as
A′ =
(
µ0 − u
2
2
)
dx′0 + uidx′i , (3.17)
which recovers (3.13) in the primed coordinates. Previously, the tangent vector to the
thermal circle was (i times) the analytic continuation of Kµ∂µ = ∂0. After the coordinate
transformation we have Kµ∂µ = ∂∂x′0 + u
i ∂
∂x′i . So instead of Wick-rotating x
0, we Wick-rotate
x′0 + uix′i and compactify with periodicity β.
We would like a boost-invariant definition of the chemical potential. Fortunately,
there is a boost-invariant version of the holonomy of A, namely the holonomy of the
Milne-invariant A˜ around the thermal circle. Recall that A˜ is constructed from A and uµ
as in (2.29),
A˜µ = Aµ + uµ − 12nµu
2 .
Note that with A = µ0dx0 and uµ = uidxi, we have
A˜ =
(
µ0 − u
2
2
)
dx0 + uidxi , (3.18)
which is just the U(1) connection (3.13) that appeared in a relatively boosted frame. The
physical, boost-invariant, chemical potential µ is constructed from the holonomy of A˜ as
µ
T
= ln exp
(
i
∫
C
A˜
)
, (3.19)
which in this time-independent gauge is just
µ = uµ A˜µ . (3.20)
To summarize, the translationally-invariant flat-space thermal equilibria of a Galilean-
invariant field theory are specified by a temperature T, a boost-invariant chemical potential
µ for particle number, and a fluid velocity uµ satisfying uµnµ = 1. In Euclidean thermal
field theory, uµ analytically continues to the (normalized) tangent vector to the thermal
circle, the inverse temperature is the integral of nµ around the circle, and µ/T is the
logarithm of the Milne-invariant holonomy around the circle.
3.2 Hydrodynamic variables
We are now in a position to begin recasting non-relativistic fluid mechanics in a manifestly
covariant way. Fluid mechanics describes long wavelength, low frequency fluctuations
around thermal equilibrium. In the usual way we assume that the near-equilibrium state
can be described by a local temperature T(x), chemical potential µ(x), and fluid velocity
uµ(x). That is, we promote the parameters that classify the equilibrium state to classical
fields. We refer to (T, µ, uµ) as the “hydrodynamic variables” or “fluid variables.”
In this work we also couple the underlying theory to a non-trivial but weakly
curved spacetimeM, more precisely to the Newton-Cartan structure (nµ, hµν, Aµ). Non-
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relativistic hydrodynamics will be an effective description of the low-energy physics on
this spacetime in terms of these collective variables.
3.3 Constitutive relations and the gradient expansion
Unlike in conventional effective field theory where the dynamics is specified by a La-
grangian in terms of the low-energy degrees of freedom, in hydrodynamics one continues
by supplying constitutive relations for conserved quantities in terms of the hydrodynamic
variables. That is, one expresses the spacetime stress tensor T µν and energy current Eµ
in terms of the (T, µ, uµ), the background fields (nµ, hµν, Aµ), and gradients of both. The
resulting expressions are known as constitutive relations. In conventional effective field
theory, the Lagrangian is written in a gradient expansion of the low-energy variables as
well as the background. The analogous statement here is that the constitutive relations are
organized in a gradient expansion. We count derivatives in the following way. We take the
fluid variables and background fields to be ∼ O(∂0), so that the field strength of Aµ and
the connection Γ are both ∼ O(∂1). This is the power counting which is appropriate in
order to compute hydrodynamic correlation functions in the source-free thermal state. The
term nth order hydrodynamics refers to constitutive relations whose terms possess at most
n derivatives. In this work we consider zeroth (or ideal) and first order hydrodynamics.
The microscopic field theories which we couple to spacetime are invariant under
reparameterizations of coordinates, U(1) gauge transformations, and Milne boosts. The
effective hydrodynamic description is invariant under the same symmetries. So, the
constitutive relations for T µν and Eµ ought to be expressed in terms of U(1)-invariant
contravariant symmetric tensors and vectors respectively. Since T µν is Milne-invariant, it
can be expressed in a basis of Milne-invariant tensors, whereas Eµ should be specified in
such a way that it varies as (2.26) under Milne boosts,
(E ′)µ = Eµ −
(
Pρνψρ − 12nνψ
2
)
T µν .
The Milne boost symmetry is awkward to enforce by brute force. So we use the
machinery we developed in Subsection 2.3. Namely, rather than constructing tensors with
a fixed number of gradients out of (T, µ, uµ; nµ, hµν, vµ, Aµ), we build manifestly Milne-
invariant tensors from the data (T, µ, uµ, nµ, hµν, A˜µ) and the Milne covariant derivative
D˜µ defined from (2.29). We express the Milne-invariant T µν in terms of these manifestly
Milne-invariant tensors, but what of the energy current? We separate it into a manifestly
Milne-invariant part E˜µ, for which we supply constitutive relations in terms of manifestly
Milne-invariant tensors, and a part constructed algebraically from T µν and the fluid data.
In an equation, we have
Eµ = E˜µ +
(
uν − 12nνu
2
)
T µν , (3.21)
where we remind the reader that uµ = hµνuν and u2 = uµuµ.
Exploiting the residual rotational symmetry which fixes uµ, we write the most general
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constitutive relations as
E˜µ = Euµ + ηµ ,
T µν = Phµν +N uµuν + uµqν + uνqµ + τµν , (3.22)
where ηµ, qµ, and τµν are transverse to nµ and τµν is traceless. By (3.21) the total energy
current is
Eµ =
(
E + 1
2
N u2 + uνqν
)
uµ + ηµ + P Pµν uν + 12u
2qµ + τµνuν . (3.23)
The constitutive relations of nth order hydrodynamics are expressions of the scalars,
vectors, and tensor in (3.22) in a basis of U(1) and Milne-invariant scalars, vectors, and
tensors with up to n derivatives.
Having described the low-energy variables and the constitutive equations, it only
remains to specify equations of motion. These will fix the dynamical fields (and therefore
the one-point functions of operators) as functionals of the background fields and the
boundary conditions. We take the equations of motions to be the Ward identities (2.22).
However, in practice it will be convenient to rewrite the Ward identities in terms of
manifestly boost-invariant quantities as in (2.41).
In what follows it will be useful to classify the inequivalent one-derivative Milne-
invariant data. Because the Milne-invariant field strength F˜µν can be constructed from the
derivative of uµ, all one-derivative tensor data comes from the derivative of the velocity.
We decompose the derivative into the various representations of the residual rotational
symmetry which fixes uµ in the same way as in (2.12),
D˜µuν = −nµEν + 12 Bµ
ν + h˜µρσνρ +
1
d− 1 P˜
ν
µϑ , (3.24)
where we have decomposed the field strength F˜µν into electric and magnetic parts with
respect to uµ,
Eµ = F˜µνuν , F˜µν = Eµnν − nµEν + Bµν , (3.25)
and indices are raised with hµν. We have also implicitly defined the expansion ϑ and shear
tensor σµν via
ϑ = D˜µuµ , σµν =
1
2
(
D˜µuν + D˜νuµ − 2
d− 1 h
µνϑ
)
, (3.26)
and we again remind the reader that indices are raised with hµν. As a result the various
tensors defined here are transverse to nµ and uµ. We also decompose the derivative of n,
Fnµν = ∂µnν − ∂νnµ, into electric and magnetic parts as
Enµ = F
n
µνu
ν , Fnµν = E
n
µnν − Enνnµ + Bnµν , (3.27)
so that
G˜µ = −Fnµνuν = −Enµ . (3.28)
In writing the various one-derivative tensors, we have done so in a manifestly Milne-
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invariant way. This is useful, but to some extent it obscures physics. For example, the
electric field Eµ is a rather non-trivial combination of the electromagnetic field which
couples to particle number, the fluid velocity, and the remaining Newton-Cartan data. As
a result we think it is instructive to decompose the various one-derivative tensors into
their constituents in order to appreciate what the Milne symmetry does. We find
Eµ = F˜µνuν = Fµνuν + (Dµuν − Dνuµ)uν − 12 E
n
µu
2 +
1
2
(
nµu˙2 − ∂µu2
)
,
Bµν = hµρhνσ F˜ρσ = Fµν + Dµ
(
Pνρ u
ρ
)
− Dν (Pµρ uρ)− 12u2(Bn)µν ,
ϑ = D˜µuµ = (Dµ − Gµ)uµ = 1√
γ
∂µ (
√
γuµ) ,
σµν =
1
2
hµρhνσ£uh˜ρσ − h
µν
d− 1ϑ .
(3.29)
Note that ϑ and σµν do not depend on Aµ.
3.4 Positivity of entropy production
The last ingredient in formulating hydrodynamics is to demand a local version of the
second Law of thermodynamics. That is, we mandate the existence of an entropy current Sµ
whose divergence is semi-positive-definite for fluid flows which solve the hydrodynamic
equations.
Now recall (2.39), which tells us that
(
D˜µ − G˜µ
)
vµ =
(
Dµ − Gµ
)
vµ =
1√
γ
∂µ (
√
γvµ) ,
for any vector field vµ, so that the divergence defined through D˜µ − G˜µ is equal to the
usual notion of a divergence (recall that ddx
√
γ is the covariant volume element). We then
write the entropy criterion as (
D˜µ − G˜µ
)
Sµ ≥ 0 . (3.30)
There are various ways of implementing this condition, as we discuss below.
4 Reformulating non-relativistic hydrodynamics
In Subsections 3.2-3.4 we laid down a modern presentation of non-relativistic hydrody-
namics in a gradient expansion. To construct nth order hydrodynamics, we follow a two
step program:
1. Specify the most general constitutive relations for T µν and E˜µ with tensors containing
up to n derivatives of the fluid variables and background fields.
2. Demand the existence of an entropy current.
In the remainder of this Section, we go through this algorithm for the zeroth and
first order hydrodynamics of normal fluids. Before tackling first-order hydrodynamics,
we discuss the role of field redefinitions of the fluid variables, as well as two different
methods for solving the entropy constraint.
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4.1 Ideal hydrodynamics
We begin with ideal hydrodynamics, that is hydrodynamics at zeroth order in gradients.
The most general constitutive relations at this order are
T µν = P hµν + ρ uµuν ,
E˜µ = ε uµ , (4.1)
where P is the pressure, ρ the particle number density, and ε the energy density. They are
related by
dP = s dT + ρ dµ , ε = −P + Ts + µρ , (4.2)
where s is the entropy density. (4.1) and the Ward identities (2.41) completely specify ideal
non-relativistic hydrodynamics. Later in Subsection 6.3 we will obtain these one-point
functions from general properties of the thermal partition function.
As the presentation (4.1) differs somewhat from the usual textbook presentation of
ideal hydrodynamics, we pause to verify that (4.1) is simply a repackaging of the canonical
expressions for the constitutive relations, at least in flat space. Using the definition (2.21)
of the spacetime stress tensor as well as the Milne Ward identity (2.20), we deduce the
particle number and momentum currents along with the spatial stress tensor,
Jµ = ρ uµ , Pµ = ρ uµ , Tµν = P hµν + ρ uµuν . (4.3)
The full energy current obtained from T µν and E˜µ is
Eµ =
(
ε+
1
2
ρu2
)
uµ + P Pµν uν , (4.4)
Now we specialize to fluids in flat space. Recall that the flat Newton-Cartan structure is
(up to a constant boost)
nµdxµ = dx0 , hµν∂µ ⊗ ∂ν = δij∂i ⊗ ∂j , vµ∂µ = ∂0 , A = 0 . (4.5)
Then the fluid velocity is
uµ∂µ = ∂0 + ui∂i . (4.6)
In this case the constitutive relations (4.1) then take their more familiar form
J0 = ρ , Ji = ρ ui ,
E0 = ε+ 1
2
ρu2 , E i =
(
ε+ P +
1
2
ρu2
)
ui , (4.7)
Pi = ρ ui , Tij = P δij + ρ uiuj ,
and the Ward identities (2.22) become
∂µ Jµ = 0 , ∂µEµ = 0 , P˙i + ∂jTij = 0 . (4.8)
Note that all of the “strange” terms in the energy current (the 12ρu
2 as well as the pressure
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term) arise from the relation (3.21) between the boost-invariant energy current and the
physical energy current.
Before going on to consider hydrodynamics at higher order in the gradient expansion,
we verify that the ideal constitutive relations (4.1) are consistent with the existence of an
entropy current. To do so we consider a linear combination of the Ward identities for the
number and energy currents From (2.41), these are(
D˜µ − G˜µ
)
Jµ = 0 ,
(
D˜µ − 2G˜µ
) E˜µ + h˜ρ(µD˜ν)uρT µν = 0 . (4.9)
Massaging, we get
0 =
1
T
{[(
D˜µ − 2G˜µ
) E˜µ + h˜ρ(µD˜ν)uρT µν]− µ (D˜µ − G˜µ) Jµ}
=
1
T
{
D˜µ(εuµ) +
1
d− 1 h˜µνϑ (Ph
µν + ρuµuν)− µD˜µ(ρuµ)
}
=
1
T
{
uµ
(
µ∂µρ+ T∂µs
)
+ (ε+ P− µρ)ϑ− µuµ∂µρ
}
=
(
D˜µ − G˜µ
)
(suµ) ,
(4.10)
where we have used
dε = Tds + µdρ , (4.11)
along with the decomposition of the velocity (3.24) and that G˜µ = −Enµ is transverse. So
there is an entropy current Sµ = suµ which is identically conserved for fluid flows which
solve the equations of motion of ideal hydrodynamics.
4.2 Hydrodynamic frame transformations and frame-invariants
Temperature, chemical potential, and fluid velocity are uniquely defined in flat space,
translationally-invariant thermal states. Correspondingly, there is no unique notion of e.g.
temperature near equilibrium, or even in a hydrostatic equilibrium. In hydrodynamics,
this is merely the statement that (T, µ, uµ) are dynamical fields, on which we are free to
perform field redefinitions.
A hydrodynamic frame transformation is a field redefinition of (T, µ, uµ) by terms
involving at least one gradient, so that the (T, µ, uµ) of the flat-space, translationally-
invariant equilibrium are unchanged. Rather than leaving a Lagrangian invariant, hy-
drodynamic frame transformations leave the one-point functions T µν and Eµ invariant.
A particular choice of (T, µ, uµ) is known as a choice of hydrodynamic frame. When
specifying the constitutive relations, one implicitly does so in a choice of frame. Of course,
physics is independent of this choice, and so it is useful to either (i.) fix the frame, or (ii.)
work in a frame-independent way. We discuss both in this work.
In d spacetime dimensions, there are two scalar fluid variables and a spatial vector’s
worth of fluid variables, and so one can completely fix the frame by fixing two scalars
and a spatial vector in the constitutive relations. For instance, we can choose to work in
the “Landau frame”
E = ε , N = ρ , qµ = 0 , (4.12)
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or in the “Eckhart frame”9
E = ε , N = ρ , ηµ = 0 , (4.13)
where ε and ρ are the thermodynamic energy and number densities respectively. There is
another frame, the “adiabatic frame,” which will prove especially useful later in this work.
Of course, it is nice to work in a way that is independent of the choice of frame. To
do so, we must first compute the variation of the quantities E ,N , &c appearing in the
constitutive relations (3.22) under frame transformations. We can then obtain invariant
combinations.
So consider a redefinition of the hydrodynamic variables,
T → T + δT , µ→ µ+ δµ , uµ → uµ + δuµ , (4.14)
where (δT, δµ, δuµ) have at least one derivative built out of the hydrodynamic variables
and background fields. Note that since nµuµ = 1, we require nµδuµ = 0, i.e. δuµ is
transverse. We also need to know that
E = ε+O(∂) , N = ρ+O(∂) , P = P +O(∂) ,
qµ = O(∂) , ηµ = O(∂) , τµν = O(∂) . (4.15)
Under the transformation (4.14) and using (3.22), (3.23), we then have
T µν = (N + δρ) uµuν + (P + δP) hµν + uµ (qν + ρδuν) + uν (qµ + ρδuµ) + τµν +O(∂2) ,
Eµ =
(
E + 1
2
N u2 + uνqν + δε+ 12δρ u
2 + ρuνδuν
)
uµ + ηµ +
(
ε+ P +
1
2
ρu2
)
δuµ
+ (P + δP) Pµν uν + 12u
2qµ + τµνuν +O(∂2) , (4.16)
where we have defined
δP = ρδµ+ sδT , δρ =
∂ρ
∂T
δT +
∂ρ
∂µ
δµ , δε =
∂ε
∂T
δT +
∂ε
∂µ
δµ . (4.17)
By (3.21), the boost-invariant energy current becomes10
E˜µ = (E + δε) uµ + ηµ + (ε+ P) δuµ +O(∂2) . (4.18)
Comparing (4.16) and (4.18) with (3.22), we see that the variations of E ,N , &c under
9More precisely, the terms “Landau frame” and “Eckhart frame” refer to frames in relativistic hydrodynam-
ics in which either the energy flux or charge flux vanish. We borrow this terminology for non-relativistic fluids.
It is amusing to note that, under this convention, Landau himself uses the “Landau frame” in his textbook
discussion of relativistic hydrodynamics [3], but the “Eckhart frame” for non-relativistic hydrodynamics.
10Note that this differs from what we would obtain if we fixed E˜µ, which is constructed with the fluid
variables, rather than the physical energy current Eµ. If we fixed E˜µ, we would find
E˜µ = (E + δε) uµ + ηµ + εδuµ +O(∂2)
instead of (4.18).
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frame transformation properties are
E → E + δε+O(∂2) , N → N + δρ+O(∂2) ,
P → P + δP +O(∂2) , qµ → qµ + ρδuµ +O(∂2) , (4.19)
ηµ → ηµ + (ε+ P) δuµ +O(∂2) , τµν → τµν +O(∂2) .
Using that we can take δρ and δε to be the independent scalar redefinitions so that
δP =
(
∂P
∂ε
)
ρ
δε+
(
∂P
∂ρ
)
ε
δρ , (4.20)
we can deduce the frame-invariant combinations of E ,N , &c from (4.19), at least to first
order in gradients. They are
S = P − P− ∂P
∂ε
(E − ε)− ∂P
∂ρ
(N − ρ) +O(∂2) ,
Vµ = qµ − ρ
ε+ P
ηµ +O(∂2) ,
Tµν = τµν +O(∂2) ,
(4.21)
where we use S,Vµ, and Tµν to denote the scalar, transverse vector, and transverse traceless
tensor frame-invariants.
4.3 The canonical entropy current and adiabaticity
We now undertake a general discussion of the entropy criterion. Our presentation will
differ slightly from the usual textbook treatment, and instead will follow the spirit of [34].
In any physical process, the total number M and rest-frame energy E˜ are unchanged
(modulo Lorentz forces or energy injection),
δM = 0 , δE˜ = 0 ,
so that one can trivially rewrite the second Law as
TδS + µδM− δE˜ ≥ 0 .
In addition to encoding the second Law for physical processes, this relation implicitly
encodes the change of entropy during an adiabatic process. Recall that in an adiabatic
process, M and E˜ can change, but the entropy S also changes in such a way that the
thermodynamic relation TδS + µδM = δE˜ holds.
The local version of this inequality is
T
(
D˜µ − G˜µ
)
Sµ + µ
(
D˜µ − G˜µ
)
Jµ − (D˜µ − 2G˜µ) E˜µ − h˜ρ(µD˜ν)uρT µν ≥ 0 , (4.22)
where Sµ is the entropy current and the other terms are µ times the number Ward identity
and (minus) the energy Ward identity. This condition is equivalent to the usual notion of
positivity of entropy production. A physical process is one which solves the hydrodynamic
30
equations, in which case (4.22) becomes(
D˜µ − G˜µ
)
Sµ ≥ 0 . (4.23)
Let us massage (4.22) into a more instructive form. We begin with the linear combina-
tion of the Ward identities, which we rewrite in terms of the constitutive relations (3.22)
µ
(
D˜µ − G˜µ
)
Jµ − (D˜µ − 2G˜µ) E˜µ − h˜ρ(µD˜ν)uρT µν
=T
(
D˜µ − G˜µ
) {µ
T
Jµ − 1
T
E˜µ
}
−Pϑ− E
T
T˙ −N T ˙
(µ
T
)
+ qµ
(
Eµ − TD˜µ
(µ
T
))
− ηµ
(
Enµ +
D˜µT
T
)
− τµνσµν ,
(4.24)
where we have lowered the indices of σµν with h˜µν and have defined
X˙ = uµ∂µX , (4.25)
for any scalar X . We then separate the entropy current into a “canonical” part and a
“non-canonical” part,
Sµ = Sµcanon + S
µ
non ,
Sµcanon ≡ PT u
µ − µ
T
Jµ +
1
T
E˜µ .
(4.26)
Note that
Sµcanon = suµ +O(∂) ,
so that we require
Sµnon = O(∂) .
Using that (
D˜µ − G˜µ
) (P
T
uµ
)
= Pϑ+
ε
T
T˙ + ρT
˙(µ
T
)
, (4.27)
(4.22) becomes
T
(
D˜µ − G˜µ
)
Sµnon − (P − P) ϑ− E − εT T˙ − (N − ρ) T
˙(µ
T
)
+qµ
(
Eµ − TD˜µ
(µ
T
))
− ηµ
(
Enµ +
D˜µT
T
)
− τµνσµν ≥ 0 ,
(4.28)
which will be the form that is more useful for us in Section 5. Note that by our definition of
the canonical entropy current (4.26), each term in this inequality has at least two gradients.
Because (4.28) is linear in both Sµnon and constitutive relations, we can decompose
Sµnon and the constitutive relations into sums of a dissipative part and a dissipationless (or
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perhaps more aptly, adiabatic) part. That is,
Sµnon = S
µ
diss + S
µ
non−diss ,
E˜µ = E˜µdiss + E˜µnon−diss ,
T µν = T µνdiss + T µνnon−diss ,
(4.29)
with
E˜µnon−diss = εuµ +O(∂) ,
T µνnon−diss = Phµν + ρuµuν +O(∂) ,
(4.30)
and the dissipative parts are at least O(∂). The crucial feature of the dissipationless part
is that it solves the adiabaticity equation
T
(
D˜µ − G˜µ
)
Sµnon−diss − (Pnon−diss − P) ϑ−
Enon−diss − ε
T
T˙ − (Nnon−diss − ρ) T ˙
(µ
T
)
+qµnon−diss
(
Eµ − TD˜µ
(µ
T
))
− ηµnon−diss
(
Enµ +
D˜µT
T
)
− τµνnon−dissσµν = 0 ,
(4.31)
which one should think of as the local version of thermodynamic adiabaticity TδS +
µδM− δE˜ = 0. Then (4.28) tells us that the dissipative part satisfies a similar relation,
except that the = 0 on the RHS is replaced with ≥ 0.
Since the adiabaticity equation (4.31) is linear in the entropy current and constitutive
relations, we can classify its solutions at any order in the gradient expansion, independent
of hydrodynamics at any other order. That is, we can decompose
Sµnon−diss = (S
(1)
non−diss)
µ + (S(2)non−diss)
µ + . . . ,
and similarly for the constitutive relations, where S(n)non−diss has n derivatives and so on.
Then S(n)non−diss, E (n)non−diss, &c satisfy the adiabaticity equation (4.31) independently of terms
at any other order in derivatives.
The same cannot be said for the dissipative part. For example, one can imagine a
solution to the dissipative part in which the RHS is a positive-definite scalar formed from
a square of a sum of scalars containing different numbers of derivatives.
In any case, the solutions to adiabaticity are exact to all orders in the gradient
expansion. In the next two Sections, we will see that these solutions are intimately related
to the currents that follow from the existence of a hydrostatic partition function for the
interesting case of a parity-violating fluid in two spatial dimensions.
Before moving on, we have developed the tools to also present the usual formulation of
the entropy criterion. We do so presently. The crucial ingredient here is, when constructing
hydrodynamics at nth order in gradients, to use the hydrodynamic equations at lower
order in derivatives to deduce the “on-shell” inequivalent tensors at O(∂n).
Let us show how this works for first-order hydrodynamics, wherein we require the
zeroth order equations. These can be decomposed into two scalars and a single vector.
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Defining ν ≡ µT , the number and energy Ward identities (2.41) give
0 =
(
D˜µ − G˜µ
)
(ρuµ) +O(∂2) = ρ˙+ ρϑ+O(∂2) = ∂ρ
∂T
T˙ +
∂ρ
∂ν
ν˙+ ρϑ+O(∂2) ,
0 =
(
D˜µ − 2G˜µ
)
(εuµ) + Pϑ+O(∂2) = ∂ε
∂T
T˙ +
∂ε
∂ν
ν˙+ (ε+ P) ϑ+O(∂2) ,
(4.32)
where the thermodynamic derivatives are taken at fixed T and ν respectively. Using
standard thermodynamic relations, it is not hard to show that (see e.g. Appendix B of [5])
T˙
T
=
∂P
∂ε
ϑ+O(∂2) ,
Tν˙ =
∂P
∂ρ
ϑ+O(∂2) ,
(4.33)
where now the thermodynamic derivatives are taken at fixed ε and ρ respectively. The
vector equation is
0 = P˜µρ
{(
D˜ν − G˜ν
)
(Phνρ + ρuνuρ) + (Fn)ρν(εuν)
}
+O(∂2)
= D˜µP + (ε+ P) (En)µ − ρEµ +O(∂2)
= ρ
{
−
(
Eµ − TD˜µ
(µ
T
))
+
ε+ P
ρ
(
(En)µ +
D˜µT
T
)}
+O(∂2) ,
(4.34)
that is
(En)µ +
D˜µT
T
=
ρ
ε+ P
(
Eµ − TD˜µ
(µ
T
))
+O(∂2) . (4.35)
We remind the reader that indices are raised with hµν.
So the ideal hydrodynamic equations relate the scalars T˙ and ν˙ to the scalar ϑ and the
vector (En)µ+ D˜µT/T to the vector Eµ− TD˜µ(µ/T). The resulting “on-shell” inequivalent
tensor data at one-derivative order is given in Table 1. Plugging (4.33) and (4.35) into
the entropy condition (4.28) and using the definition of the frame-invariants (4.21), (4.28)
becomes
T
(
D˜µ − G˜µ
)
Sµnon − Sϑ+ Vµ
(
Eµ − TD˜µ
(µ
T
))
− Tµνσµν +O(∂3) ≥ 0 . (4.36)
Note that the constitutive relations now appear only through the frame-invariant scalar
S, vector Vµ, and tensor Tµν. Equivalently, we can interpret this inequality as the rate at
which entropy is produced in a physical fluid flow (i.e. one that solves the hydrodynamic
equations)
T
(
D˜µ − G˜µ
)
Sµ|on−shell =T
(
D˜µ − G˜µ
)
Sµnon − Sϑ
+ Vµ
(
Eµ − TD˜µ
(µ
T
))
− Tµνσµν +O(∂3) ≥ 0 .
(4.37)
Consequently, the entropy current is a frame-dependent object but the entropy production
is independent of the choice of frame.
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1 2 3
scalars ϑ
vectors Vµ ≡ Eµ − TD˜µ ( µT ) Eµ D˜µT
tensors σµν
Table 1: The inequivalent parity-preserving tensor data at first order in derivatives, having
used the ideal hydrodynamic equations.
4.4 First-order hydrodynamics of normal, parity-preserving fluids
With all of this machinery behind us, we use it to work out non-relativistic hydrodynamics
at first order in the gradient expansion. The result will be a covariant version of textbook
first-order fluid mechanics. We will do so by the technique outlined at the end of the
previous Subsection, wherein we use the hydrodynamic equations at zeroth order in
derivatives so that the independent one-derivative data is given in Table 1, and we
solve (4.36).
To proceed we parameterize the most general non-canonical entropy current to first
order in derivatives,
Sµnon = S1ϑ+ Σ1Vµ + Σ2Eµ + Σ3D˜µT +O(∂2) , (4.38)
where the vector Vµ is defined in Table 1. Schematically, we have(
D˜µ − G˜µ
)
Sµnon = (pure two derivative scalars)+ (products of one-derivative tensors)+O(∂3) .
The pure two-derivative terms in this divergence must vanish in order to satisfy the
positivity condition (4.36).
We begin the entropy analysis with these two-derivative terms. Using Eµ = −uνD˜νuµ,
we readily find
D˜µ (ϑuµ) = ϑ˙+ ϑ2 ,
D˜µEµ = −
(
ϑ˙+ uµuνR˜µν +
1
4
BµνBµν + σµνσµν +
ϑ2
d− 1
)
,
D˜µ
(
D˜µX ) = hµνD˜µD˜νX ,
(4.39)
where R˜µν = R˜ρµρν is the Ricci curvature constructed from Γ˜ in (2.29) and X is any
invariant scalar.11 Then(
D˜µ − G˜µ
)
Sµnon = (S1 − Σ1 − Σ2) ϑ˙− (Σ1 + Σ2) uµuνR˜µν − Σ1T h
µνD˜µD˜ν
µ
T
+ Σ3hµνD˜µD˜νT + (products of one-derivative data) +O(∂3) ,
(4.40)
which immediately gives
S1 = 0 , Σi = 0 . (4.41)
11Our convention is that the Riemann curvature is given through the commutator of covariant derivatives
as [D˜µ, D˜ν]vρ ≡ R˜ρσµνvσ for any vector field vµ. This gives the expression R˜µνρσ = ∂ρΓ˜µνσ − ∂σΓ˜µνρ +
Γ˜µτρΓ˜τνσ − Γ˜µτσΓ˜τνρ.
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In other words, the non-canonical entropy current vanishes to first order in gradients,
Sµnon = O(∂2) . (4.42)
The positivity of entropy production (4.36) then becomes
− Sϑ+ VµVµ − Tµνσµν +O(∂3) ≥ 0 . (4.43)
The solution is
S = −ζϑ , Vµ = σVµ , Tµν = −ησµν , (4.44)
where the bulk viscosity ζ, conductivity σ and shear viscosity η are non-negative,
ζ ≥ 0 , σ ≥ 0 , η ≥ 0 . (4.45)
For a physical fluid flow, the divergence of the entropy current Sµ = Sµcanon +O(∂2) is
then (
D˜µ − G˜µ
)
Sµ =
ζ
T
ϑ2 +
σ
T
VµVµ +
η
T
σµνσ
µν +O(∂3) . (4.46)
It is instructive to parse these results by presenting the constitutive relations in a
particular frame. We present the results above both in “Landau frame” (4.12) and in
“Eckhart frame,” (4.13), beginning with “Landau frame.” Using (4.21) we have
E˜µ = εuµ +O(∂2) ,
T µν = (P− ζϑ) hµν + ρuµuν + σ (uµVν + uνVµ)− ησµν +O(∂2) . (4.47a)
The total energy current (3.23) is
Eµ =
(
ε+
1
2
ρu2 + σuνVν
)
uµ + (P− ζϑ) Pµν uν + 12σu
2Vµ − ησµνuν +O(∂2) . (4.47b)
Decomposing T µν into the number current, momentum current, and spatial stress tensor
via (2.21), we have
Jµ = ρuµ + σ
(
Eµ − TD˜µ
(µ
T
))
+O(∂2) ,
Pµ = ρuµ + σhµν
(
Eν − TD˜ν
(µ
T
))
+O(∂2) , (4.47c)
Tµν = (P− ζϑ) hµν + ρuµuν + σ
(
uµhνρ + uνhµρ
) [
Eρ − TD˜ρ
(µ
T
)]
− ηhµαhνβσαβ +O(∂2) .
Inspecting the expression for the current, it is now clear why we labeled the transport
coefficient multiplying Eµ − TD˜µ ( µT ) as a “conductivity” σ.
Now let us go to Eckhart frame (4.13). To make contact with the usual presentation
of first-order hydrodynamics in terms of a thermal conductivity κ rather than number
conductivity σ (as found in e.g. [3]), let us use (4.35) to exchange the vector Vµ for
the vector (En)µ + D˜
µT
T . Then (4.21) now gives the boost-invariant energy current and
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spacetime stress tensor to be
E˜µ = εuµ − (ε+ P)
2
ρ2
σ
(
(En)µ +
D˜µT
T
)
+O(∂2) ,
T µν = (P− ζϑ) hµν + ρuµuν − ησµν +O(∂2) .
(4.48a)
The total energy current (3.23) is
Eµ =
(
ε+
1
2
ρu2
)
uµ + (P− ζϑ) Pµν uν − ησµνuν − (ε+ P)
2
ρ2
σ
(
(En)µ +
D˜µT
T
)
+O(∂2) .
(4.48b)
Decomposing T µν into the number current, momentum current, and spatial stress tensor
via (2.21), we have
Jµ = ρuµ ,
Pµ = ρuµ ,
Tµν = (P− ζϑ) hµν + ρuµuν − ηhµαhνβσαβ +O(∂2) .
(4.48c)
(The Eckhart frame condition fixes Jµ = ρuµ to all order in gradients, which in turn fixes
the momentum via the Milne Ward identity.)
In flat space with zero gauge field, i.e.
n = dx0 , hµνdxµ ⊗ dxν = δijdxi ⊗ dxj , A = 0 , uµ∂µ = ∂0 + ui∂i ,
the Milne-invariant connection Γ˜ (2.29) vanishes, so that
σij =
1
2
(
∂iuj + ∂jui − 2d− 1δij∂ku
k
)
, ϑ = ∂iui .
Then the Eckhart frame constitutive relations (4.48) become
E0 = ε+ 1
2
ρu2 +O(∂2) , E i =
(
ε+ P +
1
2
ρu2
)
ui + τijuj − (ε+ P)
2
ρ2T
σ∂iT +O(∂2) ,
J0 = ρ , Ji = ρui , (4.49)
Tij = Pδij + ρuiuj + τij +O(∂2) , τij = −η2
(
∂iuj + ∂jui − 2d− 1δij∂ku
k
)
− ζδij∂kuk .
These are the conventional expressions for the constitutive relations of first-order hydro-
dynamics, up to the fact that the transport coefficient multiplying −∂iT is generally called
κ, the thermal conductivity. Matching, we have
κ =
(ε+ P)2
ρ2T
σ . (4.50)
5 Parity-violating two-dimensional fluids
We now have the machinery to tackle the much richer world where parity is broken.
In this Section we construct the hydrodynamics of parity-violating fluids in two spatial
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dimensions to first order in the gradient expansion. As we mentioned in the Introduction,
there are several recent works [30–32] which have also studied this problem. We find
somewhat different results from those in [30], our work trivially matches [31], and [32]
considers the hydrodynamics of a system coupled to an O(1) magnetic field. The latter is
not analytically related to our results here, for the usual reason that the B→ 0 and low
energy limits do not commute. So we postpone a detailed comparison to the Appendix.
Our approach here is somewhat different than that used in Subsection 4.4 in which we
constructed the first-order hydrodynamics of parity-preserving fluids. We will not use the
ideal hydrodynamic equations to relate one-derivative data, and correspondingly we will
solve the entropy constraint in the form of (4.28). As the reader will see in Subsection 6.4,
the resulting solution for the hydrodynamics is closely related to the currents obtained
from the hydrostatic partition function at first order in gradients.
5.1 Constitutive relations
In this Subsection, we collect the inequivalent tensors with one derivative, from which we
parameterize the constitutive relations of first-order parity-violating hydrodynamics.
There are a number of tensors that can be built out of a single derivative, the
background fields, and the fluid variables. All such tensors can be constructed from the
zero-derivative data
nµ , hµν , uµ , h˜µν , T , ν ≡ µT , ε
µνρ ,
and the first derivatives
D˜µuν = −nµEν + 12 Bµ
ν + σµ
ν +
P˜νµ
d− 1ϑ , D˜µT = nµT˙ + P˜
ν
µ D˜νT ,
D˜µν = nµν˙+ P˜νµ D˜νν , F
n
µν = E
n
µnν − Enνnµ + Bnµν ,
where we have defined ν for convenience. In two spatial dimensions we can dualize the
two-forms Bµν and Bnµν into pseudoscalars
B ≡ 1
2
εµνρnµBνρ =
1
2
εµνρnµFνρ , Bn ≡ 12 ε
µνρnµBnνρ = ε
µνρnµ∂νnρ . (5.1)
At this stage the inequivalent one-derivative vectors are (Eµ, (En)µ, D˜µT, D˜µν) and there
is a single one-derivative traceless symmetric tensor σµν.
Now, any transverse vector vµ can be dualized into a transverse pseudovector v˜µ as
v˜µ ≡ εµνρnνvρ , (5.2)
where the index has been lowered with h˜µν. Similarly, any transverse traceless tensor tµν
can be dualized into a transverse traceless pseudotensor t˜µν via
t˜µν ≡ ερσ(µnρtν)σ . (5.3)
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1 2 3 4
scalars (si) ϑ T˙ ν˙
vectors (Vµi ) E
µ − TD˜µν (En)µ + D˜µTT Eµ D˜µT
tensors σµν
Table 2: The inequivalent parity-preserving tensor data at first order in derivatives,
without using the ideal hydrodynamic equations.
1 2 3 4
pseudoscalars B = 12 εµνρnµ F˜νρ Bn = εµνρnµ∂νnρ
pseudovectors (V˜µi ) ε
µνρnν
(
Eρ − TD˜ρν
)
εµνρnν
(
Enρ +
D˜ρT
T
)
εµνρnνEρ εµνρnνD˜ρT
pseudotensors σ˜µν
Table 3: The inequivalent pseudotensor data at first order in derivatives. The pseu-
dovectors V˜µi are the duals of the vectors V
µ
i (defined in Table 2) via (5.2). Similarly, the
pseudotensor σ˜µν is the dual of the shear tensor σµν via (5.3).
By these definitions we have
v˜µuµ = −u˜µvµ , v˜µvµ = 0 , t˜µνtµν = 0 , (5.4)
which will prove useful later. We then have four inequivalent pseudovectors V˜µi and one
pseudotensor σ˜µν. All of the one-derivative pseudotensor data is collected in Table 3.
We now have a complete basis of one-derivative scalars, vectors, and tensors, out of
which we can form the most general constitutive relations and non-canonical entropy
current to first order in the gradient expansion. Here we use the result of the previous
Subsection that there is no frame-invariant parity-preserving dissipationless transport
at first order in derivatives. This tells us that while we could solve adiabaticity with the
most general parity-preserving one-derivative terms, the final result (after using the ideal
hydrodynamic equations) has no frame-invariant adiabatic solution.
So we proceed with the most general parity-violating non-canonical entropy current
and dissipationless constitutive relations. We decompose Sµnon−diss as
Sµnon−diss = Su
µ + Σµ , Σµnµ = 0 , (5.5)
and parameterize the one-derivative dissipationless constitutive relations and entropy
current as
Enon−diss − ε = εBB + εnBn +O(∂2) , Nnon−diss − ρ = ρBB + ρnBn +O(∂2) , (5.6a)
Pnon−diss − P = PBB + PnBn +O(∂2) , Snon−diss = SBB + SnBn +O(∂2) , (5.6b)
qµnon−diss =
4
∑
i=1
qiV˜
µ
i +O(∂2) , ηµnon−diss =
4
∑
i=1
ηiV˜
µ
i +O(∂2) , (5.6c)
Σµnon−diss =
4
∑
i=1
ΣiV˜
µ
i +O(∂2) , τµνnon−diss = −η˜σ˜µν +O(∂2) . (5.6d)
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5.2 Entropy and adiabaticity
We presently obtain the most general parity-violating solution to the adiabaticity equa-
tion (4.31) at one-derivative order. Before doing so, we collect some useful data. Us-
ing (2.39), we have (
D˜µ − G˜µ
)
εµνρ∂νvρ = ε
µνρ∂µ∂νvρ = 0 , (5.7)
for any one-form vµ. There are three results we need that follow from this identity. Letting
vµ be the Milne-invariant connection A˜µ, and decomposing
εµνρ∂ν A˜ρ = Buµ − εµνρnνEρ , (5.8)
we find the useful identity (
D˜µ − G˜µ
)
εµνρnνEρ = B˙ + Bϑ . (5.9)
Similarly, letting vµ = nµ, we obtain(
D˜µ − G˜µ
)
εµνρnνEnρ = B˙n + Bnϑ . (5.10)
The third and final result is that the current
εµνρ∂ν
(
f (T, ν)nρ
)
= fBnuµ + 1
T
∂ f
∂ν
V˜µ1 − f V˜µ2 −
1
T
∂ f
∂ν
V˜µ3 +
(
f
T
− ∂ f
∂T
)
V˜µ4 (5.11)
is identically conserved for any f , and so the entropy current is only defined modulo f .
Then the divergence of Sµnon−diss is(
D˜µ − G˜µ
)
Sµnon−diss = (SB + Σ1 + Σ3)
(B˙ + Bϑ)+ (Sn + Σ2) (B˙n + Bnϑ)
+
∂SB
∂T
BT˙ +
(
∂Sn
∂T
+
Σ2
T
+ Σ4
)
BnT˙ + ∂SB
∂ν
Bν˙+
(
∂Sn
∂ν
− TΣ1
)
Bnν˙
−
(
Σ1 +
1
T
∂Σ2
∂ν
)
V1 · V˜2 − 1T
(
∂Σ1
∂ν
+
∂Σ3
∂ν
)
V1 · V˜3 (5.12)
−
(
∂Σ1
∂T
+
1
T
∂Σ4
∂ν
)
V1 · V˜4 −
(
Σ1 +
1
T
∂Σ2
∂ν
)
V2 · V˜3
+
(
Σ2
T
− ∂Σ2
∂T
+ Σ4
)
V2 · V˜4 +
(
1
T
∂Σ4
∂ν
− ∂Σ3
∂T
)
V3 · V˜4 ,
where the partial derivatives are computed at constant T or constant ν. Comparing
with (4.31), this immediately gives
SB = −(Σ1 + Σ3) , Sn = −Σ2 , ∂Σ3
∂T
=
1
T
∂Σ4
∂ν
. (5.13)
Now we use our freedom to add the trivially conserved current (5.11) to Sµnon−diss in such
a way as to set Σ4 = 0. Then the last equality in (5.13) gives Σ3 = s′(ν). However, we
can then set Σ3 = 0 by adding a trivially conserved current (5.11) with f = −Ts, which
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preserves Σ4 = 0. Equivalently, one can redefine
Σ1 → Σ1 − s′ ,
Σ2 → Σ2 + Ts ,
Sn → Sn − Ts ,
(5.14)
so that the rest of (5.13) becomes
SB = −Σ1 , Sn = −Σ2 ,
and s completely drops out of the divergence of Sµnon−diss, which is now
(
D˜µ − G˜µ
)
Sµnon−diss =
∂SB
∂T
BT˙ +
(
∂Sn
∂T
− Sn
T
)
BnT˙ + ∂SB
∂ν
Bν˙+
(
∂Sn
∂ν
+ TSB
)
Bnν˙
+
(
1
T
∂Sn
∂ν
+ SB
)
V1 · V˜2 + 1T
∂SB
∂ν
V1 · V˜3 + ∂SB
∂T
V1 · V˜4
+
(
1
T
∂Sn
∂ν
+ SB
)
V2 · V˜3 +
(
∂Sn
∂T
− Sn
T
)
V2 · V˜4 .
(5.15)
The rest of the terms in the adiabaticity equation coming from the constitutive relations
give
−(Pnon−diss − P)ϑ− Enon−diss − εT T˙ − (Nnon−diss − ρ)Tν˙
+ qµnon−diss(V1)µ − ηµnon−diss(V2)µ − τµνnon−dissσµν
= −PBBϑ− PnBnϑ− εBT BT˙ −
εn
T
BnT˙ − ρBTBν˙− ρnTBnν˙
+ (q2 + η1)V1 · V˜2 + q3V1 · V˜3 + q4V1 · V˜4 − η3V2 · V˜3 − η4V2 · V˜4 .
(5.16)
Here, the adiabaticity equation (4.31) is just that the sum of (5.15) and (5.16) vanishes.
In order to make contact with the hydrostatic partition function, we exchange the two
functions SB and Sn forM andMn via
M≡ TSB , Mn ≡ TSn . (5.17)
We also convert T and ν derivatives into T and µ derivatives via(
∂X
∂T
)
ν
=
(
∂X
∂T
)
µ
+
µ
T
(
∂X
∂µ
)
T
,
(
∂X
∂ν
)
T
= T
(
∂X
∂µ
)
T
. (5.18)
Putting the pieces together, adiabaticity (4.31) fixes
PB = Pn = 0 ,
ρB = −q3 = ∂M
∂µ
,
ρn = −(q2 + η1) = η3 = ∂Mn
∂µ
+M , (5.19)
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εB = −Tq4 = T ∂M
∂T
+ µ
∂M
∂µ
−M ,
εn = Tη4 = T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn .
The transport coefficients which are unfixed by adiabaticity are (q1, η2, η˜). Meanwhile, the
adiabatic part of the non-canonical entropy current is
Sµnon−diss =
1
T
{M (Buµ − V˜µ1 )+Mn (Bnuµ − V˜µ2 )}+ εµνρ∂ν ( f nρ)+O(∂2) , (5.20)
where f is an arbitrary function of state.
The one-derivative parity-violating transport (5.19) is implicitly given in a choice of
hydrodynamic frame. We call this an adiabatic frame. In Section 6, we will see that the
currents obtained from the hydrostatic partition function are most naturally presented in
this frame.
For completeness, we present the resulting constitutive relations (3.22) in an adiabatic
frame to first order in gradients,
E = ε+
(
T
∂M
∂T
+
∂M
∂µ
−M
)
B +
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)
Bn +O(∂2) ,
N = ρ+ ∂M
∂µ
B +
(
∂Mn
∂µ
+M
)
Bn +O(∂2) ,
P = P− ζϑ+O(∂2) ,
qµ = σ
(
Eµ − TD˜µ
(µ
T
))
+ q1εµνρnν
(
Eρ − TD˜ρ
(µ
T
))
+ q2εµνρnν
(
Enρ +
D˜ρT
T
)
− ∂M
∂µ
εµνρnνEρ − 1T
(
T
∂M
∂T
+ µ
∂M
∂µ
−M
)
εµνρnν∂ρT +O(∂2) , (5.21)
ηµ = −
(
q2 +
∂Mn
∂µ
+M
)
εµνρnν
(
Eρ − TD˜ρ
(µ
T
))
+ η2ε
µνρnν
(
Enρ +
D˜ρT
T
)
+
(
∂Mn
∂µ
+M
)
εµνρnνEρ +
1
T
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)
εµνρnν∂ρT +O(∂2) ,
τµν = −ησµν − η˜σ˜µν +O(∂2) .
5.3 Results in Landau and Eckhart frame
As in our analysis of parity-preserving hydrodynamics in Subsection 4.4, it is instructive
to translate our results for transport into results in both Landau and Eckhart frame.
First, let us exchange the pseudovector V˜µ2 for V˜
µ
1 using the ideal equations of
motion (4.35),
V˜µ2 =
ρ
ε+ P
V˜µ1 +O(∂2) . (5.22)
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Then using (5.19), the one-derivative frame-invariants (4.21) are
S = −ζϑ+ χ˜BB + χ˜nBn +O(∂2) ,
Vµ = σVµ1 + σ˜V˜
µ
1 + χ˜Eε
µνρnνEρ + χ˜TεµνρnνD˜ρT +O(∂2) ,
Tµν = −ησµν − η˜σ˜µν +O(∂2) ,
(5.23)
where12
χ˜B =
∂P
∂ε
(
T
∂M
∂T
+ µ
∂M
∂µ
−M
)
+
∂P
∂ρ
∂M
∂µ
,
χ˜n =
∂P
∂ε
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)
+
∂P
∂ρ
(
∂Mn
∂µ
+M
)
,
χ˜E = −
{
∂M
∂µ
+ R
(
∂Mn
∂µ
+M
)}
,
Tχ˜T = −
{
T
∂M
∂T
+ µ
∂M
∂µ
−M+ R
(
T
∂Mn
∂T
+ µ
∂Mn
∂µ
− 2Mn
)}
,
(5.24)
and we have defined
R =
ρ
ε+ P
, σ˜ = q1 − R(η1 − q2)− R2η2 . (5.25)
Note that σ˜ is unconstrained.
The free parameters governing the one-derivative transport are the Hall viscosity
η˜, anomalous Hall conductivity σ˜, the adiabatic functions of stateM andMn, and the
ordinary viscosities and conductivity (ζ, σ, η). The latter are non-negative,
ζ ≥ 0 , σ ≥ 0 , η ≥ 0 , (5.26)
while our analysis does not constrain the parity-violating transport,
η˜ ∈ R , σ˜ ∈ R , M ∈ R , Mn ∈ R . (5.27)
In Landau frame (4.12) we then find
E˜µ = εuµ ,
T µν = (P− ζϑ+ χ˜BB + χ˜nBn) hµν + ρuµuµ + uµVµ + uνVµ
− ησµν − η˜σ˜µν +O(∂2) ,
(5.28)
and the total energy current (3.23) is
Eµ =
(
ε+
1
2
ρu2 + uνVν
)
uµ + (P− ζϑ+ χ˜BB + χ˜nBn) Pµν uν
+
1
2
u2Vµ − (ησµν + η˜σ˜µν) uν +O(∂2) .
(5.29)
12We cannot help but notice the similarities with the result for parity-violating relativistic hydrodynamics
presented in [25].
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The number current Jµ = T µνnν that follows from this is
Jµ = ρuµ + σVµ1 + σ˜V˜
µ
1 + χ˜Eε
µνρnνEρ + χ˜TεµνρnνD˜ρT +O(∂2) , (5.30)
and recalling that
V˜µ1 = ε
µνρnν
(
Eρ − TD˜ρ
(µ
T
))
,
it is clear why we termed σ˜ to be the anomalous Hall conductivity.
In the Eckhart frame (4.13) we instead have
E˜µ = εuµ − ε+ P
ρ
Vµ +O(∂2) ,
T µν = (P− ζϑ+ χ˜BB + χ˜nBn) hµν + ρuµuν − ησµν − η˜σ˜µν +O(∂2) .
(5.31)
Before going on, let us exchange Vµ1 and V˜
µ
1 for V
µ
2 and V˜
µ
2 via (4.35), so that
Vµ =
ε+ P
ρ
(
σVµ2 + σ˜V˜
µ
2
)
+ χ˜Eε
µνρnνEρ + χ˜TεµνρnνD˜ρT .
Then the total energy current (3.23) is
Eµ =
(
ε+
1
2
ρu2
)
uµ + (P− ζϑ+ χ˜BB + χ˜nBn) Pµν uν − (ε+ P)
2
ρ2
(
σVµ2 + σ˜V˜
µ
2
)
− ε+ P
ρ
(
χ˜Eε
µνρnνEρ + χ˜TεµνρnνD˜ρT
)− (ησµν + η˜σ˜µν) uν +O(∂2) . (5.32)
Using
V˜µ2 = ε
µνρnν
(
Enρ +
D˜ρT
T
)
,
we define the anomalous thermal conductivity κ˜ to be the coefficient multiplying−εµνρnνD˜ρT,
which gives
κ˜ =
(ε+ P)2
ρ2T
σ˜+
ε+ P
ρ
χ˜T . (5.33)
We conclude this Section with a summary of the constitutive relations and Ward
identities in flat space, when the underlying theory is coupled to a slowly varying Aµ.
The Newton-Cartan background is
nµdxµ = dx0 , hµνdxµ ⊗ dxν = δijdxi ⊗ dxj , (5.34)
and the fluid velocity uµ is parameterized by
uµ∂µ = ∂0 + ui∂i . (5.35)
In this background, the Milne-invariant U(1) and gravitational connections become
A˜0 = A0 − 12u
2 , A˜i = Ai + ui , Γ˜i0µ = Γ˜iµ0 =
1
2
F˜µi , (5.36)
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with all other components vanishing. The expansion and shear tensors are just
ϑ = ∂iui , σij =
1
2
(
∂iuj + ∂jui − δijϑ
)
, (5.37)
and
Eµ = Fµνuν +
1
2
∂µu2 − uν∂ν
(
uµ +
1
2
δ0µu
2
)
,
B = 1
2
εijFij + εij∂iuj = B +Ω .
(5.38)
The Ward identities (2.22) become
∂νT µν = Fµν Jν , ∂µEµ = −F0µ Jµ . (5.39)
In components, the Eckhart frame constitutive relations are
E0 = ε+ 1
2
ρu2 , E i =
(
ε+ P− ζϑ+ χ˜BB + 12ρu
2
)
ui + ηi + τijuj ,
J0 = ρ , Ji = ρui , (5.40a)
Tij = (P− ζϑ+ χ˜BB) δij + ρuiuj + τij , τij = −ησij − η˜σ˜ij .
with
ηi = −κ∂iT + κ˜eij∂jT + ε+ P
ρ
χ˜Eε
ijEj , (5.40b)
The parity-violating part of the response is encoded in η˜, κ˜,M, andMn, all of which are
unconstrained. Note thatMn only appears through χ˜E.
6 The geometry of non-relativistic thermal partition functions
In Subsection 3.1 we considered the Euclidean thermal field theory of Galilean field
theories in flat space. We now undertake a very similar discussion of Euclidean thermal
field theory in a curved, time-independent spacetime. Denote the generator of time
translations in this curved background as Hτ. The corresponding thermal partition
function,
ZE = tr (exp (−βHτ)) , (6.1)
computes static response. When the background spacetime is weakly curved over length
scales much longer than the mean free path of the microscopic field theory, we call ZE the
hydrostatic partition function and its variations hydrostatic response.
In this Section, we will study general properties of the hydrostatic partition function,
which simplifies enormously compared to the full partition function of interacting field
theory in curved spacetime. Our analysis will closely parallel that of [7, 8] for relativistic
field theories. The crux here is the same as in those works: a generic hot field theory has
finite static screening length, meaning that equal-time thermal correlators of all operators
fall off exponentially at long distance. The various distance scales that characterize the
exponential falloffs are called screening lengths, and we refer to the longest such length
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as the static screening length, `, or equivalently the correlation length.13 Perhaps the most
useful way to think about the static screening length is in terms of dimensional reduction.
If one reduces a theory on the thermal circle, the field theory on the spatial slice would be
zero-temperature field theory with a mass gap mgap = 1/`. This immediately implies that,
in a screened phase, the hydrostatic partition function can be written locally on the spatial
slice in a gradient expansion of the background fields. This gradient expansion can at best
be asymptotic, wherein its resummation reconstructs physics at the screening scale `.
This gradient expansion is rather useful. By it, all of the details of an arbitrarily
complicated microscopic theory are subsumed into a finite set of real functions that
characterize hydrostatic response up to a fixed order in gradients. This hydrostatic
response is also computed by hydrodynamics. (More precisely, both the partition function
and hydrodynamics can be used to compute Euclidean zero-frequency, small-momentum
correlators.) In the relativistic case, there is strong evidence (see especially [33]) that
the response computed from hydrodynamics can be matched to a hydrostatic partition
function only if the equality-type constraints are satisfied. We find similar evidence in the
non-relativistic case below.
Before going on, it is worth contrasting ZE in a screened phase with the partition
function for a gapped field theory in the vacuum. The partition function in each case
can be written in a gradient expansion of background fields, the former on the spatial
slice and the latter on all of spacetime. However, the gradient expansion in the latter
case is unphysical, in the sense that the terms appearing in Z with n derivatives are
indistinguishable from local counterterms. This is not the case for the hydrostatic partition
function, which only can be written locally on the spatial slice. Equivalently, ZE can
be written locally and covariantly on spacetime provided that one explicitly uses the
symmetry data K = (Kµ∂µ,ψK,ΛK). This is not to say that the terms in ZE are completely
physical. They are only mostly physical. For instance, the pressure P can be shifted via a
volume counterterm by a constant, so P itself is unphysical. However the dependence of
pressure on T and µ cannot be modified by a counterterm and so is physical.
We proceed to discuss the geometry on which ZE depends. Euclidean thermal field
theory is the most natural framework for this. For theories with a functional integral
description, the partition function (6.1) can be computed via a Euclidean functional
integral on an appropriate analytic continuation of the spacetime. We discussed this
procedure in detail in Subsection 3.1 for Galilean theories in flat space, and here quote
the corresponding result for a more general spacetime. The covariant version of a time-
independent spacetime is a Newton-Cartan structure (nµ, hνρ, Aσ) on a manifold M,
where the NC data is invariant under the action of an infinitesimal coordinate transforma-
tion Kµ, Milne boost ψK, and U(1) gauge transformation ΛK, which we collectively denote
as K = (Kµ∂µ,ψK,ΛK). We denote the action of K as δK, which acts on the Newton-Cartan
13The notable examples of hot field theories with infinite static screening length are threefold: (i.) a
superfluid phase, (ii.) theories tuned to a critical point, and in the relativistic case, (iii.) theories with a U(1)
gauge sector. However, we observe that there does not seem to be a Galilean-invariant version of U(1) gauge
theory.
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data as
δKnµ = £Knµ ,
δKhµν = £Khµν −
(
nµψKν + nνψ
K
µ
)
,
δK Aµ = £K Aµ + ψKµ + ∂µΛK ,
(6.2)
where £K is the Lie derivative along Kµ. We also restrict Kµ to be “time-like” in the sense
that nµKµ > 0. We can see that a spacetime invariant under the action of K, δK(·) = 0, is
time-independent in the following way. Locally, one can pick a set of coordinates and a
Milne/U(1) gauge such that Kµ∂µ = ∂0 and ψK = ΛK = 0, in which case using (6.2) and
the definition of the Lie derivative, δK(·) = 0 becomes ∂0(·) = 0, i.e. the NC data does not
depend on x0.
Anyway, we start constructing Euclidean thermal field theory with a spacetimeM
and a NC structure invariant under the action of some timelike K. Denoting the affine
parameter along the integral curves of Kµ as τ, one analytically continues τ = −iτE and
compactifies τE ∼ τE + β. For theories with a functional integral description, the functional
integral on this Euclidean manifold computes the ZE in (6.1). From here on out we will
regard this Euclidean partition function as the fundamental object of consideration.
This Euclidean spacetime has the topology of a fiber bundle, wherein the thermal
circle is fibered over the spatial base. See Fig. 1.
As we mentioned above, ZE can be written locally in a gradient expansion when the
underlying theory is in a screened phase. That is, the hydrostatic generating functional
Whydrostat = −i lnZE , (6.3)
assumes the form
Whydrostat =∑
n
Wn , (6.4)
where Wn is a local integral build out of the spacetime background and symmetry
data and its integrand contains n derivatives. By assumption, the microscopic theory is
reparameterization/Milne/U(1)-invariant, and so Whydrostat must be too. Consequently
the Wn are integrals of Milne and U(1)-invariant scalars.
From Whydrostat we define the currents through variation in the same way we described
in Subsection 2.2. We remind the reader that we employ a constrained variational calculus
detailed there. These currents automatically satisfy the Ward identities (2.22) on account
of the fact that K generates a symmetry and the Wn are reparameterization/Milne/U(1)-
invariant.
Below, we will construct the Wn and hydrostatic response to first order in derivatives.
Along the lines of our discussion of flat-space thermal field theory in Subsection 3.1, we
define
K0 = Kµnµ , (6.5)
and then identify a local temperature T, chemical potential µ, and fluid velocity uµ from
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the symmetry data and background fields,
T =
1
βK0
, µ =
Kµ A˜µ +ΛK
K0
=
KµAµ +ΛK
K0
+
u2
2
, uµ =
Kµ
K0
. (6.6)
Here we have used uµ to build a Milne-invariant version of Aµ as in (2.29) and defined
µ/T through its holonomy in the same way as in (3.19). The Wn do not depend on K0
or β directly, but only on the physical combination T as we explained there. The fluid
velocity satisfies uµnµ = 1 and is moreover Milne-invariant. As a result we can use it to
define a Milne-covariant derivative D˜µ as in (2.29).
Note that there are exactly two invariant scalars which can be formed out of the
symmetry data and background fields at zeroth order in derivatives: T and µ.
At nth order in derivatives, we can form manifestly invariant scalars in the same
way as we did for hydrodynamics. One just takes n Milne-covariant derivatives of the
Milne/U(1)-invariant tensor data (nµ, uµ, T, µ, h˜µν, hµν) and forms a scalar. Notating the
set of invariant scalars at nth order in derivatives as s(n)i , then the most general for Wn is
Wn =∑
i
∫
ddx
√
γ f (n)i (T, µ)s
(n)
i , (6.7)
for f (n)i some functions.
Three technical comments are in order.
1. We need to be a little more careful about what we mean when we write (6.7). The
precise meaning of (6.7) is that one forms scalars out of the Euclideanized data on the
Euclideanized spacetime, over which one then integrates. However, when computing
the hydrostatic response, it is convenient to “un-Wick-rotate” the integrand back to
ordinary signature. The resulting variations are automatically expressed in terms of
the real NC and symmetry data.
2. Later in this Section we will match the Euclidean correlators that follow from
variation of Whydrostat to the real-time zero-frequency correlators obtained from
hydrodynamics. These are a priori distinct observables, however one can show [38]
that all thermal correlators (whether Euclidean, fully retarded, partially symmetrized,
&c) coincide at zero frequency up to the correct factors of i. We are working in a
convention so that the variations of Whydrostat exactly match the zero-frequency
correlations computed in hydrodynamics with no extra factors of i.
3. Suppose that we were considering the hydrostatic partition function of a non-
relativistic theory without boost invariance, like a theory with a Lifshitz scale
symmetry. For definiteness, one can think of the theory of a free z = 2 real scalar,
Sli f =
∫
ddx
{
(∂0ϕ)
2 + c(∂i∂iϕ)2
}
.
Such theories do not necessarily have any global symmetries nor particle number.
They naturally couple to a Newton-Cartan structure (nµ, hνρ) without Milne invari-
ance. The Euclidean thermal field theory for this type of system is very similar to
what we described above with one crucial modification – thermal states are charac-
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terized by a temperature computed from (the inverse of) the integral of n around
the thermal circle as above, as well as the non-Milne-invariant scalar u2 = hµνuµuν.
In turn, the thermal partition function and hydrodynamics will depend on both
T and u2. There is some tension between this result and the approach to Lifshitz
hydrodynamics (and thermodynamics) espoused in [39] and subsequent work.
In the remainder of this Section, we will study Whydrostat to one-derivative order in
some detail. In the next Subsection, we show how Whydrostat can be written in an explicitly
time-independent gauge, and then in Subsections 6.3 and 6.4 we construct the possible
W0 and W1. The former matches to ideal non-relativistic hydrodynamics, and the latter is
only non-vanishing is parity is violated. We also show how to construct a zero-energy,
low-momentum superfluid effective action in Subsection 6.5.
6.1 Static gauge
One way to get a physical picture for these Euclidean backgrounds is to fix a gauge and
set of coordinates in which all of the background fields are explicitly time-independent.
We refer to this choice as a static gauge. The authors of [8] took this approach when
constructing the hydrostatic partition functions of relativistic field theories. The authors
of [21] performed a similar analysis for non-relativistic field theories coupled to Newton-
Cartan geometry, although they did not impose Milne invariance. Here we show how this
works for Galilean theories, and then switch to a completely covariant analysis for the
rest of the Section.
In terms of the symmetry data K = (Kµ,ψKµ ,ΛK), a static gauge is specified by
Kµ∂µ = ∂0, ψK = 0, ΛK = 0 , (6.8)
in which case the most general Newton-Cartan background invariant under δK is
nµdxµ = n0(dx0 + a) ,
hµνdxµ ⊗ dxν = V2(dx0 + a)2 − (dx0 + a)⊗V −V ⊗ (dx0 + a) + hˆijdxi ⊗ dxj ,
Aµdxµ = A0(dx0 + a) + Aˆ ,
(6.9)
where
V = Vidxi , V2 = hˆijViVj , a = aidxi , Aˆ = Aˆidxi , (6.10)
and crucially the component functions depend on the xi but not on x0. Here, hˆij is an invert-
ible spatial tensor with inverse hˆij, and one can check that h has rank d− 1. So Whydrostat can
be thought of as a functional of the fields appearing in (6.9), Whydrostat[n0, A0, ai, Aˆi, Vi, hˆij].
The covariant volume element becomes
√
γ = n0
√
hˆ , (6.11)
and since nothing depends on x0, Whydrostat can be expressed as an integral over the spatial
slice,
Whydrostat =
∫
dd−1x
√
hˆ {L0 + L1 + . . .} , (6.12)
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where the terms in Ln have n derivatives. One can think of Whydrostat as the result of a
dimensional reduction on the thermal circle in the limit that the circle is small compared
to gradients on the spatial slice.
One can reconstruct vµ and hµν from (6.9). They are
vµ∂µ =
1
n0
{(
1− aiVi
)
∂0 +Vi∂j
}
,
hµν∂µ ⊗ ∂ν = a2∂0 ⊗ ∂0 − ai (∂0 ⊗ ∂i + ∂i ⊗ ∂0) + hˆij∂i ⊗ ∂j ,
(6.13)
where we have raised spatial indices with hˆij.
The static gauge is not unique. The time-independent background (6.9) is transformed
into another time-independent background under (i.) time-independent gauge transfor-
mations, (ii.) spatial reparameterizations of time, (iii.) spatial reparameterizations of space,
and (iv.) time-independent Milne boosts. Let us see how these transformations act on the
various fields in (6.9), beginning with gauge transformations. Under these, the only field
which transforms is Aˆ,
Aˆi → Aˆi + ∂iΛ , (6.14)
so we identify Aˆ as a spatial U(1) connection. Under spatial reparameterizations of time
x0 → x0 + f (xi), the only field which transforms is a,
ai → ai + ∂i f , (6.15)
so a is a Kaluza-Klein connection. Under spatial reparameterizations of space, (n0, A0)
are scalars, (ai, Aˆi, Vi) transform as one-forms, and hˆij as a symmetric covariant tensor.
Finally, under time-independent Milne boosts, n0, a, and hˆij are invariant but we have
ψµdxµ =
1
n0
{
− V
iψi
1− ajV j dx
0 + ψidxi
}
,
(V ′)i = Vi + ψi +
V jψj
1− akVk ai ,
A′0 = A0 −
1
n0
 Viψi1− ajV j + a
2
2
(
Viψi
1− ajV j
)2
+
aiV jψiψj
1− akVk +
ψiψi
2
 (6.16)
= A0 − (V
′)2 −V2
2n0
,
(Aˆ′)i = Aˆi +
1
n0
{
ψi +
V jψj
1− akVk ai
}
= Aˆi +
(V ′)i −Vi
n0
,
where we have included a factor of 1/n0 in the boost for convenience and (V ′)2 =
hˆij(V ′)i(V ′)j.
Writing Whydrostat = Whydrostat[n0, A0, ai, Aˆi, Vi, hˆij], we see that Whydrostat must be in-
variant under the four time-independent symmetries mentioned above. So the Ln are
U(1)/Kaluza-Klein/Milne-invariant scalars.
Now, we proceed to match the data above to the local temperature, &c, that character-
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ize the equilibrium. Matching to (6.5) and (6.6) we immediately find
K0 = n0 , T =
1
βn0
, uµ∂µ =
1
n0
∂0 . (6.17)
Then using (6.9) we have
uµdxµ =
1
n0
{
V2(dx0 + a)−V} , u2 = V2
n20
, h˜µνdxµ ⊗ dxν = hˆijdxi ⊗ dxj . (6.18)
The Milne-invariant U(1) connection A˜µ = Aµ + uµ − 12 nµu2 is
A˜µdxµ =
(
A0 +
V2
2n0
)
(dx0 + a) + Aˆ− V
n0
. (6.19)
Its scalar component gives the chemical potential
µ =
A0
n0
+
V2
2n20
, (6.20)
and the rest gives a Milne-invariant spatial U(1) connection
A¯ ≡ Aˆ− V
n0
. (6.21)
Let us summarize. The Milne-non-invariant background fields are (n0, A0, ai, Aˆi, Vi, hˆij),
but the Milne-invariant combinations are
n0 , A0 +
V2
2n0
, ai , Aˆi − Vin0 , hˆij .
Equivalently, there are two scalars which we can normalize to be (T, µ)14, the Kaluza-Klein
connection a, the Milne-invariant spatial U(1) connection A¯, and a spatial metric hˆij = h˜ij.
It is interesting to note that this is the same data (two scalars, a Kaluza-Klein and U(1)
connection, spatial metric) that one finds in the reduction of a relativistic field theory with
a U(1) symmetry on a circle.
We now have enough information to see that at zeroth order in gradients
Whydrostat =
∫
dd−1x
√
hˆ
{
p
(
βn0,
A0
n0
+
V2
2n20
)
+O(∂)
}
. (6.22)
It is probably clear that while this construction is useful, it is a little cumbersome
when it comes to computing variations of Whydrostat. So for the remainder of this Section we
will work with a completely equivalent, covariant formalism along the lines of [7, 40]. The
static gauge will briefly rear its head in a (3+ 1)-dimensional, parity-violating analysis in
Subsection 6.4 in the form of Chern-Simons terms on the spatial slice.
14Note that there would be three independent scalars (n0, A0, V2) if we did not impose Milne invariance.
The authors of [21] study the hydrostatic partition function of non-relativistic theories without boost
invariance, but they miss V2 in their classification of zero-derivative scalars.
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6.2 One-derivative interrelations
In thermal equilibrium, the derivatives of (T, µ, uµ) defined in (6.6) are related to the other
background fields. In a static gauge, this is just because (T, µ, uµ) are absorbed into the
parameterization of the spacetime background. How does one obtain the interrelations in
a coordinate-independent way? The easiest way to do so is to use that δK annihilates the
background and (T, µ, uµ), as in [41].
We begin with nµ, finding
δKnµ = £Knµ = Kν∂νnµ + nν∂µKν
= −(∂µnν − ∂νnµ)Kν + ∂µK0 = 0 ,
(6.23)
which upon using (6.6) and recalling Enµ = Fnµνuν immediately gives(
∂µ + Enµ
)
T = 0 . (6.24)
We can think of this as an interrelation between the local temperature and the “energy
electric field” Enµ that holds in equilibrium. Note that the longitudinal component of this
equation gives
uµ
(
∂µ + Enµ
)
T = T˙ = 0 .
We will now compute the remaining one-derivative relations. It is somewhat cum-
bersome to use this approach on the Milne-non-invariant data (vµ, Aµ). We will instead
use that δK annihilates the symmetry data and instead consider the variations of the
Milne-invariant combination A˜µ. (We do not consider the variation of uµ = Kµ/K0, which
vanishes if δKnµ does.) The variation of A˜µ gives
δK A˜µ = £K A˜µ + ∂µΛK = Kν∂ν A˜µ + A˜ν∂µKν + ∂µΛK
= Kν
(
∂ν A˜µ − ∂µ A˜ν
)
+ ∂µ
(
Kν A˜ν +ΛK
)
= K0
{
−F˜µνuν + T ∂µ
(µ
T
)}
,
(6.25)
so that
Eµ − TD˜µ
(µ
T
)
= 0 , (6.26)
whose scalar component is ∝ ˙
( µ
T
)
and whose vector component is Vµ1 which we defined
in Table 2.
For hµν, we have
δKhµν = £Khµν = Kρ∂ρhµν − hρν∂ρKµ − hµρ∂ρKν
= −hρνD˜ρKµ − hµρD˜ρKν +
(
T˜µαρhρν + T˜ναρhρµ
)
Kα
= −β
{
hρνD˜ρ
(
uµ
T
)
+ hµρD˜ρ
(
uν
T
)
− u
µ
T
(En)ν − u
ν
T
(En)µ
}
,
(6.27)
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where T˜µνρ is the torsion of D˜µ defined in (2.32). Using (6.24) this becomes
δKhµν = − (uµhνρ + uνhµρ) δKnρ − K0
{
hµρD˜ρuν + hνρD˜ρuµ
}
= − (uµhνρ + uνhµρ) δKnρ − K0
{
σµν +
2
d− 1 h
µνϑ
}
= 0 ,
(6.28)
where we have decomposed the derivative of uµ as in (3.24).
Putting all of the pieces together, we find that the one-derivative interrelations satisfied
in equilibrium are
T˙ = 0 ,
˙(µ
T
)
= 0 , ϑ = 0 , (6.29a)
Vµ1 = E
µ − TD˜µ
(µ
T
)
= 0 , Vµ2 = (E
n)µ +
D˜µT
T
= 0 , σµν = 0 . (6.29b)
Note that all of these quantities appear multiplying the constitutive relations in the
divergence of the entropy current (4.28), so we conclude that there is no entropy production
in hydrostatic equilibrium, which is a nice cross-check on our approach.
6.3 The partition function and currents at zeroth order in derivatives
At zeroth order in derivatives, the most general scalar is a function of T and µ, which
gives
W0 =
∫
ddx
√
γ P(T, µ) , (6.30)
where P is the pressure.
We proceed to compute the equilibrium currents that follow from W0 in some detail,
so the reader gets the idea of how these calculations work. If all goes as it ought, these
currents will be precisely the constitutive relations of ideal non-relativistic hydrodynam-
ics, (4.1). To do so we vary it
δW0 =
∫
ddx
√
γ
{
δ
√
γ√
γ
P + δT
∂P
∂T
+ δµ
∂P
∂µ
}
. (6.31)
We use (2.19) to compute
δ
√
γ√
γ
= vµδnµ − hµν δh¯
µν
2
,
δK0
K0
=
δ(nµKµ)
K0
= uµδnµ ,
δT = δ
(
1
βK0
)
= − 1
βK0
δK0
K0
= −Tuµδnµ , (6.32)
δµ = δ
(
KµAµ +ΛK
K0
+
u2
2
)
= uµδAµ +
δhµν
2
uµuν −
(
µ+
u2
2
)
δK0
K0
= uµδAµ − uµδv¯µ − uµuν δh¯
µν
2
−
(
µ+
u2
2
)
uµδnµ .
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Putting it all together we have
δW0 =
∫
ddx
√
γ
{
∂P
∂µ
(
uµδAµ − uµδv¯µ
)− δh¯µν
2
(
∂P
∂µ
uµuν + Phµν
)
−δnµ
[(
T
∂P
∂T
+ µ
∂P
∂µ
+
1
2
∂P
∂µ
u2
)
uµ − Pvµ
]}
.
(6.33)
From the definition of the currents (2.18), we read off
Jµ = ρuµ ,
Pµ = ρuµ ,
Eµ =
(
ε+
1
2
ρu2
)
uµ + P Pµν uν ,
Tµν = ρuµuν + P hµν ,
(6.34)
where we have defined the charge, entropy, and energy densities through
ρ =
∂P
∂T
, s =
∂P
∂T
, ε = Ts + µρ− P .
The spacetime stress tensor T µν (2.21) and boost-invariant energy current (2.36) that
follow from these one-point functions are
E˜µ = εuµ , T µν = Phµν + ρuµuν , (6.35)
which trivially matches ideal hydrodynamics (4.1).
6.4 The partition function and currents at first order in derivatives
Now let us go on to classify the terms that may contribute to W1. The one-derivative scalars
which may be constructed from (T, µ, uµ) and the background are T˙, ˙
( µ
T
)
, and ϑ, which
however all vanish in equilibrium (6.29). So W1 simply vanishes in a parity-preserving
theory, and there is no one-derivative hydrostatic response.
This immediately matches the results obtained for parity-preserving, first-order
hydrodynamics in Subsection 4.4. There, we found that the one-derivative transport can
be summarized in the frame-invariant scalar, vector, and tensor (4.44) (in terms of the
constitutive relations (3.22), the frame-invariants were obtained in (4.21)),
S = −ζϑ , Vµ = σ
(
Eµ − TD˜µ
(µ
T
))
, Tµν = −ησµν .
However, recall (6.29) that all three of these tensor structures vanish in equilibrium.
So only parity-violating theories can have nonzero hydrostatic response at first order
in derivatives. We proceed to classify W1 in two and three spatial dimensions. In higher
dimension, W1 = 0 identically.
53
1 2
pseudoscalars B = 12 εµνρnµ F˜νρ Bn = εµνρnµ∂νnρ
pseudovectors V˜µ3 = ε
µνρnνEρ V˜
µ
4 = ε
µνρnνD˜ρT
Table 4: The non-vanishing pseudotensor data built the symmetry data (T, µ, uµ) in (6.6)
and the time-independent Newton-Cartan background. Here we follow the conventions in
our hydrodynamic analysis of two-dimensional fluids, and in particular the classification
of tensor structures in Table 3. Correspondingly, the pseudovectors V˜µ1 and V˜
µ
2 along with
the pseudotensor σ˜µν vanish in equilibrium.
6.4.1 Parity-violating fluids in two spatial dimensions
In this instance, the non-vanishing pseudotensor data with one derivative which can be
built from the symmetry data and spacetime background is given in Table 4. There are
two pseudoscalars, the local magnetic field B and “energy magnetic field” Bn. Note that
B is actually a linear combination of the magnetic field constructed from Aµ, the fluid
vorticity, and Bn,
B = 1
2
εµνρnµ F˜νρ =
1
2
εµνρnµFνρ + εµνρnµ∂νuρ − 12u
2εµνρnµ∂νnρ . (6.36)
In any case, the most general W1 is
W1 =
∫
d3x
√
γ
{
f˜1B + f˜2Bn
}
(6.37)
where the f˜i are arbitrary functions of T and µ.
Now we vary W1 to obtain the hydrostatic response. Here, recall that εµνρ = e
µνρ√
γ with
eµνρ the epsilon symbol so that the factors of
√
γ cancel in W1. Then using the variations
of T and µ in (6.32) along with
δA˜µ = δAµ − hµνδv¯ν −
{
uµuν +
u2
2
(
P˜νµ − nµuν
)}
δnν −
(
hµνuρ + hµρuν − nµuνuρ
) δh¯νρ
2
,
(6.38)
and the definition of the currents (2.18) we find that the spacetime stress tensor T µν (2.21)
is to O(∂)
T µν =Phµν + ρuµuν +
{
∂ f˜1
∂µ
B +
(
∂ f˜2
∂µ
+ f˜1
)
Bn
}
uµuν
− 2u(µ
{
∂ f˜1
∂µ
V˜ν)3 +
1
T
(
T
∂ f˜1
∂T
+ µ
∂ f˜1
∂µ
− f˜1
)
V˜ν)4
}
,
(6.39)
and the boost-invariant energy current (2.36) is
E˜µ =εuµ +
{(
T
∂ f˜1
∂T
+ µ
∂ f˜1
∂µ
− f˜1
)
B +
(
T
∂ f˜2
∂T
+ µ
∂ f˜2
∂µ
− 2 f˜2
)
Bn
}
uµ
+
(
∂ f˜2
∂µ
+ f˜1
)
V˜µ3 +
1
T
(
T
∂ f˜2
∂T
+ µ
∂ f˜2
∂µ
− 2 f˜2
)
V˜µ4
(6.40)
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Now compare (6.39) and (6.40) with the stress tensor and energy current (5.6a)
and (5.19) obtained from solving the adiabaticity equation (where T µν and E˜µ have been
decomposed as in (3.22)), and recall that σ˜µν, V˜µ1 , and V˜2 vanish in equilibrium. The two
results precisely agree with the identification
f˜1 =M , f˜2 =Mn . (6.41)
That is, the equality-type relations predicted by adiabaticity are mandated by the existence
of the hydrostatic partition function.
This result also gives a physical interpretation for the parametersM andMn. They
are the magnetic and “energy magnetic” susceptibilities in the source-free thermal state.
6.4.2 Parity-violating fluids in three spatial dimensions
We move on to classify W1 in three spatial dimensions. It is easy to show that the only one-
derivative pseudotensors which can be built from (T, µ, uµ) and the spacetime background
are the transverse pseudovectors
Bµ = 1
2
εµνρσnν F˜ρσ , ωµ = εµνρσnν∂ρnσ , (6.42)
which are just the duals of Bµν and Bnµν and so may be non-vanishing in equilibrium.
Naïvely it follows that W1 = 0, but this is not quite the case. The easiest way to see
this is to go back to our discussion of the static gauge in Subsection 6.1, and to think of
W1 as a three-dimensional integral over the spatial slice. While there are no one-derivative
invariant scalars that can be formed from the symmetry data and background, there are
three independent Chern-Simons terms with one derivative
W1 =
∫ {
c1A¯ ∧ dA¯ + c2
β
a∧ dA¯ + c3
β2
a∧ da
}
,
where we have included the factors of β by dimensional analysis. The Kaluza-Klein and
U(1) gauge invariances restrict the ci’s to be constants.15 A quick computation shows that
the ci are all parity-violating but time-reversal-preserving.
We would like to characterize these Chern-Simons terms in our covariant formalism,
and to thence compute the hydrostatic currents. It turns out that the c1 and c2 terms can
be described in a four-dimensional covariant way as outlined in [42], but to capture c3
we need to lift to five dimensions. In fact, all three terms can be lifted to terms in five
dimensions using the technology of [41, 46]
15The situation is almost identical for relativistic field theory in (3+ 1) dimensions [8]. When the micro-
scopic field theory has anomalies, the potential W1 includes the three Chern-Simons terms above as well as a
term which accounts for U(1)3 anomalies. CPT forbids c1 and c3, and c2 is secretly fixed by the gravitational
anomalies [42]. Varying W1 and matching to hydrodynamics, this analysis recovers the anomaly-induced
transport obtained via the entropy argument by Son and Surowka [4] (c1 and c2 do not appear there, but were
found later in [43], whilst c3 was only discovered in [8, 40]). The relation between c2 and the gravitational
anomaly was conjectured in [44] based on free-field computations and was proven for theories in a screened
phase in [42] using some mild analyticity assumptions on the thermal partition function. See also [45] which
proved the relation for theories with a functional integral description.
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We begin with the four-dimensional version of c1 and c2. From here until the end of
this Subsection, we will require the extensive use of differential forms. Using
Fn = dn = En ∧ n + Bn , (6.43)
and defining AˆT ≡ −Tn, we note that
FˆT = dAˆT = −d(Tn) = −(d + En)T ∧ n− TBn = −TBn , (6.44)
in equilibrium. In other words, FˆT is a transverse closed two-form. Similarly, define
Aˆ = A˜− µn, whose field strength in equilibrium is
Fˆ = dAˆ = (E− dµ− µEn) ∧ n + B− µBn = B− µBn , (6.45)
which is also a transverse closed two-form. Now consider
− Tn ∧ A˜ ∧ (k1Fˆ + k2FˆT) , (6.46)
where k1 and k2 are constants. This is a Milne-invariant top form, whose gauge variation
is a boundary term on account of the fact that Fˆ and FˆT are transverse so that Fˆ ∧ FˆT and
FˆT ∧ FˆT both vanish in equilibrium. So we can include this four-form in W1. Writing it out
in static gauge, one finds that the k1 and k2 are linear combinations of c1 and c2.
Now for the five-dimensional description. Extend spacetime to a five-dimensional
manifold withM as its boundary. Correspondingly extend the four-dimensional data to
fields in higher dimension. The five-form
IT = −k1AˆT ∧ Fˆ ∧ Fˆ− k2AˆT ∧ Fˆ ∧ FˆT − k3AˆT ∧ FˆT ∧ FˆT , (6.47)
is closed in five dimensions for the same reason as above. So IT can be locally represented
as dWT, and our W1 is just
W1 =
∫
WT . (6.48)
In static gauge, the ki correspond to linear combinations of the ci, so this construction
gives all three Chern-Simons terms.
To compute the currents, we use the machinery of [41, 46] which we do not review
here. Instead we refer the reader to Appendix E of [41] which gives the basic idea. The
resulting one-derivative contribution to the charge and energy currents is
qµ = −2k1TBµ +
(
2k1Tµ− k2T2
)
ωµ ,
ηµ = − (2k1Tµ− k2T2)Bµ + 2 (k1Tµ2 + k2T2µ+ k3T3)ωµ . (6.49)
Presumably this transport can also be obtained by an adiabaticity analysis as in Section 5,
although we have not done so.
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6.5 Ideal superfluids
Let us switch gears and briefly show how this formalism can also be used to describe the
hydrostatic response in a superfluid phase. Our approach here is the Galilean version of
the analysis in [7, 47].
Consider a Galilean-invariant theory at nonzero temperature in a phase where particle
number is spontaneously broken. Denoting the Goldstone mode of the symmetry breaking
as ϕ (ignoring various subtleties that arise in the physics of Goldstone modes in non-
relativistic systems), the static correlation length of the theory is infinite rather than finite.
Rather than Whydrostat, we consider Shydrostat, which is the zero-energy, low-momentum
effective action for the Matsubara zero mode of ϕ coupled to the time-independent
background (6.9). As before Shydrostat may be written in a gradient expansion of ϕ, the
symmetry data, and the spacetime background.
Under gauge transformations, ϕ transforms as
ϕ→ ϕ−Λ , (6.50)
so that the Milne covariant derivative acting on ϕ is
ξµ = D˜µϕ = ∂µϕ+ A˜µ . (6.51)
We count ξµ as O(∂0) in the gradient expansion. In the usual way, we identify the chemical
potential as the longitudinal component of the derivative
µ = uµD˜µϕ , (6.52)
and the spatial part gives a new scalar at zeroth order in derivatives,
ξ2 = hµνξµξν . (6.53)
The leading contribution to Shydrostat = S0 + S1 + . . . is then
S0 =
∫
ddx
√
γ P
(
T, µ, ξ2
)
, (6.54)
and P is the pressure. Varying, we find that the consequent one-point functions of T µν
and E˜µ are
E˜µ = εuµ − fµξµ ,
T µν = Phµν + ρuµuν + f ξµξν − f (uµξν + uνξµ) , (6.55)
where
dP = sdT + ρdµ− 1
2
f dξ2 , ε = Ts + µρ− P , ξµ = hµνξν . (6.56)
These may be regarded as the constitutive relations in a covariant formulation of ideal
superfluid hydrodynamics.
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6.6 The story at gs 6= 0
In Subsection 2.4 we reviewed the introduction of a magnetic moment gs in two spatial
dimensions. Crucially, the action of the Milne boosts on Aµ was modified as in (2.43).
Here we wish to briefly show that gs can be easily incorporated in the hydrostatic
partition function. We do not see an obstruction to introducing gs in hydrodynamics,
although it will end up being rather cumbersome. So we elect to study the partition
function in lieu of a hydrodynamic analysis.
To proceed we recall that we can use uµ to define a Milne-invariant U(1) and gravita-
tional connection via (2.44). We use this covariant derivative in order to manifest boost
invariance. From the Milne-invariant U(1) connection Ag we define a modified chemical
potential16
µg =
Kµ(Ag)µ +ΛK
K0
= µ+
gs
4m
εµνρ∂µ
(
nνuρ
)
. (6.57)
The Milne-invariant data is then (T, µg, uµ, nµ, hµν, h˜µν), and we take derivatives in a
manifestly invariant way via Dg.
We decompose
(Dg)µuν = −nµEνg +
1
2
(Bg)µν + h˜µρσ
µρ
g +
P˜µν
d− 1ϑg , (6.58)
and define the local electric field Eµg , &c in the same way as above. (It is easy to see that
σ
µν
g = σ
µν and ϑg = ϑ.) One can use that δK fixes the background to deduce various
interrelations like those in (6.29),
T˙ = 0 ,
˙(µg
T
)
= 0 , ϑg = 0 ,
(En)µ +
Dµg T
T
= 0 , Eµg − TDµg
(µg
T
)
= 0 , σµνg = 0 .
To first order in gradients, we then have
W =
∫
d3x
√
γ
{
P + f˜1Bg + f˜2Bn +O(∂2)
}
, (6.59)
where P and the f˜i’s are functions of T and µg and Bg = 12 εµνρnµ(Fg)νρ.
7 Discussion
In this manuscript we have discussed various aspects of non-relativistic hydrodynamics
and hydrostatics. To conclude, we outline some natural lines of work which are suggested
by our analysis.
1. As we pointed out in the Introduction, there is a very practical reason for coupling
hydrodynamics to a background spacetime. Namely, by solving the fluid equations
16Note that Ag and µg include terms with zero and one derivative, so that the Milne symmetry acts on
terms at different order in the gradient expansion. A reasonable gradient expansion can still be formed by
classifying tensors with a minimum number of derivatives.
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in a weakly curved background, one gets access to all fully retarded correlation
functions, at least in the hydrodynamic limit. It would be interesting to study the
linear response one gets for parity-violating fluids in two spatial dimensions, and in
particular to obtain Kubo formulae for the parity-violating response coefficients. As
this paper was already getting too long, we have elected to do this in future work.
2. Another natural direction is to study the hydrodynamics of systems coupled to an
O(1) background magnetic field, along the lines of the analysis in [15] for lowest
Landau level fluids. For now, we will only say that some care must be taken when
constructing such a magnetohydrodynamics. It is well known that the B → 0 and
ω → 0 limits do not commute. One manifestation of this result is that the in-plane
fluctuations of the velocity are gapped at B 6= 0 (they become “cyclotron modes”), in
which case the low-energy effective description does not include them. Any proper
magnetohydrodynamics, like that presented in [15], should account for this.
3. In Subsection 6.4, we studied the one-derivative part of the hydrostatic partition
function for theories in three spatial dimensions. There, we found that the partition
function can include three distinct Chern-Simons terms on the spatial slice, which
lead to hydrodynamic response parameterized by three parity-violating constants.
This situation is eerily similar to that of relativistic hydrodynamics in three spatial
dimensions. There, one can also have three constants which govern one-derivative,
parity-violating response, but CPT kills two of the constants and the remaining one is
related to the gravitational anomalies [42] (at least in a normal phase). What happens
here for non-relativistic theories? Can we find simple theories for which any of these
constants is nonzero? Are there corresponding anomalies?
4. Using our machinery, it should be straightforward to classify the hydrodynamics of
normal fluids at second order in derivatives as in [48], as well as superfluids at first
order in derivatives as in [5]. Here, we simply note that in the relativistic setting, the
complete theory of second-order hydrodynamics (as well as first order superfluid
hydrodynamics) is much richer than had been anticipated previously.
5. In this work, we have not considered further constraints that arise for the hydrody-
namics of a conformal fluid, like unitary Fermi gases. Conformal non-relativistic
theories are invariant under a “Weyl” symmetry (see [11] for a discussion in terms
of Newton-Cartan geometry), much like relativistic conformal theories. It should
be straightforward to manifest the Weyl symmetry in hydrodynamics. The sim-
plest approach is probably that of [49], by redefining the covariant derivative to be
Weyl-invariant using the fluid variables.
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A A comparison with previous results
In this Appendix we compare our results for parity-violating hydrodynamics in two
spatial dimensions with those previously reported in [30] and [31]. We find that the work
of [30] is incommensurate with our results, and that the work of [31] trivially matches
ours.
A.1 Comparing with Kaminski and Moroz
We begin with [30]. Those authors do several things. Here, we compare with their study
of the large c limit of first-order, parity-violating relativistic hydrodynamics [25]. They
work in a flat background and a nonzero O(∂0) background Aµ. In the language of our
work, the resulting non-relativistic hydrodynamics is coupled to a flat Newton-Cartan
geometry
nµdxµ = dx0 , hµνdxµ ⊗ dxν = δijdxi ⊗ dxj , (A.1)
with non-vanishing A. To convert from their notation to ours, we convert the spatial
velocity vector ui into a spacetime vector via
uµ∂µ = ∂0 + ui∂i . (A.2)
Their Ward identities can be written as
∂µEµ = vµFµν Jν , ∂νT µν = Fµν Jν , (A.3)
where Fµν = hµρFρν. Their constitutive relations can be written in the language of our
work (our B is their sum of external magnetic field and vorticity, B +Ωnr) as
Jµ =
(
ρ+
∂m
∂µ
B
)
uµ − 1
T
(
m +
ε+ P
ρ
∂m
∂µ
)
εµνρnν∂ρT = N uµ + qµ ,
T µν = (P− ζϑ) hµν +
(
ρ+
∂m
∂µ
B
)
uµuν − ησµν − η˜σ˜µν ,
Eµ =
(
ε+
1
2
ρ2
)
uµ +
(
T
∂m
∂T
+ µ
∂m
∂µ
−m + 1
2
u2
∂m
∂µ
)
Buµ − (ησµν + η˜σ˜µν) uν (A.4)
+ (P− ζϑ) Pµν uν − κ∂µT + κ˜εµνρnν∂ρT − uνqνuµ − 12u
2qµ
−
(
m +
ε+ P
ρ
∂m
∂µ
){
εµνρnνFρσuσ +
1
T
εµνρuν∂ρT
}
,
where m should be understood as the magnetic susceptibility of the source-free thermal
state. They restrict m so that
m +
ε+ P
ρ
∂m
∂µ
= f (T) , (A.5)
i.e. that combination is independent of µ. So the dependence of m on µ is completely
fixed by thermodynamics.
These results differ in two fundamental ways from those we obtained in Section 5,
and we do not see how to reconcile their results with Newton-Cartan geometry and Milne
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boosts. The difficulties are:
1. The Ward identities (A.3) enforced by Kaminski and Moroz have the same schematic
form as the Ward identities (2.22) that follow from coupling to Newton-Cartan
geometry, at least in the flat background (A.1). In deriving the latter, the longitudinal
component of T µν is the number current Jµ that appears on the right-hand-side of
∂νT µν = Fµν Jν [11]. However, (A.4) leads to
T µνnν = ρuµ 6= Jµ . (A.6)
Consequently, their stress tensor Ward identity differs from the one obtained when
demanding coordinate reparameterization invariance. More precisely, the longitudi-
nal component of the stress tensor Ward identity coincides with conservation of Jµ
on account of (A.5), but the spatial components differ.
2. The energy current in (A.4) transforms under Milne boosts in a way which is rather
different from what one gets in Newton-Cartan geometry, (2.26). In particular, it
cannot be written as the sum of a boost-invariant part and
(
uν − 12 nνu2
) T µν as
in (3.23). The problematic terms are the −uνqνuµ − 12 u2qµ components in the second
line of Eµ (we saw earlier that both terms are present with the opposite sign in the
total energy current (3.23)) and the entire last line of (A.4).
Because of these difficulties, we do not try to further match our results against those
obtained in [30], although it is easy to see some similarities and discrepancies between
the constitutive relations above (A.4) and ours (5.40). However, we do note that the
parity-preserving part of their result is completely consistent with our analysis.
To summarize, the results obtained by Kaminski and Moroz violate the symme-
tries that we claim should be imposed when coupling Galilean-invariant theories to a
background (according to our earlier proposal [11]).
A.2 Comparing with Banerjee, et al
We continue by reviewing the work of [31]. They perform an analysis along the lines
of that in [50], wherein they perform a null reduction of first-order relativistic hydro-
dynamics in (3 + 1)-dimensions. By null reduction, we mean that they couple their
hydrodynamics to a background with a null symmetry, demand that all of the hydrody-
namic variables do not depend on the symmetry direction, and then reduce to obtain a
(2+ 1)-dimensional hydrodynamics. They consider general constitutive relations in the
relativistic parent, only imposing the positivity of entropy production in the resulting
non-relativistic hydrodynamics.
In our companion paper [11], we showed in detail how such a null reduction leads to
Newton-Cartan geometry and the Milne boosts. So we expect that this approach leads to
a non-relativistic hydrodynamics consistent with the symmetries of the problem.
The relativistic parent hydrodynamics considered in [31] is that of a theory with
N f U(1) symmetry currents J
µ
A in flat space, coupled to background gauge fields (AA)µ.
Crucially, the authors choose to work in the Landau frame. At first order in derivatives,
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the relativistic constitutive relations they consider are
Tµν = εuµuν + (P− ζϑ)∆µν − ησµν ,
JµA = ρAu
µ + σAB
(
FµνB uν − T∆µν∂ν
(µB
T
))
+
ξAB
2
εµνρσuν(FB)ρσ + ξAεµνρσuν∂ρuσ ,
where ∆µν = gµν + uµuν is the transverse projector and the µA are the various chemical
potentials. The authors do not make any assumptions about the dependence of the
transport coefficients on T and the µA.
Performing the light-cone reduction gives a non-relativistic fluid mechanics with
the U(1) particle number symmetry (whose charge is the momentum along the null
symmetry) along with N f U(1) global symmetries. In order to match to our work, where
there are no additional global symmetries, we must take N f = 0. But in this case the
only thing left is the stress tensor. This is just the usual stress tensor of neutral, first-
order relativistic hydrodynamics that was already reduced in [50], and so the light-cone
reduction at N f = 0 simply gives the first-order, parity-preserving hydrodynamics we
discussed in Subsection 4.4. In this sense, the work of [31] trivially matches our results.
There is a way to modify the approach taken in [31] which may lead to parity-
violating non-relativistic hydrodynamics at N f = 0. Do not use the freedom to redefine
the relativistic fluid variables (it is not clear to us if that freedom commutes with the null
reduction), and so take the stress tensor to be
Tµν = εuµuν + (P− ζϑ)∆µν + 2ξu(µεν)ρστuρ∂σuτ − ησµν . (A.7)
Couple the hydrodynamics to the most general background with a null isometry,
G = 2nµdxµ(dx− + A) + hµνdxµdxν , (A.8)
where the component functions depend on xµ with µ = 0, 1, 2 and not x−, and then
reduce on x−. Then impose the local second Law. Our naïve expectation is that ξ will
become the functionM that parameterizes part of the transport we found in Section 5.
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