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Reconfigurable Manufacturing Systems are a new area of operations and manufacturing research.  
The global need for production systems which can react rapidly to dynamic markets has increased in 
the last decade and will continue to drive changes in the manufacturing industry.  The further 
development of RMS technologies is therefore highly important for future industries.  The 
Reconfiguration Management and Middleware System (RMMS) developed in this research aimed to 
form a hardware-supported middleware technology which allows for the fast and seamless ramp-up 
of heterogeneous machine controllers on a newly reconfigured factory floor.  The goal was to allow 
for the autonomous assignment and switching of software routines on machine controllers after a 
physical reconfiguration, thereby speeding up the ramp-up of the system. 
The technology was based on a recorded literature review and fits into the paradigm of RMS.  The 
RMMS was developed not as a traditional software-heavy layer, but as a thin layer of software 
assisted by interactive mechatronic hardware, designed to remove heterogeneity in the control 
software.  The system design was based on research into areas of engineering and operations 
management and followed the Mechatronic design approach.  The literature led to a technology that 
takes the entire RMS paradigm into account and the development was conducted in conjunction with 
experiments to verify the individual functionality of each sub-system and ensure the overall system’s 
success.  The RMMS uses hardware to handle heterogeneity and uses a positioning system 
(developed by the author) along with an intelligent processing system (a clustering algorithm and 
artificial intelligence engine) to construct data into a factory floor model.  The positioning system, 
when assisted by the intelligence, operates at an accuracy of over 90%, which is comparable to 
commercial positioning techniques which cost over ten times more.   The RMMS used the developed 
model to, autonomously and wirelessly, assign new programs to machine controllers after a physical 
reconfiguration, to complete a factory reconfiguration.   
The system was verified through practical scenarios constructed in the Mechatronics laboratory.  
Realistic reconfiguration operations were performed and the RMMS was required to detect changes 
in the factory floor and respond by assigning new, appropriate, software routines to each machine 
controller in the system.  Experiments have proved that the system was capable of re-establishing 
operations in under half an hour, as opposed to a full day using manual techniques.   
The system has accurately switched between control routines based on the physical state of the 
factory floor, which amounts to control reconfiguration.  The reconfiguration of factory floor control 
was successful in four out of four factory layouts tested and therefore successfully does a job no 
commercially available system can do. 
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This part of the dissertation details the literature-based research conducted and the 
conceptualisation of a solution to problems identified in the RMS paradigm.  
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1. Chapter 1: Introduction 
1.1 Chapter Introduction 
This chapter serves to introduce the reader to the concept of the Reconfigurable Manufacturing 
System (RMS), introduce some of the significant findings of the literature review, introduce the 
aims and objectives of the 7research, and give a dissertation overview.  This introduction covers 
the background and necessity of this research, introduces the existing research into RMS 
middleware and introduces applicable problems and issues found in the literature review.  This 
chapter aims to familiarise the reader with the problem at hand, describe the research aims and to 
introduce a guide to the dissertation. 
1.2 Background and Necessity 
The concept of RMS was formulated due to the global necessity for production systems that are 
able to economically evolve according to changes in markets and products [1-7].  The frequency 
and unpredictability of these changes in modern industry require a manufacturing system capable 
of a rapid response to change [5, 6].  This market-driven necessity led to a shift in the focus of 
manufacturing research development towards the responsiveness of the manufacturing system to 
changes in requirements, regulations and competition [8].   
There is a large volume of research into the RMS paradigm, the technology used in the machines 
of an RMS and other constituent aspects which make up the RMS.  The sections that follow 
discuss and review the current state of reconfigurable manufacturing systems and identify 
problem areas and gaps in the research. 
Research into Reconfigurable Manufacturing Systems has been underway for well over a decade, 
since it was introduced in the closing years of the last millennium in a paper by Koren et al [1] at 
the University of Michigan.  This paper has been the basis for the RMS paradigm and its five 
essential characteristics: Modularity, Integrability, Customisation, Convertibility, and 
Diagnosability.  A 6th characteristic, Scalability, is now outlined commonly as an essential 
characteristic of a RMS, in addition to the other five characteristics [2, 6, 9] or in place of 
customisation [7].  The RMS paradigm aims to create a system which can respond to new market 
needs rapidly, economically, efficiently, and effectively.  This design for reconfigurability from 
the outset of a project is the central concept of RMS and makes RMS an economically attractive 
manufacturing system design for high variety batch manufacturing, volatile market sectors and 
Mass Customisation Manufacturing (MCM) [5].   
There were some gaps in current knowledge and implementation of RMS which this research has 
aimed to address, specifically relating to factory floor ramp-up after a reconfiguration and 
communication with heterogeneous entities.  The primary aim of this research was to propose a 
full-scale developmental platform and implement a laboratory-scale solution to problems 
associated with the reconfiguration process in the RMS paradigm.  These problems are identified 
in sections 2.8 to 2.10 and are mentioned in this introduction in section 1.4. 
1.3 Existing Research 
A recent publication was presented by researchers from the Norwegian University of Science and 
Technology dealing with the development of a software framework for RMS [10].  The software, 
IceHMS, operates over an internet protocol and has many complex characteristics.  This research 
produced a system which uses a relatively thin layer of middleware to communicate status 
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information, controls and provide communication with a broad variety of machines (both type 
and brand) and aims to simplify the heterogeneity of a RMS.  The layer researched in that paper 
was thinner than traditional middleware, it is still complex from a computer programming point 
of view and this research (indicated by the research title) included the creation of a very thin 
middleware layer with hardware support as an objective. 
There are many quoted cases of research into RMSs as a concept but little international research 
effort has been devoted to automatic control reconfiguration, planning and operations 
management functions of a RMS after a physical change has been made to the system.  RMSs 
require a middleware management system to reconcile physical reconfigurations (i.e. changes to 
machines, cells and processes) with high level Materials Requirement Planning (MRP), 
Manufacturing Resource Planning (MRPII) and ERP software functions. 
This research had to address the problem of heterogeneity on the factory floor, this is usually a 
job for a suitable form of middleware system.  The middleware system had to play an important 
role in the system designed and developed in this research.  Traditionally, middleware serves as 
a form of communication software between distributed systems and a central controller.  The 
heterogeneity in manufacturing is represented by machines, cells, material handling systems and 
their associated controllers.  The middleware management system that will be developed during 
this research will provide advanced information modelling, communication and control utilities 
required by a RMS.  This will enable the automatic reconfiguration of manufacturing management 
and execution functions, in parallel to the physical reconfiguration of the system structure and 
hardware resources. 
1.4 Research Gaps and Problem Identification 
The research done using existing literature aimed to introduce the author to the Reconfigurable 
Manufacturing System paradigm and was documented to allow the reader to become familiar with 
the paradigm.  Problems and gaps were looked for during the review, with particular focus on 
issues surrounding the reconfiguration process.  The RMS paradigm has been intensely studied 
in the past fifteen years, but some areas, identified in the literature review, have not been 
adequately addressed.  The targeted area of research in this paper, the re-establishment of control 
after a reconfiguration, has not been studied in sufficient detail for industrial adoption and this 
gap affects the performance and reconfigurability of a RMS.  The literature review section 
(Chapter 2) found that a substantial issue during the reconfiguration of a system is the delay 
between completion of physical restructuring and the start of system operation in its new period.  
This process is known as system ramp-up and the speed of this system ramp-up directly affects 
the flexibility and effectiveness of a RMS [1].  The critical process involved in ramp-up is the re-
establishment of control of heterogeneous entities on the factory floor.  This process is currently 
old-fashioned, labour-intensive and error-prone and a more automated, modern solution, directly 
aimed at the RMS paradigm is proposed in this paper. 
During the literature review some complications which arise from the modular and reconfigurable 
nature of the RMS were identified.  These include the large number of possible combinations of 
factory floor state (which are investigated in detail in section 2.7) and the heterogeneous nature 
of a modern RMS which makes use of multiple control architectures and brands of machine 
controller.  This heterogeneity causes issues in communication and had to be addressed in the 
research. 
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Sections 2.8 to 2.10 discuss and decompose the problems which were identified in the rest of the 
literature review (Chapter 2).  The problems identified corresponded to areas in which research 
has not been adequately conducted (the gaps which were identified) and in particular, this research 
focussed on system ramp-up.  Currently, system ramp-up is slower than it could be because of the 
use of older, traditional methods for the re-establishment and reconfiguration of control.  A clear 
opportunity for improvement was identified – automation of the process of program re-
assignment.  This in itself is plagued by the problem of heterogeneity on the factory floor, which 
makes the reconfiguration of control difficult and thus this problem had to be addressed in this 
research. 
1.5 Research Aims and Objectives 
The aim of this research was to increase the ramp-up speed of a RMS through the streamlining of 
the software reconfiguration process.  The research had the following objectives to achieve it: 
 Conduct a literature review to gain knowledge on the RMS paradigm. 
 Identify and decompose research gaps and problems in the RMS paradigm. 
 Conceptualize a solution to identified problems. 
 Develop the concept into a laboratory-scale system capable of decreasing the ramp-up 
time of a RMS, while dealing with control heterogeneity. 
 Test the various sub-systems developed as part of the system. 
 Test the system using a laboratory-scale production system. 
 Discuss and make conclusions on the outcomes of the research system development. 
The Reconfiguration Management and Middleware System (RMMS) which was developed in this 
research had the primary aim of developing a system capable of speeding up the re-establishment 
of control (including control reconfiguration) of a RMS after a reconfiguration operation.  This 
had to be achieved by the RMMS while reducing human error and labour time.  In order to achieve 
this, the core objectives of the RMMS were to: 
 handle the heterogeneity in factory floor level machine controllers; 
 automate the reconfiguration and re-establishment of control with the following strategy: 
o determine the new state of the factory floor; 
o develop the state into a factory floor model; 
o match that model up to some known control strategy; 
o send the updated control instructions to each machine controller; 
 be cost-effective and scalable; 
 reduce human interaction, interference and labour time; 
 create a suitable software framework for operation and management of the system; 
The purpose of reducing the ramp-up time of a RMS, via the RMMS, was to increase its flexibility 
and reconfigurability, thereby making it a more feasible manufacturing paradigm.  These 
objectives had to be handled through the development of suitable technologies and strategies and 
this research aimed to develop these to a level of a prototype laboratory system with a framework 
capable of being scaled to an industrial level.  All processes defined as part of the automated 
reconfiguration and re-establishment of control had to be handled by the proposed RMMS, while 
it also dealt with the complex nature of the RMS state models and the heterogeneity of the 
machine control architectures.   
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Throughout the research, the Mechatronic design philosophy was followed, this involves problem 
solving using a combination of multiple aspects of engineering.  The amalgamation and 
integration of the different aspects lead to an elegant and optimal solution to the problem.  The 
design approach used in mechatronics and this research involved in-depth research into the 
problem at hand and careful planning of the solution before it was implemented.  The research 
was applied and empirical in nature, although the research in this project did cover some 
conceptual ideas.  The outcomes of the research will be performance tested. 
1.6 Overview of the Dissertation 
The following list gives a summary of what is covered in each of the chapters of this dissertation: 
 Chapter 1; 
o Introduces and supports the necessity of the research. 
 Chapter 2; 
o Literature review and problem identification. 
 Chapter 3 
o A conceptual solution is introduced and research into technologies needed to 
make the concept a reality are investigated. 
 Chapter 4 
o A discussion on and description of the final concept for the RMMS, including its 
structure and aspects which required design work. 
 Chapter 5 
o Design of the State Communication Module (SCM), which houses the hardware 
support for the RMMS, the communication strategy and on-board processing and 
connects to the machine control. 
 Chapter 6; 
o Development of the RTLS which gathers essential information about the layout 
of the factory floor which can be processed into a factory floor state. 
 Chapter 7; 
o Development of the Central RMMS Controller, which contains the middleware 
layer, the graphical user interface and is the structure – in which the intelligent 
system discussed in the next chapter was built. 
 Chapter 8; 
o Development of the intelligent system which converts raw factory floor state data 
gathered by the middleware and RTLS into a usable factory floor state and then 
uses that state to reconfigure the factory floor controllers. 
 Chapter 9; 
o Covers the other design aspects of the RMMS which do not warrant their own 
chapters.  These are; the wireless communication strategy, physical design of the 
SCM and inclusion of the SCADA framework for the RMMS. 
 Chapter 10; 
o Documents each of the experiments conducted during the design process, which 
either helped to guide the process or were used to verify the functionality of each 
essential sub-system before integration. 
 Chapter 11; 
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o Documents the experiment conducted on the integrated RMMS, where the real-
world operation of the system is simulated at a laboratory scale. 
 Chapter 12; 
o A discussion on the performance of the system and outcomes of the research. 
 Chapter 13; 
o A conclusion of the research. 
1.7 Chapter Summary 
This chapter gave a brief introduction into the RMS paradigm and explained the necessity for a 
system to handle heterogeneity and streamline system ramp-up.  A short overview of the existing 
research into similar technologies was given and problems with both current research and existing 
solutions were identified (these are expanded in sections 2.8-2.10).  The core aim and objectives 
of the research were presented and the solution system objectives necessary to achieve them were 
identified and commented on in this chapter.  Finally, a chapter overview of the dissertation was 
given, with a brief explanation of their contents.  
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2. Chapter 2: Literature Review 
2.1 Chapter Introduction 
This chapter covers background to the concept of Reconfigurable Manufacturing Systems and 
goes into detail in research on the necessary technologies involved in RMS implementation.  The 
shortfalls of some of these technologies and in the implementation of RMSs in general are also 
outlined and elaborated on in this chapter.  The RMS paradigm is explained in greater detail than 
in the previous chapter and its key characteristics are explained.  The supporting technologies and 
strategies of the RMS paradigm, such as reconfigurable machine tools and RMS modelling using 
enumeration of states, are introduces and discussed.  At the end of the chapter applicable research 
gaps and problems within the RMS paradigm are identified and decomposed.  This chapter serves 
to familiarise the reader with this paradigm, so the text is made up of summarised content of the 
current body of work on the RMS paradigm and its supporting technologies and some conclusions 
and adaptions of the research. 
2.2 Introduction to the RMS Paradigm 
This literature review aimed to investigate and report on the state of the art of RMS technology, 
current RMS-related research and specifically on the state of management and communication 
within the RMS paradigm.  The core attributes of a RMS which are addressed directly by the 
research are Convertibility and Modularity, though all aspects were to be considered and would 
influence the design and development process.  In this research, the particular focus is on cellular 
type reconfigurable manufacturing systems which can reconfigure themselves in their layout.  A 
very simple cellular reconfiguration, for the purpose of visual clarity is shown in Figure 1 – a 
machine is swapped between cells and another machine is removed and replaced with one from 
outside the system. 
 

For the purpose of this research the combination of a machine’s position on the factory floor and 
its configuration (both in hardware and software) will be referred to as its state.  In a similar 
manner, a combination of all the machine states on the level of factory floor will be referred to as 
the factory state or RMS state.  Thus the factory floor state encompasses a complete description 
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of the physical and software structure of the system including the combination of unique 
manufacturing cells made up of particularly configured machines. 
Reconfigurability in an industrial manufacturing environment is defined by Gumasta et al [11] as 
being “the ability to repeatedly change and rearrange the components of a system in a cost-
effective way”.  A RMS is one designed to conduct a fast change of structure or layout of machine 
hardware and software, at a machine and factory level [2].  In other words, a RMS is a 
manufacturing system designed specifically to be capable of reconfiguration as defined above.  It 
should combine a measure of the flexibility of a Flexible Manufacturing System (FMS) with some 
of the high productivity of a Dedicated Manufacturing Line (DML) or Dedicated Manufacturing 
System (DMS) and should be able to react rapidly and cost-effectively to changes in requirements 
[1].  A FMS may aim for large amounts of flexibility and the ability to produce widely different 
products, while a RMS aims to be able to produce (at a lower cost and higher volume than a FMS) 
a particular customised set of parts or products which are part of a family which require similar 
processes.  This customisation is a limitation on the flexibility of the system, but allows for higher 
throughput and a lower unit (and system) cost.  In comparison to DMSs, the RMS aims to be able 
to reconfigure (in order to adapt to new market requirements) at a much lower cost and with a 
drastically reduced ramp-up time. 
The literature contains the following explanations of the six key characteristics of the RMS 
paradigm for a high level of reconfigurability as the characteristics were proposed, expanded and 
commented on [1, 6, 7, 12, 13].   
 To have Modularity in a RMS it is required that all important components in the system 
are modular in design and can be changed and replaced seamlessly within the machines 
of the RMS.  This allows for components within RMTs and software to be changed in a 
fast and efficient manner, with minimal compatibility issues and debugging. 
 Integrability is important to allow the RMS to adopt new technology and integrate the 
new technology with older hardware and software in the RMS, aiding the system’s ability 
to be updated and added to without major interruption.  This also allows the system to be 
built at a lower cost.   
 Detecting problems in quality of the output product and in the reliability of the RMS 
output is critical for quick ramp-up times and a feasible system.  The ability to detect and 
identify this is known as Diagnosability.   
 Convertibility is required for a rapid changeover between products already being 
manufactured and timely and efficient adoption of new products into the RMS.  It directly 
applies to the actual reconfigurability of the system. 
 Customisation in a RMS requires that flexibility in the RMS (in both hardware and 
software) should only extend to a particular product family or families.  This limits the 
flexibility and thus prevents the RMS from being over-capable therefore reducing the 
overall system cost.   
 Scalability, the newest addition to the key characteristics of a reconfigurable system 
stems from the requirement of an RMS to deal with market uncertainty and fluctuations 
in demand while maintaining a low cost.   
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Figure 2, shown below, (adapted from [7]) shows how each of the 5 characteristics a good RMS 
(as chosen in the cited paper) link to the requirements of the RMS paradigm: 
 

A RMS is required to deal with changes and demands in the marketplace including, but not limited 
to, examples outlined in the above diagram.  The need to deal with these changes and demands is 
the driving force behind reconfiguration.  In order to be considered truly reconfigurable, the 
system must have all the characteristics listed above. 
 

RMSs should be able to produce a large varied set of customised products, often small in quantity, 
but taking advantage of a lucrative gap in the marketplace [11].  The quantities may be small but 
the speed at which the products must be produced should be high to ensure a gap is taken and to 
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give the system scalability.  A RMS should have only the exact requirements and functionality 
needed for a current production plan (Customisation) [1]. Without considering this, the cost of 
the system would likely be too high to make the system a feasible development.  Figure 3 shows 
how the characteristics of reconfigurability branch out into specific requirements [11]. 
The RMS paradigm provides the ability of a factory to evolve with changing market requirements, 
an extremely powerful tool for many industries.  The use and development of RMS makes some 
new concepts such as MCM more feasible and allows for faster production of products 
traditionally limited to small scale production [5].  The following sections (2.3 – 2.7) discuss the 
background to technologies used by RMS and how these technologies handle the demands of the 
RMS paradigm.   
2.3  Supervisory Control and Data Acquisition 
Supervisory Control and Data Acquisition (SCADA) software serves as an indirect industrial 
control system centring on a computer system monitoring and process supervision [14].  SCADA 
differs from automation in that it provides an operator with data via a Human-Machine Interface 
(HMI) rather than providing autonomous real-time feedback control to an input device.  SCADA 
is used to log data and to monitor the ongoing processes via the HMI.  Many companies ranging 
from ABB to Siemens provide SCADA and HMI systems including hardware and software.  
SCADA systems usually store data in a complex distributed database and gather this data from 
the factory network.  Depending on the source, SCADA has been through three or four stages, 
with a number of sources not adding the newer fourth generation [15, 16].  In summary, SCADA 




4. Internet of Things/Web-based; 
Many companies, especially those involved in manufacturing, still operate in the second 
generation, with multiple access points connected via a LAN [16].  Because these systems are 
still proprietary, there are significant security risks from hackers and competition.  Companies 
which have moved on to the third generation, which is a small developmental step from the 
second, have less of a security threat through the use of a secure open communication system.  
The third generation also has the ability to access the web and can share information, but does not 
operate primarily as a web-based application.  This web access allows the SCADA to survive 
network crashes and improves reliability.  Lately there has been research into web-based SCADA 
systems and into combining automation and SCADA into one technology.  Siemens has 
introduced the newest generation of Simatic Win-CC which includes automation, SCADA and 
HMI software in one web-based package.  The web ability of this type of technology allows for 
remote monitoring of processes on a factory floor, although the security risks and physical 
limitations of control imply that only traditional SCADA functionality should be implemented on 
the web based system.   
SCADA is especially useful in an RMS environment, the ability to monitor the conditions in the 
production environment and record performance and production data greatly increases the 
feasibility of a RMS.  A SCADA system for RMSs would need the ability to reconfigure in itself 
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to meet any possible new requirements [17].  SCADA in the RMS paradigm must be rapidly 
flexible and capable of handling a broad array of data gathering and supervisory techniques.   
Because this research will be experimentally implemented using the Festo MPS system at UKZN, 
further research was conducted into Festo’s SCADA technology.  Festo provides a SCADA 
system named VipWin, which uses a Microsoft (MS) .COM technology for server communication 
[18].  The VipWin software forms part of Festo’s OPC EasyServer software.  This software has 
become out of date as the newer technology has adopted MS .NET and Indigo communications 
architectures [19].  The non-adoption of this technology means that the system does not possess 
integrability and thus is not well suited to RMS.   It appeared at this stage that a simplified SCADA 
system will have to be developed, or another SCADA software chosen implemented in the 
experimentation in order to function seamlessly with the laboratory-scale RMS. 
2.4  Industrial Control and Planning 
Enterprise Resource Planning (ERP) and Manufacturing Operations Management (MOM) 
software make decisions regarding the future and current operations and management of a 
manufacturing system.  MOM is a developmental step from a Manufacturing Execution System 
(MES), though the differences are unimportant for this research and for the purpose of this paper 
the term MES will be used.  The following illustration (Figure 4) shows the layers of a 
manufacturing control system [20]: 
 

True ERP was developed in the 1990’s as computer technology began to become more powerful 
and thus more useful in the manufacturing industry [20].  It is the highest level of manufacturing 
software and plans for all the lower level layers of software.  ERP is made up of multiple modules 
each with a specific planning role.  Most applicable to the RMS paradigm and the concept of a 
RMMS are the modules covering Manufacturing Resource Planning (MRPII), workflow planning 
and, to a certain extent, quality management.  ERP has been extended to include more modules 
and control the planning of entire businesses, from manufacturing and purchasing to payroll.  In 
the last few years, ERP has been developed into a cloud based software, aiding resilience to 
crashes.  Decisions made by these high level software elements are reflected in the associated 
manufacturing systems and the relevant feeder systems.  ERP is widely commercially available 
and can, in small scale cases and when using limited modules of ERP, be written into code 
quickly. The development of ERP is beyond the scope of this research. 
MES software lies below the ERP layer but above the SCADA and control system of a factory.  
MES is more involved in the direct control of a manufacturing system and receives the 
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manufacturing plan from the ERP software or from direct instructions from a designer.  The MES 
can be seen as a factory control system which does not deal directly with the sensors and actuators 
on the shop floor [21, 22].  The MES is usually driven by MRP control, which thus guides the 
factory control. There are many brands of MES software solutions, many of which are offered by 
the same companies that deal with industrial ERP systems.  The development of a demonstration 
MES and MRP are beyond the scope of this research. 
2.5  Reconfigurable Machine Tools 
The Reconfigurable Machine Tool (RMT) is an essential piece of any RMS, without RMTs a 
RMS will not be able to economically reconfigure while retaining the ability to handle sufficient 
part numbers [4, 23].  The RMT is a machine designed to handle MCM and its requirements and 
thus the needs of the RMS paradigm.  It has a combination of the characteristics of a Dedicated 
Machine Tool (DMT) and of a Computer Numerical Controlled (CNC) machine [23].  There has 
been an effort in RMT research to develop a modular-type method for reconfigurability [8].  A 
multi-axis CNC machining tool can provide massive amounts of flexibility, but CNC machines 
are generally too expensive and slow for most production purposes, but DMTs are not designed 
from the outset to be reconfigurable, which means that these machines cannot adjust to new 
product requirements cost-effectively.  The RMT fills this gap by allowing a number of aspects 
of the machine to be altered to handle a finite sub-set of parts and/or operations [3, 9, 23, 24].  
This gives the RMT the ability to perform a limited number of operations to a specific part family 
or families.  A true RMT must therefore be able to alter in multiple ways.  This research will 
include a strategy for analysing these possible alterations to accurately sense the configuration of 
the machine.  This strategy will include a method to communicate this configuration back to the 
main controller running MES and ERP software. 
The RMT must be able to change its physical (and software-level) configuration in order to handle 
part changes.  It should be able to perform this reconfiguration in a rapid and cost-effective 
manner to speed up the ramp-up time of and make feasible a factory reconfiguration [23, 25].  
The number of possible physical changes to an RMS is dictated by the amount of parameters 
within the RMT which can be altered and by the ability of the factory floor layout to be changed.  
Some of these alterations may be purely software based, such as the drilling depth or number of 
holes drilled by a RMT (though this boarders on CNC territory).  Certain RMTs may require 
modular control software changes to provide a new manufacturing service [8].  Also, many will 
be based on which of a range of physical modules can be placed and replaced in the machine for 
the operation [8] and/or what position an element of the RMT can be set to [23-25]. 
Research has been conducted into modular control of RMTs so that control of additional modules 
or changed modules is added in a ‘plug-and-play’ fashion in order to significantly reduce 
reconfiguration complexity and down time [8].  The advantage, for the purpose of this research, 
of this method of control is that a machine can know its physical configuration based on the 
control modules attached to it.   
CNC machines are not practical for use in a RMS in large numbers because there is often 
excessive cost due to unused built-in functionality [1, 8, 25] and closed architecture [3].  They are 
often slow to work because it is not their purpose to produce parts at a rapid rate.  They provide 
a very accurate method of producing complex geometries and are thus sometimes used to provide 
a large degree of flexibility. 
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2.6  Factory Floor Reconfiguration in the RMS Paradigm 
There are many reasons for a RMS to change its configuration; changes are mostly market-driven 
with new competition and new products forcing production changes at a high frequency (that is, 
compared to traditional manufacturing where changes happen on the scale of many months).  A 
well designed RMS should be able to handle the following changes with a rapid and cost-effective 
reconfiguration [1]: 
 stochastic high frequency introduction of new products; 
 existing products with parts changes; 
 substantial changes in product demand; 
 changes in product mix demand; 
 government regulations and requirements changes; 
 available process technology changes; 
The RMS can change in a number of ways in order to adapt to changing market requirements in 
any combination of the following ways: 
 machines can change position; 
 machines can be added to or removed from the system; 
 materials handling programs can change; 
 physical configuration of machines can be changed; 
 software on machines can be changed; 
The combination of these changes can lead to a massive number of different possible 
configurations.  Below is a proposed method for the enumeration of these possible changes. 
2.7 Enumerating RMS States 
Before the RMS paradigm was proposed there was already a large amount of research into factory 
configurations and how layouts affect the performance of a manufacturing system.  Shortly before 
RMS was defined the literature grew, especially in the case of any form of agile or flexible 
manufacturing system [26, 27].  According to Koren and Shpitalni [12], a RMS factory floor can 
change configuration by adjusting the layout of the machines.  This paper stated that the number 
of possible RMS configurations, given by K, was governed by the number of machines, N, and 
the number of stages in which those machines could be arranged, m.  The equation depends on 
whether 𝑚 is defined as being an exact number ([Eq. 1]) of stations or whether it can be anything 












This idea of configuration based only on the set-up of machines on the factory floor is also 
investigated in other research [28].  This method of calculating, however, only describes the 
number of layout position states of the machines within RMS.  Each RMT or other machine also 
had its own finite number of configurations which also changed the effective configuration of the 
RMS as a whole.  The formula for the total enumeration of possible factory floor states will have 
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to include the number of possible machine configurations on the factory floor and of the number 
of configurations of those machines themselves.  This product is a fairly simple calculation, but 
is worth mentioning and investigating when enumerating the number of states possible for an 
RMS.  CNC machines are capable of huge amounts of software configurations and are more 
suitable for use in true FMSs and are thus not included in these enumerations.   
For the physical configuration of a modular or position-changeable RMT there are two parameters 
to consider, the number of reconfigurable aspects, j, and the number of possible configurations of 
each of these aspects, p, of the RMT (i.e. number of different modules that could be placed or the 
number of positions a component could be in).  The number of configurations which are redundant 
or impossible, q, should also be taken into account and subtracted.  Note that this does not take 
into account the number of additional software changes in the RMT that can occur without a 
hardware change.  It is clear that with a hardware change there must be a software reconfiguration, 
but it is possible that there may be multiple software options for one physical configuration, 𝑠.  
This has to be determined empirically and added, giving the new formula [Eq. 3]): 





For instance, an example RMT has three reconfigurable aspects, two are modular – one with four 
modules and the other with three – and the other is a movable tool with three discrete positions.  
The machine has two impossible combinations because of physical limitations.  This implies the 
multiplication of 4 times 3 times 3, for each of the three reconfigurable aspects two is then 
subtracted from the product for the impossible combinations. This gives the number of possible 
physical machine configurations as 34. In this case, software configurations were ignored, this 
would increase the number of reconfigurations, further showing the flexibility of a RMT. 
The number of configurations, Km, that a Dedicated Machine Tool (DMT) or traditional machine 
can adopt should be taken as 1, unless some software changes can be made, in which case the 
product of the sequence is equal to 0 and the number of impossible configurations must also be 
0, thus Km is the number of  possible software configurations: 
 Km=s 
 
A CNC machine can be configured using software (and usually a number of hardware changes) 
and may have a practically infinite number of configurations.  This is not a practical number to 
use and true CNC machines are not common in RMTs.  For this reason the number of 
configurations for a CNC machine should be taken as 1 or as the number of substantial hardware 
changes that it is capable of (in which case it may be considered an RMT and should use [Eq. 4] 
Thus the number of possible configurations for an RMS should be a combination of the number 
of configurations for each machine, Km, and the number of factory floor layout configurations, K.  
This gives the contracted form of the factory floor state, Sff. 
 Sff =K ∏ Kmi
N
i=1
   
This formula indicates that the number of possible configurations becomes truly massive – using 
the simple example in the research on factory floor configuration [12], the number of 
configurations for 7 machines is taken as 15.  If each of these seven machines has a number of 
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configurations equal to: 34, 1 (a DMT), 4 (a software changeable DMT), 8, 6 and 18 then, 
according to the equations here, the number of possible factory floor states, Sff, is 616890.  This 
is well beyond what will ever be used, but proves the huge potential of the RMS paradigm and 
the need for a form of technological way of mapping these different states without the need for 
human information gathering. 
2.8  Research Gaps 
It is a goal of RMS to have a rapid reconfiguration and low ramp-up time [1, 29] but this is 
hindered by the lack of research into the autonomous reconfiguration of software, or control of 
machine controllers on the factory floor.  It is currently done using manual methods involving 
human labour and time.  Thus, there is a problem with the RMS paradigm – ramp-up is slow and 
tedious.  This research is necessary in order to speed this process up and improve and insure the 
overall feasibility of the RMS paradigm.  There is currently a gap in the research covering the re-
establishment of control after a reconfiguration. 
There has been research into the intelligent reconfiguration of an RMS [30, 31], but this research 
did not address how the information about the current factory floor state is gathered and provided 
to the decision making software or person or how new physical configuration information is 
gathered to assign new programs to machines.  There was a clear gap in the research covering 
how to detect a change on the factory floor, both in positions of the machines (relative to each 
other and to the factory floor and materials handling system) and in configuration of the machines 
in the system (both in hardware and software).  In other words, there was a gap in the research 
covering the gathering of factory floor state.  The decisions made by the intelligent software must 
be based on the current state of the RMS and once reconfiguration has been achieved, the new 
state of the factory floor must be known by the factory controller in order for a new Manufacturing 
Execution System (MES) iteration to be implemented.  Manual gathering of this information is 
possible, but it is a very tedious, labour intensive and time-consuming process which may be 
prone to human error. 
There has been research into middleware for holonic control and communication with 
heterogeneous machine controllers, but it has not been widely studied.  A gap also exists for the 
implementation of a more simple method, light on software which can be made more universal 
and be adopted by any RMS.  The reconfiguration of control programs on the factory floor is 
implied by this research into middleware, but its implementation is complex and not discussed in 
detail in the cited papers.  It is a secondary goal of this research to provide a simpler and more 
universal means of ‘middleware’ to deal with heterogeneous communication. 
It proved to be a reasonably simple calculation but even so, there existed no published literature 
into the enumeration of states possible for a RMS.   
2.9  Problem Identification in the Current State of the RMS  
This section discusses insufficiently addressed problems which are part of RMSs, which this 
research aimed to solve.  According to Koren et al  [1] the RMS paradigm is based on five 
fundamental principles (see section 2.2).  These characteristics strongly draw on factory layout 
reconfiguration, modularity and the need for RMTs (among other things), all of which have their 
own inherent complications to ramp-up speed.  The factory reconfiguration problem will be 
discussed first, followed by problems raised by the need for modularity and by the use of RMTs 
in the RMS. 
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Reconfiguration in the paradigm of the UKZN RMS project must involve physical 
reconfiguration of machine positions on the factory floor.  Thus not only a change in the machines 
themselves and their materials handling systems, as in some previous research [32].  This concept 
of moving the machines in a system to aid reconfigurability is outlined in even the earliest 
research on RMSs [1].  This physical reconfiguration of the machine position on the factory raises 
an issue in production planning and implementation.  Building of a factory floor model, including 
the configuration should be based on physical data and not simulation.  The future of RMS may 
involve more automated systems which need to base decisions on actual layouts.  High ramp-up 
speed is a fundamental concept of RMS [1, 3, 12, 33] and thus the time taken to physically build 
a new configuration and to reconfigure the control elements should be reduced as far as is 
possible.  Another issue with a dynamic factory floor is the reconnection of machines to the 
control network.  This process can cause delays as some communication may be difficult to re-
establish as access points are changed with the physical position change. 
The need for modularity and the fact that most factories are not built as all-new entities and do 
not use only one brand and series of machine and machine controller brings up an issue of 
heterogeneity on the factory floor.  The various brands, ages, types and complexities of the 
machine controllers are unlikely to be compatible with one form of software run by the main 
controller [10, 34].  This makes it difficult to communicate the new configuration to the machines 
and to read the current configuration of the machines. 
The use of RMTs is fundamental to the RMS paradigm and is a major source of complication in 
RMS modelling and planning [35].  The number of possible factory floor configurations grows 
massively with each RMT added to the system (and even each non-reconfigurable machine and 
CNC machine).  If the new set-up of each machine has to be manually entered into the MES and 
the new factory floor map has to be programmed in to the MES it dramatically increases the RMS 
ramp-up time.  This is the current method employed and is a problem which needed to be 
addressed in this research.  A form of automated factory information gathering system would 
solve this problem and help to make the ramp-up after a reconfiguration more smooth and rapid.   
RMTs require modular control to implement the control changes which arise with a change in the 
physical makeup (configuration) of the machine [8, 25].  This can be implemented by 
reprogramming each machine with the new suitable control program each time a reconfiguration 
takes place.  Another method is for all the relevant programs can be stored on the machine 
controller and it can be given a signal to change between these programs when a reconfiguration 
is undertaken.  The second alternative should make for a faster ramp-up time, though the initial 
controller set up will be longer and more complex and it will only be truly applicable to cyclic-
type or known customisation..  Both these methods require communication with the machines, 
with the second alternative requiring less data-intensive information communication. 
2.10  Decomposition of the Identified Problems 
Moving machines around the factory floor allows the reconfiguration options to broaden 
significantly over fixed-position RMSs.  A dynamic factory floor layout also allows for new 
machines to be added to the system or for machines to be replaced without ‘breaking’ a fixed 
layout.  The dynamic factory floor concept allows for efficient materials handling programs to be 
implemented, whereas a fixed factory floor layout requires much more complex materials 
handling to achieve the same level of reconfigurability.  The fixed factory floor model is, however 
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more simple from a control perspective and more customised [32] and can base its reconfiguration 
on a simple map.  A dynamic factory floor type RMS may have a complex layout designed by the 
intelligent system or engineers dictating the new configuration.  In a large factory with many 
machines, creating a computerised map for each of the machines using traditional human 
measurement methods and ensuring its accuracy would be time consuming and slow the ramp-up 
process.   
A reconfiguration process is very likely to also require the changing of physical make up as well 
as the control program on the RMTs in the factory.  Dedicated, CNC and flexible machines in the 
RMS will also need changes to their programming.  After the process of gathering the factory 
floor state, the RMT configuration or other machine must still be entered into the MES so that the 
new program can be chosen. 
Modularity is another of the key characteristics which gives a high level of reconfigurability [1].  
This characteristic, however, brings with it certain difficulties and complexities.  Modularity can 
be considered on a factory level and on a machine level: 
 On a machine level the modularity of a machine means that the machine can be changed 
to meet the requirements of a new factory configuration requirements [8].  RMTs may be 
modular in a variety of ways and be capable of dozens of different distinct configurations.  
This presents the same problem as described above – recording and programming of the 
configuration of each machine can be a time-consuming and an error-prone process.   
 On a factory level, each machine can be considered a module, capable of being changed, 
moved, removed, replaced and re-introduced to the factory.  Thus the factory floor map 
is a description of the modular state of the factory.  If the state (position and configuration) 
of each machine on the factory floor is taken and combined into a single RMS model, this 
will describe the RMS state.  The RMS state is used to make intelligent decisions about 
the course of action and software requirements of the RMS. 
2.11 Chapter Summary 
This chapter’s literature review discussed the RMS manufacturing strategy and the management, 
control and technological strategies used to implement it.  This chapter also expanded on the 
current knowledge of enumerating factory floor states to include a method suited to RMSs 
containing adaptable machines.  Research gaps and problems associated with the implementation 
of RMSs were identified and discussed in this chapter.  These problems and research gaps were 
primarily surrounding the heterogeneity in control and the ramp-up of the system after a physical 
reconfiguration.  It was these problems that the rest of this research would focus on.  
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3. Chapter 3: A Conceptual Solution 
3.1 Chapter Introduction 
This chapter covers the conceptualisation of a solution to problems identified in the previous 
chapter.  First, system requirements are outlined, then a general strategy is developed.  The general 
strategy is made up of many constituent aspects, each of which required further research.  The 
research into each of the design facets are documented and will influence the final design 
decisions.  The mechatronic design approach is one which integrates different disciplines of 
engineering from the conceptual stage.  Specifically, Mechatronics aims to combine electronics, 
mechanics and information technology design aspects into one holistic view, which aims for the 
seamless integration of different disciplines.  This amalgamated approach to design was used 
throughout this research, developing the solution from concept to reality with all stages being 
guided by the continuous assimilation of subsystems.  The mechatronic design approach is ideally 
suited for design use in the RMS paradigm when compared to traditional approaches because of 
the fundamental multi-disciplinary nature of the manufacturing technique.   
3.2 System Requirements and Specifications 
The specifications shown below (Table 1) dictate the needs of a customer that would use the 
RTLS and the specifications which arise from those requirements, as well as the needs required 
by certain legal and industry standards.  The derived and performance specifications in the table 
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3.3 Aim and Objectives of the Concept 
The solution developed in this research has the primary aim of making the ramp-up process of a 
RMS after a reconfiguration faster, less prone to human errors and less labour intensive.  Several 
objectives were needed to make this aim a reality and these are listed below.  Methods had to be 
developed to: 
 determine the factory floor state; 
 develop the state into a model; 
 determine the appropriate new program structure; 
 complete the reconfiguration by setting the new program on each machine controller; 
 communicate software information to heterogeneous controllers; 
The conceptual system aims to reduce the ramp-up time of a RMS after a physical reconfiguration 
has been completed and to do this with minimal human guidance.  Thus the system to be 
developed had to be one which manages and automates software reconfiguration using gathered 
physical information.  Two options for the basic solution idea were considered; a traditional 
software middleware layer concept and a hardware-supported, thin software layer concept (a 
modular, mechatronic solution). 
3.4  A Software middleware Solution 
The traditional middleware concept for communication has been investigated in recent research 
[10, 36] and works on gathering information from the machines by detecting machine 
configuration from machine controller and communicating this information back along the 
primary communication line.  The core concept of these research papers is the use of existing, 
wired communications and using software (traditional middleware) to overcome heterogeneity 
issues.  This primary line of communication is the same that would run the SCADA and MES 
control network.  This communication does bring about some problems, because raw data from 
heterogeneous machines must be communicated via a middleware system so that sense can be 
made of the information – in order for that heterogeneous data to be interpreted homogenously.  
This is an example of dealing with the multi-agent heterogeneity using software methods.  
Middleware can also be used for the active control of a RMS using modern Holonic methods [10].  
For this technique of RMMS the problem of locating the machines on the factory floor to establish 
state information would still require a form of Real-Time Location System (RTLS) module.  
Depending on the type of RTLS technology implemented, the module would have to 
communicate the position of the machine via its controller and middleware to the main controller 
or the location software would be housed with the central RMMS controller and communicate 
locally with higher-level control software.  The positioning techniques that are available are 
discussed in detail in a later section (3.6.2). 
3.5  A Thin, Hardware-Supported Middleware Solution 
The modular concept was designed to remove the need for a complex middleware layer in the 
network, replacing it with a mechatronic hardware solution to the middleware problem.  The 
concept, named the Reconfiguration Management and Middleware System (RMMS) was for a 
microcontroller-based module with network communication ability, a hard-line communication 
link with the machine and position detection capabilities.  The module was envisioned to attach 
to the machine and provide a solution to the problem of gathering of information about the factory 
floor state and communicating with heterogeneous entities.  The state is required after a 
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reconfiguration operation to provide information needed in the software reconfiguration process.  
Positioning technology could also be included in the module; it could communicate its position 
via the module if it is of that type, otherwise the module can just house the tag for the technique 
using a RTLS hub, as discussed briefly above.   
Communication could have been achieved by using wired communication such as Ethernet or 
Profibus or using a wireless protocol such as WirelessHART, Zigbee or DASH7.  The use of these 
modules is a basic form of multi-agent system where information is shared between the modules 
and the controller and machines, allowing intelligent operation [37].  Each of the modules is its 
own simple agent, gathering and sharing information about machine state and passing on 
reconfiguration instructions from the controller to the machine.  Because of the novel nature of 
this RMMS concept, the decision was made early to make use of this hardware solution in this 
research.  For this reason, the following sections further review the literature, based on the use of 
a modular hardware reconfiguration management middleware system. 
3.6 Technology Review and Breakdown of RMMS   
Figure 5 displays the fundamental differences in the two approaches to middleware management, 
the software-based and the thin, hardware-supported method of middleware management. 
 

The proposed RMMS module, the State Communication Module (SCM), will need to contain a 
microcontroller (MCU) for processing and a technique for communications with the central 
controller and with its machine controller; and it must house a type of position sensing device.  
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There are a few options which were considered for further development with multiple concepts 
in each of the four main aspects of the module’s design: 
 controller communication techniques; 
 positioning technique; 
 machine communication technique; 
 physical design; 
The research into the state of the technology for the techniques considered in each of these aspects 
of the design is outlined in the following text (sections 3.6.1 to 3.6.7). 
The following characteristics are required by the RMMS from the hardware module: 
 Provide rapid reconnection after reconfiguration. 
 Detect the configuration of a RMT/machine after a change. 
 Detect the position of the machine. 
 Communicate via secure, reliable protocol – wired or wireless: 
o communicate the configuration of each machine to the central controller; 
o communicate the position of each machine to the central controller; 
o receive software reconfiguration instructions from the central controller; 
 Provide software reconfiguration information to the machine. 
The central controller, which was designed to interact with the abovementioned module, had to 
be capable of the following: 
 instruct the modules to gather factory floor data; 
 receive factory floor data from the modules; 
 use the data to produce a model (using a type of intelligence system); 
 use the data and model to assign appropriate programs to machines; 
 send the software reconfiguration information to machine controllers; 
 interact with a human user; 
3.6.1 Communication in the Network 
The literature contains a large amount of research into multiple different communication 
techniques ranging from simple wired protocols to Internet Protocol (IP) based wireless methods.  
Each has its pros and cons and initially a comparison was made between wireless and wired 
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The reconnection speed of a wired network may be slow after a reconfiguration because wires 
will have to be physically plugged in before a connection can be made to the module.  If made 
wireless the module can be powered by a battery and thus effectively never lose communication 
[43, 44].  Even if power is lost the connection time for most wireless protocols is very low [41].  
The data transfer speed of a wireless network is totally dependent on the protocol and hardware 
in use, though in general a wired network will be faster, the speed of most wireless protocols is 
far beyond what is required in a factory environment [42, 45, 46], especially for requirements of 
the situation at hand.  For this RMMS specifically, practically any wireless network will have 
sufficient data transfer speed.  Security for a wired network is better than for a wireless network 
in general [47], but newer wireless protocols are sufficiently secure for industrial applications [43, 
44, 48, 49].  Reliability is crucial in an industrial setting and because of the mature nature of wired 
communication it has very good reliability.  Wireless networks have an improving reliability, with 
newer industrial-specific protocols recording very high reliability (> 99% data success) [44, 49].  
Compatibility with current installations can be a problem for wired networks, if the network is 
not of the same type as the currently installed protocol then an entirely new network; including 
wiring will need to be implemented.  This will also affect the cost, if the protocols are compatible 
then the cost will be low, if not it will be very high.  A wireless network will not have to be 
compatible with the current communications strategy of the factory floor as it will use its own 
protocol no matter what.  The cost is fixed (per unit installed) for a wireless network because it is 
not governed by compatibility and this cost is less than for an entirely new wired network.  It was 
for these reasons that the research and review was continued only for wireless protocols and not 
for the wired options.  Because of the extra complication involved in the design or modification 
of an appropriate industrial wireless protocol was deemed well beyond the scope of this project 
(it would make a research project on its own), it was decided that an off-the-shelf protocol could 
be implemented. 
Because the proposed RMMS is envisioned to be implemented internationally and to be used by 
many unlicensed engineers, it must be designed in one of the bands which are unlicensed in most 
countries.  These common unlicensed band ranges are summarised in Table 3 [50-52] : 

 
Electromagnetic Interference (EMI) and Radio Frequency Interference (RFI) cause problems with 
wireless communications in a manufacturing or industrial setting.  In high power applications 
there is a lot of interference between 10 KHz and 50 MHz due to power and signal lines [53].  
Variable frequency drives in an industrial setting emit strong interference below 1 MHz, but as 
frequency increases, the level of interference decreases [54].  Unprotected microwave devices, 
which may be present in a factory, can also cause major interference in the 2.4 GHz band [55].  
The 433 MHz band is not commonly used outside of amateur radio control, remote door openers, 
home alarms, and RFID, so interference from other radio frequency users is unlikely to be an 
issue in an industrial setting [56].  Use of cell phones creates interference at 1.8 GHz and on some 
networks 900 MHz [57, 58].  Television broadcasts create significant interference in the low 600 
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MHz range, but these bands are licenced and thus could not realistically be used in the proposed 
system. 
In general, the characteristics of a signal depend on broadcast power and frequency; the following 
table of characteristics (Table 4) corresponds to signals of the same broadcast power: 

 
The following text reviews the available wireless communication methods available for use in an 
industrial environment.  The table that follows the descriptions (Table 5) shows a summary of the 
basic characteristics of common and potentially applicable wireless communication protocols [40, 
42, 48, 59]: 
Wireless Fidelity, commonly known as Wi-Fi, is the standard of wireless communication used in 
lap top computers and other IT related applications [60].  It has not been a success in industry, 
predominantly due to the technology’s popularity and popularity of the 2.4 GHz frequency band 
as a whole.  The popularity of Wi-Fi leads to interference from other users in the factory – IT 
wireless networks, security cameras and other sources.  Wi-Fi is capable of high-speed 
communications but sacrifices power consumption to allow for this speed and its need to be 
constantly on, which is not desired in an industrial application.  The price of Wi-Fi technology 
hardware is low in comparison to other protocols because of the worldwide popularity. 
WirelessHART (Wireless Highway Addressable Remote Transducer) is an extension of the HART 
Communication Foundation’s HART protocol [48, 59, 61].  The HART protocol is a popular 
communication protocol designed for use with standard 4-20 mA remote sensors.  The added 
wireless capability has been included to allow for remote wireless sensors in a network.  
WirelessHART has been designed from the outset to be used in industry and thus includes a very 
reliable channel hopping and channel blacklisting scheme as well as a fixed 10ms Time Division 
Multiple Access (TDMA) technology to ensure that communications are robust.  Even though 
WirelessHART operates on the unlicensed 2.4 GHz band, it has been designed to be agile and 
never drop communications.  Also, the power that WirelessHART communicates with is low and 
thus it does not cause much interference with other wireless networks.  It is designed to use a very 
small amount of power and has a comprehensive security protocol to ensure the privacy of the 
network [48, 61].  WirelessHART has a built in check to ensure that communications are delivered 
and will resend if it detects that a message was not received.  The built in mesh capabilities of 
WirelessHART allow for a large factory floor area to be covered by the network without concerns 
about transmission loss.  WirelessHART installations number in the high thousands of networks 
already [43].   WirelessHART does need an existing HART network to be very smoothly 
integrated and is thus not always compatible with current installations [49, 62].  Even though 
WirelessHART is an open protocol, the software stacks used for the implementation are complex 
and not readily available.  The WirelessHART protocol requires a complex gateway unit to 
control communications, these are expensive and not easily designed and programmed in a 
research project – and thus would have to be purchased.  Thus the only feasible option for 
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implementing this protocol is to purchase preconfigured evaluation kits from a manufacturer such 
as Aiwatech or Linear Technology.  These pieces of equipment are very expensive and over 
specified for the application of the RMMS. 
Bluetooth is a popular 2.4 GHz protocol used in mobile phones and input devices for computers.  
It was originally designed as an easy to use connectivity protocol for consumer devices [38].  It 
is also capable of being used in a mesh network to communicate data on an industrial level.  
Bluetooth technology generally only has an indoor range of ±10m [63].  The mesh network nature 
of Bluetooth does allow it to cover the area of a factory, but the low range means that there have 
to be more nodes in the network and the heavy load on the mesh architecture can cause long 
latency times [55].  Bluetooth technology is established and has been used commonly in open 
source projects and thus the software stacks are readily available.  Furthermore, there exist 
affordable preconfigured modules readily available in the marketplace. 
Zigbee is a specification aimed at scalability and self-organisation which builds on the medium-
access control (MAC) layers of the IEEE 802.15.4 specification.  New versions are now capable 
of both mesh networking and peer-to-peer communication [46, 59].  Security in a Zigbee network 
is not top priority, but the security techniques are available for use in the MAC layer.  Industrially, 
Zigbee has yet to be proven, but popularity and viability are growing with new version 
introductions.  The lack of channel hopping is of concern to an industrial user of Zigbee, 
especially as the network becomes large [59].  Zigbee is not an ideal solution in terms of 
performance and may require a complicated mesh network, but the advantages are that it is very 
inexpensive when compared to other communications protocols and there is a large amount of 
literature and support on using Zigbee and modules can readily be bought preconfigured.  An 
additional advantage is that, as will be briefly discussed below, Zigbee can also be used as a 
positioning technique.  The ease of use, cost and capability for use as a positioning technique 
make it a feasible candidate. 
The ISA 100.11a specification is one of the newest developments in industrial wireless 
technology.  It runs using the same IEEE standard as Zigbee and WirelessHART, namely 
803.15.4.  Many comparisons to WirelessHART have been conducted because of the shared target 
market of industrial sensor networks.  ISA 100.11a can be configured to work with Internet 
Protocol version 6 (IPv6), making the network setup process fast and reliable [64].  There has 
been a delay in development because of the high flexibility of the protocol and lack of a well-
defined application [43].  ISA 100.11a supports high data transfer rates which are not necessarily 
needed for this SCM-based RMMS application, though this does not affect the power 
consumption, which is very low.  The protocol is capable of a complex mesh network with multi-
path ability, making large networks covering a big factory floor possible.  The mesh nature also 
allows for low transmission power and which aids resistance to interference and aids low power 
consumption.  The security built into the ISA 100.11a protocol is advanced and very secure and 
the communication robustness has been designed from the outset to be very high [62, 65].  The 
robustness is achieved through TDMA, a complex channel-hopping technique, channel black-
listing and deterministic nature of the protocol.  ISA 100.11a also needs a complex gateway unit 
like the WirelessHART protocol.  This protocol is also meant to operate using an existing HART 
installation, though it can be configured to communicate using any message configuration [66].  
The protocol stacks are open-source, but few pre-installed modules are currently in the 
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marketplace and available products are specialised and expensive, making implementation for the 
purpose of research experimentation implausible. 
DASH7 is an advanced and emerging 433 MHz wireless communication protocol developed by 
the Dash7 Alliance using the RFID tag specification ISO 18000-7 (18000DASH7).  The ISO 
standard was originally intended for military use but has been repurposed [67].  The distinct 
advantage of using DASH7 as a communication technology is that it was designed from the outset 
to be used for both localisation (as will be discussed later) and communication.  The low 
frequency nature of the DASH7 technology allows it to have very high penetration through solid 
objects and therefore a better indoor range than the other techniques discussed here [40, 67].  
DASH7 has one of the lowest claimed power consumption of the protocols listed in this section 
[44, 67] because of its ability to sleep when not in use.  DASH7 is secure, with encryption and 
the ability to be configured with IPv6 and other features [67].  An issue, however, is that DASH7 
modules are not readily available and the speed of prototyping would be adversely affected. 

 
3.6.2 A Real-Time Location System 
There has been much research into various positioning or localisation techniques, these pieces of 
modern research  summarised in a dissertation by Mautz in 2012 [68] (a version this work was 
also published as a journal article [69]).  From this research, the following summary (Table 6) 
was compiled. 
Two options are realistic in the RTLS technique based on the requirement constraints for the RMS 
paradigm application of RTLS.  Either the technology used to detect the position of the modules 
must be very accurate (±1cm) or, a less accurate (±1m) technique could be used along with an 
intelligent logic algorithm.  This algorithm should be able to produce a realistic and accurate 
model based on less accurate data.  It is clear that the RTLS technique needs to have a range 
capable of covering a factory floor (>50m).   
The more accurate method is more desirable because it is much more reliably accurate and less 
prone to errors.  Also, this system would be easier to implement.  The caveat to this is the greatly 
increased cost of a system capable of accuracy to the order of 𝑐𝑚 and with a range large enough 








Tactile and Combined Polar Systems (TCPSs) work in a similar manner to an outdoor Global 
positioning System (GPS), but use stationary beacons installed in the factory.  They are extremely 
accurate and can cover huge areas [70], but the system cost would make the proposed module 
system practically inaccessible and much less attractive to RMS designers.  Ultra-Wideband 
(UWB) systems are very accurate and far more suitable for the application [71].  UWB systems 
are much more financially viable than TCPSs but both these methods are still too expensive for 
the application at hand. 
Using a less accurate positioning technique along with an intelligent technique to process the raw 
data into a usable factory floor model does involve more work than the more accurate techniques 
listed earlier, but it has the advantage of being far more cost-effective.  Using the concept of 
heuristics and raw location data allows for the use of Pseudilites, Radio Frequency Identification 
(RFID) and other Radio Frequency (RF) Techniques for gathering location information.  These 
technologies are more financially viable and should provide a more attractive product to industry.  
Further investigation has been done into new RF technologies which include Received Signal 
Strength Indication (RSSI) or Time of Arrival (TOA) based techniques to gather location 
information. 
Zigbee and DASH7 technologies have both been developed into reasonably accurate and very 
cost-effective positioning technologies previously [45, 72].  This dual-duty of the wireless 
technology lends additional credit to the use of these technologies as the communication 
technique for the SCM-based RMMS.  By using the same hardware for the purpose of 
communication and localisation the cost of the module is decreased and the feasibility is 
increased.  Both these methods incorporate RSSI from multiple stationary transmitters and a 
computer algorithm to determine the location of a module.  Because of the short processing time 
periods at hand, the measurements can be taken multiple times to ensure accuracy. 
3.6.3 Further Research on RF-Based RTLS Strategies 
Using the received signal strength from a RF communication source to locate a node is a well-
documented method of judging distance [72-74], though the effectiveness of the system varies.  
The general strategy is to use the strength of a received signal to estimate the distance to a series 
of fixed ‘beacons’ and to estimate a position based on the combination of strengths, the majority 
of the cases considered are variations of the familiar triangulation technique used by the GPS.  All 
methods of RSSI RTLSs work on this basic premise, but the techniques differ in the method used 
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to estimate distances and calculate the position based on those estimated distances.  This sub-
section reviews some of the more popular methods and comments on their relative feasibility.   
Other methods are available for the judgment of distance between two units (a node and a beacon), 
including time of arrival (TOA), time difference of arrival (TDOA) and real time of flight (RTOF) 
[75].  This means that any of the range-based algorithms discussed below can be used with RSSI 
(as is used in the descriptions given) or with another method of distance estimation.  These other 
three methods all work on the premise of synchronised time between two modules for which the 
gap distance is needed or for there to be a rebound calculation including processing time for the 
return signal at the distant module [75].  They work on the basic formula: 
 distance = speed ×time  
Where the speed is the speed of propagation of an electromagnetic wave in air, which is taken as 
c, the speed of light, and time is the time measured for the signal to travel between boards.  This 
clearly requires highly exact synchronisation of the involved modules’ clocks (in the case of TOA 
and RTOF) and highly accurate measurement of time – note that a flight of 10m will take 
approximately 33.3ns, which is less than one clock cycle on a 16 MHz processor (typical of an 
MCU).  With the use of high-specification MCU (84 MHz), with a clock cycle of 11.9ns, a 
measure of accuracy could be obtained.  The method which found accurate (<16cm) readings 
based on TDOA used a very fast processor ith highly consistent wireless modules (250 MHz), 
these are available, but are highly priced.  The use of high-specification MCUs can help the 
accuracy of the system.  This method was deemed impractical for the research, however, and was 
not investigated further.  The feasibility that will be gained in the use of TOA type distance 
measurement may be a welcome addition to this research, but will only replace one small part.  
Due to the high specifications required for the MCU and restrictive costs associated the research 
further (from the next paragraph) in this paper follows the premise of the RSSI based RTLS. 
Consider a case with i beacons of set known position (xj , yj) for j=1, 2, …, i and a remote 
wireless module of unknown position.  When the position is required, the module sends a request 
to each of the beacons.  In turn, each beacon responds with a signal containing its position with a 
signal of regulated intensity.  The module receives this signal at a certain intensity and the level 
of the signal’s intensity allows the module to estimate its distance from each beacon [76, 77]. 
When the distance to a source (rj) is known, along with the distance at which the reference power 
was measured (r0) the most commonly accepted model to predict received power (pj) is shown 
below.  The signal is received from a distant source,  with p0 as the reference power and n as path 
loss (typically two to four, though variances can occur) [77]. 




It is known, from basic communications, that the received power (in dBm) (Pk) can be calculated 
by considering the received power (in mW) at that point (Pk' ) and at a reference point – or the 
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Now the received power at a distance may vary for many reasons including channel fading, 
temperature and environmental effects and other forms of interference thus there will be a 
different received power (p̂j) which will come from the distance that the module ‘reads’ the 
beacon to be away from it [77]: 




Now, to combine the following equations is to find the ‘read’ distance which the module is 





The understanding of the effects of these algorithms is essential in the consideration of the 
algorithms and which to choose on a theoretical level. 
Research has been conducted by Zanca et al. [78] and others (cited in text) on different RSSI-
based localisation algorithms, the following is a summary of their work and a discussion on the 
suitability of each of the algorithms for the RMMS for RMS.  The subsequent paragraphs briefly 
discuss many of the available algorithms described in the literature. 
Min-Max is popular localisation algorithm, used for RSSI and other localisation data types, 
predominantly because of the simplicity of its implementation.  Modules of unknown position 
gather an estimation distance from each of the beacons.  The module then uses this information 
to ‘draw’ a pair of vertical and horizontal lines around each beacon so that the least distance 
between each beacon and the line represents the estimated position of the module.  When each 
set of lines is ‘drawn’ a rectangle will be formed around the probable position of the module – the 
smaller the rectangle the better.  In an ideal system, the module should be in the geometric centre 
of the rectangle. 
The Multilateration method is a geometry-based decentralised localisation algorithm.  In a similar 
manner to the above technique, the algorithm detects an estimated distance from each beacon.  It 
then ‘draws’ a circle with a radius equal to the distance and centred on each beacon.  In a perfect 
situation the circles will intersect on a single point, but in reality there will be an area of higher-
density intersections and the module can be estimated to be in the centre of that area.  This method 
works in a similar way to Min-Max and is theoretically more accurate, but more complex.  This 
method is very popular in other literature [79, 80] and in the form of other slightly modified 
algorithms.  Oguejiofor et al  [80] suggested an accuracy of 0.56m for a 4 beacon Multilateration 
method – this is very promising for the SCM-based RMMS development.   
ROCRSSI stands for Ring Overlapping based on Comparison of Received Signal Strength 
Indication; it is considered a range-free algorithm and relies on the decreasing power function of 
signal strength with distance (it is not fully range-free, but negates environmental fluctuations in 
range estimations).  Every beacon must periodically broadcast a RSSI vector including each of 
the other beacons’ signal strength.  The module receives and stores these vectors and when it has 
multiple readings it will start calculating its position.  For each beacon the module will compare 
its RSSI from the reference beacon to the RSSIs between the reference beacon and other beacons 
in the network.  It then determines, by comparison of the known position signals (from beacons), 
how far away the module is from the reference beacon.  It does this for every beacon, ‘drawing’ 
rings around each beacon and thus determines an estimated position.  This could be used as an 
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adaption to the multilateration method, where there is no direct range calculation, but rather radius 
estimation based on the relative strength of the module signal in comparison to signals from 
beacons which are a known distance away from the reference beacon.  In certain cases, this 
method may prove a useful alternative to multilateration. 
Research from Blumenthal et al  [72] introduced the Weighted Centroid Localization (WCL) 
where firstly each beacon sends the module their position,  and secondly the module calculates 
its position by a centroid determination from which a derived function is applied to convert the 
data into a weighted value, giving a reportedly better localisation.  The centroid determination 
works by averaging estimated co-ordinates in a similar manner to multilateration.   
Nguyen and Rattentbury [81] proposed a method called the Regularised Gradient-Based Least 
Square (RGLS) method, which makes use of the phenomenon of RSSI overestimating small 
distances and underestimating longer distances.  This method aims to use a better model for 
distance estimates – the paper recommends that this model is adapted, using certain tests, for the 
particular type of hardware used.  In many of the investigated cases the function approximates a 
straight line.  This method is practically the same as the multilateration method (and can be 
adapted to other abovementioned methods), but uses an empirical method for distance estimation. 
The multilateration results in the paper by Zanca [78] do not give promising estimations because 
the overall resolution is very low when a realistic number of beacons (four to six) is supplied.  An 
average accuracy or resolution of under a meter is desired for the application of the RMMS in this 
research.  To support the use of multilateration algorithm, the following illustration (Figure 6) 
[78] shows how the localisation error is significantly lower (1m) when a module is in a position 
with beacons surrounding it rather than being outside of a ring of beacons.  It is clear that it will 
be beneficial to have beacons located around the perimeter of a factory (and possibly somewhere 
on the floor in addition).  This is convenient because this is also the logical and most realistic 
placement of anchor nodes and will likely give much improved accuracy in comparison to those 
quoted in the literature. 
 
  
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All the methods listed above are variations of ‘triangulation’ and all require a distance estimation 
based on signal strength indication (or possibly some other method) between fixed beacons and 
modules [74]. The following methods are based on other forms of RF-based localisation. 
MDV-Hop and DV-Hop algorithms are range-free algorithms exclusively for use in mesh 
networks of approximately uniform distribution.  They work by counting the number of hops in 
a path from a beacon to the node and using the average distance of one hop to estimate its position.  
It then can use any of the triangulation algorithms to estimate position.  This method is an unlikely 
choice in a dynamic factory floor setting, where there is no guarantee of a meaningful average 
hop length [74]. 
Maximum Likelihood (ML) is an algorithm based on classical statistical interference theory, it is, 
like most of the others discussed before, a range-based algorithm.  A vector of RSSI values from 
each of the beacons, ρ⃗ , of coordinates x b & y b.  The algorithm calculates the a priori probability 
of receiving ρ⃗  for each position of the module.  The position with the best probability is selected 
as the estimated position [74].  This method is complex to implement computationally (which is 
not ideal in a low-power microprocessor-based RTLS) and accurate when the number of beacons 
is high – which is not always possible in an industrial environment – and with a low number of 
beacons the algorithm is not very suitable.   
Point in Triangle (PIT) algorithms, such as APIT [82], are range-free and are suitable for high-
density networks.  APIT algorithm detects whether a node lies within a particular triangle of other 
nodes of known position.  When the smallest possible triangle of encompassing nodes is found, 
the approximate position of the lost node is found.  This algorithm is not suitable for the 
application at hand, and is better used for tracking of a single node or finding a lost node. 
The chosen method is identified in Chapter 5.3.1, where the choice is justified and the method is 
discussed in greater detail.  The specific programming of the method is also discussed there. 
3.6.4 Processing of RTLS Data 
Data found by a suitable real-time location system needs to be processed in order to be useful for 
the RMMS software.  This processing focuses on the ability to identify manufacturing cells based 
on the position of a module (attached to a machine) on the factory floor.  Research was conducted 
on the suitable options present for this processing and their attributes.  Hierarchical clustering, 
partitioning, grid-based clustering, and artificial intelligence methods are the common broad 
techniques that clustering algorithms are based on – the methods are discussed in the following 
text. 
Hierarchical Clustering works on the concept of either allowing an initial state of singleton 
clusters to merge together or an initial single cluster of all points to split until a pre-determined 
stopping criteria is met [83].  The strategies used to generate mergers or separations vary greatly 
from algorithm to algorithm, but the premise of splitting or merging remains constant in all 
hierarchical methods [84].  The structure of a hierarchical clustering algorithm is often 
represented as a tree diagram or dendrogram where each end leaf or line-end is a point and joined 
points are part of the same cluster [83].  The stopping criteria will determine at which point the 
algorithm stops along the tree/dendrogram, and the highest remaining joins will be clusters. 
Partitioning Methods for clustering include K-means methods, relocation algorithms, and 
density-based methods [83, 85], although K-means methods and density-based methods are 
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sometimes separated into their own categories.  Due to the broad nature of these techniques, each 
of them will be discussed in the following text. 
Relocation Clustering Algorithms start with an initial partition of the data based on an input 
containing a number of clusters into which the data should form.  The algorithm then moves the 
clusters around and changes their size, depending on what rules are in place, iteratively until a 
best case is found.  In general this method needs a small amount of user input, although more 
intelligent options are available which estimate the number of clusters and can change the estimate 
in case of an unacceptable output being found [85]. 
K-means Clustering is an iterative method based on Euclidian distance measure of cluster 
members about a K centroids made up of the mean of its points [84].  It is probably the most 
widely used clustering algorithm and produces high quality clusters in the right circumstances.  
The general K-means algorithm estimates spherical clusters about the centroid of its points and is 
thus useful for small uniform clustering [84].  It has many varied off-shoots and adaptions not 
documented here which perform better in each of their specific tasks [83]. 
Density-Based Clustering works by locating areas with a high density of points and assigns all 
points in that dense area to a cluster, which absorbs points near enough to its boarders to be 
clustered [84].  This makes density based methods useful for detecting clusters of irregular shapes.  
These methods rely heavily on estimations of the scale of the cluster range to estimate density 
and must be configured for different environments [83].  A distinct advantage of density based 
methods is the ability to find clusters which are not linearly separable or spherical in nature. 
Grid-Based Clustering Methods use both partitioning and hierarchical methods to cluster data, 
taking into account the density of the points to find relationships.  The search space is given a 
finite grid pattern which is used to simplify the density calculations.  It differs from other 
clustering techniques by concerning itself with the space around points rather than the position of 
the points themselves [83]. 
Artificial Intelligence (AI) can be used to improve other algorithms described earlier and to 
provide its own evolutionary methods for clustering.  Evolutionary methods can be employed, for 
instance, to find the correct number of clusters for K-means or relocation clustering methods.  
Evolutionary methods tend to have a high computing cost and are thus not very popular.  It is also 
an issue in some circles that these methods are not deterministic in nature and thus may give 
varying results given the same set of data, which is not the case with the other methods [83]. 
The chosen method is identified in Chapter 8.3, where the choice is justified and the method is 
discussed in greater detail.  The specific programming of the method is also discussed there.   
3.6.5 Homogeneous Machine Controller Communication 
Two lines of communication are necessary between the proposed module and machine – from the 
module to machine controller and from the machine controller to module.  Machine controllers 
can know the physical configuration of their machine and can thus provide a communication of 
that configuration (see section 2.5).  The module must gather the state of the machine by receiving 
data from a machine controller which is aware of its physical configuration [8] and it must be able 
to communicate software reconfiguration instructions to the machine controller.  It should be 
noted at this stage that although a Modular Mechatronic Control enabled RMT may know its 
hardware configuration, this is not sufficient information to know what program should be run in 
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the new production period – this depends on what product is being produced and thus on the 
overall state of the factory floor.   
Considering a modular RMMS concept as discussed in the preceding sections, communication 
between the machine controller and the proposed module could be done in a bit-wise fashion or 
over a simple communications protocol such as RS232, UART or I2C.  Most industrial controllers 
are Programmable Logic Controllers (PLCs) and are thus capable of reading High/Low signals 
on input pins [86-88], but in some applications this may require the purchase of an additional I/O 
module.  Not all machine controllers are compatible with a standard simple communication 
protocol without the addition of a potentially expensive add-on module.  Non-PLC industrial 
controllers are generally also capable of High/Low reading, making the option of bit-wise 
communication universal and cost effective in the vast majority of cases.  Although many 
commonly available microcontrollers are capable of UART, RS232 and I2C, practically every 
marketed MCU is capable of digital bit-wise High/Low signalling and the MCU’s that are capable 
of the other communication protocols are more expensive than those that are capable of only bit-
wise communications [89].  Thus bit-wise signalling messages were designed and are discussed 
in sections 5.5 and 5.6. 
3.6.6 Data Processing and Program Assignment 
Once the RMMS software is aware of the physical state of the factory floor (as found by the RTLS 
and machine configuration gathering), the state processing needed to be made to turn it into a 
usable model.  An amount software had to be included within the RMMS layer in order to produce 
usable functionality from gathered data.  Two specific goals were required from the development 
of a processing system within the RMMS:  
 The RMMS must use the physical data to produce software changing instructions and 
send them to the appropriate machines to complete the reconfiguration process.  The 
software information is based on a database produced at an earlier stage. 
 The RMMS must have the software framework needed to pass appropriate data to higher 
level software entities in order to update control and management modules with the new 
factory floor requirements and outputs. 
It is this process of switching the machine operation programs is what makes the RMMS a 
management system.  The switching of software routines without the need for constant human 
interaction improves the management ability of a traditional middleware layer in a factory 
management system.  The software which has to make program assignment decisions based on 
the factory floor model needed to be built around some sort of Artificial Intelligence, the AI must 
be able to make quick, accurate decisions in a reasonably deterministic fashion.  AI is a very 
popular modern branch of computing research and many powerful methods are available and have 
been developed into systems capable of handling different situations.  Genetic Algorithms (GAs), 
Knowledge-Based Systems (KBSs), Artificial Neural Networks (ANNs), and Swarm Intelligence 
(SI) methods are investigated in the following text. 
Genetic Algorithms are a method of evolutionary computing which used a biology-inspired 
method of evolution.  GAs represent the overall concept of evolutionary intelligence, even though 
other methods do exist [90].  A population of possible solution variables is generated in a random 
or pseudo-random manner in the form of a genetic string or string of genes which represents a 
solution to each of the variables in the problem.  Mutation and selection processes are applied to 
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the population of genes to simulate evolution.  The selection requires a pre-determined fitness 
function to judge how well the solution will perform.  The majority of solution fitnesses can be 
judged by simulated performance or by some known rhetoric.  Good choices of selection and 
mutation will cause the population to converge to a solution which is near ideal.  This method is 
extremely powerful when correctly implemented, but is difficult to get right. 
A Knowledge-Based System is a simple and well-proven form of artificial intelligence which is 
more simple to implement and more deterministic than some other methods of artificial 
intelligence.  The system uses reasoning (an inference engine) and a base of known facts (the 
knowledge base) to solve a problem [91].  When coded for a specific problem set the KBS can be 
simply set up and changed, making it very suitable for the task at hand, with the only real 
disadvantage being the large amount of data needed in the knowledge base in order to get 
meaningful results [92]. 
An Artificial Neural-Network is a method of artificial intelligence which aims to emulate the 
structure of a biological brain by coding artificial neurons (also known as processing elements or 
units).  The neurons use inputs and weights on those inputs in order to trigger a function.  The 
weights on the inputs of the neurons need to be optimised by a known function and often another 
form of AI (such as a genetic algorithm) is used for this operation [93].  Neural networks are 
capable of ‘learning’ to handle problems of great complexity, especially when combined with 
powerful optimisation such as GAs or DE [90]. 
Swarm Intelligence is another method of intelligence, usually used in optimisation problem 
solving, which is based on nature.  There are many forms of artificial swarm intelligence, 
including Particle Swarm Optimisation (PSO), Ant Colony Optimisation (ACO), Differential 
Evolution (DE) and many others [90].  These algorithms are highly effective at solving multi-
dimensional optimisation problems [93], but are not necessarily applicable for the task of 
assigning programs to machines.   
3.6.7 Physical and Electrical Design 
The physical design of the module used in a RMS factory environment is influenced by the factors 
outlined above but is not defined in its entirety at this stage.  The design cannot be properly 
defined without the proper attributes, which are defined in the section covering the design process 
(9.3).  At this stage the conceptual physical design considered some feasibility constraints defined 
by the preceding research.  If a module attached to an industrial machine is considered, which is 
capable of unpowered operation and wireless communication and possesses processing capability 
for a RTLS, the module should: 
 be small and light so as to not interfere with the machine; 
 contain its own method for voltage regulation; 
 house a battery for power when the machine controller is offline; 
 contain a microprocessor capable of serial or bit-wise communication; 
 contain the components for a method of localisation; 
 be resistant to dust and light impacts; 
 be capable of voltage boosting and bucking for I/Os; 
These constraints come from some basic needs for an industrial environment.  The proposed 
module had to be capable of battery operation because power will be shut off for a reconfiguration 
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and modules must not lose communications during this reconfiguration.  For this reason the 
module should contain a suitable battery. 
Different installations will provide different power sources, most run at either 24V, 12V, 18V or, 
less commonly, 5V [86-88].  The module must be designed to be universally applicable and thus 
capable of operating on any of these voltage sources.   
The module is designed for an industrial manufacturing setting and will thus likely be subject to 
dust settlement, vibrations and light impacts during reconfiguration and operation [94].  For these 
reasons the module should be contained in a sturdy housing and should not be vulnerable to dust.  
It is not necessarily required that the module housing should be waterproof, except in some 
particular cases and for this reason a waterproof option should be considered. 
3.7 Chapter Summary 
This chapter dictated the requirements of the system and introduced the possible solution 
concepts, from which a conceptual design was drawn.  The conceptual design was made up of 
multiple aspects from different areas of engineering, each of which required further study.  A 
review of the current state of knowledge in each of the constituent aspects of the conceptual 
system is documented in the chapter, without making decisions on the final design.  This chapter 
showed the different routes available for the development of the working system and also 
identified which areas would need the most work.  
MSc (Eng) Dissertation, R McLean  UKZN Mech Eng 
35 
PART B 
This part of the dissertation covers the concept development described above into a working 
laboratory-scale system.  The design procedure of the RMMS and each of its constituent aspects 
is described and experiments used during the design processed are documented.  This discusses 
the design procedure of the system and each of its sub-systems, down to the component level in 
the appropriate cases.  Design decisions are motivated and other options and considerations are 
covered.  Experiments which affected the design decisions were included in the next chapter and 
should be consulted along with the system design discussion. 
There are five essential sub-systems in the RMMS: 
 communication from the machine controller to SCM; 
 communication from the SCM to machine controller; 
 wireless communication between the RMMS control software and SCM network; 
 wireless-based RTLS; 
 central RMMS control software including a GUI, cell-formation intelligence, a database 
and SCADA considerations; 
Each of these systems and their design processes are discussed in detail in this chapter.  During 
the design processes discussed in this section several experiments were performed to validate 
hypotheses and optimise algorithms at a simulation level.  These experiments are documented in 
section 10, which should be consulted during the reading of Chapters 4 to 9. 
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4. Chapter 4: System-Level Design and Functionality 
4.1 Chapter Introduction 
Before each of the aspects of the system and their designs are discussed, there should be a detailed 
description of the system and how each of these aspects interoperate in order to help the reader 
better visualise the requirements of the aspects.  This chapter describes the Reconfiguration 
Management and Middleware System at the level of the system itself, stating the requirements of 
each of the aspects without divulging information specific to the design of the aspects themselves.  
This section covers the same principles discussed in section 3.5, but in higher detail and with 
further development in many of the aspects.  Some design decisions are implied in this section 
but are not fully justified in the text – these are elaborated upon later in the sections that follow.  
The RMMS contains the following entities which must interact seamlessly: 
 Central RMMS Control Software (CRC) (with GUI); 
 higher Level Entities (ERP, MES, Interacting Engineers); 
 State Communication Modules (SCMs); 
 machine controllers; 
 Beacon Positioning Modules (BPMs); 
4.2 Control Position and Operation of the RMMS 
The RMMS has software which runs as an application over the operating system of the central 
control computer and is thus not middleware in its traditional definition.  It, however, functions 
in the same way as middleware, with the additional management functionality – the system could 
even be described as a device driver for the RMS.  The system as a whole, including the hardware, 
communication links, and control software, slots into the control structure in the same position as 
traditional middleware.  The following image (Figure 7) shows how the middleware, including 
its SCADA functionality fits into the software control structure of a factory: 
 

Figure 8 shows the workings of the RMMS in the most critical of tasks – the handling of a 
reconfiguration.  The RMMS must gather the factory floor state, associate it with a set of programs 
and instruct the machines in the RMS to switch to the correct programs for that configuration.  
This should all happen as one process, with no additional human interaction.  A description is 
added after the figure to better explain the process. 




The following refers to Figure 8 and starts when the physical reconfiguration has been completed: 
1. Physical Configuration from machine controller is read by the SCM and converted into 
a configuration message for the CRC. 
2. The SCM determines its Location and sends it, along with the machine configuration 
information in a message, to the CRC. 
3. The Middleware on the CRC sends the information to the Artificial Intelligence engine. 
4. The Artificial Intelligence creates a model including the New Plan and Configuration. 
5. The Middleware sends the New Software Switching Instructions to the SCM. 
5. (a) The CRC GUI displays the configuration, with machine positions. 
6. Once the physical reconstructions have taken place (according to GUI input) the Software 
Switching Instructions are sent to the SCM. 
The illustration in Figure 8 shows the operation of the RMMS in its most critical operation and 
was constructed to guide the design process for each of the sub-systems.  This figure should serve 
as a reference point to the reader.  It does not, however, cover the additional functionality 
conceptually designed into the system – SCADA.  It only illustrates the data flow operation of 
the RMMS in a reconfiguration.  The SCADA operation only happens after a reconfiguration has 
been fully achieved.  Once the RMS is in its new state and is in operation, the wireless network 
of the RMS can provide some basic SCADA operations (along with additional software which is 
beyond the scope of this research), allowing the SCM to receive progress and operation signals 
(part count, machine status, operation time, etc.) from the machine controller and convert it into 
a standard message to be sent to the CRC. 
4.3 Structure of the RMMS 
Figure 9 shows the structure of the system and how the communications discussed above are 
carried out.  A single SCM/machine controller link is shown here, but this should be visualised 
with multitudes of SCMs communicating with the wireless module connected to the CRC.  This 
figure serves to further illustrate the workings of the RMMS at a system level.  This figure is 
expanded upon later on in this text, using a similar structure, but showing how the additional 
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structure fits into the greater system infrastructure.  The illustration also shows interaction with 
higher-level entities like ERP, MES and interacting engineers.  This allows new plans to be added 
and gives functionality to autonomously update inventory requirements and other management 
information, but its implementation was beyond the scope of the research.
Figure 9 also shows the general duties of the CRC in a reconfiguration operation.  After the 
physical change has taken place, the CRC instructs the SCMs to gather the factory floor info (the 
physical configuration of the machines and their position).  The CRC uses this information to 
cluster machines into cells, based on their position and uses the configuration of the machines in 
each cell and combination of cells on the floor to make a decision as to what program should be 
on each machine.  Once this decision is reached by the CRC it sends program switching 
instructions to each of the SCMs, completing the reconfiguration process. 
 

4.4 Chapter Summary 
At this stage the reader should be familiar with the goals of the RMMS and how the RMMS was 
designed to work.  The text which follows greatly elaborates on each of the sub-structures outlined 
in this chapter and an understanding of the roles of each of the attributes is needed in order to 
fully understand the design decisions made. 
This chapter described the RMMS at a system level, showing how it was positioned in the overall 
control structure of a RMMS and introduced the structure of the system itself.  This chapter 
clarified and gave details of the concept introduced in the previous chapter (section 3.5).  The 
operation description given in section 4.2 served as a guide for the entire design process and 
should have given the reader a clearer idea of how the system will work at the end of the design 
process.  The structure explained in section 4.3 was built on throughout the design process and 
this template can be seen in later diagrams on the extended structure of the RMMS (Figure 38 
and Figure 39). 
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5. Chapter 5: The State Communication Module 
5.1 Chapter Introduction 
The SCM had to play a few crucial roles in the RMMS, it had to provide the hardware support 
for the RMMS, act as a part of the RTLS, and house wireless communication.  This chapter covers 
the design process of the SCM, including selection of the appropriate core components that make 
it up, design of the electrical sub-systems and design of the complete SCM circuit.  This chapter 
introduces the structure of the SCM and uses matrix-based selection to choose between the 
different concepts for each of the facets of the module. 
5.2 Structure of the SCM 
The State Communication Module, as discussed in section 3.5, had to have a microcontroller and 
wireless communication hardware capable of using a wireless protocol.  This section covers the 
choice of hardware for the two core components of the SCM and the functions that each of the 
modules must be capable of.  Figure 10, below, shows the function block structure of the SCM as 
was implemented with the chosen modules. 
 

The SCM core components are a microcontroller and a radio-frequency communication module.  
The next section discusses how the Zigbee wireless protocol was chosen for use as the wireless 
communication channel.  This choice narrowed down the choice for communication modules to 
ones which are capable of handling the Zigbee protocol. 
5.3 Selection of the Core Components 
The SCM was designed with core components, a microcontroller for data processing and a 
wireless module for communications and for the real-time location system.  This sub-section 
discusses the selection of these components. 
5.3.1 Radio Frequency Module 
The protocol to be used had to be chosen before the radio frequency communications module 
could be chosen.  The various wireless techniques which were considered are discussed in high 
detail in section 3.6.1.  In that section, Table 5 shows a basic comparison of the techniques which 
were researched.  Table 7, below, shows the comparison matrix in the format used in this section.   
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Each technique has its strong points and weak points, with the Zigbee protocol showing the most 
consistent high scores and averaging out as the best choice.  The DASH7 protocol was not far 
behind in score, but the lack of readily available modules and difficulty of implementation made 
it an obviously less suitable option for the SCM module. 

 
The radio frequency module had to be capable of communicating using the Zigbee protocol and 
be capable of giving a Received Signal Strength Indication (RSSI), as discussed in section 3.6.3.  
It was beneficial that a Zigbee module is readily commercially available and that many of the 
commercially available options contain a means of RSSI.  Only modules readily available in 
South Africa were considered.  The following options were considered as shortlisted possibilities, 
although these are only a few of the modules available internationally: 
 Renesas ConnectZED 
 Digi International XBee 
 Telegesis ETRX3 Zigbee 
 Atmel Zigbit 
The table below (Table 8) shows how the modules were compared.  The method was to grade 
(with 10 being the best choice and the rest gauged out of 10 in comparison) each applicable 
attribute of the modules with a weighting as to how important each was to the design decision.  
In the table, the column labelled ‘Complexity’ covers ease of setup for mesh networking and 
‘Support’ refers to the amount of readily available documentation and support for module use.  
The ‘RSSI Pin’ column is a 10 or 0 column referring to the presence of a physical output RSSI 
pin on the module.  The ‘Processing’ column refers to the level of microcontroller processing 
power accessible for calculations on the module.  The other two columns should have evident 
meaning, with the cost being estimated based on prices from the RS Components South Africa 
online store [95].  A module with good processing capabilities could, in theory, negate the need 
for a microcontroller in the SCM, hence the score for Processing.  The main issue with this, 
however, is that the modules have few GPIOs and thus can’t fulfil the role in its entirety.  This is 
the reason that, as can be seen in the table, a module with very little on-board processing capability 
was chosen as the Zigbee module. 

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With XBee® having been chosen as the platform for the Zigbee protocol, the choice of which 
model within XBee® range had to be made.  It is evident, as was mentioned in section 3.6.1, that 
the modules had to be capable of mesh networking, so Series 2 XBee® modules had to be chosen.  
Once that was established, the decision had to be made between the stock and ‘Pro’ XBee® 
modules; the ‘Pro’ modules are more expensive modules which have higher strength transmitters, 
capable of higher signal power.  It was known that the ranges of hops in the mesh network lie 
well within the obstructed indoor range of the standard modules (40m [96]) and the distance to 
any four positioning beacons would also be in this range.  Therefore the extra cost of the ‘Pro’ 
modules was not justified and the standard module was chosen.  Next there was the choice of 
antenna built into the modules, the available options were Chip, PCB, Whip and External 
Connector antennas, whip antenna modules had the best cost to performance ratio, and were thus 
chosen.  For this reason the Whip Antenna XBee® Series 2 modules were chosen, the picture 
below (Figure 11) shows the module, which has an unusual (but well supported) pin pattern using 
2mm spacing rather than the standard 2.45mm. 
 

The RTLS requires consistent readings sensitivity in order to be accurate and the whip antenna 
gives a reasonably ‘circular’ sensitivity [97], a diagram of the sensitivity can also be seen in Figure 
11. 
XBee Series 2 modules can operate in both API mode, where the user is able to more directly 
modify and control the communications behaviour, and AT mode (also known as transparent 
mode), where the XBees act as a serial link.  It was decided at this point that the benefit of 
implementing API mode would not justify the amount of extra work needed, so the default AT 
mode was used for the rest of the development. 
5.3.2 Microcontroller Selection 
The microcontroller is responsible for receiving the serial information from the XBee® module 
(via a serial port), understanding the message and performing a certain task, defined by the 
message.  The tasks are: 
 Converting a received message into a bit-wise program swapping message for the 
machine controller (as discussed in detail in section 3.6.1, 3.6.5 and 5.5). 
 Receiving a bit-wise configuration description from the machine controller and 
configuring it as a serial message (as discussed in detail in section 5.4). 
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 Calculating its own position based on a RSSI signal from the XBee® module (as 
discussed in sections 3.6.2 and 6.2). 
 Constructing a message containing the machine configuration and its position on the 
factory floor and sending it, via the serial port and XBee module, to the central controller 
(discussed in sections 3.6.2, 3.6.5, 5.4, 8.3). 
Receiving basic SCADA information via I/O ports and feeding this information to the CRC along 
the serial port and XBee® (discussed in section 9.4) 
Most of the tasks are simple, with very little computational power required.  The exception is the 
position calculation, which involves complex calculations and large (in terms of microcontrollers) 
amounts of Random Access Memory (RAM).  The positioning system sub-routine alone required 
over 1 KB of RAM to operate, which limited the choice of microcontroller somewhat.  It was also 
beneficial for the microcontroller to be as fast as possible, with as much RAM as is available at a 
reasonable cost.  Over-specifying the microcontroller leaves room for more accurate calculations 
and further expansion, so that the RMMS would not be limited by hardware restrictions from the 
MCU.   
It was decided very early on that a microcontroller integrated board would be used for the 
prototyping of the BPM and SCM.  The main justification was that these boards are easy to set 
up and use with easily accessible I/Os and other features such as on board voltage regulation and 
connectors.  Using a pre-assembled board greatly speeded up the development process and is 
justified in the simplicity of use. 
The choice, therefore, lay in which brand or model of development board to use.  There are many 
competitive choices falling into three main categories: 
 Arduino and Arduino Clones, 
 Raspberry Pi, 
 BeagleBone. 
Arduinos and Licenced Arduino Clones are popular for prototyping, hobbyists and development 
because of their low cost, simplicity and multitude of online support.  Arduino has its own 
Integrated Development Environment (IDE) which uses basic C code and can also be 
programmed using any IDE which can compile C code.  Arduinos generally house 8-bit 
processors from Atmel, although some models and clones have 32-bit, 84 MHz processors.  These 
boards are available with high numbers of General Purpose Input/Output Pins (GPIOs).  Arduinos 
operate at a very low power, which is advantageous in the industrial environment.  The biggest 
advantages of the Arduino boards are support and cost.   
Raspberry Pi boards are closer to full personal computers in their power, with a 700 MHz 
processor and 512MB of RAM.  They are programmed in Linux but are highly customisable, with 
17 available GPIOs.  This device has many additional features which increase the cost, including 
HDMI output and networking ability which is not required for the SCM.  The cost of a Raspberry 
Pi is generally about double that of an Arduino board, but with far more performance available.  
This price increase is not justified.  The power usage is much higher than the Arduinos or Android 
device, to go with the better performance. 
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BeagleBone boards are very similar in concept to the Raspberry Pi, but with lower power 
consumption and far more GPIOs (65).  They, like the Pi, were considered to be over specified 
for the application and their high cost (four times higher than a reference Arduino) could not be 
justified. 
The best choice for the microcontroller board in the SCM was an Arduino development board, 
but many different Arduinos and Arduino Clones available in the marketplace.  The comparison 
below Table 9) shows how the model of Arduino platform board was chosen.  The table follows 
the same format as before and most of the columns are self-explanatory.  The ‘Extra’ column 
refers to a score for having extra features when compared to other boards, such as a built in XBee 
socket for the module mounting. 

 
The table shows that the strongest choice for the Arduino board is the Arduino clone, 
TeensyDuino 3.1, also known as the Teensy 3.1.  This model has an 84 MHz, 32-Bit ARM Cortex 
microchip, essentially the same as on the Arduino Due.  It has 64KB of RAM and is priced very 
competitively.  The board has an outstanding price to performance ratio.  The Teensy is 
technically an Arduino Clone, but will also be referred to as ‘the Arduino’ or ‘the microcontroller’ 
in the rest of this text.  A picture of the Teensy 3.1 is shown in Figure 12. 
 

5.3.3 Interfacing of the Modules 
Interfacing of the chosen Arduino with the XBee module is very simple, the XBee only needed 
to be linked to power pins (Ground and 3.3V) and to the pins corresponding to the serial port of 
the Arduino.  In the case of the Teensy 3.1 there are 3 serial ports so the choices are: 
 pin0 and pin1, 
 pin9 and pin10, 
 pin7 and pin8. 
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An extra link was also needed for the purpose of the RTLS.  The XBee RSSI pin (pin6) had to be 
linked to an analogue pin on the Arduino (pin14) was chosen.  The following circuit diagram 
(Figure 13) shows how the modules were connected. 
 

Figure 13 shows that many of the pins of the XBee module were not used in the interfacing.  Some 
of the pins on the module can be used as logic output pins and for other functions which are not 
made use of in the application of the RMMS.  The on-board processing on the XBee was too weak 
to be made use of, so the pins were not used.  The open pins on the Teensy are reserved for use 
for communication with the machine controller, as is discussed in the next two sections. 
5.4 Communication: Machine Controller to SCM 
Section 3.6.5 discusses the strategy used for machine controller communications – 
communication between the large variety of different, heterogeneous machine controllers and 
SCM will be handled with set bit-wise high/low signals.  This method maximises compatibility 
and thus allows for practically every brand and control architecture which is used in machine 
control to communicate simply and efficiently with the SCM.  There is an issue which may not 
be obvious when thinking conceptually about this type of communication – the difference in the 
I/O voltages of the machine controller and SCM, the solutions to this are discussed later. 
The machine controller has to be programmed at the initial setup phase of the RMS to store all 
the relevant programs (to be switched between on command) and to include the necessary 
understanding of the bit-wise messages.  The table used as the basis for bit-wise message 
configuration is shown inTable 10.   
Table 10 shows that some messages are reserved for certain functions, with the others left for 
program switching states.  The set combinations of bits are shown in the table for both messages 
from the SCM to machine controller, and for messages in the other direction.  Pseudo-code is 
shown in the listed figures, for the SCM requesting a configuration message from the machine 
controller (Figure 14), and for the machine controller responding with a physical configuration 
message upon request.  In the pseudo-codes the pin0-pin6 on the SCM are output pins and are 
connected to the same named pins on the machine controller, which are inputs.  The reverse is 
true for pin7-pin13.  The two pseudo-codes should be read together, with the reader referring to 
each, as the routines are interactive.  The other primary function of communication between the 
SCM and a machine controller (switching between programs) is discussed in section 5.5. 
 
 






The machine controller must be able to communicate SCADA data to the SCM during the actual 
operation of the RMS as well as using these message tables.  This is covered in section 9.4. 
The message table shown above (Table 10) allows for 108 unique physical configurations to be 
communicated to the SCM and allows for 120 unique programs to be switched to on the machine 
controller, no practical setting will need more.  It could even be argued that an excessive amount 
of I/Os is used by the SCM.  It could easily be changed, especially by reducing the number of 
communication channels from the machine controller to the SCM (because the number of possible 
configurations is lower than, or at worst equal to, the number of possible programs).  This is left 
for later research. 
For both the SCADA applications discussed later and for the message signalling as reviewed 
above, the difference in high/low signal voltages on the I/O ports of the machine controller and 
SCM – in particular the microcontroller in the SCM.  The SCM uses a microcontroller board with 
I/Os operating at a logic level of 3.3V, which is different to the prevailing 24V, 18V, 12V and 5V 
on PLCs and other machine controllers and breakout boards (see section 5.3.2).  For this reason 
the voltage needs to be scaled down so as to not overload a typical 3.3V microcontroller’s pins, 
which are only rated to 3.8V [98].  There are several ways to step down the voltage of the output 
from the machine controller to the input pins of the SCM’s MCU, these methods reviewed are 
discussed in the next sections (5.4.1, 5.4.2 & 5.4.3). 
5.4.1 Electrical Conceptual Designs and Considerations (Step Down) 
Five basic methods of stepping down a logic level are described and deliberated below; an opto-
isolator, a relay, a voltage divider circuit, a retail logic-level converter and a transistor.  The cost 
of each of these methods is based on prices from SparkFun Electronics [99].  A circuit of each of 
the concepts is given with each description. 
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An opto-isolator works by using a voltage (in this case, the higher voltage from the machine 
controller) to trigger one side of the optic system to provide an optic signal to a receiver which 
completes the circuit on the other side.  The completed circuit is shown in Figure 15 and is 
connected to the Vcc of the MCU and to the input pin, so when the circuit is completed it sends a 
high to the MCU.  In this case the logic levels of the machine controller will be reversed, but this 
is simple to solve in the software.  In this case, the circuit would need to be repeated for each 
signal channel.  Single integrated circuits (ICs) can be purchased which contain all of the circuitry 
shown below and only need to be connected to the input pin, output pin, Vcc and ground. 
 

A relay works by using the high from the machine controller’s signal voltage to trigger a relay to 
complete the circuit on the MCU side of the relay.  The completed circuit is shown in Figure 16 
and connects the MCU’s Vcc to the input pin, thus signalling a high.  Many types of relays are 
possibilities, although relays are typically used in the reverse – to switch a high voltage line using 
a small signal voltage.  In this case, with low voltages and a small required size, a solid-state relay 
would be most suitable.  Multiple channel relays are commercially available, as are single channel 
units.  Each signal channel will need to have a relay attached and these used would need to match 
the switching voltage of the relay to the signal voltage of the machine controller. 
 

A voltage divider circuit is a simple way of dropping a voltage signal; it works by using a series 
circuit of two selected resistors connected to ground with the input pin of the MCU connected 
between the two resistors.  The ratio of the second resistor value and total resistance must match 
the ratio of voltages; so that a drop in voltage from 24V-3.3V implied the second resistor must be 
approximately 13% of the value of the sum of the first and second resistors.  This method could 
be slightly energy inefficient, because energy is lost in the form of heat through the resistors.  The 
strength is that this method is very inexpensive and very small, needing only two resistors (see 
Figure 17).  In this case, the resistor-based voltage divider circuit will need to be duplicated for 
each of the I/O channels.  Because of its size, though, the circuit can be printed on a very compact 
PCB and can thus be made very small. 




A transistor could be used where the base of the Negative-Positive-Negative (NPN) transistor is 
connected to the output pin of the machine controller, via a current limiting resistor, and used to 
trigger the transistor into forward bias mode (as shown in Figure 18).  The forward bias mode of 
the transistor then allows current to flow from Vcc to ground of the MCU.  A resistor limits the 
current and the input pin is connected after the resistor, this gives a high to the input of the MCU.  
In this case a low will trigger the transistor and send a high to the MCU, so the logic would have 
to be inverted in the machine controller software. 
 

Retail Logic Level Converters are available from electronics shops and use one of the methods 
described above printed to a premade PCB and sold as a set package with different numbers of 
channels and set voltage conversions.  An example of a 4-bit, 5V to 3.3V is shown in Figure 19.  
This circuit assembly part is readily available from SparkFun Electronics [99], but all the required 
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5.4.2 Comparison of Electrical Concepts (Step Down) 
The following comparison (Table 11) follows the same format as the tables discussed before.  
Each of the column meanings should be self-explanatory. 

 
Table 11 shows that the voltage divider circuit was judged to be the best choice for step-down 
conversion of the logic channels from a machine controller to the SCM.  The following section 
shows the circuit designed for the conversion of logic levels of various signal voltages supplied 
by machine controllers. 
5.4.3 Electrical Design: Logic Level Step-Down 
The voltage divider circuit was chosen for development in the RMMS (discussed in section 5.4.2); 
the development of the final design is discussed and described below. 
Different resistor combinations are needed for each of the different possibilities of signal or 
operational voltage from the machine controller.  In the case of the SCMs, the signal or 
operational voltage will always be 3.3V.  This is the only real disadvantage of the concept, 
because each different voltage output needs a different combination of resistors and thus each 
SCM will only be compatible with a set controller voltage and thus each particular SCM can only 
be used on a limited subset of machines, a small disadvantage. 
Ohm’s law states that for a set voltage drop (equal to the signal voltage of the machine controller 
output) the circuit resistance and current are inversely proportional.  The power law of circuits 
states that the power consumption is the product of voltage (which is constant in this case) and 
current.  The goal was to use as little power as possible, which implies that the circuit was 
designed to draw little current. 
The ratio of first resistor and sum of resistance had to match the ratios of voltages of the machine 
controller and SCM.  Thus, the ratios for controllers of various voltages were calculated and are 
shown in Table 12. 

 
These ratios showed that it was clear that there are hundreds of different combinations to suit the 
ratio requirement, but that further considerations need to be made as to the resistance of the circuit.  
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Because the voltage supplied is set, the higher the resistance, the better, because with high 
resistance comes low current and thus a low dissipated power.  This is desired for power saving 
and for lower heat expulsion from the resistors.  An example calculation is shown in [Eq. 11]for 
the conversion from a 24V controller to the 3.3V SCM – which will give the ‘worst-case’ values, 
where the sum of resistance is lowest.  For these calculations it was desired to have a designed 
power consumption below 0.05W. 
 P=VI    ⇒   I= 
P
V
    &    R= 
V
I
  ∴R= 
V2
P
  =  
242
0.05
 =   11520Ω  
 
The calculation above shows that that a combined resistance of over 11520Ω is required.  It is 
known that a higher resistance will give yet less power used so a set value for the first resistor, of 
R1=15kΩ, with the second resistor value varying for each different controller voltage.  For the 
reasons explained in the previous paragraph and by the calculations shown above the following 
decisions, shown in Table 13, were made with respect to resistor values. 

 
Table 13 shows that the required output can be achieved well within the sensitivity of the SCM’s 
MCU with common resistor values and low power consumption values.  The following circuit 
(Figure 20) shows the layout of the circuit for logic level conversion for a 24V PLC. 
 

The design shown above was tested to work efficiently and proved to be a good method for 
stepping the voltage down in this application.  An experiment was performed, documented in 
section 10.2.1, which proved the capability of the design for various voltages. 
5.5 Communication: SCM to Machine Controller 
Communication in the reverse direction to the one discussed in the section before was also critical 
for the desired RMMS functionality.  Communication in this direction allows the SCM to pass 
program switching (software reconfiguration) instructions to the machine controller to complete 
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the reconfiguration process of the RMS.  In a similar strategy to the communication from 
heterogeneous machine controllers to their attached SCM, the communication in the reverse 
direction was designed to be a bit-wise multi-channel high/low message using 7 channels.   
The ability of the system developed in this research to update control instructions in the form of 
switching between programs on a machine controller is an important attribute of the management 
of reconfiguration.  The automation of this process was a primary goal of this research with the 
aim to develop a system which was capable of removing the need for management by a human 
operator and replacing this labour intensive and time consuming activity with an efficient, 
computer controlled process. 
The role of this communication is for the SCM to pass on program switching instructions from 
the CRC to the machine controller.  The information is sent from the CRC to the SCM as a serial 
message along the wireless network and the SCM reads this message and interprets it as an 
instruction to start the program switching sequence.  The SCM requests for the machine controller 
to accept a program switching instruction and then sets its 7-bit communication channel to the 
combination corresponding to the program required for the new RMS state.  Each of the possible 
programs to be run on a machine must be contained on the memory of the controller, as a pre-
requisite for the use of the SCM RMMS.  The 7-bit message sent by the SCM to the machine 
controller is an instruction to switch to a new program corresponding to the message as shown in 
Table 14.  The following figure (Figure 21) is a set of pseudo-codes for what was programmed to 





MSc (Eng) Dissertation, R McLean  UKZN Mech Eng 
51 
After this communication has taken place, the machine controller uses the stored program number 
to choose the program to run.  The exact implementation of the method is beyond the scope of 
the research, but this can be achieved in many ways, depending on the machine controller and 
preferred method of the programmer: 
 switch/jump statements at the start of each loop; 
 an interrupt to run a subroutine; 
 a main method which jumps to a sub-routine; 
A simplified flowchart shown in Figure 22 provides a possible example structure of the routine 
to be implemented in a machine controller in order to respond to the SCM’s program switching 
instructions.  The flowchart shows that if the inputs on the digital IOs of the machine controller 
are changed then the program section which is implemented differs.  The example shown would 
be implemented on a form of gantry machining platform such as the prototype designed at UKZN. 
 

The communication from the SCM to the machine controller encountered a similar (but reversed) 
problem to the communication channels in the opposite direction.  In this case the voltage needs 
to be stepped up from the 3.3V of the SCM’s microcontroller to the voltage of the machine 
controller (5V-24V).  It is clear that the same method chosen in section 5.4.3 cannot be used for 
the reversed voltages.  For this reason, new concepts were investigated and are discussed, 
compared and finalised in the next sections (5.5.1 to 5.5.3). 
5.5.1 Electrical Conceptual Designs and Considerations 
The application is the reverse of what was discussed in section 5.4.1 but many of the concepts 
can be made to work in the opposite direction.  The options investigated for the step up from SCM 
to controller voltage were: opto-isolators, relays, a retail logic level converter and transistors. 
A description of an opto-isolator is given in section 5.4.1, with the only changes being that the 
circuit will be connected as follows in Figure 23.  In this case, the 3.3V from the SCM’s output 
triggers the LED, which allows the phototransistor to complete the other side of the circuit, 
sending a high to the input of the machine controller.  This method is compatible with any voltage 
of controller, because the controller’s own voltage is used as the high signal. 




In a similar manner to the previous concept, the relay concept is also very similar in nature to 
what was described in section 5.4.1.  The workings of the relay match what was described in that 
section.  The circuit changes slightly to what was shown in the previous section.  In this case, the 
relay is used in its more conventional configuration, with a low voltage triggering the close of a 
higher voltage switch (Figure 24).  Again, this method is compatible with any controller voltage. 
 

The retail logic level converters are usually bi-directional and thus exactly the same applies here 
as in section 5.4.1.  The retail logic level converter is the only concept discussed here which is 
not compatible with all controller voltages.  No further discussion or figures were needed here. 
Transistors, particularly an NPN transistor, can be used - as in section 5.4.1 and as discussed 
above - as a switch triggered by the high signal at the low voltage of the SCM.  The circuit is just 
as before, but with the input and output reversed and supplied voltage coming from the controller 
itself (Figure 25).  This method is compatible with any controller voltage and is known as a 
common emitter amplifier.  In this case the logic levels would be inverted, so that a high from the 
MCU would trigger a low read by the machine controller and a low from the MCU would trigger 
a high at the machine controller.  This was simple to handle in software on the SCM. 
 

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5.5.2 Comparison of Electrical Concepts (Step Up) 
Making use of the same technique as section 5.4.1, a table compares the conversion methods 
Table 13), with the same attributes compared.  This section uses slightly different weightings due 
to the lower voltage switching and occasional battery power needs of the SCM requiring more 
weight given to the efficiency. 

 
The table above shows that the transistor circuit was the best choice for converting the logical 
high of 3.3V on the SCM to a logical high which matches that of the linked controller. 
5.5.3 Electrical Design: Logic Level Step-Up 
The transistor circuit was chosen for use as the logic step-up converter.  For this design, a 
conversion circuit is required for each signal channel, so seven transistors are needed to convert 
all the signals. 
There are many different versions of NPN transistors, each with specific properties; a book by M 
Margolis [100] was used as a guide for choosing the transistor model.  Each possible choice was 
considered along with National Instruments’ Multisim Circuit Design software to test the validity 
of the circuit.  During the design process RS Components South Africa [95] was consulted for 
pricing and availability of the transistor model being considered.  Using these tools, the author 
made an informed decision to use a 𝑃2𝑁2222𝐴 model NPN transistor, manufactured by ON 
Semiconductor.  The specifications sheet is shown in Appendix A (section 15.1), this model is 
capable of switching up to 40V, so is more than capable of handling industrial signal voltages.  
The picture below (Figure 26) shows the transistor used in the SCM construction. 
 

The following circuit shows the final seven channel step-up circuit design, used to allow the SCM 
to send messages to a higher signal voltage based PLC or other machine controller. 




The above design was tested in an experiment, documented in section 10.2.2, which proved its 
capability to provide a stepped up logic level for communication with a machine controller which 
uses a higher logic level voltage. 
5.6 Peripheral Electrical Design 
The ability of the SCM concept to be compatible with multiple machine controllers is central to 
the SCM design.  For this reason, the SCM was designed to be able to be powered by multiple 
voltages.  It was also designed to be used with its own on-board power when the machine 
controller is not powered up.  These two requirements are outlined in section 3.6.7.  A method 
was needed for the regulation of high machine operating voltages to the required microcontroller 
supply voltage (3.7V-5.5V see Appendix B (section 15.2)).  A method was also needed which 
would switch to battery power upon loss of power from the machine.   
5.6.1 SCM Power Supply 
Different resistor combinations are needed for different machine controller logic voltages and at 
the same time, it may be required to step down from a different voltage for the supply.  In the vast 
majority, the supply voltage of a machine controller is higher than or equal to the signal voltage 
of that controller.  The most common industrial machine controller operating and supply voltages 
are 18V & 54V.  The drop in supply voltage from those high voltages to the low voltage required 
by the SCM is quite large (although current is small).  For this reason, a cascading voltage drop 
circuit was designed, to drop the voltage first to 12V and then down to 5V, which was supplied 
to the SCMs.  This cascade reduces the regulator load, reducing their chance of overheating or 
failing.  The current is far below what the regulators used were rated for, but the extra safety was 
desired.  The cascading circuit made use of TO-220 shape voltage regulators, excerpts of their 
datasheets are shown in Appendix C (section 15.3) (12 𝑉) and Appendix D (section 15.4) (5V).  
The circuit diagram below (Figure 28) shows the cascading voltage regulator circuit. 
 

The circuit shown above is simple and allows the SCM to operate with any common supply 
voltage greater than 14V.  In the cases when the supply voltage was below that value, the first 
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regulator was replaced by a direct wire link, leaving only the second regulator (5V).  The design 
shown above was tested and the experiment is documented in section 10.2.3. 
There was am outset requirement of battery back-up, which lead to the need for a switch circuit, 
which changes to battery power when power from the machine is shut off.  A reaction circuit like 
this can be considered to be complex, but basic use of Kirchhoff’s Laws leads to a very simple 
solution.  The following circuit diagram (Figure 29) and explanation illustrates the solution used. 
 

In a simple parallel circuit, the voltage of each of the parallel arms must be equal.  Therefore, by 
putting two sources in parallel with each other would force the larger voltage source to reverse 
the polarity of the other source – batteries and power supplies do not like this, to put it mildly.  
This is why diodes are used to ensure the single-direction flow of current.  Whenever the power 
is on from the voltage supplied by the circuit in Figure 28, the polarity will change over D2 and 
the MCU will be supplied with Vcc - 0.7V.  When the voltage at Vcc drops to nothing (when the 
machine controller is unplugged), the battery voltage will cause the polarity of D1 to switch and 
the MCU will be supplied with Vbat – 0.7V.  This is a very simple and elegant circuit, but does 
require the battery voltage (minus the voltage drop over the diode (0.7V)) to be lower than the 
board supply voltage (5V), but higher than the minimum supply needed by the MCU (3.7V).  So 
it must be within the range of approximately 4.4V-4.9V.  This does limit the battery selection, but 
such batteries are still readily available. 
5.6.2 Manufacture and PCB Design 
The circuit had to be manufactured for testing.  The manufacture of the prototype of the SCMs, 
of which eight were made, required the assembly of many components, as discussed in the designs 
in the last three sections.  The board design would be complex to make by hand, so the decision 
was made to use a printed circuit board (PCB).  A simple board was needed, to save cost and 
complexity, so a single layer board was chosen.  The design which was developed connects all 
the core components of the SCM so that it can regulate supply voltage, switch between battery 
and auxiliary power, boost the out-signal voltage and limit the in-signal voltage.  The design of 
the PCB is shown in Figure 30, with the key which follows it:  
 Red Line – Resistor Link 
 Yellow Arch – Wire Link 
 Purple Line – Diode Link 
 Pink Block – Off-the-shelf Module 
 Light Blue Line – PCB Copper Link 
 Grey Rectangle with Hole –Through Hole and Solder Pad 
 Grey Outline– NPN Transistor 
 Orange Outline – Voltage Regulator 




The fully assembled PCB for the SCM is shown in the following picture (Figure 31).  The black 
terminals allow for the connections between the SCM and machine controller. 
 
 
5.6.3 SCM Battery Considerations 
It was one of the design goals that the SCM was able to continue communications while its 
primary power source – the machine controller – was offline (see section 5.6).  The SCM therefore 
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required a battery.  The selection of a battery was governed by cost, suitability, size and safety.  
In the same section it was argued that the battery voltage had to be within the range of 4.4V-4.9V.  
It was possible to use a higher voltage battery and to construct a regulation circuit which feeds 
into the switch circuit described in the preceding section.  This seemed wasteful, because extra 
size and cost would be applied without much benefit.   
The primary decision to be made was whether to make use of a rechargeable or disposable battery 
for the reserve power source.  It must be made clear that by rechargeable the batteries that are 
recharged by the modules themselves, while there is access to machine power, were implied.  The 
term rechargeable, in this text, does not apply to a chemically rechargeable battery which needs 
to be removed from the module to be recharged – or which needs to have the module plugged into 
an external charging circuit.   
The advantages of using on-board rechargeable batteries are clear – these don’t need to be 
replaced in the life cycle envisioned for the system, rechargeable batteries provide less harmful 
waste and in high usage scenarios the rechargeable nature gives a lower cost [101].  The 
disadvantages of rechargeable systems are less clear, but prove important in this application.  
Rechargeable batteries are generally less stable and safe than their disposable counterparts 
(particularly during charging) [101] and extra circuitry and logic are needed for their recharging 
within the module (this is especially true for multi-cell Lithium-Polymer (Li-Po) batteries).  It 
was decided that the use of non-rechargeable batteries in the modules would be more suitable – 
with reduced cost due to the lack of a required charging circuit and safe nature of no on-board 
charging.  Discussed in the following paragraph, the modules will not be consuming much power 
during their non-powered operation and will thus not regularly run their batteries down. 
During idle periods, when the high-intensity communications and calculations conducted during 
the software reconfiguration operation are not active, the microcontroller merely loops through 
practically blank code.  It periodically checks the serial port for an input.  The XBee also just 
waits, scanning for an input.  The current draw, therefore is minimal during this time (±20 mA) 
and with the typical battery capacity of an AA battery of 2300 mAh, the battery would last for 
±115 hours.  It was decided that this battery life was sufficient for the testing purposes of the 
system (see the customer specifications in Table 1). 
An on-board charging circuit was not included in the design of the SCMs because the additional 
logic, circuitry and design included in its implementation would yield limited impact.  In addition, 
any advantages provided by the use of rechargeable batteries would go unnoticed in an 
experimental environment.  The modules could, in the future have this included when industrial 
applications become realistic, but at this stage it was decided to leave it out and use disposable 
battery packs. 
5.7 Chapter Summary 
The design process of the SCM was described in this chapter.  Each of the facets of the SCM’s 
electrical design were introduced and developed into a design for use in the version of the SCM 
for the experimental RMMS.  This section covered the selection of core modules, the development 
of methods for the voltage step-up and step-down of logic levels for communications, peripheral 
electronics design, and design of the PCB onto which the electronics were mounted. 
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6. Chapter 6: Real-Time Location System 
6.1 Chapter Introduction 
This chapter of the dissertation contains a highest volume of novel work and innovation of the 
RMMS, other than the system concept itself.  At this point, as discussed in section 3.6.3, the 
concept of using RF signal strength for location has not been confidently proven in an industrial 
environment, but has shown results sufficiently promising to warrant further consideration and 
development.  The RTLS was also the most important and most difficult attribute of factory floor 
state to discover.  The position of machines on the factory floor is an essential indicator of the 
factory floor state in RMS and the use of cost effective (the modules already contained a RF 
device for communications) RSSI based method of gathering this information lends high 
feasibility to the use of this hardware-supported RMMS concept.  The method of multilateration 
for localisation relies on a distance estimation, which in the developed technique is gathered using 
RSSI.  The basic details of RSSI measurement are contained in section 3.6.3 with a more in depth 
analysis in the next section.  The section after (6.3) discusses the development and analysis of the 
developed RTLS and RSSI use. 
6.2 RSSI-Based Distance Estimation 
The accurate estimation of distance between the node (a SCM) and each beacon (a BPM) is 
fundamental to the use of the multilateration algorithm, or any triangulation-style localisation 
technique.  The development of a rugged and reliable distance estimation based on RSSI was 
required for the localisation technique development.  The workings of RSSI distance estimation 
are briefly discussed in section 3.6.3.  The most important attribute to note is the predictable 
logarithmic drop in wireless signal strength observed with an increasing distance travelled. 
6.2.1 Built-In RSSI Command 
The first concept consideration was to use the built-in RSSI serial output of the XBee modules by 
requesting it using the ATDB command.  An experiment was conducted and is documented in 
section 10.3.  The experiment successfully confirmed the logarithmic drop off but did not show 
sufficient reliability or consistency to be used as a distance estimation technique.  The reason for 
the unreliability, as discussed in the experiment documentation, was concluded to be due to the 
sampling and type of output given by the XBee module.  The resolution of the physical output 
was too low to be effective.  The resulting experimental data’s unusable nature lead to more 
research into the nature of the RSSI from the physical pin built into the XBee.  The output only 
allowed for steps of 1 dBm, over a range of 22 steps, this was a very low resolution and the 
implications are discussed in more detail in the experiment’s discussion sub-section. 
6.2.2 RSSI Using PWM Signal 
The XBee modules come with a built in RSSI pin, which outputs a PWM based on the 
unprocessed received signal strength of any message.  The RSSI pin on the XBee module (pin6), 
according to the data sheet (Appendix E, section 15.5), has a resolution of 2400 counts over a 
200ms signal.  That is, the PWM signal output of the pin has 2400 different lengths representing 
the strength.  This is a significantly higher resolution than the output of the ATDB command used 
in the first experiment.  These counts happen in intervals and can be detected using the pulseIn() 
library command in Arduino, as seen in the following code snippet (Figure 32): 
 




This code records the duration of the PWM high from the XBee and saves it to a float (cast earlier 
in the code).  For the RMMS’s RTLS, the code in Figure 32 was run on all SCMs.  The BPM was 
designed to broadcast its unique character and each SCM receives these characters and does 
calculations based on the rssiVal to estimate the distance from each BPM.  This allowed the BPMs 
to be extremely simple, with minimal processing requirements. 
The second experiment used this method of gathering RSSI to further test the feasibility of a 
RSSI-based RTLS.  The experiment is documented in section 10.4 and shows very positive 
results.  The feedback of signal strength gives a very accurate, straight line mapping of distance 
to signal strength.  This mapping implies that the inverse should be easily applicable and that 
distance should be able to be accurately gathered using signal strength.  That was the focus of the 
next (third) experiment. 
6.2.3 Using RSSI To Measure Distance 
The third experiment used the average relationship gathered in the experiment shown in section 
10.4.  That experiment produced the following linear relationship between distance and signal 
strength (where y is the signal strength, in ms, implied by the distance between the XBees, x): 
 y = 9x-5.46  
This can be rearranged and made clearer to give the following estimation of distance when a 






For reasons discussed in the next section (6.3), a constant was added to this to ensure the success 
of the multilateration algorithm 500mm was chosen for this purpose to provide some offset 
without skewing results too much.  The MCU used millimetre values to give better resolution, 
this produced the equation used in the RMMS’s RTLS ([Eq. 14] 
 distance = (   
RSSI+5.46
9
×1000) +500  
For the third RSSI experiment, the remote XBee was loaded with code (shown in the experiment 
documentation in section 10.5) which returned distance estimation when prompted.  The results 
showed that the distance estimations fall into a reliable band of outputs.  In the six distance 
estimations for each of the distance marks there was a maximum estimation variation of 1411 mm 
which proved, along with the multilateration experiment (10.6), that the RSSI distance estimation 
could be used for the positioning system to the satisfaction of the DBSCAN algorithm.  The 
average over the course of nine runs proved to be well within the accuracy range needed. Even 
so, to improve the performance of the distance estimation later tests with the multilateration 
algorithm (discussed below) implemented ten, rather than five, samples.  This was done to help 
improve the accuracy by making outliers less of an effect. 
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6.3 Multilateration Localisation 
The multilateration technique of localisation is a form of triangulation, the basics of which are 
described in section 3.6.3.  Multilateration is an especially good choice because the SCMs will, 
by requirement of a factory floor, be contained within a multilateral shape bordered by beacons. 
Since the factory floor can be considered as a two dimensional surface, the position of a node can 
be found, in theory and with extremely accurate distance estimations, with only two beacons, as 
is shown in Figure 33.  Distance estimation (between a node and a beacon) produces a circle with 
a radius which is equal to that estimation, so that the circle passes through the node and is centred 
on the beacon.  The detected position will lie at the intersection of their radii which lies within 
the floor space (shown as a red cross).  Highly accurate distance estimations, which produce the 
radii, will result in exact position detection (or localisation). 
 

In reality, however, the distance estimations may be inaccurate.  The inaccuracies, when using 
the two-beacon method will cause the estimation to be out by a large margin.  The solution is to 
use multiple beacons with multiple intersection pairs and to average these points into an accurate 
estimation.  When using multiple beacons there are many intersections which are not relevant to 
localisation.  Intersections between diagonally opposite circles and intersections which lie outside 
of the factory floor area need to be weeded out to get an accurate estimation the relevant 
intersections are averaged to give the estimated position.  Figure 34 shows an example of a four-
beacon multilateration system with inaccurate distance estimations with a key which precedes it: 
 Red cross – Actual node position 
 Green circle – Used intersections 
 Blue circle – Rejected intersections 
 Black Dot – Detected SCM position 




Figure 34 shows that even though the distance estimations are out by a large margin (over 1m), 
the actual estimated position is less than 0.5m away from the true position.  The pseudo-code for 
this algorithm is shown in Figure 35 and is implemented and tested in the section 10.6. 
 

‘Drawing’ (recording the equations of) the circles centred on the beacons and finding the 
appropriate intersections for all applicable cases was fairly complex, involving lengthy 
mathematics.  The solution to this problem is contained in the following equations ([Eq. 15] to 
[Eq. 18]) and refers to Figure 36. 
The program is designed to only analyse the intersections for beacons which are not diagonally 
opposite to each other.  Referring to Figure 36, it only analysed the following intersections: 
A & B; B & C; C & D; D & A 




This produced eight points, four inside the factory floor bounds and four outside.  These points 
are found using the following equations with the variables are defines as follows: 
 a = X coordinate – beacon 1 
 b = Y coordinate – beacon 1 
 c = X coordinate – beacon 2 
 d = Y coordinate – beacon 2 
 r = distance estimation – beacon 1 to SCM 
 p = distance estimation – beacon 2 to SCM 





(2ab2- 4abd+2ad2±    
√ -( b-d) 2(( b-d-p-r)( b-d+p-r)( b-d-p+r)( b-d+p+r))) 

 y = 




For the case where the beacons share a Y-axis component: 
 x= 








a(a 2-c 2+p 2-r 2)
a-c
-
(a 2-c 2+ p 2-r 2) 2
4(a-c) 2
- a 2+r 2) 

Each of these cases covers two beacon pairs and each pair will produce two intersections.  One 
intersection lies within the factory floor boundaries and one lies outside.  The point which lies 
outside is disregarded and the point which lies inside the bounds is stored and used for location 
estimation. 
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The results of the initial experiment were positive and are discussed in detail in the experiment 
write-up (10.6).  In short, the algorithm showed much promise and thus further development was 
conducted.  The experiment shows an accuracy pass/fail criteria in the results (within a 1200mm 
span in both dimensions).  This criteria was decided on based on the DBSCAN simulation 
experiment (10.7), discussed in section 8.2.2.  This experiment showed that accurate and 
consistent clustering could be obtained within the 1200mm error range and so the multilateration 
algorithm had to match this accuracy. 
The computer programs displaying the technique are shown in Appendix F (15.6) (C code as 
contained on the SCM’s MCU) and Appendix G (15.7) (Matlab Code as was used to test the 
technique in the experiment contained in section 10.6). 
The multilateration algorithm requires the distance estimation circles to intersect to provide a non-
erroneous result.  Logic therefore dictates that the circles should rather be over-estimations than 
under-estimations – this will ensure intersections.  If all the estimations are offset by a pre-
determined, fixed value, must still give the same result will be produced as if there was no offset, 
thus the decision was made to offset the distance estimations by a fixed value, 0.5m, as shown in 
[Eq. 14]. 
Once the initial experiment was used to test the multilateration algorithm in principle and to find 
bugs in its implementation, a physical experiment was done to prove the concept in reality and to 
ensure validity of the technique for the RMMS.  The next section, 6.4, discusses how the system 
was implemented.  This experiment was conducted in the laboratory in which the system was 
designed to run, one roaming SCM was placed in various positions on the factory floor and the 
RTLS was run.  The RTLS estimations were compared to the true positions to gauge accuracy.  
The results are discussed in detail in section 10.7.  The experiment shows that the RTLS managed 
to satisfy the needs of the RMMS by providing results sufficiently accurate for downstream 
processing to handle. 
6.4 Implementation of the RTLS 
The RTLS worked according to the following flowchart (Figure 37).  Even though ten RSSI 
readings are used by the SCMs for each distance estimations, the BPMs were programmed to 
send their character out twenty times.  This was done to make sure that each SCM would receive 
all the data it needed.  Once a SCM has received ten of a BPM’s signals it stops accepting that 
beacon’s unique character. 
It was decided that multiple RSSI readings would be taken for each BPM so that the effect of any 
reading variations could be lessened.  A delay is included between each of the BPM’s unique 
character broadcasts in order to allow for the readings to be processed and to extend the RSSI 
reading process over some time to remove possible short-duration anomalous effects.  Because 
the individual readings have proved to be varied (see the experiment in sections 10.4 to 10.6), so 
the algorithm relies on taking averages to help make the estimations more accurate. 
The RTLS was designed to run on the TeensyDuino 3.1 microcontroller board, chosen and 
discussed in section 5.3.2, but requires interaction between the CRC, SCMs and BPMs. 




Figure 37 shows that the current implementation of the RTLS does have the caveat of relying on 
constant and reliable communications, but this disadvantage was outweighed by the ease of use 
and cost-effectiveness of the RSSI-based RTLS. 
6.5 Chapter Summary 
The development of a cost-effective means of detecting the location of a module (attached to a 
machine) on the factory floor was crucial to the RMMS’s success.  The area had been researched, 
but this chapter showed the further development of the concepts contained in literature (see 
section 3.6.2) into a system developed for localisation on an industrial factory floor.  This chapter 
discusses the advantages and caveats of the RSSI-based multilateration localisation system 
(including references to multiple experiments documented in this dissertation – sections 10.3 to 
10.7), and describes its implementation.  A large amount of the research period was spent in the 
development of the RTLS and its successful design and operation (especially when combined 
with the processing system described in detail later – sections 8.2 and 8.3) is what makes the 
RMMS attractive and novel.  
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7. Chapter 7: Central RMMS Control Software 
7.1 Chapter Introduction 
This chapter discusses the structure and inner working of the Central Reconfiguration 
Management and Middleware System Control Software, or CRC.  This chapter discusses the 
development of the CRC, but does not delve into the deeper functionality of its two most 
important constituent aspects, location data processing and program assignment engine (discussed 
in Chapter 8).  The integration of these aspects, as well as the other supporting sections of the 
CRC are discussed and so is the programming methodology used throughout the coding of the 
system.  The user interface during operation and complete CRC structure is shown and discussed 
in section 7.4. 
7.2 Structure of the CRC 
The CRC is the where all of the data processing is conducted and where the middleware system 
operates.  The CRC communicates directly, via serial wireless to the SCM network.  There are 
several software sub-systems in the CRC software: 
 communication software; 
o converting decisions and instructions into set commands; 
 intelligence for the processing of factory floor data; 
o position-based clustering for cellular layout; 
o intelligence program assignment based on factor floor configuration; 
 SCADA; 
o capable of monitoring the factory floor from network communication; 
 interaction with ERP, MES and control engineers to update production plans, inventory 
requirements and other functions 
 

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The most complex parts of the CRC are contained in the block labelled “Intelligence: to Make 
Program Assignment Decisions” in Figure 38.  This process contains two operations, a clustering 
method (to form cells based on location information) followed by an intelligent method to assign 
appropriate programs to each machine on the floor based on the cells found by the clustering and 
configuration information gathered by the SCMs.  Two aspects of the CRC, covered in sections 
8.2 and 8.3, contain a great amount of novel development and discuss management and 
middleware in the RMMS.   
7.3 Programming Methodology of the CRC 
The software was programmed using MS Visual Studio in the object orientated C# language.  The 
program was designed from the outset to be completely object orientated, with many unique 
objects defined in classes.  The strategy of the RMMS software was to use one parent class, 
described in the next paragraph to contain all data about the factory floor, with specific methods 
invoked from within the class itself and from the Graphical User Interface (GUI) classes which 
receive input from a human user. 
The dominant unit in the program is the object of class Machine, with many classes (for each 
different type of machine) inheriting the basic attributes from this base or parent class.  Most of 
the basic functionality of the RMMS can be achieved by using only the objects of type Machine, 
the additional specific machine types (the children of Machine) are reserved for use in more 
specific applications of the RMMS.  The Machine class contains attributes which are present in 
every type of machine which could be on the factory floor, listed below.  Child classes of class 
Machine, such as the class Press (which covers various types of press or stamp machines), contain 
additional attributes unique to that type of machine.  The class Machine has the following basic 
attributes (an explanation of each is given, with the type of variable contained in parenthesis): 
 machineName – gives the machine a name to be called by (string) 
 machineType – type of machine (string) 
 controllerType – controller architecture (Controller) 
 xDim and yDim – x & y dimension of the machine in mm (int) 
 xPos and yPos – x & y position of the machine on the factory floor in mm (int) 
 hardwareConfigNum – pre-defined hardware configuration number that the machine is 
currently set to (int) 
 softwareConfigNum – pre-defined software routine number that the machine is currently 
set to (int) 
 softwareConfigs[] – numbered set of possible software configurations that are known for 
the machine (array of int) 
 ID, unclass, noise – these three are for use by the clustering algorithm (int)  
The structure listed above shows that all attributes specific to the RMMS (especially the 
reconfiguration operations) are contained in the class.  Further attributes specific to SCADA 
operation of the RMMS are still to be added to the program and are left for further development 
of the system.  The structure for the Machine, Cell, and Layout classes, as implemented in the 
CRC, code is shown in Appendix H (section 15.8). 
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7.4 Complete Structure and Operations GUI 
The CRC runs as a GUI on top of the operating system on a MS Windows PC, with mouse-click 
selections available to a user, allowing for human control of the software.  The GUI provides a 
selection of options for the user to choose from and gives direct instructions to the rest of the 
software structure.  In the future this could be converted to a more automated software which 
receives instructions from some other software, such as the MES or ERP.  The CRC was designed 
to include a type of intelligence for the autonomous assignment of programs to machine 
controllers based on machine position and configuration (factory floor state) models.  This was 
designed as a location system processor and an assignment engine – a clustering algorithm 
(DBSCAN) and an intelligent assignment engine (Knowledge-Based System).  This intelligence 
structure is shown in Figure 39.  In the development during this research, the software was 
designed to have the complete structure shown below (Figure 39), which was an evolution of 
Figure 9 and Figure 38.  A controller operation description follows the figure. 
 

The CRC acts as the middleware and intelligence layer for the RMMS.  The controller was 
designed to allow for the user control and management of the reconfiguration process.  The 
software runs over the operating system on a PC, so does not fit exactly within the definition of 
traditional middleware.  As stated before, however, it mimics the functionality of middleware, 
hence the name.  The CRC prompts the user for an instruction, via a GUI (see Figure 40) and 
allows the user to begin the ramp-up process. 




The CRC manages the ramp-up process, when prompted by the user, by triggering the RTLS.  It 
does this by broadcasting a RTLS instruction (the character ‘x’, seen by the nodes as the ASCII 
Hexadecimal 78) to all nodes of the mesh network.  The method of RTLS has been discussed 
before (in sections 3.6.2 and 3.6.3) and was described in greater detail in section 6.4.  When the 
RTLS has completed its estimations, the user is prompted to request the state from the SCMs, as 
shown in Figure 41.  This operation requests a state message from each SCM and creates a 
Machine object with the information.  The objects are stored as a List<Machine> which 
represents all the machines on the factory floor.  The user is then prompted to run the intelligence 
portion of the CRC, which converts the individual states gathered from the SCMs into a factory 
floor model for use in assigning new control programs.   
 

After a RTLS scan is completed and clustering (discussed below) is done by the CRC the 
following window (Figure 42) appears in order to show the user results.  The results appear as a 
physical factory floor state in text representation. 
 

Once the state is accepted by the user, the program returns to the home window.  The next step is 
for the user to choose the ‘Run AI and Assign New Programs’ option, which brings up the 
following window (Figure 43). 




When the user selects the ‘Run Intelligence System’ option, the KBS is triggered and the CRC 
searches the database for a matching factory floor.  The window updates to one of the windows 
in Figure 44, below, depending on whether or not a match for the state was found. 
 

If the match was unsuccessful, the user must restart the RTLS routine in order to update the data.  
The user may need to update the knowledge base if the state is totally unknown to the CRC.  If 
the match is successful then the user can run the assignment process, which sends the new 
software selection instructions to each of the SCMs to be passed to the machine controllers on the 
factory floor.  This process takes a few minutes, so the window updates to show that it is in 
progress (Figure 45).   
 

When the process is completed or for some reason the assignment did not complete successfully, 
the window updates to show one of the two options shown below (Figure 46).  If the assignment 
was unsuccessful, it was probably due to a communications failure and not a system failure, so 
the user is prompted to retry the process. 
 

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7.5 Chapter Summary 
This section showed how the different aspects of the CRC interact with each other and how a user 
would interact with the RMMS during a reconfiguration operation.  The programming 
methodology and software structure were also discussed.  The importance of the object orientated 
architecture used in the coding was discussed.  This chapter should have illustrated how the 
processing system described in the next chapter accepts and digests data from the RTLS and 
produces new factory floor switching instructions in the context of the RMMS as a whole.  
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8. Chapter 8: Data Processing and Program Assignment 
8.1 Chapter Introduction 
This chapter discusses the methods used for the development of a factory floor model for use in 
the program assignment process described in the previous chapter.  Two discrete processes are 
implemented when processing data gathered on the factory floor; a clustering algorithm is used 
to create a cellular model of the factory floor model and an artificial intelligence method is then 
used to process this data into a known and complete model.  The complete model contains all the 
program switching information needed for the re-configuration of control and once developed by 
the AI it can be sent to machine controllers.  The clustering process (section 8.2) and AI used to 
assign programs to machine controllers (section 8.3) and their design and implementation are 
discussed. 
8.2 Clustering Technique for Processing Data 
Some clustering methods were introduced and discussed in section 3.6.6.  From the different 
methods that were considered, the density-based methods were considered the best choice 
because those techniques are generally simple to implement and deterministic in nature.  Also, 
density-based techniques are generally capable of identifying non-spherical (or circular in the 
two-dimensional case) clusters, which is important for cell structure discovery.  With density 
based clustering, the number of dimensions in the data determines much of the complexity of the 
density-based methods, so the 2-dimentional floor position data is well suited. 
There are several density based clustering alternatives available, with Density-Based Spatial 
Clustering Applications with Noise (DBSCAN) being the most commonly implemented [84].  
Most of the other methods such as Ordering Points to Identify the Clustering Structure (OPTICS) 
and Entropy-DBSCAN (EnDBSCAN) are variations of the DCSCAN algorithms.  The OPTICS 
technique produces almost no noise, usually forcing a wayward point to be included in a cluster 
and the EnDBSCAN method uses an entropy-based judgment of distance rather than a Euclidian 
measure, making it well suited for uncertain data [102].  Each of the variations, especially 
OPTICS have their advantages, but the simplicity of the DBSCAN method, combined with good 
experimental results (shown later) and a large amount of pseudo-code and guidance available in 
the literature makes it a good choice for the clustering of location data. 
DBSCAN works by finding clusters of data points which have a much higher density, in a 
Euclidian definition, than the surrounding area.  This method is very similar to the natural, human 
way of recognising clusters [103].  This method aims to be able to identify between true clusters 
and noise and to be able to create clusters which are not geometrically near-circular (two-
dimensionally spherical).  DBSCAN is a technique which uses two variables, EPS-neighbourhood 
(EPS) and minimum points (MinPts).  The EPS governs the size of the neighbourhood of each 
point and can be visualised as the maximum distance between two points for them to be 
considered in the same cluster.  MinPts is the noise identifier; it defines the minimum number of 
data points needed to form a cluster.  For example, if the MinPts variable is three and two points 
are within each other’s EPS, but not within the EPS of another cluster or point, the points will be 
considered noise [103].  Figure 47, below, shows an example where there are four clusters of 
points and some noise, with the MinPts parameter set to three. 




The results clearly show that DBSCAN is capable of identifying complex, non-spherical clusters.  
This map is a typical example of a point map which cannot be solved by other, non-density-based 
methods of clustering, but which is efficiently found using a density-based method.  The case in 
Figure 47 shows a map which is not particularly similar to a typical factory floor, but which 
illustrates the strengths of the algorithm.   
One of the caveats of the DBSCAN algorithm is a tendency to link up different clusters when a 
thin link of positions, which may be considered noise, is between two distinct clusters.  This can 
usually be solved by choosing a smaller EPS value and decreasing the MinPts value so that the 
particles between are assigned their own cell.  This phenomenon is shown in Figure 48 with each 
of the three cases illustrating the effect of EPS and MinPts variables.   
 

For the application in the RMMS, machine clusters are likely to be low in number (≤ 6).  The 
processing variables for the RMMS had to be designed appropriately and the variables chosen to 
match the application in order to give sensible results.  These choices are given, discussed, and 
supported in 8.2.2. 
8.2.1 Workings of the DBSCAN Algorithm 
The details of the working of DBSCAN are complex, with a reasonably simple implementation.  
The paper by Ester et al [103] contains an in-depth explanation of the DBSCAN algorithm and 
mathematical workings and assumptions within the algorithm for further reading.  This paper is 
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also the source of the outline of the pseudo-code examples contained in Figure 49 and Figure 50 
This work and pseudo-code was also the guide for the final version of the code used in the CRC, 
which is contained in Appendix I (15.9).  The general case pseudo-code for the DBSCAN 
algorithm is as follows in Figure 49 (the Main method), and Figure 50 (the ClusterExp method) 
[103]. 
The ClusterExp method used in line 9 of the pseudo-code in Figure 49, above, is the most 
important function of the DBSCAN algorithm.  The pseudo-code for this function is outlined 
below (Figure 50) and returns a Boolean true/false value.  In the ClusterExp code, the call of 
regionQuery returns a list of other points in SetOfPoints which share the EPS neighbourhood of 
the associated point. 
An experiment was conducted to test the effectiveness of the DBSCAN algorithm in clustering a 
simulated factory floor – see section 10.7.  The conducted experiment aimed to find the most 
effective MinPts and EPS variables for the factory floor and to gauge the absolute effectiveness 
of the algorithm.  This experiment proved the effectiveness of the DBSCAN algorithm in 
clustering location data prone to some inaccuracies, as is typical of the RTLS (see section 10.6). 
The DBSCAN algorithm was adapted for both initial testing (discussed in detail in section 10.8) 
and for use in the actual CRC, where it was made object orientated, discussed in section 8.2.2. 
 





8.2.2 Adapting DBSCAN for the RMMS 
The general form shown in the two pseudo-codes had to be adapted to suit the central control 
software for the RMMS.  It had to be made to handle the specific requirements of factory floor 
cell clustering and for handling the data it had to work with – the location attributes (xPos & yPos) 
of a Machine object in the program.  It had to use the variables found in the DBSCAN simulation 
experiment in order to cluster machines into cells effectively.  The DBSCAN algorithm 
implemented in the RMMS used the variables EPS = 4750mm & MinPts = 2, as was found in the 
experiment documented in section 10.8. 
The DBSCAN code as implemented in the CRC is contained in Appendix I (section 15.9) the 
program was adapted from the pseudo code shown in Figure 49 and Figure 50 by creating a list 
of machine objects in the form List<Machine>.  This list is created from the data gathered by the 
state discovery operation (the information passed on from each SCM to the CRC after the RTLS 
operation).  The machine objects are then clustered according to their positions in the same way 
as the pseudo-code clusters the points by theirs. 
A list in the form List<List<Machine>> is created in the program, which assigns an object for 
the storage of clusters (clusters are lists of machines, thus this object was created as a list of 
clusters.  The list of clusters (list of machine object lists) is what is fed to the KBS for processing.  
The DBSCAN method returns a Layout object, which is created by using the list 
List<List<Machine>> which was returned in each use of the getClust method.  In this way, each 
list of machine lists takes the form of a Layout, using the class constructors.  This Layout object 
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is used by the intelligent assignment method, discussed below (see Chapter 8.3), to find the 
factory floor state and find the correct software routines. 
8.3 A Knowledge-Based Method for Program Assignment 
The information gathered by the RTLS and processed into cells by the DBSCAN algorithm needs 
to be combined with the physical configuration of each machine (gathered by the SCMs) to get 
the factory floor’s physical state.  The factory floor’s physical state then needs to be assigned the 
appropriate software, in the form of software switching instructions sent out to the machine 
controllers.  The chosen artificial intelligence strategy for this research was the Knowledge-Based 
System, or KBS, which was introduced in section 3.6.6.   
It is this essential process of assigning programs to machine controllers (in the form of switching 
between known routines) which makes up the management aspect of the system developed in this 
research.  The process of re-establishing control for the ramp-up of a manufacturing system 
needed to be made more rapid and more automated in order to increase the reconfigurability of 
the system [27] and the system’s ability to be more reactive because with a shorter ramp-up time 
reconfigurations can be economically conducted more often.  The management of this process by 
a form of software control system was a primary goal of this research and the software switching 
process, governed by the KBS discussed here, was the final step in re-establishing control and 
reducing the system’s ramp-up time. 
8.3.1 Inference Engine of the KBS 
The KBS uses an inference engine and a base of known facts.  In this system, the knowledge base 
is a database of Layout objects, each, in turn, made up of Cell and Machine objects.  There are 
equivalence test methods built in to each of these three objects, named sameAs.  The KBS’s 
inference engine was designed to present the Layout as an argument to the sameAs method of the 
inference engine.  The inference engine checks for equality as shown in Figure 51. 
The equivalence methods mentioned above and used in the pseudo-code (Figure 51) feed in to 
each other in the implemented CRC in order to match the pseudo-code in an object orientated 
fashion.  The true inference engine code is shown in Appendix J (15.10) and uses object orientated 
methods to provide the pseudo-code’s functionality – the inference engine of the KBS only calls 
the sameAs, feeding it each known Layout as an argument for comparison with the true layout 
found by the RTLS.  The sameAs method within the Layout object in turn calls the sameAs 
method, handing it each Machine object in the layout as an argument.  The sameAs method in the 
Machine object calls for equivalence in each of the Machines to confirm its own equivalence.  
Machine objects are considered equivalent if the two are of the same machine type and are in the 
same physical configuration.  So that a two layouts are equivalent if and only if the layouts contain 
the same number of cells and that each of those cells contain the same number of machines and 
that each of the machines in each of the cells are equivalent. 




8.3.2 The Knowledge-Base 
The KBS was designed to draw a knowledge base from a locally stored file, in the form of a 
comma-separated value (CSV) file, which is created in MS Excel.  The CRC contains code which 
retrieves values from the CSV file and converts them into layout objects.   
The KBS thus provides a method for the assignment of programs to machine controllers, based 
on factory floor state.  The inference engine has the aim of finding a known factory floor state 
which matches the findings of the factory floor scan.  The factory floor scan does not contain all 
the information necessary for the assignment of programs – the complete factory floor states are 
only known in the knowledge base.  Thus, once a matching floor is found in the knowledge base 
the full details can be inferred to the incomplete state which was discovered by the first stage of 
the RMMS process.  The known state found in the database, which matches the findings of the 
scan, contains all the software switching instructions necessary for the new programs to be 
assigned.  Once the new assignments have been inferred, the RMMS sends the appropriate 
assignment number to each of the SCMs on the floor as discussed below. 
8.3.3 Program Assignment Strategy 
In order to complete the process of reconfiguring the control of an RMS, messages had to be sent 
from the CRC to each module on the factory floor.  The messages had to be configured to contain 
the SCM/Machine Controller’s name and the program to which it had to switch.  The switching 
of programs is the essential outcome of the system, it is process which updates the control at a 
factory floor level. 
The process is handled by the CRC, when the KBS has found a matching factory floor state it 
places a pointer to its position in memory and essentially stores the matched, knowledge base 
state as the current form of the factory floor.  The CRC then accesses the program assignment 
data stored in the matched state.  Contained in the knowledge base is the program needed for each 
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machine by the state.  The CRC draws a machine name and its required program number and 
broadcasts it to the factory floor one-by-one.  Each message is then received by each SCM, but 
only the one which is connected to the named machine reacts and sets its output to the appropriate 
binary combination.  Once each message is sent out to the machine controllers, the process is 
complete and control is reconfigured for use in the new production period. 
8.4 Chapter Summary 
The processing of raw factory floor data, gathered during the operation of the RTLS, into software 
switching instructions is the core function of the RMMS.  It is this processing which allows a 
physically reconfigured factory floor to reconfigure its software with minimal human 
interference.  The development and testing of the methods chosen for this duty were discussed in 
detail in this chapter, the DBSCAN algorithm, Knowledge-Based System and program switching 
strategy.  
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9. Chapter 9: Other Design Aspects of the RMMS 
9.1 Chapter Introduction 
In this chapter, the physical design of the SCMs are discussed and the possible expansion of the 
RMMS to include SCADA is discussed in more detail than in earlier sections.  The nature and 
implementation of the wireless network is also discussed.  This chapter discussed design aspects 
of the RMMS which do not warrant their own chapter.  These RMMS aspects are no less 
important than the others in the previous chapters, but did not involve the same level of design 
work, experimentation and discussion as the other sub-systems. 
9.2 Implementation of the Wireless Network 
The wireless network serves a dual-duty as the primary line of communication and real-time 
location system.  The wireless Zigbee communication protocol was used to provide links between 
the modules and central RMMS controller and to provide distance estimations for use in the 
RTLS.  This section discusses the nature of the Zigbee wireless network and its implementation 
in the RMMS. 
The Zigbee protocol, using the XBee Series 2 modules was chosen for use as the wireless 
communication in the RMMS (discussed in section 5.3.1).  Specifically, these modules made use 
of the ZigbeeMesh protocol, which operated on the IEEE 802.15.4-2003 Zigbee specification.  
The operation of this specification was discussed in the following paragraphs. 
A major advantage of using the XBee Series 2 modules (see section 5.3.1) for the Zigbee wireless 
communications is the ability to facilitate a mesh network.  The ZigbeeMesh protocol is a three 
part system, where Zigbee modules are configured to behave as Co-ordinators, Routers, and End 
Devices depending on the required mesh topography [96].  A single co-ordinator must always be 
present in a network, but the rest of the mesh network can be made up of any combination of the 
other two types of device, depending on the system needs. 
A Co-ordinator forms the network and assigns addresses to the other network devices.  Once the 
network is formed, the co-ordinator controls data routes and keeps the network healthy.  The 
Routers in the network are joined to the network and can send and receive messages of their own 
as well as pass messages on to the rest of the network.  Both routers and co-ordinators must be 
active at all times.  An End Device is the simplest element of the network, only capable of sending 
and receiving messages and not capable of routing other message.  An end device consumes the 
least power because it can be put into sleep mode when not in use [96]. 
The network of many devices can be arranged, depending on the module configuration make up 
chosen in three basic topologies, Star, Mesh and Cluster Tree as well as various off-shoots of 
these designs.  The following figure suggested by Faludi in Building Wireless Sensor Networks 
[96], illustrates the different topologies (Figure 52). 




The RMMS mesh network is made up of the CRC, SCMs and BPMs.  The CRC is connected to 
the co-ordinator device, each of the SCMs is an end device and BPMs are routers.  The topology 
is of a Mesh structure, but with the routers around the outside, linking inwards with end devices.  
This combination of devices means that a path from any SCM to the CRC is always available, 
provided the SCM is within the area bounded by BPMs and that the BPMs are spaced within the 
working range of the XBee modules – these are prerequisites of the system.   
The illustration below (Figure 53) depicts a few typical data paths, the two red paths show that, 
depending on the network traffic load, different paths may be used.  One way arrows (depicting 
communications from the SCMs on machines to the CRC) are shown in the picture, but similar 
paths are used for communications in the reverse direction. 
 

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The red arrows in Figure 53, as mentioned before, show that multiple paths are possible in the 
wireless network.  There are multiple reasons, all controlled by the network co-ordinator XBee 
that longer paths may be taken, usually due to the load of traffic on a particular path.   
Making both SCMs and BPMs router type devices would give more paths to the network, making 
it more stable, and this was a considered option.  This was decided against because of the specific 
communications needed during the positioning operation.  The positioning requires direct 
communication between each of the BPMs and each of the SCMs, if all the SCMs were made to 
act as routers, a direct path between all BPMs and SCMs would not occur. 
9.3 Physical Design of the SCM 
The physical design of the SCM and BPM are guided by the electronics that need to be housed 
and by the cooling needed to account for voltage regulation.  The design process is unimportant 
in the scope of the project as a whole, so this section has been made short and concise and only 
contains the overview of the final design.  The design had the following constraints: 
 contain completed PCB and components (98×92×25mm); 
 contain 4×AA battery (55×16×48mm); 
 contain a 50×50mm brushless fan to provide airflow cooling; 
 must be small enough to print on the UP! Plus 3D printer; 
It was decided early on that the containers would be printed using the UP! Plus 3D printers in the 
Mechatronics laboratory at UKZN Mechanical Engineering to create accurate prototypes.  This 
created a limitation to size, with a printable volume of 135×140×140mm.  This size limitation, 
along with the wall thicknesses (set to 4mm to be strong but still easy and economical to print) 
and housing requirements led to the designs shown in the pictures of CAD models in Figure 54 
and Figure 55.   
The case was designed in two parts, box and lid.  The box was designed to house the components 
so that there was no interference with each other and provided mounting points for the fan, which 
was configured to push air into the box.  This push configuration was chosen to provide positive 
air pressure which would force air out of vents left in the lid and other holes in the box which 
allow for cable input and output.  This means that for a dusty environment a dust filter could be 
fitted to the fan vent and dust should not be a major problem.  The same is not true for a 
configuration where the fan drives air out of the box, where dust can enter through all the gaps 
which draw air due to the negative pressure in the case.  The fan mounting point at the bottom 
and direction of flow were the reason for the addition of small feet at the bottom of the box – to 
allow for the draw of air.  The lid was designed to be screwed to the box, so holes were placed in 
the lid and screw holes were printed into the four corners of the box – so no drilling would be 
needed for assembly.  The lid was designed with vents for airflow and a hole for the antenna of 
the XBee module inside.  The vents were placed near the voltage regulators and the 
microcontroller mounting position to provide cooling.  Even though the current was designed to 
be low, there is always a heat output expected when a voltage is regulated, so the cooling was 
added as a precaution to avoid component failure due to overheating. 






Figure 56 and Figure 57 shows a CAD assembly of the box and its components in various states 
of construction.   
 





Figure 58 shows the box in reality, connected to a machine controller, with the lid off. 
 

9.4 SCADA in the RMMS 
A simple pseudo-code example of what runs on the SCM for this is shown below (Figure 59).  It 
is clear that the SCADA operation of the RMMS requires additional programming and setup for 
a unique RMS or machine, but this is no more intensive than the setup of traditional SCADA 
systems.  The pseudo-code shown here is discussed after. 




This information was designed to be communicated along additional I/O pins and monitored by 
the SCM.  For example, the machine controller is programmed to set one of its pins to high for 
500ms every time a part is started and each time it is finished.  The SCM is programmed to, when 
in SCADA mode, read this as a start and completion for a part and time the duration of the part 
operation as well as what number part it is in the batch.   
It is left to further development to build upon the idea displayed in the pseudo code to provide 
full-fledged SCADA functionality to this RMMS.  This only serves as a guide and a visualisation 
of how SCADA can be implemented in the SCM-based RMMS. 
9.5 Chapter Summary 
This chapter discussed the facets of the RMMS which did not have sufficient work for their own 
chapters.  The nature of the XBee wireless network implemented in the RMMS discussed and the 
configuration of each module type used in the system was described.  The physical design was 
expanded from the constraints laid out in section 3.6.7 and the final prototype of the module and 
its housing were shown.  The section on SCADA introduced a possible strategy for the 
implementation of SCADA in the RMMS, while direct programming was left for future work. 
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10. Chapter 10: Sub-Systems Experimentation 
10.1 Chapter Introduction 
This chapter describes the experiments used to supplement the design process in section and 
should be consulted during its reading.  Experiments were conducted both to guide the design 
process, as was the case with distance estimation experiments and to verify that the designs would 
perform within the performance requirements of the RMMS and other subsystems.  The 
experiments on distance estimations (sections 10.3-10.5) and the first part of the DBSCAN 
experiment (section 10.8) were used to guide the design process and the others were primarily 
verification tests, although their results helped guide the design of other facets of the system. 
10.2 Testing the Electronics of the SCM 
This section of experiments contains three sections, each to test one aspect of the SCM electrical 
design: voltage step-up for communication from SCM to machine controller, voltage step-down 
for communication from machine controller to SCM and voltage regulation for power supply 
using a machine controller as the source. 
10.2.1 Voltage Step-Down for Communication 
The SCM was required to buck the voltage of signals coming from the attached machine controller 
in order to safely receive messages (discussed in section 5.4).  The method had to step down the 
voltage supplied by a machine controller to one  
Aim: 
This experiment aimed to test the effectiveness of the electrical channel step-down design in 
reality and determine if the results were suitable for the SCM. 
Apparatus: 
 Prototype SCMs with 24V, 18V, 12V & 5V conversion resistor pairs, 
 Variable DC voltage supply, 
 PC with Arduino IDE and MS Excel, 
 Voltmeter. 
Method: 
A two-step verification was used to check the effectiveness of the step-down conversion.  The 
outputs of the resistor pairs were checked with a voltmeter and a pass/fail test was done in the 
form of a verification routine on the Teensy 3.1.  The routine was written so as to illuminate the 
on-board LED when it received the correct input on its pins (101010).  The following was done 
for each of the common voltages (24V, 18V and 12V). 
1. Remove the Teensy 3.1 from the SCM. 
2. Set the variable DC supply to the correct voltage. 
3. Connect the high to input pin 1.3 and 5 and the rest to ground. 
4. Use the voltmeter to check the Teensy 3.1 slot pins and record. 
5. Connect the Teensy 3.1 and check for the verification LED. 
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Results: 
The following table (Table 13) shows the results of the experiment, displaying the output of the 
resistor circuit when a high was supplied to the input for each of the voltages tested.  The last 
column shows whether the Teensy 3.1 received the verification message which confirmed the 




The step down of voltage from the machine controller’s voltage level to that accepted by the SCM 
was done using the voltage divider rule of parallel resistors.  For this method a different 
combination of resistors was needed for each connected machine voltage (see Table 13), so the 
resistor pairs for each of the supplied voltages had to be tested.  It is clear that if a low (0V) is 
supplied to the resistor circuit input then a low will be returned and this was the case.  More 
important was to test that the output of the circuit when a high is supplied is suitable to signal a 
high to the MCU without overloading its pins.  A Teensy 3.1 has tolerance for up to 5V on its 
input pins but reads a high at anything over 3.1V (logic level 3.3V).  The ‘Method’ section 
discussed how two tests were conducted – both sets of results are shown in Table 16.  The table 
shows that the voltage supplied to the MCU was around 3.3V in each case and was above the 
high threshold at all supply voltages, although the 12V value was a little lower than expected.  
This lower reading was probably due to combined tolerances on the resistors.  When the MCU 
was connected and the power supply voltage was connected to the correct pins the LED was lit 
in every case and a pass was recorded. 
Conclusion: 
In conclusion, the high output when the input was at the supplied high was very near the desired 
3.3V and the low was at 0V.  The test program confirmed the results by running correctly in each 
case.  Thus, the circuit performed as expected and was proved suitable for the SCM. 
10.2.2 Voltage Step-Up for Communication 
The SCM was required to boost its voltage to any logic level supplied by the communication 
receiver (discussed in section 5.5).  This required a voltage step up technique for each 
communication channel.  A method using transistors, acting as relays, was chosen. 
Aim: 
This experiment aimed to test the effectiveness of the electrical channel step-up design in reality 
and determine if the results were suitable for the SCM. 
Apparatus: 
 Prototype SCM 
 Variable DC supply 
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 PC with Arduino IDE and MS Excel 
 Voltmeter 
Method: 
To test the effectiveness of the voltage step up, a manual test was used.  The outputs of the 
transistors were checked with a voltmeter and recorded.  The Teensy 3.1 was written with a 
program which set one output pin to ‘high’ and another to ‘low’.  The following method was 
obeyed for each of 24V. 18V and 12V: 
1. Program the verification routine to the Teensy 3.1. 
2. Set the variable DC supply to the correct voltage. 
3. Use the voltmeter to check the transistor outputs of both of the pins and record the results. 
Results: 
The following table outlines the experimental results – the output of the transistor circuit is shown 
for both of the MCU pin states and the last column shows whether or not the results were within 




The transistor technique used inverted the MCU output as expected (see section 5.5).  This 
inversion property was dealt with in the module’s coding, so that the PLC would receive the 
expected message (as defined in Table 10).  The output at the end of the transistor conversion 
circuit was, at the most, 0.21V off the supplied value, although with further investigation it was 
found that the variable power supply was actually slightly erroneous at 5V and so the conversion 
circuit was probably operating perfectly.
Conclusion: 
In conclusion, the low output was very near 0V and well within the tolerance of any machine 
controller and the high was very near the supplied voltage and thus definitely within the range 
tolerated by the connected controller.  The circuit worked successfully and proved to be suitable 
for use as the communication channel boost circuit. 
10.2.3 Voltage Regulation for Power Supply 
The SCM was required to operate when supplied by any voltage source from 12-24V (discussed 
in section 5.6).  This required voltage regulation circuitry to be included on the SCM.  This 
experiment tested the effectiveness of that circuit. 
Aim: 
To test the output of the voltage regulation circuitry and to confirm whether or not it was suitable 
for use in the SCM.   
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Apparatus: 
 Prototype SCM 
 Variable DC supply 
 Voltmeter 
Method: 
This test was done in two stages for each of the voltage levels tested, first the output of the circuit 
was tested manually and then the Teensy 3.1 was connected and a test program was run to confirm 
the operation.  The circuit was tested at each of the following, 26V, 24V, 18V, 12V & 10V to 
ensure that the circuit could handle variations in supply. 
1. Remove the Teensy 3.1 from the SCM. 
2. Set the DC supply to one of the voltages. 
3. Used the voltmeter to test the output of the regulation circuit. 
4. Insert the Teensy 3.1 and check that it boots and runs the test program. 
Results: 
The table below (Table 18) shows the output of the voltage regulation circuit for each of the 
different supply voltages, the regulated voltage was what was connected to the Vin pin of the 
Teensy 3.1.  The last column shows whether the MCU booted and ran a test program (blinking 




The regulation circuit discussed in section 5.6 was made using cascaded voltage regulators.  The 
circuit was tested to beyond the foreseen cases for safety and thus goes either side of the typical 
12V-24V range.  In every case but 10V the regulated voltage was measured as being constant 
(within the voltmeter’s error range).  At the lowest tested voltage the regulated value began to 
drop slightly as the output of the first regulator (12V) dropped below the required input of the 
regulator two (so below 6.5V).  This isn’t an issue because the supply should not drop below 12V.  
The cases where supply is below that typical value are discussed in 5.6, and in that case the supply 
can be connected directly or through only the second regulator.  In every case tested here the test 
program ran, showing that the supply was within the needs of the MCU. 
Conclusion: 
In conclusion, the manual readings showed that the output was very close to 5V and the boot test 
showed that it was usable by the MCU.  Thus, both the manual readings and the pass/fail program 
test confirmed that the voltage regulation circuit was suitable for the SCM’s power control. 
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10.3  Literature Logarithmic Drop-off in RSSI with Distance 
Hypothesis: 
The relationship between distance and command-mode RSSI is logarithmic. 
Purpose: 
In theory, the received signal strength indication decreases in a logarithmic fashion with increased 
distance.  This experiment aims to verify the logarithmic drop off in RSSI with an increased 
distance between two XBee wireless modules which serves as a central concept in estimating radii 
as needed in the RTLS (see section 3.6.3). 
Apparatus: 
 15m Tape measure 
 Masking tape 
 Laboratory with adequate space 
 XBee Series 2 PCB Antenna module  
 Uartsbee XBee to PC adapter 
 State Communication Module as described in section 3.5 
 Computer with serial communication software (Digi XCTU) 
Method: 
1. The tape measure was laid out along the lab floor from one wall. 
2. Pieces of tape were placed at 0.5m intervals starting 2m from the wall until 13m. 
3. The Uartsbee was used to connect the XBee to the computer. 
4. The connected XBee was placed against the wall, 1.2m up from the ground. 
5. The serial software was opened and the home XBee was connected to the SCM XBee. 
6. The SCM was placed on the floor at the first mark and switched it on. 
7. “+++” was typed into the serial software to enter command mode. 
8. “ATDB” was typed to request the RSSI. 
9. The response was recorded (given in hexadecimal). 
10. The software was allowed to wait 10s to exit command mode. 
11. Steps 7-10 were repeated 5 times. 
12. Steps 6-11 were repeated for each of the marks. 
13. The entire experiment was re-run four times in two days for accuracy. 
Results: 
Table 19 is a summary of the comprehensive results contained in Appendix K (15.11); it shows 
the average RSSI values obtained in each of the experiments as well as an overall average of all 
the readings taken. Figure 60 is a graph showing the relationship in each experiment and best-fit 
logarithmic trendline (as generated by MS Excel 2013).  Figure 61 shows the relationship obtained 
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Discussion: 
Firstly, some explanation is needed to make clear the decisions made in the method.  Firstly, the 
measurements were started at 2m from the wall (and given the value of 1m) because in reality the 
beacon is designed to be placed at ceiling level (>3.5m) and the SCM is placed on top of a machine 
(usually <2m) which means the height differential is usually over the 1.2m used in the experiment.  
Thus the ‘1m’ mark was placed further from the wall.  In reality the factory would need a 1m 
reference power value to put the other readings into context (this corresponds to the p0 in[Eq. 7]). 
The results do generally show a logarithmic relationship between the distance and RSSI, but the 
estimations are inconsistent and noisy.  The average case (shown in Figure 61 gives the following 





The goodness of fit (R2) value given by Excel is 0.9041 which shows an acceptable fit with the 
theoretical perdition using the values shown above.  What isn’t shown by this good result is the 
wavelike fluctuation in values, especially between 4m and 10m.  This is especially problematic 
due to this being a very important range for the RTLS.  Problems are also found when the standard 
deviation of the results is considered.  Appendix K (section 15.11) shows that the standard 
deviation within the five readings of each experiment was as high as 1.789 dBm and averaged 
0.982 dBm.  Furthermore, the standard deviation between the four experiments was as high as 
3.03 dBm and averaged 1.273 dBm.   
The wavelike fluctuations present a particular problem.  When using this exact information in 
reverse (to predict distance based on RSSI) the results cause many of the RSSI readings to yield 
ambiguous results (a single RSSI value could be two distances).  It also means using the trendline 
will likely give very unreliable results. 
It is thought that part of the problem in this case is the lack of resolution in the RSSI output of the 
XBee using the ATDB command.  The average RSSI difference over the whole range tested was 
21 dBm and this is given in steps of 1dBm.  This leads to a very low resolution over the tested 
range, leading to over- and under-reactions to distance changes and thus the wavelike patterns 
found in the results.  The standard deviations discussed in the preceding paragraphs show why 
this low resolution is a particularly important problem – the standard deviation is exaggerated by 
the large jumps in readings given by the low resolution. 
Conclusion: 
The results match the theory well on average, proving that the signal strength drops 
logarithmically with distance.  Due to large deviations in readings which should be similar and 
wavelike nature of some of the readings, the ATDB command used to gather the RSSI from the 
XBee module appeared to be an unreliable method for predicting distance in the RTLS.  Another, 
higher resolution, method for gathering the RSSI of a XBee module and a microcontroller is 
documented in the literature [104] and is tested in the next section (10.4). 
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10.4 Linear Increase in PWM Pulse Length with Distance 
Hypothesis: 
The new RSSI function will produce a linear relationship between distance and pulseIn indication. 
Apparatus: 
 15m Tape measure 
 Laboratory with adequate space 
 XBee Series 2 PCB Antenna connected to a PC with serial communication software 
 State Communication Module as described in section 5 
Method: 
1. The tape measure was laid out along the lab floor from one wall. 
2. Pieces of tape were placed at 0.5m intervals starting 2m from the wall until 13m. 
3. The Uartsbee was used to connect the XBee to the computer. 
4. The connected XBee was placed against the wall, 1.2m up from the ground. 
5. The serial software was opened and the PC XBee was connected to the XBee on the SCM. 
6. The SCM was placed on the floor at the first mark and switched it on. 
7. “a” was typed into the serial terminal to trigger the calculation and the response recorded. 
8. A delay of 5s was given to ensure the MCU was clear of the previous routine. 
9. Steps 7&8 were repeated five times. 
10. Steps 7-9 were repeated for each of the marks 
11. The entire experiment was re-run three times in three days to ensure a good average 
Results: 
Table 20 is a summary of the comprehensive results contained in Appendix M (15.13); it shows 
the average pulseIn duration values obtained in the experiments and average value for each 0.5m 
mark.  Figure 62 shows the average pulseIn readings for each experiment and Figure 63 shows 
the average over the three experiments.  Both of the graphs (Figure 62 and Figure 63) contain a 
best fit linear trendline with a goodness of fit (R2) indication (as generated by MS Excel 2013). 

 







This experiment shows that the new method for gathering the RSSI, using the pulseIn function, 
was much more reliable for use as a distance indicator.  The use of the function does not follow 
the logarithmic pattern predicted in the literature.  This was explained by the pulseIn function 
itself and the way that the PWM is produced by the XBee.  Further research shows that the XBee 
produced an exponentially varying PWM signal which linearised the signal strength indication.  
For this reason the relationship is linear, as shown in Figure 62 and Figure 63.   
Table 20 shows that there is some variation (σ = 7) between the experiments, but that most of the 
variation came from Experiment 2.  The results for Experiment 2 were consistently lower at each 
interval onwards from the 5m mark, with a diverging trendline.  This experiment must have been 
affected systematically in some way, perhaps due to environmental effects. 
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In the average and in Experiments 1 and 3 there is a significant jump in the pulseIn readings 
obtained between 2m and 2.5m.  This jump does not affect the linear relationship noticeably and 
is not present in Experiment 2.   
The most promising attribute of the results is how well the readings fit into a linear relationship.  
In all of the experiments (and the average) the Excel generated R2 goodness of fit value is over 
0.99.  This is an almost perfect fit to the linear trendline and shows that using this technique should 
give very accurate mapping of pulseIn values to distances between XBee modules 
Conclusion: 
The results are much more promising for the development of a RSSI-based RTLS when using the 
pulseIn function, the fitment to a trendline is almost perfect and accurate enough to make 
confident predictions.  There is a clear improvement in using the much higher resolution pulseIn 
method as opposed to the ATDB command method in the previous experiment.   
10.5  Testing the RSSI Distance Estimation 
Aim: 
To test the accuracy of the distance estimation between two modules using the equation 
determined in the previous experiment (section 10.4).  This experiment served to test the distance 
estimation equation for the RTLS. 
Apparatus: 
 30m Tape measure 
 Masking tape 
 Laboratory with adequate space 
 XBee Series 2 PCB Antenna module  
 Uartsbee XBee to PC adapter 
 State Communication Module as described in section 5 
 Computer with serial communication software (Digi XCTU) 
Method: 
This experiment was conducted in the laboratory in which the system was designed to be 
implemented to ensure realistic results. 
1. The tape measure was laid out along the lab floor from one wall. 
2. Pieces of tape were placed at 1m intervals starting 2m from the wall until 22mm. 
3. The Uartsbee was used to connect the XBee to the computer. 
4. The connected XBee was placed against the wall, 1.2m up from the ground. 
5. The SCM was placed on the floor at the first mark and switched it on. 
6. “a” was typed into the serial terminal to trigger the calculation. 
7. A delay of 3s was given to ensure the XBee buffer was clear. 
8. Steps 7&8 were repeated five times to average the distance estimation. 
9. “q” was typed to trigger the distance calculation (according to[Eq. 13] 
10. The estimation response was recorded. 
11. Steps 7-11 were repeated for each of the marks. 
12. Steps 7-12 were repeated three times per experiment. 
13. The entire experiment was re-run three times in two days to ensure a good average. 
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Results: 
Table 21 shows the results of the experiment.  The experiment was performed three times, with 
each experiment comprising of a distance estimation at each point, repeated three times.  Each of 
the three experiments were conducted from different points to test the consistency over the whole 
factory floor rather than in one case.  This gave nine readings for each of the tested distances.  
The table shows each of the distance estimations returned and average estimation for each point.  
The standard deviation of the estimations is included, as is the error.  The ‘Pass %’ column shows 
the percentage of estimations which fell within the acceptable range (-250mm; +1250mm), the 
failures are highlighted in pale red.  Averages of the errors, standard deviation and pass percentage 
are provided.  The ‘Max Diff’ column shows the maximum difference in estimations across the 




The pass/fail criteria of (-250mm; +1250mm) was chosen because of the nature of the RTLS’s 
multilateration algorithm.  Thinking logically, the multilateration algorithm chosen requires the 
distance estimation circles to intersect, for this to happen, the estimations cannot be too small.  If 
the lines did not cross it would give erroneous results, but if the SCMs all overestimate by a fixed 
amount, there would be no effect on the position estimation.  For this reason, a constant 500mm 
was added to all estimations and the pass criteria was offset to the over-estimation side.   
The experiment shows that the vast majority (>96%) of the distance estimations fell within the 
defined error band and were therefore passes.  The runs which failed were also not by large 
margins.  It was clear that the RSSI based distance estimations were more inconsistent than what 
would be desired, though this was expected and was catered for with the later processing.  The 
large standard deviations in the readings and large ‘Max Diff’ values showed that the distance 
estimation may have been too inconsistent, although the theoretical multilateration and DBSCAN 
experiments which yielded the pass/fail criteria show that this inaccuracy could be handled. 
Conclusion: 
The distance estimations were not as accurate as the earlier experiment on the RSSI relationship 
with distance (section 10.4) would have suggested, nor as accurate as would usually be desired 
for a reliable experiment.  Even so it proved to be sufficiently accurate for use with the 
multilateration and DBSCAN algorithms (as was found in sections 10.6 and 10.8).  The high pass 
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rate and good averages of the system showed that the RSSI-based distance estimation technique 
was viable for use in the RMMS’s RTLS. 
10.6  A Theoretical Test of the Multilateration Algorithm 
Aim: 
To test the multilateration algorithm based on theoretical distance estimations, including random 
inaccuracies. 
Apparatus: 
 A computer running MathWorks Matlab and Microsoft Excel 
 A multilateration algorithm in Matlab 
Method: 
The Matlab program was run once for each of the five positions (given below in mm) on the 
hypothetical 10m × 10m factory floor:  
(2000; 2000), (2000; 8000), (9000; 2000), (8000; 8000) & (5000; 5000). 
These positions were chosen to represent many different positions on the floor and to allow for 
inaccurate spots to be identified.  A Matlab program (shown in Appendix G, section 15.7) was 
written which was set to run 10 000 iterations.  The program follows the pseudo-code shown in 
Figure 35, but uses random values to simulate the gathering of RSSI data.  In order for a run of 
the algorithm to be considered a pass, it had to predict both of the point’s co-ordinates to within 
600mm above or below (1200m total).  The randomised values for RSSI estimation were based 
on data from the experiment on distance estimation in section 10.5.  This randomisation was used 
to provide a simulation of the probable real distance estimation data.  The distance estimation 
data was input with the randomisation (-250mm; +1250mm) because this was found to give 
favourable results and was found to be a realistic expectation in the experiment on distance 
estimation (10.5).   
1. Each iteration was set to produce 10 random numbers for each of the distance estimation 
(between 250mm under the known correct distance and 1250mm over).  This simulates 
the gathering of RSSI information. 
2. An average was taken of the 10 values. 
3. The algorithm then follows the pseudo-code in Figure 34 from step 7. 
4. The program checks if it passes and records the result. 
5. After 10 000 iterations, the program worked out the standard deviation of the predicted 
positions. 
6. The program printed the number of passes and standard deviation. 
7. The results were recorded in Excel. 
Results: 
Table 22 shows the results of the experiment, showing the standard deviation of the position 
estimation results and percentage of tests which passed.  The pass accuracy was based on the 
results of the DBSCAN experiment (discussed in section 6.3). 
 





The table shows that, even when given highly varying distance ‘estimation’ data, over 90% of the 
10 000 cases tested for each of five hypothetical positions were accurate enough to be considered 
a pass.  A pass was decided to be a point which was within 600mm of the true position in both 
the X and Y dimensions, giving a square region of success with a maximum Euclidian error in 
each corner of the region of 848mm away from the point. 
The maximum standard deviation of all the results was 331mm.  The average standard deviation 
was 313mm over the five positions.  This implies that over 66% of the 50 000 cases tested were 
within 313mm of the true position.  This information gave valuable data for the continuation of 
research and as a proof of concept for the multilateration algorithm.  This experiment was 
conducted in conjunction with the DBSCAN experiment (section 10.8) in order to define the pass 
requirements and ensure that the algorithms were suitable for use with each other. 
Conclusion: 
The multilateration algorithm produced accurate results using the simulated distance estimation.  
Further experimentation was needed verify the real-world performance of the RTLS, but the 
validity of multilateration algorithm was verified here. 
10.7 Testing the RTLS in the with one Roaming Node 
Aim: 
To test the ability of the RSSI based multilateration RTLS to estimate the position of a roaming 
node on a factory floor.  The accuracy of the RTLS had to be checked to ensure it met the criteria 
for use in the RMMS. 
Apparatus: 
 A 10.5m×13.5m laboratory floor 
 4 BPMs 
 1 SCM 
 1 XBee and UARSBEE connection board 
 15m measuring tape 
 A PC with XCTU software and MS Excel 
Method: 
1. Place a BPM in each of the corners of the floor space. 
2. Place the SCM at the first position. 
3. Type “x” into XCTU’s terminal to trigger the RTLS. 
4. Wait for the SCM to send its position estimation. 
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5. Record the result. 
6. Move the SCM to the next position and repeat steps 3-5. 
7. Repeat steps 2-6 three times in three days to ensure accuracy. 
The six co-ordinates shown in Figure 64 were tested, the positions were chosen because the 
positions were those of currently placed machines on the factory floor, making for convenient and 
realistic placement.  The use of a proper laboratory-scale factory floor, with the usual machines 
as obstacles was decided upon to give the experiment a more realistic and applicable result.  The 
photograph below (Figure 65) shows the factory floor used and the diagram (Figure 64) shows 
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Results: 
The following diagram (Figure 66) shows the true position, each estimation and the average of 
the estimations in layout view of the factory floor.  The table which follows gives more detailed 
information of the results (Table 23) shows the results that were gathered for each position in 
each of the three experiments.  The average of two (X and Y) estimations are shown shaded in 
grey and for each of the three experiments the X and Y estimations are given.  The Average 
Euclidian distance error over the three experiments is shown as the ‘Ave Error’.  The ‘Max Error’ 
column shows the maximum Euclidian error over the three experiments.  The average of the X 






The results show that every one of the estimations was within 670mm of the actual position.  The 
DBSCAN experiment (10.8) showed that even an error radius of 800mm was tolerable and so 
every one of the location estimates would have satisfied the DBSCAN algorithm and should be 
able to be processed into a cluster model. 
The average error of each of the positions ranged between 344.14mm and 599.08mm, and were 
near the same as the maximum errors, so it was clear that most readings fell away from the true 
positions, but within the acceptable error band.  This showed that it was likely that the estimation 
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pattern was a very steep bell curve, bordering on being a constrained random distribution.  The 
sample size was too small to confirm this. 
The different positions yielded different accuracies, but there was no clear pattern as to what 
location factors affected accuracies.  The small sample size implied that this was probably just 
pseudo-random variation and that no particular tested position was more prone to inaccuracy than 
any other. 
The sample number was not large, but even so, the results imply that all estimations should fall 
within the tolerable error band, which takes the form of a circle around the true position, of radius 
800mm.   
Conclusion: 
This experiment was not of a large sample, but it illustrates the feasibility of the RTLS and the 
results were positive and showed that the RSSI-based multilateration RTLS was suitable for 
position estimation in the RMMS.  The RTLS developed in this research was able to find the 
position of a roaming node, within the accuracy needed by the processing system. 
10.8 Constants and Testing of the DBSCAN Algorithm 
Aim: 
To find EPS and MinPts values which can correctly (to a success rate of over 80%) cluster a 
number of simple factory floor layouts into cells, with significant variations in the location data. 
Apparatus: 
 A computer running MS Visual Studio and MS Excel 
 The DBSCAN clustering algorithm, with variable EPS and MinPts properties 
Method Description: 
The four hypothetical factory floor layouts in Figure 67 were tested in this experiment.  They are 
all examples of typical layouts on a 25m×18m factory floor.  Table 24, which precedes Figure 67, 
contains the true positions of each machine in each floor. 
Figure 67 shows that the MinPts should be set to 2 to cater for the two-machine cell in layout 4.  















Data known of the location accuracy, obtained from previous experiments (see section 10.4 and 
10.6), containing the standard deviation, was used to give variations in the simulated layout.  
These inaccuracies are needed to ensure that the DBSCAN algorithm can handle the variations in 
position that may occur with inaccurate positioning information.  This experiment was conducted 
before the final data from the roaming node experiment (10.7) was known and that the data found 
there fell within the defined constraints. 
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The tests were run with the following data values, inferred from section 10.4 (with exaggeration 
to pose more of a challenge to the clustering algorithm).  In the formulae below, μ is the true 
location value and x is the value in each case and r is a random number between 0 and 1.  The 
variations were applied to both co-ordinates, giving a possible error in position equal to square 
root of the sum of the squares of the co-ordinate errors.  Both sets of values were generated by 
MS Excel. 
 Random distribution: x=μ ±  r800  
 Gaussian distribution: N(μ,  5002) 
The graphs (Figure 68) show how the values were distributed around the mean, μ = 10 000. 
 

The figures above show how a single dimension (x or y axis coordinate) is varied according to 
the two randomising techniques.  Figure 69 shows 5000 cases of Gaussian distribution as applied 
to Layout 3.  This diagram serves to show how much the positions were randomised to test the 
DBSCAN algorithm.  Randomly scattered data forms a square centred on each true position. 
Figure 70, which follows Figure 71 shows the true position along with four randomly produced 
estimations of each factory floor.  Each layout estimation is given in one colour so that it is 
possible to observe how varied an individual factory floor can become when constrained 
randomness or random Gaussian distribution is applied to many points at once.  This served to 
demonstrate the robustness of the DBSCAN algorithm when dealing with inaccurate RTLS data. 






Part 1 Method: 
1. EPS value was set to 3500. 
2. Excel was used to generate 50000 randomly distributed points (within the accuracy of the 
RTLS). 
3. Excel was used to generate 50000 points Gaussian distributed points (with a standard 
deviation equal to the RTLS). 
4. The clustering algorithm was run for each of the Gaussian distributed data points. 
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5. Data on how many cases passed and how many failed was gathered and recorded. 
6. Steps 2-4 were repeated for each factory floor layout. 
7. The clustering algorithm was run for each of the randomly distributed data points. 
8. Data on how many cases passed and how many failed was gathered and recorded. 
9. Steps 2-4 were repeated for each factory floor layout. 
10. EPS was incremented by 50 and steps 3-6 were repeated. 
11. Until EPS reached 6000. 




1. EPS was set to the average of the bests (see Table 25) – Rounded to 4750. 
2. Excel was used to generate 50000 randomly distributed points (within the accuracy of the 
RTLS). 
3. Excel was used to generate 50000 points Gaussian distributed points (with a standard 
deviation equal to the RTLS). 
4. The clustering algorithm was run for each of the Gaussian distributed data points. 
5. Data on how many cases passed and how many failed was gathered and recorded. 
6. Steps 2-4 were repeated for each factory floor layout. 
7. The clustering algorithm was run for each of the randomly distributed data points. 
8. Data on how many cases passed and how many failed was gathered and recorded. 
9. Steps 2-4 were repeated for each factory floor layout. 
10. Data (number of passes and failures, including failure reasons) was recorded. 
Part 2 Results: 

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Discussion: 
Firstly, it can be assumed in most factory floors the minimum number of machines in a cell is 2 
(with singular machines (singleton cells) being identified by being outliers, though if it is known 
that a cell will not exist with less than n machines, then the MinPts variable can be set to n.  The 
MinPts should be set as high as possible – to the minimum number of machines which a factory 
has in any known state. 
It was clear that the EPS has a large effect on the clustering algorithm’s results.  Even small 
variations can cause inaccuracies, as can be seen in the raw data in Appendix N (15.14).  When it 
was properly tuned the DBSCAN algorithm worked very successfully, achieving a worst success 
rate of almost 90% (89.15%).  This was beyond the requirement that was aimed for at the outset 
(80%).  The constraints used for the randomised and Gaussian distribution were larger than the 
values found in the roaming node experiment (10.7), so the true accuracy would prove to be higher 
than the pass percentage found. 
The variations used to test the algorithm were also very high and in a more conservative factory 
setting it is hoped that with some further work, the RTLS can achieve values with less deviation.  
Even when given inaccurate location data the clustering worked effectively. 
The performance is slightly worse for each factory floor when the algorithm was fed data 
distributed in a Gaussian fashion.  This can be attributed to the more extreme variances possible 
with this form of distribution and the high number of cases given (50 000).  More of the values 
are concentrated near the centre than random distribution, but possible variations are much larger 
than that of constrained random distribution.  The Gaussian distribution is likely to be closer to 
the data obtained in the real world.  Table 26 shows that Gaussian distribution had a particular 
effect on the detection of outliers.  This is because when given large amounts of data, a number 
of points are bound to vary enough to become un-clustered. 
The table also shows that different factory floor layouts are prone to different sorts of errors and 
so failed for different reasons.   
What is not shown in the results above, is that on multiple runs of the same set of data the 
algorithm produced identical results, which proved its deterministic nature. 
Conclusion: 
It was concluded that the DBSCAN clustering algorithm was well suited to the task of clustering 
a factory floor layout into cells based machine position.  The high accuracy, robustness against 
RTLS estimation variations, easy customisability and deterministic nature of the algorithm made 
it a good choice for the clustering of machines into cells by the central RMMS controller. 
10.9 Testing the Operation of the KBS 
Aim: 
To test the code and operation of the knowledge base system using hypothetical factory floors 
and a hypothetical base of knowledge. 
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Apparatus: 
 A Windows PC with MS Visual C# running the KBS section of the CRC Code 
 A set of hypothetical factory floors and a base of knowledge 
 MS Excel 
Method: 
The base of knowledge (shown in Appendix O, section 15.15) was read by the CRC software and 
stored as the known states of the system.  The CRC required a CSV file of a certain structure, 
which was created in Excel and read by the software.  The database contains ten different factory 
floor layouts including ones which contain duplicate and triplicate cells.  The following method 
was followed with each of the ten known layouts and two layouts which not contained in the 
knowledge base, in random order: 
1. Test layout is given to the KBS to find a match. 
2. KBS runs and returns a result. 
3. Result is recorded in Excel. 
Proving the functionality of the KBS in an experiment does not seem very interesting, because of 
the pass/fail nature of the test, but it was still very important for verifying the system’s aspects. 
Results: 
The following table (Table 27) shows the results for each of the twelve runs (ten known layouts 




The KBS showed perfect results in the simulated test, matching each of the hypothetical floors 
exactly as expected and identifying that some of the floors did not exist in the database.  Even 
though the results were perfect in the end, the experiment proved very useful as during tests 
leading up to this experiment some flaws were found and rectified.  At first, the KBS had trouble 
matching duplicate and triplicate cell layouts which would have proven problematic later on.  The 
KBS took significant time (± 1 min per machine) to set up, as was discussed in previous chapters, 
outlining one of the potential disadvantages of the system.  The time spent, however, was once-
off, so once set up, the system operated rapidly.  The system is also simplistic and incapable of 
learning, but this was known from the outset and was not a requirement of this system. 
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Conclusion: 
The KBS performed as expected and proved to be a suitable method for program assignment in 
the RMMS.  The one hundred percent success rate proved both the functionality of the code and 
feasibility of the KBS architecture for providing factory floor model assignment to data gathered 
by the RTLS and DBSCAN combination system. 
10.10  Chapter Summary 
This chapter documented experiments conducted during the research and included design 
guidance experiments and performance tests on each of the aspects of the RMMS.  Each 
experiment was constructed in the standard format and included a more detailed discussion and 
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PART C  
This part covers the detailed laboratory-scale experiment conducted on the integrated RMMS.  
This part serves as proof of the functionality of the RMMS and aims to showcase the ability of 
the system to rapidly re-configure the control of a laboratory-scale system after a physical 
reconfiguration.  
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11. Chapter 11: Experimentation on the Integrated RMMS 
11.1 Chapter Introduction 
The experimentation on and testing of the RMMS was conducted in the form of a hypothetical 
case study representing a real-world type of dynamic factory floor.  The system as a whole was 
tested by performing a factory floor reconfiguration and using the RMMS to respond to the change 
by switching program switching instructions and thus reconfigure the factory floor control 
system. 
11.2  Introduction to the Experiment: 
The experiment aimed to demonstrate the ability of the RMMS to solve system ramp-up problems 
in a supplier making use of a Reconfigurable Manufacturing System.  The problem presented in 
this experiment was the changeover between optimal layouts, which came about when the product 
or product mix changed.  This experimental process investigated the role of the RMMS in 
machine controller routine changing, driven by a change in production needs and therefore factory 
floor layout.  The ability of the RMMS to autonomously changeover software routines, based on 
the discovered factory floor state alone, was to be proven. 
11.3  Situation: 
The hypothetical supplier provides part manufacturing services to multiple clients and the 
supplied parts undergo a large amount of customisation with each batch.  The nature of the product 
demand is beyond the scope of this research and experiment. 
The manufacturing system had, in a database, all the production plans necessary for the range of 
products which can be produced.  The company aimed to highly streamline and customise their 
production facility so that the layout is always optimal for the product or mix being produced at 
the time, easing workflow and materials handling.  The exact nature of the optimisation is beyond 
the scope of this research and experiment.  This experiment uses output from a hypothetical 
generation and aims to prove only the speed and functionality of the RMMS in production system 
ramp-up. 
The geometry and nature of the products was unimportant in the development and testing of this 
experiment, because, at the level investigated in this research, the RMMS did not require implicit 
knowledge of the products being produced.  All that is required to verify the functionality of the 
RMMS is the ability to rapidly change programs based on factory floor state.  The situation can 
be visualised as a seasonal change in products, such as heaters and fans. 
Operations planning produced the stylised Gantt chart for the year’s predicted production shown 
in Figure 71.  The numbers in the bars represent the number of parts to be produced during the 
Period.  The theory and process of the generation of this chart and the factory floors that it 
produces were beyond the scope of this experiment.  The role is only to achieve the 
reconfigurations predicted by these results.  This chart illustrates that four distinct periods of 
production are needed, each separated by a factory reconfiguration.  In the sessions where Product 
2 and Product 4 are produced alone (first and third), the factory made use of duplicate cells 
configured in the same way, to double the factory’s output and speed up production.  This form 
of MCM production is only possible with a RMS which features vary fast ramp-up times.  Without 
this attribute, the short production periods would be impractical.  The moving of machines allows 
the materials handling and workflow of the production system to be optimised, allowing faster 
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unit production and therefore lower unit cost.  There exists a trade-off between the cost and time 
used up in a factory reconfiguration and increased production, the RMMS allows production time 
needed to decrease and thus allows for a more agile system. 
 

The following part-machine matrices (with cell formation transformations) (Table 28) are known 
for each product.  An explanation follows: 

 
The grey areas represent the combinations of machines which from cells.  Each product needs a 
different combination of machines and cells in order to correctly function.  This table does not 
represent the layouts which are formed, but only the cells formed by product-specific needs.  
These cell combinations were added to each other or for use in the layouts shown in the figure 
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Table 29 shows what machines are available to the facility and in the CRC’s knowledge base: 

 
Appendix P (section 15.16) shows the entire knowledge base as it was stored for the purpose of 
this test.  The database contained multiple different factory floor layouts for the KBS to find a 
match for the detected layout.  The database was designed to be large enough to prove the 
functionality of the KBS while not being too large to be tedious to design. 
The following factory floor models (Figure 72) are taken to be the optimised layouts (produced 
from Table 28) for the corresponding product cycles.  Figure 73, which follows it, shows what 
each of the reconfigurations requires in terms of machine moving.  The generation of these layouts 
is beyond the scope of this research – only handling of the layout changes is required in this 
system test.  Table 30, included below the figure, gives values for the position of each machine, 
cellular arrangement, software and hardware configurations required, and duty of each cell.  The 
table serves to describe the layouts in full, with Figure 72 giving a visual representation.  The 
table also serves to show how the software requirements of the system which were outlined – in 
order to pass the case study, the RMMS had to produce the software outputs shown in this table 
when given a physical layout. 
 

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11.4 Aim 
The experiment associated with the situation described above aimed to prove that it is possible, 
using the technology developed in this research, to rapidly provide software switching 
instructions to all the machines on a factory floor based on the physical state of that factory floor. 
This experiment aims for a 100% success rate.  That is, every one of the four factory floor layouts 
has to be successfully analysed and have the correct software switching instructions assigned to 
the correct machines. 
11.5  Experimental Methodology 
In order to verify the success of the RMMS as a system the three reconfigurations (and the initial 
layout) needed to be physically laid out and the RMMS must have sent program switching 
instructions to each machine. 
The experiment was conducted in the UKZN Manufacturing Mechatronics and Robotics 
Laboratory by building the configurations as described before and physically running the RMMS 
in order to change the output of the SCMs.  Actual production programs were not implemented.  
Simplified, hypothetical programs were loaded onto each of the machine controllers and these 
were switched between to demonstrate that the functionality was obtained.  This proved the ability 
of the SCMs to reconfigure software on the machine controllers and the RMMS as a whole.  Thus 
the methodology for the experiment was as follows: 
1. Configure Layout 1. 
2. Use the Central RMMS Control software to initiate a factory floor scan. 
3. Allow the CRC to build a factory floor state model. 
4. Record the factory floor model as given by the CRC. 
5. Use the CRC software to initiate a software reconfiguration. 
6. Check and record the SCM outputs to confirm software switching. 
7. Reconfigure the factory floor into the next Layout and repeat steps 2-6. 
11.6 Results 
The four tables which follow Table 31 to Table 34) show the results gathered in each of the four 
reconfiguration processes.  The ‘Measured’ columns represent what was received by the CRC 
after the factory scan was competed, the raw results are contained in Appendix Q (section 15.17), 
as represented in the CRC.  The calculated cell number is shown in the table and shows what cell 
was produced by the DBSCAN algorithm from the raw measured data.  The cell number is also 
contained in the CRC representation shown in Appendix O and was recorded in the tables that 
follow.  The ‘Output’ column shows the output of the SCMs terminals, as supplied the machine 






















11.7 Experimental Discussion  
The tables shown in the previous section (11.6) show that the RMMS was successful in its factory 
floor scanning, model assignment and ability to provide software switching instructions. 
Each process, from the initialisation of the program to when the assignment of program switching 
instructions took between 16min and 21min to complete.  The process took longer for the layouts 
with more machines, primarily because the receipt of factory floor information from each module 
happens in a serial manner, as does the sending out of software switching instructions.  Thus the 
size of the factory floor affects the software reconfiguration time.  This process is still very quick 
in industrial terms and is far more time and labour efficient than manual methods and it operated 
well faster than was dictated in the specifications set out in the beginning and shown in Table 1. 
There were, unfortunately, a number of issues experienced during the experimentation.  Just under 
50% of the time the process failed at some point due to a breakdown of communications.  This 
research did not focus on the development of the communications protocol, but rather used the 
in-built transparent, or AT, mode of the XBee modules.  The process itself worked very well when 
communications were transmitted correctly, so the experiment was deemed a success.  It is known 
that some improvement is required in order to improve the robustness of the system.  This is left 
to further research. 
The system failed to find the factory floor on its first attempt of Layout 2.  There was an uncertain 
anomaly which caused two of the machines to have very inaccurate location data.  This was 
probably because there was some anomalous effect on signal strength readings from one of the 
beacons and because the two machines lay near the edge of the system and one or more of the 
required intersections fell outside the factory floor boundaries and were rejected (as is discussed 
in section 3.6.3).  The modules in question were 8a (Drill Press) and 3a (CNC Lathe), see Figure 
72, Table 30 and Table 32.  In this case the system was simply re-run and it produced an accurate 
result.  The failure was picked up during the KBS matching process (see Figure 44) and so only 
about ten minutes extra was used in the reconfiguration process.  The system was re-run and was 
successful on its second attempt.  This gave the system a success rate of 4/5, or 80%, which was 
slightly lower than expected, but still within an acceptable range (see the customer specifications 
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in Table 1).  It was difficult to judge the true value of this figure with a small data set, but the fact 
that it managed to perform all four reconfiguration ramp-up operations indicated a success. 
The short time needed for the completion of the ramp-up/software reconfiguration process meant 
that it could afford some failures, especially at the prototype/experimental phase of its life cycle, 
where it currently is.  With some improvements to the communications this system would speed 
the process up even more, because the average time needed would go down as the success rate 
goes up. 
It can be seen in each of the tables that the position estimations were very similar in their 
inaccuracies to the data found and used in previous experiments (10.6, 10.7 & 10.8).  The 
DBSCAN handled these more accurately than was found before (in section 10.8), with an 
accuracy of 100% rather than around 90-95%.  This is likely because of the more ideal system 
layout, which provided a larger margin for error than the previous experiment, which was 
designed to test the limitations of the system, and allows the DBSCAN algorithm to perform with 
a higher rate of success. 
It could be argued that the test was done in favourable conditions, the cells were compact and 
relatively far apart, but it should be remembered that this was done as a proof of concept and not 
an outright industry performance test.  In this test the system performed very well and could be 
made industry ready with a few minor changes – especially a further refined RTLS and better 
communications. 
The CRC was set up to involve some user input at every stage (basically just to check that each 
step was completed successfully before going on to the next stage), but this process could very 
easily be automated.  That is, with slightly better reliability this process could be entirely without 
user interaction from the point of factory floor scan initialisation to when programs have been 
assigned. 
11.8 Experimental Conclusion 
The system experienced some difficulties with communication breakdowns and one inaccurate 
RTLS function, but even so, it managed to successfully re-assign programs to the appropriate 
machines based on the factory floor state in every scenario.  Although some of the attributes of 
the RMMS did not function with total effectiveness, the core functions of the system were 
successful for each of the four tested factory floors. 
The system operated rapidly (in minutes, rather than the hours required for manual 
reconfiguration and within the customer specifications) and with sufficient accuracy to be deemed 
a success.  Although this experiment, and research in general, does not address speed of physical 
reconfiguration, it can be seen that this makes the ramp up much faster, so that there is more room 
to work with on the physical side.  This experiment proved that it is indeed possible to provide a 
rapid ramp-up of operations after a reconfiguration with minimal human input.  The system was 
low cost (each prototype module cost under R900) in comparison to much more expensive 
alternatives (see sections 3.6.2 and 12.7.1) – which, in fact, have less functionality than the 
RMMS.   
Every one of the four layouts was successfully detected and in each case all of the SCMs had the 
correct binary output for switching software, so the aim of the experiment was met.  The 
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successful result of this system experiment proved the functionality of the RMMS and 
demonstrated how the RMMS will improve the feasibility of the RMS paradigm. 
11.9 Chapter Summary 
This chapter introduced a realistic problem at a laboratory-scale which would cause down-time 
in a traditional RMS, but which could be made feasible by the RMMS.  The situation was 
explained in sufficient detail and the way the RMMS could aid the problem was explained.  Each 
of the factory floor states was laid out in the laboratory and the experiment documented in this 
chapter discussed the operation of the RMMS.  The previous two sections (11.7 & 11.8) discussed 
and drew conclusions on the results of the experiment, which were successful and proved the 
RMMS to be a good solution to the introduced problem.  
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PART D  
This part of the dissertation includes a detailed discussion on the performance of the RMMS, the 
research findings, shortcomings and contributions and the conclusion of the research, including a 
discussion on possible future work. 
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12. Chapter 12: Discussion 
12.1 Chapter Introduction 
This section discusses the findings of this research and contributions made to the state of the art 
in reconfigurable manufacturing technology.  The possibilities for further system improvements 
which could warrant further work are outlined in this chapter.  This chapter is essentially a detailed 
summary of the research, including insights and interpretations.  The necessity and role of the 
RMMS is discussed and a review of the experimental results is conducted.  The two primary 
functions, determination of factory state and intelligent program assignment, of the RMMS are 
discussed and summarised.  Each of the objectives laid out in the introduction (section 1.5) is 
addressed here and the research contributions and their impact on the RMS paradigm are outlined 
and considered.  This chapter also introduces the system cost discussion and its weaknesses, 
caveats, and shortcomings are examined.  At the end of the chapter there is a discussion on the 
possible improvements and further research which could aid the current implementation of the 
RMMS in its industrial feasibility. 
12.2 The RMMS in the Context of Reconfigurable Manufacturing 
The aim of this research was to identify and solve problems and address research gaps surrounding 
the reconfiguration of RMSs.  This research started with a summary of the current body of 
knowledge regarding the RMS paradigm, the goal of which was to get to know the manufacturing 
technique and its supporting technologies and to find gaps in the research regarding the ramp-up 
time and heterogeneity in machine controllers.  The literature review found that there had been 
research into handling heterogeneity, but that it was based on complex computer science methods.  
It was decided that a simpler and less software-intensive method should be designed.  Further 
research revealed that one of the problems associated with reconfiguration operations is the slow 
process of assigning new programs to each of the machine controllers and setting them to run the 
right program for the right physical state.  This helped define the core project aim, to speed up the 
ramp-up of RMS operations after a reconfiguration which had these objectives: 
 handle control heterogeneity; 
 gather the factory floor state; 
 develop a factory floor model based on the gathered state; 
 use the model to re-assign programs to machine controllers; 
 autonomously re-establish control through program assignment; 
Research and consideration showed that this process is traditionally slow and labour intensive and 
that it makes reconfigurations less financially viable due to down time and production ramp-up 
complications.  At the end of the literature review it was decided that the research would be 
focussed on removing as much human intervention during the control system reconfiguration. 
During this research a technique and its supporting technology was developed to gather factory 
floor information and communicate it back to the controller in order to make a control decision 
and feed these new control instructions back to the factory floor.  This required that the system 
would be able to, with no human-aided measurement techniques, build a software-level factory 
floor model based on what is physically present on the factory floor and to use this model to make 
control decisions.  Re-establishing control on individual machines by implementing appropriate 
program switches, according to new physical configurations, was the core goal of the RMMS and 
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is the final outcome of the research.  The ability to change control instructions with an automated 
system reduces the need for human management of the software reconfiguration of the RMS 
during the ramp-up process. 
12.3 Experimentation Results 
It has been stated throughout this dissertation that the RMMS was made up of distinct, interacting 
sub-systems, each with its own objectives.  Each of the sub-systems can be divided into two 
groups, one for gathering of the physical state of the factory floor and one for the modelling of 
that gathered configuration and updating of control information of that factory floor, based on 
that model.  Broad experimentation on each of the sub-systems was conducted throughout the 
design process (Chapter 10) so that weaknesses and other caveats in the system could be identified 
early on and solutions could be found.  The table below (Table 35) shows a summary of the results 
of each of the sub-systems tested in section 10 and results of the final system test (the last row).  
The table which follows is a reminder of the results of the experiments for this chapter.  Each 
experiment has an indication of the ‘level’ of success, stated subjectively – for instance, if a test 
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12.4 Determination of the Factory Floor State 
A core objective of the research and a requirement of the RMMS was the ability of the system to 
determine the physical configuration of the factory floor for the creation of a model.  The creation 
of a model required a real-time location system, a refinement technique and a method for 
gathering the physical configuration of the machine.   
12.4.1 Gathering Machine Configuration 
The gathering of the physical configuration of the machine attached to the module was not 
investigated in detail in this research.  Previous research on controllers which are aware of their 
configuration has been conducted [8] and a slight modification on this technique was adopted for 
use in the RMMS.  The system used binary messages programed into an aware controller to 
convey the physical state for modelling purposes. 
12.4.2 The Real-Time Location System 
An objective of the RMMS was the development of a suitable RTLS, which was needed to aid in 
the determination of the factory floor state.  The process of researching and developing a suitable 
RTLS and its refining technology for the RMS environment took up much of the research period.  
There was ample literature on the broad nature of various techniques for localisation even though 
the details published on the implementation were minimal.  For this reason a lot of testing, 
troubleshooting and adapting was documented during the design process and only the most 
relevant and final implementations are shown in the design and experiment sections on the subject 
(10.3 – 10.7).  Along with the design of the RTLS, a suitable published technique for clustering 
(DBSCAN) was adapted for use in the object orientated environment of the CRC.  This took less 
work than the development of the RTLS but its implementation was very important to make the 
low cost (almost no additional expense over what was already available because of the wireless 
communications) RTLS a realistic option for the RMMS.  Even though the RSSI technique for 
distance estimation did prove to be less reliable than initially thought, it was accurate enough that 
when paired with a tolerant multilateration algorithm and the DBSCAN process it produced 
results which were within the accuracy band able to produce the required outcome.  Thus this 
research contributed an improvement in low cost indoor RTLSs. 
The RTLS was able to locate machines on the experimental factory floor to within a radius of 
600mm over 95% of the time (over the two experiments, see sections 10.7 and 11.7).  Experiments 
were also conducted in the design phase of the RTLS where the performance which was gathered 
in reality was predicted.  The performance of the multilateration algorithm was tested (section 
10.6) using position estimation data gathered in a previous experiment (section 10.5) and reflected 
results which were well matched in the later experiments on the RTLS with a roaming node 
(section 10.7).  The results of the RTLS functionality are summarised in Figure 74 




12.4.3 The DBSCAN Refinement Algorithm 
The addition of DBSCAN to the RTLS in order to refine results in a way useful in the RMS 
paradigm was an essential adaption which made a reasonably inaccurate but very cost-effective 
method for localisation feasible for the RMMS.  The DBSCAN algorithm proved (in section 10.8) 
to be able to cluster the modules effectively with variations larger than those found in the RTLS 
experiments discussed above.   The DBSCAN algorithm was able to correctly cluster simulated 
modules at an accuracy of around 90% when variations were limited to the extremes found in the 
RTLS tests (to within a radius of 600mm of the true position). 
12.4.4 Performance of the State Determination System 
The combination of the methods proved to be within the accuracy band which allows the KBS to 
make accurate software assignments for every one of the factory floor layouts tested in the system 
experimentation (Chapter 11).  The system required a re-run when the RTLS failed on one 
occasion, but the second attempt worked correctly.  The system was considered a success and met 
the objectives needed for the correct operation of the KBS. 
12.5 The Intelligence System and Program Assignment 
There was a problem identified in the research with the re-establishment of control after a 
reconfiguration, which was dealt with in this research by program assignment based on a factory 
floor model.  One of the core objectives of the research was to deal with the actual reconfiguration 
of control programs on heterogeneous controllers (a switching system was used) when the 
physical state of the system was changed.  This system for the assignment of programs required 
a factory floor model to be built from information gathered by the RTLS and DBSCAN and 
physical configuration read from the machine in order to reconfigure the control system. 
12.5.1 Hardware-Supported Middleware 
The hardware-supported middleware was the part of the research which had to handle 
heterogeneity in the factory floor controllers.  This problem was originally dealt with using 
complex computer science techniques, but it was decided that a simpler, more universal, system 
would be needed for this research.  The SCM, along with the definition of instructions in binary 
terms, allowed programs to be switched to on practically any factory floor machine controller.  
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This method would take a measure of time and effort to set up (the controllers all need to be 
programmed to hold all the necessary routines and the mapped instructions need to be known to 
the KBSs knowledge base), once completed it allows the factory floor to ramp-up to a working, 
controlled state much more rapidly than would otherwise be possible.  The time needed for setup 
can be approximated to 1 minute per machine on each layout.  The experiment on the system 
shown in Chapter 11 discusses how the system was able to reconfigure the control of a factory in 
under 25mm, as opposed to many hours of manual work using traditional methods. 
The simple, but effective, method switching of software was implemented to maximise 
compatibility and remove heterogeneity on the factory floor, from the view of the central 
controller.  Even though the method of switching programs based on set binary messages (see 
section 5.5) does take substantial work to set up, it makes the adaption of factory floor control 
after a physical reconfiguration rapid.  A core objective of this research was to quickly ramp-up 
a factory floor after a reconfiguration so that changes and adaptions of the RMS can be made 
more economically viable and the flexibility of the system could be increased. 
12.5.2 The Knowledge-Based System 
The KBS acted as a simple form of intelligence, relying on a set of equivalence rules in an 
inference engine and data in a knowledge base to make program assignments.  The system worked 
by matching the physical state found by the RTLS and DBSCAN and using the matched state to 
provide program assignment information.  The KBS also served to send this information out to 
the correct controllers via the wireless network. 
The standalone KBS was tested (10.9) in a simple way, by using a hypothetical database and a 
simulated factory floor which matched one of the database layouts and testing whether or not the 
system made the match.  The KBS made every match as expected and made no miss-assignments 
during the experimentation.  These results were mirrored when the KBS was tested as part of the 
whole RMMS.  In each of the cases where the correct factory floor information was passed to the 
KBS, it made the appropriate match and was able to reconfigure the control system successfully.  
Thus the KBS had no weaknesses from an operations point of view. 
12.5.3 The Reconfiguration of Control 
Control reconfiguration was achieved through the binary software switching instructions output 
by the SCMs, these were sent to the modules by the CRC’s KBS.  The sending of these instruction 
was the final objective for the system in a reconfiguration operation.  The system test covered in 
Chapter 11 showed that the correct assignment of programs was made in every case where the 
state determination system (the configuration detection, RTLS and DBSCAN) worked correctly.  
Because of the 100% success rate of the program assignment system, the objective of control 
reconfiguration was met by the KBS and middleware sub-systems of the RMMS. 
12.6 Post Reconfiguration Control Reconnection 
This problem, identified in the literature review, was not focussed on in the research.  The RMMS 
actually never loses long-term communications between the central controller and SCMs but this 
has not been developed to a state of live factory control, so machines still have to be re-connected 
to a control network after a reconfiguration.  This is something that could be addressed in later 
research (see section 13.4) 
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12.7 Discussion on the RMMS 
The RMMS was developed to meet a need in the emerging RMS paradigm for more rapid, less 
error-prone, and more economically viable reconfiguration operations.  The implementation of 
the RMMS in this research was able to reduce the room for human error in the process, while 
decreasing the time and amount of employment hours needed to perform a reconfiguration.  The 
system performance, while not at the level of a marketable industry product, was good for a first 
generation prototype.  Room for further development has been identified (see section 12.10, 
below), but as an experimental system, the RMMS was successful. 
12.7.1 On the Cost of the System 
Because the RMMS (specifically the SCMs and BPMs) was built from off-the-shelf components 
and was designed from the outset to aim for low cost, it proved to be an affordable option which 
should prove to be attractive to RMS designers.  Each SCM used in the prototype system cost 
approximately R900, each BPM cost approximately R650, and equipment for communication 
with the control computer cost under R500.   
There is no system currently available which meets the functionality of the RMMS, so its cost is 
difficult to compare.  Even when the RTLS and its associated processing engine (DBSCAN) are 
considered alone the system proves to be cost effective.  When compared to commercial 
localisation systems such as Zebra DART® [105] and BeSpoon® [106], the developed RTLS and 
DBSCAN system costs an order of magnitude less.  These systems, while more accurate than the 
standalone RTLS, would have a similar ability to produce a factory floor model for use by the 
KBS as the combination of the developed RTLS and DBSCAN.  The positioning system is 
essentially added at almost no extra cost because the SCMs have no added cost for the added 
functionality of the RTLS when XBee wireless modules were used for communications already. 
12.7.2 Management System Performance 
The data gathered in the simulated RMS production environment, documented in the previous 
chapter (11), showed that the system was able to switch control instructions based on the factory 
floor state, with minimal human interaction or guidance.  The experiment showed the outcome of 
the management by manually checking that the modules sent out their particular control switching 
instructions, which would complete the system ramp-up after a physical reconfiguration.  The 
experiment proved the management capabilities of the system and how it can reduce the direct 
role of a human towards supervision while also reducing time consumption and preventing errors. 
The system performance has been discussed in this dissertation, from the point of completion of 
the system experiment and can be summarised as well within the objectives of the project.  The 
system performed well for a prototype and with some further development promises to bring a 
marketable level of technology.  The current implementation of the RMMS can be described as 
experimental, but further development could lead it to be an industrially feasible system which 
will improve the reconfigurability of a RMS.   
Testing done during this research was directly aimed at performance in the UKZN Manufacturing 
Mechatronics and Robotics Laboratory.  This was done because this research was aimed at being 
part of the factory of the future which is currently under-developed in that research space.  This 
method may not correlate directly to industrial conditions, but the modular and adaptable nature 
of the RMMS means that it can be altered and scaled for use in many different industrial scenarios. 
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Unfortunately, the communication system caveats were not identified because the nature of the 
early tests did not stress the communication network as much as the actual operation did.  For this 
reason the breakdowns in communication, which proved to be the biggest problem in the proof 
of concept experiment (see section 11.7), were not encountered before and at the system 
experiment stage the decision was made to leave it for further development.   
12.8 Research Contributions 
At the beginning of this research a gap in the literature was identified and any reconfiguration 
operation required a manual gathering and recording of the factory floor and manual upload of 
programs onto each machine controller.  This research aimed to develop a system, including its 
supporting technology, capable of completing this process with minimal human intervention.   
The major contributions included in the research were the development of; a ‘physical’ (a thin 
hardware-supported layer) middleware layer to deal with heterogeneity the factory floor control, 
a factory floor positioning system, a data processing system for the refinement of location data, 
and an intelligence system for the assignment of new programming instructions based on the 
physical state of the factory floor.  The following was developed during the research: 
 State Communication Module (SCM) (see Chapter 5) and Central Reconfiguration 
Management and Middleware Control software (CRC) (see Chapter 7) for a hardware-
supported heterogeneous communication middleware layer.  The technique made use of 
XBee Series 2 modules for wireless communication (see sections 3.6.1 and 5.3.1).  This 
middleware system can deal simply, but effectively, with multiple different controller 
types. 
 A Received Signal Strength Indication (RSSI) based multilateration system built into the 
SCM as a Real-Time Location System (RTLS) (see sections 3.6.2 & 6.4).  This system 
was adapted from other examples in the literature, but much of the development went 
beyond what was found in the research body at the time. 
 The RTLS data needed to be processed in order to represent the factory floor as a model.  
The DBSCAN algorithm in the literature (see section 3.6.6) was adapted for use in the 
object orientated CRC program so that it was able to cluster machine objects based on 
their position and from those clusters create cell objects (see section 8.2.2) 
 A Knowledge-Base System was implemented as the system intelligence to re-assign 
control programs to machine controllers (see section 3.6.6).  It uses an equivalence 
method to compare the state of the discovered factory floor to a database of known states 
to find a match (see Chapter 8.3).  The system then uses that match to assign programs to 
each of the machines in that layout. 
Minor contributions of this research include a method for enumerating RMS factory floor states 
(see section 2.7) and identification of research gaps in the literature on RMSs (see section 2.8), 
allowing other researchers to focus their efforts. 
12.9 Impact of the Research Contributions 
The contributions of the research discussed above will have an effect on the RMS paradigm as a 
whole.  The decrease in ramp-up time achieved by the RMMS makes every reconfiguration 
operation more economically viable, because down time is reduced.  With the more economic 
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reconfiguration option available to a RMS manager, the ability of the RMS to rapidly adapt to 
market changes is increased.  With faster ramp-up times, a RMS can take better advantage of 
opportunities in manufacturing and changes in customer driven demand. 
The management ability of the RMMS also effectively reduces the number of man-hours needed 
to complete a reconfiguration, which would save money during the process.  These savings also 
make reconfiguration a more attractive notion and increase the attractiveness of the RMS 
paradigm for any customer-driven mass customisable manufacturing environment. 
12.10  Opportunity for Further Research and Improvements 
There is room for improvement of the RMMS with the communication protocol and technique 
for communication during the RTLS operation.  Some workarounds were needed to get the system 
to function and consistency was an issue, as discussed in section 11.7.  As a concept, the RSSI 
based RTLS showed great results, it is only the implementation of a more consistent 
communication protocol which would benefit from further work.  One option would be to 
implement API mode on the XBees as opposed to the AT mode [59] and another would be to 
adopt another protocol such as DASH7 [44], which is a maturing technology.  The breakdowns 
in communications which were experienced in the testing were not identified early on and the 
development or modification of a communication protocol were deemed beyond the scope of this 
research (see sections 3.6.1 & 5.3.1).  Thus the communications problems experienced, while a 
design fault in hindsight, should not reduce the feasibility of the system as a technique for the 
management of a reconfiguration process. 
On the note of the RTLS, as can be seen in the various experimental results that there is room for 
improvement in the consistency and accuracy of the distance estimation.  The results proved 
within the acceptable range for the system and the goals set out in the research.  Even so, the 
system could benefit from a better technique for distance estimation.  Some alternatives are 
available which may be more accurate (see section 3.6.3) and further research into these could 
improve the system’s stability and applicability.  This, again, was not an error in the design, just 
room for future work improving the implementation. 
Further work is needed for the implementation of SCADA in the system.  The framework is built 
into the CRC software, but the development and implementation of SCADA was beyond the 
scope of this research.  Some developmental research was done on the subject of SCADA (see 
section 9.4), but this was left at the conceptual stage in order to control the scope of this research.   
The development of PLC and other control software which can operate with this system would 
not be a very advanced step up from what is usually contained on the controllers.  The 
implementation of this is discussed in slight detail in section 5.5, including some conceptual 
pseudo-code which could be implemented on any machine controller.  The actual implementation 
of control software routines and particular methods possible for use in switching programs based 
on a bit-wise signal was beyond the scope of the research and is left for further development. 
Sections 2.8 and 12.6  mentioned that the problem of reconnection was not addressed in this 
research, it was removed from the scope.  Some improvement could be made to the ramp-up speed 
of an RMS by using wireless methods and through further research into faster control network 
reconnection.   
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12.11 Chapter Summary 
This chapter discussed all of the key points necessary for the consideration of the RMMS and this 
research in general.  The performance of the RMMS as a whole was summarised and the links 
between the objectives defined at the beginning of the research and the outcomes were made 
throughout this chapter and specifically in section 12.2.  This chapter identified clearly the 
contributions of this research and discussed how these contributions will affect the RMS paradigm 
as a whole.  The possible improvements to the system were discussed in some detail in this chapter 
and this serves to show the holistic view adopted by the author.  
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13. Chapter 13: Conclusion 
13.1 Chapter Introduction 
This chapter summarises and makes conclusions based on the various results gathered in the 
design and experimentation documented in this work.  The aims and objectives of the research 
are reviewed and compared to the findings and results documented in this dissertation.  
Conclusions on these findings are drawn to judge the success of the research using properties 
discussed in the previous chapter.  The final section discusses the possible further work on the 
RMS paradigm which this research will aid and which is implied by the findings of this 
dissertation. 
13.2 Aims, Objectives, Findings and Results 
The primary aim of the project was to reduce the ramp-up time of a RMS after a reconfiguration.  
This was to be achieved with the minimising of human intervention, while eliminating errors and 
dealing with control heterogeneity. 
There was a clear link between the objectives set out in the beginning of this dissertation and the 
construction of the experiment documented in Chapter 11.  The system experiment set out to 
prove the actual functionality of the RMMS in its entirety, in a scaled down, realistic setting.  
Thus the successful results found in that section show that the research and development of a state 
communication and software switching module and thin middleware layer for reconfiguration 
management in reconfigurable manufacturing systems was successful.  The results found in the 
system test were accurate enough to prove the concept and the time savings involved would 
streamline any regularly changing RMS, increasing its flexibility. 
The research presented here found applicable gaps in the current literature and aimed to find 
solutions to these gaps, the particular objectives revolved around the improvement of the system 
ramp-up process and the findings showed this.  The research proved that it is possible to 
implement a modular, cost-effective system which can speed up the ramp-up of a reconfigured 
RMS, while reducing labour costs and human error.  This research also found that it is possible 
to enumerate the possible states in which a RMS can be configured to.  During the system 
development it was found that a very cost-effective RTLS (RSSI-based multilateration) can be 
complimented by an intelligent clustering algorithm (DBSCAN) to produce usable results.  The 
research found that it is possible to re-assign programs to the appropriate machines by using a 
KBS intelligence to match the model found by the factory floor scan to a known program state.  
It was found that adequate homogeneous communications could be established through the use 
of multi-channel binary signalling, with known messages. 
Even though some of the particular aspects of the RMMS did not perform as well as the initial 
experiments and research had predicted, as a system as a whole it performed as well as was 
required and was considered a success.  Notably, the communications protocol did not perform 
as well as was expected and the problem of control network reconnection was not addressed.  
Initially, this research set out to find and solve problems in the implementation of RMSs and gaps 
left in the body of research.  It was found that an improvement could be made to the body of 
research in the RMS paradigm by developing technology to support the ramp-up of a RMS after 
a reconfiguration.  A research gap was identified: there was an opportunity to improve the ramp-
up process by speeding up and automating the tedious task of gathering the factory floor state and 
updating the control instructions to match the newly configured layout of the RMS.  It was decided 
MSc (Eng) Dissertation, R McLean  UKZN Mech Eng 
128 
that the current method for handling heterogeneity (a thick middleware layer) in machine 
controllers on the factory floor was overly complex and could be simplified if the heterogeneous 
data was made homogeneous through simple programming and hardware support. 
The findings in the literature review and problem identification led to the development of the 
system presented in this paper – the thin, hardware-supported Reconfiguration Management and 
Middleware System or RMMS.  The system, which is summarised in Chapter 4 was designed to 
remove the need for constant human interaction and need for any manual measurements or data 
entering.  The system proved (in Chapter 11) that it was able to gather the state of the factory 
floor and output software switching instructions without the need for constant human interaction.   
This technology was not developed to a marketable level in this research, and it did not aim to do 
so.  This research aimed to test a prototype, laboratory-scale system for aiding the reconfiguration 
process, with the goal of creating a marketable framework for further development (Chapter 1).  
The RMMS performed within the requirements to prove the concept of using cost effective 
methods to rapidly ramp-up a reconfigurable production system after a change in state. 
13.3 Conclusions 
This research set out to and did successfully develop a hardware-supported reconfiguration 
management middleware system, and required supporting technology, for the completion of a 
reconfiguration operation by the implementation of a factory-floor-wide software reconfiguration 
after the physical change.  The system did this based on what physical configuration had been 
adopted during the reconfiguration and thus on the actual physical state of the system, which 
removes the need to base the software reconfiguration decision on a small amount of human input.   
The system was tested to perform the specified duty in four out of four tests, which gave it a 100% 
success rate.  The system required one re-run during these tests and thus had an 80% efficiency 
rate, with a cost at least an order of magnitude below even partially competing technologies.  The 
system took around twenty minutes to re-assign control programs, which is a drastic reduction in 
time compared to manual methods.  The research thereby adequately addressed the literature gaps 
and problems which were identified at the end of the literature review (sections 2.8 – 2.10). 
In conclusion, this research helped to make reconfigurations of a RMS more economically viable 
and streamlined.  This was obtained through the reduction of labour hours, human error, and 
ramp-up time.  This streamlining was achieved through the development of the Reconfiguration 
Management and Middleware System.  The RMMS was developed to handle the ramp-up of the 
system, through the rapid reconfiguration of software, thus speeding up the process.  The RMMS 
developed in this research proved to be a desirable addition to the RMS paradigm, increasing the 
flexibility of a system in which it is implemented. 
13.4 Avenues for Further Research 
This research aimed to be directly focussed on the future of manufacturing, designed to be part of 
a true factory of the future.  The RMMS should be envisioned by the reader as part of a highly 
automated system, which operates almost completely independent of human interaction.  The 
applicability of the current artificial intelligence in the system in may be criticised when referring 
to this true factory of the future.  It is true that at this stage the programs needed for any known 
state of the RMS would be known independent of the factory floor state.  In a more automated 
system the RMMS (in terms of factory floor state gathering and dealing with the heterogeneous 
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nature of the machines on the factory floor) may play a different role and the AI would play a 
more important role.  This research looks into the future and aimed to create the framework 
necessary for the highly automated factory.  This area of operational intelligence research is open 
and could yield profitable results in the future. 
In the future, the implementation of the system in the abovementioned factory could make further 
use of the technologies developed in this research.  The state determination technology in the 
system (the RTLS, DBSCAN and heterogeneous communication abilities) could be used to 
update the high level software rapidly for a system approaching live control update capabilities.  
This same technology could be used to aid re-establishment after a system crash or to update the 
high-level software to aid decision making on the most efficient configuration for the RMS to 
assume in the next period. 
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15. Appendices 
This section contains all data and calculations which would make the main body of the text much 
less readable. 
15.1 Appendix A: P2N2222A Transistor Data Sheet 
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15.2 Appendix B: Teensy 3.1 Datasheet Excerpt 
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15.3 Appendix C: UA7812CKCT Datasheet Excerpt  
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int rssiPin = 9; 
//constants 
const int numBeacons = 6; 
const int numIterations = 20; 
const int pathLoss = 0; 
const int refRssi = 0; 
















  pinMode(rssiPin, INPUT); 




  instruction = Serial1.read(); 
  if (instruction == "Get Pos") 
  { 
    doMultilatCalc(); 




  curRssiAve = 0; 
  for (int i=0; i < numBeacons; i++) //gather RSSI Data from each beacon 
  { 
    beaconX[i] = 0;//recieved x value 
    beaconY[i] = 0;//recieved y value 
     
    for (int j = 0; j < numIterations; j++) 
    {       
 //wait until signal is received 
      if(Serial.available() >= 21) 
      { 
        if (Serial.read() == 0x7E) 
        { 
          for(int i=1; i < 19; i++) 
          byte disgardByte = Serial.read(); 
          curRssi = pulseIn(rssiPin, LOW, 200); 
        } 
      }       
      curRssi = 0;//get rssi from signal 
      curRssiSum = curRssiSum + curRssi; 
    }  
    curRssiAve = curRssiSum/numIterations;    




  for (int i=0; i < numBeacons-1; i++) 
  { 
    for (int j=(i+1); j < numBeacons; j++) 
    { 
      if (i==0 && j==1 || i==3 && j==2) 
      { 
        float a = beaconX[i]; //assign centroids 
        float b = beaconY[i]; 
        float c = beaconX[j]; 
        float d = beaconY[j]; 
        float p = radii[j];  //assign radii 
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        float r = radii[i]; 
        intersectX[intersectPoint] = (sq(a)-sq(c)+sq(p)-sq(r))/(2*(a-c)); 
        intersectY[intersectPoint] = 0.5*(2*b -2*sqrt(((a*(sq(a)-sq(c)+sq(p)-
      sq(r)))/(a-c))-((sq(sq(a)-sq(c)+sq(p)-
      sq(r)))/(4*(sq(a-c))))-sq(a)+sq(r))); 
        intersectX[intersectPoint+1] = (sq(a)-sq(c)+sq(p)-sq(r))/(2*(a-c)); 
        intersectY[intersectPoint+1] = 0.5*(2*b2*sqrt(((a*(sq(a)-sq(c)+sq(p)-
      sq(r)))/(a-c))-((sq(sq(a)-sq(c)+sq(p)-
      sq(r)))/(4*(sq(a-c))))-sq(a)+sq(r))); 
        intersectPoint = intersectPoint + 2; 
  //double iterate the intersection number (2 are added each time) 
      } 
      if  (i==0 && j==3 || i==1 && j==2) 
      { 
        float a = beaconX[i]; //assign centroids 
        float b = beaconY[i]; 
        float c = beaconX[j]; 
        float d = beaconY[j]; 
        float p = radii[j];  //assign radii 
        float r = radii[i];           
        intersectX[intersectPoint] = (1/(2*sq(b-d)))*((2*a*sq(b))-(4*a*b*d)+ 
      (2*a*sq(d))-sqrt(-(sq(b-d))*((b-d-p-
      r)*(b-d+p-r)*(b-d-p+r)*(b-d+p+r)))); 
        intersectY[intersectPoint] = (sq(b)-sq(d)+sq(p)-sq(r))/(2*(b-d)); 
        intersectX[intersectPoint+1] = (1/(2*sq(b-d)))*((2*a*sq(b))-(4*a*b*d)+ 
      (2*a*sq(d))+sqrt(-(sq(b-d))*((b-d-p-
      r)*(b-d+p-r) *(b-d-p+r)*(b-d+p+r)))); 
        intersectY[intersectPoint+1] = (sq(b)-sq(d)+sq(p)-sq(r))/(2*(b-d)); 
        intersectPoint = intersectPoint + 2; 
      } 
    } 
  } 
  weedOutNoise(); 




  int numInter = 2*numBeacons; 
  sort(beaconX, numBeacons); //sorts the beacon positions to filter 
  sort(beaconY, numBeacons); //out unwanted intersections 
  int j = 0;  
for (int i=0; i < numInter; i++)  
  //filters out so only intersections within the floorspace are used 
  { 
    if (intersectY[i] >= beaconY[0] && intersectY[i] <= beaconY[numBeacons]) 
    { 
      if (intersectX[i] > beaconX[0] && intersectY[i] <= beaconX[numBeacons]) 
      { 
        usedIntersectX[j] = intersectX[i]; 
        usedIntersectY[j] = intersectY[i]; 
        j++; 
      } 
    } 




  float sumX = 0; 
  float sumY = 0; 
  for (int i=0; i < numBeacons; i++) 
  { 
    sumX = sumX + usedIntersectX[i]; 
    sumY = sumY + usedIntersectY[i]; 
  } 
  curPosX = sumX/numBeacons; 
  curPosY = sumY/numBeacons; 
} 
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15.7 Appendix G: Matlab Code for Multilateration 
clear 
clc 
pF = 0; 
X = 5000; 
Y = 5000; 
x1 = 7071; 
x2 = 7071; 
x3 = 7071; 
x4 = 7071; 
off1 = -250; 
off2 = 1250; 
posX = zeros(1,100); 
posY = zeros(1,100); 
sumPosX = 0; 
sumPosY = 0; 
for y=1:100 
r1 = (x1+off1) + ((x1+off2)-(x1+off1)).*rand();  
r2 = (x2+off1) + ((x2+off2)-(x2+off1)).*rand();  
r3 = (x3+off1) + ((x3+off2)-(x3+off1)).*rand();  
r4 = (x4+off1) + ((x4+off2)-(x4+off1)).*rand(); 
acc = 600; 
radii = [r1; r2; r3; r4]; 
beaconX = [0;10000;10000;0]; 
beaconY = [10000;10000;0;0]; 
intersectX =zeros(1,8); 
intersectY =zeros(1,8); 
usedIntersectX = zeros(1,4); 
usedIntersectY = zeros(1,4); 
    intersectPoint = 1; 
    for i=1:4 
        for j=1:4 
            if i==1 && j==2 || i==4 && j==3             
               a = beaconX(i); 
               b = beaconY(i); 
               c = beaconX(j); 
               d = beaconY(j); 
               p = radii(j); 
               r = radii(i); 
               intersectX(intersectPoint)=((a^2)-(c^2)+(p^2)-(r^2))/(2*(a-c)); 
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               intersectY(intersectPoint)=0.5*(2*b-2*sqrt(((a*((a^2)-(c^2)+ 
      (p^2)-(r^2)))/(a-c))-((((a^2)-(c^2) 
      +(p^2)-(r^2))^2)/(4*((a-c)^2)))- 
      (a^2)+(r^2))); 
  intersectX(intersectPoint+1)=((a^2)-(c^2)+(p^2)-(r^2))/(2*(a-                       
         c)); 
               intersectY(intersectPoint+1)=0.5*(2*b+2*sqrt(((a*((a^2)- 
          (c^2)+(p^2)-(r^2)))/(a-c))- 
          ((((a^2)-(c^2)+(p^2)-(r^2))^2) 
          /(4*((a-c)^2)))-(a^2)+(r^2))); 
                intersectPoint = intersectPoint + 2; 
            end 
            if  i==1 && j==4 || i==2 && j==3 
                a = beaconX(i);  
                b = beaconY(i); 
                c = beaconX(j); 
                d = beaconY(j); 
                p = radii(j); 
                r = radii(i); 
                intersectX(intersectPoint)=(1/(2*((b-d)^2)))*((2*a*(b^2))-
         (4*a*b*d)+(2*a*(d^2))-sqrt(-((b-
         d)^2)*((b-d-p-r)*(b-d+p-r)*(b-d-
         p+r)*(b-d+p+r)))); 
                intersectY(intersectPoint)=((b^2)-(d^2)+(p^2)-(r^2))/(2*(b-
         d)); 
                intersectX(intersectPoint+1)=(1/(2*((b-d)^2)))*((2*a*(b^2))-
           (4*a*b*d)+(2*a*(d^2))+sqrt(-((b-
           d)^2)*((b-d-p-r)*(b-d+p-r)*(b-d-
           p+r)*(b-d+p+r)))); 
                intersectY(intersectPoint+1)=((b^2)-(d^2)+(p^2)-(r^2))/(2*(b-
           d)); 
                intersectPoint = intersectPoint + 2; 
            end 
        end 
    end 
    beaconX = sort(beaconX); 
    beaconY = sort(beaconY); 
    m = 1; 
    for i=1:8 
        if intersectY(i) >= beaconY(1) && intersectY(i) <= beaconY(4) 
            if intersectX(i) >= beaconX(1) && intersectX(i) <= beaconX(4) 
                usedIntersectX(m) = intersectX(i); 
                usedIntersectY(m) = intersectY(i); 
                m=m+1; 
            end 
        end 
    end 
    sumX = 0; 
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    sumY = 0; 
    for i=1:4 
        sumX = sumX + usedIntersectX(i); 
        sumY = sumY + usedIntersectY(i); 
    end 
    curPosX = 0; 
    curPosY = 0; 
    curPosX = sumX/4; 
    curPosY = sumY/4; 
    posX(y) = curPosX; 
    posY(y) = curPosY; 
    sumPosX = sumPosX + curPosX; 
    sumPosY = sumPosY + curPosY; 
    if (curPosX>(X-acc)) && (curPosX<(X+acc)) && (curPosY>(Y-  
  acc)) && (curPosY<(Y+acc)) 
        pF = pF+1; 
    end 
end 
avgPosX = sumPosX/100; 
avgPosY = sumPosY/100; 
pF 
  
MSc (Eng) Dissertation, R McLean  UKZN Mech Eng 
146 




    public class Machine 
    { 
        //public variables 
        public const int noise = -1; //standard 
        public const int unclass = 0; // standard 
        public string machineName; 
        public string machineType; 
        public Controller controllerType; 
        public int xDim; 
        public int yDim; 
        //set start values 
        public string xPos = "0"; 
        public string yPos = "0"; 
        public int xPosInt = 0; 
        public int yPosInt = 0; 
        public int hardwareConfigNum = 0; 
        public int softwareConfigNum = 0; 
        public int ID = 0; 
 
        public Machine(string name, string type, string controlType, int  
    sizeX, int sizeY) 
        { 
            machineName = name; 
            controllerType = new Controller(controlType); 
            machineType = type; 
            xDim = sizeX; 
            yDim = sizeY; 
        } 
 
        public void ConvertToInt() 
        { 
            float xPosF = float.Parse(xPos); 
            float yPosF = float.Parse(yPos); 
            xPosInt = Convert.ToInt32(xPosF); 
            yPosInt = Convert.ToInt32(yPosF); 
        } 
 
        public int DistanceSquared(Machine p1, Machine p2) 
        { 
            int diffX = p2.xPosInt - p1.xPosInt; 
            int diffY = p2.yPosInt - p1.yPosInt; 
            return diffX * diffX + diffY * diffY; 
        } 
 
        public string displayMach() 
        { 
            string tempStr; 
            tempStr = machineType + ";  " + hardwareConfigNum + ";  " +  
    xPosInt.ToString() + ";  " + yPosInt.ToString() + 
    ";  " + ID.ToString(); 
            return tempStr; 
        } 
 
        public bool sameAs(Machine mach1) 
        { 
            if (mach1.machineType == this.machineType &&    
   mach1.hardwareConfigNum == this.hardwareConfigNum) 
            { 
                return true; 
            } 
            else 
                return false; 
        } 











    public class Cell 
    { 
        public string cellName; 
        public int numMach; 
        public string cellDuty; 
        public Machine[] machInCell; 
        public int[] progSelect; 
        bool flag; 
        public int layNum; 
 
        public Cell(string newName, int num, string duty, Machine[] machines) 
        { 
            cellName = newName; 
            numMach = num; 
            cellDuty = duty; 
            machInCell = machines; 
        } 
 
        public void assignProgram() 
        { 
            for (int i = 0; i < machInCell.Length; i++) 
            { 
                machInCell[i].softwareConfigNum = progSelect[i]; 
            } 
        } 
 
        public bool sameAs(Cell cell1) 
        { 
           int check = 0; 
 
           if (this.machInCell.Length == cell1.machInCell.Length) 
           { 
               for (int i = 0; i < this.machInCell.Length; i++) 
               { 
                   for (int j = 0; j < cell1.machInCell.Length; j++) 
                   { 
                       if (this.machInCell[i].sameAs(cell1.machInCell[j])) 
                       { 
                           check++; 
                       } 
                   } 
               } 
           } 
           if (check == cell1.machInCell.Length) 
               flag = true; 
           else  
 flag = false; 
 
           return flag; 
        }  











    public class Layout 
    { 
        public string layoutName; 
        public string layoutDuty; 
        public Cell[] cellsInLayout; 
        bool flag; 
 
        public Layout(string name, string duty, Cell[] cells) 
        { 
            layoutName = name; 
            layoutDuty = duty; 
            cellsInLayout = cells; 
        } 
 
        public bool sameAs(Layout layout1) 
        { 
            int check = 0; 
            if (this.cellsInLayout.Length ==      
   layout1.cellsInLayout.Length)//checks if same num of cells 
            { 
                for (int i = 0; i < this.cellsInLayout.Length; i++) 
                { 
                    for (int j = 0; j < layout1.cellsInLayout.Length; j++) 
                    { 
                        if (this.cellsInLayout[i].sameAs(    
     layout1.cellsInLayout[j])) 
                            check++; 
                    } 
                } 
            } 
            if (check >= layout1.cellsInLayout.Length)     
               flag = true; 
            else  
    flag = false; 
 
            return flag; 
        } 
    } 
} 
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15.9 Appendix I: C# Code for DBSCAN Experimentation 
static private List<List<Machine>> getClust(List<Machine> machines, double 
EPS, int minP) 
{ 
    if (machines == null) return null; 
    List<List<Machine>> clusters = new List<List<Machine>>(); 
    EPS = EPS*EPS; // square EPS 
    int ID = 1; 
    for (int i = 0; i < machines.Count; i++) 
    { 
        Machine M = machines[i]; 
        if (M.ID == Machine.unclass) 
        { 
            if (ClusterExp(machines, M, ID, EPS, minP))   
   ID++; 
        } 
    } 
    //stock bubble sort algorithm for points order 
    int temp = 0; 
    for (int write = 0; write < machines.Count; write++) 
    { 
        for (int sort = 0; sort < machines.Count - 1; sort++) 
        { 
            if (machines[sort].ID > machines[sort +  1].ID) 
            { 
                temp = machines[sort + 1].ID; 
                machines[sort + 1].ID = machines[sort].ID; 
                machines[sort].ID = temp; 
            } 
        } 
    } 
    int maxID = machines[machines.Count - 1].ID; 
    if (maxID < 1) return clusters; // list is empty, no clusters! 
        for (int i = 0; i < maxID; i++)      
 clusters.Add(new List<Machine>()); 
        foreach (Machine M in machines) 
if (M.ID > 0) clusters[M.ID -1].Add(M); 
        } 
    return clusters; 
} 
static List<Machine> RegionSelect(List<Machine> machines, Machine M, double 
EPS) 
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{ 




    List<Machine> region = new List<Machine>(); 
    for (int i = 0; i < machines.Count; i++) 
    { 
        int distSquared = Ex.DistanceSquared(M, machines[i]); 
        if (distSquared <= EPS)  
            region.Add(machines[i]); 
    } 
    return region; 
} 
static bool ClusterExp(List<Machine> machines, Machine M, int   
   ID, double EPS, int minP) 
{ 
    List<Machine> seed = RegionSelect(machines, M, EPS); 
    if (seed.Count < minP) // no core point 
    { 
        M.ID = Machine.noise; 
        return false; 
    } 
    else // all these points are reachable from Machine M 
    { 
        for (int i = 0; i < seed.Count; i++)  
  seed[i].ID = ID; 
        seed.Remove(M); 
        while (seed.Count > 0) 
        { 
            Machine currentM = seed[0]; 
            List<Machine> result = RegionSelect(machines, currentM, EPS); 
            if (result.Count >= minP) 
            { 
               for (int i = 0; i < result.Count; i++) 
               { 
                 Machine resultM = result[i]; 
                 if (resultM.ID==Machine.unclass||resultM.ID==Machine.noise) 
                   { 
                     if(resultP.ID==Machine.unclass)    
    seed.Add(resultM); 
                     resultM.ID = ID; 
                   } 
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               } 
            } 
            seed.Remove(currentM); 
        } 
        return true; 




15.10 Appendix J: C# Code for CRC Inference Engine 
Inference engine: 
private void runKBS_Click(object sender, EventArgs e) 
{ 
flag = false; 
//needs to compare CURRENT LAYOUTthedata base 
foreach (Layout someState in Program.knowledgeBase.baseOfKnowledge) 
{                 
Layout currentLay = scanWindow.curLayout; //temp layout 
if (currentLay.sameAs(someState)) //find a matching layout 
{ 
flag = true; 
forAssignment = someState; 
} 
} 
if (flag == true) 
statusKBS.Text = "Match Found!\nContinue\nwith Assignment."; 
                
else if (flag == false) 
statusKBS.Text = "Failed.\nDo NOT Continue\nwith Assignment!"; 
} 
From the Layout Class, called by the KBS inference engine: 
public bool sameAs(Layout layout1) 
{ 
int check = 0; 
if (this.cellsInLayout.Length == layout1.cellsInLayout.Length) 
       //checks if same num of cells 
    { 
        for (int i = 0; i < this.cellsInLayout.Length; i++) 
{ 
for (int j = 0; j < layout1.cellsInLayout.Length; j++) 
                    { 
//checks if each machine in cell is the same 
if(this.cellsInLayout[i].sameAs(   
   layout1.cellsInLayout[j])) 
                            check++; 
                    } 
             } 
             if (check >= layout1.cellsInLayout.Length)     
                    flag = true; 
 
             else  
   flag = false; 
} 
       return flag; 
} 
From the Cell Class, called by above: 
public bool sameAs(Cell cell1) 
{ 
int check = 0; 
 
if (this.machInCell.Length == cell1.machInCell.Length) 
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{ 
for (int i = 0; i < this.machInCell.Length; i++) 
{ 







if (check == cell1.machInCell.Length) 
flag = true; 
 
else  
flag = false; 
 
       return flag; 
} 
From the Machine Class, called by above: 
public bool sameAs(Machine mach1) 
{ 
if (mach1.machineType == this.machineType &&     
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15.11 Appendix K: Raw Data for 10.3 
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15.12 Appendix L: Calculations for 10.3 
Conversion from Natural Logarithmic (ln( )) values given by Excel to the standard log-base-10 
form (𝑙𝑜𝑔10( )) shown in the literature: 
𝒑𝒋 = 𝒑𝟎 + 𝟏𝟎(𝒏)𝒍𝒐𝒈(
𝒓𝒋
𝒓𝟎
)             (𝑔𝑖𝑣𝑒𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑙𝑖𝑡𝑒𝑟𝑎𝑡𝑢𝑟𝑒) 
𝒚 = 𝟕. 𝟒𝟐𝒍𝒏(𝒙) + 𝟒𝟓. 𝟏𝟓                 (𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝐸𝑥𝑐𝑒𝑙) 




⇒   𝒚 = 𝟕. 𝟒𝟐
𝒍𝒐𝒈(𝒙)
𝒍𝒐𝒈(𝒆)




+ 𝟒𝟓. 𝟏𝟓 
= 𝟏𝟕. 𝟎𝟖𝒍𝒐𝒈(𝒙) + 𝟒𝟓. 𝟏𝟓 
= 𝟒𝟓. 𝟏𝟓 + 𝟏𝟎(𝟏. 𝟕𝟏)𝒍𝒐𝒈(
𝒙
𝟏
)      (𝑡𝑜 𝑚𝑎𝑡𝑐ℎ 𝑡ℎ𝑒 𝑙𝑖𝑡𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑓𝑜𝑟𝑚) 
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15.13 Appendix M: Raw Data for 10.4 
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15.14 Appendix N: Raw Data for 10.8 
     
Layout 1: Random    Layout 1: Gaussian 
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Layout 2: Random    Layout 2: Gaussian 
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Layout 3: Random    Layout 3: Gaussian 
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MSc (Eng) Dissertation, R McLean  UKZN Mech Eng 
163 
15.15 Appendix O: Knowledge Base for KBS Test 
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15.16 Appendix P: Knowledge Base for System Test 
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15.17 Appendix Q: Factory Floor States for 11.6 
    
Result: Factory Floor State 1           Result: Factory Floor State 2 
    
Result: Factory Floor State 3           Result: Factory Floor State 4 
 
