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Abstract
This paper describes the security weakness of a recently proposed image encryption algorithm based on a
logistic-like new chaotic map. We show that the chaotic map’s distribution is far from ideal, thus making it
a bad candidate as a pseudo-random stream generator. As a consequence, the images encrypted with this
algorithm are shown to be breakable through different attacks of variable complexity.
1. Introduction
In recent years, there has been an intense research on chaotic cryptography. As a result, a steadily growing
number of cryptosystems based on chaos have been proposed during past decades [1, 2, 3, 4, 5, 6, 7]. There
are two main approaches to the design of chaotic cryptosystems: analog and digital. This paper is concerned
with the latter, digital chaotic ciphers, which are designed for digital computers: in general, one or more
chaotic maps are implemented in finite computing precision to encrypt the plain-message in a number of ways
[8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. Also, a number of chaotic ciphers were specially designed for the
encryption of digital images and videos [21, Sec. 4.4]. However, many of them are fundamentally flawed by a
lack of robustness and security, as showed in [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39].
In [40], an image encryption algorithm based on a new chaotic map is proposed. Founded on the
assumption that “the Logistic map does not satisfy uniform distribution property”, the authors designed a
new chaotic map called NCA, and defined as:
xn+1 = (1− β
−4) · cot
(
α
1 + β
)
·
(
1 +
1
β
)β
· tan(αxn) · (1 − xn)
β , (1)
where xn ∈ (0, 1), α ∈ (0, 1.4], β ∈ [5, 43], or xn ∈ (0, 1), α ∈ (1.4, 1.5], β ∈ [9, 38], or xn ∈ (0, 1),
α ∈ (1.5, 1.57], β ∈ [3, 15]. We will denote the union of these sets as the key space, K. According to
the authors, the ranges of α and β correspond to the chaotic map operating in chaotic regime. This map
allegedly presents “good properties of balanced 0-1 ratio, zero co-correlation and ideal nonlinearity”.
The orbit generated by this chaotic map for a choice of the parameters α and β in the chaotic region, and
starting from an arbitrary initial condition x0, is used to generate a keystream, k, by following an algorithm
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detailed in [40] and described next. The elements of the keystream are bytes, i.e., integer numbers in the
range 0 ≤ ki ≤ 255. Images are encrypted by XOR-ing their pixel information with the keystream, k. The
secret key is formed by the operation parameters and the initial point: K = (α, β, x0), where K ∈ K.
In the next section of this paper, a thorough analysis of the NCA map and a number of attacks on the
proposed algorithm are provided. The results show that the NCA map performs very poorly as a tool to
generate the keystream for encryption. All computations and image operations were made in Matlab.
2. Attacks on the proposed system
2.1. Statistical analysis
The algorithm presented in [40] corresponds to the category of stream ciphers. They are characterized
by the application of simple encryption operations, such as XOR, according to the keystream being used.
This keystream can be generated through a random process, or, more often, pseudorandomly from a small
secret key, with the intent that it appears random to a computationally bounded attacker.
The keystream generation process of the algorithm under analysis is based on the iteration of the map
described by Eq. (1). After 100 iterations starting from a given key, K, every third point of the orbit is used
to generate 5 bytes in a real-to-integer conversion process:
“Divide the first 15 significant digits into five integers with each integer consisting of three digits.
For each integer, do mod 256 operation, and another five bytes of data will be generated.”
As is well known, an important requirement for the keystream to be statistically random-like is that
the underlying chaotic map have a uniform distribution. Some histograms computed for different values of
K ∈ K are depicted in Fig. 1, corresponding to the central points of the three ranges proposed in [40], and
showing that the distribution is far from ideal. As a consequence, such an ill-behaved sequence should never
be used as generator of a keystream.
For a number of values of (α, β), we estimated the value of P (x < 0.001), by averaging the corresponding
frequencies of ten 100,000-point chaotic orbits with randomly generated values of x0. With the experimental
data, the distribution of P (x < 0.001) with respect to (α, β) is shown in Fig. 2. Considering that the first
byte generated from a chaotic state x is ⌊1000x⌋, a large value of P (x < 0.001) means a large value of
P (1000x < 0), i.e., a large ratio of zeros in the derived keystream.
To illustrate this point, the distribution of zeros in the keystream as a function of (α, β), has been
depicted in Fig. 3. From the observation of the figure, it can be deduced that, at best, about 1.06% of the
bytes in the keystream are zero, whereas a well balanced distribution requires that every byte appears in
average in 0.39% of the keystream and at random intervals, that is, the total number of zero bytes is 2.7
times larger than it should be. Note that the percentage is much larger than 0.39% for most values of (α, β):
when α ∈ (0, 1) and β ∈ [5, 43], the least percentage is about 11%, and when α ∈ (1.4, 1.5], β ∈ [9, 38], the
least percentage is about 27%. The average of all percentages obtained in our experiments is around 48.8%
and 125 times of 0.39%, an extremely large rate. Furthermore, as a result of the method used to transform
the real-number orbit points into bytes, most zero bytes appear in bursts.
It is important to note that the choice of x0 is irrelevant with respect to the distribution of the chaotic
orbit.
The statistical analysis in Sec. 4 of [40] was conducted on the encrypted images, whereas it should have
been performed besides on the keystream. This analysis would have revealed the inadequacy of Eq. (1) as
a pseudorandom generator. The suggested rule 16 from [41] is reproduced here for convenience:
When a keystream cipher is used, the security study should include the statistical test results conducted
on the pseudo-random number generator.
Furthermore, it should be noted that even passing all existing statistical tests is a necessary, but not
sufficient condition for the security of an algorithm.
In Fig. 4, an image is encrypted using three values from the available key space suggested in [40],
which correspond to the best, middle, and poorest performances, respectively. As can be seen, the leaked
information in each case corresponds to the percentage of zero bytes shown in Fig. 3. For the latter two
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Figure 1: Three different 1000-point orbits. On the top line: orbit points for a) α = 0.7, β = 24; b) α = 1.45, β = 23.5; and c)
α = 1.535, β = 9. On the bottom line: d), e), f) 100-bin histograms for the same parameter values, respectively.
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Figure 2: Distribution of P (x < 0.001) as a function of (α, β).
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Figure 3: Distribution of zeros in the keystream as a function of (α, β).
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cases, too much information is leaked to the attacker, so the cipher becomes totally useless. For the best
case, there is still some perceptible visual information existing in the cipher-image, which means that the
cipher is not sufficiently secure in all cases.
a) b)
c) d)
Figure 4: The same image encrypted using three different secret keys: a) original plain-image; b) K = (α = 1.1, β = 5,
x0 = 0.3); c) K = (α = 1.1, β = 24, x0 = 0.3); and d) K = (α = 1.1, β = 43, x0 = 0.3).
One might be led to think that the cipher-image in Fig. 4.b) looks random enough. However, with a photo
manipulation software, one can enhance the image to get more visual information as shown in Fig. 5.a). It
should be reminded that 11% of the image pixels remaining unchanged is unacceptable according to general
encryption standards.
To minimize the above security problem, (α, β) should be limited within a small area: α ∈ (1.5, 1.57], β ≈
3. In this case, it is expected that no major visual information will be leaked, since the percentage of zero
bytes is not sufficiently large (see Fig. 5.b) for an example). However, this means a dramatic reduction of
the key space by comparison with the original one proposed in [40].
2.2. Plaintext attacks
In the previous subsection we showed that the use of Eq. (1) is not advisable because of its non uniformly
distributed orbits. We are to show next that if a different map is used, the security of the communication
system will not improve if the same key is used repeatedly for successive encryptions.
According to [42, p. 25], it is possible to differentiate between different levels of attacks on cryptosystems.
In a known plaintext attack, the opponent possesses a plain-image, p, and the corresponding encrypted image,
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Figure 5: Encrypted images: a) retrieved image from Fig. 4.b); best possible encrypted image, obtained when K = (α =
1.54, β = 3, x0 = 0.3).
c. In a chosen plain text, the opponent has obtained temporary access to the encryption machinery, and
hence he can choose a plain-image, p, and construct the corresponding encrypted image, c.
The cipher under study behaves as a modified version of the one-time pad [42, p. 50]. The one-time
pad uses a randomly generated key of the same length as the message. To encrypt a plain-image p, its pixel
bytes are combined with the random key k using the exclusive-OR operation bitwise. Mathematically,
ci = pi ⊕ ki, (2)
where c represents the encrypted image. This method of encryption is perfectly secure because the encrypted
message, formed by XORing the message and the random key, is itself totally random. It is crucial to the
security of the one-time pad that the key be as long as the message and never reused, thus preventing two
different messages encrypted with the same portion of the key being intercepted or generated by an attacker.
In the present cipher, Eq. (1) is used to generate a keystream to encrypt the plain-image according to
the rule of Eq. (2). Therefore, if the attacker possesses the plain-image p and its corresponding cipher-image
c, he will be able to obtain k. If the same key K ∈ K, i.e. the same parameter values, is used to encrypt
any subsequent message in the future, it will generate an identical chaotic orbit, which is already known.
As a consequence, when c and k are known in Eq. (2), p is readily obtained by the attacker.
Obviously, when using this cryptosystem, regardless of the choice of the chaotic map, the key can never
be reused. This is a problem peculiar to all stream ciphers, and not just this one: obtaining the keystream
produces the same effect as obtaining the key, and thus any subsequent message encrypted with the same
key will be broken. Therefore, the claim of unbrealability by chosen/known plaintext attacks in Sec. 5 of
[40] is totally unfounded.
As an example, let us consider a black plain-image, i.e. all its bytes are 0. Its encryption using Eq. (2)
will yield an encrypted image corresponding to the exact values of the keystream. Any subsequent image
encrypted by the same key (which generates the same keystream) of equal or smaller size, will be easily
decrypted now that the keystream is known.
Let us note that stream ciphers can never reuse the key because they are all vulnerable to chosen/known
plaintext attacks. Hence the suggested rule 11 in [41], which has not been followed:
It should be checked whether the designed cryptosystem can be broken by the relatively simple known-
plaintext and chosen-plaintext attacks, and even chosen-ciphertext attacks.
2.3. The key space
It is a common error to relate the security of an encryption algorithm to the size of the key space.
Quoting from [43]:
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“A necessary, but usually not sufficient, condition for an encryption scheme to be secure is that
the key space be large enough to preclude exhaustive search.”
Whereas a short key means that the best encryption algorithm can be broken by exhaustive search (also
known as brute force attacks) in a reasonable amount of time, the reverse is not true. Hence, claims such as
“compared with some general encryption algorithms such as DES, the encryption algorithm is more secure”
in the abstract of [40] are totally unfounded. Suggested rule 15 in [41] must always be followed, but does
not guarantee security:
To provide a sufficient security against brute-force attacks, the key space size should be κ > 2100.
In addition, as can be deduced from the observation of Figs. 2 and 3, the key space is greatly reduced
because it should be limited to areas of the phase space for which the number of zeros generated in the
keystream is statistically well balanced. Unfortunately, the chaotic map in Eq. (1) does not allow for that
range and thus cannot be used for cryptographic purposes in the way presented in [40]. The key space K
given by the authors violates the following suggested rules from [41]:
Suggested Rule 5 The key space K, from which valid keys are to be chosen, should be precisely specified
and avoid non-chaotic regions.
Suggested Rule 10 The ciphertext should be statistically undistinguishable from the output of a truly
random function, and should be statistically the same for all keys.
If some postprocessing operations are added to manipulate the chaotic orbit of the map1, it is possible
to find a way to generate the keystream with a uniform distribution. However, such a study is out of the
scope of this cryptanalysis paper.
2.4. A Computational Error in [40]
Finally, it deserves mentioning that the experimental data shown in Fig. 2 of [40] are wrong. This figure
was claimed to be generated when x0 = 0.3, α = 1.57, β = 3.5. However, our experiments in Matlab and
VC++ gave a completely different orbit as shown in Fig. 6, under double-precision floating-arithmetic. We
also tested the single-precision implementation, and noticed that the first 20 points of the orbit are almost
identical with those shown in Fig. 6. As a result, we believe that the authors of [40] committed an error in
their implementation of the NCA map, which should lead to a totally wrong implementation of the image
encryption scheme.
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Figure 6: The real chaotic orbit of the NCA map when α = 1.57, β = 3.5 and x0 = 0.3 (compare it with Fig. 2 in [40]).
1For example, some bits of each chaotic state are combined in a specific way to produce one or more bytes of the keystream.
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3. Conclusions
We have shown that the image encryption scheme proposed in [40] is insecure because it uses a chaotic
map with bad statistical properties. The keystream generated by this map, upon which the cipher is built,
has a non-uniform distribution, making it inappropriate for cryptographic uses. Following the rules suggested
in [41] during the design of the algorithm would have prevented these flaws.
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