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Abstract
In the paper we show that there exists a closed convex set attaining the maximum density for the Sierpin-
ski gasket.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let us recall the construction of the Sierpinski gasket. Start with an equilateral triangle ABC
with side of length 1, denoted by S0. Divide it into four smaller equilateral triangles using the
midpoints of the three sides of the original triangle as the new vertices. Remove the open upside-
down equilateral triangle to get S1. Continue to repeat the process to obtain a decreasing sequence
of sets, S0 ⊃ S1 ⊃ · · · ⊃ Sn ⊃ · · · . The nonempty set S =⋂n0 Sn is called the Sierpinski gasket.
At the same time, the Sierpinski gasket is considered as the attractor of the i.f.s. which is given
by
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The Sierpinski gasket S satisfies the open set condition: there exists an open set O such that
fi(O) ⊂ O and fi(O) ∩ fj (O) = ∅, i, j = 1,2,3, i 	= j . Hence the Hausdorff dimension of the
Sierpinski gasket S is dimH (S) = s = log2 3 (in the sequel, s stands always for the Hausdorff
dimension of the Sierpinski gasket). However, the exact value of its Hausdorff measure Hs(S)
has not been obtained. In [4], Marion gave an upper bound for s-dimensional Hausdorff measure
Hs(S) of the Sierpinski gasket S , Hs(S)  3s/6 ≈ 0.9508, and conjectured that this was its
actual value of Hausdorff measure. But, Zhou [5] showed that the conjecture was not true and
in [7], the upper bound was improved as
Hs(S) 1927233
1509380
(
61
80
)s
≈ 0.83078799.
Recently, Ruan and Sui [3] obtained a lower bound for the Hausdorff measure Hs(S), Hs(S)
0.5631.
Let μ denote the unique probability measure on S satisfying
μ =
3∑
i=1
1
3
μ ◦ f −1i , (1)
which is called a self-similar measure. From the construction of the Sierpinski gasket S , we may
see that for each n  1, Sn consists of 3n equilateral triangles with side length 2−n, which are
called nth-stage basic triangles. We denote these 3n equilateral triangles by n1,n2, . . . ,n3n ,
and from the definition of μ, it follows that for each n 0,
μ(S0) = 1, μ
(ni )= 13n , i = 1,2, . . . ,3n and μ(R2\S)= 0.
It is easy to obtain that for any Borel set U ⊂R2,
μ(U) = H
s(S ∩ U)
Hs(S) .
When the diameter |U | of U is more than 0, this implies that
μ(U)
|U |s =
Hs(S ∩ U)
|U |s
1
Hs(S) . (2)
The above equation shows that we first consider Hs(S ∩ U)/|U |s in order to obtain the Hausdorff
measure Hs(S).
If U is a convex subset of R2 and x ∈ U , by the upper convex density of S at x we mean the
limit
D¯sc(S, x) = lim
δ→0
{
sup
0<|U |<δ
Hs(S ∩ U)
|U |s
}
.
It is known from [2] that for Hs -almost all x ∈ S, D¯sc(S, x) = 1. On the other hand, we have
from [6] that if U ⊂ R2 is a Borel set with |U | > 0, then Hs(S ∩ U) |U |s . Thus, noting that
S0 is convex, we have
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{
Hs(S ∩ U)
|U |s : U ⊂R
2 is closed and convex
}
= sup
{
Hs(S ∩ U)
|U |s : U ⊂ S0 is closed and convex
}
. (3)
For any subset U in R2, we define the density
d(U) = μ(U)|U |s .
Since the diameter of a set is the same as that of its closure, and by (2) and (3), we need only to
investigate sup{d(U): U is closed and convex} for our purposes.
In [1], it was showed that the maximum density for a linear Cantor set is attained in the field
of sets generated by some stage basic intervals. However, it is not true in higher dimensional
Euclidean spaces. A question to ask is whether there exists a closed convex set M ⊂ S0 attaining
the maximum density for the Sierpinski gasket. The present paper gives a positive answer on it.
2. Main results
The above discussion shows that there exists a sequence {Un} of closed convex subsets of the
triangle S0 such that
D¯sc(S, x) = lim
n→0
Hs(S ∩ Un)
|Un|s = 1.
Let H be the family of nonempty compact subsets of R2. The Hausdorff metric in H is given
by
dH (X,Y ) = max
{
max
x∈X d2(x,Y ),maxy∈Y d2(y,X)
}
,
where X,Y ∈H and d2(x,Y ) is the distance between x and Y . It is known from [2] that (H, dH )
is a complete metric space.
If A ⊂R2, we denote the ε-parallel body of A by [A]ε : [A]ε = {x ∈R2: infy∈A d2(x, y) ε}.
From the definition of dH , it follows that if Un converges to U in dH , then for each ε > 0, there
exists an integer k > 0 such that both U ⊂ [Un]ε and Un ⊂ [U ]ε hold when n > k.
We are now concerned with the family K of nonempty closed convex subsets of the trian-
gle S0. For any sequence {Un} ⊂ K, the following lemmas show that there is a subsequence
{Unk } of {Un} such that Unk converges to a nonempty closed convex subset of S0 in dH .
Lemma 1. [2] Let G be an infinite subclass of K. Then there exists a sequence {Di} of G such
that {Di} converges in the Hausdorff metric dH to a nonempty compact subset.
Lemma 2. Suppose that K is the family of all nonempty closed convex subsets in the triangle S0.
Then K is a closed subset in the metric space (H, dH ).
Proof. It is enough to show that if a sequence {Bn} in K converges to B in the metric dH , then
B is also in K. First, the completeness implies that B is a closed subset in R2. Next we will show
that B is a subset of S0. Suppose by contradiction that there is a point a ∈ B and a /∈ S0, then
there is an l > 0 such that the distance between a and S0 is 3l. From the assumption it follows
that for some integer k > 0, we have that dH (Bn,B) < l when n > k. This implies that if n > k,
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that B is a convex subset. Therefore the lemma holds. 
To show our main result, we need the following lemmas.
Lemma 3. If a sequence {Un} in K converges to U in the metric dH , then μ(Un) converges
to μ(U).
Proof. For each pair n and m of positive integers, we set
Bn,m =
[ ∞⋃
k=n
Uk
]
1
m
=
∞⋃
k=n
[Uk] 1
m
.
Thus, by the assumption, we have that for each m there is an lm such that when n > lm and k  n,
Bn,m ⊃ [Uk] 1
m
⊃ U. (4)
Now suppose that μ(Un) does not converge to μ(U). This implies that there exists an infinite
subset N of positive integers and λ > 0 such that when i ∈ N ,∣∣μ(Ui) − μ(U)∣∣> λ. (5)
Noting that for m fixed, Bn,m is decreasing as n increases, from (4) it follows that when i ∈ N ,
lim
n→∞μ(Bn,m) lim supi→∞
μ
([Ui] 1
m
)
 lim inf
i→∞ μ
([Ui] 1
m
)
 μ(U). (6)
Since the first three terms in (6) are all decreasing as m increases, we have when i ∈ N ,
lim
m→∞
(
lim
n→∞μ(Bn,m)
)
 lim
m→∞
(
lim sup
i→∞
μ
([Ui] 1
m
))
 lim
m→∞
(
lim inf
i→∞ μ
([Ui] 1
m
))
 μ(U). (7)
On the other hand, since Bn,m is decreasing as n increases for m fixed, this implies that the
limit of the sequence {Bn,m} of sets,
lim
n→∞Bn,m =
∞⋂
n=1
∞⋃
k=n
[Uk] 1
m
.
Using the idea in the proof of Lemma 2 and by (4), we see easily that
U = lim
m→∞
∞⋂
n=1
∞⋃
k=n
[Uk] 1
m
.
Since μ is a probability measure, the continuity of μ implies that
lim
m→∞
(
lim
n→∞μ(Bn,m)
)
= μ(U).
Therefore, by (7), for m large enough,
lim supμ
([Ui] 1
m
)− μ(U) < λ
3
.i→∞
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μ
([Ui] 1
m
)− μ(U) < λ
3
.
It is easy to obtain that for any i ∈ N, limm→∞ μ([Ui] 1
m
) = μ(Ui) and for a large m,∣∣μ([Ui] 1
m
)− μ(Ui)∣∣< λ3 .
Thus, for m and i ∈ N large enough,∣∣μ(Ui) − μ(U)∣∣ ∣∣μ(Ui) − μ([Ui] 1
m
)∣∣+ ∣∣μ([Ui] 1
m
)− μ(U)∣∣< λ.
This is contrary to (5). Therefore the proof is complete. 
Lemma 4. Suppose that D is a closed convex subset in S0, then there must be another closed
convex set D′ in S0, not contained in one of the first stage basic triangles, with the same density.
Proof. If D is contained in one first basic triangle, without loss of generality, we may assume
that D is in 11 = f1(S0). By the definition of the measure μ and (1), we have that
μ(D) = 1
3
μ
(
f −11 (D)
)
.
On the other hand, it is easy to know that |f −11 (D)| = 2|D|. Thus, noting that 2s = 3, we have
μ(D)
|D|s =
2s
3
μ(f −11 (D))
|f −11 (D)|s
= μ(f
−1
1 (D))
|f −11 (D)|s
.
This implies that the density is preserved under f −1i . Similarly, we may show that it is preserved
under fi as well.
If D ⊂ fi(S0), then D′ = f −1i (D) has the same density and a larger diameter. Continue the
procedure until we obtain D′, not contained in one of the first stage triangles. Thus, the lemma
is proved. 
Lemma 5. Let μ be the probability measure defined as in (1). If there is a constant ρ such that
for any closed convex set U in the triangle S0 with |U |
√
3/8,
d(U) = μ(U)/|U |s  ρ
holds, then it is also true for any closed convex subset U ⊂ S0 with |U | > 0.
Proof. From Lemma 4, we may assume that U is not contained in one first stage basic triangle.
Meanwhile we notice that if |U | < √3/8, then it meets with at most three second stage basic
triangles. We know that if there are three second stage basic triangles intersecting U , then these
triangles must lie in the same first basic triangle. Hence we need only to consider the case in
which U intersects with two second stage basic triangles, which are in distinct first basic tri-
angles. Without loss of generality, we assume that U ∩ 22 	= ∅ and U ∩ 24 	= ∅ (see Fig. 1),
then U˜ = {(x − 14 , y): (x, y) ∈ U} lies in f1(S0) and μ(U˜) = μ(U). Thus U˜ and U have the
same density. Let U ′ = f −11 (U˜ ). From the proof of Lemma 4, it follows that d(U ′) = d(U˜) and
|U ′| = 2|U˜ |. Repeat the procedure if necessary, we can make U ′ satisfy that |U ′| √3/8 and
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Fig. 1. S2 and 2j , j = 1,2, . . . ,9.
d(U ′) = d(U). Hence the assumption implies that the density d(U) = d(U ′) ρ and the lemma
is proved. 
Now we state our main result.
Theorem 1. There is a nonempty closed convex set M ⊂ S0 such that
d(M) = sup{d(U): U ⊂ S0 is convex and closed}.
Proof. We see that there exists a sequence {Un} of nonempty closed convex subsets in the trian-
gle S0 such that
D¯sc(S, x) = lim
n→0
Hs(S ∩ Un)
|Un|s = 1. (8)
By (2) and Lemma 5, we may assume that for any n, |Un|
√
3/8 holds. Again from Lemmas 1
and 2 it follows that there is a subsequence {Unk } of {Un} convergent in dH to a closed convex
subset M in S0 with |M|
√
3/8. Meanwhile Lemma 3 implies that
lim
k→∞μ(Unk ) = μ(M).
From the definition of dH , it is easy to know that limk→∞ |Unk | = |M|. Combining (2), (3)
and (8), we have
d(M) = lim
k→∞
μ(Unk )
|Unk |s
= sup{d(U): U ⊂ S0 is convex and closed}.
Thus, the proof is complete. 
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