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Notations
Conventions mathe´matiques
Dans ce document, nous utiliserons les conventions mathe´matiques suivantes.
– R : l’ensemble des nombres re´els ;
– R+ : l’ensemble des nombres re´els positifs ou nuls ;
– N : l’ensemble des entiers naturels ;
– N∗ : l’ensemble des entiers naturels ;
– {m,M} : l’ensemble des entiers naturels compris entre m et M ;
– [m,M ] : l’ensemble des re´els compris entre m et M ;
– x : un vecteur temporel discre´tise´ ;
– xi : la i-e`me composante du vecteur x ;
– X : une matrice ;
– T : l’ope´rateur de transposition d’une matrice ;
– tr(·) : la trace d’une matrice ;
– I : la matrice identite´ ;
– x1x2 le vecteur issu de la division terme a` terme du vecteur x1 par le vecteur x2 ;




– ⋆ : le produit de convolution.
Fonctions mathe´matiques
Nous aurons recours aux entite´s mathe´matiques suivantes :
– exp(x) : la fonction exponentielle ;
– log(x) : la fonction logarithme ;
– δ(t) : la distribution de Dirac ;
δ(t) = 1 si t = 0
= 0 sinon
– ⋄ : ope´rateur line´aire et distributif sur l’addition, qui permet la multiplication de distributions
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NOTATIONS
de Dirac comme suit :
δ(t− t1) ⋄ δ(t− t2) = 1 si t = t1 = t2
= 0 sinon
– de la meˆme manie`re, ⋄ : ope´rateur de la multiplication terme a` terme sur des vecteurs ;
– fHeaviside(t) : la fonction de Heaviside, ou fonction e´chelon ;
fHeaviside(t) = 1 si t ≥ 0
= 0 sinon





– TF (f(t))(f) : la transforme´e de Fourier
TF (f(t))(f) =
∫
f(t) exp(−iC f t)dt
– rx(τ) : l’autocorre´lation du signal temporel x(t)
rx(τ) = Ep(x(t)) [x(t)x(t− τ)]
Unite´s
Les unite´s utilise´s seront :
– la seconde s et la milliseconde ms ;
– le me`tre m et le nanome`tre nm ;
– le Dalton Da et le kiloDalton kDa ;
– le hertz Hz, le kilohertz kHz et le Me´gahertz MHz.
Conventions statistiques
Enfin, nous utiliserons plusieurs concepts affe´rents aux statistiques et nous noterons :
– x ∼ p(x) : x suit une loi de probabilite´ p(x) ;
– Ep(x) [x] : l’espe´rance de x sous la loi p(x) ;
– x ∼ N (x|µ,Σ) : x suit une loi normale multivarie´e, de moyenne µ et de matrice de covariance
Σ.
– U[m,M ](x) : x suit une loi uniforme entre m et M .
– x ∼ Gam (x|k, θ) : x suit une loi Gamma, de parame`tre de forme k et de parame`tre d’e´chelle
θ ;
– x ∼ Beta (x|a, b) : x suit une loi beˆta, de parame`tres a et b ;
– x ∼ B (x|π, T ) : x suit une loi de Binomiale, de parame`tre de probabilite´ de succe`s π et de
nombre d’e´preuves T .
Les de´tails sur les lois de probabilite´ utilise´es sont donne´s en annexe A.
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L’e´tude des prote´ines pre´sente un inte´reˆt primordial en biologie. En effet, les prote´ines tra-
duisent a` la fois au niveau cellulaire l’expression d’un patrimoine ge´ne´tique et l’influence de
l’environnement. Elles sont accessibles dans de nombreux fluides organiques (sang, se´rum, urine
. . .) [WBMT00] au contact des cellules. De ce fait, elles sont un sujet d’e´tude privile´gie´ pour
l’e´tude de certaines maladies associe´es a` un dysfonctionnement cellulaire, notamment le cancer
[WLP03, PZK+02, PAH+02, QL12, HT11]. Un outil d’analyse pour l’e´tude des prote´ines est
le spectrome`tre de masse [ABE+08, AM03, DA06]. Cet appareil a pour but d’estimer le profil
en masse d’une solution donne´e. Les spectrome`tres de masse actuels reposent sur diffe´rentes
technologies qui ont en commun la pre´sence de deux e´tapes de se´paration et de de´tection pour
l’analyse d’un flux de particules charge´es, a` savoir des ions.
D’autre part, l’e´lectronique connaˆıt elle aussi de profondes avance´es, notamment au travers
des nanotechnologies. L’ide´e est de produire a` large e´chelle des composants d’une taille infime
qui pre´senteront des fonctionnalite´s bien de´finies, [CBB12, TCL12, LLP+12, CYP+12]. Dans le
panorama des nanotechnologies, les syste`mes nanome´triques e´lectrome´caniques (ou NEMS pour
Nano ElectroMechanical Systems) permettent justement la de´tection de quantite´s infimes de
masse [YCF+06, LSP+10, DLBK07, EHR04]. L’ide´e des dispositifs que nous allons e´tudier dans
cette the`se est donc d’utiliser ces NEMS comme une nouvelle technologie de spectrome´trie de
masse [NHH+09]. Ceci conduit a` un syste`me dont le principe ne repose plus sur la mesure d’un
flux de particules charge´es mais sur la de´tection de mole´cules uniques et l’estimation de leur
masses respectives. Un tel fonctionnement peut eˆtre qualifie´ de ≪ mode comptage ≫. L’inte´reˆt
est notamment une re´duction du bruit de mesure et une ame´lioration de la sensibilite´.
Cette the`se a e´te´ pre´pare´e au CEA-Leti, au sein de l’e´quipe PROTIS (PROte´omique et Trai-
tement de l’Information pour la Sante´) en collaboration avec le Laboratoire des Signaux et
Syste`mes (UMR 8506 CNRS – Supe´lec – Paris Sud). L’objectif est de proposer des me´thodes
d’estimation de profils de masse adapte´es aux nouveaux capteurs que sont les NEMS. Pour cela,
nous nous plac¸ons dans le cadre des approches proble`mes inverses et d’infe´rence baye´sienne. Nous
proposons de mode´liser le syste`me de mesure ainsi que le lien entre les grandeurs observables
et les inconnues par un mode`le hie´rarchique. Afin d’estimer le profil de masse, nous proposons
l’utilisation d’une me´thode d’inversion statistique reposant sur le cadre de travail baye´sien.
Structure du document
Ce manuscrit de the`se a pour objectif de faire le point sur la proble´matique du traitement de
signal applique´ a` la spectrome´trie de masse a` base de NEMS. Pour cela, nous aurons besoin
d’introduire les technologies et les applications mises en jeu ici, de de´finir le cadre d’e´tude et
de clarifier les choix techniques qui s’ouvrent a` nous pour enfin de´velopper des me´thodes et les
mettre en relation avec les me´thodes de l’e´tat de l’art.
Dans cette optique, la partie II est consacre´e a` l’introduction de la proble´matique par les prismes
applicatif et technologique. Cette partie regroupe les deux premiers chapitres, au cours desquels
il s’agira notamment d’introduire les deux notions suivantes.
– Chapitre 1 : Prote´omique et spectrome´trie de masse. Ce chapitre introduit l’analyse prote´omique
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et la proble´matique de la spectrome´trie de masse. Nous de´crivons e´galement les principaux
analyseurs de spectre de masse actuels.
– Chapitre 2 : Les syste`mes e´lectrome´caniques nanome´triques. Ce chapitre pre´sente les capteurs
utilise´s dans le cadre de ce travail. Le fonctionnement physique est notamment expose´.
La partie III, quant a` elle, sera consacre´e a` la mise en place du cadre de travail pour le traitement
des signaux.
– Chapitre 3 : Mode´lisation du syste`me de mesure et formalisation du proble`me. Ce chapitre
pre´sente la de´marche que nous avons employe´e pour mode´liser le proble`me direct ainsi que la
formulation probabiliste des incertitudes.
– Chapitre 4 : Approches suivies. Ce chapitre introduit les outils auxquels nous avons fait appel
et qui ont e´te´ ne´cessaires pour re´soudre le proble`me.
Le cadre de travail e´tant pose´, nous exposerons dans la partie IV les contributions effectue´es
dans le cadre de ce travail de the`se.
– Chapitre 5 : Traitement mono-mode – De´convolution impulsionnelle. Ce chapitre traite d’une
sous-partie du proble`me qui est celle de la de´tection d’e´ve´nements temporels. Le proble`me est
mis sous la forme de la de´convolution impulsionnelle.
– Chapitre 6 : Traitement multi-mode – De´tection et quantification. Ce chapitre e´tend le pre´ce´dent
a` la de´tection sur plusieurs modes simultane´ment. Ceci permet notamment de quantifier des
valeurs de masses.
– Chapitre 7 : Traitement multi-mode – Reconstruction de spectre de masse. Ce chapitre est a`
nouveau une extension du pre´ce´dent au cours duquel nous allons voir comment estimer les
parame`tres collectifs du me´lange, c’est-a`-dire reconstruire le spectre de masse de la solution
analyse´e.
La partie V rassemblera nos conclusions et les perspectives que nous proposons pour la poursuite
de ces travaux et leur valorisation.
Les annexes se trouvent en partie VI. Nous pre´senterons d’abord les lois de probabilite´ utilise´es
dans ce document, puis nous pre´ciserons ensuite les pre´-traitements de donne´es utilise´s. Nous
pre´senterons ensuite une e´tude sur le bruit puis une e´tude particulie`re de quantification de masse,
ces deux parties n’ayant pas leur place dans le corps du document. Enfin, nous de´taillerons
certains calculs puis nous pre´senterons la bibliographie re´sultant de ce travail de the`se.
La partie VII sera constitue´e de la bibliographie, que nous avons choisi de regrouper par chapitres.
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Chapitre 1
Prote´omique et spectrome´trie de masse
Dans ce chapitre, nous abordons deux sujets. Le premier est celui de la prote´omique, domaine de
la biologie mole´culaire qui utilise l’ensemble des technologies et des me´thodes que nous allons voir
par la suite. Nous aborderons ensuite la spectrome´trie de masse, qui est un outil fre´quemment
utilise´ en prote´omique, et qui constitue en quelque sorte un mode`le applicatif de notre travail.
Sommaire de ce chapitre
1.1 La prote´omique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 Les prote´ines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1.1 Prote´ines, peptides, acides amine´s . . . . . . . . . . . . . . . . 8
1.1.1.2 Synthe`se des prote´ines . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Prote´omique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.2.1 Les prote´ines, expression des ge`nes et de l’environnement . . . 9
1.1.2.2 Notion de biomarqueur . . . . . . . . . . . . . . . . . . . . . . 9
1.2 La spectrome´trie de masse . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Analyser un me´lange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.2 Enjeux lie´s a` la spectrome´trie de masse . . . . . . . . . . . . . . . . . . 10
1.2.3 Analyseurs existants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.3.1 Electrophore`se et chromatographie . . . . . . . . . . . . . . . . 11
1.2.3.2 Source d’ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.3.3 Analyseur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Analyseurs a` se´lection . . . . . . . . . . . . . . . . . . . . . . . . 13
Analyseurs a` rotation . . . . . . . . . . . . . . . . . . . . . . . . 13
Analyseurs a` se´paration spatiale ou temporelle . . . . . . . . . . 13
1.2.3.4 De´tecteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.4 Fragmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.5 Quantification absolue . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.6 Traitement des donne´es . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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1.1 La prote´omique
1.1.1 Les prote´ines
1.1.1.1 Prote´ines, peptides, acides amine´s
Les prote´ines sont de grosses mole´cules pre´sentes dans les organismes vivants [WBMT00] [ML99,
Ch. 2].
La structure des prote´ines peut eˆtre de´crite de manie`re hie´rarchise´e. En effet, les prote´ines
sont avant tout compose´es d’un ou plusieurs peptides. Un peptide, quant a` lui, est une chaˆıne
d’acides amine´s relie´s entre eux par des liaisons peptidiques. Les liaisons peptidiques sont des
liaisons covalentes, c’est-a`-dire avec mise en commun d’e´lectrons, entre deux acides amine´s, et
plus pre´cise´ment entre une fonction carboxyle d’un acide amine´ et une fonction amine d’un autre
acide amine´.
Il existe 22 acides amine´s mis en jeu dans la synthe`se des prote´ines. Si l’on se restreint a` l’Homme,
on de´nombre 20 acides amine´s diffe´rents pour composer l’ensemble des prote´ines de l’organisme.
Ces acides amine´s sont re´fe´rence´s dans une nomenclature et de´signe´s chacun par un ≪ code ≫,
c’est-a`-dire une lettre issue de l’alphabet romain. Un re´capitulatif des acides amine´s ainsi que
leur structure chimique peut se trouver dans [ML99, p. 1132].
La` ou` le peptide de´signe la chaˆıne d’acides amine´s, la prote´ine est forme´e d’un ensemble de
peptides lie´s et replie´s de sorte a` donner une forme tridimensionnelle a` la mole´cule. On distingue
ge´ne´ralement quatre niveaux de structure pour de´crire une prote´ine :
– structure primaire qui correspond a` la structure ≪ a` plat ≫ de la prote´ine, c’est-a`-dire a` la
se´quence d’acides amine´s ;
– structure secondaire qui correspond aux repliements locaux de la chaˆıne d’acides amine´s,
favorise´s par les liaisons hydroge`nes entre les peptides ;
– structure tertiaire qui correspond aux repliements tridimensionnels de la chaˆıne peptidique,
favorise´s par les liaisons covalentes (ponts disulfures notamment) ou non-covalentes ;
– la structure quaternaire qui re´sulte de l’assemblage de plusieurs sous-unite´s.
Aussi complexe et riche que leurs structures, les fonctions remplies par les prote´ines au sein
de l’organisme sont tre`s diverses. On pourra citer les enzymes, les re´cepteurs membranaires, le
transport mole´culaire, les prote´ines structurales, la nutrition, le syste`me immunitaire [ML99, p.
51, Tab. 2.3]. Le collage`ne, par exemple, est une prote´ine fibreuse permettant de donner aux tissus
une re´sistance a` l’e´tirement. Autres exemples, l’actine et la myosine permettent la contraction
des cellules musculaires. Citons encore l’albumine qui permet de re´guler le pH sanguin.
1.1.1.2 Synthe`se des prote´ines
Les prote´ines sont synthe´tise´es par un organisme vivant a` partir de deux phe´nome`nes, la trans-
cription et la traduction.
La transcription consiste a` transformer des brins d’Acide De´soxyriboNucle´ique (ADN) en se´quences
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d’Acide RiboNucle´ique (ARN). L’ARN est synthe´tise´ a` partir de la double he´lice d’ADN dans
le noyau d’une cellule. Une fois transcrit, l’ARN subit un ensemble de modifications dites post-
transcriptionnelles. Notamment, l’ARN est e´pisse´, c’est-a`-dire de´coupe´. Un brin d’ADN peut
donner plusieurs sortes d’ARN, cette variabilite´ e´tant notamment issue de l’e´tape d’e´pissage.
La traduction consiste a` transformer l’ARN en prote´ine dans le cytoplasme d’une cellule. Cette
ope´ration est effectue´e par un ribosome. La prote´ine va eˆtre synthe´tise´e acide amine´ par acide
amine´. La prote´ine peut subir des modifications dites post-traductionnelles. Un exemple clas-
sique de modification post-traductionnelle est l’ajout d’un groupe fonctionnel, comme un groupe
phosphate dans le cadre d’une phosphorylation.
1.1.2 Prote´omique
1.1.2.1 Les prote´ines, expression des ge`nes et de l’environnement
L’ensemble des prote´ines d’un organisme et de leurs interactions est de´nomme´ ≪ prote´ome ≫, et
la science visant a` e´tudier le prote´ome est de´signe´e par ≪ prote´omique ≫.
Nous avons vu pre´ce´demment que les prote´ines sont synthe´tise´es a` partir de l’ADN (le patrimoine
ge´ne´tique) d’un organisme. Mais elles subissent e´galement tout un ensemble de modifications
au cours de leur synthe`se. Certaines modifications peuvent eˆtre induites sous l’influence de
l’environnement de la cellule.
L’inte´reˆt d’e´tudier le prote´ome (les prote´ines) plutoˆt que le ge´nome (l’ADN) est que le prote´ome
a vocation a` e´voluer tout au long de l’existence de l’individu la` ou` le patrimoine ge´ne´tique est
fixe´ de`s la naissance. Ainsi, le prote´ome va traduire a` la fois l’expression des ge`nes mais aussi
l’influence de l’environnement sur l’organisme. De ce fait, certaines maladies non ge´ne´tiques
vont avoir une influence sur le prote´ome alors qu’elles n’affectent en rien le ge´nome. Le cancer
en est un exemple particulie`rement courant [PIAH+02, AQD+02, HPIM+03]. Il est e´galement
possible de de´tecter une infection virale en de´tectant les prote´ines ge´ne´re´es au cours de l’infection
[KTM98].
1.1.2.2 Notion de biomarqueur
Lorsqu’elle recherche a` de´tecter une maladie chez un patient, a` caracte´riser une maladie ou encore
a` e´tudier les effets d’un traitement sur une maladie, l’analyse biologique fait souvent appel a` la
notion de biomarqueur. Le biomarqueur est un e´le´ment biologique pouvant eˆtre de´tecte´ et/ou
quantifie´ et qui est caracte´ristique d’un phe´nome`ne interne a` l’organisme, comme une pathologie,
par exemple.
L’inte´reˆt de la prote´omique est de pouvoir donner une vue d’ensemble du prote´ome et donc de
se´lectionner un ou plusieurs biomarqueurs, pour caracte´riser une pathologie donne´e, par exemple.
Nous pouvons donner l’exemple des prote´ines AFP, CEA, PSA ou encore CA125 utilise´es comme
biomarqueurs dans la de´tection du cancer [Str08, Ch. 1].
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1.2 La spectrome´trie de masse
1.2.1 Analyser un me´lange
Afin d’analyser le contenu en prote´ines d’un me´lange, trois grandes cate´gories de techniques
existent.
– La me´thode immuno-enzymatique (ou ELISA pour Enzyme-Linked ImmunoSorbent Assay)
consiste a` de´velopper des anticorps spe´cifiques de la prote´ine cible´e, l’association prote´ine-
anticorps se traduisant par un phe´nome`ne observable, comme une coloration du me´lange par
exemple, ou une fluorescence apre`s excitation par une source lumineuse ou infra-rouge [EP71].
– Les techniques de se´paration des compose´s telles que la chromatographie ou l’e´lectrophore`se
(sur gel par exemple) consistent a` se´parer les prote´ines selon un crite`re d’affinite´ puis a` de´tecter
ces prote´ines [SVJ87].
– La spectrome´trie de masse est une technique visant a` ioniser les prote´ines, a` les se´parer se-
lon leur rapport masse sur charge puis a` de´tecter les ions afin de pouvoir estimer le profil
en masse (ou spectre de masse) d’une solution donne´e. Elles peut eˆtre combine´e avec une
chromatographie ou une e´lectrophore`se.
Par la suite, nous nous inte´resserons aux techniques de spectrome´trie de masse.
1.2.2 Enjeux lie´s a` la spectrome´trie de masse
La chaˆıne d’analyse lie´e a` la spectrome´trie de masse comporte de nombreuses e´tapes qui adressent
plusieurs domaines scientifiques. Pour sche´matiser, nous pouvons en dresser une liste restreinte :
– Les e´chantillons a` analyser sont pre´leve´s (du patient, dans le cas d’une analyse biologique) dans
des conditions suffisamment maˆıtrise´es. Cette e´tape ne´cessite des compe´tences de me´decine et
de biologie.
– Les e´chantillons sont pre´-traite´s (on parle d’e´tape pre´-analytique), par exemple par centrifuga-
tion et capture par colonne d’affinite´, afin de les purifier et de les concentrer. Aussi, l’e´chantillon
peut subir plusieurs e´tapes de traitements chimiques afin d’e´liminer certains compose´s para-
sites (comme les lipides ou les polysaccharides, par exemple), ou encore certaines prote´ines
pre´sentes en grande quantite´ et ininte´ressantes pour l’e´tude conside´re´e (comme l’albumine, par
exemple). Aussi, certains compose´s de concentration connue peuvent eˆtre ajoute´s au me´lange
afin de permettre une quantification absolue de la composition du me´lange (voir section 1.2.5).
Enfin, lors de cette e´tape, les prote´ines sont ≪ dige´re´es ≫, c’est-a`-dire fragmente´es en peptides.
Cette e´tape met en œuvre des compe´tences de chimie, de biologie, de microfluidique et d’au-
tomatisme.
– Les e´chantillons passent dans l’appareil d’analyse (on parle d’e´tape analytique), ou spec-
trome`tre de masse (que nous de´taillerons dans la prochaine section 1.2.3) qui peut comporter,
en plus de l’e´tape d’estimation de la masse des mole´cules a` proprement parler, des e´tapes de
se´paration du me´lange, telles qu’une e´lectrophore`se ou le passage du me´lange dans une colonne
de chromatographie. Ce point ne´cessite des compe´tences en chimie, physique, e´lectronique,
e´lectrome´canique ou encore microfluidique.
– Les donne´es brutes issues de l’appareil d’analyse sont traite´es, afin d’estimer des quantite´s
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d’inte´reˆt. Ceci peut revenir, par exemple, a` quantifier la concentration d’une prote´ine en
particulier, ou encore a` de´couvrir les diffe´rentes prote´ines pre´sentes dans le me´lange analyse´,
voire a` se´lectionner des biomarqueurs d’une certaine pathologie. Cette e´tape met en jeu des
compe´tences de traitement de l’information et de statistiques qui ne peuvent eˆtre de´corre´le´es
des re´alite´s biologiques, physiques et chimiques e´voque´es ci-dessus. L’e´quipe dans laquelle cette
the`se a e´te´ effectue´e, l’e´quipe PROTIS (PROte´omique et Traitement de l’Information pour la
Sante´) du CEA-Leti, axe ses recherches sur ce dernier point [Str08, SGP+07, Sza13, SGG11].
Les difficulte´s et points potentiels d’ame´lioration associe´s aux techniques de mesure par spec-
trome´trie de masse interviennent a` ces diffe´rents niveaux de la chaˆıne d’analyse. Sans eˆtre ex-
haustif, il est possible de citer :
– la maˆıtrise de la qualite´ de l’e´chantillon extrait, que ce soit au niveau de l’e´tat du patient
(nutrition par exemple) ou au niveau de la qualite´ du syste`me de pre´le`vement ;
– la capacite´ a` e´liminer les compose´s parasites sans pour autant ajouter des e´le´ments perturbants
au me´lange, et assurer une digestion maˆıtrise´e et reproductible ;
– les capacite´s de sensibilite´, de bruit ajoute´, de gamme de fonctionnement ou encore de re´solution
de l’appareil utilise´ ;
– la pre´cision et la robustesse de l’estimation, ou encore la capacite´ a` extraire une liste courte
et discriminante de prote´ines en tant que biomarqueurs.
1.2.3 Analyseurs existants
La chaˆıne d’analyse incluant le spectrome`tre de masse de´crit ci-dessus a pour objectif de fournir
une image de la composition en masse d’un me´lange injecte´ en entre´e. Il est possible de de´couper
la partie analytique de cette chaˆıne d’analyse en plusieurs sous-fonctions mises en cascade.
1. La premie`re fonction, optionnelle, est celle de la pre´-se´paration des compose´s pre´sents
dans le me´lange. Les deux principales techniques employe´es en analyse biologique sont
l’e´lectrophore`se et la chromatographie.
2. La seconde fonction concerne la transformation des compose´s en e´le´ments chimiques ana-
lysables, en l’occurrence des ions. Cette fonction est appele´e source d’ions.
3. La troisie`me fonction concerne les e´le´ments de se´paration, se´lection ou fragmentation.
L’objectif ici est de se´parer les ions en fonction de leur rapport masse sur charge.
4. La quatrie`me et dernie`re fonction est celle du de´tecteur. Le de´tecteur permet de transformer
le flux d’ions en un flux d’e´lectrons.
Les fonctions 2, 3 et 4 sont re´unies a` l’inte´rieur du spectrome`tre de masse.
1.2.3.1 Electrophore`se et chromatographie
L’e´lectrophore`se et la chromatographie sont deux techniques de se´paration d’e´le´ments chimiques
de diffe´rentes natures.
L’e´lectrophore`se base son principe de se´paration sur le fait que les compose´s charge´s (ions)
ne re´agissent pas de la meˆme manie`re a` l’application d’un champ e´lectrique : les vitesses de
migration e´tant de´pendantes de la nature du compose´, il y a se´paration du me´lange.
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La chromatographie, quant a` elle, consiste a` entraˆıner les compose´s a` analyser par une phase
en mouvement, dite phase mobile, en contact avec une phase dite stationnaire qui recouvre les
parois de la colonne. La vitesse de de´placement des compose´s est fonction de l’affinite´ entre les
e´le´ments du compose´ et la phase stationnaire. Cette affinite´ repose sur des phe´nome`nes physiques
comme les forces d’attraction ou de re´pulsion hydrophiles ou hydrophobes.
En association avec la spectrome´trie de masse, un choix souvent employe´ est celui de la chro-
matographie a` phase mobile liquide (LC pour Liquid Chromatography).
1.2.3.2 Source d’ions
La source a pour objectif de transformer les compose´s en ions. En effet, les analyseurs de masse
existants se´parent des gaz de compose´s charge´s, car la technologie utilise justement le fait que
ces e´le´ments ne sont pas neutres e´lectriquement pour les se´parer.
Or, a` l’issue de la phase de pre´-se´paration, dans le cas d’une chromatographie, les compose´s sont
e´lectriquement neutres, et pas force´ment sous phase gazeuse ; dans le cas d’une e´lectrophore`se,
les compose´s ne sont pas sous phase gazeuse non plus.
Il est ne´cessaire de transformer le me´lange en un gaz d’ion. Ceci peut se faire selon plusieurs
techniques. Les deux plus courantes sont l’e´lectrone´buliseur ou e´lectrospray et la De´sorption-
Ionisation Laser Assiste´e par Matrice (ou MALDI pour Matrix Assisted Laser Desorption Ioni-
sation).
– L’e´lectrospray consiste a` soumettre le me´lange a` analyser (liquide stocke´ dans un capillaire)
a` un fort champ e´lectrique. Les forces sur les charges dans le liquide sont telles que le liquide
explose en micro-gouttelettes charge´es. Le liquide s’e´vapore ensuite et les mole´cules charge´es
sont injecte´es dans le spectrome`tre de masse.
– Le MALDI consiste a` e´mettre un rayon laser sur le me´lange a` analyser (de´pose´ sur une
matrice). L’e´nergie du laser suffit a` de´sorber et ioniser les compose´s qui sont injecte´s dans le
spectrome`tre de masse.
1.2.3.3 Analyseur
L’analyseur a pour objectif de se´parer les compose´s injecte´s sous forme de gaz d’ions, afin de
permettre l’identification et la quantification de ces derniers.
A ce dessein, l’analyseur se´pare les ions du flux incident en fonction de leur rapport masse sur
charge. Ceci peut s’effectuer graˆce a` diffe´rentes technologies :
1. les syste`mes a` se´lection par quadripoˆle ou trappe a` ions ;
2. les syste`mes base´s sur une transforme´e de Fourier tels que l’analyseur a` re´sonance cyclo-
tronique ou l’Orbitrap ;
3. les syste`mes a` se´paration spatiale ou temporelle tels que le temps de vol.
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Ces diffe´rents syste`mes re´alisent une se´paration du flux incident en fonction du rapport masse
sur charge. Ce flux se´pare´ est ensuite directement de´tecte´.
Analyseurs a` se´lection Les analyseurs a` se´lection ont la capacite´ de pourvoir filtrer les ions
pre´sentant un rapport masse sur charge situe´ dans une certaine gamme. La the`se de Gre´gory
Strubel donne de nombreuses informations sur le sujet [Str08, Ch. 2].
Ainsi, le quadripoˆle consiste a` faire passer les ions dans une cavite´ dont les bords sont e´lectriquement
charge´s. Seuls certains ions ont une trajectoire stable dans cette cavite´ et la traversent.
La trappe a` ion, elle, contient initialement l’ensemble des ions. Certains ions ont une trajectoire
re´sonante a` l’inte´rieur de la trappe et en sont e´jecte´s suivant leur rapport masse sur charge, en
fonction de la tension applique´e.
Pour ces technologies, l’analyse consiste ge´ne´ralement a` faire varier la fre´quence d’excitation
du syste`me afin d’avoir un balayage des gammes de rapport masse sur charge pre´sentant une
trajectoire stable (pour le quadripoˆle) ou re´sonante (pour la trappe a` ions).
Analyseurs a` rotation Les analyseurs a` rotation consistent a` faire tourner les ions dans une
cavite´ avec une pe´riode de rotation de´pendant du rapport masse sur charge de ces ions. En
de´tectant le mouvement circulaire des ions dans la cavite´ et en appliquant a` cette mesure une
transforme´e de Fourier, il est possible d’obtenir un spectre relie´ au spectre de masse.
Les deux technologies associe´es sont l’analyseur a` re´sonance cyclotronique (ou FT-ICR pour
Fourier Transform Ion Cyclotron Resonance) et l’Orbitrap.
Analyseurs a` se´paration spatiale ou temporelle Les analyseurs a` se´paration spatiale ou
temporelle visent, a` un instant donne´, a` se´parer dans l’espace ou dans le temps les ions en
fonction de leur rapport masse sur charge.
Un premier exemple de syste`me a` se´paration spatiale est la de´flection magne´tique : les ions sont
force´s de prendre un ≪ virage ≫ dont l’angle va de´pendre du rapport masse sur charge de l’ion.
Nous pouvons aussi e´voquer certains analyseurs a` rotation dans lesquels le rayon de la trajectoire
de la particule analyse´e de´pend de son rapport masse sur charge.
Un second exemple de syste`me a` se´paration temporelle est celui de l’analyseur a` temps de vol.
Dans une cavite´, les ions sont acce´le´re´s par un champ e´lectrique qui est ensuite coupe´. Ainsi, a`
un instant donne´ (ulte´rieur a` la coupure du champ), la position des ions de´pend de leur rapport
masse sur charge. Les ions finissent donc leur course a` l’extre´mite´ de la cavite´ en un temps
de´pendant de leur rapport masse sur charge.
1.2.3.4 De´tecteur
Le de´tecteur permet de transformer le flux d’ions en un flux d’e´lectrons. Ce flux d’e´lectrons est
ensuite nume´rise´ (e´chantillonne´ et quantifie´). Le de´tecteur couramment employe´ est le multipli-
cateur d’e´lectrons ou Channeltron.
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1.2.4 Fragmentation
Lorsque la masse de la prote´ine ne suffit pas a` identifier sa nature, ou pour obtenir une plus grande
certitude d’avoir cible´ la bonne prote´ine, il est possible de recourir a` un e´tage de fragmentation.
Un objectif ici est de casser les peptides, de sorte que les fragments re´sultants aient des masses
connues (fragmentation au niveau des ≪ faiblesses ≫ de la chaˆıne peptidique). Un autre objectif
est de re´duire la masse des particules mesure´es afin de situer les masses des particules dans la
dynamique du capteur, si les mole´cules initiales sont trop lourdes pour eˆtre de´tecte´es.
La chaˆıne d’analyse classique en fragmentation consiste a` se´lectionner avec un quadrupoˆle un
peptide, a` la fragmenter dans un second quadrupoˆle contenant un gaz inerte et a` se´lectionner
un fragment re´sultant dans un troisie`me et dernier quadrupoˆle avant de´tection. Cette technique
est ge´ne´ralement de´nomme´e SRM pour Selected Reaction Monitoring.
1.2.5 Quantification absolue
Ge´ne´ralement, les donne´es en sortie du de´tecteur ne peuvent eˆtre exploite´es que de manie`re
relative, c’est a` dire que l’on ne peut que comparer les quantite´s entre elles, mais qu’aucune
information absolue n’est accessible.
Dans l’objectif d’une quantification absolue, certaines techniques dites ≪ label-free ≫ [WWZ+06]
existent afin de comparer les abondances de prote´ines, en utilisant des mole´cules natives pre´sentes
naturellement dans le me´lange comme calibrant.
Une autre solution consiste ge´ne´ralement a` ajouter au me´lange initial des mole´cules contenant
des isotopes alourdis (mole´cules marque´es) [BSS+07]. En effet, en ajoutant ces isotopes, de masse
connue et de concentration maˆıtrise´e, et en mesurant les quantite´s relatives entre les mole´cules
inconnues et ces mole´cules marque´es, la composition du me´lange en concentration absolue peut
eˆtre connue.
Il existe plusieurs techniques de marquage parmi lesquelles :
– AQUA (pour Absolute QUAntification) [GRS+03], proce´dure consistant a` introduire des pep-
tides marque´s, c’est-a`-dire a` intervenir sur le me´lange apre`s digestion ; AQUA permet de
quantifier les peptides ;
– PSAQ (pour Protein Absolute Standard Quantification) [BMGD09], proce´dure consistant a`
introduire des prote´ines marque´es, c’est-a`-dire a` intervenir sur le me´lange initial avant diges-
tion ; PSAQ fait l’hypothe`se que la digestion ne de´pend pas du caracte`re marque´ / non marque´
de la prote´ine et permet de calculer les gains de digestion, donc de remonter a` la quantification
des prote´ines.
1.2.6 Traitement des donne´es
Les donne´es en sortie de dispositif sont nume´rise´es. Ces donne´es sont ge´ne´ralement repre´sente´es
par un spectrogramme en deux dimensions.
Prenons un exemple, illustre´ sur la figure 1.1, sur lequel les membres du groupe PROTIS tra-
vaillent. Ici, un analyseur est associe´ a` une colonne de chromatographie. Cette figure a pour
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origine le travail de l’e´quipe EDyP (E´tude de la Dynamique des Prote´omes) de l’iRTSV (insti-
tut de Recherches en Technologies et Sciences pour le Vivant - CEA) dans le cadre du projet
CAPSI (Chaˆıne d’Analyse Prote´omique multifactorielle haute Sensibilite´ a` composants Inte´gre´s).
Elle repre´sente une mesure LC-MS sur du plasma apre`s dilution de la prote´ine NSE.
Figure 1.1 – Un exemple de signal de sortie d’un dispositif de spectrome´trie de masse
Un axe porte l’information du temps de re´tention chromatographique (axe 1), symbolisant l’af-
finite´ du compose´ avec la phase stationnaire de la chromatographie, et l’autre axe porte l’infor-
mation spectrome´trique (axe 2), en bijection avec le rapport masse-sur charge des compose´s.
Sur la base de ce spectrogramme, il est possible de de´couvrir la liste des mole´cules pre´sentes
(position sur les deux axes temps chromatographique - rapport masse sur charge) ou encore de
quantifier certaines mole´cules analyse´es. En effet, pour connaˆıtre la liste des mole´cules pre´sentes,
il existe des tables permettant de connaˆıtre la position d’un peptide dans la repre´sentation donne´e
ci-dessus.
L’unite´ de masse privile´gie´e en prote´omique est le Dalton et le kiloDalton (symboles Da et kDa),
un Dalton valant approximativement 1.66 · 10−24 g et correspondant a` un douzie`me de la masse
d’un atome de Carbone 12 (soit a` peu pre`s la masse d’un atome d’hydroge`ne).
Afin de quantifier les mole´cules, il est ne´cessaire de quantifier l’intensite´ du signal donne´ par
une mole´cule. Ge´ne´ralement, le traitement s’effectue sur un signal unidimensionnel ou` le rap-
port masse sur charge a e´te´ fixe´. Ainsi, plusieurs me´thodes ont e´te´ de´veloppe´es, comme la
prise en compte du maximum du pic chromatographique, l’aire sous le pic, ou encore des
me´thodes baye´siennes reposant sur une mode´lisation du syste`me d’analyse, comme e´tudie´ au
sein de l’e´quipe PROTIS sur les the`ses de Gre´gory Strubel [Str08, SGP+07] ou Pascal Sza-
cherski [Sza13, SGG11].
Une fois ces mole´cules identifie´es et/ou analyse´es, il est possible de remonter a` la composition
en prote´ine du me´lange voire meˆme d’identifier l’e´tat clinique du patient en question. La the`se
de Pascal Szacherski (e´quipe PROTIS) va meˆme plus loin en proposant un mode`le hie´rarchique
qui permet l’estimation des concentrations, l’apprentissage et la classification des patients sans
passer explicitement par des e´tapes interme´diaires, comme la quantification des peptides dans
le cas de l’estimation de la concentration des prote´ines [SGG11].
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Dans ce chapitre, nous allons nous pencher sur les capteurs concerne´s par ce cadre de travail,
a` savoir les capteurs e´lectrome´caniques nanome´triques. Nous pre´senterons le capteur a` pro-
prement parler, puis le syste`me permettant d’en extraire une information et enfin l’utilisation
de ces capteurs pour la spectrome´trie de masse. Pour terminer, nous pre´senterons les donne´es
expe´rimentales sur lesquelles nous travaillerons dans le cadre de cette the`se.
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2.1 Description des capteurs
2.1.1 Les MEMS et les NEMS
Depuis quelques dizaines d’anne´es, l’e´lectronique nume´rique a pris une place conside´rable dans
nos vies quotidiennes (appareils e´lectro-me´nagers, moyens de communication, informatique . . .).
Dans la conception des puces e´lectroniques, le silicium tient une place de choix, notamment
en raison de ses proprie´te´s de semi-conducteur qui en font un mate´riau sur lequel les transis-
tors peuvent eˆtre grave´s. Le transistor, et notamment le transistor a` effet de champ, e´tant la
brique e´le´mentaire de l’e´lectronique nume´rique [RRLB04], le silicium est aujourd’hui un mate´riau
pre´ponde´rant [MVD+11]. Notons toutefois que certaines technologies, comme l’e´lectronique or-
ganique [BBB+90, For04], ou l’utilisation de die´lectriques [KMS00] existent en paralle`le de la
supre´matie du silicium.
Les proce´de´s de gravures sont un point d’ame´lioration constante, ce qui permet notamment de
suivre la ≪ loi de Moore ≫, stipulant que le nombre de transistors sur une puce de surface fixe
double tous les 18 mois.
Cette pre´ponde´rance du silicium et la maturite´ des technologies associe´es ont pousse´ les cher-
cheurs et les inge´nieurs a` faire d’autres utilisations du silicium. Ainsi, tout en gardant une
cohe´rence avec l’e´lectronique nume´rique, se sont de´veloppe´s les microsyste`mes e´lectrome´caniques
(ou MEMS pour Micro ElectroMechanical Systems). Les MEMS concernent de nombreuses ap-
plications, telles que les micro-moteurs [CYP+12], les micro-miroirs [CBB12], les capteurs de
pression [LLP+12] ou encore les acce´le´rome`tres [TCL12]. De par l’utilisation des technologies
silicium pour mettre en place de nouvelles fonctions, on parle ge´ne´ralement de more than Moore.
Est conside´re´ comme MEMS tout syste`me me´canique dont au moins une des dimensions est
microme´trique. Toutefois, les technologies de gravure actuelles permettent de descendre en des-
sous du microme`tre. Ainsi sont ne´s les nanosyste`mes e´lectrome´caniques (ou NEMS pour Nano
ElectroMechanical Systems).
Les NEMS ne sont pas encore entre´s a` grande e´chelle dans nos vies courantes. Malgre´ cela, les
applications potentielles de cette technologie sont tre`s nombreuses, notamment en raison de la
grande sensibilite´ de ces syste`mes. Ainsi, des applications telles que les nano-acce´le´rome`tres ou
encore les nano-bolome`tres (mesure de chaleur) pourraient voir le jour. Ici, nous nous concen-
trerons sur les nano-capteurs de masse.
2.1.2 Les NEMS capteurs de masse
2.1.2.1 Ge´ome´trie
Les nano-capteurs de masse peuvent prendre des formes diverses. Dans les cas que nous e´tudions
ici, ces capteurs sont constitue´s de petites poutres de quelques microme`tres de long et de quelques
centaines de nanome`tres de section. D’autres ge´ome´tries sont aussi propose´es [MPL10, LHHC10].
En particulier, nous e´tudierons deux configurations ge´ome´triques possibles. La premie`re confi-
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guration ge´ome´trique e´tudie´e est la configuration ≪ double-clamped ≫, que l’on peut traduire par
≪ doublement attache´ ≫, dans laquelle la poutre est fixe´e a` ses deux extre´mite´s. L’illustration
pre´sente´e sur la figure 2.1 a e´te´ obtenue sur la plateforme de nanocaracte´risation du CEA-Leti
par Eric Sage, doctorant au CEA-Leti DCOS, en utilisant la technique de microscopie a` balayage
e´lectronique. Cette figure donne une illustration de ces capteurs NEMS dans la configuration
double-clamped.
Figure 2.1 – Illustration d’un NEMS capteur de masse en configuration double-clamped
La seconde de ces configurations est la configuration ≪ cantilever ≫, que l’on peut traduire
par ≪ porte-a`-faux ≫. Dans cette configuration, la poutre est fixe´e a` une extre´mite´, la seconde
extre´mite´ e´tant libre. La figure 2.2, issue de l’Habilitation a` Diriger des Recherches de Laurent
Duraffourg [Dur08] donne une illustration de ces capteurs dans la configuration cantilever.
2.1.2.2 Fre´quence de re´sonance du capteur
Pour exprimer la fre´quence de re´sonance du capteur, on conside`re que la poutre est soumise a`
une force line´ique dont l’effet ne de´pend spatialement que de la position le long de la poutre
[Kha09, Ch. 1]. En choisissant cette force comme oscillatoire et en e´crivant l’e´quation diffe´rentielle
re´sultante dans le domaine de Laplace, il apparaˆıt que la poutre se comporte comme un syste`me
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Figure 2.2 – Illustration d’un NEMS capteur de masse en configuration cantilever
Dans cette e´quation, k0 est la raideur associe´e au syste`me et M0 la masse effective de la poutre.
On parle ici de masse effective (et non pas de masse inertielle ou gravitationnelle) car la fre´quence
de re´sonance de´pend certes de la masse totale du capteur mais aussi de la distribution spatiale
de cette masse. Dans ce document, nous prendrons l’hypothe`se que la masse est re´partie de
manie`re homoge`ne au sein du capteur.
2.1.2.3 Mesure de masse de mole´cules
Si on augmente d’une quantite´ δmeff la masse effective de cette poutre sans en changer la raideur,
et si on suppose δmeff petit devant M0, on peut e´crire le de´veloppement au premier ordre de la
fre´quence de re´sonance du capteur [SDB10, DSBH07] :
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Le principe de mesure de masse est relativement simple. On voit sur l’e´quation (2.2) que l’aug-
mentation de la masse effective du capteur entraine une chute de la fre´quence de re´sonance de
ce dernier qui peut eˆtre conside´re´e ici comme proportionnelle a` la masse effective ajoute´e. Ainsi,
si une mole´cule se ≪ colle ≫ au capteur, la masse de ce dernier augmentera et sa fre´quence de
re´sonance chutera.
La figure 2.3 issue du manuscrit de the`se de Chady Kharrat [Kha09, p. 118] illustre le principe
de de´calage en fre´quence entre la fre´quence de re´sonance initiale ω0 et la fre´quence de re´sonance
apre`s ajout de masse ωres.
Figure 2.3 – Illustration du de´calage en fre´quence des re´sonateurs NEMS par ajout de masse
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2.1.2.4 Modes propres
Le capteur n’a pas un seul mais plusieurs modes propres, c’est a` dire plusieurs fre´quences autour
desquelles il est susceptible d’entrer en re´sonance selon diffe´rents ≪modes de re´sonances≫ [HKN+12,
DSBH07]. Ces fre´quences sont appele´es harmoniques et classe´es par ordre croissant (premie`re
harmonique ou ≪ fondamental ≫ pour la fre´quence la plus basse, puis seconde harmonique,
troisie`me harmonique, . . .). Dans ce travail, nous ne conside´rerons que les modes transversaux,
c’est a` dire les de´formations qui ne de´pendent que de la position le long du capteur. Notons que
les fre´quences harmoniques ne sont pas ne´cessairement multiples entre elles dans notre cas.
Dans le cas de ces re´sonateurs, si on note fk la fre´quence de re´sonance de la k-ie`me harmonique,
Mk la masse effective pour l’harmonique k et ∆fδmeff,k la chute de fre´quence induite par l’ajout





2.1.3 Mode`le des chutes de fre´quence
2.1.3.1 Sensibilite´ du capteur
Le terme fk2Mk ayant un roˆle de gain dans l’e´quation (2.3) est d’autant plus grand que la masse
du capteur est petite. On voit ici l’inte´reˆt d’utiliser des capteurs nanome´triques : e´tant de faible
masse, ces derniers vont permettre de de´tecter de tre`s faibles variations de masse effectives allant
jusqu’a` la mole´cule unique [YCF+06].
Cependant, de la meˆme manie`re que la masse effective d’une poutre ne de´pend pas que de
la masse totale du capteur mais de la distribution en masse le long de la poutre, la chute
de fre´quence de re´sonance entraine´e par l’ajout d’une masse ponctuelle de´pend de la position a`
laquelle cette masse a e´te´ ajoute´e. L’ajout d’une masse ponctuelle m sur la poutre a` une distance
z de l’extre´mite´ de celle-ci, conduit a` l’augmentation de masse effective qui est une fonction de
m et de z, et qui de´pend de la ge´ome´trie du capteur.
Nous proposons de normaliser les positions des mole´cules de sorte que celles-ci prennent des
valeurs entre 0 (une extre´mite´ du capteur) et 1 (l’autre extre´mite´ du capteur).
Pour exprimer la sensibilite´ vis-a`-vis de l’ajout d’une mole´cule, nous de´composerons le gain en
deux parties. Une partie sera inde´pendante de la position est sera note´e αk, pour le gain fixe
sur la k-ie`me harmonique. L’autre partie de´pendra de la position de la mole´cule est sera note´e
φk(z). Ceci revient a` de´velopper l’e´quation (2.3) en donnant l’expression de la chute de fre´quence
∆fm,z,k sur l’harmonique k pour une masse m adsorbe´e a` la position d’adsorption z :
∆fm,z,k = −αk φk(z)m (2.4)
Nous exprimerons les gains fixes αk en Hz.kDa
-1 et les gains variables φk(z) seront exprime´s
sans unite´s.
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2.1.3.2 Valeur du gain fixe





Dans cette e´quation, f0,k est la valeur de la fre´quence de re´sonance du mode de vibration k, Mk
est la masse effective du capteur relativement au mode de de´formation k. Par rapport a` la masse











2.1.3.3 Valeur du gain variable
Les fonctions φk(z) de´pendent de la ge´ome´trie du capteur. Nous proposons d’exprimer la position
de la mole´cule sur le capteur de manie`re normalise´e, c’est-a`-dire avec le rapport entre la distance
de la mole´cule au point d’attache de la poutre et la longueur totale de cette dernie`re (dans le
cas d’une poutre double-clamped, nous choisirons arbitrairement le point de re´fe´rence parmi les
deux points d’attache). Aussi, nous prendrons des fonctions φk(z) normalise´es de sorte que leur
maximum vaille 1. Ce choix est sans conse´quence dans la mesure ou` la fonction φk(z) re´apparaˆıt
comme un facteur au de´nominateur de l’expression de αk.
La fonction de gain variable pour une configuration double-clamped a e´te´ calcule´e par Eric Sage,
et est e´galement donne´e dans [DSBH07]. Elle a pour expression :
φk(z) =
(




Les valeurs des diffe´rents parame`tres de gain κk, ak, Yk diffe`rent en fonction de la ge´ome´trie
du capteur. Au regard des choix effectue´s pre´ce´demment (position normalise´e et fonctions φk(z)
sans unite´), ces parame`tres seront sans unite´.
Illustration pour une configuration double-clamped Dans le cas d’une configuration
double-clamped,des exemples typiques de valeurs des diffe´rents parame`tres de gain variable sont
donne´s dans le tableau 2.1. Les fonctions de gain associe´es sont illustre´es par la figure 2.4.
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a1 a2 a3 κ1 κ2 κ3 Y1 Y2 Y3
-0.983 -1.001 -1.000 4.73 7.853 10.995 1.588 1.509 1.513
Table 2.1 – Valeurs de gain variable pour une configuration double-clamped sur les trois
premie`res harmoniques

































Figure 2.4 – Fonctions de gain variable pour une configuration double-clamped sur les trois
premie`res harmoniques
Illustration pour une configuration cantilever Dans le cas d’une configuration cantilever,
des exemples typiques de valeurs des diffe´rents parame`tres de gain variable sont donne´s dans le
tableau 2.2 pour les parame`tres de gain variable. Les fonctions de gain associe´es sont illustre´es
par la figure 2.5.
a1 a2 a3 κ1 κ2 κ3 Y1 Y2 Y3
-0.734 -1.018 -0.999 1.875 4.694 7.855 2.000 1.974 2.290
Table 2.2 – Valeurs de gain variable pour une configuration cantilever sur les trois premie`res
harmoniques
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Figure 2.5 – Fonctions de gain variable pour une configuration cantilever sur les trois premie`res
harmoniques
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2.2 Suivi de la fre´quence de re´sonance du capteur
2.2.1 Mesure de la re´ponse du capteur a` une excitation harmonique
Nous avons vu dans la section pre´ce´dente que les NEMS sont des capteurs sensibles a` un ajout de
masse et que ces derniers traduisent l’ajout d’une masse par une chute de fre´quence de re´sonance.
Afin de de´tecter l’adsorption de masses sur la poutre et de quantifier ces masses, il est ne´cessaire
de suivre l’e´volution de cette fre´quence de re´sonance au cours du temps. Pour cela, nous allons
nous appuyer sur l’analyse harmonique. L’ide´e est de caracte´riser la re´ponse du capteur dans le
domaine fre´quentiel. Pour pouvoir connaˆıtre la re´ponse du capteur a` une excitation sinuso¨ıdale,
les deux e´le´ments essentiels sont un syste`me d’actionnement du capteur associe´ a` un syste`me de
de´tection de la position du capteur.
Ensuite, en commandant le syste`me d’actionnement a` une fre´quence donne´e et connue, et en
re´cupe´rant le signal en sortie du syste`me de de´tection, la re´ponse du capteur a` une excitation
harmonique peut eˆtre calcule´e.
2.2.1.1 Actionnement du capteur et de´tection de sa position
Le syste`me d’actionnement peut reposer sur diffe´rents principes physiques [Mil09]. On peut lister
les solutions techniques suivantes :
– actionnement magne´tomoteur, en soumettant le capteur a` un champ magne´tique constant et
en faisant passer dans le capteur un courant alternatif ;
– actionnement e´lectrothermique, si le capteur est constitue´ de deux couches ayant des proprie´te´s
de dilatation thermique diffe´rentes, il est possible d’actionner le capteur en le chauffant par
effet Joule ;
– actionnement pie´zoe´lectrique, l’effet pie´zoe´lectrique inverse e´tant la capacite´ de certains mate´riaux
a` se de´former sous l’effet d’un champ e´lectrique (ici, alternatif) ;
– actionnement e´lectrostatique, en plac¸ant une e´lectrode a` proximite´ du capteur et en ge´ne´rant
un champ e´lectrique alternatif a` partir de cette e´lectrode (des syste`mes a` plusieurs e´lectrodes
existent) ;
– actionnement optique a` l’aide d’un dispositif LASER (Light Amplification by Stimulated Emis-
sion of Radiation ou amplification de la lumie`re par e´mission stimule´e de rayonnement)
[VDZBA+10].
Le syste`me de de´tection, quant a` lui, peut e´galement reposer sur diffe´rents principes physiques
[Mil09]. On peut lister les solutions techniques suivantes :
– de´tection magne´tomotrice, en utilisant le champ e´lectrique (e´lectromoteur) ge´ne´re´ par le cap-
teur en mouvement soumis a` un champ magne´tique constant ;
– de´tection capacitive, en analysant la capacite´ du condensateur cre´e´e par le capteur et une
e´lectrode a` proximite´ : la capacite´ de´pend de la distance entre les deux e´le´ments du conden-
sateur ;
– de´tection pie´zore´sistive, en utilisant le fait que certains mate´riaux voient leur re´sistivite´ chan-
ger sous l’effet d’une contrainte me´canique : en attachant une jauge au capteur puis en faisant
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circuler un courant dans ces jauges, la mesure de re´sistivite´ de la jauge permet de remonter a`
la position du capteur ;
– de´tection optique, en utilisant un syste`me de de´tection LASER [VDZBA+10].
Sur les capteurs utilise´s au cours de cette the`se, l’actionneur est un actionneur e´lectrostatique
et le syste`me de de´tection est un syste`me pie´zore´sistif. Ces syste`mes, pour les configurations
double-clamped ou cantilever, sont illustre´s par la figure 2.6. Sur cette figure, l’actionneur est
repre´sente´ en bleu, le syste`me de de´tection en rouge et le capteur en jaune.
Figure 2.6 – Illustration du syste`me de mesure a` base de NEMS comme capteur de masse en
configuration double-clamped (a` gauche) et cantilever (a` droite)
2.2.1.2 De´mondulation du signal de sortie
Le dispositif de´crit ci-dessus pre´sente un inconve´nient important. En effet, le signal d’entre´e se
situe aux alentours de la fre´quence de re´sonance. Aussi, le signal de sortie du syste`me se situe
a` une fre´quence proche de celle du signal d’entre´e (et e´gale lorsque l’excitation se fait a` l’exacte
fre´quence de re´sonance du capteur). Or, la fre´quence de re´sonance typique de ces capteurs est
de plusieurs dizaines de MHz. Ainsi, re´cupe´rer convenablement, avec un minimum de pertes et
de bruits, le signal de sortie s’ave`re complique´, du fait de son caracte`re haute-fre´quence. De ce
fait, une technique de de´modulation appele´e downmixing est employe´e.
Le principe du downmixing est le suivant : la poutre est excite´e a` une fre´quence f1, et le signal
de lecture pour les jauges pie´zore´sistives est a` la fre´quence f1 +∆f . Le signal de sortie est une
modulation du signal d’entre´e par le signal de lecture des jauges pie´zore´sistives. En clair, on cre´e´
une interfe´rence entre les signaux aux fre´quences f1 et f1 +∆f , ce qui ge´ne`re notamment deux
signaux, un e´tant a` la fre´quence ∆f et l’autre e´tant a` la fre´quence 2f1 + ∆f . En filtrant avec
un filtre passe-bas ce signal module´, on re´cupe`re une sinuso¨ıde a` ∆f . Ainsi, le proble`me de la
mesure de la fre´quence originale du signal de sortie est contourne´.
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2.2.2 Boucle de controˆle pour le suivi de la fre´quence de re´sonance
Dans la section pre´ce´dente, nous avons de´crit le dispositif permettant de connaˆıtre la re´ponse du
capteur a` une fre´quence donne´e. Graˆce a` cela, il est possible de suivre la fre´quence de re´sonance
au cours du temps. Trois solutions techniques le permettent :
1. l’analyse fre´quentielle ;
2. la boucle auto-oscillante [CDL+09] ;
3. la boucle a` verrouillage de phase (PLL pour Phase-Lock Loop) [Kha09].
Nous allons pre´senter ces principes et en dresser les sche´mas de principe (pour simplifier ici, sans
downmixing).
2.2.2.1 Analyse fre´quentielle
L’analyse fre´quentielle consiste a` tracer le gain et le de´phasage induit par le capteur pour une
entre´e sinuso¨ıdale. Ce type d’information, lorsqu’elle est mise sous forme de courbe est appele´e
≪ diagramme de Bode ≫.
La figure 2.7, issue du manuscrit de the`se de Chady Kharrat [Kha09, p. 68] illustre le principe
d’analyse fre´quentielle.
On voit tre`s clairement sur ce diagramme un pic de re´sonance se de´tacher. La fre´quence cor-
respondante est la fre´quence de re´sonance du capteur. Toutefois, un tel dispositif ne´cessite un
balayage en fre´quence et n’est donc pas adapte´ a` un syste`me de mesure rapide.
2.2.2.2 Boucle auto-oscillante
La boucle auto-oscillante consiste a` boucler l’entre´e sur la sortie, c’est-a`-dire a` exciter le capteur
avec le signal de sortie du syste`me de de´tection, en appliquant une correction de gain. L’ide´e
ge´ne´rale est que le gain du capteur est maximal a` la re´sonance. Le capteur va privile´gier les
fre´quences autour de sa fre´quence de re´sonance, aussi appele´e fre´quence propre ou naturelle du
syste`me.
La figure 2.8 illustre la re´alisation d’une boucle d’auto-oscillation.
2.2.2.3 Boucle a` verrouillage de phase
La boucle a` verrouillage de phase est un dispositif fre´quemment utilise´ en te´le´communications
afin d’asservir en phase un re´cepteur sur un signal.
Ici, ce dispositif repose sur un concept simple : a` la re´sonance, le de´phasage entre la sortie du
dispositif et l’entre´e (soit l’argument du gain complexe) vaut −π2 . Ainsi, en ajustant la fre´quence
d’excitation du capteur de sorte a` maintenir un de´phasage constant avec la sortie, la boucle a`
verrouillage de phase va suivre la fre´quence de re´sonance du capteur NEMS.
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Figure 2.7 – Diagramme de Bode du gain du syste`me
Notons qu’il est plus simple d’asservir la phase que le module du gain du syste`me car la re´ponse
en phase est line´aire au voisinage de la fre´quence de re´sonance (voir figure 2.3 et [Kha09]).
La figure 2.9 illustre la re´alisation d’une boucle a` verrouillage de phase.
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Figure 2.9 – Illustration de la boucle a` verrouillage de phase
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2.3 La spectrome´trie de masse a` base de NEMS
2.3.1 Principe ge´ne´ral
Graˆce aux capteurs de´crits ci-dessus, il est possible d’effectuer une taˆche de spectrome´trie de
masse. Le principe de mesure e´le´mentaire est le suivant :
– une mole´cule de masse m est ≪ projete´e ≫ sur le capteur (voir ci-dessous) ;
– cette mole´cule se colle a` sa surface (on parle d’≪ adsorption ≫) pour des raisons d’affinite´
chimique (si la poutre est ≪ fonctionnalise´e ≫) ou de conditions de tre`s basse tempe´rature (on
parle alors de ≪ physisorption ≫) en une position z ;
– des syste`mes e´lectroniques permettent de suivre les fre´quences de re´sonance sur plusieurs
harmoniques au cours du temps ;
– les fre´quences de re´sonance chutent de αk φk(z)m au moment de l’adsorption.
Si l’augmentation de la masse effective vient de l’ajout d’une mole´cule suffisamment lourde (telle
une prote´ine) sur la poutre, et si la chute de fre´quence qui en de´coule peut eˆtre mesure´e, alors il
est possible de de´tecter l’ajout de la mole´cule en question et d’en estimer la masse. On parlera
alors de spectrome´trie de masse a` base de NEMS en mode comptage lorsque le syste`me sera en
mesure de compter une a` une les mole´cules qui se posent sur le capteur, et a` estimer leur masse.
Ainsi, le syste`me de spectrome´trie de masse a` base de NEMS en mode comptage va eˆtre constitue´
de :
– une source permettant de ge´ne´rer, a` partir de l’e´chantillon a` analyser, un gaz de mole´cules
dissocie´es les unes des autres ;
– un syste`me de guidage des mole´cules jusqu’a` l’analyseur ;
– un analyseur de masse a` base de NEMS, constitue´ d’un (ou plusieurs) capteur(s) de´crits
ci-dessus, associe´(s) a` un syste`me de suivi de la fre´quence de re´sonance.
Naik et al. [NHH+09] ou Hanay et al. [HKN+12] proposent un syste`me complet en utilisant un
e´lectrospray et en guidant les ions jusqu’au capteur via une e´lectronique de focalisation a` base
de quadripoˆle.
2.3.2 Hypothe`ses prises sur le mode`le physique
La premie`re hypothe`se que nous avons prise est celle du de´veloppement a` l’ordre 1, qui vient du
fait que la masse des mole´cules adsorbe´es est petite devant la masse du capteur.
On peut aussi s’interroger sur le fait que nous ayons de´veloppe´ les calculs dans le cas ou` la
raideur k0 ne change pas a` la suite de l’adsorption d’une mole´cule. Ceci se justifie par le fait que
les mole´cules de´pose´es sont petites en surface au regard de la poutre. Ainsi, nous supposons que
les mole´cules ne se lient pas entre elles et ne changent pas la raideur du capteur.
Il est e´galement possible de s’interroger sur le comportement temporel de la chute de fre´quence
de re´sonance, c’est-a`-dire sur la re´ponse de la poutre a` l’arrive´e d’une mole´cule. Notons que
la fre´quence de re´sonance d’un capteur n’est pas une grandeur directement mesurable mais
qui ne´cessite l’utilisation d’un transducteur comme nous l’avons vu a` la section pre´ce´dente. Ce
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transducteur pre´sente lui aussi un certain temps de re´ponse : la chute sur la fre´quence mesure´e
n’est pas imme´diate. Si l’on conside`re que le temps de re´ponse du transducteur est bien supe´rieur
au temps de re´ponse de la poutre, on peut conside´rer la chute de fre´quence physique comme
imme´diate et que le retard induit est principalement celui du transducteur.
Dernier point, nous avons suppose´ que la masse ajoute´e par la mole´cule se posant sur le capteur
e´tait ponctuelle. Si elle ne l’e´tait pas, le calcul de la chute de fre´quence de´pendrait aussi de la
distribution spatiale de masse de la mole´cule. Nous supposons ici que les mole´cules sont de tre`s
petite dimension (quelques nanome`tres). De ce fait, elles repre´sentent, a` l’e´chelle de la poutre,
une masse ponctuelle.
2.3.3 Le proble`me de la source
Une des difficulte´s majeures lie´es a` la spectrome´trie de masse a` base de NEMS est celle de la
source. En effet, afin de permettre une analyse convenable, la source doit :
– ge´ne´rer un gaz de mole´cules ;
– pre´server autant que possible les grosses mole´cules ;
– ne pas ge´ne´rer de petites mole´cules qui viendraient polluer les donne´es ;
– ge´ne´rer suffisamment de mole´cules pour permettre l’analyse ;
– ge´ne´rer suffisamment peu de mole´cules pour que ces dernie`res arrivent une a` une sur le capteur
(ce point est partage´ avec le syste`me de guidage)
– avoir un comportement invariant (ou a minima maˆıtrise´) en fonction de la nature de la
mole´cule conside´re´e.
Ces contraintes font que la source de mole´cules est un des points les plus de´licats aujourd’hui
pour la spectrome´trie de masse a` base de NEMS. On de´nombre plusieurs solutions techniques
a` l’e´tude pour re´pondre a` ce proble`me dont des syste`mes issus de la spectrome´trie de masse
classique (voir 1.2.3.2), a` savoir le MALDI et l’e´lectrospray, ou des syste`mes inutilise´s jusqu’alors
dans la spectrome´trie de masse, un exemple e´tant le syste`me utilise´ dans le cadre de cette the`se.
Ce syste`me repose sur la formation de nano-agre´gats dans une chambre a` tre`s basse pression.
Le principe, illustre´ sur la figure 2.10, est le suivant :
– une cible (ici en Cuivre ou en Tantale) est porte´e a` un potentiel ne´gatifs de quelques centaines
de Volts ;
– la cible est entoure´e d’un gaz (Argon) qui se ionise sous l’effet du champ e´lectrique et forme
un plasma ;
– les ions Argon Ar2+ sont attire´s par la cible (de potentiel ne´gatif) ;
– les ions Ar2+ frappent la cible et arrachent de la matie`re ;
– la matie`re arrache´e forme des nano-agre´gats, compte-tenu des conditions de pression et de
tempe´rature qui re`gnent dans l’enceinte ;
– les nano-agre´gats sont porte´s par le gaz Argon jusqu’au de´tecteur NEMS.
PERENON Re´mi 33
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques















Figure 2.10 – Sche´ma de principe de ge´ne´ration des nano-agre´gats
PERENON Re´mi 34
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 2. LES SYSTE`MES E´LECTROME´CANIQUES NANOME´TRIQUES
2.4 Sessions expe´rimentales
Dans le cadre de ce travail de the`se, nous travaillerons sur des jeux de donne´es expe´rimentaux
issus de campagnes d’acquisition effectue´es par Eric Sage, ainsi que sur des donne´es simule´es.
Nous allons de´crire les donne´es expe´rimentales que nous e´tudierons ici.
Ces donne´es sont identifie´es par la pe´riode a` laquelle elles ont e´te´ acquises. Ces expe´rimentations
ont e´te´ mene´es sur le banc de mesure pre´sente´ a` la section 2.3.3, par Eric Sage, avec l’aide d’Ariel
Brenac et de Robert Morel, chercheurs au CEA/INAC (Institut NAnosciences et Cryoge´nie).
Le CEA/INAC est un institut de recherche fe´de´ratif entre le CEA (Direction des Sciences de la
Matie`re) et l’Universite´ Joseph Fourier.
La figure 2.11 est une photographie du banc expe´rimental utilise´ dans le cadre de ce travail
monte´ dans les locaux du CEA/INAC Ce banc expe´rimental permet de projeter des agre´gats
sur la surface d’un capteur NEMS selon le principe de´crit par la figure 2.10.
En aval de ce banc expe´rimental se trouvent un dispositif d’analyse de masse a` temps de vol et
une microbalance a` quartz. Le dispositif a` temps de vol donne une image de la re´partition en
masse des nano-agre´gats, et la microbalance a` quartz permet de controˆler la vitesse de de´poˆt,
c’est-a`-dire le de´bit des nano-agre´gats. Graˆce a` un syste`me de chambres et de positionnement
des appareils dans le flux de particules, il est possible d’utiliser l’analyseur de masse a` temps
de vol, la microbalance a` quartz ou le capteur NEMS sans avoir a` ouvrir le banc et donc sans
modifier les conditions expe´rimentales.
2.4.1 Sessions du mois de De´cembre 2011
Les sessions expe´rimentales du mois de De´cembre 2011 e´taient les premie`res du genre au CEA.
Les principales caracte´ristiques sont donne´es ci-dessous.
– Type de capteur : cantilever ;
– Mate´riau des agre´gats : Cuivre ;
– Diame`tre typique des agre´gats : entre 3.5 et 5 nm ;
– Fre´quence d’acquisition : 500 Hz.
La figure 2.12 illustre un cas typique de spectre de masse acquis pendant ces sessions. Ce spectre
a e´te´ obtenu a` l’aide de l’analyseur a` temps de vol pre´sent lors de l’expe´rimentation.
Les donne´es ont e´te´ acquises sur le mode fondamental uniquement. Les masses des capteurs
n’ont pas e´te´ calcule´es pour cette configuration.
2.4.2 Sessions des mois d’Aouˆt et de Septembre 2012
Les principales caracte´ristiques des sessions expe´rimentales des mois d’Aouˆt et de Septembre
2012 sont donne´es ci-dessous.
– Type de capteur : double-clamped ;
– Mate´riau des agre´gats : Cuivre (Aouˆt) Tantale (Septembre) ;
– Diame`tre typique des agre´gats : entre 4 et 6 nm ;
– Fre´quence d’acquisition : 500 Hz.
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Figure 2.12 – Spectre de masse typique lors des sessions expe´rimentales de De´cembre 2011
Par rapport aux sessions expe´rimentales du mois de De´cembre 2011, le mate´riau des agre´gats
a change´. Le Tantale a notamment e´te´ utilise´ en raison de sa plus grande densite´ que celle du
Cuivre (8.96 g.cm-1 pour le Cuivre contre 16.4 g.cm-1 pour le Tantale). De ce fait, la masse
d’un nano-agre´gat parfaitement sphe´rique de Cuivre de diame`tre 5 nm est d’environ 350 kDa,
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alors que la masse d’un nano-agre´gat parfaitement sphe´rique de Tantale de diame`tre 6 nm
est d’environ 1100 kDa. Ainsi, l’utilisation de Tantale combine´e a` l’augmentation du diame`tre
maximal des agre´gats permet d’augmenter la masse des mole´cules adsorbe´es.
Ces sessions expe´rimentales ont e´te´ acquises sur deux modes de vibration. Le premier mode de
vibration se situe aux alentours de 25 MHz et le second aux alentours de 65 MHz.
La masse des capteurs utilise´s ici est de 6.20 108 kDa. Nous avons aussi calcule´ la valeur des
masses effectives Mk en kiloDaltons pour les capteurs utilise´s. Celles-ci sont donne´es dans le
tableau 2.3.
M1 M2
2.46 108 kDa 2.73 108 kDa
Table 2.3 – Valeurs des masses effectives sur les deux premie`res harmoniques pour les sessions
expe´rimentales des mois d’Aouˆt et de Septembre 2012
Nous pouvons donc de´duire les valeurs des gains fixes correspondant graˆce a` l’e´quation (2.7), ce
qui sera fait lors de chaque traitement, en fonction des valeurs des fre´quence de re´sonance.
2.4.3 Sessions du mois de De´cembre 2012
Les principales caracte´ristiques des sessions expe´rimentales des mois de De´cembre 2012 sont
donne´es ci-dessous.
– Type de capteur : double-clamped ;
– Mate´riau des agre´gats : Tantale ;
– Diame`tre typique des agre´gats : entre 5 et 9.5 nm ;
– Fre´quence d’acquisition : 500 Hz ou 4000 Hz.
Ces sessions expe´rimentales ont e´te´ acquises sur deux modes de vibration. Le premier mode de
vibration se situe aux alentours de 25 MHz et le second aux alentours de 65 MHz.
Ce sont ces donne´es que nous allons principalement utiliser dans le reste du document.
La masse des capteurs utilise´s ici est de 6.06 108 kDa. Nous avons aussi calcule´ la valeur des
masses effectives Mk en kiloDaltons pour les capteurs utilise´s. Celles-ci sont donne´es dans le
tableau 2.4.
M1 M2
2.41 108 kDa 2.67 108 kDa
Table 2.4 – Valeurs des masses effectives sur les deux premie`res harmoniques pour les sessions
expe´rimentales du mois de De´cembre 2012
Nous pouvons donc de´duire les valeurs des gains fixes correspondant graˆce a` l’e´quation (2.7),
page 24, ce qui sera fait lors de chaque traitement, en fonction des valeurs des fre´quence de
re´sonance.
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2.4.4 Sessions du mois de Fe´vrier 2013
Les principales caracte´ristiques des sessions expe´rimentales des mois de De´cembre 2012 sont
donne´es ci-dessous.
– Type de capteur : double-clamped ;
– Mate´riau des agre´gats : Tantale ;
– Diame`tre typique des agre´gats : entre 4 et 8 nm ;
– Fre´quence d’acquisition : 500 Hz ou 4000 Hz.
La figure 2.13 illustre un cas typique de spectre de masse acquis pendant ces sessions.
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Figure 2.13 – Spectre de masse typique lors des sessions expe´rimentales de Fe´vrier 2013
Ces sessions expe´rimentales ont e´te´ acquises sur deux modes de vibration. Le premier mode de
vibration se situe aux alentours de 25 MHz et le second aux alentours de 65 MHz.
Les capteurs utilise´s sont les meˆmes que pour les sessions expe´rimentales du mois de De´cembre
2012. Les masses effectives se de´duisent donc du tableau 2.4.
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Chapitre 3
Mode´lisation du syste`me de mesure et
formalisation du proble`me
Dans ce chapitre, nous allons mode´liser le syste`me de mesure et poser le proble`me sous forme
d’e´quations. Nous pre´senterons dans un premier temps quelques ge´ne´ralite´s sur la manie`re de
mode´liser un proble`me, puis nous mettrons en place les e´quations qui relient les grandeurs in-
connues aux grandeurs observe´es. Ensuite, nous verrons comment repre´senter les grandeurs in-
connues avant de nous pencher sur la manie`re de prendre en compte les incertitudes dans notre
mode`le. Enfin, nous re´sumerons les proble´matiques relie´es a` notre travail en trois points essen-
tiels : de´tecter, quantifier et compter.
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3.1 Ge´ne´ralite´s sur la mode´lisation
3.1.1 Se donner un mode`le de mesure
3.1.1.1 Mode´lisation directe du signal observe´ (Approche analyse)
Une premie`re manie`re d’e´tudier un proble`me est de mode´liser l’e´le´ment ≪ observable ≫, c’est-a`-
dire le signal de sortie du syste`me de mesure, sans chercher a` de´crire le processus qui a servi a`
le ge´ne´rer.
Cette approche peut eˆtre qualifie´e d’≪ approche analyse ≫. Elle rele`ve aussi du domaine de la
≪ reconnaissance des formes ≫. En effet, ce type de de´marche revient souvent a` exprimer le signal
utile comme un motif qui va eˆtre ensuite recherche´ dans l’ensemble du signal.
Dans cette premie`re approche, le signal observe´ est directement de´crit par un mode`le mathe´matique,
puis les grandeurs lie´es a` ce mode`le sont relie´es aux grandeurs d’inte´reˆt.
Le principal avantage de cette approche est la ge´ne´ricite´ des me´thodes qui sont transposables a`
plusieurs proble`mes et a` plusieurs instruments. Cependant, la prise en compte des incertitudes
s’ave`re souvent difficile. Aussi ces mode`les ne´cessitent des hypothe`ses souvent non satisfaites
dans le cadre d’une utilisation re´elle.
3.1.1.2 Mode´lisation syste`me (Approche proble`me inverse)
Une seconde manie`re d’e´tudier un proble`me est de mode´liser le syste`me de mesure en identifiant
clairement le signal d’entre´e de ce syste`me, qui est l’inconnue du proble`me. Ce meˆme signal
d’entre´e peut-eˆtre mode´lise´ d’une manie`re parame´trique ou non (voir section 3.1.2).
Cette approche rele`ve du domaine de l’≪ assimilation de donne´es ≫ ou` l’on essaie d’identifier le
mode`le et les parame`tres associe´s qui correspondent le mieux aux signaux observe´s.
Ce type d’approche est qualifie´ d’≪ approche syste`me ≫ ou approche ≪ proble`me inverse ≫. En
effet, dans ce cadre-ci, l’ensemble de la chaˆıne de mesure peut eˆtre pris en compte afin de de´crire
les incertitudes ainsi que le lien entre les grandeurs inconnues et les mesures.
On parle de ≪ proble`me direct ≫ pour de´crire la relation qui lie l’entre´e du syste`me, note´e f , a`
la sortie, note´e g. Dans sa forme la plus ge´ne´rale, cette relation peut s’exprimer au travers de la
fonctionnelle syste`me H, par la relation :
H (f, g) = 0 (3.1)
Il est possible d’inclure les parame`tres du mode`le note´s θ dans cette e´quation :
H (f, g, θ) = 0 (3.2)
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Afin de ne pas alourdir les notations, nous supposerons, lorsque cela n’est pas pre´cise´ dans la
suite de ce document, que les parame`tres θ sont connus.
Lorsque cette relation faisant intervenir la fonctionnelle syste`me H peut eˆtre remplace´e par une
relation line´aire explicite et lorsque cette e´quation est discre´tise´e, on obtient :
g =Hf (3.3)
ou` g contient les e´chantillons du signal observe´, f les e´chantillons du signal d’entre´e et H est
un ope´rateur line´aire liant f a` g, caracte´ristique du syste`me e´tudie´.
Le proble`me direct consiste alors a` calculer le signal de sortie du syste`me g (respectivement g)
sachant f (respectivement f) et le proble`me inverse consiste a` estimer f (respectivement f) a`
partir de g (respectivement g).
Les approches syste`mes pre´sentent l’inte´reˆt d’offrir une description plus de´taille´e, plus pre´cise et
plus quantitative du proble`me. Un inconve´nient de cette approche est peut-eˆtre le couˆt de calcul
ne´cessaire pour la mise en œuvre des algorithmes qui en de´coulent.
Notons que les approche syste`mes peuvent de´boucher sur un mode`le de signal de sortie, et
permettent donc dans ce cas l’application des me´thodes adapte´es a` l’approche analyse. Toutefois,
dans certains cas, il n’est pas possible de donner une forme pre´-e´tablie a` la sortie du syste`me.
Ceci peut notamment avoir lieu lorsque l’analyse du syste`me de´bouche sur certaines e´quations
aux de´rive´es partielles [PGBG09]. Dans une telle situation, il est particulie`rement opportun
d’appliquer les me´thodologies proble`mes inverses.
En ce qui concerne les approches syste`me dans le domaine des nanotechnologies, le lecteur
inte´resse´ pourra se re´fe´rer a` [BHL10, Ch. 13].
3.1.2 Identifier et mode´liser les grandeurs d’inte´reˆt
Une fois le mode`le du syste`me de mesure pose´, l’e´tape suivante est de se concentrer sur l’expres-
sion de l’entre´e du syste`me. Il existe plusieurs repre´sentations plus ou moins simples et plus ou
moins restrictives vis-a`-vis de la re´alite´ a` mode´liser. Nous avons organise´ ces repre´sentations en
trois grandes familles. Il s’agit de :
1. la mode´lisation non-parame´trique ;
2. la mode´lisation parame´trique ;
3. la mode´lisation semi-parame´trique.
3.1.2.1 Mode´lisation non-parame´trique
Le cas le moins contraignant en termes de mode´lisation est celui de la repre´sentation non-
parame´trique. Dans ce cas, la forme du signal est totalement libre. De ce fait, chaque e´le´ment
constituant le signal d’entre´e est un parame`tre a` estimer. Le nombre d’inconnues peut eˆtre infini,
notamment si le signal est un signal continu.
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3.1.2.2 Mode´lisation parame´trique
La repre´sentation parame´trique est une repre´sentation dans laquelle les grandeurs d’inte´reˆt se
re´duisent a` un nombre restreint et fixe de parame`tres desquels de´pend le signal observe´.
Cette repre´sentation re´sulte ge´ne´ralement d’un mode`le analytique parame´trique qui permet de
transformer les parame`tres en un signal mode`le ≪ observable ≫. La repre´sentation parame´trique
permet d’utiliser un nombre re´duit de parame`tres d’ou` une plus grande robustesse d’estimation
et une facilite´ de mise en œuvre.
3.1.2.3 Mode´lisation semi-parame´trique
A mi-chemin entre la repre´sentation parame´trique et la repre´sentation non-parame´trique, nous
proposons de de´finir la repre´sentation semi-parame´trique.
Nous conside´rerons que la repre´sentation semi-parame´trique est une repre´sentation similaire a` la
repre´sentation parame´trique dans laquelle le nombre de parame`tres est important. Un exemple
est celui de la de´composition d’un signal sur une base temporelle (l’e´chantillonnage).
Nous pouvons encore citer la repre´sentation d’une image en pixels, la repre´sentation d’un volume
en voxels ou encore la repre´sentation d’un signal temporel dans une base temps-fre´quence telle
qu’une base d’ondelettes, par exemple (voir section 5.2.3.3).
Cette repre´sentation a le me´rite de ramener a` un nombre fini (mais e´leve´) la dimension de
l’espace de recherche.
3.1.3 Prendre en compte les incertitudes
3.1.3.1 Diffe´rentes sources d’incertitudes
Nous venons de voir comment mettre en place une strate´gie afin de mode´liser un syste`me de
mesure. Cependant, les mode´lisations sont rarement parfaites pour diffe´rentes raisons. Nous les
organisons en trois cate´gories :
1. les incomple´tudes ;
2. les erreurs de mode`les ;
3. le bruit.
Incomple´tudes Les incomple´tudes correspondent a` des phe´nome`nes non pris en compte par le
mode`le. Un exemple assez simple est celui de la ge´ome´trie. Dans le cas d’un proble`me volumique,
supposer que l’on peut e´tudier le proble`me de manie`re surfacique est une source d’incomple´tude :
les phe´nome`nes intervenant le long de la troisie`me dimension ne sont pas pris en compte.
Erreurs de mode`le Les erreurs de mode`le, quant a` elles, sont diffe´rentes des incomple´tudes
dans le sens ou` elles correspondent a` une mauvaise mode´lisation d’un phe´nome`ne. Par exemple,
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supposer un phe´nome`ne line´aire alors qu’il ne l’est pas est une erreur de mode`le. Deux exemples
classiques sont la recherche d’un mode`le Auto-Re´gressif d’ordre fixe´ pour mode´liser un signal ou
la recherche d’un polynoˆme de degre´ fixe´ pour approximer une courbe. Il ne s’agit pas la` d’un
phe´nome`ne physique non-pris en compte mais de l’approximation d’un phe´nome`ne complexe par
un mode`le plus simple, mais approche´.
Notons e´galement que la frontie`re entre incomple´tudes et erreurs de mode`les peut eˆtre difficile
a` trouver. Prenons l’exemple constitue´ d’un syste`me dont la plage de fonctionnement nominale
fait que l’on peut conside´rer son fonctionnement comme line´aire, ce qui est un cas tre`s fre´quent
en e´lectronique (mode`le de l’amplificateur ope´rationnel, par exemple). Si le syste`me sort de
sa plage de fonctionnement nominale, le comportement du composant peut eˆtre non-line´aire
(phe´nome`nes d’ordre 2, saturations, . . .). Cette source d’incertitude peut eˆtre vue comme une
incomple´tude (phe´nome`ne non-line´aire ne´glige´ de`s le de´part) ou comme une erreur de mode`le
(hypothe`se line´aire assume´e mais non valable).
Bruit La dernie`re source d’imperfection est celle du bruit. Derrie`re ce mot tre`s fre´quemment
utilise´ se cache une re´alite´ assez complexe.
Un bruit usuel est le bruit thermique (ou bruit de Johnson-Nyquist). Ce bruit est ge´ne´re´ par
l’agitation thermique des porteurs de charge. D’autres bruits sont fre´quemment rencontre´s. En
transmission, le bruit de grenaille (ou bruit de Schottky) correspond a` la variance des temps
d’arrive´e des porteurs de charge. En e´lectronique, le bruit de scintillation (ou bruit flicker)
correspond a` des phe´nome`nes intervenant dans les semi-conducteurs.
Ale´atoire ou pas ? Le crite`re que nous retiendrons pour dissocier le bruit des deux diffe´rentes
sources d’imperfections cite´es ci-dessus est celui du caracte`re ale´atoire de sa re´alisation. Nous
prendrons comme de´finition de l’ale´atoire ≪ qui ne pouvait eˆtre pre´dit auparavant ≫. Nous lais-
sons aux physiciens quantiques le soin de de´battre du caracte`re ale´atoire des bruits que nous
avons cite´s ci-dessus.
Pour illustrer la difficulte´ a` de´finir le caracte`re ale´atoire d’un phe´nome`ne, prenons un exemple
extreˆmement simple : le jeu du pile ou face. Avec toutes les informations sur les conditions
initiales du lancer, la position initiale de la pie`ce dans la main, la position de la main qui
rattrapera la pie`ce ou encore la viscosite´ de l’air (liste non exhaustive . . .), il est possible de
pre´dire si la pie`ce donnera pile ou face. Il n’y a donc pas d’ale´atoire ici. Une rafale de vent
peut venir perturber l’expe´rience : il s’agit d’une incomple´tude du mode`le (il faut adjoindre un
mode`le me´te´orologique au mode`le de pre´diction). La pie`ce peut pre´senter un de´se´quilibre non
pris en compte : il s’agit la` d’une erreur sur le mode`le me´canique de la pie`ce (pouvant venir d’une
imperfection de fabrication, par exemple). L’ale´atoire (le bruit) peut venir de l’ope´rateur, qui, si
l’on conside`re qu’il posse`de un libre-arbitre, peut ne pas lancer la pie`ce exactement comme de´crit
dans le mode`le. On peut aussi conside´rer l’ope´rateur comme un syste`me extreˆmement complexe
mais pre´visible (un robot, en quelque sorte), auquel cas son action est totalement de´terministe.
3.1.3.2 Utilisation de la the´orie des probabilite´s
Nous venons de voir dans la section pre´ce´dente que de nombreuses sources d’imperfections
peuvent venir perturber la bonne mode´lisation d’un proble`me. La simple e´tude du jeu de pile ou
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face nous a amene´ a` e´voquer les mode`les me´te´orologiques, la fabrication de mate´riau, ou encore
le libre-arbitre . . .
Conside´rant que dans le cas d’une e´tude d’un cas re´el, il peut ne pas eˆtre raisonnable d’adjoindre
des e´le´ments de controˆle de tous les parame`tres de l’environnement ou encore de mettre en place
des mode`les d’une trop grande complexite´, il est ne´cessaire de trouver un moyen de retranscrire
les incomple´tudes, erreurs et bruits au travers d’une mode´lisation diffe´rente, en l’occurrence une
mode´lisation non-de´terministe, que nous qualifierons de stochastique (ou statistique).
La mode´lisation stochastique est inte´ressante dans le sens ou` elle permet une souplesse plus
importante dans la mise en place du mode`le, en permettant par exemple de ne mode´liser que les
phe´nome`nes principaux, certains e´le´ments d’une trop grande complexite´ pouvant eˆtre regroupe´s
dans une variable ale´atoire qui comprendra les incomple´tudes, les erreurs de mode`le et le bruit.
The´orie des probabilite´s Les probabilite´s sont une notion assez ancienne, et il prendrait
une the`se entie`re pour retracer leur histoire. L’ouvrage [Dal91] expose l’histoire des probabilite´s
depuis Thomas Bayes (ne´ au de´but du XVIIIe sie`cle) a` nos jours. Toutefois, les probabilite´s sont
une notion plus ancienne que l’on retrouvait chez Aristote et qui a connu un essor durant la
Renaissance. De nombreux scientifiques et philosophes de l’e´poque (tels que Pierre de Fermat,
Christiaan Huygens ou Blaise Pascal) ont contribue´ a` de´finir ce concept. Toutefois, la mise en
axiome formelle des probabilite´s n’interviendra qu’en 1933 au travers du travail de Kolmogorov
[Sap06, Ch. 1].
Il est difficile de de´finir la notion de probabilite´ en quelques lignes. L’ide´e ge´ne´rale est de fournir
une mesure a` un phe´nome`ne incertain. La vision la plus accessible de prime abord est la vision
fre´quentiste des probabilite´s, a` savoir que la fre´quence d’occurrence d’un e´ve´nement sur un grand
nombre de re´pe´titions d’une meˆme expe´rience s’identifie a` la probabilite´ dudit e´ve´nement.
Vision baye´sienne des probabilite´s Contrairement a` la vision fre´quentiste des probabilite´s,
la vision baye´sienne des probabilite´s ne ne´cessite pas de faire appel a` la fre´quence statistique.
En effet, pour un baye´sien, la probabilite´ est une confiance en un e´ve´nement donne´ [Sza13, Ch.
2].
La construction d’un syste`me identique a` celui des probabilite´s sans faire appel a` cette notion
de fre´quence a e´te´ de´couverte par Cox [Cox61] puis par Jaynes pour donner le ≪ the´ore`me de
Cox-Jaynes ≫ [DT09]. Ce the´ore`me, qui est plutoˆt une construction, est mis en place a` l’aide
de quelques re`gles d’infe´rence logique. La the´orie des probabilite´s est ainsi reconstruite sans
introduire la notion de fre´quence statistique.
Notons que les re´sultats fre´quentistes ne peuvent avoir lieu que dans le cadre d’une grande
quantite´ de donne´es. Les approches baye´siennes, quant a` elles, sont ge´ne´ralement conc¸ues pour
converger vers les approches fre´quentistes lorsque les donne´es sont pre´sentes en grande quantite´
[Rob05, Ch. 11].
Dans ce document, nous retiendrons cette vision des probabilite´s, c’est-a`-dire qu’elles repre´sentent
pour nous une confiance dans la re´alisation d’un phe´nome`ne.
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Quelques exemples de lois utiles Nous fournissons en annexe A une description des lois
de probabilite´s utilise´es dans ce document. Sans entrer dans les de´tails, nous pouvons toutefois
conside´rer plusieurs points.
La loi de probabilite´ la plus utilise´e est la loi gaussienne ou loi normale. Plusieurs raisons ≪ pra-
tiques ≫ expliquent cette popularite´ :
– la loi de probabilite´ normale est stable par un grand nombre d’ope´rations comme notamment
les transformations d’e´chelle, l’addition et le produit ;
– le logarithme de l’expression de la loi de probabilite´ normale fait intervenir un terme quadra-
tique par rapport a` la variable conside´re´e, ce qui permet dans de nombreux cas d’aboutir a`
un calcul avec une fonction a` minimiser quadratique donc convexe ;
– la loi de probabilite´ normale prend deux parame`tres explicites : la moyenne et la variance.
Bien que ces raisons pratiques soient un atout pour la loi de probabilite´ normale, des conside´rations
plus the´oriques viennent renforcer son attrait :
– le the´ore`me central limite stipule que pour un grand nombre de variables ale´atoires centre´es
re´duites (ve´rifiant certaines conditions, une condition suffisante e´tant la condition de Libdeberg
[PBP07, Ch. 9]), leur moyenne arithme´tique converge en loi vers la loi de probabilite´ normale :
ainsi, un phe´nome`ne ale´atoire issu de plusieurs sous-phe´nome`nes pourra eˆtre convenablement
repre´sente´ au travers d’une loi de probabilite´ normale ;
– lorsque l’on ne connaˆıt que la moyenne et la variance d’une loi de probabilite´, le choix de la
loi normale est le choix du maximum d’entropie [Pil10].
Toutefois, la loi normale pre´sente quelques inconve´nients, notamment :
– son support est infini, donc cette loi ne peut pas prendre une contrainte de support, comme
la positivite´, par exemple ;
– son asyme´trie vaut 0 ;
– son kurtosis vaut 0, d’ou` cette loi ne peut pas facilement prendre en compte des phe´nome`nes
pouvant prendre des valeurs extreˆmes.
Ainsi, la loi normale n’a pas le ≪ monopole ≫ des lois de probabilite´, et on pourra choisir d’uti-
liser :
– une loi uniforme pour exprimer une limitation sur les bornes de variation, ou une loi tronque´e ;
– une loi de Poisson pour repre´senter une variable entie`re positive, cette loi pre´sentant aussi la
caracte´ristique d’eˆtre ≪ sans me´moire ≫ ;
– une loi Gamma qui est en quelque sorte l’extension de la loi de Poisson sur le support R+ ;
– une loi Beˆta pour repre´senter une variable variant entre 0 et 1 ;
– une loi de Dirichlet pour repre´senter des variables discre`tes dont la somme vaut 1 ;
– une loi de Student-t pour exprimer un phe´nome`ne pouvant prendre des valeurs extreˆmes.
Autres me´thodes non-probabilistes Les probabilite´s ne sont pas la seule voie pour expri-
mer une incertitude. Sans eˆtre exhaustif, nous citerons deux alternatives.
La premie`re est la logique floue. La logique floue e´tend la logique binaire [Teo99, CFM05] a` des
situations inde´termine´es. La de´cision a` prendre par le syste`me de´pend donc de re`gles logiques
applique´es non pas a` des valeurs binaires mais a` des valeurs variant entre 0 et 1. D’une certaine
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manie`re, la logique floue peut eˆtre vue comme une simplification des probabilite´s.
La seconde alternative se situerait dans le contexte de la the´orie de Dempster-Shafer [Ish83,
Bar81]. Cette the´orie fait intervenir la notion de fonction de croyance qui remplace celle de
probabilite´. Certains mode`les comme le mode`le des croyances transfe´rables [SK94] se basent sur
cette the´orie.
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3.2 Mode´lisation des comportements physiques
3.2.1 Sche´ma-bloc du syste`me de mesure
Nous allons mettre en place une mode´lisation du syste`me de mesure de spectrome´trie de masse
a` base de NEMS. Pour cela, il est ne´cessaire de concevoir le syste`me comme une ≪ boˆıte ≫ et











Figure 3.1 – Entre´e et sortie du syste`me
3.2.1.1 Entre´e du syste`me
L’entre´e du syste`me est constitue´e des mole´cules du me´lange a` analyser. Ce me´lange peut eˆtre
repre´sente´ de diffe´rentes manie`res :
– par identification de mole´cules, c’est-a`-dire une liste de mole´cules pre´sentes dans le me´lange
et les quantite´s associe´es, par exemple deux mole´cules de propane, cinq mole´cules d’albumine,
vingt mole´cules de silice ;
– par identification massique, c’est-a`-dire un spectre de masse, histogramme du nombre de
mole´cules en fonction de leur masse par exemple deux mole´cules de 44 Da, cinq mole´cules de
65 kDa, vingt mole´cules de 60 Da.
Il est a` noter qu’en analyse prote´omique par spectrome´trie de masse, la repre´sentation choisie
est la seconde. A partir de la masse d’un compose´, il est possible de retrouver dans des tables
la prote´ine correspondante (voir [Wed] pour un exemple). Dans le cas d’une analyse avec frag-
mentation (voir section 1.2.4), la prote´ine est identifie´e graˆce a` la combinaison des masses de la
mole´cule fragmente´e et des fragments.
Nous choisirons pour cette the`se de rester au niveau masse. Nous supposons donc que la donne´e de
masse seule suffit a` discriminer les mole´cules entre elles. Toutefois, comme nous l’avons pre´sente´
dans le chapitre 1, des me´thodes de se´paration chromatographique ou encore de fractionnement
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de peptides permettent de renforcer l’identification ou la quantification de prote´ines, en allant
plus loin que la simple notion de masse analyse´e. Dans ces cas-ci, la mole´cule est identifie´e par un
ensemble de grandeurs telles que ≪ temps de sortie de la colonne chromatographique + rapport
masse sur charge ≫ dans le cadre d’une analyse par chromatographie couple´e a` un dispositif de
spectrome´trie de masse, ou encore ≪ rapport masse sur charge de l’ion pre´curseur + rapports
masse sur charge des fragments ≫ dans le cas d’une analyse de type SRM.
3.2.1.2 Sortie du syste`me
La sortie de ce syste`me de mesure est constitue´e de plusieurs signaux temporels, chacun de ces
signaux repre´sentant le suivi de la fre´quence de re´sonance du capteur au cours du temps sur
une harmonique. Ce signal est constitue´ de sauts, correspondant chacun a` l’adsorption d’une
mole´cule sur le capteur. Un exemple de signal est donne´ par la figure 3.2. Ce signal est issu des
sessions expe´rimentales du mois de De´cembre 2011.































Exemple de signal de sortie du dispositif
Figure 3.2 – Exemple de signal sur une harmonique donne´e a` la sortie du dispositif
3.2.1.3 De´composition en blocs
Nous allons de´sormais de´composer le syste`me de mesure en diffe´rents blocs e´le´mentaires. Ces
blocs sont :
– un syste`me d’extraction des mole´cules de leur substrat, de guidage et de projection sur le
capteur ;
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– le capteur NEMS a` proprement parler ;
– les syste`mes de lectures associe´s a` chacune des harmoniques e´tudie´es.
















Capteur NEMS Système de lecture
Liste des molécules
Adsorbées {mi, zi, ti}
Fonctions en escalier





Figure 3.3 – Mode´lisation en blocs du syste`me de mesure
3.2.1.4 Re´seaux de capteurs
Jusqu’a` pre´sent, nous n’avons conside´re´ qu’un seul capteur. Toutefois, les de´veloppements tech-
nologiques re´cents ont permis de mettre plusieurs capteurs en paralle`le controˆle´s par une seul
boucle de lecture : il s’agit donc d’un syste`me de lecture multiplexe´.
Le fonctionnement du re´seau de capteur est assez simple. Les capteurs du re´seau ont des
fre´quences de re´sonance distinctes. La boucle de lecture balaye au fil du temps les fre´quences de
re´sonance de chacun des capteurs et excite chacun d’entre eux. La re´ponse la plus significative
est celle du capteur effectivement en re´sonance.
Dans le cadre de cette the`se, nous n’e´tudierons que le sche´ma d’acquisition mono-capteur.
3.2.1.5 Indices
Nous avons de´fini dans les parties pre´ce´dentes un certain nombre d’e´le´ments qui forment un
mode`le hie´rarchique. En effet, le syste`me est constitue´ d’un capteur qui fonctionne sur plusieurs
harmoniques et sur lequel se posent plusieurs mole´cules. Chacun de ces e´tages est repe´re´ a` l’aide
d’indices. Nous proposons de les re´capituler ici. Ainsi :
– nous sommes en pre´sence d’un seul capteur ;
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– ce capteur fonctionne sur K harmoniques, l’indice harmonique e´tant k, dans le cadre de cette
the`se, K = 2 ;
– nous observons T e´chantillons temporels, l’indice de temps discret e´tant u ;
– sur ce capteur se posent N mole´cules, l’indice mole´cule e´tant i ; ici, N est inconnu.
3.2.2 Mode´lisation des blocs
3.2.2.1 Mode´lisation de la source et de l’adsorption
Les mole´cules incidentes s’adsorbent sur la poutre selon diffe´rents principes physiques de´crits
dans le chapitre pre´ce´dent.
Nous ne posse´dons pas actuellement d’information sur la propension d’une mole´cule donne´e a`
s’adsorber sur le capteur, ou encore sur une e´ventuelle affinite´ entre un capteur donne´ et une
mole´cule donne´e. De ce fait, nous prendrons les hypothe`ses qui nous paraissent eˆtre les plus
simples et les moins engageantes.
– La premie`re hypothe`se est que dans les conditions de fonctionnement, les mole´cules ne se
de´sorbent (≪ de´collent ≫) pas de la poutre. Sur les donne´es expe´rimentales e´tudie´es, aucun cas
de de´sorption spontane´e n’a e´te´ observe´. Nous pensons que cela est duˆ au caracte`re irre´versible
de l’adsorption par utilisation d’une machine de de´poˆt (voir section 2.3.3).
– La seconde hypothe`se consiste a` supposer que toutes les mole´cules ont la meˆme probabilite´
d’adsorption sur la poutre. Cela revient a` dire qu’il n’y a pas d’espe`ce pre´sentant d’affinite´
particulie`re avec le mate´riau du capteur.
– La troisie`me hypothe`se que nous formulons est que le de´bit de mole´cules est constant. Ainsi,
la probabilite´ de voir une mole´cule se poser sur le capteur ne varie pas au cours du temps.
Par conse´quent, la probabilite´ de voir s’adsorber a` un instant donne´ une mole´cule sur le capteur
sera invariante dans le temps. Elle de´pendra de plusieurs parame`tres comme la forme du faisceau,
la section efficace du capteur, le de´bit de mole´cule ou encore la capacite´ d’un capteur donne´ a`
≪ capturer les mole´cules ≫.
Cette probabilite´, ou ≪ intensite´ de comptage ≫, sera note´e π.
3.2.2.2 Mode´lisation du comportement du capteur
Une fois qu’une mole´cule s’est adsorbe´e sur le capteur, la fre´quence de re´sonance de ce dernier
chute. Nous prendrons l’hypothe`se que la re´ponse du capteur est imme´diate et subite, c’est-a`-
dire que la fre´quence de re´sonance chute imme´diatement et en un temps nul. Cette hypothe`se,
physiquement irre´aliste, se justifie par le fait que la re´ponse du capteur est plus rapide que celle
des e´le´ments venant en aval dans la chaˆıne de mesure : ainsi, les retards engendre´s par le capteur
peuvent eˆtre ne´glige´s.
La chute de fre´quence de re´sonance pour la k-ie`me harmonique induite par l’ajout de la i-ie`me
mole´cule peut se calculer a` partir de mi et de zi au travers d’une fonction φk(zi) et d’un gain
αk (voir section 2.1.2.3).
Par conse´quent, la re´ponse e´le´mentaire rek(t) du capteur a` l’arrive´e d’une unique mole´cule de
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masse mi, a` une position zi en un temps ti est :
rek(t) = rek(0) si t < ti
rek(0)− αk mi φk(zi) sinon
(3.4)
Ce que l’on peut re´-e´crire graˆce a` la fonction de Heaviside fHeaviside(t) :
rek(t) = rek(0)− αk mi φk(zi) fHeaviside(t− ti) (3.5)
Inte´ressons-nous de´sormais a` l’effet d’un ensemble se´quentiel d’adsorptions sur le capteur. Nous
supposerons ainsi que l’effet de chacune des adsorptions est additif. De ce fait, la re´ponse rk(t)




αk mi φk(zi) fHeaviside(t− ti) (3.6)
3.2.2.3 Mode´lisation de la lecture de la fre´quence de re´sonance
Le syste`me e´lectronique de lecture de la fre´quence de re´sonance de´crit dans la section 2.2 va
permettre un suivi de la fre´quence de re´sonance au cours du temps.
Sur les capteurs utilise´s dans le cadre de cette the`se, le syste`me de lecture e´tait un syste`me de
type boucle a` verrouillage de phase. Ce syste`me peut se repre´senter sous forme de sche´ma-bloc,
comme sur la figure 2.9, page 31.
Nous extrayons des sessions du mois de De´cembre 2012 un exemple de re´ponse du syste`me
a` une adsorption sur chacun des modes. Celles-ci sont donne´es sur la figure 3.4. La pe´riode
d’e´chantillonnage de ce signal est de 2 ms.
Mode`le de la re´ponse impulsionnelle du syste`me de lecture Nous mode´liserons l’effet
du syste`me de lecture de fre´quence de re´sonance comme un filtre ayant pour re´ponse impulsion-
nelle hPLL,k(t). Ce syste`me de lecture est attaque´ par un e´chelon, symbolise´ par la fonction de
Heaviside, comme indique´ dans l’e´quation (3.6). La re´ponse du syste`me complet a` l’arrive´e d’une
mole´cule sera donc constitue´e de la re´ponse du syste`me de lecture a` un e´chelon, note´e uPLL,k(t),
qui est la primitive de la re´ponse impulsionnelle.
Notons ici que la re´ponse impulsionnelle du syste`me total, qui est la re´ponse a` une adsorp-
tion, correspond a` la re´ponse a` un e´chelon du syste`me de lecture, le capteur ayant un roˆle
d’inte´grateur : les mole´cules restent colle´es au capteur et leur effet se cumule.
Nous allons approximer cette re´ponse impulsionnelle par une fonction exponentielle, donne´e par
l’e´quation (3.7) :
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z) Exemple de reponse du système sur le mode 1
Temps (s)
























z) Exemple de reponse du système sur le mode 2
Temps (s)
Figure 3.4 – Exemples de la re´ponse du syste`me a` une adsorption sur le mode 1 (en haut) et
le mode 2 (en bas)




si t ≥ 0
uPLL(t) = 0 sinon
(3.7)
Sur le syste`me utilise´ dans le cadre des sessions expe´rimentales, la constante de temps τ ca-
racte´ristique du temps de re´ponse du syste`me pouvait eˆtre fixe´e via une interface graphique.
Cette constante de temps est choisie inde´pendante de l’harmonique conside´re´e. Un ordre de
grandeur typique du temps de re´ponse τ est de quelques millie`mes de seconde.
De´-synchronisation des deux modes Nous avons suppose´ que les chutes de fre´quence
e´taient simultane´es sur les diffe´rents modes. Or, il apparaˆıt clairement sur la figure 3.4 que
les chutes de fre´quences sont de´cale´es dans le temps d’un mode a` l’autre.
Nous conside´rons que ce de´calage est un proble`me lie´ a` l’e´lectronique du dispositif, e´lectronique
qui n’est pas encore de´finitive. Par conse´quent, nous proposons une me´thode simple base´e sur la
corre´lation pour estimer ce de´calage, qui sera note´ κ. Nous de´crivons cette me´thode en annexe
B.1.
Nous proposons d’e´crire :
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si t ≥ 0
uPLL,1(t) = 0 sinon




si t ≥ κ
uPLL,2(t) = 0 sinon
(3.8)
Repre´sentons les deux exemples de re´ponse impulsionnelle de la figure 3.4 et ajustons notre
mode`le de re´ponse −f1 uPLL,1(t−∆t) et −f2 uPLL,2(t−∆t).
Cet ajustement est donne´ sur la figure 3.5. Les parame`tres τ , κ de ce mode`le, ainsi que les
amplitudes f1 et f2, ont e´te´ fixe´s ≪ a` la main ≫ ici. Les valeurs utilise´es pour la mise a` l’e´chelle
sont donne´es dans le tableau 3.3.
τ κ f1 f2 ∆t
10 ms 12 ms 380 Hz 560 Hz 168.922 s
Table 3.1 – Parame`tres des lois normales pour l’ajustement de la figure 3.5





























































Figure 3.5 – Exemple de re´ponse du syste`me et ajustement sur le mode 1 (en haut) et le mode
2 (en bas)
La re´ponse s’ajuste bien aux re´ponses observe´es. Nous pouvons donc conside´rer notre mode`le de
re´ponse comme e´tant convenable.
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Adsorption et e´chantillonnage Observons une dernie`re chose sur la re´ponse du syste`me :
la chute de fre´quence n’intervient pas exactement sur un temps d’e´chantillonnage mais entre
deux e´chantillons (ce que nous appelons ≪ instant non-entier ≫). Ceci peut notamment eˆtre mis
en e´vidence sur la de´rive´e de la re´ponse du syste`me. La figure 3.6 repre´sente ce phe´nome`ne en
exposant en haut, la de´rive´e de la re´ponse et de la re´ponse ajuste´e et en bas, la de´rive´e de la
re´ponse et d’une re´ponse ajuste´e avec comme temps d’adsorption un temps aux trois-quarts d’un
instant d’e´chantillonnage, c’est a` dire ∆t = 168.9235 s.



























Exemple de réponse dérivée
Dérivée de la réponse exponentielle ajustée



























Exemple de réponse dérivée
Dérivée de la réponse exponentielle ajustée
Figure 3.6 – Illustration du caracte`re ”non-entier” des instants de chutes de fre´quences
Nous voyons ici que la prise en compte du caracte`re non-entier du temps d’adsorption per-
met de mieux mode´liser le signal observe´. Ainsi, si le mode`le de re´ponse est convenable, il est
ne´cessaire de pre´voir la possibilite´ de positionner des instants d’adsorption en dehors de la grille
d’e´chantillonnage.
3.2.3 Re´sume´ des e´quations et mode`le de signal
Nous avons de´fini un ensemble de transformations et d’e´quations, toutes caracte´ristiques d’une
portion du syste`me. Ainsi, nous avons vu que les mole´cules e´taient extraites du me´lange a`
analyser pour eˆtre projete´es puis adsorbe´es sur le capteur. Pour passer du me´lange de prote´ines
aux mole´cules adsorbe´es sur le capteur, nous proposons la simple utilisation d’un intensite´ de
comptage. Ensuite, nous avons vu que les mole´cules faisaient chuter la fre´quence de re´sonance
du capteur, chute qui a e´te´ mode´lise´e comme instantane´e. Enfin, nous avons mode´lise´ l’action de
la boucle de lecture sur la fre´quence de re´sonance du capteur comme une ope´ration de filtrage.
Ainsi, pour un ensemble de N mole´cules de masse mi, s’adsorbant en un temps ti et en une
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position zi, le signal de sortie pour la k-ie`me harmonique gk(t) s’e´crit :
gk(t) = g0,k −
N∑
i=1
αk mi φk(zi) uPLL,k(t− ti) (3.9)
Rappelons que uPLL,k de´pend du temps de re´ponse τ et du temps de de´-synchronisation κ.
Ce que l’on peut re´-e´crire a` l’aide de la fonction fk(t) correspondant au train d’impulsion





αk mi φk(zi) δ(t− ti) (3.10)
Ce qui permet de re´-e´crire l’e´quation (3.10) :
gk(t) = g0,k − fk(t) ⋆ uPLL,k(t) (3.11)
Dans ces e´quations, g0,k est la valeur initiale de la sortie pour la k-ie`me harmonique. Nous
supposerons cette valeur connue (ce sera la valeur du premier e´chantillon observe´ sur chacun des
modes).
Cet ensemble d’e´quations, issu de la mode´lisation du syste`me de mesure, est e´galement un mode`le
de signal : l’effet de chacune des adsorptions {mi, zi, ti} est cumulatif et chacune des adsorptions
ajoute au signal la quantite´ −αkmi φk(zi)uPLL,k(t− ti). Ceci pourra eˆtre exploite´ pour le calcul
du mode`le direct : pour mettre a` jour le mode`le direct lors de l’ajout d’une adsorption, il suffira
d’ajouter au signal de sortie estime´ le diffe´rentiel induit par la nouvelle adsorption.
Re´sumons les valeurs connues du mode`le :
– les parame`tres de uPLL,k :
– le temps de re´ponse τ ,
– le temps de de´-synchronisation κ,
– les parame`tres de gain :
– les gains fixes αk,
– les fonctions de gain variable φk(·),
– la valeur initiale g0,k.
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3.3 Expression mathe´matique des grandeurs d’inte´reˆt
Pour des raisons de facilite´ de lecture, nous proposons d’e´crire en rouge les grandeurs a` estimer,
en bleu les grandeurs observe´es et en vert les grandeurs connues. Ainsi, re´-e´crivons l’e´quation
(3.9) re´gissant le mode`le, mise en place dans la partie pre´ce´dente.
gk(t) = g0,k −
N∑
i=1
αk mi φk(zi) uPLL,k(t− ti) (3.12)
Notons que la fonction uPLL,k est de´termine´e par la connaissance des parame`tres τ et κ, voir
e´quation (3.8).
3.3.1 Mode´lisation de l’arrive´e des mole´cules
Le flux de mole´cules adsorbe´es sur le capteur peut se mode´liser au travers de l’ensemble des
triplets {mi, zi, ti}, i ∈ {1, N}, avec N le nombre de mole´cules adsorbe´es sur le capteur dans un
intervalle de temps donne´.












Cette repre´sentation serait parame´trique si le nombre d’adsorptions N e´tait connu. Ce n’est
malheureusement pas le cas.
Nous allons maintenant mettre en e´vidence deux formulations du proble`me. Il s’agit :
1. de la repre´sentation sous forme de processus ponctuel marque´ ;
2. de la repre´sentation sous forme de processus a` temps discret.
3.3.1.1 E´criture sous forme de processus ponctuel marque´
L’e´quation (3.12), que nous rappelons ci-dessus, fait appel a` une repre´sentation non-parame´trique
du signal d’entre´e. En effet, chaque composante de temps peut donner lieu a` un e´ve´nement
symbolise´ par le triplet {mi, zi, ti}.
Il est possible d’expliciter le caracte`re non-parame´trique de cette repre´sentation en e´crivant :
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Alors il vient de l’e´quation (3.12) :
gk(t) = g0,k − αk (m(t) ⋄ φk(z(t))) ⋆ uPLL,k(t) (3.16)
Avec l’ope´rateur ⋄ que nous avons de´fini dans les notations en de´but de document.
Nous appellerons cette repre´sentation processus ponctuel marque´ dans la mesure ou` l’inconnu
est un processus temporel prenant quelques valeurs non nulles (en l’occurrence aux temps ti) ;
ce processus est ≪ marque´ ≫ car il est constitue´ d’un ensemble d’e´ve´nements auxquels sont
attribue´s un ou plusieurs parame`tres (en l’occurrence deux parame`tres mi et zi) aux endroits
ou` ce processus est non nul.
Notons qu’il est possible d’introduire la fonction des chutes de fre´quence de re´sonance fk(t),
comme pre´ce´demment au travers de l’e´quation (3.10). Cette fonction vaut αk (m(t) ⋄ φk(z(t)))
sinon. Ainsi :
g(t) = g0,k − fk(t) ⋆ uPLL,k(t) (3.17)
3.3.1.2 E´criture sous forme de processus a` temps discret
Il est possible de contourner la difficulte´ lie´e a` la dimension infinie d’une repre´sentation du
proble`me sous forme non-parame´trique. Pour ce faire, une possibilite´ assez simple est de trans-
former le proble`me non-parame´trique en un proble`me semi-parame´trique en projetant sur une
base finie le signal temporel.
Nous choisissons ici de projeter le signal sur un base temporelle constitue´e d’impulsions de
Dirac se´pare´es par un pas de discre´tisation ∆t, ce qui revient simplement a` dire que nous
e´chantillonnons le signal. Nous appellerons cette version discre´tise´e des signaux m(t) et z(t) :m
et z respectivement. Le signal observe´ sera note´ gk.
m = m(t)X∆t(t) (3.18)
z = z(t)X∆t(t) (3.19)
Dans ces e´quations,X∆t(t) repre´sente le peigne de Dirac de pas ∆t. Avec cette version discre´tise´e,
et compte-tenu de la line´arite´ du mode`le, il est possible d’e´crire a` partir de l’e´quation (3.12) :
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gk = g0,k −
T∑
u=1
αk mu φk(zu) uPLL,k(u) (3.20)
ou` mu et zu sont les e´chantillons des discre´tisations des signaux m(t) et z(t), T est le nombre
d’e´chantillons et uPLL,k est la discre´tisation de uPLL,k(t− u∆t).
Cette repre´sentation permet de s’affranchir de la dimension infinie lie´e a` la repre´sentation non-
parame´trique. De plus, si l’e´chantillonnage est fait conforme´ment aux conditions de Shannon
(c’est-a`-dire avec une fre´quence d’e´chantillonnage au moins deux fois supe´rieure a` la fre´quence
maximale du signal), ce dernier se fait sans perte d’information. L’e´cueil de cette repre´sentation
est de forcer les instants d’adsorption a` eˆtre des multiples de ∆t, ce qui n’est pas vrai dans
la pratique (voir figure 3.6). Toutefois, si ∆t est suffisamment petit, cette approximation sera
convenable.
Comme pre´ce´demment, notons qu’il est possible d’introduire le vecteur des chutes de fre´quence
de re´sonance fk qui vaut 0 lorsque m vaut 0 et vaut αk(m ⋄ φk(z)) sinon. Ainsi :
g = g0,k − fk ⋆ uPLL,k(0) (3.21)
3.3.1.3 Diffe´rences entre ces deux repre´sentations
Le choix d’utiliser l’une ou l’autre de ces repre´sentations n’est pas e´vident. Notons que la the`se
de Vincent Mazet [Maz05], a` laquelle nous ferons souvent appel au cours de ce travail, comporte
deux chapitres portant sur la de´convolution impulsionnelle, un prenant une mode´lisation sous
forme de processus a` temps discret et un autre prenant une forme de processus ponctuel marque´
(qu’il appelle ≪ de´composition en motifs e´le´mentaires ≫).
Il est e´galement possible de retrouver les approches type processus ponctuel marque´ dans les ana-
lyses d’images ae´riennes, comme [DDBZ08, DBD+11] qui compte des populations de flamands
roses ou [TBBD10] qui repositionne des baˆtiments.
Dressons un comparatif entre ces deux approches dans le tableau 3.2. Dans chacun des cas, nous
de´signons par le terme ge´ne´rique ≪ e´ve´nement ≫ les adsoprtions. Nous noterons T le nombre
d’e´chantillons, N le nombre d’e´ve´nements et L le nombre d’attributs par e´ve´nements (ici, L = 2,
le temps ne comptant pas comme ≪ attribut ≫).
PPM PTD
Nombre de parame`tres du mode`le N (L+ 1) + 1 T L
Position des e´ve´nements Libre Grille d’e´chantillonnage
Dimension de l’espace de recherche Variable Fixe´ et grand (T L)
Nom de la repre´sentation associe´e Non-parame´trique Semi-parame´trique
Table 3.2 – Comparaison des approches processus ponctuels marque´s (PPM) et processus a`
temps discret (PTD)
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3.3.2 E´ve´nements e´le´mentaires et parame`tres collectifs
3.3.2.1 Mode`les de spectre
Nous venons de voir que dans le cadre de notre proble´matique, le signal de´pendait d’une liste
d’e´ve´nements (voir e´quation (3.13)), qui symbolisent l’entre´e du transducteur. N’oublions pas
que nous cherchons avant tout a` mesurer un spectre de masse duquel sont issues les mole´cules
qui s’adsorbent sur le capteur. Chacun des e´ve´nements donne lieu a` des chutes de fre´quence, qui
elles-meˆme donnent lieu a` des signaux observe´s.
Nous proposons de re´sumer notre proble´matique sous la forme de graphe illustrant un rapport
hie´rarchique entre les grandeurs. Nous introduisons notamment le spectre de masse Sp qui
peut eˆtre soit un mode`le continu de spectre (les mole´cules peuvent prendre des valeurs de masse
totalement libres) ou un mode`le discret (les mole´cules ne peuvent prendre qu’un nombre restreint
de valeurs).
Notons que ce deuxie`me cas, le mode`le discret, n’est pas une simple vue de l’esprit. En ef-
fet, l’analyse d’un milieu biologique peut donner un spectre discret. Prenons l’exemple d’un
me´lange de prote´ines, contenant des prote´ines ayant des masses bien identifie´es dans une liste
finie pre´de´finie : ainsi son spectre de masse est discret. Qui plus est, les prote´ines fortement
semblables (par exemple, les isotopes) pre´senteront des masses tellement proches qu’au regard
de la pre´cision de l’instrument, supposer ces masses e´gales ne sera pas une hypothe`se absurde.
3.3.2.2 Mode`le hie´rarchique
Les informations que nous venons de voir peuvent se traduire au travers d’un mode`le graphique,
c’est-a`-dire d’un graphe permettant de mettre en valeur les de´pendances entre les diffe´rents pa-
rame`tres. Ce type de hie´rarchie se retrouve dans plusieurs proble´matiques et est particulie`rement
bien de´crit dans la the`se de Pascal Szacherski [Sza13].
Nous distinguerons plusieurs niveaux dans notre de´composition hie´rarchique.
– le signal observe´ ;
– la fre´quence de re´sonance ;
– la liste des adsorptions ;
– le me´lange conside´re´.
Nous pouvons repre´senter ces informations hie´rarchiques dans un graphe acyclique oriente´. Bien
que les parame`tres soient inter-de´pendants, les relations de de´pendance pour un parame`tre donne´
peuvent se re´duire a` la de´pendance envers un nombre re´duit de parame`tres. Cette repre´sentation
hie´rarchique fait ressortir cette notion dite d’inde´pendance conditionnelle ≫ : pour un niveau de
hie´rarchie donne´, un nœud de´pend uniquement du nœud pe`re a` l’e´tage au-dessus et des nœuds
fils a` l’e´tage en-dessous. Nous repre´sentons donc cette hie´rarchie par la figure 3.7.
Nous symboliserons par des doubles fle`ches (=⇒) les relations de´terministes et par des simples
fle`ches (−→) les relations statistiques. Nous symboliserons par un rectangle les grandeurs concer-
nant plusieurs harmoniques.
A ce stade, nous ne connaissons pas encore la nature de l’influence du bruit ǫk(t) sur le signal
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Figure 3.7 – Mode´lisation hie´rarchique du proble`me
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3.4 Mode´lisation des incertitudes
Nous allons de´sormais e´tudier les perturbations sur le signal observe´. Pour faciliter la lecture et
alle´ger le corps du document, nous avons place´ plus de de´tails en annexe C.
3.4.1 Description des incertitudes
Les perturbations sur le signal de sortie sont de natures tre`s diverses [CR02] : bruit ther-
mome´canique agitant la poutre, bruit de l’e´lectronique de lecture, . . . A cela, on peut e´ventuellement
ajouter les erreurs de mode`les, et les incomple´tudes (phe´nome`nes physiques non pris en compte).
A partir des donne´es expe´rimentales, nous proposons de mesurer certaines caracte´ristiques du
bruit en sortie. Au stade auquel nous e´crivons ces lignes, il ne nous est pas possible de prendre
explicitement en compte les erreurs de mode`le et les incomple´tudes.
L’hypothe`se de base que nous faisons est que le bruit, les incomple´tudes et les erreurs se rame`nent
a` un bruit additif, qui agit sur le signal observe´ (le suivi de la fre´quence de re´sonance au cours
du temps) inde´pendamment de ce dernier. Ceci est illustre´ sur la figure 3.8, pour un syste`me a`
deux harmoniques. Nous supposerons aussi le bruit ergodique et stationnaire.
Sortie 
harmonique 1
Capteur NEMS Système de lecture
Liste des molécules














(fréquence de résonance 
du capteur)
Figure 3.8 – Illustration du caracte`re additif du bruit pour un syste`me a` deux modes
Par conse´quent, la connaissance du bruit ǫk(t), du signal des chutes de fre´quences fk(t), de la
re´ponse impulsionnelle uPLL,k(t) et de la valeur initiale du signal g0,k permettent de de´terminer
parfaitement g(t) :
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g(t) = g0,k − fk(t) ⋆ uPLL,k(t) + ǫk(t) (3.22)
Ceci permet de modifier la partie ≪ droite ≫ de la hie´rarchie initialement pre´sente´e sur la figure









Figure 3.9 – Modification des relations hie´rarchiques due au caracte`re additif et inde´pendant
du bruit
3.4.1.1 Extraits de bruit
E´tant donne´ les hypothe`ses formule´es ci-dessus, et conside´rant que nous avons acce`s a` des extraits
de bruit dans les donne´es expe´rimentales, nous proposons de mener une e´tude sur la structure
de signaux de bruit obtenus :
– soit en isolant des parties ≪ sans e´ve´nements ≫ dans des donne´es expe´rimentales ;
– soit en utilisant des signaux de bruit pur obtenus au cours de sessions expe´rimentales sans
ge´ne´ration d’agre´gats.
Nous extrayons des donne´es expe´rimentales des sessions de De´cembre 2012 deux signaux (note´s
A et B). Ces signaux sont pre´sente´s en annexe C.1 sur les figures C.1 pour le signal A et C.2
pour le signal B. Le signal A est un signal de bruit seul (la source de mole´cule est de´sactive´e) et
le signal B est un extrait d’une partie ≪ plate ≫ d’un signal expe´rimental, que nous conside´rerons
donc comme e´tant compose´ de bruit uniquement (de´pourvue de tout signal). Ces signaux sont
re´-aligne´s selon la proce´dure de´crite en annexe B.1.
3.4.1.2 Densite´ spectrale de puissance et variance d’Allan
Un outil fre´quemment utilise´ dans le domaine des re´sonateurs est celui de la variance d’Allan
[LDM10, SB08], qui est de´finie comme la variance d’un e´chantillon a` l’autre d’un signal temporel
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nume´rise´. Celle-ci est de´finie pour diffe´rents temps d’inte´gration τ , et est note´e σ2Allan(τ).
Si l’on dispose d’un signal nume´rique note´ y, dont les e´chantillons ont e´te´ obtenus par inte´gration







(yu+1 − yu)2 (3.23)
Nous pre´fe´rons e´tudier une quantite´ ge´ne´ralement plus employe´e dans le domaine du traitement
de signal : la densite´ spectrale de puissance (ou DSP). Celle-ci est estime´e comme une limite












Le the´ore`me de Wiener–Khintchine permet de la relier a` l’auto-corre´lation du signal rx(τ).
DSPy(f) = TF (rx(τ)) (3.25)
Notons qu’il est possible de passer de la densite´ spectrale de puissance d’un signal a` sa variance








3.4.1.3 E´tude de la densite´ spectrale de puissance
Commenc¸ons par e´tudier la densite´ spectrale de puissance du bruit du signal A. Les densite´s
spectrales de puissance sur chacun des modes sont pre´sente´es en annexe C.1 sur les figures C.3
pour le mode 1 et C.4 pour le mode 2.
Nous pouvons noter deux choses. La premie`re est que l’on peut apercevoir plusieurs raies tous les
50 Hz. Celles-ci viennent certainement d’une perturbation faisant intervenir le re´seau e´lectrique
qui, en France, pre´sente une fre´quence de 50 Hz. La seconde observation est que le signal est
essentiellement basse fre´quence. Aussi, la repre´sentation logarithmique est assez caracte´ristique
d’un bruit dit ≪ en 1/f ≫, caracte´ristique des composants e´lectroniques actifs et des re´sonateurs
[RGBG00].
3.4.1.4 E´galisation de la densite´ spectrale de puissance
Afin d’e´galiser le signal de bruit, nous proposons d’effectuer deux traitements sur les signaux
e´voque´s ci-dessus.
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– dans un premier temps, un ≪ pre´-traitement ≫ au cours duqeul nous supprimons les raies tous
les 50 Hz par une me´thode base´e sur un filtre dans le domaine de Fourier et de´crit en annexe
B.2 ;
– ensuite, nous de´rivons le signal pour redresser la pente observe´e ci-dessus.
Recalculons les Densite´s Spectrales de Puissance pour chacun de ces signaux de bruit, apre`s les
ope´rations (filtrage et de´rivation) de´crites ci-dessus. Les densite´s spectrales de puissance apre`s
ces ope´rations sur chacun des modes sont pre´sente´es en annexe C.1 sur les figures C.5 pour le
mode 1 et C.6 pour le mode 2.
Ces ope´rations ont visiblement re´-e´galise´ les spectres de fre´quence du bruit.
3.4.2 Prise en compte des perturbations par une loi normale
3.4.2.1 Justification base´e sur l’observation
Nous allons de´sormais essayer de mode´liser le bruit par une loi de probabilite´ normale, ce qui
se justifie par des questions a` la fois the´oriques et pratiques (voir section 3.1.3.2). En termes de
donne´es expe´rimentales, affichons sur la figure 3.10 l’histogramme des donne´es de bruit apre`s
pre´-traitement et de´rivation. Nous trac¸ons aussi une loi normale ajuste´e a` cet histogramme. Les
parame`tres de ces lois normales sont donne´s dans le tableau 3.3.
Moyenne mode 1 E´cart-type mode 1 Moyenne mode 2 E´cart-type mode 2
5.4 10−4 0.65 2.6 10−3 3.62
Table 3.3 – Parame`tres des lois normales pour l’ajustement de la figure 3.10
Cet histogramme nous ame`ne a` penser que l’hypothe`se normale est adapte´e a` ce cas d’e´tude.
Nous ajouterons aussi l’hypothe`se de centrage de la loi normale, compte-tenu des valeurs des
moyennes dans cet exemple.
3.4.2.2 E´criture de la loi normale
Remarquons que sous les hypothe`ses d’additivite´ et de centrage du bruit de´crites ci-dessus,
l’e´tude du bruit revient a` l’e´tude de l’e´cart entre un signal reconstruit et le signal observe´. Prenons
un exemple avec f0 le signal inconnu, g0 le signal observe´ et une reconstruction s’ope´rant par
Hf0. Ici, le bruit est note´ x (bruit observe´).
p(g0|f0,Γ) =N (g0|Hf0,Γ)
⇒ p(x|Γ) =N (x|0,Γ) (3.27)
Nous voyons ici le lien tre`s fort entre la loi de probabilite´ du bruit et la loi de probabilite´ du
signal observe´ sachant une entre´e donne´e, venant de la relation x = g0−Hf0. Nous qualifierons
donc la loi de probabilite´ du bruit de ≪ vraisemblance ≫ car c’est a` travers elle que nous pourrons
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Figure 3.10 – Histogramme des e´chantillons du signal A apre`s pre´-traitement et loi normale
ajuste´e
juger de la qualite´ de le reconstruction d’un signal a` partir d’une entre´e donne´e, par rapport
au signal observe´. Nous remarquons aussi que l’e´le´ment central de ces lois de probabilite´ est la
matrice de covariance Γ.
En notant xk,u la u-ie`me composante du vecteur du signal de bruit observe´, nous conside´rerons













3.4.2.3 Les corre´lations et la matrice de covariance
La prise en compte des corre´lations du bruit se fait au travers de la matrice de covariance Γ :
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p(x|Γ) = N (x|0,Γ) (3.29)
Il est pre´sente´ en annexe C.2 que l’utilisation de la matrice de covariance dans le calcul d’une
vraisemblance normale induit une ope´ration de blanchiment du signal, voir e´quation (C.5). Par
conse´quent, les ope´rations de pre´-traitement et de de´rivation vues pre´ce´demment font partie de
ce blanchiment.
Nous proposons ici de prendre en compte dans notre loi de probabilite´ normale multivarie´e les
corre´lations re´siduelles temporelles et inter-modes du bruit qui ne peuvent pas eˆtre retire´es par
le pre´-traitement ou par la de´rivation, au travers de la matrice de covariance Γ. Par conse´quent,
dans notre cas, le vecteur de bruit x aura au pre´alable subi ces deux ope´rations.
Le lecteur inte´resse´ trouvera en annexe C.2 des illustrations de cette matrice par les figures C.8
et C.9 ainsi que l’auto-corre´lation sur la figure C.7.
Nous voyons notamment des corre´lations re´siduelles qui n’ont pas e´te´ retire´es par pre´-traitement.
Le signal reste corre´le´ sur des temps courts (de l’ordre de quelques millisecondes). Ceci justifie
l’inte´reˆt de faire l’e´tude de la matrice de covariance Γ pour prendre en compte ces corre´lations
dans notre mode`le. Cette matrice e´tant estime´e, nous la noterons de´sormais Γ. Des de´tails sur
l’estimation de la matrice de covariance sont donne´s en annexe C.2.
3.4.2.4 Simplification de l’ope´ration de blanchiment
Pour ne pas avoir a` calculer l’ope´ration matricielle caracte´ristique de la loi normale multivarie´e
a` chaque e´tape (xTΓ−1x), nous proposons une me´thode alternative qui a le meˆme objectif :
blanchir le bruit (ou le re´sidu). Ceci se fera en deux e´tapes :
1. une e´tape de de´-corre´lation temporelle sur chacun des modes ;
2. une e´tape de de´-corre´lation mode a` mode.
Notons que les corre´lations ≪ croise´es ≫ ne seront pas prises en compte. Au regard des figures
C.8 et C.9, ceci ne nous paraˆıt pas trop impactant.
De´-corre´lation temporelle La premie`re e´tape consiste a` de´-corre´ler le signal sur chacun des
modes se´pare´ment. Pour cela :
– nous estimons la matrice de covariance du bruit sur chacun des modes apre`s pre´-traitement
et de´rivation Γf k, en prenant une matrice de dimension V ;
– nous extrayons la de´composition de Cholesky Γf
− 1
2
k de l’inverse de cette matrice
– de ces de´compositions de Cholesky, nous extrayons la premie`re ligne, qui forme V coefficients
note´s au,k, u ∈ {1, V } ;
– ces coefficients vont eˆtre utilise´s en tant que filtre a` moyenne ajuste´e blanchisseur pour le
bruit.
A la fin de cette proce´dure, nous conside´rerons les e´chantillons sur chaque canal de bruit (sur
chacune des harmoniques) seront des e´chantillons de´-corre´le´es temporellement, suivant une loi
normale centre´e.
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Le bruit apre`s filtrage sur l’harmonique k sera note´ xf,k et sa u-ie`me composante xf,k,u.
De´-corre´lation mode a` mode Il reste encore a` de´-corre´ler les e´chantillons mode a` mode.
















Nous conside´rerons O(u) comme distribue´ sous une loi normale centre´e de matrice de covariance




Synthe´tisons le mode`le de bruit vu auparavant et extrayons-en le calcul simplifie´ de vraisem-
blance.
3.4.3.1 Pre´-traitement
Nous proposons de pre´-traiter le bruit avec une suppression du bruit de secteur avec la me´thode
de´crite en annexe B.2. Ces ope´rations affectent autant le bruit que le signal. Comme les pre´-
traitements sont line´aires et comme le signal et le bruit s’additionnent, nous pouvons e´tudier
l’effet des pre´-traitements sur le signal seul.
E´tudions donc l’effet de la suppression du bruit de secteur ces ope´ration sur le signal. En effet,
le pre´-traitement affecte aussi la re´ponse impulsionnelle uPLL,k(t). La figure 3.11 compare la
re´ponse impulsionnelle a` laquelle on fait subir le pre´-traitement et uPLL(t).
Nous conside´rerons que uPLL(t) est une approximation acceptable de la re´ponse impulsionnelle
apre`s suppression du bruit de secteur.
Ainsi, le signal sera pre´-traite´ pour enlever le bruit de secteur, sans que cela affecte le mode`le de
re´ponse impulsionnelle. Nous choisissons d’effectuer cette ope´ration au pre´alable de tout calcul
car :
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Figure 3.11 – Influence du pre´-traitement sur la re´ponse impulsionnelle
– cette ope´ration se fait une seule fois au lieu de se faire a` chaque e´valuation de la vraisemblance ;
– nous pensons que sortir cette ope´ration de l’ope´ration de filtrage intervenant par la suite
permet de ne pas consommer les degre´s de liberte´ du filtre pour supprimer ce phe´nome`ne.
3.4.3.2 Calcul de la loi normale
La loi de vraisemblance sera note´e dans le cas mono-mode :
p (g|m(t), z(t)) = N
(
g|f(t) ⋆ uPLL, k,Γ
)
(3.32)
et dans le cas multi-mode :
p (gk|m(t), z(t)) = N
(
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Nous noterons · ⋆ uPLL ou · ⋆ uPLL,kk∈{1,K} l’ope´ration consistant a` reconstruire, e´chantillonner,
mettre sous forme de vecteur la construction du mode`le direct.
Prenons le cas multi-mode : comme explique´ ci-dessus, nous commencerons par calculer le re´sidu
gk−αk (m(t) ⋄ φk(z(t))) ⋆ uPLL(t). Le vecteur obtenu suivra une loi normale multivarie´e centre´e
de matrice de covariance Γ.
Le calcul de la vraisemblance normale fait intervenir un calcul matriciel qui peut eˆtre couˆteux.
Nous proposons de remplacer ce calcul par deux e´tapes.
La premie`re e´tape est un filtrage temporel en deux temps. Le premier temps est un de´rivation du
re´sidu (fonction Matlab diff ) puis un filtrage sur chacun des modes inde´pendamment les uns des
autres (fonction Matlab conv), l’apprentissage du filtre e´tant de´crit ci-dessus. Pour les signaux
utilise´s ici, les coefficients estime´s du filtre sont donne´s par le tableau 3.4.
Mode 1 a1,1 a2,1 a3,1 a4,1 a5,1
1.8250 −1.0502 0.0214 −0.0140 0.0946
Mode 1 a6,1 a7,1 a8,1 a9,1 a10,1
0.0276 0.0854 −0.0730 0.0439 0.1170
Mode 2 a1,2 a2,2 a3,2 a4,2 a5,2
0.2841 −0.0643 0.0055 0.0133 0.0089
Mode 2 a6,2 a7,2 a8,2 a9,2 a10,2
0.0190 −0.0019 −0.0030 0.0124 0.0282
Table 3.4 – Coefficients des filtres blanchisseurs
La seconde e´tape consiste a` cre´er pour chaque instant le vecteur constitue´ des e´chantillons de
chaque mode apre`s filtrage (e´quation (3.30)). Nous mode´liserons ce vecteur comme e´tant une
variable ale´atoire suivant une loi normale, centre´e, de covariance Γm.
Le calcul de la vraisemblance se fait donc en appliquant :
N
(




















Une validation de cette me´thode de calcul se trouve en annexe C.2.
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Gain calculatoire de la me´thode propose´e En simplifiant le calcul comme nous le faisons
ici, nous passons d’un calcul matriciel de dimension K T × K T a` une convolution suivie d’un
calcul matriciel en dimension K ×K et d’une somme sur T e´chantillons.
Ceci permet de gagner en ressource me´moire (il n’y a pas de matrice de covariance de taille
T × T a` stocker). Aussi, cela permet d’e´viter les proble`mes d’inversion nume´rique inhe´rents a`
l’inversion de la matrice Γ. Enfin, cela permet un gain en temps de calcul substantiel, comme le
montre la figure 3.12, dans le cas ou` le filtre est un filtre d’ordre V = 10 et le syste`me travaille
sur 2 harmoniques.























Figure 3.12 – Illustration du gain en temps de calcul par la me´thode de calcul de vraisemblance
propose´e et un filtre d’ordre 10 et 2 harmoniques
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3.5 De´tecter - quantifier - compter
Maintenant que nous avons mode´lise´ le proble`me, voyons quels sont les enjeux qui nous attendent
pour la partie traitement. Ceux-ci sont au nombre de trois. Il s’agit de :
– De´tecter les adsorptions de mole´cules.
– Quantifier chacune des masses adsorbe´es.
– Compter les mole´cules pour reconstruire le spectre de masse.
3.5.1 De´tecter
La premie`re taˆche du traitement consiste a` de´tecter les mole´cules qui s’adsorbent sur le capteur,
ce qui est e´quivalent a` retrouver les instants d’adsorption.
Concre`tement, si l’on conside`re une seule harmonique, cette e´tape de de´tection consiste a` re-
trouver la fonction f(t) ou le vecteur f . Ceci ne´cessite d’inverser l’ope´rateur de convolution
⋆uPLL,k(t) ou ⋆uPLL,k. Ces signaux inconnus f(t) ou f comportent un grand nombre de valeurs
nulles. On parle alors de signaux ≪ parcimonieux ≫ et donc de de´convolution avec contrainte de
parcimonie ou de´convolution impulsionnelle.
Nous pourrons e´galement exploiter une information tre`s inte´ressante issue du mode`le : la simul-
tane´ite´ des instants d’adsorption. Ainsi, nous aurons inte´reˆt a` chercher simultane´ment les chutes
de fre´quences sur tous les modes accessibles.
3.5.2 Quantifier
La seconde taˆche qui nous attend est celle de la quantification des masses adsorbe´es.
Pour chaque adsorption de´tecte´e, les chutes de fre´quence induites sur chacune des harmoniques
doivent eˆtre estime´es. Ensuite, ces chutes de fre´quences peuvent eˆtre transforme´es en information
de masse mi et de position zi [HKN
+12].
Trois proble`mes seront alors a` re´soudre :
– la fonction reliant la masse et la position d’une mole´cule a` sa chute de fre´quence est non-
line´aire ;
– il peut ne pas y avoir de couple masse-position qui corresponde aux chutes de fre´quences
observe´es ;
– l’estimation des chutes de fre´quence n’est pas parfaite et il peut eˆtre ne´cessaire de prendre en
conside´ration ces incertitudes ;
– des difficulte´s nume´riques (non convexite´, minima locaux) peuvent rendre difficile l’estimation
du couple masse-position.
3.5.3 Compter
La dernie`re e´tape consiste a` reconstituer le spectre de masse a` partir des masses estime´es. Le
proble`me ici est d’acce´der a` une information collective au me´lange e´tudie´ a` partir de multiples
mesures qui :
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– peuvent eˆtre d’une qualite´ diffe´rente au sein d’un meˆme capteur, ce qui est notamment duˆ au
fait que le gain du capteur de´pend du lieu d’adsorption de la mole´cule ;
– ne repre´sentent qu’une partie de l’information totale : toutes les mole´cules ne sont pas ad-
sorbe´es et on ne connait pas a priori le nombre de mole´cules qui se sont fixe´es sur le capteur.
Un e´le´ment crucial pour reconstruire convenablement le spectre de masse de la solution e´tudie´e
est de savoir propager les incertitudes tout au long de la chaˆıne de mesure. Ceci permet de
surcroit de fournir une e´valuation de l’incertitude sur les valeurs finales du spectre.
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Chapitre 4
Approches suivies
Nous venons, au chapitre pre´ce´dent, de mode´liser le proble`me de la spectrome´trie de masse a`
base de NEMS. Nous avons notamment identifie´ trois proble´matiques que nous allons devoir
appre´hender. Dans ce chapitre, nous introduisons les outils ne´cessaires pour pouvoir mettre en
place une me´thode de traitement adapte´e aux e´le´ments identifie´s auparavant. Nous allons
notamment nous pencher sur les proble`mes inverses, qui sont une manie`re robuste et
rigoureuse d’aborder notre proble´matique. Ensuite, nous verrons les outils baye´siens, de´ja`
e´voque´s auparavant, qui vont nous permettre de retranscrire nos connaissances sous forme de
loi de probabilite´. Enfin, nous verrons une me´thode d’estimation particulie`re, la me´thode de
Monte-Carlo par Chaˆıne de Markov, reposant sur une technique d’e´chantillonnage stochastique.
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4.1 L’approche proble`me inverse
L’ide´e ge´ne´rale des proble`mes inverses est de pouvoir fournir l’estimation de l’entre´e d’un syste`me
en observant sa sortie. L’entre´e du syste`me peut prendre diffe´rentes formes comme nous en avons
discute´ dans la section 3.1.2.
Contrairement aux me´thodes dites ≪ directes ≫, qui reposent sur un raisonnement visant a`
de´duire une information directement a` partir d’une observation, l’approche proble`me inverse
offre un cadre de re´solution du proble`me plus explicite et permet de prendre en conside´ration a`
la fois une mode´lisation du syste`me de mesure mais aussi une mode´lisation du signal d’entre´e
[Dem87, Ch. 1].
La premie`re e´tape est la description du mode`le direct, c’est-a`-dire l’e´criture des e´quations reliant
l’entre´e du syste`me a` la sortie, ce que nous avons fait tout au long du chapitre 3. La seconde
e´tape est la mise en place de me´thodes permettant l’estimation de l’entre´e (≪ la solution ≫) a`
partir de la sortie (≪ l’observation ≫).








Figure 4.2 – Illustration du principe de l’inversion
Nous rappelons l’expression du mode`le direct sous forme ge´ne´rale :
H (f, g) = 0 (4.1)
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ou, si les parame`tres du mode`le direct sont inconnus :
H (f, g, θ) = 0 (4.2)
et enfin dans le cas line´aire :
g =Hf (4.3)
Dans le cas ou` certains parame`tres sont inconnus, les proble`mes inverses permettent de prendre
en compte des variabilite´s sur ces derniers, en plus de celles sur le signal d’entre´e.
Lorsque l’on rajoute au signal d’entre´e inconnu des parame`tres, certaines terminologies sont
employe´es.
– Dans certains cas, l’inversion peut se faire en estimant des variables cache´es (on parle d’inver-
sion ≪ augmente´e ≫). Les variables cache´es sont ge´ne´ralement des variables annexes, qui ne
constituent pas l’information a` retrouver, mais qui interviennent dans la mesure. Ces variables
s’appellent e´galement variables de nuisance.
– Nous pourrions avoir besoin d’estimer des parame`tres du syste`me de mesure, comme la re´ponse
du syste`me par exemple (inversion ≪myope ≫ voire ≪ aveugle ≫) lorsque le mode`le direct n’est
pas parfaitement connu.
– Enfin, il est possible d’introduire des informations sur l’entre´e f(t) ou f , et d’estimer des
parame`tres sur ces informations (les hyperparame`tres – inversion ≪ non-supervise´e ≫).
4.1.1 Proble`mes bien-pose´s et proble`mes mal-pose´s
Au sens de Hadamard [Had02], un proble`me est dit ≪ bien-pose´≫ s’il satisfait aux trois conditions
suivantes :
– la solution existe ;
– la solution est unique ;
– la solution est stable : une petite variation du signal observe´ doit se traduire par une petite
variation sur la solution.
Les proble`mes de stabilite´ peuvent venir des incertitudes du mode`le (voir section 3.1.3), mais
aussi d’une instabilite´ du mode`le direct. Un autre proble`me fre´quent est le manque de donne´es,
qui a tendance a rendre le proble`me sous-de´termine´, c’est-a`-dire que plusieurs solutions sont
aussi valables les unes que les autres, pour un meˆme signal mesure´ (proble`me d’unicite´). La sur-
de´termination (proble`me d’existence), quant a` elle, intervient lorsque aucun signal d’entre´e ne
permet de retrouver les donne´es observe´es, ce qui est fre´quemment engendre´ par une perturbation
sur le signal de sortie.
Pour un proble`me donne´, si au moins une de ces conditions n’est pas satisfaite, le proble`me est
dit ≪ mal-pose´ ≫. Les proble`mes inverses sont ge´ne´ralement mal-pose´s. Lorsqu’un proble`me est
mal pose´, il convient de changer le notion de solution, par exemple, en rajoutant de l’information
sur la solution recherche´e.
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Il existe plusieurs me´thodes de re´solution de proble`me inverse, que nous pouvons regrouper en
trois cate´gories [MD01] :
1. les me´thodes d’inversion analytiques ;
2. les me´thodes d’inversion par de´composition ;
3. les me´thodes d’inversion alge´briques.
Ces cate´gories peuvent eˆtre croise´es avec le caracte`re de´terministe ou statistique de la mode´lisation.
Ainsi, il est possible de de´velopper une me´thode d’inversion analytique statistique, par exemple,
ou encore une me´thode d’inversion alge´brique de´terministe.
4.1.2 Me´thodes d’inversion analytiques
Les me´thodes d’inversion analytiques sont des me´thodes pour lesquelles un ope´rateur inverse
(au sens mathe´matique du terme) est recherche´ pour le proble`me direct. En clair, il est possible
de trouver une ope´ration mathe´matique I qui inverse parfaitement le proble`me direct.
I (g) = f (4.4)
Nous illustrons ceci par les deux exemples suivants :
4.1.2.1 Transforme´e de Radon
Un exemple particulie`rement courant est la transforme´e de Radon. La transforme´e de Radon
(note´e TR(·)) est fre´quemment utilise´e en tomographie [Gra02] dans la mesure ou` c’est cette
ope´ration qui lie les e´le´ments de l’entre´e du syste`me aux observations. On peut montrer qu’une
ope´ration dite de ≪ re´troprojection filtre´e ≫ (note´e RF (·)) est l’ope´rateur inverse de la trans-
forme´e de Radon, c’est-a`-dire que RF ◦ TR est l’identite´. Il suffit donc d’appliquer l’ope´rateur
de re´tro-projection filtre´e a` l’observation afin d’estimer l’entre´e.
Ceci n’est malheureusement que the´orique : l’ope´ration de filtrage inte`gre une e´tape de de´rivation
rampe, combine´e avec une transforme´e de Hilbert. Or, en pratique, les donne´es sont bruite´es,
et le bruit se voit eˆtre amplifie´ par le filtre rampe. Ainsi l’estimation ne peut pas eˆtre parfaite.
Il est ne´anmoins possible d’appliquer la re´tro-projection filtre´e, en introduisant des feneˆtres
d’apodisation sur le filtre rampe, par exemple, afin de re´gulariser l’inversion.
4.1.2.2 De´convolution par transforme´e de Fourier
Dans le cadre d’un proble`me de de´convolution, il est possible d’exprimer le proble`me dans le
domaine temporel :
g(t) = f(t) ⋆ h(t) (4.5)
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Il est e´galement possible d’exprimer le proble`me dans le domaine de Fourier. L’e´quation (4.5)
devient, comme suit, en notant l’ope´rateur de la transforme´e de Fourier TF (·) :
TF (g(t)) = TF (f(t)) TF (h(t)) (4.6)
Ainsi, l’estimation f̂(t)analytique de f(t) se calcule graˆce a` l’ope´rateur de la transforme´e de Fourier








Un premier proble`me nume´rique se pose si TF (h(t)) prend des valeurs nulles dans le domaine de
Fourier. Ceci conduit e´galement l’estimation a` eˆtre instable : il suffit qu’une perturbation (note´e
ǫ(t)) pre´sente une fre´quence non pre´sente dans la re´ponse impulsionnelle pour que la solution
tende vers l’infini :











Par conse´quent, dans le cadre de la de´convolution, cette me´thode analytique ne fonctionne pas
de`s lors que des perturbations affectent le signal. De plus, une telle me´thode ne permet pas de
prendre en compte le caracte`re impulsionnel de la solution recherche´e ici.
Dans un e´tat d’esprit similaire a` la transforme´e de Fourier, nous pouvons e´galement citer la
transforme´e en ondelette. Sa version en temps continu se note CWT (pour Continuous Wavelet
Transform) [Mal00].
4.1.3 Me´thodes d’inversion par de´composition
4.1.3.1 De´composition en se´rie
Les me´thodes de de´composition en se´rie consistent a` de´composer le signal observe´ g(t) en se´rie et
a` utiliser ce changement de repre´sentation pour trouver une relation simple entre les coefficients
de la de´composition et f(t) ou sa de´composition.
Il est ainsi possible de reprendre l’exemple ci-dessus, dans le cas ou` f(t) est un signal pe´riodique,
et d’effectuer une de´composition en se´rie de Fourier.
4.1.3.2 De´composition sur une base
Les me´thodes de de´composition sur une base sont similaires aux me´thodes de de´composition en
se´rie, la diffe´rence e´tant que les me´thodes de de´composition sur une base travaillent en dimension
finie.
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L’ide´e des me´thodes de de´composition sur une base peut eˆtre d’exprimer le proble`me sous une
forme plus simple (une base bien choisie, par exemple). Aussi, ces me´thodes de de´composition
peuvent e´ventuellement projeter le signal observe´ dans un espace de dimension plus faible pour
rendre l’estimation plus robuste.
Notons que les bases de de´composition, appele´es parfois ≪ dictionnaires ≫, peuvent prendre
diffe´rentes formes, et peuvent notamment eˆtre constitue´es de formes connues recherche´es dans
le signal. La difficulte´ peut alors re´sider dans la de´composition sur la base lorsque celle-ci n’est
pas orthogonale.
Les deux exemples vus ci-dessus trouvent leur pendant avec la transforme´e de Fourier discre`te.
La transforme´e en ondelette existe aussi en version discre`te (DWT pour Discrete Wavelet Trans-
form).
Nous aborderons cette notion de de´composition sur une base pour le proble`me qui nous concerne
dans la section suivante, 5.2.3.3.
4.1.4 Me´thodes d’inversion alge´briques
Une seconde cate´gorie de me´thodes concerne les me´thodes d’inversion ≪ alge´briques ≫. Parmi
ces me´thodes, on pourra distinguer deux cas :
1. les me´thodes d’inversion reposant sur une inversion matricielle pour la re´solution d’un
syste`me d’e´quations line´aires ;
2. les me´thodes d’inversion reposant sur la de´finition et l’optimisation d’un crite`re.
La premie`re e´tape de ces me´thodes consiste a` nume´riser le signal g(t) (c’est-a`-dire a` l’e´chantillonner
et a` le quantifier), et de conside´rer le signal observe´ nume´rise´ g et le signal d’entre´e inconnu
nume´rise´ f . Observant g, le but va eˆtre de mettre en place une proce´dure afin d’estimer f .
4.1.4.1 Me´thodes d’inversion reposant sur une expression matricielle ou tensorielle
Parmi les me´thodes d’inversion alge´briques, il existe certaines me´thodes qui reposent sur une
expression matricielle ou tensorielle du proble`me, ce qui suppose que le proble`me soit line´aire
ou multiline´aire, et qui vont exploiter cette structure.
Pour premier exemple prenons une nouvelle fois le proble`me de de´convolution. Ce proble`me peut
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On dispose ainsi d’une multiplication matricielle en lieu et place de l’ope´ration de convolution.
Il est donc possible d’estimer f̂alge´brique en utilisant la matrice inverse H
−1, si elle existe :
f̂alge´brique =H
−1g (4.10)
Si pour des raisons de dimension, ou pour des raisons de mauvais conditionnement de la matrice
syste`me H, il n’est pas possible d’utiliser la matrice inverse, la matrice pseudo-inverse a` gauche






avec, si le rang de H est e´gal a` son nombre de colonnes :
H† = (HTH)−1HT (4.12)
sinon, si le rang de H est e´gal a` son nombre de lignes :
H† =HT (HTH)−1 (4.13)
La forme ge´ne´rale consiste a` de´composer H en un produit de deux matrices. Si H posse`de pl
lignes et pc colonnes et est de rang p0, on peut e´crire H comme :
H =H lHc (4.14)
ou` H l est une matrice pl × p0 de rang p0 et Hc est une matrice p0 × pc de rang p0.







Nous de´crivons l’utilisation de la pseudo-inverse dans notre proble`me dans la section suivante,
5.2.3.2.
Un second exemple de me´thode d’inversion matricielle serait la me´thode de re´gression PLS (pour
Partial Least Squares) [PBG+07].
Notons que dans ces me´thodes, les informations sur le signal inconnu ou sur le bruit ne sont pas
prises en compte.
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4.1.4.2 Me´thodes d’inversion reposant sur la de´finition et l’optimisation d’un crite`re
Les me´thodes d’inversion que nous allons de´crire dans cette section consistent en l’e´criture d’une
fonction appele´e ≪ crite`re ≫ caracte´ristique de la qualite´ de l’estimation, puis en l’emploi d’une
proce´dure d’optimisation, ge´ne´ralement en vue de minimiser cette fonction.
Il existe un grand nombre de proce´dures de minimisation/optimisation/recherche de solution qui
ne seront pas de´veloppe´es dans ce document. On pourra toutefois citer les me´thodes de´terministes
telles que la descente du gradient, du gradient conjugue´, de Newton-Raphson, et les me´thodes
stochastiques comme le recuit simule´ ou les me´thodes de Monte-Carlo, que nous de´velopperons
dans la section 4.3.
La fonction crite`re de´pend de l’entre´e du syste`me f et est note´e J(f). Au plus la valeur de cette
fonction est basse, au plus la qualite´ de l’estimation est grande.
Crite`re des moindres carre´s Un crite`re fre´quemment utilise´ est celui des moindres carre´s,
qui correspond physiquement a` une minimisation de l’e´nergie de l’erreur d’estimation en sortie,




La re´solution de ce syste`me donne le meˆme estimateur de f que celui utilisant la me´thode de
la pseudo-inverse lorsque le rang de H est e´gal a` son nombre de colonnes. La solution peut
s’exprimer analytiquement en calculant le gradient du crite`re ∇J et en l’annulant :
∇J =− 2HT (g −Hf)
⇒ ∇J = 0→f̂MC = (HTH)−1HTg
(4.17)
Crite`re pe´nalise´ Dans la formulation pre´ce´dente, les informations sur la fonction recherche´e,
comme le caracte`re impulsionnel, par exemple, ne sont pas prises en compte. Afin de prendre
ces informations en conside´ration, il est possible de regarder du coˆte´ de la ≪ pe´nalisation ≫.
Au lieu d’utiliser comme fonction crite`re une simple mesure d’ade´quation aux donne´es (comme
c’est la cas pour un crite`re des moindres carre´s par exemple), a` cette fonction est ajoute´ un
terme dit de ≪ pe´nalisation ≫ qui permet de fournir des solutions plus stables.
Ainsi, en utilisant toujours un mode`le line´aire associe´ a` un terme quadratique pour l’ade´quation
aux donne´es, le proble`me devient :
f̂pe´nalise´ = argmin
f
(‖g −Hf‖22 + λ Ω(f)) (4.18)
Dans cette e´quation, λ est un parame`tre a` re´gler (parame`tre de re´gularisation) et Ω(f) est
la fonction de pe´nalisation. De nombreuses pe´nalisations ont e´te´ propose´es, re´pondant a` des
exigences diffe´rentes sur la forme du signal recherche´.
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Un exemple tre`s simple de pe´nalisation est la pe´nalisation dite L2 (on parle aussi de re´gression
ridge). Dans ce cas, la fonction de pe´nalisation vaut :
ΩL2(f) = ‖f‖22 (4.19)









= (HTH + λI)−1HT (4.21)
Cette pe´nalisation apporte deux choses a` l’inversion. Elle permet dans un premier temps d’inver-
ser des proble`mes de minimisation dans lesquelsHTH n’est pas inversible ou mal-conditionne´e,
en ≪ chargeant ≫ la diagonale de cette matrice. Elle permet aussi d’imposer une contrainte de
minimisation d’e´nergie de la solution ce qui a tendance a` fournir des solutions plus limite´es en
amplitude.






+ λ ‖f − f0‖2W 2 (4.22)
ou` ‖ · ‖2
W
repre´sente la distance de Mahalanobis, W e´tant une matrice de´finie-positive :
‖x‖2W = xTW−1x (4.23)
Dans ce cas, la solution s’e´crit :
f̂Tikhonov =
(
HTW 1H +W 2
)−1 (
HTW 1g +W 2f0
)
(4.24)
Dans le cas parcimonieux, une pe´nalisation fre´quemment utilise´e est la pe´nalisation utilisant une
norme 1, pe´nalisation L1 ou LASSO (pour Least Absolute Shrinkage and Selection Operator),
que nous verrons plus en de´tails dans la section suivante 5.2.4.
Crite`re probabiliste Un des reproches que l’on peut faire aux me´thodes par minimisation de
crite`re est la pre´sence d’un (voire plusieurs) parame`tre(s) a` re´gler, λ en e´tant l’exemple le plus
visible, le choix de la pe´nalisation Ω(·) en e´tant un autre.
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Ce proble`me se retrouve aussi dans les me´thodes dites directes. Ge´ne´ralement, ces parame`tres
sont appris par validation croise´e, c’est-a`-dire en testant diffe´rentes configurations sur des donne´es
de test et en gardant la configuration ayant donne´ les meilleurs re´sultats.
Afin de donner plus de sens a` ces parame`tres, et pour pouvoir construire une me´thode plus
explicite, il est possible de faire appel a` la mode´lisation probabiliste. La the´orie des probabilite´s
de´passe largement le cadre de ce document et ne sera pas traite´e ici. On pourra toutefois consulter
[Sap06] pour de plus amples informations.
Prenons un exemple simple : supposons un mode`le line´aire avec bruit additif ǫ :
g =Hf + ǫ (4.25)
Supposons que les connaissances sur les caracte´ristiques du bruit permettent de le mode´liser
comme un bruit blanc normal de moyenne nulle et de variance σ2. On peut alors e´crire :
p (g|f) = N (Hf |0, σ2I) (4.26)
Il est alors possible d’utiliser des me´thodes d’infe´rence statistique pour estimer f . Une premie`re
me´thode pourrait eˆtre celle du maximum de vraisemblance (ou ML pour maximum likelihood),




Dans ce cas-ci, la solution sera la meˆme que celle obtenue avec la pseudo-inverse ou avec le
crite`re des moindres carre´s.
Afin de prendre en compte une forme particulie`re sur la solution recherche´e, la de´marche
baye´sienne va eˆtre privile´gie´e afin de mettre en place le crite`re a` minimiser.
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4.2 Le cadre baye´sien
4.2.1 Principes ge´ne´raux
4.2.1.1 Re`gle de Bayes
Nous allons de´sormais nous pencher sur un cadre de travail qui permet de voir les diffe´rents
points e´voque´s ci-dessus sous un angle diffe´rent : le cadre de travail baye´sien [PBP07] [Rob05].
Le cadre baye´sien est un cadre d’infe´rence et une manie`re de mode´liser le proble`me et de de´finir
un ensemble d’estimateurs.
Le point de de´part du raisonnement baye´sien est de traduire toute connaissance sur une grandeur
au travers d’une loi de probabilite´. Ainsi, nous allons mode´liser nos connaissances sur l’entre´e
du syste`me f par le biais d’une loi de probabilite´ dite loi a priori p(f).
Les informations dont nous disposons sont :
– la connaissance du mode`le g =Hf + ǫ ;
– la connaissance de certaines proprie´te´s du bruit exprime´es au travers de la loi de probabilite´
p(g|f) ;
– la connaissance incomple`te sur l’inconnue f , de´crite par une loi de probabilite´ a priori.
Ces informations vont pouvoir se combiner au travers de la re`gle de Bayes, pour obtenir la loi a
posteriori p(f |g) sur la solution recherche´e :
p(f |g) = p(g|f) p(f)
p(g)
(4.28)
Dans cette e´quation, p(g) est appele´e ≪ loi de probabilite´ totale ≫ ou ≪ e´vidence ≫ et p(f |g)
est appele´e ≪ loi de probabilite´ a posteriori ≫. Cette loi de probabilite´ a posteriori contient a` la
fois l’information de cohe´rence de l’estimation par rapport aux donne´es (via la vraisemblance
p(g|f)) et l’ade´quation de l’estimation aux connaissances a priori. C’est en quelque sorte une
manie`re rigoureuse et explicite de fusionner ces deux types d’information sur la solution. Notons
que p(g) est dans cette e´quation une constante de normalisation :
p(g) =
∫
p(g|f) p(f) df (4.29)
4.2.1.2 Choix de la loi a priori
La grande question est le choix de la loi a priori. Comme l’indique Olivier Fe´ron [F0´6, pp.12-
13] dans sa the`se : il est quasi-syste´matique de posse´der quelques connaissances sur la solution
recherche´e, et il est quasi-syste´matique que ces connaissances ne puissent pas eˆtre parfaitement
repre´sente´es par une loi de probabilite´.
Le choix de la loi a priori peut se faire :
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– afin de retranscrire au mieux les connaissances sur la solution recherche´e ;
– dans un soucis de simplification de calcul ce qui conduit a` choisir des lois a priori dites
≪ conjugue´es ≫ ;
– afin de n’introduire que tre`s peu information, ce qui conduit a` choisir des lois a priori dites
≪ non informatives ≫.
Conjugaison de lois a priori Un choix souvent utilise´ est celui de la loi a priori conjugue´e.
Cela signifie que la loi a posteriori est de la meˆme famille que la loi a priori, ce qui va de´pendre
du choix de la fonction de vraisemblance.
Nous proposons de re´sumer dans le tableau 4.1 (extrait de [Rob05, p. 131]) les lois a priori
conjugue´es pour quelques exemples usuels.






Table 4.1 – Quelques exemples de lois a priori conjugue´es
Lois a priori non informatives Un choix entrepris lorsque l’utilisateur de´sire ne pas intro-
duire d’information sur un parame`tre inconnu est celui des lois a priori non informatives, qui a
e´te´ de´crit en profondeur dans la the`se de Pascal Szacherski [Sza13, Ch. 2.4].
Une de´marche commune´ment employe´e repose sur le principe de Jeffreys [Jef61, Ch. 3.10]. Ceci
consiste a` prendre pour loi a priori :
p(f) ∝ [J (f)] 12 (4.30)
avec :






Le proble`me de cette de´marche vient du fait que la loi a priori re´sultante peut eˆtre impropre,
c’est-a`-dire ne pas satisfaire aux conditions ne´cessaires des lois de probabilite´, et notamment
l’inte´grabilite´. Cependant, la loi a posteriori, elle, peut eˆtre une vraie loi. Comme le re´sume
Pascal Szacherski ≪ L’utilisation des lois a priori impropres [...] semble dangereuse ≫.
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4.2.1.3 Marginalisation
Un autre outil tre`s inte´ressant offert par le cadre de travail baye´sien est celui de la margi-
nalisation. Ceci consiste a` faire ≪ disparaˆıtre ≫ un parame`tre inconnu en prenant en compte




p(f , z|g) dz (4.32)
4.2.2 Estimateurs baye´siens
Comme exprime´ pre´ce´demment, le cadre de travail baye´sien permet l’e´criture d’une loi a poste-
riori, qui repre´sente notre connaissance sur l’inconnue f lorsque nous avons pris en compte les
informations a priori et les informations apporte´es par les donne´es g. Ce cadre de travail permet
e´galement de re´sumer cette information riche de loi a posteriori au travers d’un estimateur dont
la mise en place est explicite.
4.2.2.1 Expression d’une fonction de couˆt
La de´marche baye´sienne consiste ainsi a` exprimer une fonction de couˆt C(f ,f0), ou` f0 est la
vraie valeur de l’entre´e. Cette fonction de couˆt est caracte´ristique de la gravite´ d’une erreur
d’estimation.
L’estimateur baye´sien est celui qui minimise le couˆt moyen, c’est-a`-dire :
f̂Bayes = argmin
f
(❊ [C(f ,f0)]) (4.33)
La fonction de couˆt la plus simple serait la fonction de Dirac appele´e ≪ couˆt 0-1 ≫ :
C0-1(f ,f0) = δ(f − f0) (4.34)
Une seconde fonction de couˆt serait une fonction quadratique appele´e ≪ couˆt quadratique ≫ :
Cquadratique(f ,f0) = ‖f − f0‖22 (4.35)
Notons que l’estimateur baye´sien est celui qui minimise l’espe´rance du couˆt moyen, on parle
alors d’estimateur optimal. Ceci n’est vrai que si le parame`tre est effectivement distribue´ sous
la loi a posteriori. Par conse´quent, si l’optimalite´ est assure´e the´oriquement, dans la pratique,
l’estimateur baye´sien peut ne pas eˆtre optimal si les lois a priori sont incohe´rentes par rapport
au proble`me e´tudie´.
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4.2.2.2 Estimateurs usuels
L’utilisation de la fonction de couˆt de l’e´quation (4.34) conduit a` une estimation dite ≪Maximum




De la meˆme manie`re, l’utilisation de la fonction de couˆt de l’e´quation (4.35) conduit a` une
estimation dite ≪ Espe´rance A Posteriori ≫ (ou EAP) :
f̂EAP = ❊ [f |g] =
∫
f p(f |g) df (4.37)
4.2.3 Choix de mode`le
Le cadre de travail baye´sien permet e´galement de comparer des mode`les entre eux et de fournir
des probabilite´s de mode`le sachant les donne´es [Rob05, Ch. 5]. Ce mode`le peut eˆtre, par exemple,
le nombre de variables inconnues dans l’entre´e du syste`me.
E´crivons un mode`le M dans lequel interviennent des parame`tres θ. Alors, selon le principe de
marginalisation :





















La quantite´ BF1,2 est appele´e facteur de Bayes. C’est ce facteur qui de´termine quel mode`le
explique le plus convenablement les donne´es observe´es.
Les termes a priori p(M1) et p(M2) vont permettre d’introduire une information a priori sur
les mode`les, en pe´nalisant les mode`les les plus complexes par exemple (on parle alors de ≪ rasoir
d’Ockham ≫), ce que nous verrons plus loin dans la section 4.2.5.
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Dans le cas de la de´tection d’une maladie, par exemple, avec un mode`le ≪malade ≫ et un mode`le
≪ sain ≫, ces termes peuvent symboliser la pre´valence de la maladie dans la population e´tudie´e
[Sza13].
Deux de´marches de choix de mode`le se de´marquent. La premie`re consiste a` retenir le mode`le le
plus probable. On parle alors de Maximum A Posteriori Marginalise´ (ou MMAP pour Margi-




Une seconde approche consiste a` moyenner les diffe´rents mode`les (on parle alors de Model Ave-
raging) [RC04, Ch. 11].
4.2.4 Mode´lisation baye´sienne hie´rarchique
Nous avons vu dans la section 3.3.2.2 que le mode`le direct peut se de´crire sous la forme d’un
graphe acyclique oriente´ relatant une de´pendance hie´rarchique entre les parame`tres. Le terme
ge´ne´ralement utilise´ est celui de ≪ re´seaux baye´siens ≫. Le point essentiel des re´seaux baye´siens
est le principe d’inde´pendance conditionnelle. Pour illustrer ceci, prenons un exemple simple,






Figure 4.3 – Exemple de mode`le hie´rarchique
Nous supposons que x1 et x2 sont inde´pendants, ainsi que a1 et a2. Nous mode´lisons les connais-
sances que nous avons sur le mode`le par le principe d’inde´pendance conditionnelle :
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p (y|x1, x2, a1, a2, a3) =p (y|x1, x2)
p (x1|y, x2, a1, a2, a3) =p (x1|y, x2, a1, a2)
p (x2|y, x1, a1, a2, a3) =p (x2|y, x1, a3)
p (a1|y, x1, x2, a2, a3) =p (a1|x1, a2)
p (a2|y, x1, x2, a1, a3) =p (a2|x1, a1)
p (a3|y, x1, x2, a1, a2) =p (a3|x2)
(4.41)
La de´monstration se trouve en annexe E.1.
Ceci signifie que pour une variable donne´e, la loi a posteriori conditionnelle aux autres pa-
rame`tres ne de´pend que des parame`tres a` laquelle la variable est directement connecte´e et les
variables du meˆme niveau hie´rarchique. Par conse´quent, retranscrire nos connaissances au tra-
vers d’un mode`le hie´rarchique va permettre une simplification importante des calculs dans le
cadre baye´sien.
De plus, le cadre baye´sien permet de fournir une interpre´tation de la relation hie´rarchique entre
les parame`tres. En prenant l’exemple de la deuxie`me e´quation de (4.41), il est possible d’e´crire
[Rob05, Ch. 10] :
p (x1|y, x2, a1, a2, a3) ∝ p (y|x1, x2) p (x1|a1, a2) (4.42)
D’une certaine manie`re, on peut conside´rer que cette loi a posteriori conditionnelle est constitue´e
du produit d’un terme pouvant eˆtre assimile´ a` une vraisemblance p (y|x1, x2) et d’un terme
pouvant eˆtre assimile´ a` un a priori p (x1|a1, a2).
La loi jointe, quant a` elle, s’e´crit :
p (y, x1, x2, a1, a2, a3) = p (y|x1, x2) p (x1|a1, a2) p (x1|a3) p (a1) p (a2) p (a3) (4.43)
4.2.5 Liens entre loi a priori et pe´nalisation
Nous avons vu pre´ce´demment que l’e´criture d’un estimateur de type Maximum A Posteriori









(− log (p(g|f))− log (p(f)))
(4.44)
On retrouve la forme e´voque´e dans l’e´quation (4.18). Le terme − log (p(f)) fait office ici de
pe´nalisation λ Ω(f).
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Par conse´quent, la de´marche baye´sienne encadre la de´marche de pe´nalisation de crite`re. De plus,
comme il est possible de donner du sens aux a priori, il sera plus facile de re´gler la fonction de
pe´nalisation ainsi que le parame`tre de re´gularisation.
Cas normal Prenons l’exemple (courant) d’une vraisemblance normale (centre´e de matrice
de covariance σ2I). Il est possible de re´-e´crire l’e´quation 4.44 :
f̂MAP = argmin
f
(‖g −Hf‖22 − σ2 log (p(f))) (4.45)
Pe´nalisation de mode`le Nous avons vu dans la section 4.2.3 que le cadre de travail baye´sien
permettait un choix de mode`le. Le rapport des probabilite´s a posteriori des mode`les s’e´crit
comme le produit d’un rapport de lois a priori sur le mode`le et d’un terme de vraisemblance
marginalise´e, le facteur de Bayes.
Compte-tenu du lien qui existe entre pe´nalisation et loi a priori, il est possible de se poser
la question sur les lois a priori sur le mode`le. Comme vu pre´ce´demment a` la section 4.2.3,
la de´marche ge´ne´ralement employe´e est celle du rasoir d’Ockham, qui consiste a` favoriser les











= Ω(M1)− Ω(M2) + log (BF1,2)
(4.46)
Ω(M1) symbolise la pe´nalisation sur le mode`le. On peut citer comme exemple de pe´nalisation
l’AIC (pour Akaike Information Criterion) [Shi76], le BIC (pour Bayesian Information Cri-
terion) [BA04] ou encore la de´marche dite du Cp de Mallows [KS90] qui fait intervenir une
pe´nalisation.
La vision pe´nalisation est souvent relie´e aux de´marches de re´gression. Les baye´siens ont plutoˆt
tendance a` s’exprimer en terme de loi a priori sur le mode`le.
4.2.6 Me´thodes de calcul baye´sien
Une fois que la loi a posteriori est e´crite et que l’estimateur baye´sien l’est e´galement, il reste a`
calculer la solution.
Une premie`re me´thode consiste a` calculer analytiquement la solution. Dans de nombreux cas,
ceci n’est pas possible. L’emploi de lois a priori conjugue´es peut permettre de mener des calculs
de manie`re analytique.
Une seconde me´thode consiste a` e´valuer en plusieurs points la valeur de la loi a posteriori. Si
le calcul sur une grille fixe peut s’ave´rer longue et inefficace, les me´thodes d’e´chantillonnage
stochastique sont tre`s en vogue. A ce titre, nous verrons les me´thodes de Monte-Carlo dans le
prochain chapitre.
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Dans le cas d’une estimation au sens du Maximum A Posteriori, il est possible d’optimiser le
crite`re baye´sien graˆce a` un algorithme de´terministe ou stochastique.
Il est e´galement possible d’approximer le loi a posteriori par une loi normale et de calculer
sa moyenne et sa variance (en d’autres termes, ses deux premiers moments statistiques) pour
de´terminer la loi. Ce type de de´marche est employe´ dans [OSBE13] par exemple et permet de
simplifier le calcul car elle ne ne´cessite que l’estimation des deux premiers moments statistiques de
la loi a posteriori. Il est possible de retrouver cette approximation sous le terme ≪ approximation
de Laplace ≫, terme qui peut eˆtre ne´anmoins ambigu par rapport a` une autre me´thode utilise´e
en statistique [Mur12, Ch. 8.4.1].
Une dernie`re cate´gorie de me´thode concerne les me´thodes baye´siennes variationnelles [SˇQ10]. Ces
me´thodes consistent a` approximer la loi a posteriori a` l’aide d’une loi de probabilite´ se´parable.





L’approximation entre les deux lois se fait au sens de la divergence de Kullback-Leibler, note´e







L’e´quation re´solvant la minimisation de cette divergence est :
p˜i(f i|g) = exp
∫ log (p(f |g)) N∏
j=1,j 6=i
p˜j(f j , g) df j
 (4.49)
Soit ce syste`me d’e´quation pre´sente une solution analytique, soit il est possible d’emprunter la
solution de l’algorithme iterative VB consistant a` re´soudre ite´rativement l’e´quation (4.49) pour
chacun des indices.
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4.3 Les me´thodes MCMC
4.3.1 Principe du MCMC
Nous allons nous inte´resser de´sormais a` une me´thode permettant de calculer des inte´grales,
en particulier dans un espace de grande dimension. Une telle me´thode permet notamment de
calculer un estimateur de type Esperance A Posteriori (e´quation (4.37)), ou de marginaliser cer-
tains parame`tres (e´quation (4.32)). Cette me´thode, appele´e Monte-Carlo par chaˆıne de Markov
(ou MCMC pour Markov-Chain Monte-Carlo), consiste a` ge´ne´rer un ensemble d’e´chantillons
distribue´es sous la loi a posteriori.
4.3.1.1 Me´thode de Monte-Carlo
L’ide´e ge´ne´rale des me´thodes de Monte-Carlo est de permettre d’inte´grer une fonction via une
me´thode stochastique. Dans le cas du calcul d’une espe´rance, la me´thode de Monte-Carlo s’e´crit
de la manie`re suivante :
f̂EAP = ❊ [f |g] =
∫






f (j) si f (j) ∼ p(f |g)
(4.50)
Par la me´thode de Monte-Carlo, on transforme un proble`me de calcul d’inte´grale en un proble`me
de simulation de loi de probabilite´.
4.3.1.2 Simulation d’une loi
Il peut arriver que la simulation de la loi a posteriori p(f |g) ne soit pas directe, notamment dans
le cadre d’un mode`le baye´sien multidimensionnel comportant des lois a priori non conjugue´es.
Il est alors possible de faire appel a` certaines me´thodes de simulation.
Une des me´thodes les plus simples serait celle de la fonction de re´partition inverse. Une autre
me´thode est la me´thode dite d’acceptation-rejet. Ici, nous allons nous pencher sur la simulation
d’une loi par une chaˆıne de Markov.
Une chaˆıne de Markov est un ensemble d’e´le´ments f (j) tels que :
p(f (j)|f (j−1),f (j−2), . . . ,f (2),f (1)) = p(f (j)|f (j−1)) (4.51)
Sous certaines conditions, une chaˆıne de Markov peut converger vers une loi stationnaire. La
strate´gie MCMC consiste justement a` faire en sorte que la chaˆıne de Markov converge et que la
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loi stationnaire soit la loi a` simuler. Si on suppose qu’apre`s B e´chantillons dits ≪ de chauffe ≫ la







4.3.2 L’algorithme de Metropolis-Hastings
4.3.2.1 Description de l’algorithme
Nous avons vu pre´ce´demment que la strate´gie MCMC permettait de passer d’un proble`me de
calcul d’inte´grale a` un proble`me de ge´ne´ration d’une chaˆıne de Markov convergeant vers une loi
stationnaire donne´e.
Un algorithme permettant cela est l’algorithme de Metropolis [MRR+53] qui a e´te´ comple´te´ par
Hastings [Has70] pour donner l’algorithme de Metropolis-Hastings.
Cet algorithme repose sur la ge´ne´ration d’un nouvel e´chantillon potentiel qui pourra eˆtre inclus
dans la chaˆıne de Markov. A partir de cet e´chantillon, une probabilite´ d’acceptation est calcule´e
puis l’e´chantillon en question est soit accepte´ soit rejete´.
Pour simuler la loi π(f), l’algorithme consiste en un ensemble d’ite´rations sur le parame`tre j
qui s’e´crivent chacune de cette manie`re :
– Ge´ne´rer fp selon Qj(f
p|f (j−1)) : Qj(·, ·) e´tant la loi de proposition pour cette ite´ration.
– Calculer la probabilite´ d’acceptation α, voir ci-dessous.
– Prendre f (j) = fp avec la probabilite´ α ou prendre f (j) = f (j−1) sinon.












D’une certaine manie`re, cette e´quation traduit un e´quilibre entre le fait d’aller explorer des







) et le fait de re´-e´quilibrer cette
exploration par la probabilite´ d’exploration de la zone, une zone ayant moins de chance d’eˆtre













p|f (j−1)) = Qj(fp), on parle alors de ≪Metropolis Hastings inde´pendant ≫, a` opposer au
≪ Metropolis Hastings a` marche ale´atoire ≫. Aussi l’algorithme de Metropolis initial supposait
Qj(f
p|f (j−1)) = Qj(f (j−1)|fp) (loi de proposition syme´trique).
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4.3.2.2 Controˆle de convergence
Une question importante en ce qui concerne l’utilisation de la me´thode d’estimation MCMC
concerne le controˆle de convergence. En effet, nous avons suppose´ que la chaˆıne de Markov
admettait la loi a posteriori comme loi stationnaire, mais encore faut-il s’assurer que la chaˆıne
ait atteint cette stationnarite´.
Le lecteur inte´resse´ trouvera dans [RC04, 6.6] de nombreuses informations sur la convergence des
chaˆınes MCMC. Une solution tre`s simple consiste a` tester l’hypothe`se d’ergodicite´, c’est-a`-dire
a` ve´rifier que la variance au sein de la chaˆıne de Markov est comparable a` la variance entre
plusieurs chaˆınes de Markov lance´es en paralle`le.
4.3.3 Me´thodes de´rive´es de Metropolis-Hastings
Plusieurs algorithmes ont e´te´ de´rive´s de l’algorithme de Metropolis-Hastings. Nous allons voir :
1. l’algorithme de Gibbs ;
2. l’algorithme de Green.
4.3.3.1 L’algorithme de Gibbs
Un des de´rive´s les plus connus de Metropolis-Hastings est l’algorithme de Gibbs, e´chantillonneur
de Gibbs, ou encore structure de Gibbs.
Dans ce cas, autant de lois de propositions qu’il y a de parame`tres inconnus sont mises en
place, ces lois de proposition e´tant utilise´es a` tour de roˆle. Chacune de ces lois de proposition
sont constitue´es par l’e´chantillonnage sous les lois a posteriori d’un parame`tre inconnu (dans
notre cas, par exemple, ce pourraient eˆtre les composantes de f) conditionnellement aux autres
parame`tres. Ainsi, toutes les variables sont se´quentiellement e´chantillonne´es.
Si on note fpi0 la proposition pour le parame`tre e´chantillonne´, f
(j−1)
i0
la valeur courante du












Dans de telles conditions, la probabilite´ d’acceptation α vaut syste´matiquement 1. La de´monstration
se trouve en annexe E.2.
Si la loi a posteriori d’un parame`tre ne peut pas eˆtre directement e´chantillonne´e, il peut eˆtre fait
recours a` l’algorithme de Metropolis-Hastings (on parle alors d’algorithme de Gibbs hybride).
4.3.3.2 Reversible Jumps MCMC et algorithme de Green
Un autre algorithme dit ≪ MCMC a` sauts re´versibles ≫ (ou RJMCMC pour Reversible Jumps
MCMC ) a e´te´ mis en place, pour faire face a` un proble`me a` dimension variable. Ici, il s’agit de se
ramener pour une ite´ration donne´e a` un proble`me a` dimension fixe en comple´tant artificiellement
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les espaces pour x et y dans Qj(y, x) afin qu’ils soient de meˆme dimension et comparables. Un
exemple d’algorithme MCMC est donne´ dans [RC04, Ch. 11, Alg. A.48] au travers de l’algorithme
de Green.
Pour passer d’un mode`le Mm de parame`tres θm a` un mode`le Mn de parame`tres θn, l’ide´e est
de comple´ter les espaces de parame`tres par um d’une part et par vn d’autre part, puis de trouver
une bijection T telle que :
(θn, vn) = T (θm, um) (4.55)
Ainsi, l’algorithme va pouvoir passer d’un mode`le a` l’autre d’une manie`re tre`s similaire a` ce qui
se passe lors d’une e´tape de Metropolis-Hastings. A l’ite´ration j, la proce´dure pour passer de
Mm, avec des parame`tres θ(j)m a` Mn est :
– se´lectionner le mode`le n avec la probabilite´ πm,n ;
– ge´ne´rer upm selon une loi de probabilite´ Qm,n(u
p
m) de´finie a` l’avance ;
– ge´ne´rer (θpn, v
p




m graˆce a` (4.55) ;
– calculer la probabilite´ d’acceptation α, voir ci-dessous ;
– se´lectionner le mode`leMn et prendre θpn pour parame`tres avec la probabilite´ α ou garderMm
avec les parame`tres θ
(j)
m sinon.














∣∣∣∣∂T (θn, vpn)∂(θm, upm)
∣∣∣∣) (4.56)
ou` π(Mm, θm) est la probabilite´ a posteriori jointe du mode`le et de ses parame`tres.
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Chapitre 5
Traitement mono-mode – De´convolution
impulsionnelle
Dans ce chapitre, nous allons voir le sujet de la de´convolution impulsionnelle, qui constitue
une premie`re contribution de notre travail. Dans un premier temps, nous introduirons le cadre
de travail, puis nous e´tablirons un e´tat de l’art sur le sujet. Ensuite, nous de´velopperons une
me´thode base´e sur un mode`le Bernoulli avant d’en illustrer les apports en termes de re´sultats.
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5.1 Cadre de travail
Le cadre de travail dans lequel nous allons nous inscrire sera le cadre de la de´convolution impul-
sionnelle. Ceci correspond a` la partie ≪De´tecter ≫ identifie´e dans la section 3.5. Ge´ne´ralement, la
de´convolution impulsionnelle comporte en plus une e´tape d’estimation (on parle de ≪ de´tection
estimation ≫). Ici, nous ne nous inte´resserons qu’a` la de´tection.
Dans ce cadre-ci, il s’agit d’inverser l’ope´ration de convolution que l’on retrouve dans l’e´quation
(3.11), c’est-a`-dire de prendre en compte l’effet de la boucle de lecture pour de´tecter les chutes
de fre´quences correspondant a` l’adsorption de mole´cules uniques.
Nous travaillerons avec les hypothe`ses suivantes :
– Une seule harmonique est observe´e. Ainsi, la seule grandeur estimable est la chute de fre´quence
engendre´e par une adsorption (il n’est pas possible de remonter a` la masse de la mole´cule).
Nous chercherons donc a` estimer fk(t), que nous noterons, par soucis de simplicite´ f(t), car
nous situons ce chapitre dans un contexte mono-mode.
– Nous n’exploiterons qu’une seule harmonique a` la fois : nous ne chercherons pas dans cette
partie a` utiliser l’information de synchronisation des chutes de fre´quence entre les harmoniques.
– La re´ponse du syste`me a` une adsorption uPLL(t) est connue. Cette hypothe`se est cohe´rente
car ces parame`tres sont re´gle´s par l’utilisateur au cours de l’expe´rience. Le parame`tre dont
de´pend la re´ponse est le temps de re´ponse τ .
– La loi de probabilite´ du bruit est connue. En effet, pour chaque session expe´rimentale, des
signaux de bruit purs ont e´te´ tire´s. Nous conside´rons donc que les parame`tres de bruit peuvent
eˆtre appris sur ces signaux, ou a` de´faut sur des zones sans adsorption au de´but de certains
signaux expe´rimentaux. Ces parame`tres seront les coefficients du filtre blanchisseur a1.




f i δ(ti) (5.1)
avec N le nombre d’adsorptions sur la feneˆtre d’observation. A partir de f(t), il est possible
de reconstruire g par convolution et e´chantillonnage. Nous nous plac¸ons donc dans le cadre des
processus ponctuels marque´s (voir section 3.3.1.1).
Nous pourrons e´galement travailler dans le contexte des processus a` temps discret (voir section
3.3.1.2) pour comparer notre algorithme a` d’autres me´thodes. Dans ce cas, le signal pourra eˆtre
discre´tise´ sous sa forme f .
Nous introduirons e´galement le parame`tre π, inconnu, qui repre´sente l’intensite´ de comptage (ou
densite´ temporelle d’adsorptions).
Nous repre´sentons les connaissances a priori sur le bruit par le jeu de parame`tres θǫ, celles sur
π par θπ, celles sur les f i par θf . Le nombre de mole´cules N de´pend de π et de T , et les temps
ti ne de´pendent que de T .
Ce cadre de travail peut se repre´senter au travers de la mode´lisation hie´rarchique illustre´e par
la figure 5.1.
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Figure 5.1 – Mode´lisation hie´rarchique du proble`me de de´tection
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5.2 Me´thodes de re´fe´rence
5.2.1 E´tat de l’art – la me´thode publie´e par Caltech
Si l’on restreint l’e´tat de l’art aux seules me´thodes propose´es dans le cadre de la spectrome´trie
de masse a` base de NEMS, la seule me´thode de de´tection publie´e que nous ayons trouve´e est
celle propose´e par l’e´quipe de Caltech et de´crite dans les articles de Naik et al. [NHH+09], ainsi
que Hanay et al. [HKN+12] que nous avons de´ja` e´voque´s auparavant. Pour les futurs chapitres,
nous ferons re´fe´rence a` ces deux articles comme e´tat de l’art. Notons que cette e´quipe travaille
en collaboration avec les e´quipes du CEA-Leti au travers de l’alliance NanoVLSI.
En termes de de´tection, cette me´thode consiste a` :
– de´river le signal ;
– estimer l’e´cart-type du bruit sur le signal de´rive´ ;
– seuiller le signal a` deux fois l’e´cart-type du bruit estime´.
L’ensemble des points non nuls apre`s seuillage constitue les instants d’adsorption estime´s. Reste
ensuite a` quantifier le de´calage en fre´quence (et donc les masses) pour chacune des adsorptions,
ce qui est fait par une proce´dure reposant sur l’algorithme des moindres carre´s.
5.2.2 Me´thodes directes adapte´es
Au-dela` de la me´thode de seuillage propose´e par l’e´quipe de Caltech, il est possible de trouver
d’autres me´thodes directes adapte´es au proble`me. Ces me´thodes directes ne reposent pas sur
une analyse du syste`me de mesure mais sur la simple observation du signal de sortie, que l’on
cherche a` relier a` une information utile.
Parmi ces me´thodes, nous formons trois sous-ensembles :
1. les me´thodes axe´es ≪ De´tection de rupture ≫ ;
2. les me´thodes axe´es ≪ De´tection de pics ≫ ;
3. les me´thodes par ≪ Apprentissage ≫.
5.2.2.1 De´tection de rupture
Les premie`res me´thodes qui peuvent eˆtre mises en place afin d’estimer l’ensemble des masses
adsorbe´es sur le capteur se basent sur le fait que le signal pre´sente des discontinuite´s qui cor-
respondent aux instants de de´tection (dans l’hypothe`se ou` l’on ne de´rive pas le signal). L’ide´e
premie`re serait alors de de´tecter ces ruptures dans le signal. On retrouve tre`s fre´quemment ce
type de proble´matique en ge´nomique [XGB07, CW09] (ou en climatologie [MWJ05, RCW+07]).
La figure 5.2 illustre l’ide´e de la de´tection de rupture.
Me´thodes reposant sur un test statistique Une premie`re cate´gorie de me´thodes concerne
les de´marches axe´es sur la de´tection de rupture par le biais d’un test statistique. Ge´ne´ralement,
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Figure 5.2 – Illustration de la de´marche ≪ de´tection de rupture ≫
il s’agit de formuler une hypothe`se et de la tester contre son alternative. L’hypothe`se ≪ il n’y
a pas de rupture ≫ est appele´e hypothe`se H0 (hypothe`se nulle), l’hypothe`se alternative e´tant
appele´e H1.
Par exemple [LYFLLC11] propose d’utiliser le test statistique de Mann-Whitney et Wilcoxon.
Ce test permet de tester l’e´galite´ des distributions de deux jeux de donne´es via un test de rang.
L’ide´e serait alors d’extraire une feneˆtre du signal. Les e´chantillons de la feneˆtre seraient se´pare´s
en deux groupes. Nous formulerions l’hypothe`se H0 ≪ tous les points des deux feneˆtres sont
inde´pendants et identiquement distribue´s ≫ contre H1 ≪ les points des deux feneˆtres sont dis-
tribue´s selon deux distributions diffe´rentes ≫. L’utilisation du test permettrait dans notre cas
de se´lectionner l’hypothe`se H0 ou l’hypothe`se H1, et donc dans ce dernier cas de de´tecter qu’au
moins une rupture se situe dans la feneˆtre. L’article propose e´galement une me´thode afin de
trouver le point de rupture le plus cre´dible, par maximisation.
Citons aussi [WWW07] ou [Wan08] qui sont des me´thodes de de´tection de rupture base´es sur
une de´rivation du test de Student ou du test de Fisher.
Notons qu’il existe des versions baye´siennes de de´tection de rupture [TDL03, DTD07, MDF06].
Algorithme CUSUM L’ouvrage [BN93] traite spe´cifiquement de la de´tection de rupture
dans un signal et propose notamment l’algorithme CUSUM qui se base sur la comparaison
d’une somme de rapports de vraisemblance.
Cet algorithme consiste a` balayer le signal selon l’axe des temps. Pour chaque temps u, deux
hypothe`ses H0 et H1 sont compare´es, hypothe`ses qui donnent toutes deux lieu a` des lois de
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vraisemblance, dont les valeurs sont estime´es sur la base des e´chantillons pre´ce´dents.
L’algorithme CUSUM [BN93, Ch. 2] consiste a` comparer la quantite´ xu a` un seuil γ, l’expression
de xu e´tant :















Si un nouvel e´chantillon est teste´ et donne beaucoup de cre´dit a` l’hypothe`se H1, alors la quantite´
xu va augmenter, ainsi que Su. Si ce cre´dit a` l’hypothe`se H1 est apporte´ par d’autres donne´es,
par effet cumulatif, cette quantite´ Su va de´passer le seuil γ : la rupture sera de´tecte´e.
Dans le cas d’un test d’hypothe`se entre variables normales de meˆme variance σ2 et de moyennes











5.2.2.2 De´tection de pics
Une seconde cate´gorie de me´thodes qui peuvent eˆtre utilise´es pour re´soudre le proble`me de
de´tection consiste a` se pencher sur la de´tection de pics. Dans notre cas, ceci ne´cessiterait une
de´rivation du signal de sortie au pre´alable, ce qui serait cohe´rent avec la structure du bruit (voir
section 3.4.1). La figure 5.3 illustre l’ide´e de la de´tection de pics.
La me´thode publie´e par l’e´quipe de Caltech et de´crite ci-dessus peut eˆtre place´e dans cette
cate´gorie (de´rivation-seuillage).
Un domaine scientifique qui s’inte´resse a` ce type d’approches est celui des neuro-sciences, dans la
mesure ou` le signal e´le´mentaire transitant sur les neurones est un potentiel d’action (en anglais,
spike) qui est constitue´ d’une impulsion bre`ve dans le domaine des potentiels e´lectriques. Dans
l’objectif de de´tecter ces potentiels d’action, un nombre important de me´thodes ont e´te´ mises
en place [GJM12].
On pourra citer [GJM10] qui de´crit plusieurs me´thodes de de´tection. Parmi elles, ce papier
de´crit :
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Zones de « repos »
Zones de pics














Figure 5.3 – Illustration de la de´marche ≪ de´tection de pics ≫
– des me´thodes de seuillage avec seuillage adaptatif, dans la ligne´e de la me´thode propose´e par
Caltech ;
– des me´thodes base´es sur un ≪ ope´rateur non-line´aire de calcul de l’e´nergie ≫ (NEO pour
Nonlinear Energy Operator) qui consiste en l’estimation d’une e´nergie ≪ haute-fre´quence ≫ ;
– l’utilisation d’une de´composition en ondelettes [EBG07] (voir plus loin, section 5.2.3.3).
5.2.2.3 Apprentissage
Une tierce cate´gorie de me´thodes de traitement des donne´es serait celles des approches de type
apprentissage non base´es sur une analyse du signal.
Ce type de me´thode ne repose pas sur une mode´lisation du syste`me de mesure et permet
ge´ne´ralement une premie`re approche du sujet pour un couˆt d’analyse qui peut eˆtre re´duit. De
cette manie`re, il est possible d’aborder le proble`me conside´re´ sous l’angle de la reconnaissance
de la forme ge´ne´re´e par une adsorption a` l’aide d’un syste`me de classification.
La de´marche consisterait en :
– une extraction de caracte´ristiques a` partir du signal (elles peuvent eˆtre de natures tre`s diverses
[JDM00]) ;
– un apprentissage de la forme d’une adsorption a` partir d’une base de donne´es contenant des
morceaux de signal e´tiquete´s : classification binaire (pas d’adsorption / une adsorption) ;
– une application de l’algorithme de classification au signal observe´.
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Il serait ainsi possible de se ramener a` un proble`me de classification et donc d’utiliser les me´thodes
de classification de l’e´tat de l’art (plus proches voisins, re´seaux de neurones, machines a` vecteurs
de support, etc. . .).
5.2.2.4 Discussion sur les me´thodes directes
La principale critique que nous pouvons faire en ce qui concerne les me´thodes directes est que
ces dernie`res n’exploitent pas toute l’information disponible dans notre proble`me. En particulier,
ces me´thodes ne prennent pas en compte l’effet de la convolution par la re´ponse impulsionnelle
induite par la boucle de lecture. Notons aussi que les me´thodes directes pre´sentent ge´ne´ralement
un certain nombre de parame`tres a` re´gler (seuils, taille de feneˆtres, etc. . .) auxquels il peut eˆtre
de´licat de donner un sens.
Par conse´quent, si nous conside´rons que ces me´thodes peuvent eˆtre pleines de sens dans des
contextes ou` peu d’informations peuvent eˆtre issues d’une analyse a priori du proble`me, nous
pre´fe´rons l’emploi de me´thodes issues d’une approche proble`me inverse dans notre cas.
5.2.3 Approches proble`me inverse adapte´es
Compte-tenu de la rigueur du cadre de travail offert par l’approche proble`me inverse (voir section
4.1), nous allons nous pencher plus en de´tails sur des me´thodologies qui en de´coulent.
Rappelons la forme ge´ne´rale du mode`le direct :
H (f, g) = 0 (5.6)
avec f l’inconnue, g les donne´es observe´es et H la fonctionnelle syste`me.
Dans le cas line´aire, en utilisant la matrice syste`me H :
g =Hf (5.7)
Nous verrons quatre cate´gories de me´thodes permettant d’estimer l’inconnue sachant les donne´es
observe´es, avec une contrainte sur le caracte`re impulsionnel de la solution recherche´e :
1. l’approche de´tection ;
2. l’utilisation de la pseudo-inverse ;
3. l’utilisation de me´thodes de de´composition sur une base ;
4. l’utilisation d’approches pe´nalisation et d’approches baye´siennes.
5.2.3.1 Approche filtrage et the´orie de la de´tection
Nous proposons de nous pencher en premier lieu sur les approches type ≪ de´tection ≫.
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Cette approche consiste en une mode´lisation du signal observe´ associe´e a` l’expression d’hy-
pothe`ses qui vont eˆtre teste´es. L’hypothe`se H0 est l’hypothe`se d’absence de signal et l’hypothe`se
H1 est celle de la pre´sence d’un signal.
Dans notre cas, il s’agirait de de´tecter un adsorption, c’est-a`-dire de reconnaˆıtre une forme de
signal connue h mais d’amplitude a inconnue dans un signal bruite´ g, ǫ e´tant le bruit.
Ainsi, le proble`me se formule :
H0 : g = ǫ
H1 : g = ah+ ǫ
(5.8)
Une manie`re de re´soudre ce proble`me serait de mettre en place une strate´gie de Neyman-Pearson
afin de garantir un taux de fausse de´tection constant. En supposant le bruit ǫ normal centre´ de
matrice de covariance identite´, on se rame`ne a` un proble`me classique de de´tection d’un signal
connu a` amplitude inconnue dans un bruit blanc. Le test statistique devient [Kay98, Ch.7] le
test du GLRT (pour Generalized Likelihood Ratio Test) qui s’e´crit ici :
|gTh|2 >< γ (5.9)
Ici, γ est une constante de´pendant du niveau de bruit, de la re´ponse h et du taux de fausse-
de´tection vise´.
Ge´ne´ralement, lorsque l’on cherche a` effectuer la de´tection d’un signal impulsionnel f filtre´
par une re´ponse impulsionnelle h dans un bruit, la me´thode consiste a` effectuer une suite de
corre´lations comme indique´ sur l’e´quation (5.9) avec des re´ponses impulsionnelles h se de´calant
dans le temps. Cette ope´ration de corre´lation peut se re´-e´crire sous la forme d’un filtrage, avec un
filtre dit ≪ filtre adapte´ ≫. Le filtre adapte´ h¯ correspond a` la re´ponse impulsionnelle h retourne´e
temporellement.
Ainsi, la me´thode consiste ge´ne´ralement a` calculer la sortie du filtre adapte´ fˆ :
fˆ = g ⋆ h¯ (5.10)
Le filtre adapte´ est originellement conc¸u pour de´tecter une seule impulsion. Pour effectuer une
de´convolution impulsionnelle, il est ne´cessaire d’adjoindre un organe de de´cision. Ainsi, la sortie
de ce filtre adapte´ peut eˆtre ensuite lisse´e, seuille´e ou voir ses maxima extraits. L’estimation
d’amplitude se fait soit a` partir de la valeur de sortie du filtre, soit par une proce´dure externe.
Le filtre adapte´ peut e´galement eˆtre utilise´ au travers de l’algorithme Matching-Pursuit, que
vous verrons dans la section 5.2.3.3.
5.2.3.2 Pseudo-inverse et filtre de Haar
Une approche alge´brique simple serait celle base´e sur la matrice pseudo-inverse (que nous avons
de´crite dans la section 4.1.4.1). En effet, la matrice pseudo-inverse est une manie`re simple d’in-
verser une ope´ration de convolution.
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Rappelons l’expression de la matrice syste`me H dans le cas d’une convolution :
H =













. . . 0
hT hT−1 · · · h2 h1

(5.11)
Dans notre cas, la re´ponse impulsionnelle ne s’annule pas, donc la matrice H, quoique mal
conditionne´e, est de rang plein. Par conse´quent la matrice pseudo-inverse vaut : H† =H−1.
La me´thode consiste donc a` appliquer :
f̂pseudo-inverse =H
†g =H−1g (5.12)
Le reproche principal que l’on peut formuler a` l’encontre de cette solution est qu’elle ne prend
pas en compte le caracte`re impulsionnel de la solution. Pour pallier a` cela, une me´thode tre`s
simple consiste a` seuiller f̂pseudo-inverse.
Un second reproche vient du fait que la matriceH peut eˆtre mal conditionne´e. L’article [MBC04]
propose une alternative a` la pseudo-inverse, consistant a` utiliser une pe´nalisation L2 (appele´e
parfois, comme le fait l’auteur, filtre de Haar). Ceci permet de re´gulariser l’inversion de H en
ajoutant des e´le´ments sur la diagonale (voir la section 4.1.4.2). Le signal ainsi restaure´ est ensuite
seuille´ afin d’en retrouver le caracte`re impulsionnel.
5.2.3.3 De´composition du signal sur une base
Les premie`res me´thodes consistent a` de´composer le signal sur une base connue (voir section
4.1.3.2). D’une manie`re plus ge´ne´rale, il s’agit de re´gulariser l’inversion en se projetant sur des
sous-espaces de dimension plus petite. La de´composition sur une base peut avoir trois effets :
– re´duire la dimension du signal observe´, et donc limiter les proble`mes d’existence de la solution ;
– re´duire la dimension de l’espace de de´part (variables recherche´es) et donc limiter les proble`mes
d’unicite´ de la solution ;
– re´duire la dimension des espaces de de´part et d’arrive´e, donc rendre le proble`me plus robuste.
Les me´thodes de de´composition sont encore a` l’e´tude au travers du stage de M. Mohammed
Lamine Laoufi, e´tudiant en Master 2 a` l’INP Grenoble. Nous en donnerons toutefois les grandes
lignes.
Ondelettes Un ensemble de bases de de´composition particulie`rement utilise´ en traitement
de signal est l’ensemble des bases d’ondelettes. Les ondelettes sont des fonctions de carre´ som-
mable qui permettent de repre´senter un signal dans un espace temps-fre´quence. En effet, la base
d’ondelettes est obtenue a` partir d’une ondelette dite ≪ ondelette-me`re ≫ qui se voit translate´e
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(≪ temps ≫) et change´e d’e´chelle (≪ fre´quence ≫). La base ainsi constitue´e permet une analyse
en motifs e´le´mentaires. Cette base est plus adapte´e a` l’analyse de phe´nome`nes impulsionnels
[Mal00, Ch. 1] que la base de Fourier, par exemple, qui est quant a` elle adapte´e a` l’analyse de
phe´nome`nes pe´riodiques.
Un exemple d’utilisation d’ondelettes (dans cet exemple, ondelettes de Haar) est donne´ dans
[Cap06] pour un contexte applicatif tre`s diffe´rent du notre, en l’occurrence la de´tection de micro-
se´ismes.
Matching-Pursuit etOrthogonal Matching Pursuit L’algorithmeMatching-Pursuit [PRK93,
Sec. 1] est un algorithme de de´composition sur une base de type ≪ glouton ≫, c’est-a`-dire ne re-
mettant pas en cause les choix passe´s. Celui-ci fournit une repre´sentation parcimonieuse dans
la base de de´composition choisie ce qui permet soit de prendre une de´cision si les coefficients
peuvent eˆtre relie´s aux grandeurs recherche´es, soit de de´bruiter le signal pour lui appliquer un
algorithme de de´tection basique. Orthogonal Matching Pursuit [PRK93, Sec. 2] est l’extension
de Matching-Pursuit pour une base de de´composition orthogonale (assez souvent, une base en
ondelettes).
L’algorithme Matching-Pursuit fonctionne ite´rativement, une ite´ration e´tant structure´e comme
suit :
– faire la corre´lation du signal avec chacun des e´le´ments dans la base de de´composition ;
– trouver la corre´lation maximale (en valeur absolue) ;
– de´duire du signal observe´ le produit de la corre´lation maximale avec le vecteur de la base de
de´composition correspondant.
Prenons le cas de l’utilisation du dictionnaire forme´ par les re´ponses impulsionnelles de´cale´es du
pas d’e´chantillonnage. Notons ces re´ponses h(u) pour un de´calage de u. Dans ce cas, l’algorithme
Matching-Pursuit consiste a` estimer l’impulsion la plus probable au sens du filtre adapte´ :
uOPT = argmaxu
(|gTh(u)|) (5.13)
Ensuite, l’impulsion estime´e serait supprime´e du signal :
g = g −maxu(|gTh(uOPT)|) h(uOPT)|h(uOPT)T h(uOPT)| (5.14)
Puis l’algorithme recommencerait a` l’e´tape pre´ce´dente. D’une certaine manie`re, l’algorithme
Matching-Pursuit permet d’adapter le filtre adapte´ a` la de´convolution impulsionnelle. Il est
possible de trouver cet algorithme utilisant la re´ponse impulsionnelle sous la de´nomination
≪ CLEAN ≫ [Ho¨74].
5.2.4 Approche pe´nalisation et approche baye´sienne
Les me´thodes que nous allons de´velopper plus en de´tail sont les me´thodes reposant sur le prin-
cipe de pe´nalisation, que nous avons de´crites pre´ce´demment a` la section 4.1.4.2. Nous allons
notamment exprimer les me´thodes en terme d’inversion baye´sienne.
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Compte-tenu du lien tre`s fort qui unit pe´nalisation et approche baye´sienne (voir section 4.2.5),
nous les avons regroupe´es dans une meˆme section. Notons que la` ou` une de´marche de type
pe´nalisation fait intervenir des parame`tres auxquels il est difficile de donner un sens, la de´marche
baye´sienne fait intervenir la notion de loi a priori et permet de donner plus de sens aux choix a`
effectuer.
Rappelons le lien entre ces deux approches dans le cas d’une vraisemblance normale centre´e de
variance σ2 :
Crite`re pe´nalise´ : ‖g −Hf‖22 + λ Ω(f)
Crite`re baye´sien : ‖g −Hf‖22 − σ2 log(p(f))
(5.15)
Il est possible de trouver des pe´nalisations et des lois a priori qui vont renforcer le caracte`re im-
pulsionnel de la solution, et seront donc adapte´es pour la de´convolution impulsionnelle [MD12a].
Nous nous plac¸ons ici dans le cas classique des processus a` temps discret (voir section 3.3.1.2).
Nous pouvons extraire trois cate´gories de pe´nalisations / lois a priori :
1. les pe´nalisations associe´es a` la ≪ parcimonie ≫, qui est une approche de type ≪ pe´nalisation
de crite`re ≫ ;
2. les lois a` ≪ queue lourde ≫, qui est une approche de type ≪ crite`re probabiliste ≫ ;
3. les mode`les de me´lange, qui sont des approches de type ≪ crite`re probabiliste ≫ e´galement.
5.2.4.1 Pe´nalisations associe´es a` la ≪ parcimonie ≫
Dans le cadre de la parcimonie, le but est de trouver un signal pre´sentant de nombreuses com-
posantes a` 0 dans un dictionnaire donne´, ici une base temporelle. Le terme de pe´nalisation le
plus naturel est donc la norme l0, qui est e´gale au nombre de composantes non nulles :
Ωl0(f) = card (f 6= 0) (5.16)
La figure 5.4 illustre cette pe´nalisation. Les valeurs hors des axes sont pe´nalise´es.
Malheureusement, optimiser un crite`re construit avec cette pe´nalisation s’ave`re une ope´ration
de´licate car combinatoire. L’ide´e de Tibhsirani [Tib11] a e´te´ de relaxer ce proble`me en un
proble`me continu et diffe´rentiable presque partout, au travers d’une pe´nalisation convexe, la
pe´nalisation L1.
Ωl1(f) = ‖f‖1 (5.17)
Cette pe´nalisation est nomme´e LASSO. Le pendant baye´sien du LASSO est la loi double expo-
nentielle illustre´e par la figure 5.5. Nous proposons de tracer a` la fois la loi de probabilite´ (en
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Figure 5.4 – Illustration de la pe´nalisation L0
une dimension) et le logarithme de cette loi (c’est-a`-dire la pe´nalisation associe´e, voir 4.2.5), en
2D, en supposant les composantes inde´pendantes et identiquement distribue´es.
Cette loi prend un parame`tre d’e´chelle a et a pour expression :
p (f |a) ∝ e− |f |a (5.18)
Dans ce cas, le crite`re devient :
f̂LASSO = argmin
f
(‖g −Hf‖22 + λ‖f‖1) (5.19)
On remarquera que la vraisemblance de cette loi ne ressemble pas a` la pe´nalisation L0. Qui plus
est, des e´chantillons suivant cette loi ne seraient pas parcimonieux. En re´alite´ ici, l’e´le´ment qui
va renforcer la parcimonie ici est la singularite´ en 0 qui va ≪ attraper ≫ le crite`re sur les axes.
Il a e´te´ montre´ que sous certaines conditions, optimiser un crite`re pe´nalise´ avec Ωl1 donnait le
meˆme re´sultat que l’optimisation d’un crite`re avec Ωl0 [Sta10].
Un algorithme permettant de calculer simplement le crite`re suivant pour diffe´rentes valeurs du
parame`tre de re´gularisation λ est nomme´ LAR (Least-Angle Regression) [EHJ+04].
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Figure 5.5 – Illustration de la loi double-exponentielle avec a = 1
Dans le meˆme e´tat d’esprit, on retrouve des pe´nalisations continues, diffe´rentiables et convexes :
les pe´nalisations Lp et hyperboliques [Idi01, Ch. 5] (on parle de de´convolution ≪ L2Lp ≫ et
≪ L2Hy ≫).













f2 + a2 (5.21)
5.2.4.2 Lois a` queue lourde
Une deuxie`me solution pour renforcer la parcimonie d’une solution est l’utilisation de lois per-
mettant des valeurs tre`s faibles avec une probabilite´ assez forte et des valeurs importantes avec
une probabilite´ ne tendant pas ≪ rapidement ≫ vers 0. Utilisant des lois a priori, nous nous
PERENON Re´mi 117
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 5. TRAITEMENT MONO-MODE -- DE´CONVOLUTION IMPULSIONNELLE
plac¸ons ici dans un cadre statistique baye´sien, toujours avec une e´quivalence avec la pe´nalisation
de crite`re si un crite`re de type MAP est utilise´.
Ces lois sont ge´ne´ralement qualifie´es de ≪ lois a` queue lourde ≫, ≪ lois a` longue queue ≫, ou
encore ≪ lois leptokurtiques ≫, dans la mesure ou` leur kurtosis est positif et important.
Ces lois ne vont pas conduire a` une solution parcimonieuse stricto sensu mais vont renforcer le
caracte`re pique´ du signal d’entre´e. Il sera donc possible de faire suivre l’inversion d’une e´tape
de seuillage. Ces lois a priori vont permettre de re´gulariser le proble`me mais en pre´servant les
≪ contrastes ≫ dans le signal.
Parmi les lois a` queue lourde, il est possible de citer (liste non exhaustive, voir [MD12a]) :
– la loi de Rayleigh syme´trique ;
– la loi de Weibull syme´trique ;
– la loi de Cauchy ;
– la loi de Student-t.
Inte´ressons-nous a` la loi de Student-t. Cette dernie`re est illustre´e par la figure 5.6. Cette loi
prend pour parame`tre s ∈ N∗, dit ≪ degre´s de liberte´ ≫. Son expression est :
























































Figure 5.6 – Illustration de la loi de Student-t avec s = 1
Par rapport a` la pe´nalisation L1, cette loi s’approche visuellement plus de la pe´nalisation L0.
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Cette loi va renforcer le fait que la solution pre´sentera a` la fois un grand nombre de valeurs
autour de 0 et quelques ≪ grandes ≫ valeurs (elle est ≪ pique´e ≫).
La loi de Student-t peut eˆtre vue comme un me´lange infini de lois normales. En effet, il est
possible de re´-e´crire la loi de Student-t en faisant intervenir un parame`tre τ :

























Le de´tail du calcul est donne´ en annexe E.3. On voit ici que τ s’identifie a` une inverse-variance.
Ainsi, la loi de Student-t est en quelque sorte la somme infinie de lois normales de variances
diffe´rentes.
L’inte´reˆt de cette expression est que l’inversion pourra se faire par une sche´ma ite´ratif dans
lequel f mais aussi τ seront estime´s chacun a` leur tour, la loi p (f |τ , s) e´tant une loi normale. A
ce titre [MD12b, CMDPG13] proposent un algorithme de de´convolution impulsionnel reposant
sur l’approximation baye´sienne variationnelle qui exploite l’utilisation de la variable cache´e τ .
5.2.4.3 Mode`les de me´lange
La dernie`re cate´gorie que nous avons identifie´e concerne les mode`les de me´lange, c’est-a`-dire
la sommation de plusieurs lois de probabilite´ e´le´mentaires. Dans ce cas e´galement, nous nous
plac¸ons dans un contexte statistique baye´sien.
L’ide´e est de de´finir une loi a priori pour le bruit et une voire plusieurs lois a priori pour
l’ensemble {signal + bruit}. La loi a priori pour f est la sommation de ces deux lois.
Un exemple tre`s courant est celui du mode`le Bernoulli-Gaussien, [Idi01, Ch.5], qui consiste a`
prendre en compte explicitement la parcimonie du signal a` retrouver au cours de l’inversion.
Pour ce faire, le signal est discre´tise´, et une variable binaire (appele´e ge´ne´ralement q) valant 1
aux endroits ou` l’entre´e est non nulle et 0 ailleurs est introduite. Cette variable q suit une loi
de Bernoulli de parame`tre π. Aux endroits ou` cette variable q vaut 1, la loi a priori est une
loi normale centre´e de variance r. Aux endroits ou` q vaut 0, la loi a priori est une loi de Dirac
centre´e en 0.
p (f i|qi = 0) = δ(f i)
p (f i|qi = 1) = N (f i|0, r)
(5.24)
Ce mode`le peut se mettre sous forme hie´rarchique, comme illustre´ par la figure 5.7.
La figure 5.8 illustre cette loi. Sur cette figure, les proportions entre la loi ≪ pre´sence de signal≫ et
la loi ≪ absence de signal ≫ n’ont pas e´te´ respecte´es pour faciliter la lecture.
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Figure 5.7 – Vision hie´rarchique du mode`le Bernoulli-Gaussien






























Figure 5.8 – Illustration du mode`le Bernoulli-Gaussien avec r = 10
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Cette loi a le me´rite d’eˆtre explicitement impulsionnelle, dans la mesure ou` le mode`le favorise
les e´le´ments nuls, alors que les solutions trouve´es avec les lois a priori pre´ce´dentes doivent
eˆtre traite´es (ge´ne´ralement par seuillage) pour retrouver un caracte`re re´ellement impulsionnel.
L’autre inte´reˆt est la marginalisation des amplitudes si la vraisemblance est mode´lise´e avec une
loi normale, ce qui permet d’e´crire :
p (q|g) = p (q) N (g|0,R) (5.25)
avec :
R = rHΠHT + σ2I (5.26)
avec Π une matrice diagonale dont la diagonale est le vecteur q : Π = diag (q).
Un reproche important que l’on peut faire au mode`le Bernoulli-Gaussien est l’introduction d’une
variable binaire, qui rend le calcul analytique impossible.
Pour estimer un processus Bernoulli-Gaussien, il est possible d’employer un algorithme de re-
cherche de proche en proche, ce qui est notamment permis par le fait que seule la variable binaire
q est inconnue. A ce titre, l’article [KM82] de´crit un algorithme d’optimisation pour les mode`les
Bernoulli-Gaussien appele´ SMLR pour Single Most Likely Replacement. Cet algorithme consiste
a` chaque ite´ration a` tester tous les vecteurs q voisins du vecteur q courant, le voisinage e´tant
de´fini par la modification d’une composante du vecteur. Le vecteur donnant lieu a` la plus grande
valeur de loi a posteriori est ensuite choisi.
Il est e´galement possible de se tourner vers un mode`le plus ≪ doux ≫, comme un me´lange de deux
lois normales. L’ide´e ici est d’avoir un me´lange de deux normales, centre´es, l’une ayant une tre`s
faible variance et symbolisant l’absence de signal, et l’autre ayant une variance plus importante,
symbolisant le signal.
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5.3 De´veloppement d’une me´thode d’inversion probabiliste re-
posant sur un choix de mode`le
5.3.1 Justification de l’approche employe´e
Voyons ici les e´le´ments qui nous ont conduit au de´veloppement de notre me´thode :
1. le proble`me est en l’e´tat mal-pose´ ;
2. le mode`le Bernoulli-Gaussien nous semble explicite et facile a` de´river.
5.3.1.1 Mise en e´vidence du caracte`re mal-pose´ du proble`me
Nous avons vu pre´ce´demment a` la fois une mode´lisation du syste`me de mesure ainsi que des
me´thodes permettant l’estimation d’un signal inconnu en entre´e du syste`me.
La mode´lisation du syste`me de mesure aboutissait sur une e´quation permettant de donner une
forme au signal pour un ensemble de mole´cules incidentes donne´es. Trac¸ons ce signal pour deux
ensembles de mole´cules incidentes diffe´rentes dans la figure 5.9.
On voit ici que deux ensembles de mole´cules incidentes donnent quasiment le meˆme signal
observe´. Ainsi, si on ajoute a` ce signal une le´ge`re perturbation, il n’est plus possible de choisir
l’une ou l’autre des listes de mole´cules donne´es ci-dessus. Par conse´quent, le caracte`re stable du
proble`me n’est plus, le proble`me est donc en l’e´tat mal-pose´.
C’est pourquoi nous proposons de re´gulariser le proble`me au travers de l’introduction d’infor-
mations a priori sur la solution recherche´e, et le cadre baye´sien est particulie`rement adapte´
pour cela. De plus, nous avons montre´ dans la section 3.3.2.2 que les diffe´rentes inconnues du
syste`me influaient les unes sur les autres sous la forme d’un ensemble de relations hie´rarchiques.
Ici encore, une approche baye´sienne semble tout a` fait adapte´e pour prendre en compte ces
de´pendances.
Nous conside´rons e´galement pouvoir aller plus loin que les me´thodes de de´convolution classiques
identifie´es a` la section 5.2.3, y compris les me´thodes re´gularise´es, pour des raisons que nous
allons voir dans la section qui suit.
5.3.1.2 De´rivation du mode`le Bernoulli-Gaussien
Afin de mettre en place notre me´thode d’estimation, nous choisissons de nous inspirer du mode`le
Bernoulli-Gaussien. En effet, ce mode`le nous semble adapte´ car :
– il s’agit d’un mode`le explicitement parcimonieux ;
– les parame`tres a` re´gler (variance des impulsions, densite´ d’impulsions) nous paraissent expli-
cites, et nous pourrons estimer certains de ces parame`tres ;
– nous allons pouvoir facilement de´river ce mode`le pour l’adapter a` notre proble`me.
PERENON Re´mi 122
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques












10-11 35-36 68 97-98


































Reconstruction à partir de la liste 1
Reconstruction à partir de la liste 2


























Reconstruction à partir de la liste 1





































Figure 5.9 – Illustration du caracte`re mal-pose´ du proble`me
Comme pre´cise´ dans le dernier point pre´ce´dent, nous n’allons pas appliquer le mode`le Bernoulli-
Gaussien directement. Nous allons exprimer le proble`me comme un choix de mode`le, le mode`le
e´tant le nombre de mole´cules adsorbe´es N . Ce choix nous permettra une plus grande souplesse
de mode´lisation, pour pouvoir adresser les spe´cificite´ du proble`me suivantes :
1. les chutes de fre´quences sont toutes ne´gatives (d’ou` f i ≥ 0) la` ou` une loi a priori normale
prend des valeurs non nulles sur tout R. D’une manie`re plus ge´ne´rale, nous ne voulons pas
nous restreindre a` utiliser un mode`le a priori normal sur les amplitudes ;
2. les instants d’adsorptions peuvent eˆtre non entiers (voir section 3.2.2.3) ;
3. nous souhaitons estimer les hyperparame`tres de certaines lois.
E´tat de l’art sur le mode`le Bernoulli-Gaussien Notons que des variations autour du
mode`le Bernoulli-Gaussien existent dans l’e´tat de l’art.
En effet, Soussen et al. [SIBD11] de´rivent l’algorithme du SMLR en SBR (pour Single-Best
Replacement) en faisant tendre la variance de la loi a priori normale du mode`le Bernoulli-
Gaussien vers l’infini.
Il est e´galement possible de citer la the`se de doctorat de Se´bastien Bourguignon [Bou08], qui uti-
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lise l’algorithme de Gibbs pour estimer un mode`le Bernoulli-Gaussien dont les hyperparame`tres
sont estime´s conjointement.
Aussi, la the`se de Vincent Mazet [Maz05] enrichit un mode`le Bernoulli-Gaussien avec contrainte
de positivite´ et extension du mode`le a` des e´ve´nements en dehors de la grille d’e´chantillonnage.
Enfin, dans un cadre le´ge`rement diffe´rent, on peut citer la the`se de doctorat de Di Ge [Ge09],
dans laquelle un mode`le Bernoulli-Gaussien est utilise´ dans le cadre de la de´convolution myope
(re´ponse impulsionnelle inconnue).
Nous retirons de cette analyse de l’e´tat de l’art que le mode`le Bernoulli-Gaussien est un mode`le
puissant qui peut servir de base pour des de´veloppements plus complexes en fonction du proble`me
e´tudie´, et c’est exactement dans ce cadre que nous allons travailler.
Loi a priori permettant d’assurer la positivite´ des amplitudes de chute Le premier
inconve´nient que nous avons e´nonce´ en ce qui concerne la mode´lisation Bernoulli-Gaussienne est
celle de son support R, la` ou` nous voudrions assurer la positivite´ des amplitudes de f(t). Pour
cela, plusieurs solutions ont e´te´ propose´es. On pourra notamment citer Vincent Mazet [Maz05]
qui utilise une loi normale tronque´e. Citons e´galement Razul et al. [RFA03] , article traitant des
spectres d’e´mission nucle´aire et utilisant une loi a priori Gamma.
Permettre des instants d’adsorption non-entiers Un point important que nous avons
identifie´ est celui consistant a` permettre des instants d’adsorption non-entier. Nous enten-
dons par cela que la mole´cule s’adsorbe sur le capteur en un temps qui n’est pas un temps
d’e´chantillonnage. Cela se traduit par l’impossibilite´ d’utiliser le contexte des processus a` temps
discret (voir section 3.3.1.2), et en particulier l’impossibilite´ d’e´crire le proble`me a` l’aide d’un
vecteur binaire q. Par conse´quent, nous allons choisir d’exprimer le proble`me comme un pro-
cessus ponctuel marque´, sans contrainte de domaine sur les parame`tres recherche´s, et d’estimer
l’ordre du mode`le.
Estimer les hyperparame`tres Afin de pouvoir estimer les hyperparame`tres, nous allons
exploiter la structure hie´rarchique du proble`me, comme e´voque´ dans la section 3.3.2.2. Notons
que Vincent Mazet [Maz05] explicite e´galement cette structure. Dans notre cas, il s’agira de
retrouver le parame`tre d’intensite´ de comptage π.
5.3.2 Mode´lisation statistique des grandeurs
Voyons maintenant comment nous allons mode´liser les diffe´rentes grandeurs a` l’aide de lois de
probabilite´. Les grandeurs inconnues dans notre cas sont l’intensite´ de comptage π, et le signal
f(t) qui est parame´tre´ par le nombre d’e´ve´nements N , les temps d’adsorption ti et les amplitudes
de chutes de fre´quence f i :
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N ∈ N
ti ∈ [0, T ]N
f i ∈ R+N
π ∈ [0, 1]
(5.27)
5.3.2.1 Expression de la fonction de vraisemblance
Comme nous l’avons exprime´ dans la section 3.4.1, nous mode´lisons nos connaissances sur les
incertitudes de mesure au travers d’un bruit additif, stationnaire et ergodique qui a pour loi une
loi normale centre´e de covariance Γ.
Bien que notre signal d’entre´e f(t) soit non-parame´trique et ne soit pas un signal e´chantillonne´,
nous n’avons a` disposition pour le calcul de la vraisemblance qu’un signal e´chantillonne´ g. Par
conse´quent, nous allons, pour un signal f(t) donne´, calcule´ la sortie f(t)⋆uPLL(t) puis nume´riser
ce signal de sortie, que nous noterons f(t) ⋆ uPLL(t).
Par conse´quent :





Ici, · symbolise la discre´tisation du signal, voir section 3.4.2.2 pour plus de de´tails.
5.3.2.2 De´finition des lois a priori
Loi de probabilite´ sur l’ordre du mode`le Comme nous nous inspirons du mode`le Bernoulli-
Gaussien, nous conside´rons que l’ordre du mode`le N suit la meˆme loi que la somme de variables
de Bernoulli inde´pendantes, c’est-a`-dire une loi Binomiale de parame`tres π et T :
p (N |π) = B (N |π, T ) (5.29)
Loi de probabilite´ sur les temps d’adsorptions Nous mode´liserons les temps d’adsorption
comme uniforme´ment re´partis sur {1, T} ou sur [0, T ] selon si les temps d’adsorptions sont entiers
(processus a` temps discret) ou libres (processus ponctuel marque´), voir sections 3.3.1.1 et 3.3.1.2 :
p (ti|π) = U{1,T}(ti) (5.30)
ou p (ti|π) = U[0,T ](ti) (5.31)
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Loi de probabilite´ sur les amplitudes de chute Les amplitudes de chute de fre´quence f i
seront distribue´es sous une loi de support positif. Nous proposons de prendre la loi Gamma :
p (f i) = Gam (f i|km, θm) (5.32)
ou` km, et θm sont respectivement les parame`tres de forme et d’e´chelle de la loi Gamma.
Loi de probabilite´ sur l’intensite´ de comptage Le parame`tre d’intensite´ de comptage, π,
sera distribue´ selon une loi Beˆta. Cette loi, a` support [0, 1], est la loi a priori conjugue´e pour le
parame`tre d’une loi Binomiale (voir tableau 4.1, page 89) :
p (π) = Bet (π|aπ, bπ) (5.33)
ou` aπ et bπ sont les parame`tres de la loi Beˆta.
5.3.2.3 E´criture des lois a posteriori des parame`tres de la liste pour un ordre de
mode`le donne´
Compte-tenu de la mode´lisation formule´e ci-dessus, nous pouvons e´crire la probabilite´ a poste-
riori jointe de tous les parame`tres de la liste sachant un mode`le N donne´ (ces parame`tres sont
inde´pendants de π conditionnellement a` N), dans le cas ou` les temps d’adsorption sont entiers :






U{1,T} (ti) Gam (f i|km, θm)
(5.34)
et dans le cas ou` les temps d’adsorption ne sont pas entiers :






U[0,T ](ti)Gam (f i|km, θm)
(5.35)
5.3.2.4 E´criture des autres lois a posteriori conditionnelles
Aussi, il est possible d’e´crire la loi a posteriori conditionnelle a` π du mode`le N :
p (N |π, g) ∝ B (N |π)
∫
p (t1, . . . tN , f1, . . . fN |N, g) dtidf i (5.36)
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Et enfin, nous e´crivons la loi a posteriori conditionnelle a` N de l’intensite´ de comptage π :
p(π|N,T ) = Bet (π|aπ +N, bπ + T −N) (5.37)
5.3.3 Estimation
5.3.3.1 Utilisation d’un algorithme hybride RJMCMC MCMC
Afin d’explorer convenablement l’espace des mode`les et l’espace des parame`tres au sein de chaque
mode`le, nous proposons d’utiliser un algorithme hybride RJMCMC-MCMC (voir section 4.3).
Nous proposons ainsi d’utiliser deux structures diffe´rentes. La premie`re sera utilise´e pendant
le temps de chauffe et sera une strate´gie d’exploration de mode`le. La seconde visera plus
spe´cifiquement a` effectuer l’e´tape de de´convolution impulsionnelle. Dans les deux cas, il s’agit
d’une e´tape RJMCMC suivi d’une ou plusieurs e´tapes MCMC.
La structure sera la suivante :
1. a` l’ite´ration j, une e´tape RJMCMC est effectue´e. Celle-ci permet de changer l’ordre du
mode`le, qui sera note´ N (j) ;
2. si l’ordre du mode`le a e´te´ change´ par ajout d’un e´ve´nement dans la liste, et que nous
nous situons au-dela` du temps de chauffe, nous e´chantillonnons les parame`tres f i0 et ti0
de l’e´ve´nement concerne´ i0 par le changement avec B e´tapes MCMC (nous ne proposons
pas de controˆle automatique de convergence mais nous prendrons B suffisamment grand)
nous remplac¸ons ensuite f i0 et ti0 par leur valeur moyenne estime´e par la chaˆıne ;
3. pour finir, chacun des parame`tres du mode`le d’ordre N (j) sont e´chantillonne´s avec une
e´tape MCMC, le parame`tre π est e´galement e´chantillonne´ ; si nous nous situons au dela`






(j), les valeurs des chaˆınes MCMC.
Les figures 5.10 et 5.11 re´sument ces structures respectivement pendant et apre`s le temps de
chauffe. Il sera question d’un ≪ vote ≫ que nous de´taillerons ci-dessous.
Qui plus est, lorsque nous sortons du temps de chauffe, nous e´chantillonnons tous les parame`tres
avec B e´tapes MCMC puis nous remplac¸ons leur valeur par la valeur moyenne estime´e par les
chaˆınes MCMC.
Nous proposons d’utiliser un e´chantillonneur RJMCMC pour modifier le nombre de mole´cules
adsorbe´es N , et trois e´chantillonneurs de Metropolis-Hastings Q1, pour de´placer les temps ti,
Q2, pour modifier les fre´quences f i, et Q3 pour e´chantillonner l’intensite´ de comptage π.
Etape RJMCMC L’e´tape RJMCMC consiste a` e´chantillonner le mode`le, c’est-a`-dire le
nombre de mole´cules adsorbe´es N . Nous allons faire reposer cette e´tape RJMCMC sur l’al-
gorithme de Green (voir section 4.3.3.2). Nous mettons en place des changements de mode`le qui
consistent a` :
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Etape RJMCMC
1 étape MCMC sur




dans la chaîne MCMC
Figure 5.10 – Structure de l’algorithme hybride RJMCMC / MCMC mono-mode pendant le
temps de chauffe
– soit ajouter un e´ve´nement temporel ;
– soit supprimer un e´ve´nement temporel.
Ce type d’approche est parfois de´nomme´e BDMCMC (pour Birth and Death Monte-Carlo Mar-
kov Chain) [AO09]. Il existe e´videmment d’autres changements de mode`le qui permettent de
mieux e´chantillonner la dimension du mode`le et d’e´viter de rester bloque´ dans des optima lo-
caux. Parmi eux, la possibilite´ de fusionner ou d’e´clater les e´ve´nements est de´crite dans plusieurs
articles [RFA03, MFM+12]. Toutefois, nous nous contenterons de ces deux mouvements.
Lors d’un changement de mode`le ≪ ajout d’un e´ve´nement ≫, nous proposons de tirer les pa-
rame`tres cre´e´s avec leur loi a priori respective. Le de´tail des calculs des probabilite´s d’acceptation
est donne´ en annexe E.4.
Etape MCMC Les e´tapes MCMC consistent a` e´chantillonner les parame`tres au sein d’un
mode`le de dimension N (j), la dimension courante, a` savoir chacun des parame`tres f i et ti,
i ∈ [1, N (j)], ainsi que l’hyperparame`tre sur l’intensite´ de comptage π.
Le premier de ces e´chantillonneurs sera l’e´chantillonneur de f i, qui sera un e´chantillonneur a`




i |f (j−1)i ) = N
(
fpi |f (j−1)i , δf
)
(5.38)
Le second e´chantillonneur sera l’e´chantillonneur de ti, qui sera :
– dans le cas ou` les temps d’adsorption sont situe´s sur la grille d’e´chantillonnage, un e´chantillonneur
a` marche ale´atoire avec une fonction de proposition qui incre´mentera ou de´cre´mentera d’une
unite´ les temps ;
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dans la chaîne MCMC
+ vote
Figure 5.11 – Structure de l’algorithme hybride RJMCMC / MCMC mono-mode apre`s le temps
de chauffe
– dans le cas ou` les temps d’adsorption sont situe´s hors de la grille d’e´chantillonnage, un
e´chantillonneur a` marche ale´atoire avec une fonction de proposition normale, centre´e sur le
point courant et de variance δt.
Soit, dans le premier cas :
Q2(t
p
i |t(j−1i )) = 0.5 δ(t(j−1)i + 1) + 0.5 δ(t(j−1)i − 1) (5.39)
Et dans le second cas :
Q2(t
p
i |t(j−1)i ) = N
(
tpi |t(j−1)i , δt
)
(5.40)
Le troisie`me e´chantillonneur sera celui du parame`tre π, pour lequel, compte-tenu du choix de la
loi a priori, nous pouvons utiliser une e´tape de Gibbs avec e´chantillonnage explicite :
Q3(π
p|π(j−1)) = Q3(πp)
= p(π|N (j), T )
= Bet
(
π|aπ +N (j), bπ + T −N (j)
) (5.41)
5.3.3.2 Le syste`me de vote
Dans ce chapitre, nous visons a` effectuer une e´tape de de´convolution impulsionnelle, c’est-a`-dire
a` estimer un signal impulsionnel. Remarquons que cette estimation ne fait pas partie de notre
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proble´matique de de´part qui consiste a` retrouver un spectre de masse. Cependant, pour pouvoir
fournir un re´sultat interme´diaire (ce qui est l’objet de ce chapitre), nous proposons une solution
pour estimer ledit signal impulsionnel.
Travail de Vincent Mazet Pour e´tudier ce point, il est inte´ressant, une fois de plus, de se
pencher sur le travail de the`se de Vincent Mazet [Maz05, Ch. 3.5, Ch. 4.4]. Ce dernier distingue
deux cas.
Dans le premier cas, le proble`me est exprime´ sous forme de processus a` temps discret (voir
section 3.3.1.2) et a` l’aide d’un vecteur q. Dans ce cas, Vincent Mazet expose deux estimateurs,
l’estimateur de Cheng et al. [CCL96] ainsi que l’estimateur de Rosec et al. [RBNC03], et en
propose un nouveau. Dans tous les cas, l’ide´e ge´ne´rale est de sommer les vecteurs q(j) entre eux
puis de prendre une de´cision (par seuillage ge´ne´ralement) sur la de´tection d’un instant.
Dans le second cas, le proble`me est exprime´ sous forme de processus ponctuel marque´ (voir
section 3.3.1.1), et la dimension du mode`le d’entre´e est fixe´e a` un nombre suffisamment e´leve´.
Chaque entre´e de la liste formant le signal d’entre´e est constitue´e d’un temps (l’e´quivalent de nos
ti), d’une amplitude (l’e´quivalent de nos f i) et d’une variable binaire permettant de se´lectionner
ou non la ligne concerne´e. Ainsi, Vincent Mazet se rame`ne a` un proble`me a` dimension fixe
(parame´trique).
Dans ce second cas, l’estimation se fait en suivant l’e´volution de chacun des parame`tres de la
liste. Le point crucial ici est que les lignes peuvent permuter, c’est-a`-dire que si a` une ite´ration
j1 le parame`tre ta vaut 13 et le parame`tre tb vaut 20, il est possible qu’a` une ite´ration j2 le
parame`tre ta vaille 20 et que le parame`tre tb vaille 13. Par conse´quent, il n’est plus possible
de faire une moyenne pour chaque parame`tre. La solution propose´e par Vincent Mazet est de
re´-indexer les entre´es de la liste.
Solution propose´e Prenant en compte les difficulte´s expose´es ci-dessus, nous avons propose´
un syste`me d’estimation simple, en deux e´tapes, de´crites ci-dessus :
– une premie`re e´tape de de´couverte ;
– une seconde e´tape d’estimation.
Au cours de la premie`re e´tape, l’algorithme explore la loi a posteriori. Ceci correspond au ≪ temps
de chauffe ≫.
La seconde e´tape consiste a` e´chantillonner le mode`le et les parame`tres et de faire voter a` chaque
ite´ration (au sens des e´tapes RJMCMC) les temps estime´s. Ainsi, nous cre´ons un vecteur q qui
servira de vecteur de ≪ vote ≫. A chaque ite´ration du temps de chauffe, et pour chaque entre´e de
la liste estime´, nous notons u0 le temps d’e´chantillonnage le plus proche du temps en question.
Nous incre´mentons de 1 le vecteur q sur la composante u0.
La de´cision s’effectuera de deux manie`res, tre`s simples. La premie`re consiste a` prendre comme
instants d’e´chantillonnage les composantes de q valant au moins 50% du nombre d’e´chantillons
sur lesquels le cumul s’est effectue´. La seconde consiste a` calculer le nombre de mole´cules ad-
sorbe´es selon le MMAP N̂MMAP, c’est-a`-dire en moyennant la chaˆıne N
(j), puis a` se´lectionner
les N̂MMAP valeurs les plus e´leve´es de q.
PERENON Re´mi 130
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 5. TRAITEMENT MONO-MODE -- DE´CONVOLUTION IMPULSIONNELLE
Notons que ce syste`me est tre`s largement sous-optimal. Notamment, nous ne pourrons pas
prendre en conside´ration deux e´ve´nements tre`s proches (il seront alors dans le meˆme e´chantillon
de q). Il est possible d’envisager alors des vecteurs q sur-e´chantillonne´s. Nous nous contenterons
d’un vecteur de dimension T .
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5.4 Re´sultats
5.4.1 De´finitions des crite`res de performance
Afin de pouvoir exprimer les performances de nos algorithmes en terme de de´tection mono-mode,
nous proposons d’utiliser deux crite`res de performance.
La premie`re de ces grandeurs est le taux de bonne de´tection TBD ou ≪ sensibilite´ ≫. Celui-ci est
de´fini comme :




La seconde de ces grandeurs sera le taux de faux positifs TFP . Celui-ci est de´fini comme :
TFP =
nombre d’e´ve´nements de´tecte´s a` tort
nombre d’e´chantillons - nombre d’e´ve´nements
(5.43)
Nous pouvons aussi utiliser la ≪ spe´cificite´ ≫ qui vaut 1 moins le taux de faux positifs.
spe´cificite´ = 1− nombre d’e´ve´nements de´tecte´s a` tort
nombre d’e´chantillons - nombre d’e´ve´nements
(5.44)
Calcul du taux de bonne et de fausse de´tection Pour calculer les valeurs de´finies ci-
dessus, nous ferons l’appariement entre la liste estime´e et la liste simule´e selon le principe suivant :
– pour chaque instant de la vraie liste, trouver l’instant estime´ le plus proche ;
– si cet instant estime´ est plus proche d’un autre instant de la vraie liste, recommencer l’ope´ration
en retirant cet instant estime´ ;
– si les deux instants (vrai et estime´) sont diffe´rents d’une quantite´ infe´rieure a` γd, les instants
sont appareille´s puis retire´s de leur liste respective (liste vraie et liste estime´e) ;
– une fois une des deux listes e´puise´e, ou si il n’est plus possible d’appareiller deux instants :
– le nombre d’instants appareille´s est le nombre d’e´ve´nements de´tecte´s,
– le nombre d’e´le´ments restant dans la liste estime´e est le nombre d’e´ve´nements de´tecte´s a`
tort.
Compromis et courbe ROC Ces deux grandeurs que sont la sensibilite´ et la spe´cificite´ sont
e´troitement lie´es. En effet, une configuration qui favorisera les de´tections aura tendance a` aug-
menter la sensibilite´. A l’inverse, une configuration plus sobre en terme de de´tection pre´sentera
une sensibilite´ re´duite mais une spe´cificite´ plus e´leve´e. Les cas extreˆmes sont des algorithmes qui
ne de´tectent soit rien (spe´cificite´ de 1 et sensibilite´ de 0) soit tout (spe´cificite´ de 0 et sensibilite´
de 1).
Lorsqu’une me´thode pre´sente un parame`tre re´glable susceptible de faire varier ces deux taux, il
sera ne´cessaire de trouver un compromis entre sensibilite´ et spe´cificite´, en fonction du cas appli-
catif conside´re´. Ainsi, les algorithmes de´die´es aux applications RADAR (pour RAdio Detection
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And Ranging, ou de´tection et te´le´me´trie radio), par exemple, cherchent a` avoir des spe´cificite´s
constantes [RFKN92].
Pour visualiser ce compromis entre spe´cificite´ et sensibilite´, nous allons repre´senter la relation
entre ces deux grandeurs au travers d’une courbe ROC (pour Receiver Operating Characteristic),
qui trace l’e´volution de la sensibilite´ en fonction du taux de faux positifs.
Notons qu’un travail tre`s similaire peut eˆtre trouve´ dans [bou].
5.4.2 Re´sultats sur donne´es simule´es
5.4.2.1 Modalite´s de simulation
Nous allons tester notre me´thode sur donne´es simule´es. Pour simuler les donne´es, nous com-
menc¸ons par ge´ne´rer ale´atoirement un signal d’observation sur T e´chantillons. Pour cela, nous
ge´ne´rons N couples {ti, f i}, les ti e´tant tire´s ale´atoirement entre 1 et T . Nous veillons notamment
a` ce qu’il n’y ait pas deux ti identiques.
Nous ge´ne´rons ensuite le signal re´sultant de ce vecteur f(t) en appliquant (3.12), page 59, puis
en discre´tisant le signal. Nous ajoutons a` ce signal un bruit suivant une loi normale de variance
σ2 que nous inte´grons (fonction Matlab cumsum), ce qui en fait un bruit en 1/f pur.
Les parame`tres de simulation sont donc :
– T le nombre d’e´chantillons ;
– σ l’e´cart-type du bruit ;
– τ le temps de re´ponse de la boucle a` verrouillage de phase (exprime´ en pe´riodes d’e´chantillonnage) ;
– N le nombre de mole´cules ;
– les valeurs des chutes de fre´quence que nous pre´ciserons plus loin.
Le tableau 5.1 donne les valeurs des parame`tres de simulation.
T σ τ N
200 e´chantillons 1 5 e´chantillons 10 adsorptions
Table 5.1 – Valeurs des parame`tres de simulation mono-mode
5.4.2.2 Parame`tres de l’algorithme
La me´thode que nous avons propose´e prend un certain nombre de parame`tres, il s’agit notam-
ment :
– du temps de chauffe, note´ Jb ;
– du nombre total d’ite´rations J ;
– du nombre d’ite´rations MCMC B lorsqu’un e´ve´nement est ajoute´ hors du temps de chauffe ;
– des parame`tres des lois de proposition δf et δt ;
– des parame`tres des lois a priori km et θm, aπ et bπ.
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Les tableaux 5.2 et 5.3 donnent respectivement les parame`tres des algorithmes et les parame`tres
des lois a priori.
Jb J B δf δt
3000 4000 500 20 1
Table 5.2 – Valeurs des parame`tres de l’algorithme pour le traitement des donne´es simule´es
mono-mode
km θm aπ bπ
1 100 1 T
Table 5.3 – Valeurs des parame`tres des lois a priori pour le traitement des donne´es simule´es
mono-mode
5.4.2.3 Algorithmes de re´fe´rence
Nous allons comparer notre me´thode a` plusieurs algorithmes de re´fe´rence, qui fonctionnent
comme processus a` temps discret (voir section 3.3.1.2), et qui de´tecterons les temps d’adsorption :
1. un me´thode par seuillage ;
2. une me´thode par pseudo-inverse ;
3. une me´thode base´e sur le LASSO : l’algorithme LAR ;
4. une me´thode base´e sur Matching-Pursuit : l’algorithme CLEAN ;
5. une me´thode Bernoulli-Gaussienne : l’algorithme SMLR.
Vu que le bruit est un bruit en ≪ 1/f ≫, nous proposons que ces algorithmes traitent les signaux
de´rive´s (fonction matlab diff ), en utilisant comme re´ponse impulsionnelle la de´rive´e de re´ponse
uPLL(t).
Seuillage La me´thode par seuillage (voir section 5.2.1) est la me´thode la plus basique. Celle-ci
consiste a` comparer le signal a` un seuil, variable. Celui-ci variera entre 0 et 200 par pas de 1.
Le seuillage effectue´, nous proposons de de´tecter les ≪ paquets ≫ de de´tection, c’est-a`-dire les
ensembles d’instants successifs de´tecte´s, et de les re´duire a` un seul instant (le premier instant
du paquet).
Pseudo-inverse La me´thode par pseudo-inverse (voir section 5.2.3.2) consiste a` appliquer la
matrice pseudo-inverse sur le signal puis a` le seuiller avec un seuil pre´alablement fixe´. Celui-ci
variera entre 0 et 200 par pas de 1.
LASSO La me´thode LASSO (voir section 5.2.4.1) est une me´thode pe´nalise´e. Nous utilisons
le code de Karl Sjo¨strand accessible a` l’adresse :
http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=3897
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Le parame`tre variable est le parame`tre de re´gularisation, que nous ferons varier entre 0 et 1 par
pas de 0.1 puis entre 1 et 100 par pas de 1.
Matching Pursuit La me´thode Matching Pursuit (voir section 5.2.3.3) est une me´thode de
de´composition sur une base. Nous choisissons ici la base forme´e des re´ponses impulsionnelles
de´cale´es du pas d’e´chantillonnage. Nous utilisons le code de Joshua Carmichael accessible a`
l’adresse :
http://www.mathworks.com/matlabcentral/fileexchange/27454-matchpurs-m
Le parame`tre variable sera le nombre de variables actives (le nombre d’instants de´tecte´s), qui
variera entre 0 et T , par pas de 1.
Bernoulli-Gaussien et SMLR Le mode`le Bernoulli-Gaussien (voir section 5.2.4.3) est un
mode`le statistique de me´lange. Nous avons imple´mente le code de´crit dans [Idi01, Ch. 5]. Le
parame`tre π (intensite´ de comptage) sera fixe´ a` 0.05. Le parame`tre variable sera le parame`tre a
priori de la variance des impulsions, auquel nous donnerons les valeurs 52, 102, 202, 502, 1002,
2002, 5002, 10002, 20002, 50002, 100002.
5.4.2.4 Re´sultats avec instants d’adsorption entiers
Nous allons de´sormais caracte´riser les performances dans le cas ou` les instants d’adsorption sont
entiers. Ici, nous tirons uniforme´ment les f i entre 0 et 100 Hz. Nous moyennons les performances
sur 50 re´pe´titions. Le seuil pour l’appariement des instants vaut γd = 1 e´chantillon.
Nous entendons par ≪ MCMC1 ≫ la me´thode consistant a` effectuer la de´tection en utilisant
l’estimation de l’ordre du mode`le au sens du MMAP, et ≪ MCMC2 ≫ la me´thode consistant a`
effectuer la de´tection par seuillage du vecteur q.
La courbe ROC re´sultante est donne´e par la figure 5.12 (la partie droite est un zoom sur les
performances de notre me´thode).
Le tableau 5.4 donne les temps de calcul moyens des diffe´rents algorithmes (Seuil, PI pour
≪ Pseudo-inverse ≫, LASSO, MP pour ≪ Matching Pursuit ≫, SMLR, MCMC1 et MCMC2 ).
Dans le cas de la pseudo-inverse et de l’algorihme LASSO, il est possible de mettre en commun
le calcul pour diffe´rents parame`tres de re´gularisation. Nous n’en avons pas tenu compte dans ce
tableau.
Seuil PI LASSO MP SMLR MCMC1 MCMC2
0.04 ms 15.3 ms 93.0 ms 104.2 ms 1.3 s 106.0 s 106.0 s
Table 5.4 – Temps de calcul des diffe´rents algorithmes en mono-mode avec instants d’adsorption
entiers
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Courbe ROC en simulation mono-mode
 
 
Figure 5.12 – Courbe ROC mono-mode pour une simulation avec N = 10 e´ve´nements et des
instants d’adsorption entiers
5.4.2.5 Re´sultats avec instants d’adsorption non-entiers
Nous allons de´sormais caracte´riser les performances dans le cas ou` les instants d’adsorption ne
sont pas entiers. Ici, nous tirons uniforme´ment les f i entre 0 et 100 Hz. Nous moyennons les per-
formances sur 50 re´pe´titions. Le seuil pour l’appariement des instants vaut γd = 2 e´chantillons.
La courbe ROC re´sultante est donne´e par la figure 5.13 (la partie droite est un zoom sur les
performances de notre me´thode). Le tableau 5.5 donne les temps de calcul moyens des diffe´rents
algorithmes.
Seuil PI LASSO MP SMLR MCMC1 MCMC2
0.03 ms 9.4 ms 95.2 ms 109.6 ms 1.3 s 110.6 s 110.6 s
Table 5.5 – Temps de calcul des diffe´rents algorithmes en mono-mode avec instants d’adsorption
non-entiers
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Courbe ROC en simulation mono-mode
 
 
Figure 5.13 – Courbe ROC mono-mode pour une simulation avec N = 10 e´ve´nements et des
instants d’adsorption non entiers
PERENON Re´mi 137
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 5. TRAITEMENT MONO-MODE -- DE´CONVOLUTION IMPULSIONNELLE
5.4.3 Validation de la me´thode sur donne´es re´elles
Validons de´sormais notre me´thode sur donne´es re´elles. Nous allons ici traiter un exemple, issu de
sessions expe´rimentales de De´cembre 2012, sur des agre´gats de Tantale d’un diame`tre nominal
de 6.5 nm, soit une masse nominale d’environ 1420 kDa.
Le tableau 5.6 donne les valeurs des parame`tres du mode`le direct, a` savoir le nombre d’e´chantillons
T , la pe´riode d’e´chantillonnage Te et le temps de re´ponse τ .
T Te τ
5000 e´chantillons 2 ms 10 ms
Table 5.6 – Valeurs des parame`tres du mode`le direct pour les donne´es re´elles mono-mode
Nous prendrons un filtre blanchisseur d’ordre V = 5. Les coefficients du filtre sont donne´s dans
le tableau 5.7 :
Mode 1 a1,1 a2,1 a3,1 a4,1 a5,1
1.7989 −1.1393 0.0358 0.0374 −0.1959
Table 5.7 – Coefficients des filtres blanchisseurs pour le traitement des donne´es re´elles mono-
mode
Les tableaux 5.8 et 5.9 donnent respectivement les parame`tres des algorithmes et les parame`tres
des lois a priori.
Jb J B δf δt
4000 5000 100 20 1
Table 5.8 – Valeurs des parame`tres de l’algorithme pour le traitement des donne´es re´elles
mono-mode
km θm aπ bπ
1 500 1 T
Table 5.9 – Valeurs des parame`tres des lois a priori pour le traitement des donne´es re´elles
mono-mode
La figure 5.14 illustre la de´tection des instants de chute en les identifiant par un cercle rouge.
La me´thode de de´cision retenue ici est la me´thode de seuillage du vecteur q.
5.4.4 Discussion
Nous venons de tester notre me´thode, de la confronter a` des algorithmes alternatifs et de la
tester sur donne´es re´elles.
Rappelons que nous voulions :
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Figure 5.14 – Illustration de la de´tection mono-mode sur un signal expe´rimental
– ne pas nous contraindre a` utiliser la loi a priori normale sur les amplitudes des chutes de
fre´quence ;
– permettre des instants d’adsorption non-entiers ;
– estimer automatiquement certains hyperparame`tres.
Si la proble´matique peut paraˆıtre relativement simple sur donne´es re´elles, les chutes de fre´quence
e´tant espace´es et de grande amplitude, nous avons voulu tester plus en profondeur nos algo-
rithmes en augmentant significativement le taux de comptage lors des simulations.
En simulation, on note un bon comportement de l’algorithme en terme de de´tection, si l’on
cherche a` maintenir le taux de fausse de´tection relativement bas (infe´rieur a` 0.5%, par exemple).
L’algorithme se basant sur le seuillage de q est le plus prudent en terme de de´tection.
Lorsque les instants d’e´chantillonnage sont entiers, notre algorithme pre´sente des performances
similaires a` celles de l’algorithme SMLR, qui est le meilleur algorithme ici. Un avantage de notre
algorithme ici est le calcul automatique de l’intensite´ de comptage π. Le prix a` payer est le
couˆt calculatoire, la me´thode MCMC e´tant presque 100 fois plus lente que la me´thode SMLR,
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pour des performances de de´tection comparables. Notons que l’algorithme SMLR exploite la
possibilite´ de mettre a` jour de manie`re re´cursive de la fonction de vraisemblance, ce que nous
n’avons pas exploite´ dans le cadre de notre algorithme. Si nous ignorons cette ame´lioration, le
temps de calcul moyen du SMLR (pour une variance de 100002 et instants d’adsorption entiers)
se monte a` 114.0 s. Ceci nous ame`ne a` croire que notre algorithme pourrait grandement be´ne´ficier
de cette mise a` jour re´cursive, et pourrait, a` de´faut d’obtenir des temps de calcul infe´rieurs aux
autres algorithmes, pre´senter des temps de calcul comparables au SMLR.
Lorsque les instants d’e´chantillonnage ne sont pas entiers, aucun algorithme de re´fe´rence n’ob-
tient des performances de de´tection comparables au notre. Ceci est tout a` fait cohe´rent avec le
fait que nous avons de´veloppe´ notre algorithme pour pouvoir prendre en compte ce phe´nome`ne
non-entier. Les autres algorithmes peˆchent dans ce cas pre´sent car ces derniers essaient de placer
deux chutes de fre´quence pour un chute de fre´quence vraie, ce qui est duˆ a` l’effet du caracte`re
non-entier des instants d’adsorption sur la re´ponse du syste`me de´rive´e (voir figure 3.5 notam-
ment). Notons que des ame´liorations du mode`le Bernoulli-Gaussien dans le cas non-entier sont
propose´es dans l’e´tat de l’art, comme [Car13] qui propose un sur-e´chantillonnage, ou [DID97] qui
propose un extension continue (mode`le Poisson-Gaussien). Une comparaison avec ces me´thodes
ne pourrait eˆtre que be´ne´fique.
On notera globalement un bon comportement de l’algorithme base´ sur Matching-Pursuit, qu’il
faut mode´rer ici. En effet, le nombre d’adsorptions sur nos simulations est constant et le pa-
rame`tre variable pour cet algorithme est justement le nombre d’adsorptions. Dans un autre
contexte, il serait plus cohe´rent d’utiliser comme parame`tre variable l’erreur de reconstruction
pour un ensemble de variables actives donne´.
Aussi, nous ne pouvons pas ici exposer les avantages du premier point cite´ ci-dessus, a` savoir
l’utilisation d’une autre loi a priori sur les amplitudes des chutes de fre´quence que la loi normale.
Par contre, ce point prendra tout son sens au chapitre suivant.
Sur donne´es re´elles, l’algorithme de´tecte toutes les chutes de fre´quence visibles a` l’œil. Ceci a le
me´rite de valider notre mode`le et de prouver que notre travail en simulation n’est pas de´connecte´
de tout sens physique.
En re´sume´, nous venons de mettre en place un algorithme de de´tection efficace en termes de
performances de de´tection, bien que relativement lent. Notre algorithme est comparable au
meilleur algorithme auquel nous nous comparons, le SMLR en l’occurrence. La me´thode que
nous proposons ici pre´sente l’avantage d’offrir une grande liberte´ de mode´lisation. Ainsi, elle va
nous servir de base pour mettre en place un algorithme plus spe´cifique a` notre proble`me.
Le travail restant a` accomplir est donc la de´rivation de ce travail a` la de´convolution multi-mode,
ce a` quoi nous adjoindrons la quantification des masses adsorbe´es.
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Chapitre 6
Traitement multi-mode – De´tection et
quantification
Dans ce chapitre, nous allons e´tendre la de´convolution impulsionnelle vue pre´ce´demment au
cas multi-mode. Comme pre´ce´demment, nous introduirons le cadre de travail, de´finirons des
me´thodes de re´fe´rence puis de´velopperons notre propre contribution que nous testerons.
Sommaire de ce chapitre
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6.1 Cadre de travail
Le cadre de travail dans lequel nous allons nous inscrire sera le cadre de la de´convolution im-
pulsionnelle associe´e a` l’estimation de la masse de chacune des mole´cules. Ceci correspond aux
parties ≪ De´tecter ≫ et ≪ Quantifier ≫ identifie´es dans la section 3.5.
Dans ce cadre-ci, il s’agit non seulement d’inverser l’ope´ration de convolution que l’on retrouve
dans l’e´quation (3.11) et de prendre en compte le fait que l’information se re´pe`te sur plusieurs
signaux, mais aussi d’inverser les e´quations non-line´aires f i,k = αkmi φk(zi) afin de retrouver la
masse mi.
Nous travaillerons avec les hypothe`ses suivantes :
– K = 2 harmoniques sont observe´es. Nous exploiterons la simultane´ite´ des chutes de fre´quences
sur les diffe´rents modes. Cette fois-ci, il est possible d’estimer mi et zi.
– Les re´ponses du syste`me a` une adsorption uPLL,k(t) sont connues, comme pre´ce´demment. Ces
re´ponses de´pendent a` la fois du parame`tre de temps de re´ponse τ mais aussi du de´calage entre
les modes κ.
– La loi de probabilite´ du bruit est connue, comme pre´ce´demment. Ici, les parame`tres de bruit
sont les coefficients des filtres blanchisseur pour le mode 1 a1 et pour le mode 2 a2 ainsi que
la matrice de covariance inter-mode Γm.
– La ge´ome´trie des capteurs sera une ge´ome´trie de type double-clamped.









avec N le nombre d’adsorptions sur la feneˆtre d’observation. A partir de ces signaux, il est
possible de ge´ne´rer les signaux fk(t), voir sections 3.3.1.1 et 3.3.1.2. Il est e´galement possible de
reconstruire g par convolution et e´chantillonnage.
Nous introduirons e´galement le parame`tre π, qui sera inconnu et qui repre´sente l’intensite´ de
comptage (ou densite´ temporelle d’adsorptions).
Comme dans le chapitre pre´ce´dent, nous repre´sentons les connaissances a priori sur le bruit par
le jeu de parame`tres θǫ, celles sur π par θπ, celles sur les mi par θm et celles sur les zi par θz.
Le nombre de mole´cules N de´pend de π et de T , et les temps ti ne de´pendent que de T .
Ce cadre de travail peut se repre´senter au travers de la mode´lisation hie´rarchique illustre´e par
la figure 6.1.
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Figure 6.1 – Mode´lisation hie´rarchique du proble`me de de´tection – quantification
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6.2 Me´thodes de re´fe´rence
6.2.1 E´tat de l’art – me´thodes publie´es
Dans le cadre de notre recherche bibliographique, nous n’avons pas trouve´ de document traite-
ment spe´cifiquement de la de´tection de chutes de fre´quences simultane´es sur un signal issu d’un
capteur de masse NEMS.
Si aucune information n’est disponible en ce qui concerne la de´tection des chutes de fre´quence,
il est possible de trouver des re´fe´rences en ce qui concerne la quantification de la masse de la
mole´cule adsorbe´e e´tant donne´es les chutes de fre´quence subse´quentes ∆fk,m,z. Ce proble`me sera
plus de´taille´ dans l’annexe D.
Me´thode de recherche d’une solution aux e´quations non-line´aires La premie`re me´thode
est celle publie´e par Dohn et al. [DSBH07].
Cette me´thode consiste a` chercher une solution au syste`me d’e´quations suivant :
∆f1,m,z = −α1 φ1(z)m
∆f2,m,z = −α2 φ2(z)m
(6.3)
Sous certaines hypothe`ses sur les fonctions φk(z), le syste`me admet une unique solution.
L’ide´e de l’article de Dohn et al. est alors de trouver le couple {m, z} qui satisfasse a` ces e´quations.
La me´thode de re´solution propose´e dans l’article est une me´thode graphique, de´cline´e dans le
cas de la ge´ome´trie cantilever en utilisant quatre harmoniques.
De plus amples de´tails sont donne´s en annexe D.2.
Me´thode probabiliste par changement de variable La seconde me´thode que nous avons
re´fe´rence´e est celle publie´e par Hanay et al., une e´quipe de Caltech [HKN+12].
Cette me´thode consiste a` voir les chutes de fre´quence comme des variables ale´atoires, puis a` effec-
tuer un changement de variable pour transformer les chutes de fre´quence ∆fk,m,z en {m, z}. Ce
changement de variable ne´cessite notamment le calcul du de´terminant d’une matrice jacobienne,
qui doit eˆtre non nul.
Dans l’article, cette densite´ de probabilite´ jointe est ensuite estime´e sur une grille dans l’espace
des parame`tres {m, z}. S’en de´duisent par sommation les lois a posteriori marginales de chacun
des parame`tres.
De plus amples de´tails sont donne´s en annexe D.3.
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6.2.2 Adaptation des me´thodes de de´convolution mono-mode
Comme nous l’avons exprime´ dans le paragraphe pre´ce´dent, l’e´tat de l’art dans le domaine des
NEMS ne contient pas d’information expliquant comment effectuer une de´tection multi-mode. Il
est toutefois possible d’adapter des me´thodes de de´convolution impulsionnelle mono-mode pour
le cas e´tudie´ ici.
Adaptation simple des me´thodes de de´convolution impulsionnelle mono-mode Re-
marquons dans un premier temps que nous pouvons facilement utiliser les me´thodes de de´convolution
impulsionnelle mono-mode dans notre cas pour effectuer une e´tape de de´tection. Nous identifions
trois cas d’utilisation :
1. effectuer la de´convolution sur chacun des modes se´pare´ment, puis faire l’union des instants
estime´s (ope´ration ≪ OU ≫) ;
2. effectuer la de´convolution sur chacun des modes se´pare´ment, puis faire l’intersection des
instants estime´s (ope´ration ≪ ET ≫) ;
3. effectuer la de´convolution sur la moyenne des modes (e´ventuellement ponde´re´s par l’inverse-
variance du bruit).
Adaptations plus raffine´es des me´thodes de de´convolution impulsionnelle mono-
mode Il est toutefois possible d’aller plus loin que cette utilisation basique des me´thodes de
de´convolution impulsionnelle. Des extensions de ces me´thodes se retrouvent notamment sous
la de´nomination Collaborative sparse coding, que l’on peut traduire par ≪ codage parcimonieux
collaboratif ≫. Il existe aussi la proble´matique de parcimonie structure´e (ou Structured sparsity),
qui est le´ge`rement diffe´rente dans la mesure ou` il s’agit d’eˆtre parcimonieux a` plusieurs niveaux
(impulsions et groupes d’impulsions) dans un signal.
Ainsi, des adaptations de l’algorithme Orthogonal Matching-Pursuit, que nous avons vu a` la
section 5.2.3.3, ont e´te´ propose´es, au travers de l’algorithme Simultaneous Orthogonal Matching-
Pursuit (S-OMP) [TGS05], par exemple.
L’algorithme LASSO, que nous avons vu a` la section 5.2.4.1, a e´galement e´te´ de´rive´, au travers
de l’algorithme C-HiLasso [SRSE11], par exemple. On peut e´galement citer l’algorithme Group
LASSO [WNF09].
Pour de plus amples de´tails, nous invitons les lecteurs inte´resse´s a` se re´fe´rer aux deux articles
de Tropp et al. [TGS06, Tro06] qui balaient le sujet avec une vision large.
6.2.3 Adaptation d’un mode`le Bernoulli-Gaussien
Si le LASSO et Orthogonal Matching-Pursuit ont e´te´ adapte´es au cas multi-mode, les mode`les
Bernoulli-Gaussien, que nous avons vus a` la section 5.2.4.3, l’ont e´te´ e´galement [DM92].
Prenons un cas simple, que nous adopterons par la suite. Supposons notamment que le bruit
sur les harmoniques est inde´pendant, identiquement distribue´ sous une loi normale centre´e de
variance σ2. Prenons le mode`le a priori suivant, en notant f i,k le vecteur des chutes de fre´quence
sur la k-ie`me harmonique :
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p (f i,k|qi = 0) = δ(f i,k)
p (f i,k|qi = 1) = N (f i,k|0, rk)
(6.4)
Ceci revient a` dire que l’on structure les chutes de fre´quences a` l’aide une loi normale centre´e
de matrice de covariance diagonale, le k-ie`me e´le´ment de la diagonale valant rk.

















Figure 6.2 – Vision hie´rarchique du mode`le Bernoulli-Gaussien multi-mode
Dans ce cas, on a :






T + σ2I (6.6)
avec Π une matrice diagonale dont la diagonale est le vecteur q : Π = diag (q).
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6.3 De´veloppement d’une me´thode d’inversion probabiliste multi-
mode
6.3.1 Justification de l’approche employe´e
Voyons ici les e´le´ments qui nous ont conduit au de´veloppement de notre me´thode :
1. le proble`me est en l’e´tat (tre`s) mal-pose´ ;
2. nous voulons inte´grer toutes les variabilite´s de la chaˆıne de mesure ;
3. nous voudrions structurer les informations a priori sur les amplitudes des chutes de
fre´quence.
6.3.1.1 Un proble`me de plus en plus mal pose´
Comme pre´ce´demment, nous allons nous placer dans le cadre de travail baye´sien.
La justification principale reste inchange´e, a` savoir que nous sommes face a` un proble`me de
de´convolution impulsionnelle qui est par essence mal-pose´, comme nous l’avons vu dans la section
5.3.1.1.
Nous pouvons toutefois adjoindre une justification supple´mentaire a` la ne´cessite´ de re´gulariser
l’inversion, dans la mesure ou` l’estimation de la masse est elle aussi mal-pose´e. En effet, rien ne
dit que la transformation non-line´aire qui a` une masse et a` une position associe des chutes de
fre´quences soit bijective. Cela de´pend notamment du nombre de chutes de fre´quences (harmo-
niques) observe´es et de la ge´ome´trie du capteur.
Nous avons vu pre´ce´demment une me´thode de re´solution, celle de Dohn et al. [DSBH07]. Ces
auteurs ne pre´cisent pas quelle de´marche employer si la transformation n’est pas bijective
(surde´termination si trop d’harmoniques sont observe´es, sous-de´termination sinon).
Le travail publie´ par Hanay et al., [HKN+12] utilise quant a` lui un changement de variable. Ce
changement de variable est assez simple dans le cas e´tudie´ dans l’article pour des raisons de
bijectivite´, qui permettent d’effectuer le changement de variable au travers de l’utilisation du
jacobien. Si la transformation n’est pas bijective, par contre, le changement de variable ne peut
plus s’exprimer de cette manie`re et le calcul peut eˆtre autrement plus complexe, avec notamment
la ne´cessite´ de repasser par les fonctions de re´partition.
Dans notre cas, la configuration ge´ome´trique sera la configuration double-clamped et nous tra-
vaillerons sur K = 2 harmoniques. Toutefois, si dans le futur les modalite´s d’acquisition venaient
a` changer, en ajoutant des harmoniques par exemple, nous aimerions pouvoir prendre en compte
facilement cette modification.
6.3.1.2 Incertitude sur les chutes de fre´quence observe´es
Un second point est celui des hypothe`ses formule´es dans l’e´tat de l’art : les articles travaillent en
aval d’une observation des chutes de fre´quence ∆fk,m,z. A ce titre, le travail publie´ par Hanay
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et al., [HKN+12] permet de prendre en compte le bruit de mesure au travers d’une mode´lisation
normale. Ceci serait exact si les perturbations n’e´taient qu’une perturbation additive via un
bruit suivant une loi normale agissant sur la chute de fre´quence estime´e. Malheureusement, la
mesure des chutes de fre´quence est certes perturbe´e par le bruit d’une part, que l’on peut prendre
en conside´ration, mais aussi par les erreurs lie´es a` l’e´tape de de´convolution impulsionnelle qui
permet d’estimer ces chutes de fre´quence.
Nous pensons que notre algorithme ≪ tout inte´gre´ ≫, qui marginalise toutes les sources d’in-
certitudes, en prenant comme re´fe´rence le signal observe´, va permettre une quantification plus
re´aliste des incertitudes de notre proble`me, et les propager le long du mode`le.
6.3.1.3 Structurer la distribution des chutes de fre´quences
La dernie`re justification concerne les capacite´s de de´tection de notre algorithme.
En effet, la distribution des chutes de fre´quence est relie´e a` la distribution de la masse et de
la position. A l’instar de notre travail pre´ce´dent en de´convolution mono-mode, au cours duquel
nous voulions imposer la positivite´ des chutes de fre´quence, nous cherchons ici a` structurer la
loi a priori des chutes de fre´quence a` travers notre mode`le physique.
La figure 6.3 illustre l’exemple de la distribution de chutes de fre´quence, pour 1000 mole´cules
dont la masse est tire´e ale´atoirement entre 0 et 100 et la position tire´e entre 0 et 0.5, pour une
configuration ge´ome´trique double-clamped.
Pour prendre en compte cette structuration, deux approches s’offrent a` nous. La premie`re
consiste a` approcher cette distribution avec une loi de probabilite´ plus simple, permettant un
temps de calcul moindre (comme une loi normale, ce qui permet d’utiliser le mode`le Bernoulli-
Gaussien multi-dimensionnel de´crit pre´ce´demment dans la section 6.2.3).
La seconde approche consiste a` inte´grer les chutes de fre´quence dans un mode`le hie´rarchique afin
de contraindre ces dernie`res par d’autres variables, en l’occurrence la masse et la position. Par
conse´quent, les chutes de fre´quence n’interviennent pas explicitement dans le mode`le mais sont
structure´es a` travers les informations a priori sur la masse et sur la position.
C’est cette dernie`re approche que nous allons retenir, car elle nous permettra de surcroˆıt de
remonter directement a` la masse des mole´cules adsorbe´es.
6.3.2 Mode´lisation statistique des grandeurs
Voyons maintenant comment nous allons mode´liser les diffe´rentes grandeurs a` l’aide de lois de
probabilite´. Nous allons reprendre en grande partie le travail effectue´ au chapitre pre´ce´dent, en
remplac¸ant f i par mi et zi. Les grandeurs inconnues dans notre cas sont l’intensite´ de comptage
π, et les signaux m(t) et z(t) qui sont parame´tre´s par le nombre d’e´ve´nements N , les temps
d’adsorption ti, les amplitudes des masses adsorbe´es mi et les positions des mole´cules adsorbe´es
zi :
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Figure 6.3 – Illustration de la structure des chutes de fre´quence
N ∈ N
ti ∈ [0, T ]N
mi ∈ R+N
zi ∈ [0, 1]N
π ∈ [0, 1]
(6.7)
6.3.2.1 Expression de la fonction de vraisemblance
Comme nous l’avons exprime´ a` la section 3.4.1 puis au chapitre pre´ce´dent, section 5.3.2.1, nous
mode´lisons nos connaissances sur les incertitudes de mesure au travers d’un bruit additif, sta-
tionnaire et ergodique qui suit une loi normale centre´e de covariance Γ. Dans notre cas, il s’agira
de concate´ner les signaux observe´s d’une part et les signaux estime´s d’autre part afin de pouvoir
les inclure dans une vraisemblance normale (voir section 3.4.1).
Nous reprendrons la notation pre´ce´dente afin de ne pas alourdir les e´quations. Nous noterons
donc la vraisemblance :
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p (gk|m(t), z(t)) = N
(




Ici, · symbolise la discre´tisation du signal puis la mise en forme sous forme de vecteur (concate´nation
des diffe´rentes harmoniques), voir section 3.4.2.2 pour plus de de´tails.
6.3.2.2 De´finition des lois a priori
Loi de probabilite´ sur l’ordre du mode`le Comme pre´ce´demment, compte-tenu que nous
nous inspirons du mode`le Bernoulli-Gaussien, nous conside´rons que l’ordre du mode`le N suit la
meˆme loi que la somme de variables de Bernoulli inde´pendantes, c’est-a`-dire une loi Binomiale
de parame`tres π et T :
p (N |π) = B (N |π, T ) (6.9)
Loi de probabilite´ sur les temps d’adsorption Comme pre´ce´demment, nous mode´liserons
les temps d’adsorption ti comme uniforme´ment re´partis sur {1, T} ou sur [0, T ] selon si les temps
d’adsorption sont entiers (processus a` temps discret) ou libres (processus ponctuel marque´), voir
3.3.1.1 et 3.3.1.2 :
p (ti|π) = U{1,T} (ti) (6.10)
ou p (ti|π) = U[0,T ] (ti) (6.11)
Loi de probabilite´ sur la masse Les masses adsorbe´es mi seront distribue´es sous une loi de
support positif. Nous proposons de prendre la loi Gamma :
p (mi) = Gam (mi|km, θm) (6.12)
ou` km, et θm sont respectivement les parame`tres de forme et d’e´chelle de la loi Gamma.
Loi de probabilite´ sur la position Nous mode´liserons les positions d’adsorption zi comme
uniforme´ment re´parties soit sur [0, 1] dans le cas cantilever, soit sur [0, 0.5] dans le cas double-
clamped (compte-tenu de la syme´trie du proble`me). Ici, nous sommes en pre´sence d’une ge´ome´trie
double-clamped :
p (zi) = U[0,0.5](zi) (6.13)
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Loi de probabilite´ sur l’intensite´ de comptage Comme pre´ce´demment, le parame`tre
d’intensite´ de comptage, π, sera distribue´ selon une loi Beˆta. Cette loi, a` support [0, 1], est la loi
a priori conjugue´e pour le parame`tre d’une loi Binomiale (voir tableau 4.1, page 89) :
p (π) = Bet (π|aπ, bπ) (6.14)
ou` aπ et bπ sont les parame`tres de la loi Beˆta.
6.3.2.3 E´criture des lois a posteriori des parame`tres de la liste pour un ordre de
mode`le donne´
Compte-tenu de la mode´lisation formule´e ci-dessus, nous pouvons e´crire la probabilite´ a poste-
riori jointe de tous les parame`tres de la liste sachant un mode`le N donne´ (ces parame`tres sont
inde´pendants de π conditionnellement a` N), dans le cas ou` les temps d’adsorption sont entiers :
p (t1, . . . tN ,m1, . . .mN , z1, . . . zN |N, g) ∝N
(





U{1,T} (ti) U[0,0.5] (zi) Gam (mi|km, θm)
(6.15)
et dans le cas ou` les temps d’adsorption ne sont pas entiers :
p (t1, . . . tN ,m1, . . .mN , z1, . . . zN |N, g) ∝N
(





U[0,T ] (ti) U[0,0.5] (zi) Gam (mi|km, θm)
(6.16)
6.3.2.4 E´criture des autres lois a posteriori conditionnelles
Aussi, il est possible d’e´crire la loi a posteriori conditionnelle a` π du mode`le N :
p (N |π, g) ∝ B (N |π, T )
∫
p (t1, . . . tN , ,m1, . . .mN , z1, . . . zN |N, g) dtidmidzi (6.17)
Et enfin, nous e´crivons la loi a posteriori conditionnelle a` N de l’intensite´ de comptage π :
p(π|N,T ) = Bet (π|aπ +N, bπ + T −N) (6.18)
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6.3.3 Estimation
6.3.3.1 Utilisation d’un algorithme hybride RJMCMC MCMC
Afin d’explorer convenablement l’espace des mode`les et l’espace des parame`tres au sein de chaque
mode`le, nous proposons d’utiliser comme pre´ce´demment un algorithme hybride RJMCMC-
MCMC.
Nous proposons ainsi d’utiliser la meˆme structure que pre´ce´demment. La seule diffe´rence ici
concernera les e´tapes MCMC, au cours desquels au lieu d’e´chantillonner f i, nous e´chantillonnerons
conjointement mi et zi. Les figures 6.4 et 6.5 re´sument ces structures respectivement pendant et








(j), les valeurs des chaˆınes MCMC.
Etape RJMCMC
1 étape MCMC






dans la chaîne MCMC
Figure 6.4 – Structure de l’algorithme hybride RJMCMC / MCMC multi-mode pendant le
temps de chauffe
Nous proposons d’utiliser un e´chantillonneur RJMCMC pour modifier le nombre de mole´cules
adsorbe´es N , et trois e´chantillonneurs de Metropolis-Hastings Q1, pour de´placer les temps ti, Q2,
pour modifier les masses mi et les positions zi, et Q3 pour e´chantillonner l’intensite´ de comptage
π.
Par rapport au chapitre pre´ce´dent, le principe de l’e´chantillonneur RJMCMC reste inchange´
(plus de de´tails en annexe E.4). Les e´chantillonneurs Q1 et Q3 restent inchange´s e´galement. Seul
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Etape RJMCMC Ajout d’un événement ?
B étapes MCMC
sur ti0, mi0 , zi0
1 étape MCMC








dans la chaîne MCMC
+ vote
Figure 6.5 – Structure de l’algorithme hybride RJMCMC / MCMC multi-mode apre`s le temps
de chauffe
6.3.3.2 Le syste`me de vote
Dans ce chapitre, nous visons, comme pre´ce´demment, a` effectuer une e´tape de de´convolution
impulsionnelle, c’est-a`-dire a` estimer un signal impulsionnel. Nous proposons d’utiliser le meˆme
syste`me de vote que pre´ce´demment, avec un syste`me d’estimation simple, en deux e´tapes :
– une premie`re e´tape de de´couverte ;
– une seconde e´tape d’estimation.
Comme pre´ce´demment, la premie`re e´tape consistera a` explorer la loi a posteriori et la seconde
e´tape consistera a` e´chantillonner le mode`le et les parame`tres et de faire voter a` chaque ite´ration
hors temps de chauffe les temps estime´s.
Ainsi, nous cre´ons un vecteur q mais aussi un vecteur m (vecteur des masses) qui serviront
de vecteurs de ≪ vote ≫. A chaque ite´ration poste´rieure au temps de chauffe, et pour chaque
entre´e de la liste estime´e, nous notons u0 le temps d’e´chantillonnage le plus proche du temps en
question. Nous incre´mentons de 1 le vecteur q sur la composante u0, et nous incre´mentons de la
valeur courante de la masse pour l’entre´e de la liste conside´re´e le vecteur m sur la composante
u0.
La de´cision s’effectuera de manie`re tre`s simple, en prenant comme instants d’e´chantillonnage
les composantes de q valant au moins 50% du nombre d’e´chantillons sur lesquels le cumul s’est





Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 6. TRAITEMENT MULTI-MODE -- DE´TECTION ET QUANTIFICATION
6.4 Re´sultats
6.4.1 De´finitions des crite`res de performance
En termes de de´tection, nous utiliserons les meˆmes crite`res que pre´ce´demment, a` savoir la sensi-
bilite´ et le taux de fausse de´tection (voir section 5.4.1), que nous repre´senterons au travers d’une
courbe ROC.
Vu que nous cherchons aussi a` quantifier la masse des mole´cules, nous proposons d’utiliser le
biais normalise´ Bi et le coefficient de variation de la racine de l’erreur quadratique moyenne

















ou` M¯ est la masse moyenne des mole´cules, N˜ le nombre de mole´cules de´tecte´es (vrais positifs),
mˆi les masses estime´es et mi les vraies masses.
Le calcul s’effectuera selon la proce´dure d’appariement de´crite dans le chapitre pre´ce´dent.
6.4.2 Re´sultats sur donne´es simule´es
6.4.2.1 Modalite´s de simulation
Nous allons tester notre me´thode sur donne´es simule´es. Pour simuler les donne´es, nous com-
menc¸ons par ge´ne´rer ale´atoirement un signal d’observation sur T e´chantillons.
Pour cela, nous ge´ne´rons N triplets {ti,mi, zi}, les ti e´tant tire´s ale´atoirement entre 1 et T . Nous
veillons notamment a` ce qu’il n’y ait pas deux ti identiques.
Nous ge´ne´rons ensuite le signal re´sultant de cette liste d’adorption en appliquant (3.12) puis
en discre´tisant le signal. Nous travaillerons sur K = 2 harmoniques. Nous ajoutons sur chaque
harmonique k un bruit suivant une loi normale de variance σ2, les bruits sur chaque mode e´tant
de´-corre´le´s. Ensuite, nous inte´grons ce bruit (fonction Matlab cumsum), ce qui en fait un bruit
en 1/f pur.
Les parame`tres de simulation sont donc :
– T le nombre d’e´chantillons ;
– σ l’e´cart-type du bruit ;
– τ le temps de re´ponse de la boucle a` verrouillage de phase (exprime´ en pe´riodes d’e´chantillonnage) ;
– κ le temps de ≪ de´-synchronisation≫ entre les deux modes (exprime´ en pe´riodes d’e´chantillonnage) ;
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– α la valeur des gains fixes ;
– φ(·), les gains variables : ceux-ci seront issus de la ge´ome´trie double-clamped ;
– N le nombre de mole´cules ;
– les valeurs des chutes de fre´quence que nous pre´ciserons plus loin.
Le tableau 6.1 donne les valeurs des parame`tres de simulation.
T σ τ κ α N
200 e´chantillons 1 5 e´chantillons 0 {1, 1} Hz.kDa-1 10 adsorptions
Table 6.1 – Valeurs des parame`tres de simulation multi-mode
6.4.2.2 Parame`tres de l’algorithme
La me´thode que nous avons propose´e prend un certain nombre de parame`tres, il s’agit notam-
ment :
– du temps de chauffe, note´ Jb ;
– du nombre total d’ite´rations J ;
– du nombre d’ite´rations B lorsqu’un e´ve´nement est ajoute´ ;
– des parame`tres des lois de proposition δm, δz et δt ;
– des parame`tres des lois a priori km et θm, aπ et bπ.
Les tableaux 6.2 et 6.3 donnent respectivement les parame`tres des algorithmes et les parame`tres
des lois a priori.
Jb J B δm δz δt
3000 4000 500 20 0.1 1
Table 6.2 – Valeurs des parame`tres de l’algorithme pour le traitement des donne´es simule´es
multi-mode
km θm aπ bπ
1 100 1 T
Table 6.3 – Valeurs des parame`tres des lois a priori pour le traitement des donne´es simule´es
multi-mode
6.4.2.3 Algorithmes de re´fe´rence
Nous allons comparer notre me´thode a` plusieurs algorithmes de re´fe´rence, qui de´tecterons les
temps d’adsorption et quantifierons e´ventuellement la masse.
Adaptation simple des me´thode de de´convolution Les me´thodes e´voque´es pre´ce´demment,
a` savoir la me´thode par seuillage, la pseudo-inverse, le LASSO (algorithme LAR), Matching-
Pursuit (algorithme CLEAN) et la me´thode reposant sur un mode`le Bernoulli-Gaussien (algo-
rithme SMLR) ope´reront en mono-mode sur le signal forme´ de la moyenne de tous les modes.
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Les parame`tres de ces me´thodes seront les meˆmes que dans le chapitre pre´ce´dent, a` savoir : pour
le seuillage et la pseudo-inverse, un seuil variant entre 0 et 200 par pas de 1, pour le LASSO, un
parame`tre de re´gularisation variant entre 0 et 1 par pas de 0.1 puis entre 1 et 100 par pas de 1,
pour Matching-Pursuit , un nombre de variables actives qui variera entre 0 et T , par pas de 1
et pour l’algorithme SMLR, un parame`tre π fixe´ a` 0.05 et les variances a priori valant 52, 102,
202, 502, 1002, 2002, 5002, 10002, 20002, 50002, 100002.
Me´thode de de´convolution spe´cifique au cas multi-mode Nous testerons aussi la me´thode
SMLR multi-mode de´crite dans la section 6.2.3. Pour cette dernie`re, nous prendrons un pa-
rame`tre π fixe´ a` 0.05 et toutes les variances sur les lois a priori des amplitudes identiques :
rk = r0. Ces variances vaudront : 5
2, 102, 152 202, 302, 402, 502, 1002, 2002, 5002, 10002, 20002,
50002, 100002. L’algorithme SMLR multi-mode estimera les chutes de fre´quence sur chacun des
modes, dont nous de´duirons la masse par la me´thode de Dohn et al. (voir en annexe D.2).
6.4.2.4 Re´sultats avec instants d’adsorption entiers
Nous allons de´sormais caracte´riser les performances dans le cas ou` les instants d’adsorption
sont entiers. Nous adoptons la configuration ge´ome´trique double-clamped. Ici, nous tirons uni-
forme´ment les mi entre 0 et 100 kDa et les zi entre 0 et 0.5. Nous moyennons les performances
sur 50 re´pe´titions. Le seuil pour l’appariement des instants vaut γd = 1 e´chantillon.
Nous entendons par ≪ MCMC1 ≫ la me´thode consistant a` effectuer la de´tection en utilisant
l’estimation de l’ordre du mode`le au sens du MMAP, et ≪ MCMC2 ≫ la me´thode consistant a`
effectuer la de´tection par seuillage du vecteur q.
La courbe ROC re´sultante est donne´e par la figure 6.6 (la partie droite est un zoom sur les
performances de notre me´thode).




















Courbe ROC en simulation multi-mode
 
 




























Figure 6.6 – Courbe ROC multi-mode pour une simulation avec N = 10 e´ve´nements et des
instants d’adsorption entiers
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Sur ces donne´es, le biais Bi et le coefficient de variation CVRMSD en masse sur les mole´cules
quantifie´es valent :
– pour la me´thode MCMC1 : Bi = 0.02 et CVRMSD = 0.42 ;
– pour la me´thode MCMC2 : Bi = 0.06 et CVRMSD = 0.37 ;
– Avec l’algorithme SMLR couple´ a` celui de Dohn et al. : le biais Bi varie de 4.1 108 a` 8.4 108
pour une moyenne de 5.2 108 et le coefficient de variation CVRMSD varie de 1.0 10
9 a` 3.4 109
pour une moyenne de 1.6 109.
Le tableau 6.4 donne les temps de calcul moyens des diffe´rents algorithmes (Seuil, PI pour
≪ Pseudo-inverse ≫, LASSO, MP pour ≪Matching Pursuit ≫, SMLR mono-mode, SMLR multi-
mode, MCMC1 et MCMC2 ). Dans le cas de la pseudo-inverse et de l’algorihme LASSO, il est
possible de mettre en commun le calcul pour diffe´rents parame`tres de re´gularisation. Nous n’en
avons pas tenu compte dans ce tableau.
Seuil PI LASSO MP
0.1 ms 24.4 ms 114.2 ms 155.7 ms
SMLR mono-mode SMLR multi-mode MCMC1 MCMC2
1.2 s 31.7 s 219.5 s 219.5 s
Table 6.4 – Temps de calcul des diffe´rents algorithmes en multi-mode avec instants d’adsorption
entiers
6.4.2.5 Re´sultats avec instants d’adsorption non-entiers
Nous allons de´sormais caracte´riser les performances dans le cas ou` les instants d’adsorption
ne sont pas entiers. Nous adoptons la configuration ge´ome´trique double-clamped. Ici, nous tirons
uniforme´ment lesmi entre 0 et 100 kDa et les zi entre 0 et 0.5. Nous moyennons les performances
sur 50 re´pe´titions. Le seuil pour l’appariement des instants vaut γd = 2 e´chantillons.
La courbe ROC re´sultante est donne´e par la figure 6.7 (la partie droite est un zoom sur les
performances de notre me´thode).
Sur ces donne´es, le biais Bi et le coefficient de variation CVRMSD en masse sur les mole´cules
quantifie´es valent :
– pour la me´thode MCMC1 : Bi = 0.11 et CVRMSD = 0.70 ;
– pour la me´thode MCMC2 : Bi = 0.13 et CVRMSD = 0.61 ;
– Avec l’algorithme SMLR couple´ a` celui de Dohn et al. : le biais Bi varie de −2.7 109 a` 1.5 108
pour une moyenne de −1.0 109 et le coefficient de variation CVRMSD varie de 1.3 109 a` 7.3 109
pour une moyenne de 3.8 109.
Le tableau 6.5 donne les temps de calcul moyens des diffe´rents algorithmes (Seuil, PI pour
≪ Pseudo-inverse ≫, LASSO, MP pour ≪Matching Pursuit ≫, SMLR mono-mode, SMLR multi-
mode, MCMC1 et MCMC2 ). Dans le cas de la pseudo-inverse et de l’algorihme LASSO, il est
possible de mettre en commun le calcul pour diffe´rents parame`tres de re´gularisation. Nous n’en
avons pas tenu compte dans ce tableau.
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Courbe ROC en simulation multi-mode
 
 



























Figure 6.7 – Courbe ROC multi-mode pour une simulation avec N = 10 e´ve´nements et des
instants d’adsorption non entiers
Seuil PI LASSO MP
0.1 ms 8.8 ms 103.6 ms 101.7 ms
SMLR mono-mode SMLR multi-mode MCMC1 MCMC2
1.0 s 36.8 s 264.7 s 264.7 s
Table 6.5 – Temps de calcul des diffe´rents algorithmes en multi-mode avec instants d’adsorption
non-entiers
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6.4.3 Validation de la me´thode sur donne´es re´elles
Validons de´sormais notre me´thode sur donne´es re´elles. Nous allons ici traiter un exemple, issu
de sessions expe´rimentales de De´cembre 2012 sur des agre´gats de Tantale d’un diame`tre nominal
de 6.5 nm, soit une masse nominale d’environ 1420 kDa.
Le tableau 6.6 donne les valeurs des parame`tres du mode`le direct, a` savoir le nombre d’e´chantillons
T , la pe´riode d’e´chantillonnage Te, le temps de re´ponse τ , le de´phasage κ et les gains α.
T Te τ κ α
5000 e´chantillons 2 ms 10 ms 0 {5.00 10−2, 11.73 10−2} Hz.kDa-1
Table 6.6 – Valeurs des parame`tres du mode`le direct pour les donne´es re´elles multi-mode
Ici, κ vaut 0 car les signaux ont e´te´ recale´s dans le temps graˆce a` la me´thode de´crite en annexe
B.1. Nous prendrons un filtre blanchisseur d’ordre V = 5. Les coefficients du filtre sont donne´s
dans le tableau 6.7 :
Mode 1 a1,1 a2,1 a3,1 a4,1 a5,1
1.7989 −1.1393 0.0358 0.0374 −0.1959
Mode 2 a1,1 a2,1 a3,1 a4,1 a5,1
0.3187 −0.1197 −0.0409 −0.0378 −0.0346
Table 6.7 – Coefficients des filtres blanchisseurs pour le traitement des donne´es re´elles multi-
mode







Les tableaux 6.8 et 6.9 donnent respectivement les parame`tres des algorithmes et les parame`tres
des lois a priori.
Jb J B δm δz δt
10000 15000 100 100 0.1 1
Table 6.8 – Valeurs des parame`tres de l’algorithme pour le traitement des donne´es re´elles
multi-mode
La figure 6.8 illustre la de´tection des instants de chute par un cercle rouge, sur les deux modes (le
mode 1 est en haut et le mode 2 est en bas). La me´thode de de´cision retenue ici est la me´thode
de seuillage du vecteur q.
Le tableau 6.10, quant a` lui, donne l’estimation des diame`tres des mole´cules de´tecte´es (pour ce
faire, on utilise la masse volumique du Tantale, 16.4 g.cm-1).
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km θm aπ bπ
1 4000 1 T
Table 6.9 – Valeurs des parame`tres des lois a priori pour le traitement des donne´es re´elles
multi-mode





























































Figure 6.8 – Illustration de la de´tection multi-mode sur un signal expe´rimental
Temps (s) 2.550 5.658 6.122 8.358 9.178
Diame`tre (nm) 5.94 6.38 6.35 6.72 6.72
Table 6.10 – Diame`tre estime´ des agre´gats de´tecte´s sur donne´es expe´rimentales
6.4.4 Discussion
Nous venons de tester notre me´thode sur donne´es multi-mode, de la confronter a` des algorithmes
alternatifs et de la tester sur donne´es re´elles.
Rappelons que nous voulions :
– structurer les chutes de fre´quence par notre mode`le physique ;
– permettre des instants d’adsorption non-entiers ;
– estimer automatiquement certains hyperparame`tres.
En simulation, et en terme de de´tection (dans les zones ou` le taux de fausses de´tection est infe´rieur
a` 0.5%), on note que les algorithmes spe´cifiques a` la de´convolution multi-mode fonctionnent
mieux que ceux fonctionnant en moyennant tous les modes pour se ramener a` un cas mono-
mode. Aussi, notre algorithme offre des performances de de´tection comparables au SMLR multi-
mode lorsque les instants d’e´chantillonnage sont entiers. Toutefois, nous pensions de´passer le
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SMLR multi-mode graˆce a` la bonne structuration a priori de l’espace des chutes de fre´quence.
Il semblerait que cela n’ait pas d’impact dans le cas e´tudie´ ici.
Les avantages cite´s dans le chapitre pre´ce´dent, a` savoir la possibilite´ d’avoir des instants d’e´chantillonnage
non entiers et le calcul automatique de l’intensite´ de comptage π, restent valables dans ce cadre-
ci. La remarque sur le temps de calcul e´leve´ de notre me´thode l’est e´galement.
En terme de quantification, l’algorithme ≪ en deux e´tapes ≫ { SMLR + me´thode de Dohn et
al. } pre´sente de tre`s mauvais re´sultats. La quantification n’e´tant pas re´gularise´e, il suffit que
la chute estime´e sur le mode 1 soit tre`s faible pour que l’estimation de masse diverge. On peut
notamment constater des biais tre`s forts (positivement ou ne´gativement). Notre me´thode, quant
a` elle, pre´sente des valeurs de biais et de coefficients de variation ≪ raisonnables ≫. Le biais est
infe´rieur a` 6% dans le cas entier et infe´rieur a` 15% dans le cas non entier. On notera que la valeur
des coefficients de variation est tout de meˆme assez e´leve´e (proche de 40% dans le cas entier et
de 70% dans le cas non-entier). Les performances se de´gradent avec le caracte`re non-entier des
instants d’adsorption.
Sur donne´es re´elles, l’algorithme de´tecte toutes les chutes de fre´quence visibles a` l’œil, meˆme
lorsque cette chute ne se voit que sur une harmonique (voir la chute a` 5.658 notamment). Seule
une chute semble subsister aux alentours de 7.5 s. Est-ce une chute non de´tecte´e, un arte´fact de
bruit bien pris en compte par notre algorithme ?
Nous pouvons valider notre mode`le. En terme de quantification, les diame`tres estime´s par notre
me´thode sont cohe´rents avec le spectre de masse des agre´gats.
Encore une fois, nous avons e´te´ oblige´s d’adapter notre algorithme d’exploration de mode`le
en lui adjoignant une phase de d’estimation. Nous pensons que si nous cherchons non plus a`
raisonner en termes de de´convolution mais en terme de reconstruction d’un parame`tre collectif
au me´lange analyse´ (en l’occurrence, un spectre de masse), nous pouvons nous passer de cette
phase d’estimation. Notamment, nous avons fait le choix du non-e´chantillonnage des temps
d’adsorption durant cette phase, qui fait que toutes les variabilite´s ne sont pas inte´gre´es.
Aussi, nous avons retenu comme crite`re de performance de quantification une grandeur (le co-
efficient de variation) reposant sur une de´cision (au sens de l’EAP). Or, notre algorithme peut
faire beaucoup mieux : il peut e´valuer l’incertitude sur la masse de chacune des mole´cules. Que
certaines estimations soient tre`s mauvaises peut ne pas eˆtre impactant si la me´thode a la possi-
bilite´ de prendre en compte cette information. Dans un contexte baye´sien, cette information est
porte´e par la loi a posteriori.
Enfin, meˆme si notre structure hie´rarchique ne permet pas d’ame´liorer les performances de
de´tection ici par rapport a` des algorithmes de l’e´tat de l’art, c’est bien ce mode`le qui va permettre
la mise en place d’un algorithme de reconstruction ≪ tout inte´gre´ ≫.
Le travail restant a` accomplir est donc le prolongement de ce travail pour estimer non-plus
des masses de mole´cules, mais le spectre de la solution analyse´e, en fusionnant les informations
porte´es par les diffe´rentes masses.
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Traitement multi-mode – Reconstruction de
spectre de masse
Dans ce chapitre, nous allons utiliser le travail en de´convolution impulsionnelle effectue´ pre´ce´demment
dans le but de reconstruire un spectre de masse. Nous introduirons le cadre de travail et les moti-
vations de nos choix, exposerons l’e´tat de l’art, essaierons de ramener notre proble`me a` d’autres
proble`mes classiques. Ensuite, nous adapterons une me´thode de reconstruction de l’e´tat de l’art
a` notre algorithme baye´sien que nous testerons sur donne´es re´elles. Enfin, nous de´velopperons
notre propre contribution dans le cadre d’un spectre de masse parcimonieux et nous testerons
notre me´thode dans un cadre de simulation. Les re´sultats pre´sente´s ici seront des re´sultats
pre´liminaires, donc a` e´tudier avec prudence et recul.
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7.1 Cadre de travail
Le cadre de travail dans lequel nous allons nous inscrire sera le cadre de la reconstruction de
spectre de masse d’un me´lange de mole´cules analyse´. Ceci correspond aux parties ≪De´tecter ≫ et
≪ Quantifier ≫ et ≪ Compter ≫ identifie´es dans la section 3.5.
Dans ce cadre-ci, il s’agit non seulement d’inverser l’ope´ration de convolution que l’on retrouve
dans l’e´quation (3.11), de prendre en compte que l’information se re´pe`te sur plusieurs signaux,
et d’inverser les e´quations non-line´aires f i,k = αkmi φk(zi), mais aussi de reconstruire le spectre
de masse associe´, c’est-a`-dire de retrouver les parame`tres collectifs du me´lange analyse´.
Nous travaillerons avec les meˆmes hypothe`ses qu’au chapitre pre´ce´dent :
– K = 2 harmoniques sont observe´es. Nous exploiterons la simultane´ite´ des chutes de fre´quences
sur les diffe´rents modes.
– Les re´ponses du syste`me a` une adsorption uPLL,k(t) sont connues, comme pre´ce´demment. Ces
re´ponses de´pendent a` la fois du parame`tre de temps de re´ponse τ mais aussi du de´calage entre
les modes κ.
– La loi de probabilite´ du bruit est connue, comme pre´ce´demment. Ici, les parame`tres de bruit
sont les coefficients des filtres blanchisseur pour le mode 1 a1 et pour le mode 2 a2 ainsi que
la matrice de covariance inter-mode Γm.
– La ge´ome´trie des capteurs sera une ge´ome´trie de type double-clamped.
Toutes les notations de´finies auparavant restent valides. La seule diffe´rence vient du fait que les
masses mi ne de´pendent plus des parame`tres a priori θm, mais d’un spectre de masse inconnu
Sp, qui de´pendra lui des parame`tres a priori θSp
Ce cadre de travail peut se repre´senter au travers de la mode´lisation hie´rarchique illustre´e par
la figure 7.1.
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Figure 7.1 – Mode´lisation hie´rarchique du proble`me de de´tection – quantification – comptage
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7.2 Me´thodes de re´fe´rence
7.2.1 E´tat de l’art – la me´thode publie´e par Caltech
La seule me´thode de reconstruction de spectre de masse a` partir d’une mesure issue d’un capteur
NEMS que nous ayons trouve´e est encore une fois de´crite par Caltech [HKN+12].
Rappelons la proce´dure de´crite par cet article. Dans un premier temps, les instants de chute sont
de´tecte´s, a` la suite de quoi les chutes de fre´quences sont quantifie´es (voir section 5.2.1). Dans
un second temps, les lois de probabilite´ de la masse de chacune des mole´cules sont estime´es par
changement de variable (voir section 6.2.1).
Afin d’estimer le spectre de masse, Hanay et al. proposent de sommer chacune des lois de
probabilite´ pour chaque mole´cule de´tecte´e.
7.2.2 Me´thodes connexes
Si la me´thode de´crite par Caltech est la seule sur le sujet de la spectrome´trie de masse a` base
de NEMS, nous pouvons tout de meˆme e´tablir une connexion avec d’autres proble´matiques et
des solutions qui en de´coulent.
Nous prenons l’hypothe`se qu’un syste`me de de´convolution multi-mode et d’estimation de la
masse nous fourni un ensemble de masses estime´es et que nous cherchons a` retrouver le spectre
de masse a` partir de ces estimations. Nous allons notamment aborder :
1. les me´thodes par histogramme ;
2. les me´thodes de de´convolution ;
3. les me´thodes de clustering ;
4. les me´thodes statistiques d’estimation d’une densite´ de probabilite´.
7.2.2.1 Histogramme
Les me´thodes de reconstruction de spectre par histogramme reposent sur un principe tre`s simple.
L’espace des masses est divise´ en une somme d’ensembles disjoints, les bins. A chacun de ces
bins est associe´ le nombre de masses observe´es appartenant a` l’intervalle du bin conside´re´.
Un point important est le choix de la taille des bins. Plusieurs choix peuvent eˆtre faits.
– Il est possible de choisir la taille des bins en rapport avec la re´solution de l’instrument. Si
l’on choisit comme taille du bin une valeur plus grande que la re´solution de l’instrument, les
valeurs place´es dans un bin ont une forte probabilite´ d’appartenir effectivement a` ce bin. Si la
re´solution de l’instrument n’est pas constante, la taille des bins peut eˆtre variable.
– Il est e´galement possible de choisir la taille des bins en fonction de la dynamique des donne´es
observe´es et du nombre d’observations. En effet, pour que les valeurs associe´es a` chaque bin
soient significatives, il faut que le bin concentre suffisamment de donne´es, donc qu’il soit
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suffisamment grand. A l’inverse, une taille de bin petite permettra une repre´sentation plus
fine du spectre.
7.2.2.2 De´convolution
Pour estimer un spectre a` partir des signaux observe´s a` la sortie d’un instrument, une de´marche
couramment employe´e est celle de la de´convolution. Ici, un spectre ≪ expe´rimental≫ est constitue´
(par histogramme, par exemple), et l’influence de l’instrument sur la mesure de ce spectre est
repre´sente´e par une ope´ration de convolution (voir par exemple [Kri77]).
Ce type d’approche se retrouve dans de nombreuses applications comme les applications d’ima-
gerie par rayons X [Yua09], l’imagerie [WXW12] et meˆme en spectrome´trie de masse [MM93]
(cette liste est tre`s loin d’eˆtre exhaustive).
Vincent Mazet, que nous avons fre´quemment cite´ tout au long de cette the`se, utilise d’ailleurs
des me´thodes MCMC et RJMCMC pour de´convoluer des spectres infrarouges Raman [Maz05],
ou encore des spectres de photo-e´lectrons [MFM+12].
Ici, toutes les me´thodes de de´convolution que nous avons vues dans notre document peuvent
s’appliquer.
7.2.2.3 Clustering
Nous pouvons aussi e´tablir une connexion entre la proble´matique de reconstruction de spectre
avec les proble´matiques d’apprentissage non-supervise´, et en particulier les proble´matiques de
clustering (que l’on peut traduire par ≪ partitionnement ≫), si l’on se place dans le cadre de
l’analyse d’un me´lange de mole´cules pouvant eˆtre regroupe´es en ≪ classes ≫.
En effet, si l’on conside`re que la distribution de masse n’est pas continue mais que les mole´cules
sont regroupe´es en ensembles au sein desquels les masses des mole´cules sont identiques ou
proches, alors il est possible de chercher a` regrouper les mole´cules entre elles. On parle alors
de clustering.
Parmi les me´thodes de clustering, on peut notamment citer l’algorithme des k-means [Dun73],
qui cherche a` regrouper les donne´es en k classes repre´sente´es par leurs valeurs moyennes.
Il existe e´galement des algorithmes inspire´s des neuro-sciences. Les ≪ cartes auto-organisatrices
de Kohonen ≫, par exemple, visent a` regrouper des e´le´ments entre eux afin de mieux repre´senter
l’information, a` l’instar du comportement des neurones dans le cortex. Citons l’algorithme LVQ
[PBT93] (pour Learning Vector Quantization, que l’on peut traduire par ≪ apprentissage de
quantification vectorielle ≫), comme me´thode de re´solution de cette proble´matique.
Cette proble´matique est tre`s e´tudie´e en apprentissage automatique et en dresser un e´tat de l’art
exhaustif de´passerait largement le cadre de ce document.
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7.2.2.4 Estimation d’une densite´ de probabilite´
Une dernie`re cate´gorie de me´thode consisterait a` conside´rer le spectre de masse comme une
loi de probabilite´ et les masses observe´es comme des tirages sous cette loi. Le but serait alors
d’estimer la densite´ de probabilite´ sachant les masses mesure´es.
Cette estimation peut se faire au travers d’une mode´lisation parame´trique de la densite´ de
probabilite´. Un exemple simple consisterait a` conside´rer cette dernie`re comme une loi normale
et donc a` estimer son e´cart-type et sa variance.
Un exemple plus ge´ne´rique consisterait a` mode´liser le proble`me comme un me´lange de lois
normales [SG99] (GMM pour Gaussian Mixture Model). L’algorithme d’Espe´rance-Maximisation
[McM96] (ou Expectation-Maximization), est bien adapte´ pour en estimer les parame`tres.
Notons qu’il est e´galement possible d’estimer la densite´ de probabilite´ sans pour autant en fournir
un mode`le parame´trique [TPJ05, ES97].
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7.3 Adaptation de la me´thode de Caltech a` notre algorithme
7.3.1 Principe
7.3.1.1 Structure de l’algorithme
La me´thode de reconstruction de spectre de Caltech repose sur la sommation de toutes les
contributions de toutes les mole´cules, c’est-a`-dire la somme des p(mi|gk).
Pour adapter cette me´thode, nous gardons exactement le meˆme mode`le statistique qu’au chapitre
pre´ce´dent, en cherchant a` de´velopper une me´thode ≪ tout inte´gre´e ≫, c’est-a`-dire sans prise de
de´cision interme´diaire.
L’algorithme RJMCMC / MCMC fonctionnera lui aussi en deux phases. La premie`re de ces
phases sera une phase de chauffe, qui sera exactement la meˆme que pre´ce´demment (voir figure
6.5). La deuxie`me phase sera la phase de construction du spectre (et non plus celle du vote pour
effectuer une de´convolution). Cette phase est de´crite par la figure 7.2. Il est fait mention d’une
e´tape de reconstruction de spectre que nous de´velopperons ci-dessous.
Etape RJMCMC Ajout d’un événement ?
B étapes MCMC
sur ti0, mi0 , zi0
1 étape MCMC sur tous








dans la chaîne MCMC
+ construction du spectre
Figure 7.2 – Structure de l’algorithme hybride RJMCMC / MCMC en reconstruction de spectre
apre`s le temps de chauffe
Sur la base de cet algorithme, nous proposons trois algorithmes de reconstruction de spectre :
1. une me´thode par moyenne d’histogrammes ;
2. une me´thode par histogramme des estimations ;
3. une me´thode exploitant l’hypothe`se de Laplace.
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7.3.1.2 Reconstruction du spectre par moyenne d’histogramme
L’e´tape de reconstruction du spectre consiste a` exploiter les valeurs courantes des chaˆınes MCMC
afin de construire le spectre a` l’ite´ration conside´re´e. N’ayant a` ce stade aucune information sur
la forme du spectre recherche´e et cherchant a` adapter la me´thode de Caltech, nous proposons
de construire le spectre sur la base d’un histogramme. La taille des bins sera constante et note´e
∆M .
Pour construire l’histogramme, avant chaque e´tape RJMCMC, nous balayons l’ensemble des
masses estime´es mi et nous incre´mentons de 1 la valeur des bins de l’histogramme dans lesquels
se situent chacune des masses mi.
D’une certaine manie`re, cela revient a` cumuler ou a` moyenner, selon la normalisation choisie en
sortie d’algorithme, tous les histogrammes des listes apre`s le temps de chauffe.
Notons que Caltech propose de ≪ couper ≫ (cut-off ) les contributions pour les positions zi
infe´rieures a` 0.25, car la re´solution en masse du capteur est mauvaise dans cette zone. Nous
avons choisi de ne pas imple´menter cette ame´lioration.
7.3.1.3 Reconstruction du spectre par histogramme des masses estime´es
Nous proposons une me´thode de reconstruction de spectre base´e sur la me´thode d’inversion
multi-mode vue au chapitre pre´ce´dent. Ces deux me´thodes consistent a` estimer les masses en
sortie de l’algorithme, en seuillant le vecteur de vote q et en en de´duisant les masses (voir section
6.3.3.2). A la diffe´rence de la me´thode du chapitre pre´ce´dent, nous proposons d’e´chantillonner
les temps d’adsorption ti, meˆme au-dela` du temps de chauffe.
La liste des mole´cules adsorbe´es est estime´e comme dans la section 6.3.3.2. Nous formons ensuite
l’histogramme des masses estime´es. La taille des bins sera constante et note´e ∆M .
Notons que cette me´thode est une extension naturelle du chapitre pre´ce´dent et n’est pas, a`
proprement parle´, une adaptation de la me´thode de Caltech.
7.3.1.4 Reconstruction du spectre exploitant l’hypothe`se de Laplace
Nous proposons enfin une troisie`me me´thode de reconstruction de spectre base´e sur l’hypothe`se
de Laplace (voir section 4.2.6 page 94). Cette me´thode se base sur la meˆme algorithme que celui
de´crit pre´ce´demment, a` savoir l’estimation d’une liste de mole´cules adsorbe´es. La diffe´rence ici
est que nous proposons d’estimer aussi l’incertitude sur les masses et d’exploiter ce re´sultat dans
la reconstruction du spectre.
Pour estimer l’incertitude, nous proposons de fonctionner comme dans la section 6.3.3.2, a` savoir
de cre´er un vecteur q et un vecteur m, pour cumuler les temps et les masses au cours des
ite´rations, et nous formons aussi le vecteur m2 pour estimer le moment d’ordre 2 des masses
estime´es.
A chaque ite´ration poste´rieure au temps de chauffe, et pour chaque entre´e de la liste estime´e, nous
notons u0 le temps d’e´chantillonnage le plus proche du temps en question. Nous incre´mentons
de 1 le vecteur q sur la composante u0, nous incre´mentons de la valeur courante de la masse
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pour l’entre´e de la liste conside´re´e le vecteur m sur la composante u0, et nous incre´mentons du
carre´ de la valeur courante de la masse pour l’entre´e de la liste conside´re´e le vecteur m2 sur la
composante u0.
Comme pre´ce´demment, nous prenons comme instants d’e´chantillonnage les composantes de q
valant au moins 50% du nombre d’e´chantillons sur lesquels le cumul s’est effectue´. Ensuite, pour
ces indices i0, nous estimerons les masses adsorbe´es avec
mi0
qi0
. Si le vecteurm permet d’acce´der
au moment d’ordre 1 des masses adsorbe´es, c’est-a`-dire a` leur espe´rance, le vecteur m2 permet
d’acce´der au moment d’ordre 2 de la valeur des masses adsorbe´es. Ainsi, pour ces indices i0,








Le spectre sera reconstruit en exploitant l’hypothe`se de Laplace. Nous associerons a` chaque
mole´cule adsorbe´e estime´e une distribution normale centre´e sur la masse estime´e et de variance
la variance estime´e. Les distributions seront calcule´es sur une grille de pas ∆M et somme´es.
7.3.2 Exemple de re´sultat sur donne´es expe´rimentales
7.3.2.1 Validation de la me´thode sur donne´es re´elles
Validons de´sormais notre me´thode sur donne´es re´elles. Nous allons ici traiter un exemple, issu
de sessions expe´rimentales de De´cembre 2012 sur des agre´gats de Tantale d’un diame`tre nominal
de 6.5 nm, soit une masse nominale d’environ 1420 kDa.
Nous allons travailler en de´coupant le signal sur des feneˆtres de T e´chantillons.
Le tableau 7.1 donne les valeurs des parame`tres du mode`le direct, a` savoir le nombre d’e´chantillons
des feneˆtres T , la pe´riode d’e´chantillonnage Te, le temps de re´ponse τ et le de´phasage κ. Les
gains α sont recalcule´s pour chaque feneˆtre, la valeur dans le tableau est une valeur typique
(celle de la premie`re feneˆtre).
T Te τ κ α
5000 e´chantillons 2 ms 10 ms 0 {5.10 10−2, 11.97 10−2} Hz.kDa-1
Table 7.1 – Valeurs des parame`tres du mode`le direct pour les donne´es re´elles en reconstruction
de spectre
Ici, κ vaut 0 car les signaux ont e´te´ recale´s dans le temps graˆce a` la me´thode de´crite en annexe
B.1 pour chaque feneˆtre. Nous prendrons un filtre blanchisseur d’ordre V = 5. Les coefficients
du filtre sont donne´s dans le tableau 7.2.








Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
CHAPITRE 7. TRAITEMENT MULTI-MODE -- RECONSTRUCTION DE SPECTRE DE MASSE
Mode 1 a1,1 a2,1 a3,1 a4,1 a5,1
1.7989 −1.1393 0.0358 0.0374 −0.1959
Mode 2 a1,1 a2,1 a3,1 a4,1 a5,1
0.3187 −0.1197 −0.0409 −0.0378 −0.0346
Table 7.2 – Coefficients des filtres blanchisseurs pour le traitement des donne´es re´elles en
reconstruction de spectre
Les tableaux 7.3 et 7.4 donnent respectivement les parame`tres des algorithmes et les parame`tres
des lois a priori.
Jb J B δm δz δt ∆M
3000 5000 50 100 0.01 1 10
Table 7.3 – Valeurs des parame`tres de l’algorithme pour le traitement des donne´es re´elles en
reconstruction de spectre
km θm aπ bπ
1 1000 1 T
Table 7.4 – Valeurs des parame`tres des lois a priori pour le traitement des donne´es re´elles en
reconstruction de spectre
La figure 7.3 donne les spectres estime´s pour les trois me´thodes de´crites dans les sections 7.3.1.2
(≪ moyennes d’histogrammes ≫), 7.3.1.3 (≪ histogramme ≫) et 7.3.1.4 (≪ Laplace ≫). Nous ex-
primons les masses en diame`tres estime´s.
7.3.3 Commentaires
7.3.3.1 Comparaison des trois me´thodes
Globalement, nous voyons que les trois me´thodes semblent bien fonctionner. En effet, nous
voyons assez clairement un pic se de´tacher aux alentours de 6.5 nm sur les me´thodes ≪moyennes
d’histogrammes ≫ et ≪ Laplace ≫, ce pic e´tant moins marque´ sur la me´thode ≪ histogramme ≫.
Ce pic est ici centre´ sur 6.7 nm. Il n’est pas possible a` ce stade de savoir si cette erreur de
quantification vient du mode`le (valeur des gains αk, par exemple), ou des algorithmes. Aussi,
les trois me´thodes donnent des re´sultats ine´gaux.
Sur la me´thode ≪ moyennes d’histogrammes ≫, bien que nous voyons un pic se de´gager, nous
pouvons constater sur le spectre un ≪ bruit ≫ correspondant a` des petites masses non cense´es
appartenir au spectre (infe´rieures a` 5 nm). Nous les attribuons au caracte`re exploratoire de notre
algorithme, qui accepte l’ajout d’adsorptions qui n’en sont pas (adsorptions qui seront ensuite
supprime´es au cours des ite´rations), et donc moyenne des mode`les peu probables. Nous pensons
que dans cette de´marche, reconstruire le spectre en faisant la moyenne de tous les mode`les
comme nous le faisons ici n’est pas la meilleure solution. Il y a donc un compromis a` trouver
entre la non-prise de de´cision (l’algorithme explore des mode`les) et la mise a` l’e´cart de mode`les
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Reconstruction de spectre sur données réelles - histogramme














Reconstruction de spectre sur données réelles - Laplace














Reconstruction de spectre sur données réelles - moyenne d'histogrammes
Figure 7.3 – Reconstruction d’un spectre sur donne´es re´elles
peu probables. Une autre solution pourrait consister a` prendre km = 2 pour pe´naliser les faibles
valeurs de masse.
La me´thode ≪ histogramme ≫ ne permet pas une lecture claire des re´sultats. En effet, la taille
des bins est trop petite pour que le spectre ait un rendu lisse. Aussi, nous pouvons constater
plusieurs masses e´loigne´es de la valeur nominale des diame`tres (de 4 a` 12 nm). Ces masses, e´tant
certainement mal estime´es, devraient avoir une contribution moindre au spectre, ce que ne prend
pas en compte cette me´thode. Cette me´thode se distingue tout de meˆme par le fait qu’il n’y a
pas de spectre de petites masses sur ce spectre.
La dernie`re me´thode, ≪ Laplace ≫, semble eˆtre un bon compromis entre les deux pre´ce´dentes. Le
spectre est bien concentre´ autour de 6.7 nm et prend des valeurs faibles a` la fois sur les petits
et sur les grands diame`tres. Cette me´thode nous semble donc adapte´e au proble`me e´tudie´ ici. Il
serait be´ne´fique de mener une e´tude plus de´taille´e sur la qualite´ de l’estimation du spectre, en
comparaison avec un spectre issu du spectrome`tre de masse a` temps de vol, par exemple.
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7.3.3.2 Critique ge´ne´rale
D’une manie`re plus ge´ne´rale, nous avons une critique importante a` formuler a` l’encontre de la
me´thode de reconstruction propose´e ici : celle-ci ≪ confond ≫ deux choses. D’une part se trouve
l’information sur la masse des mole´cules apporte´e par les donne´es p(mi|gk). De l’autre coˆte´ se
trouve l’information apporte´e au spectre par l’information sur la masse des mole´cules p(Sp|mi).
Cette me´thode identifie l’une a` l’autre, dans la mesure ou` elle consiste a` sommer p(mi|gk), sans
expliciter p(Sp|mi).
D’une certaine manie`re, cette me´thode consiste a` faire l’inte´gration suivante (supposons N fixe´) :
p(Sp|gk)k∈{1,K} =
∫
p(mi|gk)k∈{1,K} dm1, . . . , dmi . . . dmN
=
∫
p(gk|mi)k∈{1,K}p(mi) dm1, . . . , dmi . . . dmN
(7.2)
Or, en exploitant le mode`le hie´rarchique :
p(Sp|gk)k∈{1,K} = p(Sp)
∫
p(mi|Sp) p(gk|mi)k∈{1,K} dm1, dm2 . . . , dmi . . . dmN (7.3)
Il nous paraˆıt donc essentiel de former a` la fois l’information a priori sur le spectre p(Sp) mais
aussi la loi de ≪ tirage ≫ p(mi|Sp) qui correspond a` la question Je prends une mole´cule dans le
me´lange, quelle est sa loi de probabilite´ en masse ?. Ceci revient a` dire que nous allons donner une
forme au spectre, et ainsi expliciter la manie`re avec laquelle l’information en masse se transcrit
en information sur le spectre.
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7.4 De´veloppement d’une me´thode de reconstruction d’un spectre
de raies
7.4.1 Cadre de travail utilise´
Ici, nous allons nous placer dans un cadre particulier de spectre : le spectre de raies. Nous
supposerons que le nombre de raies est connu : L. Cette hypothe`se est une hypothe`se tre`s forte.
Les raies ont pour valeur Spl.
D’une certaine manie`re, il est possible de mettre en relation notre proble´matique avec les
proble´matiques d’apprentissage non-supervise´ ou d’apprentissage-classification joints, dans les-
quelles il s’agit a` la fois de classer les mole´cules mais aussi d’estimer les parame`tres des classes.
En exemple en neuro-sciences utilisant le contexte baye´sien est donne´ par [FGQ12]. Un algo-
rithme adapte´ a` la re´solution de ce proble`me est l’algorithme d’Espe´rance-Propagation [Min]
(ou Expectation-Propagation).
7.4.2 Mode´lisation statistique des grandeurs et estimation
Voyons maintenant comment nous allons mode´liser les diffe´rentes grandeurs a` l’aide de lois de
probabilite´. Nous allons reprendre en grande partie le travail effectue´ au chapitre pre´ce´dent, en
remplac¸ant p(mi) par p(mi|Sp)p(Sp). Les grandeurs inconnues dans notre cas sont les raies du
spectre de masse Spl, l’intensite´ de comptage π, et les signaux m(t) et z(t) qui sont parame´tre´s
par le nombre d’e´ve´nements N , les temps d’adsorption ti, les amplitudes des masses adsorbe´es
mi et les positions des mole´cules adsorbe´es zi :
N ∈ N
ti ∈ [0, T ]N
mi ∈ R+N
zi ∈ [0, 1]N
π ∈ [0, 1]
Spl ∈ R+ L
(7.4)
7.4.2.1 Expression de la fonction de vraisemblance
Comme nous l’avons exprime´ a` la section 3.4.1 puis au chapitre pre´ce´dent, section 5.3.2.1, nous
mode´lisons nos connaissances sur les incertitudes de mesure au travers d’un bruit additif, sta-
tionnaire et ergodique qui suit une loi normale centre´e de covariance Γ. Dans notre cas, il s’agira
de concate´ner les signaux observe´s d’une part et les signaux estime´s d’autre part afin de pouvoir
les inclure dans une vraisemblance normale (voir section 3.4.1).
Nous reprendrons la notation pre´ce´dente afin de ne pas alourdir les e´quations. Nous noterons
donc la vraisemblance :
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p (gk|m(t), z(t)) = N
(




Ici, · symbolise la discre´tisation du signal puis la mise en forme sous forme de vecteur (concate´nation
des diffe´rentes harmoniques), voir section 3.4.2.2 pour plus de de´tails.
7.4.2.2 De´finition des lois a priori
Loi de probabilite´ sur l’ordre du mode`le Comme pre´ce´demment, compte-tenu que nous
nous inspirons du mode`le Bernoulli-Gaussien, nous conside´rons que l’ordre du mode`le N suit la
meˆme loi que la somme de variables de Bernoulli inde´pendantes, c’est-a`-dire une loi Binomiale
de parame`tres π et T :
p (N |π) = B (N |π, T ) (7.6)
Loi de probabilite´ sur les temps d’adsorption Nous travaillerons ici en processus ponctuel
marque´ uniquement :
p (ti|π) = U[0,T ] (ti) (7.7)







δ(mi − Spl) (7.8)
ou` Spl sont les raies su spectre de masse.
Loi de probabilite´ sur la position Nous mode´liserons les positions d’adsorption zi comme
uniforme´ment re´parties soit sur [0, 1] dans le cas cantilever, soit sur [0, 0.5] dans le cas double-
clamped (compte-tenu de la syme´trie du proble`me). Ici, nous sommes en pre´sence d’une ge´ome´trie
double-clamped :
p (zi) = U[0,0.5](zi) (7.9)
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Loi de probabilite´ sur l’intensite´ de comptage Comme pre´ce´demment, le parame`tre
d’intensite´ de comptage, π, sera distribue´ selon une loi Beˆta. Cette loi, a` support [0, 1], est la loi
a priori conjugue´e pour le parame`tre d’une loi Binomiale (voir tableau 4.1, page 89) :
p (π) = Bet (π|aπ, bπ) (7.10)
ou` aπ et bπ sont les parame`tres de la loi Beˆta.
Loi de probabilite´ sur les raies du spectre de masse Les raies sont distribue´es selon une
loi a` support positif. Dans la ligne´e des chapitres pre´ce´dents, nous proposons de prendre une loi
Gamma :
p (Spl) = Gam (Spl|km, θm) (7.11)
ou` km, et θm sont respectivement les parame`tres de forme et d’e´chelle de la loi Gamma.
7.4.2.3 E´criture des lois a posteriori des parame`tres de la liste pour un ordre de
mode`le et un spectre donne´
Compte-tenu de la mode´lisation formule´e ci-dessus, nous pouvons e´crire la probabilite´ a poste-
riori jointe de tous les parame`tres de la liste sachant un mode`le N donne´ (ces parame`tres sont
inde´pendants de π conditionnellement a` N), ainsi qu’un spectre Sp donne´ :
p (t1, . . . tN ,m1, . . .mN , z1, . . . zN |N,Sp, g) ∝N
(












7.4.2.4 E´criture des autres lois a posteriori conditionnelles
Aussi, il est possible d’e´crire la loi a posteriori du mode`le N , conditionnellement a` π :
p (N |π, g) ∝ B (N |π)
∫
p (t1, . . . tN , f1, . . . fN |N, g) dtidf i (7.13)
Nous e´crivons e´galement la loi a posteriori conditionnelle a` N de l’intensite´ de comptage π :
p(π|N,T ) = Bet (π|aπ +N, bπ + T −N) (7.14)
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Enfin, nous e´crivons la loi a posteriori conditionnelle du spectre Sp :







δ(mi − Spl) (7.15)
7.4.2.5 Utilisation d’un algorithme hybride RJMCMC-MCMC
Afin d’explorer convenablement l’espace des mode`les et l’espace des parame`tres au sein de chaque
mode`le, nous proposons d’utiliser comme pre´ce´demment un algorithme hybride RJMCMC-
MCMC.
Nous allons utiliser une structure inspire´e de ce que nous avons fait pre´ce´demment. Cette struc-
ture, est illustre´e par la figure 7.4.
Etape RJMCMC
1 étape MCMC







dans la chaîne MCMC
Figure 7.4 – Structure de l’algorithme hybride RJMCMC / MCMC en reconstruction de spectre
de masse parcimonieux
Les e´chantillonneurs seront un e´chantillonneur RJMCMC pour changer l’ordre du mode`le N ,
un e´chantillonneur Q1 pour de´placer les temps d’adsorption ti, un e´chantillonneur Q2 pour
modifier les masses mi et les positions zi, un e´chantillonneur Q3 pour e´chantillonner l’intensite´
de comptage π et un e´chantillonneur Q4 pour e´chantillonner conjointement le spectre Sp et les
masses mi.
Le principe de l’e´chantillonneur RJMCMC reste inchange´ (plus de de´tails en annexe E.4). Les
e´chantillonneurs Q1 et Q3 restent inchange´s e´galement. Seul l’e´chantillonneur Q2 est modifie´.
E´chantillonneur de la masse et de la position Pour e´chantillonner la masse et la position,





i |m(j−1)i , z(j−1)i , Sp(j)) = Q2a(mpi |m(j−1)i , Sp(j))Q2b(zpi |z(j−1)i ) (7.16)
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δ(mpi − Sp(j)l )
Q2b(z
p
i |z(j−1)i ) = p(zpi ) = U[0,0.5] (zpi )
(7.17)
E´chantillonneur conjoint du spectre et des masses Nous e´chantillonnons conjointement
chacune des raies du spectre avec les masses se situant sur cette raie. En clair nous prenons les





l et nous utilisons un e´chantillonneur a` marche ale´atoire avec























Estimation il sera possible ici de suivre les chaˆınes MCMC des informations d’inte´reˆt Sp
(j)
l .
L’estimation pourra se faire au sens de l’Espe´rance A Posteriori, par exemple. Cette simplicite´
d’estimation vient du fait que nous nous sommes ramene´s a` un proble`me en dimension finie et
fixe´e L.
7.4.3 Quelques re´sultats pre´liminaires sur signaux synthe´tiques
7.4.3.1 Modalite´s de simulation
Nous allons tester notre me´thode sur donne´es simule´es. Pour simuler les donne´es, nous com-
menc¸ons par ge´ne´rer ale´atoirement un signal d’observation sur T e´chantillons.
Pour cela, nous ge´ne´rons N triplets {ti,mi, zi}, les ti e´tant tire´s ale´atoirement entre 1 et T . Nous
veillons notamment a` ce qu’il n’y ait pas deux ti identiques. Nous choisissons L = 3. Les masses
seront uniforme´ment tire´es sur {Sp1, Sp2, Sp3}.
Nous ge´ne´rons ensuite le signal re´sultant de cette liste d’adorption en appliquant (3.12) puis
en discre´tisant le signal. Nous travaillerons sur K = 2 harmoniques. Nous ajoutons sur chaque
harmonique k un bruit suivant une loi normale de variance σ2k, les bruits sur chaque mode e´tant
de´-corre´le´s. Ensuite, nous inte´grons ce bruit (fonction Matlab cumsum), ce qui en fait un bruit
en 1/f pur.
Les parame`tres de simulation sont donc :
– T le nombre d’e´chantillons ;
– L le nombre de raies ;
– σk l’e´cart-type du bruit sur l’harmonique k ;
– τ le temps de re´ponse de la boucle a` verrouillage de phase (exprime´ en pe´riodes d’e´chantillonnage) ;
– κ le temps de ≪ de´-synchronisation≫ entre les deux modes (exprime´ en pe´riodes d’e´chantillonnage) ;
– α la valeur des gains fixes ;
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– φ(·), les gains variables : ceux-ci seront issus de la ge´ome´trie double-clamped ;
– N le nombre de mole´cules ;
– les valeurs des raies du spectre Sp.
Nous prendrons des valeurs de bruit et de gain re´alistes par rapport aux donne´es observe´es.
Le tableau 7.5 donne les valeurs des parame`tres de simulation.
T L σ τ
4000 e´chantillons 3 raies {0.9, 3.9} 30 e´chantillons
κ α N Sp
0 {0.051, 0.12} Hz.kDa-1 10 adsorptions {700, 1000, 1500} kDa
Table 7.5 – Valeurs des parame`tres de simulation en reconstruction de spectre de masse
7.4.3.2 Parame`tres de l’algorithme
Nous lancerons deux algorithmes. Le premier sera un algorithme de reconstruction de spectre
de´crit dans la section pre´ce´dente. Le second sera notre algorithme de reconstruction de spectre
de raies. Nous initialisons le second algorithme avec le re´sultat du premier. Les raies, quant a`
elles, seront initialise´es ale´atoirement.
Le premier algorithme prend un certain nombre de parame`tres, il s’agit notamment :
– du temps de chauffe, note´ Jb ;
– du nombre total d’ite´rations J ;
– du nombre d’ite´rations B lorsqu’un e´ve´nement est ajoute´ ;
– des parame`tres des lois de proposition δm, δz et δt ;
– des parame`tres des lois a priori km et θm, aπ et bπ.
Le tableau 7.6 donne les parame`tres du premier algorithme.
Jb J B δm δz δt
4000 5000 100 100 0.1 1
Table 7.6 – Valeurs des parame`tres de l’algorithme de reconstruction de spectre de masse sur
donne´es simule´es
Quant a` notre me´thode, elle aussi prend un certain nombre de parame`tres, donne´s dans le tableau
7.7. Il s’agit notamment :
– du temps de chauffe, note´ Jb ;
– du nombre total d’ite´rations J ;
– des parame`tres des lois de proposition δt, δz et δSp ;
Les loi a priori seront les meˆmes pour les deux algorithmes et donne´es par le tableau 7.8.
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Jb J δt δz δSp
1500 2000 1 0.1 5
Table 7.7 – Valeurs des parame`tres de l’algorithme de reconstruction de spectre de masse
parcimonieux sur donne´es simule´es
km θm aπ bπ
1 1000 1 T
Table 7.8 – Valeurs des parame`tres des lois a priori pour les algorithmes de reconstruction de
spectre de masse sur donne´es simule´es
7.4.3.3 Re´sultats
La figure 7.5 pre´sente le spectre estime´ par les me´thodes ≪ sans classification ≫, de´crites a` la
section pre´ce´dente et la figure 7.6 pre´sente le spectre estime´ par notre me´thode ≪ avec classifica-
tion ≫. Pour eˆtre exact, la figure 7.6 trace l’e´volution des e´chantillons de Sp1, Sp2 et Sp3 apre`s
temps de chauffe.
Rappelons : Sp1 = 700 kDa, Sp2 = 1000 kDa et Sp3 = 1500 kDa.
Si nous choisissons l’estimateur de l’Espe´rance A Posteriori, notre algorithme estime : Ŝp1 = 725
kDa, Ŝp1 = 949 kDa, et Ŝp1 = 1457 kDa, soit des erreurs relatives de (respectivement) 3.6%,
5.1% et 2.8%.
7.4.3.4 Discussion
Nous voyons dans ces re´sultats pre´liminaires que les me´thodes propose´es a` la section pre´ce´dente
ne peuvent pas ge´rer le proble`me pose´ ici. Le spectre reconstruit n’est absolument par parcimo-
nieux, et les pics ne sont pas centre´s sur les vraies valeurs des masses. Ceci est particulie`rement
visible sur la me´thode ≪ Laplace ≫. Notons tout de meˆme que le proble`me propose´ ici est difficile,
avec 30 adsorptions sur 4000 e´chantillons et une raie a` 700 kDa, dont les mole´cules ne vont pas
donner lieu a` beaucoup de signal.
La me´thode que nous proposons, quant a` elle, parvient a` estimer correctement les raies du
spectre, avec des erreurs infe´rieures ou e´gales a` 5%.
Cette me´thode parvient a` exploiter l’information issue de p(mi|Sp), qui est une information tre`s
forte dans ce cas-la`. C’est pour cette raison que notre algorithme donne une reconstruction de
spectre bien plus fide`le qu’une me´thode qui n’explicite pas ce lien entre les masses individuelles
et la population de mole´cules e´tudie´e.
Si cet exemple fonctionne plutoˆt bien, nous avons e´galement e´te´ confronte´s a` des soucis de conver-
gence sur d’autres. Peut-eˆtre faudrait-il initialiser l’estimation avec un mode`le plus ≪ doux ≫,
comme un me´lange de lois normales, dont on estimerait les moyennes et dont les variances
diminueraient au cours des ite´rations.
Une extension e´vidente est celle de la recherche automatique du nombre de raies. Ceci ne´cessite
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Reconstruction de spectre de raies simulé - histogramme














Reconstruction de spectre de raies simulé - Laplace














Reconstruction de spectre de raies simulé - moyenne d'histogrammes
Figure 7.5 – Reconstruction d’un spectre parcimonieux ≪ sans classification ≫
un double choix de mode`le (nombre d’adsorptions d’une part et nombre de raies d’une autre
part).
Enfin, nous pensons enfin que cette me´thode trouverait un sens dans l’analyse de me´langes issus
d’e´chantillons biologiques dans la mesure ou` dans ce cas, l’hypothe`se d’un spectre de raie est
une hypothe`se re´aliste.
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Figure 7.6 – Reconstruction d’un spectre parcimonieux ≪ avec classification ≫
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Nous venons de voir dans ce rapport de the`se une e´tude des traitements adapte´s a` la spec-
trome´trie de masse a` base de NEMS. Re´sumons le travail.
Chapitres introductifs
Nous avons vu en premier lieu quel e´tait le contexte applicatif ge´ne´ral, a` savoir la prote´omique
et son outil d’analyse qu’est la spectrome´trie de masse. Celle-ci vise a` identifier des mole´cules
et est une technologie qui fait intervenir plusieurs acteurs et plusieurs briques e´le´mentaires. Une
de ces briques est l’analyseur de masse, qui est un appareil visant a` transformer l’information de
masse des mole´cules en une information plus facilement manipulable, a` savoir dans de nombreux
cas une information nume´rique. Diffe´rentes technologies existent pour l’analyseur de masse,
diffe´rentes au sens qu’elles n’exploitent pas les meˆmes phe´nome`nes physiques, mais similaires au
sens qu’elles reposent toutes sur la notion de flux de mole´cules, en l’occurrence des ions.
Nous avons ensuite introduit une nouvelle technologie issue du monde de l’e´lectronique pouvant
faire office d’analyseur de masse, les NEMS. Nous avons expose´ que les NEMS sont des capteurs
nanome´triques susceptibles de de´tecter l’ajout d’une masse de l’ordre de celle d’une prote´ine. La
grandeur a` suivre afin d’obtenir une information sur la masse ajoute´e au capteur est la fre´quence
de re´sonance de ce dernier. A ce titre, nous avons pre´sente´ un syste`me permettant de suivre cette
fre´quence de re´sonance. Enfin, nous avons montre´ le syste`me complet permettant d’analyser des
mole´cules graˆce a` ces capteurs. Celui-ci permet de fonctionner en mode comptage, c’est-a`-dire
de compter chaque mole´cule arrivant sur le capteur, et de lui attribuer un parame`tre, a` savoir
la masse.
Mode`le et cadre de travail
Ensuite, nous avons expose´ une premie`re contribution, a` savoir la mode´lisation du proble`me
sous plusieurs formes (processus a` temps discret et processus ponctuel marque´) qui font inter-
venir une mode´lisation soit semi-parame´trique soit non-parame´trique. Nous avons aussi propose´
une mode´lisation qui traduit le mode comptage inhe´rent a` notre proble´matique en une somme
de fonctions de Dirac repre´sentant les arrive´es des mole´cules. Dans ce cadre, l’expression du
proble`me direct est une convolution, et son inversion une de´convolution impulsionnelle. Nous
avons propose´ par la suite une mode´lisation du bruit ainsi que diffe´rentes fac¸ons de repre´senter
l’information d’inte´reˆt.
Une fois le mode`le clairement exprime´, nous avons liste´ diffe´rentes techniques permettant de
retrouver l’information d’inte´reˆt. Si certaines techniques reposant sur une simple observation
existent, nous avons tenu a` exposer des techniques de de´convolution reposant sur une mode´lisation
plus pousse´e du syste`me de mesure. Ainsi, nous avons introduit le cadre des proble`mes in-
verses, et nous avons propose´ une classification des me´thodes d’inversion. Nous avons aussi
introduit le cadre de travail baye´sien, qui offre a` la fois une manie`re d’exprimer les informations
de mode´lisation et des me´thodes d’inversion. Parmi elles, les me´thodes d’inversion MCMC ont
e´te´ pre´sente´es.
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Contributions me´thodologiques et re´sultats
Ensuite, nous avons expose´ notre deuxie`me contribution, a` savoir le de´veloppement d’une me´thode
baye´sienne pour inverser le proble`me en mono-mode, qui s’inscrit dans la de´marche de de´convolution
impulsionnelle, et qui consiste en la de´tection des mole´cules adsorbe´es. Nous avons explique´ pour-
quoi le cadre de travail baye´sien convenait bien au proble`me e´tudie´, et nous avons e´crit la loi a
posteriori pour tous les parame`tres inconnus. Nous avons base´ notre algorithme sur l’exploration
de mode`le. Pour calculer un estimateur, nous avons choisi une approche mixte RJMCMC-MCMC
et mis en place une me´thode d’e´chantillonnage de Metropolis-Hastings adapte´e aux spe´cificite´s
du proble`me, par le biais de fonctions de proposition ade´quates.
Ce mode`le a pu aise´ment eˆtre de´rive´ pour inverser le proble`me dans un cadre multi-mode. Ce
proble`me, qui consiste en la de´tection et en la quantification de la masse des mole´cules adsorbe´es,
comporte deux spe´cificite´s. La premie`re vient du fait que les chutes de fre´quence engendre´es
par l’adsorption d’une mole´cule interviennent simultane´ment sur plusieurs signaux temporels.
La seconde re´side dans la ne´cessite´ d’inverser une fonction non-line´aire faisant intervenir une
variable cache´e, a` savoir la position de la mole´cule sur la capteur.
Enfin, ce travail de de´convolution par me´thode d’exploration de mode`le a permis la mise en place
d’une me´thode de reconstruction de spectre sans prise de de´cision interme´diaire. Ceci permet
de prendre en compte toutes les sources d’incertitude afin de fournir une estimation robuste
pour laquelle l’ensemble des variabilite´s a e´te´ inte´gre´. Nous avons e´galement vu une me´thode
≪ tout inte´gre´e ≫ baye´sienne de reconstruction de spectre dans le cas d’un spectre de raies. Ces
me´thodes, actuellement a` un degre´ de maturite´ faibles, sont tre`s prometteuses pour le proble`me
e´tudie´.
En termes de re´sultats, nous avons vu que nos me´thodes de´passaient, en terme de taux de
bonne de´tection et de fausse de´tection, les me´thodes classiques telles que la pseudo-inverse, le
LASSO, Matching-Pursuit et e´taient e´quivalentes aux me´thodes SMLR les mieux parame´tre´es.
Nos me´thodes sont aussi les plus performantes dans le cas ou` les temps d’adsorption se situent en
dehors de la grille d’e´chantillonnage. Nous parvenons e´galement a` obtenir des re´sultats de quan-
tification plus pre´cis qu’avec des me´thodes en deux e´tapes. Enfin, les reconstructions de spectre
de masse sont cohe´rentes avec les informations expe´rimentales. Sur donne´es expe´rimentales, la
me´thode de reconstruction de spectre de raies permet de caracte´riser convenablement le spectre
de masse d’une solution analyse´e.
L’inte´reˆt de travailler dans un contexte statistique baye´sien est multiple. De´ja`, les difficulte´s
lie´es au caracte`re mal-pose´ du proble`me ou a` la pre´sence d’une relation non-line´aire ont pu eˆtre
aise´ment contourne´es. De plus, dans ce contexte, le re´glage des parame`tres de l’algorithme est
assez simple, l’algorithme s’adaptant a` la situation qu’il traite. Nous avons simplement choisi
ici des lois a priori peu informatives relativement au proble`me e´tudie´. A ce titre, nous n’avons
pas fait de campagne d’optimisation parame´trique sur nos algorithmes. Enfin, le cadre de travail
baye´sien permet de s’inscrire dans une logique homoge`ne et unifie´e, qui nous a permis de de´river
le mode`le pour nous adapter aux trois cas de figure de´crits ci-dessus, les mode`les e´tant facilement
enrichis lorsque nous passions d’un chapitre a` l’autre.
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Apport de ce travail
Nous pensons que le travail pre´sente´ ci-dessus pre´sente un apport original en ce qui concerne :
– la mode´lisation du syste`me de mesure et ses perturbations ;
– l’expression du mode`le direct sous forme de processus ponctuel marque´ et processus a` temps
discret ;
– l’utilisation d’algorithmes de l’e´tat de l’art (LASSO, Matching-Pursuit, SMLR) pour re´soudre
le proble`me inverse e´tudie´ ici ;
– le de´veloppement d’une me´thode de de´convolution impulsionnelle reposant sur un choix de
mode`le : ces me´thodes existent mais elles restent assez peu explore´es dans la litte´rature ;
– l’extension de cette me´thode au cas multi-mode ;
– la reconstruction de spectre sans de´convolution explicite, et donc sans avoir besoin de choisir
un estimateur pour la de´convolution.
Perspectives
Le travail pre´sente´ dans le cadre de ce rapport ne s’arreˆte (malheureusement / heureusement ?)
pas a` ces conclusions, et un certain nombre de points restent en suspens. Abordons-les en allant
du plus proche de notre travail au plus e´loigne´.
Sur le mode`le et l’algorithme
Il existe e´galement des pistes d’ame´lioration concernant le mode`le baye´sien et l’algorithme em-
ploye´.
Sur le mode`le baye´sien, nous avons fait le choix d’une loi a priori Binomiale sur le nombre
d’e´ve´nements car nous nous sommes inspire´s du mode`le Bernoulli-Gaussien. Or, que se passerait-
il avec une autre loi sur le mode`le ? Il est possible que l’algorithme explorerait moins de mode`les
et pourrait donner, avec un a priori bien choisi, une reconstruction de spectre plus fide`le.
En ce qui concerne l’algorithme, la mise en place d’une exploration des mode`les par e´clatement
d’un e´ve´nement nous paraˆıt eˆtre une piste a` creuser, afin de ne pas rester bloque´ dans des optima
locaux. Nous pourrions aussi trouver des fonctions de proposition plus e´volue´es permettant une
convergence plus rapide, en particulier en ce qui concerne la fonction de proposition de la masse
et de la position d’une mole´cule, qui pourrait eˆtre adapte´e a` la ge´ome´trie des fonctions φ(·).
Enfin, nous pensons qu’en termes de de´convolution, il pourrait eˆtre mis en place des syste`mes
d’estimation plus raffine´s comme par exemple la mise en place d’un suivi des instants actifs, au
lieu d’un simple vote par un vecteur binaire.
Enfin, les proprie´te´s de convergence n’ont pas pu eˆtre e´tudie´es, et nous avons d’ailleurs e´voque´
que si la me´thode de reconstruction de spectres de raies paraissait inte´ressante, sa convergence
n’est pas assure´e pour le moment.
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Sur les re´sultats
Le second point que nous pourrions approfondir serait celui des re´sultats. En particulier, de
nombreuses donne´es acquises par Eric Sage n’ont pas e´te´ traite´es faute de temps. Il serait bon
de pre´voir un traitement automatise´ de ces donne´es et de comparer les re´sultats aux re´sultats
obtenus par le spectrome`tre de masse a` temps de vol et la micro-balance a` quartz.
Un point de´licat dans l’analyse de ces re´sultats vient du triptyque de sources d’erreurs suivant :
– le capteur NEMS n’est pas parfait, et son mode`le est suˆrement incomplet, nos colle`gues phy-
siciens remettent notamment en cause la forme des fonctions de gain variable φ(·) et la valeur
des gains fixes α ;
– l’information apporte´e par le spectrome`tre de masse a` temps de vol n’est pas parfaite non
plus, celui-ci travaillant de surcroit dans une gamme de masse (plusieurs centaines de kDa)
situe´e sensiblement au-dessus de sa gamme habituelle ;
– l’algorithme de reconstruction de spectre peut lui aussi commettre des erreurs.
Sur les algorithmes alternatifs
Le point suivant consiste a` effectuer une comparaison exhaustive de nos me´thodes avec les
me´thodes de l’e´tat de l’art. Si la partie de´convolution mono-mode a e´te´ assez bien teste´e en
comparaison de performances (bien que ce genre d’e´tude soit extensible a` merci) les aspects
de´convolution multi-mode (avec les algorithmes Simultaneous Orthogonal Matching Pursuit,
Group LASSO pour ne citer qu’eux) peuvent largement eˆtre approfondis. Aussi, la me´thode
de de´convolution multi-mode reposant sur un mode`le Bernoulli-Gaussien offre des performances
tre`s proches de notre algorithme, et il est possible de les ame´liorer avec une loi a priori normale
sur les amplitudes prenant mieux en compte la distribution des chutes de fre´quence, c’est-a`-dire
une loi normale he´te´rosce´dastique et corre´le´e. La comparaison avec la me´thode de quantification
de Hanay et al. devrait e´galement eˆtre e´tudie´e.
Il conviendrait e´galement de tester plusieurs assemblages de chaˆınes de traitement, constitue´s
d’assemblages d’algorithmes de l’e´tat de l’art, d’algorithmes a` adapter et des algorithmes pro-
pose´s. Il est possible qu’un compromis performances / temps de calcul s’ope`re entre notre
me´thode et de tels assemblages, qui seraient plus rapide que notre me´thode. Il serait notam-
ment inte´ressant de voir l’apport de notre me´thode en terme d’estimation de spectre, dans
la mesure ou` cette dernie`re reconstruit les spectres sans prise de de´cision interme´diaire, par
rapport a` une me´thode d’estimation de spectre classique mise en aval de notre algorithme de
de´tection/quantification.
Les points de´licats sur cette partie sont les suivants.
– Le grand nombre de chaˆınes de traitement possibles : avec ne serait-ce que 3 algorithmes de
de´tection, 3 algorithmes de quantification et 3 algorithmes de reconstruction de spectre, nous
arrivons de´ja` a` un total de 27 assemblages possibles !
– Le bon choix des crite`res de performance, en relation avec l’application vise´e : notamment, le
temps de calcul est-il critique pour notre application ? Est-ce que les pertes de comptage sont
dommageables ou a-t-on suffisamment de donne´es ? Quelle est la taille typique des mole´cules
e´tudie´es, et question corolaire : quel est le rapport signal a` bruit ? Quel est le taux de comptage
et quel doit eˆtre le pouvoir de se´paration temporel des impulsions de l’algorithme ?
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– l’information demande´e par l’algorithme et l’automatisation du traitement. En effet, il peut
arriver qu’une me´thode directe tre`s bien re´gle´e en terme de parame`tres pre´sente de tre`s bons
re´sultats. Or, sera-t-elle aussi bonne dans d’autres conditions expe´rimentales ? Dans quel me-
sure a-t-on besoin d’apprendre des parame`tres par des me´thodes secondaires (calibration no-
tamment) ?
Compromis pour optimiser les temps de calcul
Nous avons mis en place une me´thode de de´convolution puissante. Malheureusement, cette
dernie`re est assez gourmande en temps de calcul. Certaines pistes pourraient permettre de re´duire
ce temps de calcul, parmi eux, le calcul ite´ratif de la fonction de vraisemblance (la` ou` nous nous
contentons ici de mettre a` jour ite´rativement le mode`le direct).
D’autres pistes permettraient de rester proches de la me´thode tout en re´duisant encore le temps
de calcul, comme par exemple assumer l’hypothe`se de blancheur du bruit (ou avec corre´lation
uniquement d’un mode a` l’autre).
Enfin, d’autre pistes, qui nous feraient sortir du cadre purement baye´sien ≪ tout inte´gre´≫ peuvent
eˆtre exploite´es. Il est notamment possible d’effectuer la de´tection des e´ve´nements par une
me´thode externe, l’algorithme MCMC se chargeant d’estimer les autres parame`tres (masse, po-
sition et spectre en l’occurrence). D’une manie`re plus douce, il est possible de pre´-se´lectionner les
instants candidats pour eˆtre temps d’adsorption et d’utiliser cette information comme a priori
sur les temps d’adsorption.
Extensions du mode`le
Le mode`le pourrait eˆtre e´tendu pour plus d’automatisation, notamment en estimant conjointe-
ment aux autres parame`tres les parame`tres τ , κ et les parame`tres de bruit. La question a` se
poser est, a` notre sens : cela apporte-t-il quelques chose relativement a` l’application vise´e ? En
particulier, y-aura-t-il une phase de calibration dans le fonctionnement re´el du syste`me ?
D’une manie`re plus profonde, le mode`le que nous avons mis en place pourrait eˆtre enrichi des
proble´matiques suivantes :
– gestion de re´seaux de capteurs (e´ventuellement he´te´roge`nes) ;
– recherche du nombre de raies lors de la reconstruction du spectre de masse, ce qui ne´cessiterait
un double choix de mode`le (nombre d’adsorption ET nombre de raies) ;
– utilisation de l’algorithme de reconstruction de spectre dans d’autres cas que le spectre de
raies : les spectres de masse expe´rimentaux peuvent, selon nos colle`gues, eˆtre approxime´s par
une loi log-normale.
Utilisation avec d’autres modalite´s d’acquisition
Enfin, le mode`le que nous avons de´veloppe´ et les algorithmes qui en de´coulent peuvent eˆtre
adapte´s a` bon nombre d’autres proble´matiques de de´convolution impulsionnelle. D’une manie`re
plus ge´ne´rale, les traitements en mode comptage sont assez ge´ne´raux en traitement de l’informa-
tion. Nous pouvons notamment voir un domaine d’application possible dans la surveillance de
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l’environnement et notamment l’exploitation d’images ae´riennes voire satellitaires pour compter
des e´le´ments naturels (arbres par exemple), de la faune, des pie´tons ou des membres d’une foule,
des ve´hicules, etc. . .
Notons aussi que cette approche de´tection – quantification – comptage prend un sens tre`s fort
dans le cadre des nanotechnologies. En effet, dans ce cadre-la`, il est possible de mesurer une
information e´le´mentaire a` tre`s petite e´chelle (dans notre cas, la mole´cule unique). L’ide´e ge´ne´rale
est donc d’effectuer une de´tection-estimation (ou quantification) sur chacune des informations
e´le´mentaires, suivie de la fusion de toutes les donne´es (ici, comptage). Notre de´marche ≪ tout
inte´gre´e ≫ pourrait donc eˆtre une base a` de futurs travaux similaires en nanotechnologies.
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Annexe A
Quelques lois de probabilite´
A.1 Loi normale
La loi normale multivarie´e prend deux parame`tres a` savoir le vecteur moyenne µ et la matrice
de covariance Σ (en dimension N).




(x− µ)TΣ−1(x− µ) (A.1)
Sous sa forme mono-varie´e, la loi normale prend deux parame`tres, la moyenne µ et l’e´cart-type
σ.












La loi normale uniforme prend deux parame`tres de borne infe´rieure m et supe´rieure M .
U[m,M ](x) =
1




La loi Gamma prend deux parame`tres de forme k et d’e´chelle θ. Cette loi prend des valeurs non
nulles sur R+.
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La loi Binomiale est la loi que suit la somme de variable de Bernoulli (e´preuves valant 1 avec la
probabilite´ π et 0 avec la probabilite´ 1− π). Cette loi prend deux parame`tres de succe`s π et de
nombre d’e´preuves T . Cette loi prend des valeurs non nulles sur N+.









La loi Beˆta prend deux parame`tres a et b. Cette loi prend des valeurs non nulles sur l’intervalle
[0, 1].
Beta (x|a, b) = 1
B(a, b)
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Annexe B
Pre´-traitements
B.1 Recalage des horloges
Un proble`me mis en e´vidence a` la section 3.2.2.3 est celui de la de´-synchronisation des horloges
sur les diffe´rents modes. Pour pallier a` ce proble`me, nous proposons un pre´-traitement base´ sur
les deux ide´es suivantes :
– la corre´lation est une grandeur caracte´ristique du degre´ de similarite´ de deux signaux ;
– les bruits sont corre´le´s de mode a` mode, et les pics forme´s par le signal de´rive´ sont cense´s eˆtre
aligne´s.
Ainsi, nous proposons le traitement suivant :
– de´river les signaux observe´s ;
– faire la corre´lation de ces signaux de´rive´s (fonction Matlab xcorr) ;
– repe´rer le maximum de la corre´lation Mcorr.
Si les signaux initiaux sont de taille T , alors le maximum de corre´lation devrait se trouver en
T − 1. Ainsi, le de´phasage est e´gal a` l’e´cart entre le maximum et T − 1 :
κ̂ = T − 1−Mcorr (B.1)
Il est aussi possible de chercher les deux maxima de la corre´lation et d’estimer le de´phasage par
interpolation.
Une fois le de´phasage estime´, il est possible de :
– soit recaler un signal par rapport a` l’autre ;
– soit utiliser ce de´phasage estime´ κ̂ en tant que parame`tre κ du mode`le direct.
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B.2 Suppression du bruit de secteur
Afin de supprimer le bruit de secteur mis en e´vidence sur les figures de densite´ spectrale de
puissance C.3, nous employons la me´thode suivante pour supprimer les bruits impulsionnels
pre´sents tous le 50 Hz.
Nous commenc¸ons par de´finir les bandes de fre´quence a` supprimer. Pour un signal e´chantillonne´
a` 500 Hz, celles-ci sont [49, 51] Hz, [99, 101] Hz, [149, 151] Hz, [199, 201] Hz et [249, 250] Hz.
Le proce´dure consiste ensuite a` :
– faire une transforme´e de Fourier du signal (fonction Matlab fft) ;
– pour chaque bande a` retirer :
– se´lectionner quelques e´chantillons de la transforme´e de Fourier en amont et en aval de la
bande conside´re´e (soit a` des fre´quences le´ge`rement supe´rieures ou infe´rieures a` la bande),
– calculer une moyenne des e´chantillons la zone amont et une moyenne dans la zone avale,
– remplacer le contenu de la bande (contenu entre les deux points extreˆmes) par une interpo-
lation line´aire entre la moyenne amont et la moyenne avale,
– rendre le signal syme´trique (dans le domaine de Fourier) pour sa partie re´elle et antisyme´trique
pour sa partie imaginaire ;
– calculer la transforme´e de Fourier inverse du signal (fonction Matlab ifft).
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E´tude sur le bruit
C.1 Pre´sentation des signaux de bruit et analyse
Nous allons ici illustrer l’e´tude sur le bruit mene´e dans la section 3.4.1, en illustrant les signaux
temporels de bruit C.1 pour le signal A et C.2 pour le signal B, la Densite´ Spectrale de Puissance
C.3 pour le mode 1 et C.4 pour le mode 2 et la Densite´ Spectrale de Puissance apre`s pre´-traiement
et de´rivation C.5 pour le mode 1 et C.6 pour le mode 2.
La figure C.7, quant a` elle, illustre les auto-corre´lations des signaux (fonction Matlab xcorr) sur
chacun des modes, apre`s pre´-traitement et de´rivation.
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Extrait de bruit - Signal A - Mode 1

















Extrait de bruit - Signal A - Mode 2
Figure C.1 – Illustration du signal A correspondant un bruit seul pour les modes 1 (en haut)
et 2 (en bas)
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Extrait de bruit - Signal B - Mode 1

















Extrait de bruit - Signal B - Mode 2
Figure C.2 – Illustration du signal B correspondant un bruit seul pour les modes 1 (en haut)
et 2 (en bas)
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Figure C.3 – Densite´ Spectrale de Puissance (DSP) du bruit du mode 1 correspondant au signal
A en e´chelle line´aire logarithmique (en haut) et en e´chelle logarithmique-logarithmique (en bas)
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Figure C.4 – Densite´ Spectrale de Puissance (DSP) du bruit du mode 2 correspondant au signal
A en e´chelle line´aire logarithmique (en haut) et en e´chelle logarithmique-logarithmique (en bas)
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Figure C.5 – Densite´ Spectrale de Puissance (DSP) du bruit du mode 1 apre`s pre´-traitement
et de´rivation correspondant au signal A en e´chelle line´aire logarithmique (en haut) et en e´chelle
logarithmique-logarithmique (en bas)
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Figure C.6 – Densite´ Spectrale de Puissance (DSP) du bruit du mode 2 apre`s pre´-traitement
et de´rivation correspondant au signal A en e´chelle line´aire logarithmique (en haut) et en e´chelle
logarithmique-logarithmique (en bas)
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Auto-corrélation du bruit - Mode 1















Auto-corrélation du bruit - Mode 2
















Auto-corrélation du bruit - Mode 1















Auto-corrélation du bruit - Mode 2
Figure C.7 – Auto-corre´lation des signaux apre`s-pre´-traitement et de´rivation pour les modes 1
(en haut) et 2 (en bas)
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C.2 Matrice de covariance
De´taillons-ici les points vus a` la section 3.4.2.
C.2.1 Estimation de la matrice de covariance
Nous notons xk,u la u-ie`me composante du vecteur du signal de bruit sur l’harmonique k, et













Nous supposons ici :
p(x|Γ) = N (x|0,Γ) (C.2)
Estimons cette matrice de covariance Γ. Supposons U observations inde´pendantes de x note´es







Notons que cet estimateur est biaise´ (un estimateur sans biais, appele´ Sampling Covariance




N’ayant pas acce`s a` U observations inde´pendantes du bruit, nous proposons de conside´rer des
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Ici, V est un ordre de repre´sentation (jusqu’auquel nous conside´rons que les e´chantillons peuvent
eˆtre corre´le´s temporellement). Nous avons donc acce`s a` U ′ = U
V
observations inde´pendantes.
Prenons V = 10. Dans ce cas, nous be´ne´ficions de 1000 e´chantillons pour estimer la matrice de
covariance d’ordre V apre`s de´rivation nomme´e Γ2V . Nous prendrons l’estimateur du maximum
de vraisemblance pour estimer cette matrice de covariance. La figure C.8 illustre la matrice de
covariance estime´e.
Matrice de covariance du bruit après dérivation
 
 


















Figure C.8 – Estimation de la matrice de covariance du bruit pour V = 10
La corre´lation temporelle du mode 1 est repre´sente´e dans le quart en haut a` gauche. La corre´lation
temporelle du mode 2 est repre´sente´e dans le quart en bas a` droite. Les corre´lations temporelles
inter-modes sont dans les deux autres quarts.
Nous voyons une forte asyme´trie entre les e´le´ments des deux modes. Le mode 1 apparait en
bleu tant la dynamique sur celui-ci est faible par rapport au mode 2. Pour plus de clarte´, nous
allons re´-e´galiser les e´chantillons. Recalculons la matrice de covariance apre`s avoir normalise´ les
e´chantillons de bruit par leur e´cart-type estime´ sur les deux modes. Les valeurs de ces e´carts-
types ont e´te´ donne´es dans le tableau 3.3. La figure C.9 illustre cette matrice apre`s e´galisation.
Nous voyons que si les pre´-traitements ont redresse´ la Densite´ Spectrale de Puissance, il reste de
corre´lations au sein de la matrice de covariance (termes non-diagonaux). Si le filtrage de raies
a` 50 Hz, la de´rivation et l’e´galisation suppriment des corre´lations dans le bruit, nous proposons
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Matrice de covariance du bruit après dérivation et égalisation
 
 

















Figure C.9 – Estimation de la matrice de covariance du bruit pour V = 10 apre`s e´galisation
une me´thode afin de prendre simplement en compte les corre´lations re´siduelles.
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C.2.2 Le sens de la matrice de covariance
Notons que la matrice de covariance a le roˆle d’une matrice de blanchiment par rapport au bruit.
En effet, lorsque l’on e´crit la log-vraisemblance d’une loi normale multivarie´e, nous obtenons :











ou` η est un terme de normalisation, et Γ−
1













. Cela signifie qu’il est e´quivalent de conside´rer x comme un bruit suivant une loi






comme un bruit suivant
une loi normale centre´e de matrice de covariance I (soit un bruit blanc). Ainsi, nous pouvons
conside´rer que la matrice Γ−
1
2 permet de blanchir le bruit x. Cela revient a` dire que le bruit
correspond a` un bruit blanc filtre´ par la matrice Γ
1
2 .
L’ ope´ration de de´rivation, qui peut s’e´crire Dx (e´tant line´aire), ne geˆne en rien le calcul de
matrice de covariance. En effet, il est possible d’e´crire la relation suivante entre la matrice de
covariance calcule´e apre`s de´rivation Γ2 et la matrice calcule´e sans de´rivation Γ, si l’on note x2



















Notons que les pre´-traitements n’e´taient finalement qu’une e´tape de blanchiment supple´mentaire.
C.2.3 Validation du calcul de vraisemblance
Nous allons de´sormais valider notre me´thode de calcul de vraisemblance en ve´rifiant le caracte`re
blanchisseur de notre me´thode. Concre`tement, nous ve´rifions que notre proce´dure a aussi bien






induite par le calcul de la vraisemblance normale. Pour
cela, la figure C.10 compare les matrices de covariances a` l’ordre 10 obtenues sur le signal A et
sur le signal B, tous deux blanchis avec Γ−
1
2 , ou` Γ a e´te´ apprise sur le signal A. Nous pre´sentons
aussi la diffe´rence entre les deux matrices de covariance.
La figure C.11, quant a` elle, compare les matrices de covariances a` l’ordre 10 obtenues sur le
signal A et sur le signal B, tous deux blanchis avec notre me´thode, les parame`tres e´tant appris
sur le signal A. Nous pre´sentons aussi la diffe´rence entre les deux matrices de covariance.
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Nous voyons sur ces figures que si une proce´dure classique permet de blanchir le bruit plus
efficacement sur le signal d’apprentissage, sur un signal test (le signal B), les deux proce´dures
sont e´quivalentes. A ce titre, la norme de Frobenius (de´finie comme la norme 2 du vecteur
forme´ des valeurs singulie`res d’une matrice) de la matrice de diffe´rence vaut, pour la proce´dure
classique : 1.06, et dans notre cas : 0.98.
Il serait inte´ressant de savoir si cette diffe´rence est significative, auquel cas cela signifierait
que nous avons extrait des proprie´te´s du bruit plus ge´ne´riques dans notre cas que dans le cas
classique. Faute de temps, nous n’avons pas mene´ cette e´tude.
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Matrice de covariance du bruit après blanchiment - Signal A
 
 







Matrice de covariance du bruit après blanchiment - Signal B
 
 







Valeur absolue de la différence entre les matrice de covariance
 
 








Figure C.10 – Illustration du blanchiment du bruit par Γ−
1
2
Matrice de covariance du bruit après blanchiment par notre méthode - Signal A
 
 







Matrice de covariance du bruit après blanchiment par notre méthode - Signal B
 
 







Valeur absolue de la différence entre les matrice de covariance
 
 








Figure C.11 – Illustration du blanchiment du bruit par notre me´thode
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Me´thodes d’inversion du syste`me d’e´quations
non-line´aires
D.1 Contexte
Nous allons e´tudier de´sormais le cas de l’estimation de la masse et de la position d’une mole´cule
dans un contexte particulier, celui ou` les chutes de fre´quences ont e´te´ au pre´alable de´tecte´es et
quantifie´es. Nous noterons ces chutes de fre´quence ∆fk,m,z.
D.2 Me´thode de recherche d’une solution aux e´quations non-
line´aires
La premie`re me´thode est celle publie´e par Dohn et al.. Cette me´thode consiste a` e´crire les
e´quations (2.4) :
∆fk,m,z = −αk φk(z)m (D.1)
L’ide´e de l’article de Dohn et al. est alors de trouver un couple {m, z} qui satisfasse a` ces
e´quations. La me´thode de re´solution propose´e dans l’article est une me´thode graphique.
L’article de Dohn et al. prend l’exemple d’une configuration cantilever, qui ne´cessite quatre
harmoniques afin de garantir que le proble`me pre´sente une solution unique.
Dans le cas double-clamped, la situation est plus simple. En effet, deux harmoniques suffisent.
Pour de´montrer cela, re´-e´crivons l’e´quation (D.1) :
∆f1,m,z = −α1 φ1(z)m
∆f2,m,z = −α2 φ2(z)m
(D.2)
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En faisant le rapport des deux quantite´s, e´tant donne´ que φ1(z) ne s’annule pas sur z ∈]0, 0.5], et
que φ2(z)
φ1(z)
admet une limite en z = 0, nous proposons d’e´tudier le rapport de ces deux quantite´s









Trac¸ons la quantite´ φ2(z)
φ1(z)
sur la figure D.1.
Nous voyons que la fonction qui a` z ∈ [0, 0.5] associe φ2(z)
φ1(z)
∈ R+ est bijective. Ainsi, observant
le rapport des chutes de fre´quence, il est possible de retrouver la position z inde´pendamment de
m. Une fois z estime´e, il est facile de retrouver m avec l’une ou l’autre de ces e´quations.















































) Forme du rapport des fonctions de gain variable
Figure D.1 – Illustration du rapport des fonctions de gain variables en fonction de la position
D.3 Me´thode de recherche d’une solution aux e´quations non-
line´aires
La seconde me´thode que nous avons re´fe´rence´e est celle publie´e par Hanay et al., une e´quipe de
Caltech.
Cette me´thode consiste a` voir les chutes de fre´quence comme des variables ale´atoires. L’article
PERENON Re´mi 216
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
ANNEXE D. ME´THODES D’INVERSION DU SYSTE`ME D’E´QUATIONS NON-LINE´AIRES
conside`re la loi de probabilite´ jointe des parame`tres ∆f1,m,z et ∆f2,m,z (de l’article en ques-








2 (1− ρ2) (D.4)
ou` σ1 est l’e´cart-type du bruit sur le mode 1, σ2 l’e´cart-type du bruit sur le mode 2, ρ la







− 2 ρ (∆f1,m,z − µ1) (∆f2,m,z − µ2)
σ1 σ2
(D.5)
µ2 et µ2 sont les moyennes du processus de bruit, que les auteurs qualifient de ne´gligeables
(≪ negligible ≫). Afin d’estimer m et z, l’ide´e est d’ope´rer un changement de variable J en












Dans la configuration cantilever, ce jacobien est positif et non nul. Par conse´quent, les auteurs
e´crivent :
JPDF (m, z) = |J | 1




2 (1− ρ2) (D.7)























Dans l’article, cette densite´ de probabilite´ jointe est ensuite estime´e sur une grille dans l’espace
des parame`tres m, z. S’en de´duisent par sommation les lois a posteriori marginales de chacun
des parame`tres.
PERENON Re´mi 217
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
ANNEXE D. ME´THODES D’INVERSION DU SYSTE`ME D’E´QUATIONS NON-LINE´AIRES
PERENON Re´mi 218
Traitement de l’information en mode comptage applique´ aux de´tecteurs spectrome´triques
Annexe E
De´tails des calculs
E.1 De´monstration de la relation (4.42)
Nous avons vu pre´ce´demment un exemple d’utilisation du cadre baye´sien hie´rarchique au travers
de la figure 4.3. Nous en avions de´duit la relation (4.42). De´montrons-la`.
Par inde´pendance conditionnelle :
p (x1|y, x2, a1, a2, a3) = p (x1|y, a1, a2) (E.1)
Puis, selon le the´ore`me de la probabilite´ conditionnelle :
p (x1|y, a1, a2) = p (y, x1, a1, a2)
p (y, a1, a2)
∝ p (y, x1, a1, a2)
(E.2)
Toujours selon le meˆme the´ore`me :
p (y, x1, a1, a2) = p (y|x1, a1, a2) p (x1, a1, a2) (E.3)
Et e´galement :
p (x1, a1, a2) = p (x1|a1, a2) p (a1, a2)
∝ p (x1|a1, a2)
(E.4)
De plus, par inde´pendance conditionnelle :
p (y|x1, a1, a2) = p (y|x1) (E.5)
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Nous pouvons donc e´crire :
p (x1|y, x2, a1, a2, a3) ∝ p (y|x1) p (x1|a1, a2) (E.6)
CQFD.
E.2 Calcul de la probabilite´ d’acceptation dans le cadre d’un
e´chantillonneur de Gibbs
Dans la section 4.3.3.1, nous avons pre´tendu que la probabilite´ d’acceptation d’une e´tape de
Gibbs valait syste´matiquement 1. De´montrons cela.
Si on note fpi0 la proposition pour le parame`tre e´chantillonne´, f
(j−1)
i0
la valeur courante du












Ici, il vient :
α =min












































































































Alors, en prenant le changement de variable τ ′ = τ(f
2+s
2 ), et en notant Γ(·) la fonction Gamma :
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2 exp (−τ ′) dτ ′












E.4 Calculs d’acceptation des algorithmes RJMCMC
De´taillons l’e´chantillonneur RJMCMC e´voque´ dans les section 5.3.3.1 (mono-mode), 6.3.3.1
(multi-mode) et 7.4.2.5 (reconstruction de spectre).
E.4.1 Processus de naissance et de mort
L’ide´e ici est d’ajouter ou de retirer un e´ve´nement (Birth and Death MCMC ).
Supposons eˆtre en pre´sence de N (j−1) e´ve´nements. Nous choisissons de manie`re e´quiprobable de
supprimer ou d’ajouter un e´ve´nement. Si nous de´cidons un ajout, alors la position de la nouvelle
entre´e est choisie uniforme´ment parmi les N (j−1)+1 possibilite´s. Si une suppression est de´cide´e,
l’entre´e a` supprimer est choisie uniforme´ment parmi les N (j−1) entre´es.
E.4.2 Ajout d’une entre´e dans la liste
Lors d’un ajout, le nouvel e´le´ment de la liste {tp, fp} ou {tp,mp, zp} est ge´ne´re´ a` partir des lois
a priori soit :
– dans le cas mono-mode :
– pour tp : U{1,T} (tp) ou U[0,T ] (tp)
– pour fp : Gam (fp|km, θm)
– dans le cas multi-mode :
– pour tp : U{1,T} (tp) ou U[0,T ] (tp)
– pour mp : Gam (mp|km, θm)
– pour zp : U[0,0.5](zp)
– dans le cas de reconstruction de spectre :
– pour tp : U{1,T} (tp) ou U[0,T ] (tp)






– pour zp : U[0,0.5](zp)
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E.4.3 Calcul de la probabilite´ d’acceptation



















= 1. En effet, si un e´ve´nement a e´te´ supprime´ sur une ligne (avec un
probabilite´ 1
N(j−1)
), nous avons la probabilite´ 1
N(j−1)−1+1
de voir une entre´e re´-apparaˆıtre sur
cette ligne.




















E.4.3.1 Dans le cas d’un ajout
Si on note θp les parame`tres ajoute´s : Qm,n(u
p
m) = p(θ
p), les lois a priori. Aussi, Qn,m(v
p
n) = 1.
























B(N (j−1) + 1|π(j−1), T )












E.4.3.2 Dans le cas d’une suppression
Ici, le calcul est le meˆme et il vient :
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B(N (j−1) − 1|π(j−1), T )







(N (j−1)) (1− π(j−1))
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Bibliographie personnelle
F.1 Travail portant sur la de´convolution mono-mode
Communication GRETSI
R. PERENON, A. MOHAMMAD-DJAFARI, L. DURAFFOURG, P. GRANGEAT. Quantifi-
cation mole´culaire par spectrome´trie de masse a` base de NEMS : mode´lisation et inversion du
proble`me. ≪ 23e`me Colloque GRETSI sur le Traitement du Signal et des Images ≫ - GRESTI
2011, Bordeaux, France, 2011.
Pre´sentation GdR Isis
R. PERENON. Me´thodes MCMC de´die´es a` la spectrome´trie de masse a` base de NEMS. Re´union
du GdR ISIS the`me A - Me´thodes de Monte Carlo pour les proble`mes inverses baye´siens en
traitement des signaux et des images, 2011.
Brevet
R. PERENON, A. MOHAMMAD-DJAFARI, P. GRANGEAT. Proce´de´ et dispositif d’estima-
tion d’un parame`tre de masse mole´culaire dans un e´chantillon. Demande de brevet en France -
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Communication MaxEnt
R. PERENON, A. MOHAMMAD-DJAFARI, E. SAGE, L. DURAFFOURG, S. HENTZ, A.
BRENAC, R. MOREL, P.GRANGEAT . MCMC-Based Bayesian estimation algorithm dedica-
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F.2 Travail portant sur la de´convolution multi-mode
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R. PERENON, E. SAGE, A. MOHAMMAD-DJAFARI, L. DURAFFOURG, S. HENTZ, A.
BRENAC, R. MOREL, P. GRANGEAT. Bayesian Inversion of Multi-Mode NEMS Mass Spec-
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F.3 Travail portant sur la reconstruction de spectre
Un projet d’article est en cours de re´daction
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Re´sume´ : La miniaturisation des composants e´lectroniques conduit aujourd’hui au de´veloppement
de capteurs ultra-sensibles. En particulier, les capteurs NEMS (syste`mes e´lectrome´caniques na-
nome´triques) ont maintenant une sensibilite´ suffisante pour de´tecter des mole´cules uniques. Ceci
permet d’inte´grer ces capteurs dans des dispositifs de spectrome´trie de masse dont la particula-
rite´ sera d’ope´rer en mode comptage de mole´cules uniques. Notre travail consiste a` reconstruire le
spectre de masse de la solution analyse´e a` partir des signaux fre´quentiels de´livre´s par les NEMS.
Nous nous plac¸ons dans le cadre des approches proble`mes inverses et des me´thodes d’infe´rence
baye´sienne. Nous mode´lisons le syste`me de mesure qui lie les inconnues aux signaux observe´s par
un mode`le graphique hie´rarchique et nous introduisons un mode`le de signal de type processus
ponctuel marque´. Nous le comparons a` un mode`le de type processus a` temps discret.
Nous mettons en place un algorithme de de´convolution impulsionnelle inte´grant une exploration
de mode`les qui re´alise la de´tection des mole´cules analyse´es, l’estimation de leur masse et le
comptage, afin de reconstruire le spectre de masse de la solution analyse´e.
Nous pre´sentons des re´sultats sur donne´es simule´es et sur des donne´es expe´rimentales acquises
au CEA/INAC sur des agre´gats de Tantale en utilisant des capteurs NEMS de´veloppe´s au
CEA-Leti/DCOS. Relativement aux me´thodes de l’e´tat de l’art, la me´thode que nous proposons
ame´liore le taux de comptage tout en gardant un taux de fausses de´tections suffisamment bas.
Notre me´thode de´livre e´galement les incertitudes sur les parame`tres reconstruits. Enfin, nous
de´veloppons le cas particulier de la reconstruction de spectres de masse discrets.
Mots-cle´s : Prote´omique, NEMS, nanotechnologies, spectrome´trie de masse, traitement de
l’information, traitements spectrome´triques, profil mole´culaire, traitement en mode comptage,
proble`mes inverses, approche baye´sienne, de´convolution impulsionnelle, de´tection, quantification.
Abstract : The miniaturization of electronic components drives the development of very sensi-
tive sensors. In particular, NEMS (Nano ElectroMechanical Systems) are now sensitive enough
to detect single molecules. This enables to use these sensors in order to design mass spectrome-
try devices, in an individual molecules counting mode. Our objective is to reconstruct the mass
spectrum of the analyzed solution, based on the NEMS output signals.
We use inverse problems approach and Bayesian framework. We model the acquisition system
linking the unknown parameters to the observable signals with a hierarchical graphical model.
We propose a marked-point process model of signal that we compare with discrete-time process
one. We develop an impulse deconvolution algorithm which relies on a model exploration scheme.
This enables us to detect the molecules, to quantify their mass and to count them in order to
estimate the mass spectrum of the analyzed solution.
We show results on simulated data and on experimental ones acquired in CEA/INAC using
Tantalum nano-aggregates and devices developed in CEA-Leti/DCOS. Compared to state-of-
the-art, our method offers high counting rate and keeps a low false detection rate. It also permits
the computation of uncertainties on estimated values. Finally, we propose a derivation of the
method to deal with the reconstruction of discrete mass spectra.
Key words : Proteomics, NEMS, nanotechnologies, mass spectrometry, information processing,
spectrometry, molecular profile, counting-mode processing, inverse problems, Bayesian frame-
work, impulse deconvolution, detection, quantification.
