Ultrafast laser-induced phenomena in solids studied by time-resolved interferometry by Temnov, Vasily V.
Ultrafast Laser-induced Phenomena in Solids
Studied by Time-resolved Interferometry
Doctoral Dissertation
for the degree of
Dr. rer. nat.
presented to the
Department of Physics,
University of Duisburg-Essen
by
Vasily V. Temnov
from Nizhny Novgorod
May 2004

Ultrafast Laser-induced Phenomena in Solids
Studied by Time-resolved Interferometry
Doctoral Dissertation
for the degree of
Dr. rer. nat.
presented to the
Department of Physics,
University of Duisburg-Essen
by
Vasily V. Temnov
from Nizhny Novgorod
May 2004
Chairman of the examining committee:
Prof. Dr. L. Scha¨fer
Referees:
Prof. Dr. D. von der Linde
Prof. Dr. R. Mo¨ller
Date of oral examination: July 29th, 2004

Contents
1 Introduction 1
2 Ultrafast time-resolved imaging interferometry 4
2.1 Setup for time-resolved Michelson interferometry . . . . . . . . . . . . 5
2.2 Example of an interferometric measurement . . . . . . . . . . . . . . 7
2.3 Interferogram analysis and processing by 2D-Fourier-transform tech-
nique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Physical interpretation of the interferometric measurements . . . . . . 15
2.4.1 Is it possible to identify a small geometric surface deformation ? 15
2.4.2 Some examples of interferometric measurements at ablating
GaAs-surface . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.3 Unwrapping of ”bad” phase data . . . . . . . . . . . . . . . . . 22
2.4.4 Are the reconstructed reﬂectivity maps correct? . . . . . . . . 26
2.5 Conclusions and future perspectives . . . . . . . . . . . . . . . . . . . 28
3 Femtosecond laser ablation 31
3.1 Sharp ablation threshold and internal structure of ablating layer . . . 31
3.1.1 Morphology of ablation craters in GaAs and Si . . . . . . . . . 31
3.1.2 Two models of the internal structure of an ablating layer . . . 38
3.2 Interferometric measurements at fs-laser excited GaAs-surface . . . . 42
3.2.1 Irreversible dynamics of GaAs-surface excited slightly above
the ablation threshold . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2 Temporal evolution of surface reﬂectivity of ablating GaAs-
surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.3 Extremely long reversible surface deformations of GaAs-surface
excited a few percent below ablation threshold . . . . . . . . . 53
3.2.4 Thermoacoustic oscillations of superﬁcial laser-molten layer of
GaAs-surface excited 20% below ablation threshold . . . . . . 58
3.3 Scenario of surface dynamics and sharp ablation threshold in GaAs . 61
3.4 Interferometric measurements at fs-laser excited Si-surface . . . . . . 65
3.4.1 Failure of interferometric observation of moving ablation
front in Si . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4.2 Extremely long reversible surface deformations of Si-surface
excited a few percent below ablation threshold . . . . . . . . . 68
3.5 Conclusions and future perspectives . . . . . . . . . . . . . . . . . . . 69
I
4 Ionization of dielectrics by femtosecond laser pulses 72
4.1 Overview of known ionization mechanisms . . . . . . . . . . . . . . . 72
4.2 Physical background of Keldysh’s theory of photoionization . . . . . . 74
4.3 State-of-the-art in experimental studies of laser-induced ionization . . 82
4.4 Setup for time-resolved Mach-Zehnder interferometry . . . . . . . . . 86
4.5 Interferometric measurements in fused silica . . . . . . . . . . . . . . 90
4.6 Interferometric measurements in sapphire . . . . . . . . . . . . . . . . 106
4.7 Conclusions and future perspectives . . . . . . . . . . . . . . . . . . . 114
5 Conclusion 116
References 118
Acknowledgements
II
List of Figures
1 Femtosecond snapshots of surface reﬂectivity during fs-laser ablation
of diﬀerent absorbing solids . . . . . . . . . . . . . . . . . . . . . . . 2
2 Setup for ultrafast Michelson interferometry with Linnik imaging con-
ﬁguration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Formation of an interferogram in a Linnik microinterferometer . . . . 6
4 Example of an interferometric measurement at fs-laser-excited GaAs-
surface: F = 0.98Fthr, ∆t = 800 ps . . . . . . . . . . . . . . . . . . . 7
5 Diﬀerent steps of 2D-Fourier-transform algorithm for interferogram
processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
6 Results of interferogram processing by the 2D-Fourier-transform al-
gorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
7 Physical interpretation of interferometric measurements on a complex
plane of the complex reﬂectivity vectors . . . . . . . . . . . . . . . . . 17
8 Two examples of transient interferometric measurements at ablating
GaAs-surface for two diﬀerent delay times ∆t = 1.8 ns and ∆t =
3.3 ns, F = 1.3Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
9 Interferometric measurement of ﬁnal ablation crater on GaAs, F =
1.3Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
10 Illustration of the problems of unwrapping the transient phase sur-
faces of Fig. 8 using conventional line-by-line unwrapping algorithms . 23
11 Performance of a specially developed unwrapping algorithm, which is
used to successfully unwrap transient phase maps of Fig. 8 . . . . . . 25
12 Comparison of reconstructed surface reﬂectivities of Fig. 8 and Fig. 9
with those directly measured by time-resolved microscopy; GaAs, F =
1.3Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
13 An overview of the ablation craters on GaAs . . . . . . . . . . . . . . 32
14 Boundary of the ablation craters on GaAs . . . . . . . . . . . . . . . 33
15 Fine structure of the crater boundary on GaAs . . . . . . . . . . . . . 34
16 An overview of the ablation craters on Si . . . . . . . . . . . . . . . . 36
17 Boundary of the ablation crater on Si . . . . . . . . . . . . . . . . . . 37
18 Models for spatially homogeneous and inhomogeneous ”bubble-like”
internal structures of ablating layer capable to explain Newton rings . 39
19 Molecular dynamics simulation for one-dimensional expansion of a
hot pressurized liquid ﬁlm . . . . . . . . . . . . . . . . . . . . . . . . 40
III
20 Time-resolved reﬂectivity snapshots during ablation of GaAs-surface,
F = 1.4Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
21 Phase surfaces of ablating GaAs-surface at diﬀerent pump-probe de-
lay times, F = 1.4Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . 44
22 Phase proﬁles at diﬀerent pump-probe delay times for GaAs, F =
1.4Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
23 Dynamics of the ablation front for GaAs, F = 1.4Fthr . . . . . . . . . 45
24 Temporal evolution of ablation front in GaAs for 5 diﬀerent ﬂuence
values above the ablation threshold . . . . . . . . . . . . . . . . . . . 46
25 Family of automatically reconstructed temporal phase dependencies
for very many ﬂuence values . . . . . . . . . . . . . . . . . . . . . . . 47
26 Fluence dependence of the average velocity of excited GaAs-surface
calculated for three diﬀerent time intervals . . . . . . . . . . . . . . . 48
27 Temporal evolution of surface reﬂectivity of ablating GaAs-surface,
F = 1.3Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
28 Thin-ﬁlm calculations for the optical properties of ablating plume for
the homogeneous and ”bubble-like” internal structures . . . . . . . . . 51
29 Transient phase surfaces of GaAs-surface excited below ablation thresh-
old for diﬀerent pump-probe delay times, F = 0.98Fthr . . . . . . . . 54
30 Dynamics of transient surface deformations of GaAs-surface excited
by pulses with peak ﬂuences very close to ablation threshold (manual
data processing) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
31 Dynamics of transient surface deformations of GaAs-surface for ﬂu-
ences very close to ablation threshold (automatic data processing) . . 56
32 Dynamics of transient surface deformations of GaAs-surface for ﬂu-
ences 10÷ 30% below ablation threshold . . . . . . . . . . . . . . . . 57
33 Temperature dependence of mass density in solid and liquid GaAs . . 61
34 Transient states of expanding liquid on pressure-density phase diagram 63
35 Example and results of interferometric measurements at ablating Si-
surface, F = 1.3Fthr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
36 Thin-ﬁlm calculations for spatial proﬁles of phase and reﬂectivity for
a thin ”bubble” with spatially varying thickness . . . . . . . . . . . . 67
37 Dynamics of transient surface deformations of Si-surface for ﬂuences
very close to ablation threshold . . . . . . . . . . . . . . . . . . . . . 69
38 Intensity dependence of photoionization rate according to Keldysh’s
model calculations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
IV
39 Previously reported results on laser-induced ionization in dielectrics
obtained with help of spectral interferometry by Qeure at al. . . . . . 85
40 Schematic of experimental setup for ultrafast Mach-Zehnder interfer-
ometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
41 Setup for measuring pump-probe cross-correlation function . . . . . . 88
42 Typical pump-probe cross-correlation function measured in a thin
sapphire sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
43 Example of interferometric measurements in fused silica, ∆t=150 fs. . 91
44 Interferometrically measured temporal evolution of laser-induced phase
shifts and amplitude changes in fused silica, I=20 TW/cm2 . . . . . . 94
45 Spatial proﬁles of the phase shift and logarithm of transmission in
fused silica, ∆t=150 fs . . . . . . . . . . . . . . . . . . . . . . . . . . 95
46 Spatial proﬁles of the phase shift and the sixth power of pump inten-
sity in fused silica, ∆t=150 fs. . . . . . . . . . . . . . . . . . . . . . . 97
47 Intensity dependence of phase shift and transmission of probe pulses
on peak pump intensity in fused silica, ∆t=150 fs. . . . . . . . . . . . 98
48 Intensity dependence of phase shift and the logarithm of transmission
in fused silica plotted on a double-logarithmic scale, ∆t=150 fs. . . . 98
49 Intensity dependence of phase shift and the logarithm of transmis-
sion for linear and circular polarization of the pump in fused silica,
∆t=150 fs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
50 Results of model calculations of 1D-pump pulse propagation through
a dielectric medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
51 Simulated intensity dependencies of spatially averaged free-carrier
density for diﬀerent parameter values . . . . . . . . . . . . . . . . . . 103
52 Interferometrically measured phase shifts and transmission changes
in sapphire versus pump-probe delay time, I=12 TW/cm2. . . . . . . 106
53 Temporal evolution of the collision time τc and the ratio ρ/m
∗ in
sapphire just after the pump pulse, I=12 TW/cm2. . . . . . . . . . . 108
54 Temporal evolution of the collision time τc and the ratio ρ/m
∗ in
sapphire just after the pump pulse, I=20 TW/cm2. . . . . . . . . . . 109
55 Dependence of the collision time τc and carrier density ρ/m
∗ on the
orientation of a sapphire sample, ∆t=1 ps. . . . . . . . . . . . . . . . 110
56 Intensity dependence of phase shift and the logarithm of transmission
for linear and circular polarizations in sapphire, ∆t=1 ps. . . . . . . . 112
57 Intensity dependence of ionization rate by ordinary and extraordinary
pump pulses in sapphire, ∆t = 1 ps. . . . . . . . . . . . . . . . . . . . 113
V

11 Introduction
The interactions of intense ultrashort laser pulses with solids give rise to a variety
of very fast transient phenomena such as laser-induced melting, ablation of absorb-
ing solids and optical breakdown in transparent materials. These processes usually
manifest themselves in the transient changes of the optical properties of laser-excited
material. The surface phenomena might be also accompanied by transient surface
deformations. The development of ultrafast time- and space-resolved optical mi-
croscopic techniques makes it possible to carry out detailed optical studies of the
dynamics of fast laser-induced phenomena, which are required to clarify the ba-
sic physical mechanisms of femtosecond laser-induced melting, ablation and optical
breakdown.
Femtosecond laser ablation and optical breakdown play an important role in the
processing and structuring of materials. With a suitable choice of laser parameters,
e.g. wavelength, intensity and pulse duration, laser ablation can be tailored to
achieve speciﬁc structuring objectives for a wide range of materials. During the past
years, the use of ultrashort laser pulses has attracted increasing interest because
quite impressive results have been obtained in certain types of applications. These
results have stimulated an interest in the physical understanding of the mechanisms
of femtosecond laser ablation and breakdown by ultrashort laser pulses.
The ablation craters produced on absorbing solid surfaces by single intense fem-
tosecond laser pulses possess well-deﬁned boundaries, indicating a sharp ablation
threshold. Femtosecond time-resolved optical studies of short pulse laser ablation
[1] have demonstrated a novel material-independent ablation mechanism, which is
characterized by the formation of an optically sharp ablation front, followed by
an optically transparent ablation plume. As a result, the conspicuous optical in-
terference pattern (Newton rings) is observed in the ablating surface region a few
nanoseconds after laser excitation on all absorbing solid surfaces investigated so far.
An example of femtosecond time-resolved reﬂectivity snapshots on many diﬀerent
fs-laser excited solid surfaces taken a few nanoseconds after excitation are shown in
Fig. 1. The surface area where the Newton rings are observed coincides precisely
with the ﬁnal ablation crater. This dynamic investigation provided an insight into
the basic physical mechanisms and revealed the role of transient non-equilibrium
states of matter during femtosecond laser ablation [1, 2]. However, fundamental
questions about the actual internal structure of an ablating plume and the physical
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Figure 1: Femtosecond snapshots of surface reﬂectivity during ablation of diﬀerent
absorbing solids taken a few nanoseconds after excitation with single intense fem-
tosecond laser pulses. The formation of a material-independent optical interference
pattern (Newton rings) reveals the general mechanism of femtosecond laser ablation.
nature of an extremely sharp threshold of short pulse laser ablation are still open
[2, 3] and motivate further experimental and theoretical investigations.
The very impressive results shown above were obtained by time-resolved optical
microscopy developed by Downer and coworkers [4], which is a combination of the
spectroscopic pump-probe technique with optical microscopy. It allows the time-
and space-resolved measurements of the reﬂectivity of a laser-excited surface to be
performed. In other words, the amplitude of optical probe pulses reﬂected from
laser-excited surface may be measured. While the temporal resolution is given by
the duration of the probe pulse, which can be as short as a few tens of femtoseconds,
the spatial resolution is determined by the properties of the imaging optics and is
of the order of a micron when using high-resolution microscope objectives [2].
However, reﬂectivity measurements do not help to answer a fundamental question
about the physical nature of the extremely sharp threshold of short pulse laser
ablation [2, 3]. Access to the dynamics of small transient surface deformations,
3which are expected to appear below the ablation threshold due to the expansion of
laser-heated material, is not available in pure amplitude measurements. Important
information about surface deformations is contained in the phase of light reﬂected
from the surface, which can be measured interferometrically. Therefore, a highly
sensitive time- and space-resolved interferometric technique is required to investigate
the dynamics of transient surface deformations with amplitudes of a few nanometers.
The potential of ultrafast interferometric investigations will be also exploited to
provide some important information about the poorly understood mechanisms of
free-carrier generation in optically transparent materials by ultrashort laser pulses,
which represent the key point in the understanding of optical breakdown.
This dissertation is organized as follows: apart from this ﬁrst introductory chapter it
contains 3 more or less independent chapters with separate summaries of the results.
Chapter 2 deals with several aspects of time-resolved imaging Michelson interfer-
ometry, but the attention is focused mainly on the optical design of the setup,
interferogram analysis and fully automatic phase retrieval algorithm. Two exam-
ples of interferometric measurements at a fs-laser excited GaAs-surface are used to
illustrate various aspects of the technique and reveal some important problems and
drawbacks concerning the physical interpretation of interferometric measurements.
Chapter 3 starts with a detailed microscopic characterization of ablation craters,
which aims not only to provide a feeling about the subject of this investigation, but
also reveals some new properties and amazing microscopic structures in the vicinity
of ablation craters. After that some physical background about the mechanisms
of femtosecond laser ablation and, in particular, the two diﬀerent hypotheses con-
cerning the properties and internal structure of an ablating plume are discussed.
The main part of Chapter 2 is devoted to interferometric measurements at fs-laser
excited GaAs and Si-surfaces and their physical interpretation.
Chapter 4 deals with the problem of ionization mechanisms of dielectric materials by
femtosecond laser pulses. After a review of known ionization mechanisms, in which
particular attention is paid to the understanding and establishing of the applicability
limits of widely used but poorly understood Keldysh’s theory of photoionization we
present the results of interferometric measurements in fs-laser excited dielectrics.
A specially designed setup for femtosecond time-resolved imaging Mach-Zehnder
interferometry is used to study the extremely fast dynamics of laser-generated free-
carriers in fused silica and sapphire.
Chapter 5 aims to summarize the main results of this work, as detailed conclusions
and a discussion of future perspectives is provided in the end of each chapter.
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2 Ultrafast time-resolved imaging interferometry
A brief overview of the reported time-resolved interferometric techniques and their
applications serves as an introduction but also explains the motivation for further
development in the ﬁeld of time-resolved optical interferometry, which is the subject
of this chapter.
Time- and space-resolved optical interferometry, which is a combination of a pump-
probe technique with optical interference microscopy, was realized in diﬀerent experi-
mental conﬁgurations. Some of the recent applications of the conventional two-beam
interferometry (such as Michelson or Mach-Zehnder) are the dynamical studies of
laser ablation of polymer ﬁlms irradiated by nanosecond pulses [5] and the detection
of ps-laser-induced surface acoustic waves in dielectics [6]. A recently developed
spectral interferometry [7] was used to investigate the expansion dynamics of fs-
laser-produced plasma [7], fs-laser-driven shocks in metals [8] and the dynamics of
the electron gas in the bulk of laser-irradiated dielectics [9].
The performance of a time- and space-resolved interferometric technique is deter-
mined by its (i) temporal resolution, (ii) lateral spatial resolution and (iii) phase
sensitivity. The temporal resolution is determined by the duration of the probe
pulse. Lateral spatial resolution and phase sensitivity are determined by the proper-
ties of the imaging optics, adjustment of the interferometer, interferogram recording
and mathematical algorithms used for the processing of the interferograms.
The spectral interferometry [7] provides femtosecond time resolution and an ex-
tremely high phase sensitivity of about λ/2000. This technique requires an imaging
spectrometer and has two important disadvantages. First, the lateral spatial res-
olution is provided only in one dimension (1D). Second, it is not easy to perform
measurements for pump-probe delay times larger than a few picoseconds. The best
reported realization of the conventional two-beam interferometry has a temporal
resolution of about 100 ps, a 2D-lateral spatial resolution of about 10 µm, phase
sensitivity of about ∼ λ/100 and is characterized by a complicated imaging geom-
etry [6]. A high phase sensitivity is achieved by taking an average of the multiple
data points, which are obtained from several independent single-shot measurements.
The fundamental restrictions of spectral interferometry mentioned above motivate
further development of the conventional two-beam interferometry. In particular, the
improvement of the lateral spatial resolution and phase sensitivity in a single-shot
measurement is required.
We have designed a simple and robust setup for optical Michelson interferometry
with Linnik imaging conﬁguration [10, 11] which is capable of measuring both very
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small phase shifts < λ/200 and amplitude changes (∼ 1 percent) with femtosecond
time resolution (∼ 100 fs) and 2D-lateral spatial resolution of about 1 µm [12]. The
2D-Fourier-transform algorithm is used to reconstruct the amplitude and phase of
the interference fringes [13, 14]. The experimental interferograms used to examine
the technique represent transient surface dynamics of a GaAs-surface irradiated by
fs-laser pulses with ﬂuences just below the ablation threshold. Besides the optical
design of the experimental setup the main eﬀorts are devoted to the analysis of
optical image formation which appears to be very important for the optimal pro-
cessing of the interferograms. A general ambiguity in the physical interpretation of
the interferometric measurements is discussed. The use of additional information
makes it possible to provide (at least) a qualitative interpretation of the data, which
is demonstrated for presented experimental interferograms.
2.1 Setup for time-resolved Michelson interferometry
A schematic of the experimental setup for ultrafast Michelson interferometry with
Linnik imaging conﬁguration is shown in Fig. 2. A p-polarized pump pulse (Ti:Sa,
τ = 100 fs, λ = 800 nm) at an angle of incidence of approximately 45 deg is used to
excite the surface. The excited surface area is illuminated by a weak time-delayed
probe pulse (second harmonic, τ = 100 fs, λ = 400 nm) normally incident on
the surface through the objective lens of a high-resolution optical objective (20X,
NA=0.3) which has a working distance of 17 mm. In order to achieve a spatially
homogeneous surface illumination the probe pulses are subjected to spatial ﬁltering.
The use of strongly divergent probe pulses entering the microscope objective allows
a large surface area in the object plane to be illuminated. The formation of the
interferogram is sketched Fig. 3: in the image plane on a CCD-camera the reﬂected
probe light (the object beam, which is visualized as a cone of rays within an angle
β) interferes with a reference beam which has passed through an identical reference
arm of the interferometer. By adjusting of the reference mirror a desired tilt of
the wavefronts between the object and reference beam characterized by angle α
in Fig. 3 is obtained, which determines the orientation and spacing between the
interference fringes. We shall discuss the ray geometry of Fig. 3 in detail in the
next section, since it plays an important role for the the understanding of the 2D-
Fourier-transform technique used to process the interferograms. The interferograms
of an unexcited surface obtained with a time diﬀerence of a few seconds are almost
identical, which demonstrates good mechanical stability of the interferometer.
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Figure 2: Setup for ultrafast Michelson interferometry with Linnik imaging conﬁg-
uration.
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Figure 3: Formation of an interferogram in a Linnik microinterferometer.
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(b)
Figure 4: (a) Initial and (b) transient interferograms of GaAs(100) surface excited
with F = 0.98 Fthr, ∆t = 800 ps. Frame size: 230 µm× 150 µm.
2.2 Example of an interferometric measurement
Each measurement set usually consists of three interferograms: initial interferogram
of an unexcited surface, transient interferogram for a given pump-probe delay-time,
and the ﬁnal interferogram taken a few seconds after the excitation which character-
izes the ﬁnal surface modiﬁcation. A step-motor controlled optical delay line allows
variation of the pump-probe delay time up to a few nanoseconds with minimal steps
in time of only 6.7 fs. The interferograms are acquired by an 8-bit CCD camera
with a sensor area of 768x512 pixels. The high contrast interferograms with a small
fringe spacing of approximately 9 pixels per fringe are well suited for the application
of a Fourier-transform processing technique.
Figure 4 shows an example of an interferometric measurement for a fs-laser excited
GaAs (100) surface for the pump-probe delay time ∆t = 800 ps and laser ﬂuence
F = 0.98 Fthr. In the transient interferogram almost no fringe shift can be observed
by the naked eye but the bright elliptical area in the center represents an increased
reﬂectivity of the laser-excited surface [26]. The elliptical excited area is due to the
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steep angle of incidence of the pump beam. For applied laser ﬂuence below ablation
threshold the ﬁnal interferogram, which is not shown in Fig. 4, is almost identical
with the initial one indicating no signiﬁcant changes of the optical properties and
surface relief upon laser irradiation. Note that laser excitation with ﬂuences above
the ablation threshold leads to the formation of well-deﬁned ablation craters, which
can be easily detected by optical interferometry [2, 3, 15].
The main goal of time-resolved interferometric studies is not only to accurately
measure the very small transient phase shifts, but also to measure the amplitude
changes of probe pulses and provide their physical interpretation.
2.3 Interferogram analysis and processing by
2D-Fourier-transform technique
An interferogram I(x, y) represents the spatial intensity distribution of light on a
CCD-chip
I(x, y) = |Eobj(x, y)|2 + |Eref(x, y)|2 + 2Re[Eobj(x, y)E∗ref(x, y)] , (1)
which results from the interference of the object and reference waves described by
their complex amplitudes:
Eobj(x, y) = r˜(x, y)E1(x, y) exp(iφ1(x, y)) , (2)
Eref(x, y) = E2(x, y) exp(iφ2(x, y)) .
For the object wave we have especially introduced the complex reﬂection coeﬃcient
of the investigated surface
r˜(x, y) = r(x, y) exp(iΨ(x, y)) , (3)
whereas for the reference wave it is omitted since it does not change.
As mentioned above, each interferometric measurement consists of at least two in-
terferograms:
Iin = r
2
inE
2
1 + E
2
2 + 4rinE1E2 cos(φ1 − φ2 +Ψin) (initial) , (4)
Itr = r
2
trE
2
1 + E
2
2 + 4rtrE1E2 cos(φ1 − φ2 +Ψtr) (transient) , (5)
where the spatial indices x and y are omitted for the purpose of simplicity. In order
to extract information about transient processes we shell always compare them with
an interferogram of an unexcited surface [6]: from the interferograms (4-5) we shall
reconstruct the quantities
∆Ψtr(x, y) = Ψtr(x, y)−Ψin(x, y) (transient phase shift) , (6)
∆rtr(x, y) = rtr(x, y)/rin(x, y) (transient amplitude change) , (7)
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Figure 5: (a) Transient interferogram of Fig. 4(b) multiplied by a Hamming window;
(b) 2D-Fourier transform of (a); (c) isolated right AC-peak of (b).
which represent the relative changes in the amplitude and phase of the object wave
as compared with an unexcited surface. The normalized phase shifts and amplitude
changes (6-7) contain information about transient eﬀects, whereas the unwanted
contributions to the phase and amplitude introduced by the optical components are
eliminated by this normalization procedure.
In order to provide more insight into mathematical algorithms, which will be used for
the processing of the interferograms, we would like to brieﬂy discuss the formation
of an interferogram in Linnik microinterferometer. The experimental interferograms
of Fig. 4 consist of many parallel, vertical and almost equally spaced interference
fringes. As already mentioned in the previous section, this is achieved by the proper
tilting of the reference wavefront with respect to the object wavefront by adjusting
the reference mirror in the interferometer. In the ideal case the object and reference
wave fronts have the same curvature on a CCD-chip, which provides the linear spatial
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dependence of the phase of the interference fringes:
φ1(x, y)− φ2(x, y)  2πf0x + const . (8)
The spatial frequency of the interference fringes f0, to be referred to as the carrier
frequency, is proportional to the angle α between the two wavefronts in Fig. 3.
The next important point is that the interferometer is illuminated by spatially ﬁl-
tered pulses, which leads to a spatially homogeneous intensity distribution for both
probe and reference pulses:
E1(x, y)  const , E2(x, y)  const . (9)
Using the conditions (8) and (9) the general expression for the interferograms (4-5)
can be simpliﬁed as follows:
I(x, y) = (1 + r2(x, y)) + 2r(x, y)cos(2πf0x +Ψ(x, y))) , (10)
where equal amplitudes E1 = E2 = 1 are assumed. The analysis of a simpliﬁed
and approximate expression (10) will help to understand the main features of the
algorithm used for the reconstruction of the amplitude r(x, y) and phase Ψ(x, y).
A 2D-Fourier transform technique [13, 14] introduced by Takeda and coworkers [16]
proved to be one of the best algorithms applied to reconstruct the amplitude and
phase of the interference fringes in a case of high carrier frequency. An overview on
Fourier-transform techniques is given in [17]. To illustrate the diﬀerent steps of the
technique we apply it to the transient interferogram of Fig. 4.
First an interferogram is multiplied by a so-called ”window” which decreases from
the maximal value in the center to the minimal value at the boundaries of the
inteferogram, as shown in Fig. 5(a). We apply a Hamming window [18], which is
widely used for the interferogram processing [17]. The purpose of ”windowing” is to
reduce the boundary eﬀects of the 2D-Fourier transform [18], which is the next step
in the processing: Fig. 5(b) is the squared absolute value of a 2D-Fourier-transform
of the windowed interferogram in Fig. 5(a). It is plotted on a logarithmic scale since
the magnitude of the 2D-Fourier transform varies over many orders of magnitude.
Due to the sampling of the interferogram recorded by a CCD-chip the frequency
domain is bounded by Nyquist frequencies fN = 1/(2∆) where ∆ = ∆CCD/M =
300 nm is the pixel size of an interferogram, ∆CCD = 9 µm and M = 30 are the pixel
size of a CCD-camera and optical magniﬁcation, correspondingly. The three distinct
peaks can be recognized in a Fourier plane, Fig. 5(b). The central peak located
at zero frequency (DC-peak) corresponds to the term (1 + r2(x, y)) in Eq. (10).
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The two peaks located at frequencies ±f0 (AC-peaks) contain identical information
about the amplitude and phase of the interference fringes and correspond to the
term r(x, y)cos(2πf0x+Ψ(x, y)) in Eq. (10). The additional sidebands or harmonics
located at frequencies f = ±2f0,±3f0, .. have the amplitude below 10−2 as compared
to the AC-peaks. They are caused by the nonlinear response of the CCD-camera
[19, 20].
The basic idea of the Fourier-transform technique is to ”isolate” one of the AC-
peaks in a frequency domain by spectral ﬁltration. The inverse Fourier transform
of a ﬁltered spectra would give the phase 2πf0x+Ψ(x, y) and the amplitude r(x, y)
of the interference fringes. The choice of an adequate shape and size of the spectral
ﬁlter represents a serious problem since the location and spread of useful signal
components in the Fourier plane is usually unknown.
In order to understand which parts of a Fourier plane contain the desired information
about the amplitude and phase of the object wave we consider a well-known model
of the optical image formation by a microscope objective with a ﬁnite numerical
aperture [21, 22, 23]. Only a ﬁnite cone of rays coming from the object and collected
by a microscope objective contributes to the formation of the image. The rest is ”cut
oﬀ” by the aperture function of the objective which implies that the object wave
r(x, y)exp(iΨ(x, y)) does not contain high spatial frequency components:
f < fmax = NA/λ , (11)
where λ is the wave length of probe pulses. In our experimental conﬁguration
the maximal frequency is fmax = 0.45fN . This simple analysis provides important
consequences for the Fourier-transform of Eq. (10), which can be analyzed using a
convolution theorem: the spectral components of the two AC-peaks must be localized
within the black circles of radius fmax centered at frequencies ±f0 (black dashed
circles in Fig. 4(b)), whereas the DC-peak components are localized within the circle
of the radius 2fmax (white dashed circle in Fig. 4(b)). This result allows for a simple
geometrical interpretation in terms of the angles α and β in Fig. 3:
f0/fmax =
sinα
sinβ
< 1 . (12)
This demonstrates the importance of the proper adjustment of the interferometer
and also reveals an important limitation of the Linnik microinterferometer. Indeed, it
can be easily inferred from Fig. 3 that the maximal value of the angle α in the Linnik
interferometer is limited by β, or, which is just the same, that the career frequency
f0 cannot exceed the cut-oﬀ frequency fmax. For the presented interferograms both
angles are very small: α = 0.5× 10−2 rad, β = 10−2 rad.
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Figure 6: The reconstructed transient phase shift ∆Ψtr(x, y) (a) and amplitude
change ∆rtr (b); the plot (c) represents the transient phase and amplitude proﬁles
along the vertical cross-sections in (a) and (b). Frame size: 180 µm× 130 µm.
In summarizing the results of the above analysis we would like to stress the main
conclusion: the components of the AC-peaks (localized within the black dashed
circles in Fig. 5(b)) cannot be fully separated from the central DC-peak (localized
within the white dashed circle in Fig. 5(b)). This fundamental limitation is deter-
mined by the interferogram formation in the Linnik microinterferometer and makes
it impossible to clearly separate the spectral components describing the amplitude
and the phase of interference fringes in a Fourier-plane.
Nevertheless, under certain conditions one of the AC peaks in a Fourier plane (we
have chosen the right one) can be reasonably isolated by means of spectral ﬁltration
in such a way that the important information about the amplitude and phase of the
interference fringes is not lost. We have used an elliptical Hamming ﬁlter with the
following properties: its vertical size was chosen to be equal to the cut-oﬀ frequency
of the microscope objective in order to maintain the best possible spatial resolution
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in the y-direction, whereas its horizontal size is four times smaller in order to obtain
a reasonable separation of the AC-signal components from the central DC-peak
(Fig. 5(c)).
The angle of the inverse Fourier transform of the ﬁltered Fourier spectra (Fig. 5(c)) is
equal to the total phase of the transient interferogram φ1(x, y)−φ2(x, y)+Ψtr(x, y),
whereas its amplitude is equal to 2rin(x, y)E1(x, y)E2(x, y). The initial interferogram
is subjected to the same processing as the transient one and the normalized phase
shifts (6) and amplitude changes (7) are calculated, which are presented in Fig. 6.
The phase shift is unwrapped (i.e. the 2π discontinuities removed) using the simple
unwrapping algorithm of Takeda [16].
The spatial resolution in the reconstructed phase and amplitude maps is determined
by the size and shape of the response function of the spectral ﬁlter (Fourier transform
of the ﬁlter), which is plotted in the right upper corner of Fig. 6(a,b). Since the
used elliptical Hamming ﬁlter (see Fig. 4(b)) is asymmetric its response function is
also asymmetric, which gives diﬀerent lateral resolutions
∆x = 6.0 µm , ∆y = 1.5 µm (13)
in horizontal and vertical directions correspondingly. The shape of the Hamming
ﬁlter makes the resolution in the vertical direction worse than the conventional
Rayleigh resolution limit 0.6λ/NA = 0.8 µm [23], but it allows the errors due to
the boundary eﬀects of the Fourier-transform to be reduced [17]. The better spatial
resolution in the vertical direction suggests it would be beneﬁcial to analyze the
vertical proﬁles of the phase and amplitude maps, which are presented in Fig. 6(b)
and will be discussed in detail in the following section.
Complementary to the lateral spatial resolution we deﬁne the accuracy of phase
and amplitude measurement as a standard deviation (root mean square) of the
normalized phase and amplitude maps (Fig. 6(a,b)) measured over the area not
excited by the laser pulse:
rms {∆Ψtr(x, y)}  π/100 , (14)
rms {∆rtr(x, y)}  0.01 .
Thus the calculated values (13) and (14) can be used to characterize the resolution
of the reconstructed phase and amplitude maps.
It is clear that the choice of the spectral ﬁlter is very important since it inﬂuences
both the lateral spatial resolution (13) and the sensitivity to phase and amplitude
changes (14). The optimal ﬁlter choice depends on the optical design and adjust-
ment of the interferometer as well as on the observed phase and amplitude signals.
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The inﬂuence of noise introduced by the acquisition of the interferograms, which is
disregarded in our study, could also be very important [13].
A signiﬁcantly improved performance of the Fourier-transform technique could be
achieved by the application of the so-called correction for the continuum [14, 24].
The idea is ﬁrst to estimate somehow the background illumination (DC-peak), which
can be used to ”correct” the interferogram. The Fourier spectra of such a corrected
interferogram does not contain a DC-peak, which leads to a better isolation of the
desired signal components of the AC-peaks. Unfortunately, this approach is limited
to the situation in which the background illumination is always the same. The
background illumination of our transient interferograms (5) is inﬂuenced by transient
reﬂectivity changes, and such a simple correction procedure cannot be applied.
In trying to provide a general description of the technique we have disregarded the
fact that the used pump pulses possess a perfect bell-shaped ﬂuence distribution,
which produces nice elliptical structures in phase and amplitude maps. In other
words the contours of constant ﬂuence are ellipses: the smaller the ﬂuence the larger
the size of the ellipses. Therefore the images contain much more physical information
about the ﬂuence-dependence of phase and amplitude than that provided by single
spatial proﬁles analyzed so far. For example on the phase map (Fig. 6(a)) one can
easily recognize many rings with the naked eye. In the vertical phase cross-section
of Fig. 6(c) such rings correspond to tiny oscillations between points A and B, but
not all of these rings can be found: they just cannot be distinguished from noise.
When we restrict ourselves to analysis of certain cross-sections a lot of important
information is lost! Therefore, in some cases, when the pure lateral spatial resolution
in the horizontal direction is not crucial, we will analyze proﬁles or cross-sections
averaged over diﬀerent directions. It is quite easy to implement this procedure
of spatial averaging technically. Given the exact position and eccentricity of the
ellipse the phase and amplitude values are averaged over thin elliptical rings which
are plotted against the size of the rings. This procedure improves signiﬁcantly the
signal-to-noise ratio as compared to (14), sometimes by orders of magnitude! Given
the spatial ﬂuence distribution, which can be measured experimentally, a highly
accurate dependence of phase shifts and amplitude changes on excitation ﬂuence
can be obtained. The results of such data processing enable, for example, the clear
measurement of tiny thermo-acoustic oscillations of laser-molten material, which will
be discussed in the next chapter.
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2.4 Physical interpretation of the interferometric
measurements
In order not to overload the next chapter which deals with the physical mechanisms
of femtosecond laser ablation with the details of the interferometric technique, we
shall now discuss here some important problems concerning the physical interpreta-
tion of interferometric measurements. The ﬁrst question, i.e. how to clearly identify
small geometrical surface deformations will be treated by analyzing the interfero-
metric data presented in the last section. The second important set of questions, as
well as some drawbacks of the technique, will be introduced using some examples of
interferometric measurements at an ablating GaAs-surface.
2.4.1 Is it possible to identify a small geometric surface deformation ?
In the previous section we have reconstructed the phase shifts and amplitude changes
of light waves upon reﬂection from a laser-irradiated GaAs-surface 800 ps after laser
excitation presented in Fig. 6. As already mentioned above, the optical properties
of the surface might change due to (i) changes of the optical constants upon laser
excitation and (ii) surface deformations.
Let us ﬁrst analyze the reﬂection of a normally incident plane electromagnetic wave
(object wave) from a surface characterized by a deformation d(x, y) and complex
index of refraction n˜(x, y) = n(x, y) + ik(x, y). The spatial indices x and y will be
omitted further. Since the spectra of our 100 fs long probe pulses are quite narrow
(∆ω/ω ∼ 0.01) we may use the approximation of a monochromatic wave. Assuming
an e−iωt-process we ﬁx a positive sign of the imaginary part of the refractive index,
n˜ = n+ ik, k > 0, which corresponds to the damping of the wave in the propagation
direction [25]. Whereas the complex reﬂection coeﬃcient of an undeformed surface
is described by the simple Fresnel formula
r˜fr = rfre
iφfr =
(
1− n˜
1 + n˜
)
, (15)
where the Fresnel convention for the sign of the reﬂected wave is used [25], the
surface deformation provides an additional contribution to the phase of reﬂected
light:
r˜ = rfre
i(φfr+(4π/λ)d) . (16)
Under the set of conventions used (the assumption of an e−iωt-process and the Fresnel
sign convention) the surface excursion (d > 0) induces a positive phase shift in
(16). The results of the forthcoming analysis will be, of course, independent of the
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particular set of conventions used, which is a matter of personal taste [25]. The two
basic formula (15) and (16) will be used in the forthcoming analysis.
The interferometric measurements provide information about (i) the amplitude of
the reﬂected object wave which is determined by the optical constants only and (ii)
the phase of the reﬂected wave which might be inﬂuenced both by the changes in
the optical constants and surface deformations. The two measured quantities are
obviously not enough to determine the three unknown parameters in (16), which are
rfr, φfr and d. Thus, some additional information or assumptions are required to
provide a physical interpretation of the experimental data.
Now we shall focus on the spatial phase and amplitude proﬁles of Fig. 6(c). Starting
from the reference values of an unexcited solid (point A) the amplitude rapidly
increases by 13%, whereas the phase decreases by −0.08π (point B). In the vicinity
of point B the amplitude and phase do not change as a function of the coordinate
forming a ”plateau”. In the center (point C) the phase reaches a maximum of about
0.4π and the reﬂectivity slightly decreases.
The formation of a ”plateau” in the amplitude of reﬂected light (in the vicinity of
point B) represents the area of high constant surface reﬂectivity and is consistent
with the previous observations provided by time-resolved microscopy [26]. It can be
physically interpreted as a result of the laser-induced melting of semiconductors [1]
with the thickness of the molten layer being larger than the penetration depth of
the probe pulse.
Our time-resolved interferometric measurements, which will be discussed in detail in
the next chapter show that at point B both the amplitude and phase approach the
constant values very fast (within approximately 1 ps after excitation) indicating a
fast melting process [26], and remain unchanged for a few nanoseconds, after which
the liquid semiconductor cools down and resoldiﬁes. Exploiting a simple argument
that the time needed for the surface deformations to arise is very large as compared
to 1 ps, this observation suggests that point B in Fig. 6 describes an undeformed
laser-molten GaAs layer with a thickness larger than the skin-depth of the probe
light. The observed decrease of the phase is thus associated only with the changes
in the optical constants according to the Fresnel formula (15). At this point it is
worth mentioning that it is an ultimate femtosecond temporal resolution that allows
for such simple understanding and interpretation of the experimental data.
In order to calculate the optical constants of liquid GaAs it should be noted that
our interferometric amplitude and phase measurements are relative with respect to
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Figure 7: Physical interpretation of interferometric measurements. Complex re-
ﬂectivity vectors for 3 points on Fig. 6(c): (A)-solid GaAs, (B)-liquid GaAs, (C)-
expanded surface. The dark region contains all possible complex reﬂection coeﬃ-
cients of an undeformed surface (see text for details).
an unexcited solid. Taking the optical constants of unexcited GaAs [27]
n˜solid = 4.373 + 2.146i (17)
for λ = 400 nm as a reference and using the Fresnel formula (15) the complex index
of refraction of liquid GaAs can be determined:
n˜liquid = 2.0 + 3.4i . (18)
The small real and large imaginary part of the refractive index (18) clearly demon-
strates the metallic optical properties expected for liquid GaAs.
In order to interpret the phase and amplitude changes observed in the center of
the laser-irradiated area (point C), we shall make use of a formula (16). It is very
convenient to present an arbitrary complex reﬂection coeﬃcient (16) by a vector on
a complex reﬂectivity diagram, Fig. 7. The dark area contains all possible Fresnel
reﬂection coeﬃcients (15) for all possible optical constants n > 0, k > 0. Thus, the
reﬂection coeﬃcients (15) of any undeformed surface (d = 0) are obliged to lie inside
the dark area.
The complex reﬂection coeﬃcients A, B and C in Fig. 7 represent the corresponding
points in Fig. 6(c). The complex reﬂection coeﬃcients A and B lie within the
dark area, which is in agreement with our previous conclusions, namely that they
describe undeformed solid and liquid GaAs surfaces correspondingly. Vector C lies
well outside of the dark region. This cannot be explained by pure change in the
18 2 Ultrafast time-resolved imaging interferometry
optical constants, but it represents transient surface excursion. Assuming that the
phase diﬀerence of δφ = 0.38π between vectors B and C is mostly induced by surface
excursion we get an estimate of its amplitude:
d  (λ/4π)δφ = 38 nm . (19)
We believe that this conclusion based on a simpliﬁed formula (15) will also hold
for a more sophisticated analysis, which accounts for the spatially inhomogeneous
optical properties within the laser-heated layer.
It immediately follows from the above analysis of the optical constants that (i)
huge phase shifts of the order of the wavelength or larger are mostly induced by
surface deformations but (ii) smaller phase shifts should be carefully analyzed before
providing their interpretation. In concluding this section, we would like to mention
that in principle, the phase sensitivity of the technique is high enough to detect
surface deformations with amplitudes of only 1 nm. The use of previously introduced
spatial averaging techniques exploiting the elliptical symmetry of spatial ﬂuence
distribution makes possible to measure surface displacements in the angstrom range!
Despite an intrinsic ambiguity of the interferometric measurements the available
experimental data allowed us to distinguish the contributions due to (i) the changes
of the optical constants due to melting and (ii) transient surface deformations. A
general approach based on the analysis of complex reﬂection coeﬃcients appears to
be helpful in physical interpretation of the interferometric data.
2.4.2 Some examples of interferometric measurements at ablating
GaAs-surface
So far we have illustrated and discussed the details of interferometric technique by
using only one example. In this subsection we shall present and discuss in detail
some more examples, which help not only to reveal the problems and drawbacks
of the interferometric technique itself but also explain some artifacts in well-known
experimental data obtained by time-resolved microscopy many years ago.
Figure 8 show two examples of transient interferometric measurements at an ablating
GaAs-surface excited 30% above the ablation threshold for two diﬀerent delay times
1.8 ns and 3.3 ns. The ﬁve consequent images for each delay time are: transient in-
terferograms (a1,b1), their Fourier spectra (a2,b2), ﬁltered Fourier spectra (a3,b3),
reconstructed phase shifts (a4,b4) and reﬂectivity changes (a5,b5). In contrast to the
previously analyzed interferograms of a GaAs-surface excited below ablation thresh-
old, the interferograms in Fig. 8 show big displacement and contrast modulation of
interference fringes within a laser-excited area, which seem to be more pronounced
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(a1) Transient interferogram, ∆t=1.8 ns      (a2) Fourier transform (FT)       (a3) Filtered FT
2fmax
(b1) Transient interferogram, ∆t=3.3 ns      (b2) Fourier transform (FT)       (b3) Filtered FT
(a4) Reconstructed phase                              (a5) Reconstructed reflectivity (squared ampl.)
(b4) Reconstructed phase                              (b5) Reconstructed reflectivity (squared ampl.)
Figure 8: Two examples of transient interferometric measurements at ablating GaAs-
surface, F = 1.3 Fthr, made at two diﬀerent delay times ∆t = 1.8 ns (a1-a5) and
∆t = 3.3 ns (b1-b5).
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for a larger delay time of 3.3 ns. The corresponding Fourier spectra show a sequence
of dark rings around the AC-peaks, which are again much more pronounced in the
second case. In the Fourier spectra (b2) we can recognize the two dark overlapping
circular areas with diameter 2fmax (see Eq. (11)). These circles mark the location of
spectral components of the AC-peaks as described in the previous section. In con-
trast to the two circles in Fig. 5(b), which are horizontally displaced with respect
to the central DC-peak, the two circles in Fig. 8(b2) are also displaced in a vertical
direction. Note that the positions of the two circles in Fig. 5(b) are calculated as-
suming a perfect adjustment of the interferometer, i.e. a perfectly centered (aligned
on-axes) object beam and horizontally displaced reference beam.
An extended routine analysis (which will not be discussed here) shows that addi-
tional vertical displacement of the two circles in the Fourier plane can be explained
by a slight misalignment of the interferometer, in which the vertical position for
both the reference and the object beams is equally displaced with respect to the
optical axes of the microscope objectives. Since the spacing and vertical orientation
of interference fringes remain unchanged for this type of misalignment, it can hardly
be recognized by looking at the interference pattern.
The fact that we are able to see the discussed circular areas in real spectra indicate
that some frequency components are indeed cut oﬀ by the microscope objective. In
other words the laser-excited surface exhibits extremely sharp spatial phase and/or
reﬂectivity modulations, which cannot be resolved by our optical microscope. Dur-
ing interferogram processing we must apply an even smaller spectral ﬁlter to isolate
an AC-peak and thus artiﬁcially cut further relevant signal components. This phe-
nomena is called ”aliasing” or ”energy leakage” [29, 30] in the interferometry and
gives rise to some artifacts in the reconstructed phase and amplitude maps. One of
the artifacts readily manifests itself in the phase maps (a4,b4) of Fig. 8: the phase
could not be correctly unwrapped. Note that we have applied the same type of
unwrapping algorithm we used to get the spatially continuous phase distribution in
Fig. 6(a). Phase values between the neighboring dark and bright horizontal stripes
in phase maps (a4,b4) diﬀer by the multiples of 2π. The number of such stripes is
much higher in the phase map corresponding to the longer delay time 3.3 ns, for
which the problem of ”aliasing” is expected to be more signiﬁcant.
Before starting to tackle the problem of unwrapping ”bad” phase data we shall
present the last example of interferometric measurement of ﬁnal surface morphology
of a GaAs-surface after laser ablation. The reason for doing this ﬁrst will become
clear later.
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(c6) Elliptical fit of the crater boundary          (c7) Reconstructed phase (surface plot)    
Figure 9: Interferometric measurement of ﬁnal ablation crater on GaAs, F =
1.3 Fthr.
Figure 9 shows a similar sequence of images to the one we have just discussed for
Fig. 8 and illustrates the processing of the ﬁnal interferogram of a GaAs-surface
after laser excitation with peak ﬂuence 30% above the ablation threshold: ﬁnal in-
terferogram (c1), its Fourier spectra (c2), ﬁltered Fourier spectra (c3), reconstructed
phase shift (c4), reﬂectivity change (c5) plus two more plots (c6,c7) to be discussed
later. The ﬁnal interferogram (c1) contains an elliptical ring at which interference
fringes experience a jump. This jump represents the boundary of the ablation crater
and is induced by the permanent removal of a macroscopic amount of the material
from a solid surface as result of laser ablation [2]. Fourier spectrum (c2) does again
possess the two clear cut-oﬀ circles, indicating that the crater boundary is extremely
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sharp compared to the optical resolution, and we again have a problem of ”aliasing”.
The reconstructed phase is surprisingly well unwrapped by the same algorithm, so
the phase map (c4) does not show any sudden phase jumps of 2π. A dark black
ring indicates the crater boundary in the reconstructed reﬂectivity map (c5). Ex-
cept for this ring surface reﬂectivity is constant and equal to that of solid GaAs,
which suggests that there is no additional phase shift due to changes in the optical
constants. For this reason we can can directly convert the reconstructed phase to
surface proﬁle according to Eq. 19, which is visualized in Fig. 9(c7) as a surface
plot. The ablation crater has a depth of 40 nm=0.4π and possesses very steep walls.
Because of these steep walls it is technically easy to determine the position of the
crater boundary, say at half of the crater depth, and ﬁt it with an ellipse. The result
of this procedure is presented in Fig. 9(c8). The knowledge of the exact position and
size of the ablation crater provides important information about the position and
the energy of the pump pulse used to excite the sample, which will be important for
fully automatic processing of interferometric data.
2.4.3 Unwrapping of ”bad” phase data
Provided with the exact position of the excitation pulse on the sample we return to
the problem of unwrapping the ”bad”phase data of Fig. 8(a4,b4). Figure 10 aims to
explain where the problems with unwrapping come from. The phase maps (a1,b1) in
Fig. 10 are identical to whose in Fig. 8(a4,b4). They have been unwrapped line-by-
line in a horizontal direction. Figures (a2,b2) are the same phase maps as (a1,b1)
but unwrapped line-by-line in vertical directions, which leads to diﬀerent results.
Vertical and horizontal cross-sections of these maps are presented in Fig. 10(a4,b4)
correspondingly. The two phase cross-sections in plot (a4) are quite remarkable: at
the points, where the slope of the vertical phase proﬁle of map (a2) is maximal,
the horizontal proﬁle of map (a1) experiences a negative jump. The diﬀerence in
the center of the laser-excited value appears to be 2π, as expected from the wrong
unwrapping procedure. The correct phase proﬁle is obviously that in the vertical
direction since we have a much better spatial resolution in this direction determined
by the choice of spectral ﬁlter. If the size of the spectral ﬁlter in vertical direction is
reduced, then the vertical phase proﬁle becomes like the horizontal one, i.e. with a
negative phase jump. Thus, the problems with unwrapping originate from aliasing.
There exists a very useful interferomertic trick, which allows one to ﬁnd the so-called
inconsistent phase values which cannot be unwrapped by any unwrapping algorithm
in principle. The idea is to compare the phase value px,y at an arbitrary point x, y of
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(a1) horizontally unwrapped phase             (a2) vertically unwrapped phase     
(a3) map of "bad" phase values                    (a4) phase profiles along white arrows 
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(b1) horizontally unwrapped phase             (b2) vertically unwrapped phase     
(b3) map of "bad" phase values                    (b4) phase profiles along white arrows 
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Figure 10: Transient phase surfaces of Fig. 8 unwrapped line-by-line in diﬀerent di-
rections, their so-called ”consistency check”and phase proﬁles unwrapped in diﬀerent
directions (see text for details).
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the phase map with phase values at three neighboring points. An artiﬁcial sequence
of ﬁve phase values p1 = px,y, p2 = px+1,y, p3 = px+1,y+1, p4 = px,y+1, p5 = px,y is
unwrapped. If p5 diﬀers from p1 after unwrapping, all four pixels are marked as
containing ”bad” phase values. These ”bad” phase values are called aliasing-induced
dislocations in the jargon of interferometric community [30].
Figures 10(a3,b3) show the positions of aliasing-induced dislocations values for phase
maps (a1,b1). As expected, there are again far more dislocations in (b3) as compared
with (a3). The second and most important observation is that the dislocations lie
on one or two elliptical rings around the center of the laser excited area, where the
spatial gradient of the phase is very big.
By using the knowledge of where the dislocations come from and exploiting the el-
liptic symmetry we have developed our own unwrapping algorithm. It is illustrated
in Fig. 11. Extensively analyzed transient phase maps (a1,b1) are unwrapped along
elliptical paths line-by-line starting from the center of the laser excited area (a2,b2).
This part of the unwrapping algorithm requires knowledge of the exact position and
eccentricity of the laser-excited elliptical area on the sample. These parameters are
determined fully automatically from the analysis of ﬁnal ablation craters, as already
discussed previously (see Fig. 9(c6)). The residual problems with unwrapping man-
ifest themselves in Fig. 11(a2,b2) as a few dark and bright elliptical rings. The
position of these rings does naturally correspond to aliasing-induced dislocations of
Fig. 10(a3,b3). Any cross-section of phase maps (a2,b2) not presented here appears
to be symmetric and continuous except for a few multiples-of-2π phase jumps at
the position of the rings. To get rid of these still annoying phase discontinuities we
would like to stress the obvious fact that elliptically unwrapped phase maps (a2,b2)
look optically much better as compared to (a1,b1). This is why we decided to use
the so-called bandlimit approach (global feed-back): ”the approach is anologous to
a human observer adding arbitrary phase step function to the wrapped data until
the result appears smooth and continuous for the eye”[29].
We have called this method Fourier unwrapping, because it involves manipulations
with the Fourier transform of the phase map. Our iterative implementation of the
algorithm consists of several steps. First, the elliptically unwrapped phase map (a2)
is Fourier-transformed. The Fourier transform contains high frequency components
induced by a few 2π-phase jumps on elliptical rings with phase dislocations. High-
frequency components in Fourier spectra are removed by spectral ﬁltering. The
inverse Fourier transform of such ﬁltered spectra generates a smoothed phase. The
smoothed phase is compared with the original one for each pixel: if the phase diﬀer-
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(a1) horizontally unwrapped phase             (a2) elliptically unwrapped phase     
(a3) result of Fourier unwrapping of (a2)      (a4) phase profiles along white arrows 
(b1) horizontally unwrapped phase             (b2) elliptically unwrapped phase          
(b3) result of Fourier unwrapping of (b2)     (b4) phase profiles along white arrows 
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Figure 11: Transient phase surfaces of Fig. 8 (a1,b1) are unwrapped line-by-line
along elliptical paths (a2,b2) and subjected to Fourier-unwrapping (a3,b3). Plots
(a4,b4) show the proﬁles of unwrapped phases (a3,b3).
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ence is larger than π then a multiple of 2π is added to the original phase to minimize
the diﬀerence, otherwise the original phase remains unchanged. This procedure is
repeated several times to generate the phase maps, presented in Fig. 11(a3,b3).
Note that in order to generate phase maps (a3,b3) from phase maps (a2,b2) no im-
age processing has been applied except for adding multiples-of-2π at a few pixels.
Fourier-unwrapped phase maps indeed appear to be smooth and continuous to the
eye; only a few points corresponding to ”bad” phase values indicate that there were
unwrapping problems.
Vertical and horizontal spatial proﬁles of Fourier-unwrapped phase maps (a3,b3) are
presented in (a4,b4). In graph (a4) the vertical and horizontal proﬁles appear to be
perfectly identical. The maximal observed phase shifts in the center of the laser-
excited area are much larger than π and, therefore, are mostly induced by positive
surface excursion. The maximal surface excursion in (a4) is around 500 nm. In graph
(b4) some small errors due to aliasing still can be recognized at the points where
negative phase jumps existed in Fig. 10(b4). They cannot be removed in principle,
but they are small. Graph (b4) suggests that the maximal surface excursion is
approximately 700 nm. However, the physically expected continuous in time surface
motion (the corresponding experimental data will be discussed in the next chapter)
requires that the maximal surface excursion at 3.3 ns must be around 900 nm. Thus
it can be concluded that even after successful unwrapping we still miss one phase
jump of 2π in (b4). Inspection of temporal evolution makes it evident at which
points the missing multiples-of-2π should be added.
Despite all the discussed ambiguities and problems of interferometric measurements
the extracted phase information can be considered as quite reliable because phase
errors are mostly reduced to missing 2π-phase jumps and we know where they should
be added. This is in contrast to the reconstructed reﬂectivity maps!
2.4.4 Are the reconstructed reflectivity maps correct?
Figure 12 compares the reconstructed surface reﬂectivities of Fig. 8(a5,b5) and
Fig. 9(c5) with those directly measured by time-resolved microscopy for equal delay
times and excitation conditions. The directly measured reﬂectivities are diﬀerent
from reconstructed ones. The diﬀerence between (a1) and (a2) but also (b1) and
(b2) is quite apparent: the reconstructed reﬂectivities contain more dark areas (cor-
responding to lower reﬂectivity) as compared with those measured directly. To
explain this diﬀerence we shall again refer to the problem of aliasing or ”energy leak-
age”. Energy conservation law in mathematics is formulated in terms of the Parce-
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(a1) reconstructed reflectivity, ∆t=1.8 ns      (a2) directly measured reflectivity, ∆t=1.8 ns
(b1) reconstructed reflectivity, ∆t=3.3 ns      (b2) directly measured reflectivity, ∆t=3.3 ns
8(c1) reconstructed reflectivity, ∆t=                (c2) directly measured reflectivity, ∆t=8
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Figure 12: Comparison of reconstructed surface reﬂectivities of Fig. 8 and Fig. 9
with those directly measured by time-resolved microscopy; GaAs, F = 1.3 Fthr.
val’s theorem: integral of squared signal in coordinate space is equal to integral of
squared Fourier spectra in frequency domain. Since some frequency components of
the signal can be cut by (i) numerical aperture of the microscope objective and (ii)
artiﬁcial spectral ﬁltering, the reconstructed reﬂectivity should be smaller than the
real one. Black pointers in Fig. 12 named ”artifacts” show the structures which are
either strongly diﬀerent from, or have nothing to do at all with the actual surface re-
ﬂectivity. We are sure that (a2) represents the only map in Fig. 12 that corresponds
to real surface reﬂectivity, because we do not see any signatures of cut-oﬀ by the nu-
merical aperture of the microscope objective (see the Fourier spectra of Fig. 8(a2)).
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Thus, all diﬀerences in (a1) as compared with (a2) can be considered as artifacts.
The argumentation for plots (b1) and (b2) is similar except for the fact that some
spectral frequency components are already cut by the microscope objective (see the
Fourier spectra of Fig. 8(b2)). For this reason we do also mark the two dark rings
in (b2) as artifacts. Note that the two marked black rings in (a1), (b1) and (b2)
correspond to the areas with the highest spatial gradient of the phase ( or, gradient
of surface position). The maximum tilt angle of the ablating surface with respect to
the unexcited surface, which can be roughly estimated from presented spatial phase
proﬁles of Fig. 11(b4) is of the order of 10 degrees, which is comparable with the
opening angle of the microscope objective of about 17.5 degrees. Therefore some
rays coming from the microscope objective do not enter the objective aperture after
reﬂection from strongly tilted surface areas, leading to the formation of conspicuous
dark rings, which have nothing to do with actual surface reﬂectivity.
The same type of argumentation holds for reﬂectivity images of the ﬁnal surface
(c1) and (b1). Direct microscopic studies of ablation craters, to be discussed in
the next chapter, show that the crater boundary corresponds to an extremely sharp
spatial variation of the surface proﬁle, corresponding to the true phase jump in our
discussion. We have also veriﬁed by very simple computer simulation that a pure
phase jump in the object plane generates an artiﬁcial reﬂectivity decrease in the
image plane when imaged by an ideal microscope objective with ﬁnite numerical
aperture.
In order to verify the above conclusions we have compared the directly measured
reﬂectivity proﬁles with those obtained using spectral ﬁlters of diﬀerent shapes and
sizes for several interferometric data sets. Not only the size but also the shape of
the spectral ﬁlter is found to be important. In case of strong spatial reﬂectivity
modulations or phase gradients the reconstructed reﬂectivity maps are always some
that diﬀerent from direct reﬂectivity measurements. Correct values of surface re-
ﬂectivity are obtained only in the case of smooth spatial dependencies of reﬂectivity
and phase.
2.5 Conclusions and future perspectives
In this chapter diﬀerent aspects of imaging time-resolved interferometry were pre-
sented and discussed. Particular attention was paid to the formation of interfero-
grams in the Linnik microinterferometer, which plays an important role for the un-
derstanding and correct application of the 2D-Fourier-transform algorithm for phase
and amplitude reconstruction. Important aspects of the physical interpretation of
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interferometric measurements have been discussed using the experimental data for
a fs-laser excited GaAs-surface excited below and above the ablation threshold. A
rather general analysis of the complex reﬂection coeﬃcients within the frame of the
simple Fresnel formula makes it possible to signiﬁcantly reduce the intrinsic ambigu-
ity of single-wavelength interferometric measurements and clearly identify geomet-
ric surface deformations with amplitudes of a few tens of nanometers. This result
appears to be very important for the physical interpretation of interferometric mea-
surements to study femtosecond laser ablation. Another important set of questions,
which has been extensively investigated deals with phase unwrapping algorithms and
their failure in certain cases. Phase measurements are found to be quite reliable,
whereas major phase errors represent multiples-of-2π jumps, which can be easily
recognized and removed both manually and by using fully automatic algorithms. In
contrast, the reﬂectivity maps reconstructed from the interferograms exhibit a lot of
artifacts, which cannot be eliminated. The comparison of reconstructed and directly
measured reﬂectivity maps (by means of time-resolved microscopy) allowed us not
only to reveal the properties and the importance of such artifacts but also to identify
some artifacts in directly measured images. A straightforward explanation for all
these observations is provided by considering the imaging with a microscope objec-
tive with ﬁnite numerical aperture and application of additional spectral ﬁltering
during interferogram processing.
It should be stressed that imaging two-beam interferometry (in reﬂection) represents
a sensitive and reliable technique for phase measurements, whereas the accompany-
ing information about surface reﬂectivity usually contains artifacts. Some more
details and the analysis of imaging Mach-Zehnder-type interferometry (in transmis-
sion) will be discussed in Chapter 4, which deals ultrafast optical measurements in
laser-excited dielectrics.
The applied 2D-Fourier-transform algorithm for phase reconstruction is relatively
simple, numerically eﬃcient and widely used. However, the novel methods utiliz-
ing the concept of wavelets oﬀer big advantages over the Fourier-transform-based
algorithms [31]. Whereas the Fourier transformation represents a decomposition of
an arbitrary function in a set of delocalized plane waves, wavelet transformation
utilizes also oscillating but localized basis functions with zero mean (this is essen-
tially a general deﬁnition of wavelets). Some of the big problems with wavelets are
that there are many of them, they are very diﬀerent and most of them cannot be
represented by analytical functions. According to our knowledge the only attempt
to apply the concept of wavelets to a physical problem was made by L. Onural in
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his paper ”Diﬀraction from wavelet point of view” [32] (see also the successive criti-
cal discussion and comments [33]). The application of a discrete wavelet transform
for interferogram processing demonstrates a signiﬁcant improvement of performance
according to the ﬁgures and ﬁgure captions in [34] (the rest is unfortunately in Chi-
nese). According to our knowledge of the outstanding computational performance
of wavelets, we believe that their application to physical problems represents a new
and very promising direction for future research.
31
3 Femtosecond laser ablation
As already mentioned in the introduction the two highly interesting features of fem-
tosecond laser ablation of absorbing surfaces such as metals and semiconductors are
(i) the sharp ablation threshold and (ii) the speciﬁc internal structure of the ablating
layer, which gives rise to the observation of a transient optical interference pattern
(Newton rings) during laser ablation. The main issue of this investigation is to clar-
ify the basic physical mechanisms responsible for the sharp threshold and gain some
experimental evidence about the actual internal structure of the ablating layer. This
section is organized as follows. Some results on comparative characterization of abla-
tion craters provided by diﬀerent types of microscopy show ﬁnal surface morphology
near the ablation threshold in typical semiconductors GaAs and Si. These data aim
to demonstrate the actual sharpness of surface structures at the ablation threshold,
which appears to be far below the resolution limit of the optical microscopy. Then
the basic ideas about the mechanisms of femtosecond laser ablation are discussed
and the two very distinct models for the internal structures of ablating layer are
presented. The main experimental results deal with time-resolved interferometric
measurements of transient deformations of laser-excited GaAs and Si-surfaces both
above and below ablation threshold and their physical interpretation.
3.1 Sharp ablation threshold and internal structure of
ablating layer
3.1.1 Morphology of ablation craters in GaAs and Si
In this section we report on a detailed microscopic investigation of the morphology of
GaAs(100) and Si(100) surfaces irradiated by single intense femtosecond laser pulses
with ﬂuences slightly above the ablation threshold. As in the previous investigations
of the dynamics of laser ablation [1, 2], laser ﬂuences below 1 J/cm2 are used to
initiate the ablation process. Note that the applied moderate laser ﬂuences are not
large enough to directly ionize the solid. Thus, we do not consider laser ablation in
the so-called plasma regime, which has been investigated very extensively.
The application of the optical diﬀerential interference contrast (DIC) and interfer-
ence microscopy, atomic force (AFM) and scanning electron (SEM) microscopy to
the same object, i.e. the ablation crater, provides the complete information about
its structure. Starting from the global ”macroscopic” overview of the surface area af-
fected by a laser pulse we ”zoom in” into the particular characteristic surface regions
and study their ”microscopic” structure. In this manner a complete characterization
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(a) Optical DICM                                    (b) SEM
 (c) Optical interferogram                                      (d) Crater  profile [nm] 
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Figure 13: An overview of the ablation craters on GaAs, F = 1.4 Fthr = 0.3 J/cm
2.
The boundary of the ablation crater and the outer ring are marked by numbers 1
and 2, correspondingly (see text for details).
of the ﬁnal surface morphology has been performed: starting from the center of the
ablation crater to the region outside of it where the material was not ablated but
only molten by the laser pulse.
As samples of crystalline GaAs(100) and Si(100) we used small pieces of commer-
cially available wafers (typically 3 or 4 inch in diameter) made by breaking the
wafers along their crystallographic directions under mechanical load. After that
several identical samples were positioned on a motorized x-y stage and irradiated
by femtosecond Ti:Sa laser pulses in the air. The p-polarized laser pulses with a
width of 100 fs at λ=800 nm and energy up to 1 mJ were focused on the sample by
a lens with long focal length (f=50 cm) under angle of incidence of approximately
45 degrees. The laser focus on the surface of the sample had a Gaussian intensity
distribution (150x75 µm FWHM). While the motorized stage was moving in one
direction with properly adjusted constant velocity the laser running at 10 Hz repeti-
tion rate produced many identical ablation craters on fresh sample areas. The equal
spacing between the craters was large enough to avoid any overlap between diﬀerent
laser-modiﬁed surface spots. In this manner several samples containing many iden-
tical ablation craters could be prepared very quickly and were investigated later by
means of the AFM, SEM and optical microscopy. The process of crater production
was controlled in real time by imaging of the sample surface on a CCD-camera.
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Figure 14: Boundary of the ablation craters on GaAs, F = 1.4 Fthr. The crater is
on the side left of the boundary.
An overview of the ablation crater on GaAs(100) produced by single femtosecond
laser pulse with ﬂuence forty percent above the ablation threshold, F = 1.4 Fthr =
0.3 J/cm2 is presented in Fig. 13. The two rings can be seen in the crater images
provided by both the optical DIC-microscopy (a) and the SEM (b).
The inner bright, well-pronounced ring in the DIC and SEM images represents the
boundary of the ablation crater. In the optical interferogram (c) the crater boundary
manifests itself in the jump of the interference fringes indicating that a part of the
material is removed from the initially ﬂat surface. The quantitative analysis of the
optical interferogram (c) allows the reconstruction of the actual crater proﬁle (d),
which clearly demonstrates the threshold character of laser ablation. Whereas just
above the ablation threshold a 40-nm thick layer of material is removed, just below
the threshold no material removal can be detected interferometrically. Considering
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(b) AFM, 5 x 5 µm
(c) SEM, 2 x 2 µm                   (d) SEM, 0.5 x 0.5 µm
Figure 15: Fine structure of the crater boundary on GaAs, F = 1.4 Fthr.
the Gaussian laser ﬂuence distribution on the surface it can be shown that the
variation of laser ﬂuence in the threshold region is far below 1%. Except for the
sharp boundaries the ablation crater appears to be relatively ﬂat: its depth shows
only a weak dependence on the laser ﬂuence approaching the value of 50 nm in the
center of the crater.
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The second, less pronounced outer ring is only characterized by minor reﬂectivity
changes in both DIC and SEM images and most likely represents the amorphous
GaAs, which can be formed during the rapid cooling down and resoldiﬁcation of
laser-molten material due to thermal conductivity. There are no indications of ma-
terial removal between the crater boundary and the outer ring from the optical
interferograms. The detailed understanding of the conditions under which the resol-
diﬁcation process evolves via recrystallization or amorphization was developed by
Bloembergen and co-workers [35].
As already mentioned in the introduction, one of our goals was to provide a mi-
croscopic characterization of the boundaries of the ablation crater. The desired
information can be inferred from Fig. 14, where the DIC (a), AFM (b) and SEM
(c) images of the crater boundary on GaAs are presented. The proﬁle across the
crater boundary as provided by AFM (d) shows that it consists of a high and narrow
rim. The rim has a height of approximately 150 nm and an extremely small lateral
extension of 50-100 nm. The surface outside the crater (right) is characterized by a
very ﬁne surface waviness localized in the vicinity of the rim, which can be clearly
seen in the AFM image (b).
Fig. 15 shows some irregular structures on the crater boundary. The SEM (a) and
AFM (b) images of Fig. 15 show a part of the rim with several sharp needles with a
height above 100 nm and diameter about of approximately 50 nm, which appear to
be quite regularly spaced on the rim. We could observe these needles only on some
AFM and SEM images, very often they are completely absent. The SEM images (c)
and (d) show further nanostructures in the vicinity of the rim, which have typical
lateral dimensions of 20 nm. Like the needles, these structures also appear to be
statistically distributed along the rim.
The ablation craters produced on Si (100) surface by laser pulses with ﬂuence F =
1.4 Fthr = 0.49 J/cm
2 have been subjected to the same analysis as the craters on
GaAs.
An overview of the ablation crater is shown in Fig. 16. The images look a little
bit diﬀerent as compared to GaAs. Nevertheless, the boundary of the ablation
crater, which can be easily seen in the optical DIC image (a) can be also recognized
in the SEM (b) image and the optical interferogram (c). The crater proﬁle (d)
reconstructed from the optical interferogram appears to be very shallow. The crater
depth is about 7 nm at the crater boundary and decreases with increasing ﬂuence
approaching the minimal value of approximately 5 nm in the center of the crater.
This unusual behavior is consistent with the previous measurements of crater proﬁles
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Figure 16: An overview of the ablation craters on Si, F = 1.4 Fthr = 0.49 J/cm
2.
The boundary of the ablation crater and the outer ring are marked by numbers 1
and 2, correspondingly (see text for details).
on Si(111) by means of a proﬁlometer [36]. The author observed the formation of
the ”hill” in the center of the crater at higher laser ﬂuences, i.e. the surface in the
center showed an excursion with respect to an undisturbed surface indicative for
the formation of low density and probably porous material [36]. According to our
measurements the reﬂectivity in the center of the crater in the DIC (a) and SEM
(b) images is also very diﬀerent from that of crystalline or amorphous silicon.
All above observations suggest that the ﬁnal surface modiﬁcation of silicon surface
by ultrashort laser pulses in the air are quite diﬀerent from GaAs. Nevertheless,
a detailed inspection of the crater boundary on silicon in Fig. 17 reveals some im-
portant common features. The crater boundary appears to be well-pronounced in
the DIC (a), AFM (b) and SEM (c) images. The AFM data show that the crater
boundary also consists of a rim with a lateral extension of approximately 300 nm;
it can be also inferred from the AFM image (b) that the height of the rim oscillates
quasi-periodically along the boundary. We were also able to see this periodicity in
many optical images. The height of the rim changes signiﬁcantly; it reaches values
of up to a few tens of nanometers as shown in (d), but the average height of the rim
is only about 10 nm. As in the case of GaAs a small surface waviness can also be
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Figure 17: Boundary of the ablation crater on Si, F = 1.4 Fthr. The crater is on the
left side from the boundary.
seen on Si, Fig. 17(b,c). From a ﬁrst glance it seems to be surprising that surface
waviness appears inside the crater (left from the boundary), whereas on GaAs it was
outside. A more careful crater inspection on GaAs allowed us to detect some ﬁne
surface waviness of the crater bottom too.
The results of the above analysis reveal some diﬀerences in crater morphology on
two investigated materials but also some very important common features of the
crater boundaries.
The main result of the presented microscopic investigation is that for both gallium
arsenide and silicon the boundary of the ablation crater consists of a high and narrow
rim. Whereas for GaAs the rim is very high (∼150 nm) and extremely narrow (∼50-
100 nm), for Si it is signiﬁcantly lower (∼10 nm) and broader (∼300 nm).
The second observation is that the ablation craters on both GaAs and Si are rela-
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tively ﬂat, i.e. their depth is a slowly varying function of the applied laser ﬂuence.
It should be pointed out that the morphology of ablation craters produced on GaAs,
Si, and InP surfaces by tightly focused femtosecond laser pulses (beam waist in focus
6x6 µm FWHM) [37] is qualitatively diﬀerent from our observations. The reported
crater shape is very similar to that known for nanosecond laser ablation [38], where
the so-called ”piston”mechanism of melt ejection by the evaporation recoil pressure
determines the ﬁnal crater morphology. In the case of femtosecond laser ablation the
recoil pressure provided by the ablating material under conditions of tight focusing
could probably also lead to the high transverse pressure gradients followed by melt
ejection. Thus, the inﬂuence of focusing conditions upon the mechanisms of ﬁnal
crater formation is a subject of further investigation.
3.1.2 Two models of the internal structure of an ablating layer
Besides the sharp ablation threshold there is another striking feature of femtosecond
laser ablation, which manifests itself as the formation of a transient optical interfer-
ence pattern (Newton rings) within the ablating area on a nanosecond time-scale.
Any model for the internal structure of an ablating plume requires that a sharp ab-
lation front is formed so that the incoming probe light reﬂected from it can interfere
with light reﬂected from the back surface of the non-ablating material. Two such
models have been proposed to explain the remarkable interference phenomenon: a
simple spatially homogeneous structure [1] and some more complicated spatially
inhomogeneous ”bubble-like” structure [2], which are sketched in Fig. 18.
Both models assume that a hot pressurized superﬁcial layer of liquid material is
created within a few picoseconds after laser excitation, before the material removal
starts. The thickness of the liquid layer depends on material parameters, the prop-
erties of the pump pulses and, of course, on the mechanisms of light absorption
by the electrons and their coupling to the lattice. For a typical semiconductor the
thickness of the laser-molten layer is of the order of a few tens of nanometers [39].
A hot liquid material starts to expand towards the vacuum and is removed from the
surface leading to the formation of ﬁnal ablation craters. It is known from time-of-
ﬂight mass spectrometry measurements that the ﬁnal state of the ablating material
is a weakly ionized volatile gaseous phase containing single atoms and small atomic
clusters [40]. Therefore during the expansion a part of initially high-density liquid
ﬁlm is converted into a low-density gaseous phase via liquid-gas phase transition,
passing through diﬀerent non-equilibrium states of matter. The lack of knowledge
about how and where the phase transition occurs provides motivation to consider
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Figure 18: Two models for internal structure of ablating material, which are capable
of explaining optical interference phenomena: (a) spatially homogeneous and (b)
spatially inhomogeneous ”bubble-like” structure.
diﬀerent models of material removal.
The simple model of Fig. 18(a) assumes that the ablating layer of material remains
spatially homogeneous during the expansion, but its density becomes lower with
time [1]. To be capable of explaining the observed high-contrast transient inter-
ference pattern the material must possess a high refractive index and be optically
transparent. At some point the density of the expanding liquid layer becomes so low
that it must undergo the liquid-gas phase transition and is converted into mixture
of two phases: liquid droplets surrounded by vapor (of course, only for the case
when the expansion isoentropes enter the liquid-gas coexistence region on the phase
diagram [1]). Since the mass density of the two-phase mixture is constant within
the ablating layer, it is described by a constant (spatially homogeneous) eﬀective
index of refraction. Assuming that the typical sizes of the liquid droplets are small
compared to the optical wavelength one can apply a well-known Maxwell-Garnett
formula [41] for dielectric response εMG of such medium and recognize that it can
indeed possess a high refractive index and low absorption coeﬃcient [1]:
εMG(f) = εg
(
1 +
2fΛ
1− fΛ
)
with Λ =
1
εl
εg − εl
εg + 2εl
. (20)
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Figure 19: Molecular dynamics simulation for one-dimensional expansion (in ver-
tical direction) of a hot pressurized liquid ﬁlm, which simulates the conditions of
femtosecond laser ablation. Time-scale is provided in dimensionless MD units (see
text for details).
Here εl and εm stand for dielectric functions of gas and liquid, respectively, whereas
the very important ﬁlling factor f (0 < f < 1) is equal to the volume fraction of
the liquid phase in the two-phase mixture. The necessary requirement for a high
refractive index is that the ﬁlling factor f is quite high, f ∼ 0.5, which breaks down
in the later stages of expansion when the material density becomes very low and
the refractive index becomes close to unity according to Maxwell-Garnett. Never-
theless this kind of argumentation had been used to explain Newton rings in earlier
publications [1] before the expansion of the liquid layer was modeled by solving
hydrodynamic equations for media that can undergo phase transitions [42, 43] and
performing molecular dynamics simulations [44]. These theoretical investigations
have shown that a more complicated ”bubble-like” structure of Fig. 18(b) is devel-
oped during the expansion of a hot liquid layer. Fig. 19 shows a sequence of images
from molecular dynamics simulations, which follow the dynamics of a hot pressurized
liquid ﬁlm (described by Lennard-Jones interatomic interaction potential) which is
allowed to expand in both vertical directions [44, 45]. The initial thickness 2l of the
ﬁlm corresponds to 77 atomic layers of Lennard-Jones liquid, the time is provided
in dimensionless MD-units: l/cs=25 MD units, where cs is the sound velocity in
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Lennard-Jones liquid. A thin high-density and stationary liquid shell moves with
constant velocity and forms the ablation front, which is followed by the low-density
two-phase mixture: liquid droplets surrounded by vapor. The details about both
the hydrodynamic solution and the molecular dynamics simulations have been ex-
tensively discussed in the past [42, 43, 44].
The very basic idea behind the hydrodynamic calculations is related to the thermo-
dynamic properties of the ablating matter. Fast adiabatic expansion of a hot pres-
surized liquid layer corresponds to a known evolution of thermodynamic material
properties on a pressure-density phase diagram: moving along diﬀerent isoentropes
S(p, ρ) = const (see Fig. 34). The starting point on the phase diagram corresponds
to the solid density ρ = ρsolid, whereas the initial pressure and temperature values
are determined by the amount of absorbed laser energy. For suﬃciently high initial
value of pressure the expansion isoentropes enter a metastable two-phase region at
ρ = ρB (ρB-density at the binodal), which corresponds to curve (c) in Fig. 34. A
metastable two-phase region is bounded by the so-called ”binodal” and ”spinodal”
curves, whereas the thermodynamic properties of matter therein are quite remark-
able and give rise to the development of non-equilibrium thermodynamics of phase
transitions [46, 47].
The most striking eﬀect is the drop of the sound velocity cs(ρ) =
√
(∂p/∂ρ)S as an
initially homogeneous liquid layer enters the two-phase region at ρ = ρB. The quan-
titative description of this phenomena (i.e. drop of the sound velocity) is provided
by Landau and Lifshitz in their course on ﬂuid mechanics [48]. The drop of the
sound velocity and reﬂection of the rarefaction waves from the non-ablating mate-
rial are found to trigger the formation of a ”bubble”-like structure [42, 43], whereas
a constant mass density of the ”bubble” is equal to ρB, which is signiﬁcantly lower
than the equilibrium density of a liquid (by factor 1.5÷ 2 [43, 44]).
The main point concerning the optical properties of a ”bubble-like” structure is that
optical interference phenomena is due to the reﬂection from a thin liquid ”bubble”,
which does not signiﬁcantly change its properties during the ablation process (see
Fig. 19). Further, the existence of the interference pattern is independent on how
large is the refractive index of the two-phase mixture behind the ”bubble”. In con-
trast, if the ablating layer is spatially homogeneous, it might possess a high index
of refraction but it should strongly depend on the ﬁlling factor f . This striking
diﬀerence in the optical properties of the two discussed models will be exploited in
our experiments to distinguish between them.
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3.2 Interferometric measurements at fs-laser excited
GaAs-surface
3.2.1 Irreversible dynamics of GaAs-surface excited slightly above the
ablation threshold
In this section we shall present the results of interferomertic measurements at an
ablating GaAs-surface. As already mentioned in the previous chapter the time-
and space-resolved interferomertic measurements provide two-dimensional spatial
distributions of amplitude (reﬂectivity) and phase of probe pulses reﬂected from
laser-excited surface. Reconstructed reﬂectivity maps could contain a lot of artifacts
in case of strong spatial variations of optical properties within the laser-excited area,
which is particularly pronounced for excitation above the ablation threshold. For
this reason all reﬂectivity data to be discussed in connection with above-threshold
behavior have been directly measured by time-resolved microscopy. Fig. 20 shows
the snapshots of surface reﬂectivity during ablation of GaAs excited with ﬂuence
40% above the ablation threshold for diﬀerent pump-probe delay times. During
the ﬁrst few picoseconds the reﬂectivity within the bright laser-excited area reaches
the constant value RliquidGaAs = 0.61, indicating the melting of the superﬁcial layer
of GaAs. A few tens of picoseconds after laser excitation the reﬂectivity starts to
decrease in the center ﬁrst, then it increases and oscillates further as a function
of time. At nanosecond delay times a characteristic ring structure is developed
within the ablating area, which is known as Newton interference fringes. These
pure reﬂectivity measurements are supplemented by interferometrically measured
transient phase surfaces presented in Fig. 21, whereas the vertical proﬁles of phase
maps for diﬀerent delay times are shown in Fig. 22. On a nanosecond time-scale the
pronounced irreversible excursion of the laser-excited surface is observed, which is
associated with the development of a sharp ablation front. Since the observed phase
shifts are large compared to π, they are mostly induced by surface deformations and,
for this reason expressed in nanometers of surface displacement.
The ablation front in the center of the laser-excited area is found to expand towards
the vacuum with the constant velocity of about 400 m/s, which can be inferred from
Fig. 23. Relatively big error bars in Fig. 23 are due to shot-to-shot ﬂuctuations of
laser energy.
The above results are obtained by manual processing of experimental data, which
appears to both time-demanding and inaccurate. Much more physically relevant
quantitative information can be obtained by fully automatic processing of experi-
mental data within the MATLAB-environment. Most of the data to be discussed
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Figure 20: Time-resolved reﬂectivity snapshots during ablation of GaAs-surface at
ﬂuence F = 1.4 Fthr = 0.3 J/cm
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Figure 21: Phase surfaces of ablating GaAs-surface at diﬀerent pump-probe delay
times, F = 1.4 Fthr.
further are obtained per button press within several tens of seconds, which allows
for a highly eﬃcient and amazing interactive analysis of experimental data.
Some of the tricks concerning data processing have already been discussed in the
previous chapter. However, in order not to give the impression that further results
are generated by some mysterious image processing, we would like to brieﬂy discuss
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Figure 22: Phase proﬁles at diﬀerent pump-probe delay times for GaAs, F =
1.4 Fthr.
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Figure 23: Dynamics of the ablation front for GaAs, F = 1.4 Fthr.
the sequence of operations, which are applied to unwrapped phase maps similar to
those shown in Fig. 21.
• Spatial ﬂuence distribution at the position of the sample is determined from the
analysis of the diameter of ablation craters produced by pulses with diﬀerent ener-
gies (the so-called Liu-method [49]). For a well-adjusted setup the spatial ﬂuence
distribution possesses a perfect elliptical symmetry and can be well approximated
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Figure 24: Temporal evolution of ablation front in GaAs for 5 diﬀerent ﬂuence values
exceeding the ablation threshold Fthr. The curves represent the result of automatic
processing of more than 100 data sets for diﬀerent pump-probe delay times. Artiﬁcial
2π-phase jumps (2π=200 nm) can be recognized in the two upper curves.
by a Gaussian.
• Both pulse energy (energy ﬂuctuations) and the position on the sample (pointing
stability) ﬂuctuate from shot to shot, whereas the shape of spatial ﬂuence distri-
bution remains extremely stable. Therefore, for each interferometric measurement
the position and size of the ﬁnal ablation crater is determined as described in the
previous chapter. This is enough to precisely know the value of pump ﬂuence for
each point within the laser-excited area for each shot.
• Utilizing an elliptical symmetry of spatial ﬂuence distribution, phase proﬁles are
obtained by averaging of phase values over thin elliptical strips centered at the
position of the crater. These proﬁles are similar to those of Fig. 22, but possess a
much better signal-to-noise ratio, in particular far from the center.
• Given the peak ﬂuence of the pump pulse the phase shift for any smaller value of
ﬂuence can be obtained from spatial proﬁles of the phase.
An example of such fully automatic processing of phase data is presented in Fig. 24,
where the time dependencies of the phase for ﬁve diﬀerent ﬂuence values exceed-
ing the ablation threshold are presented. We would like to address two points in
discussion of Fig. 24.
First of all, for two highest ﬂuence values 1.2Fthr and 1.25Fthr the curves in Fig. 24
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Figure 25: Family of automatically reconstructed temporal phase dependencies for
diﬀerent ﬂuence values F = 0.25÷ 1.35Fthr with ﬂuence step δF = 0.01Fthr. Artiﬁ-
cial 2π-phase jumps in Fig. 24 are automatically corrected.
exhibit artiﬁcial 2π-phase jumps (2π=200 nm), which indicate the failure of phase
unwrapping algorithm due to extremely sharp spatial gradients of the phase (see
the discussion in the previous chapter). Phase curves must be corrected for these
artiﬁcial phase jumps, which is easily implemented into the algorithm used for data
processing.
Second, for most values of delay time several data sets were used to calculate phase
shifts. Most of the data points obtained from diﬀerent measurements precisely
coincide in Fig. 24: only for a few values of ﬂuence and delay time does the spread
of data points become visible in the form of several vertically displaced symbols.
Thus, the automatic data processing allows the elimination of unwanted eﬀects due
to shot-to-shot energy ﬂuctuations and pointing stability of the laser beam.
The ﬁnal results of automatic data processing, to be used for physical interpretation,
is presented in Fig. 25 in the form of a family of temporal phase dependencies for
ﬂuence values in the range F = 0.25 ÷ 1.35Fthr obtained with s small ﬂuence step
δF = 0.01Fthr. For ﬂuences exceeding the ablation threshold the ablating material
continuously moves away towards the vacuum and the velocity of the movement is
larger for higher ﬂuences. An apparent ”gap” for delay times above 2 ns indicates
that a small change in excitation ﬂuence of only 1% causes a large diﬀerence in
surface position. This eﬀect arises from previously discussed extremely high spatial
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Figure 26: Fluence dependence of the average velocity of excited GaAs-surface cal-
culated for three diﬀerent time intervals 10÷ 70 ps, 100÷ 200 ps and 300÷ 3300 ps.
gradients of the phase, which now can be attributed to the discontinuity in the
surface position. This discontinuity of the surface position inevitably implies the
jump in surface velocity.
Very important physical information can be extracted from the analysis of surface
velocity as a function of excitation ﬂuence and delay time. Being equal to the slope of
curves in Fig. 25 surface velocity is found to be dependent on both excitation ﬂuence
and delay time. Diﬀerent parts of phase dependencies of Fig. 25, corresponding to
three diﬀerent time intervals 10÷ 70 ps, 100÷ 200 ps and 300÷ 3300 ps were ﬁtted
by a linear low φ(t) = At+B. The derived slope A, to be referred to as an average
surface velocity, for three diﬀerent time intervals is plotted in Fig. 26. It is apparent
that in the early stage of expansion in the time range 10÷70 ps the surface velocity
scales linearly with the applied laser ﬂuence. Note that a non-zero surface velocity is
evident for excitation ﬂuences below ablation threshold, indicating on sub-threshold
surface deformations, to be discussed later. Average surface velocity during the
time interval 100 ÷ 200 ps appears to be signiﬁcantly smaller. Thus, the surface
movement slows down, whereas the most signiﬁcant decrease of surface velocity
occurs for excitation a few percent above the threshold, indicating the formation
of local minima. For long-term expansion between 300÷ 3300 ps this local minima
develops into the jump of surface velocity from 80 m/s at F = 1.16Fthr to 160 m/s at
F = 1.17Fthr. Surface velocity for higher ﬂuence values did not change signiﬁcantly
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Figure 27: Temporal evolution of surface reﬂectivity of ablating GaAs-surface, inte-
grated over the area of constant ﬂuence F = 1.3 Fthr.
as compared with the preceding curve.
Slowing down of surface movement for excitation slightly above the ablation thresh-
old, which leads to the formation of velocity jump and discontinuity of the ablating
surface, represents the most important result of above-threshold interferometric mea-
surements. Before starting to interpret these results it makes sense to discuss and
analyze complimentary time-resolved surface reﬂectivity measurements and present
the interferometric measurements of sub-threshold surface deformations.
3.2.2 Temporal evolution of surface reflectivity of ablating GaAs-surface
Interferometic measurements allow direct monitoring of the movement of an ablating
surface and thus provide reliable information about the position of the ablation front
at each pump-probe delay time. The question arises as to whether some additional
information about the internal structure of the ablating material can be obtained
from time-resolved reﬂectivity measurements (see Fig. 20).
Figure 27 shows the temporal evolution of surface reﬂectivity of an ablating GaAs-
surface excited 30 % above the ablation threshold, which is normalized on the reﬂec-
tivity value of an undisturbed GaAs-surface. A fully automatic algorithm developed
to process many surface reﬂectivity images for diﬀerent delay times implies an au-
tomatic determination of the position and peak ﬂuence of the pump pulses from
ﬁnal microscopy images of ablation craters, which is very similar to the discussed
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processing of interferometric data. A small spread of data points in Fig. 27 obtained
from several independent measurements demonstrates the high accuracy of surface
reﬂectivity measurements.
Analogous to the Newton rings in the spatial domain, the distinct maxima and min-
ima of time-dependent reﬂectivity in Fig. 27 are due to constructive and destruc-
tive interference of probe radiation reﬂected from the two optically sharp interfaces
sketched in Fig. 18. We have simulated temporal evolution of both the phase shift
and the reﬂectivity for two previously discussed models: spatially homogeneous and
”bubble-like” internal structures of the ablating layer (see Fig. 18).
The system of three layers shown in Fig. 28(a) can be used to simulate both models.
Being the common elements for both models, the two optically sharp interfaces are
the ablation front z(t) = vt propagating towards the vacuum with constant velocity
v = 275 m/s (deduced from interferometric measurements at excitation ﬂuence
F = 1.3Fthr) and the bottom of the ﬁnal ablation crater with a depth h = 50 nm.
Temporal evolution calculated at a single point in space (center of laser-excited
area in Fig. 28(a)) for both phase shift and reﬂectivity (normalized to the values
of undisturbed solid surface) is presented in Fig. 28(b) for two structures of the
ablating layer.
The homogeneous model utilizes the Maxwell-Garnett formula (see Eq. (20)): n1(t) =
n2(t) =
√
εMG(f(t)) with the time-dependent ﬁlling factor f(t) = h/z(t) and
the following dielectric constants for gaseous phase and liquid droplets: εg = 1,
εl = (2.0 + 3.4i)
2. Both the phase shift and reﬂectivity dependencies are found
to be strongly diﬀerent from experimental results, independent of the choice of the
dielectric constant εl (εg = 1 must be always close to unity for dilute gases). The
failure of the Maxwell-Garnett description is predetermined by the fact that the
well-known ﬁlling factor becomes very small for long delay times, f < 0.1, which re-
sults in a small index of refraction. A strange temporal behavior of the phase, which
does not follow the continuously increasing geometric deformation of the ablation
front, can also be explained by the smallness of the refractive index, since most of
the incident radiation is reﬂected not from the ablation front itself but propagates
through the layer and is reﬂected from the non-ablating melt. Roughly speaking the
phase of light reﬂected from the back interface between the ablating layer and the
non-ablating material is seen.
The inhomogeneous ”bubble-like” structure provides a good agreement with exper-
imental data for the following set of parameters: n˜1 = 4.4 + 0.7i, d1 = 40 nm,
n˜2 = 1, n˜3 = 2.0+3.4i. However, among these ﬁtting parameters only n˜1 and d1 are
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Figure 28: (a) Schematic for thin-ﬁlm calculations of the optical properties of ablat-
ing plume for both homogeneous and ”bubble”-like internal structures: n˜i- complex
index of refraction; h = 50 nm - depth of ablation crater, z(t) = vt - position of
ablation front; (b) phase shift and reﬂectivity for homogeneous layer (n˜1(t) = n˜2(t)-
according to Maxwell-Garnett with f(t) = h/z(t), n˜3 = 2.0+3.4i) and ”bubble”-like
structure (n˜1 = 4.4 + 0.7i, d1 = 40 nm, n˜2 = 1, n˜3 = 2.0 + 3.4i).
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completely unknown. The question arises how as to reliable and unique the results
of the ﬁt are, if they predict that the liquid ”bubble” possesses dielectric properties:
Re{n˜1} >> Im{n˜1}!
In order to test the reliability of ﬁtting results we shall again have a look at the
experimentally measured temporal evolution of the reﬂectivity in Fig. 27: the max-
ima appear to be relatively narrow and slightly asymmetric. When playing with
parameters of thin-ﬁlm simulations we were able to generate similar shapes only if
the following condition was fulﬁlled:
2d1Re{n˜1}  λ , (21)
where λ stands for probe wavelength. In case 2d1Re{n˜1} = λ reﬂectivity maxima
are symmetrical, whereas small deviations introduce some asymmetry. For the pa-
rameter sets which do not satisfy this condition the reﬂectivity maxima are broad
but the minima are narrow. Although there are many possibilities to satisfy the
condition (21), the requirement of having certain reﬂectivity values at interference
minima and maxima forbids an arbitrary choice of parameters. Temporal evolution
of the phase in Fig. 28(b) is in perfect agreement with the experimental data in
Fig. 25: the phase follows the geometric surface deformation whereas some small
periodic deviations in the form of ”waves” correlate with reﬂectivity minima and
maxima and can be assigned to phase contribution due to internal interference ef-
fects in the ablating layer. We have also simulated spatial phase proﬁles with the
given parameters of the ”bubble” (not shown), which appear to be similar to those
in Fig. 22.
The only problem with the ﬁt is that the period between reﬂectivity minima and
maxima in the simulated dependencies of Fig. 27(b) is a little bit smaller than in
the experimentally measured curve of Fig. 27. One could correct this discrepancy
by setting the refractive index for the two-phase mixture n˜2 = 0.9 in thin-ﬁlm
calculations. A lot of other interferometric data sets and their analysis (not discussed
here) did also provide confusing indications that the average refractive index of the
ablating layer is somewhat smaller than unity. The simplest physical explanation
of this manipulation would be a negative Drude-like contribution to the refractive
index from free electrons. However, this hypothesis contradicts with the results of
Cavalleri and co-workers [40] who have investigated femtosecond laser ablation in
GaAs and Si by means of time-of-ﬂight mass spectroscopy. Their results show that a
fraction of anablating plume detected ∼ 10 cm away from the sample in UHV (ultra-
high vacuum) contains mostly neutral atoms and small atomic clusters, whereas the
detected fraction of single-ionized atoms is negligibly small (∼ 10−4). Currently we
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have no plausible explanation for n˜2 < 1, which requires a critical consideration of
the above multi-parametric ﬁt.
Hovewer, keeping in mind certain problems with our ﬁt, we still shall discuss the op-
tical properties of the ”bubble”. An observation that the ”bubble”possesses dielectric
optical properties might be interpreted as metal-isolator transition, which can take
place, for example, in liquid metals at high temperatures and low densities [50, 51].
The results of extensive theoretical and some experimental research of femtosecond
laser ablation show that the liquid material of the ”bubble” possesses a signiﬁcantly
lower density ρbubble ∼ 0.5÷0.7ρliquid [43, 45] and high temperature strongly exceed-
ing the melting temperature [40]. Moreover, according to Mott ”most metal-isolator
transitions in liquids occur in the regime where l ∼ a” [51], where l and a denote the
mean free path of conducting electrons and mean interatomic distance, respectively.
The condition a ∼ l is known as the Joﬀe-Regel limit and will be introduced and
discussed in detail in the next chapter in a diﬀerent context. At this point it is only
necessary to cite the results of ab initio molecular dynamics simulations of atomic
structure and bonding in liquid GaAs [52], which obtained l ∼ a.
The idea about the possibility of metal-isolator transition during femtosecond laser
ablation is not new; it was ﬁrst pointed out by Sokolowski-Tinten at al. [53] as one
of the ways to explain transient interference phenomena (Newton rings). At that
time this hypothesis seemed to be unlikely, since absolutely no information about
the internal structure and thermodynamic properties of ablating layer was available.
Somewhat later the same idea was exploited to justify the high optical transparency
of the 70 nm-thick ”bubble”obtained from hydrodynamic simulations of femtosecond
ablation in aluminum [43]. In this context the observed dielectric optical properties
of the ”bubble” become less surprising.
More experiments should be performed in order to verify this important but prelim-
inary observation. According to the results of our thin-ﬁlm calculations performed
for diﬀerent probe wavelengths, broad-band optical measurements should be very
sensitive in the case of the ”bubble” with the parameters discussed above.
Unfortunately we do not see any possibility to extract information about the mass
density of the liquid ”bubble” from the optical measurements, which seems to be
very important for the understanding of the underlying physics.
3.2.3 Extremely long reversible surface deformations of GaAs-surface
excited a few percent below ablation threshold
The character of the sub-threshold surface deformations of a GaAs-surface excited a
few percent below ablation threshold, the indication of which could readily be recog-
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Figure 29: Interferometrically measured phase maps at GaAs-surface excited below
ablation threshold for diﬀerent pump-probe delay times, F = 0.98 Fthr. Dark oval
areas represent the negative phase shift due to the changes of the optical constants
upon melting, whereas the bright hill can be associated with fully reversible transient
surface excursion.
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nized in Fig. 26 as a non-zero expansion velocity during the ﬁrst tens of picoseconds
after excitation, is very important for the understanding of the physical nature of
the extremely sharp ablation threshold.
A large series of interferometric measurements was performed for excitation ﬂuences
near the ablation threshold. Due to shot-to-shot energy ﬂuctuations some of the
pulses initiated the ablation and some of them had a peak ﬂuence slightly below
the ablation threshold. The energies for each shot were recorded by a photodiode,
which allows to choose data sets with a desired peak ﬂuence. A series of phase
maps corresponding to laser excitation approximately 2% below ablation threshold
is presented in Fig. 29. The dark oval area which corresponds to a negative phase
shift of about 0.08π existing in all the transient phase maps of Fig. 29 mainly rep-
resents the changes of the optical constants upon melting, whereas the contribution
of surface deformations is negligibly small. The bright hill in the center of the laser-
excited area corresponding to a positive phase shift, which comes out, reaches the
maximum and disappears within a few nanoseconds, can be associated with fully
reversible transient surface excursion. The hill becomes very narrow for long delay
times indicating that the laser-excited surface contracts much faster for smaller ex-
citation ﬂuences. The resoldiﬁcation occurs on a time scale of the order of 10 ns
[36] and no permanent changes of surface morphology can be seen in the ﬁnal phase
surface (∆t =∞).
The dynamics of sub-threshold surface deformations in the center of the laser-excited
area is shown in Fig. 30, where the curves for diﬀerent excitation ﬂuences near the
ablation threshold have been produced manually by sorting a large amount of inter-
ferometric data sets with respect to peak excitation ﬂuence. The uncertainty in the
ﬂuence determination was around ±1%. Fig. 30 demonstrates that reversible surface
deformations with maximum amplitudes of the order of 100 nm occur just below
ablation threshold. A surface excited with F = 0.99Fthr shows a huge excursion of
150 nm up to 6 ns. For smaller excitation ﬂuences the maximum amplitude of tran-
sient surface excursion is smaller and the time-scale for this up-and-down motion is
shorter. As expected, excitation just above the threshold, F = 1.01Fthr, leads to
irreversible expansion of ablating material and leads to the formation of 40 nm deep
ablation craters.
At this point it should be mentioned that the observed surface deformations with
amplitudes of several tens of nanometers induce relatively small positive phase shifts
∆Φ < π (1π = 100 nm). Thus the contribution of the phase shifts due to the changes
in the optical constants cannot be completely disregarded as is the case for large
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Figure 30: Dynamics of transient surface deformations of GaAs-surface excited by
pulses with peak ﬂuences very close to ablation threshold Fthr. The curves represent
the result of manual selection of data points from a large amount of interferomet-
ric data sets, whereas the big error bars are due to inevitable shot-to-shot energy
ﬂuctuations.
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Figure 31: Dynamics of transient surface deformations of GaAs-surface for ﬂuences
very close to ablation threshold Fthr. The curves are automatically reconstructed
from data sets with peak ﬂuence F = 1.3 Fthr by integrating over the area of constant
ﬂuence.
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Figure 32: Dynamics of transient surface deformations of GaAs-surface for ﬂuences
10÷ 30% below ablation threshold. The onset of thermo-acoustic oscillations mani-
fests itself as a local phase maximum at 30 ps and local phase minimum for 70 ps for
three curves corresponding to ﬂuence values F = 0.72, 0.76, 0.80 Fthr. The curves
are automatically reconstructed from data sets with peak ﬂuence F = 1.3 Fthr by
integrating over the area of constant ﬂuence.
surface deformations induced by the moving ablation front. However, the analysis
performed in the previous chapter (see Fig. 7) shows that the contribution from the
geometric surface deformation is still dominant.
The content of Fig. 31 is identical to that of Fig. 30, the only diﬀerence is that the
curves have been obtained via automatic data processing from the data set with peak
excitation ﬂuence 30% above the ablation threshold, which was used to generate all
curves in the previous section. The quantitative agreement of the curves in Figures
30 and 31 does again demonstrate the good performance of the fully automatic
processing algorithm. On the other hand, it becomes evident that transverse spatial
eﬀects do not aﬀect the dynamics of sub-threshold surface deformations.
Before providing a further interpretation of sub-threshold deformations observed a
few percent below ablation threshold we would like to present experimental data for
the dynamics of a GaAs-surface induced by even smaller excitation ﬂuence.
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3.2.4 Thermoacoustic oscillations of superficial laser-molten layer of
GaAs-surface excited 20% below ablation threshold
Figure 32 demonstrates temporal phase dependencies for several values of excitation
ﬂuence signiﬁcantly below ablation threshold. The magnitude of the observed phase
shifts is so small that their physical nature cannot be uniquely identiﬁed. However,
the onset of oscillations, which manifest themselves as phase maximum at 30 ps and
phase minimum at 70 ps represents the striking feature of temporal phase depen-
dencies for the 3 lowest ﬂuence values F = 0.72, 0.76, 0.80 Fthr. Larger intervals
between the successive data points do not allow us to conclude whether the oscil-
lating character persists for longer delay times. In order to convince ourselves that
the oscillations are not the artifacts of the measurement, we have processed another
series of interferometric data sets and were able to see the same behavior. The ampli-
tude of these oscillations cannot be exactly determined since the observed tiny phase
shifts ∼ π/100 are inﬂuenced by the phase contributions of the optical constants.
The corresponding temporal evolution of surface reﬂectivity (not shown) does also
exhibit oscillations with the amplitude ∼ 0.01, which emphasizes the changes of the
optical constants accompanying surface deformations. However, the amplitude of
surface oscillations is not likely to exceed a few nanometers.
Essentially, we hoped to see such tiny oscillations of the surface from the very begin-
ning of the experiments since they are likely to represent thermo-acoustic oscillations
of the laser-molten superﬁcial layer. Upon melting the hot pressurized liquid layer
is created on top of a non-molten solid. Liquid ﬁlm stands under big pressure and
starts to expand in both directions, whereas initial spatially inhomogeneous pres-
sure (or strain) distribution tends to relax via acoustic perturbations propagating
through the ﬁlm. Since a solid-liquid interface possesses a high acoustic impedance,
the acoustic perturbations experience partial reﬂections, which gives rise to damped
oscillations in the time domain. At liquid-vacuum interface acoustic pulses are re-
ﬂected completely whereas the strain changes the sign upon reﬂection. A more
detailed description of perturbations is provided in [39]. The characteristic time-
scale of thermo-acoustic oscillations is naturally determined by the ratio of liquid
ﬁlm thickness l to the speed of sound in liquid cs:
τac =
2l
cs
. (22)
According to our knowledge the sound velocity in liquid GaAs has neither been
measured nor calculated. However, in many materials (Si,Ge,Sn,CdxZn1−xTe) the
sound velocity of a liquid phase is roughly half as large as that of the longitudinal
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acoustic waves in a solid [54, 55]. For this reason we estimate the speed of sound
in liquid GaAs to be around 2500 m/s (5000 m/s in solid). Assuming that the
observed minima and maxima of phase dependencies are induced by thermo-acoustic
oscillations, we get an estimate for the thickness of liquid ﬁlm l = 0.5×30 ps× cs 
40 nm. This is a very reasonable estimate, which falls within the range of previous
estimations based on the depth of ablation craters [1, 2], but also consistent with
the results of recent X-ray-diﬀraction experiments on ultrafast melting in germanium
[39].
The most straight-forward estimation for the thickness of a laser-heated layer based
on the penetration depth of the laser wavelength is hardly possible for several rea-
sons. First of all the linear absorption is very weak (skin depth ∼ 700 nm for GaAs
at λ = 800 nm) so that nonlinear absorption mechanisms must be considered. At
the applied intensities of about 1 TW/cm2 the penetration depth due to two-photon
absorption (σ2 = 2.2× 106 cm/TW at λ = 1060 nm [56]) would be of the order of
a nanometer, which is nonsense. Most likely the mechanism of light absorption is
more complicated. After being generated hot carriers might, for example, transfer
energy inside the material by diﬀusion until the lattice is heated and melting takes
place [57]. Thus, it is extremely diﬃcult to exactly calculate the spatial distribution
of deposited energy inside the material, which could provide a reliable estimation
for the thickness of the laser-molten layer.
However, a simple and robust estimate for the thickness of the molten layer can
be obtained from the energy conservation law for the absorbed laser energy. A
signiﬁcant fraction Fabs of the incident laser ﬂuence Finc is absorbed by the solid:
Fabs = Finc(1−R), where R can be well approximated by a reﬂection coeﬃcient from
an unexcited solid [57]. Using the Fresnel formula for p-polarized pulses (800 nm
@ 45◦) and n˜solidGaAs = 3.7 + 0.09i [27] we obtain R=0.2. Thus, for excitation
20% below ablation threshold the absorbed laser ﬂuence is Fabs = 0.8 × 0.8Fthr 
0.13 J/cm2. Assuming the spatial distribution of deposited energy density inside the
material to be exponential E(z) = (Fabs/z0) exp(−z/z0) with an unknown scale z0,
one could ask the question ”What is a thickness l of the molten layer?” In order to
melt 1 cm3 of the material a deﬁnite amount of energy must be supplied, which is
equal to EM = {cp(TM−T0)+LM )}ρ0 with cp = 0.3 J/gK - heat capacity, T0=300 K
- initial (room) temperature, TM = 1511 K - melting temperature, LM = 670 J/g -
latent heat of fusion, ρ0 = 5.3 g/cm
3 - density of solid GaAs at room temperature
[58, 59]. Thus the thickness l of the molten layer is given by:
Fabs
z0
e−l/z0 = {cp(TM − T0) + LM)}ρ0 . (23)
60 3 Femtosecond laser ablation
Some trivial mathematical analysis of Eq. (23) shows that the maximum possible
thickness
lmax =
Fabs
e{cp(TM − T0) + LM)}ρ0  90 nm (24)
is reached for z0 = lmax (z0 was used as a free parameter). Although this estimate
was obtained assuming an exponential proﬁle for the deposited energy density, it
will be not strongly diﬀerent for other smooth proﬁles with the maximum at z = 0
and zero at z = ∞. The obtained requirement l < lmax  90 nm is fully consistent
with the above interpretation.
The temperature of liquid ﬁlm for z < l must be higher than the equilibrium melting
temperature: the rest of the deposited laser energy is spent in overheating the liquid
above the equilibrium melting temperature TM (c
M
p = 0.434 J/gK - heat capacity
of liquid GaAs). Assuming the exponential proﬁle with z0 = 90 nm and Fabs =
0.13 J/cm2 a huge overheating at the surface by 4000 K is obtained. Apart from
this very rough estimate, the experimentally determined, slightly underestimated
surface temperature for a given ﬂuence is around 2500 K [40] suggesting a strong
overheating of 1000 K. The role of strong overheating for the dynamics of surface
deformations will be discussed in the next section.
Summarizing this discussion the interpretation of the observed onset of temporal
phase oscillations on a sub-100 ps-time scale as thermo-acoustic oscillations of laser-
molten ﬁlm seems to be very plausible and provides an estimate for the thickness of
the laser-molten superﬁcial layer.
For the two highest ﬂuence values F = 0.84, 0.88 Fthr in Fig. 32 no temporal os-
cillations can be recognized any more. Surface dynamics seems to be reduced to a
simple up-and-down surface motion similar to that for deformations observed a few
percent below ablation threshold (see ﬁgures 30 and 31) but with lower amplitudes
and on a faster time-scale. In some other interferometric data sets we have seen
indications of thermo-acoustic oscillations for ﬂuence values around ∼ 0.85 Fthr but
on a slightly larger time scale. More measurements with shorter time intervals need
to be done in order to verify this preliminary observation.
For ﬂuence values below 0.7 Fthr no indications of thermo-acoustic oscillations have
been observed. Fluence value F  0.5 Fthr corresponds to the melting threshold:
slightly above the melting threshold the thickness of the laser-molten layer is compa-
rable with the skin-depth for the probe wavelength, which makes the interpretation
of interferometric measurements complicated. For this reason we do not discuss the
corresponding experimental data.
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Figure 33: Temperature dependence of mass density in solid and liquid GaAs. Den-
sity experiences a positive jump upon solid-liquid phase transition, whereas a nega-
tive slope for both phases indicates a thermal expansion.
3.3 Scenario of surface dynamics and sharp ablation
threshold in GaAs
At this point, having presented and discussed some details for several types of laser-
induced surface deformations in GaAs corresponding to a rather broad range of
applied laser ﬂuences, it is time to discuss the two most important observations.
These are (i) the fully reversible large-amplitude deformations of a GaAs-surface ex-
cited a few percent below threshold on a time-scale τ >> τacoustic (see Fig. 31) and
(ii) deceleration and formation of a jump in velocity of a moving ablation front (see
Fig. 26). These two ﬁndings represent the main experimental results of this investi-
gation; they have been obtained without any assumptions concerning the underlying
physics and cannot be explained by the ambiguities of the technique. Other obser-
vations and their interpretation as, for example, the justiﬁcation of the existence
and optical properties of the ”bubble-like” structure just seem to be plausible.
In order to interpret these observations we must inevitably make some assumptions
and, for this reason, this interpretation will be referred to as the possible scenario of
femtosecond laser ablation, which is capable of explaining the available experimental
data.
All previous discussions are based on the assumption that a hot pressurized laser-
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molten layer of material is created a few picoseconds after laser excitation. Since
energy thermalization is so fast it occurs at constant volume (at solid density at
room temperature). Figure 33 shows the temperature dependence of density for the
solid and liquid phases of GaAs [58], whereas the dotted horizontal line in Fig. 33
marks the density of GaAs at room temperature. For both phases the density
decreases with growing temperature due to thermal expansion. The striking feature
is a positive jump of density by 10% as a result of melting. Whereas for temperatures
around the melting temperature, T ∼ TM , the equilibrium liquid density is larger
than ρ0, it becomes smaller in case of strong overheating T > 1.25 TM . Thus the
molten layer at solid density is pressurized and tends to expand only in the case of
suﬃcient overheating.
For further discussion we would like to stress that the interval of surface temperatures
TM < T < 3000 K approximately corresponds to ﬂuence range 0.5Fthr < F < Fthr
[40]. The disregarded ﬂuence interval 0.5Fthr < F < 0.7Fthr corresponds to the
region where we would expect the formation of a thin contracting liquid layer on
top of a hot expanding solid. No reliable experimental data is available for this
ﬂuence range. For higher ﬂuence values a rather thick overheated liquid layer at
solid density must be slightly pressurized (see Fig. 33), which makes the physical
origin of the tiny thermo-acoustic oscillations observed for 0.7Fthr < F < 0.8Fthr
quite clear.
In order to get a feeling about the amplitudes and velocities of surface motion upon
thermo-acoustic expansion we shall ﬁrst discuss a very simple model of a pressurized
homogeneously heated liquid ﬁlm of thickness l on a hard substrate, which is allowed
to expand in one dimension. Liquid density is assumed to have the temperature
dependence shown in Fig. 33 and initial density ρ0. The initial strain
∆l
l
= −∆ρ
ρ
, (25)
which is proportional to the density diﬀerence ∆ρ = (ρliquid(T ) − ρ0), would drive
the surface to expand with constant velocity
v = cs
∆l
l
, (26)
during the time 0 < t < τac, whereas the maximum surface excursion is dmax =
d(τc) = 2∆l. For the time interval τac < t < 2τac the surface will move back with
the same speed until the original position is reached d(2τac) = 0 and so on. Upon
expansion the internal tensile stresses in a liquid are developed (corresponding to
negative pressure!), which slow down the surface motion and lead to the subsequent
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Figure 34: Transient states of expanding material on pressure-density phase dia-
gram. Three expansion isoentropes (a), (b) and (c) correspond to three diﬀerent
excitation ﬂuences: (a)-fast thermo-acoustic oscillations 20% below threshold, (b)-
long reversible surface movement in the vicinity of the threshold, (c)-irreversible
dynamics above threshold.
contruction of the expanded liquid ﬁlm. In reality the oscillations of liquid ﬁlm
thickness between l and l + 2∆l will be damped out, leaving a residual surface
excursion d = ∆l due to the thermal expansion of the liquid. Final state of liquid
ﬁlm is, of course, that at zero (atmospheric) pressure.
Thermodynamic states with negative pressures, which are well deﬁned for liquids,
are metastable [60]. Some very basic discussion about the role of such states can
be found in [61], where the phase diagram of the van der Waals ﬂuid is analyzed.
Our analysis of thermo-acoustic oscillations shows that metastable states of liquid
under negative pressure play an important role. The concept of a uniform negative
pressure is actually applicable only for liquids since, in contrast to the solids, shear
forces are practically absent. For dilute gases the pressure must be always positive.
Thermo-acoustic oscillations with a small amplitude of a few nanometers, the indi-
cations of which we have observed for excitations 20÷30% below ablation threshold,
do not lead to a signiﬁcant reduction of density and, therefore, the sound velocity
is constant. On phase diagram in Fig. 34 these small thermo-acoustic oscillations
correspond to the oscillations of pressure and density on the isoentrope (a). The
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observed velocities of surface movement are much smaller than the speed of sound
as expected from Eq. (26).
The situation must be quite diﬀerent when the amplitudes of surface motion become
bigger, which lead to a bigger change of material density. The importance of a liquid-
gas phase transition for the formation of the ”bubble” has already been mentioned.
Keeping in mind the huge amplitudes of a reversible surface excursion of about
d ∼50 nm, which are observed a few percent below ablation threshold (see Fig. 31
we estimate the reduction of mean density within the expanding ﬁlm by the factor
(l + d)/l ∼ 2. Here we have used the value l = 50 nm, since the thickness of the
laser-molten layer excited near the threshold is unlikely to be signiﬁcantly diﬀerent
from the value of 40 nm estimated for thermo-acoustic oscillations observed 20%
below the threshold.
The big estimated reduction of material density suggests that the liquid deeply
enters the metastable region of negative pressures on phase diagram (much closer
to the spinodal as compared to thermo-acoustic oscillations): it is likely to be a
liquid with a lot of small gas bubbles with the radius being below the critical nuclei
radius. The onset of phase transition leads to a drastic reduction of sound velocity
discussed above (typically by factor 100÷ 1000), which is capable of explaining an
extremely big time-scale for reversible surface deformations. Indeed, given a small
sound velocity the time-scale of thermo-acoustic oscillations (see Eq. (22)) becomes
correspondingly large. This situation corresponds to the expansion isoentrope (b)
in Fig. 34.
Small bubbles with a subcritical radius, generated as a result of thermal density
ﬂuctuations, tend to contract again due to the surface tension providing a micro-
scopic mechanism of small residual tensile stresses or small negative pressures at the
last stage of expansion. The existence of the tensile stresses manifests itself in the
slowing down of initially fast surface expansion presented in Fig. 26. Whereas below
the threshold these residual tensile stresses are capable of stopping the expansion
completely, above the threshold they can only reduce the expansion velocity. The
balance between the tensile stresses acting during the last stage and the kinetic
energy acquired during the initial stage of hydrodynamic expansion will essentially
determine whether the layer will detach from the surface (ablate) or not. These two
alternatives are represented by two dashed arrows at the end of the isoentrope (b)
in Fig. 34. According to our scenario, both the hydrodynamic expansion and the ki-
netics of liquid-gas phase transition should be incorporated into realistic theoretical
calculations in order to simulate the behaviour near ablation threshold.
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At this moment it is not yet clear whether the jump in expansion velocity observed
15% above the threshold (see Fig. 26) has something to do with the generation and
the properties of the gas bubbles (kinetics of phase transition). The observed de-
celeration of the surface motion upon expansion suggests that the states of liquid
under negative pressure also play an important role for ablation dynamics slightly
above the threshold. More theoretical understanding of poorly investigated ther-
modynamic properties of metastable liquids and liquid-gas mixtures under negative
pressures is required in order to verify the suggested scenario and explain the exper-
imental data.
In the above discussion we have not mentioned such possible ablation mechanisms
as ”explosive boiling” [62], ”spinodal decomposition” [46] and ”spallation” [63, 64].
At the current level of understanding the interpretation of available (published)
experimental results using these mechanisms would be rather speculative.
Summarizing this discussion we have presented a scenario which is capable of qual-
itatively explaining reversible large-amplitude surface deformations just below the
threshold and deceleration of the ablating surface just above the threshold by a
frustrated liquid-gas phase transition accompanied by the formation of subcritical
bubbles. The proposed mechanism does also reveal the physical nature of the sharp
ablation threshold in GaAs.
3.4 Interferometric measurements at fs-laser excited
Si-surface
3.4.1 Failure of interferometric observation of moving ablation
front in Si
In an attempt to obtain analogous information about the dynamics of femtosecond
laser ablation, we have performed similar interferometric measurements in silicon.
Unfortunately, all the results of the above-threshold interferometric measurements
can be summarized in only one ﬁgure. Figure 35 shows an example of the interfero-
metric and reﬂectivity measurement at a Si(111) surface excited with F = 1.33 Fthr
(Fthr = 0.35 J/cm
2) made at a delay time of 0.9 ns. Newton rings (Fig. 35(a)) rep-
resent spatial reﬂectivity modulation with diminishing contrast from the periphery
to the center (dotted curve in Fig. 35(e)). A transient interferogram (Fig. 35(b))
allows us to retrieve a remarkable phase surface (Fig. 35(c)), which is visualized
by an almost ﬂat-top spatial proﬁle of the phase (solid curve in Fig. 35(e)). The
remaining ablation crater (Fig. 35(d)) is extremely shallow and has a depth of 7 nm
at the crater boundary, in agreement with the results of microscopic characteriza-
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Figure 35: Example and results of time-resolved interferometric measurements at
ablating Si-sufrace, F = 1.3 Fthr, ∆t=900 ps: (a) transient reﬂectivity map, (b)
transient interferogram, (c) transient phase, (d) ﬁnal crater, (e) spatial proﬁles of
phase and reﬂectivity.
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Figure 36: Thin-ﬁlm calculations for spatial proﬁles of phase and reﬂectivity for a
thin ”bubble” with spatially varying thickness. The spatial proﬁle of the ablation
front (dashed) is assumed to be parabolic, whereas a ”bubble” (n˜1 = 3.0 + 3.4i)
has a spatially varying thickness with d1(±1) =10 nm, d1(0) = 1 nm. The optical
constants of the ”bubble-like” model of Fig. 28(a) are: n˜1 = 3.0 + 3.4i, n˜2 = 1,
n˜3 = 1.1 + 3.4i.
tion. The spatial phase proﬁle is very diﬀerent from what we observe in GaAs, it
can be hardly associated with the actual surface proﬁle. We have performed exten-
sive thin-ﬁlm calculations and were able to generate phase and reﬂectivity proﬁles,
which are qualitatively similar to those observed in the experiment. These simulated
proﬁles are presented in Fig. 36. The position of the ablation front was assumed
to have a parabolic spatial dependence with the maximum of 900 nm in the cen-
ter of the ablating area (x=0) and zero at the threshold (x=±1). A ”bubble” with
spatially varying thickness d1(x) (d(±1) = 10 nm, d(0)=1 nm) and n˜1 = 3.0 + 3.4i
(d(±1) = 10 nm, d(0)=1 nm) followed by a two-phase mixture with n˜2 = 1 was
assumed for the internal structure of the ablating layer, which was placed on the
top of liquid Si, n˜3 = 1.1 + 3.4.
At the crater boundary the ”bubble” possesses a high reﬂection coeﬃcient and an
interferometrically measured phase follows the geometry of the ablation front. At
some point (in space) the bubble becomes so thin that part most of the incident light
is transmitted and reﬂected from the bottom, whereas the interferometrically mea-
sured phase follows the proﬁle of the bottom. The decrease of the bubble thickness
also models the reduction in contrast for the Newton rings.
The results of the above ﬁtting procedure are complicated and not unique, although
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the main features of the experimental data are reproduced. There are too many ﬁt
parameters and dozens of diﬀerent parameter sets and spatial dependencies for the
bubble thickness, which produce the same results. However, we were not able to
get any similar phase and reﬂectivity proﬁles with a bubble of constant thickness,
or a spatially homogeneous layer according to Maxwell-Garnett or a combination of
them.
We have sketched here a few problems with interferometric measurements and their
interpretation and do not want to continue it. It became clear at the very begin-
ning of the interferometric measurements in silicon that they do not allow us to
directly follow the dynamics ofthe ablation front in a desired range of excitation
ﬂuences ∼ 10÷30% above the threshold. The main reason for this failure is a small
crater depth, which inevitably requires that the bubble must be very thin and also
suggests that the laser-molten layer is thin. This would also make the measure-
ments of thermo-acoustic oscillations complicated, since the absolute value of the
surface displacement is proportional to the thickness of laser-molten layer. Because
of these obvious complications we decided not to carry out many time-dependent
measurements performed for GaAs.
3.4.2 Extremely long reversible surface deformations of Si-surface
excited a few percent below ablation threshold
The only successful interferometric measurement in silicon represents the dynam-
ics of reversible surface deformations for excitations a few percent below ablation
threshold shown in Fig. 37. Qualitatively the dynamics is very similar to that ob-
served in GaAs: the closer to ablation threshold the larger is the time-scale and
the amplitude of a fully reversible surface excursion. Quantitatively the maximally
achieved excusion amplitudes and time-scales of the deformations are signiﬁcantly
smaller than in case of GaAs. We believe that this diﬀerence can be again attributed
to a much smaller depth of laser-excited surface area in silicon.
However, it can be concluded that also in silicon the time-scale of subthreshold sur-
face deformations is much longer than expected for simple thermo-acoustic behavior
and most likely the reduction of density is quite substantial. Moreover, the available
experimental data provide indications that the thickness of the laser-molten layer
does not greatly exceed the skin-depth for the probe wavelength δ ∼10 nm. This
suggests that also in silicon substantial density reduction of the expanding liquid
layer occurs, which indicates the importance of liquid-gas phase transition. Thus
the experimental data for silicon do not contradict the scenario of surface dynamics
presented for GaAs.
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Figure 37: Dynamics of transient surface deformations of Si-surface for ﬂuences very
close to ablation threshold. The curves are automatically reconstructed from data
sets with peak ﬂuence F = 1.3 Fthr by integrating over the area of constant ﬂuence.
3.5 Conclusions and future perspectives
In this chapter we have presented the results of ultrafast time-resolved interfero-
metric investigations of GaAs- and Si-surfaces. The application of advanced fully
automatic data processing algorithms allowed us to extract important physical in-
formation.
We have directly observed several types of transient surface deformations at fs-
laser-excited GaAs-surface, which are (i) the damped thermo-acoustic oscillations of
a laser-molten superﬁcial layer of material for excitation 20% below threshold, (ii)
extremely long large-amplitude reversible surface excursions a few percent below
threshold and (iii) irreversible motion of a sharp ablation front above the threshold.
The results of above-threshold measurements for excitation 30% above the threshold
were used to test the two diﬀerent models for the internal structure of the ablating
plume: spatially homogeneous and inhomogeneous ”bubble-like” structure. The re-
sults of optical thin-ﬁlm simulations performed for both structures are in agreement
with experimental data only for a ”bubble”-like structure. Moreover, the 40 nm-
thin bubble is found to possess the dielectric optical properties, which is essentially
expected for low-density liquid GaAs. However, keeping in mind certain problems
with a multiparameteric ﬁtting procedure, more experimental measurements should
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be performed in order to verify these very interesting, but preliminary observations.
Our analysis shows that broadband optical spectroscopy would be an appropriate
tool for such investigation.
Several important conclusions about surface dynamics could be deduced from the
results of interferometric measurements in the vicinity of the ablation threshold.
First of all, we observe the deceleration of initially fast surface motion during the ﬁrst
100 ps after excitation both a few percent below and above the ablation threshold.
This phenomena can be attributed to the contribution of tensile stresses (negative
pressure) in a strongly expanded liquid.
Second, fully reversible large-amplitude surface deformations just below the thresh-
old occur on a time-scale much larger than that of thermo-acoustic oscillations, which
have been observed 20% below the threshold. A strong estimated reduction of the
density of the expanding liquid suggests that the liquid-gas phase transition is likely
to occur, which results in a dramatic decrease of the sound velocity and provides an
explanation for the observed large time-scale of reversible surface motion.
The amount of physically relevant information, which we were able to extract from
the interferometric measurements in GaAs more than fulﬁlled our initial expecta-
tions. Similar measurements performed in silicon appeared to be less successful: for
example, we were not able to directly observe the movement of the ablation front.
Most likely the failure of the measurements is predetermined by a much smaller
thickness of ablating layer. The ablation craters in Si are only 7 nm deep (for com-
parison: in GaAs the crater depth reaches 50 nm). Therefore the thickness of the
laser-molten layer and of the ”bubble” cannot be much larger. The results of thin-
ﬁlm calculations show that the position of a very thin ”bubble” cannot be measured
interferometrically since its reﬂection coeﬃcient is not high enough. However, the
observed large-amplitude surface deformations in Si excited a few percent below the
ablation threshold do also occur on a long time-scale τ >> τac. This indicates that
near-threshold surface dynamics in Si is the same as in GaAs.
Concluding this chapter we believe that the presented interferometric measure-
ments represent the key to the understanding of the physical nature of the ablation
threshold. Of course, more measurements should be performed in diﬀerent well-
characterized materials. Available experimental data indicate that interferometric
measurements are most useful on materials with deep ablation craters.
Interferometric measurements on thin absorbing ﬁlms on a dielectric substrate repre-
sent an interesting opportunity to generate a hot homogeneously excited liquid layer.
The well-deﬁned initial conditions would enable a direct comparison of the exper-
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imental data with, for example, the simple theoretical model for thermo-acoustic
oscillations.
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4 Ionization of dielectrics by femtosecond
laser pulses
4.1 Overview of known ionization mechanisms
When talking about laser-induced ionization of crystalline dielectrics specialists
mean the generation of free carriers, i.e. electrons-hole pairs. Typical dielectric
crystals possess the bandgap of the order of several eV, which is larger than the
photon energy of visible or infrared laser radiation. Therefore, in order to enable
the transfer of electrons from the completely ﬁlled valence band to the empty con-
duction band (electron-hole pair generation) several photons must be absorbed. The
two most important ionization mechanisms are photoionization and avalanche ion-
ization.
Photoionization assumes that an electron-hole pair is generated via the direct absorp-
tion of several photons. The minimal number nmin of absorbed photons of frequency
ω is determined by the bandgap ∆ < nminh¯ω. In 1965 L.V. Keldysh introduced a
new concept of perturbation theory in quantum mechanics [66], which he applied to
study photoionization in atoms and crystals and derived a general formula for the
rate of photoionization, which appears to be a superposition of multiphoton pro-
cesses of higher orders (i.e n = nmin, nmin + 1, nmin + 2, ...). Keldysh demonstrated
that depending on the material and laser parameters his general ionization formula
has two limiting cases known as multiphoton ionization of the lowest order nmin and
tunneling ionization in a quasistatic electric ﬁeld. Roughly speaking for relatively
weak laser intensities multiphoton ionization of the lowest order dominates, whereas
for high intensities it is the tunneling ionization. The borderline between these ion-
ization mechanisms is determined not by intensity itself but by the so-called Keldysh
parameter.
Avalanche ionization requires that a ”seed”-electron already existing in the conduc-
tion band acquires kinetic energy by absorbing several photons from the laser ﬁeld
via free-carrier absorption. When its kinetic energy exceeds a certain critical value
E > Ecr > ∆ [67], it is able to generate an additional electron-hole pair by im-
pact ionization, which is an inverse process to Auger-recombination. Because of
the exponential growth in time of carrier concentration this ionization mechanism
is called avalanche. The most comprehensive theory of impact ionization in solids
was provided in 1960 also by Keldysh [68], who has derived an analytical solution of
the Boltzmann equation for free-carrier distribution functions in an external electric
ﬁeld under certain approximations. A recent numerical solution of the Boltzmann
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equation does also deserve attention [67]. Any realistic theory for impact ionization
requires that the solution of a Boltzmann equation to be obtained, usually with
many assumptions and simpliﬁcations, which is extremely complicated and we will
not discuss it here for this reason.
Two important statements about avalanche ionization should be mentioned. First
of all, since avalanche assumes the heating and multiplication of electrons in a time
domain it requires the existence of some ”seed”-electrons, which must be generated
in the conduction band by a diﬀerent ionization mechanism. Second, in order to be
able to generate further electrons by impact ionization, the seed electrons need a
certain amount of time to acquire a critical energy via free-carrier absorption. This
delay-time of the avalanche is estimated to be around a few tens of femtoseconds
but its exact value depends on the concrete parameters put into the model [67].
Both photoionization and avalanche ionization have been well studied in atomic
physics. Keldysh’s theory of photoionization gave rise to further successful theo-
retical research and stimulated the understanding of above-threshold ionization in
atomic physics (ATI-spectra) [69]. A simple theory of laser-induced avalanche in
gases is described in [70]. In solid-state physics, unfortunately, there has been no
signiﬁcant progress since Keldysh’s works [66, 68, 71, 72, 73]. Jones and Reiss [74]
claim that they have performed similar calculations to those of Keldysh but for
solids ionized by a ﬁeld of a strong circularly polarized wave. The basic assumptions
underlying their formal calculations appear to be somewhat diﬀerent from those of
Keldysh’s model and the comparison with Keldysh’s model is practically absent. For
this reason we have not studied the details of their rather complicated calculations.
The only systematic study was the comparison of the predictions of Keldysh’s ap-
proach with conventional calculations for one- and two-photon absorption rates in
semiconductors [56, 75, 76, 77, 78], to be discussed further.
The reason for a relatively poor understanding of ionization mechanisms in solids
as compared with atoms is quite clear: the interaction of atoms with radiation and
associated phenomena are much more simple, transparent and better characterized
in atomic physics as compared with solid state physics. Because of the intrinsic
complexity of optical processes in solids many experimentalists try to directly apply
Keldysh’s model to ﬁt their experimental data without taking into account its actual
applicability limits [79, 80, 81].
In the following section we shall discuss in detail Keldysh’s theory of the photoioniza-
tion of solids, which aims to reveal the physical background of his model calculations
and establish the applicability limits.
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4.2 Physical background of Keldysh’s theory
of photoionization
A common way to treat intraband optical transitions in solid state physics is based
on perturbation theory. The description of the interaction of a plane monochromatic
electromagnetic wave with a solid within a dipole approximation, i.e. with interac-
tion Hamiltonian of the form H ′ = d ·E, and use of Fermi’s golden rule leads to the
following well-known expression for the rate of transition from the valence band to
the conduction band [82]:
wv→c =
2π
h¯
∫
d3p
(2πh¯)3
|Mcv(p)|2δ(ε(p)− h¯ω) (27)
with Mcv(p) = 〈Ψcp|H ′|Ψvp〉 being the matrix element of transition between the Bloch
wave functions of the undisturbed crystal Ψc,vp = u
c,v
p exp(ipr/h¯) in the conduction
and valence bands, respectively. The integral is taken over all states which obey the
energy conservation law ε(p) = h¯ω, where
ε(p) = εc(p)− εv(p) . (28)
Keeping in mind the following property of a δ-function:
∫
δ(f(x))dx =
∑
xi
|(df/dx)xi|−1
with f(xi) = 0, it can be shown that the transition rate (27) is proportional to the
so-called joint density of states ∝ |∇pε|−1.
Formula (27) represents the result of ﬁrst-order perturbation theory. If the photon
energy is smaller than the bandgap, the expression (27) turns to zero indicating
that one-photon absorption is forbidden. To obtain the expression for the rate
of multiphoton absorption, a perturbation theory of high order must be applied.
Due to the signiﬁcantly larger amount of eﬀorts required to calculate the rate of
multiphoton ionization using high order perturbation theory, calculations were made
for a maximum of 4 photons [83, 84].
The brilliant idea of Keldysh was to apply time-dependent ﬁrst-order perturbation
theory considering the transition not between unperturbed Bloch states, but between
perturbed states which take into account the acceleration of electrons and holes in
the electric ﬁeld of the electromagnetic wave. Similar states ﬁrst introduced by
Volkov for free electrons accelerated in vacuum [85] have been generalized for Bloch-
electrons in a solid by Houston [86].
The electric ﬁeld of the electromagnetic wave, periodically varying in time
F(t) = F cosωt (29)
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induces the periodic temporal dependence of quasimomentum for both the electron
and the hole:
p(t) = p+
eF
ω
sinωt . (30)
Bloch wave functions of an electron, accelerated by the ﬁeld inside each of the bands
have the form:
Ψc,vp (r, t) = u
c,v
p(t)(r)exp
( i
h¯
[
p(t)r −
∫ t
0
εc,v(p(τ))dτ
])
, (31)
where uc,vp (r) are periodic functions that have the translational symmetry of the
lattice. It is important to notice that states (31) possess both the time-dependent
quasimomentum and time-dependent energy. For this reason it is natural to apply
time-dependent perturbation theory. Keeping the notation from Keldysh’s original
paper [66], the transition rate in the ﬁrst-order time dependent perturbation theory
reads:
w0 =
1
h¯2
lim
T→∞
Re
∫
d3p
(2πh¯)3
∫ T
0
dt cosωT cosωt V ∗0
(
p+
eF
ω
sinωT
)
× V0
(
p+
eF
ω
sinωt
)
exp
[ i
h¯
∫ t
T
ε
(
p+
eF
ω
sinωτ
)
dτ
]
(32)
with the transition matrix element given by
V0(p) = ih¯
∫
uc∗p (r)eF∇puvp(r)d3r . (33)
It should be noted that Keldysh did not mention how he estimated the transition
matrix elements, except for writing down the ﬁnal contribution of the matrix element
to the contour integral (see Eq. (32) in [66]), to be discussed later. The limiting
case of Keldysh’s approach for one-photon absorption is found to coincide with the
formula obtained by conventional perturbation theory [75, 76]. The conventional
calculations for one-photon absorption [75] make use of the so-called kp-method
[89] to evaluate the matrix transition element (33), suggesting that Keldysh used
the same approximation.
It is quite diﬃcult to interpret the expression (32) except for mentioning that it
represents a temporal average of many oscillating terms. It appears to be important
to introduce the following quantity:
L(p, t) = V0
(
p+
eF
ω
sinωt
)
exp
[ i
h¯
∫ t
0
(
ε
(
p+
eF
ω
sinωτ
)
− ε(p)
)
dτ
]
, (34)
with
ε(p) =
1
2π
∫ π
−π
ε
(
p+
eF
ω
sin x
)
dx (35)
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being the averaged over time energy diﬀerence between the two perturbed Bloch
states (31). Substituting the representation of (34) in terms of its Fourier expansion
with respect to time
L(p, t) =
∞∑
n=−∞
Ln(p) exp(−inωt) (36)
into (32) leads to the following ﬁnal result for the desired transition rate:
w0 =
2π
h¯
∫
d3p
(2πh¯)3
∞∑
n=−∞
1
4
|Ln+1(p) + Ln−1(p)|2 δ(ε(p)− nh¯ω) . (37)
Thus the transition rate represents the sum of the multiphoton processes of diﬀerent
orders
ε(p) = nh¯ω . (38)
Note that the unperturbed band structure ε(p) (28) is replaced by the modiﬁed
band structure ε(p) (35), in which the fast oscillatory motion of the electron in
the electric ﬁeld of the wave is averaged out. It can be recognized that the joint
density of states for the modiﬁed band structure plays a similar role to that of the
conventional joint density of states in the usual semiconductor optics described by
Eq. (27). The probability of the multiphoton transition is given by coeﬃcients of
Fourier expansion Ln(p) (36). It is possible to provide an intuitive explanation
for the physical meaning of these coeﬃcients: the quantity L(p, t) of Eq. (34) is
the product of the two terms. The ﬁrst amplitude term V0(p(t)) is the matrix
dipole moment of the transition, which is in general time-dependent. Indeed, the
dependence of the periodic part of the Bloch function on quasimomentum results
in the dependence of the transition matrix element on quasimomentum. Since the
quasimomentum oscillates in time, the transition matrix element must oscillate also.
However, it is commonly believed that matrix transition elements are smooth and
slowly varying functions of quasimomentum which could be replaced by a constant
[82].
The second exponential term, or phase term, in (34) represents the time-dependent
detuning from the resonance due to inevitable temporal energy variations of the
oscillating electrons. Alternatively Eq. (34) can be interpreted in such a way that
the transition dipole moment exhibits a strong temporal modulation of the phase,
which leads to the generation of high-order harmonics in the Fourier spectra even if
temporal energy variation is purely harmonic! It is clear that the Fourier expansion
coeﬃcients Ln(p), which determine the probability of multiphoton transitions, will
be sensitive to the discussed temporal evolution of the phase. For strong ﬁelds,
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when electron oscillation amplitude is a signiﬁcant fraction of the Brillouin zone, the
temporal energy variation becomes unharmonic and is determined by the properties
of the band structure.
We believe that formula (37) represents the main result of Keldysh’s approach. The
meaning of all physical quantities entering into (37) is clear, any band structure
can be put into it. However, the signiﬁcance of exact calculations of the transition
matrix elements in Kedlysh’s approach and the role of the band structure remain
poorly understood. The straightforward numerical evaluation of the ionization rate
using expression (37) does not seem to involve signiﬁcant computational diﬃculties
and, therefore, represents an interesting project for future research.
Since Keldysh did not have a computer he had to evaluate the expression (37)
analytically. Using the following speciﬁc band structure, known as Kane’s model
[87, 88]:
ε(p) = ∆
√
(1 + p2/m∆) , (39)
where ∆ represents the (direct) bandgap and
m =
memh
me + mh
, (40)
stands for a reduced electron-hole eﬀective mass, Keldysh converted the expres-
sion (37) to a contour integral over the complex plane and evaluated it using the
saddle-point approximation. The result of these rather complicated mathematical
calculations is represented by the ﬁnal formula for the ionization rate [66]:
w0 =
2ω
9π
(√1 + γ2
γ
mω
h¯
)3/2
Q
(
γ,
∆˜
h¯ω
)
exp
[
− π
〈 ∆˜
h¯ω
+ 1
〉K(φ)− E(φ)
E(θ)
]
, (41)
Q(γ, x) =
√
π
2K(θ)
∞∑
n=0
exp
[
− πK(φ)−E(φ)
E(θ)
n
]
Φ
(√
π2[〈x + 1〉 − x + n]
2K(θ)E(θ)
)
, (42)
with
∆˜ =
2
π
∆
√
1 + γ2
γ
E(θ) , (43)
θ =
1√
1 + γ2
, φ =
γ√
1 + γ2
,Φ(z) =
∫ z
0
exp(y2 − z2)dy , (44)
where functions K and E are complete elliptic integrals of the ﬁrst and the second
kind [90] and 〈x〉 represents the integer part of x. The famous Keldysh parameter
γ =
ω
√
m∆
eF
(45)
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sets the borderline between the two limiting cases of the general ionization formula
(41). For γ >> 1 Eq. (41) converges against
w0 =
2ω
9π
(mω
h¯
)3/2
Φ
[√
4
〈 ∆˜
h¯ω
+ 1
〉
− 4∆˜
h¯ω
]
× exp
[
2
〈 ∆˜
h¯ω
+ 1
〉(
1 +
e2F 2
4mω2∆
)]( e2F 2
16mω2∆
)〈∆˜/h¯ω+1〉
, (46)
which is the usual multiphoton ionization of the lowest order. The probability of
multiphoton processes of higher orders is negligibly small. Formula (46) has been
corrected for misprints by V.E. Gruzdev, who has completely veriﬁed Keldysh’s
calculations [91]. Multiphoton ionization of the lowest order is a well-known process,
which can be accurately treated using parabolic approximation of band extremuma.
For γ << 1 the general formula (41) contains many multiphoton processes of higher
orders, which have comparable probabilities so that the sum (42) can be replaced
by an integral providing the second asymptotic limit
w0 =
2ω
9π2
∆
h¯
(mω
h¯
)3/2( eh¯F
m1/2∆3/2
)5/2
exp
[
− π
2
m1/2∆3/2
eh¯F
(
1− 1
8
mω2∆
e2F 2
)]
, (47)
which is directly related to the tunneling eﬀect in solids in a constant (DC) electric
ﬁeld [71]. Physical interpretation of Eq. (47) suggests [66] that for each time moment
during the optical cycle the electric ﬁeld of the wave can be considered as quasistatic
and, therefore, the instantaneous ionization rate is given by the tunneling rate in a
DC-electic ﬁeld [71]. Formula (47) represents a tunneling rate in a DC-electric ﬁeld
averaged over one optical cycle. At this point it must be pointed out that a well-
known expression for tunneling ionization in a DC-electric ﬁeld, often referred to
as the Franz-Keldysh eﬀect, is also obtained with some approximations (expansion
in powers of quasimomentum) for the band structure. Keldysh’s original paper [71]
does also contain a general formula for an arbitrary band structure, which can be
evaluated numerically. Such a study has not been conducted so far.
However, the general Keldysh expression for photoionization rate (41) remains the
only available formula, which is widely used to ﬁt experimental results. Figure 38
represents the dependence of ionization rate (Eq. (41)) on laser intensity together
with the two asymptotic curves for multiphoton (Eq. (46)) and tunneling ionization
(Eq. (47)) for the following laser and material parameters: h¯ω = 1.55 eV (λ =
800 nm), ∆ = 9 eV, m = 0.5me, n0 = 1.45. The relation between the intensity
I[W/cm2] and peak electric ﬁeld F [V/cm] of a linearly polarized electromagnetic
wave is given by
I =
1
2
n0ε0cF
2 , (48)
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Figure 38: Rate of photoionization according to Keldysh’s formula (Eq. (41)) versus
laser intensity together with the two asymptotic curves for multiphoton (Eq. (46))
and tunneling ionization (Eq. (47)) for the following laser and material parameters:
h¯ω = 1.55 eV, ∆ = 9 eV, m = 0.5me, n0 = 1.45.
where n0 is the linear index of the refraction of a medium, ε0 is the dielectric permit-
tivity of vacuum and c is the speed of light in vacuum. It can be seen in Fig. 38 that
for low intensities the ionization rate scales as w ∝ I6, characteristic for multiphoton
ionization, since the minimal number of photons needed to cross the band gap is
〈1 + ∆/h¯ω〉 = 6. As expected, for low intensities the general Keldysh formula (41)
coincides with the multiphoton limit (46). One remarkable feature characteristic of
both the general Keldysh formula and its multiphoton approximation is the presence
of many small ”jumps” for higher intensities. Apart from crossing the usual band
gap, some additional oscillatory (ponderomotive) energy must be supplied to the
electrons because they oscillate in a strong external optical ﬁeld. This leads to the
appearance of the eﬀective band gap ∆˜ (see Eq. (43)) in Keldysh’s theory, which
exceeds the conventional band gap ∆ by the value equal to the ponderomotive en-
ergy of the electrons. The ponderomotive energy does naturally become larger with
increasing intensity. Therefore, the characteristic ”jumps” in Fig. 38 are due to a
step-like increase in the number of photons needed to cross the eﬀective band gap,
i.e. from 6 to 7, 7 to 8 photons and so on.
For high intensities above 10 TW/cm2 for a given set of parameters the ionization
rate (41) converges against the tunneling approximation (47). The tunneling approx-
imation shows no ”jumps” since it is constructed within the limit of a quasistatic
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electric ﬁeld.
Graphs like that of Fig. 38, which represent the dependence of Keldysh’s photoioniza-
tion rate on laser intensity are often discussed in relation with experimental studies
of optical breakdown by ultashort laser pulses [79, 80, 81]. According to available
experimental data the threshold for optical breakdown of dielectric surfaces by fem-
tosecond laser pulses lies in the range of a few times 1013 W/cm2 with little variation
on material parameters [28]. For typical material and laser parameters such as the
ones we used, this corresponds to the transition from multiphoton ionization to
tunneling ionization, which makes speculations utilizing Keldysh’s photoionization
formula to explain the experimental observations very attractive.
At this point it is important to mention the general limitation of Keldysh’s approach
with respect to the maximally allowed strength of the electric ﬁeld. Being the
starting point of Keldysh’s calculations, perturbed Bloch states (31) are valid only
for laser ﬁelds which are small compared to the crystal ﬁeld, which determines the
properties of the band structure [82]. A reasonable estimate for the crystal ﬁeld is
given by
Fcryst =
∆
ed
, (49)
where d stands for the lattice constant. For typical dielectrics like quartz or alu-
minum oxide (sapphire) d 0.5 nm, ∆ 9 eV we obtain Fcryst = 180 MV/cm
corresponding to laser intensities of about 60 TW/cm2 [91]. Therefore the applica-
bility of Keldysh’s approach for laser intensities in the vicinity of optical breakdown
threshold appears to be questionable.
An interesting question is how big is the amplitude of quasimomentum oscillation
driven by such high laser ﬁeld compared to the size of the Brillouin zone. A char-
acteristic electric ﬁeld amplitude required to drive an electron through the whole
Brillouin zone reads:
FBr =
πh¯ω
ed
. (50)
The ratio
FBr
Fcryst
=
πh¯ω
∆
∼ 1 (51)
depends only on band gap and laser frequency and is of the order of unity for visible
or near-infrared radiation. For strong ﬁelds, at which the electron starts to oscillate
through the whole Brillouin zone, the approximation on undisturbed band struc-
ture, which is assumed in Keldysh’s model, breaks down. Formula (51) does also
suggest that for smaller photon energies Keldysh’s ionization theory remains appli-
cable even for large-amplitude electron oscillations, where the details of the band
4.2 Physical background of Keldysh’s theory of photoionization 81
structure will play a dominant role. Experiments utilizing excitation of dielectrics by
intense ultrashort infrared laser pulses could serve as a test for strong-ﬁeld Keldysh’s
photoionization theory. Sources of such radiation based on optical parametric am-
pliﬁcation using standard Ti:Sa near-infrared optical pulses are already available.
The last limitation of Keldysh’s approach, to be discussed, is that it completely
disregards any electronic collisions. This assumption is justiﬁed when the electronic
collision time is large compared to the period of the optical cycle. In case of atoms
the homogeneous broadening of atomic levels is taken into account by replacing the
δ-functions in Keldysh’s formula for the ionization rate (which is similar to Eq. (37)
for solids) by Lorentzians with corresponding width [69]. We believe that seldom
electronic collisions in solids might be taken into account in the same way. However,
as will be shown in next section, the experimentally measured and theoretically
predicted collision rates appear to be quite big, so that ”collisional broadening”
(in the sense of laser physics [92]) exceeds the light frequency. The concept of
”collisional broadening” of electronic states due to extremely short collision times
was introduced and extensively discussed by Fischetti at al. [93], who have also
presented and discussed in detail the Monte-Carlo simulations for high-ﬁeld carrier
transport in the isolators. It seems to be possible to incorporate such frequent
collisions in Keldysh’s theory by the direct modiﬁcation of initial states (31), in
which the coherent evolution of electronic wave functions in the external ﬁeld will by
interrupted by successive collisions. As the implementation of such purely numerical
Monte-Carlo simulations are absolutely necessary to correctly interpret experimental
data, this represents an issue for separate theoretical research, although a lot of
technical work has already been done in [93].
Finally, we want to mention the results obtained by Vaidyanathan and co-workers
[56] who have calculated the two-photon absorption rate in some semiconductors us-
ing realistic energy bands and transition matrix elements, which are obtained from
the detailed band structure calculations. Being in a good agreement with exper-
imentally measured two-photon absorption rates, the results of their calculations
strongly diﬀer from the predictions of Keldysh’s theory. This ﬁnding suggests that
Keldysh’s ionization model is indeed very sensitive to the details of band structure.
Recently Keldysh-type calculations have been presented, which describe ionization of
quantum wells by intense laser ﬁelds [88, 94]. These calculations predict some speciﬁc
eﬀects due to the presence of natural potential barriers forming a quantum well
(a good example of a quantum well is an AlGaAs/GaAs/AlGaAs-heterostructure).
For such types of structures the eﬀects due to the exact band structure of bulk
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compounds and high scattering rates are likely to be dominated by the structure of
the potential energy of a quantum well and, therefore, the predictions of the theory
[88, 94] can be tested in the experiment.
4.3 State-of-the-art in experimental studies of laser-induced
ionization
Most of the previously reported studies on laser-induced ionization of dielectrics by
ultrashort laser pulses are optical studies. They can be divided into three categories:
(i) investigation of breakdown thresholds via post-mortem analysis of laser-irradiated
surface and/or volume areas as a function of laser and material parameters, (ii) nu-
merical simulations of ultrashort pulse propagation through the nonlinear dispersive
dielectric media that can be ionized and (iii) dynamical studies monitoring the tem-
poral evolution of the optical properties within a laser-excited region.
The ﬁrst group, i.e. investigations of breakdown thresholds, exploits the close rela-
tion between the phenomena of optical breakdown and the generation of high-density
free carriers by laser-induced ionization. It is commonly believed that in order to
produce optical breakdown in solids the generation of overcritical (in the sense of
plasma physics) carrier density is required which is of the order of 1021 cm−3 for
800 nm. At such high concentrations the plasma becomes opaque, exhibiting a
strong absorption which allows a signiﬁcant amount of laser energy to be absorbed
in a small volume leading to destruction of the material. This interpretation is
analogous to that developed for optical breakdown in gases [70].
One of the big questions was the absence of optical breakdown in bulk dielectrics
irradiated by femtosecond laser pulses under ”normal” focusing conditions, whereas
for pulses longer than a few picoseconds the permanent damage in the form of typical
breakdown ”cracks” was observed [28]. To explain this behavior the propagation
eﬀects of intense ultrashort laser pulses in a nonlinear dispersive medium have been
considered such as self-phase modulation, self-focusing, dispersive broadening and,
of course, diﬀerent mechanisms of laser-induced ionization. The results of highly
complicated numerical simulations suggest that the overcritical carrier concentration
can never be reached, due to the fact that already at modest electron concentrations
∼ 1020 cm−3 the electron gas acts as a defocusing lens for the pump beam, which
eﬀectively stops further development of the ionization process [81]. The original idea
that defocusing by laser-generated electron gas in a solid is able to compensate for
self-focusing by leading to formation of stable ﬁlaments is discussed in a classical
paper by Yablonovitch and Bloembergen [95]. It has also been demonstrated that
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for ”tight” focusing conditions, in which the laser pulse is focused by a high-NA
microscope objective into the tiny spot of submicron size, the propagation eﬀects
can be neglected and traces of optical breakdown in the form of permanent damage
can be observed [80, 96]. The basic idea is that under tight focusing conditions a
high intensity can be reached in focus, even when keeping the laser power below the
critical power for self-focusing and, therefore, avoiding it [28, 80].
However, this type of investigation appears not to be sensitive to the mechanisms
of laser-induced ionization. For example, the authors were able to explain similar
experimental observations in fused silica by considering either 5-photon-absorption
in [97] or 6-photon absorption [81]. In the latter paper experimental results were
ﬁtted by the general Keldysh formula using the eﬀective mass as a ﬁt parameter:
m∗ = 0.635me. Since small variations of the eﬀective mass result in huge variations
of Keldysh’s ionization rate (to be discussed later), such ﬁt is meaningless.
In summarizing these criticisms we would like to stress that measurements of break-
down and/or permanent material modiﬁcation thresholds appear to be rather in-
sensitive to diﬀerent ionization mechanisms since (i) the ionization rate exhibits a
strong dependence on laser intensity for any of previously discussed mechanisms and
(ii) there are too many unknown ”ﬁt”-parameters.
The second group of investigations is represented by purely numerical simulations of
ultrashort pulse propagation through a dielectric including the propagation eﬀects
mentioned above [98, 99, 100, 101]. To obtain a correct solution to a 3-dimensional
nonstationary partial diﬀerential equation of second order with diverse nonlinear
terms is really a diﬃcult task.
According to our knowledge, the third group of ultrafast time-resolved investigations
is restricted, apart from [28], to a few experimental reports by French scientists cur-
rently guided by Philippe Martin [9, 102, 103]. The main idea of these investigations
is based on the fact that the interaction of an intense laser ﬁeld with a dielectric
material induces ultrafast changes to its optical properties. The most important
processes leading to changes of the complex index of refraction are the optical Kerr-
eﬀect and the generation of free carriers as a result of ionization:
n˜ = n0 +∆n˜Kerr +∆n˜Drude . (52)
The optical Kerr-eﬀect is responsible for self-phase modulation and self-focusing [70]
and induces a real positive contribution to the complex refractive index
∆n˜Kerr = n2I , (53)
which is proportional to laser intensity I with n2 being the nonlinear refractive index.
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Free-carrier contribution can be described by the Drude-model:
∆n˜Drude = − 1
2n0
(ωpl
ω
)2 1
1− 1/iωτc , (54)
where ωpl =
√
e2ρ/ε0m∗ stands for the plasma frequency. The two most important
parameters of the plasma are Drude collision time τc and free-carrier density ρ. The
reduced electron-hole mass m∗ given by Eq. 40 originates from the concept of the
eﬀective mass and is usually not known precisely. This is why it is often assumed to
be of the order of a free electron mass for both crystalline and disordered dielectrics.
Although the concept of band structure does not exist for disordered solids like fused
silica, the eﬀective mass can be introduced as a measure for mobility µ = eτc/m
∗ of
free carriers (mobility eﬀective mass).
It appears to be possible to extract useful information about the dynamics of the
electron density from the temporal evolution of the complex refractive index, which
can be measured interferometrically. At this point we want to brieﬂy discuss some
recent results by Quere et al. [103], who applied spectral interferometry to directly
observe the dynamics of free carriers. The schematic of their experimental setup
for spectral interferometry is shown in Fig. 39. An intense femtosecond pump pulse
is used to excite a large superﬁcial volume of a dielectric sample. Two identical
60 fs pulses, separated by a ﬁxed delay time of the order of a few ps, are focused in
the center of the laser-excited area and used to probe laser-induced refractive index
changes. The phase shift accumulated over the whole inhomogeneously excited area
along the probe path L in Fig. 39(a) represents the ﬁnal result of interferometric
measurements. Typical results of interferometric measurements reported in [103]
are presented in Fig. 39(b). For two diﬀerent materials, fused silica and sapphire,
the temporal evolution of phase shifts and the dependence of carrier concentration
at positive pump-probe delay time on laser intensity have been measured. Big ﬂuc-
tuations of data points are apparent in both graphs in Fig. 39(b). Nevertheless,
the authors claim that they have clearly observed the 6-photon ionization at low
intensities: the straight solid lines represent the expected dependencies of 6-photon
ionization for both materials. It should be mentioned that in a previous publica-
tion [9] the same authors explained the experimental data by 5-photon absorption.
Thus, the question about the actual ionization mechanism at low intensities has
remained open until know. At high intensities the authors report deviations from
the multiphoton ionization law and discuss some possible explanations [103].
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Figure 39: (a) Schematic of experimental setup for time-resolved spectral interfer-
ometry by Qeure at al. [103] and (b) results obtained by this technique [103](see
text for details).
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4.4 Setup for time-resolved Mach-Zehnder interferometry
In order to study the temporal evolution of the complex index of refraction in di-
electrics induced by femtosecond laser pulses we have developed a setup for ultrafast
time- and space-resolved Mach-Zehnder interferometry. The schematic of the exper-
imental setup is presented in Fig. 40. The imaging interferometer consists of a
Mach-Zehnder interferometer and a high-resolution microscope objective. A thin
optically transparent dielectric sample, which is excited by an intense femtosecond
laser pulse (Ti:Sa, 10 Hz, 800 nm, 50 fs) is positioned in the object arm of an in-
terferometer. The focusing conditions for the pump pulse and the thickness of the
sample have been chosen in such a way that excitation of the sample is spatially ho-
mogeneous. The time-delayed collimated probe pulse (400 nm, 50 fs) illuminates the
excited area of the sample as shown in Fig. 40. The back surface of the sample is im-
aged on the CCD-chip, which is used to record interferograms formed by interfering
probe and reference pulses. It is possible to reconstruct phase shifts and amplitude
changes from the interferograms by using the 2D-Fourier transform algorithm in the
same way as described in Chapter 2 for the Michelson interferometry. Under certain
conditions, the reconstructed phase shifts and amplitude changes of the interference
fringes can be interpreted as the actual phase shifts and transmission changes of the
probe pulses. This issue will be discussed later on the basis of experimental data.
By choosing the collinear pump-probe geometry we are able to avoid spatial averag-
ing eﬀects in the transverse direction. Spatial averaging occurs in the propagation
direction only, along which the phase shifts and amplitude changes are accumu-
lated. Minimization of spatial averaging eﬀects represents a big advantage as com-
pared with previously reported interferometric setups [9, 103] (see, for example,
Fig. 39(a)).
Some technical aspects of the experimental setup deserve particular attention. Pump
pulses were focused in a 60 µm big spot on the sample surface under normal incidence
through a thin dichroic mirror (to be explained later). The intensity of the pump
pulses can be continuously varied by a combination of a λ/2-plate and reﬂecting
polarizers in the range between 1-50 TW/cm2. In contrast to thick crystal polarizers,
which could produce strong temporal and probably also spatial distortions of intense
light pulses due to the optical Kerr-eﬀect (self-phase modulation and self-focusing),
the reﬂecting polarizers do not inﬂuence the quality of the pump pulses.
One optical component, which has been especially designed for this experiment,
is a thin dichroic mirror. Positioned between the pump focusing lens (f=30 cm)
and the sample (see Fig. 40) it is used to reﬂect probe pulses and couple in pump
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Figure 40: Schematic of experimental setup for ultrafast Mach-Zehnder interferom-
etry.
pulses. It consists of a glass substrate covered with one reﬂecting dielectric coating
for λ =400 nm @ 45◦ and two anti-reﬂecting coatings for λ =800 nm @ 45◦. The
dichroic mirror is positioned between the focusing lens and the sample and, therefore,
must withstand really high intensities of partially focused pump pulses. In order
to prevent the distortions of the intense pump pulses mentioned above we have
minimized the thickness of the glass substrate by using a 200 µm-thin microscope
cover glass. When trying to use a dichroic mirror manufactured on a standard 6 mm-
thick glass substrate, we were able to observe the generation of white light in the
mirror itself! The generation of white light in transparent materials is accompanied
by strong self-phase modulation and self-focusing [104].
Temporal resolution of the technique is given by the duration of the probe pulses,
which can be determined from the duration of the pump-probe cross-correlation
function measured by means of a Kerr-shutter [70]. The operation principle of the
Kerr-shutter is based on light-induced anisotropy: pump-induced refractive index
changes due to (instantaneous) optical Kerr-eﬀect appear to be anisotropic. Given
a proper relative orientation of polarization planes and temporal overlap of pump
and probe pulses, the polarization state of the probe pulse is changed in a manner
as if it were passing through a conventional wave-plate. The goal is to measure the
changes in the polarization state of the probe as a function of pump-probe delay
time (cross-correlation function).
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Figure 41: Setup for the measurement of pump-probe cross-correlation function.
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Figure 42: Typical pump-probe cross-correlation function measured in 100 µm-thick
sapphire sample.
In order to measure the cross-correlation function we have slightly modiﬁed the
interferometric setup, which is sketched in Fig. 41. The reference arm of the inter-
ferometer is blocked. After passing through the unexcited sample the s-polarized
probe beam is blocked by a crystal polarizer positioned after the microscope objec-
tive. The polarization vector of the pump is rotated by 45 degrees with respect to
the probe pulse with help of an additional λ/2-plate positioned in front of the focus-
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ing lens (see Fig. 41). Due to the change in the polarization state some fraction of
the probe pulse is transmitted through the polarizer and acquired by an integrating
detector (in our case with a photomultiplier):
Gcross(∆t) ∼
∫ ∞
−∞
Iprobe(t)I
2
pump(t +∆t)dt , (55)
where ∆t denotes the pump-probe delay time. The transmitted fraction of the
probe beam was simultaneously monitored by a CCD-camera and detected by the
photomultiplier (using a beamsplitter). Since the laser-excited area is quite small,
we adjust a diaphragm to select the signal only from the central part of the laser-
excited spot. The use of a diaphragm helps to cut oﬀ the background illumination
produced by probe radiation transmitted through the unexcited sample due to the
ﬁnite extinction ratio of the polarizers. The level of this residual transmission is, of
course, much smaller as compared to the cross-correlation signal. However, being
integrated over the whole illuminated area (probe beam diameter on the sample
is much bigger than pump-excited area), it would produce a strong background.
Other possible sources of background illumination, not related to probe pulses are
cancelled by the narrow-band interference ﬁlter for central wavelength λ=400 nm
placed in front of the photomultiplier.
On-line monitoring of transmitted probe pulses on a CCD-camera appeared to be
extremely helpful, not only to correctly position the diaphragm, but also to keep
the the pump intensity at relatively low level, for which the Eq. 55 is valid [70]. For
high pump intensities transmitted probe pulses show a sequence of dark and bright
rings within the laser-excited area.
An example of a background-free cross-correlation function measured in a 100 µm-
thick sapphire sample presented in Fig. 42 has the duration of τcross=64 fs (FWHM).
This curve has been measured automatically within the LABVIEW-environment:
the photomultiplier signal (10 Hz pulse train) integrated by computer-controlled
analog-to-digital-converter (ADC) was averaged over many pulses for several seconds
for each pump-probe delay. Between the successive acquisitions the delay time was
synchronously moved by a step-motor controller with the minimal possible step of
6.67 fs.
In order to estimate the duration of the probe we have directly characterized the tem-
poral shape of the pump pulses at the position of the sample (τpump=50 fs FWHM)
by frequency-resolved optical gating (FROG)[105]. The pump pulses did not show
any indications of phase modulation and possessed bell-shaped temporal and spa-
tial intensity proﬁles, which can be well ﬁtted by a Gaussian. Assuming that probe
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pulses can be also approximated by the Gaussian and using Eq. (55) we obtain an
expression for the width of the cross-correlation function:
τ 2cross = τ
2
probe +
1
2
τ 2pump , (56)
which provides an estimate for the probe pulse duration τprobe=53 fs (FWHM).
It should be mentioned that it was not easy to make both pump and probe pulses
short at the position of the sample. First of all, ultrashort infrared pulses coming
from Ti:Sa-laser are split into two pulses using a beamsplitter. These two pulses
already have diﬀerent durations since one of them experiences dispersive broad-
ening upon transmission through a relatively thick beamsplitter (6 mm path in
BK7-glass), whereas the other one remains unchanged upon reﬂection. Then both
pulses are transmitted through further diﬀerent refractive optical components such
as λ/2 plates and lenses and, therefore, have diﬀerent durations. However, the to-
tal amount of accumulated dispersion can be made equal for both pulses simply by
putting an additional glass plate of appropriate thickness in the appropriate beam
path. This well-known trick is used, for example, to obtain white-light interfero-
grams in a Michelson interferometer. The dominant contribution to dispersion is
due to the so-called second-order dispersion, which is often referred to as a chirp
(linearly time-dependent optical carrier frequency within the pulse). A positive chirp
accumulated in the refractive components of the experimental setup can be compen-
sated by providing the initial laser pulses with a negative chirp through varying the
distance between the two gratings of the compressor in the Ti:Sa-laser.
Without an additional glass plate the minimal width of the cross-correlation func-
tion, obtained after compressor optimization was around 150 fs. With an additional
7 mm-thick BK7-glass plate put into (an infrared) probe path before second har-
monic generation, the width of a cross-correlation function is reduced to 60 fs. This
arrangement corresponds to the minimal duration of the pump at the position of
the sample and of the (infrared) probe at the position of the frequency-doubling
crystal (110 µm-thin LBO-crystal), which corresponds to the maximum eﬃciency of
second harmonic generation. Frequency-doubled probe pulses do not pass through
any refractive optical components before entering the sample.
4.5 Interferometric measurements in fused silica
We started our interferometric measurements with optically polished glass samples
(BK7, fused silica and high-purity fused silica). The thickness of the samples equal
to 100 µm was chosen to be as small as possible in order to minimize the propagation
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(a) reference interferogram (c) reconstructed phase
(b) transient interferogram (d) reconstructed amplitude
Figure 43: Example of interferometric measurements in fused silica: (a) refer-
ence interferogram, (b) transient interferogram, pump-probe delay time ∆t=150 fs,
(c) reconstructed phase, (d) reconstructed amplitude. Peak pump intensity was
10 TW/cm2.
eﬀects due to self-focusing, diﬀraction and temporal broadening of the pulses due
to dispersion. The inﬂuence of self-phase modulation at high pump intensities was
controlled by comparison of the spectra of pump pulses after propagation through
the sample with the reference spectra without the sample. A strong self-phase
modulation leads to spectral broadening of the pulses [70], which we have clearly
seen in much thicker fused silica samples (L=500 µm).
We were not able to observe free carriers in ordinary optical glasses like BK7 and
fused silica. A possible explanation is that the lifetime of free carriers is extremely
short due to the high density of the defect states. Recently reported results on time-
resolved broad-band optical absorption spectroscopy in fs-laser-excited BK7 and
fused silica suggest that in these materials free carriers possess an extremely short
life time below 100 fs [106]. For this reason we have performed further experiments
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using a special type of high-purity fused silica (Schott Lithotec fused silica Q1-
E193) with an extremely low bulk defect level around 0.1 ppm. Given the total
concentration of silicon and oxygen atoms in fused silica of about 6.6 × 1022 cm−3
(mass density is 2.2 g/cm3) we estimate an extremely small concentration of defects
below 1016 cm−3. Note that previously reported experiments starting with [9] were
also performed using high-purity amorphous and crystalline quartz samples.
The results to be discussed ﬁrst were obtained in the very beginning using slightly
longer pump and probe pulses with duration of about 70-80 fs (width of cross-
correlation function 90 fs), since not all tricks described in the previous section have
been used to improve temporal resolution. An example of interferometric measure-
ment in (high-purity) fused silica is presented in Fig. 43. The reference interferogram
(Fig. 43(a)) was produced with a blocked pump beam while the transient interfer-
ogram (Fig. 43(b)) was taken 150 fs after excitation by a pump pulse with peak
intensity of 10 TW/cm2. The diﬀerence between the reference and transient inter-
ferograms is quite apparent. Laser-induced changes in the phase (Fig. 43(c)) and
amplitude (Fig. 43(d)) of interference fringes were reconstructed by the 2D-Fourier-
transform algorithm in the same way as described in Chapter 2.
A series of interferograms was recorded and processed for diﬀerent pump-probe delay
times. The results of such measurements are presented in Fig. 44, where the phase
shift and normalized transmission of the probe pulse relative to the unexcited sample
are plotted as a function of pump-probe delay time. The peak pump intensity in
the center of the laser excited area was about 20 TW/cm2.
For small delay times corresponding to the temporal overlap between the pump and
probe pulses a positive phase shift was observed, which can be explained by cross-
phase modulation due to the optical Kerr-eﬀect. For positive delay times, after the
pump pulse has gone, there remains a negative phase shift due to the generation of
free carriers. The simultaneous decrease of probe transmission can be explained by
free-carrier absorption. The identical relaxation time for phase shift and transmis-
sion indicates a very short lifetime of free carriers of about 150 fs, whereas at longer
delay times the normalized transmission recovers almost to unity but phase shift
becomes slightly positive. These qualitative observations are in excellent agreement
with previously reported results [9, 103]. The temporal dependence of the phase
shift is essentially identical to that shown in a subplot of Fig. 39(b), obtained by
spectral interferometry. Particular attention should be paid to the explanation of a
positive phase shift and small residual absorption at large pump-probe delay times
existing for more than a few hundred picoseconds. When mobile free electrons are
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cooled down via electron-phonon interaction the self-trapped excitons can be cre-
ated, which provide a positive contribution to the refractive index and exhibit small
absorption [102].
It is also possible to extract quantitative information about the parameters of the
Drude-model from the interferometric measurements. Before doing that we want
to discuss in detail the conditions under which the reconstructed phase shifts and
amplitude changes of interference fringes can be interpreted as the actual laser-
induced amplitude (transmission) changes and phase shifts of the probe pulses.
The basic assumption underlying the processing of interferograms is that a laser-
induced phase shift does not change signiﬁcantly on a time scale given by the dura-
tion of the probe pulse. While the changes of a time-dependent phase shift ∆φ(t)
during the width of the probe pulse are small compared to π, the processing algo-
rithm supplies, as expected, the time-averaged phase shift 〈∆φ(t)〉 and time-averaged
transmission. In the opposite case of big phase modulation of the phase during the
probe pulse strong artifacts can be obtained. The most remarkable eﬀect in this
case is the reduction of the fringe contrast, which has nothing to do with actual
changes of transmission. The simple analysis of synthetic interferograms generated
by the interference of a phase-modulated probe pulse due to cross-phase modulation
induced by the pump with a non phase-modulated reference pulse suggests that be-
sides the artiﬁcial contrast reduction, the reconstructed phase exhibits an extremely
fast temporal variation on an unphysically short time-scale, which is shorter than
the duration of the probe pulse.
Both artifacts can be recognized in the experimental data in Fig. 44. Apart from an
extremely fast drop of the phase after the pump pulse, the reconstructed transmis-
sion drops almost to zero during excitation. The observed positive phase shift due
to cross-phase modulation in Fig. 44 approximately equals 2π suggesting that the
drop in transmission is an artifact. We have measured the actual transmission of
probe pulses in the same setup under the same excitation conditions with a blocked
reference arm of the interferometer. In this case the technique is reduced to the
conventional time-resolved transmission microscopy. This direct measurement, not
presented here, does not show a dramatic decrease in probe transmission around zero
delay time, when both pulses overlap in time. However, approximately 100 fs af-
ter excitation the reconstructed and directly measured transmissions become equal.
Starting from this point the results of interferometric measurements can be assigned
to the transient absorption and phase shift of the probe pulses.
As already mentioned above, the background for qualitative interpretation of in-
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Figure 44: Interferometrically measured phase shifts (circles) and amplitude changes
(triangles) versus pump-probe delay time in fused silica, I=20 TW/cm2.
terferometric measurements is provided by the Drude-model. Assuming spatially
homogeneous excitation of the sample along the propagation direction we can ex-
press the interferometrically measured phase shift ∆φ and normalized transmission
T of the probe pulses in terms of the real and imaginary part of the complex refrac-
tive index n˜:
∆φ =
2π
λ
L · Re{∆n˜} , (57)
T = exp
(
− 4π
λ
L · Im{∆n˜}
)
, (58)
where L = 100 µm is sample thickness and λ = 0.4 µm is probe wavelength. The
Drude-model described by Eq. (54) gives:
∆n = Re{∆n˜} = − e
2
2n0ε0ω2me
· (ωτc)
2
1 + (ωτc)2
·
( ρ
m∗
)
∼ ∆φ , (59)
∆k = Im{∆n˜} = e
2
2n0ε0ω2me
· ωτc
1 + (ωτc)2
·
( ρ
m∗
)
∼ ln{T} . (60)
In principle the probe beam does also experience additional phase shifts ±∆k/(n0 +
1) (in rad) at both air-dielectric interfaces due to the change of optical absorption,
which cancel each other out in the case of homogeneous excitation. Since the ac-
tual changes of the optical constants appear to be rather small these shifts can be
disregarded in Eq. (57). Starting from this point it is more convenient to use a
dimensionless eﬀective mass m∗ ⇒ m∗me, which is utilized in Eq. (59,60). It is clear
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Figure 45: Spatial proﬁles of the phase (solid) and logarithm of transmission (dash-
dot) of probe pulses obtained from Fig. 43(c) and 43(c); spatial intensity distribution
of the pump pulse (dashed); fused silica, ∆t=150 fs.
that three unknown parameters of the Drude-model, collision time τc, free-carrier
density ρ and the reduced eﬀective mass m∗ cannot be uniquely determined from
two measured quantities. However, it is possible to determine to the collision time
τc and the ratio ρ/m
∗, which has the dimensionality of electron concentration.
Figure 45 shows spatial proﬁles of the phase shift and the logarithm of transmission
of pump pulses obtained from Fig. 43, together with the spatial intensity distribution
of the pump pulse. Intensity distribution was directly measured by a CCD-camera.
Peak intensity in the center of the laser-excited area was around 10 TW/cm2, where
a negative phase shift and decrease in the transmission of probe pulses induced by
free-carriers are observed. The phase shift (in rad) is equal to the logarithm of
transmission (see Fig. 45). It is possible to directly determine the collision time
using equations (57-60):
ωτc = −∆n
∆k
=
2∆φ
ln{T}  2⇒ τc  0.4 fs . (61)
The experimentally determined collision time appears to be very short, probably at
the applicability limit of the Drude-model. Since fused silica is a disordered mate-
rial it is reasonable to assume that the dominant scattering mechanism is electron
scattering by disordered atomic potentials [51]. Two types of electronic states exist
in a disordered material: (i) delocalized states, which are analogous to Bloch-waves
in crystals at least considering optical absorption and (ii) localized states describing
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electrons ”trapped” by an ion (Anderson localization [51]), which practically do not
contribute to optical absorption. Between the two successive collisions the electrons,
if they are free, are characterized by mean group velocity 〈v〉 and should cover at
least one interatomic distance d:
τc > τJoffe =
d
〈v〉 . (62)
This condition known as the Joﬀe-Regel limit sets the borderline between the high
free-carrier conductivity and low ”hopping”conductivity when the electrons spending
most of the time in a localized state occasionally ”jump”to the neighboring ion driven
by thermal ﬂuctuations or some external perturbation [51]. A drastic decrease of
carrier mobility in case of hopping conductivity is usually characterized by the so-
called mobility edge.
For typical values of parameters: average interatomic distance in fused silica of
0.25 nm, mean kinetic energy of the electrons 0.5me〈v〉2 ∼1 eV (m∗=1) we obtain
a rough estimate τJoffe  0.4 fs, which is identical to the experimentally measured
collision time (61). At ﬁrst glance the applicability of the Drude-model becomes
questionable. However, reliable quantitative experimental [109, 110] and theoret-
ical [107, 108] studies exist on charge transport and ”band”-structure in fused sil-
ica. Low-ﬁeld mobility of the electrons in a DC-electic ﬁeld at room temperature
µe = 20 cm
2/V is measured [109], which is much bigger than that of the holes
µh ∼ 10−5 cm2/V [110]. The value of electron mobility appears to be much bigger
than for other disordered materials [109]. This experimental observation is fully
consistent with the results of microscopic ”band”-structure calculations, which pre-
dict the absence of localized states near the conduction band edge. Localized states
are found to exist in the vicinity of the valence band forming the mobility edge for
the holes (with a width ∼0.2 eV). Since there are almost no localized states in the
conduction band, the ”free” electrons possess a high mobility and dominate the car-
rier transport. Most likely, the actual electron energies exceed 1 eV since for small
collision times, which are much shorter than pump pulse duration, electrons gener-
ated during the pulse can eﬃciently absorb photons (h¯ω=1.55 eV) by free-carrier
absorption. The results of theoretical modeling of high-ﬁeld (F>10 MV/cm) carrier-
transport in crystalline silicon dioxide at room temperature predict extremely short
momentum relaxation times (∼0.1 fs) and energy relaxation times (∼100 fs) for
the conduction band electrons with energies of several eV scattered on both optical
and acoustical phonons [93, 111]. Some important discussion about the physical
interpretation of such short relaxation times, the concept of ”collisional broadening”
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Figure 46: Spatial proﬁles of the phase (solid) the sixth power of pump intensity I6
(dashed) of Fig. 45; fused silica, ∆t=150 fs.
for electronic states, and the essential problem of the applicability of the developed
model in case of an amorphous silicon dioxide (fused silica) is given in [93].
The above arguments strongly suggest that the Drude-model is applicable in our case
and the measured value of momentum relaxation time τc = 0.4 fs is reasonable. Since
we are talking about relatively high temperatures and small electron concentrations
below 1020 cm−3 (to be shown further), band-ﬁlling eﬀects can be neglected and the
electrons are distributed according to the Maxwell-Boltzmann law whereas thermal
velocities are large compared to the Fermi-velocity.
Free carrier density or, more precisely, the ratio ρ/m∗ in the center of the laser-
excited area in Fig. 45 is around 1019 cm−3. For such low electron concentrations
we can assume that both the eﬀective mass and collision time do not depend on
pump intensity. This assumption is supported by a relatively good coincidence of
the two spatial proﬁles in Fig. 45, because in this case both changes in phase and
transmission (ln T ) must be proportional to free-carrier concentration.
Figure 46 aims to demonstrate that the spatial phase proﬁle coincides with the sixth
power of the pump intensity: ρ ∼ I6, which represents a clear signature of 6-photon
ionization. A sharp optical absorption edge in fused silica is around 9 eV: imaginary
part k of the linear complex refractive index changes by four orders of magnitude for
photon energies between 7.75 eV=5 h¯ω (k < 4.7×10−6) and 9.3 eV=6 h¯ω (k = 0.034)
[112]. Therefore the expected minimal number of infrared photons needed to cross
the optical absorption edge is indeed equal to 6.
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Figure 47: Dependence of phase shift (circles) and transmission (triangles) of the
probe pulse on peak pump intensity; fused silica, ∆t=150 fs.
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Figure 48: Intensity dependence of phase shift (circles) and the logarithm of trans-
mission (squares) of Fig. 47, plotted on a double-logarithmic scale; fused silica,
∆t=150 fs.
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In order to verify the conclusion that 6-photon ionization is a dominant ionization
mechanism, we have measured the dependence of free-carrier density on peak pump
intensity by varying the energy of the pump pulses. The result of this measurement
is presented in Fig. 47: with increasing intensity the modulus of the phase shift
increases up to intensities of about 25 TW/cm2 whereas the transmission decreases,
indicative for the growth of the electron concentration. In ﬁgure 48 the dependencies
of Fig. 47 for low intensities are plotted on a double-logarithmic scale. The ﬁtting
of the experimentally measured phase dependence for low intensities by a potential
law ρ ∼ Iα provides the value of α = 5.96. The logarithm of transmission shows
similar behavior. Thus the 6-multiphoton ionization mechanism is again conﬁrmed
by this measurement.
For higher pump intensities we observe some deviations from multiphoton law ρ ∼
I6. The conspicuous decrease of the phase shift and drastic decrease of transmission
in the intensity range around 30 TW/cm2, at which surface breakdown in dielectrics
is expected, is quite apparent in Fig. 47. After ﬁnishing the optimization of the
temporal resolution of the setup, we conducted additional interferometric measure-
ments in fused silica with 50 fs-short linearly and circularly polarized pump pulses.
Circularly polarized pulses were obtained by using an additional thin λ/4-plate po-
sitioned in front of the focusing lens. A rotation of a λ/4-plate by 45 degrees allows
one to switch between the two polarization states without changing anything else.
We have performed comparative energy calibrations and direct measurements of the
actual polarization state with the help of a rotatable polarizer and a photodiode.
The transmission of a perfect circularly polarized wave through a polarizer does not
depend on its orientation. When rotating the polarizer we observed weak variations
in the transmitted signal with (Imax− Imin)/(Imax + Imin) < 0.2, which corresponds
to the superposition of orthogonally polarized λ/4-phase-shifted plane waves with
electric ﬁeld amplitudes equal within 10%.
The results of interferometric measurements for two polarizations of the pump pulses
are presented in Fig. 49. The 6-photon ionization represents the dominant ionization
mechanism for both polarizations at low intensities around 10-15 TW/cm2. For
circular polarization the ionization rate is approximately 3 times smaller than for
the linear one, whereas the collision time is somewhat bigger: τc  0.8 fs at the
lowest intensity.
For higher intensities (i) phase shift precisely coincides with the logarithm of trans-
mission for each polarization and (ii) the curves for both polarizations come close
together and their slope on a double-logarithmic scale becomes smaller, showing a
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Figure 49: Intensity dependence of phase shift and the logarithm of transmission for
linear and circular polarizations; fused silica, ∆t=150 fs. The arrows in the upper
right corner denote the intensities at which surface breakdown threshold takes place.
pronounced deviation from multiphoton law.
For high intensities around 30 TW/cm2 the slope of the curves becomes close to
zero. We were able to precisely determine the surface breakdown threshold from the
interferometric measurements in a similar way as for femtosecond laser ablation of
absorbing solids. Surface breakdown in dielectrics does also lead to the formation
of well-deﬁned ablation craters, a few tens of nanometers deep. This leads to pro-
nounced phase shifts in ﬁnal interferograms proportional to the crater depth times
refractive index diﬀerence between air and dielectric (n0 − 1). From the analysis
of ﬁnal ablation craters the surface breakdown threshold is found to occur at laser
intensities of I linthr=30 TW/cm
2 for linear and Icircthr =37 TW/cm
2 for circular polar-
izations. The accuracy of the absolute values is around ± 20%, which accounts for
errors in the determination of the absolute values for pulse energy, pulse duration
and beam diameter. However, since these calibration errors are identical for two
pump polarizations, the ratio of breakdown thresholds as well as the ratio of ioniza-
tion rates is known precisely. A bigger ionization rate leads to a smaller breakdown
threshold.
The nature of conspicuous deviations from multiphoton ionization law at higher
intensities remains to be clariﬁed. As suggested in [103], this could be an artifact
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due to a strongly inhomogeneous excitation in longitudinal direction. Then the
simpliﬁed formula (59,60) must be replaced by the following expressions
〈∆n〉 = − e
2
2n0ε0ω2me
· (ωτc)
2
1 + (ωτc)2
· 1
L
∫ L
0
ρ(z)dz
m∗
, (63)
〈∆k〉 = e
2
2n0ε0ω2me
· ωτc
1 + (ωτc)2
· 1
L
∫ L
0
ρ(z)dz
m∗
, (64)
where a probably strong spatial dependence ρ(z) on the longitudinal coordinate
z is averaged out by integrating over the whole sample thickness L. The use of
expressions (63,64) is justiﬁed for a smooth carrier-density proﬁle on a spatial scale
given by optical wavelength (WKB-approximation).
In order to realize the relevance of spatial averaging eﬀect we have mentioned, we
have performed simple model calculations for a 1D-pulse propagation through the
sample using the following set of coupled diﬀerential equations:
∂ρ(z, t)
∂t
= σ6I
6 , (65)
∂I(z, t)
∂z
= −6h¯ωσ6I6 − α(ρ)I . (66)
These take into account 6-photon absorption described by its cross-section σ6 and
free-carrier absorption with α(ρ) = (4π/λ)∆k(ρ), where ∆k(ρ) is given by Eq. (60).
Since a small fraction of the incident pulse Iinc(t) is reﬂected from the front surface
of the sample, the actual input pulse reads I(0, t) = Iinc(t)[1− R(t)], where the re-
ﬂection coeﬃcient R(t) is calculated using the Fresnel-formula with time-dependent
optical constants at the surface due to free carrier generation. For free-carrier den-
sity at the surface below the critical density the changes in R(t) are negligibly
small. Equation (66) is valid if the induced spatial gradients of the refractive index
are small: ∂n(z, t)/∂z 
 1/λ, which allows us to neglect the back-scattered wave.
In case of strong refractive index gradients, i.e. for pump intensities close to the
surface breakdown threshold, wave-equation must be solved. A fundamental issue
concerning the applicability limits of simpliﬁed propagation equations derived from
Maxwell’s equations is discussed by Brabec and Krausz [99].
A few examples of simple modeling utilizing equations (65,66) are presented in
Fig. 50 for three diﬀerent pump intensities of incident pump pulses (10, 20 and
30 TW/cm2) and the following set of parameters: n0 = 1.45, m
∗ = 1, σ6 =
7.5×10−47 [s1cm9/W6], τc=0.4 fs, τ=50 fs (FWHM). The incident pulse propagates
from the left to the right through a 100 µm-thin sample and generates free carriers
by 6-photon ionization. As the pulse propagates its peak intensity decreases due
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Figure 50: Results of model calculations of 1D-pump pulse propagation through a
dielectric medium (see text for details) for three diﬀerent pump intensities: 10, 20
and 30 TW/cm2. Pump pulses normally incident on the sample (on the left), proﬁles
of free-carrier distribution and peak intensity inside the sample (in the center),
temporal shape of output pulses as compared to the input pulses (on the right).
Parameters of the model: n0 = 1.45, m
∗ = 1, σ6 = 7.5 × 10−47 [s−1cm9/W6],
τc=0.4 fs, τ=50 fs (FWHM).
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Figure 51: Simulated intensity dependence of spatially averaged free-carrier den-
sity for two diﬀerent crossections of 6-photon-ionization, σ6 = 2 × 10−47 and
7.5 × 10−47 [s−1cm9/W6], and two diﬀerent collision times τc=0.4 fs and ∞ (no
collisions). Other parameters are the same as in Fig. 50, whereas the 3 bold black
points on the solid curve correspond to 3 examples in Fig. 50.
to 6-photon absorption and free-carrier absorption. Spatial proﬁles of free-carrier
distribution and peak pump intensity inside the sample are presented in the central
part of Fig. 50. The temporal shape of transmitted pump pulses (output pulses) is
compared with that of the input pulses on the right side of Fig. 50. For the peak
intensity of 10 TW/cm2 the pump pulses experience minor absorption and do not
show any signiﬁcant changes in their shape after propagation through the sample.
The relatively low density of free-carriers at the surface about 1018 cm−3 decreases
only by 40% within the sample and, therefore, the excitation is quite homogeneous.
For 20 TW/cm2 the situation changes dramatically: the peak intensity decreases to
10 TW/cm2 at the rare side of the sample and output pulses are strongly distorted.
A high free-carrier density of about 1020 cm−3 is reached at the front surface, which
drastically decreases within the ﬁrst few microns and reaches the value of about
1018 cm−3 at the rare side of the sample. For 30 TW/cm2 surface free-carrier con-
centration 1021 cm−3, which is slightly below the critical density, 3.5 × 1021 cm−3,
drops by an order of magnitude within only 1 µm. In this intensity range high spa-
tial gradients of the refractive index are apparent and, therefore, our simple model
described by Eq. (65,66) is likely to fail.
To connect the results of this simple modeling with the experimental data presented
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in Fig. 49 we have calculated the phase shift of the probe pulses, which is propor-
tional to spatially averaged free-carrier density, as a function of peak pump intensity.
Figure 51 shows the results for two diﬀerent cross-sections of 6-photon-ionization,
σ6 = 2×10−47 and 7.5×10−47 [s−1cm9/W6], and two diﬀerent Drude-collision times
τc=0.4 fs and ∞ (no collisions), whereas other parameters are the same as in the
last paragraph. The three bold black points on a solid curve in Fig. 51 correspond
to the examples presented in Fig. 50.
The two diﬀerent values for the cross-sections of 6-photon ionization ﬁt the exper-
imental data for linearly and circularly polarized pump pulses at low intensities.
The comparison of the situation in which frequent collisions occur, τc=0.4 fs, with a
collisionless case provides an illustration of how strongly the results depend on the
particular choice of parameters. It is quite apparent from Fig. 51 that independent
of the collision time the two curves with diﬀerent cross-sections of multiphoton ion-
ization come close together for high intensities, whereas their slopes decrease. Thus
the characteristic features of the experimentally measured dependencies of Fig. 49
can be explained by the eﬀects of the spatial averaging of highly inhomogeneous
free-carrier distribution in the propagation direction, without any deviations from
the multiphoton ionization mechanism.
The curves for equal 6-photon cross-sections with diﬀerent collision times in Fig. 51
coincide for small intensities. The small diﬀerence between them is mainly due to
diﬀerent factors ω2τ 2c /(1 + ω
2τ 2c ) in Eq. (63), but not due to diﬀerent free-carrier
concentrations. For higher intensities average electron density is signiﬁcantly higher
in the collisionless case because pump pulse absorption by free-carriers is absent.
At ﬁrst glance, from a comparison of phase shifts at high intensities, the curves for
the collisionless case seem to be in a better agreement with the experimental data.
However, the collision time of 0.4 fs gives ωpumpτc = 1, which corresponds to the
maximum of free-carrier absorption. We believe that this collision time measured
100 fs after the pump pulse can strongly diﬀer from that present during the pulse,
since during the pump pulse a highly non-equilibrium free-carrier distribution can be
generated by free-carrier absorption implying the existence of extremely short-living
hot carriers [67] with momentum and energy relaxation times down to 0.1 fs and
100 fs, respectively [111]. If we set a shorter collision time in our model calculations,
τc < 0.4 fs, the average electron concentration for high intensities becomes bigger
due to the diminishing contribution of free-carrier absorption.
It is very surprising, but given the experimentally measured cross-sections and as-
suming that the 6-photon ionization is the dominant ionization mechanism for all
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intensities, the surface electron density reaches the critical density at intensities
which are very close to experimentally determined threshold intensities for surface
breakdown, for both linearly and circularly polarized pump pulses.
The above interpretation is purely qualitative; the multi-parameter ﬁt to experimen-
tally measured curves does not make sense since, for example, not only the collision
time but also the eﬀective mass depends on the energy distribution function of
free carriers [82]. The possibility discussed to explain the experimental results for
high intensities purely by spatial averaging eﬀects and the surprising coincidence of
breakdown thresholds assuming the multiphoton ionization does not, of course, rule
out the possibility that avalanche or tunneling ionization contribute to free-carrier
generation at high intensities. Moreover, we were able to observe a small transverse
spatial narrowing of the transmitted pump pulses for high intensities, indicating the
onset of self-focusing, which could also eﬀect the results of experimental measure-
ments.
The interferometric measurements presented do not in principle allow us to learn
something about the actual ionization mechanisms at high intensities because of
the variety of unknown parameters. In contrast, for small intensities and small
free-carrier densities, at which both spatial averaging eﬀects and free-carrier absorp-
tion are negligible, the deduced cross-sections of 6-photon-ionization σlin6 = 7.5 ×
10−47±0.5 [s−1cm9/W6] for linear and σcirc6 = 2 × 10−47±0.5 [s−1cm9/W6] for circular
polarizations can be considered as relatively accurate quantitative results. The error
factor 10±0.5 results from the 20%-uncertainty in experimental intensity determina-
tion, but the assumption about free-carrier eﬀective mass m∗ = 1 should also be kept
in mind. Previously reported estimations for a 6-photon absorption cross-section
vary over many orders of magnitude [81]: σlin6 = 3× 10−49÷ 6× 10−45 [s−1cm9/W6],
all of them being the results of a multiparameteric ﬁt to experimental data obtained
from the post-mortem analysis of laser-induced damage. Our experimentally deter-
mined cross-sections fall within this broad range of estimations and the error factor
10±0.5 appears to be not that bad.
It is interesting to compare our results with the predictions of Keldysh’s ionization
theory. It can be deduced from Eq. (46) that for low intensities σnph ∼ (1/m∗)nph−1.5
with nph = 6 in our case. Assuming diﬀerent values of m
∗ allows us to tune the
ionization cross-section over many orders of magnitude. However, in order to obtain
the experimentally determined value of σlin6 = 7.5 × 10−47 [s−1cm9/W6] we need
to substitute m∗ = 0.49, which is a reasonable value. The value of the Kedlysh
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Figure 52: Interferometrically measured phase shifts (circles) and transmission
changes (triangles) in sapphire versus pump-probe delay time, I=12 TW/cm2.
parameter γ given by Eq. (45) is equal to
γ =
ω
e
√
n0ε0cm∗me∆
2I
 1.5 (67)
for I=10 TW/cm2, m∗=0.5, ∆ = 9 eV, ω = 2.35× 1015 Hz (λ = 800 nm). We made
use of Eq. (48), which relates the peak electric ﬁeld F with intensity I of a linearly
polarized wave. The estimated value of γ  1.5 is just at the applicability limit
of multiphoton ionization, for which the condition γ >> 1 must be fulﬁlled. Thus
Keldysh’s theory predicts that the transition to tunneling ionization is the intensity
range at which we have observed deviations from multiphoton law.
This purely qualitative comparison with Keldysh’s model calculations should be
considered very critically since their actual applicability limits, in particular in the
case of disordered materials and frequent collisions, are unknown so far.
4.6 Interferometric measurements in sapphire
We have performed similar interferometric measurements with 100 µm-thin opti-
cally polished wafers of high-purity sapphire (Al2O3), which is an optically uniaxial
ionic crystal with a hexagonal (rhombohedral) structure and direct band gap at
∆ = 8.7 eV [113]. For the ﬁrst set of samples grown by the Verneuil method the
crystallographic orientation was not deﬁned by the manufacturer (Schott-Guinchard,
4.6 Interferometric measurements in sapphire 107
Switzerland). From the measurements of the optical anisotropy of the sample po-
sitioned between the two parallel or crossed polarizers at 3 diﬀerent wavelengths
(selected from a white-light source with interference ﬁlters) we have determined the
angle of 31 degrees between the surface normal and the optical axis. The ﬁrst run of
the measurements was performed by exciting the sample with linearly polarized ex-
traordinary pulses, for which the electric ﬁeld oscillates in the same plane, in which
the optical axis lies.
The typical dependence of phase shift and transmission change in the center of
the laser-excited area (τpump = 50 fs, peak intensity 12 TW/cm
2) is presented in
Fig. 52. A positive phase shift due to cross-phase modulation is followed by a
negative phase shift due to free carriers at positive delays. Negative phase shift and
reduced transmission remain unchanged for a couple of picoseconds and decay to
initial values within roughly 100 ps. The observed behavior is fully consistent with
previously reported results [103] (see also Fig. 39(b)). Figure 53 shows the temporal
evolution of the collision time τc and ratio ρ/m
∗ just after the pump pulse. Within
the ﬁrst 200 fs after the pulse both quantities τc and ρ/m
∗ increase rapidly and
reach their stationary values 0.65 fs and 1.4 × 1019 cm−3, respectively . Note that
the indications of this ultrafast dynamics can be seen in the decrease of the phase
shift after the pump pulse in the data by Quere at al. (subplot in Fig. 39(b)), who
have never discussed this eﬀect. The observed fast dynamics is more pronounced
for the stronger excitation of 20 TW/cm2 shown in Fig. 54, whereas the stationary
values are τc = 0.55 fs and ρ/m
∗ = 6.5× 1019 cm−3.
Thus, both the collision time τc and the ratio ρ/m
∗ increase after the pulse, indicative
on some ultrafast dynamics of free carriers in sapphire just after laser excitation. The
observed collision times for sapphire are very short, in particular just after the pulse.
This strongly suggests that hot electrons are present which could be generated during
the laser pulse by free-carrier absorption. It is possible to associate the observed
increase of the collision time with the relaxation of hot electrons to the bottom
of the conduction band via electron-phonon scattering [93]. The predicted rate of
electron-phonon scattering is about 1015 s−1 and increases as a function of electron
energy [93]. Thornber and Feynman also report on very high relaxation rates of
electron energy for hot electrons interacting with optical phonons in a polar crystal,
which they have obtained from ﬁrst-principle non-perturbative calculations utilizing
the path-integral method [115].
At the same time the increase of the ratio ρ/m∗ can be explained purely by the
reduction of the eﬀective mass as the electrons are cooled down, without any changes
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Figure 53: Temporal evolution of the collision time τc and the ratio ρ/m
∗ just after
the pump pulse, obtained from Fig. 52; sapphire, I=12 TW/cm2.
of electron density. Indeed, the eﬀective mass is found to be m∗ = 0.25 for low-energy
electrons in sapphire [117], whereas hot electrons are assumed to have an eﬀective
mass close to that of free electrons , m∗ = 1 [93]. Note that the energy relaxation
of hot electrons in fused silica occurs on the same time-scale: within 150 fs free
carriers form self-trapped excitons, which is possible only with low-energy electrons
[102].
However, there exists an alternative explanation for the observed ultrafast dynamics
of free carriers after the pump pulse. It is predicted by numerical simulations [67]
that long-living electrons with high kinetic energies exceeding the critical energy for
the avalanche ionization could be generated during the pulse, which create additional
low-energy conduction-band electrons via impact ionization after the pump pulse.
The presented experimental data aim to demonstrate that the optical properties
of free-carriers in sapphire measured 100 fs after the pulse are diﬀerent from those
during the action of the pulse, which justiﬁes the discussion in the previous section
about time-dependent parameters of the Drude-model for fused silica.
As already mentioned above, the experimental data discussed were obtained for
excitation with extraordinary pulses. We have performed similar interferometric
measurements for excitation with ordinary pulses (electric ﬁeld perpendicular to
the optical axis) and obtained qualitatively the same results, implying ultrafast
dynamics of the optical properties after excitation. However, the collision time
appeared to be signiﬁcantly larger.
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Figure 54: Temporal evolution of the collision time τc and the ratio ρ/m
∗ just after
the pump pulse; sapphire, I=20 TW/cm2.
In order to convince ourselves that the diﬀerences observed are due to the orientation
of the sample, we have performed interferometric measurements for a ﬁxed pump-
probe delay time of 1 ps and constant pump intensity of 12 TW/cm2 by rotating
the sample around its normal (Fig. 55).
The static anisotropy signal in Fig. 55 represents the result of preliminary measure-
ments to determine the sample orientation by means of HeNe-laser. The sapphire
sample was placed between two crossed polarizers and rotated around the surface
normal. The dashed line in Fig. 55 represents the intensity of a transmitted HeNe-
laser beam as the sapphire sample is rotated around its normal. A linearly polarized
incident electromagnetic wave can be decomposed into ordinary and extraordinary
waves in a uniaxial crystal that are orthogonally polarized and possess diﬀerent
phase velocities. They experience diﬀerent phase shifts and produce an elliptically
polarized wave at the output of the crystal, which results into non-zero transmis-
sion through the second polarizer. However, if the angle between the plane of laser
polarization and the plane formed by the optical axis of the crystal and the normal
to the surface is either 0◦ or 90◦, the polarization state of the electromagnetic wave
does not change and transmission is zero. In this manner we were able to mark the
angles at which the excitation of the crystal occurs as ordinary ”o” or extraordinary
”e” pump pulses.
It appears from Fig. 55 that the collision time τc correlates with the orientation of the
sample: for the ordinary wave the collision time is larger than for the extraordinary.
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Figure 55: Dependence of the collision time τc and carrier density ρ/m
∗ on the
orientation of a sapphire sample after excitation with a linearly polarized pump
pulse, ∆t=1 ps. The dashed curve represents the static anisotropy signal whereas
the arrows indicate the excitation with ordinary ”o” and extraordinary ”e”pulse (see
text for details).
This observation correlates with measurements of carrier mobility in sapphire excited
by x-rays, which appears to be two times larger in the direction perpendicular to
the optical axis than parallel to it [116].
The carrier density ρ/m∗ exhibits local maxima for both the ordinary and extraor-
dinary pulses and local minima between them (a linear decrease of ρ/m∗ with an
increasing angle is due to the slight decrease of the pulse energy determined by
the long-term drift of the laser during this measurement). One could explain this
unusual angular dependence of free-carrier density (4 minima and 4 maxima) by
diﬀerent ionization rates for linearly and circularly polarized pump pulses. Whereas
for angles ”o”and ”e”the pump pulses remain linearly polarized propagating through
the sample, for angles in between them the initially linear polarization state changes
with propagation distance ﬁrst to circular, then back to linear, then again to circular
as in a normal optical wave-plate. Thus the 4 minima of the angular dependence of
free-carrier density correspond to ”mixed” excitation with both linearly and circu-
larly polarized pump pulses due to the propagation-induced polarization change in
a birefringent sapphire sample.
In order to investigate the inﬂuence of the polarization state of the pump pulses
(ordinary versus extraordinary, but also linear versus circular) upon ionization rate
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we have performed the second run of measurements in sapphire samples with diﬀer-
ent crystallographic orientations. The samples are 50 µm-thick high-purity sapphire
wafers manufactured by the ﬁlm-fed growth (EFG) method (CrysTec, Berlin) and
are characterized by a low density of foreign atoms below 50 ppm.
In order to compare the ionization rates with linearly and circularly polarized pump
pulses we have performed the interferometric measurements in thin sapphire (001)
samples with the optical axis being perpendicular to the surface. Thus for both
linearly and circularly polarized pump pulses the excitation of the crystal occurs
with an ordinary wave. All remarks concerning the quality of the polarization state
and energy calibration for the pump pulses are the same as described in the previous
section for fused silica.
Figure 56 shows the dependence of the phase shift (average free-carrier density) and
logarithm of transmission of probe pulses measured 1 ps after excitation with linearly
and circularly polarized pump pulses on their intensity. The results appear to be
similar to those for fused silica in Fig. 49. The solid curves denoted as ”guide for
the eye” in Fig. 56 represent polynomial ﬁts for the corresponding dependencies of
the phase. At low intensities the curves for both polarizations scale as ∼ I6 (dotted
lines in Fig. 56), which is consistent with the expected 6-photon ionization at low
intensities. An additional measurement with more data points at low intensities for
circular polarization, not presented here, has demonstrated that phase data can be
ﬁtted only with I6-law, which represents clear evidence of the 6-photon ionization
mechanism.
The curves for the logarithm of transmission lie signiﬁcantly below the phase de-
pendencies and provide equal values of the collision time of about 1.2 fs, with slight
dependence on laser intensity. The numerical values are in perfect agreement with
previously discussed measurements (see Fig 55).
With growing intensities the curves for the two polarizations deviate more and more
from the multiphoton law, come close together and saturate (”zero slope” is reached)
at the intensities around 40 TW/cm2. The surface breakdown threshold is reached
at signiﬁcantly higher intensities of I thrlin =54.5 TW/cm
2 and I thrcirc=62 TW/cm
2 for
linear and circular polarizations, respectively. The values of surface breakdown in-
tensities are almost twice as large as for fused silica. In the same manner as described
in the previous section, we have tried to model and explain the observed dependen-
cies by a multiphoton ionization combined with spatially inhomogeneous free-carrier
distribution. For any set of intensity-independent parameters, which ﬁt the data for
low intensities it was impossible to get ”zero slope” for high intensities below break-
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Figure 56: Intensity dependence of phase shift (circles) and the logarithm of trans-
mission (crosses) for linear and circular polarizations in sapphire, ∆t=1 ps. The
continuous lines denotes as ”guide for the eye” are obtained from polynomial ﬁt of
phase dependencies, whereas the dotted lines are proportional to I6. The arrows in
the upper right corner denote the intensities at which surface breakdown thresholds
are reached for two polarizations.
down threshold. The critical density of free carriers is always reached for incident
intensities below 40 TW/cm2. This analysis strongly suggests that the ionization
mechanism at high intensities is diﬀerent from multiphoton ionization. Of course,
one could argue that the band structure is strongly distorted by a strong external
ﬁeld and that the multiphoton ionization mechanism can be rescued by introducing
some intensity-dependent parameters. The high intensity needed to produce surface
breakdown corresponds to electric ﬁelds of about 170 MV/cm, which is comparable
with the strong internal ﬁeld of the the crystal (see Eq. (49) and corresponding nu-
merical estimations). One could also think that such strong external electric ﬁelds
simply break the ionic bonds and disrupt the crystal, which might be an alternative
physical mechanism for surface breakdown. However, for equal intensities the peak
electric ﬁelds in linearly and circularly polarized waves are diﬀerent by the factor
of
√
2. The breakdown ﬁelds calculated from breakdown intensities are found to be
quite diﬀerent F thrlin =153 MV/cm and F
thr
circ=115.5 MV/cm, which rules out break-
down mechanism via direct bond-breaking. The same arguments can be applied in
the case of fused silica.
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Figure 57: Intensity dependence of ionization rate (phase shift) by ordinary and
extraordinary pump pulses in sapphire, ∆t = 1 ps.
At low intensities the cross-sections of 6-photon-ionization are found to be σlin6 =
20 × 10−47±0.5 [s−1cm9/W6] for linear and σcirc6 = 3 × 10−47±0.5 [s−1cm9/W6] for
circular polarizations. In order to ﬁt the experimental data for linear polarization
with Keldysh’s formula for multiphoton ionization, the eﬀective mass m∗=0.38 is
required, which is slightly larger than the expected value of m∗ = 0.25 [117]. For
I=10 TW/cm2 and n0 = 1.76 the estimated value of the Keldysh parameter γ  1.5
is the same as for fused silica. Thus, we are again just at the applicability limit for
the multiphoton limit of Keldysh’s theory of photoionization. Although sapphire is
a crystal with a direct band-gap which corresponds to the assumptions of Keldysh’s
model calculations, their applicability is questionable because of extremely short
collision times.
In order to compare the ionization rates with linearly polarized ordinary and extraor-
dinary pump pulses, we have performed interferometric measurements in 50 µm-thin
sapphire (1120) plates with the optical axis lying in the surface of the sample. Figure
57 shows the dependencies of the ionization rate on laser intensity for the ordinary
and extraordinary pump pulses. The ionization rates but also the surface break-
down thresholds appear to be identical for ordinary and extraordinary pump pulses.
Probe transmission curves (not shown) indicate that the collision time is somewhat
larger for an ordinary pulse, which is in agreement with previously discussed data.
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4.7 Conclusions and future perspectives
In this chapter we have discussed the problems related to the ionization of dielectrics
by ultrashort laser pulses. Signiﬁcant eﬀorts have been devoted to the understand-
ing of the physical background and fundamental limitations of Keldysh’s theory of
photoionization, which is usually applied to explain various experimental data. A
specially designed setup for femtosecond time-resolved imaging Mach-Zehnder in-
terferometry was applied to study ultrafast dynamics of the optical properties in
fs-laser excited dielectrics, fused silica and sapphire. We have observed a positive
cross-correlation signal due to the pump-induced optical Kerr eﬀect during the pump
pulse and a negative phase shift and absorption after the pump pulse, which were
attributed to the contribution of laser-generated free carriers and interpreted in the
frame of Drude-model. The optical Kerr-eﬀect is found to dominate the contribution
of free-carriers, which makes it impossible to study the dynamics of the electron gas
during the pump pulse.
The results of the investigations clearly demonstrate that the dominant ionization
mechanism for both investigated dielectric materials, fused silica and sapphire, is
the 6-photon ionization for low intensities below 10 TW/cm2. The multiphoton ion-
ization is found to depend on the polarization state of pump pulses (linear versus
circular), whereas the experimental data allowed for a relatively precise determina-
tion of the cross-sections for 6-photon absorption for both polarizations. We were
able to measure small diﬀerences in the surface breakdown thresholds for two polar-
izations for both materials: a higher breakdown threshold for circular polarization
corresponds to a lower rate of multiphoton ionization, as compared to the linear
polarization.
For higher intensities some conspicuous deviations from multiphoton ionization law
are observed. These can be explained by strongly inhomogeneous excitation of the
dielectrics localized within a few microns from the sample surface. For fused silica it
was possible to model the results of interferometric measurements by assuming the
multiphoton ionization mechanism for all intensities up to surface breakdown thresh-
olds, which is masked by the eﬀect of spatial averaging. Moreover, the breakdown
thresholds for both linear and circular polarizations coincide very well with the cal-
culated intensities at which the critical free-carrier density is reached at the surface
via multiphoton ionization. Nothing like that could be obtained for experimental
data in sapphire, indicating the transition to a diﬀerent ionization mechanism at
high intensities.
The measured electronic collision times appear to be extremely short τc ≤ 1 fs, with
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little variation on pump intensity. Being signiﬁcantly shorter than the period of the
optical cycle these femtosecond collision times seem to be a universal characteristic
of hot carrier transport in dielectrics due to the huge electron-phonon scattering
rates for hot electrons [93, 115]. This observation strongly suggests that Keldysh’s
collisionless ionization theory for strong ﬁelds must be generalized to incorporate
electronic collisions. The eﬀect of strong ”collisional broadening”, δωcoll = 2/τc ∼ ω,
could be even more important than taking care of the detailed band structure in
Keldysh’s photoionization theory. On the other hand electronic collisions are the
basis for free-carrier absorption, which is a starting point for avalanche ionization
theories.
The experimental geometry, in which we were able to measure the dynamics of
optical properties in the bulk of fs-laser-excited dielectrics, appeared to be use-
ful only for low intensities far below the surface breakdown threshold. For high
intensities the information about the ionization mechanisms is masked by spatial
averaging over a strongly inhomogeneous spatial free-carrier distribution primar-
ily in the propagation direction. In order to directly study ionization mechanisms
in the pre-breakdown regime (for free-carrier concentration just below the critical
plasma density) one could perform interferometric measurements in reﬂection with
a Michelson-type interferometer. The sensitivity of the technique is high enough
to detect free-carrier densities of about 1020 cm−3, which is still much smaller than
the critical density. Moreover, since for such free-carrier concentrations the con-
tribution from the pump-induced optical Kerr-eﬀect becomes negligibly small, one
could think about measuring the temporal evolution of free-carriers during the pump
pulse. Therefore, apart from doing conventional interferometry, one could develop
the setup for broad-band spectral interferometry, which according to Geindre at al.
[118] might in principle provide temporal resolution given not by the duration but
coherence time of the probe pulses, which could be as short as a few femtoseconds.
Using 3 ps-long pulses (obtained by the stretching of 35 fs-short pulses) Geingre at
al. [118] have demonstrated 50 fs temporal resolution of phase measurement. One
could invert their original idea and essentially apply any type of well-deﬁned and
reproducible temporal phase modulation (no random phase!) to femtosecond pulses
in order to broaden their spectra and, therefore, improve temporal resolution down
to a few femtoseconds. However, the precise technical requirements under which
such ultimate temporal resolution can be achieved need to be clariﬁed.
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5 Conclusion
In this work we have presented the technique for ultrafast time-resolved imaging
interferometry and its application to the two diﬀerent problems of laser-matter in-
teraction: femtosecond laser ablation of absorbing solids and optical breakdown in
dielectrics.
The presented detailed analysis of the technique including the optical design of the
Michelson- and Mach-Zehnder-type imaging interferometers, analysis of the image
formation and its relation to the 2D-Fourier-transform algorithm, artifacts in the
reconstructed phase and amplitude maps as well as the physical interpretation of
phase measurements represent a signiﬁcant development in the ﬁeld of time-resolved
imaging interferometry. Without such analysis the results of interferometric mea-
surements would be not so valuable and their interpretation not unique.
Interferometric measurements at an ablating GaAs-surface allowed us to directly ob-
serve several types of transient surface deformations of laser-excited material both
below and above the ablation threshold. The results of interferometric measurements
support the theoretically predicted inhomogeneous ”bubble-like” internal structure
of an ablating layer. The expansion velocity of a hot pressurized laser-molten layer
of material is shown to slow down during the ﬁrst few hundred of picoseconds of
expansion, which strongly indicates the build up of tensile stresses in a liquid upon
expansion (negative pressure). The observed extremely slow large-amplitude re-
versible surface deformations could be explained by the frustrated liquid-gas phase
transition. This motivates further theoretical investigations of femtosecond laser
ablation, which must be focused on the properties of metastable liquids under nega-
tive pressure. The variety of new ﬁndings deduced from the measurements in GaAs
motivate further interferometric studies in diﬀerent materials and possibly using
slightly diﬀerent experimental conﬁgurations. As in the case of the universal New-
ton fringe phenomena we anticipate transient surface deformations to be driven by a
material-independent mechanism. Finally, the price/quality ratio of interferometric
measurements at ablating surfaces appeared to be very attractive and the chances
of fully understanding the basic physical mechanisms of femtosecond laser ablation
in the near future are very good.
Interferometric measurements in transmission made with the help of imaging Mach-
Zehnder-type interferometry aimed to clarify the ionization mechanisms in dielectrics
irradiated by single intense femtosecond laser pulses. Signiﬁcant eﬀorts have been
made to get rid of the propagation eﬀects such as self-phase modulation and self-
focusing, which only represent additional complications in these types of experi-
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ments. The 50 fs-time resolution achieved allowed us to follow the extremely fast
dynamics of free carriers in sapphire and fused silica just after excitation. We were
able to clearly demonstrate that at relatively low intensities below 10 TW/cm2 the
dominant ionization mechanism is the 6-photon ionization, which is polarization
dependent. The surface breakdown threshold does also slightly depend on laser po-
larization. The cross-sections of multiphoton ionization have been determined with
an accuracy, which is much better than in all previously reported studies. However,
at high intensities the spatial averaging in the propagation direction has been shown
to be important. The comparison of experimental data with the results of model
calculations of 1D-pulse propagation in dielectrics suggests that in fused silica the
multiphoton ionization might be the dominant ionization mechanism up to the sur-
face breakdown threshold, whereas for sapphire the ionization mechanism must be
diﬀerent in the pre-breakdown regime. The attempts to compare the experimental
data with the predictions of Keldysh’s theory of photoionization were not successful.
Without redoing Keldysh’s calculations we were able to understand the limitations
and assumptions behind his model calculations. Whereas Keldysh’s general ap-
proach is very interesting and elegant from a theoretical point of view, his model
calculations could not be applied for the given experimental situation. The most im-
portant problem is that high-ﬁeld carrier transport in dielectrics induces extremely
fast electron-lattice collisions, which are not included in Keldysh’s approach. Finally,
the price/quality ratio of interferometric measurements in dielectrics appeared to be
rather moderate and the chances of understanding the ionization mechanisms in
dielectrics in the pre-breakdown regime in the near future are slim.
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