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Abstract 
A symmetrical quasiclassical (SQC) dynamics approach based on the Li-Miller 
(LM) mapping Hamiltonian (SQC-LM) was employed to describe nonadiabatic 
dynamics. In principle, the different initial sampling procedures may be applied in the 
SQC-LM dynamics, and the results may be dependent on the initial sampling. We 
provided various initial sampling approaches and checked their influence. We 
selected two groups of models including site-exciton models for exciton dynamics 
and linear vibronic coupling models for conical intersections to test the performance 
of SQC-LM dynamics with the different initial sampling methods. The results were 
examined with respect to those of the accurate multilayer multiconfigurational 
time-dependent Hartree (ML-MCTDH) quantum dynamics. For both two models, the 
SQC-LM method more-or-less gives a reasonable description of the population 
dynamics, while the influence of the initial sampling approaches on the final results is 
noticeable. It seems that the proper initial sampling methods should be determined by 
the system under study. This indicates that the combination of the SQC-LM method 
with a suitable sampling approach may be a potential method in the description of 
nonadiabatic dynamics.   
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I. INTRODUCTION 
The simulation of nonadiabatic processes in large complex systems is 
challenging due to the breakdown of the Born-Oppenheimer approximation and the 
involvement of a large number of degrees of freedom. 1-3 Several advanced dynamical 
approaches, such as full quantum dynamics methods, 4, 5 Gaussian-wavepacket-based 
dynamics6-15 and rigorous semiclassical dynamics methods1, 2, 16-19, are 
computationally expensive. Although a few of the practical methods such as Ehrenfest 
dynamics20 (or its extension21) and trajectory surface hopping methods16, 22-28 are 
popular due to their computational efficiency, their deficiencies are also well known 
16, 24, 25, 29-32.  
In 1979, Meyer and Miller 33 constructed a mapping Hamiltonian in the 
description of nonadiabatic dynamics. Later, this idea was further rederived by Stock 
and Thoss34 by using Schwinger’s transformation. In short, the MM (Meyer-Miller) 
mapping model constructs a mapping protocol from N discrete quantum states to N 
coupled harmonic oscillators. Previous works showed that it is possible to employ a 
mapping Hamiltonian in the treatment of nonadiabatic dynamics. 16, 17, 35-57  
In the original paper describing the MM mapping Hamiltonian 33, Meyer and 
Miller discussed that it was necessary to introduce the zero-point (ZP) energy of the 
harmonic oscillator into the mapping Hamiltonian. Without such a term, the classical 
dynamics based on the classical mapping Hamiltonian gives the Ehrenfest dynamics. 
In the later work by Stock and Thoss34, they also obtain the ZP energy term in the 
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construction of the mapping Hamiltonian. According to results from numerical testing, 
Previous works recommended to include only a factional part of the zero-point energy 
(ZPE) 55-57 for the electronic mapping degrees of freedom in the classical treatment 
based on the MM mapping model. Recently, Miller and coworkers proposed a 
symmetrical quasi-classical dynamics method based on the MM mapping 
Hamiltonian (SQC-MM)58-60. This method received considerable attention 58, 60-72 due 
to its good performance in terms of both efficiency and accuracy in the treatment of 
several typical nonadiabatic systems. Recently, several SQC-MM related techniques66, 
73-78, such as the triangle windowing technique for weak-nonadiabatic-coupling 
cases66, 79, the modified SQC-MM method for systems with anharmonicity 74, the 
multistate trajectory approach75, 76 and the trajectory-adjusted electronic ZPE 
technique were developed80.   
Miller and coworkers have pointed out that it is also possible to construct the 
mapping models in other ways47, 81-83. For instance, Cotton and Miller 82 showed that 
the mapping Hamiltonian could be constructed by mapping each electronic state to a 
spin ½ degree of freedom rather than a harmonic oscillator. In their benchmark 
calculations, the results showed that these two classical mapping Hamiltonians gave 
very similar results in most cases, while in other cases, an obvious difference existed. 
Overall, the MM mapping version always gave somewhat better results.  
Alternatively, Li and Miller proposed to construct the mapping model by 
mapping several electronic states to several coupled angular momenta81. The z-axis 
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component of quantum angular momentum is mapped to its classical counterpart 
expressed by spatial coordinates and momenta on the x- and y-axes. In their work, 
they also show that the dynamics based on such mapping Hamiltonian with the 
semiclassical initial value representation (SC-IVR) gives the promising results in the 
many-electron fermion systems. 81 Liu 84 proposed a unified theoretical framework to 
derive the mapping model, in which creation/annihilation operators were introduced, 
and their commutation/anti-commutation relations were derived in a rather rigorous 
way. Based on these basic relations, several mapping models can be derived by the 
consideration of various physical variables, which includes the MM and LM models. 
In the recent work by Liu85, the LM model was combined with the linearized SC-IVR 
(LSC-IVR) approach to treat nonadiabatic dynamics in the electron-nucleus coupled 
models, giving the promising results.    
In principle, different mapping Hamiltonians should be equivalent to the original 
Hamiltonian in the quantum mechanical framework. Thus, in the ideal case, we 
always wish that the different mapping Hamiltonians can capture and even predict the 
same dynamical evolution governed by the original Hamiltonian. However, when the 
classical approximation is introduced in the dynamical treatment, the situation 
becomes more complicated. Liu84 already pointed out that the classical evolutions 
based on the MM and LM mapping Hamiltonians give the same results if the 
particular initial conditions are considered in the classical dynamics based on LM 
mapping model. In the MM mapping Hamiltonian, the N states are mapped to the N 
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coupled harmonic oscillator and each harmonic oscillator is characterized by the 
coordinate x and momentum p. In the LM mapping Hamiltonian, the N states are 
mapped to the N coupled angular momenta in the z-axis and each angular momentum 
is characterized by four variables, namely two spatial coordinates and two momentum 
components (
( )kx , ( )kyp , 
( )ky  and ( )kxp ) in the Cartesian coordinate. Liu
84 noticed 
that if the initial conditions satisfy the constraint of ( ) ( )( ) ( )0 0k kyx p=  and 
( ) ( )( ) ( )0 0k kxy p= − , the classical dynamics based on the MM and LM Hamiltonian is 
identical in principle. This nicely provides the interesting connection between the 
classical treatments based on these two mapping Hamiltonian. However, the above 
constraint in the initial sampling is not a necessary condition. Other initial conditions 
may also be chosen in the classical treatment based on the LM Hamiltonian. Because 
there are four variables existing for each angular momentum, some flexible choice of 
the initial conditions should be possible. In principle, different initial conditions 
should give different dynamics results.  
In this work, we first introduced the symmetrical window approach in the initial 
sampling and final assignment of the quantum states for the mapping degrees of 
freedom, giving the symmetrical quasiclassical dynamics for the LM model 
(SQC-LM). Second, we try to suggest different initial sampling ways in the SQC-LM 
dynamics. This show the influence of the initial sampling on the final dynamics 
results. In such way, we systemically evaluate the performance of the SQC-LM 
method. Here, we mainly focus on two groups of typical model systems. The first 
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group of examples includes symmetric and asymmetric site-exciton models that are 
widely used in the description of photoinduced exciton dynamics in biological and 
material systems. We took several site-exciton models and relevant ML-MCTDH 
results from our recent work 86, which focused on the performance of the SQC-MM 
method. The second group of models focus on the linear-vibronic coupling models in 
the description of the nonadiabatic dynamics at conical intersections of polyatomic 
systems. Here, we took the well-known 3-mode and 24-mode linear vibronic models 
for the description of the excited-state dynamics of pyrazine.87, 88 This work should 
improve our understanding of the theoretical insight for the LM mapping Hamiltonian 
in the treatment of nonadiabatic dynamics. 
 
II. THEORETICAL METHODOLOGY 
A. Hamiltonian 
A.1. Site-exciton models 
Site-exciton models have been widely used to describe the photoinduced 
excitonic processes68, 86, 89-92. In this paper, we took several site-exciton models from 
our recent work 86, which represent two localized electronic states (system) coupled to 
many vibrational modes (bath). The system−bath Hamiltonian H reads 
, (1) 
where  denotes the system Hamiltonian (electronic part),  is the bath part 
(vibrational part) and  defines the system−bath couplings (electronic-phonon 
s b sbH H H H= + +
sH bH
sbH
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interaction). The system Hamiltonian is  
, (2) 
where ( ) represents the k-th (l-th) electronic state, ( ) represents the site 
energy of the localized electronic state and  represents the interstate coupling 
between the k-th and l-th electronic state. Each electronic state couples with an 
individual bath. The bath Hamiltonian reads 
, (3) 
where  is the bath-mode number.  and  stand for the momentum and 
position of the j-th vibrational mode in the kth bath coupled with the kth electronic 
state.  is the frequency of the corresponding mode. The electronic-phonon 
interaction Hamiltonian is  
, (4) 
where  is the system-bath coupling constant of the corresponding mode in the 
diagonal elements of the system Hamiltonian. The off-diagonal elements in the 
system Hamiltonian do not depend on the system−bath couplings.  
The continuous Debye-type spectral density 3 was employed to represent the 
bath, 
, (5) 
where c  denotes the characteristic frequency of the bath and  is the 
s k k k k kl l
k l k
H E V   

= + 
k l kE lE
klV
2 21
2
bN
b kj kj kj
k j
H P Q  = + 
bN kjP kjQ
kj
( )
bN
sb k k kj kj
k j
H Q  = − 
kj
( ) 2 2
2 c
c
J


 
=
+

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reorganization energy. The spectral density can also be defined by using many 
discrete bath modes 3 
, (6) 
where the electron-phonon coupling  is  
. (7) 
with a sampling interval . 
Similar to previous work86, we chose 100 modes to perform such discretization. 
This confirms that the same Hamiltonian was employed in both quantum and 
quasiclassical dynamics; whether or not the current discretization is enough to 
reproduce the bath behavior is beyond the current purpose of this work.  
Following our previous work 86, we took a rather simple approach to characterize 
the electron-phonon coupling strength. When the bath organization energy is 
represented by a single mode with a characteristic frequency c , the effective 
electron-phonon coupling strength is 
2
eff c
c

 

= , (8) 
 
A.2. Linear vibronic coupling models  
Linear vibronic coupling models have been widely used to describe the 
nonadiabatic dynamics at conical intersections. Here, we choose the excited-state 
( )2
1
( )
2
N
k ki ki
i
J

    
=
= −
ki
2
( )ki k kiJ  

= 

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internal conversion dynamics of pyrazine via the S1/S2 (nπ*--ππ*) conical intersection 
as the second group of typical examples2. The two lowest excited states of pyrazine 
are strongly coupled to each other, resulting in a conical intersection that opens the 
internal conversion channel and gives rise to very broad absorption spectra with 
interesting vibronic features. Pyrazine often serves as a prototype to examine the 
performance of newly developed dynamical methods2, 16. In this work, we consider 
two models (a 3-mode model and 24-mode model) for the S1/S2 (nπ* -- ππ*) conical 
intersection of pyrazine87, 88. For both of them, the linear vibronic coupling models 
were taken as  
2 2
nuc k kk k k kl l
k k l
H T V V   

= + +  , (9) 
 
where nucT  denotes the nuclear kinetic energy and kkV  and klV  denote the diagonal 
and off-diagonal elements of the electronic potential matrix, which are represented as 
follows 
( )2 21 1
2 2
k
kk k c c t t t t
c t t
V E Q Q Q  = + + +   , (10) 
12 21 c c
c
V V Q= = , (11) 
 
where 
kE , k = 1, 2, are the vertical excitation energies of the nπ
* and ππ* state, 
cQ  is 
the coupling mode, c  is the vibronic coupling constant, tQ  (t = 1, 2 for 3-mode 
model and t = 1, 2, …, 23 for 24-mode model) are the tuning modes, c  and t  
are the corresponding frequencies of these modes, and 
( )k
t  (k = 1, 2, t = 1, 2 for 
3-mode model and t = 1, 2, …, 23 for 24-mode model) represent the gradients of the 
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nπ* and ππ* potentials with respect to the tuning modes. All details and parameters in 
these two models can be found in previous works87, 88.  
 
B. Li-Miller Quasiclassical Methods 
B.1. SQC-LM dynamics  
The Li-Miller mapping Hamiltonian is given as81, 84 
( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
( )
1
( ) ( )
F
k k kk
nn y x
k
k k k k k kk k
kk y x y x
k k
H H x p y p
H x p y p x p y p
=
   


= −
 + − + −
 


 (12) 
In the pure classical treatment, the electronic population of the k-th state can be 
obtained by averaging the quantum occupation number kn  over all trajectories
2, 84, 
( ) ( ) ( ) ( )k k k k
k y xtraj traj
P n x p y p= = − , (13) 
where the bracket
traj
... refers to an average taken over all trajectories. 
In the quasi-classical dynamics, it is possible to estimate the distribution of the 
final quantum states (occupation) by calculating the final values of the action 
variables 
kn  accumulated in square histograms (“bin”) centered at quantum 
occupation values N = 0 or 1. Cotton and Miller proposed that a “bin” idea should be 
employed for both initial-state sampling and final-state assignment, and they applied 
this idea in the SQC-MM method59, 60. We borrowed this idea and define the SQC-LM 
dynamics. After the inclusion of the zero-point (ZP) correction on the electronic 
mapping degrees of freedom 55, 56, 85, the classical LM mapping Hamiltonian becomes   
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( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
( )
1
( ) ( )
F
k k kk
kk y x
k
k k k k k kk k
kk y x y x
k k
H H x p y p
H x p y p x p y p

=
   


= − −
 + − + −
 


, (14) 
where   is the ZP correction parameter.  
 
B.2. Symmetrical Window Methods 
Recently, Cotton and Miller proposed a triangle window function66, 79. We took 
this method into account in this work. For a 2-state model, such functions are defined 
as 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 2 1 2 1 2
2 1 2 1 2 1 2
, 2 1 2 2
, 2 1 2 2
W n n h n h n h n n
W n n h n h n h n n
  
  
=  + −  +  − − −
=  +  + −  − − −
, (15) 
where h(z) is the Heaviside function, h(z) = 0 when z < 0 and h(z) = 1 when z ≥ 0. 
Equation (15) gives two triangle windows. The parameter   is generally chosen to 
be 1/3 for the triangle window function. 
The time-dependent populations a ,m p kP  of the electronic states are evaluated by 
averaging over all trajectories  
( )
( )
( )
1
a ,
1
,... ,...
,... ,...
k k F
m p k F
k k F
k
W n n n
P t
W n n n 

=
=
=
n
n
 (16) 
 
B.3. Initial Sampling Methods 
In the initial sampling, the two coordinates and two momenta should be sampled 
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for each angular momentum. Because only the value of angular momentum defines a 
constrain, different sampling methods can be employed to get different initial 
conditions that return to the correct the angular momentum.   
 
B.3.1. Sampling Method I 
In the SQC-LM dynamics simulations, the initial-state sampling can be 
performed using the action-angle sampling method,84 namely,  
( )
( )
( )
( )
( )
( )
( )
( )
0 cos
0 sin
0 sin
0 cos
k
k
k
k
k
x k
k
y k
x n
y n
p n
p n
 
 
 
 
= +
= − +
= +
= +
, (17) 
where the angle θ ∈ [-π, π). The distribution of 
kn  values depend on the employed 
symmetrical window method. This initial sampling is suggested by Liu 84, which 
satisfies, ( ) ( )( ) ( )0 0k kyx p=  and ( ) ( )
( ) ( )0 0k kxy p= − . It is important to point out that 
the SQC-LM dynamics with this initial sampling method is equivalent to the 
SQC-MM dynamics with the action-angle sampling of mapping variables. 84   
 
B.3.2. Sampling Method II 
We notice that only constraint of the initial sampling is  
( ) ( ) ( ) ( )k k k k
y x kx p y p n − = + . (18) 
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Thus, it is possible to perform the initial sampling according to Eq. (22) without any 
additional constraints. The relevant sampling is implemented in the below procedure. 
We randomly choose 
( )kx ( ( )ky , 
( )k
xp  or 
( )k
yp ) ∈ [-ξ, ξ], where ξ is an arbitrary 
positive number. For instance, we chose ξ =1 here without losing generality. When 
( ) ( ) ( ) ( )k k k k
y xa x p y p= − > 0, we can directly rescale the four variables to achieve the 
correct angular momentum value kn +  according to  
( )
( )
( )
( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
0
0
0
0
k k
k
k k
k
k k
x k x
k k
y k y
x n ax
y n a y
p n a p
p n a p




= +
= +
= +
= +
. (19) 
When 
( ) ( ) ( ) ( )k k k k
y xa x p y p= −  < 0, we simply exchange the values 
( )kx  and  as 
well as the values of ( )k
xp  and 
( )k
yp  to make 
( ) ( ) ( ) ( )k k k k
y xa x p y p= −  > 0. Then the 
above algorithm in Eq. (19) can be employed again to get the initial sampling.  
 
B.3.3. Sampling Method III 
By adding constraints, 
( ) ( )k k
yx p > 0 and 
( ) ( )k k
xy p < 0 after the consideration of 
Eq. (18), we obtain Sampling Method III. When sampling 
( )kx , ( )ky , 
( )k
xp  and 
( )k
yp , we keep the same sign for 
( )kx  and 
( )k
yp , and the different signs for 
( )ky  
and ( )kxp .This gives 
( ) ( ) ( ) ( )k k k k
y xa x p y p= −  > 0. Next, we may employ Eq. (19) to 
get the initial conditions. 
 
( )ky
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B.4. Computational details 
For site-exciton models 68, 86, the initial condition is generated by putting the 
lowest vibrational level of the ground electronic state into the donor state, according 
to the Condon approximation.  
For the 3-mode and 24-mode linear vibronic coupling models for pyrazine, the 
initial condition is generated by putting the lowest vibrational level of the ground 
electronic state into the ππ* state.  
For the nuclear part, Wigner sampling was used for initial sampling. A 
symplectic algorithm84 was employed to propagate the electronic part and nuclear part 
of a trajectory. For the nuclear part, the symplectic algorithm is equivalent to the 
Velocity Verlet algorithm93. The electronic integration time step was 0.001 fs and the 
nuclear integration time step 0.01 fs. For each model, 5000 trajectories were used in 
the calculation.  
 
C. ML-MCTDH 
The MCTDH method 4 and its extension, the ML-MCTDH method 5, 94, 95, are 
numerically accurate full quantum dynamics methods. Discussions on their theoretical 
frameworks and simulation tricks can be found in previous works. 5, 89, 92, 94-97 Similar 
to our previous work 86, we employed these methods to benchmark the accuracy of 
the LM dynamics. The Heidelberg MCTDH package 98 was used to perform the 
ML-MCTDH calculations.  
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III. RESULTS AND DISCUSSION 
 
A. SQC-LM dynamics in symmetric site-exciton models 
The first test set of models represent the symmetric site-exciton models with E
= 0 and 12V = 0.0124 eV, which displays a Rabi oscillation frequency of ~200 cm
-1 in 
the pure electronic dynamics. The dynamic results are collected in Fig. 1.  
In the case of c = 200 cm
-1, the SQC-LM method with all initial conditions 
gives the reasonable results compared with ML-MCTDH method 86, no matter 
whether the system-bath coupling is weak or strong. However, the weaker population 
oscillation amplitudes are obtained by the SQC-LM dynamics with Sampling Method 
II and III. As the contrast, the SQC-LM dynamics using Sampling Method I 
(equivalent to the SQC-MM dynamics with the action-angle sampling of mapping 
variables) shows the good agreement with the ML-MCTDH dynamics. Overall, 
among three sampling method, Sampling Method I is the best selection in the 
SQC-LM dynamics in the description of the current site-exciton model.  
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(a) (b) 
Fig. 1. Time-dependent electronic population of the donor state in various two-state 
models with E = 0 and 12V =0.0124 eV. (a) c = 200 cm
-1, eff c   = 0.5; (b) c
= 200 cm-1, eff c  = 0.7. The ML-MCTDH results are taken from our previous 
work.86 
 
B. SQC-LM dynamics in asymmetric site-exciton models 
For the asymmetric site-exciton models with E = 12V = 0.0124 eV (Rabi 
frequency ~ 224 cm-1) and 
c = 200 cm
-1, the SQC-LM dynamics with the Sampling 
Method I (equivalent to the SQC-MM dynamics) almost reproduces the exact results 
provided by the ML-MCTDH approach, see Fig. 2. The results based on SQC-LM 
dynamics using Sampling Method II and III are still satisfactory, while some minor 
deviation exists and the population oscillation become slighter weaker.  
For both of symmetric and asymmetric site-exciton models, the SQC-LM 
dynamics basically provides the acceptable results while the results are also 
dependent on the initial sampling. Sampling Method II and III seem not improve the 
performance of the SQC-LM dynamics. On the contrary, they gave slightly worse 
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results than Sampling Method I. This indicates that the SQC-LM dynamics with the 
Sampling Method I (equivalent to the SQC-MM dynamics with the action-angle 
sampling of mapping variables) should be chosen for the study of similar systems.   
In the current work, we do not provide the results of site-exciton model with 
high-frequency baths. It is clearly known that the treatment of fast bath modes with 
pure classical dynamics is not correct. However, such problems may be solved by 
using adiabatic renormalization or relevant approaches 86, 99, 100. 
  
(a) (b) 
Fig. 2. Time-dependent electronic population of the donor state in various two-state 
models with E = 0.0124 eV and 12V =0.0124 eV. (a) c = 200 cm
-1, eff c   = 0.5; 
(b) 
c = 200 cm
-1, eff c  = 0.7. The ML-MCTDH results are taken from our 
previous work.86 
 
C.  Linear vibrionic coupling models for conical intersection 
Next, the linear vibronic coupling models for the nonadiabatic dynamics of 
pyrazine are also considered as typical models. In the ML-MCTDH dynamics of the 
3-mode Hamiltonian model with one coupling and two tuning modes, the ππ* 
population decay takes place very quickly, while strong recurrence is observed. Later, 
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the population tends to become stable, see Fig. 3. 
The SQC-LM dynamics with Sampling Method I (equivalent to the SQC-MM 
dynamics) provides fairly reasonable results compared to those of ML-MCTDH for 
3-mode model of pyrazine, while the ππ* state population becomes smaller than that 
of ML-MCTDH after about 150 fs [Fig. 3(a) and Fig. 3(c)]. This implies that the 
SQC-LM with Sampling Method I and ML-MCTDH methods do not give the same 
asymptotic limit and their difference is about 0.1. When other sampling approaches, 
Sampling Method II and III, were employed, the SQC-LM dynamics gives the 
asymptotical limits closer to that of ML-MCTDH.  
When 24-mode model for pyrazine is considered, the overall population decay 
becomes faster in the ML-MCTDH dynamics and the recurrence becomes much 
weaker [Fig. 3(b) and Fig. 3(d)]. This is because the presence of many modes causes 
dissipative effects in the nonadiabatic dynamics. The SQC-LM methods with the 
Sampling Method II and III still show slightly better results than the SQC-LM 
dynamics with Sampling Method I, as shown in Fig. 3(b) and 3(d). Particularly, when 
Sampling Method II is employed, the SQC-LM dynamics seems to be correctly 
capture the long-time dynamics features compared with the ML-MCTDH results. We 
also noticed that this sampling approach also improves the description of the 
oscillation patterns in the time-dependent population. This indicates that the 
performance of the SQC-LM dynamics may be improved by the proper selection of 
different initial conditions, when the conical intersection models are considered. In 
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the current conical intersection model, Sampling Method II is the best choice.  
 
  
(a) (b) 
  
(c) (d) 
Fig. 3. Time-dependent electronic population of the ππ* state in pyrazine models. 
For (a) and (c), the model is 3-mode model; For (b) and (d), the model is 24-mode 
model. The population from 200 to 500 fs is given in (c) and (d) with different 
population-axis range. The ML-MCTDH results are calculated by ourselves, which 
are consistent with previous results.87, 88 
 
It is interesting to notice that two test models in fact show reversed conclusions 
in the discussion of the influence of the different initial sampling on the SQC-LM 
dynamics. In the site-exciton model, Sampling Method I that is defined by using the 
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additional constraint [Eq. (17)] condition gives the best performance of the SQC-LM 
dynamics. This also means that the SQC-MM dynamics with action-angle sampling of 
the mapping variables should behave equally well. However, Sampling Method II that 
is the most flexible sampling approach without any additional constraints seems to 
give the best results in the conical intersection models. This highly indicates that the 
suitable initial conditions may improve the performance of the SQC-LM dynamics 
with the proper selection of the initial condition is system dependent. 
 
IV. CONCLUSIONS 
In this paper, we evaluated the performance of the SQC-LM dynamics in the 
treatment of nonadiabatic dynamics. We considered the window technology and the 
ZP correction for the electronic mapping variables in the SQC-LM dynamics. The 
SQC-LM approach allows the flexible sampling techniques since 4 variables, instead 
of 2 variables in the SQC-MM model, are available for 1 quantum state. Thus, we try 
three sampling ways, namely Sampling Method I, II and III, to generate the initial 
conditions and check the performance of the SQC-LM method with them. Sampling 
Method I is defined by the strong additional condition with ( ) ( ) ( ) ( )0 0k kyx p=  and 
( ) ( ) ( ) ( )0 0k kxy p= − . Under this particular initial sampling, the SQC-LM dynamics and 
the SQC-MM dynamics with action-angle sampling of the mapping variables is 
equivalent. Sampling Method II, do not involve any additional constraints except the 
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value of angular momentum. Sampling Method III lies between them and the 
constraints on the sign for the sampling variables are considered.    
Two types of models are considered to evaluate the efficiency and accuracy of 
the SQC-LM dynamics method. The first group includes site-exciton models and the 
second group includes the typical linear vibronic coupling models for the description 
of conical intersections of pyrazine. In these models, our proposed initial sampling 
approaches show different performances. When the bath frequency is not very high, in 
principle the SQC-LM dynamics with Sampling Method I (equivalent to the 
SQC-MM dynamics) almost reproduces the exact results by ML-MCTDH. With the 
new sampling tricks, the SQC-LM dynamics still gives the reasonable results while 
the oscillation in the population dynamics becomes slightly weaker. As the contrast, 
the other sampling approaches gives the better results in the nonadiabatic dynamics at 
the conical intersections of pyrazine. In this case, the asymptotical limit in the 
population dynamics can be captured by the SQC-LM method with Sampling Method 
II and the description of the oscillation patterns also becomes better. In this sense, the 
SQC-LM method outperforms the SQC-LM dynamics with Sampling Method I 
(equivalent to the SQC-MM dynamics) in the linear vibronic coupling model for the 
conical intersection of pyrazine, if the proper initial condition is employed,   
Overall, it is clear that the results of the SQC-LM dynamics may be relevant to 
the different choice of the initial conditions. Because the relation between the 
population and two pairs of coordinates/momenta defines the single constraint to 
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perform the initial sampling, this implies that it is possible to develop other more 
flexible sampling ways to achieve the better performance of the SQC-LM dynamics. 
In this sense, the SQC-LM approach and LM mapping Hamiltonian are very 
promising in the description of nonadiabatic dynamics. At the same time, it is 
certainly interesting to combine other semiclassical dynamics approaches and the LM 
mapping Hamiltonian for the development of the novel nonadiabatic dynamics 
approaches. 
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APPENDIX I． Li-Miller Model  
The Hamiltonian operator of the N-state system is expressed as  Hˆ
24 
 
,
ˆˆ
kk k k
k k
H h   

= , (20) 
where ( k  or 'k ) is the k-th (or k -th) quantum state of the system. The diagonal 
element of ( )ˆkkh k k =  includes the nuclear kinetic energy and potential energy on 
the k-th electronic state, while the off-diagonal element ( )ˆkkh k k   denotes the 
interstate couplings between the k-th and k -th states.  
The bra-ket form is given by a pair of creation and annihilation operators  
ˆ ˆ
ˆ ˆ
k k
k k
k k a a
k k a a
+
+

=
 =
. (21) 
Three angular momentum operators are defined as 
( )
( )
( )
ˆ ˆ ˆ+
ˆ ˆ-
ˆ
ˆ ˆ ˆ,
k
x k k
k k k
y
k
z k k
a a
a a
i
a a



+
+
+
=
=
 =  
. (22) 
The commutation relation between them is 
( ) ( ) ( )ˆ ˆ ˆ,
2
k k k
a b abc c
i
     =
 
, (23) 
where the Levi-Civita symbol  is equal to 1 for cyclic permutations of xyz, -1 for 
anti-cyclic permutations, and 0 for a = b. Considering Eqs. (21), (22) and (23), the 
N-state Hamiltonian in Eq. (20) becomes 
( ) ( ) ( ) ( ) ( ) ( )( )( )1 1ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ, , ,
2 2 2
k k k k k kk
x y kk x y y x kk
k k k
i
H H i i H     
 


      = + + −       
 1 . (24) 
Then, the quantum angular momentum is remapped to its classical counterpart 
, and we have  
, (25) 
abc
L = x p
a b b a abc cx p x p L− =
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where  and . Finally, this gives the 
Li-Miller mapping Hamiltonian [Eq. (12)]. 81, 84 Taking ZP correction into account, 
Eq. (14) is obtained. The equations of motion can be obtained as  
( )
( )
( )
( ) ( )
( )
( ) ( )
( )
( ) ( )
( )
( ) ( ) ( )
( )
kk k
kk kkk
k kx
kk k
kk kkk
k ky
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x kk y kk yk
k k
k k k
y kk x kk xk
k k
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y H x H x
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p H p H p
x
H
p H p H p
y













= = − −


= = +


= − = − −


= − = +





. (26) 
 
APPENDIX II． Further Discussion on Initial Sampling 
Liu84 proposed to use action-angle method to sample the initial coordinates and 
momenta of the electronic part, which is Sampling Method I in the current work in 
which the ZP correction and window trick are considered. Actually, combining this 
initial sampling, ( ) ( ) ( ) ( )0 0k kyx p=  and 
( ) ( ) ( ) ( )0 0k kxy p= − , with the equations of 
motion [Eq. (26)], we can obtain 
( ) ( ) ( ) ( )k kyx t p t=  and 
( ) ( ) ( ) ( )k kxy t p t= −  at any 
time t. This goes back to quasiclassical dynamics based on the MM model. However, 
when the symplectic method is employed to propagate the classical trajectory in the 
implementation of the LM dynamics, the coordinates and momentum components are 
updated in the two successive steps. Thus; after some propagation time, the 
( ) ( ) ( ) ( )k kyx t p t=  and 
( ) ( ) ( ) ( )k kxy t p t= −  may not always be satisfied with time being. 
   , , , ,a b bx x x x y z=    , , , ,a b b x y zp p p p p p=
26 
 
In this case, some deviation may appear in the long-time single-trajectory propagation 
for the LM dynamics and MM dynamics.  
It is also important to figure out that this initial sampling always gives  
( )( ) ( )( ) ( )( ) ( )( )
2 2 2 2
( ) ( ) ( ) ( )k k k k
x yx t y t p t p t+ = + . (27) 
Thus, the length of the coordinate vector is always the same as the length of the 
momentum vector, i.e., =x p . If the interstate coupling is not considered, the 
trajectory will propagate along a circle in the x-y plane with the radius 
( )( ) ( )( )
2 2
( ) ( )k kx t y t= +x .  
If we assume =x p , it is also possible to show that the classical LM 
dynamics with this initial sampling is also equivalent to the classical MM dynamics. 
When  =1, we go back to the above special situation with =x p .  
When different parameters for different quantum states are used, i.e.,  
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
0 0 0
0 0 0
k k k
y
k k k
x
x p
y p


=
= −
, (28) 
where ( ) ( ) ( ) ( )0 0k k  . Then the classical LM model is different to the classical 
MM model.   
If there is no any additional restriction on the sign of ( ) ( )0k  and ( ) ( )0k , we 
get Sampling Method II. When we restricted 
( ) ( )0k  > 0 and ( ) ( )0k  > 0, 
Sampling Method III is achieved. 
 
REFERENCE 
1. W. Domcke, D. R. Yarkony and H. Köppel, Conical intersections: theory, 
computation and experiment, World Scientific, 2011. 
27 
 
2. W. Domcke, D. R. Yarkony and H. Köppel, Conical Intersections: Electronic 
Structure, Dynamics and Spectroscopy, World Scientic, Singapore, 2004. 
3. V. May and O. Kühn, Charge and Energy Transfer Dynamics in Molecular 
Systems, Wiley-VCH Verlag GmbH & Co., KGaA,Boschstr. 12, 69469 
Weinheim, Germany, 2011. 
4. M. H. Beck, A. Jackle, G. A. Worth and H. D. Meyer, Phys. Rep., 2000, 324, 
1-105. 
5. H. B. Wang and M. Thoss, J. Chem. Phys., 2003, 119, 1289-1299. 
6. B. F. E. Curchod and T. J. Martínez, Chem. Rev., 2018, 118, 3305-3336. 
7. M. Ben-Nun and T. J. Martínez, J. Chem. Phys., 2000, 112, 6113-6121. 
8. T. J. Martínez, M. BenNun and R. D. Levine, J Phys Chem-Us, 1996, 100, 
7884-7895. 
9. M. Ben-Nun and T. J. Martínez, Adv. Chem. Phys., 2002, 121, 439-512. 
10. G. A. Worth and I. Burghardt, Chem. Phys. Lett., 2003, 368, 502-508. 
11. G. A. Worth, M. A. Robb and I. Burghardt, Faraday Discuss., 2004, 127, 
307-323. 
12. G. A. Worth, M. A. Robb and B. Lasorne, Mol. Phys., 2008, 106, 2077-2091. 
13. G. W. Richings, I. Polyak, K. E. Spinlove, G. A. Worth, I. Burghardt and B. 
Lasorne, Int Rev Phys Chem, 2015, 34, 269-308. 
14. D. V. Shalashilin, J. Chem. Phys., 2009, 130, 244101. 
15. S. Romer and I. Burghardt, Mol. Phys., 2013, 111, 3618-3624. 
16. G. Stock and M. Thoss, Adv. Chem. Phys., 2005, 131, 243-375. 
17. X. Sun and W. H. Miller, J. Chem. Phys., 1997, 106, 6346-6353. 
18. R. Kapral and G. Ciccotti, J. Chem. Phys., 1999, 110, 8919-8929. 
19. R. Kapral, Annu. Rev. Phys. Chem., 2006, 57, 129-157. 
20. X. Li, J. C. Tully, H. B. Schlegel and M. J. Frisch, J. Chem. Phys., 2005, 123, 
084106. 
21. C. Y. Zhu, A. W. Jasper and D. G. Truhlar, J. Chem. Phys., 2004, 120, 
5543-5557. 
22. J. C. Tully, J. Chem. Phys., 1990, 93, 1061-1071. 
23. R. Crespo-Otero and M. Barbatti, Chem. Rev., 2018, 118, 7026-7068. 
24. J. E. Subotnik, A. Jain, B. Landry, A. Petit, W. J. Ouyang and N. Bellonzi, 
Annu. Rev. Phys. Chem., 2016, 67, 387-417. 
25. L. J. Wang, A. Akimov and O. V. Prezhdo, J. Phys. Chem. Lett., 2016, 7, 
2100-2112. 
26. S. Mai, P. Marquetand and L. González, Wiley Interdiscip. Rev.: Comput. Mol. 
Sci., 2018, 8, e1370. 
27. H. T. Chen and D. R. Reichman, J. Chem. Phys., 2016, 144, 094104. 
28. U. Müller and G. Stock, J. Chem. Phys., 1997, 107, 6230-6245. 
29. G. Granucci, M. Persico and A. Zoccante, J. Chem. Phys., 2010, 133, 134111. 
30. G. Granucci and M. Persico, J. Chem. Phys., 2007, 126, 134114. 
31. J. Y. Fang and S. Hammes-Schiffer, J. Phys. Chem. A, 1999, 103, 9399-9407. 
28 
 
32. M. J. Bedard-Hearn, R. E. Larsen and B. J. Schwartz, J. Chem. Phys., 2005, 
123, 234106. 
33. H. D. Meyer and W. H. Miller, J. Chem. Phys., 1979, 70, 3214-3223. 
34. G. Stock and M. Thoss, Phys. Rev. Lett., 1997, 78, 578-581. 
35. M. Thoss and G. Stock, Phys. Rev. A, 1999, 59, 64-79. 
36. W. H. Miller, J. Phys. Chem. A, 2001, 105, 2942-2955. 
37. D. V. Shalashilin and M. S. Child, J. Chem. Phys., 2004, 121, 3563-3568. 
38. M. Spanner, V. S. Batista and P. Brumer, J. Chem. Phys., 2005, 122, 084111. 
39. R. Saha and M. Ovchinnikov, J. Chem. Phys., 2006, 124, 204112. 
40. C. Venkataraman, J. Chem. Phys., 2011, 135, 204503. 
41. G. Tao, J. Phys. Chem. A, 2013, 117, 5821-5825. 
42. T. J. H. Hele and N. Ananth, Faraday Discuss., 2016, 195, 269-289. 
43. H. H. Teh and Y. C. Cheng, J. Chem. Phys., 2017, 146, 144105. 
44. M. S. Church, T. J. H. Hele, G. S. Ezra and N. Ananth, J. Chem. Phys., 2018, 
148, 102326. 
45. M. Thoss and H. Wang, Annu. Rev. Phys. Chem., 2004, 55, 299-332. 
46. E. Rabani, S. A. Egorov and B. J. Berne, J. Phys. Chem. A, 1999, 103, 
9539-9544. 
47. H. D. Meyer and W. H. Miller, J. Chem. Phys., 1979, 71, 2156-2169. 
48. A. E. Orel and W. H. Miller, J. Chem. Phys., 1980, 73, 241-246. 
49. R. Currier and M. F. Herman, J. Chem. Phys., 1985, 82, 4509-4516. 
50. I. Benjamin and K. R. Wilson, J. Chem. Phys., 1989, 90, 4176-4197. 
51. H. Guo and G. C. Schatz, J. Chem. Phys., 1990, 92, 1634-1642. 
52. S. Dilthey, B. Mehlig and G. Stock, J. Chem. Phys., 2002, 116, 69-78. 
53. W. H. Miller, W. L. Hase and C. L. Darling, J. Chem. Phys., 1989, 91, 
2863-2868. 
54. G. H. Peslherbe and W. L. Hase, J. Chem. Phys., 1994, 100, 1179-1189. 
55. U. Müller and G. Stock, J. Chem. Phys., 1999, 111, 77-88. 
56. G. Stock and U. Müller, J. Chem. Phys., 1999, 111, 65-76. 
57. A. A. Golosov and D. R. Reichman, J. Chem. Phys., 2001, 114, 1065-1074. 
58. W. H. Miller and S. J. Cotton, Faraday Discuss., 2016, 195, 9-30. 
59. S. J. Cotton and W. H. Miller, J. Phys. Chem. A, 2013, 117, 7190-7194. 
60. S. J. Cotton and W. H. Miller, J. Chem. Phys., 2013, 139, 234112. 
61. S. J. Cotton, K. Igumenshchev and W. H. Miller, J. Chem. Phys., 2014, 141, 
084104. 
62. W. H. Miller and S. J. Cotton, J. Chem. Phys., 2015, 142, 131103. 
63. A. Jain and J. E. Subotnik, J. Phys. Chem. A, 2018, 122, 16-27. 
64. N. Bellonzi, A. Jain and J. E. Subotnik, J. Chem. Phys., 2016, 144, 154110. 
65. T. E. Li, A. Nitzan, M. Sukharev, T. Martínez, H. T. Chen and J. E. Subotnik, 
Phys. Rev. A, 2018, 97, 032105. 
66. S. J. Cotton and W. H. Miller, J. Chem. Phys., 2016, 145, 144108. 
67. J. Zheng, Y. Xie, S. s. Jiang, Y. z. Long, X. Ning and Z. g. Lan, Chin. J. Chem. 
29 
 
Phys., 2017, 30, 800-810. 
68. S. J. Cotton and W. H. Miller, J. Chem. Theory Comput., 2016, 12, 983-991. 
69. G. Tao, J. Chem. Theory Comput., 2015, 11, 28-36. 
70. G. Tao, J. Phys. Chem. C, 2014, 118, 17299-17305. 
71. G. Tao, J. Phys. Chem. C, 2014, 118, 27258-27264. 
72. R. Liang, S. J. Cotton, R. Binder, R. Hegger, I. Burghardt and W. H. Miller, J. 
Chem. Phys., 2018, 149, 044101. 
73. S. J. Cotton, R. B. Liang and W. H. Miller, J. Chem. Phys., 2017, 147, 
064112. 
74. A. A. Kananenka, C.-Y. Hsieh, J. Cao and E. Geva, J. Phys. Chem. Lett., 2017, 
9, 319-326. 
75. G. Tao, J. Chem. Phys., 2016, 144, 094108. 
76. G. Tao, J. Chem. Phys., 2017, 147, 044107. 
77. G. H. Tao, J. Phys. Chem. Lett., 2016, 7, 4335-4339. 
78. G. H. Tao and N. Shen, J. Phys. Chem. A, 2017, 121, 1734-1747. 
79. S. J. Cotton and W. H. Miller, J. Chem. Phys., 2019, 150, 104101. 
80. S. J. Cotton and W. H. Miller, J. Chem. Phys., 2019, 150, 194110. 
81. B. Li and W. H. Miller, J. Chem. Phys., 2012, 137, 154107. 
82. S. J. Cotton and W. H. Miller, J. Phys. Chem. A, 2015, 119, 12138-12145. 
83. B. Li, E. Y. Wilner, M. Thoss, E. Rabani and W. H. Miller, J. Chem. Phys., 
2014, 140, 104110. 
84. J. Liu, J. Chem. Phys., 2016, 145, 204105. 
85. X. He and J. Liu, J. Chem. Phys., 2019, 151, 024105. 
86. Y. Xie, J. Zheng and Z. Lan, J. Chem. Phys., 2018, 149, 174105. 
87. G. A. Worth, H. D. Meyer and L. S. Cederbaum, J. Chem. Phys., 1998, 109, 
3518-3529. 
88. R. Schneider and W. Domcke, Chem. Phys. Lett., 1988, 150, 235-242. 
89. S. Jiang, J. Zheng, Y. Yi, Y. Xie, F. Yuan and Z. Lan, J. Phys. Chem. C, 2017, 
121, 27263-27273. 
90. Y. Xie, J. Zheng and Z. Lan, J. Chem. Phys., 2015, 142, 084706. 
91. H. Tamura, I. Burghardt and M. Tsukada, J. Phys. Chem. C, 2011, 115, 
10205-10210. 
92. M. Schröter, S. D. Ivanov, J. Schulze, S. P. Polyutov, Y. Yan, T. Pullerits and 
O. Kühn, Phys. Rep., 2015, 567, 1-78. 
93. W. C. Swope, H. C. Andersen, P. H. Berens and K. R. Wilson, J. Chem. Phys., 
1982, 76, 637-649. 
94. U. Manthe, J. Chem. Phys., 2008, 128, 164116. 
95. O. Vendrell and H.-D. Meyer, J. Chem. Phys., 2011, 134, 044135. 
96. Q. Meng, S. Faraji, O. Vendrell and H.-D. Meyer, J. Chem. Phys., 2012, 137, 
134302. 
97. J. Zheng, Y. Xie, S. Jiang and Z. Lan, J. Phys. Chem. C, 2016, 120, 
1375-1389. 
30 
 
98. O. Vendrell and H.-D. Meyer. The MCTDH Package, Version 8.5 (2011). See 
http://mctdh.uni-hd.de 
99. A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher, A. Garg and W. 
Zwerger, Rev. Mod. Phys., 1987, 59, 1-85. 
100. S. Chakravarty and S. Kivelson, Phys. Rev. Lett., 1983, 50, 1811-1814. 
 
