Abstract Nonlinear convex cone programs (NCCP) are important problems with many practical applications, but these problems are hard to solve by using existing methods. This paper introduces a flexible first-order primaldual augmented Lagrangian decomposition algorithm called Varying Auxiliary Problem Principle (VAPP) for solving NCCP when the objective or constraints are nonseparable and possibly nonsmooth. This method can serve as a framework for a decomposition algorithm to solve composite NCCP. Each iteration of VAPP generates a nonlinear approximation to the primal problem of an augmented Lagrangian method. The approximation incorporates both linearization and a variable distance-like function or auxiliary core function. In this way, the primal problem can be decomposed into smaller subproblems, each of which has a closed-form solution or an easily approximated solution. Moreover, these subproblems can be solved in a parallel way. This paper proves convergence and an O(1/t) convergence rate on average for primal suboptimality, feasibility, and dual suboptimality. A backtracking scheme is discussed to treat the case where the Lipschitz constants are not known or computable.
Introduction
In this paper, we consider the nonlinear convex cone-constrained optimization problem known as a nonlinear convex cone program (NCCP): (P): min G(u) + J(u) s.t Θ(u) = Ω(u) + Φ(u) ∈ −C u ∈ U.
(1)
where G is a convex smooth function on the closed convex set U ⊂ R n and J is a convex, possibly nonsmooth function on U ⊂ R n . Ω is a smooth and Φ is a possibly nonsmooth mapping from R n to R m . Θ(u) is C-convex and C is a nonempty closed convex cone in R m with vertex at the origin, that is, αC + βC ⊂ C, for α, β ≥ 0. It is obvious that whenC (the interior of C) is nonempty, the constraint Θ(u) ∈ −C corresponds to an inequality constraint. The case C = {0} corresponds to an equality constraint. C * denotes the conjugate cone. C * = {y| y, x ≥ 0, ∀x ∈ C}. NCCP is an important and challenging problem class from the viewpoint of optimization theory. Nonlinear programming, nonlinear semi-infinite programming (Goberna and López [23] , López and Still [38] , Shapiro [47] ), and nonlinear second-order cone programming (Alizadeh and Goldfarb [1] and Bonnans and Ramírez [10] ) are special classes of NCCP.
Furthermore, NCCP has numerous applications such as robust optimization (Ben-Tal and Nemirovski [6] and Ben-Tal et. al. [7] ), finite impulseresponse filter design (Lobo et. al . [37] , Wu et. al. [54] ), total variation denoising and compressed sensing (Candès et. al. [13] and Donoho [20] ), resource allocation (Patriksson [40] , Patriksson and Strömberg [41] ), nonlinear secondorder cone programming (NSOCP) (Fukushima et. al. [22, 29, 30] , Yamashita and Yabe [56] ), and so on.
Recently, one class of NCCP with nonlinear inequality constraints has received much attention in the compressed sensing and machine learning fields, such as the least absolute shrinkage and selection operator (LASSO) problem, the basis pursuit denoising (BPDN) problem, and the support vector machine (SVM) problem. Van Den Berg and Friedlander [51, 52] proposed a root-finding algorithm to solve sparse optimization problems with least-squares constraints; the performance of this algorithm depends on the author's minimizer of least squares over a convex set. Using duality, Shefi and Teboulle [48] proposed a first-order approach for minimizing a nonsmooth objective over one smooth inequality.
For general convex programming, the augmented Lagrangian method is an approach which can overcome the instability and nondifferentiability of the dual function of the Lagrangian. Furthermore, the augmented Lagrangian of a constrained convex program has the same solution set as the original constrained convex program. The augmented Lagrangian approach for equalityconstrained optimization problems was introduced in Hestenes [25] and Powell [42] , then extended to inequality-constrained problems by Buys [12] . Theoretical properties of the augmented Lagrangian duality method on a finite-dimensional space were investigated by Rockafellar [44] . Some properties of the augmented Lagrangian in finite-dimensional cone-constrained optimization are provided by Shapiro and Sun [46] .
Although the augmented Lagrangian approach (Uzawa algorithm) has several advantages, it does not preserve separability, even when the initial problem is separable. One way to decompose the augmented Lagrangian is ADMM (Fortin and Glowinski [21] ). ADMM can handle convex problems with linear constraints and apply a well-known Gauss-Seidel-like minimization strategy. Another way to overcome this difficulty is the Auxiliary Problem Principle of augmented Lagrangian methods (APP-AL) (Cohen and Zhu [18] and Zhu [59] ), which is a fairly general first-order primal-dual parallel decomposition method based on linearization of the augmented Lagrangian in separable or nonseparable, smooth or nonsmooth NCCP. APP-AL can solve nonlinear cone constrained optimization which cannot be handled by ADMM.
Our previous work on NCCP and motivation of further study
There are two types of nonlinear convex cone programming as follows:
NCCP with nonlinear separable constriants NCCP with composite cone constraints
. . , N. u i ∈ U i , i = 1, 2, . . . , N.
Consider the NCCP with the following space decomposition for U:
Cohen and Zhu [18] proposed the Auxiliary Problem Principle method using the augmented Lagrangian (APP-AL) to solve (P a ):
Auxiliary Problem Principle (APP-AL)
Initialize u 0 ∈ U and p 0 ∈ C * for k = 0, 1, · · · , do
end for
In the APP-AL algorithm, a core function K(u) is introduced. The objective function of (AP k ) is obtained by keeping the separable part J(u) and Θ(u), linearizing the coupling part G(u) and the nonlinear term ϕ Θ(u), p) in the augmented Lagrangian, and adding a regularization term
, u ] (Bregman distance function). Π(·) is the projection on C * . In [18] , it is shown that the sequence generated by this algorithm converges to the saddle point of NCCP.
To solve a NCCP with nonlinear composite cone constraints (P b ), they also proposed a variant algorithm in which the term involving
From the point of view of decomposition, the interesting part of the APP-AL algorithm is as follows.
If we chose an additive core function
, then the problem (AP k ) splits into N independent subproblems. Thanks to this decomposable property, excellent numerical performance can be achieved and APP-AL has become the main theoretical basis of parallel computing software such as DistOpt [19, 39] . Additionally, APP-AL has wide applications in engineering systems. In particular, this approach was adopted by Kim and Baldick and by Renaud to parallelize optimal power flow in very large interconnected power systems [31, 32, 43] . For effective implementation of APP-AL, the suitable choice of parameters is the key factor affecting the convergence performance of the algorithm. (Cao et. al. [14] , Hur et. al. [28] )
Large-scale optimization has recently attracted significant attention due to its important role in big data analysis. During the last decade, ADMM has experienced a surge of popularity coming from its applicability to the solution for problems of image processing, statistics and machine learning.
In this paper we further investigate APP-AL and propose a new algorithm based on APP-AL. Our objective is to develop a new parallel algorithm that is efficient for big data applications. To solve the two types of NCCP, we should further study APP-AL on the following issues:
(i) Propose a flexible Variant Auxiliary Problem Principle (VAPP) algorithm with variable step size ǫ k . Based on VAPP, develop a backtracking strategy to treat the case where Lipschitz constants are not known or computable.
(ii) For each type of NCCP, derive global convergence and convergence rates for VAPP in order to find a high-quality solution by using a small number of iterations. (iii) Keep each computational step of VAPP simple and easy to perform for variant NCCP. (iv) Develop sufficient conditions of C-convexity for nonlinear mapping Θ and exploit the implementation of VAPP for practical applications.
Related work
We briefly review some recent work on nonlinear composite convex optimization with special cone constraints. First we review various existing methods that can be applied to solve NCCP with affine mapping, that is,
Recently, Chambolle and Pock [15] proposed a primal-dual algorithm (PDA) that can solve composite convex-concave saddle point problems associated with
The sequence generated by PDA converges to one saddle point of (P 1 ). Chambolle and Pock have given refined ergodic convergence rates O(1/t) in terms of the primal-dual gap function. The schemes of the PDA and APP-AL algorithms for solving (P 1 ) are as follows:
where · is the ℓ 2 norm defined on R n . Compared to APP-AL, PDA only needs one projection on C * . However, more intermediate data (u k+1 , u k , p k ) is required to update the dual. Aybat and Hamedani [3] proposed a distributed ADMM-like method for resource sharing under conic constraints over time-varying networks.
Another ADMM-type scheme to solve (P 1 ) introduces a "copy variable". Let v = Au − b. Then (P 1 ) can be transformed to the following composite convex minimization with two blocks of linear equality constraints:
Recently, Li et. al. [36] proposed a majorized ADMM with indefinite proximal terms for solving linearly constrained 2-block convex optimization. They showed that the sequence generated by this algorithm converges to a primaldual optimization solution. They also showed global convergence and provided the nonergordic iteration complexity O(1/t). Gao and Zhang [55] have extended the ADMM method and proposed the Alternating Proximal Gradient Method of Multiplier (APGMM). They also provide a convergence result as well as primal suboptimality and feasibility O(1/t) in ergodic sense. Both two ADMM-type schemes can solve (P 2 ). The ADMM-type and APP-AL algorithm for solving problem (P 2 ) are given as follows respectively:
In contrast to the parallel computation in APP-AL, majorized ADMM and APGMM use a Gauss-Seidel-like strategy for u and v respectively. When we consider the special convex cone C = R m + , NCCP becomes a composite convex program with convex inequality constraints:
Very recently, Yu and Neely [58] proposed the primal-dual parallel-type algorithm (YN) to solve (P 3 ). They showed that the convergence rate of their algorithm is O(1/t) in ergodic sense. For comparison, the YN algorithm and the APP-AL method for solving (P 3 ) with separable constraints are given as follows:
In the YN algorithm, the dual update is 
In the primal computation process, the YN algorithm doesn't require the operator max{0, ·} as in the APP-AL scheme. For solving (P 3 ) with composite constraints, the YN algorithm requires the restrictive condition of boundedness for U.
Finally, we note that all these related schemes and APP-AL use a firstorder proximal technique and constant step size ǫ. In addition, the Lipschitz continuity condition for ∇G(u) and restricted choice of parameter ǫ are required to guarantee convergence for these algorithms.
Contribution and outline of this paper
We extend the APP-AL decompositions of Cohen and Zhu [18] and Zhu [59] to accommodate the varying step size in each iteration. We refer to our approach as the Variant Auxiliary Problem Principle (VAPP). We believe that our contributions through this work are the following:
(i) We develop the VAPP method for nonlinear cone-constrained composite optimization when the objective or constraints are possibly nonseparable and nonsmooth. This method can serve as a framework for a decomposition algorithm to solve composite NCCP. Each iteration of VAPP generates a nonlinear approximation to the primal problem of an augmented Lagrangian method. The approximation incorporates both linearization and a variable distance-like function or auxiliary core function. In this way, the primal problem can be decomposed into smaller subproblems, each of which has a closed-form solution or an easily approximated solution. Moreover, these subproblems can be solved in a parallel way. (ii) We establish O(1/t) convergence rate results in the average sense for primal suboptimality, feasibility, and dual suboptimality. (iii) We derive the average approximate saddle point on bounded set. (iv) We propose a backtracking scheme to treat the case in which the Lipschitz constants are not known or computable.
The rest of this paper is organized as follows. Section 2 is devoted to the preliminaries that we will use in this paper. In section 3 and 4, we propose the updating scheme VAPP-a for solving NCCP with separable constraints and VAPP-b for solving NCCP with nonseparable constraints. Convergence and convergence rate analyses are also provided. Section 5 is devoted to VAPP with backtracking for NCCP. In section 6 we discuss the estimation of the bound for the dual optimal solution. In section 7, we provide applications of VAPP to robust quadratic programming and multiple kernel learning. Finally, we end our paper with some conclusions.
Preliminaries
In this section, we recall the notation for the Lagrangian and augmented Lagrangian for nonlinear optimization with cone constraints, C-convexity of mappings, the projection onto a convex set, and the properties of differentiable functions.
2.1 Lagrangian and augmented Lagrangian duality and saddle point optimality conditions for nonlinear cone optimization
, and a saddle point (u
The dual function ψ is defined as ψ(p) = min u∈U L(u, p), ∀p ∈ C * which is concave and sub-differentiable. We consider the primal-dual pair of nonlinear convex cone optimization problems:
Throughout this paper, we make the following standard assumptions for problem (P):
(ii) G is convex and differentiable; its derivative is Lipschitz with constant B G .
Note that (9) means that Θ is affine when C = {0}.
(v) Constraint Qualification Condition. WhenC = ∅, we assume that
For the case C = {0}, we assume that 0 ∈ interior of Θ(U).
Condition (i), (ii) and (iv) guarantee that (P) is a convex problem. Combining this fact with (iii), the problem solution set is nonempty and bounded. The CQC condition (v) implies that the Lagrangian dual function is coercive and the dual optimal solution set is bounded [18] . Under Assumption 1, we have that (u * , p * ) is a saddle point if and only if u * and p * are, respectively, optimal solutions to the primal and dual problems (P) and (D) with no duality gap, that is, (G + J)(u * ) = ψ(p * ). (See Shapiro and Scheinberg [45] )
It is well known that augmented Lagrangians are a remedy to the duality gaps encountered with original Lagrangians for nonconvex problems. As we shall see, augmented Lagrangians also useful for convex, but not strongly convex, problems. The augmented Lagrangian associated with problem (P) is defined as
Consider the following function ϕ :
Introducing a multiplier q ∈ C * for the minimization problem (13) with respect to the linear cone constraint, we obtain the equivalent formulation for ϕ(θ, p):
This provides the explicit expression
The augmented Lagrangian dual function is defined as:
Using ψ γ (p), we obtain the following new primal-dual pair of nonlinear convex cone optimization problems:
The saddle point of the augmented Lagrangian (u
The following theorem applies to the saddle point for the augmented Lagrangian L γ (see Cohen and Zhu [18] ).
The point (u * , p * ) is a saddle point if and only if u * and p * are optimal solutions to the primal and dual problems (P) and (D γ ), respectively.
It is easy to see that the variational inequality reformulation of problems (P) and (D) is to find (u * , p * ) ∈ U × C * such that the system of primal-dual variational inequalities holds, that is,
The following lemma states that for any given bounded set of dual points, the corresponding optimizer of the augmented Lagrangian is bounded.
Lemma 1 Suppose Assumption 1 holds. Let B p be a bounded set:
Proof Suppose the assertion of the lemma does not hold, that is, for any κ > 0, there is p j ∈ B p so that all optimizersû(p
On the other hand, we observe that
However, the boundness of {p j } and the continuity of ψ γ (·), we conclude ψ γ (p j ) is bounded, which follows one contradiction and assertion of lemma is provided.
⊓ ⊔
Technical preliminaries

C-convexity of mapping
First note that the affine mapping Θ(u) = Au − b is C-convex for any convex cone C.
is C-convex if its elements are convex. Although in [11] , Boyd and Vandenberghe presented some conditions for Cconvexity of a mapping (or convexity with respect to general inequalities), it is generally difficult to verify the C-convexity of mapping Θ(u) directly. The following lemma gives sufficient conditions for C-convexity of a mapping. These conditions are useful in applications (see Section 7).
Lemma 2 Let g 0 (u) be convex on R n and g(u) be a vector function, g(u) =
⊤ ∈ R l be a nonegative vector with
. Then the following statements hold:
which implies that Θ αu
The properties of projection on convex set
Let S be a nonempty closed convex set of R m . For u ∈ R m , let Π S (u) be the projection on S. Then we have that [16] :
Another useful property of the projection operator is given by the following proposition.
Proof Since Π S (w + u) ∈ S, using the property of projection (20), we have
It is clear that
Adding the preceding two inequalities, yields (22) . ⊓ ⊔ Next, we consider the projection onto a convex cone. Let Π and Π −C be the projection on C * and −C. The projection is characterized by the following conditions (see Wierzbicki [53] ):
The properties of differentiable functions and mappings
Lemma 3 Let the function f be convex and differentiable on U.
(ii) If the derivative of f is Lipschitz with constant B f , then
(iii) Let Ω be a C-convex mapping from U to C. Suppose its derivative exists and meets the following condition: ∃T ∈ C such that
Proof The statements (i) and (ii) are classical; the proof is omitted (see Zhu and Marcotte [60] ). For proof of (iii), see Cohen [17] . ⊓ ⊔ 3 VAPP method for solving NCCP with separable constraints 3.1 Scheme VAPP-a and solutions for primal subproblem Based on the augmented Lagrangian theory, in this subsection we will establish a new first-order primal-dual augmented Lagrangian parallel algorithm to solve (P a ). To extend the augmented Lagrangian decomposition method of Cohen and Zhu [18] , we introduce the core function K(·) and variable parameter ǫ k , ǫ k > 0. K(·) satisfies the following assumption: Assumption 2 K is strong convex with parameter β > 0 and differentiable with its gradient Lipschitz continuous with the parameter B on U. [5, 18] . From Assumption 2 we have:
There are two popular auxiliary functions K which satisfy Assumption 2.
First one is 2 , where · Q is the Q-quadratic norm associated with positive definite matrix Q (i.e., Q ≻ 0),
We assume the sequence {ǫ k } satisfying:
For given u k and p k , we take following approximation of augmented La-
(See Cohen and Zhu [18] ). Now, we propose the following first-order primal-dual augmented Lagrangian parallel algorithm for solving NCCP with separable constraints (P a ):
VAPP-a: Variant Auxiliary Problem Principle for solving (P a )
In comparison with APP-AL, VAPP-a offers variable parameters ǫ k which allow us to develop backtracking strategy (see section 5), then we can overcome the difficulty to restricted choice of parameter ǫ.
To solve problem (P a ), we choose K additive, i.e.,
where ∇ i V is the i-th element of ∇V . The next lemma shows that if J i (u i ) and Φ i (u i ) are quadratic or ℓ ν norms, ν = {1, 2, ∞}, then "u update" in VAPP-a has a closed-form for each coordinate u i .
Lemma 4 (Simple representation for solution of (AP
2 , then the following results hold.
(i) The primal subproblem (AP k ) of VAPP-a can be decomposed into N convex programs whose solution u
where scale e i = α
⊤ ;
(ii) Furthermore, for the case with ν = 1 or 2, the solution of (32) is given by the following closed form:
(33) where ⊙ denotes componentwise multiplication.
(iii) For the case with ν = ∞, the solution of (32) is given by the follows:
The minimization in (34) is implemented by a projection on ℓ 1 -norm ball which is easy to compute by using algorithm introduced in Van Den Berg and Friedlander [51, 52] exactly.
Proof (i) Combining terms of each component u i in the primal subproblem with vector variable u yields this statement.
(ii) For the case with ν = 1 or 2, the solution of (32) has a closed form (33) and 
Convergence and convergence rate analysis of VAPP-a
In this section, we will establish convergence and O(1/t) convergence rate of VAPP-a. Before proceeding, we first give the generalized equilibrium reformulation for saddle point inequality (8) :
Obviously, for given
(36) Obviously, we have that
For the sake of brevity, let us set that q k a = Π(p k + γΘ(u k )). The boundness of the sequence {(u k , p k )} generated by VAPP-a will play an important role. To obtain this boundness, we need the following lemma for descent property for the bifunction value of (EP).
Lemma 5 (Descent inequalities of bifunction values for (P a )) Suppose Assumption 1 and 2 hold, {(u k , p k )} is generated by VAPP-a, the parameter sequence {ǫ k } satisfies Condition (a). Then for any u ∈ U, p ∈ C * it holds that
Proof (i) For the primal subproblem (30) of VAPP-a, the unique solution u k+1 is characterized by the following variational inequality:
which follows that
Additionally, since K(·) satisfy Assumption 2 and G is convex, the simple algebraic operation follows that
and (40) and (41), we have
Statement (i) is provided by multiply ǫ k on both side of inequality (42) . (ii) In order to prove statement (ii), we first derive two inequalities. By the property of projection (20) 
Using Proposition 1 with
The statement (ii) follows from (43) and (44):
Then, multiply ǫ k on both side of (45), we obtain
(iii) Summing two inequalities in statement (i) and (ii) of this lemma, it follows:
⊓ ⊔ Now we are ready to prove the general convergence of VAPP-a.
Theorem 2 (Convergence analysis for VAPP-a)
Suppose Assumption 1 and Assumption 2 hold. Let (u * , p * ) be a saddle point of L over U × C * . Moreover if the sequence {ǫ k } satisfies Condition (a), then the sequence {(u k , p k )} generated by VAPP-a is bounded and converges to (u * , p * ).
Proof Take u = u * and p = p * in statement (iii) of Lemma 5, we have that
Since the K(·) satisfies Assumption 2 and {ǫ k } satisfies Condition (a), we conclude that the sequence {D(u (38) and (43) . Otherwise, it converges toward a limit and
Since 
{u k } and {p k } are bounded as well. Therefore the sequence {(u k , p k )} has a cluster point (ū,p). Considering a subsequence converging toward (ū,p) and passing to the limit for the subsequence in (38) and (43) respectively, it follows that
which implies that (ū,p) satisfies variational inequalities system (17)- (18) and (ū,p) ∈ U * × P * . If we replace (u * , p * ) by (ū,p), the analysis remains valid for (ū,p) and 
Let M 0 be a bound of dual optimal solution of (P), denote M = M 0 +1. Denote B t+1 . The following theorem shows (ū t ,p t ) is one approximation solution of (EP) with O(1/t), thus proving a convergence rate of O(1/t) in the worse case for the VAPP-a algorithm.
Theorem 3 (Ergodic convergence rate, primal suboptimality and feasibility for VAPP-a) Suppose Assumption 1 and 2 hold, let (u * , p * ) be a saddle point, the parameter sequence {ǫ k } satisfies Condition (a), for any integer number t > 0, we have: (49) where
Noted that the bifunction
for given u ∈ U, p ∈ C * . Summing above inequality over k = 0, 1, . . . , t, we obtain that
Therefore, for all (u, p)
.
of this theorem. Then we can derive two inequalities as follows. Firstly, we have that
(from (23)- (24))
Combining statement (i) of this theorem, (50) yields that
Moreover, taking u =ū t in the right hand side of saddle point inequality (8) yields that
Together (51), (52) and
. Combining statement (ii) of this theorem and (52), we obtain that
Next theorem provides the convergence rate for approximate saddle point and dual suboptimality for VAPP-a. 
The existence on dual suboptimality is provided by average pointp t :
Similarly, by taking
(ii) In the left-hand side of inequality in statement (i), taking p = 0, we get p t , Θ(ū t ) ≥ − ca ǫ(t+1) . Then, from (14), we have
Another hand, for
(from statment (ii) of Theorem 3 and
Therefore, we get the left-hand side of inequality in statement (ii):
From (55) and (56), it also has that
).
which follows the right-hand side of inequality in statement (ii).
Respectively, taking u =ū t , p =p t in (59), and u =û(p t ), p = p * in statement (ii) for this theorem, we obtain the following two inequalities:
and
Combining the above two inequalities, it follows the desired inequality:
⊓ ⊔ Therefore (ū t ,p t ) is an approximate solution of (EP) with the accuracy of O(1/t). Observe that Theorem 3 prompts VAPP-a has the convergence rate O(1/t) in the worst case.
VAPP for solving NCCP with nonlinear composite constraints
In this section, we will propose new first order primal-dual augmented Lagrangian method to solve NCCP with nonlinear composite constraints as in VAPP-b.
To overcome the difficulty of nonadditive
, we incorporates linearization for Ω, however assuming Ω to be differentiable. Let B M = {p| p ≤ M }. For the purpose of being able to give a proof of convergence, we also modify update of primal and dual using the projection Π M (·) onto B M ∩ C * . Moreover, all the assumptions of section 3 are still required except for Condition (a) for ǫ k which is replaced by the following:
Additionally, we also assume Ω meets the condition (27) . New scheme VAPP-b is given as follows:
The computation of Π M (x) can be made as:
The follows notations are used in the remaining part of the section.
where
The claims of convergence and convergence rate of VAPP-b are similar to that of VAPP-a. We outline the basic results and indicate the main modifications that must made in the proofs. First claim is the descent inequalities of bifunction values for (P b ) as follows:
Lemma 6 (Descent inequalities of bifunction values for (P b )) Suppose Assumption 1 and 2 hold, Ω is differentiable, its derivative meets (27) , the parameter sequence {ǫ k } satisfies Condition (b). Let {(u k , p k )} be the sequence generated by VAPP-b, then for any u ∈ U, p ∈ B M ∩ C * it holds that
Proof This is an adaptation of the proof of Lemma 5, replacing q
Then we also have the convergence theorem for VAPP-b.
Theorem 5 (Convergence analysis of VAPP-b for solving (P b )) Suppose Assumptions of Lemma 6 hold. Then the sequence {(u k , p k )} generated by VAPP-b is bounded and converges to (u * , p * ), which is the saddle point of L over U × C * .
Proof Using the same argument of Theorem 2, we can easily prove that the sequence {(u k , p k )} generated by VAPP-b is bounded and converge to (u
⊓ ⊔ As discussion in section 4, we can construct new working balls (B M and B
Theorem 6 (Ergodic convergence rate, primal suboptimality and feasibility for VAPP-b) Suppose Assumptions of Lemma 6 hold, let (u * , p * ) be a saddle point of (P b ). Then for any integer number t > 0, we have that
Proof We just outline the differences with respective to the proof for Theorem 5. 
(ii) Average point (ū t ,p t ) is an approximate saddle point for L γ :
Proof The proof of this theorem is same as the proof of Theorem 4. ⊓ ⊔
VAPP with backtracking
To guarantee the convergence and O(1/t) convergence rate of VAPP, we require that the parameters satisfy the convergence Condition (a) for (P a ). or Condition (b) for (P b ) However the Lipschitz constant B G , τ and T are not always known or computable, thus we must conservatively choose {ǫ
) and the non-increasing ǫ k play key role in the convergence and convergence rate analysis.
) must satisfy the following inequality:
. Based on this fact, we establish the backtracking strategy as follows:
VAPPB: VAPP with Backtracking
Initialize ǫ 0 > 0, γ > 0, 0 < η < 1, u 0 ∈ U and p 0 ∈ C * set k = 1, the error tolerance ε while u
Step
The process of VAPP with backtracking guarantees
. Moreover, after a finite number of iterations, ǫ k remains constant. Therefore all the convergence and O(1/k) convergence rate analysis are still valid.
Theorem 8 When the parameter ǫ k is adaptively adjusted in the VAPPB, the algorithm converges to a solution to the problem (P) with O(1/t) ergodic convergence rate.
Estimation of the bound for dual optimal solution
The estimation of bound M (or M 0 ) is required for implementation of VAPPb. In this section, we will provide the estimate of dual optimal bound for problem (P) with special convex cone C = R 
where G + J is the lower bound of (G + J)(u * ) andû is a vector satisfy CQC condition for problem (P).
When C = K m ν , we will give a dual optimal bound, and the following lemma shows that M 0 is computable.
Lemma 7
If there exists a pointû satisfying CQC condition for problem (P) and
Proof Take u =û in the left hand side of saddle point inequality, we have
where α is the included angle between vector p * ∈ C * and −Θ(û) ∈C. Since
However
where Θ(û) = Θ(û) = θ 0 θ . Together (68) and (70), the desired estimate (67) is provided. ⊓ ⊔
Applications
In this section, we present several applications of VAPP. We show that VAPP scheme can be used to efficiently solve some robust quadratic programming [24, 8, 9] and machine learning [49, 50] problems.
Robust quadratic programming with separable quadratically constraints
Consider the following robust convex programming with separable quadratically constraints:
where u i ∈ R ni , µ (i) ∈ R ++ , i = 1, ..., N ; symmetric matrix B ∈ R n×n , B 0 (i.e. B is a positive semidefinite matrix), c ∈ R n . We assume that the problem data Q (i) depend affinely on a vector of uncertain parameters a (i) , that belongs to an ellipsoidal
By the definition of dual norm, we have the robust formulation of (71):
1 (u i ), ..., g 
where u ∈ R n , y ∈ R n and c ∈ R + ; symmetric matrix Q j ∈ R n×n , Q j 0, j = 1, ..., m and coefficients of base kernels a ∈ U = a ∈ R m a ≥ 0, a ω ≤ 1 . Denote quadratic function g j (u) = 
Denote Θ(u, x) = Θ 1 (u, x) Θ 2 (u, x) ∈ −C and C = K It's well kown that QCQP arise in many applications, including facility location, production planning and circle packing problems etc. [57, 4] . In these problems, we have that µ j > 0. It is easy to see that the feasible pointû = 0 n andx = 0 m satisfies CQC conditions and 
Conclusion
Nonlinear convex cone programming (NCCP) is an important problem in many practical fields, but it is hard to handle by existing methods. This paper proposed a new primal-dual augmented Lagrangian method with O(1/k) convergence rate for NCCP. The algorithm proposed in this paper is parallel when NCCP has nonsmooth and nonseparable objective function and constraint mappings. We also presented an adaptive parameter technique to treat the case where the Lipschitz constants are not known or computable. We also have investigated stochastic primal-dual coordinate method for NCCP that will be report in another paper.
