One construction of a K3 surface with a dense set of rational points by Karzhemanov, Ilya
ar
X
iv
:1
10
2.
18
73
v7
  [
ma
th.
AG
]  
7 S
ep
 20
15
ONE CONSTRUCTION OF A K3 SURFACE WITH A DENSE SET OF RATIONAL
POINTS
ILYA KARZHEMANOV
Abstract. We prove that there exists a number field k and a smooth projective K3 surface S22 (of genus 12) over
k such that the geometric Picard number of S22 is equal to 1 and the k-rational points of S22 are Zariski dense.
1. Introduction
The present paper is concerned with the density problem for the set of rational points on K3
surfaces defined over a number field. The following is the main question in the area:
Question 1.1. Let S be a smooth projective K3 surface over a number field k (this situation is
denoted as S/k). Are the k-rational points (or simply k-points for short) of S potentially dense?
In other words, is the set S(k) of k-points Zariski dense in S, after possibly replacing k with its
finite extension?
Question 1.1 is a version of modified Weak Lang’s Conjecture (see [7, Conjecture 1.6]) and is
expected to always have the positive answer (see [1], [8], [24] and references therein for excellent
surveys on the density problem). Unfortunately, only the partial evidence for both possible answers
to Question 1.1 has been obtained so far (see [2], [5], [8], [26]), in that one did not have yet a
single example of S (and k) with the geometric Picard number 1 and Zariski dense set S(k).
The present paper aims to eliminate the latter defect:
Theorem 1.2. There exists a number field k and a smooth projective K3 surface S22/k such that
the geometric Picard number of S22 is 1, S22 is of genus 12, and the set S22(k) is Zariski dense in
S22.
1)
Recall that the genus assumption in Theorem 1.2 implies the surface S22 can be embedded into
the projective space P12 as a subvariety of degree 22.
Let us briefly describe our approach towards the proof of Theorem 1.2. Firstly, there exists a
K3 surface S whose (geometric) Picard lattice PicS is generated by a very ample divisor H and
a (−2)-curve C0, satisfying (H
2) = 70 and H · C0 = 2 (see Proposition 2.8 below). In particular,
1)The proof of Theorem 1.2, as will be described shortly, might allow one, in principle, establish the same claim for all BN-general
S22/k (cf. Definition 2.2 below), including those with geometric Picard number 1 of course. There are, however, certain technical
difficulties with this generalization, and we are not going to address these at present (but see some discussion in Remark 3.16).
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the pair (S,H) represents a polarized K3 surface of genus 36 (cf. Definition 2.2). Further, the
divisor H − 4C0 also provides a polarization on S, of genus 12 (see Lemma 2.9), and the surface
(S,H−4C0) turns out to be BN general (see Lemma 2.10). In particular, due to S.Mukai (whose
results we recall in Theorem-definition 2.6 and Remark 2.12), there exists a rigid vector bundle E3
on S of rank 3, such that dimH0(S,E3) = 7 and the first Chern class of E3 equals H − 4C0. Note
that such E3 is unique and determines a morphism ΦE3 : S −→ G(3, 7) into the Grassmannian
G(3, 7) ⊂ P(
∧3
C7) (cf. Remark 2.5). Moreover, ΦE3 coincides with the embedding S →֒ P
12 given
by the linear system |H − 4C0|, and the surface S = ΦE3(S) ⊂ G(3, 7) ∩ P
12 can be described by
explicit equations on G(3, 7) (see Theorem 2.11).
All these constructions apply without change to any general (as a point in moduli) polarized K3
surface (S22, L22) of genus 12 (cf. Example 2.3). Moreover, all these constructions can be executed
over an appropriate number field k, which makes one able to use the geometric description of
surfaces S and S22 (now defined over k) to study their arithmetical properties (see 2.13 below
for details). The first observation in this way is that the set of k-points is Zariski dense in S (see
Proposition 2.14).
Remark 1.3. One easily checks that the surface S does not admit any polarization of genus < 12.
At the same time, S is one of the examples of smooth projective K3 surfaces over k, containing
a smooth rational curve and Zariski dense set of k-points. Other examples include the minimal
resolution of the double cover of P2 ramified in a general sextic with one node (genus 2 case) and
a general quartic surface in P3 with a line (genus 3 case); these two types of surfaces also possess
the density property of k-points (see [4, Proposition 3.1], [7, Theorem 1.5]) and we hope this
phenomenon can be exploited further. For instance, modifying our arguments from the proof of
Theorem 1.2 appropriately, one could try to settle down Question 1.1 in the case of lower genera
(starting with e.g. ≤ 3). On the other hand, let us mention that there are smooth projective K3
surfaces over k, having geometric Picard number ≥ 2 and Zariski dense set of k-points, but without
any (−2)-curves (see [23]). Heuristically, this setting is different from the one we have started this
Remark with, and so one would probably need another method here to attack Question 1.1.
Further, the main technical result used in the proof of Theorem 1.2, namely that Proposition 3.6
below, was inspired by the following:
Theorem 1.4 (see [9, Theorem 1]). Let B be a complex curve and F := C(B) its function field.
There exist non-isotrivial smooth K3 surfaces over F of any genus, varying between 2 and 10,
which have geometric Picard number 1 and Zariski dense set of F -points.
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Though our arguments are different from those in paper [9], – e.g. the proof of Proposition 3.6
is more or less a direct parameter count, – the idea of constructing the example we need over a
function field first was of great value for us.
More specifically, working with the Grassmannian G(3, 7) over the function field F := k(P1),
we construct a smooth projective K3 surface S over F (see the end of 3.1) such that its general
constant hyperplane section C over F contains infinitely many Q(P1)-points (see Corollary 3.15).
Moreover, applying the functional version of the Mordell Conjecture (see Theorem 2.15), we
obtain that every such point on S is defined over F , once its specialization is defined over k (see
Lemmas 3.19). This together with the previously stated density property for S(k) implies that S
contains a dense set of F -points (cf. Remark 3.20). In addition, the geometric Picard number of S
equals 1 (see Lemma 3.3), while the genus of S is 12 (compare with Theorem 1.4 above). Finally,
playing with S and its specialization (at infinity), we arrive at the surface as in Theorem 1.2 (see
Lemmas 3.22 and 3.24).
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2. Preliminaries
2.1. Let us formulate several auxiliary notions and results which we will use in the proof of
Theorem 1.2. We start with Geometry first (over the ground field C):
Definition 2.2 (cf. [18, Definition 3.8]). Let S be a smooth projective K3 surface and L a
primitive polarization on S. By this we mean: L = OS(1) for some projective embedding S ⊂ P
g,
where g := (L2)/2 + 1 is the genus of S, and L is primitive as a vector in the lattice H2(S,Z).
Then the polarized K3 surface (S, L) is called BN general, if h0(S, L1)h
0(S, L2) < g + 1 for all
non-trivial line bundles L1, L2 ∈ PicS such that L = L1 + L2.
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Example 2.3. Let Kg be the moduli space of primitively polarized K3 surfaces of genus g. Then
generic K3 surface in Kg is BN general. Note also that BN general K3 surfaces form a Zariski
open subset in Kg.
Definition 2.4. Let W be a smooth projective variety and E a vector bundle on W . Recall
that E is said to be generated by global sections when the natural homomorphism of OW -modules
evE : H
0(W,E)⊗OW −→ E is surjective (we identify E with its sheaf of sections).
Remark 2.5 (cf. [17, Section 2]). In the notation of Definition 2.4, if E is generated by global
sections, then one arrives at a natural morphism ΦE : W −→ G(r,N); here r := rankE,
N := h0(W,E) and G(r,N) is the Grassmannian of r-dimensional linear subspaces in CN . The
morphism ΦE sends each x ∈ W to the subspace E
∨
x ⊂ H
0(W,E)∨ dual to the fiber Ex ⊂ E.
In particular, we have an equality E = Φ∗
E
Er for the universal quotient vector bundle Er on
G(r,N), so that H0(W,E) = H0(G(r,N), Er). Furthermore, if the natural homomorphism∧rH0(W,E) −→ H0(W,∧r E) (induced by the r-th exterior power of evE) is surjective, then
ΦE coincides with the embedding Φ|c1(E)| : W →֒ P := P(H
0(W,L)∨), given by the linear system
|c1(E)|. More precisely, the diagram
ΦE : W −→ G(r,N) ∩ P ⊂ G(r,N)
∩ ∩
P →֒ P(
∧rH0(W,E)∨)
is commutative, where G(r,N) is considered with respect to its Plu¨cker embedding into
P(
∧rH0(W,E)∨).
Theorem-definition 2.6. Let (S, L) be a BN general polarized K3 surface of genus g. Then for
every pair of integers (r, s), with g = rs, there exists a (Gieseker) stable vector bundle Er on S
of rank r and such that the following holds:
(1) c1(Er) = L;
(2) H i(S, Er) = 0 for all i > 0 and h
0(S, Er) = r + s;
(3) Er is generated by global sections and the natural homomorphism
∧rH0(S, Er) −→
H0(S,
∧r Er) = H0(S, L) is surjective;
(4) any stable vector bundle on S, which satisfies (1) and (2), is isomorphic to Er.
Er is called the rigid vector bundle.
Sketch of the proof. Statements (1) – (4) follow essentially from results and discussion in [17], [18],
[19] and [21] (cf. [17, Theorem 3] and [18, Section 4]). Namely, there always exists a semi-stable
rigid coherent sheaf Er, with χ(S, Er) = r+s and c1(Er) = L, as one sees from e.g. [21, Corollary
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0.2] and the assumptions on g, r, s. Then BN generality of S is applied to see that Er is stable.
Indeed, otherwise there exists a subsheaf E ′  Er of rank r
′ ≤ r, satisfying
h0(S, c1(E
′))
r′
=
h0(S, L)
r
=
rs+ 1
r
= s+
1
r
;
the latter easily gives r = r′ and contradiction with h0(S, c1(E
′)) < g + 1 (cf. Definition 2.2).
Uniqueness (a.k.a. simplicity) of Er follows from [19, Corollary 3.5]. In turn, Er is locally free
due to [19, Theorem 5.1 and Proposition 3.3], which gives the statement (4). Further, we have
H2(S, Er) = H
0(S, E∨r ) = 0
by stability (and Serre duality), for otherwise there would be a non-trivial morphism of sheaves
Er −→ OS. From this and the estimate
h0(S, Er) + h
0(S, E∨r ) ≥ χ(S, Er) = r + s
one gets (2). Let us finally establish (3).
Put E := Er,W := S in the notation of Remark 2.5 and assume that PicS = Z ·L, for the BN
general case will follow from Definition 2.2 and a routine argument involving the Hilbert scheme
of S.
Fix some basis s1, . . . , sr+s of H
0(S, Er) (we do not assume right now Er to be generated by
global sections). Note that various products si1 ∧ si2 ∧ . . .∧ sir , i1 < i2 < . . . < ir, naturally define
global sections of the line bundle c1(Er) = L. Suppose that there is a codimension 1 locus in S
on which all these sections vanish. Then, since PicS = Z ·L, the morphism ΦEr must be constant
by construction on an open subset ⊆ S, which is impossible. Hence the r-th wedge products of
different si do not vanish simultaneously along any curve on S.
Thus, in particular, the sections si generate a subsheaf F ⊆ Er, having c1(F) = c1(Er). This
yields F = Er (because of stability) and shows that Er is generated by global sections.
Now, if C ∼ L is a general curve on S = ΦL(S) and x ∈ C is a fixed point, then the morphism
ΦEr is not smooth at x iff the differentials of si1 ∧ si2 ∧ . . .∧ sir vanish at x. This implies that the
set of all possible degenerate points of ΦEr
∣∣
C
coincides with the zero locus of some section from
H0(C,L∨ ⊗KC). But L
∨ ⊗KC = −L+KC = OC . Hence ΦEr
∣∣
C
is everywhere smooth on C.
Drawing C through every point x ∈ S we obtain that the morphism ΦEr is smooth as well.
Since S is simply-connected, this is only possible when ΦEr is an embedding, and so one gets
Er = Φ
∗
Er
Er. Surjectivity of
∧rH0(S, Er) −→ H0(S,∧r Er) is now clear and (3) follows. 
2.7. Consider the Fano threefoldX with canonical Gorenstein singularities and degree (−KX)
3 =
70 (see [10], [11], [12]). Recall that the divisor −KX is very ample and the linear system | −KX |
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provides an embedding of X into P37. Furthermore, we have
PicX = Z ·KX and ClX = Z ·KX ⊕ Z · Eˆ,
where Eˆ is the quadratic cone on X ⊂ P37 (see [13, Corollary 3.11]). The following result was
proved in [13]:
Proposition 2.8 (see [13, Corollary 1.5]). The general element S ∈ | − KX | is a K3 surface
such that the lattice PicS is generated by the very ample divisor H ∼ −KX
∣∣
S
and the (−2)-curve
C0 := Eˆ
∣∣
S
. One also has (H2) = 70 and H · C0 = 2.
Let S be the K3 surface as in Proposition 2.8.
Lemma 2.9. The divisor H − 4C0 is ample.
Proof. Suppose Z ⊂ S is an irreducible curve such that (H−4C0) ·Z ≤ 0. Then we have Z 6= C0.
2)
Write
Z = aH + bC0
in PicS for some a, b ∈ Z. Note that a > 0 because the linear system |m(H+C0)| is basepoint-free
for m≫ 1 (it provides a contraction of the (−2)-curve C0) and (H +C0) ·Z = 72a. On the other
hand, we have
0 ≥ (H − 4C0) · Z = 62a+ 10b,
which implies that b < −6a. But then we get
(Z2) = 70a2 + 4ab− 2b2 ≤ −26a2 < −2,
a contradiction. Thus we obtain (H−4C0) ·Z > 0 for every curve Z ⊂ S. Then H−4C0 is ample
by the Nakai-Moishezon criterion (note that (H − 4C0)
2 = 22). 
Lemma 2.10. The polarized K3 surface (S,H − 4C0) (of genus 12) is BN general.
Proof. Suppose that
H − 4C0 = L1 + L2
for some non-trivial L1, L2 ∈ PicS. We may assume that both h
0(S, L1), h
0(S, L2) > 0. Write
Li = aiH + biC0
2)In the following argument, we are crucially relying on the fact that S ∈ | −KX |, since it ensures for instance both classes H and
C0 are effective; this is not at all clear without the presence of X ⊃ S as above.
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in PicS for some ai, bi ∈ Z. Note that ai ≥ 0 (cf. the proof of Lemma 2.9), and hence we get
a1 = 1, a2 = 0, say. This implies that b2 6= 0. Now, if b2 < 0, then h
0(S, L2) = 0 and we are done.
Finally, if b2 > 0, then b1 ≤ −5 and so
h0(S, L1)h
0(S, L2) = h
0(S,H + b1C0) < h
0(S,H − 4C0) = 13,
since h0(S, L2) = h
0(S, b2C0) = 1. 
Lemmas 2.9, 2.10 and Theorem-definition 2.6 imply that there exists a rigid vector bundle E3
on S of rank 3, satisfying c1(E3) = H − 4C0 and h
0(S,E3) = 7. Then from Remark 2.5 we
get the morphism ΦE3 : S −→ G(3, 7) ∩ P
12 ⊂ P(
∧3
C7) which coincides with the embedding
Φ|H−4C0| : S →֒ P
12. One also has E3 = Φ
∗
E3
E3 for the universal quotient vector bundle E3 on
G(3, 7).
We now recall an explicit description of the image ΦE3(S). Namely, let Λ be some global
section of
∧3 E3, which one treats as a skew-form ∈ ∧3C7 ≃ H0(G(3, 7),∧3 E3) (note also that
Λ corresponds to a hyperplane section of G(3, 7) in the Plu¨cker embedding). Similarly, consider
some σ1, σ2, σ3 ∈ H
0(G(3, 7),
∧2 E3) ≃ ∧2C7 and put Σ0 := (σ1, σ2, σ3) ∈ H0(G(3, 7), (∧2 E3)⊕3).
Then the following holds:
Theorem 2.11 (see [18, Theorem 5.5]). The surface (S,H − 4C0) = ΦE3(S) ⊂ P
12 coincides with
the locus
G(3, 7) ∩ (Λ = 0) ∩ (Σ0 = 0) ⊂ P(
3∧
C7).
Remark 2.12 (cf. [17], [18], [20]). One repeats the previous arguments literally in the case of
any BN general polarized K3 surface (S22, L22) of genus 12. Namely, S22 can be embedded into
G(3, 7) ∩ P12, where it coincides with the locus G(3, 7) ∩ (Λ22 = 0) ∩ (τ1 = τ2 = τ3 = 0) for some
Λ22 ∈
∧3
C7 and τ1, τ2, τ3 ∈
∧2
C7 (so that OS22(L22) ≃ OG(3,7)(1)
∣∣
S22
). Conversely, any such
locus defines, for generic Λ22, τi, a BN general polarized K3 surface of genus 12 (cf. Example 2.3).
One can also prove that (S22, L22) is uniquely determined by the PGL(7,C)-orbits of Λ22 and
τi. This delivers a birational map between K12 and a P
13-bundle over the orbit space M :=
G(3,
∧2
C7)//PGL(7,C). In particular, the triple (τ1, τ2, τ3) (resp. Λ22) corresponds to a generic
point in M (resp. in the fiber P13), while Σ0 corresponds to a generic point in some codimension
1 locus M0 ⊂M (see [13, Corollary 1.5]).
2.13. We now turn to Arithmetics. Fix some number field k ⊂ Q once and for all (although we
will allow replacements of k with its finite degree extensions when needed).
Recall that the threefold X from 2.7 is constructed as follows: one takes the weighted projective
space P := P(1, 1, 4, 6), embeds P anticanonically inside P38, picks any singular cDV point O ∈ P
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and projects P from O; the image of P under this projection is precisely our X (see e.g. [11,
Example 3.20]). This construction can obviously be carried over k.
The K3 surface S ∈ | −KX | can also be defined over k. More precisely, applying Lemma 2.10
to the general point of | −KX |, from Example 2.3 we conclude that generic
3) surface S/k is BN
general. Now all the previous constructions (of Er, of the embedding inside P
12, etc.) run verbatim
and we may assume that S = ΦE3(S) (cf. Theorem 2.11) is given over k. Note however that we
do not assert rankPicS = 2 here as in Proposition 2.8 (the latter is actually formulated for a very
general S over C). Although one still has PicS ∋ H,C0 by construction, where both H and C0
are over k and intersect as earlier.
Finally, the previous discussion applies to the surface S22 from Remark 2.12, and we will identify
S22 with a k-point varying over some Zariski open subset ⊆ K12 (the choice of this point is yet to
be specified). Let us conclude this section with 2 important results:
Proposition 2.14. The set S(k) of k-points is Zariski dense in S. More precisely, after possibly
replacing k with its finite extension, S(k) contains a union
∞⋃
i=1
Ei(k), where Ei ⊂ S are algebraic
curves such that the sets Ei(k) are infinite for all i and
∞⋃
i=1
Ei is Zariski dense in S.
Proof. Note that (H − 5C0)
2 = 0. Then the surface S caries the structure of an elliptic fibration
with general fiber ∼ H − 5C0 (see [22, §3, Corollary 3]). Now the result follows from [2, Section
4]. 
Theorem 2.15 (see [14]). Let C be a smooth projective curve of genus ≥ 2 over the function field
Q(P1). Suppose that the set C(Q(P1)) is infinite. Then there exists a curve C0 over Q together
with birational isomorphism over Q(P1) between C and C0 × P
1.
3. Proof of Theorem 1.2
We use the notation and conventions of Section 2. From now on all varieties are assumed to be
defined over Q (unless stated otherwise).
3.1. Let us begin with a setup. We are going to construct a special pencil S of K3 surfaces
which will be used later in our parameter count argument (see Proposition 3.6). As a surprising
outcome, we will establish one intriguing property, valid for all BN general K3 surfaces of genus
12 (see Remark 3.16).
3)We will always mean that “general” = “Zariski general” as long as the Q-varieties are concerned.
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Recall that equations of the surface S ⊂ G(3, 7) ∩ P12 are represented by the data Λ,Σ0 =
(σ1, σ2, σ3) (cf. Theorem 2.11), where Σ0 ∈M0 is a general k-point as in Remark 2.12 (cf. 2.13).
Similarly for S22, one has Σ22 := (τ1, τ2, τ3), a general k-point in M. In addition, since the
preimages of both M0 and M in K12 are projective bundles with the typical fibers over Σ0 and
Σ22 being (the dual of) P
13 ⊂ P(H0(G(3, 7),
∧3 E3)) ∋ Λ,Λ22, we may assume that Λ = Λ22 = H
for some general hyperplane H ∈ H0(G(3, 7),OG(3,7)(1)).
Note further that since M0 ⊂M is of codimension 1, the skew-forms σi also vary in codimension
1, which implies that the points (τ, σ2, σ3), τ ∈ H
0(G(3, 7),
∧2 E3), are Zariski dense in M. In
particular, one can take
(3.2) Σ22 = (τ1, τ2, τ3) := (τ, σ2, σ3),
where τ is generic.
Next we put Z = P1, with projective coordinates [t0 : t1] and the function t := t1/t0, and
GZ := G(3, 7) × Z together with the projection ρ : GZ −→ Z on the second factor. One may
identify (the general point of) the scheme GZ/Z and the k(t)-variety G(3, 7). Let us introduce
the locus V22 := GZ ∩ (t0Σ0 + t1Σ22 = 0), for Σ22 as in (3.2), so that
V22 ∩ (Λ = 0) ∩ (t = 0) = S and V22 ∩ (Λ = 0) ∩ (t =∞) = S22
by our setup. Consider also S := V22 ∩ (Λ = 0) and the morphism f := ρ
∣∣
S
: S −→ Z such that
f−1(0) = S and f−1(∞) = S22. Again, with a slight abuse, we will refer to (the general point of)
S/Z as a k(t)-surface.
Finally, if (P12)∨ ⊂ P(H0(G(3, 7),
∧3 E3)) is the space of all linear forms on P12 ⊃ S, S22, then
for a general λ ∈ (P12)∨(k) we define C := S ∩ (λ = 0) (which again will be sometimes referred
to as a k(t)-curve). Note that C := S · C is a general hyperplane section/k of S and exactly the
same constructions go for S22,Σ22, etc.
Fix an arbitrary general point O ∈ C(Q).4) We want to find a point O ∈ C(Q(t)) such that O
is the specialization of O at t = 0 (i.e. O = S ·O on the surface C −→ Z). But before we proceed
let us point out the next
Lemma 3.3. The surface S22 has geometric Picard number 1.
5)
Proof. We follow the paper [5].
Let Ω ⊂ P19 be the fundamental domain such that K12 = Ω/Γ for a subgroup Γ in the group
of automorphisms of the lattice H2(S22,Z). Let also M(ℓ
N) be a connected component of the
4)This is only a technical assumption. After all O can be chosen arbitrary.
5)This is just a “constructive” reformulation of the main result proved in [5] (recall that this result merely claims the existence of
some K3 surface/Q which has geometric Picard number 1). We provide this reformulation here because the surface S22 is the one we
want to eventually construct (cf. Theorem 1.2).
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moduli space of all K3 surfaces of genus 12 having both level ℓN and p structures for some N ∈ N
and primes p 6= ℓ. Namely, if Γ(pℓN) ⊂ Γ is the corresponding congruence subgroup, then
M(ℓN) := Ω/Γ(pℓN). Similarly, we define M := Ω/Γ(p), a connected component of the moduli
space of all K3 surfaces of genus 12 with level p structure. Note that both M(ℓN) and M are
algebraic varieties over Q.
There is a Galois covering π : M(ℓN) −→ M with the Galois group Γ := Γ(p)/Γ(pℓN). Now
the arguments of [5] imply that for every Q-point y from Zariski dense subset in M the Galois
group of π−1(y) over y is also Γ. Then, again as in [5], the K3 surface S corresponding to y has
geometric Picard number 1. Moreover, since both K12 and M are constructed as GIT quotients
of the Hilbert scheme of all K3 surfaces of genus 12, we may assume that y ∈ K12 is a general
Q-point. We now put S22 := S to conclude the proof (recall that one is allowed to extend the
ground field k). 
3.4. Let U be the space of all (3×7)-matrices of rank 3 over Q considered up to a scalar multiple.
The group G := PGL(4,Q) naturally acts on U and G(3, 7) = U//G (cf. [16, 8.1]).
In particular, any point in G(3, 7) is the G-orbit of some matrix M ∈ U , having the entries mij ,
1 ≤ i ≤ 3, 1 ≤ j ≤ 7 (this also follows from the moduli interpretation of G(3, 7)). In this way, the
equations t0Σ0 + t1Σ22 = 0, Λ = 0 and λ = 0 from 3.1 lift to some G-invariant (homogeneous)
polynomial relations on U between mij .
More generally, any section of the morphism ρ : GZ −→ Z, or equivalently, any point in
G(3, 7)(Q(t)), yields a 1-parameter algebraic family of projective planes inside P6, which is the
same as a P2-bundle over Z = P1. This bundle has a section, so that our family admits a lifting to
U , i.e. it is (generically) represented by some M with mij = pij(t), where pij(t) are polynomials
in t.
Now, let us identify the above Q-point O ∈ C ⊂ G(3, 7) with a matrix in U , which can be
assumed to be of the form
O =


1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0


after fixing a (projective) basis on P6. Choose also a point M ∈ G(3, 7)(Q(t)) such that the
corresponding matrix has entries
(3.5) pij(t) := Yij +Xijt
for some Xij, Yij ∈ Q and all 1 ≤ i ≤ 3, 1 ≤ j ≤ 7, where we additionally put Yij := 0 for all
j ≥ 4. Regard Xij , Yij as projective coordinates on P
29 (acted by G) and identify M with the
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corresponding Q(t)-point in P29. This M is our candidate for the point O ∈ C(Q(t)) mentioned
at the end of 3.1 (note that M obviously specializes to O at t = 0):
Proposition 3.6. The set C(Q(t)) contains a point O of the form (3.5).
Before turning to the proof we introduce a bit more of notation.
3.7. Let X (resp. Y ) be the (3 × 7)-matrix with entries Xij (resp. Yij), 1 ≤ i ≤ 3, 1 ≤ j ≤ 7
(and Yij = 0 for all j ≥ 4). Let also Xj (resp. Yj), 1 ≤ j ≤ 7, be the j-th column of X (resp. of
Y ). Then we write
τ(X + Y ) = τ(Y ) +
3∑
i=1
( 7∑
j=1
β
(i)
j Xj
)
∧ Yi + τ(X)
for some β
(i)
j ∈ k and τ as in (3.2). Here the notation τ(X) means that one treats τ as a skew-form
on H0(G(3, 7), E3)
∨ of degree 2 and evaluates it on the pairs of columns of X (same applies to
τ(Y ) of course). This amplifies the lifting to U of the equations on GZ mentioned in 3.4.
Note that X, Y are 3-vectors with entries in Xij , Yij. Denote by Q1α(X,X) (resp. by Q1α(Y, Y ))
the α-th component of the vector τ(X) (resp. of τ(Y )), α ∈ {1, 2, 3}, and by Q1α(X, Y ) the α-th
component of the vector
3∑
i=1
(
7∑
j=1
β
(i)
j Xj) ∧ Yi.
In the same way, one defines Q(i+1)α(X,X), Q(i+1)α(Y, Y ), Q(i+1)α(X, Y ) for all σi from 3.1.
Finally, we write
Λ(X + Y ) = Λ(Y ) +
3∑
i,k=1
( 7∑
j=1
β
(ik)
j1 Xj
)
∧ Yi ∧ Yk +
3∑
i=1
( 7∑
j,k=1
β
(i)
jk1Xj ∧Xk
)
∧ Yi + Λ(X)
for some β
(i)
jk1, β
(ik)
j1 ∈ k, and similarly one introduces β
(i)
jk2, β
(ik)
j2 for λ. (Again, the notation
Λ(X), λ(X) stems from interpreting both Λ and λ as skew-forms on H0(G(3, 7), E3)
∨ of degree 3,
applied to the triples of columns Xi).
Proof of Proposition 3.6. In the preceding notation, let us substitute pij(t), 1 ≤ i ≤ 3, 1 ≤ j ≤ 7,
from (3.5) into the equation Σ0 + tΣ22 = 0 and equate all the coefficients of the resulting 9
quadratic polynomials in t to zero. Then, since (3.2) takes place and O ∈ C, we get a closed
G-invariant subscheme in P29, given by the equations
(3.8)


Q1α(X,X) = Q1α(X, Y ) +Q2α(X,X) = Q1α(Y, Y ) +Q2α(X, Y ) = 0,
Qlα(X,X) = Qlα(X, Y ) = 0,
α ∈ {1, 2, 3}, l ∈ {3, 4} (these are precisely the conditions that G ·M ∈ V22(Q(t)) for the locus
V22 ⊂ GZ introduced in 3.1).
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Further, after substituting pij(t) from (3.5) into the equations Λ = λ = 0 and equating all the
coefficients of the resulting 2 cubic polynomials in t to zero, we arrive at a closed G-invariant
subscheme in P29, given by the equations
(3.9)
3∑
i,k=1
( 7∑
j=1
β
(ik)
jγ Xj
)
∧ Yi ∧ Yk =
3∑
i=1
( 7∑
j,k=1
β
(i)
jkγXj ∧Xk
)
∧ Yi = Rγ
(
X,X
)
= 0,
γ ∈ {1, 2}, where Rγ(X,X) is a linear combination of (3×3)-minors of the matrix X . Again, both
(3.8) and (3.9) yield G ·M ∈ C(Q(t)), so it remains to satisfy these equations for one particular
X .
Consider the rank 1 matrix
(3.10)


W1l1 W1l2 . . . W1l7
W2l1 W2l2 . . . W2l7
W3l1 W3l2 . . . W3l7


for some Wi, lj ∈ Q and evaluate (3.8), (3.9) at X := (3.10), Y := O (cf. the discussion in 3.7).
Let V be the linear space spanned by x1i := W1li, x2i := W2li, x3i := W3li, 1 ≤ i ≤ 7. Then each
of Qlα, l ∈ {2, 3, 4}, α ∈ {1, 2, 3}, turns into a linear form Hlα on the subspace Vα ⊂ V given by
equations
x11 = . . . = x33 = xi(α)j = 0,
4 ≤ j ≤ 7, for some fixed i(α) with {i(1), i(2), i(3)} = {1, 2, 3}. In the same way, we get the forms
H1α ∈ V and HΛ, Hλ ∈
∑
α
Vα, corresponding to Q1α and Λ, λ, respectively.
One may impose the following 2 restrictions on Hlα, HΛ, Hλ:
Lemma 3.11. Q12(Y, Y ) = Q13(Y, Y ) = 0 (hence Q12(Y, Y ) 6= 0) independently of O ∈ S.
Proof. Indeed, the section X1 ∧ X2 equals (1, 0, 0) when evaluated at O, and the same holds for
all linear combinations of X1 ∧ X2 and σi. We can take τ to be such a combination (cf. the
construction of Σ22 in (3.2)). Then τ = (1, 0, 0) on S ∩ (X1 ∧ X2 ∧ X3 6= 0) for the latter locus
being lifted to U as usual (cf. 3.4). 
Lemma 3.12. For a given general common zero P of linear forms H31, H32, H4α, α ∈ {1, 2, 3},
varying together with O ∈ S, we have H22(P ) = H23(P ) = H33(P ) = HΛ(P ) = Hλ(P ) = 0 and
H21(P ) 6= 0.
Proof. Note thatX in (3.10) can be replaced with any point from the orbit G∗ ·X (for S, C, O being
fixed). Here G∗ := PGL(5,Q) comes from the natural action on U . This induces an effective G∗-
action on the projectivization P(
∑
α
Vα) ∋ P . The same holds also for G = PGL(4,Q) of course.
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In turn, the common zeroes of the forms H31, H32, H4α, α ∈ {1, 2, 3}, constitute a subspace
P(V0) ⊂ P(
∑
α
Vα) of dimension 6. Then the groups G,G
∗ induce the PGL(7,Q)-action on P(V0),
so that PGL(7,Q) · P = P(V0).
Further, the common zero locus Ξ of H22, H23, H33, HΛ and Hλ on P(V0) is of dimension ≥ 1.
Then, after acting by PGL(7,Q), we can achieve Ξ ∋ P (recall again that in this case X is just
replaced by another point from G∗ · X). Finally, since dimΞ ≥ 1, the form H21 does not vanish
at the general point of Ξ (this is easily seen by generality of O, σi, etc.), which we can set to be
P . This finishes the proof. 
By introducing an extra variable W , from (3.8), (3.9), (3.10) and Lemmas 3.11, 3.12 we obtain
a closed subscheme Γ in P7 with projective coordinates li,Wj ,W , given by 9 equations
(3.13)


W 2 −H1(W1l4, . . . ,W3l7) = H2(W1l4, . . . ,W3l7) = . . . = H6(W1l4, . . . ,W3l7) = 0,
Fl(W1l1, . . . ,W3l7) = 0,
l ∈ {1, 2, 3}, for some linearly independent forms Hi, Fl ∈ H
0(P20,O(1)). (Here we have employed
the fact that Q1α(Y, Y ) 6= 0 and that the entries Wilj of (3.10) are defined up to a scalar multiple;
this explains the W 2-term in (3.13)).
Lemma 3.14. W 6= 0 identically on Γ.
Proof. The equations of (3.13) involving H2, . . . , H6 are equivalent to the following:
Pi(W1,W2,W3)li −Qi(W1,W2,W3)l7 = P1(W1,W2,W3) = P2(W1,W2,W3) = 0,
i ∈ {4, 5, 6}, where Pi, Qi are some homogeneous forms. The latter obviously have a common
non-trivial solution in Wi, lj, hence so does W
2 −H1 = 0. Then the remaining equations Fl = 0
in (3.13) become a system of 3 equations Li(W1l1, . . . ,W3l3) = ci for some non-zero linear forms
Li and ci ∈ Q. Again, the latter system has a non-trivial solution in Wi, lj, so that W 6= 0 on Γ
as claimed. 
It follows from Lemma 3.14 that there exists a matrix X0 of the form (3.10) such that the
corresponding point in P7 belongs to Γ ∩ (W = 1). Then the pair (X, Y ) := (X0, O) provides a
common solution to (3.8) and (3.9). This determines a point O ∈ G(3, 7)(Q(t)) of the form (3.5)
by our previous discussion (cf. 3.4) and because for (X, Y ) = (X0, O) one gets a rank 3 matrix
in (3.5) whenever |t| ≪ 1. Thus we have O ∈ C(Q(t)(t)) by construction (with O ∈ C being the
specialization of O at t = 0).
Proposition 3.6 is completely proved. 
Corollary 3.15. The set C(Q(t)) is infinite.
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Proof. Note that the proof of Proposition 3.6 (cf. Lemmas 3.11 and 3.12) does not depend on the
choice of O ∈ C(Q) (notation is as earlier). Then we obtain O ∈ C(Q(t)) for various O and the
claim follows. 
Remark 3.16. Let us indicate that all λ with λ(O) = 0 form a codimension ≤ 2 subspace LO ⊂
(P12)∨. Indeed, the first (linear) constraint is λ(O) = 0 and the second one is obtained from (3.9)
after plugging in γ := 2, Y := O,X := X0. In addition, all the preceding arguments apply literally,
if one replaces O ∈ C = S ∩ (λ = 0) by O ∈ S22 ∩ (λ = 0). Note also that Corollary 3.15 together
with Lemma 3.17 below imply all the curves S22 ∩ (λ = 0) are isomorphic for all BN general
S22 ⊂ P
12 and any fixed general λ ∈ (P12)∨. This fact is not particularly surprising from the
Gromov-Witten theory view point. Moreover, one could try to refine the existing curve counting
techniques for K3 surfaces (see e.g. [15]) by observing that any generic C ∼ L22, for example,
does not change under the large complex structure limit of S22 (cf. [6]), since the corresponding
family of smooth curves is isotrivial according to our reasoning. This equips, in some canonical
way, any such C ⊂ S22 with certain modular structure (by which we simply mean a 3-valent graph
inscribed inside P1 = the large limit of C, as discussed in [25], say), and so the problem reduces
to counting these discrete objects (compare with [3]). Finally, it would be very interesting to find
out whether the same property of hyperplane sections holds for other families of curves, or for BN
general polarized K3 surfaces from other moduli spaces Kg, g 6= 12. This discussion, however, is
beyond the scope of the present paper.
Further, since the (smooth projective) k(t)-curve C is of genus 12 (cf. the end of 3.1), Corol-
lary 3.15 and Theorem 2.15 imply that C, when treated as a k-surface together with the morphism
f
∣∣
C
: C −→ Z, is birationally isomorphic over Z to Γ × Z for some Q-curve Γ. After a suitable
coordinate change on Z, we pick a Zariski open subset UZ ⊂ Z such that 0,∞ ∈ UZ , f
∣∣
C
is smooth
over UZ and (f
∣∣
C
)−1(t′) ≃ Γ for all t′ ∈ UZ \ {0}. Put also CUZ := f
−1(UZ) ∩ C.
Lemma 3.17. The surfaces CUZ and C × UZ are isomorphic over UZ (i.e. the family f
∣∣
CUZ
:
CUZ −→ UZ is trivial).
Proof. Take a small disk ∆ ⊂ UZ around 0 and consider the period map ζ : ∆ −→ H12, associated
with f
∣∣
C
, into the Ziegel upper-half space H12. Here ζ is a holomorphic morphism, constant on
∆ \ {0}, hence also on ∆, and so we get
C = (f
∣∣
C
)−1(0) ≃ (f
∣∣
C
)−1(t′) ≃ Γ.
Thus all fibers of f
∣∣
CUZ
are isomorphic to C. This implies that the family f
∣∣
CUZ
: CUZ −→ UZ
is locally trivial in the analytic category. Moreover, since through any general point on C there
passes a section of f
∣∣
CUZ
(cf. Corollary 3.15), the sheaf AUZ of relative automorphisms of f
∣∣
CUZ
:
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CUZ −→ UZ is constant. In particular, we have H
1(UZ , AUZ) = 0, which means that the family
f
∣∣
CUZ
: CUZ −→ UZ is trivial. 
Lemma 3.18. Through every point on CUZ ⊆ C there passes at most one section of f
∣∣
C
.
Proof. Indeed, otherwise there exists a rational dominant map P1 99K C induced by the projection
CUZ ≃ C × UZ −→ C on the first factor (see Lemma 3.17), which is impossible. 
Lemma 3.19. Let O be a point from C(Q(t)) such that its specialization O := S ·O at t = 0 is a
point in S(k). Then we have O ∈ O(k(t)).
Proof. The point O is Gal(Q/k)-fixed, which implies that the section O is Gal(Q/k)-invariant
(otherwise one gets a contradiction with Lemma 3.18), and hence O ∈ C(k(t)). 
Remark 3.20. Consider a k(t)-curve Ĉ ⊂ S given by the equation λ̂ = 0 for some λ̂ ∈ (P12)∨(k).
Then, in the previous notation, the family f
∣∣
ĈUZ
: ĈUZ −→ UZ is smooth for every λ̂ from some
Zariski open subset L ⊂ (P12)∨(k) (with λ ∈ L), where ĈUZ := Ĉ ∩ f
−1(UZ). Moreover, the same
argument as in the proof of Lemma 3.17 shows that the family f
∣∣
ĈUZ
: ĈUZ −→ UZ is trivial for
every such λ̂, and so the statements of Lemmas 3.18, 3.19 also hold for ĈUZ and Ĉ, respectively.
Let U be the set of all points ∈ S(Q(t)) as in Proposition 3.6, with O varying through S(k),
λ varying through L (see Remark 3.20). Then from Proposition 2.14 and Lemma 3.19 we obtain
that U ⊂ S(k(t)) is Zariski dense in S. Thus S provides an example of non-isotrivial K3 surface
over the function field k(t), such that the set of S(k(t)) is Zariski dense, the genus of S is 12, and
the geometric Picard number of S equals 1 (the latter follows from Lemma 3.3). We can, however,
extract more from the construction of S.
3.21. Firstly, for every O ∈ U we have S22 · O ∈ S22(k), since both O and S22 are defined
over k, hence both are Gal(Q/k)-invariant. Let us consider the map h : U −→ S22(k) given by
O 7→ S22 ·O for all O. Put U
∗ := h(U). Note that the set U∗ is infinite (for otherwise L ⊂ (P12)∨
would be of codimension 1).
Further, after shrinking U if necessary, we get the following:
Lemma 3.22. The map h is 1-to-1 onto its image.
Proof. Recall that according to Remark 3.16 we can switch the roles between S and S22. Let us
choose then some general point O ∈ U∗ and consider the codimension 2 subspace LO ⊂ (P
12)∨(k)
of all O ∈ U for which h(O) = S22 · O = O. Now, since U
∗ is infinite, we may assume that
λ ∈ LO ∩ L. Note also that Lemmas 3.18 and 3.19 imply the definition of h(O) is independent of
any other λ̂ ∈ LO. Hence, for varying λ̂, we simply take O to be the common point (from S(k(t)))
of all S ∩ (λ̂ = 0). This gives the 1-to-1 statement. 
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Remark 3.23. Let us denote again by S and O the images in G(3, 7) of (the k-threefold) S and (the
k-curve) O ∈ U, respectively, under the projection GZ = G(3, 7)×Z −→ G(3, 7). Then (the proof
of) Lemma 3.22 shows that S ∩Π = O for a codimension 12 subspace Π ⊂ P(
∧3H0(G(3, 7), E3)∨)
complementary to P12 ⊃ S, S22.
Lemma 3.24. The set U∗ is Zariski dense in S22.
Proof. Let Ei be as in Proposition 2.14. Then by Remark 3.23 the Zariski closure of the set
{O ∈ U
∣∣ O ∈ Ei} in S determines a cycle E ′i ∈ H1,1(S22,Z) such that the sets E ′i ∩ S22(k) are
infinite for all i (see Lemma 3.22).
Note that the above family f : S −→ Z is differentially trivial over UZ . Then the induced
diffeomorphism between S and S22 maps every Ei onto the corresponding E
′
i by the monodromy
invariance of all section O of f . In particular, the union
∞⋃
i=1
E ′i is not contained in any curve on
S22, and hence it is Zariski dense. Moreover, since the sets E
′
i ∩ S22(k) are infinite for all i, we
obtain that
∞⋃
i=1
E ′i ∩S22(k) ⊆ U
∗ is Zariski dense in S22. Indeed, otherwise all E
′
i ⊆ some algebraic
curve, a contradiction. 
Lemmas 3.24 and 3.3 complete the proof of Theorem 1.2.
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