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Abstract
Quantum chemistry is one of the important applications of quantum information technology. Especially, an
estimation of the energy gap between a ground state and excited state of a target Hamiltonian corresponding
to a molecule is essential. In the previous approach, an energy of the ground state and that of the excited
state are estimated separately, and the energy gap can be calculated from the subtraction between them.
Here, we propose a direct estimation of the energy gap between the ground state and excited state of the
target Hamiltonian with quantum annealing. The key idea is to combine a Ramsey type measurement with
the quantum annealing. This provides an oscillating signal with a frequency of the energy gap, and a Fourier
transform of the signal let us know the energy gap. Based on typical parameters of superconducting qubits,
we numerically investigate the performance of our scheme when we estimate an energy gap between the
ground state and first excited state of the Hamiltonian. We show robustness against non-adiabatic transitions
between the ground state and first-excited state. Our results pave a new way to estimate the energy gap of
the Hamiltonian for quantum chemistry.
∗ matsuzaki.yuichiro@aist.go.jp
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I. INTRODUCTION
Quantum annealing (QA) has been studied as a way to solve combinational optimization prob-
lems [1–3] where the goal is to minimize a cost function. Such a problem is mapped into a finding
of a ground state of Ising Hamiltonians that contain the information of the problem. QA is designed
to find an energy eigenstate of the target Hamiltonian by using adiabatic dynamics. So, by using
the QA, we can find the ground state of the Ising Hamiltonian for the combinational optimization
problem.
D-Wave systems, Inc. has have realized a quantum device to implement the QA [4]. Supercon-
ducting flux qubits [5–7] have been used in the device for the QA. Since superconducting qubits are
artificial atoms, there are many degree of freedoms to control parameters by changing the design
and external fields, which is suitable for a programmable device. QA with the D-Wave machines
can be used not only for finding the ground state, but also for quantum simulations [8, 9] and
machine learning [10, 11].
Quantumchemistry is one of the important applications of quantum information processing [12–
14], and it was recently shown that the QA can be also used for quantum chemistry calculations [15–
22]. Important properties of molecules can be investigated by the second quantized Hamiltonian
of the molecules. Especially, the energy gap between the ground state and excited states is
essential information for calculating optical spectra and reaction rates [13]. The second quantized
Hamiltonian can be mapped into the Hamiltonian of qubits [16, 23–26]. Importantly, not only the
ground state but also the excited state of the Hamiltonian can be prepared by the QA [27, 28]. By
measuring suitable observable on such states prepared by the QA, we can estimate the eigenenergy
of the Hamiltonian. In the conventional approaches, we need to perform two separate experiments
to estimate an energy gap between the ground state and the excited state. In the first (second)
experiment, we measure the eigenenergy of the ground (excited) state prepared by the QA. From
the subtraction between the estimation of the eigenenergy of the ground state and that of the excited
state, we can obtain the information of the energy gap [28].
Here, we propose a way to estimate an energy gap between the ground state and excited state in
a more direct manner. The key idea is to use the Ramsey type measurement where a superposition
between the ground state and excited state acquires a relative phase that depends on the energy gap
[29]. By performing the Fourier transform of the signal from the Ramsey type experiments, we
can estimate the energy gap. We numerically study the performance of our protocol to estimate
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the energy gap between the ground state and first excited state. We show robustness of our scheme
against non-adiabatic transitions between the ground state and first excited state.
II. ESTIMATION OF THE ENERGY GAP BETWEEN THE GROUND STATE AND EXCITED
STATE BASED ON THE RAMSEY TYPE MEASUREMENT
We use the following time-dependent Hamiltonian in our scheme
H = A(t)HD + (1 − A(t))HP
A(t) =


1 − t
T
(0 ≤ t ≤ T)
0 (T ≤ t ≤ T + τ)
t−(T+τ)
T
(T + τ ≤ t ≤ 2T + τ)
(1)
where A(t) denotes an external control parameter (as shown in the Fig. 1), HD denotes the driving
Hamiltonian that is typically chosen as the transverse magnetic field term, and HP denotes the
target (or problem) Hamiltonian whose energy gap we want to know. This means that, depending
on the time period, we have three types of the Hamiltonian as follows
HQA = (1 −
t
T
)HD +
t
T
HP
HR = HP
HRQA =
t − (T + τ)
T
HD + (1 − t − (T + τ)
T
)HP
In the first time period of 0 ≤ t ≤ T , the Hamiltonian is HQA, and this is the same as that is used
in the standard QA. In the next time period of T ≤ t ≤ T + τ, the Hamiltonian becomes HR, and
the dynamics induced by this Hamiltonian corresponds to that of the Ramsey type evolution [29]
where the superposition of the state acquires a relative phase depending on the energy gap. In the
last time period of T + τ ≤ t ≤ 2T + τ, the Hamiltonian becomes HRQA, and this has a similar form
of that is used in a reverse QA [30–33].
We explain the details of our scheme. Firstly, prepare an initial state of |ψ0〉 = 1√
2
(|E (D)0 〉+ |E
(D)
1 〉)
where |E (D)0 〉 (|E
(D)
1 〉) denotes the ground (excited) state of the driving Hamiltonian. Secondly, let
this state evolve in an adiabatic way by the Hamiltonian of HQA and we obtain a state of
1√
2
(|E (P)0 〉+
e−iθ |E (P)1 〉) where |E
(P)
0 〉 (|E
(P)
1 〉) denotes the ground (excited) state of the target Hamiltonian and
θ denotes a relative phase acquired during the dynamics. Thirdly, let the state evolve by the
Hamiltonian of HR for a time T ≤ t ≤ T + τ, and we obtain 1√
2
(|E (P)0 〉 + e−i∆Eτ−iθ |E
(P)
1 〉) where
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FIG. 1. An external control parameter A(t) of our time-dependent Hamiltonian H(t) = A(t)HD+(1−A(t))HP
where HD denotes the driving Hamiltonian and HP denotes the target (problem) Hamiltonian. With a time
period of 0 ≤ t ≤ T , we have the Hamiltonian HQA that is used in the standard QA. With the next time
period of T ≤ t ≤ T + τ, we have the Ramsey time Hamiltonian HR where the quantum state acquires a
relative phase induced from the energy gap. In the final time period of T + τ ≤ t ≤ 2T + τ, we have the
Hamiltonian HRQA which is used in a reverse QA. By using the dynamics induced by these Hamiltonians,
we can estimate the energy gap of the target Hamiltonian.
∆E = E
(P)
1 − E
(P)
0 denotes an energy gap and E
(P)
0 (E
(P)
1 ) denotes the eigenenergy of the ground
(first excited) state of the target Hamiltonian. Fourthly, let this state evolve in an adiabatic way by
the Hamiltonian of HRQA from t = T +τ to T , and we obtain a state of
1√
2
(|E (D)0 〉+e−i∆Eτ−iθ
′ |E (D)1 〉)
where θ′ denotes a relative phase acquired during the dynamics. Fifthly, we readout the state by
using a projection operator of |ψ0〉〈ψ0 |, and the projection probability is Pτ = 12 + 12 cos(∆Eτ + θ′),
which is an oscillating signal with a frequency of the energy gap. Finally, we repeat the above five
steps by sweeping τ, and obtain several values of Pτ . We can perform the Fourier transform of Pτ
such as
f (ω) =
N∑
n=1
(Pτ −
1
2
)e−iωτn (2)
where τn = tmin +
n−1
(N−1)(tmax − tmin) denotes a time step, tmin (tmax) denotes a minimum (maximum)
time to be considered, and N denotes the number of the steps. The peak in f (ω) shows the energy
gap ∆E .
To check the efficiency, we perform the numerical simulations to estimate the energy gap
between the ground state and first excited state, based on typical parameters for superconducting
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FIG. 2. Fourier function against a frequency. Here, we set parameters as λ1/2pi = 1 GHz, g/2pi = 0.5 GHz,
ω1/2pi = 0.2 GHz, ω2/ω1 = 1.2, g′/g = 2.1, λ2/λ1 = 10.7, L = 2, N = 10000, tmin = 0, tmax = 100 ns. (a)
We set T = 150 (75) ns for the blue (red) plot, where we have a peak around 1.067 GHz, which corresponds
to the energy difference between the ground state and first excited state of the target Hamiltonian. We
have another peak around ω = 0, and this comes from non-adiabatic transition during the QA. (b) We set
T = 37.5(12.5) ns for the blue (red) plot. We have an additional peak around 1.698 GHz (2.7646 GHz),
which corresponds to the energy difference between the first excited state (ground state) and second excited
state of the target Hamiltonian.
qubits. We choose the following Hamiltonians
HD =
L∑
j=1
λ j
2
σˆ
( j)
x
HP =
L∑
j=1
ω j
2
σˆ
( j)
z +
L−1∑
j=1
gσˆ
( j)
z σˆ
( j+1)
z + g
′(σˆ( j)
+
σˆ( j+1)− + σˆ
( j)
− σˆ
( j+1)
+
) (3)
where λ j denotes the amplitude of the transverse magnetic fields of the j-th qubit, ω j denotes the
frequency of the j-th qubit, and g(g′) denotes the Ising (flip-flop) type coupling strength between
qubits.
We consider the case of two qubits, and the initial state is |1〉|−〉 where |1〉 (|−〉) is an eigenstate
of σˆz(σˆx) with an eigenvalue of +1 (-1). In the Fig. 2 (a), we plot the Fourier function | f (ω)|
against ω for this case. When we set T = 150 (ns) or 75 (ns), we have a peak around ω = 1.067
GHz, which corresponds to the energy gap ∆E of the problem Hamiltonian in our parameter. So
this result shows that we can estimate the energy gap by using our scheme. Also, we have a smaller
peak of around ω = 0 in the Fig. 2 (a), and this comes from non-adiabatic transitions between
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the ground state and first excited state. If the dynamics is perfectly adiabatic, the population of
both the ground state and first excited state should be 12 at t = T . However, in the parameters with
T = 150 (T = 75) ns, the population of the ground state and excited state is around 0.6 (0.7) and
0.4 (0.3) at t = T , respectively. In this case, the probability at the readout step should be modified
as P′τ = a+ b cos(∆Eτ+ θ′)where the parameters a and b deviates from 12 due to the non-adiabatic
transitions. This induces the peak of around ω = 0 in the Fourier function f (ω). As we decrease
T , the dynamics becomes less adiabatic, and the peak of ω = 0 becomes higher while the target
peak corresponding the energy gap ∆E becomes smaller as shown in the Fig. 1. Importantly, we
can still identify the peak corresponding to the energy gap for the following reasons. First, there
is a large separation between the peaks. Second, the non-adiabatic transitions between the ground
state and first excited state do not affect the peak position. So our scheme is robust against the
non-adiabatic transition between the ground state and first excited state. This is stark contrast with
a previous scheme that is fragile against such non-adiabatic transitions [28].
Moreover, we have two more peaks in the Fig. 2 (b) where we choose T = 37.5(12.5) ns
for the red (blue) plot, which is shorter than that of the Fig. 2 (a). The peaks are around 1.698
GHz and 2.7646 GHz, respectively. The former (latter) peak corresponds to the energy difference
between the first excited state (ground state) and second excited state. We can interpret these
peaks as follows. Due to the non-adiabatic dynamics, not only the first excited state but also the
second excited state is induced in this case. The state after the evolution with HR at t = T + τ is
approximately given as a superposition between the ground state, the first excited state, and the
second excited state such as c0e
−iE(P)0 τ−iθ0 |E (P)0 〉 + c1e−iE
(P)
1 τ−iθ1 |E (P)1 〉 + c2e−iE
(P)
2 τ−iθ2 |E (P)2 〉 where ci
(i = 0, 1, 2) denote real values and θi (i = 0, 1, 2) denotes the relative phase induced by the QA.
So the Fourier transform of the probability distribution obtained from the measurements provides
us with three frequencies such as (E (P)0 − E
(P)
1 ), (E
(P)
1 − E
(P)
2 ), and (E
(P)
2 − E
(P)
0 ). In the actual
experiment, we do not know which peak corresponds to the energy gap between the ground state
and first excited state, because there are other relevant peaks. However, it is worth mentioning
that we can still obtain some information of the energy spectrum (or energy eigenvalues of the
Hamiltonian) from the experimental data, even under the effect of the non-adiabatic transitions
between the ground state and other excited states. Again, this shows the robustness of our scheme
against the non-adiabatic transitions compared with the previous schemes [28].
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III. CONCLUSION
In conclusion,we propose a scheme that allows the direct estimation of an energy gap of the target
Hamiltonian by using quantum annealing (QA). While a ground state of a driving Hamiltonian is
prepared as an initial state for the conventional QA, we prepare a superposition between a ground
state and the first excited state of the driving Hamiltonian as the initial state. Also, the key idea
in our scheme is to use a Ramsey type measurement after the quantum annealing process where
information of the energy gap is encoded as a relative phase between the superposition. The
readout of the relative phase by sweeping the Ramsey measurement time duration provides a direct
estimation of the energy gap of the target Hamiltonian. We show that, unlike the previous scheme,
our scheme is robust against non-adiabatic transitions. Our scheme paves an alternative way to
estimate the energy gap of the target Hamiltonian for applications of quantum chemistry.
While this manuscript was being written, an independent article also proposes to use a Ramsey
measurement to estimate an energy gap by using a quanutm device [34].
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