Commutators and anticommutators of gamma matrices with arbitrary numbers of (antisymmetrized) indices are derived.
the form of explicit sums and do not involve recursion relations. Consider the d-dimensional Clifford algebra generated by the matrices γ i (i = 1, . . . , d), which satisfy
where g ij is the inverse metric tensor. Throughout this paper, indices shall be raised and lowered with g ij and g ij , respectively. Note that the metric g ij can be curved or flat, and also its signature will be irrelevant for what follows. A useful basis of the Clifford algebra of matrices is given by the antisymmetrized products of the γ i , 1
and by the identity matrix, which we may include in the notation (2) by allowing also for k = 0. We will formally allow also for k > d implying that the corresponding matrix vanishes due to the antisymmetrization of the indices.
We shall obtain general formulae for all commutators and anti-commutators of the γ-matrices (2). A useful notation we will employ is the generalized commutator bracket
where x = ±1. Our convention for the generalized Kronecker delta symbol is
Let us start with the easiest piece and write
After pulling γ j through the other matrices, we end up with
This is a commutator for even k and an anti-commutator for odd k. Finding the other bracket (anti-commutator for even k, commutator for odd k) is best done using induction. Let us assume that, for some k, the following relation holds:
Consider γ j i 1 ···i k+1 and rewrite it as
Applying the hypothesis (6) on the second term in the parentheses and using then (1) and (5), one obtains after a bit of algebra
Thus, if the hypothesis (6) is valid for some k, then it will also hold for k + 1. Therefore, as (6) holds for k = 1 by the definition of γ ij , we have shown that it holds for any k.
After this little exercise, we are ready to face the general cases γ j 1 ···j l , γ i 1 ···i k ± . Our hypotheses, which we shall prove again by induction, are the following:
Notice that the sums in these formulae are actually not infinite, but they terminate, because the binomial coefficients vanish for large enough m. Similarly, we could have formally extended the sums to −∞. It is straightforward to verify that (9) and (10) reduce to (6) and (5), respectively, if l = 1. The proof by induction can be based on the identity
which holds for x 2 = 1. Let us assume that (9) and (10) hold for some l and any k. Choosing
, we use (9) and (6) in the first term on the right hand side of (11), and (5) and (10) in the second term. Combining both terms (after shifting the summation index m by one in the second term), we end up with (9) with (l + 1) in place of l. Similarly, choosing x = (−1) k(l+1)+1 , we use (10) and (6) in the first term, (5) and (9) in the second term and obtain in the end (10) with l + 1 in place of l. Therefore, as (9) and (10) hold for l = 1 and any k, we have shown that they hold for any k and l. Equations (9) and (10) are the results of this paper. We leave it as an exercise for the reader to find three typographical errors in the list of (anti-)commutators given in the appendix of [2] . 
