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Einer der wichtigsten Erfolgsfak-
toren für die Spitzenforschung und
Industrie wird zukünftig darin be-
stehen, jederzeit schnell und
standortunabhängig auf weltweit
verteilte Daten und IT-Ressourcen
zugreifen zu können. Die Grund-
lage dazu bildet eine hochkom-
plexe, weltweit vernetzte Informa-
tionsinfrastruktur mit differenzier-
ten Zugangs- und Administra-
tionsmechanismen, für die sich all-
gemein der Begriff „Grid-Compu-
ting“ etabliert hat [1]. Der Ausdruck
Grid-Computing wurde dabei ge-
prägt durch die Assoziation mit
dem elektrischen Stromnetz (Po-
wer Grid). In der Tat war die ur-
sprüngliche Motivation für Grid-
Computing, dass Rechenkapa-
zität in gleicher Weise universell
und transparent zur Verfügung ge-
stellt werden soll, wie dies heute
für elektrische Energie der Fall ist.
Allerdings ist dieser Vergleich nicht
voll zutreffend, da es beim elektri-
schen Strom nur wenige anzu-
passende Parameter gibt (Span-
nung und Frequenz), wohingegen
beim Austausch von Rechnerleis-
tung wesentlich mehr Grundei-
genschaften zu berücksichtigen
sind: So können sich Zielrechner
z.B. unterscheiden in Architektur,
Betriebssystem, Anbindung an
das Netzwerk und vielem mehr.
Gerade in dieser technischen Viel-
falt liegen viele grundsätzliche
Probleme, die noch nicht alle voll-
ständig untersucht und gelöst sind.
Ausgehend von dieser ursprüngli-
chen Sichtweise wird das Grid-
Computing heute vielfach umfas-
sender definiert als die sichere, fle-
xible, koordinierte und gemeinsa-
me Nutzung von Ressourcen in-
nerhalb virtueller Organisationen
[4]. Als Ressourcen sind in diesem
Zusammenhang neben Rechen-
kapazität auch Daten und Instru-
mente, sowie im weitergehenden
Sinne Personen zu verstehen. Vir-
tuelle Organisationen werden hier-
bei dynamisch gebildet aus einer
Menge von global verteilten Insti-
tutionen. Beispiele für Virtuelle Or-
ganisationen sind Application Ser-
vice Provider oder Konsortien von
Firmen die gemeinsam ein neues
Produkt entwickeln wollen (z.B. ein
Auto oder Flugzeug), aber auch in-
ternationale wissenschaftliche Ko-
operationsprojekte: Es ist abzuse-
hen, dass kooperative Problemlö-
sungsumgebungen zukünftig in
vielen Bereichen von Industrie und
Wissenschaft eine signifikante
Rolle spielen werden und damit ei-




Der Begriff e-Science (im Sinne
von „enhanced“ Science) wurde
geprägt von Dr. John Taylor, dem
Vorsitzenden des britischen Wis-
senschaftsrates: „e-Science is
about global collaboration in key
areas of science, and the next ge-
neration of infrastructure that will
enable it.“ Die e-Science ermög-
licht eine neuen Qualität der wis-
senschaftlichen Zusammenarbeit
weltweit agierender Kollaboratio-
nen: Die grundlegende Voraus-
setzung dafür ist die allgemeine
Verfügbarkeit umfangreicher Da-
tensammlungen im Internet, so-
wie der Zugang zu sehr großen
verteilten Computer-Ressourcen
und hoch performanten Visuali-
sierungstools an den Arbeitsplät-
zen der beteiligten Wissenschaft-
ler. 
Das World Wide Web hat Stan-
dards geschaffen für den weltwei-
ten Zugang zu Information jegli-
cher Art. Zur Unterstützung der e-
Science ist eine weitergehende
Standardisierung und die Bildung
einer ungleich mächtigeren Infra-
struktur zwingende Vorausset-
zung. Neben den Informationen
auf Webseiten benötigen die Wis-
senschaftler einfachen Zugang zu




ze, um Terabytes an Informatio-
nen in verteilten Datenbanken ab-
zufragen. 
Das Grid definiert eine Architek-
tur, die alle diese Dinge zusam-
menbringt und damit die Vision der
e-Science in greifbare Nähe rückt:
e-Science umfasst als Konzept
die Anwendung der Grid-Techno-
logie für vielfältige Disziplinen, wie
etwa für Hochenergie- und Astro-
physik, Biowissenschaften und




phen u. a.) einerseits und den Auf-
bau von regional verteilten Mas-
sendaten-Archiven und deren Be-
reitstellung für differenzierte In-
formationsanalysen andererseits.
In diesem Sinne wäre eine Kon-
solidierung von Datenbankforma-
ten über Grenzen von Arbeits-
gruppen hinweg denkbar etwa im
Bereich der Genomforschung
oder Astronomie. So könnten z.B.
im Falle der Beobachtung einer
künftigen Supernova-Explosion
Wissenschaftler die Aufzeichnun-
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den Messdaten von Neutrino-
detektoren aus der Teilchenphy-
sik korrelieren: Der erkenntnis-
theoretische Mehrwert einer solch
umfassenden Methodik liegt auf
der Hand.
Eines der schwierigsten Proble-
me beim Entwurf von Grid-Syste-
men liegt in der allgemeinver-
bindlichen Definition von Proto-
kollen und Diensten, die eine In-
teroperabilität von Systemen und
Anwenderprogrammen über-
haupt erst garantieren. Als Sam-
melbegriff für die benötigte stan-
dardisierte Vermittlungs- und Ver-
waltungssoftware wird allgemein
der Begriff „Middleware“ verwen-
det. Die Middleware stellt die un-
tere Schicht des Grid-Computing
dar, auf welche verteilte Anwen-
dungen aufbauen können. Bei-
spiele für derartige Anwendungen
sind Simulationsrechnungen in
der Hochenergie- und Astroteil-
chenphysik sowie in der Medizin
oder der Zugriff auf verteilt ge-
speicherte sehr große Datenban-
ken. Die Middleware zur Kon-
struktion eines Grid muss dabei
folgendes leisten [3]:
● Koordination und Koallokation
von Ressourcen, ohne einer
zentralen Kontrollinstanz un-
terworfen zu sein
● Verwendung offener Standard-
protokolle und Schnittstellen




In der Praxis führen diese Forde-
rungen zur Einrichtung von sog.
Web-Services für die zu verwen-
denden Ressourcen, die global
sichtbare Funktionalitäten bieten
wie z.B. Verzeichnisdienste zum
Aufspüren von Ressourcen,  Res-
source-Broker zur dynamischen
Vermittlung, sowie Scheduler zum
Buchen und zur Inanspruchnah-
me von Ressourcen. Die Sicher-
heitsproblematik kann gelöst wer-
den durch den Einsatz von PKI1)-
gestützten Verfahren zur Authen-
tifizierung auf der Basis von ISO-
konformen Zertifikaten.
Ein lokales Computercluster mit
einem zentral verwalteten Batch-
System bildet nach diesen Vorga-
ben allerdings noch kein Compu-
ting Grid (Ein solches Angebot
würde analog in etwa dem Fall ent-
sprechen, dass ein Kunde seine
Elektrogeräte zum Betrieb in ein
bestimmtes Kraftwerk transpor-
tieren müsste). Die genannten Kri-
terien werden aber realisiert in den
aktuellen groß angelegten Grid-
Projekten, wie z.B. GriPhyN,
PPDG, EU DataGrid, CrossGrid
oder LHC Computing Grid: Alle
diese Projekte integrieren dyna-
misch Ressourcen aus verschie-
denen Institutionen, von denen je-
de mit ihren eigenen Betriebsre-
gelungen und Sicherheitsmecha-
nismen aufwartet; als gemeinsa-
me Basis für die Middleware wird
das am Argonne Lab entwickelte
Globus Toolkit [2] verwendet zur
Koallokation von Ressourcen und
der Adressierung von Problemen
im Bereich Sicherheit, Zuverläs-
sigkeit und Durchsatz. Die neues-
te Entwicklung geht dabei in Rich-
tung standardisierter Web-Servi-
ces, sog. Grid-Services, welche
es erlauben, eine verteilte Appli-
kation aus normierten, weltweit
verstreuten Komponenten mit all-
gemein anerkannten und offenen
Schnittstellen  aufzubauen. Unter
Einhaltung des künftigen Indus-
triestandards „Open Grid Services
Architecture“ (OGSA) [5] spielt es
dabei auch keine Rolle, ob zu-
sammen geschaltete Komponen-
ten und Dienste aus der Unix-
Welt oder aus der Windows Welt
stammen. Generell wird so auch
eine Zusammenarbeit zwischen
Applikationen ermöglicht, die auf
verschiedener Middleware-Tech-
nologie basieren, wie z.B. UNI-
CORE, DotNet usw. 
Eine zwingende Voraussetzung
zur Realisierung von Grid-Com-
puting ist die Existenz einer 
Breitbandvernetzung mit Quality-
of-Service-Garantie. Mit dem 
vom DFN-Verein betriebenen 
G-WiN steht der Wissenschaft in
Deutschland eine der weltweit mo-
dernsten Kommunikationsinfra-
strukturen zur Verfügung. Hier-
durch entsteht ein nachhaltiger
Standortvorteil, der vor dem Hin-
tergrund einer zunehmenden Glo-
balisierung über die Wissenschaft
hinaus von sehr großer Bedeu-
tung ist. Den Kern des G-WiN bil-
det ein bundesweites Hochge-
schwindigkeitsdatennetz auf mo-
dernster  Glasfasertechnologie.
Die Teilnehmer des G-WiN kön-
nen Anschlüsse mit bis zu 2,5-Gi-
gabit/s-Kapazität, später auch bis
zu 10 Gigabit/s erhalten, wobei die
etwa 700 deutschen Wissen-
schaftseinrichtungen Zugang er-
halten über 29 Knotenpunkte. Der
Netzwerke
Grid-Architekturen
1) Public Key Infrastructure
regionale G-WiN-Knoten für Nord-
baden und die Südwestpfalz be-
findet sich im Rechenzentrum des
Forschungszentrums Karlsruhe. 
Europa ist ebenfalls gut gerüstet:
Mit Förderung der Europäischen
Union wurde das GEANT-Netz-
werk eingerichtet, welches die eu-
ropäischen Länder über eine Da-
tenautobahn im Bereich von bis zu
10 Gigabit/s verbindet; der deut-
sche Aufpunkt befindet sich in
Frankfurt. Die Anbindung des GE-
ANT-Netzwerks zu amerikani-
schen Partnern wird realisiert
durch eine 2.5-Gigabit/s-Leitung
zum StarLight-Knotenpunkt in
Chicago. In den Vereinigten Staa-
ten wird das momentan wohl ehr-
geizigste Vernetzungsvorhaben
vorangetrieben: TeraGrid. Es ist
hier das Ziel, über StarLight in
Synergie Ressourcen zu nutzen
zwischen dem Argonne-Labora-
torium und NCSA im Osten einer-
seits sowie dem Supercomputer-
zentrum in San Diego (SDSC) und
Caltech im Westen andererseits.
Die Anbindung der Zentren unter-
einander wird realisiert mit einer
Bandbreite von zunächst 40 Gi-
gabit/s: Bis zu 10 Terabyte Daten
können somit in nur einer halben
Stunde über den amerikanischen
Kontinent hinweg transferiert wer-
den. Darüber hinaus stehen für
verteilte Anwendungen insgesamt
14 Teraflop Computerleistung und
750 Terabyte Online-Speicher zur
Verfügung. 
Die Internationalität der Verbund-
anstrengungen im Kontext des
Grid-Computing wird über die Ein-
beziehung des Angebots des G-
WiN hinaus auch hierzulande die
Auseinandersetzung mit innova-
tiven Kommunikationstechniken
wie optische Netztechnik und Wel-
lenlängen-Multiplexing unabding-
bar machen und eine entspre-
chende DGRID-Initiative wäre ge-
eignet, in Zukunft die Kapazitäten
in den deutschen Forschungs-
zentren für die Forschung zu er-
schließen.
Als Beispiel für ein aktuelles 
Grid-Computing-Vorhaben soll an
dieser Stelle das LHC-Com-
puting-Grid-Projekt besprochen
werden: Das laufende For-
schungsprogramm bei CERN er-
fordert den Bau des bisher welt-
weit leistungsfähigsten Teilchen-
beschleunigers, des Large Ha-
dron Collider (LHC). Mit dem LHC
soll der Ursprung der Masse un-
tersucht werden, eine der grund-
legendsten Fragen der Wissen-




Das Computing-Modell des LHC. Die Grundlage bilden weltweit verteilte Res-
sourcen, wobei jede der Ebenen (Tier) eine bestimmte Funktion hat. Die Roh-
daten der Experimente werden am CERN gespeichert und vor verarbeitet
(Tier-0), große Regionalzentren übernehmen die Speicherung der rekons-
truierten Daten und produzieren mit Monte-Carlo-Methoden simulierte Er-
eignisse (Tier-1), gefilterte Datenströme fließen zu  nationalen Rechenzentren
(Tier-2) und zu  lokalen Rechenzentren (Tier-3), ausgewählte Datensätze ste-
hen schließlich an den Arbeitsplätzen der Wissenschaftler zur Verfügung
(Tier-4). Alle einer bestimmten virtuellen Organisation dynamisch zugeteil-
ten Ressourcen bilden ein verteiltes, virtuelles Rechenzentrum, auf das alle
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ein immenses Aufkommen an Da-
ten, die ausgewertet und verar-
beitet werden müssen. Dazu sol-
len weltweit freie oder ungenutzte
Prozessor- und Speicher-Kapa-
zitäten von Zehntausenden von
Computern zu einem Daten-Netz-
werk (einem sog. DataGrid) zu-
sammengefasst werden. Das Grid
Computing stellt einen der neues-
ten Ansätze dar, um den enormen
Bedarf an Rechen- und Speicher-
Kapazitäten solch umfassender
Projekte zu decken und nutzt das
Internet und die darin enthaltenen
Computerressourcen. Tausende
Wissenschaftler von Universitä-
ten auf der ganzen Welt werden
bei der Analyse der gesammelten
Daten zusammenarbeiten. Hier-
bei ist die Idee, die Daten nicht wie
bisher an einem Ort vorzuhalten
und zu verarbeiten, sondern die-
se auf mehrere Zentren zu vertei-
len und transparent zu nutzen [6]:
In der MONARC-Studie [7] wurde
gezeigt, dass ein hierarchisches
System mit verschiedenen Ebe-
nen (Tiers) den Anforderungen
gerecht wird. In diesem Modell hat
CERN als Tier-0 die Aufgabe, Ex-
perimentdaten zu speichern und
zu rekonstruieren. Die Analyse so-
wie die Erzeugung simulierter Er-
eignisse wird vor allen Dingen in
regionalen Tier-1-Zentren statt-




Neben CERN, RAL, IN2P3 und
vielen anderen hochrangigen For-
schungszentren wird sich auch
das Forschungszentrum Karlsru-
he an diesem Projekt beteiligen:
Die Hauptabteilung Informati-
ons- und Kommunikationstechnik
(HIK) wird als Kompetenzzentrum
zur Weiterentwicklung und An-
wendung der Grid-Technologie
beitragen; auf der Ressourcensei-
te wird mit dem „Grid-Computing
Centre Karlsruhe (GridKa)“ in den
nächsten Jahren ein beachtliches
Potenzial an Computerleistung
und Speicherplatz geschaffen,
welches Zugang zu einer neuen
Qualität wissenschaftlichen Arbei-
tens eröffnen wird [8,9].  Obwohl
die Datennahme der vier Großex-
perimente ATLAS, ALICE, CMS
und LHCb bei LHC erst im Jahre
2007 beginnt, werden schon jetzt
Prototypen für die Datenverarbei-
tung gebaut, sog. Testbeds, mit
jährlich wachsender Funktionalität
und Komplexität, um die kritischen
Parameter des weltweiten Com-
puting-Modells zu untersuchen
und zu optimieren. Darüber hinaus
bietet GridKa schon jetzt Res-
sourcen zur Auswertung der Da-
ten für vier weitere in Produktion
befindliche Experimente der Kern-
und Teilchenphysik (BaBar am
SLAC, D0 und CDF am FermiLab,
COMPASS am CERN). Es ist das
Ziel der Aufbauarbeiten, Ressour-
cen für alle Experimente möglichst
gemeinsam bereitzustellen, um
durch Synergie-Effekte Einspa-
rungen bei den Gesamtkosten zu
erreichen; an den durch GridKa
versorgten Experimenten nehmen
in Deutschland insgesamt mehr
als 400 Wissenschaftler aus
41Instituten teil. Eine weitere wich-
tige Aufgabe besteht darin, dass
GridKa weltweit als zentrale Ins-
tanz zur Ausstellung von Grid-
Computing Zertifikaten für die
deutsche Kern- und Teilchenphy-
sik anerkannt ist. 
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