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Abstrakt
Tato pra´ce se zaby´va´ buneˇcˇny´m cyklem kvasinky Saccharomyces cerevisiae. Oblast´ı
nasˇeho za´jmu je prˇechod mezi G1 a S fa´z´ı, kde je nasˇ´ım c´ılem identifikovat velikost
bunˇky v dobeˇ pocˇa´tku DNA replikace. Nejprve se veˇnujeme neda´vno publikovane´mu
matematicke´mu modelu [2], ktery´ popisuje mechanismy vedouc´ı k S fa´zi. Pra´ce poskytuje
detailn´ı popis tohoto modelu, stejneˇ jako cˇasovy´ pr˚ubeˇh neˇktery´ch d˚ulezˇity´ch protein˚u cˇi
jejich sloucˇenin. Da´le se zaby´va´me pravdeˇpodobnostn´ım modelem aktivace replikacˇn´ıch
pocˇa´tk˚u DNA. Noveˇ uvazˇujeme vliv sˇ´ıˇren´ı DNA mezi soused´ıc´ımi pocˇa´tky a analyzujeme
jeho d˚usledky. Poskytujeme take´ senzitivn´ı analy´zu kriticke´ velikosti bunˇky vzhledem ke
konstanta´m popisuj´ıc´ım dynamiku reakci v modelu G1/S prˇechodu.
Summary
In this thesis we deal with the cell cycle of the yeast Saccharomyces cerevisiae. We are
interested in its G1 to S transition, and our main goal is to determine the cell size at the
onset of its DNA replication. At first, we study a recent mathematical model describing
the mechanisms leading to the S phase [2], we provide its detailed description and present
the dynamics of some significant protein and protein complexes. Further, we take a closer
look at the probabilistic model for firing of DNA replication origins. We newly consider
the influence of DNA replication spreading among neighboring origins, and we analyze its
consequences. We also provide a sensitivity analysis of the critical cell size with respect
to rate constants of G1 to S transition model.
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1. Introduction
1. Introduction
Systems Biology is a new scientific area which tries to describe biological processes
using mathematics. Its goal is to obtain a mathematical model, which could help us
comprehend the purpose of biological events. A mathematical model is usually built
according to the observed interactions of chemicals. Such a model is mostly described
by a system of differential equations. Then simulations are run and the influence of a
particular reaction (chemical etc.) is analyzed. For example, in the case of diseases, the
effect of drugs can be tested by simulations and their results can be verified by biological
experiments. This significantly reduces the number of expensive and time consuming
laboratory experiments.
In this thesis, we will investigate the cell cycle of yeast, more precisely the G1 to S
transition. We will try to identify the critical cell size, which is its protein content at the
beginning of the S phase. To this end, we shall study the model of chemical reactions
underlying the G1 to S transition, and the output of this model will be used as an input
to the probabilistic model for firing of the DNA replication origins. The influence of the
DNA replication spreading among neighbors will be further analyzed.
The structure of this thesis is as follows: its second chapter provides a brief overview
of biological processes which are necessary to learn about in order to understand the
mechanisms involved in the models, such as cell cycle, DNA replication, gene expression
and budding.
Chapter 3 deals with the mathematical theory of numerical solution of a differential
equation system. At first, the question of existence and uniqueness of the solution of
the system of ordinary differential equation is discussed. Then the concept of numerical
solution is introduced, with the main stress put on the Rosenbrock and the numerical
differentiation methods, which are used in the model.
In chapter 4, there is a detailed description of the G1 to S transition model published
by Alberghina in [2]. The model is divided into several blocks and the mathematical
expression of biological events is explained. At the end of this chapter, you can find some
simulation results.
The probabilistic model, which is the main tool in identifying of a critical cell size, is
investigated in chapter 5. The results of simulations in two environments are provided,
as well as the discussion of the influence of spreading the DNA replication among the
neighbors in each grown medium. The second part of this chapter is dedicated to a
sensitivity analysis of the critical cell size. We will point out the significance of production
rates of some proteins and also the binding rates of inhibitors will be examined.
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2.1. Cell cycle
During their lifetime, every cell goes through several phases which lead to division of the
cell and its replication. A series of such events is called the cell cycle. In eukaryotic cells
(cells with a nucleus), the cell cycle consists of four distinct phases - G1, S, G2, M. The
first three phases are the interphases, i.e. periods of the cell cycle in which the cell obtains
nutrients, grows, copies its DNA, and conducts other “normal” cell functions. In the last
phase the cell divides into two or more cells called daughter cells.
2.1.1. G1 phase
The G1 phase (G being a shortcut for a gap) is a period of the cell cycle which takes
approximately half of the cell’s lifespan. The newborn cell begins to grow and creates
new organelles, which both require a high amount of protein synthesis. In this phase,
there is a possibility for the cell to enter the G0 phase, where cells exist in a quiescent
state. For example, this is typical for parenchymal cells of the liver and kidney. The
second option is to continue in the cell cycle and enter the S phase. In such a case, there
is a restriction point which ensures that the DNA is intact and the cell is prepared for
DNA replication. This is the main checkpoint in the whole cell cycle. If the cell crosses
this point, it necessarily leads to cell division.
2.1.2. S phase
During the S phase (S indicating synthesis phase) there is duplicated genetic material
in the cell. This is the result of DNA replication. At its end each chromosome has two
(sister) chromatids. This part of the cell cycle takes about 30% of the cell’s lifetime. The
increase in cell mass still continues.
2.1.3. G2 phase
The third phase of the cell cycle is the G2 phase. It is the second gap phase, where the cell
merely grows, and there are no significant changes in the nucleus. Compared with the G1
phase, this one takes a shorter time - only 15% of the lifespan, but the cell grows faster.
Before the cell enters the M phase, there is another control checkpoint, which prevents
cells from entering mitosis with a damaged DNA.
2.1.4. M phase
The last period of the cell cycle is the M phase - mitosis. During this brief M phase (around
5% of the lifespan), the chromosomes are separated into two equal sets (the process of
which is called mitosis), and consequently the nucleus and the rest of the cell is divided
into roughly equal daughter cells (cytokinesis). The mitosis is a highly regulated phase,
which consists of five smaller periods - prophase, prometaphase, metaphase, anaphase
and telophase. The cell cannot skip any of these stages, nor can it even change their
order. However, the mitosis may slightly vary in different species. We can distinguish
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”open” and ”closed” mitosis. In the ”open” mitosis, the nuclear envelope breaks down
before the chromosomes separate, which is typical for animal cells. To the contrary, for
example some fungi or Saccharomyces cerevisiae (yeast) undergo a ”closed” mitosis, which
means the chromosomes divide in the nucleus which comes apart afterwards. Mitosis is
important for the maintenance of the chromosomal set. Each newly formed cell receives
chromosomes that are alike in composition and equal in number to the chromosomes of
the parent cell. Errors, which can occur during the mitosis, may lead to serious problems.
The cell can die, or it may change its function and cause for instance cancer.
Figure 2.1: Schematic of the cell cycle
2.2. Budding
Budding is a form of asexual reproduction. In a certain moment, the parent cell begins
to form a bud, which is later separated and forms a new cell. It is typical for budding,
that the parent and the daughter cell have a different size. This way of reproduction
is common in plants (mainly non-vascular) and for some fungi, where we can also place
yeasts.
2.3. Proteins and important chemical reactions that
provide the regulation of the cell cycle
The cell cycle is a sequence of events which have to occur in precise time under specific
conditions. To assure that the cell does not miss any step, there is a system of control
mechanisms. Most of them are provided by two kinds of proteins - cyclins and cyclin-
dependent kinases (CDK)
2.3.1. Cyclin
Cyclins are proteins which play one of the main roles in the regulatory system of a cell.
They activate and deactivate the enzymes that are responsible for important processes
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in the cell cycle, such as cell division or DNA replication. Their name refers to their
important behaviour that is the cyclic change in concentration according to the current
state of the cell. By their expression or degradation they can change the activity of
crucial enzymes. In the cell, there are several different cyclins, which are able to react
with different enzymes and as a complex catalyze various reactions, which altogether
enables the cell to perform the cell cycle correctly.
2.3.2. Cyclin-dependent kinase
Cyclin-dependent kinases (Cdk) are a kind of enzymes that ensure correct order of events
in the cell cycle. They only appear in their activated form when associated with cyclins.
This activated heterodimer cyclin-Cdk can catalyze the phosphorylation, and through
this activate or inactivate the target proteins, which can enable the cell to enter a new
phase in the cell cycle. Cdks are constitutively expressed in cells, whereas cyclins are
synthetized at specific stages of the cell cycle, in response to various molecular signals
[20], [9].
2.3.3. Phosphorylation
Phosphorylation is a kind of reaction in which a phosphate (PO4) is added to an organic
molecule and changes its chemical properties. Phosphorylation needs to be catalyzed by
enzymes. In the cell cycle, these enzymes are cyclin-dependent kinases (kinases in general).
Phosphorylation of a molecule may lead to its dissociation, and thereby to activation of
important chemical compounds. For example, in the cell cycle phosphorylation activates
a transcription factor which enables production of crucial proteins, which consequently
leads to forming of a bud and DNA replication.
2.4. DNA replication
The genetic information in every living organism is preserved in an acid, namely in de-
oxyribonucleic acid (DNA). DNA consists of two strands, which are tightly held together
and form a double helix. Each strand is a long polymer, the basic structural units of
which are nucleotides. A nucleotide is made of three fundamental parts - nucleobase,
five-carbon sugar and phosphate groups. In DNA there is a backbone formed from the
repeating sequence of sugar and phosphate groups, while nitrogenous bases are on the
side of the chain. We distinguish four kinds of the bases - guanine (G), adenine (A),
cytosine (C) and thymine (T). Thus, each string of DNA can be written as a combina-
tion of these four letters. Moreover, in the double helix there are strict rules according
to which the strands are bound together. The chains are oriented in such a way, that
the bases are inside the structure and form hydrogen bounds with each other. But only
two combinations are possible - adenine is always connected with thymine, while cytosine
makes bounds exclusively with guanine. So, if we know the order of bases in one string
of DNA, we can easily predict the order in the second one. This plays a crucial role in
DNA replication.
When a cell divides, the new-born cell has to involve its whole genetic information, i.e.
has the same DNA as the maternal cell. Roughly in the middle of the cell cycle, the DNA
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replicates and forms two identical double helixes. The process of DNA replication has to
be very precise, because any kind of change in its code can have serious consequences to
the functionality of the cell.
In the DNA replication process, three main steps can be found - initiation, elongation
and termination.
2.4.1. Initiation
During this phase of DNA replication, the DNA double helix is unwound, a replication
fork is generated and an enzymatic complex is bound.
DNA replication does not begin at an arbitrary place of the genome (i.e. the entirety
of an organism’s hereditary information), but, on the contrary, there are specific places
where replication can start. Such places are called the replication origins. The number
of these starting points depends on the kind of organism. For example, bacteria typically
have only one such origin in its DNA, while in mammalian cells there are thousands of
them.
In eukaryotic cells, where also a cell of yeast belongs, there is a pre-replication complex
(pre-RC) formed first. The pre-RC consists of two main groups of proteins - the origin
recognition complex (ORC) and the Mini Chromosome Maintenance (or MCM) protein
complex. The ORC binds to the origin of replication and, together with two other proteins
Cdc6 and Cdt1, affords to link the MCM to the DNA. Proteins Cdc6 and Cdt1 prevent
the continuation of the replication process, and thus they have to be dissociated by the
phosphorylation. Once pre-Rc is assembled, the DNA strands can unwind and form a
replication fork.
The replication fork is a structure that forms within the nucleus during DNA repli-
cation.It is created by helicases, which break the hydrogen bonds holding the two DNA
strands together [20]. The structure is Y-shaped, which enables the synthesis of new
DNA in between the old strings. Additional proteins are present, which helps to keep the
strands unwound.
2.4.2. Elongation
In this phase replication itself takes place. The double helix is unbound and each strand
is prepared for the addition of complement. This process is ”semiconservative”, which
means that in each newly formed DNA there is one string from the original double-
stranded DNA. The completion of the single DNA’s chain is unique, since only two types
of bounds are possible - adenine with thymine, cytosine with guanine.
At this point, an essential role is played by DNA polymerases, which are enzymes cat-
alyzing the polymerization of deoxyribonucleotides into a DNA strand. The polymerases
can only add free nucleotides to the 3’ end of the newly-forming strand, thus it can operate
only in one direction. Since the DNA strands are antiparallel, continuous polymerization
is only possible on one string called the leading strand. In the second one - the lagging
strand - is the situation much more complicated and the replication proceeds on small
parts of DNA (cca 100-200 nucleotides), called Okazaki fragments.
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2.4.3. Termination
The last part of DNA replication is termination, which is the finalization of the whole
process. In bacteria, the termination occurs when the two replication forks meet each
other on the opposite end. In a cell with several DNA origins termination occurs when
the replication forks run into each other in a given segment of genome.
2.5. Gene expression
As a cell goes through different phases in its lifetime, it requires that specific proteins
are present. Information about all proteins needed during the cell cycle is included in the
DNA. A section of the DNA which contains all information necessary for the production of
particular protein, is called a gene. Gene expression is then a process in which cells build
a protein coded in the gene. It is a complex action, in which we can distinguish several
phases, but we will only focus on the main ones, in order to provide a brief explanation
of the processes we will deal with in the mathematical model of G1 to S transition. For
more detailed information see [19].
2.5.1. Transcription
Transcription, also known as RNA synthesis, is a process which takes place in the nucleus
and the purpose of which is to create an equivalent RNA copy of a DNA sequence. The
RNA, ribonucleic acid, is present in a cell in various forms. At first, there is an RNA
polymerase (RNAp), located exclusively in the nucleus. Its task is to bind to a certain
place in the DNA strand and by that enable production of another type of the RNA.
Similarly as it is in the case of DNA replication, there are specific places in the DNA
chain where gene expression can start. These parts of the DNA are called promoters and
they separate particular genes. Since RNAp could possibly bind to an arbitrary promoter,
there has to be a mechanism to control the transcription rates of different proteins. This is
provided by transcription factors. Each transcription factor modulates the transcription
rate of a set of target genes. They affect the transcription rate through binding to the
promoter which precedes the regulated gene. When bound, they change the probability
per unit time that RNAp binds to the promoter and consequently produces a messenger
RNA (mRNA), which is another form of the ribonucleic acid. It contains the information
from the DNA and transports it to the cytoplasm. The transcription factors can thus act
as activators that increase the transcription rate of a gene, or as repressors that reduce
the transcription rate. A particular transcription factor may control more than one gene,
but typically it plays only one kind of role - either an activator or a repressor. On the
other hand, a gene may be regulated by a series of transcription factors, which could be
both activators and repressors.[3]
2.5.2. Translation
The second step of the gene expression - translation - occurs in the cytoplasm, more
concretely in an organella called a ribosome. mRNA, which passed to the cytoplasm after
gene transcription, enters to the ribosome and it is translated into the protein, which was
previously coded in the DNA sequence. Let us take a closer look at the mechanism of
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translation: the RNA is a chain of nucleotides which have three main parts - nitrogenous
base, ribose sugar and phosphate. Since the structural unit of the RNA is a nucleotide,
just like DNA’s is, the RNA and the DNA are very similar. Nevertheless, they differ in a
few important details. The RNA is only single-stranded and is much shorter. The RNA
contains ribose sugar, while the DNA contains deoxyribose, which makes the DNA more
stable. The last difference - the complementary base to adenine is not thymine, as it is in
the DNA, but rather uracil, which is an unmethylated form of thymine. But even though
the acids differ a bit, the RNA can be represented as a sequence of bases (A, C, U, G),
too. We can divide the RNA, as well as the DNA, to subsequences having the length of
three bases. Such triplets are called codons. We can easily see that there are possibly 64
different combinations of such triplets, hence 64 different codons. To each codon, there
is assigned one amino acid. Since we have only 20 amino acids, the assignment is a non-
injective and surjective function, which helps to prevent possible errors in translation. In
the ribosome, we can also find another form of the RNA - a transfer RNA (tRNA) - that
transfers a specific active amino acid to the ribosome. tRNAs are small molecules, which
have a site for amino acid attachment, and a site called an anticodon. The anticodon
is an RNA triplet complementary to the mRNA triplet that codes for their cargo amino
acid. The anticodons of tRNA pairs with the codons of mRNA, and at the other end
of the tRNA molecule, they form a chain of amino acids. The desired protein, which is
finally formed by translation of the whole mRNA, is called a gene product.
These and further information can be found in [3] or [19]. Interesting images illustrat-
ing these biological processes can be also found in [20].
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3. Mathematics used in the model of
G1 to S transition
In this chapter we will provide an overview of the mathematical principles that are used
in simulation of G1 to S transition. In our model, we deal with the initial value problem
for system of nonlinear ordinary differential equations, which is solved numerically. At
first, we shall define the system of ordinary differential equations and its initial value
problem. We will also discuss the existence and the uniqueness of its solution. In the
second part, we will focus on the numerical methods - its basic notions, stiff problems
and methods used to find its solution.
3.1. Ordinary differential equations, existence and unique-
ness of the solution
3.1.1. Basic notions
Let us begin with some essential definitions. The texts [5],[1] and [21] were used as a
source of this brief survey.
Definition 1 (Differential equation). A differential equation is an equation that in-
volves the derivatives of a function as well as the function itself. If partial derivatives
are involved, the equation is called a partial differential equation (PDE); if only ordinary
derivatives are present, the equation is called an ordinary differential equation (ODE).
[21]
Definition 2 (Order of differential equation). An order of a differential equation is
the order of the highest derivative of the unknown function.
Definition 3 (Linear differential equation). A differential equation is said to be
linear (LODE), if it is linear with respect to the unknown function and its derivatives.
Otherwise we say that the equation is nonlinear.
Till now, we have talked about differential equations, which only have one unknown
function. Now we will introduce a system of differential equations of first order, in which
there are n different unknown functions depending on variable t. It is good to mention
that each n-th order differential equation, as well as each system of higher order, can be
rewritten as a system of n first order differential equations.
Definition 4 (Standard form of system of first order ordinary differential equa-
tions). The system of first order ODE in a form
x′1 = f1(t, x1, x2, . . . , xn)
x′2 = f2(t, x1, x2, . . . , xn)
. . .
x′n = fn(t, x1, x2, . . . , xn)
 , (3.1)
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where fk (k = 1,. . . , n) are defined on (n+ 1)-dimensional subset Ω ⊂ Rn+1, is said to be
a system of first order ordinary differential equations in standard form.
It can also be written in a vector form
x′ = f(t,x), (3.2)
where x′ = (x′1(t), x
′
2(t), . . . , x
′
n(t))
T , x = (x1(t), x2(t), . . . , xn(t)) and
f = (f1(t,x), f2(t,x), . . . , fn(t,x))T .
Further, we will introduce other notions particular for a nonlinear system of first order
ordinary differential equations, since the mathematical model of G1 to S transition takes
that form.
Definition 5 (Solution of system of ODE). A solution of the first order system of
ODE (3.2) is a vector function
x¯(t) = (x¯1(t), x¯2(t), . . . , x¯n(t)),
which is continuously differentiable on an interval I and, when substituted into the equa-
tion, yields an identity for all values on the interval I.[1]
Definition 6 (Initial value problem). An initial value problem is a system of ODE
(3.1), resp. (3.2), together with an arbitrary but fixed point
(t0, q1, q2, . . . , qn) ∈ Ω i.e. (t0,q) ∈ Ω. (3.3)
The solution to the initial value problem are functions x1, x2, . . . , xn that are solution to
the system of differential equation and satisfy
x1(t0) = q1, x2(t0) = q2, . . . xn(t0) = qn i.e. x(t0) = q.
Definition 7 (Types of solutions of ODE system). A general solution of a sys-
tem of n ODE of first order is a group of n functions containing n arbitrary variables
C1, C2, . . . , Cn, such that by admissible choice of these parameters we will obtain a solu-
tion of each initial value problem.
A particular solution is derived from the general solution by setting the constants to
particular values, often chosen to fulfill initial or boundary conditions.
A singular solution is a solution which cannot be derived from the general solution.
3.1.2. Existence and Uniqueness Theorems
In this part we shall present the basic existence and uniqueness theorems concerning the
solution of an initial value problem for first order system of ordinary differential equations.
In this whole subsection, we will assume that a region Ω is an open connected subset of
Rn+1.
Firstly, we will deal with the question of existence.
Theorem 8 (Cauchy-Peano Theorem). Assume that f : Ω→ Rn is continuous. Then
for every (t0, q) ∈ Ω the initial value problem (3.2), (3.3) has a solution on some interval
I, t0 ∈ I. [15]
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Cauchy-Peano theorem ensures the existence of solution under quite weak assump-
tions, when only the continuity of vector field f is demanded. On the other hand, such
existence of solution is merely local - a solution exists on some interval, for which we
possess no further specifications and which can be very short. Here we will omit the proof
of this theorem, but it can be found in [15].
In order to discuss the uniqueness of solution, we shall first define a Lipschitz condition.
Definition 9 (Lipschitz condition). A function f is said to satisfy a Lipschitz condition
in Ω with a Lipschitz constant L if for any points (t, x), (t, y) in Ω it satisfies an inequality
‖f(t,x)− f(t,y)‖ ≤ L‖x− y‖. (3.4)
Remark 10. We can interpret Lipschitz condition as a speed restriction to the growth of a
function f. A line joining any two points (t, x), (t, y) on the graph of function f will never
have its slope steeper than the Lipschitz constant L. Since in our case x′(t) = f(t,x), the
Lipschitz condition indicates how the slope of the solution curve will vary if we perturb
x. [10]
The Lipschitz condition can be exchanged by the stronger condition of the requirement
of bounded derivatives ∂f/∂xi. Using the mean value theorem we can easily see that when
derivatives are bounded the Lipschitz condition holds.
We are now in a position to state Picard-Lindelo¨f theorem.
Theorem 11 (Picard-Lindelo¨f Theorem). Assume that f : Ω → Rn is continuous in
t and satisfies a Lipschitz condition. Then for every (t0, q) ∈ Ω the initial value problem
(3.2), (3.3) has a unique solution on some interval I, t0 ∈ I. [15]
This theorem also has a local character. To our benefit, we can state both theorems
(of existence and of uniqueness) in such a form that gives us an estimation of the interval
where the solution is determined. Let us emphasize that this is only an estimation ensuring
the minimum length of the interval. The real interval can be larger.
For such estimation we will firstly need a definition of a closed ball in Rn.
Definition 12 (Closed ball). If p ∈ Rn and r > 0, then a closed ball of radius r centered
at p, denoted as B¯(p, r), is the set
{x ∈ Rn : ‖x− p‖ ≤ r}.
Theorem 13. Suppose that a function f is continuous and bounded by M on a region
D = [t0 − α, t0 + α]× B¯(q, r).
Then the initial value problem (3.2), (3.3) has a solution defined on
[t0 − β, t0 + β], where β = min(α, r/M).
If we demand uniqueness of a solution, the function f has to, moreover, satisfy a Lipschitz
condition on B¯.[8]
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A proof of Picard-Lindelo¨f theorem can be found in [8].
Let us remark, that in our model the functions fi are of the form
fi = c+
θ∑
j=1
cjxw1jxw2jxw3j +
ϑ∑
l=θ+1
clxw1lxw2l +
υ∑
m=ϑ+1
cmxwm , w1j, w2j, . . . , wm ∈ (1, n)
where c, c1, c2, . . . , cυ are nonnegative constants and θ, ϑ, υ positive integers, such that
θ < ϑ < υ. Such functions, as well as their derivatives, are continuous on a closed ball,
hence bounded. According to Cauchy-Peano and Picard-Lindelo¨f theorems, the solution
of our model exists and it is unique on some interval I.
3.2. Numerical differential equation methods
Although there are analytical methods how to solve differential equations, most of the
equations are not solvable exactly or the finding of their exact solution is a complicated
task. Thus, we use numerical methods to find at least an approximate solution.
3.2.1. Preliminaries
In this section we will first provide basic definitions of numerical methods and a classifica-
tion of errors which occur when these numerical methods are used. Further we will focus
on one-step and linear multistep methods, we will introduce their general concepts and
the best-known methods of each class. Finally, we compare both classes. More details
can be found in [6] or [10].
Definition 14 (Numerical solution). A numerical solution of an initial value problem
(3.2), (3.3) is a calculation of approximate values of an unknown solution on a discrete
grid Ih of an interval I. Let I = 〈a, b〉 and Ih = {ti, a = t0 < t1 < · · · < tN = b}. Then
the points ti are called knots and a distance h = ti+1 − ti is called a step size.
Remark 15. A value of an exact solution in a knot ti will be denoted x(ti), while a value
of an approximate solution xi.
Definition 16 (Local solution). A local solution of a problem (3.2), (3.3) in a knot ti
is a function ui(t), that is a solution to an initial value problem
u′i(t) = f(t,ui(t)), ui(ti) = xi. (3.5)
Definition 17 (Numerical method). A numerical method is a procedure that computes
an approximated solution xi of the analytic solution x(ti).
Numerical methods can be distinguished according to their properties into several
classes. Let us present some of them.
Definition 18 (Explicit and implicit numerical methods). A numerical method is
said to be explicit, if the approximate solution xi+1 can be computed directly in terms of
(some of) the previous values xk, k ≤ i. A method is said to be implicit if xi+1 depends
implicitly on itself through f. [12]
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Definition 19 (One-step and multistep methods). A numerical method is said to
be a one-step method if a new approximate solution xi+1 is calculated using only the
function value in the previous knot, i.e. xi. The approximate solutions from preceding
knots xi−1, xi−2, . . . are not used. On the contrary, if using more than one previous knot,
we talk about a multistep method.
Truncation errors
Now, we will deal with errors which arise when we use the numerical approach. For
lucidity, we will illustrate meaning of the particular errors using a concrete numerical
method - the explicit Euler method.
Definition 20 (Explicit Euler method). Let us consider an initial value problem (3.2),
(3.3). The explicit Euler method is formula
xi+1 = xi + hf(ti,xi) i = 0, 1, . . . , n− 1. (3.6)
The first knot x0 is set from the initial condition (3.3), hence x0 = q.
The above is the simplest method for solving ordinary differential equations numeri-
cally, and it can easily be derived from the Taylor formula
x(ti+1) = x(ti + h) = x(ti) + hx′(ti) +
1
2
h2x′′(ξi) ξi ∈ (ti, ti+1).
If we neglect the last term in the Taylor formula, substitute the terms x(ti), x(ti+1) with
their approximate values xi, xi+1, and finally use the formulation of the problem (3.2)
- x′(ti) = f(ti,x(ti)) - then we obtain the explicit Euler formula (3.6). As the name of
the method reveals, we deal with an explicit method, because on the righthand side of
the equation (3.6) there is no term with the variable xi+1. Since there appears only an
approximate solution xi, the method can be further classified as a one-step method.
Making use of this simple method, let us now define the errors, that can be distin-
guished in each numerical approach.
Definition 21 (Local error). A local error denoted as lei is a difference
lei = ui(ti + 1)− xi+1 = ui(ti + 1)− u(ti)− hf(ti,u(ti)).
By using the Taylor formula for ui we can show that lei = 12h
2u′′i (ηi), where ηi ∈ (ti, ti+1).
Definition 22 (Local truncation error). A local truncation error is a difference
ltei = x(ti+1)− x(ti)− hf(ti,x(ti)).
Similarly as for local errors, we can see that ltei = 12h
2x′′i (ξi), where ξi ∈ (ti, ti+1).
The formulas for a local error and a local truncation error seem very much alike. The
difference between them is that a local error lei is an error which we deal with in one step
of the method, while a local truncation error ltei is an error which we get in one step of
the method under so called localization assumption that xi = x(ti) is accurate.
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Definition 23 (Global truncation error). A global truncation error ei is given by the
difference
ei = x(ti)− xi.
A global truncation error arises as a cumulation of local errors. However, the sum of
local errors is merely an approximation of a global error ei ≈
∑i
j=0 lej.
Definition 24 (Order of a method). We say that a method is of order p, if for its local
truncation error ltei is true the following
ltei = O(hp+1).
Definition 25 (Order of convergence). We say that a method has a convergence of
order p, if the global truncation error satisfies
ei = O(hp).
The previous equality should be interpreted in the way that there exist constants h0
and K such that max0≤i≤N ‖ei‖ ≤ Kh for all h ∈ (0, h0〉. From this inequality it follows
max
0≤i≤N
‖x(ti)− xi‖ → 0 as h→ 0,
which characterizes convergent methods.
One-step methods
At this point, we will introduce the general concept of one-step methods and make a brief
survey of the most popular ones.
Definition 26 (One-step method). A one-step method is a numerical method which
can be formally written as follows:
xi+1 = xi + hΦ(ti,xi,xi+1, h; f),
where Φ is an increment function of four variables ti,xi,xi+1, h and depends on a function
f. If the function Φ does not depend on xi+1, it is an explicit method. Otherwise it is an
implicit one.
Taylor series methods
One of the well-known representatives of one-step methods are the Taylor series meth-
ods. They are derived from the Taylor series, similarly as it was in the case of the explicit
Euler method, which is in fact a Taylor series method of order one. In the explicit Euler
method we drop all the terms of order h2 and higher, while in a Taylor series method of
order p we only neglect those of order hp+1 and higher. Thus
x(t+ h) = x(t) + hx′(t) +
1
2
h2x′′(t) + · · ·+ 1
p!
hpx(p)(t) + . . . (3.7)
is a Taylor series. Since derivatives of the function x(t) are unknown, we use a formulation
of the problem (3.2) and differentiate it with respect to t. It gives us
x(j) =
dj−1
dtj−1
f(t,x(t)).
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Let us denote f(j)(ti,xi) as a value of dj−1f(t,x(t))/dtj−1 in ti, and xi, instead of t and
x(t). If we substitute the derivatives of function f into the Taylor series (3.7), omit terms
of order higher then hp and exchange the exact and approximate solutions, we obtain the
following formula:
x(ti+1) = x(ti) + hf(ti,xi) +
1
2
h2f(1)(ti,xi) + · · ·+ 1
p!
hpf(p−1)(ti,xi). (3.8)
This is the formula for the Taylor series method of order p.
Comparing the explicit Euler method with the Taylor series method of order two,
we can observe that the Euler method is less accurate, but in each step of the Taylor
method we need to compute n partial derivatives ∂fj(ti,xi)/∂t and n2 partial derivatives
∂fj(ti,xi)/∂xl.
Generally, major advantages of these methods are that they are one-step, explicit and
high order. A disadvantage is that they need an explicit form of the derivatives of f,
which, moreover, do not have to exist.
Runge-Kutta methods
These one-step methods combine the advantages of high order and, unlike the Taylor
series methods, they require only the values of function f without any of its derivatives.
The integration of righthand side is approximated by a numerical quadrature formulas.
A general form of an s-stage Runge-Kutta method is
xi+1 = xi + h
s∑
j=1
bjkj, (3.9)
where coefficients kj are given by formula
kj = f
(
ti + hcj,xi + h
s∑
l=1
ajlkl
)
, j = 1, 2, . . . , s (3.10)
and ajl, bj, cj are real constants. Through a choice of these constants, we obtain a concrete
method. For instance, determining that s = 1, b1 = 1, cj = 0 and a11 = 0, we get the
explicit Euler method.
A Runge-Kutta method with coefficients (3.10) is an implicit method. In general,
we have to solve a system of ns nonlinear equations in order to obtain vectors kj. But
Runge-Kutta can also be found in its semi-implicit and explicit form. For a semi-implicit
method we set ajl = 0 for l > j. The task is then to solve a system of n nonlinear
equations for kj. The most well-known of Runge-Kutta methods are the explicit ones,
where ajl = 0 for l ≥ j. Their main advantage is that we do not have to solve any system
of equations.
Linear multistep methods
Let us now start this section with a general concept of a special class of multistep methods
- the linear multistep methods (LMMs). The most famous methods of this class will be
presented afterwards.
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Definition 27 (Linear multistep method). A linear multistep method has a form
α0xi+1 + α1xi + · · ·+ αkxi+1−k = h[β0f(ti+1,xi+1) + β1f(ti,xi) + · · ·+ βkf(ti+1−k,xi+1−k)],
(3.11)
out of which we calculate xi+1. αj and βj are real coefficients. If at least one of the
coefficients αk or βk is different from zero, then the method is called a k-step LMM.
Linear multistep methods can be both explicit and implicit. We deal with an explicit
method, if the coefficient β0 = 0, otherwise the method is implicit.
Note that these methods can be used only if we know starting values x0,x1, . . . ,xk−1.
The first value x0 can be determined from the initial condition. For the evaluation of
the rest of the values one should use a different numerical method - for xr at most r-step
method.
Adams methods
Adams methods are a big group of linear multistep methods based on an approximation
of a function f. Let us explain their principle.
Let us consider an initial value problem (3.2), (3.3). By integration of the differential
equation (3.2) on the interval 〈ti, ti+1〉, we obtain
x(ti+1)− x(ti) =
∫ ti+1
ti
f(t,x(t))dt. (3.12)
A function f(t,x(t)) is further approximated by an interpolating polynomial Pν−1(t)
of order ν − 1. Thus
x(ti+1) = x(ti) +
∫ ti+1
ti
Pν−1(y)dy. (3.13)
An interpolating polynomial satisfies the following conditions
Pν−1(ti+1−j) = fi+1−j,
where the range of j depends on the kind of method, whether it is explicit or implicit.
For an explicit one we have j = 1, 2, . . . , ν and the methods are called Adams-Bashforth
methods. In the case of implicit methods j = 0, 1, . . . , ν − 1. These methods are known
as Adams-Moulton methods.
If we express the interpolating polynomial in a Lagrange form
Pν−1(t) =
ν∑
j=0
fi+1−jlj(t), where lj =
ν∏
k=0,k 6=j
t− ti+1−k
ti+1−j − ti+1−k , j = 0, 1, . . . ν, (3.14)
we get the Adams method taking the form of
x(ti+1) = x(ti) + hi
ν∑
j=0
β∗ν,jfi+1−j,
where
β∗ν,j =
1
hi
∫ ti+1
ti
ν∏
k=0,k 6=j
y − ti+1−k
ti+1−j − ti+1−kdy, j = 0, 1, . . . ν.
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Let us remind that in order to obtain an explicit method, the coefficient β∗ν,0 has to
equal zero, and, conversely, for an implicit method the coefficient β∗ν,ν = 0.
Backward differentiation formulas
Another popular class of linear multistep methods are the backward differentiation
methods (BDFs). Let us describe how these methods are derived.
Let us consider the initial value problem (3.2), (3.3). In the equation (3.2), we will re-
place the derivative of the unknown function x with the derivative of an interpolating poly-
nomial Pν−1(t) of order ν passing through points [ti+1,xi+1], [ti,xi], . . . , [ti+1−ν ,xi+1−ν ].
Hence,
P′ν(ti+1) = f(ti+1,xi+1). (3.15)
If we express the interpolating polynomial in a Lagrange form (3.14) we get a BDF in
the form of
αν,0xi+1 + αν,1xi + · · ·+ αν,νxi+1−ν = hif(ti+1,xi+1), where αν,j = hil′j(ti+1). (3.16)
We can see that a backward differentiation formula is an implicit ν-step method.
Comparison of one-step and multistep methods
Among the advantages of one-step methods belongs the fact that they are self-starting,
while in multistep methods another scheme has to be used initially. Further, we can
easily change the time step h at any point, for instance because of an estimated error.
For multistep methods this is a much more complicated process.
On the other hand, one-step methods also have some disadvantages. For example
when using the Taylor series methods, a differentiation of the given equation is required.
The Runge-Kutta methods only use evaluations of the function f, but a higher-order
multistage method requires evaluating f several times at each step.
3.2.2. Stiff Problems
When solving practical problems, we often deal with so called stiff problems. It is difficult
to give a definition of stiffness, but these problems share some specific properties and the
question of stiffness has to be taken into account in order to successfully solve the initial
value problem. If we solve a stiff problem using methods based on the generally very
effective Runge-Kutta methods, we can find a solution only through extremely small
steps. If we try to fix the step size, the solution starts to grow explosively and very
often oscillates. Thus, roughly speaking, a stiff problem is such that the step size is more
restricted by the stability of a method then by its accuracy. For stiff problems, a region of
stability of a given numerical method is very important. Various kinds of stability can be
distinguished in numerical methods and they are crucial when deciding which numerical
method is suitable for the particular problem.
Let us now discuss the issue of stability of a numerical method.
Stability of the numerical method
Definition 28 (One-sided Lipschitz condition). A function f is said to satisfy a
one-sided Lipschitz condition if the following inequality holds
(f(t,x)− f(t,y),x− y) ≤ L‖x− y‖2,
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where (·, ·) is any scalar product, such that ‖ · ‖2 = (·, ·). If L is a Lipschitz constant
defined in (3.4), then L = L ≥ 0 is always true.
Definition 29 (Dissipative initial value problem). An initial value problem (3.2),
(3.3) is said to be dissipative, if the function f satisfies one-sided Lipschitz condition with
a constant L ≤ 0.
Definition 30 (Stability of numerical method). Let {xi}, {yi} be solutions to any
(but both the same) dissipative initial value problem solved by the k-step method for
different starting points, i.e. {x0,x1, . . . ,xk−1} 6= {y0,y1, . . . ,yk−1}. We say that a nu-
merical method is stable, if
‖Xi+1 −Yi+1‖ ≤ ‖Xi −Yi‖, i = k − 1, k, . . .
where Xi = (xTi ,x
T
i−1, . . . ,x
T
i+1−k)
T ,Yi = (yTi ,y
T
i−1, . . . ,y
T
i+1−k)
T . [6]
Zero stability
Zero stability characterizes a sensitivity of solution to the initial value problem (3.2),
(3.3), if both initial datum q and source function f are perturbed.
Definition 31 (Zero-stability). The multi-step method (3.11) is zero-stable if
∃h0 > 0,∃C > 0 : ∀h ∈ (0, h0], ‖y(h)i − x(h)i ‖ ≤ Cε, 0 ≤ i ≤ N,
where x(h)i and y
(h)
i , respectively, are the solutions of problems
α0x
(h)
i+1 + α1x
(h)
i + · · ·+ αkx(h)i+1−k = h[β0f(ti+1,x(h)i+1) + β1f(ti,x(h)i ) + · · ·+
+ βkf(ti+1−k,x
(h)
i+1−k)] + hδi+1
x(h)j = w
(h)
j + δj, j = 0, 1, . . . , k
and
α0y
(h)
i+1 + α1y
(h)
i + · · ·+ αky(h)i+1−k = h[β0f(ti+1,y(h)i+1) + β1f(ti,y(h)i ) + · · ·+
+ βkf(ti+1−k,y
(h)
i+1−k)]
y(h)j = w
(h)
j , j = 0, 1, . . . , k
for k ≤ i ≤ N − 1, where ‖δk‖ ≤ ε, w(h)0 = q and w(h)j , j = 0, 1, . . . , k are k initial
values generated by another numerical scheme. By a notation x(h)i we want to emphasize
the step size h we are working with.[12]
Absolute stability
The property of absolute stability is in some way specular to zero-stability, as far as the
roles played by h and I are concerned. Heuristically, we say that a numerical method is
absolutely stable if, for h fixed, xi remains bounded as ti = ih → +∞. This property,
thus, deals with the asymptotic behavior of xi, as opposed to a zero-stable method for
which, for a fixed integration interval, xi remains bounded as h→ 0.[12]
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For a precise definition, consider a test problem
x′ = λx, t ∈ (0,∞)
x(0) = 1, (3.17)
where λ ∈ C and Re(λ)< 0.
Definition 32 (Absolute stability). A numerical method for approximating (3.17) is
absolutely stable if
|xi| → 0 as tn → +∞. (3.18)
A region of absolute stability of the numerical method is the subset of complex plane
A = {z = hλ ∈ C : (3.18) is satisfied.}
Definition 33 (A-stable). A numerical method is said to be A-stable if the region of
absolute stability contains the entire left half plane.
Definition 34 (A(α)-stable). A numerical method is said to be A(α)-stable, α ∈
(0, pi/2〉, if the region of absolute stability contains segment {z|pi−α < arg z < pi+α} of
the complex plane.
Definition 35 (L-stable). A numerical method is said to be L-stable, if it is A-stable
and in addition
|R(hˆ)| → 0 as Re(hˆ)→ −∞,
where hˆ = hλ and R(hˆ) is a stability function obtained when the Runge-Kutta method
is applied on the test problem (3.17), i.e
xi+1 = R(hˆ)xi.
Definition 36 (Stiff system of ODEs). A system of ODEs is stiff if, when approxi-
mated by a numerical scheme characterized by a region of absolute stability with finite
size, it forces the method, for any initial condition for which the problem admits a solu-
tion, to employ a discretization step size excessively small, with respect to the smoothness
of the exact solution. [12]
Unfortunately, all explicit methods have a bounded region of absolute stability, hence
they are not suitable for stiff problems. Thus, we have to use implicit methods, which are
more expensive than the explicit ones. But also among implicit methods there are some
with a bounded region of absolute stability. Further, we have to take into consideration the
kind of stability. A-stable methods are good for stiff problems, however sometimes even
those are not enough and a stronger L-stability methods are required. Among effective
methods for stiff problems belong for example the backward differentiation formulas or
the trapezoidal rule, which is one-step implicit method of order 2.
More information about stiff problems can be found in [6], [10] or [12].
Equations describing kinetics problems with vastly different rate constants usually
form a stiff system. This is also the case of our model.
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3.2.3. Numerical differentiation formulas
We can solve the system of ordinary differential equations, which describes the model of
G1 to S transition, by using two implemented methods in the Matlab software. One of
them, ode15s, is a quasi-constant step size implementation of the numerical differentiation
formulas in terms of backward differences.
In this section, we will take a closer look at backward differentiation formulas, and
we will introduce the numerical differentiation formulas. But let us now start with the
notion of backward differences.
Definition 37 (Backward difference). A backward difference is an expression of a
form
∇x(t) = x(t)− x(t− h),
where h is a step size of a difference. If we apply the operator of backward difference on
a function x(t) r times, we talk about a higher order operator, more precisely about a
backward difference of order r denoted as ∇rx(t).
Theorem 38 (Properties of backward differences). Let us introduce some basic
properties of backward differences:
• ∇0x(t) = x(t)
• ∇j+1x(t) = ∇jx(t)−∇jx(t− h)
• ∇j+1x(t) = ∇(∇jx(t)).
Proofs of these properties result directly from a definition of backward difference.
Backward differentiation formulas
We have already mentioned that backward differentiation formulas are sort of linear mul-
tistep methods for solving initial value problems. Let us remind that BDFs are implicit
formulas based on the idea of substitution of a derivative of an unknown function for a
derivative of an interpolating polynomial. We have already shown the formula for inter-
polating polynomial in the Lagrange form (3.16), here we shall use another type - the
Newton form.
Definition 39 (Newton form of interpolating polynomial). An interpolating poly-
nomial Pν of order ν is said to be in a Newton form, if
Pν(t) = xi+1 +
t− ti+1
h
∇xi+1 + · · ·+ (t− ti+1)(t− ti) . . . (t− ti+2−ν)
hνν!
∇νxi+1.
Among the advantages of the Newton form belongs that if we add a new knot, we
simply add one more term, and we do not have to recount all the previous terms, as it is
in the Lagrange form of interpolating polynomial.
Since in a BDF (3.15) we need to know the derivative of the polynomial Pν , let us
examine how it would appear for a constant step size. If we choose an arbitrary term of
the polynomial, then its derivative is
d
dt
(t− ti+1)(t− ti) . . . (t− ti+2−j)
hjj!
∣∣∣∣
ti+1
=
1
hj
, j ∈ {1, 2, . . . , ν}. (3.19)
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Hence, the BDF method can be expressed as
ν∑
j=1
1
j
∇jxi+1 = hf(ti+1,xi+1). (3.20)
This algebraic equation for xi+1 is solved by an appropriate iterative numerical method.
The iteration is started with the predicted value
x(0)i+1 =
ν∑
j=1
∇jxi. (3.21)
We are also interested in the local truncation error, which is
ltei =
ν∑
j=1
1
j
∇jx(ti+1)− hf(ti+1,x(ti+1)). (3.22)
We can construct a BDF of order ν + 1, for which the following equation holds
ν+1∑
j=1
1
j
∇jx(ti+1) = hf(ti+1,x(ti+1)) +O
(
hν+2
)
. (3.23)
If we consider the difference of these two equations (3.22) and (3.23), we get
ltei = − 1
ν + 1
∇ν+1x(ti+1) +O
(
hν+2
)
. (3.24)
A good approximation esti of the local truncation error ltei is then
esti = − 1
ν + 1
∇ν+1xi+1. (3.25)
We are also able to find an estimation of the local truncation error ltei, which does
not rely on a backward differences of the function x, but on its derivatives. At first, we
will introduce the error of approximation of interpolating polynomial of order ν
e(t) = x(t)−Pν(t) = ων+1(t)g(t), (3.26)
where
ων+1 ≡ (t− ti+1)(t− ti) . . . (t− ti+2−ν)
and
g(t) =
1
(ν + 1)!
x(ν+1)(ξ), ξ ∈ (ti+2−ν , ti+1).
By differentiation of equation (3.26) we obtain
x′(t)−P′ν(t) = ω′ν+1(t)g(t) + ων+1(t)g′(t). (3.27)
In the knot ti+1 function ων+1 equals to zero. Hence, the equation (3.27) is in the knot
reduced to
x′(ti+1)−P′ν(ti+1) = ω′ν+1(ti+1)g(ti+1).
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Further, similarly as it was shown when we derived the BDF formula with the polynomial
in the Newton form (3.19), the derivative of the function ων+1 in a knot ti+1 is equal to
ω′ν+1(ti+1) = h
νν!,
and consequently
x′(ti+1)−P′ν(t) =
1
(ν + 1)
hνx(ν+1)(ξ), ξ ∈ (ti+2−ν , ti+1). (3.28)
Let us remind the formula for a local truncation error
ltei =
ν∑
j=1
1
j
∇jx(ti+1)− hf(ti+1,x(ti+1)) = h(P′ν(ti+1)− x′(ti+1)).
Using the relation (3.28), we finally get
ltei = − 1(ν + 1)h
ν+1x(ν+1)(ξ), ξ ∈ (ti+2−ν , ti+1). (3.29)
Naturally, a question arises, how the two formulas for the local truncation error ltei
(3.24) and (3.29) correspond to each other. For this purpose, we will show how the
differences and derivatives are related.
Let us start with a definition of a derivative
x′(t) = lim
h→0
x(t)− x(t− h)
h
= lim
h→0
∇x(t)
h
=
∇x(t)
h
+O(h).
Analogously for a higher order we get
dj
dtj
x(t) =
∇jx(t)
hj
+O(h). (3.30)
Using this relation (3.30), we can see
1
(ν + 1)
hν+1x(ν+1)(ξ) ≈ 1
ν + 1
∇ν+1xi+1, ξ ∈ (ti+2−ν , ti+1).
For more information see [6], [11] or [17].
Numerical differentiation formulas
Definition 40 (Numerical differentiation formulas). Numerical differentiation for-
mulas (NDFs) studied by Klopfenstein are formulas of the form
ν∑
j=1
1
j
∇jxi+1 = hf(ti+1,xi+1) + κγν(xi+1 − x(0)i+1), (3.31)
where κ is a scalar parameter and γν =
∑ν
j=1
1
j
.
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The role of the term added to BDF of order ν is illuminated by the identity
xi+1 − x(0)i+1 = ∇ν+1xi+1
and by the approximation (3.25) to the local truncation error of BDF.
The local truncation error of NDF is(
κγν +
1
ν + 1
)
hν+1x(ν+1)(ξ), ξ ∈ (ti+1, ti+2−ν).
For any parameter κ the method remains of order ν, but by the appropriate choice of
this parameter we can achieve a change of parameters of A(α)-stability or enlarges the
step size.
For order 3-6, for which BDFs are not A-stable, there were numerically found coef-
ficients κ, which maximize the angle of A(α)-stability. But, unfortunately, at the same
time they reduce efficiency of the method.
On the other hand, for order 1-4, such values of κ were found, for which the step size
is bigger. For methods of order 1 and 2, there are coefficients, which increase the step
size by 26%, while the method perserves A-stability. For formulas of higher order, the
improvement of efficiency of the method has to be balanced with a loss in the region of
absolute stability, which plays an essential role in stiff problems. The choice of κ is to be
such that the stability angle does not have to be reduced by more than 10%. Values of
the coefficients κ as well as a more detailed description can be found in [17].
The implementation of these methods in the Matlab software, namely in function
ode15s, uses the identity
ν∑
j=1
1
j
∇jxi+1 = γν
(
xi+1 − x(0)i+1
)
+
ν∑
j=1
γj∇jxi, (3.32)
which can be proved by mathematical induction. It changes the equation (3.31) into
(1− κ)γν
(
xi+1 − x(0)i+1
)
+
ν∑
j=1
γj∇jxi − hf(ti+1,xi+1) = 0. (3.33)
In order to solve this equation, the Newton iteration is used. Let us therefore briefly
describe this numerical method. The Newton’s method is an iterative method for finding
root approximations of a real-valued function g(y), which uses derivatives of a function
g(y). The iteration is given by the formula
g′
(
y(m)
) (
y(m+1) − y(m)) = −g (y(m)) , m = 0, 1, . . . (3.34)
where y(m) denotes the m-th iteration and g′(y(m)) is a Jacobian matrix at y(m) .
The computation is usually organized in two steps - at first we solve the system of
linear equations
g′(y(m))δ(m) = −g(y(m)) (3.35)
and then we sum
y(m+1) = y(m) + δ(m). (3.36)
Further information about this method and its properties can be found in [7].
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Hence, for the equation (3.33) the Newton method has a form of
x(m+1)i+1 = x
(m)
i+1 + δ
(m),
where δ(m) is a correction of the current rate. According to (3.36), δ(m) is obtained by
solving(
I − h
(1− κ)γν J
)
δ(m) =
h
(1− κ)γν f
(
ti+1,x
(m)
i+1
)
− 1
(1− κ)γν
ν∑
j=1
γj∇jxi−
(
x(m)i+1 − x(0)i+1
)
,
where J is an approximation to the Jacobian of f(t,x).
In Matlab, there are codes which allow reusing the Jacobian, and by that reduce any
computational costs. For more information see [17].
3.2.4. Modified Rosenbrock method
Another function used for solving our nonlinear stiff ODE problem is ode25s, which is
a modification of the Rosenbrock methods. This function is used when ode15s fails.
Although it would seem reasonable to solve all equations with ode25s , we prefer ode15s
whenever it is possible, because it is faster. At first we will show how the Rosenbrock
methods are derived. For simplicity, we will deal with the autonomous system x′ = f(x).
Derivation of Rosenbrock methods
Let us consider the s-stage semi-implicit Runge-Kutta method (3.9). The formula for
coefficients kj
kj = f
(
xi + h
j∑
l=1
ajlkl
)
, j = 1, 2, . . . , s (3.37)
is equivalent to a root problem of a function g(kj) defined as
g(kj) = kj − f
(
xi + h
j∑
l=1
ajlkl
)
. (3.38)
The root is computed with the iteration formula of the Newton’s method
g ′
(
k(m)j
)(
k(m+1)j − k(m)j
)
= −g
(
k(m)j
)
, m = 0, 1, . . . (3.39)
The derivative of a function g ′
(
k(m)j
)
gives
g ′
(
k(m)j
)
=
(
I− hajjf ′
(
xi + h
j−1∑
l=1
ajlkl + hajjk
(m)
j
))
,
where I is the n dimensional identity matrix. Let us denote
J = f ′
(
xi + h
j−1∑
l=1
ajlkl + hajjk
(m)
j
)
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The Newton iteration (3.39) is then
(I− hajjJ)k(m+1)j = f
(
xi + h
j∑
l=1
ajlkl
)
− hajjJk(m)j (3.40)
together with the initial value
k(0)j = −
1
ajj
j−1∑
l=1
βjlkl, (3.41)
where βjl are real constants. Usually it is not necessary to make more than one step of
the Newton’s method to obtain good accuracy. By the following notations
kj = k
(1)
j , αjl = ajl − βjl, βjj = ajj
and taking into consideration the initial value (3.41), we get the final form of the Rosen-
brock methods
(I− hβjjJ)kj = f
(
xi + h
j−1∑
l=1
αjlkl
)
− hJ
j−1∑
l=1
βjlkl
xi+1 = xi + h
s∑
j=1
bjkj, (3.42)
where αjl, βjl and bj are determining coefficients.
Let us point out that in order to compute kj, we have to solve a system of ns linear
equations, while in case of the Runge-Kutta methods the system is generally nonlinear.
The linearization (3.40) of the problem (3.38) is the main idea of the Rosenbrock methods.
An example of a Rosenbronck method is for instance a second order formula due to
Wolfbrandt
(I− hβJ)k1 = f(xi)
(I− hβJ)k2 = f
(
xi +
2
3
hk1
)
− 4
3
hβJk1
xi+1 = xi +
h
4
(k1 + 3k2), (3.43)
where β = 1/(2 +
√
2).
A number of authors have explored formulas of this form with J that only approximate
the Jacobian matrix ∂f/∂x. The matrix J influences the method stability. If J = ∂f/∂x,
the formula is L-stable. On the other hand, the order of methods of this kind does not
depend on J.
Modified Rosenbrock triple
Let us go back to the non-autonomous problem (3.2), and for simplicity we will further
denote W = I− hβJ. The second order formula (3.43) is then of the form
Wk1 = f(ti,xi)
Wk2 = f
(
ti +
2
3
h,xi +
2
3
hk1
)
− 4
3
hβJk1
xi+1 = xi +
h
4
(k1 + 3k2), (3.44)
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with the same constant β = 1/(2 +
√
2).
A weakness of this formula is that in the interval (ti + 2h/3, ti + h) it can produce a
poor approximation, since it would not reveal a possible sharp change of solution. This
is not a minor problem, because sharp changes in the solution to stiff problems occur
frequently.
In order to prevent such inaccuracy, we need to evaluate the function f(t,x) at both
ends of a step. A convenient approach is so called FSAL, which means that the first
evaluation of the next step is the same as the last evaluation of the current step. In
the formula, there is also an error estimate, which recognizes the sharp changes of the
solution. The advantage of FSAL is that, if the step is successful, we do not have to
evaluate the function f again, but we use the value we already know.
The modified Rosenbrock formula used in ode23s is the following
f0 = f(ti,xi)
k1 = W−1(f0 + hβT)
f1 = f(ti + 0.5h,xi + 0.5hk1)
k2 = W−1(f1 − k1) + k1
xi+1 = xi + hk2
f2 = f(ti+1,xi+1)
k3 = W−1[f2 − e32(k2 − f1)− 2(k1 − f0) + hβT]
error ≈ h
6
(k1 − 2k2 + k3),
where J ≈ ∂f/∂x(ti,xi) and T ≈ ∂f/∂t(ti,xi). Coefficients are set to β = 1/(2 +
√
2)
and e32 = 6 +
√
2.
This formula is based on the midpoint Euler method, i. e.
xi+1 = xi + hf(ti + 0.5h,xi + 0.5hf(ti,xi)).
Indeed, when the Jacobian J is equal to zero, our method is reduced to the midpoint
Euler method.
The properties of this method are similar to the one according to Wolfbrandt. Mainly,
the L-stability is achieved when J = ∂f/∂x.
More information about the functions implemented in Matlab can be found in [17] or
[18].
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4. Mathematical model of G1 to S
transition
The cell cycle is a highly regulated process in which there are several control mech-
anisms that ensure the right behaviour of the cell and prevent a damage of the cell or
loss of its genetic information. These mechanisms can be observed and studied in a va-
riety of different eukaryotes, from unicellular microorganisms to mammalian cells. Here,
yeasts occupy an exceptional position, because some of them have a remarkable kind of
a reproduction - budding. Budding is a form of asexual reproduction in which the cell
forms a bud. The growth of the bud is regulated during the cell cycle and it begins when
the cell enters the S phase. The model presented below tries to describe the mechanism
which leads to forming of a bud and at the same time to DNA replication in the cell of
Saccharomyces cerevisiae, which is a well-studied yeast. The purpose of the model is also
to identify a critical cell size - PS, at which the cell passes from G1 to S phase. There
is an assumption, made more than 30 years ago, that there is a sizer mechanism, which
prevents the cell from starting its DNA replication or cell division unless it reaches certain
amount of cell mass. The question is whether the cell size (defined mainly by the protein
content of the cytoplasm) is somehow connected to the processes taking place only in the
nucleus. In this chapter, we will present a recent model of G1 to S transition, which was
built by Alberghina et al. [2]. We will divide the model into several blocks and provide
a detailed description of the mathematical formulation of biological processes. Then we
will show the time courses of important chemicals, as well as emphasize some important
moments.
4.1. Principal features considered in the model
The mathematical model of a growing cell of yeast takes into account the following ele-
ments:
1. production and degradation of mRNAs and proteins
2. formation and dissociation of dimeric and trimeric protein complexes
3. localization of chemicals in the nucleus or in the cytoplasm
4. growth of the cell
5. change of concentration when the chemical passes from the nucleus to the cytoplasm
and vice versa.
It is obvious that such a model should consider the first two actions on the list, but
the rest is not so common in models of the cell cycle. Let us clarify why the model does
not omit them.
From a biological research we have acknowledged that in a cell there are some actions
which happen only if they are correctly localized. A typical example is DNA replication,
which only occurs in the nucleus. On the other hand, budding arises exclusively in the
cytoplasm. Hence the localization of chemicals is important, because the same compound
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may lead to budding in the cytoplasm, but it can also catalyze a different important
reaction in the nucleus. Also, the concentration of the same chemical may vary in different
parts of the cell, which changes the dynamics of reactions.
Furthermore, the model has to include the growth of the cell, since we intend to
investigate its size. When the cell grows, the cytoplasm enlarges, but the nucleus remains
the same for its entire lifetime. Therefore, when a certain amount of a chemical passes
from the nucleus to the cytoplasm, the current size of the cytoplasm has to be taken into
account, and the concentration needs to be recounted.
4.2. The main parts of the model
We can divide the model into several blocks of reactions, such that the beginning of each
block is determined by the successful progression of the previous one. We can look at
it as a chain of chemical reactions, which control that the cell does not enter S phase
unprepared.
In the newborn cell there is a high amount of inhibitors, inactive transcription factor,
cyclin-dependent kinase Cdk1 present in both the nucleus and the cytoplasm, and finally
very low concentration of a cyclin Cln3.
4.2.1. Regulation of Cdk1-Cln3
The first block of reactions leads to achieving of the first threshold. From that point the
cell goes unavoidably to a cell division.
At the beginning the cyclin Cln3 is passing from the cytoplasm to the nucleus. In the
nucleus it reacts with the cyclin-dependent kinase Cdk1 and forms an active kinase Cdk1-
Cln3. An inhibitor Far1 present in the cell is high in concentration at the beginning of the
cell’s lifetime. It binds to the active kinase and by that makes it inactive again. The level
of Cdk1 remains roughly constant during the cell cycle, but the concentration of Cln3
is increasing with time contrarily to the inhibitor Far1, the amount of which is roughly
constant during the G1 phase. The increasing concentration of Cln3 allows to overcome
the first threshold, which is defined as exceeding of the level of active complex Cdk1-
Cln3 over the inactive Cdk1-Cln3-Far1. In presence of the kinase Cdk1-Cln2 the inactive
complex is phosphorylated into Cdk1-Cln3-Far1p. The phosphorylated compound is then
dissociated into Cdk1-Cln3 and Far1p. The inhibitor in this form is easily degraded.
We can write down a set of chemical reactions of the first block. They take place
exclusively in the nucleus.
Cln3nuc + Cdk1nuc  Cdk1−Cln3nuc (4.1)
Cdk1−Cln3nuc + Far1nuc  Cdk1−Cln3−Far1nuc (4.2)
Cdk1−Cln3−Far1nuc → Cdk1−Cln3−Far1pnuc
in presence of Cdk1−Cln2nuc (4.3)
Cdk1−Cln3−Far1pnuc → Cdk1−Cln3nuc + Far1pnuc (4.4)
The concentration of each chemical changes in time, thus these chemical reactions
can be rewritten as a set of ordinary differential equations in order to investigate the
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dynamics of the system. To each arrow in the reactions it is possible to assign rate k.
These coefficients k say how many µM of chemical complex reacts in one minute in order
to perform the reaction. Let us see how the system of ordinary differential equations can
be built for the first block. We also have to consider the fact, that at the beginning the
cyclin Cln3 and the inhibitor Far1 are present in the cytoplasm, and thus it is necessary
to take into account also their changes of location.
To avoid possible misunderstanding over the equations bellow, let us now make few
comments about notation. Time derivative is symbolized by accent sign. In the whole
model, the reactions are enumerated according to their function, and we kept the change
rates ki the same throughout the thesis. Thus in the separate parts it may appear a
little chaotic. In all reactions, we deal with concentrations of chemicals, but there is no
specific mark for that, because there is no exception and it would diminish the overall
comprehensibility. We will also omit hyphens in the names of dimers or trimers, because
they could be easily confused with a minus sign.
Cln3′nuc = k43 · Cln3cyt/kvolume − k24 · Cln3nuc · Cdk1nuc +
+ k25 · Cdk1Cln3nuc − k20 · Cln3nuc (4.5)
Cdk1′nuc = k44 · Cdk1cyt/kvolume − k49 · Cdk1nuc − k24 · Cln3nuc · Cdk1nuc +
+ k25 · Cdk1Cln3nuc − k21 · Cdk1nuc (4.6)
Cdk1Cln3′nuc = k24 · Cln3nuc · Cdk1nuc − k25 · Cdk1Cln3nuc +
+ k31 · Cdk1Cln3Far1nuc − k30 · Far1nuc · Cdk1Cln3nuc +
+ k40 · Cdk1Cln3Far1pnuc (4.7)
Cdk1Cln3Far1′nuc = k30 · Far1nuc · Cdk1Cln3nuc − k31 · Cdk1Cln3Far1nuc −
− k37 · Cdk1Cln3Far1nuc · Cdk1Cln2nuc (4.8)
Cdk1Cln3Far1p′nuc = k37 · Cdk1Cln3Far1nuc · Cdk1Cln2nuc −
− k40 · Cdk1Cln3Far1pnuc (4.9)
Far1′nuc = k42 · Far1cyt/kvolume − k30 · Far1nuc · Cdk1Cln3nuc +
+ k31 · Cdk1Cln3Far1nuc − k19 · Far1nuc (4.10)
Far1p′nuc = k40 · Cdk1Cln3Far1pnuc (4.11)
Let us now describe terms in the ordinary differential equations, and in particular
point out how the five features mentioned in the paragraph 4.1 are included there.
In the first differential equation for cyclin Cln3 (4.5), the first term stands for the
change of location of the chemical. It says that k43 µM passes from the cytoplasm to
the nucleus in one minute. Because the cytoplasm grows in time, unlike the nucleus, the
term is divided by kvolume, which is the ratio of the nucleus volume over the volume of
the cytoplasm.
kvolume = vnuc/vcyt.
The first terms in (4.6) and (4.10) have exactly the same interpretation.
The second term in the equation (4.5) describes the loss of concentration due to
forming a dimer Cdk1-Cln3, while the third term represents the opposite reaction. The
same terms can be found in the equations describing the change of Cdk1 and Cdk1-Cln3.
Obviously, the terms in the equation for the complex Cdk1-Cln3 (4.7) have an opposite
sign.
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Similarly, the reaction (4.2), which is the forming of trimer Cdk1-Cln3-Far1, is taken
into account in the differential equations (4.7), (4.8) and (4.10). The rate of forming the
trimer is k30, the rate of its dissociation is k31.
The last reaction in the list (4.4) - dissociation of the phosphorylated trimer - resembles
the first one (4.1), but it is not reversible. It means that there is no way that Cdk1-
Cln3 and Far1p could form a trimer Cdk1-Cln3-Far1p. But it does not change a lot in
the description by differential equations. The terms considering this reaction are in the
equations (4.7), (4.9) and (4.11) with coefficient k40.
The third reaction (4.3), the last one, which we have not described yet, can be chem-
icaly classified as phosphorylation. The principle is similar to the reaction mentioned
above, but here we have to take into account the enzyme which catalyzes the reaction -
Cdk1-Cln2. In the differential equations it looks like the kinase is a reactant, but it is
not consumed by the reaction. This means that Cdk1-Cln2 is necessary for performing
the reaction, which is expressed by the last and the first terms in the equations (4.8) and
(4.9) respectively. But if we construct a differential equation for the enzyme Cdk1-Cln2,
there will not be a term due to this phosphorylation, because its concentration does not
change during the reaction.
The last term in the first differential equation (4.5) is the degradation of Cln3. The
inhibitor Far1 and cyclin-dependent kinase Cdk1 are degraded, too, with the rates k19
and k20, respectively.
There is no term which would describe the production of cyclins, Cdks or inhibitors,
which is due to the fact that the mRNA translation for them is placed in the cytoplasm
exclusively. In the nucleus, we can only find the production of mRNAs and of the tran-
scription factor Sbf.
As we can see, in these reactions almost all features mentioned in section 4.1 are con-
sidered - degradation of proteins, forming and dissociating of protein complexes, protein
localization and the change of a concentration when a chemical passes from the cytoplasm
to the nucleus. The only point which is not present here is the cell growth. The reason
is that all these reactions take place in the nucleus, which does not grow. To observe the
influence of the cell’s changing volume, we would have to deal with the chemicals localized
in the cytoplasm.
4.2.2. Regulation of transcription factor activity
The previous block of reactions supplied the nucleus of the cell with an active kinase
Cln1-Cln3. Once active enzyme is present in the nucleus, the second block of reactions
may start, which leads to releasing the bound inactive transcription factor Sbf. The
mechanism of regulation is nearly the same as in the first block. At the beginning,
there is a transcription factor Sbf in the nucleus, and in the cytoplasm there is a high
concentration of an inhibitor Whi5. The inhibitor passes to the nucleus and easily reacts
with the transcription factor. By forming a dimer it makes Sbf inactive. In the presence
of a kinase Cdk1-Cln3, the inactive compound may be phosphorylated and consequently
dissociated into an active transcription factor Sbf and a phosphorylated inhibitor Whi5p,
which is later transported to the cytoplasm and degraded.
Let us now summarize all the chemical reactions in this block. We will omit the
transport of chemicals from the cytoplasm to the nucleus and vice versa. Hence, we will
only focus on the actions that are restricted to the nucleus.
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Sbfnuc +Whi5nuc → Sbf−Whi5nuc (4.12)
Sbf−Whi5nuc → Sbf−Whi5pnuc in presence of Cdk1−Cln3nuc (4.13)
Sbf−Whi5pnuc → Sbfnuc +Whi5pnuc (4.14)
The above can be described as a set of differential equations in the same way as it was
in the first block. Again, the location of chemicals has to be taken into account, especially
of the inhibitor Whi5 and its inactive form Whi5p. In this block, all the reactions are
irreversible, which slightly simplifies the differential equations. It is good to mention that
we do not have to change the previous equation for the cyclin-dependent kinase Cdk1-
Cln3 (4.7), because the kinase plays a role of the catalyst in the equation 4.13, and thus
its level is not changed by the reaction.
The following is the set of differential equations for chemicals that react in order to
regulate the transcription factor Sbf:
Sbf ′nuc = k39 · SbfWhi5pnuc − k34 · Sbfnuc ·Whi5nuc +
+ k35 · SbfWhi5nuc (4.15)
SbfWhi5′nuc = k34 · Sbfnuc ·Whi5nuc − k35 · SbfWhi5nuc −
− k36 · SbfWhi5nuc · Cdk1Cln3nuc (4.16)
SbfWhi5p′nuc = k36 · SbfWhi5nuc · Cdk1Cln3nuc − k39 · SbfWhi5pnuc (4.17)
Whi5′nuc = k45 ·Whi5cyt/kvolume − k34 ·Whi5nuc · Sbfnuc −
− k22 ·Whi5nuc (4.18)
Whi5p′nuc = k39 · SbfWhi5pnuc − k52 ·Whi5pnuc − k23 ·Whi5pnuc (4.19)
Coefficients k34, k36 and k39 are the rates of chemical reactions (4.12), (4.13) and (4.14),
respectively. Both phosphorylated and non phosphorylated inhibitors Whi5 and Whi5p
undergo degradation in the nucleus, which coefficients k22 and k23 refer to. Changes in
localization are described in the equation (4.18) by its first term. It is, however, necessary
to recount the concentration, because the cytoplasm constantly grows. On the other hand,
in the equation (4.19) the second term reduces the concentration of Whi5p due to the
chemical passing to the cytoplasm.
Now we interpreted all the terms in our differential equations, which come from the
mechanism explained above, based on the inhibitor Whi5 and the phosphorylation cat-
alyzed by Cdk1-Cln3. Thus the whole cycle would collapse in absence of cyclin Cln3. To
prevent that, in the cell there exists a salvage pathway, where the cell can produce the
transcription factor in a much slower and inefficient way. It enlarges the G1 phase, but
the cell will eventually divide, too. This emergency pathway releases Sbf from its inactive
bounded state Sbf-Whi5 in a non-specified way, which is based on the presence of other
cyclins. This possibility is expressed in the equations by the term with coefficient k35.
4.2.3. Regulation of Cln2 and Clb5
The result of the previous block of reactions was the presence of Sbf in the nucleus. Since
Sbf is a transcription factor, it affects the rate at which RNAp initiates transcription of
the gene. Sbf acts as an activator, which means that by its binding to the promoter of
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a certain gene it increases the amount of mRNAs that corresponds to that gene’s coding
sequence, and consequently it leads to their translation into proteins [3]. These proteins,
which are translated, are cyclins Cln2 and Clb5. They play a crucial role in the onset of
budding and DNA replication.
As we already said, the transcription factor Sbf increases the concentration of mRNA
of Cln2 (mCln2) and mRNA of Clb5 (mClb5). mRNAs then leave the nucleus, and in the
cytoplasm they are translated into relevant proteins. Once the cyclins are present in the
cytoplasm, they form complexes with the cyclin-dependent kinase - Cdk1. Cdk1-Cln2 is
a kind of kinase that has direct affect on budding.
Cdk1-Clb5, on the other hand, is responsible for DNA replication. Since the replication
of DNA takes place in the nucleus, the kinase has to change location. Similarly to Cdk1-
Cln3, Cdk1-Clb5 is in the nucleus inhibited and needs to be freed in order to serve its
purpose. Its level help us to determine the time at which the S phase starts.
Since the changes of location are not chemical in nature, there are only few actions,
which can be described as chemical reactions.
Cln2cyt + Cdk1cyt  Cdk1−Cln2cyt (4.20)
Clb5cyt + Cdk1cyt  Cdk1−Clb5cyt (4.21)
Consequently, in this part of the model the differential equations are based more on
change of localization than on chemical reactions. Certainly, they also have to include
the transcription of proteins Cln2 and Clb5.
mCln2′nuc = k1 · Sbfnuc − k50 ·mCln2nuc (4.22)
mClb5′nuc = k2 · Sbfnuc − k51 ·mClb5nuc (4.23)
mCln2′cyt = k50 ·mCln2nuc · kvolume − k10 ·mCln2cyt − kgrowth ·mCln2cyt (4.24)
mClb5′cyt = k51 ·mClb5nuc · kvolume − k11 ·mClb5cyt − kgrowth ·mClb5cyt (4.25)
Cln2′cyt = k3 ·mCln2cyt − k26 · Cdk1cyt · Cln2cyt + k27 · Cdk1Cln2cyt −
− k12 · Cln2cyt − kgrowth · Cln2cyt (4.26)
Clb5′cyt = k4 ·mClb5cyt − k28 · Clb5cyt · Cdk1cyt + k29 · Cdk1Clb5cyt −
− k13 · Clb5cyt − kgrowth · Clb5cyt (4.27)
Cdk1′cyt = k7 − k44 · Cdk1cyt + k49 · Cdk1nuc + k27 · Cdk1Cln2cyt −
− k26 · Cdk1cyt · Cln2cyt − k28 · Cdk1cyt · Clb5cyt +
+ k29 · Cdk1Clb5cyt − k16 · Cdk1cyt − kgrowth · Cdk1cyt (4.28)
Cdk1Cln2′cyt = k26 · Cdk1cyt · Cln2cyt − k27 · Cdk1Cln2cyt − k46 · Cdk1Cln2cyt +
+ k53 · Cdk1Cln2nuc · kvolume − kgrowth · Cdk1Cln2cyt (4.29)
Cdk1Clb5′cyt = k28 · Cdk1cyt · Clb5cyt − k29 · Cdk1Clb5cyt + k33 · Cdk1Clb5Sic1cyt −
− k32 · Sic1cyt · Cdk1Clb5cyt − k48 · Cdk1Clb5cyt −
− kgrowth · Cdk1Clb5cyt (4.30)
Let us again clarify the terms occuring in the equations. In the equation for mRNA of
Cln2 in the nucleus (4.22), there is a term which heightens the level of mRNA due to the
presence of a transcription factor acting as an activator (the first term). Just like in the
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case of enzymes, the transcription factor is not consumed by the reaction. The second
term is there due to the change of location in the cell.
The third reaction in this list (4.24) describes the change with respect to time of mCln2
in the cytoplasm. The first term here stands for the same action as the last term in the
first equation (4.22) - transport of chemicals between the nucleus and the cytoplasm.
Since the chemical is not damaged by the transport, one would expect that both terms
should be of the same size. But we can see that the term in the equation for mCln2 in the
cytoplasm is shortened by some constant. The explanation is easy and it was mentioned
above for the reverse move. The equations are built for concentrations which strongly
depend on the volume of their localization. Since the volumes of the cytoplasm and the
nucleus are not increasing in the same rate, the concentrations have to be recounted.
Thus the different concentration change describes the same ”particle” change.
The second term in the equation 4.24 stands for the degradation of mCln2 in the
cytoplasm. The last term in the same equation is most interesting. It represents the last
feature considered in the model, which we have not mentioned yet - the growth of the
cell. Because the cell cytoplasm grows constantly, and if we omit everything what could
possibly affect the amount of chemical, the concentration is decreasing with the rate that
equals to the rate of the cytoplasm growth. For the purposes of our model, this rate is
called kgrowth.
The equations 4.23 and 4.25 for mRNa of Clb5 can be interpreted in the same manner
as the equations for mCln2 4.22 and 4.24, respectively.
The differential equation for Cln2 in the cytoplasm (4.26) includes terms due to degra-
dation, translation of mRNA, forming and dissociation of active kinase Cdk1-Cln2, as well
as due to growing of the cytoplasm volume. The amount of Cln2, which is newly formed
as a gene product, is proportional to the concentration of mCln2 in the cytoplasm with
the rate k3. The rest of the terms in the equation can be explained as it was shown in
the previous blocks.
The equation for Clb5 (4.27) is almost identical to the equation for Cln2 (4.26), so we
will not provide any more detailed description.
In the next equation for the unbounded cyclin-dependent kinase Ckd1 (4.28), the
terms come from the same processes as they did in the equations for cyclins Cln2 and
Clb5. Nevertheless, there is a difference in the term standing for protein production. For
the cyclins, this term was derived from the level of appropriate mRNA present in the
cytoplasm, whereas in this case, mRNA corresponding to Cdk1 was not considered, but
the concentration of protein production was estimated as a value independent of any other
factors.
In the equation for Cdk1-Cln2 in the cytoplasm (4.29), there are all the terms as one
would expect - creating and destroying of the dimer, decrease in concentration thanks
to the cytoplasm growth, and passing of the bounded kinase to the nucleus. As it was
mentioned, Cdk1-Cln2 in the cytoplasm leads to budding, but in the nucleus it behaves as
a catalyst to phosphorylations, for instance to the one which regulates the active kinase
Cdk1-Cln3 (4.3). Hence, correct localization is really important in this case.
In the equation for Cdk1-Clb5 (4.35), there are some terms which can not be explained
based on the mechanisms from this or from the previous blocks. They will be clarified
later.
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In the model, there are, of course, some simplifications. For example, the expression
of mRNAs, and consequently of the cyclins Cln2 and Clb5, is not controlled by the same
transcription factor. In fact, the synthesis of Clb5 is modulated by the transcription
factor Mbf. The unification of Sbf and Mbf does not significantly affect the dynamics of
the components, and it makes the computation easier.
4.2.4. Regulation of Cdk1-Clb5
The final block provides regulation to the kinase responsible for DNA replication. The
mechanism is very similar to the one of the first block. In the cell, there is an inhibitor,
which binds to active kinase. This inhibitor Sic1 is largely accumulated in the new born
cell, and it binds to the active complex Cdk1-Clb5 very easily. The inhibited kinase
Cdk1-Clb5-Sic1 is then phosphorylated in the nucleus, while Cdk1-Cln2 is present as an
enzyme. The complex falls apart, divided into active kinase and phosphorylated inhibitor,
the latter being later degraded. When the amount of the active kinase Cdk1-Clb5 in the
nucleus reaches certain level, DNA replication may begin.
In this block, chemical reactions are as follows:
Cdk1−Clb5cyt + Sic1cyt  Cdk1−Clb5−Sic1cyt (4.31)
Cdk1−Clb5−Sic1nuc → Cdk1−Clb5−Sic1pnuc
in presence of Cdk1−Cln2nuc (4.32)
Cdk1−Clb5−Sic1pnuc → Cdk1−Clb5nuc + Sic1pnuc (4.33)
The differential equations are built in the same way as before.
Sic1′cyt = k9 − k32 · Sic1cyt · Cdk1Clb5cyt + k33 · Cdk1Clb5Sic1cyt −
− k18 · Sic1cyt − kgrowth · Sic1cyt (4.34)
Cdk1Clb5′cyt = k28 · Cdk1cyt · Clb5cyt − k29 · Cdk1Clb5cyt +
+ k33 · Cdk1Clb5Sic1cyt − k32 · Sic1cyt · Cdk1Clb5cyt −
− k48 · Cdk1Clb5cyt − kgrowth · Cdk1Clb5cyt (4.35)
Cdk1Cln3′nuc = k24 · Cln3nuc · Cdk1nuc − k25 · Cdk1Cln3nuc +
+ k31 · Cdk1Cln3Far1nuc − k30 · Far1nuc · Cdk1Cln3nuc +
+ k40 · Cdk1Cln3Far1pnuc (4.36)
Cdk1Clb5Sic1′cyt = k32 · Sic1cyt · Cdk1Clb5cyt − k33 · Cdk1Clb5Sic1cyt −
− k47 · Cdk1Clb5Sic1cyt − kgrowth · Cdk1Clb5Sic1cyt (4.37)
Cdk1Clb5Sic1′nuc = k47 · Cdk1Clb5Sic1cyt/kvolume −
− k38 · Cdk1Clb5Sic1nuc · Cdk1Cln2nuc (4.38)
Cdk1Clb5Sic1p′nuc = k38 · Cdk1Clb5Sic1nuc · Cdk1Cln2nuc −
− k41 · Cdk1Clb5Sic1pnuc (4.39)
Sic1p′nuc = k41 · Cdk1Clb5Sic1pnuc (4.40)
The equations consider all the features mentioned in section 4.1, in the way we already
explained. Hence a detailed description seems not to be necessary.
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Let us make a few remarks about this part of the model. Firstly, we will focus on the
role of Sic1. Although Sic1 is an inhibitor which inactivate the complex Cdk1-Clb5, DNA
replication would begin with a huge delay if it were absent. In fact, Sic1 not only serves
as an inhibitor, but it also facilitates nuclear transport of Clb5 (bound to Cdk1), which
is crucial to the onset of DNA replication, and by that to the entry into the S phase [14].
It was shown by ”in vitro” experiments that the localization of Sic1 strongly depends on
the environment in which the cell grows. In the glucose-supplement media, Sic1 is mostly
nuclear, while in ethanol-grown cells a large amount of Sic1 remains cytoplasmic [2]. This
has to be considered in the estimation of parameter k32 - the binding rate of Sic1 and
Cdk1-Clb5. The rate for glucose-grown cell is higher, which consequently accelerates the
transport of Cdk1-Clb5-Sic1 to the nucleus, and by that speeds up the rest of events.
This is in agreement with the fact that the S phase starts about 60 minutes earlier in cells
growing on the glucose medium, compared to ethanol-grown cells [2].
Our other remark will define an important moment with respect to DNA replication,
known as the second threshold. It is determined by the level of active kinase Cdk1-Clb5 in
the nucleus. The localization of this chemical is a key feature, because only when correctly
localized, it can perform its main function. In glucose-grown cells, the difference between
the total amount of Cdk1-Clb5 and its amount in the nucleus is very small and may not
be taken into account. This is contrary to cells growing in the ethanol media, where the
difference is quite substantial and may significantly change the dynamics of whole process.
The second threshold is then defined as a moment at which the concentration of unbound
active kinase Cdk1-Clb5 in the nucleus exceeds the concentration of its inactive form.
4.3. The model, its initial conditions and estimation
of parameters
4.3.1. Whole model
In the previous section, we have provided a detailed description of a chain of regulatory
mechanisms. Now we mainly want to sum up all the differential equations which were
derived from the chemical circumstances, and to add a few of them, which we have omitted
in the previous description in order to make the explanation more understandable. Since
the mathematical model is a set of 34 nonlinear ordinary differential equations, to find
a particular solution we have to add a set of 34 initial conditions. It is obvious that our
goal is to find a particular solution determined by the initial concentrations, more than to
find a general solution, which would be an extremely difficult task. Because the system
of differential equations is so extensive and nonlinear, it is to be solved numerically by
using specialized software.
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At first, let us present a complete list of the differential equations describing the model.
v′cyt = kgrowth · vcyt (4.41)
v′nuc = 0 (4.42)
kvolume = vnuc/vcyt
mCln2′nuc = k1 · Sbfnuc − k50 ·mCln2nuc (4.43)
mCln2′cyt = k50 ·mCln2nuc · kvolume − k10 ·mCln2cyt − kgrowth ·mCln2cyt (4.44)
mClb5′nuc = k2 · Sbfnuc − k51 ·mClb5nuc (4.45)
mClb5′cyt = k51 ·mClb5nuc · kvolume − k11 ·mClb5cyt − kgrowth ·mClb5cyt (4.46)
Sbf ′nuc = k39 · SbfWhi5pnuc − k34 · Sbfnuc ·Whi5nuc + k35 · SbfWhi5nuc (4.47)
Cln3′nuc = k43 · Cln3cyt/kvolume − k24 · Cln3nuc · Cdk1nuc + k25 · Cdk1Cln3nuc −
− k20 · Cln3nuc (4.48)
Cln3′cyt = k6 − k43 · Cln3cyt − k15 · Cln3cyt − kgrowth · Cln3cyt (4.49)
Clb5′cyt = k4 ·mClb5cyt − k28 · Clb5cyt · Cdk1cyt + k29 · Cdk1Clb5cyt −
− k13 · Clb5cyt − kgrowth · Clb5cyt (4.50)
Cln2′cyt = k3 ·mCln2cyt − k26 · Cdk1cyt · Cln2cyt + k27 · Cdk1Cln2cyt −
− k12 · Cln2cyt − kgrowth · Cln2cyt (4.51)
Cdk1′nuc = k44 · Cdk1cyt/kvolume − k49 · Cdk1nuc − k24 · Cln3nuc · Cdk1nuc +
+ k25 · Cdk1Cln3nuc − k21 · Cdk1nuc (4.52)
Cdk1′cyt = k7 − k44 · Cdk1cyt + k49 · Cdk1nuc + k27 · Cdk1Cln2cyt −
− k26 · Cdk1cyt · Cln2cyt − k28 · Cdk1cyt · Clb5cyt +
+ k29 · Cdk1Clb5cyt − k16 · Cdk1cyt − kgrowth · Cdk1cyt (4.53)
Cdk1Cln2′nuc = k46 · Cdk1Cln2cyt/kvolume − k53 · Cdk1Cln2nuc (4.54)
Cdk1Cln2′cyt = k26 · Cdk1cyt · Cln2cyt − k27 · Cdk1Cln2cyt −
− k46 · Cdk1Cln2cyt + k53 · Cdk1Cln2nuc · kvolume −
− kgrowth · Cdk1Cln2cyt (4.55)
Cdk1Clb5′nuc = k41 · Cdk1Clb5Sic1pnuc + k48 · Cdk1Clb5cyt/kvolume (4.56)
Cdk1Clb5′cyt = k28 · Cdk1cyt · Clb5cyt − k29 · Cdk1Clb5cyt +
+ k33 · Cdk1Clb5Sic1cyt − k32 · Sic1cyt · Cdk1Clb5cyt −
− k48 · Cdk1Clb5cyt − kgrowth · Cdk1Clb5cyt (4.57)
Cdk1Cln3′nuc = k24 · Cln3nuc · Cdk1nuc − k25 · Cdk1Cln3nuc +
+ k31 · Cdk1Cln3Far1nuc − k30 · Far1nuc · Cdk1Cln3nuc +
+ k40 · Cdk1Cln3Far1pnuc (4.58)
SbfWhi5′nuc = k34 · Sbfnuc ·Whi5nuc − k35 · SbfWhi5nuc −
− k36 · SbfWhi5nuc · Cdk1Cln3nuc (4.59)
Cdk1Clb5Sic1′nuc = k47 · Cdk1Clb5Sic1cyt/kvolume −
− k38 · Cdk1Clb5Sic1nuc · Cdk1Cln2nuc (4.60)
Cdk1Clb5Sic1′cyt = k32 · Sic1cyt · Cdk1Clb5cyt − k33 · Cdk1Clb5Sic1cyt −
− k47 · Cdk1Clb5Sic1cyt − kgrowth · Cdk1Clb5Sic1cyt (4.61)
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Cdk1Cln3Far1′nuc = k30 · Far1nuc · Cdk1Cln3nuc − k31 · Cdk1Cln3Far1nuc −
− k37 · Cdk1Cln3Far1nuc · Cdk1Cln2nuc (4.62)
SbfWhi5p′nuc = k36 · SbfWhi5nuc · Cdk1Cln3nuc − k39 · SbfWhi5pnuc (4.63)
Cdk1Clb5Sic1p′nuc = k38 · Cdk1Clb5Sic1nuc · Cdk1Cln2nuc −
− k41 · Cdk1Clb5Sic1pnuc (4.64)
Cdk1Cln3Far1p′nuc = k37 · Cdk1Cln3Far1nuc · Cdk1Cln2nuc −
− k40 · Cdk1Cln3Far1pnuc (4.65)
Whi5′nuc = k45 ·Whi5cyt/kvolume − k34 ·Whi5nuc · Sbfnuc −
− k22 ·Whi5nuc (4.66)
Whi5′cyt = k8 − k45 ·Whi5cyt − k17 ·Whi5cyt − kgrowth ·Whi5cyt (4.67)
Sic1′cyt = k9 − k32 · Sic1cyt · Cdk1Clb5cyt + k33 · Cdk1Clb5Sic1cyt −
− k18 · Sic1cyt − kgrowth · Sic1cyt (4.68)
Far1′nuc = k42 · Far1cyt/kvolume − k30 · Far1nuc · Cdk1Cln3nuc +
+ k31 · Cdk1Cln3Far1nuc − k19 · Far1nuc (4.69)
Far1′cyt = k5 − k42 · Far1cyt − k14 · Far1cyt − kgrowth · Far1cyt (4.70)
Whi5p′nuc = k39 · SbfWhi5pnuc − k52 ·Whi5pnuc − k23 ·Whi5pnuc (4.71)
Whi5p′cyt = k52 ·Whi5pnuc · kvolume (4.72)
Sic1p′nuc = k41 · Cdk1Clb5Sic1pnuc (4.73)
Far1p′nuc = k40 · Cdk1Cln3Far1pnuc (4.74)
4.3.2. Initial conditions
The set of initial conditions, which are initial concentrations of the chemicals, for this
system of differential equations is known from biological experiments. They are dependent
on the medium in which the cell grows. This model considers a medium of two kinds -
glucose and ethanol. The model is built primarily for the glucose-grown cells, but by
changing some of the parameters it should also describe the G1 to S transition for a cell
growing in ethanol. This is one of the ways, how to justify this model. In the table below,
you can find initial concentrations for a cell growing in the glucose medium. We omit
those that are equal to zero.
Initial Concentrations in Glucose Medium
Protein of Protein Complex Initial Concentration [µM]
Far1cyt 0.0037926
Cln3cyt 0.000485
Cdk1cyt 0.333333
Cdk1nuc 0.0074127
Whi5cyt 0.073564
Sic1cyt 0.039234
Sbf-Whi5nuc 0.025544
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Besides the initial concentrations, also the initial volumes of the nucleus and the
cytoplasm have to be added. We set them to be: vnuc[0] = vnuc[0] = 0.5.
4.3.3. Estimation of parameters
The last thing, which has to be defined in order to successfully solve our differential
equations, are the parameters ki - i.e the rate constants for each action involved in the
model, such as production or degradation of proteins, chemical reactions of various kinds
etc.
We have 54 different parameters ki, which can be divided according to the action
they describe (in this sense they were also enumerated). They specify the dynamics of
transcription of gene coding for cyclins (k1, k2), mRNA translation for cyclins (k3 - k9),
degradation of mRNA (k10,k11) and proteins (k12, k13), reversible or irreversible formation
of binary (k24 - k29) and ternary (k30 - k34) protein complexes, Cln3-independent formation
of Sbf (k35), phosphorylation of protein complexes (k39 - k41) followed by degradation of
the phosphorylated protein, transport of proteins and protein complexes from cytoplasm
to nucleus (k42 - k48) and vice versa (k49 - k53) [2].
Because the number of parameters is so high, it would be extremely difficult to de-
termine all of them from ”in vitro” experiments. We will not discuss the estimation of
each particular parameter (this can be found in literature [2]), but it could be useful only
to mention few examples to illustrate the variety of possible ways: The rate for Clb5
transcription (k2) is estimated from the kinetics of Clb5 production, and the same value
is then used for the transcription rate of Cln2 (k1). The rates of translation (k4 and k3)
are set ten times higher. The rate of degradation of mRNAs is derived from the previous
cell cycle models. The growth rate (kgrowth) is obtained by averaging the literature data.
If specific experimental information is absent, the rates of similar actions are usually set
equal, as it was in the case of rate constants for nuclear import of single proteins (k42-k45).
In general, some of the parameters are estimated from the observed kinetics of the
particular reactions. Other can be set by comparison, either equal to some other rate, or
several times higher or lower. The average of literature data or internet sources were also
used.
The parameters also vary in different growing media. We mentioned an example of
that while talking about regulation of Cdk1-Clb5. The different localization of Sic1 in
glucose-growing and ethanol-growing cells is adjusted by the change of parameter k32,
which stands for the formation of inactive complex - Cdk1-Clb5-Sic1 - in the cytoplasm.
The rest of changed parameters (k1, k2, k5, k6, kgrowth) directly or indirectly affects the
dynamics of production of crucial proteins and the growth of the cell.
You can find the complete set of parameters for cell grown in glucose in the following
table.
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Rate Constants in Glucose
k1 = 0.03523 min−1 k19 = 0.01 min−1 k37 = 4363.6 min−1
k2 = 0.03523 min−1 k20 = 0.01 min−1 k38 = 4363.6 min−1
k3 = 0.32 min−1 k21 = 0 min−1 k39 = 1 min−1
k4 = 0.32 min−1 k22 = 0.01 min−1 k40 = 1 min−1
k5 = 0.000042 µM ·min−1 k23 = 0.01 min−1 k41 = 1 min−1
k6 = 0.00001 µM ·min−1 k24 = 2.82 µM−1 ·min−1 k42 = 0.005 min−1
k7 = 0.01 µM ·min−1 k25 = 0.55 min−1 k43 = 0.005 min−1
k8 = 0.00004 µM ·min−1 k26 = 2.82 µM−1 ·min−1 k44 = 0.005 min−1
k9 = 0.00005 µM ·min−1 k27 = 0.55 min−1 k45 = 0.005 min−1
k10 = 0.12 min−1 k28 = 2.82 µM−1 ·min−1 k46 = 0.1 min−1
k11 = 0.12 min−1 k29 = 0.55 min−1 k47 = 1 min−1
k12 = 0.1 min−1 k30 = 42300 µM−1 ·min−1 k48 = 0.012 min−1
k13 = 0.35 min−1 k31 = 0.55 min−1 k49 = 0.001 min−1
k14 = 0.01 min−1 k32 = 84.6 µM−1 ·min−1 k50 = 0.6 min−1
k15 = 0.01 min−1 k33 = 0.55 min−1 k51 = 0.6 min−1
k16 = 0.03 min−1 k34 = 84.6 µM−1 ·min−1 k52 = 0.005 min−1
k17 = 0.01 min−1 k35 = 0.0005 min−1 k53 = 0.001 min−1
k18 = 0.0008 min−1 k36 = 4363.6 µM−1 ·min−1 kgrowth = 0.0051 min−1
The model, given together with its parameters, and the initial conditions allow us to
run the simulation and observe the behaviour of chemicals or their mutual relations. We
will study that closer in the next section.
4.4. Dynamics of key players during the G1 to S tran-
sition
In this section, we present the results of the model simulation. We will only focus on the
most significant proteins or protein complexes and on their mutual influence.
The simulation was accomplished using Matlab, a programming language for technical
computing. It is possible to run it from the simula.m file, which is in the appendix to this
thesis. It is, however, necessary to place the file in one folder together with files data.m
and oderko.m. The data.m file contains all the required initial conditions and parameters,
whereas file oderko.m is a function which provides the evaluation of the righthand side
of the differential equations. These two files will be used also later, so it is reasonable to
have them in separate files.
The values of the initial conditions given in table above are average values. In our
simulation, we will consider a multiplicative noise with a standard deviation of X0i ·0.287,
where X0 is a vector of initial conditions and by X0i we mean its i-th component.
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Figure 4.1: Processes regulating the G1/S transition in yeast cell cycle.
In case of some significant moments (e.g. the first threshold), we will run several
simulations, and the average value from all simulations will be considered as the result.
Since every cell is unique and in each cell the situation differs a bit, we can interpret the
fact that we run several simulation as observation of several unique cells. The biological
results are also often the averages of measured values.
The last comment we would like to make, is devoted to the range of the x-axis. The
model is designed for the G1 and the beginning of the S phase.Later regulation mechanisms
of the cell cycle are not consider, so after the initiation of DNA regulation the model is
useless. From laboratory data we know that the length of G1 phase is around 80 minutes
for glucose medium. It may happen that for a concrete simulation the S phase begins
later, but, generally speaking, the time courses after 100 minutes can be doubted.
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4.4.1. First threshold
At first, we shall take a closer look at the first threshold, which is defined as the time
at which in the nucleus the level of active kinase Cdk1-Cln3 overcomes the level of its
inactive form Cdk1-Cln3-Far1. Let us remind that free enzyme Cdk1-Cln3 catalyzes the
important processes of phosphorylation and indirectly releases the transcription factor
Sbf.
Time courses of Cdk1-Cln3 and Cdk1-Cln3-Far1 are shown in figure 4.2. The time at
which the curves intersect is the first threshold. In this case it takes about 38 minutes to
reach this point. Since the initial conditions are given with multiplicative noise, the time
of the first threshold will slightly differ in each simulation. The average value of the first
threshold is 41.344 minutes, with standard deviation of 1.096 minutes.
Figure 4.2: Time courses of Cdk1-Cln3nuc and Cdk1-Cln3-Far1nuc
4.4.2. Regulation of transcription factor activity
In the second part of the model, we shall deal with the regulation of the transcription
factor Sbf, which is inhibited by the protein Whi5. The releasing of Sbf is only possible
when the active kinase is present. The most common and efficient way is to use kinase
Cdk1-Cln3 as an enzyme. The kinase is a product of the previous block.
In figure 4.3, we can see the time courses for the active Sbf and for the inhibitor Whi5
in the cytoplasm.
The concentration of the inhibitor is decreasing, which means that its production is
not sufficient to cover the loss caused by the degradation together with the growth of the
cell and the transition of the chemical to the nucleus. In other words, after certain time
the level of Whi5 is so small that its effect on the Sbf is negligible.
Focusing on the second curve, which describes the concentration of the active tran-
scription factor, let us notice the moment when its slope starts to rapidly increase. In our
case this happens after 36 minutes. The similarity with the time of the first threshold
is not coincidental. Since this figure was generated by a different run of the simulation
than figure 4.2, there is not a prefect fit, but the relationship is obvious: while the first
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threshold is exceeded, there is the active kinase Cdk1-Cln3 present, which is the enzyme
for releasing of Sbf.
Figure 4.3: Time courses of Whi5cyt and Sbfnuc
4.4.3. Cyclins Cln2 and Clb5
Cyclins Cln2 and Clb5, the behaviour of which we would like to study now, are the
products of gene transcription promoted by the transcription factor Sbf.
Just like in the case of the time course for active Sbf, we can observe a remarkable
change in the slope of the curves in figure 4.4, too. It occurs in the same time for both
proteins. The reason is that the transcription factor overcomes a certain level (approxi-
mately the half of its maximum value), and because Sbf is an activator, meaning its role
is to intensify the production of target proteins, the concentrations begin to grow faster.
At this point, let us also present a second figure, which is concerned with the complex
Cdk1-Cln2. Cdk1-Cln2 is one of the most important chemicals here, because it leads to
budding.
In figure 4.5 it is possible find three curves. They represent the time courses for Cln2
in the cytoplasm (this curve is to be found also in the figure 4.4), for the active kinase
Cdk1-Cln2 in the the cytoplasm, as well as the time course for the one in the nucleus.
The first thing to notice is the general behaviour of the kinase. Both curves are increasing
for the most of the time, however with different tangents. Because the production of Cln2
is significantly heightened after circa 45 minutes, the effect is also transmitted into its
complexes.
The unbound cyclin Cln2, which we have already described, is also pictured here to
underline the similarity of its time course with the kinase Cdk1-Cln2 in the cytoplasm. On
the other hand, there is not such agreement in the case of the kinase in the nucleus. Since
the only function of the complex in the nucleus is to catalyze several phosphorylations, by
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Figure 4.4: Time courses of Cln2cyt and Clb5cyt
which it is not consumed, and since transition rate to the nucleus is ten times higher than
in the opposite direction, cumulation of the kinase in the nucleus is easily predictable.
Figure 4.5: Time courses of Cln2cyt, Cdk1-Cln2cyt and Cdk1-Cln2nuc
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4.4.4. Second threshold
In the model, there is another important moment defined, which is the second threshold.
It is the time at which the concentration of Cdk1-Clb5 in the nucleus exceeds the con-
centration of its inhibited form Cdk1-Clb5-Sic1. You can see that the establishment of
the second threshold is very close to the way the first threshold was determined. If we
perform the simulation, we will obtain a figure similar to the one below (4.6), although
in this case the value at which the curves intersect varies a lot. Having run 500 simula-
tions, we can calculate a mean value of this threshold, which is 46.4040 minutes and its
standard deviation, which is 9.2572 minutes - almost ten times higher than in case of the
first threshold.
Figure 4.6: Time courses of Cdk1-Clb5nuc and Cdk1-Clb5-Sic1nuc
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5. Setting of critical cell size
The main goal of this thesis is to study, perform and analyze a model which sets the
critical cell size (PS). The critical cell size is expressed by protein content of the cell at
the moment of its DNA replication (in the case of yeasts this is identical with the moment
when budding starts). Thus, in fact, we intend to find connection between cell growth
and cell division. The model built in the previous chapter will be our main tool.
5.1. Probabilistic model for firing of the DNA repli-
cation origins
In every DNA chain, we can identify origins of replication, which are particular sequences
in the genome at which replication is initiated. The DNA of Saccharomyces cerevisiae
contains 440 of these origins. The entrance to the S phase (defined by the beginning of
DNA replication) will then require 50% of replication origins firing in a single cell. We will
build a probabilistic model, which sets the time of activation for each origin of replication.
Upon reaching the moment a half of them is firing, the critical size will be computed.
5.1.1. Principle features considered in the model
The model consists of three separate steps, see figure 5.1. The first one covers all the
molecular events that are needed in order to form a pre-replication complex. A pre-
replication complex is the assembly of two groups of proteins called origin recognition
complex (ORC) and mini chromosome maintenance (MCM) protein complex. ORC binds
to the origin first, and, with the help of proteins Cdc6 and Cdt1, load the MCM complex.
The time period taken by this step has a normal distribution with a mean of 11 minutes
and standard deviation of 2 minutes.
The second step of the model is dependent on the concentration of Cdk1-Clb5. To
activate an origin, it is necessary to get rid of the two additional proteins, which enabled
the binding of MCM, but the presence of which blocks DNA replication. It works on the
same principle as most of the regulatory mechanisms, which were used in the model for G1
to S transition. This mechanism is phosphorylation, in which the kinase plays the main
role. In the previous chapter, we could see how the dynamics of phosphorylation products
is changed by the presence of a proper kinase, for example on the curve describing time
course for Sbf in the nucleus. The slope significantly increases with the concentration
growth of the kinase Cdk1-Cln3. Thus, the concentration of the active kinase Cdk1-Clb5
is crucial to successful dissociation of additional proteins Cdc6 and Cdt1.
The concentration of Cdk1-Clb5 required for the reaction is derived from normal dis-
tribution, with a mean of 0.025 µM and a standard deviation of 0.01 µM.
The last step shows the activation (i.e. firing) of the replication origins [4]. It is again
set according to time given by normal distribution, in this case with a mean of 1 minute
and a standard deviation of 0.01 minutes.
The time at which a particular replication origin is activated is determined as follows:
At first, we find the time period t1 taken by the first step. Then we use the model of G1 to
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Figure 5.1: Schematic representation of relevant events in the firing of the origins of DNA
replication
S transition and figure out the time when Cdk1-Clb5 reaches the concentration required
for activation of MCM. This time will be denoted t2.
If t1 is greater than t2, then the required level of Cdk1-Clb5 is achieved before the
first step is finished, thus the phosphorylation proceeds instantly after the first step is
completed. The time of origin activation ta consists then of time t1 and t3, which is the
time period of the third step.
In case t2 is greater than t1, the cell is not prepared to perform phosphorylation of the
additional proteins at the replication origin, and the origin starts to fire at time ta, which
is now a sum of t2 and t3.
Let us remark that a particular origin is activated either at time ta computed in the
model, or 10 minutes after one of the neighbors was stated as firing. It is due to the
fact that it takes approximately 10 minutes to unwound the DNA strands between two
replication origins. The inactive origin is then activated regardless of the level of kinase
CDk1-Clb5.
The time when a cell enters the S phase is the time at which 220 origins are firing.
We implemented this model in Matlab and you can find it in the appendix. The core
of this model is in the file critsize.m, which provides the calculation of the critical cell
size. To plot the graph, there is another file genfig.m. In the second step, we utilize the
model of G1 to S transition, so in the folder where we run the simulation also have to be
files data.m and oderko.m. All these files are written for the glucose media.
In figure given by running genfig.m, there is a time course for activation of the origins.
The most common situation is in figure 5.2.
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Figure 5.2: Time course of activated origins in glucose environment
File avps.m provides you with a mean and a standard deviation for critical cell size
PS, as well as with one for time tp of the onset of DNA replication. For 500 simulations
we obtain:
PS = 1.232 with standard deviation of 0.266
tp = 79.166 with standard deviation of 15.432.
These results are pretty close to laboratory data, according to which the S phase starts
in cca. 80 minutes.[2]
We mentioned both the cell size and the time when DNA replication starts. It is
because there is a strong connection between them. The volume of the cell is growing at
a constant speed, the critical size thus strongly depends on the time at which we make its
calculation. We will use this fact a lot, because data which are available from experiments
much more frequently talk about the time of DNA replication or budding than about the
size of the cell.
5.1.2. Probabilistic model for ethanol-grown cells
In order to prove that our model works properly, we will perform the computation in a
different environment. The model of G1 to S transition was tested in an ethanol medium
and the model behaved correctly. Although some parameters had had to be changed. The
tables with the rate constants and initial conditions for the ethanol environment are in
appendix A. Details concerning testing of the G1 to S transition model can be found in
[2].
Some changes are necessary to be made in the probabilistic model, too. There is a
relationship between the environment in which a cell grows, its growth rate and its fork
rate. In an environment rich in carbon a cell grows faster and also the DNA unwinds
quicker. Thus in ethanol, which is a poor carbon source, a cell grows more slowly and
the splitting of the DNA chains takes longer time than it does in glucose [13]. We have
to include both these facts in our model. The first one has already been included in the
model considering the molecular events controlling the G1 to S transition. The change of
the fork rate leads to extension of the first step in our probability model. The mean value
is set to 33 minutes with the same standard deviation of 2 minutes.
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We implemented the model for ethanol medium in Matlab, too. Just like the previous
model for glucose, you can find it in the appendix. The codes are in files critsize et.m,
genfig et.m, which provide computations analogous to critsize.m, genfig.m, respectively.
The files data et.m and meode.m enable the simulation of G1 to S transition in ethanol,
so they have to be placed in the same folder as the main files.
The time course for the activation of replication origins obtained by running the file
genfig et.m is in figure 5.3.
Figure 5.3: Time course of activated origins in ethanol environment
The code for computing the average of critical cell size avps.m, can be also used for
ethanol medium by appropriate choice of input arguments (see commentary in the file).
For 500 simulations we get:
PS = 1.3504 with standard deviation of 0.3174
tp = 219.7560 with standard deviation of 76.1951.
These results do not coincide with laboratory data so well as it was in a glucose
medium. In fact, a yeast cell in ethanol medium enters the S phase approximately in 120
minutes.
Even if our results are inaccurate, they are much closer to the actual time of the
beginning of DNA replication than those published in [2]. Let us now present differences
we made and discuss possible reasons why the model varies from reality.
5.1.3. Influence of adjoining origins
The main difference with respect to the model presented in [2] is the fact that a replication
origin is activated not only at time ta, but there is also the possibility to spread DNA
replication from neighbor to neighbor. This is stated in the paper [4], but it was probably
implemented in a different way, hence the different results. Let us briefly describe the
implementation you can find in our model, more precisely in the files critsize.m and
critsize et.m.
At first, we compute the time periods ta for each of the 440 replication origins in
yeast’s DNA independently. Then we find the origin which is activated the earliest. Let
us assume it is an i − th origin. We compare its time of activation ta(i) with the firing
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times of its neighbors ta(i + 1), ta(i− 1). If any difference is greater than the given time
difference tn, we change the firing time of the respective neighbor to ta(i)+ tn. Otherwise,
we keep the original values. We find the minimum of times ta excluding the i− th origin
of replication (or all origins we already checked) and repeat the computation until only
one origin is left. The tn is set to 10 minutes, which corresponds with data published in
[13].
The natural question arising is how the DNA replication transmitted from neighbors
influences the critical cell size. A simulation without this feature can be obtained by
setting the “neighbor time difference” tn very large, e.g. 500 minutes. The time courses
of activated origins in that case for both environments are in figures 5.4 and 5.5.
Figure 5.4: Time course of activated origins in glucose environment
Figure 5.5: Time course of activated origins in ethanol environment
Let us compare the graphs obtained by simulations including the role of neighbors
(figures 5.2 and 5.3 ) with those which do not include this view (figures 5.4 and 5.5).
For cells grown in a glucose medium, the number of activated origins has the time
courses very similar whether we consider the spread of DNA replication among neighbors
or not. It is due the to fact that in this environment a standard deviation of firing times
ta of origins in one cell is around 11 minutes, therefore the difference between firing times
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ta of neighbors is, in most cases, lower than the “neighbor time difference” tn, which is 10
minutes. Thus, the corrections due to neighbors are less frequent and small.
On the other hand, the graphs for ethanol-grown cells differ a lot. Note the different
scales on the y-axis. We cannot identify the beginning of the S phase from the figure 5.5,
since the maximum of activated origins in 500 minutes is less than 50. Let us remind that
the onset of DNA replication is defined by at least 220 firing origins. The average time
at which half of replication origins fire is more than 700 minutes.
Let us again examine the firing times ta of all replication origins in one ethanol-grown
cell. The average firing time here is around 700 minutes, with a standard deviation 260
minutes. It indicates that the set of activation times varies a lot. Indeed, almost in each
simulation there is an origin which starts to fire in about 35 minutes. On the other hand,
there are also origins the firing times ta of which are over 1000 minutes. Here, the require-
ment of difference of neighbors firing times is satisfied very rarely. Its implementation
ensures that the maximum time difference between the first firing replication origin and
the moment when all origins are activated is at most 430 minutes. This implies that in
an ethanol environment we are most interested in the number and the position of origins
which start to fire in the shortest time, because from them the DNA replication will be
spread. The origins with a high time of activation will start the DNA replication sooner
than it is predicted in the model, because of the neighbor effect. The required level of
Cdk1-Clb5 concentration, set in second step of the probabilistic model, will not be reached
in most of the origins.
The last task is to find suitable distribution of Cdk1-Clb5 concentration, which would
give us the best possible results in both environments. If we sum up the analysis of
behaviour of a cell in a different growth media, we can see that in glucose the origins
usually start to fire because they cross the level of Cdk1-Clb5 concentration, while in
ethanol the DNA replication is started at few origins and spread from them. The mean
of the distribution is chosen to be 0.025 µM , which is close to the average value of Cdk1-
Clb5 concentration at time 80 minutes in the G1 to S transition model. The standard
deviation is chosen to be 0.01 µM which allows wider range of values, and hence some of
the origins start early, which is important for ethanol-grown cells.
The inaccuracy which appears in our model for an ethanol environment may be caused
by the fact that we set the time needed for unwinding DNA strands between neighbors tn
10 minutes for each part. In fact, the section of DNA enclosed by the replication origins
do not have the same length, hence they vary also in the time, which it takes to perform
DNA replication. An improvement in this area may lead to more precise results.
Finally, let us remark that figures 5.4 and 5.5 are close to figures 8A and 8B in [2],
respectively. This leads us to a supposition that the influence of neighbors was not taken
into account in [2].
5.2. Sensitivity analysis of probabilistic model
In this section, we will study the influence of various parameters on the critical cell
size. We will change parameter ki in the model of G1 to S transition and observe the
induced change of critical size. Typically, the parameters are changed by 1, 2 and 3
orders of magnitude lower and greater. We will provide just a few examples of significant
coefficients.
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The sensitivity analysis of individual parameters is provided in the file pssensan.m.
The number of coefficient ki is required as an input parameter. An output of this function
is a figure, in which on the x-axis there is a ratio of the changed and original coefficient
and on the y-axis there are critical size values PS. Since we again work with the G1 to S
transition model, we have to place the files meode.m, oderko.m and data.m into the folder
from which we run the simulation.
5.2.1. Association rates of inhibitors
At first, let us examine the influence of the coefficients that are responsible for binding
of inhibitors to active kinases or to the transcription factor. Namely, it is coefficient k30,
which is responsible for the association of the inhibitor Far1 and the active kinase Cdk1-
Cln3, coefficient k32, which is the kinetic rate of Sic1 and Cdk1-Clb5 association, and
finally k34, which describes the affinity of the inhibitor Whi5 to the transcription factor
Sbf.
By running file onefig.m, which puts all the three graphs into one figure, we obtain
figure 5.6.
Figure 5.6: Sensitivity analysis of the PS value
The curves which stand for rates k30 and k34 behave similarly. When they are lowered,
they both decrease the critical cell size a bit. If we magnify their value, the critical size
PS is enlarged. PS is more sensitive to the coefficient k34, but generally the changes in
these coefficients have similar consequences, which we expect from inhibitors - if they bind
easily, their regulatory function increases, and conversely.
By contrast, the third curve has exactly the opposite time course. It is because of the
role of the inhibitor Sic1, as we have already mentioned in section (4.2.4). The Sic1 is
an inhibitor of the kinase Cdk1-Clb5, but by its association to the kinase it also allows
its transport to the nucleus. If the inhibitor did not bind to the active kinase, the kinase
would remain in the cytoplasm, but its significance lies in phosphorylation of the DNA
strands located exclusively in the nucleus. Hence, even if Sic1 inhibit the Cdk1-Clb5 its
present is necessary for proper behaviour of the cell. This explains the sharp increase in
critical value PS, when the binding coefficient is lowered.
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5.2.2. Protein synthesis
Another important set of parameters are those that describe the kinetics of protein syn-
thesis. We will focus particularly on k5, k6, k7 and k8, which are responsible for Far1,
Cln3, Cdk1 and Whi5, respectively. Their influence on the critical cell size can be seen in
figure 5.7.
Figure 5.7: Sensitivity analysis of the PS value
Let us now give a short comment on the curves in figure 5.7.
Firstly, we will deal with inhibitors Far1 and Whi5. By magnification of their produc-
tion rates (k5, k8), the critical cell size increases. On the other hand, if we shorten these
rates, the effect is negligible. Such behaviour is exactly what we expect from inhibitors.
The influence of Far1 on the PS is much more stronger than the influence of Whi5 - let
us remind that we use logarithmic scale in the figure.
The other two curves stand for kinase Cdk1 and cyclin Cln3. According to our ex-
pectations, their overproduction would result in smaller cells at the beginning of the S
phase. This is same for both. The difference is in the response to the lowering of their
rate. Here, kinase Cdk1 appears essential for a successful transition to the S phase. Since
it is the only kinase in the network and, bounded to different cyclins, it initiates both
budding and DNA replication, this result is not surprising at all.
5.2.3. Other parameters
Similarly as it was shown in the two previous sections, we can analyze the influence of
each parameter. Here we will not present all results, let us briefly mention the parameters
with significant influence on PS.
The rates of protein degradation (an opposite to protein synthesis) have an impact on
the critical cell size. Remarkable changes in PS are caused by enlarging of coefficients k13
(Clb5), k15 (Cln3), k16 (Cdk1) and k18 (Sic) in the cytoplasm, k20 (Cln3) in the nucleus.
The critical cell size decreases with increase of these parameters.
Balance also has to be achieved in the dissociation and association rates of active
kinases. Cyclins and cyclin-dependent kinases should form a stable complex, thus the
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dissociation rates (k25, k29) must not be too large, as well as the association rates (k24,
k28) too small.
The last coefficients we will mention are k43 and k44, which are responsible for nuclear
transport of Cln3 and Cdk1, respectively. Especially coefficient k44 has to be set carefully,
since extreme changes in both direction lead to enlargement of critical cell size PS.
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6. Conclusion
In this thesis, we dealt with the cell cycle of yeast cells. Particularly, we studied the
transition from G1 to S phase. The goal was to build a model which would identify the
critical cell size PS, which is a protein content at the beginning of the S phase.
In this paper, we provided a detailed description of a mathematical model designed
by Alberghina [2]. This model takes into account these main features - production and
degradation of mRNAs and proteins, formation and dissociation of dimeric and trimeric
protein complexes, localization of chemicals in the nucleus or in the cytoplasm, growth
of the cell and change of concentration when a chemical passes from the nucleus to the
cytoplasm and vice versa. We divided the model into several blocks and explained the
regulatory mechanisms, as well as mathematical implementation of the above mentioned
features. Finally, we presented the dynamics of important proteins or protein complexes.
The core of this thesis is setting of critical cell size. This is obtained by a probabilistic
model for firing of DNA origins, which as an input uses the Cdk1-Clb5 concentration
computed in the G1 to S transition model. We drew on the model published in [4]. As
a novelty of this thesis, we implemented the possibility to spread the DNA replication
among the neighbors. By testing the model in two environments, we obtained satisfactory
results in both of them. Our model brings a significant improvement especially for ethanol-
grown cells, while it did not lose its accuracy in the glucose medium. It suggests that the
influence of neighbors during DNA replication should not be neglected.
A sensitivity analysis of the critical cell size reveals how a change of rate coefficients in
the model of G1 to S transition affects the cell cize at the onset of DNA replication. On
protein synthesis rates we showed the importance of proper setting of these coefficients,
which are closely connected to the amount of their respective chemicals in a cell. We also
tested a significance of inhibitors binding rates. Here we pointed out a paradox, which is
the slowing of cell processes when the inhibitor Sic1 is absent. The explanation is given
by the ”second role” of the inhibitor, which is facilitation of nuclear transport of inactive
kinase.
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Used Symbols
Used Symbols
R set of real numbers
Rn set of n-dimensional real numbers
C set of complex numbers
Re(z) a real part of complex number
x′ derivative with respect to the independet variable t
x(ti) value of an exact solution in a knot ti
xi value of an approximate solution in a knot ti
lei local error
ltei local truncation error
ei global truncation error
Φ increment function
∇ backward differentiation operator
ν order of interpolating polynomial
Pν interpolating polynomial of order ν
J Jacobian
I n-dimensional identity matrix
A region of absolute stability
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If we want to simulate the G1 to S transition for cells grown in ethanol, we have to
use another set of initial conditions as well as slightly modify the rate constants. Here we
present both tables for the ethanol environment. Bold constants are those which differs
from their opposites in a glucose medium.
Initial Concentrations in Ethanol Medium
Protein of Protein Complex Initial Concentration [µM]
Far1cyt 0.0049334
Cln3cyt 0.0011916
Cdk1cyt 0.333333
Cdk1nuc 0.0074127
Whi5cyt 0.073564
Sic1cyt 0.039234
Sbf-Whi5nuc 0.025544
Rate Constants in Ethanol
k1 = 0.005872 min
−1 k19 = 0.01 min−1 k37 = 4363.6 min−1
k2 = 0.005872 min
−1 k20 = 0.01 min−1 k38 = 4363.6 min−1
k3 = 0.32 min−1 k21 = 0 min−1 k39 = 1 min−1
k4 = 0.32 min−1 k22 = 0.01 min−1 k40 = 1 min−1
k5 = 0.000019 µM ·min−1 k23 = 0.01 min−1 k41 = 1 min−1
k6 = 0.0000045 µM ·min−1 k24 = 2.82 µM−1 ·min−1 k42 = 0.005 min−1
k7 = 0.01 µM ·min−1 k25 = 0.55 min−1 k43 = 0.005 min−1
k8 = 0.00004 µM ·min−1 k26 = 2.82 µM−1 ·min−1 k44 = 0.005 min−1
k9 = 0.00005 µM ·min−1 k27 = 0.55 min−1 k45 = 0.005 min−1
k10 = 0.12 min−1 k28 = 2.82 µM−1 ·min−1 k46 = 0.1 min−1
k11 = 0.12 min−1 k29 = 0.55 min−1 k47 = 1 min−1
k12 = 0.1 min−1 k30 = 42300 µM−1 ·min−1 k48 = 0.012 min−1
k13 = 0.35 min−1 k31 = 0.55 min−1 k49 = 0.001 min−1
k14 = 0.01 min−1 k32 = 0.846 µM−1 ·min−1 k50 = 0.6 min−1
k15 = 0.01 min−1 k33 = 0.55 min−1 k51 = 0.6 min−1
k16 = 0.03 min−1 k34 = 84.6 µM−1 ·min−1 k52 = 0.005 min−1
k17 = 0.01 min−1 k35 = 0.0005 min−1 k53 = 0.001 min−1
k18 = 0.0008 min−1 k36 = 4363.6 µM−1 ·min−1 kgrowth = 0.0023 min−1
Further, we will present the dynamics of some protein complexes, which are significant
to the onset of DNA replication. They are dual to some of those in the chapter devoted
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to the mathematical model of G1 to S transition (4.4). Time range (x-axis) is typically
chosen to be 140 minutes, which is a little longer than the observed time period of the S
phase. In the last figure (6.3), the interval is shorter because we want to emphasize the
behaviour at its beginning.
Figure 6.1: Time courses of Cdk1-Cln3nuc and Cdk1-Cln3-Far1nuc in ethanol
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Figure 6.2: Time courses of Sbfnuc and Whi5cyt in ethanol
Figure 6.3: Time courses of Cdk1-Clb5nuc and Cdk1-Clb5-Sic1nuc in ethanol
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