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Abstract
Qualitative properties of general collections of systems of m linear equations in n un-
knowns are studied. More precisely, a family Ax = B of systems of linear equations is de-
termined by A = (A1, A2, . . . , An) where each Ai and B is a nonempty subset of Rm. The
family consists of all systems A˜x = b˜ where the ith column of A˜ belongs to Ai , and b˜ belongs
to B. These general collections include the purely qualitative systems (where each Ai and B is
set of all vectors with a given sign pattern), cone-systems (where each Ai and B is a cone in
Rm), and interval systems (where each Ai and B is an interval of vectors). We give necessary
and sufficient conditions on A and B for the sign patterns of the solutions to A˜x = b˜ to be
independent of the choice of A˜ and b˜.
© 2002 Published by Elsevier Science Inc.
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1. Introduction
Let A be an m by n matrix and B an m by 1 vector. In many instances one is
interested in analyzing the solutions to a linear system Ax = B of equations in which
only partial information about the entries of A and B are known. For example, in
engineering the exact values of the entries of A and B may be unknown, but each
entry is known to lie in an interval of real numbers. This has led to the well-developed
study of interval systems [8]. As noted by the Nobel laureate Samuelson [9], in eco-
nomic applications one might only know the signs (i.e. positive, negative, or zero) of
the entries of A and B. This has led to the study of sign-solvable linear systems (see
[2]). In other instances (see [4,7], it is known that each column of A and b belong to
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a certain cone. These situations are all specializations of the situation considered in
this paper.
The sign of a real number s is defined by
sign(s) =

−1 if s < 0,
1 if s > 0, and
0 if s = 0.
The sign pattern of an m by n matrix S is the (0, 1,−1)-matrix obtained from S by
replacing each of S’s entries by its sign. The set of all m by n matrices with sign
pattern S is denoted by Q(S).
An m by n set-system is an n-tuple A = (A1, A2, . . . , An) of nonempty subsets of
Rm. We writeM(A) for the set of all m by n matrices whose ith column is in Ai for
i = 1, 2, . . . , n. The set-system A is an L-system [3] provided each A˜ ∈M(A) has
linearly independent columns, and is a singular-system provided each A˜ ∈M(A)
has linearly dependent columns. Note it is possible for a set-system to be neither an
L- nor a singular-system. If each Ai is a set of cardinality 1, then M(A) consists
of a single matrix A˜, and M(A) is an L-matrix if and only if the columns of A˜ are
linearly independent. If for each i there is a sign pattern si such that Ai = Q(si) (i.e.
M(A) is purely qualitative), then M(A) = Q(A), and A is an L-system if and only
if A is an L-matrix.1 If each Ai is a cone (i.e. a subset of Rm closed under addition
and under multiplication by positive scalars) then M(A) is a cone-system [4].
An m by m set-system A has signed determinant provided every matrix inM(A)
has determinant of the same sign. If A is an m by m singular-system, then A has
signed determinant, since each matrix in M(A) has determinant 0. If A has signed
determinant and is not a singular-system, then each matrix in M(A) has nonzero
determinant and hence A is an L-system. If A is an m by m purely qualitative or
cone-system, then the continuity of the determinant and the connectivity of M(A)
imply that if A is an L-system, then A has signed determinant. The 1 by 1 set-
system ({1,−1}), shows that in general a square L-system need not have a signed
determinant.
For α = {i1, i2, . . . , ik} ⊆ {1, 2, . . . , n} with i1 < i2 < · · · < ik we let Aα denote
the m by k system (Ai1 , Ai2 , . . . , Aik ). We call Aα a subsystem of A.
An m by n set-system A and a nonempty subset B of Rm determine the family
A˜x = b˜ (A˜ ∈M(A), b˜ ∈ B) (1)
of systems of linear equations. We denote the totality of the linear systems in (1) by
Ax = B, and say that Ax = B has signed solutions provided there exists a nonempty
subset P of n by 1 sign patterns such that for each A˜ ∈M(A) and each b˜ ∈ B the
set of sign patterns of the solutions to A˜x = b˜ is P . Thus, if each Ai and B consist
of a single element, Ax = B is a single system of linear equations and has signed
solutions if and only if the single system has a solution. For a more complicated
example, consider the set-system A = (A1, A2, A3, A4, A5, A6, A7), where
1 That is, each matrix with sign pattern A has linearly independent columns [5].
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A1=
{[
a b 0 0 0 0
]T : 0 < a < b} ,
A2=
{[−c d 0 0 0 0]T : 0 < c, d} ,
A3=
{[
e f 0 0 0 0
]T : 3  e  4, 1  f  2} ,
A4=
{[
0 g 0 0 0 0
]T : 0 < g} ,
A5=
{[
h i j k 0 0
]T : 10  j  11, 20  k  21} ,
A6=
{[
 m n o 0 0
]T : 10  n  11, 40  o  41} ,
A7=
{[
p q r s ±1 2]T}
and
B =
{[
t 0 0 0 0 0
]T : 0 < t} .
Then Ax = B consists of all systems of equations of the form
a −c e 0 h  p
b d f g i m q
0 0 0 0 j n r
0 0 0 0 k o s
0 0 0 0 0 0 ±1
0 0 0 0 0 0 2
 x =

t
0
0
0
0
0
 , (2)
where a, c, d , g and t are positive real numbers with a < b; e, f, j, k, o are real num-
bers with 3  e  4, 1  f  2, 10  j , n  11, 20  k  21 and 40  o  41;
and h, i, , m, p, q, r and s are arbitrary real numbers. Let A˜ ∈M(A) and b˜ ∈ B.
The restrictions on j , k, n and o guarantee that
det
[
j n
k o
]
> 0.
Using this it is clear that A{5,6,7} is an L-system. Hence, if A˜z = b˜, then the last
three entries of z are zero. Let (A′, B ′) be the 2 by 5 set-system obtained from
(A{1,2,3,4}, B) by projecting onto the first two coordinates. Thus, for example, A′1 ={[a b]T : 0 < a < b}. It is not difficult to check that each 2 by 2 subsystem of (A′, B ′)
has signed determinant. For example,
det
[
a −c
b d
]
= ad + bc > 0,
and
det
[
a e
b f
]
= af − be  bf − be = b(f − e) < 0.
This and Cramer’s rule implies the sign patterns of the solutions to A˜x = b˜ that have
exactly two or fewer nonzero entries are precisely
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0
0
+1
−1
0
0
0

,

0
−1
0
+1
0
0
0

,

0
−1
+1
0
0
0
0

,

+1
0
0
−1
0
0
0

,

−1
0
+1
0
0
0
0

,

+1
−1
0
0
0
0
0

.
In the next section we will see that in addition the sign patterns of the solutions
to A˜x = b˜ with more than two nonzero entries are independent of A˜ and b˜. Thus,
Ax = b has signed solutions.
Purely qualitative linear systems Ax = B with signed solutions for which P
has cardinality 1 are characterized in [5]. This was extended to arbitrary P in [6].
Linear set-systems Ax = B with signed solutions for which P has cardinality 1 are
characterized in [4]. Linear systems Ax = B with signed solutions for which A is a
cone-system and B is a cone are characterized in [7]. The main result of this paper
gives a characterization of linear systems Ax = B with signed solutions, and hence
extends and unifies all the previous characterizations.
2. Null spaces
We begin by studying the sign patterns of the vectors in the null space of a matrix.
Let M be an m by n matrix and let x = (x1, x2, . . . , xn)T be an n by 1 vector. The
support of x is defined by supp(x) = {i : xi /= 0}. The vector x is a null vector of M
provided Mx = 0, and is a null vector of minimal support provided x is a nonzero
null vector of M , and no nonempty proper subset of supp(x) is the support of a null
vector of M . We define the qualitative null space QNS(M) of M to be the set of sign
patterns s for which M has a null vector with sign pattern s.
Suppose that M is an m by m+ 1 matrix with rank m. Let M ′ be the m+ 1
by m+ 1 matrix obtained from M by adjoining a row of 0’s. Since M ′adj(M ′) =
det(M ′)Im+1, each column of the adjoint, adj(M ′), of M ′ is a null vector of M .
It follows that QNS(M) = {0,±aM}, where aM is the m+ 1 by 1 vector whose
j coordinate is sign((−1)j−1 detM(j)) and M(j) is the matrix obtained from M
by deleting its j th column. Thus, in the case that M is an m by m+ 1 matrix of
rank m, QNS(M) is determined by the signs of the determinants of the the m by m
submatrices of M . Our first result shows that this holds more generally for m by n
matrices of rank m. To make this more precise let τ1, . . . , τ(nm) be a fixed ordering
of the subsets of {1, 2, . . . , n} with cardinality m. Then the mth compound of M is
the 1 by
(
n
m
)
vector whose j th entry is the determinant of the m by m submatrix of
M whose columns are indexed by τj . For subsets α of {1, 2, . . . , n} the subvector of
x whose entries are those with index in α is denoted by x[α] and the submatrix of
M whose columns are those with index in α is denoted by M[:, α]. The first lemma
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asserts that if M and N are m by n matrices of rank m and the mth compounds of M
and N have the same sign pattern, then QNS(M) = QNS(N).
Lemma 2.1. Let M and N be m by n matrices of rank m whose mth compounds
have the same sign patterns. Then QNS(M) = QNS(N).
Proof. By symmetry, it suffices to prove that if p ∈ QNS(M), then p is also the sign
pattern of a vector in the null space of N . The proof is by induction on the number
of nonzero entries of p. Clearly, the zero sign pattern is in the null space of both M
and N . Assume that p is not zero.
First suppose that p is the sign pattern of a null vector of M of minimal support.
Let α be the support of p, and let j be an element of α. The minimality of p im-
plies that the columns of M[:, α\{j}] are linearly independent. Since M has rank m
there exists a subset β of {1, 2, . . . , n} such that β ∩ α = ∅ and M[:, (α\{j}) ∪ β]
is invertible. Since the mth compound of M and N have the same sign pattern,
N[:, (α\{j}) ∪ β] is invertible. Both the null space of M[:, α ∪ β] and of N[:, α ∪ β]
have dimension 1. Since M[:, α ∪ β] is an m by m+ 1 matrix of rank m, QNS(M[:,
α ∪ β]) is determined by the sign pattern of the mth compound of M[:, α ∪ β].
Similarly, QNS(N[:, α ∪ β]) is determined the sign pattern of the mth compound
of N[:, α ∪ β]. Since the mth compounds of M and N have the same sign pattern, it
follows that the null space ofN[:, α ∪ β] is spanned by a vector with the same sign pat-
tern as a vector that spans the null space ofM[:, α ∪ β]. The vectorp[α ∪ β] is the sign
pattern of a nonzero null vector ofM[:, α ∪ β], and henceN[:, α ∪ β] has a null vector
with sign pattern p[α ∪ β]. Therefore, N has a null vector with sign pattern p.
Next suppose that p is a sign pattern for which the null space of M contains a
vector x with sign pattern p, and a nonzero vector y whose sign pattern q has support
properly contained in that of p. Then for each real number t , M(x + ty) = 0. Let t
be a real number of smallest absolute value such that the support of x + ty is a
proper subset of the support of x. Note that the choice of t guarantees that if an
entry of x + ty is nonzero, then it has the same sign as the corresponding entry
of x. By induction there exists a y′ with sign pattern q such that Ny′ = 0 and a
z′ with sign pattern the same as that of x + ty with Nz′ = 0. Then N(y′ + sz′) =
0 = N(y′ − sz′) and for a sufficiently small, nonzero real number s, either y′ + sz′
or y′ − sz′ has sign pattern p. Thus, N has a null vector with sign pattern p. This
completes the induction. 
The converse of Lemma 2.1 is essentially true—one need only allow for the
possibility that the sign patterns of the mth compounds are opposites of each other.
While we do not need this result in this paper, we include a proof for sake of
completeness.
Lemma 2.2. Let M and N be m by n matrices of rank m with QNS(M) = QNS(N).
Then the mth compounds of M and N either have the same sign patterns or opposite
sign patterns.
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Proof. Since QNS(M) = QNS(N), for each subset γ of {1, 2, . . . , n}, the columns
of M[:, γ ] are linearly independent if and only if the columns of N[:, γ ] are linearly
independent.
We first show that if α and β are subsets of {1, 2, . . . , n} of cardinality m such
that |α ∪ β| = m+ 1, and both M[:, α] and M[:, β] are invertible, then detM[:,
α] detM[:, β] and detN[:, α] detN[:, β] have the same sign. Let α and β be such
subsets. Without loss of generality we take α = {i1, i2, . . . , im} and β = {i2, . . . ,
im+1} where i1 < i2 < · · · < im+1. The m by m+ 1 matrices M ′ = M[:, {i1, . . . ,
im+1}] and N ′ = N[:, {i1, . . . , im+1}] have rank m, and since QNS(M) = QNS(N),
there is a sign pattern p such that both the null space of M ′ and of N ′ are spanned
by a vector with sign pattern p. The m+ 1 by m vector aM ′ whose j th coordinate
is
(−1)j−1 detM[:, {i1, i2, . . . , im+1}\ij ]
spans the null space of M ′. It follows that the vector aM ′ has sign pattern p or −p,
and hence that sign(detM[:, {i2, i3, . . . , im+1}] detM[:, {i1, i2, . . . , im}]) = p1pm+1.
Similarly, sign(detN[:, {i2, i3, . . . , im+1}] detN[:, {i1, i2, . . . , im}]) = p1pm+1. We
conclude that detM[:, α] detM[:, β] and detN[:, α] detN[:, β] have the same sign.
Since M and N have rank m, we may without loss of generality assume that
the first m columns of M (and hence of N) are linearly independent. Further, since
the sign pattern of the mth compound of the matrix obtained from N by negating
its first row is the opposite of the mth compound of N , there is no loss in as-
suming that detM[:, {1, 2, . . . , m}] and detN[:, {1, 2, . . . , m}] have the same sign.
Let α be a subset of {1, 2, . . . , n} with cardinality m such that M[:, α] is invert-
ible. We prove that detM[:, α] and detN[:, α] have the same sign by induction
on |{1, 2, . . . , m}\α|. If α = {1, 2, . . . , m} there is nothing to show. Assume that
|{1, 2, . . . , m}\α|  1 and proceed by induction. The Steinitz exchange theorem (see
[1, Theorem 2.2] or [10]) implies that there exists a subset β of {1, 2, . . . , n} with
cardinality m such that M[:, β] is invertible, |α ∩ β| = m− 1, and |{1, 2, . . . , m}\β|
= |{1, 2, . . . , m}\α| − 1. By the inductive hypothesis,
det M[:, β] and detN[:, β] have the same sign. (3)
Since |α ∩ β| = m− 1, |α ∪ β| = m+ 1, and we have from the first argument in
the proof that detM[:, α] detM[:, β] and detN[:, α] detN[:, β] have the same sign.
This along with (3) imply that detM[:, α] and detN[:, α] have the same sign. This
completes the induction argument. Hence the mth compounds of M and N have the
same sign pattern. 
Lemma 2.1 has several implications for set-systems. We say that an m by n set-
system A has nonzero signed mth compound provided some A˜ ∈M(A) has rank m,
and the mth compounds of the matrices in M(A) all have the same sign pattern.
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Corollary 2.3. Let A be an m by n set-system which has nonzero signed mth com-
pound. Then Ax = 0 has signed solutions.
Proof. By definition the matrices inM(A) all have rankm and theirmth compounds
have the same sign pattern. Hence, by Lemma 2.1, the set of sign patterns of vectors
in the null space of A˜ is independent of the choice of A˜ ∈M(A). 
Corollary 2.4. Let A be an m by n set-system and B a nonempty subset of Rm such
that (A,B) has nonzero signed mth compound. Then Ax = B has signed solutions.
Proof. Note that for A˜ ∈M(A) and b˜ ∈ B, a vector z is a solution to A˜x = b˜ if and
only if
[
z
−1
]
is in the null space of
[
A˜ b˜
]
. The corollary now follows by applying
Corollary 2.3 to the augmented system (A,B). 
Corollary 2.4 does not directly apply to the set-system Ax = B defined in (2).
However, as we noted each solution to a system in Ax = B has its last three coordi-
nates 0. Hence Ax = B has signed solutions if and only if A{1,2,3,4}x = B has signed
solutions. The locations of the 0’s in A1, A2, A3, A4 and B imply that Ax = B has
signed solutions if and only if A′x = B ′ has signed solutions, where A′x = B ′ is the
projection of A{1,2,3,4}x = B onto the first two coordinates. As (A′, B ′) is a 2 by 5
set-system with nonzero signed 2nd compound, Corollary 2.4 implies that A′x = B ′,
and hence Ax = B, has signed solutions.
3. Characterization
Consider the set-system Ax = B, where
A =
({[
1
0
]}
,
{[
0
1
]
,
[
0
−1
]})
and B =
{[
1
0
]}
.
Then Ax = B has signed solutions (with P = {(1, 0)T}), but (A,B) does not have
signed 2nd compound. Thus, the converse of Corollary 2.4 does not hold. As we
shall see, this is because having signed mth compound is only part of the story.
We first establish some notation that will be used throughout the remainder of the
paper. The span of a subset γ of Rn is denoted by 〈γ 〉. Let A = (A1, A2, . . . , An) be
an m by n set-system and B a nonempty subset of Rm. Let Â = [Aˆ1 Aˆ2 · · · Aˆn]
be a fixed matrix in M(A) and bˆ a fixed element of B such that Âx = bˆ has a
solution. Define α to be the union of the supports of all solutions to Âx = bˆ, V =
〈⋃i∈α Ai〉, and d = dim V . It is not difficult to show that α is the support of a
solution z = (z1, z2, . . . , zn)T of Âx = bˆ. Let W be a complementary subspace (i.e.
Rm = V ⊕W ) of V in Rm, ν : Rm → Rd a linear transformation whose kernel is
W and π : Rm → Rm−d a linear transformation whose kernel is V .
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Set-systems behave nicely with respect to linear transformations. Let f : Rm →
R be a linear transformation. Then
f (A) = (f (A1), f (A2), . . . , f (An))
is an  by n set-system and f (B) is a nonempty subset of R. For A˜ = [A˜1 A˜2 · · ·
A˜n
] ∈M(A), we define f (A˜) = [f (A˜1) f (A˜2) · · · f (A˜n)]. Note that if z
solves A˜z = b˜, then z solves f (A˜)z = f (b˜), and the converse holds provided f is
one-to-one. Thus, if f is one-to-one, then (a) A is a singular-system if and only if
f (A) is a singular-system, (b) A is an L-system if and only if f (A) is an L-sys-
tem, and (c) Ax = B has signed solutions if and only if f (A)x = f (B) has signed
solutions.
In order to get a feel for these definitions, we now briefly discuss them in a
few more familiar contexts. Let e1, e2, . . . , em be the standard basis for Rm. First
consider the purely qualitative case where both A = [aij ] and B are prescribed
by sign patterns. Let β = {i : there is an j ∈ α such that aij /= 0}. We may assume
that β = {i1, i2, . . . , i}, where i1  i2  · · ·  i. Then it is easy to verify that
V = 〈{ei1 , ei2 , . . . , ei}〉 and d = . By permuting rows we may assume that ij = j
for j = 1, 2, . . . , . We may take W = 〈{e+1, e+2, . . . , em}〉, ν the linear transfor-
mation that takes ek to the kth standard basis vector in Rd for k  d and ek to 0
for k > d . We can define π similarly. With these choices, ν(Aα) is the sign pattern
A[β, α] consisting of the submatrix of A whose rows have index in β and whose
columns have index in α. Also, π(Aα) is the complementary sign pattern A[β, α].
Similarly, if Ax = B is an interval system in which each interval is either [0, 0] or
has a nonempty interior, then W , ν and π can be chosen so that ν(Aα) and π(Aα)
are complementary submatrices of A. For general set-systems, indeed even for cone-
systems, V need not be the span of coordinate vectors, and hence we may not be able
to describe ν(Aα) and π(Aα) as “submatrices”.
The following gives sufficient conditions on π(A), ν(A) and B for Ax = B to
have signed solutions.
Theorem 3.1. Let Ax = B be a set-system such that B ⊆ V, (ν(Aα), ν(B)) has
nonzero, signed dth compound, and π(Aα) is an L-system. Then Ax = B has signed
solutions.
Proof. Let A˜ ∈M(A)with columns A˜1, . . . , A˜n, and let b˜ ∈ B. Let y = (y1, y2, . . . ,
yn)
T be a null vector of A˜. Since A˜y = 0,∑
i /∈α
yiA˜i = −
∑
j∈α
yj A˜j .
Hence∑
i /∈α
yiπ(A˜i) = π
(∑
i /∈α
yiA˜i
)
= π
−∑
j∈α
yj A˜j
 = 0.
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Since π(Aα) is an L-system, we conclude that yi = 0 for each i /∈ α. Therefore,
supp(y) ⊆ α.
By Corollary 2.4, ν(Aα)x = ν(B), and therefore Aαx = B has signed solutions.
Hence A˜x = b˜ has a solution z whose support is α. Since a particular solution to
A˜x = b˜ and each solution to the corresponding homogeneous system has support
contained in α, each solution to this system has support contained in α. Therefore,
since Aαx = B has signed solutions, Ax = B has signed solutions. 
We now prove the converse of Theorem 3.1, and thereby characterize set-systems
that have signed solutions.
Theorem 3.2. Let Ax = B be a set-system with signed solutions. Then B ⊆ V,
(ν(Aα), ν(B)) has nonzero, signed dth compound, and π(Aα) is an L-system.
Proof. By definition the system Âx = bˆ has a solution with support α. Since Ax =
B has signed solutions, each system Âx = b˜ (b˜ ∈ B) has a solution with support α.
Hence, B ⊆ V .
Among all matrices in M(Aα) let A˜α be one of largest rank. Without loss of
generality we may assume that α = {1, 2, . . . , t},
A˜α =
[
A˜1 A˜2 · · · A˜t
]
and the first r columns of A˜α are a basis for its column space. The choice of A˜α
implies that V = 〈⋃ri=1 Ai〉. Our first goal is to show that V is spanned by the first
r columns of Â. Since the first r columns of A˜α are a basis of its column space, and
A˜αx = bˆ has a solution, A˜αx = bˆ has a unique solution whose support is contained
in {1, 2, . . . , r}. This and the fact that Ax = B has signed solutions implies that
(A1, . . . , Ar) is an L-system.2 Since A˜α has the largest rank among all matrices
in M(Aα), and (A1, . . . , Ar) is an L-system, the first r columns of each matrix in
M(Aα) is a basis of its column space.
The vectors Â1, Â2, . . . , Âr are linearly independent. Extend them to a basis γ =
{Â1, Â2, . . . , Âr , w1, . . . , w} of V where each wi belongs to ⋃rj=1 Aj . Let T be
the set of indices i such that 1  i  r and γ contains more than one element of Ai .
Consider a vector v ∈ B ∪ (⋃tj=r+1 Aj). Since the first r columns of each matrix
in M(Aα) are a basis of its column space, the vector v is a linear combination of
each collection u1, u2, . . . , ur of vectors having the property that ui ∈ Ai ∩ γ for
i = 1, 2, . . . , r . By the uniqueness of the representation of v as a linear combination
of the vectors in the basis γ , we conclude that v ∈ 〈{Aˆi : i ∈ {1, 2, . . . , r}\T }〉. In
particular, b̂ and each Âj (j = r + 1, . . . , t) is in 〈{Aˆi : i ∈ {1, 2, . . . , r}\T }〉. This
along with the facts that Â1, . . . , Âr are linearly independent, Âz = bˆ, supp(z) = α,
2 If (A1, . . . , Ar ) is not an L-system, then it is possible to find A˘i so that [A˘1, . . . , A˘r ]x = b˜
has solutions with different sign patterns. This would contradict the uniqueness of the solution to
[Aˆ1 Aˆ2 · · · Aˆr ]x = bˆ.
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and γ is a basis, imply that
∑
i∈T ziÂi = 0. Since the vectors in γ are a basis, and
the zi are nonzero, we conclude that T is the empty set, and hence that d = r and V
is spanned by the first r columns of Â.
We next prove that ν(Aα) has signed determinant. Suppose to the contrary that
there exist matrices
A′ = [A′1 A′2 · · · A′r] and A˙ = [A˙1 A˙2 · · · A˙r]
in ν(Aα) whose determinants have opposite sign. Without loss of generality we may
assume that all but one column, say the last of A′ and A˙ are equal. Let x′ and x˙ be
the solutions to A′x = ν(bˆ) and A˙x = ν(bˆ), respectively. Cramer’s rule, the fact that
Ax = B has signed solutions and the assumption that detA′ and det A˙ have opposite
sign, imply that the last coordinates of x′ and x˙ are zero. Since Âx = bˆ has a solution
with support α, there exists a j with j ∈ α\{1, 2, . . . , r}. Without loss of generality
j = r + 1. Let A′r+1 = A˙r+1 = ν(Âr+1). The solutions to the system[
A′ A′r+1
]
x = ν(bˆ) (4)
are given by[
x′
0
]
+ ty′ (t arbitrary real number),
where y′ is the r + 1 by 1 vector whose j coordinate is (−1)j−1 times the determi-
nant of the r by r matrix obtained from[
A′ A′r+1
]
by deleting its j th column. Since the (r + 1)th coordinate of y′ is nonzero, there is a
solution w′ = (w′1, . . . , w′r+1) to (4) whose (r + 1)th coordinate is nonzero. For any
such solution
sign(w′rw′r+1) = −sign
(
detA′ det
[
A′1 · · · A′r−1 A′r+1
])
. (5)
Similarly, if w˙ is a solution to[
A˙ A˙r+1
]
x = ν(bˆ),
which has the same sign pattern as w′, then
sign(w˙r w˙r+1) = −sign
(
det A˙ det
[
A˙1 · · · A˙r−1 A˙r+1
])
. (6)
Since Ax = B has signed solutions, the first r − 1 columns of A′ and A˙ are equal
and detA′ and det A˙ have opposite sign, (5) and (6) imply that w′r = w˙r = 0. As
this applies to each choice of j , we conclude that each Âj (j = r + 1, . . . , t) is in
the span of the first r − 1 columns of Â. As bˆ is also in the span of the first r − 1
columns of Â, and the first r columns are a basis for the column space of Â, we are
led to the contradiction that Âx = bˆ has no solution with support α = {1, 2, . . . , t}.
Hence, the determinant of the matrices in ν(A{1,2,...,r}) all have the same sign.
We note that the above argument could have been applied to any subset of α such
that the corresponding columns of Â are a basis of the column space of Â. Therefore,
we conclude that ν(Aα) has nonzero signed dth compound.
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To show that (ν(Aα), ν(B)) has nonzero signed dth compound, it remains to con-
sider an m by d , set-system of the form (Aβ, B) with β ⊆ α which is not a singular
system. Since (Aβ, B) is not a singular-system, there exists a A˜β ∈M(Aβ) with
linearly independent columns. Since each matrix inM(Aα) has rank r , there exists a
j such that Aβ∪{j} is an m by d set-system which is not a singular system. As this is
a subsystem of Aα , ν(Aβ∪{j}) has signed determinant. Now consider the set-system
ν(Aβ∪{j})x = ν(B). Since Ax = B has signed solutions, the system ν(Aβ∪{j})x =
ν(B) has signed solutions. The coefficient matrix ν(Aβ∪{j}) is a square set-system
with signed determinant. Hence by Cramer’s rule (ν(Aβ∪{j}), ν(B)) has signed dth
compound. It follows that (ν(Aα), ν(B)) has signed determinant. Therefore, the set-
system (ν(Aα), ν(B)) has nonzero, signed dth compound.
Finally suppose to the contrary that π(Aα) is not an L-system. Then there exist
A˜i ∈ Ai and constants ci , not all zero, such that∑i /∈α ciA˜i ∈ V . Since V is spanned
by Aˆ1, Aˆ2, . . . , Aˆd , there exist constants f1, f2, . . . , fd such that
∑d
i=1 fiAˆi =∑
i /∈α ciA˜i . It follows that the system[
Aˆ1 · · · Aˆt A˜t+1 · · · A˜n
]
x = bˆ
has a solution whose support contains {i : ci /= 0}. This contradicts the facts that
Ax = B has signed solutions and that each solution to Âx = bˆ has support contained
in α. Hence π(Aα) is an L-system. 
Theorems 3.1 and 3.2 characterize the set-systems Ax = B which have signed
solutions. As even the problem of recognizing whether a sign pattern is an L-matrix
is coNP-complete [5], we do not discuss the algorithmic aspects of these theorems.
We note that if A and B are purely qualitative, then Theorems 3.1 and 3.2 translate
to Theorem 13 of [6]. If Ax = B is a cone-system, then Theorems 3.1 and 3.2, imply
Theorem 8 of [7]. If we insist that each system in Ax = B has exactly one solution,
then Theorems 3.1 and 3.2 imply the characterization in [5] for purely qualitative
systems, [7] for cone-systems, and [4] for general set-systems. We refer the reader
to concluding section of [6] for further details on related implications.
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