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THE REPRESENTATION-RING-GRADED LOCAL COHOMOLOGY
SPECTRAL SEQUENCE FOR BPR〈3〉
J.P.C. GREENLEES AND DAE-WOONG LEE
Abstract. The purpose of this paper is to examine the calculational consequences of the
duality proved by the first author and Meier in [13], making them explicit in one more
example. We give an explicit description of the behaviour of the spectral sequence in the
title, with pictures.
1. Preamble
1.A. Summary. It was shown by the first author and Meier [13] that Gorenstein duality
for BPR〈n〉 gives rise to a certain 2-local local cohomology spectral sequence graded over
the real representation ring. In this paper we will describe the behaviour of the spectral
sequence
H∗J(BPR〈3〉
Q
⋆
)⇒ Σ−(16+9σ)πQ
⋆
(Z
BPR〈3〉
(2) ),
where the homotopy of the Anderson dual Z
BPR〈3〉
(2) lives in a short exact sequence
0 −→ ExtZ(π
Q
⋆
(ΣBPR〈3〉),Z(2)) −→ π
Q
⋆
(Z
BPR〈3〉
(2) ) −→ HomZ(π
Q
⋆
(BPR〈3〉),Z(2)) −→ 0.
There are many things in this statement that need a proper introduction later, but here
are the absolute essentials. There is a well known complex orientable spectrum BP 〈3〉 at the
prime 2 (with coefficient ring Z(2)[v1, v2]), and the spectrum BPR〈3〉 is a version that takes
into account the action of the group Q of order 2 by complex conjugation. The subscript ⋆
refers to grading over the real representation ring RO(Q) = {x+ yσ | x, y ∈ Z}, where σ is
the sign representation on R. The ideal J is generated by elements v1, v2, and H
∗
J denotes
local cohomology in the sense of Grothendieck.
We will introduce the statement and indicate its interest by giving a quasi-historical
account (see [10] for more context). We will make the assertions more precise in the process.
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1.B. Evolution. The classical local cohomology theorem [8, 9] with shift a for a cohomology
theory R∗(·) gives an approach to R∗(BG) through the local cohomology of R
∗(BG) for a
compact Lie group G: there is a spectral sequence
H∗J(R
∗(BG))⇒ ΣaR∗(BG),
where J = ker(R∗(BG) −→ R∗). When R∗(·) is ordinary cohomology with coefficients in a
field k, the reverse universal coefficient theorem takes a very simple form:
R∗(BG) = Homk(R
∗(BG), k)
(amounting to the statement that R ∧BG+ is Brown-Comenetz dual to F (BG+, R)). The
Local Cohomology Theorem (LCT for short) [9] then shows that the ring R∗(BG) is very
special [12] (for example it is Gorenstein in codimension 0).
More generally R∗(BG) (which is the coefficient ring of Borel-equivariant R cohomol-
ogy), may be replaced by the equivariant coefficient ring R∗G. The natural replacement of
R∗(BG) is then R
G
∗ (EG), and there are interesting instances of the LCT of that type. The
new complication here is that when G is not finite, there may be a twist arising from the
isomorphism
RG∗ (S
−ad(G) ∧ EG+) ∼= R∗(BG+),
where ad(G) denotes the adjoint representation. In particular, it becomes natural to consider
not just the Z-graded coefficient ring R∗G but the RO(G)-graded version.
The lesser complication that we need here is that the ring k we work over will not be a
field but rather a localization of the integers. This means that R∧BG+ (as Brown-Comenetz
dual [3]) should be replaced by the equivariant Anderson dual kR. We will explain this in
more detail in Subsection 1.E.
1.C. Equivariant cohomology theories. We will consider equivariant cohomology the-
ories R∗G(X) represented by a (genuine) G-spectrum R:
R∗G(X) = [X,R]
G
∗ .
We will often consider orthogonal representations V of G, and their one point compactifica-
tions SV . The sphere SV is invertible as a G-spectrum, and we will consider RO(G)-graded
rings RG⋆ (with R
G
V = [S
V , R]G in degree V ).
1.D. Mackey functors. The equivariant homotopy groups πHn (X) for various subgroups
H are related by induction and restriction maps, in the sense that
πGn (X) = {π
K
n (X)}K.
is a Mackey functor.
We will need to refer to just two very simple Mackey functors. For an abelian group k,
the constant Mackey functor k has the value k at all subgroups, the restriction maps are the
identity and the transfer maps are multiplication by the index. The dual Mackey functor
k∗ has all the transfer maps the identity and the restriction maps are multiplication by the
index.
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1.E. Gorenstein duality. Suppose R is a connective G-equivariant ring spectrum with 0th
homotopy Mackey functor constant at the abelian group k: πG0 (R) = k. Killing homotopy
groups in R-modules gives a map R −→ Hk.
We say that R is Gorenstein of shift V if there is an equivalence
HomR(Hk,R) ≃ Σ
VHk
of G-equivariant R-modules. If CellHkR −→ R is the G−Hk-cellularization of R (i.e., the
best approximation to R built with objects G/H+ ∧Hk), this means
HomR(Hk,CellHkR) ≃ Σ
VHk.
In practice we are interested in a closely related duality statement. This involves consid-
ering the Anderson dual G-spectrum kR; for our purpose the essential fact about kR is that
its homotopy groups are dual to those of R in the sense that, for any G-spectrum T , there
is a short exact sequence
0 −→ ExtZ(π
G
∗ (ΣT ∧R), k) −→ [T, k
R]G∗ −→ HomZ(π
G
∗ (T ∧ R), k) −→ 0.
Note in particular the special cases where T = G/H+, which means that
HomR(Hk, k
R) ≃ Hk∗,
where k∗ is the dual of the constant Mackey functor (the one in which the induction maps
are all the identity).
Note also the special case with T = SV , showing that when the abelian groups are
projective, πGV (k
R) = HomZ(π
G
−V (R),Z).
Now for many small groups G the Anderson duality is a twist for integral homology in
the sense that there is a virtual representation γ so that
Hk ≃ ΣγHk∗
(For example if G is cyclic we may take γ = ǫ− α, where ǫ is the trivial representation on
C and α is a faithful representation of G on C). We then have
HomR(Hk,CellHkR) ≃ Σ
VHk ≃ ΣV+γHk∗ ≃ HomR(Hk,Σ
V+γkR).
Now ΣV+γkR is G − Hk-cellular G-spectra (this is not hard to see using the fact that
Anderson duality is a twist for integral homology), so that under orientability hypotheses,
one may hope that HomR(Hk, ·) can be removed from the equivalence.
We say that R has Gorenstein duality of shift W [6] if
CellHkR ≃ Σ
WkR,
so that given orientability and the hypothesis on Eilenberg-MacLane spectra if R is Goren-
stein of shift V then it also has Gorenstein duality of shift W = V + γ [13]. The purpose of
the present paper is to study this duality in a case established in [13].
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1.F. The local cohomology spectral sequence. Now in favourable circumstances, one
may construct the G−Hk-cellularization by algebraic means, using the ideal
Jˆ = ker(RG⋆ −→ Hk
G
⋆)
or a smaller ideal J with the same radical:
CellHkM ≃ ΓJM.
In this case, Gorenstein duality with shift W gives rise to a local cohomology spectral
sequence
H∗J(R
G
⋆)⇒ Σ
WπG⋆(k
R).
We are going to study this spectral sequence in a case established in [13].
1.G. The spectrum BPR〈n〉. We now specialize the group G to be the group Q =
Gal(C|R)1 of order 2. We write σ for the sign representation of Q on R, 1 for the triv-
ial representation, and ρ = 1+σ for the real regular representation. We will be grading our
groups over the real representation ring
RO(Q) = {x+ yσ | x, y ∈ Z}.
When we draw pictures, they will be displayed in the plane with the Z axis horizontal and
the σ axis vertical, so that x + yσ gets displayed at the point with cartesian coordinates
(x, y).
The spectrum BPR〈n〉 is a Q-spectrum formed from the Real bordism spectrum MR
considered by Araki, Landweber and Hu-Kriz [17]. Localizing at 2, a Q-equivariant refine-
ment of the Quillen idempotent defines the Q-spectrum BPR. The Real spectra we are
interested in are quotients of BPR by homotopy elements vi (of degree (2
i− 1)ρ) which are
equivariant refinements of the familiar elements vi (of degree (2
i − 1)2). There are various
possible choices of such elements, but these will not affect what we say. For example, we
can follow [17] and [16] and define
BPR〈n〉 = BPR/(vn+1, vn+2, . . .).
For the present, the most important thing is that in degrees which are multiples of ρ the
coefficients are rather familiar
BPR〈n〉Q∗ρ = Z(2)[v1, . . . , vn];
furthermore the augmentation ideal is the radical of J = (v1, . . . , vn). A little more history
is described in [13], but see [1], [19], [5], [4], and [15].
1The use of the letter Q has unaccountably attracted considerable attention! It reflects the fact that if
we start with a group Γ of equivariance, adding in a Galois group Q (as in [2, 18]) we will need to consider
Γˆ-equivariant spectra for an extension 1 −→ Γ −→ Γˆ −→ Q −→ 1, so that Q is a quotient. In our case Γ is
trivial, obscuring the motivation.
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1.H. The local cohomology spectral sequence for BPR〈n〉. In [13, Theorem 1.1], the
first author and L. Meier showed when G = Q is the Galois group Gal(C|R) of order 2, the
Q-spectrum BPR〈n〉 has Gorenstein duality of shift −[Dnρ+ n+ 2(1− σ)], where
Dnρ = |v1|+ · · ·+ |vn| = (2
n+1 − n− 2)ρ,
and that consequently there is a Local Cohomology spectral sequence
E2∗,⋆ = H
∗
J(BPR〈n〉
Q
⋆
)⇒ Σ−[Dnρ+n+2(1−σ)]πQ
⋆
(Z
BPR〈n〉
(2) ),
where the differentials are of the standard homological form di : E
i
n,V −→ E
i
n−i,V+i−1 chang-
ing the total RO(Q)-degree by adding the integer −1. The result was illustrated in [13] by
working out the exact behaviour of the LCT for n = 1 and n = 2.
The local cohomology spectral sequence display in standard homological form has the ith
local cohomology H iJ displayed on the −ith column. If J has n generators, this means it only
has non-zero entries on the columns −n,−n + 1, . . . ,−1, 0, so the last possible differential
is dn.
For BPR〈n〉, the relevant ideal is J = (v1, . . . , vn). Accordingly, if n = 1 there can be
no differentials, but there are some additive and multiplicative extensions. If n = 2 it was
shown in [13] that there are precisely three nonzero d2 differentials up to periodicity.
The present paper describes the behaviour of the spectral sequence for n = 3. This time
there are both nontrivial d2 and nontrivial d3 differentials. This makes clear the expectation
that for all n the differentials d2, d3, . . . , dn will all be non-zero, and we prove dn 6= 0 for all
n ≥ 2 in Section 7. We also describe the additive and multiplicative extensions that occur.
The other fundamental feature is that since J is generated by elements whose degree is
a multiple of ρ, the local cohomology can be calculated taking one diagonal at a time (i.e.,
fixing δ and focusing on gradings of the form δ+ ∗ρ). Since Anderson duality also preserves
diagonals, this means that the Gorenstein duality breaks up into dualities by diagonal.
Poincare´ duality for an n-manifold pairs ith homology and (n− i)th cohomology. Similarly,
Gorenstein duality behaves as if we have a manifold of dimension 2n+1−4: it pairs the local
cohomology of the δth diagonal of BPR〈n〉Q
⋆
(for 0 ≤ δ ≤ 2n+1) with the (2n+1−4−δ−ǫ)th
diagonal BPR〈n〉Q
⋆
(where ǫ is a small homological correction, just as happens with torsion
in integral Poincare´ duality). This was described for n = 1 (like a 4-manifold) and n = 2
(like a 12-manifold) in [13], and we describe it here for n = 3 (like a 28-manifold).
2. The ring depicted
The RO(Q)-graded ring BPR〈n〉Q
⋆
is displayed in [13] for n = 1, 2 and for n = 0, 1 in
many places (but with the present notation in [11]). In this section we display it for n = 3.
The general picture is that the homotopy fixed point groups BPR〈n〉hQ
⋆
have a periodicity
element U of degree 2n+1(1− σ), so that it is of the form
BPR〈n〉hQ
⋆
= BB[U, U−1]
for a certain ‘basic block’ BB (depending on n), which is a module over Z(2)[a][v1, . . . , vn],
where a is of degree −σ; see [13, Proposition 4.1] for details. Most elements of BB are
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a-power torsion (in fact the only exception is a single copy of Z[a]/(2a)). The process of
recovering the actual fixed points from the homotopy fixed points corresponds to taking
(a)-local cohomology (see [13, Subsection 11.B]), so we obtain a negative block NB which
is the same as BB except in degrees x+ yσ with x = 0,−1. We then find
BPR〈n〉Q
⋆
= BB[U ]⊕ U−1 ·NB[U−1].
As mentioned, NB is very similar to BB, so BPR〈n〉Q
⋆
is nearly U -periodic.
In the specific case n = 3, we find U is of degree 16(1− σ) and we may display
BPR〈3〉Q
⋆
= BB[U ]⊕ U−1 ·NB[U−1].
We show this in the x+ yσ plane. The details will be described in due course, but for now
note that small red dots are copies of F2 and larger circles or squares are copies of Z. It is
apparent that almost all entries are in the region x + y ≥ 0. In the left half-plane (x < 0)
this is precisely true, and in the right half-plane (x ≥ 0) it is true except for vertical strings
hanging down. The other obvious feature is the U almost-periodicity referred to above.
3. Notation
We adopt the notation from [13]. We write Z for the 2-local integers. The element u has
degree 2(1 − σ), with U = u8 and vi is an element of degree (2
i − 1)ρ. We will be working
with the ring
P = Z[v1, v2, . . . , vn]
and its ideal
J = (v1, . . . , vn).
We also need to consider its quotients
Pi = Z[vi+1, . . . , vn]
and similarly for the mod 2 reductions
P = F2[v1, v2, . . . , vn]
and its quotients
P i = F2[vi+1, . . . , vn].
The J-local cohomology of all these P -modules is easy to determine, since they are all J-
Cohen-Macaulay (so the local cohomology is all in the top degree) and J-Gorenstein so that
the top local cohomology is the dual (in the appropriate sense) of the original ring:
H∗J(Pi) = H
n−i
J (Pi) = Σ
|vi+1|+···+|vn|P ∗i , where P
∗
i = HomZ(Pi,Z)
and
H∗J(P i) = H
n−i
J (P i) = Σ
|vi+1|+···+|vn|P
∨
i where P
∨
i = HomF2(P i,F2).
This lets one deduce the local cohomology of the kernel of a surjective map from one of
these to another.
We will be exclusively restricting attention to n = 3 so we make explicit
• P = BPR〈3〉C2∗ρ = Z[v¯1, v¯2, v¯3],
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BPR〈3〉Q
⋆
1
U1
U2
2 · U−1
2 · U−2
Figure 1. The homotopy structure of BPR〈3〉Q
⋆
• P 0 = F2[v¯1, v¯2, v¯3],
• P 1 = F2[v¯2, v¯3],
• P 2 = F2[v¯3] and
• P 3 = F2.
Referring back to Figure 1,
• the black diagonal lines which start in a square indicate the copies of P ,
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• the black diagonal lines which start in a small circle indicate the copies of (2)P ,
• the black diagonal lines which start in a dot indicate the copies of (2, v¯1)P ,
• the black diagonal lines which start in a diamond indicate the copies of (2, v¯1, v¯2)P ,
• the black diagonal lines which start in a big circle indicate the copies of (2, v¯1, v¯2, v¯3)P ,
• the red diagonal lines indicate the copies of P 0,
• the blue diagonal lines indicate the copies of P 1,
• the green diagonal lines indicate the copies of P 2, and
• the red dots are the copies of F2 = P 3.
4. Local cohomology and the spectral sequence
We next wish to calculate the J-local cohomology. Since J is generated by elements in
degrees which are multiples of ρ, the local cohomology will respect the decomposition of a
module into its diagonal pieces (i.e., into the δ-diagonals, consisting of elements of degrees
δ + ∗ρ).
We have the following tables of the basic block (Table 1) and the local cohomology (Tables
2 and 3) based on BPR〈3〉Q
⋆
as follows. The number δ refers to the diagonal (i.e., δ is the
point on the Z axis where δ + ∗ρ intersects the y = 0 line). The column refers to the power
of u for that module (this power of u is usually the bottom of the diagonal, but not always).
The modules themselves are self-explanatory.
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Table 1. Basic block of BPR〈3〉Q
⋆
δ 1 u u2 u3 u4 u5 u6 u7
0 P
1 P 0
2 P 0
3 P 1
4 P 1 (2)P
5 P 1
6 P 1
7 P 2
8 P 2 (2, v¯1)P
9 P 2 (v¯1)P 0
10 P 2 (v¯1)P 0
11 P 2
12 P 2 (2)P
13 P 2
14 P 2
15 P 3
16 P 3 (2, v¯1, v¯2)P
17 P 3 (v¯1, v¯2)P 0
18 P 3 (v¯1, v¯2)P 0
19 P 3 (v¯2)P 1
20 P 3 (v¯2)P 1 (2)P
21 P 3 (v¯2)P 1
22 P 3 (v¯2)P 1
23 P 3
24 P 3 (2, v¯1)P
25 P 3 (v¯1)P 0
26 P 3 (v¯1)P 0
27 P 3
28 P 3 (2)P
29 P 3
30 P 3
δ ≥ 31 P 3
The local cohomology of each module is placed in the same u-power column, but because
the local cohomological degree shifts left, this is in a lower δ-row than the original module.
Within that diagonal, there is a shift from ui itself, indicated by the number in parentheses.
For example, consider the entry P in row 0 and column u0 of Table 1. We calculate
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H∗J(P ) = H
3
J(P ) = Σ
−11ρP ∗ (11ρ = |v1| + |v2| + |v3|), and so we see an entry P
∗(−14ρ)
(where 14 = 11 + 3) in row −3 = 0− 3, column u0 of Table 2.
Table 2. Local cohomology of the basic block for 1, u, u2 and u3
δ 1 u u2 u3
−3 P ∗(−14ρ)
−2 P
∨
0 (−14ρ)
−1 P
∨
0 (−14ρ)
0
1 P
∨
1 (−12ρ) P
∗(−14ρ)
2 P
∨
1 (−12ρ)
3 P
∨
1 (−12ρ)
4 P
∨
1 (−12ρ)
5 P ∗(−14ρ) ⊕ P
∨
1 (−13ρ)
6 P
∨
2 (−8ρ), d2 P
∨
0 (−13ρ)
7 P
∨
2 (−8ρ), d2 P
∨
0 (−13ρ)
8 P
∨
2 (−8ρ), d2
9 P
∨
2 (−8ρ) P
∗(−14ρ)
10 P
∨
2 (−8ρ)
11 P
∨
2 (−8ρ)
12 P
∨
2 (−8ρ)
13 P
∨
2 (−8ρ)
14
δ ≥ 15 P 3
Here we have coloured H1J -groups in green, H
2
J -groups in blue and H
3
J -groups in red, but
note for example that the short exact sequence
0 −→ (v1, v2) −→ P −→ P 2 −→ 0
gives
H∗J((v1, v2)) = H
3
J((v1, v2))⊕H
2
J((v1, v2))
∼= H3J(P )⊕H
1
J(P 2).
The colour coding makes the H1J(P 2) green, even though it contributes to H
2
J((v1, v2)).
Figure 2 shows the basic block BB, the spectral sequence of the local cohomology and
its Anderson dual. Here, we have mostly omitted dots, circles and squares except at the
ends of diagonals or where an additional generator is required. The vertical lines denote
multiplication by a. The yellow diamond does not denote a homotopy class, but denotes the
point we have to reflect (the non-torsion classes) in to see Anderson duality. The torsion
classes are shifted by −1 after reflection; that is, shifted one step horizontally to the left.
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Table 3. Local cohomology of the basic block for u4, u5, u6 and u7
δ u4 u5 u6 u7
13 P ∗(−14ρ)
14 P
∨
0 (−14ρ) ⊕ P
∨
2 (−9ρ)
15 P
∨
0 (−14ρ) ⊕ P
∨
2 (−9ρ)
16 P
∨
2 (−9ρ)
17 P
∨
1 (−10ρ) P
∗(−14ρ)
18 P
∨
1 (−10ρ)
19 P
∨
1 (−10ρ)
20 P
∨
1 (−10ρ)
21 P ∗(−14ρ) ⊕ P
∨
1 (−13ρ)
22 P
∨
0 (−13ρ)
23 P
∨
0 (−13ρ)
24
25 P ∗(−14ρ)
26
27
28
The symbol GBB refers to the part of ΓJBPR〈3〉 coming from BB, and SS(GBB) is the
local cohomology in the E2-term that calculates its homotopy. In other words, to go from
SS(GBB) to GBB there may be differentials and additive extensions. The orange labels
ai are the powers of a that are in H0J , and otherwise the colours in SS(GBB) correspond
to the colours of the diagonals in BB that gave rise to them.
Note that the Anderson dual of SS(GBB) has been displayed on the (false) assumption
that there are no differentials and no additive extensions in the local cohomology. The point
of this is that as displayed in Figure 2 we can see where classes must cancel to make the
Anderson dual a connective spectrum.
Notice that connectivity is the condition that at x + yσ, when x < 0 then there are no
entries with x+ y < 0. This forces all the differentials d2 and d3 as indicated. It also forces
the additive extension at 0− 25σ and −8− 17σ.
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BB
SS(GBB)
Z
SS(GBB)
a1
a2
a3
a4
a5
a6
a7
a8
a9
a10
a11
a12
a13
a14
a15
a16
a17
a18
a19
a20
a21
a22
a23
a24
a25
a26
a27
a28
a29
a30
a31
a32
1
v¯11
v¯21
v¯31
v¯41
v¯51
v¯61
v¯71
v¯81
v¯91
v¯101
v¯111
v¯121
v¯131
v¯141
v¯151
v¯161
v¯171
v¯181
v¯191
v¯201
v¯211
v¯221
v¯231
v¯241
d2
d2
d2
d2
d3
d3
d2
d2
d2
d2
d2
d2
d2
2u
2u2
u2v¯1
2u3
2u4
u4v¯1
u4v¯2
2u5
2u6
u6v¯1
2u7
Figure 2. The basic block, SS(GBB) and ZSS(GBB) on BPR〈3〉Q
⋆
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Turning now to the negative block NB, Tables 4 and 5 are the same as Table 1, except
that in the u0 column, each module M is replaced by ker(M −→ F2) for δ ≥ 0. There is
also a column of F2s starting at (−1 + σ)u
0 and going upwards. Since this is evidently all
J-torsion, we have omitted it from Tables 4 and 6.
Table 4. Negative block of BPR〈3〉Q
⋆
for 1, u, u2, u3 and δ = 0, 1, 2, 3, . . . , 15
δ 1 u u2 u3
0 (2, v¯1, v¯2, v¯3)P
1 (v¯1, v¯2, v¯3)P 0
2 (v¯1, v¯2, v¯3)P 0
3 (v¯2, v¯3)P 1
4 (v¯2, v¯3)P 1 (2)P
5 (v¯2, v¯3)P 1
6 (v¯2, v¯3)P 1
7 (v¯3)P 2
8 (v¯3)P 2 (2, v¯1)P
9 (v¯3)P 2 (v¯1)P 0
10 (v¯3)P 2 (v¯1)P 0
11 (v¯3)P 2
12 (v¯3)P 2 (2)P
13 (v¯3)P 2
14 (v¯3)P 2
15
As in the case of the local cohomology of the basic block, we have coloured H1J -groups in
green, H2J -groups in blue and H
3
J -groups in red, and with the same caveat.
The Figure 3 displays the negative block, the spectral sequence of the local cohomology
and its Anderson dual. Here, we have mostly omitted dots, circles and squares except at
the ends of diagonals or where an additional generator is required. The vertical lines denote
multiplication by a and the two curved lines in orange colours are the exotic multiplications
by a that are not visible on the level of local cohomology. The yellow diamond does not
denote a class, but marks the point we have to reflect (non-torsion classes) at to see Anderson
duality. The torsion classes are shifted after reflection by −1; that is, one step horizontally
to the left.
The symbol GNB refers to the part of ΓJBPR〈3〉 coming from NB, and SS(GNB) is
the local cohomology in the E2-term that calculates its homotopy. In other words, to go
from SS(GNB) to GNB there may be differentials and additive extensions.
Once again, we see that the three d2 differentials are forced by connectivity requirements.
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NB
v¯1
v¯2
v¯3
v¯1
v¯2
v¯1
v¯1
SS(GNB)
d2
d2
d2
Z
SS(GNB)
Figure 3. The negative block, SS(GNB) and ZSS(GNB) on BPR〈3〉Q
⋆
: The
two curves in orange colours are the exotic multiplications by a.
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Table 5. Negative block of BPR〈3〉Q
⋆
for u4, u5, u6, u7 and δ = 16, 17, 18, . . . , 31
δ u4 u5 u6 u7
16 (2, v¯1, v¯2)P
17 (v¯1, v¯2)P 0
18 (v¯1, v¯2)P 0
19 (v¯2)P 1
20 (v¯2)P 1 (2)P
21 (v¯2)P 1
22 (v¯2)P 1
23
24 (2, v¯1)P
25 (v¯1)P 0
26 (v¯1)P 0
27
28 (2)P
29
30
31
5. Extension problems
We give a detailed analysis of the duality as it applies to BB. In other words, we
consider each the diagonals BBδ as displayed by diagonal in Table 1, and calculate its local
cohomology H∗J(BBδ). In effect this is GBB (except that potential extensions are split,
and no differentials are taken into account), and these in turn are displayed by diagonal in
Tables 2 and 3. The reader may wish to annotate this further as a reminder of the diagonal
BBδ the local cohomology group came from.
In Table 2 we have omitted copies of F2, but we indicate modules where a differential orig-
inates by writing ‘di’. In all cases divisibility of the local cohomology modules shows that
once the differential is known to be non-zero on the top class it is necessarily a monomor-
phism on the entire summand. When there are several entries in a row in Tables 2 and 3,
there is a possibility of an additive extension. This occurs with
δ ∈ {1, 9, 17, 25}
(the one with δ = 25 involves an undisplayed F2).
The second opportunity for extensions is as part of Anderson duality and this also occurs,
in our case to make up NB8. The behaviour on this diagonal is rather complicated! It
involves the diagonals GBB17 and GBB18. In fact GBB17 already involves a non-split
extension
0 −→ H3J(2u
5P ) −→ GBB17 −→ H
2(v2u
4P 1)/top −→ 0
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Table 6. Local cohomology of the negative block for 1, u, u2 and u3
δ 1 u u2 u3
−3 P ∗(−14ρ)
−2 P
∨
0 (−14ρ)
−1 P
∨
0 (−14ρ) ⊕ F2
0 F2
1 P
∨
1 (−12ρ) ⊕ F2 P
∗(−14ρ)
2 P
∨
1 (−12ρ) ⊕ F2
3 P
∨
1 (−12ρ) ⊕ F2
4 P
∨
1 (−12ρ) ⊕ F2
5 F2 P
∗(−14ρ)⊕ P
∨
1 (−13ρ)
6 P
∨
2 (−8ρ), d2⊕ F2 P
∨
0 (−13ρ)
7 P
∨
2 (−8ρ), d2⊕ F2 P
∨
0 (−13ρ)
8 P
∨
2 (−8ρ), d2⊕ F2
9 P
∨
2 (−8ρ) ⊕ F2 P
∗(−14ρ)
10 P
∨
2 (−8ρ) ⊕ F2
11 P
∨
2 (−8ρ) ⊕ F2
12 P
∨
2 (−8ρ) ⊕ F2
13 P
∨
2 (−8ρ) ⊕ F2
Table 7. Local cohomology of the negative block for u4, u5, u6 and u7
δ u4 u5 u6 u7
13 P ∗(−14ρ)
14 P
∨
0 (−14ρ) ⊕ P
∨
2 (−9ρ)
15 P
∨
0 (−14ρ) ⊕ P
∨
2 (−9ρ)
16 P
∨
2 (−9ρ)
17 P
∨
1 (−10ρ) P
∗(−14ρ)
18 P
∨
1 (−10ρ)
19 P
∨
1 (−10ρ)
20 P
∨
1 (−10ρ)
21 P ∗(−14ρ) ⊕ P
∨
1 (−13ρ)
22 P
∨
0 (−13ρ)
23 P
∨
0 (−13ρ)
24
25 P ∗(−14ρ)
26
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(where the /top indicates that the differential has killed the top copy of F2). In other words,
we have
0 −→ P ∗ −→ GBB17 −→ Σ
3ρ(JP 1)
∨ −→ 0,
where
JP 1 = (v2, v3)P 1
is the augmentation ideal, which has its bottom class in degree 3ρ. The suspensions should
be ignored except to say that the top classes of P ∗ and Σ3ρ(JP 1)
∨ are in the same degree.
Actual suspensions are best identified by looking at Figure 2. Taking Anderson duals, we
have a cofibre sequence of graded abelian groups
JP 1 ←− P ←− Z
GBB17 .
The map
P −→ JP 1 = (v2, v3)
in homotopy maps onto the subideal (v2), so that in fact we have a splitting
Z
GBB17 ∼= (2, v1)⊕ Σ
4ρP 2
as abelian groups. This gives
GBB17 ∼= (2, v1)
∗ ⊕ Σ−4ρP
∨
2 .
The torsion free part contributes to
NB8 = (2, v1)
and the torsion part to
NB7 = (v3)P 2.
The analysis for NB is similar, but a little less complicated.
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6. Duality of diagonals
As described in [13, Subsection 12.F and Remark 13.3], one way of thinking about the
duality is that we start with a diagonal BBδ, take local cohomology, usually in a single
degree, to reach H iJ(BBδ). As an abelian group, this is usually either all torsionfree or
annihilated by 2, so that when Anderson-dualized it contributes to a single diagonal NBδ′ .
We start with BB0, which givesNB28 and then BB1, BB2, . . . , BB28 contribute in succession
to NB27, NB26, . . . , NB0. Symbolically we have a close relation of the form
H3−ǫJ (BBδ)
∗ ∼ NB28−δ−ǫ′ .
However because of differentials, extensions, variation of depth and the question of torsion,
the shift terms ǫ, ǫ′ are usually non-trivial and we do not always end up pairing δ, δ′ with
δ + δ′ = 28.
The following table shows what happens, and in fact
δ + δ′ ∈ {25, 26, 27, 28}.
For example, we see that δ = 11 is paired with δ′ = 14: we see
BB11 = P 2 = F2[v3]
(Table 3 (δ = 11) or Figure 2), with local cohomology
H∗J(BB11) = H
1
J(BB11) = Σ
−7ρP
∨
2
(Table 2 (δ = 10) or Figure 2). The Anderson dual of this is P 2 = NB14 (Table 4 (δ = 14) or
Figure 3). The reader may wish to note why the three further copies of P 2 (in BB12, BB13
and BB14) do not lead to copies of P 2 in NB13, NB12 and NB11: in all three cases there
are extensions, in the first case as abelian groups, and in the others as P 0-modules.
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δ δ′s.t.H∗
J2
(BBδ)
∗ ∼ NBδ′ δ δ
′s.t.H∗
J2
(NBδ)
∗ ∼ BBδ′
0 28 0 28, 25
1 26 1 26, 24
2 25 2 25, 23
3 24 3 24, 22
4 24, 22 4 24, 22, 21
5 21 5 21, 20
6 20 6 20, 19
7 d2 7 d2
8 d2, 20 8 d2, 20, 19
9 d2, 18 9 d2, 18
10 16, 17 10 17, 16
11 14 11 14
12 13 12 16, 13
13 12 13 12
14 11 14 11
15 d2 15 ·
16 d2, 12, 10 16 12, 10
17 d2, 10, 9 17 10, 9
18 d2, 9, 8 18 9, 8
19 d2, 8 19 7
20 d2, 6, 8 20 6, 8
21 d2, 5 21 5
22 d2, 4 22 4
23 d3 23 ·
24 d3, 4, 3 24 4, 3
25 2 25 2
26 1 26 1
27 · 27 ·
28 0 28 0
7. The last differential
We have seen that in the local cohomology spectral sequence for BPR〈n〉Q
⋆
there are
potential differentials d2, . . . , dn. Furthermore, when n = 2 [13, Section 13] and n = 3 each
of these differentials is non-zero somewhere. The purpose of this section is to show that
dn 6= 0 for all n ≥ 2.
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Focusing on BB, let us consider the local cohomology groups H∗J(BB). The final entry
(i.e., the one whose degree has the lowest multiple of σ) will be for 2u2
n−1, which generates
a copy of P , and gives rise to HnJ (P )
∼= P ∗ with top class on the σ axis at (n− 4(2n− 1))σ.
Starting in the next row up, there is a column of copies of F2 for−1+yσ where −(2
n+1−1) ≥
y ≥ n − 4(2n − 1) + 1. These entries play an essential role, since the elements ay for the
same values of y must be cancelled by a differential (this is necessary by Gorenstein duality
since the elements ay are Anderson dual to entries at x+ yσ with x = −(2n+1 + 1) < 0 and
x+ y < 0).
Since the powers of a are all in 0th local cohomology, to determine which differential does
the cancellation, we need only check which local cohomology group generated the entry on
the line x = −1. In principle we could do this for all of them, but we focus on the bottom-
most class, and give a little more detail. We are discussing the entries at x − cσ where
x = 0,−1 and c = 4(2n− 1)− (n+1) = 2Dn+n− 1. We already know there is F2 from H
0
J
(generated by ac) at the point with x = 0, and that there is an F2 at the point with x = −1
coming from HnJ (P ) where P is the principal ideal generated by u
2n−2v1a
2. It remains to
show that this is the entire group at x = −1 since then di(a
c) = 0 for i < n, and we must
have dn(a
c) 6= 0. To see this, we estimate that the top class of the local cohomology groups
coming from the ideals along the u-power line x+y = 0 (before the local cohomology shift),
must be on or above the line x+y = |v1|+ · · ·+ |vn| = Dn. The horizontal distance from the
point at issue (viz −1−cσ) to the line is precisely n (the largest possible local cohomological
shift), so there is only one diagonal (viz δ = 2(2n − 1)− 2) that can contribute to it.
The argument that ac−1 also supports a non-zero dn is precisely similar. Lower powers of
a support di for i < n, but we have not determined the exact values of i for n ≥ 4.
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