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Introduction
This chapter of physics, known as “nuclear
physics”, to which Rutherford contributed so
much, is, from the experimental point of view,
the most interesting. But a theory, simple in
its fundamental ideas and connecting the rich
variety of facts in the domain of nuclear
physics, is still lacking.
A. Einstein and L. Infeld, The evolution of
physics, 1936
Nowadays, the experimental and theoretical studies of open quantum systems (OQS) became a challenge
in various fields of physics: nuclear physics, atomic and molecular physics, quantum optics, etc. These
systems are strongly coupled to the environment of scattering states and decay channels, and have generic
properties which are common to all weakly bound and unbound mesoscopic systems [1, 2].
OQSs are characterized by their bound states, resonances and decay channels (scattering states). While
bound and scattering states are ordinary objects in the standard quantum mechanics, the resonances occupy
a particular place since they describe time-asymmetric processes. Resonances are intrinsic properties of
quantum systems, associated with their natural frequencies. They are defined by a real energy E and a
decay width Γ or a half-life T1/2 = h̵ ln(2)/Γ. The resonances are omnipresent in quantum systems: from
hadrons and atomic nuclei to quantum dots, and provide the backbone of their experimental studies.
Spectacular examples of OQSs in nuclear physics are the halo nuclei with halo nucleons in the classically
forbidden region [3], the Borromean nuclei [4] which are weakly bound three-body systems characterized
by pairwise constituents with no bound states, and the near-threshold correlated structures or clusters
like dineutron/diproton or α-cluster states. In atomic and molecular physics, the variety of interactions
(Coulomb, atom-atom, dipole-dipole, dipole-electron, etc.) and the experimental possibilities of either
tuning [5] the scattering length of the two-body interaction or controlling the external environment of the
studied system using laser fields, make these domains of physics particularly propitious for studies of salient
features of the OQSs. Recent experimental discoveries and theoretical developments concern, for example:
Rydberg atoms [6], Efimov states [7–9], superradiance phenomena [10, 11], exceptional points [12–14], or
near-threshold clustering phenomena [15, 16]. All these different developments are encompassed in the
non-Hermitian quantum mechanics [17] which aims at describing the closed quantum systems (CQS) and
OQS in a unified formalism.
Historically, the study of low energy spectra of atomic nuclei has been done in the bound state approxi-
mation, where the nucleus is considered as the CQS. This approximation is used in the nuclear Shell Model
(SM) [18–20]. In this model, nucleons occupy selected (sub)shells of a harmonic oscillator (HO) potential.
Tremendous success of SM in the description of low energy nuclear spectroscopy did not help to stimulate
efforts to generalize the SM. Moreover, the necessary mathematical framework was not avaible at that time
to make a sensible proposition of such an OQS generalization. At the same time, the reaction theory was
unable to include the underlying complex structure of the target and the projectile nuclei microscopically.
The reconciliation of the reaction theory with the SM description of nuclear structure was identified very
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early as a key challenge to the nuclear theory. In the attempt to face this challenge, Feshbach introduced
the projection operator formalism [21–24] which led to the development of the Continuum Shell Model
(CSM) [24–26].
In nuclear physics, there is a strong interplay between the many-body dynamics, the nuclear interaction
and the continuum effects for weakly bound and unbound states. Therefore it is of utmost importance to
understand both structure and reaction aspects of the nuclear many-body problem in a unified framework.
Such a framework is provided by the CSM, which is the OQS extension of the SM in Hilbert space. CSM is
formulated in the CC framework which is well suited for decay processes and reactions. On the other hand,
the description of spectroscopy in the CSM requires its reformulation to include the discrete part of the
continuum spectrum (s.p. resonances) in the configuration mixing. A recent realization of this approach
using realistic SM interactions, the Shell Model Embedded in the Continuum (SMEC) [27, 28], allows to
include reaction (decay) channels with up to two nucleons in the scattering continuum. One should mention
that the continuum couplings generate the many-body correlations in the SM wave functions, which cannot
be distinguished from effects of the many-body interaction in truncated subspaces of Hilbert space.
An alternative approach, the so-called Gamow Shell Model (GSM) [29–31], is the complex-energy for-
mulation of the CSM based on the Berggren ensemble of single particle (s.p.) states which includes bound
states, decaying resonances and complex-energy scattering states [32, 33]. The many-body Schrödinger
equation in GSM is solved in the basis of Slater determinants generated by s.p. states of the Berggren
ensemble. In this formulation, one cannot describe reactions since, even if all decay channels are included,
the physical decay channels cannot be identified with the GSM eigenstates. Therefore, 50 years later, we
face again the same challenge to reconciliate the modern configuration interaction approach, the GSM, with
the reaction theory.
The accumulation of experimental data on weakly bound and unbound nuclei motivates the development
of various microscopic approaches which take into account some aspects of the continuum to solve the
nuclear many-body problem. Using an inert core, the GSM approach can be applied for a description of the
spectroscopy of exotic nuclei with, a priori, no restriction on the number of nucleons in the s.p. continuum.
Up to now, only phenomenological two-body interactions have been used. One should remind that, as in the
real-energy CSM/SMEC, the couplings to continuum states generate many-body interactions. Importance
of these many-body interactions, and the external configuration mixing of unperturbed SM states via the
coupling to the decay (reaction) channels, is still an open question. Different approaches, such as the No-
Core Shell Model (NCSM) [34–36], the Coupled Cluster Theory (CCT) [37–39], and the No-Core Gamow
Shell Model (NCGSM) [40], are able to describe the spectroscopy of nuclei in an ab initio framework,
using interactions derived from first principles using the chiral perturbation theory. The NCSM can be
extended to the description of nuclear reactions using the Resonating Group Method (RGM) [41, 42]. In
this extension, denoted NCSM/RGM [43], the target and the projectile are still described in the bound
state approximation and the continuum of a system projectile plus target is approximated via the outgoing
boundary conditions of channel states. The CCT is an ab initio approach to describe the structure of
medium-heavy nuclei with up to two nucleons outside of the nearest closed (sub)shell nucleus and, as in the
GSM, can be formulated in the Berggren ensemble. CCT is using modern chiral interactions and results
can be improved systematically by including additional many-body correlations [44]. Finally, the NCGSM
is an exact ab initio approach based on the GSM, which can describe the structure of bound and resonance
states in light nuclei (A < 7) using chiral and two- and three-body interactions [40].
The formulation of the GSM in the coupled-channel (CC) framework (GSM-CC) for elastic and inelastic
reactions with one-body projectile has been achieved recently [45]. The present work focuses on extending
the GSM-CC approach for the description of proton/neutron radiative capture processes. This approach is
of particular interest in the study of radiative capture reactions at astrophysical energies, since it is difficult
if not impossible to measure directly the cross sections at such low energies. Several issues are important
in this context: (i) the many-body structure of target and projectile nuclei, (ii) the antisymmetry of their
wavefunctions, and (iii) the treatment of both the individual continua of target and projectile, and the
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continuum of a composite target plus projectile system. The GSM-CC approach adresses all these issues
with the GSM description of the target and the projectile, and a full treatment of the antisymmetry in a
combined target plus projectile system. The present version of GSM-CC code for proton/neutron radiative
capture reactions includes only the resonant channels. This may not be sufficient, in particular for weakly
bound target nuclei. The importance of these missing nonresonant channels in the description of the target
plus projectile system can be checked by comparing energies of discrete states (resonances) in GSM-CC
with those obtained in GSM. In the present work, the GSM-CC approach is tested and applied to the
description of 17F(p, γ)18Ne, 7Be(p, γ)8B and 7Li(n, γ)8Li radiative capture reactions.
Theoretical tools which have been developed to describe nuclear OQSs can be used also in other fields
of physics. The GSM is using basis states that are not normalizable in the usual sense and their treatment
requires new mathematical concepts of the Rigged Hilbert Space (RHS) [46–48]. RHS is a construction
designed to link the distribution and square-integrable aspects of functional analysis. It provides a nat-
ural setting of quantum mechanics, in which resonance spectrum, Dirac bras and kets formulation and
Heisenberg uncertainty relations have place. In GSM, s.p. resonances are explicitly introduced using the
Berggren basis. This s.p. basis is well suited for the description of certain molecular system like the dipolar
anions. Indeed, the dipolar anions are composed of a neutral dipolar molecule and a valence electron. The
long-range dipolar potential is proportional to −1/r2, where r is the distance between the neutral molecule
and the valence electron, and its asymptotic solutions are not known analytically. It has been shown [49,50]
that realistic bound spectra for dipolar anions can be obtained if the rotational motion of the dipole is taken
into account. The correct description of such systems requires a precise treatment of the asymptotics, as
well as the complete treatment of couplings between the external electron and the rotating dipolar molecule.
Up to now, only bound spectra of dipolar anions have been calculated in the CC framework by a direct
integration of the Schrödinger equation [49,51,52]. In the present work, the first investigation of resonances
in dipolar anions is achieved using the Berggren ensemble method (BEM) [53,54].
Weakly bound and unbound nuclei, as well as dipolar anions are both OQSs. The common theoretical
formalism is presented in the first part of Sec.1. In particular, the Gamow states, the RHS formalism and
the Berggren basis used in the description of dipolar anions are presented in Sec.1.1.3. Then, the GSM
which is used to describe nuclear many-body open quantum systems (MBOQS) is introduced in Sec.1.1.4.
The second part of Sec.1 is dedicated to the formulation of the GSM in the CC representation. The
definition of channels and the derivation of CC equations are done in Secs.1.2.1 and 1.2.2. Finally, the
numerical methods used in GSM-CC calculations are presented in Sec.1.2.3.
In Sec.2, the GSM-CC formalism for the description of proton/neutron radiative capture reactions is
introduced. This section contains a presentation of the radiative capture process in Sec.2.2, the radiative
proton/neutron cross section in Sec.2.3, and the method of calculation in Secs.2.4 and 2.5. Finally, GSM-CC
results for 17F(p, γ)18Ne, 7Be(p, γ)8B and 7Li(n, γ)8Li reactions are presented in Sec.2.6.
The study of dipolar anions is discussed in Sec.3. Dipolar anions and their effective Hamiltonian are
introduced in Secs.3.1 and 3.2. The CC formulation of the one-body Schrödinger equation is done in Sec.3.3,
and the formula for the density of the valence electron in the body-fixed frame is discussed in Sec.3.4. Then,
the results for bound states of LiI−, LiCl−, LiF− and LiH− are presented in Sec.3.5 which serve as a test
to compare the commonly used direct integration method (DIM) with the BEM. Finally, results for bound
states and resonances of HCN− anion are presented in Sec.3.6.
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Towards a unified description of nuclear
structure and reactions
In 1932, Bartlett [55, 56] proposed an analogy between the shell structure of atoms and nuclei. One
year later, Elsasser [57–59] pointed out the experimental evidence for the existence of “magic numbers”
of nucleons and suggested an independent particle approach. It is only in 1948-49 that Maria Goeppert-
Mayer [18, 19] and independantly O. Haxel, J. H. D. Jensen and H. E. Suess [20] formulated the nuclear
shell model, by introducing the spin-orbit interaction in order to explain the magic numbers of nucleons.
The explanation of the shell structure comes from the short range of the interaction between nucleons
and from the Pauli principle, which combined allow to consider the nucleons as quasi-independent. This
approximation underlies the nuclear shell model, which is still a basic tool in the studies of spectra of nuclei
(see Refs. [60, 61] for recent reviews).
The SM was formulated for CQS, i.e. without couplings to the decay channels and the scattering
continuum. As such, the SM has been applied successfully to the description of low-lying states in stable
nuclei, but fails to describe nuclear resonances. In particular, the SM is unable to describe unstable nuclei
with respeect to the emission of particles (proton, neutron, α, etc.) or the spontaneous fission. Indeed,
there exist extreme cases in the vicinity of nuclear drip-lines where the influence of the continuum can no
longer be neglected. This is the case of the halo nuclei, discovered in eighties by I. Tanihata [3], whose
structure resembles a well bound core surrounded by a halo of one or more nucleons in the classically
forbidden region. Moreover, the low energy reactions involving weakly bound nuclei exhibit new features
which cannot be properly described using the standard reaction theory.
Thus, the formulation of the SM for OQS appears as a natural solution to the problem of the description
of weakly bound and unbound nuclei. The mathematical formulation goes back to Feshbach [21–23],
Fano [62] and Mahaux and Weidenmüller [24] who introduced the projection operator formalism. This has
given foundation of the CSM [25, 26, 63–65] in Hilbert space. The first realistic version of the CSM, the
Shell Model Embedded in the Continuum, was developed in 1998 by Bennaceur et al. [15, 27, 66–76]. In
CSM, the total wave function is obtained in the CC formalism and consists of an internal part given by the
SM wave function and an external part given by the continuum wave function (see Ref. [28] for a detailed
discussion).
Recently, the SM for OQS has also been formulated in the complex-energy plane [29–31, 77–84] using
the complete s.p. Berggren basis [32, 33, 85, 86], which contains bound states, resonances and complex-
energy scattering states. In the resulting GSM, the norm of resonances is calculated using the exterior
complex-scaling method [87]. The GSM can be conveniently formulated in an extended Hilbert space: the
RHS [46–48,88–93]. The RHS, also called Gel’fand triple, nested Hilbert space, or equipped Hilbert space,
is also suitable for extending quantum mechanics into the time-asymmetric processes, offering a unified
treatment of bound, resonance and scattering states.
The aim of this chapter is to present physical concepts and mathematical tools to formulate a unified
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description of the structure and the reactions within the framework of the GSM.
In Sec.1.1, the GSM formalism used in the description of spectroscopy of bound and unbound nuclei
is presented. A first part is dedicated to the standard SM and the CSM/SMEC approaches. Then, the
complex-energy continuum, the Gamow states, the RHS, the Berggren basis and the normalization of
resonances are introduced. These concepts are also employed in the description of dipolar anions in Sec.3.
Finally, the GSM formalism is detailed.
In Sec.1.2, the formulation of GSM in the CC formalism is presented. The definition of reaction channels
and the derivation of CC equations are done in a general case, since these equations are also used for the
description of dipolar anions. Then, salient features of the CC formulation of the GSM are detailed. In
particular, the expansion of channel states in the Berggren basis, the calculation of Hamiltonian matrix el-
ements, the orthogonalization of channel states, the method of equivalent potential and its symmetrization,
and the Direct Integration Method are presented in details.
Finally, Sec.1.3 gives a brief overview of the methods to include the scattering continuum.
1.1 From discrete states to the continuum
1.1.1 The nuclear shell model
The nuclear SM1 [18–20,60,61] is a tool of choice in the study of nuclear structure. It allows to explain
the existence of the magic numbers of nucleons observed experimentally, but also to describe numerous
nuclear moments and electromagnetic transitions. The SM is a non-relativistic approach which solves the
N -body stationary Schrödinger equation in a chosen subspace of Hilbert space. In the first approximation,
due to the short range of the nuclear interaction and to the Pauli principle, nucleons can be considered
as independent particles that evolve in a mean-field potential generated by all other particles. In the
independent particle picture, the Hamiltonian of a nucleus with A nucleons writes:
Hˆ = A∑
i=1
hˆi (1.1)
with hˆi the Hamiltonian associated with the nucleon i, which contains the kinetic energy term:
hˆi = ˆ⃗ip22m +U(rˆi) (1.2)
and the mean-field potential:
U(rˆ) = 1
2
mw2 ˆ⃗r2 + Vsoˆ⃗l.ˆ⃗s (1.3)
The harmonic oscillator potential in (1.3) is a parabolic approximation of a true mean-field potential. The
last term in this equation is the spin-orbit potential [19]. In this approximation, to solve the N -body
stationary Schrödinger equation one solves N one-body problems. Indeed, the energy Ei associated with a
Slater determinant is the sum of single-particle energies.
This independent particle approach can reproduce the magic numbers of nucleons but is not sufficient
to explain the detailed spectroscopy of nuclei. For that, it is necessary to introduce an interaction between
nucleons:
Hˆ = A∑
i=1
tˆi + A∑
i<j
Vˆij + A∑
i<j<k
Vˆijk +⋯ (1.4)
First SM calculations with a residual two-body interaction have been done by Lane [94] and Kurath [95]
in fiftieth of the last century. Recently, more and more studies show the importance of the three-body
1The SM or Interacting Shell Model is also called the Configuration Interaction model in quantum chemistry.
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interaction, even in well bound nuclei [96–103]. However still today most of SM calculations are performed
using a two-body interaction to describe the spectroscopy of nuclei. Also in this study, only the two-body
interaction is considered.
Standard SM calculations are performed in a space consisting of a closed-shell core, considered as inert,
and Nval valence nucleons distributed in the shells above the core. The Hamiltonian is divided into three
parts:
Hˆ = Hˆc + Nval∑
i=1
tˆi + Nval∑
i<j
Vˆij (1.5)
where Hˆc is the Hamiltonian of the core. Adding and substracting the one-body mean field, one obtains:
Hˆ = Hˆc + Nval∑
i=1
tˆi + Nval∑
i<j
Vˆij = Hˆc + Nval∑
i=1
U(rˆi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Hˆbase
+ Nval∑
i=1
tˆi + ⎛⎝Nval∑i<j Vˆij −
Nval∑
i=1
U(rˆi)⎞⎠´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Hˆres
(1.6)
where Hˆbase is the potential which generates the s.p. basis, and Hˆres is the residual term. The Schrödinger
equation of SM is then a matrix problem in the basis formed by all Slater determinants generated by Hˆbase.
1.1.2 The real-energy continuum
The insufficiency of SM to describe the spectroscopy of weakly bound and unbound nuclei, led to the
elaboration of models which take into account continuum states explicitly. This is the case in particular of
the CSM [25,26,28,63–65,104–106] and the SMEC [27,28,66–74] whose common mathematical foundation
will be briefly presented hereafter.
1.1.2.1 The Newton basis
CSM/SMEC approaches in Hilbert space use the one-body Newton basis [107], formed by the real
energy discrete and continuum eigenstates of a one-body potential:
∑
n∈(b)
∣u(kn)⟩ ⟨u(kn)∣ +∫ ∞
0
dk ∣u(k)⟩ ⟨u(k)∣ = 1ˆ (1.7)
The discrete sum runs over bound (b) states and the integral is over the real-energy continuum. The bound
states are normalized in a usual sense, while the continuum states are normalized to the Dirac distribution:
⟨u(k)∣u(k′)⟩ = δ(k − k′) (1.8)
1.1.2.2 The Continuum Shell Model (CSM)
The Feshbach projection formalism [21–23] allows to separate the Hilbert space into the subspace
Q of N -body bound states, and the subspace P of (N − n)-body bound states coupled to n = 1,2,⋯, p
nucleons in the continuum: P = P1 ⊕ P2 ⊕⋯⊕ Pp. The projection operators into the Q and P subspaces
are denoted Qˆ and Pˆ , respectively, and satisfy: Pˆ + Qˆ = 1ˆ. This theoreretical development gave rise to the
CSM [25,104, 106] and the SMEC [28]. The Pˆ projector for p ≤ N active particles splits into Pˆn operators
(n = 1,2,⋯, p), each one projecting into a subspace containing the (N − n)-body bound states coupled to
n ≤ p particles in the continuum. In SMEC [72,108,109], the maximal number of particles in the continuum
states is p = 2.
In the limit of one particle in the continuum, the CSM/SMEC Hamiltonian writes:
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Hˆ = QˆHˆQˆ + Pˆ HˆPˆ + Pˆ HˆQˆ + QˆHˆPˆ = HˆQQ + HˆPP + HˆPQ + HˆQP (1.9)
and the total wave function is:
∣Ψ⟩ = (Pˆ + Qˆ) ∣Ψ⟩ = ∣ΨP ⟩ + ∣ΨQ⟩ (1.10)
Then, to obtain the CSM/SMEC equations, one projects the Schrödinger equation into the subspaces P
and Q:
(HˆQQ −E) ∣ΨQ⟩ = −HˆQP ∣ΨP ⟩(HˆPP −E) ∣ΨP ⟩ = −HˆPQ ∣ΨQ⟩ (1.11)
For more particles in the scattering continuum and, hence, more subspaces P1,⋯, Pp, the number of different
couplings between all subspaces increases very fast making the formalism rather cumbersome. This is mainly
due to the use of Jacobi coordinates, to have intrinsic states and avoid the spurious center-of-mass (CM)
components in the wave functions. Jacobi coordinates do not correspond to particle positions, and therefore
the antisymmetrization is difficult.
The SMEC approach [28], which provides a unified approach for nuclear structure and reactions in
Hilbert space, allows to describe numerous reactions, such as neutron and proton elastic scattering reactions
[27], or radiative capture reactions [66–68, 73]. The importance of the structure of the target has been
pointed out in Coulomb dissociation reactions [69], and in the first-forbidden β-decay [70]. The extension
to two particles in the continuum allowed the study of the spontaneous 2p radiactivity [71, 72, 74, 108].
Recently, the SMEC approach has been used to study the nuclear clustering as a universal near-threshold
effect [15,16].
The identification of decay channels allows for a unified description of the structure and of reactions,
but it also implies that for each considered channel one has one scattering continuum. The description
of many-body resonances requires the inclusion of a large number of channels, severely limiting numerical
applications. This problem is common to the CSM/SMEC [25–28], the GSM [29–31], and to the No-Core
Shell Model with Continuum (NCSMC) [36,110,111] approaches.
1.1.3 The complex-energy continuum
Gamow Shell Model has been proposed in 2002 by Michel, Nazarewicz and Płoszajczak [29, 31, 77,
79, 112, 113]. A similar approach has been developed independently by the Stockholm-Debrecen group
[30,78,82,114]. As compared to CSM/SMEC, in GSM there is a configuration mixing in the full space and
not only in the Q subspace. On the other hand, there is no separation between different decay channels
so only the total decay width can be calculated. The lack of separation of the decay channels in GSM
is an obstacle for the description of reactions, and thus it is the reason why its CC formulation has been
proposed recently [45].
The generalization of SM in the complex-energy plane requires new mathematical tools and concepts,
which have been developed over many years by physicists and mathematicians. It is this convolution of
ideas, new mathematical concepts and numerical tools which finally lead to the formulation of the GSM.
1.1.3.1 Gamow states
In order to describe α radioactivity, Gamow introduced discrete solutions of the quasi-stationary
Schrödinger equation that are regular at the origin and with outgoing boundary conditions [115]. These
states are associated with complex-energies:
E˜n = En + iΓn2 (1.12)
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and lead to wave functions which are decaying as:
e
i
h̵
E˜nt = e ih̵Ente−Γnt2h̵ (1.13)
A comparison with experiment shows that Γn is the width of the resonance and corresponds to its life-time
via:
T 1
2
,n = h̵ ln 2Γn (1.14)
Later, Siegert2 rediscovers Gamow states [116] in searching how to obtain analytically the Breit-Wigner
formula [117]. These works lead to the first application of Gamow (or Siegert) states in reaction theory [118].
1.1.3.2 Spectrum of Hilbert space operators
Complex-energy eigenstates of the Schrödinger equation allow to describe certain time-dependent phe-
nomena within the quasi-stationary formalism. The relation between the imaginary part of a complex
energy and the life-time comes from a comparison between an exponential decrease of the wave function
in time (1.13), and an exponential decay of the excited states in quantum systems. The counterpart of
this temporal decrease is an exponential divergence of the radial wave function to ensure the flux conser-
vation [119]. From the complex eigenenergy E˜n of the system, it is possible to calculate the wave number
of the system:
kn =√2µE˜n
h̵2
= κn − iγn (1.15)
with κn, γn > 0 in the case of a decaying state. Thus, at long distances, the radial part of the wave function
is proportional to:
eiknr = eiκnreγnr (1.16)
and increases exponentially. States with k = −iγ and γ > 0 are called anti-bound states or virtual states.
They are associated with negative energies like bound states, but they can be seen as unstable states
which decay if there is any small perturbation. Finally, the capturing resonances, with kn = −κn − iγn and
κn, γn > 0, are situated in the third quadrant of the k-plane. They have a radial wave function with the
following asymptotics:
eiknr = e−iκnre−γnr (1.17)
Capturing resonances are obtained by a time reversal operation t→ −t applied to decaying resonances [120].
In a more general way, the spectrum Σ(Hˆ) of a Hamiltonian Hˆ in Hilbert space is defined as the set{λ} ∈ C such that the inverse of λ1ˆ − Hˆ is not defined. It can be shown that to find this spectrum is
equivalent to:
• In a Hilbert space of finite dimension, to solve:
det(λ1ˆ − Hˆ) = 0 (1.18)
or equivalently:
Hˆ ∣Ψ⟩ = λ ∣Ψ⟩ (1.19)
with ∣Ψ⟩ ≠ 0. This is the problem encountered in the SM.
2In atomic physics it is more common to speak about the Siegert states, and in nuclear physics to speak about the Gamow
states.
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• In a Hilbert space of infinite dimension, to introduce the resolvent operator:
Rˆ(λ) = (λ1ˆ − Hˆ)−1 (1.20)
and to find its singularities. This operator is defined on the set λ ∈ ρ(Hˆ) = C/{Σ(Hˆ)}, called the
resolvent ensemble of the operator Hˆ, on which Rˆ(λ) is bijective.
From a physical point of view, the interest of the resolvent operator lies in different categories in which
the spectrum of Hˆ can be divided:
1. The point spectrum, which is defined as the set λ ∈ Σ(Hˆ) such that the operator (λ1ˆ − Hˆ) is not
injective. This set contains all the solutions of Eq.(1.19). The point spectrum corresponds to the
bound states.
2. The continuous spectrum, which is defined as the set λ ∈ Σ(Hˆ) such that the operator (λ1ˆ − Hˆ) is
injective but not surjective, and its image is dense in the Hilbert space. The continuous spectrum
corresponds to the continuum of scattering states.
3. The residual spectrum which is defined as the set λ ∈ Σ(Hˆ) such that the operator (λ1ˆ − Hˆ) is
injective but not surjective, and its image is not dense in the Hilbert space. The residual spectrum
corresponds to the resonances.
The link between the residual spectrum of the resolvent operator associated with the Hamiltonian of
a system and the Gamow states has been found by Peierls [121]. In this article, the residual spectrum
elements are called the poles of the propagator, which are just the singularities of the Green’s function (the
resolvent operator in the coordinate space).
1.1.3.3 Rigged Hilbert Space
The research of singularities of the resolvent operator showed that a quasi-stationary description of
a decaying system leads to a more general spectrum than the one known for closed quantum systems.
Nevertheless, the additional spectrum (continuous and residual) does not lie in Hilbert space. Indeed, the
exponential growth of the radial part of the wave function for resonances excluded the usual normalization:
∫
∞
0
dr⃗ ∣χ(r⃗)∣2 →∞ (1.21)
This inconsistency in the Hilbert space formulation of quantum mechanics was noticed by Dirac in the
book [122] where ’bras’ and ’kets’ notation and the δ-distribution (the Dirac distribution) were introduced
for the first time. In 1932, von Neumann formulated quantum mechanics in Hilbert space [123], even though
he knew that it was not correct to deal with the continuum states. He made a step further in 1949, by
formulating the spectral theory for Hermitian operators [124] and thus succeeded to complete the formalism
for closed quantum systems.
It is only in the sixties of the last century that Gel’fand, Vilenkin et al. [46] and, independently, Maurin
[47] formulated the rigged Hilbert space 3 in order to generalize the Hilbert space to the distributions,
called at that time the generalized functions. Moreover, they proved the spectral theorem where discrete
and continuum states are treated in the same way (see Ref. [125] for a recent discussion). Independently,
Kristensen et al. studied solutions of the equation pˆqˆ − qˆpˆ = −i1ˆ and showed that in the case of infinitely
dimensional Hilbert space, the solutions lie in a larger space [126–128]. Finally, Schwartz gave a precise
definition of the Dirac distribution and founded the distribution theory [129]. It is only during the period
3The term rigged comes from a bad translation of the russian word “оснащенное”(оснащенное пространства Гильберта)
which means equiped or enriched Hilbert space.
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Figure 1.1 – Figure from http://arxiv.org/abs/quant-ph/0005024
1964-69 that Böhm [130], Roberts [131, 132], Antoine [133, 134] and Melsheimer [135, 136] realized that
RHS provides the rigorous mathematical framework for quantum mechanics. For a recent discussion, see
Refs. [137–139].
The RHS [140–144], also called the Gel’fand triplet, is a triad of spaces:
Φ ⊂ H ⊂ Φ× (1.22)
each one having a topology (τΦ, τH, τΦ×), where H is a Hilbert space, Φ is a dense subspace of H and Φ× is
the space of anti-dual of Φ, i.e. the space formed by the anti-linear fonctionals on Φ.
Reminder:
• When a space is completed by a topology, then the elements which are the limits of Cauchy series
obtained with the convergence criterium, are adjoint to the space.
• An anti-linear function f ∶ E → C with E a complex vector space, satisfies the following property:
f(x + λy) = f(x) + λ∗f(y) (1.23)
with (x, y) ∈ E2 and λ ∈ C.
The triad is obtained from the linear space with the scalar product Ψ, by supplementing it with three
toologies τΦ, τH and τΦ× . From a mathematical point of view, Φ is the space of test functions, and Φ× is
the space of distributions. From a physical point of view, the kets of Dirac are in Φ×. To obtain the bras,
it is sufficient to construct a second RHS associated to the first:
Φ ⊂ H ⊂ Φ′ (1.24)
where Φ′ is the dual space of Φ, which is formed by the linear functional on Φ. To summarize, the resonances
and the continuum states are in Φ× and Φ′, the bound states are in H and the unbounded operators (e.g.
the position operator xˆ) are defined in Φ. It is thus possible to give a meaning to complex mean values and
commutation relations.
The RHS gives a rigorous framework for quantum mechanics, by dealing in a unified formalism with
the bound states, resonances and scattering states. The norm of a wave function is given by:
∫
∞
0
drΨ2(r) (1.25)
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which, for bound states, is equivalent to the usual norm in the Hilbert space. It has been shown [145], that
the probability amplitude of a transition between an isolated state (Gamow state) and a continuum state
is proportional to the Breit-Wigner distribution [117], which leads to a cross section with the Lorentzian
profile as observed experimentally. Numerous books [140–144] and articles [137, 146–149] on the RHS are
avaible for more details.
1.1.3.4 Normalization of the Gamow states and the Berggren basis
In reaction theory, the problem of the normalization of resonances appeared independently of the
developments leading to the RHS. Indeed, contrary to the continuum states, resonances have a probability
density which is not constant but increases exponentially in space. A first method of normalization based
on the use of a convergence factor ǫ > 0 in the calculation of matrix elements:
⟨ψf ∣Oˆ∣ψi⟩ = ∫ ∞
0
dr e−ǫr2ψfO(r)ψi (1.26)
has been proposed in 1960 by Zel’dovich for the radial wave functions of neutral particles [150]. In this
expression, ∣ψf ⟩ and ∣ψi⟩ are one-body Gamow states, and Oˆ is a bounded operator. The Zel’dovich
normalization method was the first step to build the one-body basis including resonances. Indeed, to form
such a basis, it is necessary to show that Gamow states are not only normalizable but also orthogonal
among each other and with bound states. Humblet and Rosenfeld [118] knew that poles of the scattering
matrix are associated with the complex energies corresponding to the resonances, but there was no proof of
the orthogonality of these states. It was in 1968 that Tore Berggren [32] used the normalization method of
Zel’dovich to show that Gamow states are mutually orthogonal and can be normalized for neutral particles.
In this paper, the first one-body basis including explicitly bound states, resonances and scattering states has
been formulated. This basis, called the Berggren basis, is described hereafter. The proof of the completeness
of Berggren basis for charged particles has been done later by Michel, Nazarewicz and Płoszajczak [79,151].
The Berggren basis
The Berggren s.p. basis [32] is an extension of Newton basis (1.7) in the complex-energy plane. The real-
energy continuum is replaced by a complex contour L+ in k-plane which encompasses the resonances, and
then joins the real-k axis and continues to k →∞. Thus, the residue theorem allows to isolate resonances
(poles of the resolvent operator) between the complex contour and the real axis:
∑
n∈(b,d)
∣u(kn)⟩ ⟨u(kn)∣ + ∫
L+
dk ∣u(k)⟩ ⟨u(k)∣ = 1ˆ (1.27)
The contour L+ lies in the fourth quadrant (arg(kn) > −π/4), as it is shown in Fig.1.2, and surrounds
only decaying resonances (kn = κn − iγn and κn > γn > 0). In practice, resonances are discrete solutions
with outgoing boundary conditions of a one-body Woods-Saxon (WS) or Hartree-Fock potential. Due to
the Cauchy’s integral theorem, for a given set of resonances, the precise form of the contour L+ is of no
importance. The derivation of the Berggren completeness relation (1.27) in the simplest case, i.e. for
scattering states with the plane wave asymptotics [77], is detailed in Appendix A.2.
Anti-bound states (virtual) states (k = −iγ and γ > 0) cannot be observed directly, but their presence
near the threshold increases the cross section of a low-energy scattering process [107, 152–154] since the
density of states increases near the poles of the resolvent operator [155].
Uniform complex scaling
The normalization method of Zel’dovich (1.26) is numerically unstable because it requires handling very
large numbers in the calculation of integrals. To circumvent this problem Hokkyo proposed the uniform
complex-scaling approach [156]. Few years later, Romo proposed an alternative method based on the use of
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Figure 1.2 – Berggren basis in the complex k-plane.
the Green’s function and its analytic continuation in the complex energy plane [157]. The uniform complex-
scaling method consists of the rotation r⃗ → eiθr⃗ in a complex plane, by applying the operator Uˆ(θ) on the
one-body wave functions [158,159]:
Uˆ(θ)ψ(r⃗) = ei 32 θψ(r⃗eiθ) (1.28)
The factor ei
3
2
θ in the above expression comes from the dimension of the space [160]. This transformation
guarantees that wave functions associated to resonances are normalizable [161–163]. Thus, the transformed
Hamiltonian becomes:
hˆθ(r⃗) = Uˆ(θ)hˆ(r⃗)Uˆ−1(θ) (1.29)
If hˆθ(r⃗) is dilatation-analytic [164], it has the same bound states as hˆ(r⃗). The general derivation for this
particular category of Hamiltonians is given by the Aguilar–Balslev–Combes (ABC) theorem [161,162]. The
uniform complex-scaling thus appears as a generalization of quantum mechanics to include resonances [163]
which is different from the RHS approach.
Exterior complex-scaling
In nuclear physics, most of potentials are not dilatation-analytic. Consequently, the uniform complex-
scaling is not adapted to a the general problem. In 1971, Gyarmati and Vertse [87] proved the equivalence
between the Zel’dovich method and the uniform complex-scaling and then introduced the exterior complex-
scaling method. They also proved the existence of a norm for charged particles (protons). The exterior
complex-scaling [165] transforms only the tail of the radial wave function of the resonance by a rotation
operator Uˆa(θ):
Uˆa(θ)χ(r) = χ(r) if r ≤ ra
= χ(ra + ∣r − ra∣eiθ) if ∣r∣ > ra (1.30)
Thus, this method can be applied to any potential and the result, if converged, does not depend on the
parameters a and θ.
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Practical use of the Berggren basis
The first application of the Berggren basis in an SM type calculation has been achieved by Michel et
al. [29], paving the way for a unified description of structure and reactions. Several other attempts were done
by extending the complex contour to include anti-bound states [82,112,114]. These studies have shown that
the generalized contour including anti-bound states is less efficient for practical applications [112] because
it requires significantly denser discretization of the contour.
Interpretation of the complex eigenvalues
In Hilbert space formulation of quantum mechanics, i.e. for closed quantum systems, the mean value
of an operator oˆ associated to an observable in an eigenstate ∣ψ(k)⟩ is always real:
⟨ψ(k)∣oˆ∣ψ(k)⟩ = ⟨oˆ⟩ψ(k) ∈ R (1.31)
This is not the case in RHS formulation of quantum mechanics, where time-dependent phenomena like
resonances can be treated. For the resonance, the mean value of an operator oˆ is:
⟨oˆ⟩ψ(k) =R ⟨oˆ⟩ψ(k) + iI ⟨oˆ⟩ψ(k) (1.32)
The interpretation of real and imaginary parts of the cross section associated with the formation of a
narrow resonance has been discussed by Berggren [166]. He showed that the real part corresponds to the
cross section and the imaginary part, which is due to the interferences between the resonance and the
continuum, corresponds to the uncertainty of the cross section. Later, he extended this interpretation to
all operators which commute with the Hamiltonian [86]. In this interpretation, the real part corresponds to
the measured value and the imaginary part to the uncertainty of this value due to the finite life-time of the
resonance. In the RHS, for a Gamow state ∣ψ(k)⟩, the mean value of an operator oˆ which commutes with
the Hamiltonian is given by ⟨ψ∗(k)∣oˆ∣ψ(k)⟩ with ∣ψ∗(k)⟩ the dual of ∣ψ(k)⟩ [145,147,167]. What Berggren
proposed is to use R ⟨ψ(k)∣oˆ∣ψ(k)⟩ instead of the mean value, i.e. to take the lowest order of the Taylor
expansion of ⟨ψ∗(k)∣oˆ∣ψ(k)⟩ in γ. This interpretation is also valid for the root mean square radius [168].
1.1.4 Gamow Shell Model (GSM)
Different developments which lead to the formulation of the GSM happened independently from each
other. The construction of RHS was a mathematical problem [46,47]: How to reconcile Hilbert space with
the theory of distributions ? Finally, it appeared that the RHS not only provides a rigorous framework for
quantum mechanics including Dirac’s bras and kets, but also offers a natural formulation of time-asymmetric
processes such as the decaying resonances.
1.1.4.1 Discretization of the one-body Berggren basis
In GSM, the one-body harmonic oscillator basis of SM is replaced by the Berggren basis which includes
bound states, resonances and scattering states. The normalization of resonances is solved by the exterior
complex-scaling. The completeness of one-body Berggren basis has to be assured by a sufficiently dense
discretization of the contour L+ in the complex k-plane, because Cauchy’s theorem is valid for the continuous
contour only. Due to numerical limitations, the contour L+ has to stop at a certain maximal value of k = kmax
on the real k-axis. Thus, the N -point quadrature of the integral on the contour reads:
∫
L+
dk ∣u(k)⟩ ⟨u(k)∣ ≈ N∑
j=1
wj ∣u(kj)⟩ ⟨u(kj)∣ (1.33)
where {kj} and {wj} are values and weights given by the Gauss-Legendre iterative method. By normalizing
kets ∣u(kj)⟩ with a factor √wj , one obtains:
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N
∑
j=1
wj ∣u(kj)⟩ ⟨u(kj)∣→ N∑
j=1
∣u(kj)⟩ ⟨u(kj)∣ (1.34)
The Berggren basis can thus be written as any other discrete basis:
∑
n∈(b,d)
∣u(kn)⟩ ⟨u(kn)∣ + ∫
L+
dk ∣u(k)⟩ ⟨u(k)∣ ≈ ∑
n∈(b,d)
∣u(kn)⟩ ⟨u(kn)∣ + N∑
j=1
∣u(kj)⟩ ⟨u(kj)∣
≈ ∑
n∈(b,d,c)
∣u(kn)⟩ ⟨u(kn)∣ (1.35)
The N -body basis states {∣Ψn⟩} can then be constructed from the one-body Berggren basis states {∣u(kn)⟩}
like in the case of the HO basis. Because nucleons are fermions, a possible N -body basis state ∣Ψn⟩ is
obtained by putting each particle i in one of the possible states ∣u(kj)⟩, and then antisymmetrizing. Such
a state is a Slater determinant:
∣Ψn⟩ = 1√
N !
RRRRRRRRRRRRRRRRRRR
∣1 ∶ u(k1)⟩ ∣2 ∶ u(k1)⟩ ⋯ ∣N ∶ u(k1)⟩∣1 ∶ u(k2)⟩ ⋱ ⋮
⋮∣1 ∶ u(kN)⟩ ∣N ∶ u(kN)⟩
RRRRRRRRRRRRRRRRRRR
(1.36)
where the usual product “.” is replaced by the tensorial product “⊗” and where ∣i ∶ u(kj)⟩ is the state
associated with the particle i in the state j. With the usual convention for fermions, this state can also be
written as:
∣Ψn⟩ = ∣u(k1)u(k2)⋯u(kN)⟩ (1.37)
Another state ∣Ψn′⟩ of the N -body basis can be obtained by permuting any two particles. These N -body
states form a complete basis spanned by Slater determinants built using the complete Berggren ensemble
of states [31]:
∑
n
∣Ψn⟩ ⟨Ψn∣ = 1ˆ (1.38)
In the coordinate basis {∣ri⟩}, where i is the index of a particle, the N -body state is given by:
Ψn(r⃗1, r⃗2,⋯, r⃗N) = 1√
N !
RRRRRRRRRRRRRRRRRRR
u1(r⃗1) u1(r⃗1) ⋯ u1(r⃗1)
u2(r⃗1) ⋱ ⋮
⋮
uN(r⃗1) uN(r⃗N)
RRRRRRRRRRRRRRRRRRR
(1.39)
where Ψn(r⃗1, r⃗2,⋯, r⃗N) = ⟨r⃗1, r⃗2,⋯, r⃗N ∣Ψn⟩ and uj(r⃗i) = ⟨r⃗i∣u(kj)⟩ is the wave function associated with the
particle i in the state j.
1.1.4.2 Hamiltonian of the GSM
In the standard SM, the CM excitations are removed using the Lawson method [169–171]. In the GSM,
this method cannot be used because Berggren states are not eigenstates of the HO potential. Thus in
order to eliminate the CM excitations, the GSM Hamiltonian is expressed in the intrinsic nucleon-core
coordinates of the Cluster-Orbital Shell Model (COSM) [172]:
Hˆ =
Nval
∑
i=1
( ˆ⃗p2i
2µi
+Uc(rˆi)) + Nval∑
i<j
(V (ˆ⃗ri − ˆ⃗rj) + ˆ⃗pi. ˆ⃗pj
Mc
) (1.40)
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where Nval is the number of valence nucleons, Mc is the mass of the core, and:
1
µi
=
1
Mc
+ 1
mi
(1.41)
is the reduced mass of the i-th nucleon. The single-particle potential Uc(rˆ) describes the field of the core
and V (ˆ⃗ri − ˆ⃗rj) is the two-body interaction. The Hamiltonian Hˆ can then be recast in a form similar to the
SM (1.5):
Hˆ = Uˆbasis + Tˆ + Vˆres (1.42)
where Uˆbasis is the potential which generates the basis, and Vˆres is the residual interaction. Moreover, the
introduction of a one-body potential as in (1.6) is a convenient way to remove approximately the long-range
component in Vˆres.
1.1.4.3 Construction of the one-body Berggren basis
The one-body basis potential Uˆbasis = Ubasis(rˆ) is usually either a WS potential with the spin-orbit and
Coulomb terms or a HF potential. Berggren basis states are discrete solutions of the one-body Schrödinger
equation with outgoing boundary conditions:
∂2ul(k, r)
∂r2
= ( l(l + 1)
r2
+ 2m
h̵2
V (r) − k2)ul(k, r) with E = h̵2k22m (1.43)
where l is the orbital angular momentum of the particle and m its mass. The reduced radial solutions
ul(k, r) are regular at the origin:
ul(k, r) ∼
r∼0 C0(k)rl+1 (1.44)
with C0(k) being independent of r. Consequently, following the Cauchy-Lipschitz (or Picard-Lindelöf)
theorem, the boundary condition (1.44) uniquely defines the solution ul(k, r). Moreover, at large distances
where the nuclear part of the potential is negligible, the Berggren basis states ul(k, r) are solutions of:
∂2ul(k, r)
∂r2
= ( l(l + 1)
r2
+ 2ηk
r
− k2)ul(k, r) (1.45)
where η is:
η =
mZ
h̵2k
(1.46)
the Sommerfeld parameter. The linearly independent solutions of Eq.(1.45) are regular and irregular
Coulomb functions Fl,η(kr) and Gl,η(kr) respectively. To speak about incoming and outgoing solutions it
is more convenient to use the linearly independent incoming and outgoing Coulomb functions:
H±l,η(kr) = Gl,η(kr) ± iFl,η(kr) (1.47)
Then the Berggren basis states ul(k, r) write:
ul(k, r) ∼
r→∞ C+(k)H+l,η(kr) +C−(k)H−l,η(kr) (1.48)
where C−(k) = 0 and C+(k) ≠ 0. For bound and resonance states, C−(k) = 0 and C+(k) ≠ 0, and for scatter-
ing states C−(k) ≠ 0 and C+(k) ≠ 0. Consequently, due to the boundary conditions (1.44) and (1.48), the
solutions ul(k, r) are unique and can be written as:
ul(k, r) = C+(k)u+l (k, r) +C−(k)u−l (k, r) (1.49)
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with u+l (k, r) and u−l (k, r) the two linearly independent solutions of Eq.(1.43).
Remark:
For neutrons, η = 0 and then the corresponding incoming and outgoing Coulomb functions are called the
spherical Hankel functions. They are normally written as H±l (kr) instead of H±l,0(kr).
The C0(k), C+(k) and C−(k) constants in Eq.(1.49) are fixed by the normalization of the Berggren
basis states either to the unity (bound states and resonances) or to the Dirac delta function (scattering
states), and are defined for each orbital angular momentum value. It has been shown in Refs. [79,151] that
the normalization to a Dirac delta function is equivalent to the condition:
C+(k)C−(k) = 12π ∀k (1.50)
In practice, the constants C+(k) and C−(k) are determined by the matching condition between the radial
wave function ul(k, r) and its asymptotic form at a given point R >> 0:
d
dr
(C+(k)H+l,η(kR) +C−(k)H−l,η(kR)) = dul(k,R)dr
C+(k)H+l,η(kR) +C−(k)H−l,η(kR) = ul(k,R) (1.51)
C0(k) is then obtained by normalizing the Berggren basis state. For bound states and resonances, C−(k) = 0
and the C0(k) value is chosen such that:
∫
∞
0
u2l (k, r) = 1 (1.52)
while for scattering states it satisfies Eq.(1.50). Consequently, for bound states and resonances the condi-
tions (1.51) and (1.52) ensure the continuity of radial wave functions but not their differentiability. The
differentiability of radial wave functions is achieved using the Jost functions [107] defined in Appendix A.1:
J ±(k) =W (u+l (k, r), ul(k, r)) = u+l (k, r)dul(k, r)dr − ul(k, r)du+l (k, r)dr (1.53)
In the above equation, W (f, g) is the Wronskian. Jost functions do not depend on r, because ul(k, r) and
u+l (k, r) are linearly independent. Thus, the differentiability condition for ul(k, r):
J +(k) = 0 (1.54)
can be satisfied by varying k.
1.1.4.4 Diagonalization of the Hamiltonian
The calculation of Hamiltonian matrix elements leads to the complex-symmetric matrix:
tH =H with Hij ∈ C (1.55)
where H is the Hamiltonian matrix and Hij an element of H. This matrix can be diagonalized using
the Lanczos’ algorithm [173] generalized to complex-symmetric matrices. However, the Lanczos’ algorithm
always converges to a lowest-energy eigenstate which is not necessarily the many-body resonance. Indeed,
it is always possible to find scattering states with smaller energies than the resonance states.
21
1.2. EXTENSION OF THE GSM TO REACTION THEORY
1.1.4.5 The overlap method
The problem of the identification of resonances is solved with the so-called overlap method [29, 77].
First, an approximate s.p. Berggren basis, including only bound states and resonances, is used to generate
the N -body basis and to diagonalize the Hamiltonian. In this N -body space (the pole space) the Lanczos’
algorithm can be applied. The resulting spectrum is a zero-order approximation of the full spectrum which
includes the scattering continuum. The overlap method consists of using each eigenstate found in the pole
approximation as a pivot for the Davidson method [174] which is more precise for excited states. The
Hamiltonian is diagonalized in the subspaces of the full space generated by successive pivots. The last step
consists in selecting those eigenstates of the full space which have a maximal overlap with the eigenstates
of in the pole space. In general, the value of the maximal overlap is greater than 70%.
1.1.4.6 Summary of the GSM achievements
The GSM has been applied to the description of bound and unbound states in the spectra of 18−22O
[29, 77], 80Ni [30, 78], 5−10He [77, 80], 5−11Li [79, 80]. Several other aspects have also been studied like the
radial overlap functions, spectroscopic factors, the asymptotic normalization coefficients [76, 175, 176], the
charge radii and the neutron-neutron correlations [177]. The role of antibound states in Berggren basis
calculations has been studied in Refs. [82, 112, 114]. The use of Lee-Suzuki regularization method [178]
in GSM has been done in Ref. [84] for the schematic interaction, and in Refs. [179, 180] for the realistic
interaction. A detailed comparison between the GSM and the Gaussian expansion method has been done
for 6He and 6Be [181]. An important step has been achieved with the No-Core Gamow Shell Model
calculations [40] in 3H and 3,4,5He, using the realistic EFT interactions. NCGSM requires the use of the
Density Matrix Renormalization Group (DMRG) method [182,183] in order to determine the lowest energy
eigenvalues of the Hamiltonian matrix.
1.2 Extension of the GSM to reaction theory
The new generation of accelerators which provide the radioactive ion beams, make possible the study
of exotic nuclei far from the valley of stability. The structure of these nuclei is probed with the nuclear
and electromagnetic interactions via the elastic and inelastic scattering reactions, the radiative capture
reactions, the transfer and knockout reactions, etc. The theoretical description of these reactions involving
exotic weakly-bound nuclei requires not only the full account of continuum, but also the full antisymmetry
of projectile and target wave functions.
GSM (see Sec.1.1.4) cannot describe the reaction processes because of the inherent configuration mixing
in full space, which prohibits the association of GSM eigenstates with physical decay channels. Conse-
quently, the application of GSM to nuclear reactions requires the reformulation of GSM in the CC repre-
sentation Sec.1.2.2. This method, called GSM-CC, is an alternative to the CSM/SMEC and can describe
the structure and reactions in a unified framework.
1.2.1 Definition of channels
In the description of reactions, the problem of solving the Schrödinger equation for an interacting target-
projectile system can be conveniently formulated in the channel representation. A general introduction is
given in Refs. [184,185]. The main idea is to describe the reaction by the radial relative motion of a target
and a projectile plus some other degrees of freedom4. These other degrees of freedom include the angular
momenta of the target and the projectile, the internal excitation degrees of freedom of the target, etc. Here
4The separation of radial and angular parts of the relative motion of the target and the projectile is possible only if the
Hamiltonian, the total angular momentum squared ˆ⃗J2, and Jˆz have common eigenstates, or in other words if they commute.
It is always the case in the applications considered here, so the radial relative motion is just called the relative motion.
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they are called channel degrees of freedom. The formalism allows also to describe inelastic reactions by
including internal excitations of the target and the projectile.
For a system with n channel degrees of freedom, its state ∣Ψ⟩ lies in a Hilbert space E , formed by the
tensor product of n subspaces {Ei} associated with each channel degree of freedom and of the subspace Erel
associated with the relative motion:
E = ( n⊗
i=1
Ei)⊗ Erel (1.56)
The basis of Erel is the radial position basis {∣r⟩}, where ∣r⟩ is associated with the relative distance between
the target and the projectile. In spherical coordinates, the space Erel has a complete basis given by:
∫
∞
0
dr r2 ∣r⟩ ⟨r∣ = 1ˆErel (1.57)
In the basis of the full space E (1.56), each state is labelled by a set of quantum numbers denoted c and
called the channel. Then the full basis writes:
⨋
c
∫
∞
0
dr r2 (∣r⟩⊗ ∣c⟩) (⟨r∣⊗ ⟨c∣) = 1ˆE (1.58)
where {∣c⟩} are channel states. The channel states form a basis of the tensor product of the subspaces{Ei}i=1,...,n denoted 1ˆEcha and called the channel space:
⨋
c
∣c⟩ ⟨c∣ = n⊗
i=1
1ˆEi = 1ˆEcha (1.59)
If there are no couplings between channels, then it is always possible to rewrite the free Hamiltonian for a
system target-projectile as the sum of two operators acting in differents subspaces which correspond to the
channel degrees of freedom (angular momenta, excitations of the target, etc.) and to the relative motion
of the target and the projectile. Therefore, without the two-body interaction, the free eigenstate ∣Ψ0⟩ of a
system is:
∣Ψ0⟩ = ∣Ψrel0 ⟩⊗ ∣Ψcha0 ⟩ (1.60)
where ∣Ψrel0 ⟩ is associated with the relative motion, and ∣Ψcha0 ⟩ is associated with the channel degrees of
freedom. This free state can be expanded in the full basis (1.58):
∣Ψ0⟩ = ⨋
c
∫
∞
0
dr r2 ⟨r∣Ψrel0 ⟩ ⟨c∣Ψcha0 ⟩ ∣r⟩⊗ ∣c⟩ = ⨋
c
∫
∞
0
dr r2Ψ0,c(r) ∣r⟩⊗ ∣c⟩ (1.61)
Remark:
The ⟨r∣Ψrel0 ⟩ ⟨c∣Ψcha0 ⟩ = Ψ0,c(r) coefficients are called the channel wave functions, even if they are not the
projection of a channel state ∣c⟩. They are usually written as:
Ψ0,c(r) = u0,c(r)
r
(1.62)
1.2.2 Coupled-channel equations
The first step to obtain CC equations is to expand eigenstates of the Schrödinger equation in the basis
of channel states. The importance of each channel is determined by its contribution to the individual
eigenenergies and eigenstates. In the applications considered here, the eigenstates are antisymmetric so it
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is possible to restrict the calculations to the space of antisymmetric states Eas. The basis of this restricted
space is obtained by applying the antisymmetrization operator Aˆ on the expansion of ∣Ψ⟩ in the full space:
∣Ψ⟩ = ⨋
c
∫
∞
0
dr r2 ((⟨r∣⊗ ⟨c∣) ∣Ψ⟩) ∣r⟩⊗ ∣c⟩
⇔ Aˆ ∣Ψ⟩ = ⨋
c
∫
∞
0
dr r2 ((⟨r∣⊗ ⟨c∣) Aˆ ∣Ψ⟩) Aˆ ∣r⟩⊗ ∣c⟩
⇔ ∣Ψ⟩ = ⨋
c
∫
∞
0
dr r2 ⟨r, c∣Ψ⟩ ∣r, c⟩ (1.63)
where ∣Ψ⟩ = Aˆ ∣Ψ⟩, and the antisymmetrized basis states are defined as: ∣r, c⟩ = Aˆ(∣r⟩⊗ ∣c⟩). Thus, the basis
of the space of antisymmetric states Eas is:
⨋
c
∫
∞
0
dr r2 ∣r, c⟩ ⟨r, c∣ = 1ˆEas (1.64)
The coefficients ⟨r, c∣Ψ⟩ are the antisymmetrized channel wave functions:
⟨r, c∣Ψ⟩ = Ψc(r) = uc(r)
r
(1.65)
Using this notation, the expansion of the eigenstate is:
∣Ψ⟩ = ⨋
c
∫
∞
0
dr r2
uc(r)
r
∣r, c⟩ (1.66)
The second step in the derivation of CC equations is to use the expansion (1.66) in the stationary
Schrödinger equation and then project on a particular basis state ⟨r′, c′∣:
⨋
c
∫
∞
0
dr r2(Hc′,c(r′, r) −ENc′,c(r′, r))uc(r)
r
= 0 (1.67)
where:
Hc′,c(r′, r) = ⟨r′, c′∣Hˆ ∣r, c⟩ (1.68)
are Hamiltonian matrix elements, and:
Nc′,c(r′, r) = ⟨r′, c′∣r, c⟩ (1.69)
are the norm matrix elements in the channel representation.
The resolution of CC equations with the appropriate boundary conditions gives channel wave functions
uc(r)/r which describe the relative motion of a target and a projectile in a given reaction process. The set
of CC equations can be truncated further to keep only most important channels.
1.2.3 Link with the GSM
GSM in the CC representation provides the connection between the structure of target and projectile
nuclei, and the reaction process involving them. This link exists via channel states {∣c⟩} which contain
information about the structure of the target and the projectile. To express channel states in terms of the
respective target and projectile GSM states, one may apply the RGM [41,42]. In RGM, one assumes that
nucleons in a reaction process spend most of the time grouped in clusters, namely the target nucleus and
the projectile nucleus [186–188]. The mathematical expression of this ansatz for the channel state ∣c⟩ is:
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∣c⟩ = ∣cproj⟩⊗ ∣ctarg⟩ (1.70)
where the indices cproj and ctarg denote the sets of quantum numbers associated with, respectively, the pro-
jectile and the target. The channel space Echa can be splitted into E cha , proj and E cha , targ , corresponding
to the projectile channel subspace and target channel subspace, respectively. Moreover, following (1.59),
two bases {∣cproj⟩} and {∣ctarg⟩} can be defined:
⎛⎜⎝⨋cproj ∣cproj⟩ ⟨cproj∣
⎞⎟⎠⊗
⎛⎜⎝⨋ctarg ∣ctarg⟩⊗ ⟨ctarg∣
⎞⎟⎠ = 1ˆE cha , proj ⊗ 1ˆE cha , targ = 1ˆEcha (1.71)
Because of the RGM ansatz (1.70), the GSM target and projectile states can be directly used in the
expression for the target and projectile channel states ∣cproj⟩ and ∣cproj⟩. Reference articles about the
CC formalism in nuclear physics can be found in Refs. [189, 190]. The first application of the GSM-CC
formalism to the elastic and inelastic scattering of protons has been made by Jaganathen, Michel and
Płoszajczak [191].
1.2.3.1 Channel states expansion in the Berggren basis
In the present case, the projectile is considered to be a one-body system. In GSM, the target channel
state ∣ctarg⟩ of A − 1 nucleons is an antisymmetrized state given in terms of Slater determinants:
∣ctarg⟩ =∑
i
⟨SD(A−1)i ∣ctarg⟩ ∣SD(A−1)i ⟩ =∑
i
ai,ctarg ∣SD(A−1)i ⟩ (1.72)
The Slater determinants ∣SD(A−1)i ⟩ are built from a one-body Berggren basis generated by the target po-
tential. Also the antisymmetrized basis states: ∣r, cproj⟩ = Aˆ(∣r⟩⊗ ∣cproj⟩), can be expanded in a one-body
Berggren basis generated by the target potential:
∑
j
∣φj⟩ ⟨φj ∣ = 1ˆEprojas (1.73)
where each Berggren state ∣φi⟩ is an antisymmetrized state formed by radial and angular parts:
∣φi⟩ = Aˆ(∣φradi ⟩⊗ ∣l, s; j,mj⟩) (1.74)
In the above expression, l is the orbital momentum of the nucleon, s its spin and j is the total angular
momentum with the projection mj . For a one-body projectile, the channel state is:
∣cproj⟩ = ∣l, s; j,mj⟩ (1.75)
Thus the state ∣r, cproj⟩ writes:
∣r, cproj⟩ =∑
j
uj(r)
r
∣φj⟩ (1.76)
where ⟨φradj ∣r⟩ = uj(r)/r and Aˆ(∣φradj ⟩⊗ ∣cproj⟩) = ∣φj⟩. Finally, with the help of Eq.(1.76), the basis states
can be written as:
∣r, c⟩ =∑
j
uj(r)
r
∣φradj , c⟩ (1.77)
where ∣φradj , c⟩ = Aˆ(∣φradj ⟩⊗ ∣c⟩).
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1.2.3.2 Hamiltonian matrix elements
The matrix elements Hc′,c(r′, r) and Nc′,c(r′, r) in Eqs.(1.68) and (1.69), can be expressed with the help
of the expansion (1.77). The advantage of this expansion is the exact treatment of the antisymmetry in a
projectile-target system. The antisymmetry is neglected for high-energy states, since the target in GSM is
always in a bound or resonance state. Consequently, only a finite number of Slater determinants contribute
significantly to the target state and thus, the antisymmetry between these low-energy target states and the
high-energy projectile states is not very important and can be neglected in most cases.
The high-energy terms in (1.77) correspond to basis states associated with the high k-values or high-j
indices j > jmax, where jmax depends on the channel c. Hence, the expansion (1.77) splits into low-energy
and high-energy parts:
∣r, c⟩ = N∑
j=1
uj(r)
r
∣φradj , c⟩ = jmax−1∑
j=1
uj(r)
r
∣φradj , c⟩ + N∑
j=jmax
uj(r)
r
∣φradj , c⟩ (1.78)
with N the number of discretized states of the one-body Berggren basis {∣φj⟩}, and jmax the index from
which the antisymmetry effects are neglected:
N
∑
j=jmax
uj(r)
r
∣φradj , c⟩ = N∑
j=jmax
uj(r)
r
∣φradj ⟩⊗ ∣c⟩ (1.79)
The calculation of high-energy matrix elements of the kinetic energy operator and the Coulomb potential
needs a special attention. The applicability of an expansion (1.77) to express the matrix elements (1.68)
and (1.69), is valid only if kmax and N in the Berggren basis expansion are both sufficiently large. Indeed,
the completeness of the one-body Berggren basis is ensured for a continuous complex contour, i.e. when the
number of discretization points N goes to infinity. Therefore, the non-antisymmetrized high-energy terms
in the expansion (1.79) have to be evaluated differently. The idea is to take advantage of the analyticity
of matrix elements (1.68) and (1.69) if ∣r, c⟩ are non-antisymmetrized (∣r, c⟩ = ∣r⟩⊗ ∣c⟩). Eq.(1.79) becomes
then:
N
∑
j=jmax
uj(r)
r
∣φradj ⟩⊗ ∣c⟩ = ∣r⟩⊗ ∣c⟩ − jmax−1∑
j=1
uj(r)
r
∣φj⟩⊗ ∣ctarg⟩ (1.80)
The Hamiltonian (1.42) can thus split into terms acting on the projectile states ∣φj⟩ and the target states∣ctarg⟩:
Hˆ = Uˆbasis + Tˆ + Vˆres =
Nval
∑
i=1
Ubasis(rˆi) + Nval∑
i=1
ˆ⃗p2i
2µi
+ Vˆres = Hˆproj + Hˆtarg (1.81)
with Hˆproj which contains the basis potential and kinetic terms acting on the projectile states, and Hˆtarg
which contains the basis potential and kinetic terms acting on the target, plus the residual interaction.
Therefore:
Hˆproj ∣φj⟩ = Ej,cproj ∣φj⟩ and Hˆtarg ∣ctarg⟩ = Ectarg ∣ctarg⟩ (1.82)
The matrix elements (1.68) and (1.69) can then be evaluated using the expansion (1.77):
Hc′,c(r′, r) = N∑
j′=1
N
∑
j=1
uj′(r′)
r′
uj(r)
r
Hc′,c(j′, j) (1.83)
and:
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Nc′,c(r′, r) = N∑
j′=1
N
∑
j=1
uj′(r′)
r′
uj(r)
r
Nc′,c(j′, j) (1.84)
where Hc′,c(j′, j) = ⟨φradj′ , c′∣Hˆ ∣φradj , c⟩ and Nc′,c(j′, j) = ⟨φradj′ , c′∣φradj , c⟩.
In the calculation of sums in Eqs.(1.83) and (1.84), four cases have to be considered. In the first
case: j < jmax and j′ < jmax, the matrix elements are calculated in terms of Slater determinants to take into
account the antisymmetry. In the second and third cases: j < jmax and j′ ≥ jmax, and j ≥ jmax and j′ < jmax,
which are symmetric with respect to the exchange of j and j′, the matrix elements are both equal to zero
because the Berggren states ∣φj⟩ and ∣φj′⟩ with j or j ≥ jmax are orthogonal to all the states in the target
states. In the last case: j ≥ jmax and j′ ≥ jmax, there is no antisymmetry effect, thus only terms with j = j′
are non-zero, and consequently the method of Eq.(1.80) can be used. Finally, the last term: j > jmax and
j′ > jmax writes:
N
∑
j′=jmax
N
∑
j=jmax
uj′(r′)
r′
uj(r)
r
Hc′,c(j′, j)δj,j′ = N∑
j=1
uj(r′)
r′
uj(r)
r
Hc′,c(j, j) − jmax−1∑
j=1
uj(r′)
r′
uj(r)
r
Hc′,c(j, j) (1.85)
In this non-antisymmetrized case, the matrix elements Hc′,c(j, j) can be evaluated as:
Hc′,c(j, j) = Ej,cprojδc′targ,ctarg +Ectargδj,j′ (1.86)
In Eq.(1.85), the second sum is calculated numerically, whereas the first sum writes:
N
∑
j=1
uj(r′)
r′
uj(r)
r
Hc′,c(j, j) = N∑
j=1
uj(r′)
r′ Ej,cproj
uj(r)
r
δc′targ,ctarg +Ectarg
N
∑
j=1
uj(r′)
r′
uj(r)
r
(1.87)
But because of Eqs.(1.75) and (1.73):
N
∑
j=1
uj(r′)
r′ Ej,cproj
uj(r)
r
δc′targ,ctarg = (Ubasis(r) − h̵22µ 1r ∂2(r⋅)∂r2 + h̵2l(l + 1)2µr2 ) δ(r − r′)r2 δc′targ,ctarg (1.88)
with ⟨r∣r′⟩ = δ(r − r′)/r2. In the same way:
Ectarg
N
∑
j=1
uj(r′)
r′
uj(r)
r
= Ectarg
δ(r − r′)
r2
(1.89)
Finally, the matrix elements (1.68) and (1.69) are:
Hc′,c(r′, r) = − h̵22µ (1r ∂2(r⋅)∂r2 − l(l + 1)r2 − k2ctarg) δ(r − r′)r2 δc′targ,ctarg + Vc′,c(r′, r) (1.90)
where:
k2ctarg =
2µEctarg
h̵2
(1.91)
and:
Vc′,c(r′, r) = Ubasis(r)δ(r − r′)
r2
δc′targ,ctarg + V˜c
′,c(r′, r) (1.92)
with:
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V˜c′,c(r′, r) = jmax−1∑
j′=1
jmax−1
∑
j=1
uj′(r′)
r′
uj(r)
r
Hc′,c(j′, j) − jmax−1∑
j=1
uj(r′)
r′
uj(r)
r
(Ej,cprojδc′targ,ctarg +Ectarg) (1.93)
In the same way:
Nc′,c(r′, r) = δ(r − r′)
r2
δc′targ,ctarg + N˜c
′,c(r′, r) (1.94)
with:
N˜c′,c(r′, r) = jmax−1∑
j′=1
jmax−1
∑
j=1
uj′(r′)
r′
uj(r)
r
Nc′,c(j′, j) − jmax−1∑
j=1
uj(r′)
r′
uj(r)
r
δc′targ,ctarg (1.95)
1.2.3.3 Orthogonalization of the channel states
In general, the CC formalism leads to the generalized eigenvalue problem because different channel
states are non-orthogonal:
⟨r′, c′∣r, c⟩ ≠ 0 (1.96)
The non-orthogonality of channel states comes from the antisymmetry between the projectile and target
states. For example, in a simplified case of two target states:
∣c0⟩ = a0 ∣SDa⟩ + b0 ∣SDb⟩∣c1⟩ = a1 ∣SDa⟩ + b1 ∣SDb⟩ (1.97)
with:
⟨c0∣c1⟩ = 0 ⇔ a0a1 + b0b1 = 0 (1.98)
and with a projectile state ∣φj⟩ ∈ ∣SDa⟩ ⇒ ∣φj , SDa⟩ = 0, antisymmetrized overlap equals:
⟨φj , c0∣φj , c1⟩ = b0b1 ≠ 0 (1.99)
In order to formulate CC equations as a generalized eigenvalue problem, Eq.(1.67) must be expressed
in a new channel basis {∣r, c⟩o}, called the orthogonal channel basis, where:
o ⟨r′, c′∣r, c⟩o = δ(r′ − r)r2 δc′c (1.100)
The transformation from the non-orthogonal states ∣r, c⟩ to the orthogonal states ∣r, c⟩o is achieved with an
operator denoted Oˆ such that:
∣r, c⟩ = Oˆ 12 ∣r, c⟩o ⇔ ∣r, c⟩o = Oˆ− 12 ∣r, c⟩ (1.101)
Thus, the matrix elements in Eq.(1.67) can be expressed in the new basis as:
⟨r′, c′∣r, c⟩ = o ⟨r′, c′∣Oˆ 12 Oˆ 12 ∣r, c⟩o = o ⟨r′, c′∣Oˆ∣r, c⟩o (1.102)
Eq.(1.102) defines matrix elements of the operator Oˆ in the orthogonal channel basis. For this reason, the
operator Oˆ is usually called the overlap operator.
In the same way, the Hamiltonian matrix elements can be expressed as:
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⟨r′, c′∣Hˆ ∣r, c⟩ = ⟨r′, c′∣Oˆ− 12 Oˆ 12 HˆOˆ 12 Oˆ− 12 ∣r, c⟩ = o ⟨r′, c′∣Hˆo∣r, c⟩o (1.103)
with Hˆo = Oˆ
1
2 HˆOˆ
1
2 . Also:
⟨r, c∣Ψ⟩ = o ⟨r, c∣Oˆ 12 ∣Ψ⟩ = o ⟨r, c∣Ψo⟩ (1.104)
with ∣Ψo⟩ = Oˆ 12 ∣Ψ⟩.
The CC equations (1.67) can thus be transformed into:
⨋
c
∫
∞
0
dr r2(o ⟨r′, c′∣Oˆ∣r, c⟩o −Eo ⟨r′, c′∣Oˆ∣r, c⟩o)o ⟨r, c∣Ψo⟩ = 0 (1.105)
This equation corresponds to the following generalized eigenvalue problem:
Hˆo ∣Ψo⟩ = EOˆ ∣Ψo⟩ (1.106)
The method to transform Eq.(1.106) into a standard eigenvalue problem is the following:
Hˆo ∣Ψo⟩ = EOˆ ∣Ψo⟩ ⇔ Oˆ 12 HˆOˆ ∣Ψ⟩ = Oˆ 12EOˆ ∣Ψ⟩ ⇔ Hˆ ∣Φ⟩ = E ∣Φ⟩ (1.107)
with ∣Φ⟩ = Oˆ ∣Ψ⟩. Thus, Eq.(1.107) in the orthogonal channel basis takes the form:
⨋
c
∫
∞
0
dr r2(o ⟨r′, c′∣Hˆ ∣r, c⟩o −Eo ⟨r′, c′∣r, c⟩o)o ⟨r, c∣Φ⟩ = 0 (1.108)
with:
o ⟨r, c∣Φ⟩ = ⟨r, c∣Oˆ 12 ∣Ψ⟩ = wc(r)
r
(1.109)
The overlap between orthogonal channel states is given in Eq.(1.100). The Hamiltonian matrix elements
in Eq.(1.108) are expressed in the non-orthogonal channel basis:
o ⟨r′, c′∣Hˆ ∣r, c⟩o = ⟨r′, c′∣Oˆ− 12 HˆOˆ− 12 ∣r, c⟩ = ⟨r′, c′∣Hˆm∣r, c⟩ (1.110)
with Hˆm = Oˆ−
1
2 HˆOˆ− 12 the modified Hamiltonian. The CC equations which are used for numerical applica-
tions are thus:
⨋
c
∫
∞
0
dr r2 ⟨r′, c′∣Hˆm∣r, c⟩ wc(r)
r
= E
wc′(r′)
r′ (1.111)
In order to solve Eq.(1.111), the Hˆm matrix elements have to be calculated. Instead of calculating them
directly, one can separate their low-energy and high-energy parts to treat the antisymmetry. If the channel
states are expanded in a basis {∣φradj , c⟩} formed with the help of a radial Berggren basis basis {∣φradj ⟩}, like
in Eq.(1.77), the overlap operator Oˆ has a matrix representation O which looks like:
O =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
O0,0 ⋯ O0,i 0 0 0
⋮ ⋱ 0 0 0
Oi′,0 Oi′,i 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.112)
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where i = (c, j) and Oi′,i = Oc′,c(j′, j) = ⟨φradj′ , c′∣Oˆ∣φradj , c⟩ ∈ C. The Oi′,i elements are equal 1 for the high-
energy terms because channel states are orthogonal in this case. The matrix representation of Oˆ− 12 has the
same form. In practice, the calculation of Oˆ− 12 makes use of the Moore-Penrose pseudo-inverse described
in Appendix.A.3.
In order to have a precise treatment of the antisymmetry in the calculation of matrix elements of the
modified Hamiltonian, a new operator ∆ˆ can be defined:
Oˆ− 12 = ∆ˆ + 1ˆ (1.113)
which is associated with the part of Oˆ− 12 acting on the low-energy channel states. Then, instead of calcu-
lating the matrix elements of Hˆm directly, it is possible to calculate them as:
Hm = O
− 1
2HO− 12 = (∆ + 1)H(∆ + 1) =H +H∆ +∆H +∆H∆ (1.114)
In this formulation, the non-antisymmetrized terms are taken into account exactly with the identity op-
erator. This method is thus more precise from a numerical point of view. In practice, calculations of the
matrices O
1
2 , O− 12 and Hm are done in the HO basis.
Finally, inserting the expansion (1.114) of the modified Hamiltonian Hˆm in CC equations, one obtains:
⨋
c
∫
∞
0
dr r2(⟨r′, c′∣Hˆ ∣r, c⟩ + ⟨r′, c′∣Hˆ∆ˆ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ∆ˆ∣r, c⟩)wc(r)
r
= E
wc′(r′)
r′ (1.115)
The Hamiltonian matrix elements ⟨r′, c′∣Hˆ ∣r, c⟩ can be replaced by their expression in Eq.(1.90):
∑
c
∫
∞
0
dr r2 (− h̵2
2µ
(1
r
∂2(r⋅)
∂r2
−
l(l + 1)
r2
− k2ctarg) δ(r − r′)r2 δc′targ,ctarg + Vc′,c(r′, r) −Eδc′,c
+ ⟨r′, c′∣Hˆ∆ˆ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ∆ˆ∣r, c⟩ ) wc(r)
r
= 0 (1.116)
The matrix elements Vc′,c(r′, r) can also be replaced by Eq.(1.92), to finally give the CC equations for the
reduced radial wave functions wc(r)/r:
(− h̵2
2µ
(1
r
∂2(r⋅)
∂r2
−
l(l + 1)
r2
) + V (loc)c (r)) wc(r)r δ(r − r′)r2 δc′targ,ctarg +∑c′ ∫ ∞0 dr′ rr′2V
(non-loc)
c,c′ (r, r′)
rr′
wc′(r′)
r′
= (E −Ectarg)δ(r − r′)
r2
wc(r)
r
δc′targ,ctarg (1.117)
with the local potential V (loc)c (r) = Ubasis(r) which may depend on the channel c and the non-local potential:
1
r′rV
(non-loc)
c′,c (r′, r) = V˜c′,c(r′, r) + ⟨r′, c′∣Hˆ∆ˆ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ ∣r, c⟩ + ⟨r′, c′∣∆ˆHˆ∆ˆ∣r, c⟩ (1.118)
Once the Eq.(1.117) is solved, one has to use the equation:
uc(r)
r
=
wc(r)
r
+∑
c′
∫
∞
0
dr′ r′2 ⟨r, c∣Oˆ 12 ∆ˆOˆ 12 ∣r′, c′⟩ wc′(r′)
r′ (1.119)
to get back to the original radial channel wave functions uc(r)/r from wc(r)/r.
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1.2.3.4 Method of the equivalent potential
CC equations (1.117) contain a non-local potential which has to be treated using a generalization of
the method of the equivalent potential [45,192]. The basic idea is to find an effective local potential and a
source term which would replace the non-local potential. The CC equations are thus put in the form:
∂2wc(r)
∂r2
= ( l(l + 1)
r2
−
2µ
h̵2
(E −Ectarg))wc(r) + 2µ
h̵2
(V (loc)c (r)wc(r) +∑
c′
∫
∞
0
dr′ V (non-loc)c,c′ (r, r′)wc′(r′))
(1.120)
Then, the potentials are replaced by:
V (loc)c (r)wc(r) +∑
c′
∫
∞
0
dr′ V (non-loc)c,c′ (r, r′)wc′(r′) =∑
c′
V
(eq)
c,c′ (r)wc′(r) + Sc(r) (1.121)
where the equivalent potential is defined by:
V
(eq)
c,c′ (r) = V (loc)c (r)δc′,c + 1 − Fc′(r)wc′(r) ∑c′ ∫ ∞0 dr′ V (non-loc)c,c′ (r, r′)wc′(r′) (1.122)
and the source term is:
Sc(r) = Fc′(r)∑
c′
∫
∞
0
dr′ V (non-loc)c,c′ (r, r′)wc′(r′) (1.123)
The Fc(r) function is a smoothing function to cancel divergences of the equivalent potential V (eq)c,c′ (r) close
to zeroes of wc(r), except for r = 0 because there is no divergence of V (eq)c,c′ (r) at this point. Moreover, the
Fc(r) function is such that Fc(r) ≈ 1 close to the zero of wc(r) and negligible elsewhere. The ansatz for
Fc(r) is the following:
Fc(r) = e−α∣wc(r)w′c(r) ∣2 ⎛⎝1 − e−α∣w
asymp
c (r)
wc(r)
−1∣2⎞⎠ (1.124)
with:
w′c(r) = ∂wc(r)∂r (1.125)
w
asymp
c in Eq.(1.124) is the asymptotic form of wc(r) when r ∼ 0. The parameter α is typically chosen
between 10 and 100. Thus the CC equations are:
∂2wc(r)
∂r2
= ( l(l + 1)
r2
− k2c)wc(r) + 2µh̵2 (∑c′ V (eq)c,c′ (r)wc′(r) + Sc(r)) (1.126)
where:
k2c =
2µ
h̵2
(E −Ectarg) (1.127)
These equations are solved iteratively to determine the equivalent potential, the source term, and the
mutally orthogonal radial wave functions wc(r).
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1.2.3.5 Symmetrization of the equivalent potential
Due to the asymmetry of the equivalent potential with respect to the exchange of channels c and c′:
V
(eq)
c,c′ (r) ≠ V (eq)c′,c (r) (1.128)
the iterative resolution of CC equations (1.126) leads to unphysical results. To solve this problem, one has
to introduce the symmetrized equivalent potential:
V
(eq , sy)
c,c′ (r) = V (eq)c,c′ (r) + V (eq)c′,c (r)2 (c′ ≠ c) (1.129)
= V (eq)c,c (r) + 1 − Fc(r)wc(r) ∑c′≠c V
(eq)
c,c′ (r) − V (eq)c′,c (r)
2
wc′(r) (c′ = c) (1.130)
and the corresponding source term:
S(sy)c (r) = Sc(r) + Fc(r)∑
c′≠c
V
(eq)
c,c′ (r) − V (eq)c′,c (r)
2
wc′(r) (1.131)
To keep the form of CC equations (1.126) unchanged, the symmetrization of terms with c′ ≠ c requires the
modification of both the term with c′ = c (Eq.(1.130)) and the source term (Eq. (1.131)). Finally, the CC
equations write:
∂2wc(r)
∂r2
= ( l(l + 1)
r2
− k2c)wc(r) + 2µh̵2 (∑c′ V (eq , sy)c,c′ (r)wc′(r) + S(sy)c (r)) (1.132)
Starting point for solving Eqs.(1.132) is provided by a set of radial channel wave functions {wc(r)} obtained
by the diagonalization of CC equations (1.111) in the pole space.
1.2.3.6 Direct integration method
The CC equations (1.132) for r ∼ 0 are:
∂2wc(r)
∂r2
= ( l(l + 1)
r2
− ac)wc(r) + ∑
c′≠c
ac,c′wc′(r) (1.133)
In this limit, the source term can be neglected because it is important only close to the zeroes of the radial
wave functions wc(r), with the exception of point r = 0. In the above equations:
ac =
2µ
h̵2
V (eq , sy)c,c (0) − k2c (1.134)
ac,c′ =
2µ
h̵2
V
(eq , sy)
c,c′ (0) (1.135)
Due to the channel-channel couplings, the boundary conditions at r ∼ 0 are not always wc(r) ∼ rl+1. To
solve this problem, the radial wave functions wc(r) are expanded in the forward basis corresponding to the
internal region: 0 ≤ r ≤ R, where the nuclear part of the potential is not negligible, and in the backward
basis corresponding to the asymptotic region: R ≤ r ≤ Rmax, where the nuclear part of the potential is
negligible. The expansion of the CC equations in the forward basis is integrated from r = 0 to r = R, and
the expansion in the backward basis is integrated from r = Rmax to r = R. Contrary to the radial wave
functions wc(r), these new basis states have the correct boundary conditions. Thus the CC equations can
be integrated numerically in each region, with the matching condition at r = R.
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The expansion in the internal region 0 ≤ r ≤ R is:
wc(r) =∑
b
A
(0)
b
w
(0)
c,b
(r) (1.136)
with A(0)
b
a constant which is determined by the matching condition. For a given channel b, the forward
basis states have the following boundary conditions:
w
(0)
c,b
(r) ∼
r∼0 r
lb+1 (c = b)
∼
r∼0
ac,b(lb + 2)(lb + 3) − lc(lc + 1)C(0)b rlb+3 (c ≠ b, lc ≠ lb + 2)
∼
r∼0
ac,b
2lb + 5
C
(0)
b
rlb+3 ln(r) (c ≠ b, lc = lb + 2) (1.137)
where lb is the orbital angular momentum associated with the channel b, and C
(0)
b
is a constant determined
by the previous iteration.
In the same way, the expansion in the asymptotic region R ≤ r ≤ Rmax is:
wc(r) =∑
b
A
(+)
b
w
(+)
c,b
(r) +w(−)c (r) (1.138)
where w(−)c (r) is an incoming channel wave function which equals zero if wc(r) is associated with a bound
state or a decaying resonance. The boundary conditions are in this case given by:
w
(+)
c,b
(r) ∼
r→∞ C
(+)
b
H+lb(ηb, kbr) (c = b)
=
r→∞ 0 (c ≠ b) (1.139)
and:
w(−)c (r) ∼
r→∞H
−
lc
(ηc, kcr) (c = c0)
=
r→∞ 0 (c ≠ c0) (1.140)
with c0 the entrance channel and ηc the Sommerfeld parameter of the channel c. The matching conditions
thus write:
∑
b
(A(0)
b
w
(0)
c,b
(R) −A(+)
b
w
(+)
c,b
(R)) = w(−)c (R) (1.141)
and:
∑
b
⎛⎜⎝A(0)b ∂w
(0)
c,b
(r)
∂r
RRRRRRRRRRRRRr=R −A
(+)
b
∂w
(+)
c,b
(r)
∂r
RRRRRRRRRRRRRr=R
⎞⎟⎠ = ∂w
(−)
c (r)
∂r
RRRRRRRRRRRr=R (1.142)
or in a matrix form without the incoming wave functions:
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
w
(0)
0,0 (R) 0 0 ⋯ 0 w(+)0,0 (R) 0 0 ⋯ 0
w′(0)0,0(R) 0 0 ⋯ 0 w′(+)0,0 (R) 0 0 ⋯ 0
0 w(0)1,1 (R) 0 ⋯ 0 0 w(+)1,1 (R) 0 ⋯ 0
0 w′(0)1,1(R) 0 ⋯ 0 0 w′(+)1,1 (R) 0 ⋯ 0
0 0 ⋱ ⋯ 0 0 0 ⋱ ⋯ 0
0 0 ⋱ ⋯ 0 0 0 ⋱ ⋯ 0
0 0 0 ⋯ w(0)
c,b
(R) 0 0 0 ⋯ w(+)
c,b
(R)
0 0 0 ⋯ w′(0)
c,b
(R) 0 0 0 ⋯ w′(+)
c,b
(R)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A
(0)
0
A
(0)
1
⋮
A
(0)
b
A
(+)
0
A
(+)
1
⋮
A
(+)
b
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0 (1.143)
with:
w′(0/+)c,b (R) = ∂w(0/+)c,b (r)∂r
RRRRRRRRRRRRRr=R (1.144)
For bound states and resonances, Eq.(1.143) is the generalization of the Jost function to an arbitrary
number of channels.
Finally, the Schrödinger equation (1.133) for w(0)
c,b
(r) in the internal region and for w(+)
c,b
(r) in the
external region, is solved using the Bulirsch-Stoer method [193]. The radial wave functions wc(r) are then
obtained using the matching conditions (1.141) and (1.142) and the corresponding expansions (1.136) and
(1.138).
1.3 Overview of the other methods including the continuum
Other microscopic methods are avaible to solve the nuclear N -body problem with an explicit treatment
of the continuum. In this section, a brief and non-exhaustive review of these methods is done.
• The CSM/SMEC approaches, presented in Sec.1.1.2.2, give a unified framework for the description
of structure and reactions with up to two nucleons in the scattering continuum.
• The continuum Quasiparticle Random Phase Approximation (QRPA) calculations [194–196] are per-
formed in a box and thus with a discretized continuum. A variant of QRPA with the Berggren basis
has been tested in Ref. [197].
• The Lorentz Integral Transform (LIT) method [198,199] calculates inelastic response functions r(E)
from the inversion of their integral transform L(σ) with a Lorentz kernel K(σ,E):
L(σ) = ∫ K(σ,E)r(E) (1.145)
The integral transfrom L(σ) can be obtained using bound-state methods. Due to the numerical
inaccuracies of the inverse transformation, this method is limited to narrow resonances.
• The Quantum Monte Carlo (QMC) method described in Ref. [200], which is limited to low-lying
narrow resonances.
• The Coupled-Cluster Theory is an ab initio approach which is well adapted to the description of
medium-heavy mass nuclei [201] with the interactions derived from EFT [202]. This approach can be
used to describe systems with up to two nucleons outside of the closed (sub)shell nuclei. The use of
Berggren basis in the CCT [103,203–205] allows to describe long chains of isotopes from well bound to
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unbound ones. The recent application of the CCT to neutron-rich isotopes of Ca [206], demonstrate
the potential of this approach in the regions of nuclear chart which are not accessible by any other
ab initio approach.
• The No-Core Shell Model with Resonating Group Method (NCSM/RGM) is an extension of the
NCSM to the reactions. The NCSM/RGM employs interactions derived from EFT. The continuum
of the projectile and the target is approximated via the outgoing boundary conditions of the channel
states. Recently, NCSM/RGM has been used to describe one-body elastic and inelastic scattering
reactions [35, 43, 207], radiative capture reactions [208], deuteron scattering reactions [209, 210] and
fusion reaction [211]
• The No-Core Shell Model with Continuum is an ab initio approach based on the NCSM and its
extension to the reactions, the NCSM/RGM. In the NCSM, the N -body eigenstates of the system can
be written symbolically as {∣NCSM⟩λ}, where λ is the index of the eigenstate. In the NCSM/RGM,
the channel states formed by the (N − n)-body target states and the n-body projectile states are
denoted {∣NCSM/RGM⟩α} where α is the index of the channel. Then, it is possible to write bound
and unbound eigenstates of the system as:
∣Ψ⟩ =∑
λ
∣NCSM⟩λ +⨋
α
∣NCSM/RGM⟩α (1.146)
The formulation of NCSMC resembles the CSM/SMEC but neglects the feedback of the continuum
couplings on the discrete states of the NCSM. The NCSMC approach has been applied recently for
the description of resonances of 7He [110,111].
• The No-Core Gamow Shell Model is an exact ab initio approach based on the GSM with interactions
derived from EFT. It has been applied to the description of bound states and resonances in 3H and
3,4,5He [40]. The NCGSM approach to calculate bound states, resonances and scattering states leads
to the dimensional explosion which can be somewhat tamed using the DMRG method [182, 183], a
powerful truncation scheme to select the most important continuum configurations by retaining only
the largest eigenvalues of the density matrix at each iteration.
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Gamow shell model description of proton
and neutron radiative capture reactions
2.1 Introduction
Nuclear physics drives many astrophysical processes [212–214]. These include the Big Bang nucleosyn-
thesis and the evolution of stars. The observed abundances of the elements in the Universe cannot be
explained without nuclear reaction rates. The lifetimes of stars depend on the stellar mass and the time
scale of the internal nuclear processes. A reliable description of the underlying astrophysical scenarios
depends on the nuclear properties in the different regions of the Segré chart, involving both nuclei close to
the valley of stability as well as exotic nuclei close to the drip lines.
Capture cross sections for most of the nuclei involved in the Big Bang nucleosynthesis and the stellar
nucleosynthesis are difficult if not impossible to measure in laboratory, and thus indirect experimental
approaches have to be employed. Often, capture cross sections have to be extrapolated at low-energies since
no data are available, but the presence of resonances near the threshold can complicate these extrapolations.
In the present study, the proton and neutron radiative capture processes are considered. The radiative
capture process is defined as1 A1 +A2 → A + γ, where A1 and A2 are the target and the projectile, and
A is the compound nucleus formed by the capture of A2 by A1 with the emission of a photon γ. This
process is governed by the nuclear forces and the electromagnetic interaction, and it is thus a probe
for astrophysical phenomena. In particular, the proton and neutron radiative capture reactions are the
dominant radiative capture reactions in the nucleosynthesis. They play an important role in the Big Bang
and stellar nucleosynthesis, in the cold and hot2 CNO cycles, in the proton-proton (pp) chains reactions,
and in the stationary and explosive hydrogen burning chains. A review on CNO cycles and pp chain
reactions is given in [215] and those cited hereafter are detailed in Appendix A.4.
In this work, three reactions are investigated using the GSM-CC formalism:
• The 17F(p, γ)18Ne reaction is in competition with the 17F(β+)18O beta decay reaction in the cold
CNO-II cycle to give the hot CNO-II cycle. The 17F(p, γ)18Ne reaction is also involved in the hot
CNO-III cycle, and is expected to play a role in a possible transition from the hot CNO cycles to the
rp-process in novae [216, 217]. There are no experimental data for 17F(p, γ)18Ne reaction, but it has
been studied theoretically in a microscopic cluster model [218] and in SMEC [73].
• The 7Be(p, γ)8B reaction is of particular importance in astrophysics, since it is involved in the pp-II
and pp-III chains. Indeed, the relative rates of the 7Be(e−, νe)7Li reaction and the 7Be(p, γ)8B reaction
determine the pp-I/pp-II branching ratio, and thus the ratio of the neutrino fluxes coming from 7Be
1This reaction is usually denoted A1(A2, γ)A in nuclear physics.
2The hot CNO cycles are dominant at high pressure and temperature, when the proton capture becomes competitive to
the β+ decay.
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and 8B [215]. Also, from all solar neutrinos coming from the Sun, those due to 8B beta decay have
the higher energies [219]. Moreover, the 7Be(p, γ)8B reaction is involved in the stationary hydrogen
burning chain. This reaction has been studied experimentally by the direct proton capture [220–230]
and the Coulomb dissociation of 8B [231–235]. Several theoretical descriptions are avaible for this
reaction: the SMEC [67], the microscopic cluster model [236] and the NCSM/RGM [208].
• The 7Li(n, γ)8Li reaction is involved in the Big Bang nucleosynthesis. This reaction, which is the
mirror reaction of 7Be(p, γ)8B, has been studied experimentally [237–240] and theoretically with the
SMEC [67] and a microscopic cluster model [241].
In Sec.2.2, proton/neutron radiative capture processes and their description in the GSM-CC approach
are presented. Then, the cross section formulae (Sec.2.3), the method of calculation (Sec.2.4) and the matrix
elements (Sec.2.5) are discussed. Finally, results for 17F(p, γ)18Ne, 7Be(p, γ)8B and 7Li(n, γ)8Li reactions
are presented as a proof of principle for the applicability of GSM-CC framework to nuclear radiative capture
reactions.
2.2 Radiative capture process
In the transition from an initial state of angular momentum Ji and parity πi, to a final state of angular
momentum Jf and parity πf , with the emission of a photon of angular momentum L, the conservation
of the total angular momentum implies: ˆ⃗Ji =
ˆ⃗
Jf +
ˆ⃗
L. In the initial state: ˆ⃗Ji =
ˆ⃗
j +
ˆ⃗
Jtarg,
ˆ⃗
j is the angular
momentum of the one-body projectile (proton or neutron) with the projection mj = ±1/2, and ˆ⃗Jtarg is the
total angular momentum of the target with the projection Mtarg. The total angular momentum projection
on the (Oz) axis Mi satisfies: ∣mj −Mtarg∣ ≤Mi ≤mj +Mtarg. In the final state: ˆ⃗Ji = ˆ⃗Jf + ˆ⃗L. Conservation
of the total angular momentum and the angular momentum projection in the reaction implies:
ˆ⃗
L = ˆ⃗Ji −
ˆ⃗
Jf and ∣Mi −Mf ∣ ≤ML ≤Mi +Mf (2.1)
where Mf ,
ˆ⃗
L, and ML are the projection of the final angular momentum, the photon angular momentum,
and its projection, respectively. The parity conservation implies that electric (E) and magnetic (M)
transitions of multipolarity L carry the parity:
(EL) πE = (−1)L (2.2)(ML) πM = (−1)L+1 (2.3)
The GSM-CC calculations are done in COSM coordinates but the radiative capture cross section is
expressed in the CM frame of reference. The initial energy is:
E
(COSM)
i = E
(COSM)
proj +E
(COSM)
T (2.4)
where E(COSM)i , E
(COSM)
proj and E
(COSM)
T are the total energy, the projectile energy, and the GSM target
binding energy, respectively. All energies are calculated in the COSM reference system. The link between
the projectile energies in COSM and CM frames of reference is given by:
E
(COSM)
proj = E
(CM)
proj
A
A − 1
=
h̵2(k(CM)proj )2
2mp
A
A − 1
(2.5)
where k(CM)proj is the linear momentum of the projectile given in input. Energy conservation implies that the
final energy is:
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E
(COSM)
i = E
(COSM)
f
+Eγ (2.6)
where E(COSM)
f
is the compound system binding energy in the COSM frame of reference, and Eγ = kγ h̵c is
the photon energy which does not depend on the chosen reference system.
Resonances in the spectrum of the (A + 1)-nucleon composite system correspond to the peaks in the
radiative capture cross section at the CM energy:
ECM = E
(A+1)
i [GSM-CC] −E(A)0 [GSM] (2.7)
Here E(A+1)i [GSM-CC] is the GSM-CC energy of the resonance ’i’ in the (A + 1)-system, and E(A)0 [GSM]
is the GSM ground state energy of the target nucleus.
The cross section for a final state of the total angular momentum Jf is:
σJf (ECM) = ∫ 2π
0
dϕγ ∫
π
0
sin θγdθγ
dσJf (ECM, θγ , ϕγ)
dΩγ
(2.8)
The expression for the differential cross section will be given in the next subsection. The total cross section
is thus:
σ(ECM) =∑
Jf
σJf (ECM) (2.9)
In practical applications, one often shows the astrophysical factor:
S(ECM) = σ(ECM)ECMe2πη (2.10)
which removes the trivial exponential dependence of the cross section at low energies due to the Coulomb
barrier. The parameter η in (2.10) is the Sommerfeld parameter (1.46).
The description of electromagnetic transitions requires effective charges for proton and neutron. For E1
electromagnetic transitions, the standard values are [242]:
e
p
eff = e(1 − ZA)
eneff = −e
Z
A
(2.11)
where Z and A are the proton number and the total number of nucleons, respectively. The standard values
for E2 transitions are:
e
p
eff = e(1 − ZA + ZA2)
eneff = −e
Z
A2
(2.12)
There is no need for effective charges for M1 transitions. One should keep in mind that the effective charges
extracted experimentally show often significant deviations from these theoretical estimates [243].
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2.2.1 Description of the 17F(p, γ)18Ne reaction
The ground state of the 17F target (Jπtarg = 5/2+1 ) is bound by 0.6 MeV with respect to 16O. The final
system 18Ne has five bound states Jπ = 0+1 , 2+1 , 4+1 , 0+2 , 2+2 below the proton emission threshold at the energy
Sp = 3.922 MeV.
The model space in GSM and GSM-CC calculations of 17F and 18Ne is limited by the inert core of 16O.
The core is described by a WS potential (see Tab.2.1) for each considered partial wave l = 0 and 1. The
radius of the Coulomb potential is rc = 3.050 fm.
Parameter Value
a 0.65 fm
R0 3.050 fm
Vo(l = 0,1) 55.5238 MeV
Vso(l = 0,1) 6.149 MeV
Table 2.1 – Parameters of the WS potential for 16O nucleus in the description of 17F and 18Ne.
Valence nucleons can occupy the 0d5/2 and 1s1/2 discrete s.p. states (see Fig.2.1) and several non-
resonant s.p. continuum states on discretized contours: L+s1/2 , L
+
p1/2
, L+p3/2 , L
+
d3/2
and L+d5/2 . Each con-
tour consists of three segments joining the points: k = 0, kpeak = 0.5 − i0.5 fm−1, kmiddle = 1.0 fm−1 and
kmax = 3.0 fm−1, and each segment is discretized by respectively 7, 7 and 15 points. Each bound or scatter-
ing s.p. state becomes a new shell in the many-body calculations. Hence, GSM and GSM-CC calculations
for 18Ne are done in 147 shells: 30 s1/2 and d5/2 shells, and 29 p1/2, p3/2, d3/2 shells.
0s1/2
0p3/2
0p1/2
0d5/2
1s1/2
0s1/2
0p3/2
0p1/2
core: 16O (Jπ = 0+)
p n
Figure 2.1 – The configuration space of 18Ne.
The two-body interaction in 18Ne is given by the modified surface Gaussian interaction (MSGI) [113]:
VˆT,J(r⃗1, r⃗2) = V (0)T,J e−( r1−R0µ )2e−( r2−R0µ )2F (R0, r1)F (R0, r2) lmax∑
l=0
[Yˆl(u⃗r1)⊗ Yˆl(u⃗r2) ]00 (2.13)
where:
F (R0, r) = 1
1 + e
r−2R0+rf
µF
(2.14)
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MeV MeV
0+1-4.522
0+1 (-4.583)
0+1 -4.022
2+1-2.635 2+1 (-2.613)
2+1 -2.221
4+1
-1.146
4+1 (-1.132)
4+1 -1.112
0+2-0.946
0+2 (-0.917) 0+2 -0.9492
+
2-0.906
2+2 (-1.491)
2+2 -1.438
3+10.039
3+1 (0.025)
3+1 0.05
Exp GSM GSM-CC
Figure 2.2 – Spectrum of 18Ne with a core of 16O. Energies are given relative to the 16O core.
is the Fermi function with rf = 1 fm and µF = 0.05 fm. F (R0, r) is almost zero for r > 2R0. Parameters of
the MSGI interaction are given in Tab.2.2.
Parameter Value
R0 3.4 fm
µ 1.0 fm
VT=1,J=0 -8.55 MeV
VT=1,J=2 -5.75 MeV
VT=1,J=3 4 MeV
VT=1,J=4 -2.5 MeV
Table 2.2 – Parameters of the MSGI interaction for 18Ne. Remaining VT,J parameters are all equal zero.
In GSM, the ground state of 17F is bound by 0.617 MeV with respect to 16O, which is close to the
experimental value. Reaction channels in GSM-CC calculations are generated by a coupling of the ground
state Jπtarg = 5/2+ of 17F and the proton partial waves: s1/2, p1/2, p3/2, d3/2 and d5/2. The composite states
of 18Ne ([17F(Jπtarg)⊗ p(l, j)]Jpif ) are: Jπf = 0+1 , 2+1 , 4+1 , 0+2 , 2+2 bound states and 3+1 resonance.
The spectra of 18Ne calculated using GSM and GSM-CC are compared with the experimental data in
Fig.2.2. According to the Eq.(2.7), the 3+1 resonance peak in 18Ne is expected to be found atECM = 0.667 MeV.
This resonance should be seen in M1 and E2 transitions. Using the same formula, the calculated proton
separation energy in 18Ne is: S(th)p = −E(0)CM = 3.405 MeV, below the experimental value Sp = 3.922 MeV.
The proton and neutron effective charges in this reaction correspond to theoretical estimates given in
Eqs.(2.11) and (2.12): epeff(E1) = 0.444, eneff(E1) = −0.555 and: epeff(E2) = 0.475, eneff(E2) = −0.031 for E1 and
E2 transitions, respectively.
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2.2.2 Description of the 7Be(p, γ)8B reaction
The ground state Jπtarg = 3/2−1 of 7Be is bound by 5.6 MeV with respect to the proton emission threshold.
The final system 8B has one weakly bound state Jπ = 2+1 below the proton emission threshold at the energy
Sp = 0.1375 MeV.
The model space in GSM and GSM-CC calculations of 7Be and 8B is limited by the inert core of 4He.
The core is described by a WS potential (see Tab.2.3) for each considered partial wave l = 0,1 and 2. The
radius of the Coulomb potential is rc = 2.800 fm.
Parameter Value for protons Value for neutrons
a 0.65 fm 0.65 fm
R0 2.0 fm 2.0 fm
Vo(l = 0) 61.5 MeV 70.6735 MeV
Vso(l = 0) 0 MeV 0 MeV
Vo(l = 1) 44.3967 MeV 70.6734 MeV
Vso(l = 1) 7.80188 MeV 7.86276 MeV
Vo(l = 2) 44.3967 MeV 0 MeV
Vso(l = 2) 7.80188 MeV 0 MeV
Table 2.3 – Parameters of the WS potential for 4He nucleus in the description of 7Be and 8B.
Valence nucleons can occupy the 0p3/2 and 0p1/2 discrete s.p. states (see Fig.2.3) and several non-
resonant s.p. continuum states on discretized contours: L+s1/2 , L
+
p1/2
, L+p3/2 , L
+
d3/2
and L+d5/2 . Each contour
consists of three segments joining the points: kpeak = 0.15 − i0.14 fm−1, kmiddle = 0.3 fm−1 and kmax = 2.0 fm−1,
and each segment is discretized by 10 points. Hence, GSM and GSM-CC calculations are done in 152 shells:
31 p3/2 and p1/2 shells, and 30 s1/2, d3/2 and d5/2 shells.
0s1/2
0p3/2
0p1/2
0s1/2
0p3/2
0p1/2
core: 4He (Jπ = 0+)
p n
Figure 2.3 – The configuration space of 8B.
The two-body interaction in 7Be and 8B is given by the FHT force [244, 245] described in Appendix
A.6. The parameters of the FHT interaction are given in Tab.2.4 and in Appendix A.6 (see Tabs.A.1, A.2
and A.3).
In GSM, the ground state of 7Be is bound by 9.378 MeV with respect to 4He, which is close to the
experimental value at Eexp = 9.304 MeV. Reaction channels are generated by a coupling of the ground
state Jπtarg = 3/2− of 7Be and the proton partial waves: s1/2, p1/2, p3/2, d3/2 and d5/2. The composite states
of 8B ([7Be(Jπtarg)⊗ p(l, j)]Jpif ) are 2+1 bound state, and 1+1 , 3+1 resonances.
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Parameter Value [MeV]
VC,odd,t 4.00906
VC,even,t -3.22579
VC,odd,s 2.22077
VC,even,s -9.51008
VSO,odd,t -1448.32
VSO,even,t 0
VT,odd,t 15.3946
VT,even,t -15.4834
Table 2.4 – Parameters of the FHT interaction for 7Be and 8B calculations. The first indices “C”, “SO”
and “T” are for central, spin-orbit and tensor respectively, and the last indices “s” and “t” are for singlet
and triplet.
MeV MeV
2+1-9.442
2+1 (-9.731)
2+1 -9.515
1+1-8.672 1+1 (-8.369) 1+1 -8.746
3+1-7.122
3+1 (-8.133)
3+1 -7.195
Exp GSM GSM-CC
Figure 2.4 – Spectrum of 8B with a core of 4He. Energies are given relative to the 4He core.
The spectra of 8B calculated using GSM and GSM-CC are compared with the experimental data in
Fig.2.4. In GSM-CC calculations, the channel-channel coupling potentials Vc,c′ have been slightly ad-
justed for each considered state of 8B. The new potentials are: V˜c,c′ = c(Jπ)Vc,c′ , where c(Jπ) are the
corrective factors. Values of these multiplicative corrective factors are: c(2+1) = 1.0122, c(1+1) = 1.0668, and
c(3+1) = 1.0225. According to (2.7), the 1+1 resonance peak in 8B is expected at ECM = 0.632 MeV. Similarly,
the 3+1 resonance peak is expected at ECM = 2.183 MeV. Both resonances should be seen in M1 transitions.
The 1+1 resonance could also be seen in E2 transitions. The calculated proton separation energy using
Eq.(2.7) is S(th)p = 0.137 MeV, in agreement with the experimental value Sp = 0.1375 MeV.
The proton and neutron effective charges in this reaction correspond to the theoretical estimates and
equal: epeff(E1) = 0.375, eneff(E1) = −0.625 and: epeff(E2) = 0.4531, eneff(E2) = −0.0781 for E1 and E2 transi-
tions, respectively.
2.2.3 Description of the 7Li(n, γ)8Li reaction
The 7Li(n, γ)8Li reaction is the mirror reaction of 7Be(p, γ)8B. The ground state Jπtarg = 3/2−1 of 7Li is
bound by 7.25 MeV with respect to the neutron emission threshold. The final nucleus 8Li has two bound
states Jπ = 2+1 and 1+1 below the neutron emission threshold at the energy Sn = 2.03262 MeV.
The model space in GSM and GSM-CC calculations of 7Li and 8Li is limited by the inert core 4He.
The core is described by a WS potential (see Tab.2.5) for each considered partial wave l = 0,1 and 2. The
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radius of the Coulomb potential is rc = 2.800 fm.
Parameter Value for protons Value for neutrons
a 0.65 fm 0.65 fm
R0 2.0 fm 2.0 fm
Vo(l = 0) 71.0752 MeV 43.6438 MeV
Vso(l = 0) 0 MeV 0 MeV
Vo(l = 1) 71.0752 MeV 43.6438 MeV
Vso(l = 1) 7.90622 MeV 7.84517 MeV
Vo(l = 2) 0 MeV 43.6438 MeV
Vso(l = 2) 0 MeV 0 MeV
Table 2.5 – Parameters of the WS potential for 4He nucleus in the description of 7Li and 8Li.
Valence nucleons can occupy the 0p3/2 and 0p1/2 discrete s.p. states (see Fig.2.5) and several non-
resonant s.p. continuum states on discretized contours: L+s1/2 , L
+
p1/2
, L+p3/2 , L
+
d3/2
and L+d5/2 . Each contour
consists of three segments joining the points: kpeak = 0.15 − i0.14 fm−1, kmiddle = 0.3 fm−1 and kmax = 2.0 fm−1,
and each segment is discretized by 10 points. The GSM and GSM-CC calculations are done in 152 shells:
in 31 p3/2 and p1/2 shells, and 30 s1/2, d3/2 and d5/2 shells.
0s1/2
0p3/2
0p1/2
0s1/2
0p3/2
0p1/2
core: 4He (Jπ = 0+)
p n
Figure 2.5 – The configuration space of 8Li.
The two-body interaction in 7Li and 8Li is given by FHT force [244, 245]. The parameters of the FHT
interaction are given in Tab.2.6 and in Appendix A.6 (see Tabs.A.1, A.2 and A.3).
In GSM, the ground state of 7Li is bound by 11.228 MeV with respect to 4He, i.e. close to the ex-
perimental value (Eexp = 10.948 MeV). Reaction channels are generated by a coupling of the ground state
Jπtarg = 3/2− of 7Li and the proton partial waves: s1/2, p1/2, p3/2, d3/2 and d5/2. The composite states of 8Li[7Li(Jπtarg)⊗ p(l, j)]Jpif are 2+1 , 1+1 bound states, and 3+1 resonance.
The spectra of 8Li calculated using GSM and GSM-CC are compared with the experimental data in
Fig.2.6. The channel-channel coupling potentials in GSM-CC calculations have been slightly adjusted for
each considered state of 8Li, as described in Sec.2.2.2 for 8B. Values of the multiplicative corrective factors
are: c(2+1) = 1.0380, c(1+1) = 1.0594 and c(3+1) = 1.0320.
The 3+1 resonance peak in 8Li is expected at ECM = 0.223 MeV. This resonance should be seen in M1
and E2 transitions. The calculated neutron separation energy according to (2.7) is S(th)n = 2.032 MeV, in
agreement with the experimental value Sn = 2.03262 MeV.
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Parameter Value [MeV]
VC,odd,t 4.03185
VC,even,t -4.95286
VC,odd,s 2.23361
VC,even,s -7.63465
VSO,odd,t -1456.55
VSO,even,t 0
VT,odd,t 15.4822
VT,even,t -15.5716
Table 2.6 – Parameters of the FHT interaction for 7Li and 8Li calculations. For more information, see the
Tab.2.4.
MeV MeV
2+1-12.981 2+1 (-12.917) 2+1 -13.26
1+1-12.00 1+1 (-11.878) 1+1 -12.28
3+1-10.726
3+1 (-11.516)
3+1 -11.005
Exp GSM GSM-CC
Figure 2.6 – Spectrum of 8Li with a core of 4He. Energies are given relative to the 4He core.
The proton and neutron effective charges in this reaction correspond to theoretical estimates and equal:
e
p
eff(E1) = 0.625, eneff(E1) = −0.375 and: epeff(E2) = 0.7660, eneff(E2) = −0.0534 for E1 and E2 transitions re-
spectively.
2.3 Proton/neutron radiative capture cross section
The differential cross section for proton capture A(p, γ)B can be calculated from Fermi’s golden rule,
which relates the cross section to the matrix elements of a transition operator between an initial state ∣i⟩ of
energy Ei and a final state ∣f⟩ of energy Ef . In the present study, the differential cross section is calculated
following the derivation given in Ref. [246]:
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dσ
dΩγ
=
1
8π
(kγ
k
)( e2
h̵c
)(µuc2
h̵c
) 1
2s + 1
1
2Jtarg + 1
× ∑
Mi,Mf ,
Mtarg,ML,
P,ms
RRRRRRRRRRRR∑L iL
√
2π(2L + 1)⎛⎝kLγk ⎞⎠
√
L + 1
L
P(2L + 1)!!DLMLP (ϕγ , θγ ,0) ⟨Ψf(Jf ,Mf)∣MˆL,ML ∣Φi(Mi)⟩
RRRRRRRRRRRR
2
(2.15)
=
1
2π
(kγ
k
)( e2
h̵c
)(µuc2
h̵c
) 1
2s + 1
1
2Jtarg + 1
∑
Mi,Mf ,
Mtarg,ML,
P,ms
∣∑
L
gLML,P (k, kγ , ϕγ , θγ) ⟨Ψf(Jf ,Mf)∣MˆL,ML ∣Φi(Mi)⟩∣2
(2.16)
where:
gLML,P (k, kγ , ϕγ , θγ) = iL√2π(2L + 1)⎛⎝kLγk ⎞⎠
√
L + 1
L
P(2L + 1)!!DLMLP (ϕγ , θγ ,0) (2.17)
and:
• kγ , in fm−1, is the linear momentum of the emitted photon : kγ = (Ef −Ei)/(h̵c).
• e2/(h̵c) is the electromagnetic coupling constant.
• k, in fm−1, is the linear momentum of the incoming proton in the CM frame of reference.
• µuc2, in MeV, is the reduced mass of the system (A + 1).
• s is the spin of the proton and Jtarg the total spin of the target.
• P = ±1 is the polarization of the photon.
• L and ML are the multipoles and multipole projections of the photon.
• DLMLP (ϕγ , θγ ,0) is the Wigner D-matrix, function of the angular variables θγ and ϕγ of the photon.
• MˆL,ML is the electromagnetic transition operator.
The final state ∣f⟩ corresponds to the CC state ∣Ψf(Jf ,Mf)⟩ of a total angular momentum Jf and projection
Mf . The initial state ∣i⟩ has a fixed value of the total angular momentum projection Mi, and it is denoted∣Φi(Mi)⟩ in Eq.(2.16) with:
∣Φi(Mi)⟩ = ∑
Ji,ce
ilceeiσlce
√
2lce + 1 ∣Ψi(Ji,Mi, ce)⟩ ⟨lce ,0, s,ms∣(lce , s)jce ,ms⟩ ⟨jce ,ms, Jtarg,Mtarg∣(jce , Jtarg)Ji,Mi⟩
(2.18)
where ∣Ψi(Ji,Mi, ce)⟩ is the initial CC state with a total angular momentum Ji and an entrance channel3
ce. This state can be expressed in terms of channels as usual:
∣Ψi(Ji,Mi, ce)⟩ =∑
c
∣Ψi(Ji,Mi, ce)⟩c (2.19)
3For each ce value, the entrance channel corresponds to a different channel c.
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Thus, the differential cross section writes:
dσ
dΩγ
=
1
2π
(kγ
k
)( e2
h̵c
)(µuc2
h̵c
) 1
2s + 1
1
2Jtarg + 1
× ∑
Mi,Mf ,
P,ms,
Mtarg,ML
RRRRRRRRRRR∑L gLML,P (k, kγ , ϕγ , θγ) ∑Ji,ce ⟨Ψf(Jf ,Mf)∣MˆL,ML ∣Ψi(Ji,Mi, ce)⟩
× ⟨lce ,0, s,ms∣(lce , s)jce ,ms⟩ ⟨jce ,ms, Jtarg,Mtarg∣(jce , Jtarg)Ji,Mi⟩ ∣2 (2.20)
Now the summations can be arranged so that terms depending of the angular projection are put together:
dσ
dΩγ
=
1
2π
(kγ
k
)( e2
h̵c
)(µuc2
h̵c
) 1
2s + 1
1
2Jtarg + 1
∑
Ji
∑
L
∑
ce
⟨Ψf(Jf)∣∣MˆL∣∣Ψi(Ji, ce)⟩∗
×∑
P
[gLML,P (k, kγ , ϕγ , θγ)]∗ × ∑
Mf ,Mi,ML
(−1)2(Jf−Mf ) ( Jf L Ji
−Mf ML Mi
)
×∑
ms
⟨lce ,0, s,ms∣(lce , s)jce ,ms⟩ × ∑
Mtarg
⟨jce ,ms, Jtarg,Mtarg∣(jce , Jtarg)Ji,Mi⟩ (2.21)
Note that the differential cross section is in units of fm2.
The operator MˆL,ML separates into an electric part Mˆ
E
L,ML
and a magnetic part MˆML,ML . Formulae for
the operators MˆEL,ML and Mˆ
M
L,ML
are given in Appendix A.5 both in the long wavelength approximation
and without this approximation.
2.4 Method
In the radiative capture cross section calculations, matrix elements of the electromagnetic operators in
Eqs.(A.60), (A.62), (A.63) and (A.65) have to be evaluated. The main difficulty comes from their infinite-
range and the antisymmetry of the coupled-channel states. Indeed, a direct calculation of these matrix
elements in Berggren basis is not possible because they diverge even using the exterior complex scaling
method. Nevertheless, if the antisymmetry in the channel state ∣r, c⟩ is neglected:
∣r, c⟩ = ∣r⟩⊗ [∣Jtarg,c,Mtarg,c⟩⊗ ∣lc, sc; jc,mjc⟩]JM = ∣r⟩⊗ ∣c⟩ (2.22)
then the overlap between a bound state or a narrow resonance, and a scattering state converges using the
exterior complex-scaling method. This approximation is valid only at large distances. In this case, the
antisymmetry between the target and the projectile does not play a significant role:
A[∣Jtarg,c,Mtarg,c⟩⊗ ∣lc, sc; jc,mjc⟩]JM = [∣Jtarg,c,Mtarg,c⟩⊗ ∣lc, sc; jc,mjc⟩]JM (2.23)
where Jtarg,c is the angular momentum of the target in the channel c with a projection Mtarg,c, lc is the
orbital momentum of the projectile, sc its spin and jc its total angular momentum with a projection mjc .
The action of a given operator OˆLML on the target and on the projectile can be defined by considering the
target as distinguishable from the projectile nucleons:
OˆLML =∑
i∈A
OˆLML(ri,Ωi) + OˆLML(rproj,Ωproj) (2.24)
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where OˆLML(r,Ω) is the one-body operator associated with the many-body operator OˆLML . The first sum acts
only on the target A, and rproj and Ωproj are the coordinates of a projectile. Once again, this approximation
is valid only at large distances. The calculation of the matrix elements of electromagnetic operators goes
as follows:
• The matrix elements are expressed as a non-antisymmetrized (nas) part plus a rest:
⟨Ψf ∣∣OˆL∣∣Ψi⟩ = ⟨Ψf ∣∣OˆL∣∣Ψi⟩nas + (⟨Ψf ∣∣OˆL∣∣Ψi⟩ − ⟨Ψf ∣∣OˆL∣∣Ψi⟩nas) (2.25)
• The estimation of the rest is achieved by separating the operator OˆL into a short-range part OˆL< and
a long-range part OˆL> . Then the symmetrized and antisymmetrized matrix elements write:
⟨Ψf ∣∣OˆL∣∣Ψi⟩ = ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩ + ⟨Ψf ∣∣OˆL> ∣∣Ψi⟩ (2.26)⟨Ψf ∣∣OˆL∣∣Ψi⟩nas = ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩nas + ⟨Ψf ∣∣OˆL> ∣∣Ψi⟩nas (2.27)
At large distances the antisymmetry is not crucial and thus the matrix element ⟨Ψf ∣∣OˆL> ∣∣Ψi⟩ can be
approximated by ⟨Ψf ∣∣OˆL> ∣∣Ψi⟩nas. The rest is basically a short-range part and can be expanded in
the HO basis:
⟨Ψf ∣∣OˆL< ∣∣Ψi⟩ − ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩nas ≈ ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩HO − ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩HOnas (2.28)
• Finally, the matrix elements are evaluated as:
⟨Ψf ∣∣OˆL∣∣Ψi⟩ = ⟨Ψf ∣∣OˆL∣∣Ψi⟩nas + ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩HO − ⟨Ψf ∣∣OˆL< ∣∣Ψi⟩HOnas (2.29)
2.5 Matrix elements
The initial and final states in Eqs.(2.16) and (2.18) have angular momenta Ji and Jf , respectively, and
angular momentum projections Mi and Mf , respectively. Their CC representation is given in Eq.(1.66).
In the present case, the channel state ∣r, c⟩ is defined as:
∣r, c⟩ = A (∣r⟩⊗ [∣Jtarg,c,Mtarg,c⟩⊗ ∣lc, sc; jc,mjc⟩]JM) (2.30)
The evaluation of matrix elements in Eq.(2.29) goes as follows:
• The matrix element ⟨Ψf ∣∣OˆL∣∣Ψi⟩nas in Eq.(2.29) are not antisymetrized. The operator OˆL (Eq.(2.24))
is written as: OˆLtarg + Oˆ
L
proj, where Oˆ
L
targ acts only on the target state and Oˆ
L
proj on the projectile state.
Thus, using Wigner-Eckart theorem, one obtains for the matrix elements of the electromagnetic
operator acting on the target states:
cf ⟨Ψf ∣∣OˆLtarg∣∣Ψi⟩ci = ∫ ∞0 dr r2ucf (r)r ∫ ∞0 dr′ r′2uci(r′)r′ ⟨r∣r′⟩
× ⟨lcf , scf ; jcf ,mjcf ∣lci , sci ; jci ,mjci ⟩ ⟨JTcf ∣∣OˆLtarg∣∣JTci ⟩
= (−1)JTf +jf+Ji+L√(2Jf + 1)(2Ji + 1){ JTf JTi LJi Jf ji }⟨JTf ∣∣OˆL∣∣JTi⟩
× δlilf δjijf ∫
∞
0
dr ucf (r)uci(r) (2.31)
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where ⟨r∣r′⟩ = δr,r′/r2. The initial and final channels are denoted ci and cf , respectively. Matrix
elements of the electromagnetic operator acting on the projectile states are:
cf ⟨Ψf ∣∣OˆLproj∣∣Ψi⟩ci = ∫ ∞0 dr r2ucf (r)r ∫ ∞0 dr′ r′2uci(r′)r′ ⟨r∣r′⟩
× ⟨JTcf ,MTcf ∣JTci ,MTci ⟩ ⟨(lcf , scf )jcf ∣∣OˆLproj∣∣(lci , sci)jci⟩
= δTiTf (−1)JTi+ji+Jf+L√(2Jf + 1)(2Ji + 1){ jf ji LJi Jf JTi }
× ⟨ucf , (lcf , s)jcf ∣∣OˆL∣∣uci , (lci , s)jci⟩ (2.32)
No exterior complex scaling is necessary to calculate the overlap in Eq.(2.31) because uci(r) is the
scattering wave function of a real energy and ucf (r) is the bound state wave function.
• The antisymetrized matrix elements ⟨Ψf ∣∣OˆL∣∣Ψi⟩HO are calculated by expressing the Berggren basis
states in a HO basis. The reduced radial wave functions uc(r) can be written as:
uc(r)
r
= ⟨r∣uc⟩ (2.33)
where ∣uc⟩ is the channel dependent radial state. In this case, the HO expansion is:
uc(r)
r
= ⟨r∣uc⟩→ uHOc (r)
r
=∑
α
⟨r∣uα⟩ ⟨uα∣uc⟩ =∑
α
uα(r) ⟨uα∣uc⟩ = ⟨r∣uHOc ⟩ (2.34)
where ∣uα⟩ is the radial HO state. The channel state ∣r, c⟩ can be expressed with the help of the radial
Berggren basis:
∣r, c⟩ = Aˆ (∣r⟩⊗ ∣c⟩) = Aˆ((∑
n
⟨un∣r⟩ ∣un⟩)⊗ ∣c⟩) =∑
n
⟨un∣r⟩ ∣un, c⟩ (2.35)
where the state ∣un, c⟩ is:
∣un, c⟩ = [aˆ†n,jc,mjc ∣Jtarg,c,Mtarg,c⟩]JM (2.36)
Hence, the CC representation (1.66) of initial and final states in Eqs.(2.16) and (2.18) can be written
in HO basis as follows:
∣Ψ⟩HO = ⨋
c
∑
n
⟨un∣uHOc ⟩ ∣un, c⟩ (2.37)
Then the fully antisymetrized matrix elements of electromagnetic transition operators can be written
as:
HO ⟨Ψf ∣∣OˆL∣∣Ψi⟩HO = ∑
ci,cf
∑
ni,nf
⟨uHOci ∣uni⟩ ⟨unf ∣uHOcf ⟩ [⟨JTcf ∣ aˆnf ,jcf ]JM OˆLML[aˆ†ni,jci ∣JTci ⟩]JM (2.38)
The HO expansion is hereby justified by the fact that the target states are localized.
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• The last many-body matrix element in Eq.(2.29): HO ⟨Ψf ∣∣OˆL∣∣Ψi⟩HOnas , is calculated using Eqs.(2.31)
and (2.32) and replacing uc(r) by uHOc (r) (see Eq.(2.34)).
One-body matrix elements of the electromagnetic transition operators are listed in Appendix A.5. No
exterior complex scaling is required to calculate these matrix elements, since the final state in the radiative
capture process is always a bound state. The reduced angular momentum matrix elements associated with
operators entering Eqs.(A.60), (A.62), (A.63) and (A.65) are also listed in Appendix A.5.
2.6 Results
In this section the GSM-CC results for the 17F(p, γ)18Ne, 7Be(p, γ)8B and 7Li(n, γ)8Li reactions are
presented. In all calculations we consider only the ground state of the target nucleus. The astrophysical
factor is calculated for the E1, M1 and E2 electromagnetic transitions and results are compared with those
obtained in the SMEC, the microscopic cluster model of Ref. [218] and the NCSM/RGM.
2.6.1 17F(p, γ)18Ne reaction
Figs.2.7, 2.8 and 2.9 show the E1, M1 and E2 astrophysical factors for 17F(p, γ)18Ne reaction.
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Figure 2.7 – Plot of the E1 astrophysical fac-
tor for the 17F(p, γ)18Ne reaction. The solid line
corresponds to the fully antisymmetrized calcula-
tions, while the dashed line represents the non-
antisymmetrized calculations, both in the long
wavelength approximation. For more details, see
the description in the text.
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Figure 2.8 – The same as in Fig.2.7 but for the M1
transitions. The resonance peak corresponds to the
3+1 resonance of 18Ne.
There is no resonant contribution in low-energy E1 transitions. The astrophysical factor in Fig.2.7 is
consistent with results of Refs. [73] obtained in the SMEC (see Fig.2.11) and in the microscopic cluster
model of Ref. [218] (see Fig.2.12). Quantitative differences can be explained by different model spaces in
these calculations. For example, SMEC calculations have been performed with the 12C core, i.e. the model
space consists of three valence protons and two valence neutrons in 17F, and four valence protons and two
valence neutrons in 18Ne. In SMEC, the 1/2+ excited state of the target has been also taken into account.
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Figure 2.9 – The same as in Fig.2.7 but for the E2
transitions. The resonance peak corresponds to the
3+1 resonance of 18Ne.
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Figure 2.10 – Plot of the total astrophysical fac-
tor for the reaction 17F(p, γ)18Ne. The solid line
corresponds to the fully antisymmetrized calcula-
tions, while the dashed line represents only the
non-antisymmetrized calculations, both in the long
wavelength approximation. For more details, see
the text.
The composite states of 18Ne included in SMEC calculations were the same as in the present GSM-CC
calculations.
One can see that the E1 astrophysical factor in GSM-CC is slightly larger than in SMEC but is close
to the result obtained in the microscopic cluster model. In the microscopic cluster model, the three first
states of 17F: 5/2+, 1/2+ and 3/2+, and the composite states of 18Ne: 0+1 , 2+1 , 4+1 , 2+2 and 3+1 are considered
in the bound state approximation. The resemblance of SMEC and cluster model results to the outcome
of GSM-CC calculations in which inelastic channels have been neglected, suggests that the contribution of
these channels to the E1 astrophysical factor in 18Ne is rather small. Moreover, as shown in Fig.2.7, the
antisymmetrization of initial and final states in the calculation of matrix elements of the electromagnetic
operators does not contribute significantly to the astrophysical factor, even at slightly higher-energies. This
is because proton radiative capture of a proton occurs at the periphery of the target nucleus.
The astrophysical factor for M1 transitions is shown in Fig.2.8. The peak at ECM = 0.642 MeV corre-
sponds to the 3+1 resonance of 18Ne observed experimentally at ECM = 0.638 MeV. This result is consistent
with the result of Refs. [73,218]. In the present case, the astrophysical factor for M1 transitions is slightly
higher than found in SMEC, but is close to the result in the microscopic cluster model. As shown in Fig.2.8,
the antisymmetry of initial and final states in the calculation of matrix elements of the electromagnetic
operators is inessential for the M1 astrophysical factor.
The E2 astrophysical factor which is plotted in Fig.2.9, has a small resonant contribution at around
the energy of a 3+1 resonance. This result is consistent with those of Refs. [73, 218] shown in Figs.2.11 and
2.12. The resonant contribution seen at ∼ 0.9 MeV, corresponds to the 3+2 resonance which is seen only in
GSM-CC.
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Figure 2.11 – The astrophysical factor and its E1,
M1 and E2 components for the 17F(p, γ)18Ne reac-
tion calculated in SMEC (from Ref. [73]).
Figure 2.12 – The astrophysical factor and its E1,
M1 and E2 components for the 17F(p, γ)18Ne re-
action calculated in the microscopic cluster model
(from Ref. [218]).
2.6.2 7Be(p, γ)8B reaction
Figs.2.13, 2.14 and 2.15 show the E1, M1 and E2 astrophysical factors for 7Be(p, γ)8B reaction. The
influence of the long wavelength approximation on the astrophysical factor has been considered in this
reaction.
There is no resonant contribution in E1 transitions. The astrophysical factor in Fig.2.13 is consistent
with the SMEC results of Ref. [67] shown in Fig.2.18. In SMEC the separation energy has been adjusted to
the experimental value, and contrary to the present work, the 1/2− excited state of the target has been taken
into account. Results in Fig.2.13 are also consistent with those of Ref. [208] obtained in the NCSM/RGM
approach and shown in Fig.2.19. In NCSM/RGM, excited states of the target: 3/2−1 , 1/2−1 , 7/2−1 , 5/2−1 and
5/2−2 have been considered in the bound state approximation. The quantitative agreement between GSM-
CC without inelastic channels and NCSM/RGM results confirm that the contribution of inelastic channels
to the E1 astrophysical factor in this reaction is small. As shown in Fig.2.13, the antisymmetry does not
contribute significantly, even at high-energy. The same observation can be done for the long wavelength
approximation.
The astrophysical factor for M1 transitions is shown in Fig.2.14. The 1+1 and 3+1 resonances of 8B can be
seen at ECM = 0.79 MeV and ECM = 2.34 MeV, respectively. These resonances are observed experimentally
at ECM = 0.632 MeV and ECM = 2.182 MeV, respectively. The antisymmetrization of initial and final states
in the calculation of matrix elements of the electromagnetic operators, decreases by a factor ∼ 2 the heights
of the cross section at the maximum of these resonances. The long wavelength approximation does not
change the M1 astrophysical factor.
The E2 astrophysical factor (see Fig.2.15) has two peaks. The first one corresponds to the 1+1 resonance
at ECM = 0.632 MeV, and the second corresponds to the 1+2 resonance obtained in both GSM and GSM-CC
calculations, but which was not observed experimentally at around these energies. For the E2 transition,
the antisymmetry of initial and final states in the calculation of matrix elements of the electromagnetic
operators decreases the height of the low-energy 1+1 resonance, but increases the height of the 1+2 resonance.
Removing the long wavelength approximation in calculations slightly decreases the E2 astrophysical factor.
Finally, the sum of E1, M1 and E2 contributions to the astrophysical factor is compared in Fig.2.16
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Figure 2.13 – Plot of the E1 astrophysical factor
for the 7Be(p, γ)8B reaction. The solid line rep-
resents the exact, fully antisymmetrized GSM-CC
calculation. Calculations in the long wavelength
approximation are represented by the dashed and
dotted lines in the fully antisymmetrized and non-
antisymmetrized cases, respectively. For more de-
tails, see the description in the text.
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Figure 2.14 – The same as in Fig.2.13 but for the
M1 transitions. The two peaks correspond to the
1+1 and 3+1 resonances of 8B.
with the recent experimental data. A good overall agreement is obtained at low-energy, but the height of
the 1+1 resonance is about half of the experimental one, and its width (ΓGSM-CC = 72.9 keV) is twice the
experimental value (Γexp = 35.6 keV). The 3+1 resonance in GSM-CC is also broader (ΓGSM-CC = 1.057 MeV)
than found experimentally (Γexp = 0.350 MeV). Results are slightly affected by the long wavelength approx-
imation at energies above the 3+1 resonance.
It has been shown that the long wavelength approximation and the antisymmetry of initial and final
states in the calculation of matrix elements of the electromagnetic operators affect the total astrophysical
factor slightly. The last test consists of investigating the influence on the astrophysical factors SE1, SM1
and SE2 of additional reaction channels built from the first excited state Jπ = 1/2− of the target nucleus
7Be. Experimentally this state is bound by 8.875 MeV with respect to 4He, whereas in GSM it is bound
by 6.962 MeV. The multiplicative corrective factors: c(2+1) = 1.0133, c(1+1) = 1.0602 and c(3+1) = 1.0233 for
channel coupling potentials have been used to adjust the position of 8B resonances. The E1, M1 and E2
contributions to the astrophysical factor are shown on Figs.2.20, 2.21 and 2.22, respectively.
The E1 and E2 contributions to the astrophysical factor are decreased slightly when taking into account
the excited state Jπ = 1/2− of the target nucleus 7Be, while the M1 contribution is increased of a factor ∼ 3
at the resonance peak.
The comparison with experimental data in Fig.2.23 shows a better agreement when the excited state
of the target nucleus is included, in particular at the 3+1 resonance peak.
The extrapolation of the astrophysical factor at low energies with a polynomial fit of order 4:
S(ECM) = 23.214 − 37.291ECM + 212.372E2CM − 575.437E3CM + 663.972E4CM (2.39)
is shown in Fig.2.17. The value at the threshold is S(GSM-CC)(0) = 23.214 barn.eV. Tab.2.7 gives val-
ues of S(0) for different experiments. The GSM-CC value of the astrophysical factor at ECM = 0 is
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Figure 2.15 – The same as in Fig.2.13 but for the
E2 transitions. The two peaks correspond to the 1+1
and 1+2 resonances of 8B.
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Figure 2.16 – Plot of the total astrophysical factor
for the 7Be(p, γ)8B reaction. Data are taken from
Refs. [226] and [230]. The solid line represents the
exact, fully antisymmetrized GSM-CC calculation.
Calculations in the long wavelength approximation
are represented by the dashed and dotted lines
in the antisymmetrized and non-antisymmetrized
cases, respectively. For more details see the descrip-
tion in the text.
higher than the accepted experimental value: S(Exp)(0) = 20.9 ± 0.6 barn.eV [230], and values obtained in
SMEC: S(SMEC)(0) = 19.594 barn.eV and NCSM/RGM: S(NCSM/RGM)(0) = 19.4 barn.eV. On the contrary,
S(GSM-CC)(0) is lower than the astrophysical factor S(cluster)(0) ≈ 25 barn.eV of the microscopic cluster
model.
Reference S(0) [barn.eV]
Hass et al. (1999) [247] 20.3 ± 1.2
Hammache et al. (2001) [223] 18.8 ± 1.7
Strieder et al. (2001) [248] 18.4 ± 1.6
Junghans et al. (2002) [224] 22.3 ± 0.7
Baby et al. (2003) [226] 21.2 ± 0.7
Junghans et al. (2010) [230] 21.5 ± 0.6
Table 2.7 – Extrapolated experimental values of the astrophysical factor at ECM. These values should be
compared with the GSM-CC result: S(GSM-CC) (0) = 23.214 barn.eV.
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Figure 2.17 – Fit of the astrophysical factor in-
cluding E1 and M1 transitions for the 7Be(p, γ)8B
reaction at low energies. The extrapolated
value of the astrophysical factor at ECM = 0 is
S(GSM-CC)(0) = 23.214 barn.eV. For more details,
see the discussion in the text.
Figure 2.18 – Plot of the astrophysical factor for
the 7Be(p, γ)8B reaction calculated in SMEC (from
Ref. [67]).
Figure 2.19 – Plot of the E1 astrophysical factor for the 7Be(p, γ)8B reaction calculated in NCSM/RGM
(from Ref. [208]). Solid and dashed lines correspond to NCSM/RGM and microscopic cluster model results
(from Ref. [236]), respectively.
2.6.3 7Li(n, γ)8Li reaction
Figs.2.24, 2.25 and 2.26 show the E1, M1 and E2 cross sections for 7Li(n, γ)8Li reaction. The influence
of the long wavelength approximation on the cross section has been considered in this reaction. The
shape of the s-wave neutron capture cross section σ ∝ 1/√ECM is well reproduced (see Fig.2.24). There
is no resonant contribution in E1 electromagnetic transitions, and the antisymmetrization of initial and
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Figure 2.20 – Plot of the E1 astrophysical factor
for the 7Be(p, γ)8B reaction. The solid and dashed
lines represent the exact, fully antisymmetrized
GSM-CC calculation without and with the excited
state of the target Jπ = 1/2−, respectively. For more
details, see the description in the text.
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Figure 2.21 – The same as in Fig.2.20 but for the
M1 transitions. The two peaks correspond to the
1+1 and 3+1 resonances of 8B.
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Figure 2.22 – The same as in Fig.2.20 but for the
E2 transitions. The two peaks correspond to the 1+1
and 1+2 resonances of 8B.
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Figure 2.23 – Plot of the total astrophysical factor
for the 7Be(p, γ)8B reaction. Data are taken from
Refs. [226] and [230]. The solid and dashed lines
represent the exact, fully antisymmetrized GSM-
CC calculation without and with the excited state
of the target, respectively. For more details see the
description in the text.
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final states in the calculation of matrix elements of the electromagnetic operators does not contribute
significantly. Removing the long wavelength approximation in calculations slightly decreases the E1 cross
section.
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Figure 2.24 – Plot of the E1 cross section for the
7Li(n, γ)8Li reaction. The solid line represents the
exact, fully antisymmetrized calculation. Calcula-
tions in the long wavelength approximation are rep-
resented by the dashed and dotted lines in the fully
antisymmetrized and non-antisymmetrized cases,
respectively. For more details, see the description
in the text.
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Figure 2.25 – The same as in Fig.2.24 but for the
M1 transitions. The peak corresponds to the 3+1
resonance of 8Li.
The radiative neutron capture cross section for M1 transitions is shown in Fig.2.25. The 3+1 resonance of
8Li can be observed at the experimental value ECM = 0.223 MeV. The same resonance energy is obtained in
SMEC [67] as shown in Fig.2.28. In this case, the antisymmetry of initial and final states in the calculation
of matrix elements of the electromagnetic operators decreases the height of a 3+1 resonance by a factor of
∼ 4. The long wavelength approximation does not change the M1 cross section.
The E2 component of the neutron radiative capture cross section which is plotted in Fig.2.26, has two
resonant contributions at the 3+1 and 1+2 resonance energies. The 1+2 resonance is obtained in both GSM
and GSM-CC calculations. The antisymmetrization of initial and final states diminishes strongly the E2
contribution at the 3+1 resonance. The long wavelength approximation, in this case, enhances the E2 cross
section.
Finally, the sum of E1, M1 and E2 contributions to the neutron radiative capture cross section is
compared in Fig.2.27 with the experimental data [249]. A good overall agreement is obtained, but the
GSM-CC cross sections are slightly below the data. The total cross section is only slightly affected by the
long wavelength approximation.
It has been shown that the long wavelength approximation and the antisymmetry of initial and final
states in the calculation of matrix elements of the electromagnetic operators affect the total cross section
slightly. The last test consists of investigating the influence on the cross sections σE1, σM1 and σE2 of addi-
tional reaction channels built from the first excited state Jπ = 1/2− of the target nucleus 7Li. Experimentally
this state is bound by 10.471 MeV with respect to 4He, whereas in GSM it is bound by 9.260 MeV. The
multiplicative corrective factors: c(2+1) = 1.03705, c(1+1) = 1.04805 and c(3+1) = 1.03205 for channel coupling
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Figure 2.26 – The same as in Fig.2.24 but for the
E2 transitions. The two peaks correspond to the 3+1
and 1+2 resonance of 8Li.
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Figure 2.27 – Plot of the total cross section for the
7Li(n, γ)8Li reaction. Data are taken from Ref.
[249]. The solid line represents the exact, fully an-
tisymmetrized GSM-CC calculation. Calculations
in the long wavelength approximation are repre-
sented by the dashed and dotted lines in the an-
tisymmetrized and non-antisymmetrized cases, re-
spectively. For more details see the description in
the text.
Figure 2.28 – Plot of the total cross section for
the 7Li(n, γ)8Li reaction calculated in SMEC (from
Ref. [67]).
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Figure 2.29 – Fit of the total radiative neutron cap-
ture cross section at low energies for the 7Li(n, γ)8Li
reaction. For more details, see the description in the
text.
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potentials have been used to adjust the position of 8Li resonances. The E1, M1 and E2 contributions to
the cross section are shown on Figs.2.30, 2.31 and 2.32, respectively.
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Figure 2.30 – Plot of the E1 cross section for the
7Li(n, γ)8Li reaction. The solid and dashed lines
represent the exact, fully antisymmetrized GSM-
CC calculation without and with the excited state
of the target Jπ = 1/2−, respectively. For more de-
tails, see the description in the text.
0.0 0.2 0.4 0.6 0.8 1.0 1.2
ECM [MeV]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
σ
M
1
(E
C
M
)
[µ
b
ar
n
]
×101
M1, Jpitarg = (3/2)
−
as
M1, Jpitarg = (3/2)
−
as+
Figure 2.31 – The same as in Fig.2.30 but for the
M1 transitions. The peak corresponds to the 3+1
resonance of 8Li.
The E1 and M1 contributions to the cross section are decreased slightly when taking into account the
excited state Jπ = 1/2− of the target nucleus 7Li. The E2 contribution is strongly decreased and the 1+2
peak has been removed.
The comparison with experimental data in Fig.2.33 shows a small decreasing of the total cross section.
The extrapolation of the calculated total radiative neutron capture cross section at low ECM energies
using the expansion:
σ(ECM) = 3.858√
ECM
− 1.931 + 2.832
√
ECM (2.40)
is shown in Fig.2.29. The analogous extrapolation of SMEC results gives [67]:
σ(SMEC) (ECM) = 8.1789√
ECM
− 1.5234 − 8.2634
√
ECM (2.41)
The energy dependence for ECM → 0 of the radiative neutron capture cross sections in GSM-CC and SMEC
differs by a factor ∼ 2. This may be due to different interactions, model spaces and effective charges in both
approaches. Contrary to the proton radiative capture reactions, neutron radiative capture process happens
inside of the target nucleus and, hence, depends strongly on details of the microscopic wave functions in-
volved, the effective nucleon-nucleon interaction, and polarization effects. In the microscopic cluster model
of Ref. [241], the neutron radiative capture cross section at ECM = 25 keV has been calculated for various
phenomenological interactions. These values vary in the interval: 44.5 µbarn < σ(cluster)(25 keV) < 54.2 µbarn.
In GSM-CC, the formula (2.40) gives: σ(GSM-CC)(25 keV) = 21.57 µbarn.
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Figure 2.32 – The same as in Fig.2.30 but for the
E2 transitions. The two peaks correspond to the 1+1
and 1+2 resonances of 8Li.
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Figure 2.33 – Plot of the total cross section for
the 7Li(n, γ)8Li reaction. Data are taken from
Ref. [249]. The solid and dashed lines represent the
exact, fully antisymmetrized GSM-CC calculation
without and with the excited state of the target,
respectively. For more details see the description in
the text.
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Chapter 3
Spectroscopy of dipolar anions in the
Berggren ensemble
3.1 Introduction
In atomic and molecular physics, the internal structure of nuclei is of no importance since electrons
are only sensitive to the Coulomb potential due to protons. At the atomic scale, the typical length is
the Bohr radius: a0 ≈ 5.29 × 10−11 m which is the size of hydrogen atom, and the typical energy is the
Rydberg: 1 Ry ≈ 13.605691 eV which is the electron binding energy in the ground state of hydrogen. Various
interaction potentials are involved in the description of atoms and molecules, like the Coulomb potential
∝ −1/r, the quadrupolar potential ∝ −1/r4 or the van der Waals potential ∝ −1/r6. The dipolar potential
∝ −1/r2, which describes the interaction between a neutral molecule with an electric dipole moment µ and
an electron (see Fig.3.1), is of particular interest since it is a long-range potential.
weakly bound electron
Figure 3.1 – Classical representation of a dipolar anion.
The first paper about dipolar anions appeared in 1947 when Fermi and Teller [250] studied the capture
of negative mesons in matter. They discovered without giving a demonstration that when a negative meson
is captured by a hydrogen nucleus, that the binding energy of the electron becomes zero if the distance
between a meson and a proton is 0.639 a0. Twenty years later, this value has been found theoretically in
the case of a point-like dipole [251]. Investigations of a finite distance 2s between the dipole charges on the
binding energy of an external electron, started soon after. This finite-size effect is equivalent to the influence
of the dipole moment µ = 2sq (q > 0) on the spectrum of the external electron. It is thus possible to find the
critical dipole moment µc for which the dipolar anion has a zero binding energy. This point was discussed
first by Levy-Leblond [251]. Results for a point-like dipole have been generalized to the case of an extended
dipole (2s ≠ 0) with an infinite moment of inertia. In this limit, it has been shown that the critical dipole
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moment should increase. The approximation of a fixed dipole (the limit of an infinite moment of inertia)
has been removed by Garrett [49,51,52] who considered a rotating dipole. In particular, the dependence of
the critical dipole moment on the dipole size µc = f(s) has been studied and rotational degrees of freedom
of the molecule have been included. At the same time, the effect of a repulsive short-range potential on the
binding energy of an external electron was investigated by Crawford [252]. The singularity which appears
in the point dipole case if the distance r between an electron and a dipole goes to zero, can be avoided if a
strongly repulsive short-range term is added to the potential. Including this correction generates an infinite
number of bound states if µ > µc and no bound states if µ < µc. Moreover, in the limit µ→ µc, (µ > µc), all
states converge to a single state with zero binding energy. Also, Garrett [253–255] showed the importance
of the polarization terms and the quadrupolar interaction on the binding energy of an external electron and
performed the first calculation of spectra of dipolar anions using a full pseudo-potential which takes into
account finite size effects, repulsive core, polarization and quadrupolar interaction, and including rotational
degrees of freedom. It was found that the rotational motion reduces the number of states of a given total
angular momentum Jπ to about four, in agreement with experimental findings. Secondly, the pseudo-
potential gives reasonable predictions for the binding energy of an electron compared with experimental
data. In addition, it has been shown that a greater moment of inertia leads to a smaller critical dipole
moment. Recently, these calculations have been extended to linear electric quadrupole systems [256, 257].
Up to now, the unbound part of the spectrum of multipolar anions has not been studied theoretically but
the probable existence of resonant states of dipolar anions has been shown in Ref. [258].
Dipolar anions are weakly bound systems with, in the ground state, a typical binding energy of the
valence electron of about −10−2 Ry and a root mean square (r.m.s.) radius of about 7 − 10 a0. They can
thus be considered as molecular halo systems [259–262]. The description of dipolar anions is a challenge
for theory, in particular their unbound spectrum, due to both the weak binding of the valence electron and
the long-range dipole potential.
In this chapter, the Hamiltonian of dipolar anions is described in Sec.3.2, together with the considered
approximations (Sec.3.2.1) and the pseudo-potential method (Sec.3.2.2). Then in Sec.3.3 the CC formula-
tion of the problem is presented, and its resolution is given both in DIM (Sec.3.3.3.1) and in the Berggren
Ensemble Method (Sec.3.3.3.2). The formula to calculate the density of the valence electron in the body-
fixed frame is derived in Sec.3.4. Then, bound spectra and r.m.s. radius of the LiI−, LiCl−, LiF− and LiH−
dipolar anions are presented in Sec.3.5. A discussion of the critical dipole moment is done in Sec.3.5.3,
and a comparison between dipolar anions considered as molecular halo systems and nuclear halo systems
is done in Sec.3.5.5. Finally, the detailed discussion of the HCN− dipolar anion is presented in Sec.3.6.
The Hamiltonian is presented in Sec.3.6.1. The identification of resonances is discussed in Sec.3.6.2, and
results are in Sec.3.6.4. In particular, the intrinsic density of the valence electron is calculated for bound
states and resonances in Sec.3.6.4.2, and the properties of the unbound states of HCN− are discussed in
Sec.3.6.4.3 and 3.6.4.4.
3.2 Hamiltonian of dipolar anions
3.2.1 Hamiltonian
The dipolar anion is composed of a neutral polar molecule with a dipole moment greater than the
critical dipole moment µcr and a valence electron. The Hamiltonian is:
Hˆ = Hˆe + Hˆmol + Vˆ (3.1)
where Hˆe is the Hamiltonian of the valnce electron, Hˆmol is the Hamiltonian of the neutral polar molecule,
and Vˆ the interaction between the electron and the molecule. In the present case, several simplifications
can be done since:
61
3.2. HAMILTONIAN OF DIPOLAR ANIONS
• The spin-orbit interaction can be neglected [255], because the valence electron is expected to be far
from the molecule due to the long-range dipolar interaction ∝ −1/r2.
• The molecule is viewed as a closed-shell system.
• The vibrational motions of the molecule and of the core electrons are much faster than both the
rotational motion of the molecule and the orbital motion of the valence electron [263].
Then, the main ingredients in the Hamiltonian Hˆ are the rotation of the molecule considered as a rigid
rotor, the orbital motion of the valence electron and the coupling potential. Fig.3.2 shows a classical
representation of dipolar anions.
ˆ⃗
j : rotation of the dipole
ˆ⃗
l : electronic orbital momentum (no spin)
Figure 3.2 – Angular momentum couplings in dipolar anions.
Thus the Hamiltonian (3.1) becomes:
Hˆ =
ˆ⃗p2e
2me
+
ˆ⃗
j2
2I
+ Vˆ (3.2)
where I is the moment of inertia of the neutral molecule and ˆ⃗j its angular momentum, ˆ⃗pe is the linear
momentum of the valence electron and me its mass. In order to specify the angular momenta in (3.2), the
momentum squared of the electron can be written as:
ˆ⃗p2e = pˆ
2
∥ + pˆ
2
⊥ (3.3)
with:
pˆ∥ =
1
2r
(ˆ⃗r. ˆ⃗p + ˆ⃗p.ˆ⃗r)
pˆ⊥ =
1
r
∣∣ˆ⃗r ∧ ˆ⃗p∣∣
r = ∣∣ˆ⃗r∣∣op (3.4)
The definition of the norm of an operator ∣∣Oˆ∣∣op can be found in Ref. [264]. Then, the electron orbital
momentum ˆ⃗l is defined as ˆ⃗l = ˆ⃗r ∧ ˆ⃗p, and so the momentum squared of the valence electron writes:
ˆ⃗p2e = pˆ
2
∥ +
ˆ⃗
l2
r2
(3.5)
Finally, the Hamiltonian (3.2) writes:
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Hˆ =
ˆ⃗p2∥
2me
+
ˆ⃗
l2
2mer2
+
ˆ⃗
j2
2I
+ Vˆ (3.6)
and the total angular momentum writes:
ˆ⃗
J =
ˆ⃗
l +
ˆ⃗
j (3.7)
3.2.2 Potential and the multipole expansion
In spherical coordinates, the interaction Vˆ is given by a one-body pseudo-potential V (r, θ) [254,255]:
V (r, θ) = Vµ(r, θ) + Vα(r, θ) + VQzz(r, θ) + VSR(r) (3.8)
where θ is the angle between the dipolar charge separation s⃗ and the position of electron r⃗. Different terms
in (3.8) are:
1. The dipole potential of the molecule:
Vµ(r, θ) = −µ e4πε0 ∑λ=1,3,⋯(r<r>)
λ 1
sr>
Pλ(cos(θ)) (3.9)
2. The induced dipole potential:
Vα(r, θ) = − e24πε0 12r4 [α0 + α2P2(cos(θ))]f(r) (3.10)
where α0 and α2 are the spherical and quadrupole polarizabilities of the linear molecule.
3. The potential due to the permanent quadrupole moment of the molecule:
VQzz(r, θ) = − e4πε0 1r3QzzP2(cos(θ))f(r) (3.11)
4. The short-range potential:
VSR(r) = V0 exp(−(r/rc)6), (3.12)
where rc is a range radius and VSR(r) accounts for the exchange effects and compensates for spurious
effects induced by the cut-off function:
f(r) = 1 − e−( rr0 )6 (3.13)
introduced in Eqs.(3.10,3.11) to avoid a singularity at r → 0. The parameter r0 in Eq.(3.13) is an
effective short-range cutoff for long-range interactions.
It is then possible to use the multipole expansion of V (r, θ) in order to separate the radial and angular
parts:
V (r, θ) = ∞∑
λ=0
Vλ(r)Pλ(cos(θ)) (3.14)
where the Pλ(x) are the Legendre polynomials of order λ. They are related to the spherical harmonics by:
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Pλ(u⃗r⃗.u⃗s⃗) = 4π2λ + 1∑mλ Y λmλ(u⃗s⃗)∗Y λmλ(u⃗r⃗) (3.15)
where u⃗r⃗ and u⃗s⃗ are the unit vectors in the electron direction r⃗ and in the molecule direction s⃗. Using the
relation:
Y λmλ(u⃗s⃗)∗ = (−1)mλY λ−mλ(u⃗s⃗) (3.16)
the Legendre polynomials are:
Pλ(u⃗r⃗.u⃗s⃗) = 4π2λ + 1∑mλ (−1)mλY λ−mλ(u⃗s⃗)Y λmλ(u⃗r⃗) (3.17)
In order to express the operator Vˆ corresponding to the pseudo-potential V (r, θ) in the position basis,
one has to introduce tensor operators Tˆk(i) in the space Ei with elements Tˆ kmk(i). It can be shown that
it exists a particular class of tensor operators, denoted Yˆl and usually referred to as the tensor spherical
harmonics or the vector spherical harmonics, which behave like spherical harmonics under the action of
the angular momentum operators. One element of the tensor product of two tensor spherical harmonics is
given by:
Tˆ JMJ (1,2) = [Yˆj1(1)⊗ Yˆj2(2)]JMJ
= ∑
mj1 ,mj2
⟨j1,mj1 , j2,mj2 ∣j1, j2;J,MJ⟩ Yˆ j1mj1 (1)Yˆ j2mj2 (2) (3.18)
To do the analogy between operators Yˆ lml(i) and spherical harmonics Y lml(θ,ϕ), a rotational invariant
product of tensor operators has to be built. It is done for J =MJ = 0 in Eq.(3.18):
[Yˆj1(1)⊗ Yˆj2(2)]J=0MJ=0 = ∑
mj1 ,mj2
⟨j1,mj1 , j2,mj2 ∣0,0; 0,0⟩ Yˆ j1mj1 (1)Yˆ j2mj2 (2)δj1,j2 (3.19)
where MJ =mj1 +mj2 = 0 so mj1 =mj2 =mλ, and j1 = j2 = λ because of J = 0. Then using the special value
of the Clebsch-Gordan coefficient, one finds:
[Yˆλ(1)⊗ Yˆλ(2)]J=0MJ=0 =∑
mλ
(−1)λ−mλ√
2λ + 1
Yˆ λ−mλ(2)Yˆ λmλ(1)
=
(−1)λ√
2λ + 1
∑
mλ
(−1)mλ Yˆ λ−mλ(2)Yˆ λmλ(1) (3.20)
In analogy with the Legendre polynomials, an operator Pˆλ can be defined as:
Pˆλ =
4π
2λ + 1
∑
mλ
(−1)mλ Yˆ λ−mλ(2)Yˆ λmλ(1)
=
4π√
2λ + 1
(−1)λ[Yˆλ(1)⊗ Yˆλ(2)]J=0MJ=0 (3.21)
It is then possible to define the potential operator as:
Vˆ =
∞
∑
λ=0
Vλ(rˆ)Pˆλ
=
∞
∑
λ=0
Vλ(rˆ) 4π√
2λ + 1
(−1)λ[Yˆλ(1)⊗ Yˆλ(2)]J=0MJ=0 (3.22)
64
CHAPTER 3. SPECTROSCOPY OF DIPOLAR ANIONS IN THE BERGGREN ENSEMBLE
3.3 Methods
3.3.1 Definition of channels
Dipolar anions are modelled by the Hamiltonian (3.6). They have a total angular momentum ˆ⃗J coming
from the rotational motion of the dipole and of the valence electron (see Eq.(3.7)). An important point in
the description of dipolar anions is that the orbital angular momentum ˆ⃗l of the valence electron and the
rotational angular momentum ˆ⃗j of the dipolar molecule, are strongly coupled and the corresponding energy
scales may be comparable. Consequently, the CC formalism presented in (1.2.2) is well adapted to deal with
this problem. Indeed, each solution of the Schrödinger equation is given for a total angular momentum J ,
where all possible couplings of ˆ⃗l and ˆ⃗j, satisfying the Eq.(3.7), contribute. The centrifugal and rotational
terms in the Hamiltonian favor low l- and j-values, so that a truncation of high l- and j-values is possible.
It is the reason why in CC calculations there is a truncation cutoff lmax, and allowed j values are:
∣J − lmax∣ ≤ j ≤ J + lmax (3.23)
The channel states ∣c⟩ which, with the exception of the relative motion, contain all the information
about the electron-dipolar molecule system, can be split into an electronic part and a dipole part:
∣c⟩ = ∣ce⟩⊗ ∣cd⟩ (3.24)
In the present case, the dipole channel state is a solution of the equation:
ˆ⃗
j2
2I
∣cd⟩ = Ed ∣cd⟩ (3.25)
Obviously: ∣cd⟩ = ∣j,mj⟩. In the same way the electron channel is just: ∣ce⟩ = ∣l,ml⟩. States associated with
the relative distance between the dipole and the valence electron form a radial basis of the space Erel:
∫
∞
0
dr r2 ∣r⟩ ⟨r∣ = 1ˆ Erel (3.26)
Thus for a given total angular momentum J , a basis of the full space E is:
(∫ ∞
0
dr r2 ∣r⟩ ⟨r∣)⊗ (∑
ce
∣ce⟩ ⟨ce∣)⊗ ⎛⎝∑cd ∣cd⟩ ⟨cd∣⎞⎠ = 1ˆE (3.27)
or in other words:
∑
l,j
∑
ml,mj
∫
∞
0
dr r2(∣r⟩⊗ ∣l,ml, j,mj⟩)(⟨r∣⊗ ⟨l,ml, j,mj ∣) = 1ˆE (3.28)
The closure relation in the basis of uncoupled states can be used to simplify the Eq.(3.28):
∑
l,j
∑
MJ
∫
∞
0
dr r2(∣r⟩⊗ ∣l, j;J,MJ⟩)(⟨r∣⊗ ⟨l, j;JMJ ∣) = 1ˆE (3.29)
Hereafter, the calculations are done for a fixed value of the total angular momentum projection MJ = J .
Finally, the eigenstates ∣Ψ⟩ of the Hamiltonian Eq.(3.6) can be expanded as:
∣Ψ⟩ =∑
l,j
∫
∞
0
dr r2(∣r⟩⊗ ∣l, j;J,MJ⟩)(⟨r∣⊗ ⟨l, j;JMJ ∣) ∣Ψ⟩
=∑
l,j
∫
∞
0
dr r2
u
J,MJ
l,j
(r)
r
(∣r⟩⊗ ∣l, j;J,MJ⟩) (3.30)
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with the radial channel wave functions:
(⟨r∣⊗ ⟨l, j;JMJ ∣) ∣Ψ⟩ = uJ,MJl,j (r)
r
(3.31)
Usually, the channel index is denoted c = (l, j) = (lc, jc) where l and j are now labelled by c, and thus:
∣Ψ⟩ =∑
c
∫
∞
0
dr r2
uc(r)
r
(∣r⟩⊗ ∣lc, jc;J,MJ⟩) (3.32)
This is the channel state expansion of the eigenstate of the Hamiltonian Eq.(3.6).
3.3.2 Coupled-channel equations
In order to derive the CC equations, we insert the expansion (3.32) into the Schrödinger equation:
Hˆ ∣Ψ⟩ = E ∣Ψ⟩
⇔ ∑
c
∫
∞
0
dr r2
uc(r)
r
Hˆ(∣r⟩⊗ ∣lc, jc;J,MJ⟩) = E∑
c
∫
∞
0
dr r2
uc(r)
r
(∣r⟩⊗ ∣lc, jc;J,MJ⟩) (3.33)
The CC equations are obtained from (3.33) by projecting on a particular channel ⟨r′∣⊗ ⟨lc′ , jc′ ;J,MJ ∣:
∑
c
∫
∞
0
dr r2
uc(r)
r
(⟨r′∣⊗ ⟨lc′ , jc′ ;J,MJ ∣)Hˆ(∣r⟩⊗ ∣lc, jc;J,MJ⟩)
= E∑
c
∫
∞
0
dr r2
uc(r)
r
(⟨r′∣⊗ ⟨lc′ , jc′ ;J,MJ ∣)(∣r⟩⊗ ∣lc, jc;J,MJ⟩) (3.34)
(3.35)
or in a more concise way:
∑
c
∫
∞
0
dr r2
uc(r)
r
(Hc′,c(r′, r) −ENc′,c(r′, r)) = 0 (3.36)
with:
Nc′,c(r′, r) = (⟨r′∣⊗ ⟨lc′ , jc′ ;J,MJ ∣)(∣r⟩⊗ ∣lc, jc;J,MJ⟩) = δ(r − r′)
r2
δc,c′ (3.37)
and:
Hc′,c(r′, r) = (− h̵22me 1r ∂2(r⋅)∂r2 + h̵2lc(lc + 1)2mer2 + h̵2jc(jc + 1)2I ) δ(r − r′)r2 δc,c′+(⟨r′∣⊗⟨lc′ , jc′ ;J,MJ ∣)Vˆ (∣r⟩⊗∣lc, jc;J,MJ⟩)
(3.38)
The potential matrix element:
Vc′,c(r′, r) = (⟨r′∣⊗ ⟨lc′ , jc′ ;J,MJ ∣)Vˆ (∣r⟩⊗ ∣lc, jc;J,MJ⟩) ≡ Vc′,c(r) (3.39)
can be evaluated using the multipolar expansion (3.22):
Vc′,c(r) = ∞∑
λ=0
Vλ(r) ⟨lc′ , jc′ ;J,MJ ∣Pˆλ∣lc, jc;J,MJ⟩ δ(r − r′)
r2
(3.40)
with:
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⟨lc′ , jc′ ;J,MJ ∣Pˆλ∣lc, jc;J,MJ⟩
= (−1)jc′+jc+jc { jc′ lc′ J
l j λ
}( jc′ λ j
0 0 0
)( lc′ λ l
0 0 0
)√(2lc′ + 1)(2lc + 1)(2jc′ + 1)(2jc + 1) (3.41)
The Hamiltonian and overlap matrix elements (Eqs.(3.38) and (3.37)) can be inserted into the general CC
equations (3.36) to obtain:
( h̵2
2me
1
r
∂2(r⋅)
∂r2
−
h̵2lc(lc + 1)
2mer2
−
h̵2jc(jc + 1)
2I
+E) uc(r)
r
=∑
c′
Vc,c′(r)uc′(r)
r
(3.42)
or in a dimensionless form:
(1
r
∂2(r⋅)
∂r2
−
lc(lc + 1)
r2
−
jc(jc + 1)
I
+ k2) uc(r)
r
=∑
c′
Vc,c′(r)uc′(r)
r
(3.43)
In these equations, r is in units of the Bohr radius a0, the moment of inertia I is in units of mea20, k
2 is in
units of a−20 , and the eigenenergy E and the radial potential Vλ(r) are in units of R∞hc with:
E =
h̵2k2
2µ
(3.44)
and:
R∞hc =
h̵2
2mea20
≈ 13.605691 eV (3.45)
The dimensionless CC equations are obtained with the help of the following formula:
1
R∞hc
e2
4πε0
1
a0
=
αh̵c
R∞hca0
= 2 (3.46)
3.3.3 Resolution of the coupled-channel equations
3.3.3.1 Direct integration method
The direct integration method in the dipolar anion case is basically the same as in the nuclear case
(see Sec.1.2.3.6). The difference between these two cases is that the radial wave functions uc(r) for dipolar
anions have the correct behavior at r ∼ 0, contrary to the radial wave functions wc(r) in a nuclear case.
Moreover, due to the dipolar potential the asymptotic behavior of uc(r) for r →∞ is not known analytically.
The principal motivation for using DIM to describe dipolar anions is that in many applications this method
is more precise than the finite-basis diagonalization. In particular, the DIM works very well in the nuclear
case for bound states and resonances. Thus, as in the nuclear case, the CC equations (3.43) are solved
separately in the internal region: 0 ≤ r ≤ rm, where the centrifugal potential is appreciable, and in the
asymptotic region: rm ≤ r ≤ Rmax, where the centrifugal potential is small. In the internal region, radial
wave functions uc(r) are expanded in the forward basis:
uc(r) =∑
b
A
(0)
b
u
(0)
c,b
(r) (3.47)
where A(0)
b
is a constant to be determined by the matching conditions at r = rm. For a fixed channel b, the
forward basis states have the following boundary conditions:
67
3.3. METHODS
u
(0)
c,b
(r) ∼
r∼0 r
lb+1 (c = b)
∼
r∼0 o(rlb+1) (c ≠ b) (3.48)
The c ≠ b case can be specified by looking at the asymptotic form of Eq.(3.43) for the forward basis states
u
(0)
c,b
(r) in the limit r ∼ 0:
∂2u
(0)
c,b
(r)
∂r2
=
lc(lc + 1)
r2
u
(0)
c,b
(r) + (Vc,c(0) + jc(jc + 1)
I
− k2)u(0)
c,b
(r) + ∑
c′≠c
Vc,c′(0)u(0)c′,b(r) +O(u(0)c,b (r)) (3.49)
Due to the boundary conditions (3.48), the second term on the right-hand side of Eq.(3.49) and all terms
in the sum for which c′ ≠ b are O(rlb+1), and u(0)
b,b
= rlb+1. Thus, Eq.(3.49) becomes:
∂2u
(0)
c,b
(r)
∂r2
=
lc(lc + 1)
r2
u
(0)
c,b
(r) + Vc,b(0)rlb+1 +O(u(0)c,b (r)) (3.50)
This equation can be directly integrated if the terms o(rlb+1) for c ≠ b are neglected. Then, the boundary
conditions for c ≠ b write:
u
(0)
c,b
(r) ∼
r∼0 Vc,b(0) rlb+32lb + 5 ln( rrm) (c ≠ b, lc = lb + 2)
∼
r∼0 Vc,b(0) rlb+3(lb + 2)(lb + 3) − lc(lc + 1) (c ≠ b, lc ≠ lb + 2) (3.51)
Remark:
In the internal region, there is a discontinuity of the dipolar potential at r = s, where s is the size of the
dipole. The integration of the CC equations has thus to be done from r = 0 to r = s and from r = s to r = rm
with the appropriate matching conditions at r = s and r = rm.
In the asymptotic region, the radial wave functions uc(r) are expanded in the backward basis:
uc(r) =∑
b
A
(+)
b
u
(+)
c,b
(r) (3.52)
where A(+)
b
is a constant to be determined with the matching conditions at r = rm. For a fixed channel b,
the backward basis states have the following boundary conditions:
u
(+)
c,b
(r) ≠
r→∞ 0 (c = b)
=
r→∞ 0 (c ≠ b) (3.53)
The explicit form of the outgoing boundary conditions Eq.(3.53) are given hereinafter. The radial wave
functions uc(r) are obtained with the matching conditions at r = rm, which specifies the constants A(0)b and
A
(+)
b
:
∑
b
(A(0)
b
u
(0)
c,b
(rm) −A(+)b u(+)c,b (rm)) = 0 (3.54)
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∑
b
⎛⎜⎝A(0)b ∂u
(0)
c,b
(r)
∂r
RRRRRRRRRRRRRr=rm −A
(+)
b
∂u
(+)
c,b
(r)
∂r
RRRRRRRRRRRRRr=rm
⎞⎟⎠ = 0 (3.55)
In order to deal with the unknown asymptotic of the dipolar potential, an approximation scheme has
been developed. At large distances, Vc,c′(r) can be written as:
Vc,c′(r) = χc,c′
r2
+ V (3)(r) (3.56)
where χc,c′ is a constant and V (3)(r) decreases as −r−3 for r →∞. In this approximation, it is assumed
that V (3)(r) = 0 in the asymptotic region. As the numerical integration up to r ≈ 100 a0 is stable, the error
made by neglecting V (3)(r) is around 10−6 a−30 , i.e. the asymptotic region has been practically reached.
To apply the standard outgoing boundary conditions, an effective angular momentum l(eff)
b
is defined
which takes into account the dipolar potential. In the limit of an infinite moment of inertia I →∞, the
Schrödinger equation is:
d2uc(r)
dr2
=
lc(lc + 1)
r2
uc(r) +∑
c′
χc,c′
r2
uc′(r) − k2uc(r) (3.57)
The outgoing solution of (3.57) in the backward basis can be written in terms of the spherical Hankel
functions:
u
(+)
c,b
(r) = gc,bH+
l
(eff)
b
(ηb, kr) (3.58)
where ηb is the Sommerfeld parameter of the channel b, and l
(eff)
b
is the effective angular momentum solution
of the equation:
lc(lc + 1)gc,b +∑
c′
χc,c′gc′,b = l
(eff)
b
(l(eff)
b
+ 1)gc,b (3.59)
for constants gc,b. Indeed, it follows from Eqs.(3.57) and (3.59) that:
d2u
(+)
c (r)
dr2
=
⎛⎝ l
(eff)
b
(l(eff)
b
+ 1)
r2
− k2
⎞⎠u(+)c,b (r) (3.60)
so the physical interpretation of l(eff)
b
in terms of an effective angular momentum is justified.
If I is finite, the general solutions of the Schrödinger equation with the dipolar potential are no longer
analytical at large distances. Nevertheless, it is possible to construct an adiabatic approximation for uc(r)
in the asymptotic region. The Schrödinger equation is then written in the asymptotic region as Eq.(3.57):
d2uc(r)
dr2
=
lc(lc + 1)
r2
uc(r) +∑
c′
χc,c′
r2
uc′(r) − k2cuc(r) (3.61)
where k is replaced by the channel momentum kc defined as:
k2c = k
2
−
jc(jc + 1)
I
(3.62)
This approximation can be applied if ∣E∣≫ jc(jc + 1)/I for all channels of importance. The relative
error on a basis function u(+)(c,b)(r) associated with this approximation:
∑
c′
RRRRRRRRRRRRRR
χc,c′
r2
gc′,b
gc,b
⎛⎜⎝
H+
ηb,l
(eff)
b
(kc′r)
H+
ηb,l
(eff)
b
(kcr) − 1⎞⎟⎠
RRRRRRRRRRRRRR (3.63)
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is of the order of ∣kc − kc′ ∣/r2. In practical calculations, I ∼ 105 and jmax ∼ 7. This gives: jmax(jmax + 1)/I ∼ 10−4.
Consequently, if ∣E∣ > 10−3 Ry, the error ∣kc − kc′ ∣/r2 < 10−6 a−30 for r ∼ 100 a0 is close to that which is as-
sociated with the neglect of V (3)(r). The proposed ansatz accounts for the coupling term in many cases.
However, this approximation breaks down for weakly-bound and unbound states with ∣E∣ < 10−4 Ry, thus
a more adequate theoretical method based on a resonant state expansion needs to be introduced.
3.3.3.2 Berggren expansion method
The long-range dipolar potential is expected to have delocalized states. Consequently, the use of the
one-body Berggren basis to expand the channel states Eq.(3.29) and the Hamiltonian matrix elements
Eq.(3.38) is relevant. The optimal Berggren basis is given by the diagonal part in the channel state basis
of the Hamiltonian matrix without the rotor terms, denoted Hˆdiag. The rotor Hamiltonian is removed from
the definition of Hˆdiag in order to have a threshold energy at 0, otherwise the rotor motion adds a non-zero
contribution for j ≠ 0. The Berggren states are thus the solution of the equation:
Hˆdiag ∣φi⟩ = e ∣φi⟩ (3.64)
where i is the index of the Berggren state, and ei its eigenenergy. Each Berggren state is labelled by the
channel index c = (l, j) and the linear momentum k, writes ∣φk,c⟩. Eq.(3.64) in the channel state basis thus
writes:
( h̵2
2me
d2
dr2
−
h̵2l(l + 1)
2mer2
+
h̵2k2
2me
)φk,c(r) = Vc,c(r)φk,c(r) (3.65)
with:
∣φk,c⟩ = ∣φrelk,c⟩⊗ ∣l, j;J,MJ⟩ (3.66)
and:
(⟨r∣⊗ ⟨l, j;J,MJ ∣) ∣φk,c⟩ = ⟨r∣φrelk,c⟩ = φrelk,c(r)r (3.67)
The Schrödinger equation can thus be expanded in Berggren basis:
∑
i,i′
∣φi′⟩ ⟨φi′ ∣Hˆ ∣φi⟩ ⟨φi∣Ψ⟩ = E∑
i
∣φi⟩ ⟨φi∣Ψ⟩ (3.68)
and projected on a particular state ⟨φi′′ ∣:
∑
i,i′
⟨φi′′ ∣φi′⟩ ⟨φi′ ∣Hˆ ∣φi⟩ ⟨φi∣Ψ⟩ = E∑
i
⟨φi′′ ∣φi⟩ ⟨φi∣Ψ⟩
⇔ ∑
i
⟨φi′′ ∣Hˆ ∣φi⟩ ⟨φi∣Ψ⟩ = E ⟨φi′′ ∣Ψ⟩
⇔ ∑
i
Hi′′,iΨi = EΨi′′ (3.69)
with Hi′′,i = ⟨φi′′ ∣Hˆ ∣φi⟩ and Ψi = ⟨φi∣Ψ⟩. The diagonal terms can be easily calculated:
Hi,i = ⟨φi∣ ⎛⎝Hˆdiag + ˆ⃗j22I ⎞⎠ ∣φi⟩ = e + h̵2j(j + 1)2I (3.70)
Finally, the diagonalization of the matrix:
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⎛⎜⎜⎜⎝
H0,0 − e ⋯ H0,i ⋯
⋮ ⋱
Hi,0 Hi,i − e
⋮ ⋱
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Ψ0
⋮
Ψi
⋮
⎞⎟⎟⎟⎠ = 0 (3.71)
gives eigenergies and eigenstates of the dipolar anions described by Hˆ. This method is referred to as the
Berggren expansion method.
3.4 Electronic density in the body-fixed frame
In the description of dipolar anions, the couplings between the angular momentum ˆ⃗j of the neutral
dipolar molecule, and the orbital angular momentum ˆ⃗l of the external electron, which leads to the total
angular momentum ˆ⃗J , is of particular importance. Indeed, without these couplings there are no bound
states or resonances. Thus, the electronic density in the body-fixed frame (intrinsic frame), must reflect
the richness of these angular momenta couplings. This intrinsic density can be obtained with a passive
rotation Rˆ(Ω) acting on the coordinate axis, in order to superimpose the new (Oz) axis denoted (Oz′)
and the rotor direction. The starting coordinate frame is denoted (S), and the body-fixed frame (S ′). The
passive rotation thus changes the projection operators lˆz, jˆz and Jˆz to lˆz′ , jˆz′ and Jˆz′ , respectively. The
angular momenta projections in both coordinate frames are summarized in Tab.3.1.
Angular momentum Projection in (S) Projection in (S ′)
l ml Kl
j mj Kj
J MJ KJ
Table 3.1 – Conventions used in the angular momenta projections in (S) and (S ′).
with:
(S) ∶ml +mj =MJ → (S ′) ∶Kl +Kj =KJ (3.72)
In the present case, Kj = 0 because the (Oz′) axis and the rotor direction coincide and the conservation
of the total projections (3.72) leads to Kl =KJ . Common eigenvectors of the operators of square angular
momenta and of the z and z′ component of angular momenta operators in both coordinate frames are given
in Tab.3.2.
Operators in (S) Eigenvectors in (S) Operators in (S ′) Eigenvectors in (S ′)
ˆ⃗
l2, lˆz ∣l,ml⟩ ˆ⃗l2, lˆz′ ∣l,Kl⟩
ˆ⃗
j2, jˆz ∣j,mj⟩ ˆ⃗j2, jˆz′ ∣j,Kj⟩
ˆ⃗
J2, Jˆz ∣l, j;J,MJ⟩ ˆ⃗J2, Jˆz′ ∣l, j;J,KJ⟩
Table 3.2 – Eigenvectors of the square angular momenta operators and of the z and z′ component of angular
momenta operators in (S) and (S ′).
In the CC framework, the eigenstates of dipolar anions are of the form:
∣Ψ⟩ =∑
l,j
∣ul,j⟩⊗ ∣l, j;J,MJ⟩ (3.73)
The angular part can be rotated in the body-fixed frame, i.e. with Ω such as Kj = 0 and Kl =KJ :
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Rˆ(Ω) ∣l, j;J,MJ⟩ = ∣l, j;J,MJ⟩Ω
=∑
KJ
DJKJ ,MJ (Ω) ∣J,KJ⟩
=∑
KJ
DJKJ ,MJ (Ω) ∑
Kl,Kj
∣l,Kl, j,Kj⟩ ⟨l,Kl, j,Kj ∣J,KJ⟩
=
√
2j + 1
8π2
∑
KJ
⟨l,KJ , j,0∣J,KJ⟩DJKJ ,MJ (Ω) ∣l,KJ , j,0⟩ (3.74)
The Ω index indicates that the state is rotated in a particular orientation Ω = (α,β, γ) defined by the
Euler angles. The normalization factor comes from the restriction to the angular momentum states with a
projection mj in (S) and a projection Kj in (S ′). Finally, the rotated eigenstate Rˆ(Ω) ∣Ψ⟩ is:
∣Ψ⟩Ω =∑
l,j
∣ul,j⟩⊗ ∣l, j;J,MJ⟩Ω
=∑
l,j
∣ul,j⟩⊗ ⎛⎝
√
2j + 1
8π2
∑
KJ
⟨l,KJ , j,0∣J,KJ⟩DJKJ ,MJ (Ω) ∣l,KJ , j,0⟩⎞⎠
=∑
KJ
∣ΨKJ ⟩Ω (3.75)
The generalization of these derivations to three angular momenta is done in Refs. [265, 266] based on
Refs. [243,267].
The radial density operator is defined by:
ρˆ = ∣r⃗⟩ ⟨r⃗∣ = ∣r, θ,ϕ⟩ ⟨r, θ,ϕ∣ (3.76)
where r, θ and ϕ are the spherical coordinates of the external electron in the body fixed frame. Thus, for
a fixed orientation Ω in the body fixed frame and a given KJ component ∣ΨKJ ⟩Ω in Eq.(3.75), the intrinsic
density is:
ρJ,KJ (r, θ) = ∫ dΩΩ ⟨ΨKJ ∣ρˆ∣ΨKJ ⟩Ω
=∑
l,l′
∑
j
2j + 1
2J + 1
u∗l,j(r)
r
ul′,j′(r)
r
⟨l,KJ , j,0∣J,KJ⟩ ⟨l′,KJ , j′,0∣J,KJ⟩Y lKJ ∗(θ,0)Y l′KJ (θ,0) (3.77)
The total density in the body fixed frame is thus given by:
ρJ(r, θ) =∑
KJ
ρJ,KJ (r, θ) (3.78)
3.5 Bound states of LiI−, LiCl−, LiF− and LiH−
This section contains the study of the bound states spectra of LiI−, LiCl−, LiF− and LiH− using the
BEM and the DIM. Results presented in the section have been published in Ref. [53].
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3.5.1 Parameters of the calculations
Tests of DIM and BEM have been performed for the LiCl− dipolar anion.
Results of the DIM depend on:
• The parameters of the pseudo-potential (3.8).
They are fixed to reproduce the experimental value of the ground state energy of the LiCl− anion:
Eexp = −4.483 ⋅ 10−2 Ry [268]. The most important term in the pseudo-potential is the dipole potential
Vµ which depends only on the dipole moment µ and the size s of the neutral molecule. Remain-
ing parameters of the pseudo-potential are taken from Ref. [255], namely: α0 = 15.3 a30, α2 = 1.1 a
3
0,
r0 = 2.2 a0, rc = 2.828 a0, Qzz = 3.28 ea20, and V0 = 2.0 Ry. The moment of inertia parameters are:
I = 150,000 mea20 for LiCl
−, 240,000 mea20 for LiI−, 82,000 mea20 for LiF−, and 26,000 mea20 for LiH−.
The dipole moment of each molecule considered in this work is known experimentally and has been
taken from the NIST database.
• The cutoff value of the electron orbital angular momentum lmax .
For lmax = 9, the ground state energy of the LiCl− anion is reproduced by taking the charge separation
s
(9)
DIM = 0.336 a0. To remove the dependence of the results on lmax, the ground state energy of LiCl
−
is extrapolated for lmax →∞ and the size of the charge separation s is adjusted to reproduce the
experimental binding energy. In this case, s(∞)DIM = 0.337 a0.
• The matching radius rm.
In the resolution of CC equations, the value of rm = a0 is determined by investigating the stability of
the DIM results with respect to the change of rm.
In order to compare results obtained in DIM and in BEM, the pseudo-potential parameters remain the
same in both methods. Also, the cutoff value of the electron orbital momentum lmax = 9 is the same.
The BEM results depend on:
• The discretization of the complex contour in the Berggren basis.
Three segments defining the complex contour (see Fig.1.2) are given by the connection of the following
points: k1 = (0,0), k2 = (0.15,−i0.04), k3 = (1,0), and k4 = kmax in units of a−10 . Each scattering
contour has been discretized with 220 points. Since the applications carried out in this section
concerns bound states, the real-energy scattering contour could be used as well.
• The maximal value kmax of the real momentum in a definition of the complex contour.
This value has been chosen such that (i) BEM results are practically independent of lmax, (ii) a good
numerical precision could be attained, and (iii) the s-value is approximately the same as in DIM. The
cutoff parameter is thus equal to kmax = 1.53 a−10 for each partial wave.
• The size of the dipole s.
This value has been extrapolated in order to obtain lmax-independent results: s
(9)
BEM = s
(∞)
BEM = 0.336 a0.
3.5.2 Numerical tests and benchmarking
A first comparison between DIM and BEM results is done by looking at the channel wave functions for
r ≈ s. The dipolar potential (3.9) is not differentiable at r = s and, therefore, it cannot be treated in BEM
exactly because the channel wave functions expanded in Berggren basis are analytic by construction. On
the other hand, in DIM it is sufficient to add a second matching radius at r = s to obtain the exact result.
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In practice, this procedure adds a node beyond r = s in DIM channel wave functions, which is absent in
BEM. This is illustrated in Fig.3.3 for a (jc = 0, lc = 0) channel wave function corresponding to the first
excited Jπ = 0+2 state of LiCl−. Beyond r = s, the channel wave functions calculated with both methods
are very close and, as it will be shown later, this near-origin pathology has a very small impact on the
eigenenergies of dipolar anions.
As discussed in 3.3.3.1, DIM is inadequate for states with very small energies, while BEM has been
shown to be very precise in this case. On the other hand, for states with binding energies typically greater
than 10−2 Ry, BEM yields channel wave functions that exhibit spurious low-amplitude oscillations. Fig.3.4
illustrates such wiggles in the tail of the channel wave function ujc=0,lc=0 of the Jπ = 0+1 ground state of
LiCl−. For such well-bound states, the standard size of the Berggren basis in terms of the number of
contour discretization points and kmax, is not sufficient. The DIM is thus preferable for such cases, as the
asymptotic behavior of well-bound states is treated almost exactly.
0
0.01
0.02
0.03
0 2 4 6 8 10
r (units of a0)
DIM
BEM
|u
c(
r)
| (
u
n
it
s 
o
f 
a 0
  
  
 )
-1
/2 J
 
=0
+
2
LiCl
!
r=s
Figure 3.3 – (Color online) The modulus of the
channel wave function ujc=0,lc=0 near r = 0 for the
first excited Jπ = 0+2 state of LiCl− calculated in
DIM (solid line) and BEM (dotted line) with
lmax = 9. The charge separation s of LiCl has been
adjusted in both approaches to reproduce the exper-
imental ground state energy in the limit lmax →∞.
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Figure 3.4 – (Color online) The modulus of the
channel wave function ujc=0,lc=0 for the Jπ = 0+1
ground state of LiCl− calculated in DIM (solid line)
and BEM (dotted line) with lmax = 9. At large dis-
tances, spurious wiggles appear in BEM results (see
the inset) due to the basis truncation.
The direct integration becomes numerically unstable when the channel orbital angular momentum
becomes large, around lc = 10, even for the states with relatively large binding energies. In this case, the
matrix formed from the matching conditions Eq.(1.143), which is the generalization of the Jost function
to an arbitrary number of channels, is ill-conditioned1 and its eigenvector of zero eigenvalue becomes
imprecise. This results in a discontinuity at rm and spurious occupation of channels with large orbital
angular momentum lc > 10. This is illustrated in Fig.3.5 for the Jπ = 0+1 ground state of LiCl−.
As a result, the energy and spatial extension of the electron cloud distribution of the CC eigenstate become
incorrect.
The convergence of the LiCl− ground state energy with respect to lmax is shown in Fig.3.6. There is
an exponential convergence of calculated DIM energies with lmax for 6 ≤ lmax ≤ 10 and a clear deviation
for lmax ≥ 11, which is related to the discontinuity of channel wave functions for lmax > 10. The energy
1The inverse is difficult to calculate, or in other words a small error on the matrix elements generates a big error on the
wave functions.
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Figure 3.5 – (Color online) The modulus of the
channel wave function ujc=0,lc=0 for the Jπ = 0+1
ground state of LiCl− calculated in DIM with sev-
eral values of lmax. For lmax ≥ 10, one may notice
the development of a discontinuity at the match-
ing point rm = a0. In such cases, the channel wave
function becomes ill-conditioned, introducing seri-
ous errors in CC eigenenergy and eigenfunction.
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Figure 3.6 – (Color online) The dependence of the
LiCl− ground state energy on lmax in DIM (dots)
and BEM (triangles). The DIM results converge
exponentially (red line). This allows us to deter-
mine the asymptotic value of energy at lmax →∞.
calculated in BEM is perfectly stable with lmax.
The rapid converge of BEM with lmax is due to kmax-truncation of the single-particle basis that sup-
presses contributions from large-lc configurations. This is illustrated in Fig.3.7, which displays the average
modulus of the off-diagonal matrix element of the channel-channel coupling in BEM:
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Figure 3.7 – Average off-diagonal matrix element A0,c Eq.(3.79) of the channel-channel coupling in BEM
between the channel (jc = 0, lc = 0) and c′ for the Jπ = 0+1 ground state of LiCl−.
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Ac,c′ =
1
N2
N
∑
n,n′
⟨φn′,c′ ∣V ∣φn,c⟩ (3.79)
between the first channel c = (jc = 0, lc = 0) and the higher-lc′ channels c′. Only the channels with lc ≤ 5 and∣lc − lc′ ∣ ≤ 3 contribute significantly to the channel coupling matrix element. Using the same truncation, the
DIM yields numerically stable results. In this case, the energies of well-bound states (∣E∣ > 10−2 Ry) agree
in both methods.
The numerical instability of DIM at large lmax leads to a collapse of calculated radii. Fig.3.8 shows the
dependence of the ground state r.m.s. radius of LiCl− on lmax. This result, together with discussion of
Fig.3.7, suggests that the BEM can provide practical guidance on the minimal number of channels in the
CC approach.
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Figure 3.8 – (Color online) The dependence of the
LiCl− ground state r.m.s. radius on lmax DIM (dots)
and BEM (dotted line). The DIM results are stable
up to lmax = 10.
0
0.1
0.2
0 5 10 15 20 25 30 35
r (units of a0)
|u
c(
r)
| (
u
n
it
s 
o
f 
a 0
  
  
 )
-1
/2
(0,0)
(1,1)
(3,3)
(2,2)
DIM
BEMJ
 
=0+1
LiCl!
Figure 3.9 – (Color online) Most important channel
wave functions uc(r) for the Jπ = 0+1 ground state of
LiCl−, as calculated in DIM (solid line) and BEM
(dashed line) with lmax = 9.
In practical applications, spurious oscillations in BEM channel wave functions for well-bound states can
be taken care of by extrapolating wave functions from the intermediate region of r, where they are reliably
calculated, into the asymptotic region. This can be done by applying the analytical expression:
u˜c(r) ≡ lim
r≫0uc(r) = eikcr M∑
j=1
α
(c)
j
rj
, (3.80)
where kc is the channel momentum and α
(c)
j are parameters to be determined by the fit. The precision of
this procedure can be assessed by computing the norm of the eigenstate. Using this procedure, one obtains
perfectly stable r.m.s. radii in BEM for different values of lmax, as can be seen in Fig.3.8.
Figs.3.9 and 3.11 compare the four most important channel wave functions (lc, jc) of DIM and BEM
corresponding to the three lowest Jπi = 0
+
i eigenstates of LiCl
−.
For the ground state, both approaches predict the same energy E = −4.483 ⋅ 10−2 Ry and the channel
functions are practically identical. For the first excited state, the agreement is still reasonable. Here,
the energy in DIM is E = −7.374 ⋅ 10−4 Ry while BEM gives slightly more binding: E = −8.241 ⋅ 10−4 Ry.
Consequently, the BEM wave functions decrease faster than those computed with DIM. For a second excited
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Figure 3.10 – (Color online) Similar to Fig.3.9 but
for the first excited Jπ = 0+2 state of LiCl−.
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Figure 3.11 – (Color online) Similar to Fig.3.9 but
for the second excited Jπ = 0+3 state of LiCl−.
0+3 state, both methods differ markedly. This state has a sub-threshold nature, with EDIM = −7.051 ⋅ 10−6
Ry and EBEM = −9.907 ⋅ 10−6 Ry. For this extremely diffuse state, the direct integration method fails
completely. This is manifested by the very different nodal structure of channel wave functions in DIM seen
in Fig.3.11.
Remark:
Figs.3.7 and 3.9 show that for bound states of dipolar anions, the dominant channel wave functions are
always associated with low electron orbital angular momentum (lc = 0,1). For high-spin bound states of
anions, the angular momentum is generated mainly by the rotational motion of the dipolar core. and dipole
angular momentum jc. In this case, the energy scales associated with the rotational motion of the molecule
and the motion of the weakly bound valence electron may be comparable. Consequently, bound states of
dipolar anions are characterized by a strong coupling between the electron orbital angular momentum and
the dipole angular momentum.
3.5.3 Critical dipole moment
A stringent test of the computational framework is provided by the analytic result µcr = 0.639 ea0 for
the fixed dipole (I →∞) [251]. For a dipole moment in the interval 0.6 ≤ µ ≤ 3.0, BEM calculations have
been performed and only the eigenenergies which satisfy E < Elim = −10−8 have been retained to extract the
critcal dipole moment. This criteria leads to an interval ∆µ ≃ 0.377 of the dipole moment. In this energy
interval, µcr can be obtained using the expression:
E(µ) = (µ + b) aµ ec (3.81)
to extrapolate the calculated energy down to E = 0. An excellent energy fit in the subthreshold region
does not guarantee an excellent estimate of the critical dipole moment. The values of µcr extracted by this
extrapolation procedure can be considered reliable only if ∆µ, which depends on the chosen precision Elim,
is close to the critical dipole moment. In the studied cases, this criterion is approximately satisfied only for
the ground state and the first excited 0+ state. The critical dipole moments for these states in anions with
the dipole length s = 4a0 are shown in Tab.3.3 for various moments of inertia.
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I [mea20] µ(0)cr [ ea0] µ(1)cr [ ea0]BEM Ref. [49] BEM Ref. [49]
104 0.937 0.843 1.024 1.515
106 0.674 0.750 0.633 1.145
108 0.639 0.715 0.622 0.974
1010 0.639 — 0.622 —
1015 0.639 — 0.62 —
Table 3.3 – Critical dipole moments for dipolar anions in the two lowest 0+ states calculated in this work
(BEM) and in Ref. [49] for the charge separation s = 4a0 and different moments of inertia I. The analytic
result at I →∞ [250,251] is µcr = 0.639 ea0.
The agreement with the analytic limit is excellent for the ground state configuration, and is fairly good
for the first excited 0+ state. This is very encouraging, considering the slow convergence with I and various
sources of numerical errors in the E → 0 regime [52].
3.5.4 Results for spectra and radii
Energies and r.m.s. radii of the lowest bound 0+ and 1− states of LiI−, LiCl−, LiF−, and LiH− dipolar
anions predicted in this study are listed in Tab.3.4. For each total angular momentum Jπ there are at most
three bound eigenstates in each system. The r.m.s. radius rrms of an electron cloud shows a spectacular
increase when the binding energy of the state decreases. For the subthreshold states, such as 0+3 and 1−3 ,
the radius is of the order of hundreds to thousands a0.
Energy spectra and radii of dipolar anions do not change significantly in the limit lmax →∞. Usually,
the extrapolated results for both E and rrms agree very well with those in Tab.3.4 (lmax = 9). For instance,
the extrapolated values for the 1+2 state in LiH− are E = −7.931 ⋅ 10−5 Ry and rrms = 1.147 ⋅ 102 a0.
The DIM and BEM results are generally consistent for both energy and radii though significant quanti-
tative differences persist for excited, weakly-bound states of anions where the DIM is not expected to work.
In the case of LiF−, the BEM predicts the existence of the third 0+3 state at an energy −6.1 ⋅ 10−8 Ry, which
is absent in DIM.
It is instructive to compare our DIM results with those obtained in Ref. [255] using a similar approach.
Table 3.5 lists energies of the lowest 0+ bound states of LiI−, LiCl−, LiF−, and LiH− dipolar anions obtained
in both studies, and Table 3.6 shows the adopted values of dipole moments.
The two calculations agree reasonably well for the lowest-lying states, but some difference stems from
slightly different dipole moments used in Ref. [255] and here. Indeed, while the charge separation in both
studies was adjusted to reproduce the experimental ground state energy of LiCl− , the fitted values of s in
both calculations are different: s = 0.3335 a0 in Ref. [255] and sDIM = 0.336 a0 here.
The largest deviations, seen for weakly-bound states, can be traced back to the cutoff value of the
electron orbital angular momentum when solving CC equations. In Ref. [255], the adopted value of lmax
was small, typically lmax = 4 [269], whereas it is fairly large, lmax = 9, in our work. As seen in Fig.3.6,
energies of weakly-bound states obtained in DIM converge slowly with lmax.
The BEM results have been benchmarked by using the traditional technique of direct integration of CC
equations. While a fairly good agreement between the two methods has been found for well-bound states,
the direct integration technique breaks down for weakly-bound states with energies ∣E∣ < 10−4 Ry, which is
comparable with the rotational energy of the anion. For those subthreshold configurations, the Berggren
expansion is a tool of choice.
The inherent problem of the DIM is the lack of stability of results when the number of channels increases.
Indeed, the method breaks down when the channel orbital angular momentum is lc > 9. This problem does
not appear in BEM, since the rapid convergence with lmax is guaranteed by an effective softening of
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Anion State
E [Ry] rrms [a0]
DIM BEM DIM BEM
LiI− 0+1 -5.079(-2) -5.023(-2) 7.569(0) 7.620(0)
0+2 -9.374(-4) -1.037(-3) 5.112(1) 4.759(1)
0+3 -1.502(-5) -1.797(-5) 3.719(2) 3.308(2)
1−1 -5.079(-2) -4.995(-2) 7.569(0) 7.641(0)
1−2 -9.291(-4) -1.023(-3) 5.112(1) 4.886(1)
1−3 -1.261(-7) -1.099(-5) 3.423(3) 3.464(2)
LiCl− 0+1 -4.483(-2) -4.483(-2) 7.885(0) 7.894(0)
0+2 -7.374(-4) -8.241(-4) 5.632(1) 5.017(1)
0+3 -7.051(-6) -9.907(-6) 5.124(2) 4.106(2)
1−1 -4.482(-2) -4.458(-2) 7.885(0) 7.915(0)
1−2 -7.241(-4) -8.067(-4) 5.633(1) 5.337(1)
1−3 -3.062(-7) -8.159(-7) 2.066(3) 8.831(2)
LiF− 0+1 -2.795(-2) -2.983(-2) 9.117(0) 8.991(0)
0+2 -3.022(-4) -3.525(-4) 8.098(1) 7.501(1)
0+3 — -6.101(-8) — 3.363(3)
1−1 -2.793(-2) -2.968(-2) 9.117(0) 9.010(0)
1−2 -2.782(-4) -3.277(-4) 8.124(1) 7.520(1)
LiH− 0+1 -2.149(-2) -2.370(-2) 1.011(1) 9.698(0)
0+2 -1.491(-4) -1.922(-4) 1.058(2) 9.297(1)
1−1 -2.142(-2) -2.353(-2) 1.011(1) 9.717(0)
1−2 -7.942(-5) -1.231(-4) 1.146(2) 9.591(1)
Table 3.4 – Energies and r.m.s. radii for 0+ and 1− bound states of selected dipolar anions obtained in DIM
(lmax = 9) and BEM. The parameters of the calculation are given in 3.5.1. The numbers in parentheses
denote powers of 10.
Anion State
E [Ry]
This work Ref. [255]
LiI− 0+1 -5.079(-2) -4.998(-2)
0+2 -9.374(-4) -1.022(-3)
0+3 -1.502(-5) -1.999(-5)
LiCl− 0+1 -4.483(-2) -4.483(-2)
0+2 -7.374(-4) -7.497(-4)
0+3 -7.051(-6) -9.775(-6)
LiF− 0+1 -2.795(-2) -2.793(-2)
0+2 -3.022(-4) -3.366(-4)
0+3 — -8.746(-7)
LiH− 0+1 -2.149(-2) -2.352(-2)
0+2 -1.491(-4) -1.926(-4)
Table 3.5 – Energies for 0+ bound states of selected dipolar anions obtained in DIM in this work (lmax = 9)
and in Ref. [255]. The numbers in parentheses denote powers of 10.
the interaction through the momentum cutoff kmax, which suppresses contributions from high-lc partial
waves.
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Anion
µ [ ea0]
This work Ref. [255]
LiI− 2.911384272 2.911384272
LiCl− 2.805158089 2.793355179
LiF− 2.472316049 2.478610934
LiH− 2.313370205 2.321238811
Table 3.6 – Dipole moments of selected dipolar anions adopted in this work and in Ref. [255].
3.5.5 Dipolar anions as extreme halo systems
In two-body halo systems with a relative angular momentum l, the mean squared radius < r2 > behaves
as [270]:
< r2 >∼
1
∆E
for l = 0
< r2 >∼
1√
∆E
for l = 1
< r2 > remains finite for l > 1 (3.82)
where ∆E is the binding energy of the system.
In Fig.3.12, results for LiI−, LiCl−, LiF− and LiH− lie on a straight line corresponding to a mean square
radius which diverges as 1/∆Eα with α = 0.9172. In the present case, binding energies of dipolar anions
are obtained from CC calculations which involve channels with orbital angular momenta lc from 0 to lmax.
The dominant contributions to eigenenergies are for lc = 0 but higher lc contribute as well. Thus the value
of α is slightly smaller than 1.
The comparison with nuclear and molecular halos in Figs.3.13 shows that the dipolar anions reach very
large < r2 > /∆E ratios and can be considered as the extreme halo systems.
3.6 Bound and resonant states of HCN−
3.6.1 Hamiltonian modification and calculation parameters
Modification of the Hamiltonian
Due to the presence of r> and r<, the dipolar potential is discontinuous at r = s = 2.04 a0. Contrary
to the LiCl− case, in the description of the HCN− anions this discontinuity is removed. To remove it, the
r>/r< term in Eq.(3.9) is replaced by:
ha,d(r) = (r
s
fd(r) + s
r
(1 − fd(r))) erf(ar) (3.83)
with a = d = 1 a0, and r> by:
r>(d) = sfd(r) + r(1 − fd(r)) (3.84)
Functions fd(r) and erf(ar) in Eqs.(3.83) and (3.84) are the Fermi function:
fd(r) = 1
1 + e
r−s
d
(3.85)
and error function:
erf(r) = 2
π
∫
r
0
dxe−x2 (3.86)
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Figure 3.12 – Plot of the dimensionless mean square
radius vs. dimensionless binding energy of LiI−,
LiCl−, LiF− and LiH−. The black square indicates a
typical atomic system with a r.m.s. radius of 10 a20
and a binding energy of 10−1 Ry. The first group of
points at binding energies of about 10−2 − 10−1 Ry
corresponds to the ground states of considered dipo-
lar anions calculated in BEM. The second group at
binding energies of about 10−4 − 10−3 Ry contains
the first excited states, and the last three points
corresponds to the second excited states of dipolar
anions presented in Tab.3.4.
Figure 3.13 – Plot of the dimensionless mean square
radius vs. dimensionless binding energy for various
nuclear and molecular weakly bound systems (from
Ref. [259]).
respectively.
Parameters of the BEM calculation
In BEM, results depend on:
• The pseudo-potential parameters.
For the dipolar moment µ of the molecule, the experimental value has been chosen, namely: µ = 1.174 ea0.
The rc parameter is adjusted: rc = 3.071622666 a0, to reproduce the experimental value of the ground
state (Jπ = 0+) energy [269]: Eexp(0+1) = −1.1465789 × 10−4 Ry. Remaining parameters of the pseudo-
potential for the HCN− anion are taken from Ref. [263]. These are: α0 = 15.27 a30, α2 = 1.08 a30,
Qzz = 3.28 ea20, I = 7.42 × 10
4 mea
2
0, r0 = 4.4 a0, V0 = 4.0 Ry and s = 2.04 a0. One may notice that the
dipole core s in HCN− anion is significantly larger than in LiCl− (0.336 a0) described in Sec.3.5.
• The cutoff parameter for the orbital angular momentum of an electron: lmax = 9.
• The complex-contour and its discretization.
For all (lc, jc), the complex contour L+lc,jc is taken close to the real axis (kpeak = 0.15 − i1.0 × 10−7 a−10 ,
kmiddle = 1.0 a−10 and kmax = kmax), with kmax = 6 a−10 for each total angular momentum Jπ. Its precise
form has been adjusted by looking at the convergence of bound state energies when changing the
imaginary part of kpeak. Each segment of the contour L+lc,jc is discretised with the same number of
points (nseg = 55), to achieve a good convergence and stability of bound state energies.
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The Jπ = 1− ground state energy is also known experimentally: Eexp(1−1) = −8.8198377 × 10−5 Ry, but
no special adjustment of the model parameters has been done to fit the experimental value. When the total
angular momentum Jπ changes, all model parameters except for the rotation point in the complex-scaling
method remain unchanged.
3.6.2 Identification of the resonances
The diagonalization of a complex-symmetric Hamiltonian matrix in BEM yields a set of eigenenergies
which are the poles of resolvent of the Hamiltonian (the physical states) and a large number of complex
energy scattering states. The physical states are embedded in a discretised continuum of scattering states
and their identification is not trivial.
Physical states should verify the following conditions:
• They are stable with respect to changes of the contour. This feature of resonant states has been
found earlier in Refs. [29, 77].
• Their dominant channel wave functions exhaust large fraction of the real part of the norm.
The norm of an eigenstate ∣Ψ⟩ of the Hamiltonian is given by:√⟨Ψ∣Ψ⟩ =√∑
c,c′
⟨uc∣uc′⟩ =√∑
c
n2c = 1 (3.87)
with nc =
√⟨uc∣uc⟩ the norm of the channel wave function. In general, the norms of individual channel wave
functions for resonances are complex numbers and their real parts are not necessarily positive definite. It
may happen that if a large number of weak channels {ci} with small negative norms nci < 0 contribute to
the resonance wave function, then the dominant channel c can have a norm nc > 1. This means that the
channel wave functions are auxiliary objects with no obvious probabilistic interpretation, contrary to the
eigenstate of a Hamiltonian.
To check the stability of BEM eigenstates, the imaginary part of kpeak changes from 0 to −1.0 × 10−4 a−10
in all contours. Resulting contour variations change both real ∆R(E) and imaginary ∆I(E) parts of the
eigenenergies but in all cases ∆R(E)≪R(E). The precision of the method of identification is then
evaluated by looking at the ratio ∆I(E)/I(E), which is in the range [0.001,0.3] for all resonances. An
illustration is given for the spectrum of Jπ = 2+ resonances in Tab.3.7. All eigenenergies which are stable
with respect to the contour changes are presented in Tab.3.4.
As shown in Tab.3.7, the relative variations of the real part of the resonance energies are always smaller
than 1%, while the relative variations associated with the imaginary part can reach ∼15%. Moreover,
values of ∆I(E)/I(E) for different resonances can differ by three orders of magnitude. In general, a better
stability of the BEM eigenstates and thus a smaller values of ∆I(E)/I(E), is found for resonances with
several important channel wave functions contributing significantly to the total norm of the resonance
wave function. A typical accumulation of eigenenergies when changing the form of the contour is shown in
Fig.3.14.
The non-resonant continuum states (in black) do not show a comparable stability to the resonances (in
red). It is interesting to notice that several resonances are found far away from of the region of a dense
distribution of non-resonant continuum eigenstates.
The conclusion about the stability of Hamiltonian eigenstates remains qualitatively similar if the real
part of kpeak varies from 0.14 a−10 to 0.16 a−10 to generate the contours variations. In this case, the relative
variations of the real part of the eigenstate energies dominate as can be seen in Fig.3.15 for two near-
threshold resonances. A zoom on one of the resonances shown in Fig.3.15 is shown in Fig.3.16.
The convergence of the eigenenergy with the changes of the contour is illustrated in Fig.3.16 by dots of
a varying size. The physical value is denoted by a star. Corresponding variations of the non-resonant
continuum state energies are bigger by at least one order of magnitude and in the scale of this figure only
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State R(E) [Ry] ∆R(E)/R(E) [%] I(E) [Ry] ∆I(E)/I(E) [%]
2 2.508(-5) 2.467(-1) -9.677(-6) 2.081(-1)
3 2.695(-4) 1.291(-4) -3.455(-10) 1.321(+1)
4 2.766(-4) 1.369(-5) -3.578(-9) 1.559(+1)
5 3.546(-4) 5.610(-4) -7.198(-7) 1.602
6 3.668(-4) 3.696(-4) -1.209(-6) 1.779
7 3.963(-4) 3.518(-3) -2.337(-6) 4.553(-1)
8 3.979(-4) 2.066(-2) -5.053(-5) 6.188(-2)
9 4.250(-4) 6.022(-3) -1.038(-4) 3.022(-2)
10 6.484(-4) 9.703(-5) -6.721(-7) 1.423
11 6.598(-4) 6.864(-4) -8.317(-7) 2.518
12 6.813(-4) 6.770(-3) -1.195(-5) 7.414(-1)
13 6.879(-4) 9.864(-4) -1.596(-6) 1.554
14 7.402(-4) 5.053(-3) -6.684(-5) 3.848(-2)
15 9.803(-4) 7.895(-4) -7.863(-7) 1.450(+1)
16 1.051(-3) 4.805(-5) -6.224(-7) 1.389
17 1.062(-3) 1.873(-4) -8.536(-7) 2.659
18 1.071(-3) 1.819(-3) -5.600(-6) 1.102
19 1.090(-3) 4.002(-4) -4.892(-7) 7.672
20 1.113(-3) 8.048(-4) -1.661(-6) 9.612
21 1.141(-3) 2.279(-3) -2.712(-5) 1.306(-1)
Table 3.7 – Relative variation of the real and imaginary parts of the energy of Jπ = 2+ resonances.
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Figure 3.14 – Illustration of the stability of the real and imaginary parts of the eigenenergy of a Jπ = 2+
resonant state with the contour changes. The black dots denote the non-resonant continuum state eigenen-
ergies, and the red dots denote the resonant state eigenenergies. For more details, see the discussion in the
text.
few sparsely distributed black dots can be seen. A similar accumulation of eigenenergies can be seen in
Fig.3.17 for an isolated resonance on the left hand side of Fig.3.14.
The stability of resonance eigenenergies with the lmax parameter is yet another test of the resonance
identification. As an illustration, the convergence of Jπ = 2+ resonance energies with respect to lmax is
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Figure 3.15 – The same as in Fig.3.14 with a zoom
on two near-threshold resonances.
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Figure 3.16 – The same as in Fig.3.14 with a zoom
on a single resonance shown in Fig.3.15. The con-
tour changes are illustrated by the increasing the
size of dots, and the physical value is denoted with
a star.
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Figure 3.17 – The same as Fig.3.14 for an isolated
resonance in the complex-energy plane.
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(c): l = 3, j = 1
Figure 3.18 – The convergence of an imaginary part
of the eigenenergy of Jπ = 2+ resonances is plotted
as a function of lmax. Quantum numbers (lc, jc) of
the dominant channel are given in the inserts.
shown in Fig.3.18 for a fixed shape of L+lc,jc contours. Resonances in Fig.3.18 are those shown before in
Figs.3.15 and 3.17. In general, the imaginary part of the resonance energy is significantly more sensitive
than the real part to the addition of channels with higher values of lc and jc. In Fig.3.18, the imaginary
part I(E) for resonances with the dominant channels (lc = 4, jc = 4) (case (b)) and (lc = 3, jc = 1) (case (c))
are converged already for lmax ≥ 6.
The convergence of the narrow resonance with the dominant channel (lc = 2, jc = 4) (case (a)) is less
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evident. Moreover, the imaginary part of the eigenenergy in this case is of the order of 10−10 Ry, at the
limits of a numerical precision of the BEM calculations.
3.6.3 Extraction of the width from the flux conservation
The BEM calculation provides complex eigenenergies of the resonant states by expanding the state
in the configuration space. The method is precise and largely independent from variations of both the
contours (L+lc,jc) in the complex k-plane and the model space (lmax).
Another way of calculating the resonance width, which will be tested in this section, is based on the
flux conservation of particles in space [118, 271]. In this approach, the r-dependent resonance width Γ(r)
is expressed as (see Appendix A.7):
Γ(r) = i h̵2
2µ
∑c u′∗c (r)uc(r) − u′c(r)u∗c (r)
∑c′ ∫
r
0
dr′ ∣uc′(r′)∣2 (3.88)
This formula is equivalent to the Schrödinger equation but involves a numerically challenging calculation
of the second derivative of channel wave functions. The numerical precision can be tested by expressing
the Schrödinger equation (3.43) in the CC formalism. Indeed, if the Eq.(3.88) is satisfied then the second
derivative of channel wave functions must be equal to:
d2uJc (r)
dr2
= (ℓc(ℓc + 1)
r2
+
jc(jc + 1)
I
−EJ)uJc (r)
+∑
c′
V Jcc′(r)uJc′(r) (3.89)
The right-hand side of this equation is denoted ’potential’ in Fig.3.19 and can be compared to the second
derivative of channel wave functions obtained in the BEM. This comparison for 1−5 state is plotted in
Fig.3.19.
0.0 0.5 1.0 1.5 2.0
r [a0] ×10
3
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
u
′′ c
(r
)
[a
−
5/
2
0
]
×10−7
BEM: ℑu′′
c
(r)[l = 6, j = 5]
potential: ℑu′′
c
(r)[l = 6, j = 5]
Figure 3.19 – The comparison of the imaginary part of u′′c(r) obtained in BEM (the solid line) and directly
by solving the Schrödinger equation (the dashed line). The calculation is done for the 1−5 state.
It can be seen that the imaginary part of the second derivative of the channel wave function in these
two approaches is different. This discrepancy signifies the lack of precision of Γ(r) because the nominator
in Eq.(3.88) also writes:
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u′∗c (r)uc(r) − u′c(r)u∗c (r) = 2iI(u′∗c (r)uc(r)) (3.90)
and, therefore, it depends mainly on the imaginary part of the channel wave functions. The Γ(r) width
can also be calculated using the formula:
Γtest(r) =∑
c
i
h̵2
2µ
u′′∗c (r)uc(r) − u′′c(r)u∗c (r)
∑c′ ∣uc′(r′)∣2 (3.91)
which is equivalent to Eq.(3.88). The width Γtest(r) depends also on the second derivative of the channel
wave functions but there is no integration in the denominator. As an illustration, the Γ(r) and Γtest(r) are
plotted in Figs.3.20 and 3.21 for the 0+1 bound state in the interval 0 ≤ r ≤ 200 a0 and the 1−5 resonance in
the interval 200 ≤ r ≤ 2000 a0, respectively.
The zero width for the 0+1 bound state is obtained with both Eqs.(3.88) and (3.91), because the imaginary
parts of the channel wave functions are negligible and thus they do not contribute in the calculations.
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Figure 3.20 – Comparison between the widths ob-
tained in BEM and with Eqs. (3.88) and (3.91) for
the 0+1 bound state.
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Figure 3.21 – The same as in Fig.3.20 but for the
1−5 resonance.
On the contrary, for the 1−5 resonance one observes that Γtest(r) is rapidly changing due to numerical
imprecisions in the imaginary part of the channel wave functions. Moreover, Γ(r) is not constant as one
would expected in the precise calculation.
Strong fluctuations in the region 0 ≤ r ≤ 200 a0 (see Fig.3.21) are due to the fact that the channel wave
functions in the 1−5 state are very small (see Fig.3.22) and, hence, the denominator in Eq.(3.88) is also very
small. The width Γ(r) is thus obtained as the ratio of a positive or negative number and a very small
positive number.
The results of calculations of the width using the Eq.(3.88) are summarized in Tab.3.8 for Jπ = 0+ states.
Similar results have been found for other angular momenta J > 0. For all states shown in the Tab.3.8, the
width Γ(Rmax) strongly underestimates the width Γ obtained in the BEM.
Several tests have been done to improve and check the calculation of the second derivative of channel
wave functions which is essential for the reliable extraction of the resonance using the flux conservation
condition. These include (i) changing the value of the rotation point R for the complex scaling method, (ii)
increasing the discretization of the integral in Eq.(3.88), (iii) using the same basis generated by the diagonal
part of the potential in the whole interval 0 < r < Rmax. None of these test changed the results. This seems
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Figure 3.22 – The dominant channel wave functions for the 1−5 state.
Jπ = 0+ Γ [Ry] Γ(Rmax) [Ry]
1 0 8.619(-9)
2 7.584(-6) 5.118(-7)
3 1.938(-4) -1.036(-6)
4 2.484(-5) -1.531(-5)
5 8.124(-4) -2.327(-5)
6 3.248(-5) -1.654(-6)
7 4.378(-4) -1.861(-5)
8 3.916(-5) 3.826(-6)
9 4.270(-5) 5.102(-6)
10 6.902(-4) -6.905(-6)
11 1.128(-5) -1.038(-7)
12 2.202(-5) 2.922(-6)
13 2.838(-4) 2.062(-5)
14 6.524(-5) 1.764(-5)
15 6.936(-4) 7.578(-5)
16 8.902(-5) 1.170(-5)
Table 3.8 – Comparison between the widths obtained in the BEM and using the Eq. (3.88) for Jπ = 0+.
Rmax which is the maximal r value in the calculations equals 2000 a0.
to indicate that the problems encountered in the calculation of the second derivative of the channel wave
functions have the algorithmic origin. Indeed, the channel wave functions are given by the diagonalization
with a relative precision of about 10−2 − 10−3, but at each successive derivative the relative precision drops
by about two orders of magnitude. Thus, the first derivative is not always well calculated, and then the
numerator in Eq.(3.88) is not correct. This explains why in the case of a bound state, where channel wave
functions are real, the formula (3.88) works well. Also the calculation of the norm of the residual vector
Hˆ ∣Ψ⟩ −E1ˆ ∣Ψ⟩ gives a result of about 10−12, which indicates that the diagonalization is very precise.
Typically, a state expanded in the configuration space is more precise than its expansion in the coordi-
nate space if a finite number of basis states is used. Indeed, the state resembles a Gaussian centered on a
given linear momentum in the configuration space, while it oscillates several times in the coordinate space,
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especially when it is a resonance. Consequently, more basis states are needed in the coordinate space than in
the configuration space to describe the state up to a given precision. Moreover, no derivative occurs in the
configuration representation of the Hamiltonian. This implies that a complex energy of the state calculated
in the configuration space can be precise while the energy of the same state expressed in the coordinate
space might not be. This precludes the calculation of the resonance width using Eq.(3.88), whereas the
imaginary part of the energy calculated by the diagonalization of a Hamiltonian in the configuration space
can be extremely precise.
3.6.4 Results
Results of BEM calculations for HCN− anions are presented in this section. In Sec.3.6.4.1 the first
calculated unbound spectrum of a dipolar anion is presented. Then in Sec.3.6.4.2 the intrinsic density of
the valence electron is shown in the adiabatic limit. The study of possible rotational bands in the spectrum
of HCN− is done in Sec.3.6.4.3. Finally, properties of resonances are investigated in Sec.3.6.4.4.
3.6.4.1 Spectra
Spectra of HCN− for Jπ = 0+,1−,2+,3− and 4+ bound states and resonances shown in Tab.3.9, are
calculated in BEM with the previously defined parameters. The calculated energy of the 1− band head:
E(1−1) = −8.965 × 10−5 Ry is close to the experimental value: Eexp(1−1) = −8.8198377 × 10−5 Ry, without any
adjustment. Moreover, as in Refs. [263,269], there is no bound state for Jπ = 3−.
State E(0+) [Ry] E(1−) [Ry] E(2+) [Ry] E(3−) [Ry] E(4+) [Ry]
1 -1.148(-4) -8.965(-5) -3.692(-5) 3.891(-8) -i 1.059(-8) 2.699(-5) -i 5.547(-9)
2 7.617(-5) -i 3.792(-6) 2.696(-5) -i 9.984(-10) 2.508(-5) -i 9.677(-6) 2.627(-4) -i 1.883(-6) 1.843(-4) -i 2.018(-6)
3 9.349(-4) -i 9.690(-5) 8.118(-5) -i 7.043(-7) 2.695(-4) -i 3.455(-10) 3.034(-4) -i 9.253(-6) 2.249(-4) -i 2.466(-5)
4 1.087(-3) -i 1.242(-5) 1.617(-4) -i 4.772(-10) 2.766(-4) -i 3.578(-9) 4.992(-4) -i 1.281(-6) 3.647(-4) -i 1.404(-6)
5 1.110(-3) -i 4.062(-4) 4.883(-4) -i 7.042(-7) 3.546(-4) -i 7.198(-7) 5.324(-4) -i 1.014(-6) 3.986(-4) -i 1.433(-6)
6 1.141(-3) -i 1.624(-5) 5.001(-4) -i 1.024(-6) 3.668(-4) -i 1.209(-6) 5.692(-4) -i 1.250(-4) 4.227(-4) -i 1.263(-4)
7 1.159(-3) -i 2.189(-4) 5.281(-4) -i 1.651(-6) 3.963(-4) -i 2.337(-6) 8.201(-4) -i 1.170(-5) 6.577(-4) -i 9.778(-7)
8 1.190(-3) -i 1.958(-5) 5.344(-4) -i 3.126(-5) 3.979(-4) -i 5.053(-5) 8.796(-4) -i 2.958(-7) 6.909(-4) -i 3.445(-7)
9 1.270(-3) -i 2.135(-5) 5.708(-4) -i 9.106(-5) 4.250(-4) -i 1.037(-4) 9.394(-4) -i 9.906(-5) 6.920(-4) -i 1.074(-5)
10 1.306(-3) -i 3.451(-4) 6.714(-4) -i 3.306(-4) 6.484(-4) -i 6.720(-6) 1.074(-3) -i 3.548(-4) 7.403(-4) -i 1.012(-4)
11 1.430(-3) -i 5.639(-6) 8.366(-4) -i 6.535(-7) 6.598(-4) -i 8.317(-7) 1.160(-3) -i 1.241(-5) 8.663(-4) -i 3.385(-4)
12 1.845(-3) -i 1.101(-5) 8.480(-4) -i 8.028(-7) 6.812(-4) -i 1.195(-5) 1.304(-3) -i 7.871(-7) 9.754(-4) -i 1.150(-5)
13 3.350(-3) -i 1.419(-4) 8.635(-4) -i 8.455(-6) 6.879(-4) -i 1.596(-6) 1.337(-3) -i 1.087(-7) 1.061(-3) -i 7.835(-7)
14 3.685(-3) -i 3.262(-5) 8.761(-4) -i 9.818(-7) 7.402(-4) -i 6.684(-5) 1.410(-3) -i 7.119(-5) 1.094(-3) -i 1.165(-7)
15 4.233(-3) -i 3.468(-4) 9.337(-4) -i 5.085(-5) 9.803(-4) -i 7.863(-7) 1.559(-3) -i 3.537(-4) 1.160(-3) -i 7.502(-5)
16 4.597(-3) -i 4.451(-5) 1.054(-3) -i 3.134(-4) 1.051(-3) -i 6.224(-7) 1.610(-3) -i 1.412(-5) 1.297(-3) -i 3.369(-4)
17 1.167(-3) -i 7.059(-7) 1.062(-3) -i 8.536(-7) 1.653(-3) -i 7.826(-4) 1.372(-3) -i 1.241(-5)
18 1.297(-3) -i 3.003(-4) 1.071(-3) -i 5.600(-6) 2.169(-3) -i 1.597(-5) 1.675(-3) -i 4.878(-5)
19 1.299(-3) -i 1.411(-6) 1.090(-3) -i 4.892(-7) 2.241(-3) -i 7.848(-4) 1.837(-3) -i 3.415(-4)
20 1.623(-3) -i 5.824(-7) 1.112(-3) -i 1.661(-6) 1.877(-3) -i 1.442(-5)
21 1.784(-3) -i 2.828(-4) 1.141(-3) -i 2.712(-5) 1.937(-3) -i 7.626(-4)
22 2.490(-3) -i 1.638(-5)
23 2.578(-3) -i 7.727(-4)
Table 3.9 – Energies of bound and resonance states 0+,1−,2+,3− and 4+ of the HCN− dipolar anion obtained
using the BEM. States are sorted by increasing real part of the energy. Numbers in the parentheses denote
the powers of 10.
3.6.4.2 The intrinsic density in the adiabatic limit
In Tab.3.10, the band head energies of HCN− anion are presented for Jπ = 0+,1−,2+,3−,4+ and 5−
in the adiabatic limit I →∞. As expected, the band head energies for different angular momenta are
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degenerate. Figs.3.24 and 3.26 show the intrinsic densities for Jπ = 0+1 and 4+1 states in the limit I →∞.
These two intrinsic densities are identical even though the associated wave functions in the laboratory
system are different (see Figs.3.23 and 3.25). The asymmetry of the intrinsic density comes from the
charge asymmetry of the dipole. In all figures of the intrinsic density, the positive charge of the dipole is
in the upper part of each figure.
State E [Ry]
0+ -1.2308(-4)
1− -1.2310(-4)
2+ -1.2311(-4)
3− -1.2323(-4)
4+ -1.2323(-4)
5− -1.2323(-4)
Table 3.10 – Ground state energies for 0+,1−,2+,3−, 4+ and 5− states of the HCN− dipolar anion obtained
in BEM in the limit I →∞. The numbers in parentheses denote powers of 10.
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Figure 3.23 – Channel wave functions of the Jπ = 0+1
ground state for I →∞.
−1.0 −0.5 0.0 0.5 1.0
r [a0] ×10
2
−1.0
−0.5
0.0
0.5
1.0×10
2
0.00
0.18
0.36
0.54
0.72
0.90
1.08
1.26
1.44
×10−5
Jpi = 0+, I →∞
Figure 3.24 – The density of an external electron
in the body-fixed frame (KJ = 0) for the Jπ = 0+1
ground state in the limit I →∞.
3.6.4.3 Rotational bands
Excitation energies of the few lowest-energy bound and resonance states with different angular momenta
are plotted in Fig.3.27 as a function of J(J + 1). Bound states Jπ = 0+, 1−, 2+ form a KJ = 0 rotational band
and have the same intrinsic densities as shown in Figs.3.28, 3.29 and 3.30. The dominant channel wave
function in bound states of HCN− is always associated with the low electron orbital angular momentum
(lc = 0,1). Similar features have been found in Sec.3.5.2 for bound states of LiCl−.
Another KJ = 0 rotational band starts with resonances 0+2 , 1−2 . Except for Jπ = 0+ (KJ = 0) resonances,
most of other resonances are strongly mixed with several equally important KJ -components in the wave
function. Consequently, the identification of rotational bands in the continuum is not possible.
One may notice the appearance of energy gaps between the groups of resonances of the same J (see
Fig.3.27). These different groups form series in J and suggest a simple classification in terms of the
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Figure 3.25 – Channel wave functions of the Jπ = 4+1
state for I →∞.
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Figure 3.26 – The density of an external electron
in the body-fixed frame (KJ = 0) for the Jπ = 4+1
state in the limit I →∞. For all other projections
(KJ = 1,2,3), a maximal density is 10−15.
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Figure 3.27 – Eigenenergies of the HCN− dipolar
anion for Jπ = 0+, 1−, 2+, 3−, 4+ and 5− are plotted
as a function of J(J + 1).
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Figure 3.28 – The density of the external electron in
the body-fixed frame, for the bound state Jπ = 0+1 ,
KJ = 0.
dominant channel wave function of each resonance (see the Tab.3.11). In this classification, some series
seem to be incomplete e.g. low-lc series 0, 1, 2, 3, 4. These missing resonances in each series could not be
clearly identified in our calculation. Different low-energy series are plotted in Fig.3.31.
The decreasing values of resonance energy EJ with J(J + 1) in each series is due to the evolution of the
dominant channel. Indeed, for a given series starting at J = 0 with a dominant channel (lc, jc), next terms
of the series with J = 1,2,⋯ have dominant channels: (lc, jc − 1), (lc, jc − 2), etc. Thus, their respective
energies correspond to dominant channels with decreasing jc-value with a fixed lc-value, or in other words
to the dipolar molecule rotating slower.
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Figure 3.29 – The density of the external electron in
the body-fixed frame, for the bound state Jπ = 1−1 ,
KJ = 0.
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Figure 3.30 – The density of the external electron in
the body-fixed frame, for the bound state Jπ = 2+1 ,
KJ = 0.
Series Dominant channel (lc, jc) [number of states]
0+ 1− 2+ 3− 4+ 5−
0 (2,2)[1] (2,1)[1]
1 (2,3)[1]
2 (2,4)[1]
3 (3,2)[1] (3,1)[1] (3,0)[1]
4 (3,1)[1]
5 (3,2)[1]
6 (4,4)[1]
7 (6,6)[9] (6,5)[6] (6,4)[5] (6,3)[2] (6,2)[2] (6,1)[2]
8 (6,7)[6] (6,6)[5] (6,5)[3] (6,4)[3] (6,3)[3]
9 (6,8)[5] (6,7)[3] (6,6)[4] (6,5)[4]
10 (6,9)[4] (6,8)[4] (6,7)[4]
11 (6,10)[2] (6,9)[3]
12 (6,11)[2]
13 (7,7)[1]
14 (8,8)[3] (8,7)[2] (8,6)[2] (8,5)[1] (8,4)[1] (8,3)[1]
15 (8,9)[1] (8,7)[1] (8,6)[1] (8,5)[1]
16 (8,9)[2] (8,8)[1] (8,7)[1]
17 (8,11)[2] (8,10)[2] (8,9)[2]
18 (8,12)[2] (8,11)[2]
19 (8,13)[2]
20 (9,9)[1] (9,8)[1]
21 (9,10)[1]
Table 3.11 – The dominant channel of each group of Jπ states in each series. The number of states found
in each group is given in the square brackets.
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Figure 3.31 – Resonances of the HCN− dipolar anion for Jπ = 0+, 1−, 2+, 3−, 4+ and 5− are plotted as a
function of J(J + 1). Colors are related with the series identified in Table 3.11.
3.6.4.4 Spectra in the complex-energy plane and intrinsic density analysis
The states shown in Tab.3.4 are plotted in Figs.3.32 and 3.33. In Fig.3.32, the states are classified
according to the total angular momentum J , whereas in Fig.3.33 they are arranged by their localization in
the complex-energy plane. Five groups of states in the complex-energy plane can be seen in Fig.3.33: the
groups 0 and 1, which are well separated from other groups, and the groups 2, 3 and 4, which have a small
overlap between them. The groups 2, 3 and 4 contain isolated resonances close to the dissociation threshold
of the dipolar anion. The groups 0 and 1, at higher energies, contain the overlapping resonances of different
angular momenta. These different groups in the complex-energy plane correspond to the localization in the
decay width and not in the excitation energy.
Some observations concerning the resonances in these groups can be summarized:
• The first analysis consists of looking at the resonances with the same total angular momentum in a
given group. In the group 3, such a set of resonances is formed by Jπ = 3−3 , 3−7 , 3−11, 3−16 and 3−18 states
having a single dominant channel. Their eigenenergy, the dominant channel wave function and its
real part of the norm are shown in Tab.3.12.
State E [Ry] (lc, jc) Norm
3−3 3.034(-4) - i 9.253(-6) (6,3) 1.322
3−7 8.201(-4) - i 1.170(-5) (8,5)/(6,3) 1.236/0.059
3−11 1.160(-3) - i 1.241(-5) (8,7)/(6,5) 1.249/0.047
3−16 1.610(-3) - i 1.412(-5) (8,9)/(6,7) 1.242/0.041
3−18 2.169(-3) - i 1.597(-5) (8,11)/(6,9) 1.244/0.037
Table 3.12 – The eigenenergies, the dominant channel wave functions and their norm for a series of states
Jπ = 3−3 , 3−7 , 3−11, 3−16 and 3−18 in the group 3 of resonances in the complex-energy plane.
Except for the 3−3 state, the orbital angular momentum lc of the dominant channel remains constant
(lc = 8) while the rotor angular momentum jc varies. Also, except for the 3−3 state, the second
most important channel is almost negligible as compared to the dominant channel, and it has a
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Figure 3.32 – Spectra of the HCN− dipolar anion for
Jπ = 0+, 1−, 2+, 3−, 4+ and 5− in the complex-energy
plane.
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Figure 3.33 – The same as in Fig.3.32, different
groups of states are shown with different colors.
constant orbital momentum (lc = 6), while the angular momentum jc varies. There is no dominant
KJ projection in all these cases and, except for the first state, their intrinsic densities show a similar
pattern for each KJ projection as shown in Figs.3.34, 3.35, 3.36 and 3.37.
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Figure 3.34 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−3).
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Figure 3.35 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−7).
• The second analysis concentrates on a series of resonances with the same total angular momentum
J in different groups in the complex-energy plane. Such a set of resonances with Jπ = 3− is formed
by Jπ = 3−3 (group 3), 3−6 (group 2), 3−15 (group 1) and 3−17 (group 0) states. Except for the first state
(Jπ = 3−3 ), they all have two dominant channel wave functions with weights equal to about 60% and
40%, as it is shown in Tab.3.13.
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Figure 3.36 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−16).
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Figure 3.37 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−18).
State E [Ry] (lc, jc) Norm
3−3 3.034(-4) - i 9.253(-6) (6,3) 1.322
3−6 5.692(-4) -i 1.250(-4) (6,5)/(7,6) 0.604/0.396
3−15 1.559(-3) -i 3.537(-4) (6,9)/(7,10) 0.681/0.372
3−17 1.653(-3) -i 7.826(-4) (8,9)/(9,10) 0.618/0.423
Table 3.13 – The eigenenergies, the dominant channel wave functions and their norm for the series of states
Jπ = 3−3 , 3−6 , 3−15 and 3−17 which belong to different groups of resonances in the complex-energy plane.
The dominant channels with a weight of about 60% for 3−6 and 3−15 states, are related to the dominant
channel of the 3−3 state because they have the same orbital momentum value (lc = 6) and only the rotor
angular momentum changes (jc = 3,5,9). This fact is corroborated by the similarity of their intrinsic
densities. The intrinsic densities for these three states are essentially different from the density for
the 3−17 state which is dominated by the channels with lc = 8,9 as shown in Figs.3.38, 3.39, 3.40 and
3.41. Again, there is no dominant KJ projection in all four cases.
• The third analysis consists of investigating a set of resonances with different total angular momenta
in the same group in the complex-energy plane. This set of states in the group 2 is: Jπ = 0+3 , 1−15,
2+14, 3−9 , 4+10 and 5−15. They have one or two dominant channel wave functions, and the main dominant
channel is almost the same for all states, as it is shown in Tab.3.14.
Except for the 0+3 state, there is no dominant KJ component in all other states and the intrinsic
densities have a similar pattern for all KJ projections as shown in Figs.3.42, 3.43, 3.44, 3.45, 3.46 and
3.47.
From this analysis, it appears that:
• Resonances in the same group and with a fixed J-value have dominant channels with the same
orbital angular momentum lc but different jc. This observation suggests that these states are related
to rotational bands of the dipolar core.
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Figure 3.38 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−3) (group 3).
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Figure 3.39 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−6) (group 2).
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Figure 3.40 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−15) (group 1).
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Figure 3.41 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−17) (group 0).
• Resonances in different groups and with a fixed J-value do not present a regularity in their dominant
channels.
• Resonances in the same group and with different J-values have almost the same dominant channels.
The classification of resonances by their dominant channels can be used further to generalize the previous
analysis. This is done in Tab.3.15, where indices of groups are denoted in the brakets. Different colors are
associated with different groups in Fig.3.33.
The groups 0 and 3 are mainly associated with dominant channels with lc = 8, while it is lc = 6 for the
groups 1, 2 and 4. Because of the overlap between several groups, some states may not follow this simple
observation.
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State E [Ry] (lc, jc) Norm
0+3 9.349(-4) - i 9.690(-5) (6,6) 1.079
1−15 9.337(-4) - i 5.085(-5) (6,7) 1.041
2+14 7.402(-4) - i 6.684(-5) (6,6)/(7,7) 0.799/0.196
3−9 9.394(-4) - i 9.906(-5) (6,7)/(7,8) 0.719/0.282
4+10 7.403(-4) - i 1.012(-4) (6,6)/(7,7) 0.676/0.325
5−15 9.340(-4) - i 7.377(-5) (6,7)/(7,8) 0.856/0.148
Table 3.14 – The eigenenergies, the dominant channel wave functions and their norm for the series of states
Jπ = 0+3 , 1−15, 2+14, 3−9 , 4+10 and 5−15 which are in the same group of resonances in the complex-energy plane.
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Figure 3.42 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(0+3).
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Figure 3.43 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(1−15).
States with a given J-value in the same group are all localized in columns in Tab.3.15. The dominant
channels of these states are given by: (lc, jc), (lc, jc + 2), (lc, jc + 4), ... Consequently, these states differ
only by the rotational motion of the dipole core, and thus correspond to the coupling of the orbital motion
of the valence electron with the rotational motion of the molecule. Such groups of states with a complete
rotational band in jc are for example the Jπ = 5−3 , 5−6 , 5−9 , 5−15, 5−19 and 5−23 states in the group 2, which have
dominant channels with lc = 6 and jc = 1, 3, 5, 7, 9 and 11 respectively. In this case, the band head of the
rotational band of the dipole core has jc = 1.
Finally, the classification of states by their dominant channels is sumarized in Tab.3.16. In rows on
finds the series of states shown in Fig.3.31, whereas in columns there are groups of states with a fixed total
angular momentum (see Fig.3.33).
The study of states with different total angular momenta J in the same group but can also be generalized.
The example of group 1 in Fig.3.33 is examined in Tab.3.17. The dominant channels are denoted (lc, jc),
the second most important channels are denoted (lc, jc)*, etc. Because there are no states with Jπ = 2+ in
this group, the expected channels are denoted “(lc, jc)?”.
All states of group 1 presented in Tab.3.17 have the dominant channel with lc = 6, the second most
important channel with lc = 7 (or also lc = 8 for Jπ = 1− states) and the third most important with lc = 9.
The study of the second most important channel also gives an information about the position of groups
in the complex-energy plane. In groups 1, 2 and 4, the resonances have the dominant channels with lc = 6,
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Figure 3.44 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(2+14).
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Figure 3.45 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(3−9).
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Figure 3.46 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(4+10).
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Figure 3.47 – The density of the external electron
in the body-fixed frame for the KJ = 0 component
of the resonance E(5−15).
and second most important channels with lc = 7, while it is lc = 8 for the dominant channels in groups 0
and 3, and lc = 9 or 6 for the second most important channels.
The relative importance of these channels can be quantified by the norm of the channel wave functions
in (Eq.(3.87)). The sum of the norms of channel wave functions must be equal one and, in general, there
are two or three important contributions. In Tab.3.18, the mean value of the norm of the dominant and
the second most important channel wave functions are presented for each group.
In conclusion, all resonances in each group have a dominant channel wave function with a fixed value of
the electron orbital angular momentum lc. On the other hand, several groups can have the same dominant
electron orbital angular momentum. In each group, several subgroups corresponding to a rotational band
of the dipole core (columns with a fixed orbital angular momentum in Tab.3.15) can be defined. The precise
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Series Dominant channel (lc, jc) and group index
0+ 1− 2+ 3− 4+ 5−
(0,0)[4]
(0,1)[4]
(0,2)[4]
0 (2,2)[4] (2,1)[4] (2,0)
1 (2,3)[4] (2,2) (2,1)
2 (2,4)[4] (2,3) (2,2)
3 (3,3) (3,2)[4] (3,1)[3,4] (3,0)[4]
4 (3,4) (3,3) (3,2) (3,1)[4]
5 (3,5) (3,4) (3,3) (3,2)[4]
6 (4,5) (4,4)[4] (4,3) (4,2) (4,1)
7 (6,6)[1,2,3,4] (6,5)[1,2,4] (6,4)[2,4] (6,3)[3,4] (6,2)[3,4] (6,1)[2,4]
8 (6,7)[1,2,3,4] (6,6)[2,3,4] (6,5)[2,4] (6,4)[2,4] (6,3)[2,4]
9 (6,8)[2,3,4] (6,7)[1,2,4] (6,6)[1,2,4] (6,5)[1,2,4]
10 (6,9)[1,2,4] (6,8)[1,2,4] (6,7)[1,2,4]
11 (6,10)[1,2] (6,9)[1,2,4]
12 (6,11)[1,2]
13 (7,7)[3] (7,6) (7,5) (7,4) (7,3) (7,2)
14 (8,8) (8,7)[4] (8,6)[4] (8,5)[3] (8,4)[3] (8,3)[3]
15 (8,9)[4] (8,8) (8,7)[3] (8,6)[3] (8,5)[3]
16 (8,10) (8,9)[0,3] (8,8)[3] (8,7)[3]
17 (8,11)[0,3] (8,10)[0,3] (8,9)[0,3]
18 (8,12)[0,3] (8,11)[0,3]
19 (8,13)[0,3]
20 (9,9) (9,8)[1] (9,7) (9,6) (9,5) (9,4)
21 (9,10)[1] (9,9) (9,8) (9,7) (9,6)
Table 3.15 – The dominant channel of each group of Jπ states in each series (see Tab.3.11). The indices of
the groups of resonances in the complex-energy plane are given in the square brackets.
Series Dominant channel (lc, jc)
J = 0 J = 1 ⋯ J = lc J = lc + 1 J = lc + 2
A (lc, jc = lc) (lc, jc = lc − 1) . . . (lc, jc = 0) – –
B – (lc, jc = lc + 1) . . . (lc, jc = 2) (lc, jc = 1) –
C – – . . . (lc, jc = 4) (lc, jc = 3) (lc, jc = 2)
D ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
E – – – (lc, jc = lc + J) (lc, jc = lc + J − 1) (lc, jc = lc + J − 2)
F – – – – (lc, jc = lc + J + 1) (lc, jc = lc + J)
G – – – – – (lc, jc = lc + J + 2)
H – – – – – –
Table 3.16 – Classification of states by their dominant channels. Rows correspond to series of states (bands)
in Fig.3.31, and columns to groups of states with a fixed total angular momentum shown in Fig.3.33.
relation between the structure of dominant channels and the position of each group in the complex-energy
plane has not been elucidated.
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Series Dominant channel (lc, jc)
0+ 1− 2+ 3− 4+ 5−
7 (6,6) (6,5) (6,4)?
8 (6,7) (6,6)?
9 (6,8)? (6,7) (6,6) (6,5)
10 (6,9) (6,8) (6,7)
11 (6,10) (6,9)
12 (6,11)
13 (7,7)* (7,6)* (7,5)?
(7,8)* (7,7)?
(7,9)? (7,8)* (7,7)* (7,6)*
(7,10)* (7,9)* (7,8)*
(7,11)* (7,10)*
(7,12)*
14 (8,7)* (8,6)?
15 (8,9)* (8,8)?
16 (8,10)?
17
18
19
20 (9,9)** (9,8) (9,7)?
21 (9,10) (9,9)? (9,6)**
(9,11)? (9,10)** (9,9)** (9,8)***
(9,12)** (9,11)** (9,10)**
(9,13)** (9,12)**
(9,14)**
Table 3.17 – Dominant channels of resonances in the group 1. Stars denote the second, third, etc. dominant
channels. No states with Jπ = 2+ could be identified in this group. Thus, possible channels in this case are
denoted “?”. See Tab.3.11 for indices of series.
Group lc of the dominant channels
6 7 8 9
0 – – 60% 40%
3 1% – 99% –
1 70% 30% – –
2 90% 10% – –
4 100% – – –
Table 3.18 – Contributions of the two most important channel wave functions to the norm of resonances
in different groups of states (see Fig.3.33). Only states with dominant channel lc = 6 for groups 1, 2 and 4,
and lc = 8 for groups 0 and 3 are included.
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Conclusion
In the present work, unbound states of dipolar anions and proton/neutron radiative capture reactions
on weakly bound nuclei have been studied in the framework of the GSM. The first objective was approached
using a one-body GSM, the so-called Berggren ensemble method, to investigate spectra of dipolar anions.
The second objective was to develop the GSM-CC approach for the description of one-nucleon radiative
capture reactions and apply for few reactions of the astrophysical interest.
The theoretical description of the spectroscopy of dipolar anions is a challenging problem due to the
long-range dipole potential, for which the asymptotic solutions are not known analytically. The application
of GSM (BEM) for the description of bound and unbound spectra of dipolar anions gives promising results.
For bound states of dipolar anions, the convergence of calculated binding energies and mean square radii
has been significantly improved using the BEM. Contrary to the standard DIM, the asymptotic solutions
of a dipolar potential, and couplings between channels at long distances are treated exactly in BEM.
Hence, BEM is ideally suited for the description of very weakly bound states of dipolar anions. Moreover,
in practical applications the full spectrum of a dipolar anion can be obtained in the BEM for the same
computational effort as for one state in the DIM. High numerical precision of BEM allows to calculate
energies of excited bound states sufficiently precisely to investigate the properties (radii) of dipolar anions
in extreme conditions of binding energy. It was shown that dipolar anions form a fascinating family of
extreme two-body halo systems.
The description of unbound spectra of HCN− in BEM allowed to disclose a rich spectrum of resonances
of this anion. These resonances form groups in the complex-energy plane with a similar electron decay
width. Within the group, dominant channels in the resonance wave functions are all associated with the
same orbital angular momentum lc of the external electron. In each group, one can identify different
subgroups of resonances which are characterized by the same total angular momentum J of the anion but
different rotational angular momenta jc of the neutral dipolar molecule. The study of the intrinsic density
of the external electron provides a tool to compare states and determine their parentage. In this way,
the KJ = 0 rotational band could be identified in weakly bound states of HCN−. Above the dissociation
threshold, one can also find regular series of resonances which are decreasing in energy with increasing
J. The dominant channel in these resonances corresponds to a fixed orbital angular momentum of the
electron lc and decreasing angular momentum jc of the dipolar core. In general, the resonances are strongly
mixed in KJ and, consequently, rotational bands could not be identified unambiguously. The dissociation
threshold appears as a frontier between two distinct regimes of coupling between the dipolar molecule
and the external electron. Below the threshold, all states correspond to an electron in low orbital angular
momentum state coupled to the rotating dipole to yield the rotational band in the total angular momentum
of the anion. Above the threshold, anion rotational bands are replaced by down-sloping series of states
with a fixed electron orbital angular momentum and a decreasing angular momentum of a dipole. On the
other hand, the resonances of the same value of the electron orbital angular momentum form groups in the
complex-energy plane of a similar decay width.
The GSM-CC formulation of the neutron and proton radiative capture reactions have been developed
in this work. In GSM-CC, reactions are described in a microscopic framework with an exact treatment
of the antisymmetry. The continuum of the target nucleus is described exactly, while the continuum of a
combined system of target and projectile includes only the resonant continuum. Comparing the GSM-CC
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results for resonant states with those of the GSM, one can see if configuration mixing in both descriptions
are equivalent and, thus, if additional channels are required in GSM-CC calculation. With this condition,
the GSM-CC becomes a unified approach for nuclear structure and reactions where the approximation
concerning chosen channels can be verified and improve systematically.
The GSM-CC approach has been applied to the description of the 17F(p, γ)18Ne, 7B(p, γ)8B and
7Li(n, γ)8Li reactions. Calculations of the proton/neutron radiative capture cross sections have been per-
formed using schematic interactions, which are not sufficient to reproduce the experimental spectra. The
description of proton and neutron radiative capture reactions requires a high precision value for the pro-
ton/neutron separation energies and, thus, the GSM-CC spectra of the composite systems 18Ne, 8B and
8Li and the corresponding one-proton or one-neutron separation energies have been adjusted by a slight
modification of CC potentials. Consequently, the effect of missing resonant and non-resonant channels has
been hidden in the value of the effective CC coupling potentials. In the considered examples of 7Be(p, γ)8B
and 7Li(n, γ)8Li reactions, the adjusted CC potentials differ from the original ones by less than 5%.
A good overall agreement with experimental data has been obtained for the proton and neutron radiative
cross sections. In these first applications of the GSM-CC approach only the ground state of the target has
been included in calculations. It has been shown that the antisymmetrization of the matrix elements of
the electromagnetic operators does not play a significant role in most cases, in particular at low energies.
The validity of the long wavelength approximation at low energies has been checked in 7Be(p, γ)8B and
7Li(n, γ)8Li reactions.
Future developments in atomic physics concern the application of BEM to the description of linear elec-
tric quadrupolar anions, which have a potential proportional to −1/r3, and whose bound states properties
are described in Refs. [256,257]. These anions are expected to be easier to treat since the pseudo-potential in
this case is not long-range. Also, due to the two possible configurations q(−2q)q and (−q)2q(−q), interesting
collective effects are expected.
The BEM can be also easily extended to describe elastic and inelastic scattering of an electron on
a neutral dipolar or quadrupolar molecule. In the multi-electron molecular systems, the GSM can be
applied for the description of the spectroscopy of weakly bound and unbound molecules. Future progress in
theoretical studies of these exotic anions and multi-electron molecules could be investigated by experimental
spectroscopic studies and the corresponding electron scattering reactions.
Future developments of the GSM-CC approach concern the inclusion of non-resonant channels build
from the scattering states of the target nucleus. In principle, this final step in the construction of the
GSM-CC should improve the description of reactions involving weakly bound targets as for example in the
6He(p, p′) reaction. With this extension, nuclear structure and low energy reactions can be described with
the same Hamiltonian in a unified formalism.
Description of transfer reactions in GSM-CC as, for example, (d, p) and (d,n) reactions, will be the
next step. In this problem, the projectile and the target nuclei will be described in the GSM, with an
exact treatment of the antisymmetry between the target and the projectile. For now, GSM calculations are
done using schematic two-body interactions to show the applicability of this approach. As a possible future
development, one could apply the ab initio NCGSM in the CC formulation for the description of (p, p′),(n,n′), (p, γ) and (n, γ) reactions in light nuclei with chiral interactions. Further possibility would be to
use interactions derived from the EFT, adapted to the GSM/GSM-CC approaches which use an inert core.
In nuclear physics, the reconciliation of the description of nuclear structure and reactions, first attempted
by Feshbach [21–23], Mahaux and Weidenmüller [24], motivated the development of generic tools for the
description of MBOQSs. Nowadays, new phenomena observed in exotic nuclei close to the drip lines, such as
neutron-skin and proton/neutron halo nuclei, the spontaneous two-proton radioactivity and the clustering
effect can be described in a unified framework. Approaches dedicated to the description of nuclear MBOQS
can improve theoretical prediction of cross sections at astrophysical energies, where the influence of the
scattering environment cannot be neglected. Methods developed in nuclear physics for OQS can also be
applied in atomic physics, as it has been done for dipolar anions in the present work. In particular, the
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BEM allows the description of very weakly bound and unbound molecular systems where other approaches
are inapplicable. This work takes place in the growing interest for OQSs in various fields of physics, and
paves the way for the use of the Berggren basis in atomic and molecular physics.
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Appendix A
Annexes
A.1 Jost functions
Introduction
For the potential V (r) consisting of central and Coulomb parts, the reduced radial wave functions
ul(k, r) are solutions of:
∂2ul(k, r)
∂r2
= ( l(l + 1)
r2
+
2m
h̵2
V (r) − k2)ul(k, r) (A.1)
with l the orbital momentum of the particle and m its mass, and:
E =
h̵2k2
2m
(A.2)
The reduced radial solutions ul(k, r), are regular at the origin:
ul(k, r) ∼
r∼0 C0(k)rl+1 (A.3)
with C0(k) a constant with respect to r which also depends on l. Consequently, due to the Cauchy-
Lipschitz theorem (or Picard-Lindelöf theorem), the boundary condition Eq.(A.3) uniquely defines the
solution ul(k, r). Moreover, at large distances when the nuclear part of the potential is negligible, the
Berggren basis states are solutions of the equation:
∂2ul(k, r)
∂r2
= ( l(l + 1)
r2
+
2ηk
r
− k2)ul(k, r) (A.4)
with η the Sommerfeld parameter (1.46). The linearly independent solutions of Eq.(A.4) are regular and
irregular Coulomb functions Fl,η(kr) and Gl,η(kr) respectively. To speak about incoming and outgoing
solutions, it is more convenient to use the linearly independent incoming and outgoing Coulomb functions:
H±l,η(kr) = Gl,η(kr) ± iFl,η(kr) (A.5)
Then the Berggren basis states ul(k, r) write:
ul(k, r) ∼
r→∞ C+(k)H+l,η(kr) +C−(k)H−l,η(kr) (A.6)
where C−(k) = 0 and C+(k) ≠ 0 are two constants with respect to r, which depend on l. For bound states
and resonances C−(k) = 0 and C+(k) ≠ 0, and for scattering states C−(k) ≠ 0 and C+(k) ≠ 0. Consequently,
it is always possible to write:
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ul(k, r) = C+(k)u+l (k, r) +C−(k)u−l (k, r) (A.7)
with u+l (k, r) and u−l (k, r) two linearly independent solutions of Eq.(A.1).
Definition of the Jost functions
The Jost function are defined by [107]:
J
±(k) =W (u±l (k, r), ul(k, r)) = u±l (k, r)dul(k, r)dr − ul(k, r)du±l (k, r)dr (A.8)
with W (f, g) the Wronskian. The outgoing Jost function J +(k) is usually just called the Jost function.
Properties
Jost functions do not depend on r because ul(k, r) and u+l (k, r) are linearly independent. The reduced
radial wave functions can be expressed by Jost functions as:
ul(k, r) = J −(k)u+l (k, r) − J +(k)u−l (k, r)2ik (A.9)
Indeed, at large distances, the incoming and outgoing wave functions u+l (k, r) and u−l (k, r) behave as
H+l,η(kr) and H−l,η(kr) respectivly. Then it follows:
W (u+l (k, r), u−l (k, r)) =W (H+l,η(kr),H−l,η(kr)) (A.10)
The right side of Eq.(A.10) can be evaluated using:
H±l,η(kr) ∼
r→∞ i
∓le±iσle±i(kr−η ln(2kr)) (A.11)
with σl = arg(Γ(l + 1 + iη)), and:
∂H±l,η(kr)
∂r
∼
r→∞ i
∓le±iσl(±i) (k − η
r
) e±i(kr−η ln(2kr))
∼
r→∞ ±i(k − ηr ) ∂H±l,η(kr)∂r (A.12)
Thus H+l,η(kr)H−l,η(kr) = 1 and the Wronskian (A.10) equals:
W (H+l,η(kr),H−l,η(kr)) =H+l,η(kr)∂H−l,η(kr)∂r −H−l,η(kr)∂H+l,η(kr)∂r
=H+l,η(kr)H−l,η(kr)(−i) (k − ηr ) −H−l,η(kr)H+l,η(kr)(+i) (k − ηr )
= −2ik (A.13)
Then, Eq.(A.9) is obtained in the following way:
2ikul(k, r) = −ul(k, r)W (H+l,η(kr),H−l,η(kr))
= −ul(k, r)W (u+l (k, r), u−l (k, r))
= (u−l (k, r)∂ul(k, r)∂r u+l (k, r) − ul(k, r)∂u−l (k, r)∂r u+l (k, r))
− (u+l (k, r)∂ul(k, r)∂r u−l (k, r) − ul(k, r)∂u+l (k, r)∂r u−l (k, r))
= J −(k)u+l (k, r) − J +(k)u−l (k, r) (A.14)
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The derivative of the Jost function J +(k) can be obtained by considering two wave functions v(k, r)
and w(k′, r) at different energies k ≠ k′. They are not linearly independent, thus their Wronskian depends
on r:
∂W (v(k, r),w(k′, r))
∂r
=
∂
∂r
(v(k, r)∂w(k′, r)
∂r
−w(k′, r)∂v(k, r)
∂r
)
=
∂v(k, r)
∂r
∂w(k′, r)
∂r
+ v(k, r)∂2w(k′, r)
∂r2
−
∂w(k′, r)
∂r
∂v(k, r)
∂r
−w(k′, r)∂2v(k, r)
∂r2
(A.15)
The wave functions v(k, r) and w(k′, r) are solutions of the equations:
∂2v(k, r)
∂r2
= ( l(l + 1)
r2
+
2m
h̵2
V (r) − k2) v(k, r)
∂2w(k′, r)
∂r2
= ( l(l + 1)
r2
+
2m
h̵2
V (r) − k′2)w(k′, r) (A.16)
Inserting (A.16) in Eq.(A.15) one obtains:
∂W (v(k, r),w(k′, r))
∂r
= v(k, r)∂2w(k′, r)
∂r2
−w(k′, r)∂2v(k, r)
∂r2
= (k2 − k′2)v(k, r)w(k′, r) (A.17)
The integration along a segment [a, b] ∈ R leads to:
∫
b
a
dr
∂W (v(k, r),w(k′, r))
∂r
= ∫
b
a
dr (k2 − k′2)v(k, r)w(k′, r)
⇔ W (v(k, r),w(k′, r)) ∣r=b −W (v(k, r),w(k′, r)) ∣r=a
= (k2 − k′2)∫ b
a
dr v(k, r)w(k′, r) (A.18)
The derivative of Eq.(A.18) with respect to k′ gives:
∂
∂k′ W (v(k, r),w(k′, r))∣r=b − W (v(k, r),w(k′, r))∣r=a
=
∂
∂k′ ((k2 − k′2)∫ ba dr v(k, r)w(k′, r))
⇔ W (v(k, r), ∂w(k, r)
∂k′ )∣
r=b
−W (v(k, r), ∂w(k, r)
∂k′ )∣
r=a
= −2k′∫
b
a
dr v(k, r)w(k′, r) + (k2 − k′2)∫ b
a
dr v(k, r)∂w(k, r)
∂k
(A.19)
In particular, for k′ = k:
W (v(k, r), ∂w(k, r)
∂k
)∣
r=b
−W (v(k, r), ∂w(k, r)
∂k
)∣
r=a
= −2k∫
b
a
dr v(k, r)w(k, r) (A.20)
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Finally, for a bound state (k2 < 0) the derivative of the Jost function J +(k) is expressed as:
∂J +(k)
∂k
=
∂
∂k
W (u+l (k, r), ul(k, r))
=
∂u+l (k, r)
∂k
∂ul(k, r)
∂r
+ u+l (k, r)∂2ul(k, r)∂k∂r − ∂ul(k, r)∂k ∂u+l (k, r)∂r − ul(k, r)∂2u+l (k, r)∂k∂r
=W (u+l (k, r), ∂ul(k, r)∂k ) +W (∂u+l (k, r)∂k , ul(k, r)) (A.21)
Here the Wronskians do not depend on r. In order to connect the terms in Eq.(A.21) with those in
Eq.(A.20), we use the relation:
W (∂u+l (k, r)
∂k
, ul(k, r)) = −W (ul(k, r), ∂u+l (k, r)
∂k
) (A.22)
and the fact that C0(k) = 1 for bound states. Moreover:
ul(k, r) ∼
r→0
C0(k)rl+1
⇒
∂ul(k, r)
∂k
∣r=0 = ∂
∂r
(∂ul(k, r)
∂k
)∣
r=0
= 0
⇒ W (u+l (k, r), ∂ul(k, r)∂r )∣
r=0
= 0 (A.23)
and
u+l (k, r) ∼
r→∞H
+
l,η(kr) →
r→∞ 0
⇒ W (ul(k, r), ∂u+l (k, r)
∂k
)∣
r→∞
= 0 (A.24)
Thus, Eq.(A.21) takes the form:
∂J +(k)
∂k
=W (u+l (k, r), ∂ul(k, r)∂k )∣
r=r′
−W (ul(k, r), ∂u+l (k, r)
∂k
)∣
r=r′
−W (u+l (k, r), ∂ul(k, r)∂r )∣
r=0
+W (ul(k, r), ∂u+l (k, r)
∂k
)∣
r→∞
= (W (u+l (k, r), ∂ul(k, r)∂k )∣
r=r′
−W (u+l (k, r), ∂ul(k, r)∂r )∣
r=0
)
+ (W (ul(k, r), ∂u+l (k, r)
∂k
)∣
r→∞
−W (ul(k, r), ∂u+l (k, r)
∂k
)∣
r=r′
) (A.25)
Using the formula (A.20), one can obtain a final expression for the derivative of the (outgoing) Jost function:
∂J +(k)
∂k
= −2k∫
r′
0
dr′ u+l (k, r′)ul(k, r′) − 2k∫ ∞
r′
dr′ ul(k, r′)u+l (k, r′)
→
r′→∞ −2k∫
∞
0
dr′ u+l (k, r′)ul(k, r′) (A.26)
106
APPENDIX A. ANNEXES
where the second integral goes to zero when r′ →∞ because of the asymptotic behavior of u+l (k, r) for
k2 < 0. Eq.(A.26) can be evaluated at a pole k = k0 corresponding to a bound state (J +(k0) = 0) for which
the reduced radial wave function ul(k, r) is differentiable. Then, the Eq.(A.9) becomes:
ul(k0, r) = J −(k0)u+l (k0, r)2ik0 (A.27)
Inserting (A.27) into Eq.(A.26), taken at k = k0, leads to:
∂J +(k)
∂k
∣
k=k0
= iJ −(k0)∫ ∞
0
dr′ (u+l (k, r′))2∣
k=k0 (A.28)
This equation holds also for resonances, but in that case the integral has to be regularized.
Link with the scattering matrix
In the scattering theory, the reduced radial wave functions ul(k, r) (see Eq.(A.7)) are usually written
as:
ul(k, r) = A(u−l (k, r) − Su+l (k, r)) (A.29)
with A a constant, and S a partial scattering matrix element, both depending on l. Then, by comparing
Eq.(A.29) with Eqs.(A.7) and (A.9), one finds:
A = C−(k) = −J +(k)2ik (A.30)
and:
S = −
C+
C−
=
J −(k)
J +(k) (A.31)
A.2 Berggren basis
The Berggren basis can be obtained straightforwardly from the Newton basis using properties of the
Jost function [77,272].
The Newton basis is:
∑
n∈(b)
∣u(kn)⟩ ⟨u(kn)∣ +∫ ∞
0
dk ∣u(k)⟩ ⟨u(k)∣ = 1ˆ (A.32)
The sum runs over bound states and the integral is over the real-energy continuum. The bound states are
normalized as usual, while the continuum states are normalized to the Dirac distribution:
⟨u(k)∣u(k′)⟩ = δ(k − k′) (A.33)
The real-energy contour can be deformed into a complex-energy contour L+ as shown in Fig.1.2. Using the
Cauchy residue theorem, one obtains:
∫
L+
dk ∣u(k)⟩ ⟨u˜(k)∣ = 2πi∑
m
Res (∣u(k)⟩ ⟨u˜(k)∣)∣k=km +∫ ∞0 dk ∣u(k)⟩ ⟨u(k)∣ (A.34)
where ⟨u˜(k)∣ is the time-reversal of ∣u(k)⟩, and km is the linear momentum of a pole of the ∣u(k)⟩ ⟨u˜(k)∣
operator1. The problem is to evaluate the residual term. Using the normalization condition for scattering
states Eq.(1.50) in Eq.(A.7), one finds:
1It is a pole if the norm of the operator diverges.
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C+(k) =√(C+(k))2 =¿ÁÁÀ(−C+(k)C−(k))(−C+(k)
C−(k)) =
¿ÁÁÀ− 1
2π
J −(k)
J +(k) (A.35)
and thus (idem for C−(k)), the radial wave functions can be written in a symmetric form:
u(k, r) =¿ÁÁÀ− 1
2π
J −(k)
J +(k)u+(k, r) +
¿ÁÁÀ− 1
2π
J +(k)
J −(k)u−(k, r) (A.36)
Near the pole km, J +(k)→ 0 and thus:
∣u(k)⟩ ⟨u˜(k)∣ ∼
k→km
−
1
2π
J −(k)
J +(k) ∣u+(km)⟩ ⟨u˜+(km)∣ (A.37)
Also for k → km, the Jost function J +(k) can be written as a Taylor series:
J
+(k) ∼
k→km
(k − km) ∂J +(k)
∂k
∣
k=km
(A.38)
where the derivative is given in Eq.(A.28). The residue can thus be evaluated by inserting Eqs.(A.38) and
(A.28) into Eq.(A.37):
∣u(k)⟩ ⟨u˜(k)∣ ∼
k→km
−
1
2πi
1
k − km
∣u+(km)⟩ ⟨u˜+(km)∣
∫
∞
0
dr′ (u+(km, r′))2 (A.39)
Normalized resonant states are defined as:
∣u(km)⟩ ⟨u˜(km)∣ = ∣u+(km)⟩ ⟨u˜+(km)∣
∫
∞
0
dr′ (u+(km, r′))2 (A.40)
and thus:
∣u(k)⟩ ⟨u˜(k)∣ ∼
k→km
−
1
2πi
1
k − km
∣u(km)⟩ ⟨u˜(km)∣
∼
k→km
1
k − km
Res (∣u(k)⟩ ⟨u˜(k)∣)∣k=km (A.41)
and the residue equals:
Res (∣u(k)⟩ ⟨u˜(k)∣)∣k=km = − 12πi ∣u(km)⟩ ⟨u˜(km)∣ (A.42)
Inserting (A.42) in Eq.(A.34), one can express the continuous part of the Newton basis as:
∫
∞
0
dk ∣u(k)⟩ ⟨u(k)∣ = ∫
L+
dk ∣u(k)⟩ ⟨u˜(k)∣ − 2πi∑
m
Res (∣u(k)⟩ ⟨u˜(k)∣)∣k=km
= ∫
L+
dk ∣u(k)⟩ ⟨u˜(k)∣ +∑
m
∣u(km)⟩ ⟨u˜(km)∣ (A.43)
and derive the Berggren basis:
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∑
n∈(b)
∣u(kn)⟩ ⟨u(kn)∣ +∫
L+
dk ∣u(k)⟩ ⟨u˜(k)∣ +∑
m
∣u(km)⟩ ⟨u˜(km)∣ = 1ˆ
∑
n∈(b,r)
∣u(kn)⟩ ⟨u(kn)∣ +∫
L+
dk ∣u(k)⟩ ⟨u˜(k)∣ = 1ˆ (A.44)
Index n in (A.44) runs over both bound states (b) and resonances (r).
A.3 Moore-Penrose pseudo inverse
In the orthogonalization of channel wave functions (see Sec.1.2.3.3), the existence of the matrix O− 12
associated to Oˆ− 12 is not always guaranteed, because of the possible presence of zero eigenvalues. Indeed,
the inverse of a matrix M is obtained with the following method:
M = PDP−1 ⇒ M−1 = P−1D−1P (A.45)
where D is a diagonal matrix, and thus:
D =
⎛⎜⎝
λ0 0 0
0 λ1 0
0 0 λ2
⎞⎟⎠ ⇒ D−1 =
⎛⎜⎝
λ−10 0 0
0 λ−11 0
0 0 λ−12
⎞⎟⎠ (A.46)
The problem appears if one of the eigenvalues is equal to zero. In this case, the Moore-Penrose pseudoinverse
is used:
D =
⎛⎜⎝
λ0 0 0
0 0 0
0 0 λ2
⎞⎟⎠ ⇒ D−1 =
⎛⎜⎝
λ−10 0 0
0 0 0
0 0 λ−12
⎞⎟⎠ (A.47)
The zero eigenvalues are just ignored, which in the present case is equivalent to removing a channel state
from the basis. The Moore-Penrose pseudoinverse is thus used to remove remaining non-orthogonal channel
states due to the presence of physically equivalent channels. It is a pathological situation which appears
mainly when there is just one active particle in the target. Indeed, for example if a channel state ∣c0⟩ is
associated with a projectile state ∣a⟩ and a target state ∣b⟩, and another channel state ∣c1⟩ is associated with
a projectile state ∣b⟩ and a target state ∣a⟩, then even if there are two mathematically different channels
they are physically equivalent.
A.4 CNO cycles and pp chains
Proton and neutron radiative capture reactions presented in Sec.2 are involved in several astrophysical
chains, which are presented hereafter. These reactions are written in red.
1. The proton-proton (pp) chains are:
pp-I: 3He(3He,2p)4He (A.48)
pp-II: 3He(4He, γ)7Be(e−, νe)7Li(p, 4He)4He (A.49)
pp-III: 3He(4He, γ)7Be(p, γ)8B(β+)8Be(24He) (A.50)
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2. The stationary hydrogen burning chain:
p(p, e + ν)d(p, γ)3He(3He,2p)4He(3He, γ)7Be(p, γ)8B(β+)24He (A.51)
3. The cold and hot CNO cycles:
CNO-I 12C(p, γ)13N(β+)13C(p, γ)14N(p, γ)15O(β+)15N(p,α)12C (A.52)
HCNO-I 12C(p, γ)13N(p, γ)14O(β+)14N(p, γ)15O(β+)15N(p,α)12C (A.53)
CNO-II 15N(p, γ)16O(p, γ)17F(β+)17O(p,α)14N(p, γ)15O(β+)15N (A.54)
HCNO-II 15N(p, γ)16O(p, γ)17F(p, γ)18Ne(β+)18F(p,α)15O(β+)15N (A.55)
CNO-III 17O(p, γ)18F(β+)18O(p,α)15N(p, γ)16O(p, γ)17F(β+)17O (A.56)
HCNO-III 18F(p, γ)19Ne(β+)19F(p,α)16O(p, γ)17F(p, γ)18Ne(β+)18F (A.57)
CNO-IV 19F(p,α)16O(p, γ)17F(β+)17O(p, γ)18F(β+)18O(p, γ)19F (A.58)
4. One possible chain in the Big Bang nucleosynthesis:
1H(n, γ)2H(n, γ)3H(d,n)4He(t, γ)7Li(n, γ)8Li (A.59)
A.5 Radiative capture
The operator MˆL,ML separates into an electric part Mˆ
E
L,ML
and a magnetic part MˆML,ML :
Mˆ
E
L,ML
=∑
i
ei
(2L + 1)!!(L + 1)kLγ [S′L(kγ rˆi) + kγ rˆi2 SL(kγ rˆi)] Yˆ LML(Ωi)
+∑
i
ei
(2L + 1)!!(L + 1)kLγ h̵c2mpc2 gsi [SL(kγ rˆi)rˆi ](ˆ⃗li ⋅ ˆ⃗si) Yˆ LML(Ωi) (A.60)
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Mˆ
M
L,ML
=
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ [gli∇⃗i (SL(kγ rˆi)kγ rˆi Yˆ LML(Ωi)) ⋅ ˆ⃗li + gsi ∇⃗i (S′L(kγ rˆi)Y LML(Ωi)) ⋅ ˆ⃗si]
+
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gsi (kγSL(kγ rˆi)) (ˆ⃗si ⋅ u⃗ri) Yˆ LML(Ωi) (A.61)
= −
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gli
√
L + 1
2L + 1
(S′L(kγ rˆi) − (L + 1rˆi ) SL(kγ rˆi)kγ rˆi ) [YˆL+1(Ωi)⊗ ˆ⃗li]LML
+
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gli
√
L
2L + 1
(S′L(kγ rˆi) + (Lrˆi) SL(kγ rˆi)kγ rˆi ) [YˆL−1(Ωi)⊗ ˆ⃗li]LML
−
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gsi
√
L + 1
2L + 1
[(L(L + 1)(kγ rˆi)2 − 1)SL(kγ rˆi) − (Lrˆi)S′L(kγ rˆi)] [YˆL+1(Ωi)⊗ ˆ⃗si]LML
+
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gsi
√
L
2L + 1
[(L(L + 1)(kγ rˆi)2 − 1)SL(kγ rˆi) + (L + 1rˆi )S′L(kγ rˆi)] [YˆL−1(Ωi)⊗ ˆ⃗si]LML
+
h̵c
2mpc2
∑
i
(2L + 1)!!(L + 1)kLγ gsi (kγSL(kγ rˆi)) (ˆ⃗si ⋅ u⃗ri) Yˆ LML(Ωi) (A.62)
where
• i runs over all considered nucleons, with ˆ⃗li and ˆ⃗si the orbital and spin angular momenta, respectively
• Yˆ LML(Ω) is a spherical harmonics of order L and projection ML
• SL is the Ricatti-Bessel function of order L
• rˆi, Ωi are the radial and angular coordinates of the nucleon i, respectively, and u⃗ri = ˆ⃗ri/rˆi
• ei is the dimensionless charge of the nucleon i, 1 for proton, 0 for neutron
• gsi is the dimensionless magnetic spin moment of the nucleon i and equals 5.5857 for proton, -3.8263
for neutron
• mpc2, in MeV, is the mass of the proton
• gli is the dimensionless magnetic orbital momentum times L + 1 of the nucleon i, and is 2 for proton,
0 for neutron
Using the long wavelength approximation, Eqs.(A.60), and (A.62) become:
Mˆ
E
L,ML
=∑
i
eirˆ
L
i Yˆ
L
ML
(Ωi) (A.63)
Mˆ
M
L,ML
=
h̵c
2mpc2
∑
i
[ gli
L + 1
∇⃗i (rˆLi Yˆ LML(Ωi)) ⋅ ˆ⃗li + gsi ∇⃗i (rLi Y LML(Ωi)) ⋅ ˆ⃗si] (A.64)
=
h̵c
2mpc2
∑
i
√
L(2L + 1)rˆL−1i gliL + 1[YˆL−1(Ωi)⊗ ˆ⃗li]LML
+
h̵c
2mpc2
∑
i
√
L(2L + 1)rˆL−1i gsi [YˆL−1(Ωi)⊗ ˆ⃗si]LML (A.65)
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Eqs.(A.60), (A.62), (A.63) and (A.65) have been written so that only one one-body operator appears in
each sum running over i.
The one-body matrix elements of the electromagnetic transition operators can be in the present case:
S′L(kγ rˆ) + kγ rˆ2 SL(kγ rˆ) (A.66)
SL(kγ rˆ)
rˆ
(A.67)
S′L(kγ rˆ) − (L + 1rˆ ) SL(kγ rˆ)kγ rˆ (A.68)
S′L(kγ rˆ) + (Lrˆ ) SL(kγ rˆ)kγ rˆ (A.69)
(L(L + 1)(kγ rˆ)2 − 1)SL(kγ rˆ) − (Lrˆ )S′L(kγ rˆ) (A.70)
(L(L + 1)(kγ rˆ)2 − 1)SL(kγ rˆ) + (L + 1rˆ )S′L(kγ rˆ) (A.71)
kγSL(kγ rˆ) (A.72)
rˆL (A.73)
rˆL−1 (A.74)
The reduced angular matrix elements associated to operators entering Eqs.(A.60), (A.62), (A.63) and
(A.65) read:
⟨(lf , s)jf ∣∣YˆL∣∣(li, s)ji⟩ = 1 + (−1)li+L+lf2 (−1)jf+ 12
√
1
4π
√
2jf + 1
√
2ji + 1
√
2L + 1( jf L ji1
2 0 −
1
2
) (A.75)
⟨(lf , s)jf ∣∣ (ˆ⃗l ⋅ ˆ⃗s) YˆL∣∣(li, s)ji⟩ = jf(jf + 1) − lf(lf + 1) − 342 ⟨(lf , s)jf ∣∣YˆL∣∣(li, s)ji⟩ (A.76)
⟨(lf , s)jf ∣∣[YˆL± ⊗ ˆ⃗l]L∣∣(li, s)ji⟩ = (−1) 12+ji+li √2jf + 1 √2ji + 1 √2L + 1
× (−1)lf √2lf + 1 √2li + 1 √2L± + 1 √ 14π ( lf L± li0 0 0 )
×
√
li(li + 1)(2li + 1){ lf 12 jf
ji L li
}{ L± 1 L
li lf li
} (A.77)
⟨(lf , s)jf ∣∣[YˆL± ⊗ ˆ⃗s]L∣∣(li, s)ji⟩ =√2jf + 1 √2ji + 1 √2L + 1 √32
⎧⎪⎪⎪⎨⎪⎪⎪⎩
lf
1
2 jf
li
1
2 ji
L± 1 L
⎫⎪⎪⎪⎬⎪⎪⎪⎭(−1)lf
×
√
2lf + 1
√
2li + 1
√
2L± + 1
√
1
4π
( lf L± li
0 0 0
) (A.78)
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⟨(lf , s)jf ∣∣ (ˆ⃗s ⋅ u⃗r) YˆL∣∣(li, s)ji⟩ = (−1) 12+lf+1+jf √2jf + 1 √32
√
4π
3
{ lf 12 jf1
2 lf + 1 1
}
× (−1)lf √2lf + 1 √2(lf + 1) + 1 √3 √ 14π ( lf 1 lf + 10 0 0 )
× ⟨(lf + 1, s)jf ∣∣YˆL∣∣(li, s)ji⟩ if jf = lf + 12 (A.79)
= (−1) 12+lf−1+jf √2jf + 1 √32
√
4π
3
{ lf 12 jf1
2 lf − 1 1
}
× (−1)lf √2lf + 1 √2(lf − 1) + 1 √3 √ 14π ( lf 1 lf − 10 0 0 )
× ⟨(lf − 1, s)jf ∣∣YˆL∣∣(li, s)ji⟩ if jf = lf − 12 (A.80)
where L± = L ± 1.
A.6 The Furutani-Horiuchi-Tamagaki (FHT) interaction
The FHT interaction between two particles i and j writes:
Vij = V
c
ij + V
so
ij + V
T
ij + V
Co
ij (A.81)
The central potential V cij writes:
V cij =
3
∑
n=1
V c0,ne
−βcnr2(W cn +BcnP σ −HcnP τ −M cnP σP τ) (A.82)
where r is the distance between the two particles, βcn is the range of gaussians, P
σ and P τ are the spin ex-
change and isospin exchange operators, respectively, andW cn, B
c
n, H
c
n andM
c
n are the exchange parameters.
The spin-orbit potential V soij writes:
V soij = L⃗.S⃗
2
∑
n=1
V so0,ne
−βson r2(W son −Hson P τ) (A.83)
where L⃗ is the relative orbital angular momentum between the two particles and S⃗ = s⃗i + s⃗j with s⃗i/j the
spin of the particle i/j. The tensor potential V Tij writes:
V Tij = OT
3
∑
n=1
V T0,ne
−βTn r2(WTn −HTn P τ) (A.84)
where the tensorial operator OT is:
OT = (3(σ⃗i.r⃗)(σ⃗j .r⃗)
r2
− σ⃗i.σ⃗j) r2 (A.85)
and where σ⃗i/j are the Pauli matrices. The Coulomb potential is standard.
It is convenient to rewrite the FHT interaction using projection operators on singlet and triplet states
of spin and isospin (πσs , π
σ
t , π
τ
s and π
τ
t ):
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πσs =
1
4
− s⃗i.s⃗j
πσt =
3
4
+ s⃗i.s⃗j
P σ =
1
2
+ 2s⃗i.s⃗j = π
σ
t − π
σ
s (A.86)
Eqs.(A.86) have the same form for projection operators πτs and π
τ
t on singlet and triplet states of isospin.
Then, potentials Eqs.(A.82), (A.83) and (A.84) can be written as:
V c(r) = V cttf ctt(r)πσt πτt + V ctsf cts(r)πσt πτs + V cstf cst(r)πσs πτt + V cssf css(r)πσs πτs (A.87)
V so(r) = L⃗.S⃗(V sott f sott (r)πσt πτt + V sots f sots (r)πσt πτt ) (A.88)
V T(r) = OT(V Ttt fTtt(r)πσt πτt + V Tts fTts(r)πσt πτt ) (A.89)
The functions fστ(r) depend on the V0,n, Wn, Bn, Hn and Mn constants and of the gaussians. In practical
applications, one adjusts directly the coupling constants V c/so/Taa′ in Eqs.(A.87-A.89), where a and a
′ are
indices of either singlet (s) or triplet (t) states. Parameters of the FHT interaction are given in Tabs.A.1,
A.2 and A.3.
n V c0,n [MeV] βcn [ fm−2] W cn Bcn Hcn M cn
1 -6.0 0.160 -0.2363 1.1530 0.5972 -0.5139
2 -546.0 1.127 0.4242 0.4055 0.1404 0.030
3 1655.0 3.400 0.4474 0.3985 0.1015 0.0526
Table A.1 – Parameters of the central potential in the FHT interaction.
n V so0,n [MeV] βson [ fm−2] W son Hson
1 1918.0 5.0 0.50 -0.5
2 -1519.0 3.0 0.50 -0.5
Table A.2 – Parameters of the spin-orbite potential in the FHT interaction.
n V T0,n [MeV] βTn [ fm−2] WTn HTn
1 -16.96 0.53 0.3277 0.6723
2 -369.50 1.92 0.4102 0.5898
3 1688 8.95 0.50 0.5
Table A.3 – Parameters of the tensor potential in the FHT interaction.
A.7 Width of a resonance channel state
The width of a resonance channel state in the CC formulation of a Schrödinger equation can be calculated
from the conservation of the flux of particles in space [118,271]. Multiplying the Schrödinger equation from
the right by u∗c (r):
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u∗c (r)( ∂2∂r2 − l(l + 1)r2 − j(j + 1)I + 2meh̵2 E)uc(r) = 2meh̵2 u∗c (r)∑c′ Vc,c′(r)uc′(r) (A.90)
and substracting the complex conjugate of this equation, one finds:
u′′c(r)u∗c (r) − u′′∗c (r)uc(r) = −iΓ2meh̵2 uc(r)u∗c (r) +∑c′ Vc,c′(r)(uc′(r)u∗c (r) − u∗c′(r)uc(r)) (A.91)
where E =R(E) + iΓ/2. Then Eq.(A.91) is integrated over r′ in the interval [0, r]:
∫
r
0
dr′ (u′′c(r′)u∗c (r′) − u′′∗c (r′)uc(r′))
= −iΓ
2me
h̵2
∫
r
0
dr′ ∣uc(r′)∣2 +∑
c′
∫
r
0
dr′ Vc,c′(r′)(uc′(r′)u∗c (r′) − u∗c′(r′)uc(r′)) (A.92)
But clearly:
∫
r
0
dr′ (u′′c(r′)u∗c (r′) − u′′∗c (r′)uc(r′)) = u′c(r)u∗c (r) − u′∗c (r)uc(r) (A.93)
and:
∑
c,c′
∫
r
0
dr′ Vc,c′(r′)(uc′(r′)u∗c (r′) − u∗c′(r′)uc(r′)) = 0 (A.94)
Thus by summing over the channels c, the final expression of the width is:
Γ(r) = i h̵2
2me
∑c u′c(r)u∗c (r) − u′∗c (r)uc(r)
∑c′ ∫
r
0
dr′ ∣uc(r′)∣2 (A.95)
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Titre : Réactions de capture radiative et spectroscopie d’anions multipolaires dans le cadre du Gamow
Shell Model
Les systèmes quantiques ouverts, dont les propriétés sont profondément aﬀectées par l’environnement,
sont étudiés dans divers domaines de la physique : physique nucléaire, physique atomique et moléculaire,
optique quantique, etc. Ces systèmes à N -corps, en dépit de leur particularités, possèdent des propriétés
génériques qui sont communes à tous les systèmes liés et non-liés près du seuil. Le couplage au continuum
est essentiel pour décrire les réactions nucléaires à basse énergie d’intérêt astrophysique, la formation des
états à halo dans les noyaux, les agrégats moléculaires et les anions dipolaires, ou encore les corrélations
à deux neutrons ou de particule alpha proche du seuil (clustering). Récemment, l’extension du modèle en
couche nucléaire aux systèmes quantiques ouverts, le Gamow Shell Model (GSM), basé sur l’utilisation de
la base de Berggren, a été appliquée avec succès à la description du spectre résonant de diﬀérents noyaux
atomiques. La formulation du GSM dans la représentation des canaux-couplés (GSM-CC) permet de décrire
diverses réactions nucléaires à basse énergies.
Dans le présent manuscrit, le GSM-CC est formulé pour la description des réactions de capture radiative
d’un proton ou d’un neutron d’intérêt astrophysique et appliqué aux réactions : 17F(p, γ)18Ne, 7Be(p, γ)8B
et 7Li(n, γ)8Li. De plus, pour la première fois, le GSM a été appliqué en physique atomique à la descrip-
tion des spectres d’anions dipolaires. Une étude systématique du cyanure d’hydrogène (HCN−) a permis
l’identiﬁcation de bandes d’états collectives à la fois dans le régime de fort couplage, pour les états à halo
faiblement liés, et dans le régime de faible couplage au dessus du seuil de dissociation. Dans le régime
de fort couplage, une bande rotationnelle KJ = 0 de l’anion a été trouvée. Au dessus du seuil, le nombre
quantique KJ n’est pas conservé. Les résonances dans ce régime forment des bandes rotationnelles selon le
moment angulaire du dipôle, tandis que les énergies et temps de vie dépendent essentiellement du moment
angulaire orbital de l’électron externe.
Mots clefs : Physique nucléaire, atomes, résonances, moments dipolaires, sections eﬃcaces, structure
nucléaire, réactions directes.
Title: Radiative capture reactions and spectroscopy of multipolar anions in the framework of Gamow
Shell Model.
Small open quantum systems, whose properties are profoundly aﬀected by the environment of continuum
states, are intensely studied in various ﬁelds of Physics: nuclear physics, atomic and molecular physics,
quantum optics, etc. These diﬀerent many-body systems, in spite of their speciﬁc features, have generic
properties which are common to all weakly bound or unbound systems close to the threshold. Coupling
to the continuum is essential to describe the low-energy nuclear reactions of astrophysical interest, the
formation of halo states in nuclei, atomic clusters and dipolar anions, or the near-threshold two neutron
and alpha particle correlations (clustering). Recently, the open quantum system extension of the nuclear
shell model, the Gamow shell model (GSM), based on the Berggren ensemble, has been applied successfully
for the description of resonant states spectra in atomic nuclei. The coupled-channel formulation of the
GSM (GSM-CC) allows to describe various low-energy nuclear reactions.
In this work, the GSM-CC is formulated and applied for the description of proton/neutron radiative
capture reactions of astrophysical interest, such as: 17F(p, γ)18Ne, 7Be(p, γ)8B and 7Li(n, γ)8Li. Moreover,
for the ﬁrst time, the GSM has been applied in atomic physics for the description of spectra of dipolar
anions. Systematic investigation of the hydrogen cyanide dipolar anion (HCN−) allowed to identify the
collective bands of states both in the strong coupling regime, for weakly bound halo states, and in the weak
coupling regime above the dissociation threshold. In the strong coupling regime, KJ = 0 anion a rotational
band has been found. Above the threshold, KJ quantum number is not conserved. Resonances in this
regime form rotational bands according to the angular momentum of the rotating molecule, whereas the
bandhead energies and the lifetimes depend predominantly on the external electron wave function.
Keywords: Nuclear physics, atoms, resonances, dipole moments, cross sections, nuclear structure,
direct reactions.
