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Abstract
In this paper, tensor product of two regular complete multipartite graphs is shown to be Hamilton cycle decomposable. Using this
result, it is immediate that the tensor product of two complete graphs with at least three vertices is Hamilton cycle decomposable
thereby providing an alternate proof of this fact.
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1. Introduction
A k-regular graph G has a Hamilton cycle decomposition if its edge set can be partitioned into k/2 Hamilton cycles
when k is even, or into (k − 1)/2 Hamilton cycles plus a 1-factor (or a perfect matching) when k is odd. We write
G=H1⊕H2⊕· · ·⊕Hk ifH1, H2, . . . , Hk are edge-disjoint subgraphs ofG andE(G)=E(H1)∪E(H2)∪· · ·∪E(Hk).
The complete graph on m vertices is denoted by Km and its complement is denoted by Km. The cycle of length m is
denoted by Cm.
For two simple graphs G and H their wreath product, denoted by G ∗ H , has vertex set V (G) × V (H) in which
(g1, h1) and (g2, h2) are adjacent whenever g1g2 ∈ E(G), or g1 = g2 and h1h2 ∈ E(H). Similarly, G×H , the tensor
product of simple graphs G and H has vertex set V (G)×V (H) in which two vertices (g1, h1) and (g2, h2) are adjacent
whenever g1g2 ∈ E(G) and h1h2 ∈ E(H). It is well known that the tensor product is commutative and distributive over
edge-disjoint union of graphs, that is, ifG=H1⊕H2⊕· · ·⊕Hk, thenG×H =(H1×H)⊕(H2×H)⊕· · ·⊕(Hk×H).
For digraphs D1 and D2 their wreath product D1 ∗ D2 and tensor product D1 × D2 can also be deﬁned similarly.
We shall use the following notation throughout the paper. Let G and H be simple graphs with vertex sets V (G) =
{x1, x2, . . . , xn} and V (H)= {y1, y2, . . . , ym}. Then for our convenience, we write V (G)× V (H)=⋃ni=1 Xi , where
Xi stands for {xi}×V (H). Further, in the sequel, we shall denote the vertices ofXi as {xij | 1jm}, where xij stands
for the vertex (xi, yj ) ∈ V (G)×V (H). For 1 in, we call Xi the ith layer of G×H . Clearly, G×H is an n-partite
graph with partite sets X1, X2, . . . , Xn. (One can consider G × H as an m-partite graph also.) If the subscripts of the
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vertices or layers are from {0, 1, 2, . . . , n − 1} (resp. {1, 2, . . . , n}), then additions in the subscripts of the vertices or
layers, if any, are taken modulo n with residues 0, 1, 2, . . . , n − 1 (resp. 1, 2, . . . , n). Similarly, if the superscripts of
the vertices are from {0, 1, 2, . . . , n − 1} (resp. {1, 2, . . . , n}), then additions in the superscripts of the vertices, if any,
are taken modulo n with residues 0, 1, 2, . . . , n − 1 (resp. 1, 2, . . . , n).
Let G be a bipartite graph with bipartition (X, Y ), where X = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn}. If xiyj
is an edge of G, then xiyj is called an edge of distance j − i from X to Y if ij , or n − (i − j), if i > j . The
same edge is said to be of distance i − j from Y to X if ij or n − (j − i), if i < j . If G contains the set of edges
Fi(X, Y ) = {xjyi+j | 1jn} for some i with 0 in − 1, then we say that G has the 1-factor of distance i from
X to Y . Note that Fi(X, Y ) = Fn−i (Y,X) for each i, 0 in − 1. Clearly, if G = Kn,n, then E(G) =⋃n−1i=0 Fi(X, Y ).
Deﬁnitions which are not seen here can be found in [4] or [8].
Let k be a positive integer and let L be a subset of {1, 2, . . . , k/2}. A circulant X =X(k;L) is a graph with vertex
set V (X)= {u0, u1, . . . , uk−1} and the edge set E(X)= {uiui+l | i ∈ Zk, l ∈ L}. For l ∈ L, the edge uiui+l is said to
be of distance l and L is called the edge distance set of the circulant X. For l ∈ L, if gcd(k, l) = 1, then it is clear that
the circulant X(k; {l}) is a Hamilton cycle. We shall call a graph isomorphic to X(2r; {1, r}) as W2r . Further, for odd
r3, L2r denotes a graph isomorphic to X(2r; {2, r}).
The problem of ﬁnding Hamilton cycle decompositions of product graphs is not new. Hamilton cycle decompositions
of various product graphs have been studied in [1,2,6,9,10,12]. For example, it has been conjectured [6] that if both G
and H are Hamilton cycle decomposable, then GH is Hamilton cycle decomposable, where  denotes the cartesian
product of graphs [1]. This conjecture has been veriﬁed to be true for a large class of graphs [16]. Baranyai and Szász
[5] proved that if both G and H are even regular Hamilton cycle decomposable graphs, then G ∗ H is Hamilton cycle
decomposable. In [14], Ng has obtained a partial solution to the following conjecture of Alspach et al. [1]: If D1 and
D2 are Hamilton cycle decomposable digraphs, then D1 ∗ D2 is Hamilton cycle decomposable. Jha [10] has raised
the following conjecture: if both G and H are Hamilton cycle decomposable and G × H is connected, then G × H
is Hamilton cycle decomposable. But this conjecture is disproved in [3]. Because of this, ﬁnding a Hamilton cycle
decomposition of tensor product of Hamilton cycle decomposable graphs is considered to be interesting. In [2], it has
been shown that Kr × Ks is Hamilton cycle decomposable. Here we prove that (Km ∗ Kn) × (Kr ∗ Ks) is Hamilton
cycle decomposable; note that Km ∗ Kn is the complete m-partite graph in which each partite set has n vertices.
The following result of Bermond et al. [7] will be used throughout the paper.
Theorem 1.1. Any connected circulant of degree 4 can be decomposed into Hamilton cycles.
Remark 1.2. Examples of circulants of degree 4 that are connected include the circulants of the forms X(k; {l, l +
1}),X(k; {2l − 1, 2l + 1}), and if k is odd, X(k; {2l, 2l + 2}), see [15].
We have obtained the following main theorem.
Theorem 1.3. For m, r3, (Km ∗ Kn) × (Kr ∗ Ks) is Hamilton cycle decomposable.
Using this, we can deduce that Kr × Ks, r, s3, is Hamilton cycle decomposable [2], as KrKr ∗ K1.
2. Proof of the main theorem
First we need a few lemmas to prove Theorem1.3. Before proving the lemmas, we shall describe a recurrent technique
that will appear in the proof of the lemmas in the following remark.
Remark 2.1. One of the recurrent techniques in the paper is taking a Hamilton cycle H and a 2-factor F , edge-disjoint
from H , of a graph G, and modifying them to give two edge-disjoint Hamilton cycles of G.
In the constructions of some of the lemmas below, we will produce Hamilton cycle decompositions of tensor product
of graphs in two steps. The ﬁrst step will be to give a decomposition into some Hamilton cycles, some 2-factors and
possibly a single 1-factor. The second step will be to pair each 2-factor F with a Hamilton cycle H and modify both by
trading edges between them to produce two edge-disjoint Hamilton cycles H ′ and H ′′.
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Suppose ﬁrst that F is a 2-factor with 2 cycles. Let x1y1 be an edge in one cycle of F and x2y2 be an edge in
the other cycle. Suppose the Hamilton cycle H contains the edges x1x2 and y1y2. Then we can deﬁne 2-factors
H ′ = (H − {x1x2, y1y2}) ∪ {x1y1, x2y2} and H ′′ = (F − {x1y1, x2y2}) ∪ {x1x2, y1y2}. Since this trade merges the
cycles of F , H ′′ will always be a Hamilton cycle. The other 2-factor, H ′, will be a Hamilton cycle if and only if one
can direct H so that the edges x1x2 and y1y2 are directed from x1 to x2 and from y1 to y2, respectively.
Lemma 2.2. If m4 is even and n is odd, then
(a) Km ∗ Kn is decomposable into Hamilton cycles and an Lmn, if mn ≡ 2 (mod 4),
(b) Km ∗ Kn is decomposable into Hamilton cycles and a Wmn, if mn ≡ 0 (mod 4).
Proof. Let {u0, u1, . . . , umn−1} be the vertex set of Km ∗ Kn. Place the vertices of Km ∗ Kn in the circular order
u0, u1, . . . , umn−1. Let the ith partite set of Km ∗Kn be Xi = {ui+jm | 0jn− 1}, 0 im− 1. Thus Km ∗Kn is
isomorphic to the circulant X(mn; {1, 2, . . . , mn/2}− {im | 1 in/2}). Let m= 2t and n= 2k + 1. We complete
the proof of this lemma in four cases.
Case 1: t and k are odd.
Note that mn ≡ 2 (mod 4). We can decompose Km ∗ Kn into circulants as follows:
Km ∗ Kn =
⎛
⎝(k−1)/2⊕
i=1
⎧⎨
⎩
⎛
⎝ t−1⊕
j=1
X(mn; {(2i − 1)2t + 2j − 1, (2i − 1)2t + 2j})
⎞
⎠
⊕ X(mn; {4it − 1, 4it + 1})
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {4it + 2j, 4it + 2j + 1})
⎞
⎠
⎫⎬
⎭
⎞
⎠
⊕
⎛
⎝(t−1)/2⊕
j=1
X(mn; {2kt + 2j − 1, 2kt + 2j})
⎞
⎠
⊕
⎛
⎝ t−1⊕
j=2
X(mn; {2j, 2j + 1})
⎞
⎠
⊕ X(mn; {1, 3})
⊕ X(mn; {2, 2kt + t}).
This is obtained by arranging the elements of the edge distance set ofX(mn; {1, 2, . . . , mn/2}−{im | 1 in/2})
Km ∗ Kn in the increasing order and combining consecutive elements in pair, except the distances in the circulants
X(mn; {1, 3}) andX(mn; {2, 2kt+t}), and regrouping them. Each circulant, except the last one in the above expression,
is connected and 4-regular and hence can be decomposed into Hamilton cycles, by Theorem 1.1 and Remark 1.2. The
last circulant X(mn; {2, 2kt + t}) is isomorphic to Lmn.
Case 2: t is odd and k is even.
Note that mn ≡ 2 (mod4). First we consider the case k = 0. Then Km ∗ KnKm, which can be decomposed into
circulants as follows:
Km =
⎛
⎝(t−1)/2⊕
i=2
X(m; {2i − 1, 2i})
⎞
⎠⊕ X(m; {1}) ⊕ X(m; {2, t}).
In this expression, X(m; {1}) is a Hamilton cycle and X(m; {2, t})Lm and the other circulants are Hamilton cycle
decomposable, by Theorem 1.1 and Remark 1.2.
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Next we consider the case k2. Now
Km ∗ Kn =
⎛
⎝ k/2⊕
i=2
⎧⎨
⎩
⎛
⎝ t−1⊕
j=1
X(mn; {4(i − 1)t + 2j − 1, 4(i − 1)t + 2j})
⎞
⎠
⊕ X(mn; {4(i − 1)t + 2t − 1, 4(i − 1)t + 2t + 1})
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {(2i − 1)2t + 2j, (2i − 1)2t + 2j + 1})
⎞
⎠
⎫⎬
⎭
⎞
⎠
⊕
⎛
⎝(t−1)/2⊕
j=1
X(mn; {2kt + 2j − 1, 2kt + 2j})
⎞
⎠
⊕
⎛
⎝ t−1⊕
j=2
X(mn; {2j − 1, 2j})
⎞
⎠
⊕ X(mn; {2t − 1, 2t + 1})
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {2t + 2j, 2t + 2j + 1})
⎞
⎠
⊕ X(mn; {1}) ⊕ X(mn; {2, 2kt + t}).
In the above expression, the circulant X(mn; {1}) is a Hamilton cycle and all other circulants except the last one are
connected and 4-regular and hence they are decomposable into Hamilton cycles, by Theorem 1.1 and Remark 1.2. The
last circulant X(mn; {2, 2kt + t}) is isomorphic to Lmn.
Case 3: t is even and k is odd.
Note that mn ≡ 0 (mod4). We can decompose Km ∗ Kn into circulants as follows:
Km ∗ Kn =
⎛
⎝(k−1)/2⊕
i=1
⎧⎨
⎩
⎛
⎝ t−1⊕
j=1
X(mn; {(2i − 1)2t + 2j − 1, (2i − 1)2t + 2j})
⎞
⎠
⊕ X(mn; {(2i − 1)2t + 2t − 1, (2i − 1)2t + 2t + 1})
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {4it + 2j, 4it + 2j + 1})
⎞
⎠
⎫⎬
⎭
⎞
⎠
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {2j, 2j + 1})
⎞
⎠
⊕
⎛
⎝(t−2)/2⊕
j=1
X(mn; {2kt + 2j − 1, 2kt + 2j})
⎞
⎠
⊕ X(mn; {2kt + t − 1})
⊕ X(mn; {1, 2kt + t}).
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All the circulants, except the last two, in the above expression are connected and 4-regular and hence decomposable
into Hamilton cycles, by Theorem 1.1 and Remark 1.2. The circulant X(mn; {2kt + t − 1}) is a Hamilton cycle (as
2kt + t − 1 is relatively prime to 2t (2k + 1)) and the circulant X(mn; {1, 2kt + t}) is isomorphic to Wmn.
Case 4: t and k are even.
Note that mn ≡ 0 (mod4). First we consider the case k = 0. Then Km ∗ KnKm, which can be decomposed into
circulants as follows:
Km =
⎛
⎝(t−2)/2⊕
i=1
X(m; {2i, 2i + 1})
⎞
⎠⊕ X(m; {1, t}).
Here X(m; {1, t})Wm and the other circulants are Hamilton cycle decomposable, by Theorem 1.1 and Remark
1.2.
Next we consider the case k2. Now
Km ∗ Kn =
⎛
⎝(k−2)/2⊕
i=1
⎧⎨
⎩
⎛
⎝ t−1⊕
j=1
X(mn; {(2i − 1)2t + 2j − 1, (2i − 1)2t + 2j})
⎞
⎠
⊕ X(mn; {(2i − 1)2t + 2t − 1, (2i − 1)2t + 2t + 1})
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {4it + 2j, 4it + 2j + 1})
⎞
⎠
⎫⎬
⎭
⎞
⎠
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {2(k − 1)t + 2j − 1, 2(k − 1)t + 2j})
⎞
⎠
⊕ X(mn; {2kt − 1, 2kt + 1})
⊕
⎛
⎝(t−2)/2⊕
j=1
X(mn; {2kt + 2j, 2kt + 2j + 1})
⎞
⎠
⊕
⎛
⎝ t−1⊕
j=1
X(mn; {2j, 2j + 1})
⎞
⎠
⊕ X(mn; {1, 2kt + t}).
All the circulants, except the last one in the above expression, are connected and 4-regular and hence decomposable
into Hamilton cycles, by Theorem 1.1 and Remark 1.2. The circulant X(mn; {1, 2kt + t}) is isomorphic to Wmn. This
completes the proof of the lemma. 
Lemma 2.3. If m3, n6 and n ≡ 2 (mod4), then Cm × Ln is Hamilton cycle decomposable.
Proof. Let the partite sets of the m-partite graph Cm ×Ln be Xi ={xi1, xi2, . . . , xin}, 1 im. The edge set of Cm ×Ln
is precisely
⋃m
i=1(F2(Xi,Xi+1)∪Fn−2(Xi,Xi+1)∪Fn/2(Xi,Xi+1)); observe that LnX(n; {2, n/2}) and hence for
each i, the edges of F2(Xi,Xi+1) and Fn−2(Xi,Xi+1) arise out of the edges of distance 2 in Ln and the ith edge of
Cm and the edges of Fn/2(Xi,Xi+1) arise out of the edges of distance n/2 in Ln and the ith edge of Cm. We complete
the proof of this lemma in two cases.
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Case 1: m is even.
First we decompose Cm × Ln into two Hamilton cycles H1, H2 and a 2-factor F . Then we decompose H2 ∪ F into
two Hamilton cycles.
We obtain H1, H2 and F as follows:
H1 = Fn−2(X1, X2) ∪ Fn−2(X2, X3) ∪ Fn/2(X3, X4) ∪ F2(X4, X5)
∪
⎛
⎝m/2⋃
j=3
{F2(X2j−1, X2j ) ∪ Fn−2(X2j , X2j+1)}
⎞
⎠ ,
H2 = Fn/2(X1, X2) ∪ Fn/2(X2, X3) ∪ Fn−2(X3, X4) ∪ Fn/2(X4, X5)
∪
⎛
⎝m/2⋃
j=3
{Fn−2(X2j−1, X2j ) ∪ F2(X2j , X2j+1)}
⎞
⎠
and
F = F2(X1, X2) ∪ F2(X2, X3) ∪ F2(X3, X4) ∪ Fn−2(X4, X5)
∪
⎛
⎝ m⋃
j=5
Fn/2(Xj ,Xj+1)
⎞
⎠
.
Clearly, H1, H2 are Hamilton cycles (as the sum of the distances of the 1-factors between Xi and Xi+1, 1 im,
used in the construction of H1 and H2 are relatively prime to n) and F is a 2-factor of Cm × Ln consisting of two
cycles of equal length (as the gcd of n and the sum of the distances of the 1-factors between Xi and Xi+1 used in the
construction of F is 2.) Next we decomposeH2∪F into two Hamilton cyclesH ′ andH ′′. The vertices x11 , x13 , . . . , x1n−1
are contained in a single cycle of F and the vertices x12 , x
1
4 , . . . , x
1
n are contained in the other cycle of F and hence the
edges x11x
2
3 and x
2
(n/2)+1x
3
(n/2)+3 are in different cycles of F . By Remark 2.1,
H ′ = (H2 − {x11x2(n/2)+1, x23x3(n/2)+3}) ∪ {x11x23 , x2(n/2)/+1x3(n/2)+3}
and
H ′′ = (F − {x11x23 , x2(n/2)+1x3(n/2)+3}) ∪ {x11x2(n/2)+1, x23x3(n/2)+3}
are edge-disjoint Hamilton cycles.
Case 2: m is odd.
First we decompose Cm × Ln into a Hamilton cycle H and two 2-factors F1 and F2. Then we decompose F1 ∪ F2
into two Hamilton cycles.
We obtain H and F1, F2 as follows:
H = Fn−2(X1, X2) ∪ Fn−2(X2, X3) ∪ Fn/2(X3, X4) ∪
⎛
⎝ m⋃
j=4
Fn/2(Xj ,Xj+1)
⎞
⎠ ,
F1 = Fn/2(X1, X2) ∪ Fn/2(X2, X3) ∪ F2(X3, X4)
∪
⎛
⎝(m−1)/2⋃
j=2
{F2(X2j , X2j+1) ∪ Fn−2(X2j+1, X2j+2)}
⎞
⎠
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and
F2 = F2(X1, X2) ∪ F2(X2, X3) ∪ Fn−2(X3, X4)
∪
⎛
⎝(m−1)/2⋃
j=2
{Fn−2(X2j , X2j+1) ∪ F2(X2j+1, X2j+2)}
⎞
⎠
.
Clearly, H is a Hamilton cycle and each Fi, i = 1, 2, is a 2-factor consisting of two cycles of equal length and also
the edges x11x
2
(n/2)+1 (resp. x11x23 ) and x23x3(n/2)+3 (resp. x2(n/2)+1x3(n/2)+3) are in different cycles of F1 (resp. F2). Next
we decompose F1 ∪ F2 into two Hamilton cycles H ′ and H ′′ by trading edges between F1 and F2 as follows:
H ′ = (F1 − {x11x2(n/2)+1, x23x3(n/2)+3}) ∪ {x11x23 , x2(n/2)+1x3(n/2)+3}
and
H ′′ = (F2 − {x11x23 , x2(n/2)+1x3(n/2)+3}) ∪ {x11x2(n/2)+1, x23x3(n/2)+3}. 
We use the following lemma in the proof of Lemma 2.5.
Lemma 2.4 (Muthusamy and Paulraja [13]). C2n+1 × K2m is Hamilton cycle decomposable.
Lemma 2.5. If m3, n4 and n ≡ 0 (mod4), then Cm × Wn is Hamilton cycle decomposable.
Proof. Let the partite sets of the m-partite graph Cm ×Wn be Xi = {xi1, xi2, . . . , xin}, 1 im. Clearly the edge set of
Cm × Wn is⋃mi=1(F1(Xi,Xi+1) ∪ Fn−1(Xi,Xi+1) ∪ Fn/2(Xi,Xi+1)). We complete the proof of this lemma in two
cases.
Case 1: m is even.
First we decompose Cm × Wn into two Hamilton cycles H1, H2 and a 2-factor F and then we decompose H2 ∪ F
into two Hamilton cycles H ′ and H ′′.
We obtain H1, H2 and F as follows:
H1 = F1(X1, X2) ∪ F1(X2, X3) ∪ Fn−1(X3, X4) ∪ Fn/2(X4, X5)
∪
⎛
⎝m/2⋃
j=3
{F1(X2j−1, X2j ) ∪ Fn−1(X2j , X2j+1)}
⎞
⎠ ,
H2 = Fn/2(X1, X2) ∪ Fn/2(X2, X3) ∪ Fn/2(X3, X4) ∪ F1(X4, X5)
∪
⎛
⎝m/2⋃
j=3
{Fn−1(X2j−1, X2j ) ∪ F1(X2j , X2j+1)}
⎞
⎠
and
F = Fn−1(X1, X2) ∪ Fn−1(X2, X3) ∪ F1(X3, X4) ∪ Fn−1(X4, X5)
∪
⎛
⎝ m⋃
j=5
Fn/2(Xi,Xi+1)
⎞
⎠
.
Note that H1, H2 are Hamilton cycles of Cm × Wn and F is a 2-factor of it, consisting of two cycles of equal length
and also the edges x1nx2n−1 and x2n2 x
3
n
2 −1 are in different cycles of F . By Remark 2.1,
H ′ = (H2 − {x1nx2n2 , x
2
n−1x3n2 −1}) ∪ {x
1
nx
2
n−1, x2n/2x3(n/2)−1}
and
H ′′ = (F − {x1nx2n−1, x2n2 x
3
n
2 −1}) ∪ {x
1
nx
2
n/2, x
2
n−1x3n/2−1}
are edge-disjoint Hamilton cycles.
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Case 2: m is odd.
When n= 4, the result follows from Lemma 2.4, as K4W4. Hence we may assume that n8. First we decompose
Cm ×Wn into two Hamilton cycles H1, H2 and a 2-factor F and then we decompose H2 ∪F into two Hamilton cycles
H ′ and H ′′.
We obtain H1, H2 and F as follows:
H1 = Fn−1(X1, X2) ∪ Fn−1(X2, X3) ∪ F1(X3, X4)
∪
⎛
⎝(m−1)/2⋃
j=2
{F1(X2j , X2j+1) ∪ Fn−1(X2j+1, X2j+2)}
⎞
⎠ ,
H2 = Fn/2(X1, X2) ∪ Fn/2(X2, X3) ∪ Fn−1(X3, X4)
∪
⎛
⎝(m−1)/2⋃
j=2
{Fn−1(X2j , X2j+1) ∪ F1(X2j+1, X2j+2)}
⎞
⎠
and
F = F1(X1, X2) ∪ F1(X2, X3) ∪ Fn/2(X3, X4)
∪
⎛
⎝ m⋃
j=4
Fn/2(Xj ,Xj+1)
⎞
⎠
.
If n ≡ 4 (mod8), then H1 and H2 are Hamilton cycles, while F is a 2-factor of Cm × Wn consisting of four cycles
C1, C2, C3, C4 of equal length (as the gcd of n and sumof the distances of the 1-factors betweenXi andXi+1, 1 im,
used in the construction of F , is 4.) By the choice of F , we suppose that x1i+4j ∈ Ci, 1 i4, 0j(n/4) − 1.
Next we decompose H2 ∪ F into two Hamilton cycles H ′ and H ′′ of Cm × Wn as follows:
H ′ = (H2 − {x11x2(n/2)+1, x1(n/2)+4x24 , x22x3(n/2)+2, x1(n/2)+1x21 , x2(n/2)+5x35 , x2(n/2)+2x32})
∪ {x11x22 , x1(n/2)+4x2(n/2)+5, x2(n/2)+1x3(n/2)+2, x1(n/2)+1x2(n/2)+2, x24x35 , x21x32}
and
H ′′ = (F − {x11x22 , x1(n/2)+4x2(n/2)+5, x2(n/2)+1x3(n/2)+2, x1(n/2)+1x2(n/2)+2, x24x35 , x21x32})
∪ {x11x2(n/2)+1, x1(n/2)+4x24 , x22x3(n/2)+2, x1(n/2)+1x21 , x2(n/2)+5x35 , x2(n/2)+2x32}.
Clearly, H ′ and H ′′ are Hamilton cycles of Cm × Wn, see Fig. 1.
If n ≡ 0 (mod8), then H1 and H2 are Hamilton cycles of Cm × Wn and F is a 2-factor of Cm × Wn consisting of
two cycles of equal length and also the edges x1(n/2)+2x
2
(n/2)+3 and x
2
2x
3
3 are in different cycles of F . By Remark 2.1,
H ′ = (H2 − {x1(n/2)+2x22 , x2(n/2)+3x33}) ∪ {x1(n/2)+2x2(n/2)+3, x22x33}
and
H ′′ = (F − {x1(n/2)+2x2(n/2)+3, x22x33}) ∪ {x1(n/2)+2x22 , x2(n/2)+3x33}
are edge-disjoint Hamilton cycles.
To proceed further, ﬁrst we deﬁne a graph G on 4t vertices as follows: let V (G)= {x1, x2, x3, . . . , x4t } and E(G)=⋃4t
i=1 {xixi+1} ∪ (
⋃2t−1
i=2 {xix4t−i+1}) ∪ {x1x2t+1, x2t x4t }. This graph G is isomorphic to W4t X(4t; {1, 2t}) under
the isomorphism (xi) = yi,(x2t+i ) = y4t−i+1, 1 i2t , where we assume that the circulant X(4t; {1, 2t}) has the
vertex set {y1, y2, . . . , y4t }, see Fig. 2. In the sequel, we call G a redrawing of W4t ; see Fig. 2.
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Lemma 2.6. If n,m4 and n,m ≡ 0 (mod4), then Wn × Wm has a Hamilton cycle decomposition.
Proof. Let n=4t . In this proof, we assume that W4t is in the redrawn form and Wm is in the circulant form (see Fig. 2).
Let the partite sets of the 4t-partite graph W4t ×Wm be Xi ={xi1, xi2, . . . , xim}, for 1 i4t . The edge set of W4t ×Wm
can be given as
⋃4t
i=1(F1(Xi,Xi+1) ∪ Fm−1(Xi,Xi+1) ∪ Fm/2(Xi,Xi+1)) ∪ F1(X1, X2t+1) ∪ Fm−1(X1, X2t+1) ∪
Fm/2(X1, X2t+1)∪F1(X2t , X4t )∪Fm−1(X2t , X4t )∪Fm/2(X2t , X4t )∪(⋃2t−1i=2 {F1(Xi,X4t−i+1)∪Fm−1(Xi,X4t−i+1)∪
Fm/2(Xi,X4t−i+1)}).
First we decompose W4t ×Wm into two Hamilton cycles H1, H2, two 2-factors F1, F2 and a 1-factor F , as follows:
H1 = F1(X1, X2) ∪
(
t−1⋃
i=1
{F1(X2i , X2i+1) ∪ Fm−1(X2i+1, X2i+2)}
)
∪ Fm/2(X2t , X2t+1)
∪
(
t−1⋃
i=1
{F1(X2t+2i−1, X2t+2i ) ∪ Fm−1(X2t+2i , X2t+2i+1)}
)
∪ Fm−1(X4t−1, X4t ) ∪ F1(X4t , X1),
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H2 = Fm/2(X1, X2) ∪
(
t−1⋃
i=1
{Fm−1(X2i , X2i+1) ∪ F1(X2i+1, X2i+2)}
)
∪ F1(X2t , X2t+1) ∪
(
t−1⋃
i=1
{Fm−1(X2t+2i−1, X2t+2i ) ∪ F1(X2t+2i , X2t+2i+1)}
)
∪ Fm/2(X4t−1, X4t ) ∪ Fm/2(X4t , X1),
F1 = Fm−1(X1, X2) ∪
(2t−1⋃
i=2
Fm/2(Xi,Xi+1)
)
∪ Fm−1(X2t , X2t+1)
∪
⎛
⎝ 4t−2⋃
i=2t+1
Fm/2(Xi,Xi+1)
⎞
⎠ ∪ F1(X4t−1, X4t ) ∪ Fm−1(X4t , X1),
F2 = F1(X1, X2t+1) ∪ Fm/2(X1, X2t+1)
∪
(2t−1⋃
i=2
{F1(Xi,X4t−i+1) ∪ Fm−1(Xi,X4t−i+1)}
)
∪ Fm−1(X2t , X4t ) ∪ Fm/2(X2t , X4t )
and
F = E(W4t × Wm) − E(H1 ∪ H2 ∪ F1 ∪ F2).
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Our aim is to obtain four edge-disjoint Hamilton cycles of W4t × Wm out of H1 ∪ H2 ∪ F1 ∪ F2.
Next we decompose H2 ∪F1 into two Hamilton cycles H ′1 and H ′2. Clearly, F1 consists of two cycles of equal length
and also the edges x4t(m/2)+1x
1
m/2 and x
1
1x
2
m are in different cycles of F1. By Remark 2.1,
H ′1 = (H2 − {x4t(m/2)+1x11 , x1m/2x2m}) ∪ {x4t(m/2)+1x1m/2, x11x2m}
and
H ′2 = (F1 − {x4t(m/2)+1x1m/2, x11x2m}) ∪ {x4t(m/2)+1x11 , x1m/2x2m}
are edge-disjoint Hamilton cycles.Then we decompose H1 ∪ F2 into two Hamilton cycles H ′3 and H ′4 as follows:
H ′3 =
(
H1 −
(
{x11x22 , x4t−12 x4t1 } ∪
(
t−1⋃
i=1
{x2i1 x2i+12 , x2i+13 x2i+22 , x2t+2i−12 x2t+2i3 , x2t+2i2 x2t+2i+11 }
)))
∪ {x11x2t+12 , x2t2 x4t1 } ∪
(
t−1⋃
i=1
{x2i1 x4t−2i+12 , x2i2 x4t−2i+11 , x2i+12 x4t−2i3 , x2i+13 x4t−2i2 }
)
and
H ′4 =
(
F2 −
(
{x11x2t+12 , x2t2 x4t1 } ∪
(
t−1⋃
i=1
{x2i1 x4t−2i+12 , x2i2 x4t−2i+11 , x2i+12 x4t−2i3 , x2i+13 x4t−2i2 }
)))
∪ {x11x22 , x4t−12 x4t1 } ∪
(
t−1⋃
i=1
{x2i1 x2i+12 , x2i+13 x2i+22 , x2t+2i−12 x2t+2i3 , x2t+2i2 x2t+2i+11 }
)
.
Now we prove H ′3 and H ′4 are Hamilton cycles of W4t × Wm. When t = 1, we have
H ′3 = (H1 − {x11x22 , x32x41 }) ∪ {x11x32 , x22x41 }
and
H ′4 = (F2 − {x11x32 , x22x41 }) ∪ {x11x22 , x32x41 }.
Clearly H ′3 and H ′4 are Hamilton cycles of W4 × Wm. Hence we may assume that t2.
First we prove that H ′3 is a Hamilton cycle of W4t × Wm. The vertices x11 , x1m, x1(m/2)+1 and x1m/2 occur in this order
(not necessarily consecutive) along H1 (where we assume that x11 is the origin of H1, and x11x22 , is the ﬁrst edge of it).
The edges of H1 that we have deleted from four of its segments, namely, x11 − x1m, x1m − x1(m/2)+1, x1(m/2)+1 − x1m/2,
and x1m/2 − x11 , for the construction of H ′3, are x11x22 , x33x42 , x53x62 , . . . , x2t−13 x2t2︸ ︷︷ ︸
t−1 edges
; x21x
3
2 , x
4
1x
5
2 , x
6
1x
7
2 , . . . , x
2t−2
1 x
2t−1
2 ;
x2t+12 x
2t+2
3 , x
2t+3
2 x
2t+4
3 , x
2t+5
2 x
2t+6
3 , . . . , x
4t−3
2 x
4t−2
3︸ ︷︷ ︸
t−1 edges
, x4t−12 x
4t
1 and x
2t+2
2 x
2t+3
1 , x
2t+4
2 x
2t+5
1 , x
2t+6
2 x
2t+7
1 , . . . , x
4t−2
2
x4t−11 , in order, along H1, respectively, see Fig. 3.
The edges of F2 that we have included in the construction of H ′3 are {x11x2t+12 , x2t2 x4t1 } ∪ (
⋃t−1
i=1{x2i1 x4t−2i+12 , x2i2
x4t−2i+11 , x
2i+1
2 x
4t−2i
3 , x
2i+1
3 x
4t−2i
2 }). Then from Fig. 3, it is clear that H ′3 is a Hamilton cycle of W4t × Wm; in Fig. 3
broken edges represent the edges of H1 that we have deleted from it for the construction of H ′3 and bold edges represent
the edges of F2 that we have added for the construction of H ′3; all the edges except the broken edges induce H ′3.
Finally, we prove that H ′4 is a Hamilton cycle of W4t × Wm. Clearly, F2 consists of 4t − 2 vertex disjoint cycles,
of which two cycles are of length 2m each, containing the vertices of X1 ∪ X2t+1 and X2t ∪ X4t , respectively, and
the rest of the 4(t − 1) cycles are of length m each, a pair of these cycles cover the vertices of Xi ∪ X4t−i+1, 2
 i2t − 1.
In factwe can check that the 4t−2 edges in the set {x11x2t+12 , x2t2 x4t1 }∪(
⋃t−1
i=1 {x2i1 x4t−2i+12 , x2i2 x4t−2i+11 , x2i+12 x4t−2i3 ,
x2i+13 x
4t−2i
2 }) are in different cycles of the 2-factor F2. After deleting these edges from F2, we obtain a path fac-
tor F ′ of W4t × Wm. We deﬁne a new bipartite graph G as follows: the partite sets of the bipartite graph G are
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A(=A1 ∪ A2) and B(=B1 ∪ B2), where A1 = {x22 , x32 , x42 , x52 , . . . , x2t2 }, A2 = {x4t−12 , x4t−22 , x4t−32 , . . . , x2t+12 }, B1 =
{x11 , x21 , x33 , x41 , x53 , . . . , x2t−21 , x2t−13︸ ︷︷ ︸
2t−2 vertices
} and B2 = {x4t1 , x4t−11 , x4t−23 , x4t−31 , x4t−43 , . . . , x2t+31 , x2t+23︸ ︷︷ ︸
2t−2 vertices
} and two vertices
are adjacent if and only if the vertices are adjacent in H1 or they are end vertices of a unique path in F ′.
Thus to prove the Hamiltonicity of H ′4, it is enough to prove that G, is a connected 2-regular graph. In fact, we
can check that ((F0(A,B) ∪ F2t (A, B)) − {x2t2 x11 , x2t+12 x4t1 }) ∪ {x2t+12 x11 , x2t2 x4t1 } = G, where for the calculation of
distances of the 1-factors in the graph G the vertices of A2 are followed by the vertices of A1, in the order given in
the two sets A1 and A2 and similarly for the set B. Clearly, F0(A,B) ∪ F2t (A, B) consists of two cycles of equal
length and also the vertices of A having even superscripts are in one cycle and the vertices having the odd superscripts
are in the other cycle. Thus the edges x2t2 x
1
1 and x
2t+1
2 x
4t
1 are in different cycles of F0(A,B) ∪ F2t (A, B) and hence
G= ((F0(A,B)∪F2t (A, B))−{x2t2 x11 , x2t+12 x4t1 })∪{x2t+12 x11 , x2t2 x4t1 } is a connected 2-regular graph. This completes
the proof. 
Lemma 2.7. Let m6 and m ≡ 2 (mod4). Let G be a bipartite graph with bipartition (X, Y ), where X={x1, x2, . . .,
xm} and Y = {y1, y2, . . . , ym}, and E(G) = {xiyi+j | 1 im, j = 2,m/2,m − 2} = F2(X, Y ) ∪ Fm/2(X, Y ) ∪
Fm−2(X, Y ). Then for each i, 1 im, G contains a 2-factor consisting of two cycles one of which contains xi+5yi+7
and the other contains xi+7yi+5.
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Proof. Let F = F2(X, Y ) ∪ Fm−2(X, Y ). Clearly, F consists of two cycles C′ and C′′, of same length. In fact, the
vertices x1, x3, x5, . . . , xm−1 are in a single cycle, say, C′ and x2, x4, x6, . . . , xm are in the other cycle C′′. It is clear
that the vertices x1, y3, x5, y7, y1, x3, y5 and x7 occur in this order (not necessarily consecutive) along C′ where we
assume that x1 is the origin of C′ and x1y3 is its ﬁrst edge. The vertices x(m/2)+5, y(m/2)+3, y(m/2)+5, x(m/2)+3 and
y(m/2)+1 occur in this order (not necessarily consecutive) along C′′ where we assume that xm/2+5 is the origin of C′′
and x(m/2)+5y(m/2)+3 is its ﬁrst edge.
LetF ′=(F−{x1y3, x3y5, x(m/2)+3y(m/2)+1, x(m/2)+5y(m/2)+3})∪{x1y(m/2)+1, x3y(m/2)+3, x(m/2)+3y3, x(m/2)+5y5}.
In F ′, the edges x5y7 and x7y5 are in different cycles (see Fig. 4). Let F ′′ = {xi+j yi+k | xjyk ∈ F ′}. F ′′ is the
required 2-factor of G consisting of two cycles so that the edges xi+5yi+7 and xi+7yi+5 are in different cycles. This
completes the proof. 
Lemma 2.8. If n ≡ 0 (mod4),m ≡ 2 (mod4), n4 and m6, then Wn × Lm has a Hamilton cycle decomposition.
Proof. Let n = 4t . In this proof, W4t is assumed to be in the redrawn form and Lm is in the circulant form. Let the
partite sets of the 4t-partite graphW4t ×Lm beXi ={xi1, xi2, . . . , xim}, 1 i4t . The edge set ofW4t ×Lm can be given
as
⋃4t
i=1 (F2(Xi,Xi+1)∪Fm−2(Xi,Xi+1)∪Fm/2(Xi,Xi+1))∪F2(X1, X2t+1)∪Fm−2(X1, X2t+1)∪Fm/2(X1, X2t+1)∪
F2(X2t , X4t ) ∪ Fm−2(X2t , X4t ) ∪ Fm/2(X2t , X4t ) ∪ (⋃2t−1i=2 {F2(Xi,X4t−i+1) ∪ Fm−2(Xi,X4t−i+1) ∪ Fm/2
(Xi,X4t−i+1)}).
First we decompose W4t × Lm into two Hamilton cycles H1, H2, two 2-factors F1, F2 and a 1-factor F , as follows:
H1 = Fm−2(X1, X2) ∪
(
t−1⋃
i=1
{F2(X2i , X2i+1) ∪ Fm−2(X2i+1, X2i+2)}
)
∪ Fm/2(X2t , X2t+1) ∪
(
t−1⋃
i=1
{F2(X2t+2i−1, X2t+2i ) ∪ Fm−2(X2t+2i , X2t+2i+1)}
)
∪ F2(X4t−1, X4t ) ∪ Fm−2(X4t , X1),
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H2 = Fm/2(X1, X2) ∪
(
t−1⋃
i=1
{Fm−2(X2i , X2i+1) ∪ F2(X2i+1, X2i+2)}
)
∪ Fm−2(X2t , X2t+1) ∪
(
t−1⋃
i=1
{Fm−2(X2t+2i−1, X2t+2i ) ∪ F2(X2t+2i , X2t+2i+1)}
)
∪ Fm/2(X4t−1, X4t ) ∪ Fm/2(X4t , X1),
F1 = F2(X1, X2) ∪
(2t−1⋃
i=2
Fm/2(Xi,Xi+1)
)
∪ F2(X2t , X2t+1)
∪
⎛
⎝ 4t−2⋃
i=2t+1
Fm/2(Xi,Xi+1)
⎞
⎠ ∪ Fm−2(X4t−1, X4t ) ∪ F2(X4t , X1),
F2 = Fm−2(X1, X2t+1) ∪ Fm/2(X1, X2t+1) ∪ F2(X2t , X4t ) ∪ Fm/2(X2t , X4t )
∪
(
t−1⋃
i=1
F i
)
∪
⎛
⎝ t−1⋃
j=1
Fj
⎞
⎠ ,
where F i (resp. Fj ) is a 2-factor in the subgraph induced by the layers X2i (resp. X2j+1) and X4t−2i+1 (resp. X4t−2j )
of W4t × Lm, consisting of two cycles and these two cycles contain the edges x2i1 x4t−2i+13 (resp. x2j+13 x4t−2j5 ) and
x2i3 x
4t−2i+1
1 (resp. x2j+15 x
4t−2j
3 ), in different cycles, which is guaranteed by Lemma 2.7 and
F = E(W4t × Lm) − E(H1 ∪ H2 ∪ F1 ∪ F2).
Our aim is to obtain four edge-disjoint Hamilton cycles of W4t × Lm out of H1 ∪ H2 ∪ F1 ∪ F2.
Next we decompose H2 ∪F1 into two Hamilton cycles H ′1 and H ′2. Clearly, F1 consists of two cycles of equal length
and also the edges x4t1 x
1
3 and x
1
(m/2)+1x
2
m/2+3 are in different cycles of F1. By Remark 2.1,
H ′1 = (H2 − {x4t1 x1(m/2)+1, x13x2m/2+3}) ∪ {x4t1 x13 , x1(m/2)+1x2(m/2)+3}
and
H ′2 = (F1 − {x4t1 x13 , x1(m/2)+1x2m/2+3}) ∪ {x4t1 x1(m/2)+1, x13x2(m/2)+3}
are edge-disjoint Hamilton cycles.
Now we decompose H1 ∪ F2 into two Hamilton cycles H ′3 and H ′4 as follows:
H ′3 =
(
H1 −
(
{x13x21 , x4t−11 x4t3 } ∪
(
t−1⋃
i=1
{x2i3 x2i+15 , x2i+13 x2i+21 , x2t+2i−11 x2t+2i3 , x2t+2i5 x2t+2i+13 }
)))
∪ {x13x2t+11 , x2t1 x4t3 } ∪
(
t−1⋃
i=1
{x2i1 x4t−2i+13 , x2i3 x4t−2i+11 , x2i+15 x4t−2i3 , x2i+13 x4t−2i5 }
)
and
H ′4 =
(
F2 −
(
{x13x2t+11 , x2t1 x4t3 } ∪
(
t−1⋃
i=1
{x2i1 x4t−2i+13 , x2i3 x4t−2i+11 , x2i+15 x4t−2i3 , x2i+13 x4t−2i5 }
)))
∪ {x13x21 , x4t−11 x4t3 } ∪
(
t−1⋃
i=1
{x2i3 x2i+15 , x2i+13 x2i+21 , x2t+2i−11 x2t+2i3 , x2t+2i5 x2t+2i+13 }
)
.
3600 R.S. Manikandan, P. Paulraja /Discrete Mathematics 308 (2008) 3586–3606
Now we shall prove H ′3 and H ′4 are Hamilton cycles of W4t × Lm. When t = 1, we have
H ′3 = (H1 − {x13x21 , x31x43 }) ∪ {x13x31 , x21x43 }
and
H ′4 = (F2 − {x13x31 , x21x43 }) ∪ {x13x21 , x31x43 }.
We can check that H ′3 and H ′4 are Hamilton cycles of W4t × Lm. Hence we may assume that t2.
First we prove that H ′3 is a Hamilton cycle of W4t × Lm. The vertices x15 , x1(m/2)+3, x1(m/2)+5 and x13 occur in this
order (not necessarily consecutive) along H1 (where we assume that x15 is the origin and x15x23 is the ﬁrst edge of H1).
The edges ofH1 that we have deleted from four of its segments, namely, x15 −x1(m/2)+3, x1(m/2)+3−x1(m/2)+5, x1(m/2)+5−
x13 , and x
1
3 − x15 for the construction of H ′3, are x23x35 , x43x55 , . . . , x2t−23 x2t−15 ; x2t+11 x2t+23 , x2t+31 x2t+43 , . . . , x4t−11 x4t3 ;
x2t+25 x
2t+3
3 , x
2t+4
5 x
2t+5
3 , . . . , x
4t−2
5 x
4t−1
3 and x
1
3x
2
1 , x
3
3x
4
1 , . . . , x
2t−1
3 x
2t
1 , in order, along H1, respectively, see Fig. 5.
The edges of F2 that we have included in the construction of H ′3 are {x13x2t+11 , x2t1 x4t3 } ∪ (
⋃t−1
i=1 {x2i1 x4t−2i+13 , x2i3
x4t−2i+11 , x
2i+1
5 x
4t−2i
3 , x
2i+1
3 x
4t−2i
5 }). Then from Fig. 5, it is clear that H ′3 is a Hamilton cycle of W4t × Lm; in
Figure 5 broken edges represent the edges of H1 that we have deleted for the construction of H ′3 and bold edges
represent the edges of F2 that we have added for the construction of H ′3; all the edges except the broken edges
induce H ′3.
Finally, we prove that H ′4 is a Hamilton cycle of W4t × Lm. Clearly, F2 consists of 4t − 2 vertex disjoint cycles, of
which two cycles are of length 2m each, containing the vertices of X1 ∪ X2t+1 and X2t ∪ X4t , respectively, and the
other 4(t − 1) cycles contain the vertices of the other Xi’s.
It can be veriﬁed that the edges in the set {x13x2t+11 , x2t1 x4t3 } ∪ (
⋃t−1
i=1{x2i1 x4t−2i+13 , x2i3 x4t−2i+11 , x2i+15 x4t−2i3 , x2i+13
x4t−2i5 }) are in different cycles of the 2-factorF2. After deleting these edges fromF2, we have a path factor,F ′, ofW4t ×
Lm.We deﬁne a new bipartite graphG as follows: the partite sets of the bipartite graphG areA(=A1∪A2) andB(=B1∪
B2), where A1 ={x13 , x23 , x33 , . . . , x2t−13 }, A2 ={x4t3 , x4t−13 , x4t−23 , . . . , x2t+23 }, B1 ={x21 , x35 , x41 , x55 , . . . , x2t−21 , x2t−15 ,
x2t1 } and B2 = {x4t−11 , x4t−25 , x4t−31 , x4t−45 , . . . , x2t+31 , x2t+25 , x2t+11 } and two vertices are adjacent if and only if the
vertices are adjacent in H1 or they are end vertices of a unique path in F ′.
Thus to prove the Hamiltonicity of H ′4 it is enough to prove that G is a connected 2-regular graph. We can check that
((F0(A,B) ∪ F2t−2(A,B)) − {x13x2t1 , x4t3 x2t+11 }) ∪ {x13x2t+11 , x2t1 x4t3 } = G, where for the calculation of the distances
of the 1-factors in the graph G, the vertices of A2 are followed by the vertices of A1, in the order given in two
sets A1 and A2 and, similarly for the set B. Clearly, F0(A,B) ∪ F2t−2(A,B) consists of two cycles of equal length
and also the vertices of A having odd superscripts are in one cycle and the vertices having the even superscripts are
in the other cycle. Thus the edges x13x
2t
1 and x
4t
3 x
2t+1
1 are in different cycles of F0(A,B) ∪ F2t−2(A,B) and hence
G=((F0(A,B)∪F2t−2(A,B))−{x13x2t1 , x4t3 x2t+11 })∪{x13x2t+11 , x2t1 x4t3 } is a connected 2-regular graph. This completes
the proof. 
For the proof of the next lemma, we deﬁne a graphH on 4t+2 vertices as follows: let V (H)={x1, x2, x3, . . . , x4t+2}
and E(H)=⋃4t+2i=1 {xixi+1}∪ (⋃2ti=2{xix4t+2−i+1})∪{x1x2t+1, x2t+2x4t+2}. This graph H is isomorphic to L4t+2X
(4t + 2; {2, 2t + 1}) under the isomorphism (xi) = y2i−1,(x2t+1+i ) = y2t−2i+2, 1 i2t + 1, where we assume
that the circulant X(4t + 2; {2, 2t + 1}) has the vertex set {y1, y2, . . . , y4t+2}, see Fig. 6. In the sequel, we call H a
redrawing of L4t+2; see Fig. 6.
Lemma 2.9. If n,m ≡ 2 (mod4) and n,m6, then Ln × Lm has a Hamilton cycle decomposition.
Proof. Let n = 4t + 2. In this proof, for our convenience, we assume that L4t+2 is in the redrawn form and
Lm is in the circulant form (see Fig. 6). Let the partite sets of the 4t + 2-partite graph L4t+2 × Lm be Xi =
{xi1, xi2, . . . , xim}, 1 i4t +2. The edge set of L4t+2 ×Lm can be given as
⋃4t+2
i=1 (F2(Xi,Xi+1)∪Fm−2(Xi,Xi+1)∪
Fm/2(Xi,Xi+1))∪F2(X1, X2t+1)∪Fm−2(X1, X2t+1)∪Fm/2(X1, X2t+1)∪F2(X2t+2, X4t+2)∪Fm−2(X2t+2, X4t+2)∪
Fm/2(X2t+2, X4t+2) ∪ (⋃2ti=2(F2(Xi,X4t+2−i+1) ∪ Fm−2(Xi,X4t+2−i+1) ∪ Fm/2(Xi,X4t+2−i+1))).
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Fig. 5.
First we decompose L4t+2 ×Lm into two Hamilton cycles H1, H2, two 2-factors F1, F2 and a 1-factor F , as follows:
H1 = F2(X1, X2) ∪
(
t−1⋃
i=1
{Fm−2(X2i , X2i+1) ∪ F2(X2i+1, X2i+2)}
)
∪ Fm−2(X2t , X2t+1) ∪ Fm−2(X2t+1, X2t+2) ∪ F2(X2t+2, X2t+3)
∪
(
t−1⋃
i=1
{Fm−2(X2t+2i+1, X2t+2i+2) ∪ F2(X2t+2i+2, X2t+2i+3)}
)
∪ F2(X4t+1, X4t+2) ∪ Fm/2(X4t+2, X1),
3602 R.S. Manikandan, P. Paulraja /Discrete Mathematics 308 (2008) 3586–3606
Fig. 6.
H2 = Fm/2(X1, X2) ∪
(
t−1⋃
i=1
{F2(X2i , X2i+1) ∪ Fm−2(X2i+1, X2i+2)}
)
∪ F2(X2t , X2t+1) ∪ F2(X2t+1, X2t+2) ∪ Fm−2(X2t+2, X2t+3)
∪
(
t−1⋃
i=1
{F2(X2t+2i+1, X2t+2i+2) ∪ Fm−2(X2t+2i+2, X2t+2i+3)}
)
∪ Fm−2(X4t+1, X4t+2) ∪ F2(X4t+2, X1),
F1 = Fm−2(X1, X2) ∪
(2t−1⋃
i=2
Fm/2(Xi,Xi+1)
)
∪ Fm/2(X2t , X2t+1)
∪ Fm/2(X2t+1, X2t+2) ∪ Fm/2(X2t+2, X2t+3) ∪
⎛
⎝ 4t⋃
i=2t+3
Fm/2(Xi,Xi+1)
⎞
⎠
∪ Fm/2(X4t+1, X4t+2) ∪ Fm−2(X4t+2, X1),
F2 = F2(X1, X2t+1) ∪ Fm/2(X1, X2t+1) ∪ F2(X2t+2, X4t+2)
∪ Fm/2(X2t+2, X4t+2) ∪
(
t⋃
i=1
F i
)
∪
⎛
⎝ t−1⋃
j=1
Fj
⎞
⎠ ,
whereF i (resp.Fj ) is a 2-factor in the subgraph induced by the layersX2i (resp.X2j+1) andX4t−2i+3 (resp.X4t−2j+2)
of L4t+2 ×Lm, consisting of two cycles, where one of the cycles contains the edge x2i3 x4t−2i+35 (resp. x2j+11 x4t−2j+23 )
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and the other contains the edge x2i5 x
4t−2i+3
3 (resp. x2j+13 x4t−2j+21 ), which is guaranteed by Lemma 2.7, and
F = E(L4t+2 × Lm) − E(H1 ∪ H2 ∪ F1 ∪ F2).
Our aim is to obtain four edge-disjoint Hamilton cycles of L4t+2 × Lm out of H1 ∪ H2 ∪ F1 ∪ F2.
Next we decompose H2 ∪F1 into two Hamilton cycles H ′1 and H ′2. Clearly, F1 consists of two cycles of equal length
and also the edges x2t1 x
2t+1
(m/2)+1 and x
2t+1
3 x
2t+2
(m/2)+3 are in different cycles of F1. By Remark 2.1,
H ′1 = (H2 − {x2t1 x2t+13 , x2t+1(m/2)+1x2t+2(m/2)+3}) ∪ {x2t1 x2t+1(m/2)+1, x2t+13 x2t+2(m/2)+3}
and
H ′2 = (F1 − {x2t1 x2t+1(m/2)+1, x2t+13 x2t+2(m/2)+3}) ∪ {x2t1 x2t+13 , x2t+1(m/2)+1x2t+2(m/2)+3}
are edge-disjoint Hamilton cycles.
Now we shall decompose H1 ∪ F2 into two Hamilton cycles H ′3 and H ′4 as follows:
H ′3 = (H1 − ({xi1xi+13 | i = 1, 3, . . . , 2t − 1} ∪ {xi5xi+13 | i = 2, 4, . . . , 2t}
∪ {xi3xi+11 | i = 2t + 3, 2t + 5, . . . , 4t − 1}
∪ {xi3xi+15 | i = 2t + 2, 2t + 4, . . . , 4t} ∪ {x4t+13 x4t+25 }))
∪ {x11x2t+13 , x2t+23 x4t+25 } ∪ {xi3x4t+2−i+15 , xi5x4t+2−i+13 | i = 2, 4, . . . , 2t}
∪ {xi1x4t+2−i+13 , xi3x4t+2−i+11 | i = 3, 5, . . . , 2t − 1}
and
H ′4 = (F2 − ({x11x2t+13 , x2t+23 x4t+25 } ∪ {xi3x4t+2−i+15 , xi5x4t+2−i+13 | i = 2, 4, . . . , 2t}
∪ {xi1x4t+2−i+13 , xi3x4t+2−i+11 | i = 3, 5, . . . , 2t − 1}))
∪ {xi1xi+13 | i = 1, 3, . . . , 2t − 1} ∪ {xi5xi+13 | i = 2, 4, . . . , 2t}
∪ {xi3xi+11 | i = 2t + 3, 2t + 5, . . . , 4t − 1}
∪ {xi3xi+15 | i = 2t + 2, 2t + 4, . . . , 4t} ∪ {x4t+13 x4t+25 }.
Next we prove that H ′3 and H ′4 are Hamilton cycles of L4t+2 × Lm.
First we prove that H ′3 is a Hamilton cycle of L4t+2 × Lm. The vertices x11 , x15 and x13 occur in this order
(not necessarily consecutive) along H1 (where we assume that x11 is the origin and x11x23 is the ﬁrst edge of H1).
The edges of H1 that we have deleted from three of its segments, namely, x11 − x15 , x15 − x13 and x13 − x11 for
the construction of H ′3 are x11x23 , x
3
1x
4
3 , x
5
1x
6
3 , . . . , x
2t−1
1 x
2t
3 ; x2t+23 x2t+35 , x2t+43 x2t+55 , x2t+63 x2t+75 , . . . , x4t3 x4t+15 and
x25x
3
3 , x
4
5x
5
3 , x
6
5x
7
3 , . . . , x
2t
5 x
2t+1
3︸ ︷︷ ︸
t edges
, x2t+33 x
2t+4
1 , x
2t+5
3 x
2t+6
1 , x
2t+7
3 x
2t+8
1 , . . . , x
4t−1
3 x
4t
1︸ ︷︷ ︸
t−1 edges
,x4t+13 x
4t+2
5 , in order along H1,
respectively, see Fig. 7.
The edges of F2, that we have included in the construction of H ′3, are {x11x2t+13 , x2t+23 x4t+25 } ∪ {xi3x4t+2−i+15 , xi5
x4t+2−i+13 | i = 2, 4, 6, . . . , 2t} ∪ {xi1x4t+2−i+13 , xi3x4t+2−i+11 | i = 3, 5, . . . , 2t − 1}. Then from Fig. 7, it is clear that
H ′3 is a Hamilton cycle of L4t+2 × Lm; in Fig. 7, broken edges represent the edges of H1 that we have deleted for the
construction of H ′3 and bold edges represent the edges of F2 that we have added for the construction of H ′3; all the
edges except the broken edges induce H ′3.
Finally, we prove that H ′4 is a Hamilton cycle of L4t+2 × Lm. Clearly, F2 consists of 4t vertex disjoint cycles of
which two cycles are of length 2m each, containing the vertices of X1 ∪ X2t+1 and X2t+2 ∪ X4t+2, respectively, and
the other 4t − 2 cycles contain the vertices of the other Xi’s.
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One can check that the set of edges {x11x2t+13 , x2t+23 x4t+25 } ∪ {xi3x4t+2−i+15 , xi5x4t+2−i+13 | i = 2, 4, . . . , 2t} ∪
{xi1x4t+2−i+13 , xi3x4t+2−i+11 | i = 3, 5, . . . , 2t − 1} are in different cycles of the 2-factor F2. After deleting these
edges from F2, we have a path factor F ′ of L4t+2 × Lm. We deﬁne a new bipartite graph G as follows: the par-
tite sets of the bipartite graph G are A(=A1 ∪ A2) and B(=B1 ∪ B2), where A1 = {x23 , x33 , x43 , . . . , x2t+13 }, A2 =
{x4t+13 , x4t3 , x4t−13 , . . . , x2t+23 }, B1 = {x11 , x25 , x31 , x45 , . . . , x2t−11 , x2t5 } and B2 = {x4t+25 , x4t+15 ,
x4t1 , x
4t−1
5 , x
4t−2
1 , x
4t−3
5 , . . . , x
2t+4
1 , x
2t+3
5︸ ︷︷ ︸
2t−2 vertices
} and two vertices are adjacent if and only if the vertices are adjacent in
H1 or they are end vertices of a unique path in F ′.
Thus to prove the Hamiltonicity of H ′4, it is enough to prove that G is a connected 2-regular graph. We can check
that G = F0(A,B) ∪ F2t+1(A,B) is a connected 2-regular graph. This completes the proof. 
Lemma 2.10 (Manikandan and Paulraja [12]). For m, n2, C2n × K2m is Hamilton cycle decomposable.
Lemma 2.11 (Bermond [6]). If both G1 and G2 have Hamilton cycle decompositions and at least one of G1 and G2
is of odd order, then G1 × G2 is Hamilton cycle decomposable.
Lemma 2.12 (Laskar [11]). If r3, then Cr ∗ Ks is Hamilton cycle decomposable.
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Proof of Theorem 1.3. We prove this theorem in two cases.
Case 1: At least one of the following is true: m odd, r odd, n even and s even.
Clearly, Km ∗ Kn or Kr ∗ Ks is an even regular graph. As the tensor product is commutative, we may assume
that Km ∗ Kn is even regular. Since the tensor product is distributive over edge-disjoint subgraphs and Km ∗ Kn is
Hamilton cycle decomposable, by [11], it is enough to prove that Cmn × (Kr ∗ Ks) is Hamilton cycle decomposable.
Now Cmn × (Kr ∗ Ks)(Cmn × Kr) ∗ Ks = (Cmnr ⊕ Cmnr ⊕ · · · ⊕ Cmnr)︸ ︷︷ ︸
(r−1) times
∗Ks , by Lemma 2.4 or Lemma 2.10 or
Lemma 2.11. Thus it is enough to show that Cmnr ∗ Ks is Hamilton cycle decomposable. But Cmnr ∗ Ks is Hamilton
cycle decomposable, by Lemma 2.12.
Case 2: m, r are even and n, s are odd.
Km ∗ Kn = Cmn ⊕ Cmn ⊕ · · · ⊕ Cmn︸ ︷︷ ︸
((m−1)n−3)/2 times
⊕Tmn, where Tmn ∈ {Lmn,Wmn}, by Lemma 2.2.
(Km ∗ Kn) × (Kr ∗ Ks) = (Cmn ⊕ Cmn ⊕ · · · ⊕ Cmn︸ ︷︷ ︸)
((m−1)n−3)/2 times
⊕Tmn × (Kr ∗ Ks)
= Cmn × (Kr ∗ Ks) ⊕ Cmn × (Kr ∗ Ks) ⊕ · · · ⊕ Cmn
× (Kr ∗ Ks) ⊕ Tmn × (Kr ∗ Ks).
Hence it is enough to prove that both Cmn × (Kr ∗Ks) and Tmn × (Kr ∗Ks) are Hamilton cycle decomposable. Now
Cmn × (Kr ∗ Ks)(Cmn × Kr) ∗ Ks
 (Cmnr ⊕ Cmnr ⊕ · · · ⊕ Cmnr)︸ ︷︷ ︸
(r−1) times
∗Ks, by Lemma 2.10,
 (Cmnr ∗ Ks) ⊕ (Cmnr ∗ Ks) ⊕ · · · ⊕ (Cmnr ∗ Ks).
But Cmnr ∗Ks is Hamilton cycle decomposable, by Lemma 2.12. This proves that Cmn × (Kr ∗Ks) is Hamilton cycle
decomposable.
We shall complete the proof by showing that Tmn × (Kr ∗ Ks) is Hamilton cycle decomposable.
Tmn × (Kr ∗ Ks)(Kr ∗ Ks) × Tmn
 (Crs ⊕ Crs ⊕ · · · ⊕ Crs︸ ︷︷ ︸
((r−1)s−3)/2 times
⊕Trs) × Tmn,
where Trs ∈ {Wrs, Lrs}, by Lemma 2.2,
 (Crs × Tmn) ⊕ · · · ⊕ (Crs × Tmn) ⊕ (Trs × Tmn).
Crs × Tmn is Hamilton cycle decomposable, by Lemma 2.3 or Lemma 2.5 according as Tmn = Lmn or Wmn. Again,
Trs × Tmn is Hamilton cycle decomposable, by Lemma 2.6 or Lemma 2.8 or Lemma 2.9. This completes the
proof. 
Corollary 2.13 (Balakrishnan et al. [2]). For r, s3,Kr × Ks is Hamilton cycle decomposable.
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