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ABSTRACT

A COMPARATIVE STUDY O F SPECTRAL PEAKS VERSUS GLOBAL
SPECTRAL SHAPE AS INVARIANT ACOUSTIC CUES FOR VOWELS

Amir Jalali Jagharghi
Old Dominion University
Director: Dr. Stephen A. Zahorian
The primary objective of this study was to compare two sets of vowel spectral
features, formants and global spectral shape parameters, as invariant acoustic cues
to vowel identity. Both automatic vowel recognition experiments and perceptual
experiments were performed to evaluate these two feature sets. First, these features
were compared using the static spectrum sampled in the middle of each steady-state
vowel versus features based on dynamic spectra. Second, the role of dynamic and
contextual information was investigated in terms of improvements in automatic vowel
classification rates. Third, several speaker normalizing methods were examined for
each of the feature sets.

Finally, perceptual experiments were performed to

determine whether vowel perception is more correlated with formants or global
spectral shape.
Results of the automatic vowel classification experiments indicate that global
spectral shape features contain more information than do formants. For both feature
sets, dynamic features are superior to static features. Spectral features spanning a
time interval beginning with the start of the on-glide region of the acoustic vowel
segment and ending at the end of the off-glide region of the acoustic vowel segment
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are required for maximum vowel recognition accuracy. Speaker normalization of
both static and dynamic features can also be used to improve the automatic vowel
recognition accuracy.
Results of the perceptual experiments with synthesized vowel segments
indicate that if formants are kept fixed, global spectral shape can, at least for some
conditions, be modified such that the synthetic speech token will be perceived
according to spectral shape cues rather than formant cues. This result implies that
overall spectral shape may be more important perceptually than the spectral
prominences represented by the formants.
The results of this research contribute to a fundamental understanding of the
information-encoding process in speech. The signal processing techniques used and
the acoustic features found in this study can also be used to improve the
preprocessing of acoustic signals in the front-end of automatic speech recognition
systems.
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CHAPTER ONE
INTRODUCTION

Automatic speech recognition (ASR) research has received a great deal of
attention for over forty years. This research can be divided into two categories
depending on basic assumptions about speech science. Some researchers believe that
it is possible to automatically identify phonemes (the smallest linguistic unit
representing a meaningful sound) from the portion of the acoustic speech signal
which represents that sound. According to this belief, features extracted from each
acoustic region can be used to identify phonemes automatically, without the use of
higher level sources of speech knowledge. O ther ASR research is based on the
premise that acoustic cues to phonemes are inherently ambiguous and thus phonemes
can only be recognized through the integration of low-level acoustic cues and higher
level sources of speech knowledge such as syntax and grammar.
The first point of view expressed above for ASR motivates study in the field
of acoustic-phonetics. The main goal of acoustic-phonetic research is to provide
methods of extracting features, called acoustic correlates, from speech signals such
that these correlates are unique for each speech sound. Acoustic-phonetic research
thus attempts to support the hypothesis that phonemes can be recognized from their
acoustic correlates.
The main goal of this study is to identify acoustic correlates for a subset of
American English speech sounds called vowels (/aa, iy, uw, ae, er, ih, eh, ao, ah, uh,
ow/.)

(Table 2-1 lists typical word examples for these vowels.)

This goal was

1
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achieved using highly optimized signal processing techniques, automatic classification
algorithms, and a speech data base developed specifically for acoustic-phonetic
research.
This chapter provides a brief overview of the process of speech
communication. Then some of the articulatory features of vowel sounds in speech
are presented.

Next a summary of the linguistic framework on which acoustic-

phonetic research is based is given. The remainder of this chapter focuses on a
review of previous research on the subject after which the specific objectives of this
study are presented.

1.1 Speech Communication Process
It is clear that speech recognition is part of a speech communication process.
The objective of the communication process is to transmit an idea from the mind of
a speaker to the mind of a listener. The speaker first formulates the idea in words,
and then encodes the words in sounds using his/her speech production apparatus.
These sounds are transmitted to the listener as an acoustic signal. The hearing
mechanism of the listener's ear transforms the signal into neural activity which is
recognized as speech and decoded into the message by the listener's brain. For this
process to be successful, both the speaker and the listener must share and use a
common language.

The process of speech recognition is the decoding of this

continuous acoustic signal into a string of linguistic units from which the intended
message can be deduced.
For the case of automatic speech recognition (ASR), any error made at this
level can either lead to the inability of the system to deduce part or all of the
message, or create a situation where the system must refer to higher level sources of
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knowledge such as syntax, grammar, and context so as to recover from the error.
Neither situation is desirable. Thus it is imperative that the decoding of the acoustic
signals into strings of linguistic units be optimized.

In other words, the proper

acoustic correlates for each linguistic unit must be used.

1.2 Physiology and Acoustics of Speech Production
The vocal apparatus is used to generate speech. Three main structures of the
vocal apparatus are: (1) the diaphragm, lungs and trachea; (2) the larynx which
houses the vocal cords; and (3) the vocal tract including tongue, velum, epiglottis,
jaws, lips, and other components that form the vocal and nasal cavities. To produce
sound, the diaphragm exerts force on the air filled lungs.

This force causes a

pressure built up below the larynx through the trachea and thus provides the
necessary energy for the production of sound.
The vocal cords in the larynx can be positioned and their tension adjusted
such that when air flows through the glottis, it can set the vocal cords in vibration.
The vibration of vocal cords introduces a quasi-periodic interruption of the air flow
through the glottis. Therefore a quasi-periodic pulse train is provided as excitation
for the vocal tract. The vocal tract serves to modulate the resulting pulse train and
to shape the detailed characteristics of the sound being generated.
The production of acoustic speech can be expressed in terms of three distinct
stages. In the first stage a source of acoustic energy is created. This is accomplished
through interaction between the diaphragm, the lungs, the larynx, and the glottis
structures. This acoustic source which excites the oral cavities, may be one of several
types and may assume several positions.

In the second stage, the resonant
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characteristics of the oral cavities shape the generated sound. At the final stage, the
speech sounds are radiated from the lips an d /o r the nostrils.
The production of speech sounds can be modeled as a linear system (Fant,
1960) which is the product of the source spectrum, the vocal tract transfer function,
and the radiation characteristics. This model can be used to determine the spectrum
of the pressure variation at some distance from the lips.
1.2.1 Sound Sources
Quasi-periodic pulses and turbulent (white) noise are the two basic sources
of sound production in speech. Speech sounds generated with a quasi-periodic pulse
source are referred to as voiced whereas sounds with a turbulent noise source are
referred to as unvoiced. The quasi-periodic sound source is generated when the
vocal cords are in vibration. It has a line spectrum which has a 12 dB per octave roll
off in the high frequency region. Turbulent noise, with a continuous flat spectrum,
may be generated at the points of constriction in the vocal tract. Depending on the
position of the constriction, the noise is referred to as frication or aspiration. It is
also possible to have both sound sources active simultaneously for production of a
sound such as / z / in "zero".
1.2.2 Transfer Function of the Vocal Tract
The transfer function of non-nasalized speech sounds can be represented as
a product of a number of complex pole pairs. The frequency associated with each
pole pair corresponds to a resonant frequency of the vocal tract and is referred to
as a formant frequency. The magnitude spectrum of the vocal tract transfer function
thus contains peaks at formant frequency locations. These peaks are particularly
emphasized during the production of voiced sounds. During the production of nasals
and fricatives, in addition to the poles, the transfer function also has zeros, or anti
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resonances. These zeros, which introduce minima in the spectrum, can interact with
poles and often change the frequency and amplitudes of formants.
1.2.3 Radiation Characteristics
The pressure variation at some distance from the lips is related to the volume
velocity at the lips by a linear function of frequency. The radiation is characterized
by a single zero linear filter which provides a six dB per octave spectral lift.

1.3 Articulatory Features of Speech Sounds
Speech sounds are divided into two main categories according to their method
of articulation (production).

The first category of speech sounds consists of

consonantal sounds. The consonantal sounds are produced in one of two ways. In
both cases a constriction is made at some location in the vocal tract. In the first case
(plosives) pressure is built up behind the point of constriction, and then the pressure
is suddenly released causing a sudden rush of air to the point of constriction. In the
second case (africatives and fricatives) no pressure is built up and the air is simply
forced through the point of constriction.
The second category of speech sounds consists of the vowel sounds. The
vowel sounds are produced using a relatively unobstructed vocal tract excited by
quasi-periodic pulses for a relatively long period of time.

The most important

feature of vowels are the frequency characteristics introduced by the transfer function
of the vocal tract.

1.4 Acoustic Characteristics of Vowels
The acoustic waveform of a vowel in CVC syllable consists of an initial
transition region (on-glide), a quasi steady-state vowel region, and a final transition
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region (off-glide). The on-glide is the region of acoustic waveform over which the
articulatory apparatus change from its configuration, just after the release of the
initial consonant, to the configuration for the vowel. The steady-state vowel is the
region of acoustic waveform over which the articulatory apparatus is held fixed for
the production of the vowel. The off-glide is the region of acoustic waveform over
which the articulatory apparatus changes from a vowel configuration to the
configuration of the following speech sound.
longer than consonantal sounds.

Vowel sounds are normally much

Figure 1-1 depicts an example of an acoustic

waveform for the syllable KIT produced by a female speaker. This figure shows a
symbolic label for each acoustic region. These labels are described in chapter 2.

1.5 Linguistic Framework
Research studies in the areas of production and perception of speech to a
large extent support the hypothesis that both processes consist of sequences of
phonemes concatenated in time.

Each phoneme is assumed to have unique

articulatory and acoustic characteristics. According to the distinctive feature theory
(Jakobson, Fant, and Halle 1963), phonemes can be characterized by a set of
invariant features called distinctive features which are directly related to the
articulatory features of speech sounds. The distinctive features are assumed to have
certain well-defined and unique acoustic correlates for each phoneme.
As such, an utterance can be represented by a two-dimensional matrix with
columns representing the phonemes and rows representing the distinctive features.
A matrix entry indicates the presence or absence of a feature for a given phoneme.
Note that at this phonemic level, according to the distinctive feature theory, the
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IA

IB

IT

SV

FT

CL

FB

FA

(a)

IT

FT

SV

(b)
Figure 1-1. (a) Entire acoustic waveform for syllable KIT as produced by a
female speaker, (b) A close up of the portion of the waveform which includes
regions IT, SV, and FT.
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matrix entries assume only discrete values. However at the articulatory and acoustic
levels, these features take on a continuum of values.
Acoustic-phonetic automatic speech recognition is based on the assumption
that the phonetic identity of the utterance is preserved in the acoustic speech signal.
Although speech information can of course be identified quite accurately from the
acoustic speech signal, it is not clear what the relative roles of acoustic-phonetic
knowledge and higher level sources of speech knowledge are. Some workers in ASR
have claimed that human low-level phonetic decoding is no more than about 60%
accurate (Lee, 1989). However, trained linguists can make a phonetic transcription
of an unfamiliar foreign language with about 95% accuracy thus implying that a great
deal of context-independent acoustic-phonetic information is present in the speech
signal.
Analysis and synthesis experiments have shown that the short time magnitude
frequency spectrum of the acoustic speech signal, at a five to ten milliseconds update
rate, contains nearly all the necessary perceptual information for identifying speech.
The phase information of the frequency spectrum only serves to enhance the quality
of the synthesized speech signal. Thus most studies, the present study included, do
not include the phase of the frequency spectrum of speech as acoustic features for
automatic recognition of speech.
The main objective of this study was to investigate two different sets of
spectral features used as invariant acoustic cues to vowel identity. These two spectral
feature sets were formants and global spectral shape. Formants are traditionally
considered as the most important correlates of vowel perception. However, formants
are not desirable for use in ASR since it is very difficult to reliably determine the
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formant peaks from continuous speech. Additionally, formants do not completely
specify the spectrum.

Some investigators have argued that overall spectral shape

features are more complete than formants and thus better candidates as acoustic
correlates of vowel identity.

Thus the outcome of the research is potentially very

significant for both basic speech science and ASR.

1.6 Background
Formants of a vowel are the resonant frequencies of the vocal tract during the
production of that particular vowel.

According to traditional theories of vowel

perception (Peterson and Barney, 1952), the first few formants (FI, F2, F3) of
vowels, extracted from the most steady-state region of vowels' acoustic signals, are
reliable acoustic cues to their identity. Other theories of vowel perception indicate
that the global spectral shape is also a reliable acoustic cue to a vowel's identity
(Pols, 1977).

Both theories imply that the vocal tract configuration for the

production of each vowel sound is unique and that the acoustic correlates necessary
to distinguish vowels from one another can be extracted from the static spectral
characteristics of vowels near the central region of their acoustic waveforms.
Parallel and cascaded second order resonance stages have been relatively
successful in synthesizing steady-state vowels using the first two to five formants
(Klatt, 1980b). It should be noted that the magnitude spectrum of natural speech has
a 6 dB per octave roll off. For the synthesized speech to sound natural and similar
to that intended, the amplitudes and bandwidths of formants should be adjusted such
that the final magnitude spectrum has a 6 dB per octave roll off without the
introduction of extra spectral zeros. Cascaded second order resonances perform
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these adjustments automatically (Klatt, 1980b). Note that by changing the formants'
amplitudes and bandwidths, the spectral shape is also changing.
Speech synthesis experiments using global spectral shape as synthesis
parameters have shown that the resulting synthesized speech can be reliably
identified (Gordy, 1983; Holland, 1984). Note that the global representation of the
magnitude spectrum of speech deemphasizes the spectral peaks by smoothing the
peaks and valleys of the magnitude spectrum.
The study by Peterson and Barney (1952) claimed that a two formant model
should be sufficient to separate vowel sounds and that the third formant could be
used to reduce vowel confusions related to overlap in the formant 1 (F I) versus
formant 2 (F2) space.
Factorial analysis has been used to determine the number and nature of the
significant acoustic or perceptual dimensions of vowels. These studies have yielded
a third dimension of some importance (Hanson and Applebaum, 1989; Pols, van der
Kamp, and Plomp (1969); Singh and Woods (1970)). Fujimura (1967) also claims
that "It is highly doubtful if we can find any sensible way of representing the vowel
quality in a two-dimensional space." These studies indicate that a two formant model
for American English vowels does not provide sufficient articulatory interpretation
of all vowels.
Many research studies have used formant synthesis to examine and determine
the role of formant frequencies in the perception of vowels. In the study by Carlson,
Fant and Granstorm (1975), subjects were able to successfully achieve matching of
Swedish vowels by a two formant approximation. In their study, the first formant was
kept fixed and the subjects varied the location of the second formant in such a way
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that the resulting sustained sound matched a given vowel. They concluded that all
Swedish vowels can successfully be synthesized using only FI and F2.
In contrast, however, Bladon (1983) pointed out that a two-dimensional
representation of vowel quality in Swedish language cannot provide an articulatory
interpretation of certain vowels in other languages.

Bladon and Fant (1978)

concluded that their subjects experienced difficulty in making two-formant
approximation to four-formant vowel stimuli for vowels [i, e, Y]. Some subjects
picked a formant close to the second formant and some picked a formant close to
the fourth formant.
Hillenbrand and Gayvert (1987) used a sophisticated statistical pattern
recognition algorithm to perform automatic recognition of vowels based on the first
three formants of the Peterson and Barney (1952) data base. They used all the data
to train the classifier and obtained a maximum recognition rate of 84.4%. Automatic
recognition rate based on only FI and F2 was 76.8%. These results indicate that the
amount of vowel overlap in a three-dimensional F1-F2-F3 space is significantly lower
than in a two-dimensional F1-F2 space. However, the automatic vowel classification
rates are still substantially lower than the human vowel recognition rates obtained
by Peterson and Barney (1952), when listeners were able to identify 94.4% of vowels
presented in /h V d / context. Eskenazi (1984) was able to obtain better automatic
vowel classification with a form of smoothed global spectral shape parameters than
Linear Predictive Coefficients (LPC's) or the FFT magnitude spectrum.
One of the reasons for the discrepancy between automatic and perceptual
vowel classification may be related to the contextual and speaker-dependent
information in the speech signal. Speaker-dependent information does not play a
major role in conveying linguistic information but does introduce a great deal of
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variability in the acoustic speech signal. A nother reason for the discrepancy may be
that the F1-F2-F3 space is not the optimal feature space.
1.6.1 Speaker-Dependent Effects
The greatest source of variability in the acoustic speech signal is due to
individual speaker differences (Nearey, 1989) such as the speaker's identity, accent,
mood and emotional state, sex, and approximate age.

The speaker-dependent

variations arise not only because of the physics of speech production but also because
of systematic differences in pronunciation. For example, since children have shorter
vocal tracts than adult males, it is expected that the frequency components of
children’s speech will be shifted toward higher frequencies relative to the speech of
adult males. Speaker-dependent variations are therefore responsible for part or most
of the overlapping regions in the physical space of vowels. The amount of the
overlap can be significantly reduced if one neutralizes the effects of speakerdependent variations.
Speaker normalization can be based on either intrinsic factors or extrinsic
factors (Nearey, 1989). Intrinsic factors consist of information for normalization
contained within the vowel itself. Most attem pts at intrinsic normalization are based
on the pitch (FO) or the third formant frequency (F3) or some combination of the
two. Several researchers have achieved limited success with normalization based on
pitch (for example, Syrdal and Gopal, 1986; Miller, 1984; Hillenbrand and Gayvert,
1987), in terms of automatic vowel classification accuracy. Even more success has
been obtained with

normalization based

on extrinsic factors such as

a

speaker-dependent frequency scaling or the incorporation of additional features
which are dependent on characteristics of each speaker (Hillenbrand and Gayvert,
1987; Gerstman, 1968; Nearey, 1977; Wakita, 1977; Hindle, 1978.) Nearey (1989)
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concludes that human listeners themselves use both intrinsic and extrinsic factors for
vowel normalization. Disner (1980) evaluates several vowel normalization techniques
both in terms of speaker-related variance reduction in F1/F2 vowel plots and also
in terms of their effects in preserving significant linguistic differences among vowel
tokens.

Despite the many apparent differences in acoustic cues, listeners can

generally identify the vowel intended by the speaker. In contrast automatic methods
for vowel classification have achieved more limited success in identifying vowels in
a speaker-independent manner.
1.6.2 Dynamic Spectral Properties
In a study to examine the static spectral characteristics of vowels, Fairbanks
and Grubb (1961) presented nine isolated vowels produced by phonetically trained
speakers to experienced listeners. The overall identification rate was 74%, which was
significantly lower than 94.4% obtained by Peterson and Barney (1952).

Also,

Hillenbrand and McMahon (1989) used synthesized steady-state vowel segments to
examine the ability of listeners to identify vowels based exclusively on static spectral
properties. They used the Peterson and Barney (1952) measurements of pitch (F0)
and FI, F2, and F3. Identification results indicated an error rate of 25% which was
more than four times greater than the error rate reported by Peterson and Barney
(1952). Thus these results support the hypothesis that both static and dynamic cues
are required for human vowel perception.
Many recent research studies (Strange and Verbrugge, 1976; Strange ,et. al.,
1979; Gottfried and Strange, 1980; Strange et. al., 1983; Williams, 1986; Di
Benedetto, 1987; Strange, 1989) examined the role of static and dynamic acoustic
features in the identification of vowels using both synthetic and natural speech.
Results from these studies contradict the traditional theories of vowel perception and
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show that the presence of dynamic acoustic cues are essential if vowels are to be
identified accurately. For example, in the study performed by Strange, et. al. (1983),
the listeners were able to identify CVC syllables even when most of the steady-state
section of vowels were replaced with silence.
1.6.3 Coarticulation Effects
As mentioned earlier, the vocal tract is assumed to form a unique
configuration for production of each vowel. These configurations are believed to be
the "goal" or the "target" state of vowels in continuous speech where vowels are
coarticulated with consonants and other vowels. It has been shown (Stevens and
House, 1963) that the acoustic properties of phonologically-equivalent vowels vary
greatly because of coarticulation with adjacent phonemes. These changes can be
explained in terms of the dynamic properties of the articulatory mechanism. Early
studies by Lindblom (1963), Stevens and House (1963), and others show that most
often these "target" states are never reached in continuous speech. The reason is that
the vocal tract configuration begins to change towards the "target" state of the next
phoneme before reaching the "target" state of the current phoneme. This phenomena
which is known as the "target undershoot" or the "vowel reduction" problem, is a
source of variability in speech.
Lindblom and Studdert-Kennedy (1967) hypothesized that listeners make use
of the direction and rate of change of formants to identify vowels. In their study,
listeners demonstrated "perceptual overshoot" in identifying dynamic formant patterns
and therefore compensate for the "target undershoot" phenomena. Note that the
effects of "target undershoot" on the acoustic features might be compensated for by
pattern recognition procedures (Broad, 1976; Kuwabara, 1985).
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In the study by Centmayer (1978), it was shown that a subject's vowel
boundary is not fixed at a location but varies within a certain range and that
linguistic contextual cues can completely override the instantaneous boundary. In
other words when a vowel within a word is mispronounced, the confusion is resolved
by using higher level sources of knowledge such as language, grammar, and linguistic
context; furthermore the listeners may not even be aware of it. One can conclude
that even after neutralizing the coarticulation, speaking habits, and speaker
dependent effects, there will still remain some ambiguous regions in the physical
space of vowels which can be resolved only when higher level sources of knowledge
are considered.
The main conclusion from a review of the literature is that there are two
contradictory theories on vowel perception and vowel recognition. The traditional
theory claims that formants are the optimum acoustic cues to vowel identity, both for
vowel perception and automatic classification of vowels. Another theory claims that
the global spectral shape parameters are more complete acoustic cues to vowel
identity and that formants are important mainly because of their influence on
spectral shape. For both cases, speaker normalization and dynamic and contextual
information can be used to reduce vowel overlap in the selected feature space, and
thereby refine the features.

1.7 Scope of Study
The main objective of this study was to compare two spectral feature sets, i.e.,
spectral shape versus spectral peaks, as acoustic correlates for automatic classification
of vowels. These two parameter sets represent two points of view regarding the
parameters which are most important acoustic cues for vowel identity.

These
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features were compared using results of a broad range of automatic classification
experiments. The results of these experiments also helped to determine: (1) the role
of static and dynamic acoustic features in classifying vowels, (2) the extent of
improvements in automatic classification of vowels due to several speaker
normalization methods, and (3) the role of contextual cues in automatic recognition
of vowels.
Synthetic and natural vowel segments were also used in a series of listening
experiments to compare the role of these two spectral feature sets in the perception
of vowels. Synthesized vowel segments were produced such that the formants of the
synthesized vowel segment corresponded to one vowel, but its spectral shape
corresponded to another vowel. These vowel segments were identified by human
listeners to determine whether the spectral shape or formant cues had more influence
on vowel perception.
In this study, the first three vowel formants were used as the spectral peak
parameters.

Formant amplitudes and bandwidths were also used as additional

parameters. However it should be noted that the inclusion of these param eters in
addition to the formants provides a form of spectral shape information. The Discrete
Cosine Transform Coefficients (DCTC's) of the magnitude spectrum were used as
the spectral shape parameters.
As static information, which represents the features under test at only one
instant in time, the spectral features computed in the middle of the quasi steady-state
section of the vowels were used. As dynamic information, which represents the
features under test for a period of time, a 3-term Discrete Cosine Series expansion
(DCS) of the trajectories of each of the spectral features were used. Note that with
just three DCS terms, only the smoothed trajectories of each spectral feature can be
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reconstructed. Also several methods for sampling the feature vectors in time were
examined.
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CHAPTER TWO
DATA BASE AND LISTENING EXPERIMENTS

2.0 Introduction
The automatic classification techniques used in this dissertation are based on
the statistics of features extracted from the acoustic speech signals. These classifiers
are very reliable if their parameters are well estimated. This will usually require that
a large body of speech data be presented to the classifier during its training phase.
Since such a large speech data base was not available at the start of this
research, a moderately large data base tailored to the requirements of this study was
created. Since one of the objectives of this study was to determine the amount of
perceptual information that is present in the three subsegments of the acoustic signal
of vowels (on-glide, steady-state, and off-glide), it was necessary to manually segment
the acoustic signals of the speech data base into carefully-defined segments.
This chapter first presents a description of the procedures used to collect and
segment the speech data base. Then a description of the procedures and the results
of a set of listening experiments is presented. The listening experiments serve two
main purposes: (1) They evaluate the integrity of the data base; and (2) their results
can be used as a control for the results obtained from the automatic classification
experiments.

18
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2.1 Corpus
A speech data base was created which included 99 consonant-vowel-consonant
(CVC) syllables spoken in isolation by each of ten adult males, ten adult females,
and ten children between the ages of seven and eleven. Each of the eleven vowels
/aa,iy,uw,ae,er,ih,eh,ao,ah,uh,ow/ were spoken in a variety of consonant contexts
(primarily stops.) Table 2-1 lists typical word examples for these vowels. About 67%
of these CVC syllables were meaningful words of English and the rest were nonsense
words.

Eighty-four of the words began with one of the six stop consonants

/b,p,d,t,g,k/, 11 of the words began with / h / , and four remaining words began with
one of the three consonants /l,m ,w /. Ninety-six of the words ended with one of the
six stop consonants /b,p,d,t,g,k/ and the remaining words ended with one of the three
consonants /s,h,v/. Refer to appendix A for a complete list of these words.

2.2 Recording Procedures
A very quiet sound-treated room was used for recording the data base. An
automated recording procedures was used for recording each speaker. Each speaker
was asked to read each of the 99 CVC syllables, after a prompt on a graphics CRT
display monitor in the form of a pseudo-phonetic spelling as given in Appendix A.
An Electro-Voice RE-10 dynamic cardioid microphone was used. A level-activated
trigger with a 310 millisecond pretrigger buffer was used to insure that the entire
signal was captured. The microphone output signal was digitized at 16129 Hz rate
with a 12-bit I/O Technology A-D convertor after being low-pass filtered using a 6pole Butterworth filter with a cutoff frequency of 7.5 kHz. The digitized speech
signal was then stored as a binary file on the computer hard disk and the speaker was
prompted to read the next CVC syllable. A 62nd order linear phase FIR digital
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high-pass filter with a cutoff frequency of 240 Hz was used to remove low-level lowfrequency noise in the digitized binary speech files.

Table 2-1. List of vowel stimuli used in this study.
DARPA
SYMBOL

IPA
SYMBOL

TYPICAL
W ORD

1.

/a a /

/a /

father, pot

2.

/iy /

N

seg, fegt

3.

/u w /

/u /

blue, tube

4.

/a e /

M

that, bud

5.

/e r/

/ft

bird, dirt

6.

/ih /

N

.it, sit

7.

/e h /

/£ /

met, bgd

8.

/a o /

W

raw, iaw

9.

/a h /

IN

but, bud

10.

/u h /

/U /

book, hook

11.

/o w /

10/

heme, meld

2.3 Segmentation Procedure
An interactive computer program for editing speech waveforms was used to
manually label the acoustic regions of all speech files. The symbols representing
each of the acoustic regions along with the points which represent the boundaries of
each region were stored in the header block of each speech file. The words were
segmented into a maximum of ten acoustic region.

These acoustic regions are

defined as follows.
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1. Pre-voicing region (PV), a periodic or voiced signal which occurs just before
the release of voiced consonants. PV regions occur in about 10% of the / b / , /d /,
and /g / syllables of this data base.
2. Initial Burst (IB), a turbulent noise which occurs just after the release of
consonants.
3. Initial Aspiration (IA), an aspirative noise which follows an IB. IA usually
appears for unvoiced stops but very rarely for voiced stops.
4. Initial transition (IT), a quasi-periodic region which begins at the first
voicing pulse and ends at the start of the steady-state vowel.
5. Steadv-state vowel (SV), the region of the steadiest quasi-periodic waveform
where the shape of the vocal tract remains unchanged.
6. Final transition (FT), the transitional waveform from the end of the steadystate region to the final consonant.
7. Closure (CL), the silent region after the FT and before the release of the
final consonant.
8. Final burst (FB), the fricative noise following the

release of the final

consonant.
9. Final aspiration (FA), the aspirative noise following the FB for the case of
unvoiced final stops.
10. Final voicing (FV), the voiced section following the FB of the voiced final
stops.
Auditory and visual inspection were used in the labeling procedure. As an
additional aid, the spectral derivative (Furui, 1986) of the acoustic waveform of each
CVC syllable was also displayed to help visually reveal the boundaries between
different acoustic regions of the waveform. To minimize transients, the nearest zero
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crossing point to the determined boundary point was selected as the actual boundary
point. After all misrecorded and mispronounced speech files were deleted, a total
number of 2922 usable and manually labeled stimuli for the 11 vowels remained.
Refer to appendix B for detailed statistics on the duration of the three main
segments, IT, SV, and FT.

2.4 Listening Experiment with Data Base
The objectives of the listening experiment with the data base were: (1) to
evaluate the integrity of the data base; (2) to obtain the amount of relevant
perceptual information present in different acoustic regions of vowels; and (3) to use
the identification results of human listeners as control for the results obtained by
automatic classification experiments.
2.4.1 Listening Stimuli
Since the data base was large, only the speech materials of nine of the 30
speakers -- three children, three adult females, and three adult males, were used as
stimuli for this experiment. These nine speaker were selected with the help of an
automatic classifier.

An automatic classification experiment based on the static

acoustic features of vowels was performed and the speakers were ranked based on
the results. The speech material from the highest ranked, the lowest ranked, and the
middle ranked speaker from each speaker category were selected for use in the
listening experiment. This speaker selection method allows for a comparison of the
talker ranking by automatic classifier versus talker ranking by listeners.
2.4.2 Subjects
Five Old Dominion University students participated in the listening
experiment. Subjects were reached through the university bulletin board adds and
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were paid for their participation. The subjects were female university students: four
were between the ages of 19 and 25 and the fifth subject was approximately 40.
Subjects were phonetically naive and did not have a known history of a hearing or
speech disorder at the time of the experiment.
2.4.3 Experimental Procedure
To exclude any aberration in the results due to loudness fatigue, all of the
speech files of the nine speakers were amplitude normalized such that they all had
almost equal loudness when presented to the subjects. To achieve this, the average
energy of each 25 millisecond frame of the acoustic signal was computed. Each
sampled value was scaled so that the maximum average energy value for each
stimulus would be the same.
These listening experiments examined the perception of vowels based on five
different regions of the acoustic signals of the CVC syllable. Therefore five listening
conditions were considered and each subject listened to each of the conditions
separately. These five listening conditions are summarized below.
1. CVC, the entire CVC syllable.
2. IT-FT, the beginning of the initial transition to the end of the final
transition.
3. SV, steady-state vowel segment only.
4. SV-END, the beginning of the steady-state vowel segment to the end of the
speech file.
5. IB-SV, the beginning of the initial burst to the end of the steady-state vowel
segment.
For each listening condition the subjects listened to all the stimuli of each
speaker separately. The CVC syllables of each speaker were randomly ordered for
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each of the five conditions and also the order of speakers for each of the listening
conditions was randomly arranged but grouped together in blocks of adult males,
adult females, and children. In this way the stimuli did not have any fixed structure
which the subjects could learn to artificially improve their performance. Each subject
was given an initial 30 minutes of training in which the experimental procedure was
explained and 40 CVC syllables from a female speaker outside the experimental set
were presented. During the training session the subject was asked to enter responses
for the initial consonant, the vowel, and the final consonant, on the keyboard of a
computer. Also the subject was informed of any incorrect response and was allowed
to listen to that stimulus again. The formal listening experiments followed this
training session. No feedback was given to the subjects during the formal listening
experiments. The subjects were allowed to listen to each stimulus as many times as
they desired but were required to make a forced choice response in terms of one of
the eleven vowel categories.

2.5 Results
Table 2-2 lists the evaluation results, scored automatically, for all of the nine
speakers based on the identification rates of CVC and SV listening conditions by all
five listeners. One important result seen in this table is that the CVC syllables of
each speaker are identified, with a relatively high accuracy, by all the listeners.
Although the identification rates are lower for the SV condition, these rates are
better representatives of the clarity of vowels produced by each of the nine speakers
because of the absence of the major contextual information.
Note that the acoustic speech segments from adult female speakers are
generally identified better that those of the children speakers and that the acoustic
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speech segments of adult male speakers are generally identified worse than those of
the children speakers. The ranking within each speaker type is in general agreement
with the ranking of these same speakers from automatic vowel recognition
experiments, as given in subsequent sections of this dissertation.

Table 2-2. Speaker evaluation results from listening experiment based on
vowel identification rates from CVC and SV conditions.
Speaker

CVC
%

SV
%

M05

88.9

81.3

M06

91.8

85.1

M10

87.4

77.9

F02

92.1

89.6

F04

93.3

91.6

F09

94.1

83.7

C02

91.6

87.7

C04

92.3

88.3

CIO

90.4

83.6

Table 2-3 lists the average identification rates for each of the five listening
conditions. These rates are based on the results averaged over all five listeners and
all eleven vowels.

According to this table, vowels are best identified when all

contextual information are present in the acoustic speech signal. Very little drop in
the vowel identification rate occurs when the acoustic regions beyond the end of the
SV are not presented to the listeners. A comparison of the results of conditions SVEND and IB-SV indicates that the acoustic regions IB and IT carry more vowel
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information than the acoustic regions beyond the end of the SV. The identification
rate of the IT-FT conditions indicates a moderate drop over the CVC conditions due
to the absence of the consonantal acoustic regions. Also note the relatively large
drop in the identification rate of the SV conditions over the CVC condition. The
reason is that the least amount of contextual information is present for this condition.

Table 2-3. Average vowel identification rate for each of the five listening
conditions and all nine speakers.
Condition

Identification
Rate (%)

CVC

91.3

IT-FT

88.7

IB-SV

91.0

SV-END

88.9

SV

85.4

These identification results are in agreement with the major results obtained
by Strange (1989) and Centmayer (1978), implying, in contrast to the traditional
theories of vowel perception, that contextual information is necessary for accurate
identification of vowels.
Tables 2 4 and 2-5 list the confusion matrices for the CVC and SV conditions
respectively. Each row of each matrix represents a spoken vowel and the columns
of each matrix represent the responses of the listeners to each spoken vowel. Note
that vowels /iy, uw, er, ih, a h / appear to be easily identified in both conditions. The
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Table 2-4. Confusion m atrix fo r the e n tir e CVC cond itio n .
/a a /
/a a /

/iy /

/uw/

/a e /

/e r/

/ih /

/a h /

73.6

/o u /

19.5
100.0

/iy /

4.5

/U H /

/ae/

/u h /

14.5

82.3

3.3
99.4

/er/

99.1
/e h /
/ao/

2.3

96.2

15.8

82.9

/ah/

4.4

93.4

4 .8

11.5

83.3
99.6

/O H /

Table 2-5.
/aa /

/a a /

/iy /

/ uh/

Confusion m atrix fo r th e SV con d itio n .
/ae/

/er/

/ih /

/e h /

73.6

/a o /

/a h /

17.7

7.0

/u h /

/ow /

98.8
2.4

/U H /

/ae/

8.3

81.8

/e r/

98.6

/ih /

91.7

/e h /

7.6

/a o /

24.2

/a h /

2.0

/O H /

9.5

5.6
73.6

2. 2
89.1

4 .6

2.8

4.8

24.4

67.8

2. 2

4.3

3.8

6.1

84.0

remaining vowels are much more confused with one or more vowels in the SV
condition than the CVC conditions. Main confusions appear to be between vowel
pairs / a a / and /a o /; /a e / and /e h /; /u h / and /a h /; and /o w / and /u h /.
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Additional discussion of the results of this section, and comparison with the
automatic classification results, is deferred until the results of the automatic
classification experiments are presented.
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CHAPTER TH R EE
SPEECH SPECTRAL FEATURES AND CLASSIFICATION METHODS

3.0 Introduction
The main goal of this study was to compare two different speech spectral
feature sets used as acoustic correlates for vowels.

These two feature sets are

formants and the global spectral shape. Formants, which are traditionally regarded
as the primary acoustic cues to vowel identity, are the locations of the first few
prominences of the short-time magnitude spectrum of speech. The global spectral
shape, which is represented by the discrete cosine transform coefficients (DCTC's)
of the short-time magnitude spectrum of speech signal, represents the smoothed
magnitude spectrum of acoustic speech signal. This chapter presents a detailed
description of the signal processing used to extract spectral features from the acoustic
speech signal and the automatic classification method used to identify vowels from
these features.
As discussed in chapter one, the traditional theories of vowel perception state
that vowels are identifiable based on only the static spectral information extracted
from the steadiest portion of the acoustic speech signal of vowels. More recent
studies imply that the dynamic changes of the acoustic speech signal contain
perceptual cues to vowel identity. Dynamic changes of the acoustic speech signal
may be captured using multiple frames of spectral features extracted from the
acoustic speech signal over a short time interval.

The difficulty in this type of

representation of the dynamic changes is that feature vectors representing vowels

29
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become very high-dimensional vectors, thus implying that a great deal of data is
required to train a classifier. To make this approach practical, a param eter reduction
scheme should be used to encode these parameters in a reduced-dimensionality space
with minimal loss of vowel information. The parameter reduction scheme used in
this study encodes the dynamic changes of each parameter (a vector of length equal
to the number of frames) as the coefficients of a cosine basis vector expansion.
Details of this encoding scheme are given in a later section of this chapter.
The classification method used to evaluate and investigate the acoustic
correlates of vowels in this study is called the Bayes maximum likelihood (BML)
classifier. The results of a few pilot experiments helped select this classifier over
three other classifiers. The comparison was based on the ability of these classifiers
to train and generalize. Two of these classifiers used different distance measures
than the BML. As the third classifier, an artificial neural network with an input layer
with 9 units, a hidden layer with 25 units, and an output layer with 11 units was used.
The BML was significantly better that the first two classifiers and somewhat better
than the artificial neural network. The last section of this chapter is devoted to a
description of the BML classification scheme used for this study.

3.1 Spectral Feature Extraction
A detailed description of the signal processing techniques used to extract
formants and DCTC's from the acoustic speech signal is provided in this section.
3.1.1 Formants
An all-pole linear predictor filter can be used to model the speech production
mechanism (Markel and Gray, 1976). Formants may be computed based on the
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parameters of this model. The transfer function H(z) of this linear predictor filter
is expressed as

1

1

H (Z) =

(3-1)
A(Z)

P
1 +
S aj Z '1
i= l

where aj's are the predictor coefficients and P is the order of the model.
Any compiex-pole pair in equation 3-1 may correspond to a formant
frequency. Therefore formants can be computed by one of two different methods,
peak picking and root solving. In the peak picking method, 10 to 14 LP coefficients
are used to construct a smoothed LP spectrum, i.e., the magnitude of the frequency
response of the transfer function H(z) of equation 3-1. Formants are defined as the
peaks of the LP spectrum. In the root solving method, the complex-pole pairs are
computed by solving for the roots of the polynomial A(z).

The formants are

identified as the frequencies of these complex-pole pairs.
Computation of formants is computationally time consuming and prone to
errors. The sources of these errors can be explained in terms of the disadvantages
of both of the above methods in estimating formants. One disadvantage of the peak
picking method is that closely spaced formants which often appear as one peak in the
H(eiw) are picked as one peak. Another disadvantage of the peak picking method
is that any spurious peaks in the magnitude spectrum may be errorenously picked as
a formant. The disadvantage of the root solving method is that an extraneous
complex-pole pair may be used to compute a formant. Since formants possess welldefined characteristics, i.e., large amplitudes, narrow bandwidths, continuous, and
slow variations with time, an algorithm can be used to exclude many of these
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extraneous pole-pairs or spurious peaks.

Pilot experiments with both methods

indicated that the root solving method produced better estimates of formant
frequencies than the peak picking method. Therefore the root solving method was
used to compute formants in this study.
3.1.1.1 Formant Candidates
The frequency associated with each complex-pole pair of the transfer function
HCe^, including the extraneous complex-pole pairs, is called a formant candidate.
The signal processing used to compute all formant candidates for this study is
explained as follows. As mentioned in chapter one, according to the traditional
theories of vowel perception, the first two or three speech formants which span the
first 3 to 3.5 kHz of speech spectrum are reliable acoustic cues to vowel identity.
Therefore a linear-phase 49th order FIR filter was used to lowpass filter the speech
signal at 3.8 kHz to remove higher-order formants. The filtered signal was then
resampled at 8 kHz and high-frequency preemphasized with transfer function (10.75Z'1) to compensate for the high frequency roll-off due to the glottal source and
lip radiation characteristics. This signal was windowed with a 25 msec Hanning
window and a 10lh order LP model was computed using the autocorrelation model
(Markel and Gray, 1976). Up to five formant candidates per frame were obtained
by computing the roots of the resulting LP polynomial.

That is, the frequency,

bandwidth, and amplitude associated with each complex-pole pair was computed for
each formant candidate. The frequencies and bandwidths of formant candidates
were computed using the S-plane to Z-plane transformation:
Z = e^

(3-2)

u/h^rf*

S=-(jrB)±j(2»rF)

(3-3)
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That is, if R (Z) and I(Z) define the real and imaginary terms of a complex root Z,
then the frequency F and the bandwidth B of Z are:
F = f t / 2 r ) tan'1 (I(Z )/R (Z ))
and

B = -ft/ir) Ln | Z |

Hz

Hz

(3-4)
(3-5)

where fs is the sampling frequency.
As discussed in the previous section, errors may occur when vowel formants
are selected from the formant candidates. These errors are hard errors since the
selected formants may represent another vowel or be far from typical vowel formants.
The well-defined formant characteristics can be used to reduce and possibly eliminate
hard errors.
3.1.1.2 Formant Tracking
Formant tracking algorithms use multiple frames of formant candidates,
computed over time, to select the appropriate vowel formants from the formant
candidates. These algorithms use the following well-defined formant characteristics
to make their selections:
1. The first three formants span the first 3 to 3.5 kHz of the speech spectrum.
2. Formant amplitudes are larger than the amplitudes of any competing formant
candidate.
3. The first three formants have bandwidths which are less than 200 Hz.
4. Adjacent formants cannot be closer than 100 to 200 Hz.
5. The trajectories of all formants are continuous and vary slowly with time.
The above formant characteristics were used to implement a formant tracking
algorithm similar to McCandless (1974). This algorithm was able to perform forward
tracking, backward tracking, or both. The selected formants of the previous frame
were used to select the formants of the current frame. Therefore, this algorithm
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requires an anchor point for making its first formant selection. Average formant
values for eleven vowels and three speaker type categories were computed based on
the data base used in this dissertation. The procedure used for computing these
average values is presented in the next section.
The formant tracking algorithm, which had information regarding the vowel
being analyzed and the type of speaker who produced that vowel, was directed to use
an anchor point from the known average formant values. The algorithm began at the
middle of the steady-state vowel segment and tracked backwards to the start of the
steady-state vowel segment. It then began to track forward using the formant values
selected during the backward tracking. The initial frame for forward tracking was
the third frame and the formant values of the second frame was used as the initial
anchor point. The formant tracking continued until the end of the steady-state vowel
segment. This algorithm can be explained by a sequence of steps as follows.
Step 1: Remove competing formant candidates. If two formant candidates are closer
than 100 Hz, then the candidate which has a larger bandwidth is removed.
Step 2:

Remove candidates with large bandwidths.

Any candidate having a

bandwidth greater that a certain threshold value is removed. A reasonable threshold
value is 500 Hz since the first three formants are expected to have bandwidths less
than 200 Hz, and the bandwidth estimates using the linear prediction model may be
in error by as much as 2.5 (Markel and Gray, 1976).

However, a few pilot

experiments determined that a threshold value of 800 Hz worked the best. Therefore
this more conservative threshold value was used for tracking formants in all
experiments.
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Step 3: Fill slots. Fill each formant slot Sj, i = l, 2, 3, 4, with the best candidate Fj
by placing the candidate Fj closest in frequency to the estimates ESTj into slot Sj.
The estimate EST; is the ilh formant value of the previous frame.
Step 4: Remove duplicates. If the same candidate Fj fills more than one slot Sj,
keep it only in the slot Sk which corresponds to the estimate ESTk closest in
frequency, and remove it from any other slots.
Step 5: Examine the unassigned candidates. If all candidates have been assigned to
formant slots, proceed to step 6. Otherwise try to fill empty slots with candidates not
assigned in step 3 as follows.
a) If there is an unassigned candidate F k, an unfilled slot Sk, and slot S ^
filled with a value less than Fk, then fill the slot Sk with candidate Fk and go to step
6. If Fk is unassigned, but slot Sk is already filled, check the bandwidth Bk of Fk. If
Bk > 2.5 the bandwidth of the candidate that is already assigned to Sk, throw the
candidate Fk away and go to step 6. Otherwise, go to (b).
b) If candidate Fk is still unassigned, but Sk+1 is unfilled, move the value in
slot Sk to slot Sk+1, and place Fk in Sk. Go to step 6.
c) If Fk is still unassigned, but

is unfilled (K > 1) and the value in slot Sk

is less than Fk, move the value in Sk to Sk4, and place Fk in Sk. Go to step 6.
Step 6: Deal with the unfilled slots. If S1? S2, and S3 are filled go to step 7. (S4 may
or may not be filled).

Otherwise, if there is a candidate that fails to pass the

bandwidths threshold in step 2 or fails to be assigned in step 5, and it can be suitable
for an empty slot, then fill the slot by that candidate. Otherwise, go to step 7.
Step 7: Check the step size. If the value in a slot Sj exceeds the ESTj by more than
500 Hz, remove the contents of Sj. Otherwise, go to step 8.
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Step 8: Update estimate. Accept formant slot contents as formant estimates for this
frame, i.e., F4= S;, i = 1, 2, 3. If a slot is empty, then fill the slot with the original
formant estimate for that formant and then use formant slot contents as estimates
for the next frame.
3.1.1.3 Formant Computation Procedure
Formant candidates were obtained for nine frames covering the entire steadystate vowel segments. Therefore the frame spacing was different for different length
vowels. Only nine frames were used since vowel formants change very slowly with
time. The formant tracking algorithm was then used to track formants backward
starting with the fifth frame and then track formants forward starting with the third
frame. The formant values obtained for the fifth frame, which was in the center of
the steady-state vowel segments, were used to represent the static vowel.
3.1.1.4 Computation of Average Formant Values
The disadvantage of formant tracking algorithms is that extraneous complexpole pairs or extraneous peaks may be errorenously selected as formants.

The

formant tracking algorithm used in this study used initial anchor formant values to
compare with the formant candidates of the frame where the tracking begins. These
initial anchor values were provided to the algorithm for each of the eleven vowels
and each speaker category (11 * 3 = 33 sets).

Given the initial anchor values for

formants, the formant tracking algorithm is less likely to produce hard errors.
These initial anchor values for formants were computed as follows.
a)

The average male, female, and child formant values of the Peterson and

Barney (1952) data base were used as the initial anchor values in the tracking
algorithm.
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b) Using our data base, vowel formant values were computed by the tracking
algorithm using the initial anchor values and the speaker type (male, female, child)
information.
c)

Using the formant values obtained in step (b), a new set of average

formant values were computed for each vowel and each speaker type. These new
average values replaced the initial anchor values in the formant tracking algorithm.
d) Steps (b) and (c) were repeated until the average formant values for each
speaker type did not change.
e) These final average formant values were then used as the initial anchor
formant values in the tracking algorithm to compute formants used in this study.
Table 3-1 list the average formant values obtained using this procedure.
These average formant values are similar to the Peterson and Barney (1952)
manually selected formant values. The only exception is the average formant values
of vowel / i / for child speakers. The first and second formant frequencies, which are
normally expected to be higher than the first and second formant frequencies of male
and female speakers for the same vowel, are actually lower than both speaker types.
This may be due to regional accents of the speakers since the graphical inspection
of the LP spectra for vowel / i / of child speakers showed no extraneous peaks near
the first and second formants.
3.1.1.5 Listening Experiments Based on Average Formants
To evaluate the accuracy of our formant extraction algorithm, a listening
experiment was carried out using synthesized vowel segments as listening material.
The average formant frequencies for each speaker category and all 11 vowels were
used to synthesize 33 vowel segments each with a duration of 300 milliseconds. The
cascaded second order stages of the Klatt's (1980b) formant synthesizer was used to
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synthesize all vowel segments for this listening experiment. Eight O D U students
participated as subjects for this listening experiment.

Since the total number of

subjects participating in these experiments was not large, the set of 33 vowel
segments were presented to the subjects twice to obtain a better degree of certainty
about vowel perception based on these average formant values. However, the order
of vowel segments was separately randomized for each set. The subjects listened to
each stimulus through a pair of high quality headphones in a quiet sound-treated
room.

Prior to the main experiment, each subject received a 5-minute training

session during which they were presented with known typical synthesized vowel
stimuli, outside the set used for the main experiment. For the main experiment, they
were allowed to listen to each stimulus as many times as desired but were asked to
make a forced choice response.

Table 3-1. Average formant v alues fo r 11 American English vowels and th re e speaker type groups.
ChiIdren

Hales

Females

Vowel

F1

F2

F3

F1

F2

F3

F1

F2

F3

/a a /
/iy /
/uw/
/a e /
/e r/
/ih /
/e h /
/ao /
/a h /
/uh /
/ow/

1099
321
400
1076
603
562
817
810
810
575
637

1575
2188
1660
2129
1544
2257
2229
1225
1620
1490
1618

3194
3327
2911
2974
2063
3179
3300
2795
3291
2B20
3145

967
344
396
910
537
493
742
703
791
543
534

1438
2687
1581
2057
1536
2216
2086
1079
1608
1454
1389

2812
3319
2748
2906
2017
3038
3003
2523
2880
2831
2755

751
290
313
664
440
415
553
644
597
446
450

1201
2216
1293
1734
1288
1833
1733
1010
1291
1257
1143

2508
2916
2288
2484
1662
2527
2491
2496
2401
2350
2304

Table 3-2 lists the results for this experiment as a confusion matrix. The rows
represent synthesized vowels and columns are the responses of the subjects to the
synthesized vowels. The average correct vowel identification rate over all vowels is
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66.7%. The most misidentified vowel is /o w / (7.1% identification rate). Many of
the researchers do not include this vowel in their studies since this vowel can be
considered to be a diphthong. The average identification rate based on the first 10
vowels in the confusion matrix (which excludes vowel /o w /) is 72.6%.
Table 3*2. Confusion m atrix fo r lis te n in g to vowels synthesized based on average formant values
fo r each speaker categ o ry .
/a a /
/a a /

/iy /

/uw/

/a e /

/e r/

/ih /

/e h /

/a o /

/a h /

/uh /

/ow/

11.9

88.1

/iy /

83.3

7.1

9.5

/uw/

7.1

66.7

2.4
73.8

/a e /

23.8
21.4

4 .8
73.8

/e r /
/ih /
/e h /

2 .A

35.7

/a o /

31.0

2.4

/a h /

2.4

/ow/

7.1

9.5

42.9

2.4
11.9

2.4

/u h /

92.9

2 .4

2.4

2.4

23.8

7.1

2.4

52.4

4 .8

2.4

78.6

7.1

11.9

4 .8

73.8

7.1

14.3

16.7

61.9

7.1

3.2 DCT Coefficients
The discrete cosine transform coefficients, i.e., the DCT coefficients or the
DCTC's, were used as spectral features for representing global spectral shape. The
following procedure was used to compute DCTC's. The speech signal was first highfrequency preemphasized with the transfer function (1-.95Z'1) to partially compensate
for the high frequency roll off due to glottal source and lip radiation characteristics.
The resulting speech signal was windowed using a Hamming window and an FFT was
computed for each speech frame. The size of the FFT was either 256 or 512 points
depending on the size of the speech frame. The magnitude spectrum was then
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computed for each frame using the complex-valued outputs of each FFT. Let H(f)
represent the magnitude spectrum of one speech frame and H'(f) represent H(f) after
nonlinear amplitude scaling. Also let H ’(f) be the nonlinearly frequency warped
H'(f), and [H'(f)] be a portion of H '(f) over a selected frequency range.

The

DCTC's are defined as the an's in the equation

N
2 an CO S((n-l) tt f )
n=1

[H '(f)] =

(3-6)

where N is the number of DCTC's to be computed for the spectral pattern of each
speech frame.
As discussed in chapter four several experiments were performed to determine
the most appropriate amplitude and frequency scaling functions for the magnitude
spectrum of vowels. The results of these experiments, presented in chapter 4, showed
that the best amplitude scaling function was logarithmic and that the best frequency
warping function was the bilinear frequency warping function (Oppenheim and
Johnson, 1972) of the form

1

f = f +

a SIN(2 it f)
ta n 1 (------------------------------- )
tr
1 - a COS(2 n f)

(3-7)

with param eter a controlling the degree of warping. Note that if the amplitude
scaling is logarithmic and the frequency scaling is not performed and the DCTC's are
computed over the entire frequency range, then the DCTC's are equivalent to the
traditional cepstral coefficients (Rabiner and Schafer, 1978).

Similarly, with a
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squaring of the amplitude spectrum and no frequency scaling, the DCTC's are
equivalent to autocorrelation coefficients. A smoothed magnitude spectrum can be
reconstructed from the DCTC’s, with the degree of smoothing dependent on the total
number of DCTC's used for the reconstruction of the spectrum.
Figure 3-1 depicts the differences between spectral smoothing using DCTC's,
spectral smoothing using LP coefficients, and no spectral smoothing at all (FFT).
The spectra shown on this figure were computed from a single speech frame of a
stop consonant. These spectra are logarithmically amplitude scaled and frequency
warped using a bilinear frequency warping.

The LP smoothed spectrum was

computed using 14 LP coefficients and the DCTC spectrum was computed using the
first 9 DCT coefficients. Compared to the FFT spectrum, both the LP spectrum and
the DCTC spectrum are greatly smoothed.

However, as can be seen, the LP

spectrum emphasizes the spectral peaks whereas the DCTC spectrum smoothes the
overall spectral shape. It should be noted that the DCTC smoothing was performed
after the nonlinear frequency warping, whereas the LP smoothing was performed on
a linear frequency scale and displayed on the warped frequency scale.

3.3 Dynamic Features
As discussed in chapter one, the results of the perceptual experiments,
obtained by many researchers, show that vowels are not very accurately identified
when the constant vocal tract vowel configuration hypothesis is tested. These results
indicate that vowel perception also depends on the time varying speech information
to resolve ambiguities in the physical space of vowels.
One of the objectives of this study was to examine the role of dynamic vowel
information using automatic vowel recognition experiments. The results of these
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Figure 3-1. Comparison of three spectra: (a) the FFT magnitude spectrum,
and (b) a 14ilj order LP model spectrum (light line) and a spectrum computed from
nine DCTC's (heavy line.) These spectra were sampled at the burst onset for an
initial stop consonant.
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experiments also provide more information for examining the main objective of this
study.
One method for encoding the dynamic information is to compute the spectral
features at several instants in time and to use them as acoustic correlates for vowels.
For example, if eight DCTC's are computed for each of ten speech frames, a total
of 80 spectral features are computed for that stimulus. Since training a classifier in
an 80-D space was not feasible with the available data, a feature evaluation
algorithm was developed (similar to Cheung, 1978) to determine and use those
parameters which make the most contribution to vowel identification. This feature
evaluation algorithm is based on a BML classifier described in the next section of
this chapter. This algorithm first determines which individual param eter produces
the highest recognition result. The algorithm then examines all pairs of parameters
that can be formed with the best parameter, determined in the previous step, as the
first parameter in each pair. The pair which produces the highest recognition result
is selected.

Parameters are successively added in terms of the next highest

contribution to the recognition accuracy. This algorithm was used to evaluate the
dynamic vowel features obtained from our data base. The results show that only a
few parameters carry most of the information and that the other parameters are
either redundant or contribute very little to the recognition accuracy. Therefore it
should be possible to reduce the dimensionality of the dynamic vowel feature vectors.
In pilot experiments, principal-components analysis, discriminant analysis, and a
cosine basis vector expansion over time were used for dimensionality reduction.
Since the cosine basis vector method yielded the best results in the pilot experiments,
this method, explained in more detail in the next paragraph, was used for the results
reported in this study. To present this procedure in mathematical terms, let
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be

the ilh param eter (i=l,...,M ) of the jth speech frame (j = l,...,L). Therefore each
stimulus P can be represented by L spectral frames each having M parameters.

P =

(3-8)

Each row of the matrix R ;(n) is then represented by the cosine series
expansion coefficients Cik's in the following
N
R;(n)= I Cik CO S((k-l) 7T n / (L-l)),
k= 1

(3-9)

where N (N < L) is the total number of coefficients used to encode each row of the
matrix P. Note that this method reduces the length of a feature vector by a factor
of L /N where L is the number of frames per stimulus which is always greater than
N.

3.4 Classification Algorithm
Classification algorithms are widely used in pattern recognition systems.
Generally, any pattern recognition system must undergo two phases: (1) Training
(also called learning); and (2) Recognition (also called testing). During the training
phase the system is presented with patterns (vectors of features) for known classes.
The system computes parameters based on this knowledge. During the testing phase
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the system uses these parameters to make decisions about the class which an
unknown input pattern is most likely to belong.
The pattern recognition algorithm used in this study is called the Bayes
maximum likelihood classifier (BML). The parameters of this classifier are estimated
from the statistics of the feature vectors which are multidimensional random
variables. The BML classifier assigns unknown patterns to the category with the
largest a posteriori probability (i.e., conditioned on observed values).

The

implementation of this classifier is stated as follows (James, 1985). Let G l, G 2 ,...,
G m be M different categories of patterns.

Let the feature vector X be an N-

component vector-valued random variable. Let P(X/Gj) be the probability density
function of X given that the category is G*. Let P(Gj) be the a priori probability of
category Gj. Then the a posteriori probability P(G;/X) can be computed from

P(X/Gj) by Bayes rule:

P(X/Gj)P(Gj)
P(Gj/X) = --------------------------P(X)

(3-10)

where
M

P(X) =

S P(X/Gi)P(Gi).

(3-11)

i= 1
Using Bayes decision rule, the feature vector X will be classified to the category i for
which

P(Gj/X) > P(Gj/X),

(3-12)

for all j not equal to i.
Inserting 3-10 into equation 3-12 and canceling the common terms, we obtain
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P(X/Gi)P(Gj) > P C X /G ^G j)

(3-13)

Taking the logarithm of equation 3-13, we obtain

Ln P(X/G;) + Ln P(Gj) > Ln P(X/Gj) + Ln P(Gj) (3-14)

Assume P(X/Gj) is multi-variate normal; that is,

P(X/Gj) = (2tt)‘n/2 | Rj| '1/2 exp[-0.5 (X-Xj)' R f1 (X-Xj)'], (3-15)

where Xj is the mean for category i and R ( is the covariance matrix for category i.
Substitution of equation 3-15 into equation 3-14 and multiplying by -1 results
Ln i Rjl + (X-Xj)1 R;'1 (X-Xj) -2 Ln P(Gj) <
Ln | Rj| + (X-Xp1 Rj'1 (X-Xj) -2 Ln P(Gj)

(3-16)

The decision based on equation 3-16 is equivalent to saying that the vector X will be
assigned to the category i for which the "distance"

Dj(X) = (X-Xj)* R f1 (X-Xj) -t- In | Rj| - 2 Ln P(Gj) (3-17)
is minimized. This distance, called the maximum likelihood distance, is the criterion
by which the maximum likelihood classifier makes its decision. Therefore during the
training phase, the training patterns of each category are used to compute the
centroid and the covariance matrix for that category. During the testing phase, the
classifier uses the computed centroid and covariance matrix of each category to
compute the distance of the unknown input pattern X to each of the categories. The
classifier then assigns the pattern X to that category for which the computed distance
is minimum. The BML classifier is optimum if the conditional probability density
functions P(X/Gj) are multi-variate Gaussian (Duda and Hart, 1973).

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

CHAPTER FOUR
AUTOMATIC CLASSIFICATION OF VOWELS USING STATIC SPECTRA

4.0 Introduction
As discussed in chapter one, the traditional theories of vowel perception claim
that formants are reliable acoustic cues to vowel identity. Other contrasting theories
claim that the overall spectral shape is a better acoustic cue to vowel identity.
Automatic vowel recognition experiments can be used to compare these two feature
sets -- at least in terms of their performance as primary acoustic cues for automatic
vowel identification. The results also show the extent to which the static spectra can
be used to automatically identify vowels. This chapter presents the procedures and
results of automatic vowel recognition experiments based on both sets of spectral
features, formants and DCTC's.
In the first section of this chapter, the experimental methods used to compute
formants and DCTC's are presented. Then the procedures used to optimize the
performance of the DCTC's are presented. The remainder of this chapter presents
the results of automatic vowel recognition experiments using static spectral features
as cues to vowel identity.

4.1 Computation of Vowel Spectral Features
Formants were computed using a lOfij order LP model computed from a 25msec, lowpass filtered, high-frequency preemphasized, decimated, and Hanningwindowed frame of speech signal in the middle of the steady-state vowel segment.

47
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DCTC's were computed using the cosine expansion of the amplitude-scaled
and frequency-warped magnitude spectrum of a Hamming-windowed frame of speech
signal in the middle of the steady-state vowel segment.

Many preliminary

experiments were performed to optimize the many variables involved in the
computation of the DCTC's.

The procedures and results of these preliminary

experiments are presented in the next section.

4.2 Optimization of DCTC's
DCT coefficients were computed from the short-time magnitude spectrum of
the speech signal.

To simulate the ear's response to frequency and amplitude,

nonlinear scaling of both frequency and amplitude axes were performed prior to
computing the DCTC's.

It is known that the ear's response to amplitude is

approximately logarithmic and its response to frequency closely follows MEL-scaled
frequencies.

However, these may not be optimum for automatic classification

experiments.
To determine whether DCTC's are better acoustic cues to vowel identity than
formants, they should be computed such that the automatic vowel classification rates
based on DCTC's are maximized. Many variables are involved in the computation
of the DCTC's.

Each has to be determined to optimize the automatic vowel

recognition accuracy. These variables include: (1) the total number of DCTC's; (2)
the amplitude scaling method; (3) the frequency warping method; (4) the length of
the window; and (5) the frequency range over which the DCTC's are computed.
The procedure and results of experiments used to determine the appropriate
values for these variables are explained in the next section.

Note that, unless

otherwise stated, approximately half the data base was used to train the Bayes
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maximum likelihood classifier and the other half was used to test the classifier and
obtain the reported automatic vowel recognition results.
4.2.1 Selection of Best Window Length
The length of the window which is used to compute the spectral features
determines the time and frequency resolutions for the computed features. Shorter
windows produce good time resolution and longer windows produce good frequency
resolution.

Many preliminary experiments were perform ed to determine an

appropriate window size. DCTC's 2 through 15 were computed from the amplitude
scaled (power to 1/3) and frequency warped (sine warping) magnitude spectrum over
the 150-5400 Hz frequency range. Three different window lengths (12.5, 25.0, and
31 msec) were used and automatic vowel recognition results were computed. The
results indicated that a window length of 25 msec produces "optimum" results.
Therefore this window length was used in all remaining experiments.
4.2.2 Best Number of DCTC's
The total number of DCTC's determines the degree of spectral smoothing that
is needed to optimize the automatic vowel recognition accuracy based on our data
base. Prior to the primary experiments, a few pilot tests were performed which
indicated that power amplitude scaling (to 1/3 power) and sine frequency warping
were reasonable starting methods.

Therefore DCTC's were computed from the

power amplitude-scaled and sine frequency-warped magnitude spectrum over the 1505400 Hz frequency range.
The total number of DCTC's was varied from two to fourteen and automatic
recognition rates were computed for each case. The results indicated that the best
recognition accuracy was obtained with DCTC's two through eight. Thus DCTC's
two through eight were used for the remaining experiments.

Note that the first
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DCTC represents the average energy of the speech signal. The energy terms of
vowel segments contain insignificant vowel information and therefore were not used
as features.
4.2.3 Best Frequency Range
Two sets of experiments were performed to determine the optimum frequency
range for computing the DCTC's. The first set of experiments determined the lower
frequency edge and the second set determined the upper frequency edge for the
optimum frequency range.
To determine the lower frequency edge, the upper frequency edge was kept
constant at 5000 Hz while the lower frequency edge was varied from 0 to 500 Hz in
steps of 50 Hz and from 1000 Hz to 4000 Hz in steps of 1000 Hz.

Automatic

classification results were computed for each case. Figure 4-1 depicts the results.
The recognition accuracy is maximum when the lower frequency edge is 150 Hz.
To determine the upper frequency edge, the lower frequency edge was kept
constant at 150 Hz while the upper frequency edge was varied from 500 Hz to 7000
Hz in steps of 500 Hz. Automatic classification results were computed for each case.
Figure 4-2 depicts the results. The maximum recognition rate occurs when the upper
frequency edge is 5000 Hz.
The optimum frequency range was therefore determined to be 150 Hz to 5000
Hz.

This frequency range was used for all the remaining experiments unless

otherwise stated.
4.2.4 Best Amplitude Scaling Method
To compute an optimum amplitude scaling method, the bilinear frequency
warping method with a factor of a =0.6 was used.

For each of the 5 amplitude

scaling methods (linear, log, power scaling to 1/2, to 1/3, and to 1/4), the automatic
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Figure 4-1. Percent recognition for eleven vowels as a function of the lower
frequency edge used in computing the DCT coefficients from the magnitude
spectrum. The upper frequency edge was held constant at 5000 Hz. Automatic
classification results were based on DCTC's two through eight.

recognition rates were computed. The results are shown in table 4-1. It is clear that
the log amplitude scaling method is the best followed by the power scaling to 1/4.

4.2.5 Best Frequency-Warping Method
The top two amplitude-scaling methods were used to determine the "optimum"
frequency-warping method.

For each amplitude-scaling method, automatic

recognition results were computed using six frequency-warping methods (linear, Mel,
sine, bilinear with a =0.4, bilinear with a =0.6, and bilinear with a =0.8). The results
are presented in tables 4-2a and 4-2b. The results indicate that the combination of
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Figure 4-2. Percent recognition for eleven vowels as a function of the upper
frequency edge used in computing the DCT coefficients from the magnitude
spectrum. The lower frequency edge was held constant at 150 Hz. Automatic
classification results were based on DCTC's two through eight.

Table 4-1.
methods.

Automatic recognition rate for different amplitude scaling

Linear

P. S.
P = 1/2

P. S.
P = 1/3

P. S.
P = 1/4

Log

Training

68.8

80.7

83.2

84.2

82.8

Testing

60.3

64.5

64.6

64.8

65.6
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Table 4-2a. Automatic recognition rate for different frequency scaling
methods using Log. amplitude scaling.
Linear

a = 0.4

Bilinear

Bilinear
a = 0.6

Bilinear
a = 0.8

Training

73.8

80.2

82.8

80.6

Testing

56.4

61.9

65.6

60.8

Table 4-2b. Automatic recognition rate for different frequency scaling
methods using power amplitude scaling (P = 1/4).
Linear

Bilinear
a = 0.4

Bilinear
a = 0.6

Bilinear
a = 0.8

Training

74.9

80.6

84.2

78.7

Testing

56.6

63.1

64.8

59.0

log amplitude scaling and bilinear frequency warping with a =0.6 produces the best
result.
4.2.6 Best Number of DCTC's
Having determined the optimum frequency range and the optimum amplitude
and frequency scaling methods, it was necessary to determine the "optimum" number
of DCTC's based on the "optimum" amplitude and frequency scaling methods.
Again, using the "optimum" conditions, the total number of DCTC's was varied from
2 to 14 and automatic recognition rates were computed for each case. Figure 4-3
depicts the results. From this figure it appears that DCTC's two through nine should
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be used for all remaining experiments. Note this is only slightly different from the
result obtained from the initial experiment to evaluate the best number of DCTC's.
To gain an appreciation for the improvements introduced by the optimization
process, an experiment was performed to determine the extent of changes in
automatic recognition rates for vowels due to amplitude and frequency scalings.
DCTC's two through nine were computed over the 150-5000 Hz frequency range for
two cases. For the first case, no amplitude or frequency scaling was performed
before computing the DCTC's. For the second case, both "optimum" (defined as the
best of those investigated) amplitude and frequency scalings were performed prior
to computation of DCTC's. Automatic recognition rates were computed for both
cases using DCTC's two through nine.

Results are presented in table 4-3. The

increase in automatic recognition rates due to optimization, shown on the fourth
column of this table, are 20.9% for the training data and 12.4% for the testing data.

4.3 Main Experiments
Having determined the proper values of the variables involved in the
computation of the DCTC's, the main experiments were carried out. The purpose
of these experiments was to evaluate and compare DCTC's versus formants via
automatic identification experiments for vowels.
The first three vowel formants (F I, F2, F3), DCTC's two through nine, and
pitch (F0) were computed from the middle frame of the steady-state vowel segments
for all 30 speakers, all 11 vowels, and all 99 CVC syllables. This resulted in a total
of 2922 stimuli for each static spectral feature set. In all of these experiments, the
data of half the speakers from each speaker category were used to train a BML
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Figure 4-3. Percent recognition for eleven vowels as a function of total
number of DCT coefficients used for automatic classification of vowels. Optimum
amplitude and frequency scalings were performed on the magnitude spectrum prior
to computation of DCTC's.

Table 4-3. Automatic recognition results based on non-optimized and
optimized frequency spectrum.
NonOptimum

Optimum

Icrease

Training

61.9

82.8

20.9

Testing

53.2

65.6

12.4

classifier and the remaining data were used to test the classifier.

In these

experiments pitch is not considered to be a feature which is a member of either of
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the spectral feature sets, but just as a single param eter which can be concatenated
to either of the spectral feature sets.
A summary of results is depicted in figures 4-4a and 4-4b. In all cases, the
DCTC's are at least as good or better than formants as acoustic cues to vowel
identity. Note that as the number of vowels to be automatically identified decreases
from eleven to nine, the automatic recognition rates increase. This is expected since
the task of identifying vowels becomes simpler when vowels which are perceptually
close to other vowels (such as the last two in our list) are not considered. When
formants are used as primary acoustic cues, the recognition rate is 70.8% for eleven
vowels and 78.5% for nine vowels. When DCTC's are used as primary acoustic cues,
the recognition rate is 71.3% for eleven vowels and 81.3% for nine vowels. Also
note that when pitch is appended to either of the spectral feature sets, the result is
an increase in the automatic recognition rates in all cases.

4.4 Speaker Evaluation
An experiment was performed to evaluate the data of each speaker based on
the automatic vowel recognition results. Static formants, DCTC's, and pitch were
computed for all 11 vowels of all 30 speakers. To evaluate a speaker, the static
features of all other 29 speakers were used to train the BML classifier and the static
features of the one speaker was used to test the classifier and obtain an automatic
vowel recognition accuracy. Tables 4-4a and 4-4b list the results for all 30 speakers
and the two static spectral feature sets. The first columns list which speaker was
evaluated. Letters C, F, and M stand for child, female, and male speakers. Note
that for each spectral feature set, the training results across speakers are almost
constant, and the testing results are in most cases lower than the training results.
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100

Training
Testing
FORMANTS
Training

DCTC'S
Testing

Figure 4-4a. Percent recognition for nine, ten, and eleven vowels using
formants FI, F2, F3 and DCTC's two through nine. All features were computed
from one static frame in the middle of the steady-state vowels.

However the results based on the DCTC's are better than the results based on
formants for most speakers.
Figures 4-5a and 4-5b depict the average training and test results for each
speaker category and all speakers for both spectral feature sets. These results are
more statistically reliable than the results in the previous section since more training
data were used to train the classifier. Note that the results based on DCTC's are
better than the results based on formants and that the inclusion of pitch increases the
automatic recognition rates in all cases.
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Figure 4-4b. Percent recognition for nine, ten, and eleven vowels using
formants F I, F2, F3 plus pitch (FO) and D CTC’s two through nine plus pitch (FO).
All features were computed from one static frame in the middle of the steady-state
vowels.

It should also be noted that for formants, a large amount of vowel information
is contained in just three parameters.

However, for the case of DCTC’s eight

parameters were used to identify vowels with just slightly higher accuracy than from
the three formants. Although the DCTC's appear to be better cues to vowel identity
than formants, the automatic vowel classification rates based on static formants and
static DCTC's are much lower than those obtained from human subjects listening to
just the steady-state vowel segments.

Thus indicating that these static spectral

features contain incomplete vowel information.
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Figure 4-5a. Average percent recognition for male, female, child, and all
speaker type categories using formants FI, F2, F3 and DCTC's two through nine and
based on the speaker evaluation results. All features were computed from one static
frame in the middle of the steady-state vowels.

One of the reasons for these low automatic identification rates could be that
the classifier cannot compensate for the variability introduced by including different
speaker type categories. An experiment was performed to examine this effect and
also to provide a further evaluation of both spectral feature sets.
In this experiment, automatic identification rates were computed based on the
entire data set of each speaker category. That is, e.g., all the data of male speakers
were used to train the classifier and the automatic recognition rate was computed for
the same data. Also an automatic recognition rate was computed based on all of the
data from all speakers. The result for the all speakers case was obtained by
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Figure 4-5b. Average percent recognition for male, female, child, and all
speaker type categories using formants F I, F2, F3 plus FO and DCTC's two through
nine plus FO and based on the speaker evaluation results. All features were
computed from one static frame in the middle of the steady-state vowels.

averaging the results of three experiments each using approximately as much data as
the individual speaker cases. In each of these three experiments, the data of ten
speakers (three from one speaker category, three from a second speaker category,
and four from the third speaker category) were used. Figures 4-6a and 4-6b depict
the summary of results. Note that the difference between the average recognition
rates of the three individual speaker categories and that of the all speaker category
is 6.8% for the case of formants and 4.9% for DCTC's. The inclusion of pitch as a
parameter has reduced these differences to 1.7% for the case of formants and 1.3%
for DCTC's. Therefore, as expected, pitch can be used to speaker normalize the
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Table 4-4a. Result of the speaker evaluation experiment. These results were
obtained by training on 29 speakers and testing on one speaker and repeated for all
30 speakers.
Formants FI, F2, F3
Training

Testing

DCTC'£5 2-9
Training

Testing

C01
C02
C03
C04
C05
C06
C07
C08
C09
CIO

69.7
69.9
69.6
69.7
69.9
70.0
70.0
69.9
70.3
70.2

69.8
61.7
75.0
75.8
73.7
63.6
63.6
65.3
65.7
59.3

77.2
76.7
76.9
77.6
77.0
77.6
77.7
77.2
77.1
77.7

76.0
81.9
83.3
79.0
82.8
67.7
62.6
73.5
75.8
55.0

F01
F02
F03
F04
F05
F06
F07
F08
F09
F10

69.3
69.6
69.5
69.3
69.9
70.8
69.9
69.6
69.9
70.3

75.5
78.4
71.4
75.8
70.7
46.5
66.7
81.3
77.6
59.2

76.7
76.9
77.2
77.9
77.6
77.8
77.6
77.6
77.2
77.1

85.7
83.6
71.4
60.6
71.7
61.6
69.7
78.0
72.5
64.3

M01
M02
MO 3
M04
MO 5
M06
M07
MO 8
M09
MIO

69.7
69.0
69.9
69.4
69.6
69.9
69.8
69.5
69.6
69.4

70.7
78.8
56.3
71.1
72.7
54.6
55.6
67.7
60.6
70.7

78.1
77.4
77.2
77.4
77.6
77.2
76.9
77.1
77.7
78.1

62.6
74.7
71.8
75.2
64.6
62.9
77.8
70.7
50.5
57.6

data. The basic conclusion from these results is that for both the DCTC's and the
formants, the classifier is not able to compensate for the differences between
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Table 4-4b. Result of the speaker evaluation experiment. These results were
obtained by training on 29 speakers and testing on one speaker and repeated for all
30 speakers. Pitch was appended to each spectral feature set.
FI, F2, F3 + FO
Training

Testing

DCTC's 2-■9 + FO
Training

Testing

C01
C02
C03
C04
C05
C06
C07
C08
C09
CIO

76.3
76.5
76.1
76.3
76.4
76.5
76.5
76.2
76.5
76.6

69.8
63.8
78.1
73.7
67.7
67.7
67.7
76.5
66.7
61.5

82.3
82.2
82.0
83.6
82.7
83.0
82.7
82.4
82.6
83.4

75.0
81.9
91.7
71.6
78.8
84.9
68.7
77.6
74.8
60.4

FOl
F02
F03
F04
F05
F06
F07
F08
F09
F10

75.6
75.7
76.2
76.0
76.0
77.0
76.1
75.8
76.2
76.3

87.8
88.7
76.5
77.8
82.8
57.6
73.7
82.4
74.5
71.4

82.1
82.0
82.4
83.1
82.4
82.8
82.6
82.4
82.6
82.7

88.8
82.5
81.6
73.7
76.8
68.7
79.8
73.6
82.7
76.5

MOl
M02
MO 3
M04
MO 5
M06
M07
MO 8
MO 9'
M10

76.8
75.9
76.2
75.9
75.9
76.3
75.9
75.9
76.4
76.2

59.6
84.9
70.8
80.4
75.8
67.0
76.8
82.8
64.7
75.8

83.4
82.1
82.7
82.7
82.8
82.4
83.2
82.3
83.3
83.1

59.6
89.9
76.0
78.4
72.7
84.5
79.8
84.9
57.6
69.7

different speaker categories. Therefore a method should be used to compensate for
differences between different speaker type categories. Also the DCTC's are better
acoustic cues to vowel identity than formants.

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

63

100
%
R
E
C
0
G
N
1
T
1
0
N

90

80

70

60
CHILDREN

FEMALES

MALES

Formants
DCTC’s

Formants

DCTC's

Figure 4-6a. Percent recognition for individual speaker categories and the all
speaker category based on formants F I, F2, F3 and DCTC's two through nine. For
each individual speaker categories all of the data were used to train the classifier and
obtain these results. All features were computed from one static frame in the middle
of the steady-state vowels.

4.5 Ranking of Spectral Features
A set of experiments were performed to evaluate the importance of individual
spectral features in automatic recognition of vowels. The feature selection algorithm,
discussed in section 3.3 of chapter three, was used to evaluate the spectral features.
Seven conditions were tested and the results are shown in table 4-5.

For each

condition, the data of half the speakers (Five males, five females, and five children)
were used to train the classifier of the feature selection algorithm, and the remaining
data were used to test the classifier. The first column of the table indicates which
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Figure 4-6b. Percent recognition for individual speaker categories and the all
speaker category based on formants FI, F2, F3 plus FO and DCTC’s two through
nine plus FO. For each individual speaker categories all of the data were used to
train the classifier and obtain these results. All features were computed from one
static frame in the middle of the steady-state vowels.

features were used in each condition.

The second column lists the order of

importance of each feature param eter for each condition as ranked by the feature
selection algorithm. The third column lists the automatic recognition rates for the
test data. For the last condition (DCTC's plus pitch, formants, formants' amplitudes,
and formants' bandwidths) two lists appear in the second column each resulting in
the same automatic recognition rate for the test data.

Note that of the three

formants F2 is more important that FI and that FI is more important than F3.
Formant amplitudes and bandwidths do not appear to carry significant vowel
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information. In fact, inclusion of A2 (amplitude of F2) increases the recognition rate
only slightly (by 0.7%) and that the addition of other formant param eters in the
second case decreases the automatic recognition rate. Also note that the second
DCT coefficients, which is a measure of the spectral tilt and therefore affected by the
recording condition, does not appear to carry significant vowel information. In fact,
the inclusion of DCT coefficient two (D2) decreases the recognition rate in the fifth
condition.

Table 4-5. Ranking of spectral features by the feature selection algorithm.
Test Features

Ranking by Feature Selection
Algorithm

%
Recognition

FI, F2, F3

F2, FI, F3

70.8

FI, F2, F3
A l, A2, A3
B l, B2, B3

F2, FI, F3, A2

FI, F2, F3, FO

F2, FI, F3, FO

FI, F2, F3, FO
A l, A2, A3
B l, B2, B3

F2, FI, F3, FO, A2

DCTC's 2-9

D3, D6, D4, D5, D9, D8, D7

71.7

DCTC's 2-9, FO

D3, D6, D4, D5, FO, D7, D9, D2,
D8

75.0

DCTC's 2-9, FO
FI, F2, F3
A l, A2, A3
B l, B2, B3

D3, D6, D4, D5, FO, F2, B3, F3,
D7, A2, D2

77.8

F2, FI, F3, FO, D3, B l, D9, D4, D3,
D6, D5

77.8

71.5

75.0
75.6

Figure 4-7 depicts the main results of these experiments as a bar graph. The
case of "combined" is equivalent to the last case in the above table. Two main
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Figure 4-7. Maximum percent recognition for several combinations of the
static spectral feature sets as obtained from the feature selection algorithm. For the
case "combined" all formant parameters (formants plus amplitudes of formants plus
bandwidths of formants), DCTC's two through nine, and FO were considered by the
feature selection algorithm.

conclusions from this graph are that, first, vowel formants and DCTC's carry
redundant information. Second, for static vowel spectra, DCTC's are slightly better
cues to vowel identity than are formants.
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CHAPTER FIVE
DYNAMIC SPECTRAL FEATURES AS ACOUSTIC CUES
TO VOWEL IDENTITY
5.0 Introduction
The results of experiments in chapter four indicated that overall spectral shape
parameters (DCTC's) are better acoustic cues to vowel identity than formants.
However, the automatic vowel recognition results based on DCTC's and formants are
much lower than the vowel identification results from the listening experiments
results given in chapter two. It was concluded that, although the features extracted
from only one static frame in the middle of the steady-state vowel contain a great
amount of information regarding vowel's identity, this information is not complete.
As discussed previously, traditional theories of vowel perception claim that the
central region of vowel segments, where the vocal tract configuration is assumed to
be steady, contains sufficient cues to vowels' identity. That is, the spectral features
extracted from only one frame in the middle of the steady vowels can be used to
identify vowels. However, the results of recent perceptual studies by ( Strange, et.
a l . , 1989; Williams, 1986; Centmayer, 1979) indicate that vowels in a consonantal
environment are identified with a higher degree of accuracy than are isolated vowels.
The basic conclusion from these studies is that the information content of the
dynamic regions of the acoustic waveform (on-glide and off-glide segments) also carry
important cues to vowel identity. The experiments in this chapter investigate the role
of dynamic information in the automatic recognition of vowels. The results also help
67
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to further evaluate and compare spectral shape and formants as acoustic cues to
vowel identity.
The first section of this chapter presents the procedures and results of the
preliminary experiments performed to find the optimum method for computing the
dynamic spectral features.

The second section of this chapter describes the

procedures and results of experiments performed to select the optimum region of the
acoustic waveform over which the dynamic spectral features are computed.
The last section of this chapter presents the results of the speaker evaluation
experiments (training on 29 speakers and testing on one speaker and repeated for
all speakers) based on the dynamic spectral features. As explained in chapter four,
these results are more meaningful than the results based on training the classifier on
data of 15 speakers and testing it on data of 15 different speakers, because the size
of the training data is larger.

5.1 Optimization Experiments
The optimization experiments were performed to improve the signal
processing involved in the computation of the overall spectral shape prior to
performing the main experiments. Obviously it was impractical to test all possible
combinations of variables. Therefore a series of pilot experiments were performed
to determine the starting values for the optimization experiments.
5.1.1 Frame Size and Number of DCT Coefficients
Three different window sizes were selected.

For each window size DCT

coefficients two through eight were computed for a total of nine frames - three
frames in each of the three acoustic segments IT, SV, and FT, for all 30 speakers and
all 11 vowels. Then the feature selection algorithm, discussed in chapter 2, was used
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to compute maximum automatic vowel recognition rates as the total num ber of
DCTC's was varied from three to seven for each of the three different fram e sizes.
Approximately half the data were used to train the classifier of the feature selection
algorithm and the remaining data were used to obtain the testing results. Figure 5-1
depicts the results. This figure indicates that the 25 msec frame is more appropriate
for capturing vowel information from the acoustic signal. Also, at least DCTC’s two
through eight should be used for future experiments. Recall that these results are
very similar to those obtained for the static spectra.

5.2 Main Experiments
These experiments were designed to help evaluate and compare automatic
vowel recognition based on spectral shape versus spectral peaks. The results also
determine the amount of vowel information present in each of the three acoustic
regions (IT, SV, and FT) based on each of the dynamic feature sets.
5.2.1 Optimum Acoustic Region
In addition to determining the optimum acoustic region over which the
spectral feature sets were computed, the experiments of this section also determined
the automatic vowel recognition accuracy of three of the labeled acoustic regions of
vowel segments based on the spectral feature sets for all 11 vowels. These segments
were IT, SV, and FT. The spectral feature sets were computed for multiple frames
of sue different acoustic regions as follows. Note that the center of the first frame
was always at the beginning of the acoustic region and the center of the last frame
was always at the end of the acoustic region.
1.

R egion IT. Spectral feature sets were computed for 10 equally spaced

frames covering the entire IT region.
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Figure 5-1. Percent recognition as a function of the total number of DCTC's
used for three frame sizes (12 msec, 25 msec, and 31 msec.)

2. R egion SV. Spectral feature sets were computed for 10 equally spaced
frames covering the entire SV region.
3. R egion FT. Spectral feature sets were computed for 10 equally spaced
frames covering the entire FT region.
4. Region 11h i . Spectral feature sets were computed for 20 equally spaced
frames covering the entire region from the beginning of the IT to the end of the FT.
5. R egion IT+170. Spectral feature sets were computed for 17 frames with
a frame spacing of 10 msec starting at the beginning of the IT. Note that for some
short vowels, the end of the region may have been beyond the end of the final
consonant.
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6.

R egion SV-20. Spectral feature sets were computed for 10 frames with a

frame spacing of 10 msec starting at 20 msec before the beginning of the SV
segment. Note that for some voiced consonants, the beginning of the region may
have been before the beginning of the initial consonant.
Note that because of the frame selection method, the acoustic region of
conditions 1, 2, 3, and 4 are in effect time normalized, whereas the acoustic regions
for conditions 5 and 6 are not. As dynamic spectral features, a three term DCS
expansion of each of the spectral features (formants FI, F2, F3, pitch FO, and
DCTC's 2-9) were computed over the entire region of interest. Then, for each
condition, the dynamic spectral features of five of the speakers from each speaker
type category were used to train a BML classifier and the remaining data were used
to test the classifier. A summary of the results based on formants and 11 vowels is
depicted in figure 5-2. For comparison, the corresponding result obtained from the
static formants is also depicted. The results show that each of the two acoustic
segments, IT and FT, contain moderate (52.4% and 58.5% respectively) vowel
information.

Also the results based on just the SV segments indicate an

improvement over the results based on static formants (74.2% versus 70.8%
respectively.) A summary of results based on DCTC's and 11 vowels is depicted in
figure ,5-3. Again, for comparison, the corresponding result obtained from the static
DCTC's is also depicted. The automatic recognition accuracies based on IT and FT
acoustic segments are 56.0% and 61.3% respectively. Also the results based on just
the SV segments indicate an improvement over the results based on static DCTC's
(78.8% versus 71.3%.)
The main conclusions from the results depicted in figures 5-2 and 5-3 are that
first, the automatic vowel recognition results based on DCTC's are in all cases better
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Figure 5-2. Percent recognition obtained by using dynamic formants for
several acoustic regions of vowel stimuli. The corresponding result obtained by using
static formants is also depicted for comparison.

than the results based on formants.

Second, time normalization significantly

improves the results for both dynamic spectral feature sets. Third, the dynamic
spectral feature sets should be computed over the ITFT region for which automatic
vowel recognition is maximum (76.4% for dynamic formants and 83.0% for dynamic
DCTC's). Also note that the inclusion of dynamic pitch improves the ITFT results
by 2.2% for formants and by 4% for DCTC's.
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Figure 5-3. Percent recognition obtained by using dynamic DCTC's for several
acoustic regions of vowel stimuli. The corresponding result obtained by using static
DCTC's is also depicted for comparison.

5.2.2 Speaker Evaluation Based on Dynamic Features
The results of the experiments of the previous section determined the best
acoustic region and the best method for computation of the dynamic spectral
features. The spectral feature sets can be more thoroughly evaluated by performing
the speaker evaluation experiment as was done for the static spectral features in
chapter four. Therefore for each of the 30 test speakers the classifier was trained on
the remaining 29 speakers and tested on the test speaker. Table 5-1 lists the results
for all 30 speakers and the two dynamic spectral feature sets. The first column lists
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which speaker was evaluated. Letters C, F, and M stand for child, female, and male
speakers. These results are more representative of the ability of the classifier to
learn and generalize since almost twice as much training data is presented to it.
Note that for each spectral feature set, the training result across speakers is almost
constant, and the testing results are in most cases lower than the training results.
However the results based on the dynamic DCTC's are much better than the results
based on dynamic formants for most speakers.

Figure 5-4a depicts the average

training and test results for each speaker type category and also for all the 30
speakers. Figure 5-4b depicts the average training and test results for each speaker
category and also for all 30 speakers when pitch was also used as an additional
parameter. The results indicate that in all cases, the automatic recognition rates
based on DCTC's are better than those based on formants. Note that the inclusion
of pitch has improved the results by 3.9% for formants and 2.9% for DCTC's.
The results of an experiment in chapter four, based on static spectral features,
indicated that the BML classifier was not able to compensate for speaker differences,
and that speaker normalization is necessary to reduce vowel overlap in the physical
space of vowels. Another experiment was performed, based on dynamic spectral
features, to determine whether BML classifier was able to compensate for speaker
differences when presented with dynamic spectral features.
In this experiment, automatic identification rates were computed based on the
entire data of each speaker category. That is, e.g., all the data of male speakers were
used to train the classifier and the automatic recognition rate was computed for the
same data. Also an automatic recognition rate was computed based on all of the
data from all speakers.

The result for the "all speakers" case was obtained by

averaging the results of three experiments each using approximately as much data as
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Table 5-1. Result of the speaker evaluation experiment. These results were
obtained by training on 29 speakers and testing on one speaker and repeated for all
30 speakers.
Formants FI, F2, F3
Training

Testing

DCTC'£3 2-9
Training

Testing

C01
C02
C03
C04
C05
C06
C07
C08
C09
CIO

79.0
79.8
79.1
79.8
78.9
79.3
79.4
79.5
79.8
79.1

80.2
70.2
85.4
69.5
81.8
75.8
74.8
79.6
68.7
65.9

91.8
92.1
91.8
92.2
91.8
91.9
92.0
92.0
92.2
92.1

85.4
88.3
95.8
85.3
88.9
90.9
74.8
86.7
79.8
76.9

F01
F02
F03
F04
F05
F06
F07
F08
F09
F10

79.4
79.2
79.3
79.1
79.7
80.0
79.2
78.9
79.4
79.2

67.0
79.4
82.7
82.8
77.8
53.5
74.8
86.7
72.5
73.5

91.8
91.7
91.5
91.8
91.8
92.4
92.0
91.9
92.0
91.7

89.7
95.9
85.7
83.8
82.8
67.7
79.8
87.8
81.6
86.7

MOl
M02
MO 3
MO 4
M05
MO 6
M07
MO 8
M09
M10

79.1
78.9
79.6
78.9
79.2
80.0
79.2
79.6
79.3
79.4

76.5
87.9
68.8
80.4
80.8
67.0
74.8
75.8
68.7
79.8

91.9
91.8
91.9
91.9
91.9
92.0
92.3
92.2
92.0
92.2

79.6
89.9
82.3
86.6
89.9
78.4
77.8
81.8
68.7
69.7
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Figure 5-4a. Average percent recognition for male, female, child, and all
speaker type categories using dynamic formants and dynamic DCTC's and based on
the speaker evaluation results.

the individual speaker cases. In each of these three experiments, the data of ten
speakers (three from one speaker category, three from a second speaker category,
and four from the third speaker category) were used. Figures 5-5a and 5-5b depict
the summary of results. Note that the difference between the average recognition
rates of the three individual speaker categories and that of the "all speakers" category
is 4.2% for the case of formants and 0.6% for DCTC's. The inclusion of pitch as a
param eter has reduced these differences to 2.5% for the case of formants and 0.0%
for DCTC’s. Therefore, as expected, pitch can be used to speaker normalize the
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Figure 5-4b. Average percent recognition for male, female, child, and all
speaker type categories using dynamic formants plus FO and dynamic DCTC’s plus
FO and based on the speaker evaluation results.

data. The basic conclusion from these results is that for both the DCTC's and the
formants, the classifier is not able to compensate for the differences between
different speaker categories. Therefore a method should be used to compensate for
differences between different speaker type categories. Also the DCTC's are better
acoustic cues to vowel identity than formants.
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Figure 5-5a. Percent recognition for individual speaker categories and the all
speaker category based on dynamic formants and dynamic DCTC's. For each
individual speaker categories all of the data were used to train the classifier and
obtain these results.

5.3 Effects of Consonantal Environment on Vowels
It has been argued (Stevens and House, 1963) that consonantal environment
greatly affects the acoustic properties of phonologically-equivalent vowels in a CVC
context. A series of automatic classification experiments were performed to test the
above hypothesis using both formants and DCTC's as acoustic features. The results
can also be used as an additional evidence for the spectral feature set which contains
more complete and reliable acoustic cues to vowel identity.
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Figure 5-5b. Percent recognition for individual speaker categories and the all
speaker category based on dynamic formants plus FO and dynamic DCTC's plus FO.
For each individual speaker categories all of the data were used to train the classifier
and obtain these results.

Dynamic spectral feature sets for both formants and DCTC's were used in
these experiments. The dynamic features were computed over the time interval IT
to FT. Pitch was also computed for each stimulus for the same time interval. To
test the effect of consonantal environment, two experiments were performed. For
both experiments, approximately half the data of each speaker were used for training
the classifier and the remaining data were used to test the classifier. In the first
experiment, the classifier was trained on vowels produced in one set of contexts and
then was tested on the remaining set of different contexts. In the second set of
experiments, the classifier was trained on vowels produced in all contexts and then
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tested on a different set of data which included the same contexts. For the second
experiment, one set of contexts was used for every other speaker starting with
speaker number one and a second set of contexts was used for every other speaker
starting with speaker number two. The unused portion of each speaker's data was
used as testing data.
A summary of results is depicted in figure 5-6. As can be seen, the results are
significantly improved and the classifier generalizes far better when all contexts are
presented to the classifier during its training phase. The amount of improvement for
the test results for the case of formants is 8% (67.6% versus 75.6%) and for the case
of DCTC's is 6.8% (77.8% versus 84.6%).

Also note that the results based on

dynamic DCTC's are better than the results based on dynamic formants.

The

inclusion of pitch also results in an improvement over the dynamic spectral features
alone for all cases.
The main conclusions drawn from the results of the automatic classification
experiments of this chapter are:
(1). Results based on DCTC's are in all cases superior to the results based on
formants. Therefore global spectral shape parameters are more complete acoustic
cues to vowel identity than formants.
(2). The IT to FT acoustic region contains the most information about a vowel's
identity. Note that since this region is time normalized for all vowel stimuli, the
actual rate of change of the spectral features with time are not significant.
(3). The results of this study are in agreement with the claims made by Stevens and
House (1963) that the acoustic properties of phonologically-equivalent vowels are
greatly affected by their consonantal environment.
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Figure 5-6. Percent recognition of vowels when only vowels in half the
contexts were presented to the classifier for learning and also when vowels in all the
contexts were presented to the classifier for learning. Both dynamic formants and
dynamic DCTC's were considered. Also the effect of inclusion of pitch for each
condition was tested.
Key:

"All" means all contexts were used for training.
"Half' means only half the contexts were used for
training

(4). The automatic recognition results based on the SV region are higher than the
results based on just one static frame from the middle of the steady-state vowel.
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CHAPTER SIX
SPEAKER NORMALIZATION O F STATIC AND DYNAMIC VOWEL SPECTRA

6.0 Introduction
As described in chapter one, the acoustic properties of phonologicallyequivalent vowels vary greatly because of coarticulation with adjacent phonemes and
also because of individual speaker differences. O f these two sources of variations,
the ones related to speaker effects are in general larger (Nearey, 1989). There are
also consistent variations due to regional accents, speaking habits, etc. Despite the
many apparent differences in acoustic cues, listeners can generally identify the vowel
intended by the speaker. In contrast, automatic methods for vowel classification have
achieved more limited success in identifying vowels in a speaker-independent
manner.
Results of the experiments reported in chapters four and five indicated that
the BML classifier could not compensate completely for differences between speaker
groups. Also the inclusion of pitch as a spectral feature resulted in a moderate
improvement for each case. Automatic classification rates for vowels can possibly
be improved even more if the raw acoustic features are first speaker-normalized to
account for the systematic differences among speakers. In this chapter, two methods
are presented for extrinsic speaker normalization of vowel spectral features and the
experimental results for these methods are presented. One form of normalization
is a linear transformation of spectral features, i.e., a matrix multiplication, with a
separate transformation computed for each speaker. The other type of normalization
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is a speaker-dependent frequency warping.

In both cases, the normalization

parameters minimize the mean-square-error between the normalized spectral features
for each vowel and the "typical" speaker "target" position for that vowel.
These normalization methods were tested using automatic classification
experiments. Automatic classification results based on speaker-normalized spectral
features were compared with results obtained with non-normalized features,
non-normalized features plus FO, and a combination of normalized features plus FO.
Each extrinsic normalization technique was evaluated as a function of the number
of vowels used to compute the normalization. The normalizations were applied to
both static and dynamic spectral features. The normalization techniques presented
in this chapter are an extension of the methods presented in the literature, such as
those evaluated by Disner (1980).

6.1 Linear Transformation Method
In general terms, a linear transformation was computed for each speaker such
that transformed features for each speaker were as similar as possible to the feature
vectors for a single "typical" speaker. This type of normalization can be applied to
any feature set computed from the vowel signal. In this paper, this method was
applied to both formants and DCTC’s as the original features. In mathematical
terms, the method can be described as follows. Let x be a feature vector computed
for each vowel. Then for each speaker we desire a linear transformation matrix T
and an offset vector o, such that the normalized feature vector y is given by

y = T x + o.

(6-1)

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

84
Thus each component of the speaker-normalized feature vector y is a linear
combination of the original feature vector components plus an offset term.
The matrix T and vector o are computed such that each normalized feature
vector is as similar as possible, in a mean-square-error sense, to the target position
for the corresponding vowel. That is, the elements in T and o for each speaker
minimize

M
E =

2

2

i= l

k=l

where

and

NS(i)

N
2 ( X j i - y jik) 2 ,

(6-2)

j= l

= jlh component of the "target" position for the ilh vowel,
NS(i)

= number of training stimuli for vowel i,

yjilc

= kth stimulus, component j for vowel i.

For this technique, we assume that there is a single target position for each vowel.
In a later section we discuss the selection of the target positions. In equation 6-2, we
assume there are M vowels and N components in each feature vector. Mean-square
estimation methods can be used to compute the elements in T and o so as to
minimize E in equation 6-2 (Zahorian and Jagharghi, 1990.)
It should be noted that this linear transformation algorithm is quite different
from a linear scaling of the frequency axis (with frequency measured in either Hz,
log Hz, or Barks), as used in some previous studies as a normalization technique.
For example, the linear normalization presented by Golibersuch (1983) is a linear
frequency scaling. In contrast, the technique presented in this chapter is a general
linear transformation plus an offset or matrix multiplication of the original vowel
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features. The large number of variables in the normalization matrix, in contrast to
a single variable for a linear frequency scaling, provide many more degrees of
freedom for characterizing the detailed behavior of each speaker. However, as with
any statistically-based param eter estimation procedure, a model with a larger number
of variables might not generalize as well to data outside the training set as would a
model with a smaller number of parameters. Thus our objectives in this study were
to determine not only a transformation with good performance, in terms of vowel
recognition rates for test data, but also to determine a transformation that could be
computed with a minimum of training data.
In order to assess the linear normalization described, several issues were
investigated. First the technique was utilized with both formants and DCTC's as the
feature vector components. The normalization was computed both with and without
the offset term in equation 6-1.

The number of vowels used to compute the

normalization coefficients was varied from 3 to 11. However, the number of vowels
used to compute the normalization coefficients must be at least one more than the
number of coefficients in the normalization matrix to insure that the speakernormalized features are linearly independent, a requirement for computation of the
matrices for the BML classifier (Zahorian and Jagharghi, 1990.) The normalization
coefficients were also computed fowcases such that only terms on the diagonal in T,
or the diagonal in T plus elements adjacent to the diagonal on each side, were
allowed to be non zero.

For example, for the case of the diagonal only, each

normalized feature is simply a scaled version of the corresponding non-normalized
feature.

Each normalization condition was evaluated with the BML classifier,

applied to all 11 vowels.
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6.2 Frequency-Warping M ethod for Speaker Normalization
Another method of speaker normalization incorporates a speaker-dependent
frequency-warping function for each speaker. For our experiments frequency warping
was only used with DCTC's as parameters. Our implementation of this technique
can be formulated as follows. Speaker-dependent coefficients a, b, and c are to be
determined so as to redefine the (already warped) frequency scale for each speaker
according to

f" = a f 2 + b f + c.

(6-3)

The normalized DCTC's are the aj's in the equation

N
H '(f')

=

S

a. cos (O'-l) n f").

(6-4)

j-i
for 0 < f" < 1.
The a, b, and c values are chosen for each speaker to minimize
M

E =

NS(i)

S

S

i= l

k=l

N

2

(a'jj - ajik)2,

(6-5)

j= 2

where a'jj is the target value of aj for vowel i and ajik is the a, for the klh training
stimulus of vowel i.
Thus the speaker-normalized DCTC's are computed with a speakernormalized frequency scale. Note that the speaker-dependent warping occurs after
the fixed bilinear frequency warping discussed in chapter three. The second-order
polynomial allows more flexibility in the warping function than would be possible
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through a linear scaling of the frequency axis, while parameterizing the warping
function with only three coefficients. This method was used with DCT coefficients
two through nine as the feature vector. For each speaker the a, b, and c values were
then determined such that DCT coefficients computed with the warped frequency
scale would match the target positions as closely as possible.
In order to allow flexibility in the endpoints of the frequency range for each
speaker, the DCT coefficients were computed over a frequency range of 150 Hz to
5000 Hz for the target speaker. In general, a speaker-dependent frequency range,
selected from a range of 0 to 8000 Hz for each speaker, was thus mapped to this
standard range using the polynomial mapping given in equation 6-3.

Since the

solution for the coefficients a, b, and c is a nonlinear optimization problem, a
gradient search algorithm was used to determine the optimal a, b, c values for each
speaker.
This frequency warping method is somewhat similar to the frequency-warping
methods reported in the literature. Two of these previous studies (Paliwal and
Ainsworth, 1985; Neuburg, 1987) used frequency warping as intrinsic normalization
in that the warping function was computed as a by-product of distance calculations
between unknown and reference spectra. In another study (Neuburg, 1980) both
linear and nonlinear frequency scalings were used to match formant histograms
derived from a sample of each speaker's speech. The frequency warping for these
previous studies was flexible rather than constrained to a simple parametric form.
Although these implementations of frequency warping did improve spectral matching,
no evidence was given for improved automatic recognition rates for either vowels or
isolated words.
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6.3 Normalization Based on FO
Normalization based on FO was straightforward -- FO was simply included as
an additional param eter for the classifier. Although some researchers have modified
their original parameters according to FO values (for example, Syrdal and Gopal,
1986; Miller, 1989), other researchers have obtained improved automatic recognition
results simply by augmenting the feature vector with the FO value (Hillenbrand and
Gayvert, 1987.) FO normalization was tested both with and without the two types of
extrinsic normalization.

6.4 Selection of Target Positions for each Vowel
In order to use the methods described in the previous section, a target feature
vector is required for each vowel. We investigated two methods for selecting these
targets. In the first method, the target for each vowel is simply the average of all the
non-normalized training data for that vowel. That is,

x’jj =

1
NS(i)
------------2
NS(i)
k=l

Xjik,

1 < i < M,

(6-6)

1 < j < N,
where NS(i), M, and N are as defined in a previous section.
The second method for selecting targets was a slight variation of the first
method. For the second method, the targets described above were first computed
based on the entire training data base. Each speaker was then evaluated in terms
of the mean-square-error match of that speaker's training data to the targets found
in step 1. The speaker with the best match to the overall speaker averages was
considered to be the most "typical" speaker. The final targets were the category
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averages for this most typical speaker.

Based on several pilot experiments, we

determined that the second method for selecting targets was somewhat superior to
the first method, in terms of automatic recognition accuracy of test data. Therefore
all results presented in this paper use the second method for selecting the target.

6.5 Experiments
A large number of automatic recognition experiments were performed to
evaluate the performance of the speaker-normalization techniques using the BML
classifier. For all experiments, approximately half the total data base was used to
train the classifier and the other half was used to test the classifier. The training and
test data were then interchanged and results are given as the average of the two sets
of test results. Test results represent the ability of the classifier to generalize more
so than do the training results. The data management methodology insures that the
results are not biased because of a particular selection of training and testing data.
For the case of speaker normalization, approximately half the normalized data
of each speaker was used for training the classifier and the other half for testing the
classifier. A subportion of each speaker's training data was used to determine a
normalization transformation for that speaker.

This subportion was varied by

changing the number of vowels actually used for determining the speaker
normalizations from 3 to 11. The vowels used for computing the normalization were
ordered as given in the list of 11 vowels in chapter 2. This order was chosen so that
the more widely separated vowels, e.g., /aa,iy,uw/ would appear first in the list. We
assumed that knowledge of the range of a speaker's vowel space would enable a
better estimate of normalization parameters than would knowledge of a small portion
of that speaker's vowel space. However, we did not test this assumption by using
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other vowel orders. For each vowel selected to determ ine the speaker normalization,
all training data for that vowel was used. Therefore all test classification results are
derived from data that is independent of all data used to train the classifier and to
compute the speaker normalizations.
As a result of pilot tests, the normalization conditions listed in table 6-1 were
selected for the experimental evaluations reported in this study. The table also lists
a code for each condition, for use in subsequent tables, figures and discussion.

Table 6-1. Explanation of speaker normalization codes used in this chapter.
NN
NN+FO
PN
PN+FO
PX

PX+FO
FX
FX+FO

No Normalization
No Normalization and FO included
Polynomial frequency warping normalization
Same as PN but FO also included
Partial matrix linear normalization. For the case of formants, a
diagonal matrix and no offset vector. For the case of DCTC's a
matrix with the main diagonal plus 1 term on each side of the
diagonal plus an offset vector.
Same as PX but FO also included.
Full matrix linear transformation + offset term.
Same as FX but FO also included.

6.5.1 Normalization of Steady-State Vowel Formants
Table 6-2 lists training and test automatic recognition results for four control
cases for formants. For case A, the training and testing speakers are different. For
this case five adult females, five adult males, and five children were used for training
with the remaining speakers used for testing. For case B, half the data of each
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speaker were used for training the classifier and the other half for testing. Thus this
case uses the same data management for the classifier as was required for the
speaker normalization cases, but does not use explicit speaker normalization.
Although no explicit speaker normalization is used in this case, the inclusion of a
portion of each speaker's data as part of the training data by itself is a form of
speaker normalization.
Case C is the same as case A, i.e., independent training and test speakers,
except FO is included as an additional parameter. Case D is also the same as case
B, except for the addition of FO as a parameter. For cases A and C results are also
given for the three speaker types in the study. The results for the males are slightly
higher than for the females which in turn are slightly higher than for the children;
however the difference between the males and children is only 2.2% for case A and
5.6% for case C. The results averaged over all speakers range from 66.9% to 74.7%
percent correct depending on the condition. It thus can be seen that speaker type,
data management, and the addition of FO as a param eter affect the classification
rates.
Figure 6-1 depicts test classification results for speaker-normalized formants
as a function of the number of vowels used to determine the speaker-normalization
transformations for both the PX and FX conditions.

For the FX case, the

normalization transformations were diagonal matrices with no offset. Thus each
speaker-normalized formant is simply a scaled version of the non-normalized
formant. For the FX case, each normalized formant is a linear combination of all
three unnormalized formants plus an offset term.

Thus 3 coefficients must be

computed per speaker for the PX case versus 12 for the FX case. Normalization
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Figure 6-1. Percent recognition using speaker normalized formants as a
function of the number of vowels used to compute the speaker normalization
coefficients. It was not possible to obtain a recognition rate for the case indicated
with a "****" entry.

Table 6-2. Automatic vowel classification rates for 11 vowels based on three
formants without explicit speaker normalization.
Case

Separate
Speakers

FO

A

Yes

No

B

No

No

C

Yes

Yes

D

No

Yes

Males

Females

%

%

Children
%

All
%

68.2

66.6

66.0

66.9
69.3

74.1

73.5

68.5

72.1
74.7
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based on 0 vowels, which is case B from table 6-2, i. e., no explicit normalization at
all, is depicted in figure 6-1 for comparison. On the average the PX results are
better than the FX results. The PX results improve even if only the three vowels
/aa,iy,uw / determine the normalization coefficients for each speaker. Note that a
small additional improvement results if FO is included as an extra param eter along
with the normalized formants. Since normalization based on speaker-dependent
formant scaling (PX) gives superior results to the full matrix case (FX), and since the
small number of PX coefficients can be computed with less data than for the FX
case, the PX normalization appears to be preferable to the FX normalization.
The F1/F2 plane cluster plots depicted in figure 6-2 also illustrate the effects
of speaker normalization for the vowel formant data. For each vowel, an ellipse was
computed with its major axis oriented in the direction of maximum data variation
and equal to two standard deviations of the data in this direction. Similarly the
minor axis equals two standard deviations of the data in the direction orthogonal to
the major axis. For figure 6-2a, the ellipses represent the original formant values.
For figure 6-2b, the ellipses depict data for the speaker-normalized formants. The
vowels are clearly better clustered in panel b than panel a. Note that for both plots
/o w / was not used since its F1/F 2 values overlap greatly with /u h / and / e r / both
before and after speaker normalization. For figure 6-2b, 50% of each speaker's data
was used to compute the speaker normalization.

This normalization was then

applied to all the data of each speaker.
Numerical figures of merit were also computed to evaluate the data shown in
figure 6-2. First the within-class variance for figure 6-2b is 46% of the within-class
variance for figure 6-2a. This is more variance reduction than obtained by Disner
(1980) for speaker-normalization of English vowels for three out of four
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Figure 6-2. Cluster plots of 10 vowels for non-normalized formant data (a)
and speaker-normalized formant data (b).
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normalization methods.

Secondly, as per a method given in Syrdal (1985), a

classification experiment was performed to determine the accuracy with which
speaker-groups (M /F /C ) could be identified from the formant data before and after
normalization. For the non-normalized formants (FI and F2), the speaker group was
correctly identified for 57.2% of data. For the normalized data, the speaker group
was identified only for 39.8% of the data. Thus speaker types can be identified from
the vowel data at substantially above chance (33.33%) only with the original
formants.

6.5.2 Normalization of DCTC's Based on Static Spectra
Table 6-3 lists control results for the same conditions as used for table 6-2,
except eight DCT coefficients (2 to 9) encoded each vowel stimulus. Once again the
test results depend on speaker type, on whether FO is included as a param eter, and
on whether testing data are from the same or different speakers as were used for the
training data.

For the all-speaker case classification rates range from 69.6% to

80.2%. Note that all the rates are somewhat higher than corresponding rates given
in table 6-2 for the formants.

Table 6-3. Automatic vowel classification rates for 11 vowels based on 8
DCTC's without explicit speaker normalization.
Case

Separate
Speakers

FO

Males
%

Females
%

Children %

All %

A

Yes

No

68.6

71.2

69.0

69.6

B

No

No

C

Yes

Yes

D

No

Yes

74.8
74.5

72.2

71.1

72.6
80.2
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Figure 6-3 depicts test classification results for speaker-normalized DCTC data
as a function of the number of vowels used to obtain the normalization coefficients
for each speaker normalization method. Results are given for three normalization
methods: PN, polynomial normalization; PX, a linear transformation consisting of a
matrix with diagonal elements and elements on either side of the diagonal, plus an
offset; and FX, a linear transformation consisting of an 8 x 8 matrix plus an offset.
The number of coefficients required to normalize the data of each speaker is 3 for
PN, 30 for PX, and 72 for FX.

The recognition rates are somewhat higher for the

PX and FX methods versus the PN method. However, more vowel data is required
to maximize performance for the PX and FX cases versus the PN normalization.
The addition of FO improves performance somewhat for PN and PX, but not for the
FX case. For the best case (PX), approximately 84% of test vowels were correctly
classified without the use of FO versus 85% with FO included.
To illustrate the effects of the linear-transformation normalization on speech
spectra, several spectral plots were made of vowel spectra before and after speaker
normalization. These plots depict vowel data outside the set used to compute the
speaker normalization. Figure 6-4 depicts the spectrum for the vowel /a a / before
and after FX normalization as well as the target spectrum used for this vowel.
Similarly, figure 6-5 depicts the result of the PN normalization. The figures show
that the speaker-normalized spectra is much more similar to the target spectrum than
are the original spectra. The effect is more pronounced for the FX normalization
than the PN normalization. O ther examples yield similar results - thus illustrating
the effectiveness and generality of the transformations.
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Figure 6-3. Percent recognition for speaker normalized DCTC's as a function
of the number of vowel used to compute the speaker normalization coefficients. It
was not possible to obtain a recognition rate for the cases shown with the "****"
entry.

Figure 6-6 depicts the average polynomial frequency warping curves obtained
for adult males, adult females, and children.

For the adult male speakers, the

frequency range of 134 Hz to 4115 Hz is mapped to the target frequency range of
150 Hz to 5000 Hz. Since the "typical" speaker for computing target vowel positions
was a female, on the average, normalization for the female speakers has very little
effect. For the children, the frequency range of 215 Hz to 6735 Hz maps to the 150
Hz to 5000 Hz range.

These values are consistent with expected frequency

differences for these speaker types.
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Figure 6-4. Spectrai plots for the vowel / a a / for a "typical" speaker, the
original spectrum of a child's /a a /, and the speaker-normalized spectrum. The
speaker normalization was computed as a linear transform of eight DCT coefficients.

The automatic vowel recognition results based on speaker normalized DCTC’s
and speaker normalized formants were still lower than the vowel identification results
reported for the listening experiments of chapter two. So, it was concluded that the
information content of only one static frame, even after speaker normalization, does
not contain sufficient cues to vowel's identity.
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Figure 6-5. Spectral plots for the vowel / a a / for a "typical" speaker, the
original spectrum of a child's /a a /, and the speaker-normalized spectrum. The
speaker normalization was computed using polynomial frequency warping.

6.6 Speaker Normalization of Dynamic Spectra
The experimental results of the previous two sections show that speaker
normalization of static spectra improves automatic classification for vowels, but that
automatic classification results are lower than vowel identifications by listeners.
Therefore, for both formants and DCTC's as original parameters, speaker
normalization of several frames of spectral parameters was investigated as a method
to obtain additional improvements in automatic vowel recognition. In all cases, the
normalization coefficients were computed from a single static frame, located in the
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Figure 6-6. The speaker-dependent frequency-warping functions obtained for
speaker normalization, as averages over speaker categories. Note that the original
frequencies were computed with respect to a bilinear frequency-warping function.
Results are shown in terms of deviations from the original frequencies. The
frequency scale for each speaker was warped to best match the "typical" speaker over
a range of 150 Hz to 5000 Hz.

steady-state portion of the vowel. All static training data for all 11 vowels were used
to compute the normalization. The normalization transformation was applied to all
25 frames of parameters, computed over the IT to FT region of each acoustic signal.
Each normalized param eter was then encoded as the coefficients in a three-term
cosine basis vector expansion over the 25 frames for that parameter.
Typical automatic classification results for formants and DCTC's are given in
bargraph form in figures 6-7 and 6-8 respectively. For comparison, representative
results for static spectra are also given in figures 6-9, again with normalizations based
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on all 11 vowels. The NN (no normalization) results for the static and dynamic cases
show that dynamic information increases the test recognition rates for both formants
and DCTC's even without speaker normalization. Speaker normalization of the
dynamic features (conditions PN, PX, FX), or the addition of FO (NN + FO),
improves the recognition rate even further. Note that only the average value of FO
was used for classification. The effect of FO is comparable to normalization based
on polynomial frequency warping (PN), but less effective than the linear
transformation normalizations (PX and FX).

However, the addition of pitch to

speaker-normalized parameters improves recognition for the polynomial frequency
warping (PN + FO) but improves recognition only slightly for the linear transformation
normalization based on a partial matrix (PX + FO) and even degrades recognition
slightly for the full matrix linear transformation (FX + FO). The best test rates for
DCTC parameters are 91.6% (PX + FO) whereas the best test rates based on
formants are 84.1% (FX).

6.7 Discussion of Results
Speaker-normalization techniques have been described to reduce systematic
speaker differences in acoustic features for vowels. These techniques have been
experimentally evaluated under a large number of conditions for two param eter sets -modified cepstral coefficients (DCTC's), which encode overall spectral shape, and
formants, which encode the spectral peaks.

Although the polynomial frequency

warping method was not used for formants, it could have been. The PN method was
not used for formants since it would have been essentially the same as the PX
method for formants. In all cases slightly higher automatic classification rates were
obtained with the DCTC's than with formants.
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Figure 6-7. Automatic recognition rates for 11 vowels based on dynamic
formants for different speaker normalization methods as noted.

In this chapter, we presented a mathematically-based class of normalization
techniques and experimentally demonstrated these algorithms with two feature sets.
These normalization techniques could also be extended for use with other features
sets for vowels.

In this sense, the algorithms presented in this paper are more

general than speaker-normalization techniques previously reported in the literature.
For example all the vowel-normalization algorithms evaluated by Disner are derived
specifically for a formant feature space.
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Figure 6-8. Automatic recognition rates for 11 vowels based on dynamic
DCTC's for different speaker normalization methods as noted.

For formant vowel normalization, the PX method generally resulted in
somewhat higher classification results than the FX method. The PX method also
required fewer parameters per speaker than the FX method (3 versus 12). Although
the addition of FO to unnormalized formants resulted in improved classification
results, the addition of FO to normalized formants resulted in only very small
improvements, thus indicating that the FO information is correlated with the speakernormalization coefficients.
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Figure 6-9. Automatic recognition rates for 11 vowels based on static
formants and DCTC's for different speaker normalization methods as noted.

Of the speaker-normalization techniques investigated for use with the DCTC
parameters, the PX linear transform method was generally superior to both the FX
linear method and the polynomial frequency warping (PN).

Apparently the PN

method, with only 3 coefficients per speaker, was not adequate to fully eliminate
speaker differences. The FX method apparently had too many coefficients (72 versus
30 for PX) for adequate trainability. For both formants and DCTC's, the FX method
with maximum flexibility gave the highest recognition results for training data.
However test recognition results degrade somewhat compared with the PX results,
suggesting that the FX transformations were overly tuned to the training data. The
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use of FO in addition to a frequency warping normalization was almost as effective
in increasing automatic vowel recognition rates as were the linear transform methods.
However, as for the formants, the addition of FO as an additional feature to spectral
features normalized with the linear transform methods did not substantially improve
automatic recognition rates.

Automatic classification rates

obtained with

speaker-normalized vowel data as represented by dynamic spectral shape are very
similar to identification rates obtained by human listeners as obtained in chapter two.
A detailed comparison of the normalization algorithms presented in this study
with those previously reported in the literature is not possible because of differences
in data bases and methodology. Nevertheless general comparisons are possible. For
example, the variance reduction for the PX formant reduction exceeds all those listed
in Disner (1980) for English vowels, except for the log-mean (Nearey, 1978)
normalization.

The normalization algorithms presented in this paper are more

successful in improving automatic vowel classification than are other normalization
techniques reported in the literature. Using the experimental data which is most
directly comparable to our tests, Wakita (1977) improved vowel recognition from
78.9% to 84.4% for unnormalized versus normalized formants, a smaller percentage
improvement than obtained with our PX normalization of formants.
The frequency warping speaker-normalization method reported by Paliwal and
Ainsworth (1985) resulted in degraded performance for vowel and word classification.
However, unlike the intrinsic normalization method in both the Wakita and the
Paliwal and Ainsworth study, our extrinsic method requires not only that speaker
identity be known, but that known vowel samples be available from each speaker in
order to compute the normalization transformation for that speaker.

Thus the

extrinsic normalization method requires much more detailed advance knowledge than
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does the intrinsic method. We did show, however, that knowledge of only three to
five of each speaker's vowels is sufficient to compute the primary speaker-dependent
effects.
Despite the better performance of the PX normalization over either the PN
or FX normalizations, for applications in automatic speech recognition the other
methods might be preferable. For example the PN frequency warping might be
advantageous if only limited knowledge about each speaker is available (such as
speaker type). There are many questions which would require further investigation
to determine the real merits of speaker normalization in an ASR system for words
and sentences. It is not clear that a normalization scheme optimized for vowels will
be best for speech in general. Therefore we believe a variety of techniques should
be available.
Clearly more sophisticated techniques could be devised to account for
systematic speaker variations in dynamic vowel spectral features. The normalizations
given in this study for the dynamic spectra are based solely on the static spectrum
and do not consider the possibility of systematic timing differences between speakers.
Nevertheless, classification results derived from normalized dynamic spectra are very
similar to human perception of the vowel stimuli, thus indicating the procedures
given appear to account for the primary speaker differences in dynamic vowel
spectra.
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CHAPTER SEVEN
VOWEL PERCEPTION BASED ON FORMANTS AND DCTC's

7.0 Introduction
The results of our automatic vowel classification experiments show that the
DCTC's are somewhat more reliable acoustic cues for automatic vowel recognition
than are formants. However, the classification results cannot be used to determine
the relative importance of overall spectral shape versus formants for the perception
of vowels. Only the results of appropriate listening experiments can determine which
acoustic cues are most closely correlated with vowel perception.

This chapter

presents the procedures and results of examining human vowel perception based on
overall spectral shape versus formants.

7.1 Strategy
The main goal of the listening experiments reported in this chapter was to
investigate vowel perception based on spectral shape versus spectral peaks.
Naturally-produced human speech was used to generate vocoder-synthesized vowel
stimuli for these experiments using LP analysis and synthesis techniques. Each vowel
stimulus was generated such that its formants predicted one vowel but its spectral
shape predicted another phonologically distinct yet close vowel. For example a vowel
stimulus could have formants of the vowel / a a / but an overall spectral shape which
is more like an /a o / than an /a a /. If the vowel segment is perceived as / a a / then
vowel perception is more correlated with formants. Conversely, if the vowel segment

107

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

108
is perceived as /a o /, then it can be concluded that vowel perception is more
correlated with the overall spectral shape.
Note that since formant frequencies and overall spectral shape are not
independent but rather highly constrained by each other for natural speech, this
manipulation can only be performed for vowel pairs which are perceived as two
phonologically distinct vowels but have relatively similar formant frequencies.
Therefore only seven vowel pairs were selected. These vowel pairs were: (aa,ao);
(iy,ih); (aa,ah); (ih,eh), (ae,eh); (uw,uh); and (uh,ah).

7.2 Speech Materials
All the / hV d/ syllables for the above mentioned vowel pairs of nine randomly
chosen speakers (three children, three females, and three males) of our data base
were selected to be used for these experiments. The /h V d / context was chosen for
two reasons. First vowels in /hV d/ context are least affected by coarticulation. That
is, they are very similar to vowels produced in isolation. The other reason was to
limit the total number of stimuli because of time-consuming perceptual experiments
required.

7.3 Computation of Synthesis Parameters
The formant computation procedure described in chapter three was used to
compute the synthesis parameters. That is, a 10th order LP model of the vocal tract
was computed for each frame of the steady-state vowel segment. Root solving of the
LP polynomial was used to compute three complex pole pairs, whose angular
locations represent formants, and up to four additional poles which are assumed to
shape the overall LP spectrum. Next, DCTC's one through nine were computed from
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the LP spectrum rather than the FFT magnitude spectrum, due to a constraint of the
overall processing, as explained in the next section. The optimum amplitude scaling
(logarithmic) and frequency warping (bilinear with warping factor a =0.6) methods
determined in chapter four were applied to the LP spectrum and the DCTC's were
computed over a 0 to 3700 Hz frequency range of this LP spectrum. A fixed frame
spacing of 10 msec was used and the above parameters were computed for multiple
frames of speech covering the entire steady-state vowel segment of each /h V d /
syllable. Since vowel durations in /h V d / syllables were different, the total number
of frames were accordingly different for each vowel segment.

7.4 Spectral Shape Manipulation
The perceptual experiments require stimuli which contain conflicting acoustic
cues to vowel identity. One set of acoustic cues (formants) should predict one vowel
but the other set of acoustic cues (DCTC's) should predict another vowel.
The first three formant frequencies are the angular positions of three of the
complex pole pairs of LP model spectra. Any change in the location of a complex
pole changes the shape of the spectrum. Therefore it was decided that the spectral
shape manipulation should be accomplished by modifying the locations of the
complex poles in the complex Z-plane.
Vowel stimuli with conflicting acoustic cues to vowel identity were generated
by constraining the complex poles of one vowel to keep formant frequencies of that
vowel constant, while manipulating pole pair locations until the Euclidean distance
between the resulting smoothed spectrum and the smoothed spectrum of another
vowel was minimized.

For the experiments reported in this chapter, smoothed

spectra, derived from the modified poles were computed using DCTC's three through
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nine. DCTC's one and two were not used in the computations to avoid the effects
of differences, between the two vowels, in signal energy and spectral tilt which
contain very little vowel information.
Note that a change in a pole location and the respective change in the overall
spectral shape is not linearly related. Therefore a nonlinear optimization algorithm
must be used to find the solution. A gradient search algorithm was used in this
study. Any gradient search algorithm requires many iterations before a solution is
found. The search time is an exponential function of the number of parameters on
which the solution is assumed to depend.
To find the solution in a reasonable amount of time, the DCTC's were
computed from the LP spectrum. Otherwise, for every iteration, a few frames of
speech must be synthesized using the LP coefficients and the LP residual. Then the
magnitude spectrum of one of these speech frames must be computed using an FFT.
Finally the DCTC's would be computed after nonlinear amplitude and frequency
scaling of the magnitude spectrum.
To keep the formants constant, the complex pole pairs associated with
formants were restricted to changes in the radial direction only. The movements of
the shaping poles, however, were not restricted so long as their radii were less than
(by a heuristically determined increment) the minimum of the radii of the formant
poles.
A FORTRAN computer program was written to implement this gradient
search algorithm. The gradient technique minimized the spectral differences for each
frame based on an iteration of each pole pair individually, an iteration over all
formants, an iteration over the shaping poles, and an overall iteration over all poles.
The gradient search process was graphically depicted by the program. That is, each
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time the location of a pole pair was modified, the new pole locations, the new LP
spectrum, and the new smoothed DCTC spectrum were plotted for inspection. The
graphic display was used to verify the correct operation of the algorithm.

A

flowchart for this program is depicted in figure 7-1.
As an example of this procedure, figure 7-2 depicts the pole locations, the LP
spectrum, and the smoothed DCTC spectrum of one frame of the vowel /e h /. The
algorithm was directed to modify the pole locations until the Euclidean distance
between the modified DCTC spectrum and the DCTC spectrum of a corresponding
frame from the target vowel ( /a e /) was minimized. Figure 7-3 depicts the pole
locations, the LP spectrum, and the smoothed DCTC spectrum of the target vowel
( /a e /) for that particular frame.

Figure 7-4 depicts the pole locations, the LP

spectrum, and the smoothed DCTC spectrum of the modified vowel after the
distance has been minimized. Note that the formants have rem ained the same as for
the original /e h / but the overall spectral shape matches the overall spectral shape
of / a e / as depicted in figure 7-5. Thus the modified stimulus has the formants of
/ e h / but the smoothed global spectral shape of / ae/.

7.5 Synthesis Technique
The LP autocorrelation synthesis technique was used to synthesize vowel
segments. The synthesis was based on the LP coefficients computed by the gradient
search algorithm. The LP residual of the original vowel with matching formants was
used in the synthesis procedure.

The LP residual of a vowel segment by itself

contains moderately intelligible vowel information. Using the LP residual of the
original vowel to synthesize the modified vowel segment eliminates any bias towards
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Compute LP poles for the original
vowel and DCTC's of the target vowel.

Modify radii of original vowel formant poles
to match spectral shape of target vowel.

Modify pole locations of shaping poles of original
vowel to match spectral shape of target vowel.

Better match of spectral shape?
YES
NO

Go to next frame.

Figure 7-1. Flowchart of the gradient search algorithm for modification of the
smoothed global spectral shape.
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Figure 7-2. (a) The complex pole locations for vowel / e h / and (b) the LP
spectrum and the smoothed DCTC spectrum for vowel / e h / .
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/ae/ DCTC
/ £ / DCTC

(a)

/ae/ DCTC

(b)

(Modified) DCTC

Figure 7-5. The smoothed DCTC spectrum for the vowel /e h / (a) before and
(b) after modification. Note that DCTC's one and two are not used to recompute
each of the smoothed DCTC spectra depicted.
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the identification of the modified vowel as the vowel with matching spectral shape.
Thus the natural speech used in these experiments biased the results in favor of
formants.

7.6 Listening Materials
Autocorrelation LP analysis and synthesis technique was used to generate all
synthetic vowel stimuli for the listening experiments. Synthesis was performed based
on the parameters computed from these speech material. For each of the speakers,
all the seven vowel pairs were considered. That is the algorithm was run 14 times
for each speaker. Therefore a total of 9*7*2 = 126 vowel segments and distance files
were computed. From these 126 stimuli, two groups of synthetic vowel stimuli were
selected for the listening experiments.
The first set of synthesized vowel stimuli contained only those stimuli for
which the algorithm produced good matches to the target vowels.

That is the

distance of the smoothed DCTC spectrum of the modified vowel to that of the target
vowel was much less than its distance to the original vowel's smoothed DCTC
spectrum. There were only 12 such cases. A list of these cases is given in table 7-1.
The second set of synthesized vowel stimuli contained those stimuli for which
the algorithm produced very poor matches to the target vowels. That is the distance
of the smoothed DCTC spectrum of the modified vowel to that of the target vowel
was much greater than its distance to the original vowel's smoothed DCTC spectrum.
There were only seven such cases. A list of these cases is given in table 7-2. The
vowel segment of the first and the second sets were grouped together for the
listening experiment.
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Table 7-1. List of successfully manipulated vowel pairs.
Original
Vowel

Target
Vowel

/aa/

/ao/

/aa/

Speaker

Distance to
original

Distance to
target

child 2

91%

15%

/ao/

female 2

74%

44%

/ao/

/aa/

child 2

97%

13%

/ao/

/aa/

child 3

98%

4%

/ao/

/aa/

male 1

97%

13%

/ao/

/aa/

male 2

99%

16%

/aa/

/ah/

female 1

97%

18%

/uh/

/ah/

female 1

96%

22%

/uh/

/ah/

child 3

82%

28%

/uh/

/ah/

male 2

97%

36%

/iy /

/ih/

female 2

99%

10%

/eh/

/ae/

child 2

100%

7%

Also a third set of vowel segments were synthesized for a control experiment.
This set included all the vowel segments (the originals and the targets) which were
used to generate the vowel segments in tables 7-1 and 7-2. Each vowel segment was
synthesized without any modifications to any of the synthesis parameters. Therefore
the synthesized vowel segment sounded like the original naturally produced vowel
segment except for a little loss of quality. This loss of quality can be attributed to
the degradation caused by the LP vocoder and also the effect of lowpass filtering of
the speech signal at 3800 Hz. A total of 32 vowel segments were synthesized for the
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control experiment. The results of this control experiment were used to evaluate the
data base and obtain an approximate upper bound on the vowel identification rates.
The results were also used to eliminate those subjects with very poor performance.

Table 7-2. List of unsuccessfully manipulated vowel pairs.
Original
Vowel

Target
Vowel

Speaker

/iy/

/ih/

female 2

/ae/

/eh/

male 1

/ih/

/eh/

male 3

/eh/

/ih/

female 1

/eh/

/ih/

male 2

/ah/

/uh/

female 1

/ah/

/uh/

male 1

7.7 Subjects
Nine adult subjects were used in these experiments. None of the subjects had
any known hearing problems. Six of the subjects were bom and grew up in cities
close to Norfolk, Virginia. Two of the subjects were not bom in the United States.
One of them was in the United States since she was four years old. The other came
to the United States when he was 18 years old and had been in the United States for
more than 11 years. The last subject was born and grew up in New York state. He
had been living in Norfolk for 12 years. The subjects were told that some of the
stimuli were intended as specific vowels (the control) and that some of the stimuli
were computer-modified. For the later case the vowel identity would be determined
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from the experimental results. The subjects were also told that a bonus would be
awarded to for the two best performances. These performances were evaluated from
the control condition alone.

7.8 Listening Experiments
A very quiet sound-treated room was used for the listening experiments. Each
subject received approximately 15 minutes of training before the start of the main
listening experiments. Each subject was told about the listening and responding
process. Then the subject listened to known typical vowel segments from a male
speaker through a pair of high quality headphones. The subject was allowed to listen
to each sample as many times as desired. The vowel segments of this male speaker
was not part of the data base used for generating synthetic vowel segments for these
listening experiments.
Since we did not expect to have many subjects for the main experiments, each
of the above groups were replicated to obtain four groups of vowel segments -- two
with 19 stimuli and two with 32 stimuli. Thus each subject had two responses for
each vowel segment. Also the vowel segments within each group were randomly
ordered to inhibit learning of the pattern within a group.
A computer program was used to automate the listening experiments. Each
subject listened to each vowel stimulus through a pair of high quality headphones and
was required to make a forced choice decision from a list of vowels displayed on the
computer's display. The subject was allowed to listen to each stimulus as many times
as desired before making a decision. The subject had to enter his/her responses on
the keyboard of a computer. The responses were stored for analysis by an automatic
scoring program already developed for this purpose.
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7.9 Results
The responses of each subject to the control experiment was used to score
his/her performance. Only one of the subjects was eliminated due to very poor
performance on the control experiment. Table 7-3 is the confusion matrix computed
from the responses of the remaining eight subjects for the control experiment. Rows
represent the intended vowels and the columns represent the identified vowels. The
average correct identification rate for all eight vowels is 84.5%.

Table 7-3. Confusion m atrix from th e c o n tro l experiment.
/a a /
/a a /

/iy /

/a e /

/e h /

76.0

/a o /

/a h /

21.9

2.1

76.3

1.3

/u h /

/uw/

100.

/iy /
/a e /

90.6

/ih /
/e h /

2.5

/a o /

22.5

/a h /

6 .3

/u h /

/ih /

9.4
96.9

3.1

16.3

81.3

1.6

75.0

18.8

4 .7

79.7

14.1

Table 7-4 displays the confusion matrix for the set of synthesized vowel
segments, for which the spectral shape manipulation algorithm was successful in
generating a close match to the target vowel. Note the vowel pairs in the first
column of this table. The vowel in the left position is the original vowel and the
vowel on its right is the target vowel. After comparing the results shown in this table
and those shown in table 7-3, it is seen that for vowel pair (aa, ao), vowel / a a / was
misidentified as /a o / 21.9% of the time. But after spectral shape modification, it is
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identified as / a o / 90% of the times.

For vowel pair (ao, aa) the comparison

indicates that / a o / is misidentified as /a a / 22.5% of the times. But after spectral
shape modification it is identified as / a a / 56.7% of the times. The same figures for
vowel pair (aa, ah) are 2.1% and 26.7%; for vowel pair (uh, ah) are 4.7% and 44.4%;
for vowel pair (iy, ih) are 0% and 33.3%; and for vowel pair (eh, ae) are 2.5% and
46.7%.

Table 7 -4 . Confusion m atrix from lis te n in g to su c c e s sfu lly modified vowel segments.
/a a /
(aa, ao)

3.3

(ao, aa)

56.7

(aa, ah)

60.0

(uh, ah)

6 .7

( iy , ih)
(eh, ae)

/iy /

/a e /

/ih /

/e h /

1.7

2.2
66.7

/a o /

/a h /

/u h /

90.0

3.3

3.3

38.3

3 .3

13.3

26.7

2.2

44.4

44.4

20.0

13.3

33.3
46.7

20.0

Table 7-5. displays the confusion matrix for the set of synthesized vowel
segments, for which the spectral shape manipulation algorithm was unsuccessful in
changing the original vowel segment.
Note that these modified vowel segments were identified as the original vowel
segments with approximately the same degree of accuracy as they were in the control
experiment.
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Table 7-5. Confusion m atrix from lis te n in g to synthesized vouel segments with larg e d istan ces
to the ta r g e t vowels.
/a a /

/iy /
93.3

( iy , ih )
(ae, eh)

/i h /

6.7

(eh, ih)

/a o /

/a h /

/u h /

90.0

6 .7

6 .7
93.3
26.7

3.3

/e h /

6 .7
93.3

( ih , eh)

(ah, uh)

/a e /

73.3

7.10 Conclusions
The results of this study indicate that although formants usually carry a great
deal of perceptual information for vowels, in the presence of conflicting cues to
vowel identity in terms of formants versus smoothed spectral shape, vowel perception
is frequently more linked to overall spectral shape rather than to the formant
frequencies. However, it is important to emphasize that the formants and the overall
spectral shape are correlated. That is, keeping the formants constant limits the
amount by which the overall spectral shape can be modified. Therefore the type of
experiments described in this chapter can only be performed for similar sounding
vowels.
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CHAPTER EIG H T
CONCLUSIONS

Several issues regarding vowel identification were investigated in this study.
The main issue was the role of global spectral shape parameters (DCTC's) versus
spectral peaks (FI, F2, and F3) as acoustic cues to vowel identity. This issue was
investigated using automatic classification experiments for both static and dynamic
spectral features. Several methods were investigated for speaker normalization of
static and dynamic vowel data. Speaker normalization was used to reduce the degree
of vowel overlap in the physical space of vowels due to speaker-related variability in
the vowel data.

Finally, a series of perceptual experiments were performed to

investigate whether vowel perception is more closely correlated with spectral peaks
or global spectral shape. Final remarks with regard to the investigations in this study
are listed below.
1.

The automatic classification experiments performed in this study indicate

that the basic information-bearing spectral features for vowel identity are dynamic
global spectral shape features rather than the dynamic formants. The results indicate
that although formants carry a great deal of speaker-independent vowel information
with just three parameters (75.5% classification accuracy for test data), this
information is not as complete as for the case of DCTC’s (83.3% classification
accuracy for test data). Dynamic spectral features were computed over the time
interval which began with the start of the on-glide region and ended at the end of the
124
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off-glide region for all vowels. In these experiments all vowel segments were time
normalized prior to computation of the dynamic spectral features.
It could be argued that the formant results are unreliable because of potential
errors in the tracking algorithm. However, it should be emphasized that considerable
effort was used to maximize the accuracy of the formant tracking. The tracking
algorithm was not even totally automatic in the sense that the algorithm made use
of the average formant frequencies for each of the three speaker categories for each
vowel category as anchor points for computations. Also graphical inspection of the
LP spectrum and manual formant tracking were perform ed for many stimuli -- the
manual results were identical to those from the automatic formant tracking
algorithm. As yet additional evidence, classification experiments based on formant
data from each of the three speaker categories resulted in very similar recognition
rates for all three speaker types (75.2% for children, 75.1% for females, and 76.1%
for males, using all data from each speaker type for training and testing). If the
formant tracking were incorrect, the results for the children should be much lower
than for the adult male speakers, since formant tracking is more difficult for children
than for adult male speakers. Thus all these points strongly support the validity of
the formant tracking algorithm used in this study.
2.

The results of the experiments with the static spectral features also indicate

that static global spectral shape parameters are better speaker-independent acoustic
cues to vowel identity than static formants. The automatic vowel recognition rates
from these experiments are 67.9% for formants versus 70.8% for DCTC's.
Compared to human performance based on the data base used for this study, 91.4%,
these rates are very low and it was concluded that static spectral features carry
insufficient information about the vowel's identity.
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3.

Results presented in chapters four and five indicate that the classification

algorithm cannot compensate for the variability of the data introduced by speaker
variations. The inclusion of pitch as a feature resulted in a moderate improvement
in all results.

Therefore four speaker normalization methods were used to

compensate for speaker variations. For the first method approximately half the data
from each speaker was used to train the classifier and then the classifier was tested
on the remaining data. The results of this method were also used as control for the
other three speaker normalization methods. For the second method pitch was simply
appended to each spectral feature set as an additional parameter. For the third
method, only applied to DCTC’s, polynomial warping of the frequency axis of the
magnitude spectrum was used for each speaker. Finally for the fourth method, a
linear transformation plus an offset were obtained for each speaker such that the
data of each speaker, after the transformation, were better matched to the data of
a "target" speaker in a mean-square-error sense.
The results of the speaker normalization experiments based on dynamic
spectral features indicate that polynomial normalization (only applied to DCTC's)
is only as effective as the inclusion of pitch with dynamic spectral features of the first
speaker normalization method (87.8% versus 87.9%.) However inclusion of pitch
after polynomial normalization can improve the recognition rate to 89.2%. The
results based on the linear transformation method indicates that with only a diagonal
transformation of width three for each speaker, the recognition rate for DCTC's
improves to 91.0% from 84.6% for the control case. Also for the case of formants
only a diagonal transformation of width one, for each speaker, improves the
recognition rate to 83.4% from 75.6% for the control case. The inclusion of pitch
as a param eter improves the results only slightly for the case of speaker
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normalization by linear transformations. The use of full linear transformations for
formants improved the results only very slightly over the results based on partial
linear transformation method. The inclusion of pitch for this case actually degraded
the recognition rate slightly. The use of full linear transformations for DCTC's
degraded the results only very slightly over the results based on partial linear
transformation method. The inclusion of pitch for this case actually degraded the
recognition rate even further. The maximum automatic recognition rates for the
dynamic spectral features after speaker normalization are 84.1% for formants and
91.6% for global spectral shape parameters.

Therefore these results show that

DCTC's are better acoustic cues to vowel identity than formants.
4.

Although the global spectral shape parameters are better acoustic cues to

vowel identity than spectral peaks in terms of automatic vowel recognition accuracies,
it was not clear whether vowel perception is more closely correlated with formants
or the global spectral shape. The results reported in chapter seven for perceptual
experiments, in which subjects were presented with vowel segments which carried
conflicting acoustic cues to vowel identity, indicated that vowel perception is more
closely correlated with global spectral shape than formants for most cases. Note that
the global spectral shape is heavily influenced by the location of the formants and
therefore can change by only a limited amount if the formants are fixed.
The statistical significance of the results was tested with a correlated one-tail
t-test. The speaker evaluation results, listed in tables 4-4a and 5-1, for both static
and dynamic spectral features were used to obtain a level of significance for each
case. It is assumed that similar statistical significance levels would be obtained for
other results. For the results based on the static spectral features the differences of
2.8% are significant at a 0.05 significance level. Also for the results based on the
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dynamic spectral features the differences of 1.94% are significant at a 0.05
significance level. Thus the average differences between the results for both static
and dynamic spectral features are statistically significant.
The results of our automatic vowel recognition experiments are in general
agreement with recent theories of vowel perception (such as Centmayer, 1979;
Strange and Verbrugge, 1976; Strange, et. al., 1979; Gottfried and Strange, 1980;
Williams 1986; Di Benedetto, 1987) and therefore opposes the traditional theories
of vowel perception. The principle conclusions of our study are that (1) global
spectral shape parameters are better acoustic cues to vowel identity than are
formants; (2) dynamic features are required in addition to static spectral features to
completely specify a vowel's identity; and (3) speaker normalization of the spectral
features is necessary to obtain automatic vowel classification rates comparable to
those obtained by human listeners.

Both intrinsic and extrinsic speaker

normalizations (as Nearey also concluded, 1989) are needed to obtain maximum
automatic vowel identification rates.
The main experimental result of this study, namely that vowels can be
automatically classified with high degree of accuracy from acoustic information,
supports the theory of acoustic-phonetic invariance for vowel features. The results
obtained in this study are more reliable and comprehensive than previous results in
this field for various reasons. First, the size of the data base used was larger than
most previous studies and included more consonantal contexts ( /b /, /d /, /g / , / k /
,/t/ , / p / , /m /, /h /, /l/, /w /, and /s /) than for almost all previous studies in this
field.

Second, the two principle param eter sets were much more thoroughly

investigated than had been done in previous studies.

For example, this study

investigated in detail the role of spectral peaks versus global spectral shape
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parameters in automatic identification of vowels, the static versus dynamic features
issue, and speaker-dependent and coarticulation effects.
The results of this research contribute to basic speech science (a fundamental
understanding of human information-encoding in speech.) The results also have
potential application in the field of ASR. Specifically, the feature extraction process
used in this study can be used to improve the acoustic preprocessing and phonetic
analysis components of ASR systems. The portion of ASR system for this process
is commonly referred to as the front-end.
One extension of this study is to conduct a series of much more thorough
perceptual experiments using synthesized speech segments with conflicting acoustic
cues to vowels identities. This calls for a better tuned distance measure and a better
nonlinear optimization technique in which local minima are not obtained.
Another extension of this study, which is very useful for ASR, is to use the
procedure described in this dissertation to reduce the dimension of the dynamic
feature space for encoding the information in the speech signal.

The methods

described in this study could also be investigated with vowels extracted from a large
continuous speech data base, such as the DARPA TIM IT data base.
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APPENDIX A
List of 99 CVC syllables which were recorded for each of the 30 speakers.
These recordings were used as the data base for this study.

Pot

Bah

Tog

Dot

G ot

Top

Cob

Pod

Pock

Hod

Peep

Beet

Teak

Deep

Keep

Geese

Peeb

Keyed

League

Heed

Boot

Poop

Toot

Dupe

Coop

Gook

Tube

Sued

Moog

Who'd

Pat

Bat

Tack

Dad

Cap

Gap

Tab

Tag

H ad

Bird

Dirt

Curb

Perk

Turk

G erp

Durg

H eard

Dip

Tick

Kit

Give

Bib

Bid

Pig

Hid

Pep

Bet

Ted

D ebt

Keg.

G et

Web

Peck

Head

Bought

Caught

Daub

Gawk

Talk

Paup

Baud

Cawg

Gawp

Hawd

But

Tuck

Putt

Dug

Cup

Gut

Cub

Bud

Hud

Book

Took

Put

Could

Good

Hood

Boat

Dope

Goad

Code

Pope

Toad

Coke

Goag

Coab

H oed
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APPENDIX B
T able B-1. D uration s t a t i s t i c s of IT segments in m illiseconds.
8ased on males

Based on females

Baaed on ch ild ren

Based on a lI

Vowel

Mean

SO

Min

Max

Mean

SO

Min

Max

Mean

SO

Min

Max

Mean

SO

Min

Max

/a a /

37.9

11.0

15.6

80.6

32.6

10.1

13.8

64.4

40.9

15.0

19.8

92.4

37.1

1 2.7

13.8

92.4

/iy /

34.6

12.4

12.6 103.2

27.9

10.4

11.7

72.0

33.8

11.6

17.2

88.2

32.0

11.9

11.7 103.2

/uw/

35.2

9 .7

80.5

29.2

8 .4

13.5

74.1

33.9

11.2

17.2

99.8

32.8

10.2

13.5

/a e /

39.1

16.5

15.9 125.2

32.1

9 .7

11.7

59.0

41.0

15.9

17.3

95.7

37.4

14.9

11.7 125.2

/e r /

36.4

9 .7

20.9

68.1

32.8

10.5

11.2

60.8

39.2

17.0

21.4 111.0

36.1

13.0

11.2 111.0

/ih /

35.4

20.3

13.2 188.0

28.5

9.5

11.3

56.4

33.9

10.2

16.6

61.1

32.6

14.5

11.3 188.0

/e h /

35.3

11.9

15.9

89.3

32.2

11.6

10.9

81.3

42.7

17.8

15.4 106.7

36.6

14.6

10.9 106.7

/a o /

38.5

12.2

18.5

78.3

33.6

11.6

11.3

78.4

42.1

15.0

17.2

89.7

38.1

13.5

11.3

89.7

/a h /

33.7

10.8

18.2

71.2

29.5

9.5

12.8

6 2.0

38.8

13.5

17.1

81.2

34.0

12.0

12.8

81.2

/u h /

35.7

10.2

22.4

76.3

30.2

7.5

13.4

50.8

36.6

13.2

18.4

80.4

34.2

11.0

13.4

80.4

/ou/

40.2

14.0

18.7 107.0

34.9

9.3

16.4

6 7.3

42.2

15.7

19.3 119.3

39.1

13.6

16.4 119.3

Table B-2.

19.3

Duration s t a t i s t i c s of SV segments in m illiseco n d s.

Based on males
Vowel

Mean

SO

/a a /

165.5

58.9

/iy /

169.7

/uw/

99.8

Min

Based on females
Max

Mean

SO

70.2 348.3

160.6

72.1

68.9

63.6 349.6

151.0

173.4

77.3

67.1 357.7

/a e /

185.5

70.6

/e r /

175.0

/ih /

Min

Based on chi Idren
Max

Mean

SO

48.1 377.3

208.6

88.0

78.4

53.5 460.5

156.9

86.3

80.4 353.0

181.7

71.2

75.4 337.7

118.7

51.2

/e h /

120.0

/a o /

Min

Based on a ll
Max

Min

Max

Mean

SO

68.1 541.7

177.9

76.7

48.1 541.7

191.4 105.1

62.0 531.2

170.4

86 .9

53.5 531.2

56.4 458.5

182.9

96.6

60.1 458.6

171.0

87 .6

56.4 458.6

74.0

58.8 349.7

235.1

88.1 102.2 471.7

200.3

81.6

58.8 471.7

180.5

88.9

54.7 404.6

232.3 100.3 91.6 475.9

195.2

91.0

54.7 475.9

48.0 261.3

128.5

63.0

50.8 326.3

158.5

70.4

60.3 327.2

135.1

64.3

48.0 327.2

47.3

52.9 251.9

123.0

47.2

52.0 280.6

148.0

61.5

62.6 331.1

130.1

53.8

52.0 331.1

175.8

66.5

71.9 334.4

167.9

67.0

71.2 318.6

231.0 101.3

85.9 501.4

192.0

84 .9

71.2 501.4

/a h /

118.1

54.7

54.9 278.4

110.4

48.8

45.7 279.4

144.3

63.9

50.8 364.8

124.2

59.8

45.7 364.8

/u h /

121.2

55.3

52.6 270.1

112.7 42.6

48.4 196.7

143.9

63.9

59.9 325.2

125.9

56.2

48.4 325.2

/ow/

133.8

70.5

53.9 335.5

146.5

54.7 411.1

145.4

74.9

57.8 374.8

141.9

74.5

53.9 411.1

77.3
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Table B-3. D uration s t a t i s t i c s of FT segments in m illiseconds.
Based on c h ild ren

Based on fem ales

Based on males

Max

Mean

SO

28.2

22.1 177.1

86.3

45.2

57.6

24.5

18.8 119.3

61.7

38.5 160.5

62.9

25.2

23.3 161.6

40.0

35.8 278.2

61.3

22.8

71.7

32.6

34.2 219.8

57.2

/ih /

60.3

32.6

29.3 249.0

/e h /

58.3

19.5

/a o /

82.1

/a h /

Mean

SO

30.5 223.3

67.9

32.2 298.3

79.8

40.2

22.1 298.3

41.0

13.5 263.4

25.3

18.2 133.7

62.1

31.5

13.5 263.4

72.2

25.6

62.0

21.3

21.6 156.9

65.8

24.6

21.6 161.6

/a e /

82.6

23.8 141.8

6 2.7

23.2

25.7 162.2

68.9

31.3

23.8 278.2

/e r /

25.4

23.4 141.2

54.9

19.0

23.9 117.9

61.4

27.4

23.4 219.8

52.6

31.1

16.2 169.6

58.4

28.2

22.8 151.0

57.1

30.9

16.2 249.0

34.6 118.4

50.4

16.5

24.1 108.7

59.6

22.3

21.4 116.8

56.1

20.0

21.4 118.4

26.4

38.9 181.4

72.0

37.7

19.6 272.5

69.5

22.9

32.4 149.9

74.5

30.1

19.6 272.5

64.2

22.9

28.1 172.4

52.1

19.9

15.0 123.6

65.7

26.4

23.4 154.2

60.7

24.0

15.0 172.4

/uh/

62.3

19.7

27.5 123.6

55.8

25.4

22.3 144.9

51.2

18.4

23.8 103.2

56.4

21.9

22.3 144.9

/ow/

71.8

25.9

31.4 207.5

58.7

23.0

23.3 149.2

65.5

31.6

22.1 176.4

65.3

27.9

22.1 207.5

SO

/a a /

84.9

42.3

/iy /

67.2

/uw/

Min

Max

SO

Mean

Max

Min

Mean

Vowel

Min

Based on a ll
Min
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