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LEARHIhTG ALGORIT€CfS FOR MULTI-CLASS PATTERN 
CLASS IF1 CATION M D  PROBLE?lS ASSOCIATED \JITH ON-LINE 
€IAKDWRIlTEX C'HIARACTER Y,ECOG?JIl?I@N 
There are two con t r ibu t ions  made i n  t h i s  d i s s e r t a t i o n :  
(1) a study of a n  on-l ine handwri t ten alphanumeric cha rac t e r  
r ecogn i t ion  system, and .(2) t h e  p ropos i t i on  of a nev l ea rn ing  
a lgor i thm f o r  mul t i -c lass  l i n e a r  p a t t e r n  c l a s s i f i c a t i o n .  
I n  t h e  s tudy  of an  on-line handwri t ten cha rac t e r  r ecogn i t ion  
system, each cha rac t e r  was w r i t t e n  i n  a s tandard  s t r o k e  sequence. 
Thc cha rac t e r  was encoded by the  nioclif i e d ,  quanti.zcd d i r e c t i o n -  
t i m e  featui-es  where, in a d d i t i o n  t o  t h e  d i r e c t i o n s  of t h e  s t r o k e  
segments, t h r e e  k inds  of a d d i t i o n a l  f eaturc conponcnts were 
incorpora ted  : jumping component r e fe rence  component, and end 
component, t o  enhance t h e  p a t t e r n  s e p a r a b i l i t y  and the f e a s i b i l i t y  
of r econs t ruc t ion .  F i f t y  sets of c h a r a c t e r s  were c o l l e c t e d  and 
t h e  corresponding 20-dimensional p a t t e r n  v e c t o r s  were ex t r ac t ed  
wi th  e i g h t  quant ized d i r e c t i o n s ;  one s e t  was considered as t h e  
pro to type  p a t t e r n s ,  P ( I I = ~ , ~ , . . ~ $ R ) .  A p a t t e r n  - x was c l a s s i f i e d  
11' 
according t o  t h e  minimum metric zntc$(rn9x) where xn 9 s were t r a i n e d  - - 
weight v e c t o r s  and each component of A(P ,E) was i n t e r p r e t e d  as a 
metric g iv ing  t h e  corresponding component of t h e  dev ia t ion  of 5 
front 
?z 
i n  a s p e c i a l ,  f i n i t e  and d i s c r e t e  space where each coor- 
d i n a t e  was a n  i n t e g e r  of modulus 8. 
(r=132, ... $R), were t r a i n e d  by a modif ica t ion  of t h e  Zohrak-Sze 
algorithm. 
convergent, if t h e  sample p a t t e r n s  are $-separable,  By t h c  use of 
t h i r t y - f i v e  t r a i n i n g  sets of t e n  cha rac t e r s ,  a set of s o l u t i o n  
weight v e c t o r s  was obtained a f t e r  1 4  t r a i n i n g  cyc les .  
being t e s t e d  by a l l  49 sets of cha rac t e r s ,  i t  gave a r ecogn i t ion  
e r r o r  rate of 2.04%. 
s e n s i t i v e  t o  t h e  s t r o k e  sequence of t h e  handwritten cha rac t e r s  
The weight v e c t o r s  ~ ~ ' s ~  
The modified l e a r n h g  a lgor i thm has been proved t o  be  
h%t?ri 
The r ecogn i t ion  system vas, however, ve ry  
For t h e  mul t i -c lass  l i n e a r  p a t t e f n  c l a s s i f i c a t i o n ,  
t e 
j '  
X 'w - -j - -i 
(j=1,2,. . . ,R) 
D, and w.'s are  R augmented weight v e c t o r s  of dimension D. 
proposed mul t i -c lass  l ea rn ing  algori thm was based upon the  napping 
of p a t t e r n  vec to r s  of R classes i n t o  t h e  ncighborhooci of K ver t ices  
> X w f o r  a l l  i p j  and f o r  a l l  X belonging t o  t h e  c lass  C - 
./ 
where X is a n  augmented p a t t e r n  vec to r  of d h e n s i o n  - 
The 
-3 
Of a (R-1)-dimensional e q u i l a t e r a l  simplex i i i t h  i t s  cent ro id  a t  t h e  
OKigin. From the (R-1)-dimensional ve r t ex  vec to r ,  e ( j = 1 , 2 ,  e'. bR) 
[zj - e -1' matr ices  'E 's were defined vihere E = 
a .  *, c+ - sR]. 
-3 ' 
eoee9q - ~ - l s ~ j - ~ + l s  -3 -3 
Let  t h e  N x D p a t t e r n  matr-ix - A b e  formed by R 
submatr ices  A ( j = 1 , 2 $ .  e e ,R) each of which is composed of n t rans-  
-j ' 3 
posed, augrnentedtrainingpatterns of class C 
(nl -k n2 + ... + % = N).  
B and be  two N x (R-1) matrices each of which has  submatrices E 
and Y r e s p e c t i v e l y  corresponding to  t h e  class grouping A i n  A. 
The net7 l ea rn ing  algori thm is a g e n e r a l i z a t i o n  of t h e  €Io-Kashyap 
as its row vec to r s ,  3 
L e t  - U be a D x (R-1) weight mat r ix ,  and 
-3 - 
-3 5 - 
\ 
two-class algori thm t o  f i n d  a s o l u t i o n  - U from which t h e  des i r ed  
weight v e c t o r s  w can be obtained by -j w = - U -3' e (3=1,2,.s.,R). -3 
This algori thm is given as fol lows:  g(0) = -- A'E(0) , Y(k) 
H (k) = [ Z  (k) 4- A (k)] 4"'. and - U(k4-1) = - U ( k )  4- pAB€l(k), -- where -3 -3 -3 
= Z Sgn( Z ), 
g'jq R j q  fi jq 0 .  < p- < 1, the elements of A .  (k) are given by 
and a l l  row v e c t o r s  i n  E (0) are equal  t o  $e with (3 > 0. The 
convergence of t h e  algori thm has  been proved. This a lgori thm, as 
-J 
-3 -3 
compared t o  the Wee-Fu aJ-gorithir. of complete gene ra l i za t ion ,  
involves  a p a t t e r n  matrix of much smaller dirnension and hence 
r e q u i r e s  less s t o r a g e  and less computing time f o r  - A . It was 
demonstrated cxperirnentally t h a t  the computing tiiiie and c o s t  per  
# 
i t e r a t i o n  were considerably smal le r ,  al though i t  might t ake  more 
i t e r a t i o n s  t o  converge, €Ience, f o r  cases where only a r e l a t i v e l y  
small number of i t e r a t i o n s  a r e  requi red  t h i s  new mul t i -c lass  
vi 
earn ing  algorithni will offer some advantages i n  saving the over- 
all computing time and storage. 
Character Recognition 
Recognition 
DESCRIPTORS 
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1 0. INTRODUCTION 
1.1 General Background on Handwritten Character Recognition 
A g r e a t  d e a l  of work has been done during t h e  p a s t  decade on 
(1,9,16,24,33-35,43,44) * theory and implementation of p a t t e r n  recogni t ion .  
Three r ecen t  survey papers toge ther  reviewed very  w e l l  t h e  development 
and advance i n  t h i s  f i e l d  and gave a summary of t h e  c u r r e n t  state of t h e  
ar t  (31’42’51). Among t h e  most important  problems i n  t h e  genera l  f i e l d  
of p a t t e r n  r ecogn i t ion  is  t h e  recogni t ion  of handwri t ten cha rac t e r s .  
There are two types of handwri t ten cha rac t e r  recogni t ion  problems, One 
d e a l s  wi th  t h e  s i t u a t i o n  where a l ready  formed cha rac t e r s  are t o  b e  rec- 
ognized, f o r  example, t h e  recogni t ion  of z ip  code on t h e  m a i l  and t h e  
recogni t ion  of o t h e r  handwri t ten t e x t s .  The o p t i c a l  scanning i s  used t o  
o b t a i n  coord ina te  information of a cha rac t e r ,  and an adequate set of 
(10-13,25,27,29, f e a t u r e s  are t o  be ex t r ac t ed  f o r  proper c l a s s i f i c a t i o n  
30’40941’45s52)e The o t h e r  d e a l s  wi th  t h e  recogni t ion  of a cha rac t e r  
whi le  i t  i s  being w r i t t e n ,  f o r  example, i n  t h e  graphical-data  process- 
i ng  f o r  man-machine communication (29395928946) ,  
a teaching machine where school ch i ld ren  are taught t o  write an alpha- 
It can a l s o  be  used i n  
numeric cha rac t e r  on a s p e c i a l  w r i t i n g  pad and t h e  machine recogni t ion  
is fed  back t o  t h e  ch i ld ren  via audio-vieual d i sp l ays  f o r  l ea rn ing  re- 
inforcement ( 5 3 3 5 4 ) e  This second type of problem p e r t a i n s  t o  t h e  on- 
. *  
P a r e n t h e t i c a l  re fe rences  placed supe r io r  t o  t h e  l i n e  
of text r e f e r  t o  t h e  bibliography. 
2 
l i n e  handwri t ten character recogni t ion  i n  real  t i m e .  The requirement 
t h a t  measurement and f e a t u r e  e x t r a c t i o n  take p l a c e  when t h e  handwrit- 
i n g  is  being produced is a very  d i s t i n c t i v e  a spec t  of t he  problem, 
One of t h e  important works on automatic recogni t ion  of hand- 
wr i t i ng  was s t a r t e d  by Frishhopf and Harmon (23’ 37) e 
r e l i e d  on t h e  s tudy of t he  motion of t h e  w r i t i n g  instrument  as a func- 
t i o n  of t i m e .  The continuous ho r i zon ta l  and vertical  displacement in- 
formation w a s  der ived through t h e  use  of a c a p t i v e  s t y l u s  of a tele- 
writer. With several c o n s t r a i n t s  of t h e  system, the  f e a t u r e s  of hand- 
w r i t t e n  le t ters  were composed of vertical  extrema, re t rograde  s t rokes ,  
cusps,  and s p e c i a l  marks. Based upon these  f e a t u r e s ,  t h e  handwri t ten 
cha rac t e r s  were recognized according t o  a dec i s ion  tree. A t  t h e  same 
t i m e ,  Eden undertook t h e  s tudy of handwriting genera t ion  and recogni- 
t i o n  under t h e  s t imu la t ion  of what is going on i n  t h e  speech recogni- 
t i o n  ( 1 4 > 3 8 ’ 3 9 > 4 8 ) .  
ing  based on a set of fou r  p r i m i t i v e  s t r o k e  symbols and def ined r u l e s  
f o r  how these  s t r o k e s  are transformed by r o t a t i o n  and r e f l e c t i o n  and 
t r a n s l a t e d  up and down s o  t h a t  each let ter can be  def ined as a unique 
f i n i t e  sequence of s t rokes .  A somewhat q u a l i t a t i v e  s inuso ida l  descr ip-  
t i o n  of a c t u a l  wr i t i ng  dynamics w a s  also developed i n  which t h e  s t r o k e s  
were descr ibed by segments of pe r iod ic  func t ions .  Freeman developed an 
encoding method of geometric curves by a’ chain of quantized s lopes  
18-22). H e  a l s o  proposed t h r e e  d i f f e r e n t  t r ans f  o m a t i o n s  - d i rec t ion -  
a l i t y ,  asymmetry, and curva ture  - from which a v a r i e t y  of p a t t e r n  prop- 
erties can be derived. Important cha rac t e r i s t i . c s  of encoded curves such  
Their approach 
H e  developed a formal d e s c r i p t i o n  of cu r s ive  w r i t -  
(15, 
3 
as l ength ,  width, he igh t ,  symmetry about va r ious  axes,  area moments, 
and cen te r  of g r a v i t y  can b e  ca l cu la t ed .  These f e a t u r e s  have been used 
i n  a contour c o r r e l a t i o n  a lgor i thm f o r  d i g i t a l  curve matching o r  recog- 
n i t i o n .  Kuhl der ived  from Freeman's p e r i p h e r a l  code t h r e e  i n v a r i a n t s  
of handprinted charac te rs , -namely ,  number of f r e e  ends, mapping of angu- 
lar d i r e c t i o n s ,  and t h e  absence o r  presence of high rates of curva ture  
i n  t h e  p e r i p h e r a l  code segments f o r  a cha rac t e r  recogni t ion  system (36) . 
This set of f e a t u r e s  has  t h e  advantage of being independent of va r i a -  
t i o n s  i n  cha rac t e r  s i z e ,  p ropor t ion ,  th ickness ,  and t r a n s l a t i o n  of t h e  
images. 
G r e n a i a s , e t  a l . ,  s tud ied  a r ecogn i t ion  system f o r  handwri t ten 
numerals by contour a n a l y s i s ,  where t h e  time d e r i v a t i v e s  of t h e  x- and 
y-axis motions of a cha rac t e r  following scan were used(27). Spinrad 
s tud ied  a scheme of machine r ecogn i t ion  of hand-printed block letters, 
where i n d i v i d u a l  pen s t r o k e s  were a b s t r a c t e d  i n t o  s t r a i g h t  l i n e  seg- 
ments and then  t h e  set of normalized l i n e  p a t t e r n s  were t o  be  i d e n t i f i e d  
wi th  one member of t h e  p o s s i b l e  cha rac t e r  set(48)e Teitelman (49) and 
Brown(7) d iv ided  t h e  w r i t i n g  s u r f a c e  of a pad i n t o  s e v e r a l  regions.  
As a cha rac t e r  w a s  drawn on t h e  pad wi th  a l i g h t  pen, t h e  information 
on each reg ion  which t h e  pen passed through w a s  t ransmi t ted  t o  t h e  re- 
cogni t ion  system. 
acteris t i c  l i s t  f o r  c l a s s i f i c a t i o n  purpose. 
The list of reg ions  then became a space-time char- 
Bernstein") and Groner (28) 
used t h e  RAND t a b l e t  as t h e  inpu t  device. I n  Berns te in ' s  scheme of gro- 
cess ing  t h e  s t r o k e  information, corners were de tec t ed  and marked, t h e  
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cen te r  of t h e  minimum r e c t a n g l e  defined by t h e  minima and maxima of x 
and y w a s  def ined ,  t h e  r e c t a n g l e  was divided i n t o  f i v e  reg ions  and a des- 
c r i p t i v e  g t r i n g  was generated f o r  each s t roke .  
l e g i t i m a t e  successor s t r o k e s  were l inked  t o  t h a t  of a previous s t r o k e  
The information on t h e  
according t o  a cha rac t e r  d i c t i o n a r y  f o r  c l a s s i f i c a t i o n  of t h e  con1plet;e 
cha rac t e r .  
i n  success ion  t h e  d i r e c t i o n  of each s t r o k e  i n  one of t h e  f o u r  quant ized 
d i r e c t i o n s ,  corners ,  ending p o i n t s ,  t h e  r a t i o  of he ight  t o  width,  etc.,  
Groner developed a program following a tree s t r u c t u r e  t o  test 
and t o  group sets of s t r o k e s  i n t o  cha rac t e r s .  
I n  conjunct ion wi th  a teaching and l ea rn ing  p r o j e c t ,  Zobrak and 
Sze (539 54)  appl ied  t h e  "direction-time" encoding method t o  provide f o r  
each handwri t ten cha rac t e r  a f e a t u r e  vec to r  whose success ive  conponents 
r ep resen t  t h e  quant ized d i r e c t i o n  of t h e  pen motion during s e q u e q t i a l  
increments of t i m e .  They e s s e n t i a l l y  used t h e  d iscr iminant  func t ion  
approach f o r  cha rac t e r  r ecogn i t ion  and proposed a t r a i n i n g  algori thm 
which w a s  experimental ly  t e s t e d  on t e n  sets of t h i r t y - f i v e  handwri t ten 
alphanumeric cha rac t e r s  where e i g h t  quant ized d i r e c t i o n  numbers and t e n  
f e a t u r e  vec to r  components were used. Their prel iminary r e s u l t  gave an 
i n d i c a t i o n  t h a t  t h i s  approach i s  s i m p l e ,  f a s t ,  and a b l e  t o  recognize 
reasonably well-drawn cha rac t e r s  wi th  a low e r r o r  rate. 
development, one p a r t  of t h i s  d i s s e r t a t i o n  is t o  extend and modify, i n  
theory and experiment, t h i s  approach of on-l ine handwri t ten cha rac t e r  
recogni t ion .  
Following t h e i r  
1.2.. Review of Determinis t ic  Mult i -Class  P a t t e r n  
C l a s s i f i c a t i o n  Algorithms 
The cha rac t e r  recogni t ion  problem involves ,  of course,  mult i -  
class p a t t e r n  c l a s s i f i c a t i o n .  I n  genera l ,  i f  t h e  R-class p a t t e r n s  are 
l i n e a r l y  separable ,  t h e r e  exist R augmented weight v e c t o r s w  t o  con- 
s t r u c t  R d iscr iminant  func t ions  *gj(x) = xw (j = 1 ,2 ,  - ,R)9 such 
-3 
t 
-3 a 
t h a t  g ,  (z)>gi(x) f o r  a l l  i # j and a l l  x belonging t o  t h e  class C The 
j' - J 
classical, d e t e r m i n i s t i c  t r a i n i n g  algorithms f o r  mul t i -c lass  p a t t e r n  
c l a s s i f i c a t i o n  of pe rcep t ron type  have been w e l l  presented i n  t h e  book 
by N i l s ~ o n ' ~ ~ )  . Chaplin and Levadi formulated another se t  of inequal i -  
ties, based upon t h e  concept of e q u i l a t e r a l  simplex, t o  r ep resen t  t he  
l i n e a r  s epa ra t ion  of R-class p a t t e r n s ;  thus,  they presented a general-  
i zed  l i n e a r  th reshold  dec i s ion  algori-thm f o r  mul t ip l e  classes (8) e 
It is  conceivable t h a t  any 2-class a lgori thm can be  appl ied  t o  
R-class p a t t e r n  c l a s s i f i c a t i o n  v i a  t h e  fol lowing two procedures: 
(a) s e p a r a t e  pa i rwi se  each class from every o t h e r  class i n  a c e r t a i n  
sequence, and (b) s e p a r a t e  i n  a sequence each class from a l l  t h e  rest i f  
t h e  p a t t e r n s  are so cons t ra ined  t h a t  such a l i n e a r  s epa ra t ion  e x i s t s .  
'Among t h e  cu r ren t ly  a v a i l a b l e  2-class t r a i n i n g  algorithms of e i t h e r  
i t e r a t i v e  type  or else (17332s43s47), i t  is w e l l  recognized t h a t  t h e  
€Io-Kashyap dichotomizat ion algori thm has  r e l a t i v e l y  high rate of con- 
vergence f o r  l i n e a r l y  separable  p a t t e r n s  and, i n  add i t ion ,  a l s o  gro- 
v ides  f o r  a test of l i n e a r  s e p a r a b i l i t y  of t h e  given t r a i n i n g  p a t t e r n s .  
The extens ion  of t h e  €Io-Kashyap algori thm t o  mul t i -c lass  p a t t e r n  classi- 
f i c a t i o n  has been made by B l a y d ~ n ' ~ ) ,  Wee and F U ' ~ * ) ~  Wee and Fu 
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developed two R-class t r a i n i n g  algorithms: t h e  complete g e n e r a l i z a t i o n  
and t h e  g e n e r a l i z a t i o n  wi th  c o n s t r a i n t .  Their complete g e n e r a l i z a t i o n  
algori thm involves  a ( R - ~ ) N  x RD p a t t e r n  mat r ix ;  t h e i r  g e n e r a l i z a t i o n  
with c o n s t r a i n t  involves an  N x D p a t t e r n  matrix. 
g e n e r a l i z a t i o n  based upon Chaplin and Levadi 's  concept of mapping R 
Blaydon proposed a 
p a t t e r n  c l a s s e s  i n t o  R vertices of a (R - 1)-dimensional e q u i l a t e r a l  
simplex wi th  i t s  cen t ro id  a t  t h e  o r i g i n ;  bu t  t h e r e  is no convergence 
proof f o r  h i s  algorithm. I n  the second p a r t  of t h i s  d i s s e r t a t i o n ,  a 
new mul t i - c l a s s  t r a i n i n g  a lgor i thm is  developed and i t s  convergence 
proved fol lowing t h e  above-mentioned mapping concept. It is  a complete 
g e n e r a l i z a t i o n  involv ing  only an N x D p a t t e r n  matrix.  It can a l s o  b e  
used t o  test t h e  nonl inear  s e p a r a b i l i t y  of t h e  d i rec t ion- t ime f e a t u r e  
vec to r s  of a set of handwri t ten alphanumeric cha rac t e r s ,  as descr ibed 
i n  t h e  f i r s t  p a r t  of t h e  t h e s i s ,  and thus t o  confirm t h e  requirement of 
using a nonl inear  algorithm. 
1.3. Objec t ives  of t h i s  Research 
Following t h e  above d iscuss ion ,  t h e  main ob jec t ives  of t h i s  
d i s s e r t a t i o n  are twofold: 
(a) t o  prove a convergence theorem f o r  t h e  Zobrak-Sze algorithm, 
and t o  make an  ex tens ive  s imula t ion  study of on-l ine handwri t ten char- 
acter recogni t ion  of ch i ld ren ' s  handwriting with some modiffcat ion 
of encoding scheme f o r  f e a t u r e  vec to r s ;  
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(b) t o  propose a new and e f f i c i e n t  t r a i n i n g  algori thm f o r  mult i -  
class p a t t e r n  c l a s s i f i c a t i o n  which i s  a g e n e r a l i z a t i o n  of t h e  Ho-Kashyap 
a l g o r i  tlun. 
The f e a t u r e  e x t r a c t i o n  of t h e  c h i l d r e n ' s  handwri t ten char- 
acters and t h e  proper ty  of f e a t u r e  components are discussed i n  Sec t ion  
2.0. 
r e s u l t s  on t h e  s imula ted ,  on-l ine handwri t ten cha rac t e r  r ecogn i t ion  are 
given i n  Sec t ion  3 . 0 .  A new mul t i -c lass  t r a i n i n g  algori thm and i t s  con- 
vergence proof are presented  i n  Sec t ion  4 . 0 ;  some experimental  work 
demonstrating i ts  advantages and disadvantages i s  discussed i n  Sec t ion  
5.0. 
The convergence proof of t h e  Zobrak-Sze a lgor i thm and experimental  
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2eO FEATURE EXTRACTION FOR 
ON-LINE HANDWRITTEN CHARACTER RECOGNITION 
2.1 Review of Direction-Time Encoding Method 
I n  t h i s  s e c t i o n ,  t h e  quantized d i r e c t i o n  sequences of hand- 
w r i t t e n  alphanumeric cha rac t e r s  w i l l  be s tud ied .  
t i o n  1.1, t h i s  encoding method w a s  o r ig ina t ed  by Freeman and succeed- 
As mentioned i n  Sec- 
ing ly  developed by Zobrak and Sze f o r  e x t r a c t i n g  some s e q u e n t i a l  in- 
formation of handwri t ten cha rac t e r s  f o r  on-l ine recogni t ion .  This . 
method i s  b r i e f l y  descr ibed i n  the following. 
L e t  one w r i t e  an alphanumeric cha rac t e r  on a uniformly maske$ 
square,  The h o r i z o n t a l  and vertical  
cha rac t e r  - .  - are s e q u e n t i a l l y  s t o r e d  as 
The "direction- t i m e ' '  encoding method 
_ -  coord ina tes  of t h e  s t r o k e s  i n  a " 
t h e  cha rac t e r  is  being w r i t t e n .  
provides a d-dimensional p a t t e r n  
vec to r  x f o r  each handwri t ten charac te r ,  The components x . ~ ,  x 2 ,  e e e ,  
c - 
and - xd,  each of which i s  an i n t e g e r  ranging from 0 t o  m,  r ep resen t  t h e  
d i r e c t i o n s  - _  of t h e  s t r o k e s  o r  t h e  segments of s t r o k e s  i n  succession. L e t  
t h e  s t a r t i n g  p o i n t  of a segment be  considered as an o r i g i n  and its 
c i r c u l a r  ._ neighborhood be  divided i n t o  m f 1 equal  s e c t o r s ,  each s e c t o r  
is - coded by a n ' i n t e g e r ,  0, 1, 2,  o r  m ( where m 4- 1 i s  an even 
number) 
Thus, t h e  j t h  s e c t o r  i s  bounded by r a d i a l  l i n e s  L j  and Ljfl  except j = O  
where t h e  0 th  s e c t o r  is bounded by Lm+% and Lo" If t h e  stroke segment 
l i e s  wi th in  t h e  j t h  s e c t o r  o r  co inc ides  with LjflS t h e  d i r e c t i o n  
of t h i s  segment is encoded by t h e  number j ( j = O ,  'I9 2, e e .+ m) e 
For t h e  i - t h  segment i n  a given c h a r a c t e r ,  xi = j, 
i n  t h e  counterclockwise sequence as i l l u s t r a t e d  i n  Fig.  2 . l ( a )  . 
Therefore, i f  d 
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L6 L7 
(a) Di rec t ion  number of 
s t r o k e  segmentm = 7 
P a t t e r n  vec to r  X 
(b) An example wi th  d = 10  
and m = 7 
= (5 9 5 9 5 Y A Y  7 Y 7 7 Y 2 Y  09 0,) 
Pat te rn  vec to r  x = [595,5,127,6,7,3,0,0] 
(c) The quantized d i rec t ion- t ime f e a t u r e s .  
-A 
Fig. 2 .1  Direction-time Encoding of a %andwritten Character "A". 
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i s  chosen appropr ia te ly ,  every charac te r  can be broken down i n t o  a se- 
quence of s s t rokes  o r  s,egments of s t rokes ,  where s c d .  When t h e  pen 
po in t  is l i f t e d  up and moved froin the  end of one s t roke  t o  the  s t a r t i n g  
- 
p o i n t  of t h e  next  s t r o k e ,  a s p e c i a l  componentx defined as a junp-ing 
component is  assigned which denotes t h e  d i r e c t i o n  of t he  v i r t u a l  l i n e  
segment from t h e  end poin t  of t he  f i r s t  s t r o k e  t o  t h e  s t a r t i n g  po in t  of 
t h e  next  s t roke ,  This concept i s  i l l u s t r a t e d  i n  Fig.  2 , l ( b )  f o r  a hand- 
w r i t t e n  "A" with  d = 10, m = 7, and s = 3. 
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On a p r a c t i c a l  wr i t i ng  pad, t h e  s t rokes  of t he  charac te r  i n t e r -  
set wi th  t h e  mask l i n e s  a t  var ious  po in t s .  
t h e  mask node or  g r i d  which l i e s  c l o s e s t  t o  i t  is  se lec ted .  The (X3 Y) 
coordinates  of these  gr id- in te resec t ions  along every s t r o k e  a r e  sequen- 
t i a l l y  s to red  as t h e  charac te r  i s  being w r i t t e n ,  
i n  Fig.  2.l(C) 
t o  i n d i c a t e  the  separa t ion  between two successive s t rokes ,  while  
For each i n t e r s e c t i n g  po in t ,  
This is i l l u s t r a t e d  
I n  t h e  i l l u s t r a t e d  coordinate  sequence, (00,OO) is  placed 
[(OO,OO), (00,OO)J i n d i c a t e  t h e  end of t h e  charac te r .  Note t h a t  t he  
o r i g i n  a s  w e l l  a s  t h ree  o ther  corners on t h e  wr i t i ng  pad is  never used 
as a g r i d  in t e r sec t ion .  The quantized direct ion-t ime f e a t u r e s  calcu- 
l a t e d  from t h i s  sequence of g r i d  i n t e r s e c t i o n  coordinates  are a l s o  
ind ica ted  i n  Fig,  2 . l ( c ) ,  where x 4 
composed of these  f ea tu res .  
represents  t h e  p a t t e r n  vec tor  of A 
2,2 Modif icat ion of Direction-Time Fea tures  
The above menticned encoding technique w a s  used by Zobrak and 
Sze t o  o b t a i n  10-dimensional p a t t e r n  v e c t o r s  f o r  10 sets of t h i r t y - f i v e  
handwri t ten cha rac t e r s ,  A,  B ,  C,  . . ., . .) X,  Y, 2 ,  1, 2, . . . 9. 
They a l s o  proposed i? mul t i - c l a s s  t r a i n i n g  algori thm f o r  on-l ine hand- 
w r i t t e n  cha rac t e r  r ecogn i t ion  based upon such p a t t e r n  vec to r s .  Using 
a l l  t e n  sets as t r a i n i n g  samples they were a b l e  t o  reduce t h e  e r r o r  ra te  
t o  6% a f t e r  15 t r a i n i n g  cycles(52),  y e t  t h e r e  w a s  no i n d i c a t i o n  of con- 
vergence, It was  observed t h a t  p o s s i b l e  ambiqui t ies  occurred i n  the 
following p a t t e r n  groups: A, H, 5 ;  D, P; R, K; V, X; and Q, G, C,  0, 
S.  This l e d  one t o  cons ider  t h e  modi f ica t ion  of the d i rec t ion- t ime 
encoding method. 
The ambiguity between some R and K p a t t e r n s  w a s  introduced by 
s m a l l  d imensional i ty  of p a t t e r n  vec to r s .  
come by inc reas ing  the dimension by two-fold. 
s p e c i f i c  samples R and K, x 
[6, 6 ,  6 ,  6, 2, 5 ,  5 ,  1, 6 ,  61 if d = 10; t h e r e  are only t h r e e  d i s t i n c t  
p a t t e r n  components between 
6,  6 ,  6 ,  6 ,  6 ,  69 2, O,O, 6 ,  4 ,  4 ,  0, 7, 7 ,  6 ,  7, 53 and = 16,  6,  6 ,  
6 ,  6 ,  6 ,  6 ,  6 ,  2, 5,  5 ,  5,  5, L, 6 ,  6 ,  6 ,  6 ,  6 ,  63; i n  t h i s  case, t h e r e  
are t e n  d i s t i n c t  p a t t e r n  components t o  enhance t h e  sepa ra t ion  between 
t h e s e  two classes. Hence, i n  what follows, a 20-dimensional p a t t e r n  
space w i l l  be used f o r  t h e  f e a t u r e  ex t r ac t ion .  
This d i f f i c u l t y  can be  over- 
For example, f o r  two 
= [6,  6 ,  6, 6,  2, 7 ,  5 ,  0, 7 ,  63 and 2 = CR 
amd +. However, i f  d = 20, & = [ 6 ,  6,  
Indeed, t h e  quantized 
advantage of being r e l a t i v e l y  
d i rec t ion- t ime 
i n s e n s i t i v e  t o  
f e a t u r e  vec to r  
t R e  v a r i a t i o n s  
provides  t h e  
i n  cha rac t e r  
s i z e ,  p ropor t ion ,  and t r a n s l a t i o n .  Its s i m p l i c i t y  may, a t  t i m e s ,  cause 
fuzzy d i s t i n c t i o n  between some simple cha rac t e r  p a i r s  whose w r i t i n g  dy- 
namics appear similar, f o r  example, Q and G, V and X, and C and 0, 
t h i s  connection, two types of s p e c i a l  d i r e c t i o n  components can b e  in- 
corporated i n t o  t R e  p a t t e r n  v e c t o r s  t o  improve t h e  p a t t e r n  s e p a r a b i l i t y .  
One i s  termed r e fe rence  component and t h e  o the r  is  end component. 
r e f e rence  component is  defined as t h e  quantized d i r e c t i o n  from t h e  start- 
ing p o i n t  of t h e  f i r s t  s t r o k e  to t h e  beginning of another s t r o k e .  Hence, 
there is  one r e fe rence  component a f t e r  every jumping component, 
component i s  defined as t h e  quantized d i r e c t i o n  from t h e  s t a r t i n g  p o i n t  
t o  t h e  end p o i n t  of t h e  cha rac t e r ,  
component, t h e  d i f f e r e n c e  between p a t t e r n  v e c t o r s  % and x 
% and x is  increased .  
d i s t i n c t i o n  between p a t t e r n  vec to r s  x 
s t r a t e d  by sample p a t t e r n s  x = [3 ,  5,5, 6, 5, 6, 6 ,  7 ,  0, 1, 1, 2, 2, 2 ,  
I n  
A 
The end 
With t h e  in t roduc t ion  of t h e  end 
zv and x 
With t h e  a i d  of t h e  r e fe rence  component, t h e  
o r  -c9 -X 
-5 
and x i s  a l s o  improved as demon- -Q -G 
-Q 
3, 2, 5, 5, 6, 5 9 1  and % = 13s 4 9  5 9  59 5 9  6 9  6s 7, 7 9  7 9  0, 0s 1, 2, 
3,  - -  4 ,  5, 0, 0, &],where eleven o u t  of twenty p a t t e r n  components are 
d i f f e r e n t .  Furthermore, w i t h  t h e  inc lus ion  of r e fe rence  components, the 
cha rac t e r  may b e  recons t ruc ted  from t h e  direct ion-t ime p a t t e r n  v e c t o r  
provided t h a t  t h e  number of d i r e c t i o n  components assigned t o  each s t r o k e  
is a l s o  known; t h i s  is i l l u s t r a t e d  en Fig. 2,2. With khese modifica- 
t i o n s  on t R e  d i rec t ion- t ime encoding method, t h e r e  are [d-2(s-l)-1J 
p a t t e r n  components which are a c t u a l l y  derived from the  d i r e c t i o n  of s t r o k e  
13 
= [  7,594, 
The recons t ruc ted  cha rac t e r  
4 9 4 9 3 951 
The d i r e c t i o n  components 2, 0, 6 marked by under l ines ,  r ep resen t  the - -  
jumping component, r e f e rence  component, and end component r e spec t ive ly .  
Fig,  2.2. Reconstruct ion of a Character  From Its  Modified 
Direction-time p a t t e r n  Vector and Supplementary 
Information. 

L e t  ai b e  t h e  number of p a t t e r n  components which are derived from t h e  
i - t h  s t r o k e .  a, i s  i n i t i a l l y  determined by 
4 
a. 
p i  a = In t ege r  p a r t  of '  ([d - 2(s-1)-1] - + 0.5) 
i P 
A proper  way of d iv id ing  s t r o k e s  i n t o  segments r e q u i r e s  t h a t  
S 
C a = d - 2(s-1) -1 i i=l 
I n  many ins t ances ,  t h i s  does no t  hold i n i t i a l l y  because of t h e  i n t e g e r  
quan t i za t ion  involved i n  (2.2); i n s t ead ,  
where Q i s  a p o s i t i v e  i n t e g e r  which should be reduced t o  zero by chan- 
ing  Q of t h e  ai 's which con t r ibu te  l a r g e r  quan t i za t ion  e r r o r s  i n  (2.2). 
If two o r  more a ' s  con t r ibu te  equal amount of quant iza t ion  e r r o r s  and 
i f  only one remains t o  be ad jus t ed ,  t h e  one corresponding t o  t h e  smallest 
i 
i w i l l  be  s e l e c t e d .  
is + Q 
va lues  of ai 's, t h e  condi t ion  (2.3) w i l l  be s a t i s f i e d .  
however, a 
example,in G and Q. 
Each of t h e  Q a i ' s  must be  decreased by one if i t  
i n  (2.4) and increased by one i f  i t  is  -Q. With these  ad jus ted  
I n  a l l  cases, 
> 1 must  be  maintained lest t o  neg lec t  any s h o r t  s t r o k e  f o r  i -  
The average segment l eng th  f o r  t h e  i - t h  s t r o k e  i s  
then given by 
1 
ai 
= - cpi - 1) bi (2.5) 
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Beginning from t h e  f i r s t  g r i d  i n t e r s e c t i o n  of t h e  &.th s t r o k e ,  t h e  end 
p o i n t  of t h e  j-th segment i n  t h e  i-th s t r o k e  is  s e l e c t e d  by rounding of f  
11 -f- j bi], Cj = 1, 2, e 
sequence of g r i d  i n t e r s e c t i o n s  of t h e  i - t h  s t r o k e .  
g r i d  i n t e r s e c t i o n  of each s t r o k e  i s  n a t u r a l l y  t h e  end po in t  of t h e  last  
segment on t h e  i - th  s t roke .  
be e a s i l y  determined according t o  t h e  r u l e  s p e c i f i e d  i n  Sec t ion  2.1. 
.) ai), which i n d i c a t e s  i ts  order  i n  the 
I n  t h i s  way, t h e  l a s t  
The quantized d i r e c t i o n  of each segment can 
The following remarks should be  noted w i t h  regard t o  t h e  compu- 
t a t i o n  of t h e  p a t t e r n  components. 
of t h e  f i r s t  s t r o k e  and t h a t  of another a c t u a l l y  coincide and hence t h e  
corresponding r e fe rence  component becomes undefined, 
i t  is  suggested t o  always u s e  t h e  second g r i d  i n t e r s e c t i o n  of each s t r o k e  
o the r  than t h e  f i r s t  one t o  determine t h e  corresponding r e fe rence  com- 
ponent along w i t h  t h e  s t a r t i n g  p o i n t  of t h e  cha rac t e r .  
cha rac t e r s  w i th  a s i n g l e  closed s t r o k e ,  l i k e  0 and 8, where t h e  s t a r t i n g  
p o i n t  and t h e  end p o i n t  coincide,  t h e  d i r e c t i o n  number of t h e  end corn- 
ponent would be derived from t h e  r a t i o  -which i s  indeterminate.  For t h e  
sake of convenience, i t  is a r b i t r a r i l y  set a t  i n f i n i t y  which r e s u l t s  i n  
a d i r e c t i o n  number 2. The las t  remark d e a l s  wi th  the  s i t u a t i o n  where t h e  
I n  some ins t ances ,  t h e  s t a r t i n g  p o i n t  
For t h i s  reason, 
I n  cases of 
0 
0 
t o t a l  number p of g r i d  i n t e r e s e c t i o n s  of a cha rac t e r  is  less than o r  equal 
t o  the dimension d e  It is  r e c a l l e d  t h a t  t h e  above discussed encoding pro- 
cedure presumes t h e  condi t ion  p > d. 
and i n t e r p o l a t i o n  process i s  necessary t o  f a c i l i t a t e  the segmentation and 
c a l c u l a t i o n  of d p a t t e r n  components. 
I n  case of p c < d, an enlargement 
Assume t h a t  both X-scale and Y-scale 
of t h e  cha rac t e r  which has s s t r o k e s  are increased  by two-fold. L e t  t h e  
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o r i g i n a l  g r i d  i n t e r s e c t i o n s  (X Y.) be mapped i n t o  t h e  new coord ina tes  i' 1 
(X' j, Y'$) and l e t  one i n t e r p o l a t i o n  be taken between every two success- 
ive g r i d  i n t e r s e c t i o n s  of each s t roke .  For t h e  j - t h  stroke- w i th  p .  g r i d  
J 
i n t e r s e c t i o n s ,  t h e r e  w i l l  be  2p -1 po in t s  a f t e r  enlargement and i n t e r -  
po la t ion .  
j 
I n  t o t a l ,  t h e r e  w i l l  be  2p-s p o i n t s  a v a i l a b l e  f o r  p a t t e r n  
component determinat ion i f  (2p-s) > d. L e t  R. denote  the  t o t a l  number 
of g r i d  i n t e r s e c t i o n s  of t h e  f i r s t  j s t r o k e s ,  ( j  = 1, 2, . e ., s ) ,  
J 
R = C  pn 
j n = l  
The o r i g i n a l  coord ina tes  of t h e  k-th g r i d  i n t e r s e c t i o n  of t h e  j - t h  s t r o k e ,  
j -1 
i = C pn+ k 
n = l  
= 2 . :  +k, f o r  k = 1, 2 ,  . . ., p j ,  
J-1 
are transformed i n t o  t h e  new coordinates,  (X:, Y;) where 
j-1. 
, r = C (2p -1) + (2k-1) n n = l  
= 2(Rj-l+k) -j 
= 2i-3, 
as t h e  (2k-l)-th p o i n t s  of t h e  j - t h  s t r o k e  a f t e r  enlargement and i n t e r -  
po la t ion ;  X' = 2 Xi and Y'*  = 2Yia 
po in t s ,  ( X ' t 9  Y g t ) ,  are deterniined from X', = Xi + 
where 
The coord ina tes  of t h e  i n t e r p o l a t e d  r 
and Y', = Yi + Yi-l i- 1 
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j -1 
n=l  
t = C (2p -1) -k (2k-2) n 
= 21 - j - 1 f o r  k = 2,  ., p j e  
Hence, there w i l l  b e  i n  t o t a l  2p-s po in t s  a v a i l a b l e  f o r  p a t t e r n  components 
determinat ion i f  (2p-s) > (9. If (2p-s) i s  s t i l l  less than o r  equal  t o  d ,  
the s a m e  procedure can b e  repeated u n t i l  the requi red  condi t ion  i s  s a t i s f i e d .  
2.4 Data on F i f t y  Se t s  of Handwritten Characters  
A d i g i t a l  computer program has been w r i t t e n  i n  MAD language f o r  
processing the f e a t u r e  e x t r a c t i o n  based upon the modified d i rec t ion- t ime 
encoding method. 
gllven i n  Appendix A,  
The f low c h a r t  and t h e  complete program l i s t i n g  are 
F i f t y  sets of handwritten alphanumeric cha rac t e r s  were co l l ec t ed .  
These sets were w r i t t e n  by f i f t y  ind iv idua l s ;  twenty-seven of tIluu are school 
ch i ld ren  wi th  ages ranging from seven t o  e leven yea r s  o ld ,  and t h e  rest 
are s tuden t s  . a t  co l l ege  level. Each character was w r i t t e n ,  i n  a pre- 
s c r ibed  s tandard  sequence of s t rokes ,  on a 2" x 2" square  w i t h  20 x 20 
d i v i s i o n s ,  Guided by the d iscuss ion  i n  Sec t ion  2.2, t h e  fol lowing ten 
cha rac t e r s  were chosen f o r  the p resen t  study: A, C, D, G,  H, 0, P ,  Q, S,  
and 5, 
These f i f t y  sets of cha rac t e r s  have been processed by t h e  use  of t h e  a'nove 
mentioned computer program t o  ob ta in  t h e  corresponding sets of quantized 
They are re spec t ive ly  designated as class 1 through class 10. 
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direction-tine pattern vectors with the choice of d = 20 and m = 7, These 
500 characters together with their corresponding pattern vectors are shown 
in appendix B. These data have been used for the simulation study of the 
on-line handwritten character recognition which is to be discussed in 
Section 3.0. 
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3.0 THE CONVERGENCE PROOF OF A LEARNING 
ALGORITlII4 AND EXPERIPENTAL RESULTS OF BN ON-LINE 
HANDWRITTEN CHARACTER RECOGNITION SYSTEM 
3.1 An On-line Handwritten Character  Recognition System 
An on-line handwri t ten cha rac t e r  recogni t ion  system w i l l  b e  
discussed i n  the  following. 
f e a t u r e  e x t r a c t o r  and c l a s s i f e r ,  as shown i n  F ig .  3.1 e The extraction 
The recogni t ion  system c o n s i s t s  of two p a r t s :  
of quantized direct ion-t ime f e a t u r e s  of on-line handwritten cha rac t e r s  
has  been inves t iga t ed  i n  Sec t ion  2.0 . 
a set of i n t e g e r s  of modulo m + 1 = 8 and form a s p e c i a l  c y c l i c  group. 
St has been demonstrated t h a t  t h e  handwri t ten alphanumeric cha rac t e r s  as 
represented by t h e i r  direct ion-t ime f e a t u r e s  are no t  l i n e a r l y  separable ,  as- 
w i l l  b e  shown la te r  i n  Sec t ion  5.2. Therefore,  a nonl inear  processor  i s  
used t o  f a c i l i t a t e  t h e  c l a s s i f i c a t i o n .  One set  of charac te rs  i s  s to red  
as 
cha rac t e r  i s  compared wi th  every pro to type  p a t t e r n  t o  form a s e t  of 
metrices,which are nonl inear  func t ion  of t h e  p a t t e r n  components, w i th in  
t h e  classifier.  The discr iminant  func t ions  are used t o  c l a s s i f y  t h e  
unknotm charac te r  based upon the  concept of minimum metric. 
The p a t t e r n  components xi’s are 
t h e  s e t  of prototype p a t t e r n s .  The p a t t e r n  vec to r  f o r  any unknown 
A t r a i n i n g  
algori thm o r i g i n a l l y  proposed by Zobrak and Sze (53) is  adopted he re  with 
only a s l i g h t  modif icat ion fol lowing the Duda-Fossum mult i -c lass  t r a i n i n g  
r u l e .  This l ea rn ing  algori thm w i l l  be  reviewed i n  Sect ion 3 . 2  . The 
convergence of t h e  algorithm, which was n o t  discussed by Zobrak and Sze,  
w i l l  be  proven i n  Sec t ion  3 . 3  . Experimental r e s u l t s  w i l l  be descr ibed 
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Handwritten 
Ex t rac to r  
Quantized 
D i r  ection-Time 
P a t t e r n  Vector 
D C l a s s i f i e r  
Decision 
___c50 
Fig. 3.1 The Block Diagram of an On-line Handwritten 
Character Recognition System. 
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i n  Sectioii  3 . 4  . 
3.2  A Learning Algorithm 
The l e a r n i n g  algori thm of Zobrak and Sze i n  i t s  modified form is  
descr ibed i n  t h e  following. 
cha rac t e r s  b e  chosen as the set of R pro to type  p a t t e r n s ,  which are 
encoded by quantized d i rec t ion- t ime f e a t u r e s  and represented by R p a t t e r n  
vec to r s  P ' s  (n=l ,2 ,  . . , R) e P i s  of dimension d and p ( i = 1, -n 11 n i  
2, . . 
the d i f f e rence  between the  i - t h  component of t h e  prototype p a t t e r n  P 
and t h a t  of 
L e t  a certain set  of R handwri t ten 
, d ) Is i ts  i - th  component. L e t  $i( $, E )  be  a measure of 
11 
t h e  p a t t e r n  - x under cons idera t ian ;  $i( G, ~f . )  is  a netric 
and i s  def ined by 
4i( G," 1 = 
I P,i - x i  I if 
(m -I- 1)  - IP& Xil if 
(3 1) 
( i = 1 9 2 , . n e , d ;  n = 1 , 2 ,  . . . ,  R )  
where m 4- 1 is an  even i n t e g e r  represent ing  m 4- 1 quantized d i r e c t i o n  
numbers. 
f o r e  , x ' s  are a set of i n t e g e r s  of modulo m + l 
group. L e t  A( I& 2 ) be a d-dimensfonal vec to r  cons i s t ing  of 
Each $$( Praq 5 )  i s  chosen as such because, as mentioned be- 
and form a c y c l i c  i 
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and w b e  a d-dimensional weight vec to r  f o r  t h e  prototype p a t t e r n  P 
7 -nB 
The R d iscr iminant  func t ions  f o r  R classes are def ined by 
gn ( $, 5 )  i s  a l s o  a metric def ined i n  t h e  f i n i t e  and d i s c r e t e  p a t t e r n  
space.  The dec i s ion  i s  made according t o  the  minimum metric. For a 
f ixed  set of weight vec to r s  w ( n = 1, 2 ,  . e , ,R  ) ,  t h e  handwri t ten 
cha rac t e r  represented  by - x i s  c l a s s i f i e d  as t h e  cha rac t e r  represented  by 
the  pro to type  p a t t e r n  P t h a t  i s ,  i n  t h e  class C r , i f  
3' 
-rs 
but  j # r ( 3 . 3  1 
During t h e  k-th s t e p  i n  t h e  l ea rn ing  phase , i f  t h e  p a t t e r n  _?r_(k) belongs 
t o  t h e  classCr and g,(zr,x> 
set of i n t e g e r  J ,  t h e  co r rec t ion  of t h e  set  of weight vec to r  EZ, , ( h =1, 
2,, e . . , R ) , i s  governed by t h e  fo.lfowing t r a i n i n g  r u l e  : 
gj(gj,z) f o r  some j # r i n  a non-empty 
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where 
ajk > 0 and C ajk = 1. 
;yEJ 
kCl ) w i l l  be set  t o  an a r b i t r a r y  small  p o s i t i v e  number 6>0 and "11-1 
f o r  any cor rec t ion  which w i l l  cause w (k+l) t o  be  negat ive.  h i  
3.3  Convergence Proof of The Learning Algorithm 
Assume t h a t  t h e p a t t e r n s  a r e  separable  by the  discr iminant  func- 
t i o n  (3.2) . L e t  t h e  learn ing  algorithm ( 3 . 4 )  begin with any set of 
i n i t i a l  weight vec to r s  w (l), ~ ~ ( 1 ) s  . . e ~ ~ ( 1 )  .  Then, for -1 * 
some f i n i t e  i t e r a t h n s  k , 
k' * * 
w ( k ) - q ( k  C l ) = q ( k  + 2 ) = .  + .  * ,  -i 
( i =  1 , 2 , .  . . 8 R )  
which gives  a set of so lu t ion  weight vec tors ,  t h a t  is  
( j = 1 , 2 ,  e .  , R ; j # r )  
for a l l  - x belonging t o  t h e  Class C r ,  ( r = I, 2 ,  (I . R ). 
The convergence proof of the  learn ing  algori thm i s  pr imar i ly  
based on the  concept of minimum metr ic .  
def ined i n  (3.1) gives the  i t h  component of t h e  dewfation of x from P 
It i s  r eca l l ed  t h a t  Qi(G,~) 
?1 - 
L and the  discr iminant  funct ion g ( P ,z ) = $(  G9" iD ( n = 1, 2,  
R ) 9  are metrics defined i n  the  f i n i t e  and d i s c r e t  p a t t e r n  space. 
n - n  
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Since i t  is assumed t h a t  t h e  p a t t e r n s  - x’s  are separable  by these  d i s -  
criminane func t ions  g ( P ,x ), t h e r e  e x i s t s  a set of s o l u t i o n  weight 
vec to r s ,  w ‘s , ( n = 1, 2 ,  . e e , R ) $  such t h a t  f o r  - x i n  t h e  c l a s s  5 ,  
( r = 1 , 2 ,  . . . ,  R), 
n 3-  
( f o r  a l l  j = 1, 2, . a ., R ; j # r ) 
Therefore,  x’s are $-separable. 
For lc(k), t h e  k-th p a t t e r n  i n  t h e  t r a i n i n g  sequence leading  t o  a 
co r rec t ion ,  t h e  e r ror -cor rec t ion  scheme i n  ( 3 . 4 )  may be viewed as a set 
of nonl inear  t ransformations,  A( zj,~( k ) ),( j= 1, 2, . . . 
followed by a l inear  c l a s s i f i e r  wi th  a f ixed  increment e r ror -cor rec t ion  
r u l e  given by 
R ), 
- V( k + 1 ) = - V( k ) +z( k ) ( 3 . 7 )  
where 
- V( k ) = a Rd-dimensional weight vec tor  
j thSblock - Z( k ) = a 2-class Rd-dimensional p a t t e r n  vec to r  r thSblock 
t 
’“jk a k B ( Ej , g k )  1 9 
f 
q t h  block 
(3.9) 
> 0 , and C a = 1 and j 9 q j  e t c  belong t o  a set 
j k  % ’ 8 “jk j c J  
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J for  which 
This procedure can be i l l u s t r a t e d  i n  Fig.  3 . 2  Note that 
(3.10) 
For E( k ) E Cr the correct c l a s s i f i c a t i o n  i s  given by 
which implies , from (3.10) and the fac t  a > 0 ,  that k 
This follows from the assumption of +-separability of - x, since 
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Nonlinear Processor 
1 L 
vLz -- 
v-  I 
J 
Fig. 3.2 The I n t e r p r e t a t i o n  of t h e  Learning 
Algorithm a s  a Nonlinear Processor 
Followed by a Linear C l a s s i f i e r .  
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f o r  a l l  j EJ 
end C a = 1. On t h e  o t h e r  hand, 
jk 3&J 
o r  
r q u i  r e s 
which impl ies  t h a t  - x( k') is  i n c o r r e c t l y  c l a s s i f i e d  by t h e  set of weight 
vectors %( k ), ( i = 1, 2, . . . , R ) e  
v e r i f i e d  by t h e  argument of con t r ad ic t ion .  Suppose t h a t  (3.13) is  true 
Inequa l i ty  (3.14) can be 
t but w t(k) e&( P ,x(k))  2 at  least one of w 
7 -r -j (k)&( ,x(k))  
o r ,  i n  o the r  words, 
jk'  
Mult iply both s i d e s  of t h e  above i n e q u a l i t y  by 01 
Taking summation on both s i d e s  over J,  and no t ing  t h a t  C ajk= 1, one 
~ E J  
has 
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which c o n t r a d i c t s  t o  the  asscmption (3.13) Therefore, f (k)E(k)  < 0 
r e q u i r e s  i n e q u a l i t y  (3.14) t o  be s a t i s f i e d  which impl ies  t h a t  x (k )  is  
m i s c l a s s i f i e d  and a c o r r e c t i o n  i n  weight v e c t o r s  i s  needed. 
Following t h e  above d iscuss ion ,  t h e  $-separabi l i ty  of - x i s  
equiva len t  t o  t h e  l i n e a r  s e p a r a b i l i t y  of z. Since t h e  l ea rn ing  algo- 
rithm (3.4) is  equiva len t  t o  t h e  algori thm (3.7) 
- V(k+l) = - V(lc)+Z(k) - 
which i s  a convergent e r r o r  c o r r e c t i o n  r u l e  f o r  t he  l i n e a r l y  
sepa rab le  - 2 , i t  follows t h a t  t h e  algori thm (3.4) converges i n  a f i n i t e  
number of i t e r a t i o n s  k 
(43) 
* 
i f  t h e  t r a i n i n g  samples - x are $-separable. 
3.4 FXPERIMENTAL STUDIES 
Computer s imula t ion  s t u d i e s  have been c a r r i e d  ou t  f o r  t h e  pro- 
posed on-line handwri t ten cha rac t e r  recogni t ion  system. 
p a t t e r n  vec to r s  of t e n  cha rac t e r s ,  A ,  C, D, G, H, 0, P ,  Q,  S ,  and 5, 
F i f t h  sets of 
as mentioned i n  Sec t ion  2.4 and l i s t e d  i n  Appendix B were used as the  
inpu t  data .  T h e s e t  No.0 w a s  used as t h e  set  of prototype p a t t e r n s  and 
t h e  rest as t r a i n i n g  p a t t e r n s  o r  test  p a t t e r n s .  These p a t t e r n  vec to r s  
are formed by modified direct ion-t ime f e a t u r e s  wi th  twenty dimensions 
and e i g h t  d i r e c t i o n  sec to r s .The  l ea rn ing  algori thm (3.4) has been 
s imulated i n  MAD language on t h e  IBM 7090 d i g i t a l  computer. A descr ip-  
t i o n  of t h i s  computer program is given i n  Appendix C. 
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I n  four  experiments descr ibed belov, t h e  i n i t i a l  weight v e c t o r s  
w ( l ) ,  ( i = 1 , 2 s e e e , k ) 9  were a l l  set t o  ( l , l , , , , , l ) t ,  and a 
is  the  number of elements i n  the  s e t  J during each i t e r a t i o n .  
3.1 is given t o  i l l u s t r a t e  t he  +-separabi l i ty  of t h e  on-linc handwri t ten 
charac te rs .  Example..3.2 is  t o  show t h e  e f f e c t s  of a on the  convergence r a  
rate of t h e  learn ing  algori thm and t h e  e f f e c t  of t h e  t r a i n i n g  6ampI.e s i z e  
on t h e  recogni t ion  accuracy. I n  Example 3.3, t he  podi f icd  direct ion-t ime 
f e a t u r e  e x t r a c t i o n  is  shown t o  be  more advantageous than the  o r i g i n a l  
direct ion-t ime f e a t u r e  e x t r a c t i o n  as ind ica t ed  by the  f a s t e r  convergence 
rate i n  the  t r a i n i n g  phase. 
cha rac t e r s  is v a r i e d  from t h e  prototype,  t h e  recogni t ion  e r r o r  is  d i s -  
cussed i n  Example 3 . 4 .  
= - where L 
-i jk L 
Example 
k 
F i n a l l y ,  when t h e  wr i t i ng  sequence of some 
3.41 Fxample 3.1. 
The o b j e c t i v e  of t h i s  experiment w a s  t o  test t h e  learn ing  algo- 
r i thm discussed i n  Sec t ion  3.2 and t h e  +-separabi l i ty  of t he  sample pat-  
t e r n  vec to r s  of t h e  on-line handwritten cha rac t e r s  provided i n  Appendix B. 
The d a t a  set No. 0 was considered as t h e  set  of prototype p a t t e r n s .  
Twenty-five t r a i n i n g  sets ( s e t  No. 1 t o  Noe 25) were used. 
t o  be  0.125 and a 
empty set J, 
a11 set  t o  be un i ty ;  t h e  i n i t i a l  recogni t ion  e r r o r  rate was 16.8%. Af te r  
ak was chosen 
= l/L where L is  t h e  number of el-cments i n  t h e  eon- 
.j k 
A s  mentioned earlier, t h e  i n i t i a l  weight components were 
.* 
seven t ran ing  cyc les ,  t h e  e r r o r  rate w a s  reduced t o  zero.  The s o l u t i o n  
weight. vec to r s  obtained as shown i n  Table 3*1, where w ' s  ( i=A,C,D,G,H,O,  
P,Q,S,  and 5) are l i s t e d  row-wise as 20-dimensional vec tors .  
-i 
The convergence 
rate during the  t r a i n i n g  phase is  depicted i n  Figure 3.3. This s e t  of 
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s o l u t i o n  weight vec to r s  w a s  used t o  recognized all 49 sets  of charac- 
ters l i s t e d  i n  Appendix B ,  the  r ccogc i t ion  e r r o r - r a t e  was found t o  be  
2.86%. 
. \* . 
3.42 Example 3.2. . '-.. 
d 
I n  t E i s  example, two experiments were performed t o  i n v e s t i g a t e :  
i 
t he  e f f e c t  of t h e  c o e f f i c i e n t  a on the  convergence r a t e  of t h e  k 
rn ing  algori thm, and ( 2 i )  t h e  e f f e c t  of t he  <raining sample s i z e  on 
the  r ecogn i t ion  accuracy. 
I n  the f i r s t  experiment, twenty-five t r a i n i n g  sets (set  No.1 
, 
~ t o  .set Na.25). were used, and fou r  d i f f e r e n t  va lues  of a'  w e r e  s e l ec t ed :  k 
The r e s u l t s  on t h e  conver- 
i 
they were 1,000, 6.500, 0.250, and 0.125. 
gence r a t e  i n 1 t h e : t r a i n i n g  phase are shown i n  Fig. 3 . 4 .  For ak= 1.000, 
0.500, 0.250, and 0.125, t h e  number of t r a i n i n g  cyc les  requi red  are 11, 
11,8, and 7 r e spec t ive ly .  .This seems t o  i n d i c a t e  t h a t  the  f a s t e r  con- 
This observa t ion  may be 
caused by t h e  f a c t  t h a t  the i n  i a l  weight v e c t o r s  are f a i r l y  c l o s e  t o  
t he  so lu t ion i  weight vec to r s ,  s o  t h a t  the  smaller incremental  correc- 
t i o n  a t  each s t e p  may e a s i l y  br ing  the  weight vec to r s  t o  t h e i r  respec- 
ay b e  obtained by using smaller a k" 
t i v e  s o l u t i o n  region.  
I n  t h e  second experiment, a w a s  chosen t o  be 0.125, bu t  t h e  k 
number of t r a i n i n g  sets w a s  var ied  a t  10, 15, 20, 25, 30, and 35. I n  
each of t hese  cases ,  ' t h e  t r a i n i n g  was completed and a set  of weight 
vec to r s  was obtained.  By us ing  each set  of t hese  weight vec to r s ,  t he  
34 
35 
e n t i r e  490 cha rac t e r s  (set No.1 t o  set  No.49) were recognized. The 
recogni t ion  e r r o r  ra te  v e r s u s t h e  corresponding t r a i n i n g  sample s i z e  i s  
shown i n  Fig.  3.5 . It i s  obvious,  n a t u r a l l y ,  t h a t  t h e  l a r g e r  t h e  t r a i n -  
i ng  sample s i z e  is, t h e  smaller t h e  recogni t ion  e r r o r  rate w i l l  be. 
s o l u t i o n  weight v e c t o r s  obtained by us ing  35 t r a i n i n g  sets are shown i n  
Table 3.2; t h e  corresponding recogni t ion  e r r o r  rate i s  reduced t o  2.04%. 
Of course,  t h e  computation cost'. during t h e  l ea rn ing  phase inc reases  i n  
gene ra l  as t h e  t r a i n i n g  sample s i z e  increases .  This i s  i l l u s t r a t e d  i n  
Table 3.3. 
'Ihe 
3.43 Example 3.3. 
I n  t h i s  experiment, 11 sets of cha rac t e r s  ( s e t  No.0 t o  set  No. 
10) were encoded by two d i f f e r e n t  f e a t u r e  e x t r a c t i o n  methods: ( i )  t h e  
modified d i rec t ion- t ime ' f ea tu re s  and ( i i )  t h e  TObrak-Sze d i rec t ion- t ime 
f e a t u r e s .  Hence, two d i f f e r e n t  groups of p a t t e r n  vec to r s  were t r a ined  
according t o  the  l ea rn ing  algori thm (3.4). 
proto type  se t  and t e n  t r a i n i n g  sets, 
each case. For t h e  t r a i n i n g  sets encoded by t h e  Zobrak-Sze d i r ec t ion -  
t i m e  f e a t u r e s ,  i t  required 10 t r a i n i n g  cyc les  t o  reduce t h e  e r r o r  t o  
zero,  i n  c o n t r a s t  t o  3 t r a i n i n g  c y c l e s f o r  t h e  sets encoded by t h e  
Each group had i t s  own 
The t r a i n i n g  w a s  completed i n  
modified direct ion-t ime f e a t y r e s .  The convergence rates f o r  both cases 
during t h e  t r a i n i n g  phase are shown i n  Fig.  3.6. This i l l u s t r a t e s  t h a t  
t he  modified d i rec t ion- t ime f e a t u r e  of on-l ine handwritten cha rac t e r s  
are indeed b e t t e r  than t h e  o r i g i n a l  direct ion-t ime f e a t u r e s .  
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3.44 Example 3 . 4 .  
I n  previous t h r e e  examplesg a l l  t h e  experiments were performed 
wi th  t h e  p a t t e r n  vec to r s  l i s t e d  i n  Appendix B where each cha rac t e r  was 
wri t - ten according t o  a s tqndard s t r o k e  sequence, I f  t h e  w r i t i n g  
sequence is devia ted  from t h e  s tandard,  t he  quantized d i rec t ion- t ime 
f e p t u r e  vecLor f o r  t h e  cha rac t e r  is changed accordingly and becomes 
considerably d i f f e r e n t  from t h e  pro to type  p a t t e r n .  For example, t h e  
cha rac t e r  H w a s  w r i t t e n  by some sub jec t  i n  t h e  following nan-standard 
sequence: t h e  l e f t  ve r t i ca l  ba r  was w r i t t e n  f i r s t ,  followed by t h e  
h o r i z o n t a l  b a r ,  and the? t h e  r i g h t  ve r t i ca l  ba r ;  l e t  t h i s  b e  desig- 
na ted  by t h e  symbol 
some non-etandard w r i t i n g  sequences f o r  cha rac t e r s  A,  5, P, D, 0, Q, 
and G are represented  by 
. 
I n  t h i s  experiment, thir ty-one cha rac t e r s  among t h e  sets No.26 through 
No.49 were t raced  i n  such non-standarad w r i t i n g  sequences as fisted i n  
Table 3.4 and encode$ accordingly.  These p a t t e r n  vec to r s  were . 
41  
Table  3 .4  - Character  S e t s  Traced i n  Non-standard Writing 
Sequences f o r  Example 3 * 4 .  
S e t  No. 
29 
I 27,28,30,32,42,49 
I 
26,31,34,36,37,38,40,42,44,45,46,47,48,49 
I 
2 46 
2 47 
4 
42 
c l a s s i f i e d  by the  set  of weight vec to r s  l i s t e d  i n  Table 3 . 2  which w a s  
obtained with 35 t r a i n i n g  sets. Only one cha rac t e r ,  G i n  set  No.47, 
could be recognized while  t h i r t y  o t h e r s  were e i t h e r  misc l a s s i f i ed  o r  
ambiguous. This r e s u l t  i n d i c a t e s  t h a t  the  on-line handwri t ten charac- 
ter recogni t ion  scheme discussed liere is very s e n s i t i v e  t o  the  w r i t i n g  
sequence of t he  cha rac t e r ,  as expected. 
3.5 Summary of Resul t s  
The on-line handwritten charac te r  recogni t ion  system shown 
i n  Fig.  3 . 1  has been ex tens ive ly  s tud ied .  The convergence of the . 
l ea rn ing  algori thm ( 3 . 4 )  has been formally proved. 
i n  a f i n i t e  number of t r a i n i n g  cyc les  i f  t h e  t r a i n i n g  p a t t e r n s  a r e  
+-separable,  where 4-functions are def ined i n  (3 .1)*  The quantized 
It terminates  
direct ion-t ime p a t t e r n  vec to r s  f o r  on-line handwritten cha rac t e r s  
A ,  C, D, G, H, 0, P ,  Q g  S, and 5, are shown t o  be +separable  by experi-  
ments. For i n i t i a l  weight vec to r s  having un i ty  components, i t  has 
been demonstrated t h a t  t he  smaller va lue  of a 
g ives  the  f a s t e r  convergence r a t e  during the  t r a i n i n g  phase- With 
t h i r t y - f i v e  t r a i n i n g  sets, the  set of weight vec to r s  E ~ ,  ( i= 1, 2,...0 
R ), has been obtained as shown i n  Table 3.2 .  By using t h i s  set of .a 
weight v e c t o r s , a l l  for ty-nine sets of cha rac t e r s  were c l a s s i f i e d  wi th  
a recogni t ion  e r r o r  rate of 2.04%. The method, however, i s  very 
s e n s i t i v e  t o  the  s t r o k e  szquencc i n  w r i t i n g  a charac te r  because of t he  
€or  example a - 0.125, k’ k- 
sequen t i a l  na tu re  of t he  f e a t u r e  ex t r ac t ion .  
43 
4.0 A NFM LEARNING ALGORITHM FOR MULTI-CLASS PATTERN CMSSIFICATION 
4.1. General Remarks 
I n  t h i s  s e c t i o n ,  a new lea rn ing  algori thm i s  proposed f o r  mult i -  
class p a t t e r n  c l a s s i f i c a t i o n .  It i s  a gene ra l i za t ion  of t he  €Io-Kashyap 
two-clgss a lgori thm, based upon t h e  mapping of p a t t e r n  vec to r s  of R 
classes i n t o  t h e  neighborhood of R vertices of a (R - 1)-dimensional 
e q u i l a t e r a l  simplex wi th  i t s  cent ro id  a t  the  o r i g i n .  Before t h e  d e t a i l  
d e r i v a t i o n  is  presented ,  a b r i e f  review i s  i n  order .  
4.11. The Ho-Kashyap Two-class Algorithm 
It i s  w e l l  recognized t h a t  t he  Ho-Kashyap two-class a lgori thm 
has r e l a t i v e l y  high rate of convergence f o r  l i n e a r l y  sepa rab le  p a t t e r n s  
and a l s o  provides  f o r  a test  of l i n e a r  s e p a r a b i l i t y  of a given set  of 
sample p a t t e r n s  (32)e The algori thm i s  t o  f i n d  a s o l u t i o n  weight vec to r  
(augmented weight vec tor )  0~ of t h e  i n e q u a l i t y  - - -  A a  > B > 0 which desc r ibes  
the  requirement of t h e  l i n e a r  p a t t e r n  c l a s s i f i c a t i o n .  It i s  der ived 
from t h e  viewpoint of minimizing a c r i t e r i o n  func t ion  J = I I& - &I l 2  
according t o  the  fol lowing two s t e p s :  (1) f o r  a f ixed  -- B>O,determine a 
least square  f i t  s o l u t i o n  - a of t h e  equat ion --- Aa B=O, and then (2) f o r  
a f i x e d  - a,  a d j u s t  - B i n  t h e  d i r e c t i o n  of t h e  steepest descent  of J, 
s u b j e c t  t o  t he  c o n s t r a i n t  -- B>O.  
fol lows : 
The Ho-Kashyap algori thm i s  given as 
44 
where 
A =  - 
= an N x D p a t t e r n  matr ix  formed by n 
class 1 and n2 t r a i n i n g  p a t t e r n s  of class 2, 
t r a i n i n g  p a t t e r n s  of 1 
R% where j 
x' = t he  t ranspose of t he  d x 1 p a t t e r n  vec to r  R-j 
denotes the  p a t t e r n  class C and R denotes the Rth t r a i n i n g  
j' 
45 
j' 
p a t t e r n  of class C 
# 
- A = t h e  genera l ized  inve r se  of A, 
2' N = n l + n  
and 
D = d + l .  
A s o l u t i o n  y- can b e  obtained i n  a f i n i t e  number of i t e r a t i o n  s t e p s  i f  
t h e  t r a i n i n g  p a t t e r n s  are l i n e a r l y  separable ;  t h e  non-linear s e p a r a b i l i t y  
i s  ind ica t ed  by x ( k  ) 0 a t  some k which means t h a t  a l l  components 
of ~ ( l c  ) are non-posit ive bu t  with a t  l eas t  one negat ive  component. 
* * 
* 
4.12,  The Wee-Fu Genera l iza t ion  t o  R-class Algorithms 
The gene ra l i za t ion  of t h e  Ho-Kashyap two-class a lgori thm t o  
mul t i -c lass  a lgori thm has been made by C.  C o  B l a y d ~ n ' ~ )  3W. G. Wee 
and R. S .  Fu 
t h e  complete gene ra l i za t ion  and t h e  gene ra l i za t ion  wi th  cons t r a in t .  
Wee and Fu have developed two R-class algori thms:  (50) 
Wee and Fu's complete gene ra l i za t ion  i s  app l i cab le  t o  any type 
of l i n e a r l y  separable  p a t t e r n s  as shown i n  Fig.  4 . l ( a )  and (b) .  It 
i s  obtained by mapping t h e  o r i g i n a l  N augmented sample p a t t e r n  vec to r s  
i n  E i n t o  a new p a t t e r n  space over which a ( R - 1 )N x RD p a t t e r n  
matr ix  - A i n  Em i s  def ined and t h e  dichotomizat ion algorithm can be  
d i r e c t l y  appl ied t o  ob ta in  a vec to r  - 
w ' s .  Thus, i n  t h i s  case, 
D 
cons i s t ing  of R weight vectors 
-j 
4G 
A =  - 
. 
. 
- 
t 
= a (R-l)N x RD ma t r ix  
t 
$ 0 9  0 * 
= a (R-1) X RD submatrix 
(j=1,2, . a , k; R=1,2, 0 e 0 3 n e >  
J 
R ~ = n ~ + n ~ + .  e . n  
47 
O 0 0  0 0  
3 
O. 0 
Fig .  4 . 1  Two Types of Linear ly  Separable P a t t e r n s  of Mult iple  
Classes. 
48 
and 
u -1 
-EL2 
a =  - 
W - 
R 
= a RD-dimensional vector 
= a (R-l)N-dimensional vector with all Bi>O, 
(i= 1,2, ...,( R-~)N)* 
Their generalization with constraint gives the following 
algorithm to determine a D x R weight matrix - a :  
where 
49 
A :  - 
= an N x D p a t t e r n  matr ix  
50 
= an N x R matrix,  
A s o l u t i o n  of t h e  weight matr ix  E can be  obtained i n  a f i n i t e  number of 
s t eps ;  however, t h e  c o n s t r a i n t  r e s t r i c t s  th is  algori thm t o  be  app l i cab le  
only t o  those problems where each paktern c l a s s  can be l i n e a r l y  sepa- 
r a t e d  from a l l  t h e  rest as shown i n  Fig.  4 . l (b ) .  The condi t ion  t h a t  a t  
* 
some k 
* 
j 
y .(k ) - g0 f o r  a l l ' %  E C 
13 
'J 
i n d i c a t e s  only 
* 
y,,(k ) >O f o r  a l l  % j! C 
j 
that t he  p a t t e r n s  are not  l i n e a r l y  separable  of t he  type 
shown i n  Fig.  4 . l (b) ;  bu t  i t  does not  l ead  t o  t h e  conclusion of non- 
l i n e a r  s e p a r a b i l i t y .  
4.13. Blaydon' s Genera l iza t ion  
Blaydon attempted t o  develop a R-class algorithm f o r  t h e  de te r -  
mination of a D x (R-1) weight mat r ix  % based upon t h e  concept of mapping 
R p a t t e r n  c l a s s e s  i n t o  R v e r t i c e s  of a (R-1)-dimensional e q u i l a t e r a l  
simplex wi th  i t s  cent ro id  a t  the  o r i g i n ,  
- A and suggested a co r rec t ion  r u l e  f o r  - B(k), which apparent ly  lacks  of 
proper increment and hence t h e r e  is  no convergence proof f o r  h i s  algorithm. 
The new R-class algori thm which is  proposed i n  t h i s  s e c t i o n  
( 4 )  H e  used an NxD p a t t e r n  mat r ix  
u t i l i z e s  the  similar mapping concept. 
property of the simplex v e r t e x  vec to r s ,  t h e  convergence proof of t h i s  
a lgori thm can be  obtained. 
With the  aid of a newly discovered 
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4.2.. Basic Def in i t i ons  
L e t E  be  9 d x l  p a t t e r n  v e c t c r ,  8 .  des igna te  t h e  Rth sample 
a-J 
p a t t e r n  vec to r  i n  class C (j=l, 2, e . R), X be a Dxl augmepted 
p a t t e r n  vec to r  where Xt = (1, kt), and w. be a Dxl weight vec to r  i n  
j s  
J - 
e t h e  j t h  d iscr iminant  func t ion  g.(X) = w.. The p a t t e r n  matr ix  A 
J -  J 
is defined as 
A -1 
A -2 
A =  - 
@ 
4 R  
where t h e  submatrix A-. is, i n  t u r n ,  defined by 
A =  3 
5 
A .  isn. x D ,  - A i s N x D ,  N = n 1 + n 2 + .  e . +ai, a n d D = d f l .  
3 J 
L e t  - U be a D x (R-1) weight mat r ix  whose solutj-on is  t o  be  given by 
t h e  proposed algorithm, 
which has submatrices B.or Y .  r e spec t ive ly  corresponding t o  t h e  class 
-J 3 
and - Y be  two N x (R-1) mat r ices  each of 
grouping A -d 
in the matrix A, 
B -1 
B -2 
* 
B -R 
Y -1 
Y -2 
Y -R 
( 4 . 3 )  
(4.5) 
Y =  
-j 
yiq= 2-Y-jq 
= an n x ( R - 1 ) matr ix  
j ( 4 . 6 )  
(4.7) 
( i - n  + n  + * .  . + n  + a )  
1 .  2 j 
are 1 x ( R-1 ) row v e c t o r s  and q i s  an Nxl column vec to r .  R l i j  
- -  A, U ,  5, and 5 are r e l a t e d  by t h e  following equat ion 
o r  
( j = l ,  2 ,  a .  , R )  
Consider t h e  (R-1)-dimensional e q u i l a t e r a l  simplex wi th  i t s  
cen t ro id  a t  t h e  o r i g i n .  There are R v e r t i c e s  of t h i s  simplex, 
assoc ia ted  wi th  each is a (R - 1 )  x 1 ver t ex  vec to r  e 
whose components e . . ' s  are s p e c i f i e d  by t h e  following equation 
( j=  1, 2,..*,R), -j ' 
31 - 
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R 
R - 1  
1 
R - i  
f o r  i = j 
f o r  i Y j (4.9) 
0 f o r  i > j 
Chaplin and Levadi formulated a set of i n e q u a l i t i e s  
t t f o r z  EC (4.10) 3 
f o r  a l l  i # j ,  j = 1, 2 , e . a o R  
(8) 
I t  - -  x U - e  3 I I  < I I X  E-SiJl 
as a r ep resen ta t ion  of l i n e a r  s epa ra t ion  of R-class p a t t e r n s  e 
Each vertex vec to r  e is as soc ia t ed  wi th  one p a t t e r n  c lass ,  C . The 
p a t t e r n  X is  c l a s s i f i e d  according t o  t h e  nea res t  neighborhood of t h e  
mapping - Xt 1 t o  t h e  v e r t i c e s  as i l l u s t r a t e d  i n  F i g .  4.2 They proved 
3 3 
t h a t  (4.10) is  equiva len t  t o  t h e  set  of i n e q u a l i t i e s  of d i scr iminant  
func t ions  
. , . ..\ 
o r  
f o r  X E C 
j - (4.11) 
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t Image of the mapping EX, &cC2 
Image of 
Fig. 4,2 Vertices af E q u i l a t e r a l  Simplex for R = 3 and P a t t e r n  
C l a s s i f i c a t i o n  According to t h e  Ifapping of Utx to t h e  
Nearest NeighborhoQd of Vertices. 
-- 
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where 
Thus, (4.11) can b e  w r i t t e n  as 
t (e.-e ) >O f o r  x E C 
-J -i - 9 
f o r  a l l  i # j ,  j = 1, 2, ... , R 
(4 e 12) 
(4.13) 
Now, l e t  E be a (R-1) x (R-1) non-singular matrix def ined  as 
j 
It fo l lows  from (4.13) t h a t  
(4 15) 
Therefore,  the set of l i n e a r  i n e q u a l i t i e s  which w i l l  b e  s tud ied  is  
A U E  >O €or a l l  j, j=1 ,2$eee9R 3- j - 
Let 2 be an  n x (R-1) mat r ix  def ined by 
-d j 
(4.16) 
(4 17) 
58 
From (4.8) and (4.17),  one has 
Z z Y . E  = A . U E  - B . E  j=1, 2,  0 . 0  P R  -3 -J 9 -J - 3 ---J 3 ’  (4.18) 
4.3. Prope r t i e s  of Vertex Vectors 
The v e r t e x  vec to r s  o f a n  e q u i l a t e r a l  simplex with i t s  cen t ro id  
a t  the  o r i g i n  have t h e  following p rope r t i e s :  
C i )  ]1%1I=1 f o r  a l l  j=1, 2, . e . . ,R  
(ii) f lgj-sil I = I  ls.j-2JJ I f o r  a l l  1 # k # 3 
(e -e ) 10 t % 3- (iii) f o r  a l l  i # j ,  j = 1, 2,  - . A e ,  8 
t t (iv) (e.-.) (e -e = (%-em) (gj-%) f o r  i, k,  p, n # j 
3- 72-k 
h t  F =E. E =C 
- R 3  j R 
1 112 e * * 112 
112 1 
* . 
11 2 
112 . . e l .  
where CR is  a cons tan t  depending on R 
where 
f o r  a l l  j (4,19) 
(4 .20)  
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Note t h a t  p rope r t i e s  (v) and (vi)  are obtained by ex tens ive  enumera- 
t i on .  
Appendix D. 
The matr ices  E ' . ' s ,  % I s 9  and G 's f o r  R=2 ,  ..., 10 are l i s t e d  i n  3 j? 
Property (v i )  i s  important i n  t h e  convergence proof of 
t h e  proposed R-class c l a s s i f i c a t i o n  algorithm. 
4*4. The Proposed Multi-Class Algorithm 
4.41 Development of the  Algorithm 
Let:  s a t i s f y  the  following condi t ion 
o r  
fi!i!j z.j '0 f o r  a l l  j = 1, 2, , e o s  R. 
f o r  a l l  R= 1, 2 , .  3 n j *  
It can be  seen from 
(4 .21)  
- Y E  = A . U E  -B E for j = 1, 2 , .  . e R 
-3 - -3 -3 -j zj - -j-j 
that ,  i f  (4.21) i s  s a t i s f i e d  and Z = Y.E.  > 0 f o r  a l l  j ,  t h e  -3 3 J - 
i nequa l i ty  ( 4  16) 
A U E  > O  f o r  a l l  j ,  j=1, 2 , s  0 R -3-3 - 
fol lows immediately. 
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Simi lar  t o  t h e  Ho-Kashyap and Blaydon's proceduresp cons ider  
f i r s t  the minimization of a c r i t e r i o n  func t ion  
L e t  t h e  elements of A, U, B, and Y be represented  by a . . ,  uij,  bijp 
gnd y;ij r e spec t ive ly ;  
1J - - -  - 
- A = laij.] f o r  i = 1, 2, ..* N, 
3 D, j = I, 2, * a -  
- U = [uijJ f o r  i = la 2,  s D, 
j 1, 2, . e .  9 R-1, 
B = Ibgj.3 f o r  i = 1, 2, . m e  a N, 
j = 1, 2, . e .  
c_ 
R-ls 
and - y = [Yij3 f o r  i = 1, 2 ,  e * .  I?, 
j = 1, 2, e a .  R-1. 
J(Y) i n  (4.22) can be r ewr i t t en  as 
N R-1 N R-1 . 
J(YJ = C C JijQ) = C C 
i-13 =I i=l j=1 
' 2  N R-1 D = C C (, C aij'Ukj - bij 1 
i=lj =l k=l 
where 
( 4  23) 
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Take g r a d i e n t s  of J ( Y )  - w i t h  r e s p e c t  t o  - U and E,  
.a B - 
- - 'Yij 
.. . 
N N N 
. . .  S O D  
N w N 
= 2 -- A S  
O -  0 0 0 . ,  
. 
0 
0 e e 0 0-1 
0 .  * e o  . 
0 . .  e o  
( 4  2 4 )  
+ i t h  row 
f 
J t h  column 
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= -2 Y - ( 4 . 2 5 )  
For uncons t r a in t  IJ, - aJ a o impl j .es  au 
- Y = A _ I I _ - B = &  
Therefore  f o r  a f ixed  E, one has  a l e a s t  square f i t  s o l u t i o n  of 
- U = A # B  - -  (4.26) 
On the o the r  hand, f o r  a f ixed  - U, i f  - B i s  incremented accordlng t o  
t h e  g rad ien t  descent procedure t o  reduce J(Y) a t  each s t e p ,  
$t follob7s t h a t  t h e  c o n s t r a i n t  (4.21) cannot be s a t i s f i e d .  
a d i f f e r e n t  adjustment procedure should be considered, 
Therefore, 
43 
A s o l u t i o n  1 of i n e q u a l i t y  (4.16) can be  obtained by t h e  
following i t e r a t i v e  adjustment on 2%, 
where k = t h e  i t e r a t i o n  number 
p = a cons tan t ,  Ocpp~1 
= t h e  Rth r o w  v e c t o r  i n  an n x(R-1) matr ix  €Ij 
j 
(4 I 28) 
J 
H -1 
H -2 
H =  - 
%. 
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= Y E  
= the gth row vector in Z. 
-J 
fi-d -9 
94.Lj = yjl, 9 g'Ljq' ' * 11 A j(R-1) 1 
* the Qth row vector i n  an n.x(R-1) matrix A 
J -j 
and 
A A Z sgn (gZjg) 
f i j q q f i j q  
From (4 .30) ,  it i s  obvious that 
i f  Z >O 
2& q(k) 94 js 
0 if a, <o 
2 j q  - 
B (Q)% >g for a l l  j , t-d 
%t follows from (4.27) ,  (4 .30) ,  and ( 4 . 3 3 )  
(4 .29 )  
(4.30) 
(4.31) 
( 4 . 3 2 )  
( 4 . 3 3 )  
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which satisfies t h e  condi t ion  given i n  (4.21). Hence, t h e  complete 
a lgor i thm f o r  the m u l t i c l a s s  c l a s s i f i c a t i o n  under cons idera t ion  can b e  
proposed as fol lows:  
U (0) = A " B (0) 
Y (k) 
- c -  
A U (k) -11 (k) 2 (k) = Y. (k) Ej -3 3 - -- 
( 4 ' 3 5 )  
B (k+l) = B(k) + Pg(k), Hj(k) = [%(k) + Lj(k)] E .  -1 
-J - 
- U(.k+l) = - U(k) + P - -  A " H(k)
where - E(0)  may be  chosen as 
E B B > 0 otherwise ( 4 . 3 6 )  
a r b i t r a r y  
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A r ecu r s ive  r e l a t i o n  i n  x(k) is  then obtained as follows 
(4.37) 
4.42, Lemma 
Consider t he  set of i n e q u a l i t i e s  (4.16) 
-j A - U E .  > - 0 f o r  a l l  j ,  j=1, 2, e * e ,  R 
and t h e  algorithm (4.35) t o  so lve  f o r  i t .  Then 
1) s j (k )  = Y.(k) Ej 2 0 f o r  a l l  j and f o r  any. k o  3 
2) I f  (4.16) i s  cons i s t en t ,  then 
2. (k) = xj(k)  gj p 0 J f o r  a l l  j and f o r  a l l  k. 
where the  expression YEzc means t h a t  t he  components of every column 
vec to r  i n  -- Y E are non-posit ive wi th  a t  least one negat ive component 
i n  each column. 
Proof: -
1) L e t  Y.(k)  E > 0 f o r  a l l  j = 1, 2, e s o 9  R, 
3 3-- 
f o r  some k e 
Since from ( 4 . 3 3 ) ,  
B (k) 3 > 0 f o r  a l l  j 3 
then 
Y t<k) B.(k)  > 0 f o r  a l l  j 3 3 
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t fol lows t h a t  
But 
s i n c e  
This i s  a cont rad ic t ion .  Hence 
Y (k) E & 0 f o r  a l l  j and f o r  any k. 3 - A -  
2) Assume t h a t  (4.16) is  cons i s t en t  bu t  
Y (k) gj 5 0 -j f o r  a l l  j and f o r  some k * * 
The consistency of (4.16) implies  t he  ex is tence  of a 1 and a - B such 
that 
* * * * 
A U  = B  o r A  = B  f o r  a l l  j 
-j -j -I - 
and 
* * 
A U E = B  E '0 for a l l  j. -3 - -3 -3 j 
Theref o re ,  
* * 
(xj(k) E . ) t  B E = E.%.t(k)B,  E < 0 f o r  a l l  j 3 3 J -J 3 3 
and 
I-. A%(k) = P- At (A c- U (k) - - B(k)] 
= At(A -- Ai' - e I) B(k) 
e (AtA -- At - At) B(k) = -- 0 B(k) = - 0 
thus 
c -  U*t At Y(k) = - 0 
o r  
* at  - Yt(k) &E = - Yt(k)_B = - 0 
which is  a cont rad ic t ion .  Hence, i f  (4.16) is cons i s t en t ,  
Y (k) E .  1 0 f o r  a l l  j and f o r  -3 -J 
The convergence proof of t he  mult i -c lass  algorithm (4.35) f o r  a 
any k 
s o l u t i o n  weight 1 matrix for t>e algorithm is given by the  following theorem. 
4.43. Theorem: 
Consider t h e  set of l i n e a r  i n e q u a l i t i e s  
A E > 0 f o r  a l l  j ,  j = 1, 2, * * a g  R 
and t h e  algorithm (4.35) t o  solve f o r  i t ,  and l e t  
- 3 3  
R-l  
or 
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(4 a 38) 
1) I f  t h e  set of l i n e a r  i n e q u a l i t i e s  is  c o n s i s t e n t ,  then 
a )  AV (Y(k) - - 4 V(z(k+l) 1 - V(x(k) < 0 and 
l i m  V- (Y(k)) = 0 implying convergence t o  a s o l u t i o n  
k+- 
i n  an i n f i n i t e  number of  i t e r a t i o n s ;  and 
b) a c t u a l l y ,  a s o l u t i o n  of weight mat r ix  i s  obtained i n  a f i n i t e  
number of s t e p s .  
2) I f  t h e  set of l i n e a r  i n e q u a l i t i e s  is i n c o n s i s t e n t ,  then there e x i s t s  
* 
a p o s i t i v e  i n t e g e r  k such t h a t  
* 
A v I g k ) l  < 0 
A V [x(k)J = 0 
f o r  k < k 
f o r  k - > k * 
* 
Z.(k) = %(k)  .E. 4. 
3 -J 
Z (k) = Y.(k) E < 0 -j 3 3 - 
f o r  k < k 
f o r  k - > k 
and f o r  a11 j 
and f o r  a l l  j 
* 
* - B (k) = 2 (k*) f o r  k - z k 
I n  o the r  words, t h e  occurrence of a matrix Y(k) such t h a t  - 
Y (k) E has a l l  nonpos i t ive  elementb for all R and a l l  j a t  any 
2-j -3 
a t  any s t e p  k terminates t h e  algorithm and i n d i c a t e s  t h e  
nonlinear s e p a r a b i l i t y  of t h e  R-class p a t t e r n s .  
Part 1) : With re ference  t o  the recurrence r e l a t i o n  i n  'y(k) 
given by (4.37), V(Y(k)) defined i n  (4.38) can be  considered as a 
Liapunov func t ion  which is  p o s i t i v e  d e f i n i t e  €or all - Y(k). 
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Note that 
R - 1 -  R-1 
c c (2 z. 1 gqm (2,Zjm) 
m = l  q = l  J q  
mscs 
R - l  R-1 
4 c  c z g  - E > 0 for a l l  j and R (4 * 41) 
R j q  qmRZjm R j - m = l  q=l 
where 
. aZjq 2 0 and a2jm 0 
Substitute (4.41) into (4.40) which, i n  turn, is substituted into 
(4.38) Y 
7 2  
R- 1 
= -P Tr [H(k) Ht(k)] - P E  +p2 C h ‘(k) ( L A  A”)h .(k)’ 
-4 -91 q=l  
- - 
R-1 t 
= -p Tr [E (k) g ( k ) ]  - p E 9 p2 C h ‘(k)(I--L Li’)h (k) q=l 7 - g  
R-1 R-1 
= -p C h t(k)h (k) - p E -I- p2 C 
- 3 - 4  
R-1 
h t(k)(I-A AB)h (k) 
-q -- q = l  -g q = l  
= -p E - C h t(k)[p L - p2  (L-L ki’) ]$(k) q-1 7 
( 4 . 4 2 )  2 # = -p E - T r  (gt(k)[p I - p (1. - & A  ) I  H(k)l 
where R n  
> 0 f o r  all Z.  o r  Y 
- 3 3  ( 4 . 4 3 )  R‘j - 
E k C  C j  
j= l  R = l  
= 0 i f  9 2 = 0 or 3 Y = 0 f o r  all j 
I f  
2 i’ 
(P I - P - A A ) ) i s  p o s i t i v e  semide f in i t e ,  hence AV[Y(k)]  - i s  
negat ive  d e f i n i t e  i n  H(k) o r  i n  Z.(k) -I- A.(k) f o r  all j. Note t h a t  
3 3 - 
H .  (k) = 0 only if 2. (k) = 0 o r  Z.  (k) 5 0. 
J - 3 -  3 
Since i t  i s  assumed t h a t  
t h e  set of i n e q u a l i t y  (4,16) i s  cons l s t en t ,  from t h e  lemma Z,(k) = 
7 
Y (( (k) E .  # 0 f o r  a l l  j the re fo re  
J J - 
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= 0  if Z(k) = 0 or - Y(k) -- 0 
A V [ Y (k)' 3 is negat ive d e f i n i t e  i n  - Y (k), t h e  s o l u t i o n  Y(k) = 0 
of (4.37) can be reached asymptot ical ly ,  t h a t  is ,  
l i m  .V[x(k)] = l i m  T r  [Yt(k) - - Y(k)] = 0 
k- k- 
* *  * *  * *  - B = O  - -  = A U  -- from Y which assures  a s o l u t i o n  - U - 
* *  
= B E. > 0 f o r  a l l  5 .  This completes t h e  proof % 9 - J  - such t h a t  A .  3 
of p a r t  (a). 
Next, from ( 4 . 3 4 )  and ( 4 . 3 6 )  
Since H.(k) % = 2. + A has only p o s i t i v e  o r  zero elements, k-3 fi7 2 3  
where 6 > Q .  V[Y(k)] < 1 a t  a c e r t a i n  f i n i t e  k implied t h a t  
P (k)% > - e tE 
fi-3 Y i J  
f o r  a l l  j and R and 
when k is  s u f f i c i e n t l y  Parge, It follows that ' 
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Y (k)E > -B (0)E 
3 3  -33 
and 
> 6 B.(O)E. '2 f o r  a l l  j. 
-J -3 c * 
which i n d i c a t e s  t h a t  a s o l u t i o n  = U(k) is obtained i n  a f i n i t e  
number of s t e p s .  This completes t h e  proof of p a r t  l b )  e 
p a r t  2 ) .  
I f  t h e  set of i n e q u a l i t i e s  
A .  U E.  > 0 f o r  a l l  j, j=1, 2 , * * *  R 
7 -  J 
i s  i n c o n s i s t e n t ,  y(k)  cannot be 0 and hence V[Y(k)] - cannot become zero 
* 
f o r  any k > 0. There must e x i s t  a va lue  of k,  k=k such t h a t  
* = o  f o r  k = k 
3r. k ak 
- -J 3 -3 But, as shown i n  p a r t  1, AV[Y(k ) ]  = 0 only i f  e i t h e r  Z.(k ) = Y.(k ) E  * * * 
= 0 ar Z.(k ) = Y.(k )E < 0 for a l l  j, Since  Y(k - )#I& t h i s  
-J J -3-- - 
impl ies  t h a t  
Hence, from (4.35) 
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* 
W (k) = 0 & - H(k) = 0 for all k 1 k -3 
* * 
B(k) = B(k ) for all k - > k - - 
* J( 
for all k z k - Y(k) = Y(k 1 - 
and 
* 
AV[y(k)] = 0 Cor a l l  k - > k 
Then, it completes the proof of the theorem. 
Therefore, the iterative algorithm (4.35) provides for a test 
of linear separability and has the property of convergence in a 
finite number of steps if the sample patterns are linearly separable. 
4.44 Discussion 
The proposed multi-class learning algorithm is a generalization 
of the Ho-Kashyap algorithm without constraint. Note that the pattern 
matrix - A, of dimension N x D, is the same as the one used in the Wee - 
Fu generalization with constraint. Its size is much smaller than that 
of the pattern matrix used in the Wee - Fu complete generalization, the 
dimension of which is (R-l)N x RD. Hence, it will take much less time 
and require less storage to compute - A" in the proposed algorithm. How- 
ever, the proposed algorithm requires computation and storage of R 
matrices E.'s, each of which is of dimension (R - l)x(R - l)* Also, 
3 
in each iteration, additional computations on Z.(k) = Y . & ) E .  and 
-3 -3 -3 
[Z .  ('a + A .  (9 J are needed, although the srualler dimension J H. ('k) = 3 
76 
- / I  of - A saves multiplication time in each increment of U&). Neverthe- 
less, for problems where only a small iterations are involved, this 
multi-class algorithm offers some advantages in saving computing time 
and poss ib ly  reducing storage requirement. 
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5.0. EXPERIMENTAL RESULT ON THE 
PROPOSED MULTI-CLASS LEARNING ALGORI'THM 
Severa l  experiments have been performed t o  i l l u s t r a t e  t he  
a p p l i c a t i o n  of t h e  new mult i -c lass  l ea rn ing  algori thm proposed i n  
Sec t ion  4 . 0 .  
, -  
These experiments are computer s imula t ion  s t u d i e s  on the  
determinat ion of l i n e a r  dec is ion  su r faces  f o r  mul t i -c lass  s epa ra t ion  as 
w e l l  as on t h e  test  of non-linear s e p a r a b i l i t y .  The proposed algori thm 
is  programmed i n  For t r an  I V  language and a l l  experiments have been run 
on I B M  360150 PTSS (Universi ty  of P i t t sburgh  T i m e  Sharing System). A 
d e s c r i p t i o n  of t h i s  program along wi th  t h e  flow cha r t  and program list- 
ing  is  given i n  Appendix E. 
I n  one example, t h e  set of t e n  handwri t ten alphanumeric charac- 
ters, represented by t h e i r  direct ion-t ime f e a t u r e s  as given i n  Sec t ion  
2.0, were found no t  l i n e a r l y  separable  i n  t h e  given f e a t u r e  space.  
j u s t i f i e d  t h e  use  of t h e  s p e c i f i c  metric def ined i n  Sect ion 3.0, f o r  
measuring t h e  d i f f e r e n c e  between any p a t t e r n  and a s e t  of pro to type  
p a t t e r n s ,  which l e d  t o  t h e  non-linear processor  discussed i n  t h a t  sec- 
This 
t i on .  I n  t h r e e  o t h e r  experiments, comparisons were made between t h e  
proposed algori thm and the  Wee - Fu algori thm t o  confirm some advantages 
of t h e  proposed mult i -c lass  algorithm. 
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5.1. Simple I l l u s t r a t i v e  Examples 
5.11 Example 5.1 
I n  t h e  example, t h e  proposed algori thm was used t o  f i n d  t h r e e  
weight vec to r s  f o r  l i n e a r  discr iminant  func t ions  t o  c l a s s i f y  a set  of 
2-dimensional, 3-class sample p a t t e r n s  depicted i n  Fig. 5.1. The 
p a t t e r n  mat r ix  A w a s  given by 
A =  - 
1 4 e 000 
1 5 e 000 
1 1.000 
1 4.000 
1 9 0 000 
1 12.000 
1 9 * 000 
1 11.000 
1 10.000 
12 * 000 
8.000 
7.000 
3.000 
2.000 
4.000 
9.000 
8.000 
10.000 
where t h e  f i r s t  t h r e e  rows are t h r e e  transposed augmented p a t t e r n  vec- 
t o r s  of class 1, the  next  t h ree  rows of class 2 ,  and the  l a s t  t h r e e  rows 
of class 3. Choose p = 1 and = 1. For R = 3, B ( 0 )  was g iven  by - 
7 9  
4 000 
5.000 
1,000 
4 a 000 
9.000 
12.000 
9.000 
P1.000 
10 e 000 
x 
12.000 
8.000 
7 ., 000 
3 e 000 
2.000 
4.000 
9.000 
8.000 
10.000 
A 
Fig. 5.1 Sample'Patterns of Example 5.1. 
- B(O) = 
t <  
e -1 
t e -1 
e 
e -1 
t e -2 
t e -2 
t e -2 
t e -3 
t 
E3 
23 I 
t 
1 
1 
1 
-0.5 
-0.5 
-0.5 
-0.5 
-0.5 
-0.5 
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0 
0 
0 
0.866 
0 e 866 
0.866 
-0.866 
-0.866 
-0.866 
I n  t h e  zero th  i t e r a t i a n ,  t e e e ,  k = 0, t h e  s o l u t i o n  weight mat r ix  
U was reeched s i n c e  A.U(O)E,>Q f o r  a l l  j = 1, 2, 3 ,  where 
-J- -J - 
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0.473 1.689 
-0.143 -0.058 
0.079 -0.182 
1.909 
0.640 
1.018 
0.578 
1.673 
1.611 
0.545 
1.035 
0.847 
0.660 
0.548 
1; 642 
1,581 
1.394 
0.464 
0.807 
0.693 
1.222 
Eence, t he  weight vectorslL1, w 
planes were obtained i n  the  following 
w and the th ree  dec is ion  hyper- -2’ -3 
0.473 
w = U(O)-g1 = -0.143 -1 - 
0.079 
1.227 
-0 a 428 
0 e 1185 
1.699 
= u(0) g3 = 0.572 E 3  - 
-0.1975 
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g,(x> = t = 1 . 2 2 7 - 0 . 4 8 ~ ~  + 0 . 1 1 8 2 ~ ~  = 0 
5.12 Example 5 - 2  
This example was t o  i l l u s t r a t e  a case of non-linear s e p a r a b i l i t y  
of sample p a t t e r n s ,  Consider t h e  2-dimensional 3-class sample p a t t e r n s  
shown i n  Fig. 5.2, t h e  p a t t e r n  mat r ix  - A w a s  given by 
A =  
I 
1 
1 
1 
1 
1 
1 
1 
1 
1 
4.000 
11.000 
1.000 
4 II 000 
2 e 000 
12 D 000 
9.000 
11 0 000 
10  * 000 
12.000 
9 0 000 
7 e 000 
3 000 
10 1 000 
4.000 
2.000 
8.000 
10 090 
The B(O) matr ix  and the  va lue  of p were chosen t h e  same as those  
i n  Example 5.1. 
i nd ica t ed  a t  t h e  zero th  i t e r a t i o n  (k = 0) of t h e  proposed algorithm by 
The non-linear s e p a r a b i l i t y  of t h e  sample p a t t e r n s  w a s  
, 
no t i c ing  t h a t  
Z.(O) = Y. (0)Ej  
3 J 
= A.u(O)% - gj(0)gj 52 f o r  all j 
-3- 
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1 x2 x class 
4.000 
11 * 000 
1,000 
4.000 
2.000 
12.000 
9,000 
11.000 
10.000 
x 
12. OCO 
9.000 
7.000 
3.000 
10.000 
4.000 
2.000 
8.000 
10 e 000 
X 
V 
1 
1 
1 
2 
2 
2 
3 
3 
3 
x class 1 
A c l a s s  2 
o c l a s s  3 
6 
Q 
5 x1 
Fig. 5..2 . Sar1iple.Patterns of Example 5.2. 
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The value  of 
- u(0) = 
z (0) = -1 
z ( 0 )  = -2 
z (0) = -3 
and Z.(O) are l i s t e d  below 
-0.348 0.861 
-0.041 -0 076 
J 
0 e 088 -0.044 
-0.703 -0 e 655 
-1.177 -1.827 
-1 570 
-0.764 
-0.745 
-0 'D 766 
-1 e 946 -1 036 
-0.977 
-0 e 769 
-1.079 
-1 394 
-1,901 
-1.648 
-0 926 
-0.906 
5.2.  T e s t  of Non-linear S e p a r a b i l i t y  of Direction-Time 
Features  of Handwritten Alphanumeric Characters  
5.21 Example 5.3 
Consider t h e  d i rec t ion- t ime f e a t u r e s  of t he  t en  handwritten 
charac te rs  discussed i n  Sec t ion  2,O and l i s t e d  i n  Appendix B. The 
example was t o  show t h a t  t h i s  set of cha rac t e r s ,  as represented by t h i s  
direct ion-t ime p a t t e r n  vec to r s ,  are not  l i n e a r l y  separable .  L e t  t h e  
cha rac t e r s  A ,  C, D, 6, €1, 0 ,  P, Q, S, and 5 be  r e f e r r e d  t o  as p a t t e r n  
class 1, 2 ,  3 ,  e and 10 respec t fve ly .  L e t  t hep ro to tyFe  se t  and the 
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next  twenty-four sets l i s t e d  i n  Appendix B be  taken as twenty-five 
t r a i n i n g  sets, I n  this  case, R = 10, d = 20, t h e  dimension of t h e  
p a t t e r n  matrix A i s  250 x 21, and that of t h e  weight mat r ix  2 i s  21x9. 
B(0) was chosen as 
- B(0) = 
which is  of dimension 250x9, and p=l .  Af t e r  f o u r t h  i t e r a t i o n ,  ( k = 4 ) ,  
t h e  non-linear s e p a r a b i l i t y  w a s  ind ica ted .  Thus, i t  w a s  necessary t o  
use a non-linear processor  which w a s  descr ibed i n  Sect ion 3 . 2 ,  
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5,3 Comparison of the Proposed Algorithm wfth t h e  Wee-Fu APgoritbm 
U ( 8 ) =  - 
5,31 Example 5 , 4  
Consider a 3-class t r a i n i n g  problem of two-dimensional p a t t e r n s .  
The sample p a t t e r n s  are represented  i n  Fig. 5,3. 
sample p a t t e r n s  i n  t o t a l ,  ten i n  each class. Hence, N = 30, R = 3, 
d = 2 ,  and D = 3; the p a t t e r n  matrix 
dimension 30 x 3, 
B = l, B(0) as given i n  (4.36), a s o l u t i o n  weight matrix t7as obtained 
There are t h i r t y  
for t h e  proposed algori thm i s  of 
By applying t h e  proposed d g o r i t h m  and choosing p = 1, 
- 
-0.183 3.100 
-0.297 -0.175 
0.640 -0.787 
J 
at  t h e  e i g h t  i t e r a t i o n  (k = 8) 
Hence, the weight vec to r s  w (j = 1,2,3)  were given by 
9' 
9 w =  -2 
t The p a t t e r n  vec to r s  and - -  X U ( 8 )  gj 
example w a s  computed on t h e  IBM 350/50 PTSS (Unfversity of Pi t t sbu rgh  
Time Sharing System). It took 6 ,6  seconds (cos t  $0,62) for obta in ing  
the general ized inve r se  - A" of dimension 3 x 30, 7,8 seconds ( $ 0 , 7 9 )  f o r  
t h e  i t e ra t ive  computation, and a t o t a l  of 14.2 seconds ($1 ,42 )  f o r  
running the complete job.  
are f i s t e d  i n  Table 5.1, This 
This example was a l s o  experimented by the Wee-Fu algorithms. 
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x o a  
a 
0 
a 
. x  
pc 
a 
a 
a 
a 
a 
x 
K 
4 
a a 
x 
x 
ic 
0 
0 
0 
0 
0 
0 
0 
0 
B 
m U M " rl x" 
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t Table 5.1- Tabulat ion of x and X UE. f o r  Eample 5.4 
-J - 
t 2-dim. Trainlng P a t t e r n s  - x 
2.5 2,9 
3 .O 4.5 
4.5 3 , O  
3.5 5 , O  
3.5 3.6 
3.7 3 , O  
4.0 4 .1  
4.5 5.0 
4e9 3.4 
5.1 3.9 
2.0 1.0 
3.3 1.5 
3.9 2 , l  
4.8 1 .2  
5.0 2.2 
5.5 2,o 
6.5 1 . 6  
7.5 1 .5  
8.5 2.0 
9.3 0 ,5  
6.5 2.7 
7.0 3.1 
7.4 3.4 
8.1 2.8 
8.4 4.5 
8.5 3.0 
9.5 5.0 
5.7 3.3 
5.4 2.9 
5.6 2.8 
P a t t e r n  Class j 
1 
1 
.1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
XtU(8>E 
1.068 1.728 
-3 -- 
3.548 1.876 
0,645 0.562 
4.222 1.717 
1,924 1.326 
0,880 1.040 
2.598 1,167 
3.928 1.120 
1.184 0.435 
1.946 0.455 
1,904 3.401 
1.465 2.325 
0.656 
2 398 
0.815 
1,290 
2 241 
2,699 
2,172 
4.869 
0.715 
0.902 
1,057 
1.642 
P B 347 
1.524 
1,864 
0,070 
0.003 
0,150 
1.326 
2.279 
0.855 
0.977 
1 219 
1.052 
0.067 
1 e 869 
0.280 
0.977 
1.507 
0.902 
3 309 
1.295 
4.324 
0.855 
0.219 
0.144 
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Since t h e  sample p a t t e r n s  are d i s t r i b u t e d  i n  a genera l ,  p a i r w i s e s l i n e a r l y  
sepa rab le  manner, t h e i r  a lgori thm with c o n s t r a i n t  f a i l e d  t o  separate them; 
wi th  p=1, b (0) = 1 f o r  x+ E C and b (0) = -1 f o r  -xi I C j  t h e  
a lgori thm ind ica t ed  non-separabi l i ty  a f t e r  150 i t e r a t i o n s .  
a lgor i thm of complete gene ra l i za t fon  a with  p = 1 and Bi(0) = 1 f o r  a l l  i, 
ij j ’  i j  
Apply t h e i r  
. s o l u t i o n  weight vec to r s  were obtained a f t e r  t h r e e  i t e r a t i o n s  (k = 3 ) ,  
W -1 
W -2 
W -3 
-0.14639 
-0.26379 
0.53966 
1.94767 
0.03506 
-0.78923 
-1.80129 
0.22844 
0.24944 
I n  t h i s  case  a however , t h e  p a t t e r n  mat r ix  is of dimension 60 x 9. It 
# took 23.0 seconds ( cos t  $2.18) f o r  ob ta in ing  t h e  genera l ized  inve r se  , 
5.8 seconds ($0.60) f o r  t h e  i t e r a t i v e  computations, and a t o t a l  of 27.8 
seconds ($2.78) f o r  running t h e  complete job. 
Even though t h e  proposed algori thm took a few more i t e r a t i o n s ,  and 
hence requi red  s l i g h t l y  more computer t i m e  f o r  i terative computations, than 
t h e  Wee-Fu algori thm of complete g e n e r a l i z a t i o n  , t h i s  disadvantage w a s  
obviously overcome by t h e  saving i n  computing a genera l ized  inve r se  of 
a much smaller dimension. Consequently, t h e  proposed algori thm worked 
b e t t e r  i n  s o  f a r  as t h e  t o t a l  computer t i m e  and t h e  c o s t  were concerned. 
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5.32 Example 5,5 
The sample p a t t e r n s  considered i n  this example c o n s i s t  of s i x t y  
p a t t e r n s  of 3-classes and 4 dimensions, twenty i n  each class. 
R = 3, N = 60, d = 4 and D = 5. They are d i s t r i b u t e d  i n  a s p e c i a l l y ,  
l i n e a r l y  sepa rab le  manner so t h a t  t h e  Wee-Fu a lgor i thm with c o n s t r a i n t  
can s e p a r a t e  them. This is  the same example as given by Wee and Fu i n  
t h e i r  Table 1. (26) 
and also by t h e  Wee-Fu a lgor i thm w i t h  c o n s t r a i n t  on IBX 360/50 i n  
batch processes .  
zero th  i t e r a t r o n  (k = 0).  
t h e  proposed a lgor i thm gave i t s  s o l u t i o n  weight ma t r ix  
Hence, 
The t r a i n i n g  was performed by t h e  proposed algori thm 
I n  bo th  cases, s o l u t i o n  ma t r i ces  were obtained at t h e  
/ 
With p = 1, f3 = E, B(0) as given i n  (4.36), - 
Th weight ve 
bY 
w =  -1 
-0 643 
0.143 
0,086 
-0 e 143 
-0.050 
t o r  
- U(0) = 
-0.643 0.538 
0.143 -0.165 
0.086 0.088 
-0.143 -0.037 
-0.050 0.024 
used i n  t h e  discriminant func ions were then  given 
-0 * 787 
0 e 214 
-0.033 
-0.039 
-0.046 
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It took 17.5 seconds computer t i m e  and $1.42 €or running t h e  complete 
job. The sample p a t t e r n s  and x U(0)  E are l i s t e d  i n  Table  5.2. On - - 3  
t 
the o t h e r  hand, with p = 1 and b (0) = 1 for x, E Cj, and b (0) = -1 ij i j  
for X+
weight matrix 
C , the Wee-Fu algori thm wi th  cons t r a in t ,  gave its s o l u t i o n  
j 
-1.18140 0.73957 -0.55806 
0.20159. -0.27150 0.06991 
0.09221 0.06711 -0.15933 
-0.20730 0.02936 0.17793 
0.08011 -0.01589 -0.06422 
It took 17.4 seconds computer t i m e  and a l s o  $1.42 for the complete job. 
The r e s u l t  was expected s i n c e  both  algorithms d e a l t  wi th  t h e  same 
genera l ized  i n v e r s e  A' of dimension 5 x 60, and both terminated a t  t h e  
ze ro th  i t e r a t i o n .  
computation l ( 0 )  E 
apprec iab ly  more computer t i m e .  
Since R is small, R = 3 i n  t h i s  case, t h e  a d d i t i o n a l  
requi red  i n  t h e  proposed a lgor i thm d i d  no t  t ake  
-rl 
5.33 Example 5.6 
This example is  the same as t h e  second example given by Wee 
and Fu i n  their Table i?) Again, t h e r e  are s i x t y  sample p a t t e r n s  of 
3 classes and 4 dimensions, twenty i n  each class; hence R = 3, N = 60, 
d = 4 and D = 5. 
proposed a lgor i thm and that by t h e  Wee-Fu a lgor i thm of complete 
genera l iza t ion .  
A comparison will be  made between t h e  t r a i n i n g  by t h e  
9 3, 
t Table 5.2 - Tabulation of x and X UE f o r  Example 5.5 - -3 - 
XtU (0) E 
-j 4-dime Tra in ing  P a t t e r n s  - xt P a t t e r n  Class J -- 
8 560 
7 404 
8.694 
8 e 403 
5 e 248 
7.578 
7.150 
6 e 694 
6.005 
6.879 
7 e 949 
5.500 
5.851 
5.320 
7.696 
7.924 
8.103 
9 a 467 
9.284 
8.852 
0.756 
0.205 
1.134 
1,656 
1.091 
2.358 
5.243 
2.221 
7 e 519 
8 209 
5.552 
8,718 
6.316 
6 330 
6.441 
4.852 
3.697 
2 e 559 
9.378 
9.198 
5.862 
5 135 
2 e 049 
1.944 
9.616 
3.250 
9.378 
8.407 
3.616 
9.578 
6.346 
8.843 
9 e 127 
5.509 
8.254 
9.665 
2.629 
5.046 
5 e 141 
4.079 
1.110 
4.439 
0.508 
2.265 
3 a 545 
3.717 
3.454 
0 e 080 
1 e 709 
3.440 
1.481 
0.227 
3.230 
0.176 
6 122 
6.123 
3.717 
3.417 
3 e 236 
6.937 
8.887 
7 e 635 
5 D 593 
3 a 170 
2 e 843 
1.920 
3.110 
1.412 
8.944 
6.260 
2.643 
4 e 085 
6,266 
9 e 613 
7.828 
7.331 
2.180 
7.260 
8.635 
9.013 
6 a 754 
1.439 
7.161 
6 e 896 
7 e 163 
2.380 
0 e 437 
8.712 
4.e 688 
9 e 368 
1.146 
1,717 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
1.204 
1 e 127 
1.366 
1.366 
1 e 027 
1.148 
1 520 
1.032 
0 e 833 
1.704 
0.580 
1 e 018 
1.707 
1.410 
1.412 
0.780 
0.515 
0,708 
1.001 
1.756 
1,085 
1,352 
1.262 
1.163 
1,932 
1.179 
1.179 
0.053 
0.300 
1.247 
1.025 
1.025 
1.775 
0.860 
1 e 469 
0.817 
0.660 
1.288 
0.305 
0.541 
1.908 
2.480 
0.732 
0.916 
0.797 
1.537 
0.526 
1.919 
0.759 
2.223 
1.392 
1.739 
1.650 
1 e 010 
1,010 
1.039 
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Table 5.2 (cont'd) 
t Pattern Class j 4-dim.Training Patterns 5 
0.091 5.508 4.811 9.291 2 
0.961 6.051 2.530 1.297 2 
1.531 5.331 6.540 6.152 2 
2.314 5.344 5.400 7.649 2 
0.374 5.559 9.273 9.519 2 
1.164 3.507 2.886 3.543 2 
0.763 3.141 2.687 0.502 2 
4.102 7.601 7.145 7.922 2 
3.733 6.247 5.952 6.337 2 
2.903 6.390 7.029 9.934 2 
3.081 9.997 5.615 2.640 2 
3.081 9.997 4.615 2.640 2 
8.286 0.661 9.112 6.899 3 
5.126 0.854 9.239 8.891 3 
8.644 1.418 6.672 5.388 3 
5.591 1.733 7.805 8.658 3 
8.954 0.688 7,911 1.624 3 
6.519 4.452 8.670 1.811 3 
7.815 3.921 6.963 3.187 3 
6.073 1.609 9.487 0.162 3 
7.372 2.902 8.860 4.521 3 
6.900 3.223 9.258 2.009 3 
9.173 1.493 6.953 3.300 3 
6.315 4.079 7,905 6.475 3 
9.200 1.591 6.778 4.759 3 
9.045 0.275 6.996 2.505 3 
6.921 2.210 8.221 6.815 3 
6.617 0.928 7.579 4.089 3 
6.617 0.928 7.579 4.089 3 
4.807 1.071 3,486 1.824 3 
4.302 3.516 9.666 6.246 3 
8,720 1.465 9.224 5.084 3 
XtU (0) E 3 -- 
0.616 
1.188 
1.162 
1.458 
1.461 
1.256 
0.894 
2.179 
1.163 
1.096 
2.646 
0.435 
0.475 
1.344 
1.368 
1.352 
1.352 
0.824 
1,506 
1.304 
1.079 
0.928 
0.540 
2.057 
1.119 
1.430 
0.928 
0.527 
0.720 
1.418 
0.912 
1.304 
1.647 
1.604 
1.478 
1.045 
1.154 
1.336 
1.063 
1.489 
1.102 
0.603 
0.976 
0.801 
0.123 
1.629 
0.618 
1.714 
1.714 
0.536 
1.962 
1.131 
0.729 
2.085 
I. 015 
i. 158 
1.109 
1.056 
1.771 
0.482 
1.671 
1.384 
0.948 
1.132 
94 
Both a lgor i thms have been run on t h e  I B M  3601’50 PTSS, and solu- 
t i o n s  obtained a t  t h e  zero th  i t e r a t i o n  (k = 0) .  
used by the proposed a lgor i thm is  of dimension 60 x 5. 
and g(0) as given i n  (4.36) 
The p a t t e r n  mat r ix  A 
With p = 1, B = 1 
t h e  proposed algori thm gave i t s  s o l u t i o n  
weight matrix a t  t h e  zero th  i t e r a t i o n  
I U(0) = 
-0.637 0.562 
0.151 -0.148 
0.069 0.098 
-0.155 -0,064 
0.060 0.021 
The weight vec to r s  used i n  t h e  d iscr iminant  func t ions  were then given 
by 
w =  -1 
-0.067 
0.151 
0.069 
-0.155 
0 a 060 
9 
w ”  
-2 
0.805 
-0.204 
0.050 
0.022 
-0,019 
9 w =  -3 
-0.168 
0.043 
-0 e 119 
0.133 
-0 a 048 
t The sample p a t t e r n s  and X U ( 0 )  E .  are l i s t e d  i n  Table 5.3. It took 
9.2 seconds (cost  $0.84) f o r  ob ta in ing  t h e  genera l ized  inve r se  of 
- A 
-J -- 
I/ of dimension 5 x 60, 6.3 seconds ($1,63) f o r  running t h e  conplete 
job.  
However, t h e  Wee-Pu algori thm of complete gene ra l i za t ion  with 
p = 1 and B i ( O ) =  1 f o r  a l l  i, gave t h e  fol lowing s o l u t i o n  wei..ght vec to r  
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t Table 5.3 - Tabulation of x and X UE for Example 5.6 -"3 - 
X (0) E 3 4-dim. Training Patterns - x Pattern Class j -- 
t 
- 
8.691 5.552 5.141 3.110 1 1.476 1,345 
7.399 9.642 3.766 9.688 1 0.583 0.562 
8.403 8.718 4.079 1.412 1 1.060 0.290 
8.403 8.718 4.079 1.412 1 1.083 0.981 
5.248 6.318 1.101 8.944 1 0.989 1.892 
7.578 6.330 4.439 6.260 1 1.030 0.870 
7.510 6.441 0.508 2.643 1 1.318 1.593 
4.494 4.852 2.265 4.085 1 0.918 0.897 
7.404 8.209 5.046 1.920 
8.560 7.519 2.629 2.843 
. 1 
1 
0.581 0.477 
1.081 0.661 
6.005 3,097 3.545 6.266 1 1.507 1.936 
6.879 2.559 3.717 9.613 1 1.197 2.581 
7.949 9.378 3.454 7.828 1 0.599 0.958 
5.500 9.198 0.080 7.331 1 0.455 0.819 
8.150 4.'422 3.693 6.654 1 1.687 1.186 
5.851 5.862 1.709 2.180 
5.320 5.135 3.440 7.260 
5.160 8.889 1.915 3.205 
8.880 8.703 9.492 9.671 
8.103 9.616 3.230 9.754 
3.384 6.590 9.342 9.039 
0.205 9.578 3.417 2.380 
1.134 6.346 3.236 0.437 
1.656 8.843 6.927 8.712 
1.091 9.127 8.887 4.688 
2.358 5.509 7,635 ge-368 
2.358 5.509 7.635 9.368 
3.881 8.524 3.460 3.179 
2.221 9.665 3.170 1.717 
0.901 5.508 4.811 9.291 
1 
9 
2.016 1.592 
1.528 1.945 
2.052 1.185 
1.459 1.225 
1.268 0.970 
1.248 1.239 
1.632 2 e 253 
1.462 1.416 
1.289 1.595 
2.122 1.424 
1.181 0.794 
a 0.335 0.451 
2 0.909 1.755 
2 1.490 1.686 
2 1 341 1.521 
Table 5.3 (cont'd) 
Pattern Class j t 4-dim. Training P a t t e r n s  - x 
0.961 
0.763 
1.531 
0.756 
2.314 
0.374 
1 164 
3.780 
0.377 
4.102 
5.848 
8.826 
5.126 
8.720 
8.720 
5.591 
8,954 
6.617 
6 e 519 
9.987 
7 e 815 
6.073 
7.372 
6.900 
9.173 
6.315 
9 * 200 
7 e 045 
6 e 921 
6 e 617 
6.057 
3 e 141  
5.331 
3 e 616 
5.344 
5 e 559 
3.507 
6 e 908 
4 * 166 
7 e 601 
6 e 343 
0 661 
0.854 
1 465 
1.465 
1.733 
0.698 
0.928 
4.452 
0.934 
3.921 
1.609 
2.902 
3 223 
1.493 
4.079 
1 e 591 
0 275 
2.210 
0.928 
2.530 
2.687 
6.540 
3 e 717 
5.400 
9.273 
2.886 
9.830 
9.329 
7.145 
8 e 885 
9.112 
9.239 
9.224 
9.224 
7.805 
7.911 
7 * 579 
8.670 
6.499 
6.963 
9.487 
8.860 
9 e 258 
6.953 
7.905 
6;778 
6 996 
8.221 
7 e 579 
1.297 
0.502 
6 I) 152 
7.163 
7 e 549 
9.519 
3 * 543 
7.601 
2.549 
7 e 922 
5 e 068 
6.899 
8.891 
5 e 084 
5.084 
8.648 
1 e 624 
4.089 
1.811 
2.726 
3.187 
0,162 
4.521 
2 e 009 
3 e 300 
6 pi75 
4 * 759 
2.505 
6.815 
4 e 089 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
1.515 
0.934 
2 e 164 
1,219 
1.551 
0.540 
0.592 
0.823 
0.956 
0.788 
1.410 
1.507 
0.691 
0.906 
1.561 
1,293 
0.623 
2.288 
1.262 
1.635 
0.932 
0.657 
0,712 
1.470 
1.005 
1.386 
1.377 
0 e 600 
1.496 
1.445 
0.981 
0.960 
1.133 
1.078 
1.030 
0.705 
0.648 
0.892 
1.352 
1.464 
1.801 
0.901 
1.547 
0,720 
2 e 024 
0.840 
1.022 
1.360 
1.245 
1.205 
1.777 
0.597 
1.695 
1,473 
1.093 
1.260 
1.256 
0.398 
0.382 
1.854 
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a t  the z e r o t h  i t e r a t i o n  
- . _  
r: [-0.36058 0.10861 0.05157 -0.10972 0.03012 0.55555 
-0.15618 0.02860 0.02052 0.00141 -0.19487 0,04735 
-0.08101 0.08861 -0.03218 3 
The p a t t e r n  matrix A used by t h i s  a lgor i thm is  of a much l a r g e r  dimen- 
s i o n ,  120 x 15. 
(cost  $8.26) f o r  ob ta in ing  t h e  genera l ized  inve r se  A of dimension 
15 x 120. The o t h e r  computations took 5.5 seconds ($0.94), and t h e  
complete job r equ i r ed  95.2 seconds ($9.20). 
Hence, i t  took considerably more t i m e ,  89.7 secondss 
I/ 
This example i l l u s t r a t e d  t h a t ,  for a f a i r l y  l a r g e  number of 
sample p a t t e r n s ,  there w a s  a tremendous d i f f e rence  i n  computer t i m e  
requirement f o r  computing the genera l ized  i n v e r s e  
a lgor i thm and t h a t  of t h e  Wee-Fu algori thm of complete gene ra l i za t ion .  
The d i f f e rence  was almost t en fo ld  i n  t h i s  example. 
I/ of t h e  proposed 
For t h e  case  of 
a lgor i thm termination at t h e  zero th  i t e r a t i o n ,  t h e  d i f f e rence  i n  o the r  
computations involved w a s  between A v(O)%, (j = 1 , 2 , * . . , R ) $  f o r  t h e  
former and A - a(0) f o r  t h e  la t ter .  This d i f f e r e n c e  was at a r e l a t i v e l y  
3 
i n s i g n i f i c a n t  level. As  f a r  as t h e  t o t a l  computer t i m e  o r  t h e  t o t a l  
c o s t  was  concerned, the proposed algori thm o f f e r e d  about 90% saving. 
_, 
5.34 Discussion 
Based on t h e  r e s u l t s  obtained from t h e  1 s t  t h r e e  examples, t h e  
fol lowing remarks can b e  made: 
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(i) The p a t t e r n  matrix - A used i n  t h e  proposed algori thm and t h e  
Wee-Fu a lgor i thm wi th  c o n s t r a i n t  are i d e n t i c a l .  Thus, t h e  same amount 
of computing t i m e  will be required 
Example 5.5 i l l u s t r a t e d  that both algorithms were equal ly  e f f ic ien t . ,  
The proposed a lgor i thm requ i r e s  a s l i g h t l y  more computer t i m e  i n  each 
iterative computation. However, t h e  Wee-Fu a lgor i thm wi th  c o n s t r a i n t  
a for the computation of A . 
a t tempts  t o  make a more r e s t r i c t i v e  l i n e a r  s epa ra t ion ,  i f  s epa rab le ,  
i t  is  more d i f f i c u l t  t o  achieve i n  genera l  and i t  can b e  expected 
t h a t  i t  m3y r e q u i r e  more i t e r a t i o n s  f o r  some problems. Furthermore, 
i t  i s  no t  a genera l  l e a r n i n g  algori thm f o r  l i n e a r  c l a s s i f i c a t i o n .  
Therefore,  it i s  more meaningful t o  compare t h e  proposed algori thm 
wi th  the Wee-Fu algori thm of complete gene ra l i za t ion .  
( i i )  From both  Example 5 .4  and Example 5.6, i t  w a s  noted t h a t ,  f o r  
the Wee-Fu a lgor i thm of complete gene ra l i za t ion ,  t h e  s i z e  of t he  
p a t t e r n  mat r ix  i n  each case was increased  by 2 x 3 times. 
i n  t h e  inc rease  of computing ti= and hence t h e  computing c o s t  f o r  A 
by n e a r l y  t e n  t i m e s ,  as ind ica t ed  i n  Table 5.4.  
however, t h e  p r e c i s e  r e l a t i o n s h i p  between t h e  inc rease  i n  computing t i m e  
fo r  A 
This r e s u l t e d  
/ I  
It is  not  known, 
Ii and t h e  inc rease  i n  t h e  s i z e  of p a t t e r n  mat r ix  A. 
. ( i i i )  I n  example 5 . 4 ,  when the proposed a lgor i thm w a s  used, e i g h t  itera- 
t i o n s  requi red  7.8 seconds computing t i m e  and c o s t  of $0.79; hence i t  
/ 
took 0.98 second p e r  i t e r a t i o n  and cos t  $0.099 p e r  i t e r a t i o n .  When t h e  
Wee-Fu algori thm of complete gene ra l i za t ion  t7as used, three i t e r a t i o n s  
required 5 , s  seconds computing t i m e  and c o s t  $0.60, hence i t  took 1 .93  
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Table 5 . 4  - Comparison bf Computation Requirements of the Proposed 
Algorithm and the Wee-Fu Algorithm of Complete Genera- 
lization 
I .IProposed IWee- Fu 
Algorithm AJ-gorithm I I 
Computation 
of A a - 
Iterative 
Computation 
Total 
Computation 
Computation 
Iterative 
Computation 
Toatl 
Computation 
I 
Dim. of - A 30 x 3 60 x 9 1 
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second pe r  i t e r a t i o n  and c o s t  $0.20 per  i t e r a t i o n .  
a l s o  l i s t e d  i n  Table 5.4. Therefore, t h e  time requ i r ed  or t h e  computing 
c o s t  f o r  each i terative computation for t h e  proposed a lgor i thm is  
a c t u a l l y  less. 
proposed a lgor i thm is  more advantageous provided t h a t  t h e  inc rease  i n  
t h e  i t e r a t i v e  computations can s t i l l  be  conpensated f o r  by i t s  saving  i n  
w computing A and -- A U(k) .  
This comparison i s  
Even though i t  may take  more i t e r a t i o n s  t o  converge, t h e  
10 1 
6.0 CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
There are e s s e n t i a l l y  two p a r t s  i n  the  d i s s e r t a t i o n .  The f i r s t  
p a r t  concerns t h e  s tudy  of an on-line handwri t ten alphanumeric character 
recogni t ion  system. 
t h e  quantized direct ion-t ime f ea tu res .  In t h i s  modif icat ion,  t h r e e  kinds 
of f e a t u r e  components:. jumping component, r e f e rence  component, and end 
component, were included t o  enhance t h e  p a t t e r n  s e p a r a b i l i t y  and t h e  
f e a s i b i l i t y  of recons t ruc t ion .  F i f t h  sets of t e n  (Rm10) cha rac t e r s ,  A, 
C, D, G, H. 0. P. Q, S, and 5 ,  were co l l ec t ed :  each cha rac t e r  w a s  w r i t t e n  . 
The cha rac t e r s  were encoded by a modif ica t ion  of 
i n  a s t anda rds t roke  sequence on a square with 20 x 20 g r i d  po in t s .  
quantized d i r e c t i o n s  were used along wi th  the  twenty dimensional p a t t e r n  
space.  One set was chosen as t h e  prototype p a t t e r n s ,  P (n=1,2,. ..,R), 
According t o  Zobrak and Sze, an  unknown p a t t e r n ,  2, w a s  c l a s s i f i e d  
according t o  t h e  minimum metric w ',&(F&z) where each + (P ,x)- func t ion  
given i n  (3.1) could be  i n t e r p r e t e d  as a metric giving t h e  i - th  compo- 
nent of t h e  dev ia t ion  of - x f rom% in t h e  f i n i t e  and d i s c r e t e  p a t t e r n  
Eight 
--n' 
n i - n -  
space charac te r ized  by a c y c l i c  group. 
( r= lS2 , . . *$R)  were t r a ined  by a learn ing  algorithm (3.4) which w a s  a 
modi f ica t ion  of t h e  Zobrak-Sze algori thm following the  Duda-Fossum 
er ror -cor rec t ion  r u l e .  The p a t t e r n  vec to r s  ex t rac ted  from t h e  hand- 
writ ten cha rac t e r s  were_experirnentally proved no t  l i n e a r l y  separable  
bu t  +-separable,  By using t h i r t y - f i v e  t r a i n i n g  sets, the  s o l u t i o n  
weight vec to r s  were obtained as l i s t e d  i n  Table 3.2. The learn ing  
phase took 14 t r a i n i n g  cyc les ,  required 27'42" computer t i m e  on 
IBM 7090 ( i n  MAD language). 
The weight vec to r s  
This set of weight vec to r s  were used t o  
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recognize a l l  for ty-n ine  se t s  of cha rac t e r s ,  t h e  recogni t ion  e r r o r  rate 
w a s  2,04% which seemed t o  be  b e t t e r  than t h e  c u r r e n t l y  known r e s u l t  of 
15  o r  20% by o the r  approaches t e s t e d  i n  a l l  t h i r t y - f i v e  cha rac t e r s .  
Although t h e  sample s i z e  was l imi t ed  i n  t h e  p re sen t  s tudy ,  never the less ,  
t h i s  prel iminary r e s u l t  appears  to  b e  r a t h e r  encouraging. It  was noted,  
however, t h a t  t h i s  recogni t ion  systein is very  s e n s i t i v e  t o  t h e  s t r o k e  
sequence of t h e  handwri t ten cha rac t e r s .  
In  t h e  second p a r t  of t h i s  d i s s e r t a t i o n ,  a new learn ing  algo- 
rithm for mult i -c lass  p a t t e r n  c l a s s i f i c a t i o n  has been presented.  This 
is a gene ra l i za t ion  of t h e  110-Jbshyap two-class a lgori thm, d i f f e r e n t  
from t h a t  due t o  Wee and Fu, 
v e c t o r s  of I: classes i n t o  t h e  neighborhood of R vertices of a (R-1)- 
dimensional e q u i l a t e r a l  simplex with i ts  cen t ro id  at t h e  o r ig in .  
Associated with each v e r t e x  is a (R-1)-dimensional vec tor  e . , ( j=1 ,2 , .* ,R) .  
Matrices Sj 
f r o n  t h e s e  vertex v e c t o r s  as i n  (4.14). 
discovered i n  Sec t ion  4 . 3  
algori thm. 
It is  based upon t h e  mapping of p a t t e r n  
-J 
( j=1,2, .  . . ,R) ,  of dimensions (R-l)x(R-l), were def ined  
Two p r o p e r t i e s  of E ,  wcre 
-J 
which were e s s e n t i a l  i n  proving t h e  learnir 'g 
I f  t h e  augmented p a t t e r n  vec to r s ,  X I S ,  of dimension D are 
l i n e a r l y  separable ,  t h e r e  exist: R weight v e c t o r s ,  w ' s ,  (j=1,2p.ee3R)s 
3 
gj (5) > gi@) for 5 Cj and f o r  a l l  i#j . The learn ing  algorithm. is  
an i t e r a t i v e  one t o  f i n d  a D x (R-1) weight mat r ix  1, from which w 
can b e  obtained by w = U e ( j = 1 3 2 , e . e s R ) a  The n .  augmented sample 
p a t t e r n s  of class C are arranged t o  form a matr ix  A i n  (4.2);  t h e  
NxD p a t t e r n  mat r ix  A is fornied by R submatrix A 9(j=1,29. . . sR;  n +n 
+ n = E) as def ined i n  (4*1). 13 and Y are two N x (R-1) matrices 
-3 
9 --j' J 
j -j 
- -j 1 2  
- - II 
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each of which has submatr ices  B and Y r e s p e c t i v e l y  corresponding 
t o  t h e  c l a s s  grouping A 
3 
r e w r i t t e n  i n  t h e  following: 
-3 --j 
i n  A. The l e a r n i n g  a lgor i thm ( 4 . 3 5 )  is  
2 (k)= %(k)  E . ,  3 J 
d - U(k4-1)- &(k) -1, pA g(k)  . 
where 
given by 
t o  l3q , P O .  The convergence of t h e  a1,gorithm was proved.. The 
a lgor i thm a l s o  provide f o r  a test of nonl inear  s e p a r a b i l i t y  of sample 
0 <p< .1 , k i s  t h e  i t e r a t i o n  number, t he  elements of A (k) are 
-3 . - 
Sgn( 2 ) ,  and a l l  row v e c t o r s  i n  B (0) are equal  
anjqP azjq j4 -1 
t 
p a t t e r n s  by n o t i c i n g  t h e  occurrence of a Y(k) such t h a t  
non-positive elements f o r  a l l  R and f o r  a l l  j .  This a lgori thm w a s  com- 
Y ( k ) E  has  a l l  9 3 
pared wi th  t h e  Wee-Fu a lgor i thm of complete gene ra l i za t ion .  It was 
not iced  t h a t  t h e  p a t t e r n  matrix used i n  t h i s  l e a r n i n g  algori thm i s  of 
much amaller dimension, hence, i t  r e q u i r e s  much less s to rage  and t akes  
much less t i m e  f o r  computing - A . Computer program f o r  t h e  a lgor i thm w a s  
w r i t t e n  i n  For t r an  I V  and experiments were c a r r i e d  out on I B M  360/50 
d 
Univers i ty  of P i t t sbu rgh  T i m e  Sharing System. It was demonst ra ted ' tha t  
even i n  a case where t h i s  l ea rn ing  a lgor i thm took more i t e r a t i o m  t o  
converge, t h e  computing t i m e  and c o s t  p e r  i t e r a t i o n  were considerably 
less than  those of t h e  Wee-Fu algorithm. Consequently f o r  problems 
where only a r e l a t i v e l y  small number of i t e r a t i o n s  are requi red ,  t h i s  
10 4 
new mult i -c lass  l ea rn ing  algori thm w i l l  o f f e r  some advantages i n  sav ing  
o v e r a l l  computing t i m e  as w e l l  as s to rage .  
Based upon t h e  conclusions drawn above t h e  following problems 
are suggested f o r  f u r t h e r  s t u d i e s :  
(A) t o  continue t h e  s tudy of t h e  on-line handwri t ten cha rac t e r  recogni- 
t l o n  system - t o  t r a i n  and test a l l  t h e  t h i r t y - f i v e  cha ra t e r  classes 
by grouping them according t o  t h e  number of s t r o k e s  and by introduc-  
. i n g  adapt ive s t r u c t u r e ;  
(B) t o  modify t h e  l ea rn ing  and recogni t ion  schemes where a cha rac t e r  
w r i t t e n  i n  d i f f e r e n t  s t r o k e  sequence can be  c o r r e c t l y  c l a s s i f i e d ;  
and 
(c) t o  extend t h e  mul t i -c lass  l ea rn ing  algori thm (4.35) f o r  l i n e a r  se- 
pa ra t ion  t o  one f o r  piecewise l i n e a r  s epa ra t ion .  
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Appendix A 
D i g i t a l  Computer Program 
For Generation of Quantized Direction-Time 
P a t t e r n  Vectors 
The modified d i rec t ion- t ime encoding method discussed i n  
Sec t ion  2.2 and 2,3 has been programmed i n  MAD language and run  on 
IJ3M 7090 a t  t h e  computer cen te r  of t h e  Univers i ty  of P i t t sbu rgh .  
flow c h a r t  and t h e  program l i s t i n g  are shown i n  the  following pages. 
The 
10 G 
Flow Chart of P a t t e r n  Vector Generator 
D = Dimension of 
p a t t e r n  vec tor  
N = number of g r i d  
i n t e r s e c t  ions  
In t e rpo la t ion  
re ference  components 
end component 
End 
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START 
A5 
A 1 0  
A 20 
A 3 0  
A40 
ALP 
BRA 
DEL 
. ECH 
DINENSION CHARAC( 50) r X  ( 2 0 0 )  , Y ( 2 0 0 1  9 UNKNOIIf 5 0 )  t IDCHAR ( 3 5  1 t 
INTEGER I ~ K ~ X ~ Y , P ~ ~ P ~ , J ~ L I S U M I L I I Z , I Z ~ O ~ I M , L L L , D A ~ E S ~ S C ~ N N ~  
BOOLEAN S i T t U I V t W t Z  
READ FORM4T ALPHA, IDCHAR( l ) . . . IDCHAR(35)  
READ AND ORINT DATA LIM1, L I M 2  
1 NP(2O)V Z 7 { 2 0 ) 9  I Z ( 2 O ) r  DA('tO1r P A T T ( 5 0 ~ 5 0 J t E S ( 2 0 ) t D Z ( 2 0 1  
1 PATTIOO~U"~#NOH,CHARACS I 1  cN, I M t M H  * -  
VECTOR VALUES ALPHA= S 3 5 C l s S  
READ AND PRINT DATA OD 
FD=DD 
THROUGH AS, FOR I = l i l t I . G o Z O O  
XII)=O - 
Y ( I 1 = 0  
L L = l  
L L L = 1 3  
READ FORMAT DATAtDA( l l . . .DA(26 )  
VECTOR VALUES D A T A = L 1 3 ( 2 1 2 t  S 2 l + S  
1=1 
THROUGH A709 FOR J = L L t l t J . G . L L L  
X ( J ) = D A I I I  
Y ( J I =  D A ( T + l )  
I=I+Z 
WHENEVER DAl23 l .E .O ~ A N D o D A ( 2 4 ) o E ~ O o A N D o D A ~ 2 5 1 ~ E . O . A N D ~ D A ~ 2 6 ~ ~ E o O ~  
L L = L L L + l  
L L l = L L L + l 3  
TRANSFER TO A 1 0  
PRINT COMMENT S l J  
r 
1 TRANSFER TO A30 
THROUGH A40, FOR I = l r l ,  I . G e l 3  
P R I N T  FORMAT A A A ~ X ( I l ~ Y ( I ) ~ X ( 1 + 1 3 ) t Y ~ I + l 3 ~ ~ X ~ I + 2 6 l , Y ~ I + 2 6 ~ ~  
X (  1+39) r Y  t I t 3 9 1  r X (  I + 5 2 ) t  
VECTOR VALUES A A A = S S 6 t 7 ( 2 1 5 ~  S 3 l * J  
1 Y ( I+52) t X (  I+65) C Y (  I t 6 5 1  , X (  1 + 7 8 ) 1  
2 Y I 1 + 7 8 )  
E S ( 0  1 =-1 
J= 1 
I = 1  
WHENEVER Y ( I I e N E - O . O t  TRANSFER TO BRA 
ES ( J I = I  -1 
N P ( J I =  E S ( J 1 - E S ( J - 1 1 - 1  
HHENEVER X l I+ l l .EeO.Oc  TRANSFER TO DEL 
J=J+l 
I=I+l 
TRANSFER 10 ALP 
NS=J 
NN= J 
PRINT RESIJLTS ES( l ) . e .ES(NN)e  N P ( l l . e e N P l N N 1  
SUNNP=O.O 
THROUGH ECH, FOR I = l r l s I * G . s N N  
SUNNP= SUYNP+NP(X) 
SUMIZ=O 
THROUGH FnXt FOR I p l r l t  IeGoNN 
Z 2 ( I 1 = ( NP I I * ( FD-2 *NS+ 1 e 0 )  1 /SUMNP 
10 8 
OX 
CUL 
HOT 
I N D  
A 7 0  
071 
c EC 
TED 
TENG 
I Z ( I ) = Z Z ( ~ ) + O * S  
SUHIZ=  S U ~ I Z 4 I Z 1 1 )  
Q= SUf4 I Z - ( FD- 2 * N S + 1.0 1 
P R I N T  RESIILTS Q a  SUMIZ, IZ( l l e e . f Z ( N N ) e  ZZ(L) .e .ZZ(NNI  
WHENEVER ‘1.E.0, TRANSFER TO I N D  
MAX=NP( 11 c 
I M = l  
THROUGH HOT, FOR 1 = 2 9 1 t I e G e N N  
WHENEVER “P( I )  eGeMAX 
HAX=NPI I )  
I M = I  
OTHERHISE 
END OF COYDIT IONAL 
IZ(IM)=IZIIMI+1 
Q=Q+l  
OTHERHI SE 
I Z ( I M ) = I Z t I M ) - l  
Q=Q-1 
END OF COYDIT IONAL 
TRANSFER TO GUL 
THROUGH A701 FOR I=ltlrIrG.SO 
THROUGH A 7 0 r  FOR J = l r l , J e G . S O  
P A T T ( I n J 1  = 16 S 
WHENEVER ‘3. L e 0  
P R I N T  RESIJLTS Q, MAX9 I M o  I Z ( I M ) c  I Z ( L ) a e e I Z ( N N )  
I 
THROUGH 071, FOR J= lg l , JaG.ES(NN)  
P A T T ( ( Y ( J ) + L ) , ( X ( J ) + l ) )  = § X §  
P R I N T  FORIJAT T I T L E  
VECTOR VALUES T I T L E  = S l H l , S 4 0 t 3 7 H T H E  UNKNOWN PATTERN IS A S  SHOWN BELOW 
P R I N T  FOR’AAT P ICTI  
VECTOR VALUES P I C T  = S ( S 4 5 t 5 O C l ) * E  
WHENEVER F S ( N N ) - L a 2 5  
1 / * E  
I I=50,-1 t 1.L. 1, I J = l  t 1 s  JeGeSO,PATT( 1 9  J )  1 )  
WHENEVER NN.G.I 
THROUGH T f D 9  FOR J=NNI- leJ.L.Z 
THROUGH CFCt  FOR N= E S ( J ) , - l t  N . L e I E S ( J - l ) + Z )  
X [ Z * ( N - N N ) + 1 ) = 2 * X ( N )  
Y I2 *.( N-NNI 4 1 I = 2  *Y I N 1 
X ( t * ~ N - N N ) ) = X ( N - l l  
Y ( Z * ( N - N N ) I = Y ( N - l )  
NN= NN-1 
OTHERWISE 
X ( Z * I N - N N I I =  X ( N ) + X ( N - l l  
Y ( 2 * ( N - N N ) ) =  Y ( N ) + Y ( N - 1 )  
END OF COhtDITIONAL 
WHENEVER Y(N-LI.E.O*ANO* Y(N-1IeE.O 
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CEC I 
CTE 
GTO 
t 10 
THROUGH CECI (FOR N=ES(NN), - lvMaLeZ 
% ( 2 * N - l ) = 2 * X ( N )  
Y ( Z * N - l ) = 2 * Y ( N )  
% l Z * N - 2 ) = Y ( N 1 * X ( N - l )  
Y (Z .N-2 )= ' J (N)+Y(N- l )  
% ( 1 ) = 2 * X ( 1 )  
Y ( 1 ) = 2 * Y ( l )  
END Of: C O W I T I O N A L  
TRANSFER T O  A30 
END OF CONDITIONAL 
PRINT COMYENT Z 1 J  
L L = 1  . 
LLL=IZ( 1) 
sc= 1 
WHENEVE0 h1N.E. 1. 
M 4 = l  
\C= 3 
0 T HER W I S E 
MMZNN-1 ' 
END OF CONDITIONAL 
N P ( I ) = E S I I I - E S ( I ~ l ) - l  
F I Z = I Z (  I )  
INCREM= FLOAT/F IZ  
K = I Z ( I I  
THROUGH L I M ,  FOR I = l ( l r  I eG.MM 
FLOAT=NP(T)- l .O 
P l = E S ( I - 1 1 + 2  
f P l = P l  
FPZ=FPl+I%REH 
PZ=FP2+0. 5 
THROUGH C620, FOR J = l t l t J . G . K  
O = X ( P l ) - X ( P Z )  
N=Y (P1) -Y  1 P 2  1 
WHENEVER .ABS.(DI.L.L.OE-lO 
'WHENEVER N.G.O.0 
UNKNOW(J)=6 
OTHERWISE 
UNKNOWIJ)=2 
END OF COYOITIONAL 
TRANSFER TO C2O 
OTHERWISE 
END OF CO'JOiTIONAL 
SLOPE=N/D 
U=D-LE.O.n 
V=N.LE.O.n 
W=(SLOPE-LIMl).LE.O.O 
S=(SLf lPE+LIML j.LE.O.0 
T= ( SLOPE-L I N2 1 .LE. 0 - 0  
Z=(SLOPE+LIH2)eLE.O.O 
WHENEVER I I .AND.V.AND.W.OR.U.AND.(V)) .AND.(V))*AND.( .NOT.(S))? 
WHENEVER ' I . A N D . V - A N D . T . A N D . ( . N O T . ( ~ ) ) ~  UNKNOH(J1 = 1 
WHENEVER IIeAND*VeAND.(eNOTe (W)).AND.I.NOT.(T)).OR.(.NOT. (U1 ).AND. 
V e  AND.$ e A'JDe Z t 
WHENEVER ( . N O T . I U ) ) . A N O . V . A N D . S . A N D ~ ( . N O T . ( Z t ) ~  UNKNOW(J)=3 
1 UNKNOWlJ) = 0 
1 UNKNO\i( J 1 = 2  
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L =  1 
THROUGH KPL 9 FOR J=LL , l r JaG.LLL  
CHARAC ( J 1 =UNKNOW( L I 
K I L  L = L + 1  
WHENEVER ZC e E, 1 
SC=2 
P l = E S (  I 1  
PZ=ES( I ) +  
K = l  
LL=LLL+ 1 
LLL=LL  
TRANSFER TO C 1 0  
OR WHENEVFR S C . E . 2  
s c = o  
P l = l  
PZ=ES( 1 ) +  
K= 1 
L L = L L L + ~  
LLL=LL  
TRANSFER TO C 1 0  
OR WHENEV'R SCeE.3 
sc=4 
P 1 = 1  
PZ=ES(NN) 
#=1 
LL=LLL+ 1 
LLL=LL  
TRANSFER TO C 1 0  
OR WHENEVFR SC.E.4 
TRANSFER '0 NEAR 
OTHERW I SE 
S C = l  
LL=LL.L+ 1 
L L L = L L L + I ' ( I + 1 )  
I=NN 
sc=3 
TRANSFER TD GTD 
L I M  END OF CONDITIONAL 
NEAR PRINT FORMAT CHAR, CIiARACt 1) e .  o C t i A R A C f  DD) 
VECTOR VALUES CHAR= t 5 0 I l r S  
TRANSFER TO S T A R T  
END OF PRnGRAM 
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Appendix B 
Handwritten Alphanumeric Characters and Their Quantized 
set 
0 
1 
2 
3 
4 
5 
6 
7 
s 
9 
Direction-Time Pattern Vectors 
class 
1 2 3 4 5 6 ? 9 10 
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set 
10 
11 
12 , 
13 
14 
15 
16 
17 
18 
19 
-20 
21 
22 
23 
_.  24 
.class 
1 ..2 3 4 5 6 7  8 9 10 
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set 
25 
26 
27 
28 
29 
‘3 0 
31 
32 
33 
34 
35 
36 
37 
38 
39 
. class 
‘ 1  2- 4 - -5 6 -8 9 10 
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set 
40 
41 
42 
4 3  
44 
45 
46 
47 
48 
49 
class 
P 2 3 ’ -5 -6 7 - 8  - 9  LO 
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CHARACTERISTICS OF THE IDEAL SET 
A * +  5.0 5.0 5.0 5.0 5.0 6.0 1.0 7.0 7.0 6.0 7.0 6.0 7.0 3.0 6.0 a 0  -0  -0 1.0 7.0 
C** 3.0 4.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 7.0 e 0  - 0  1.0 1.0 1.0 6.0 
00. 6.0 6.0 6.0 6.0 6.0 2.0 -0  e 0  .O e 0  7.0 7.0 6.0 6.0 5.0 5.0 4.0 4.0 4.0 6.0 
C**  3.0 4.0 5.0 5.0 5.0 6.0 6.0 7.0 1.0 7.0 -0  1.0 2.0 2.0 4.0 5.0 -0  .O .O 6.0 
On* 5.0 5.0 5.0 5.0 6.0 6.0 7.0 7.0 -0 -0 1.0 1.0 1.0 3.0 2.0 2.0 3.0 3.0 4.0 2.0 
H+* 6.0 6.0 6.0 6.0 6.0 1.0 .O 6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 .O -0 -0 - 0  7.0 
P** 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 .O .O 1.0 .O 7.6 7.0 5.0 4.0 4.0 4.0 3 . 0  6 . 0  
a * *  4.0 5.0 6.0 6.0 6.0 7.0 .O .O 1.0 2.0 2.0 2.0 3.0 3.0 6.0 6.0 7.0 7.0 7.0 6.0 
S** 3.0 4.0 4.0 5 .0  5.0 7.0 -0 7.0 7.0 7.0 7.0 6.0 6.0 5.0 2.0 4.0 3.0 4.0 2 - 0  5.0 
5.4 6.0 6.0 5.0 1.0 e 0  7.0 7.0 6.0 5.0 5.0 4.0 4 .0  3.0 3.0 1.0 -0 -0 e 0  e 0  e 0  
CHARACTERlSTlCS OF SET NO. 1 
A * *  5.0 6.0 5.0 5.0 6.0  6.0 1.0 6.0 6 - 0  7.0 7.0 6.0 4.0 7.0 3.0 6.0 e 0  a 0  -0  7.0 
O**  6.0 6.0 6.0 6.0 6.0 6.0 2.0 - 0  - 0  -0 .O 7.0 6.0 6.0 5.0 5.0 5.0 4.0 4 .0  6.0 
G** 2.0 3.0 4.0 4 . 0  4.0 5.0 6.0 6.0 6.0 6.0 -0 -0 -0  1.0 2.0 4.0 5.0 -0 - 0  6.0 
Ha* 6.0 6.0 6.0 6.0 6 .0  6.0 1.0 - 0  6.0 6.0 6 . 0  6.0 6.0 3.0 6 .0  .O -0  a 0  -0 7.0 
P** 6.0 6.0 6 .0  6.0 6.0 6.0 2.0 - 0  - 0  -0 -0 -0  7.0 6.0 5.0 4 . 0  4.0 4.0 4.0 6.0 
a+* 5.0 5.0 5.0 6.0 6.0 7.0 -0 e 0  -0 1.0 1.0 2.0 2.0 3.0 3.0 3.0 6.0 6.0 6.0 6.0 
S** 3.0 3.0 4.0 4.0 4 . 0  5.0 6.0 5.0 6 .0  7.0 7.0 7 . 0  7.0 6.0 5.0 4.0  3.0 3.0 2.0 5.0  
5**  6.0 6 . 0  6.0 6.0 7.0 6.0 6 .0  6 .0  5.0 5.0 3.0 3.0 2.0 1.0 -0  e 0  7.0 -0 .O -0 
C * +  3 .0  4.0 4.6 4.0 q.0 5.0 5.0 5 .0 -6 .0  6.0 6.0 6.0 .O .O .O .O .O .O 2.0 t . 0  
a* *  4.0 5.0 5.0 5 .0  6.0 6.0 6.0 7.0 .o .o .o .o 1.0 2.0 2.0 2.0 3.0 4.0 4 .0  2.0 
CHARACTERISTICS OF SET NO. 2 
&*+ 6.0 5.0 6.0 6.0 5.0 5.0 1.0 7.0 6 .0  7.0 6.0 6.0 7.0 7.0 3.0 6.0 - 0  -0  -0 6.0 
C O *  3.0 4.0 5.0 5;O 5.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 7.0 6.0 7.0 -0  1.0 e 0  1.0 6.0 
D++ 6.0 6.0 6.0 6.0 6 . 0  6 . 0  6.0 2 . 0  - 0  a 0  7.0 7.0 6.0 6.0 6.0 5.0 5.0' 5.9 4 . 0  6.0 
G** 3.0 5.0 5.0 6.0 5.0 6.0 5.0 7.0 6 . 0  7.0 -0  1.0 1.0 2.0 2.0 4.0 6.0 -0 e 0  6.0 
)I** 6.0 6.0 6.0 6.0 6 .0  6.0 1.0 -0 6.0 6.0 6.0 6.0 6 .0  6.0 3.0 6.0 - 0  - 0  -0 7.0 
009 3.0 4.0 4.0 5.0 6.0 6.0 6.0 6.0 6.0 1.0 -0 a 0  .O 1.0 2.0 2.0 2.0 2.0 3.0 2 . 0  
P** 6.0 6.0 6.0 6.0 6.0 6.0 5.0 6.0 2.0 .O - 0  720 -0 7.0 5.0 5.0  5.0 5.0 3.0 6.0 
9-3. 4.0 5.0 6.0 6.0 6 . 0  6.0 7.0 -0 -0 1.0 2.0 2.0 2.0 2.0 6.0 6.0 7.0 1.0 7.0 6.0 
Sa* 3.0 4.0 4 .0  5.0 6 - 0  6.0 7.0 7.0 7 - 0  S O  7.0 5.0 5.0 5.0 4.0 4.0 3.0 3.0 e 0  5.0 . 
500 5.0 6.0 6.0 6.0 -0 7.0 6.0 6.0 5.0 5.0 4.0 3.0 3.0 1.0 2.0 1.'0 e 0  SO -0  e 0  
CHARACTERISTICS OF SET NO. 3 
A** 5.0 6.0 5.0 6.0 5.0 5.0 1.0 6.0 6 . 0  7.0 6.0 6.0 7.0 6.0 3 .0  6.0 .O .O .O t . 0  
C+* 4.0 4.0 4.0 4 .0  5.0 5.0 5.0 6.0 6 .0  6.0 6.0 6.0 6 .0 '7 .0  7.0 -0 S O  1.0 1.0 6.0 
O*+ 6.0 6.0 6.0 6.0  5.0 6.0  2.0 -0 e 0  a 0  -0 7.0 7.0 6.0 5.0 5.0 4.0 4.0 4.0 6.0 
G** 4.0 4.0 5.0 5.0 6 . 0  6.0 6.0 7.0 e 0  e 0  -0 1.0 2.0 5.0 6.0 .O S O  - 0  e 0  7.0 
HI* 6.0 5.0 6.0 5 - 0  6.0 6 . 0  1.0 e 0  6.0 5.0 5.0 6.0 5.0 3.6 6.0 -0 -0  -0  - 0  7.0 
P** 6.0 6.0 6.0 6.0 6.0 5.0 6.0 6.0 2.0 -0  e 0  -0 - 0  7.0 6 .0  5.0 4 .0  4.0 4.0 6.0 
a+* 4.0 5.0 6.0 5.0 6.0 7.0 - 0  e 0  1.0 1.0 2.0 2.0 3.0 2.0 6 . 0  6.0 7.0 7.0 7.0 6.0 
S*+ 3.0 3.0 4.0 4 . 0  5.0 5.0 6.0 6.0 7.0 1.0 -0 7.0 6.0 6.0 6.0 5.0 4.0  4.0 4 .0  5.0 
5.6 5.0 5.0 6.0 -0 -0 6 .0  6 - 0  6 .0  5.0 5.0 5.0 4.0 3.0 1.0 a 0  e 0  1.0 1.0 e 0  e 0  
O** 4.0 4.0 5.0 5 .0  5.0 6.0 6.0 7.0 7.0 -0 -0 .O 1.0 1.0 2.0 2.0 2.0 2.0 3.0 2.0 
ChARACTERlSTlCS OF SET NO. 4 
A**  6 - 0  5.0 6.0 6.0 5.0 6.0 1.0 6.0 6 - 0  7 - 0  6.0 7.0 6.0 7.0 3.0 6.0 e 0  -0 - 0  6.0 
C** 3.0 3.0 4.0 4.0 4.0 5.0 6.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 7.0 -0 PO 1.0 1.0 6.0 
D** 6.0 6.0 6.0 6.0 6.0 2.0 4.0 -0  -0 -0 -0  7.0 6.0 '6.0 5.0 5.0 4.0 4 .0  4.0 6.0 
G** 4.0 4.0 5.0 4.0 5.0 6.0 6.0 6.0 7.0 7.0 -0  -0  -0  1.0 3.0 6.0 e 0  -0  -0 6.0 
H** 6.d 6.0 6.0 6.0 6.0 1.0 -0 6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 a @  - 0  e 0  -0 7.C 
0.. 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 7.0 -0 1.0 1.0 2.0 2.0 2.0 3.0 3.0 3.0 3 . 0  2.C 
Q*+ 5.0 6.0 6.0 6.0 6.0 7.0 e 0  a 0  2 e O  -0 2.0 2.0 3.0 3.0 4.0 6 . 0  6 - 0  7-0  7.6 7.C 
S** 3.0 4.0 5.0 5.0 5.0 6.0 7.0 e 0  7.0 e 0  7.0 7.0 7.0 5.0 590 4 . 0  3.0 3 - 0  3 .0  5.0  
5*. 6.0 6.0 6.0 S O  e 0  e 0  7.0 6.0 6-0  5.0 4.0 4.0 3.0 2.0 7.0 e 0  e 0  e 0  e 0  .O 
Pee 6.0 6.0 6.0 6.0 6.0  6.0 2.0 4.0 1.0 .O .O .O 7.0 7.0 5.0 5.0 4.0 4.0 4.0 6.0 
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CHdRAC7ERISTICS OF SET NO. 5 
A** 5.0 5.0 6.0 5.0 5.0 1.0 7.0 7.0 6 .0  7.0 7.0 7 -0  6.0 7-0 3.0 6.0 -0 -0 -0 7.0 
C**  3.0 3.0 4 .0  4.0 4.0 5 .0  5.0 5.0 5.0 6.0 6.0 6.C 7.0 7.0 7.0 e 0  -0 1.0 1.0 6-G 
De* 6.0 6.0 6.0 6 - 0  6.0 6.0 2.0 e 0  -0 -0 7.0 7.0 6.0 6.0 6.0 5.0 4 .0  4.0 4 . 0  6.0 
t i 4 0  6.0 6.0 6.0 6.0 6.0 1.0 -0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 e 0  -0 e 0  -0 -0 7.0 
00. 4.0 5.0 5 .0  5.0 6.0 6 .0  6.0 6.0 7.0 7.0 -0 -0 1.0 2.0 2.0 2.0 2.0 3.0 2.0 2.C 
P** 6.0 6.0 6 . 0  7.0 6.0 6.0 6.0 6.0 5.0 2.0 7.0 -0 -0 7.0 7.0 6.C 5.0 5.0 4 . 0  6.C 
9.0 4 .0  5.0 5 .0  6.0 6.0 6.0 6.0 7.0 .t .O 2.0 2.0 2.0 3.0 2.0 3.0 6.0 6.0 6.C 6 . C  
S.0 3.0 4 -0  5.0 5.0 6.0 6.0 7.0 -0 7.0 7.0 7.0 6.0 6.0 5.0 5.0 4.0 4 . 0  3.0 3.C 5.0 
5.e 6.0 6.0 6 .0  -0 6.0  -0 -0 7 - 0  6.0 6.0 5.0 5.0 4.0 3.0 2 .G -0 e 0  .C .n .C 
Gee 3.0 4.0 4.0 5.0 6 . 0  5.0 6.0 6.0 6.0 6.0 7.0 .O .O 2.0 2.0 4.0 5.0 .O .O t . 0  
CHARACTERISTICS OF SET NO. b 
A*. 5.0 6.0 5.0 6.0 6.0 6.0 1.0 6 . 0  6.0 7.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 -0 e 0  6.C 
C * @  3.0 4.0 4 .0  4 .0  5.0 5 .0  5.0 6 .0 6.0 6.0. 6.0 7.0 7.0 -0. 7.0 -0 1.0 1.0 1.0 6.0 
D** 6.0 6.0 6.0 6.0 6.0 6 . 0  2.0 1.0 1.0 -0 7.0 7.0 7.C 6.0 5.0 5.0 4.0  4 .0  4.0 6 .0  
Gee 3.0 4.0 5.0 5 .0  5.0 6.0 6.0 7.0 7.0 7.0' -0 -0 1.0 2.0 3.0 4.0  5.0 .O .O 6.0 
6.0 6.0 6-0 6 . 0  6.0 6 .0  1.0 -0 6.0 6.0 6.0 6.t 6.0 6.0 3.0 6.0 -0 -0 -0 7.0  
0.0 3,O 4.0 5 .0  5.0 6 .0  6 . 0  6.0 6.0 6.0 7.0 -0 l . C  1.0 1.0 2.0 2.0 2.0 2.0 2.0 .O 
P** 6.0 6.0 6 .0  6 - 0  5.0 6 . 0  6.0 6.0 6.0 2.0 -0  -0 .O 7.0 7.0 5 . 0 ' 5 . 0  4 . 0  4 . 0  6.0 
Q** 3.0 5.0 5.0 6.0 5.0 6.0 6.0 7.0 a 0  1.0 1.0 2.0  2.C 2.0  3-0 2 . 0  6.0 6.0 6.0 6.0 
$04 3.0 4.0 4 .0  5 .0  5.0 6 . 0  7.0 7.0 7.0 7.0 7.0 7.0 7.0 5.0 5.0 5.0 4.0 3 .0  3.0 5.0 
5+* 6.0 5.0 7 . 0  7.0 7.0 6.0 6.0 5.0 5.0 4.0 4.0 4.0 2.0 1.0 7.0 7.0 e 0  -0 -0 -0 
C H A R A C T E R I S T I C S  OF SET NO. 7 
A+* 5.0 5.0 6-0 5.0 5.0 5 .0  1 .0  6.0 6 .0  7.0 7.0 7.G 7.0 7.0 3.0 5.0 .O -0 -0 7.0 
E** 3-0 4.0 4 .0  4.0 5.0 5.0 5.0 5 .0  5.6 6.0 6.0 7.0 7.0 7.0 7.0 -0 1.0 1.0 1.0 6.0 
0.. 6.0 6.0 6 . 0  5.0 6.0 5.0  2.0 -0 .C 1.0 m 0  7.0 6.0 5.0  5.0 5.0 4 . 0  5 .0  4 . 0  6.0 
GO* 2.0 3.0 4.0 5.0 5.0 5.0 5.0 6 .0 7.0 6.0 -0 7.0 -0 1.0 2.0 4 .0 .5 .0  .O e 0  6.0 
Ha* 6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 -0 -0 -9  7.C 
Os* 3.0 4.0 4.0 5.0 5 .0  6.0 5.0 6.0 6 . 0  7.0 -0 e 0  1 . 0  -0 1.0 2.0 2 - 0  2.0 3.0 2.0 
Pa* 6.0 5.0 6 . 0  6 . 0  5 .0  6 . 0  5 .0  6 . 0  2.0 1.0 1.0 .O 7.0 7.0 6.0 5.0 4.0 5.0 3.0 6 . 0  
4.0 5.0 5 .0  5.0 6 .0  6.0 6.0 7.0 -0 1.0 1.0 1.0 2.0 2.0 2.0 3.0 6.0 6.0 7.0 6.0 
5- 4.0 4.0 4 . 0  4.0 5 .0  5 .0  7 .0  7.0 7.0 -0 7.0 7iO 5.0 5.0 5.0 4.0 4 .0  3.0 3.0 5.0 
5. 5.0 5.0 7.0 -0 7.0 7.0 6.0 6.0 5.0  5.0 5.0 4.C 3.0 3.0 1.0 e 0  -0 -0 -0 e 0  
CHARACTERISTICS OF SET NO. 8 
A 0 0  5.0 5.0 5.0 5.0 5.0 1.0 6.0 6.0 7.0 7.0 6.0 7.G 7.0 4.0  5.0 -0 e 0  
Coo 2.0 3.0 4.0 4.0 5 . 0  5 . 0  5 .0  6.0 6.0 6 .0  6.0 6.0 7.0 7.0 e 0  .O a 0  
0.0 6.0 6;O 6.0 6.0 6.0 6.0  2.0 -0 -0 -0 a 0  7.0 7.4 6.0 5.0 5 - 0  4.0 
6.. 3.0 4.0 5.0 5 .0  6 . 0  6 .0  7.0 6.0 7.0 .O .O 2.0 2.0 4 .0  5 .0  .O .O 
ti*' 6.0 6.0 6.0 6.0 6.0 1.0 .O 6 .0 6.0 6.0 6.0 6.0 6.0 3.0 6 . 0  .O .O 
0.0 4.0 5.0 5 .0  6.0 5.0 7.0 6.0 7.0 -0 e 0  e 0  1.0 2.0 1.0 2.0 3.0 3.0 
PO* 6.0 6.0 6 . 0  6.0 6.0 610 6.0 6-0 2-G -0 e 0  -0 -0 7.0 6.0 5.0 4 - 0  
$0' 4.0 5 - Q  6 A  4.0 6.Q 7.6 _rP -0  1.0 2.0 2.0 1.0 2.0 3.0 3 . 0 - 6 d  
5. 6.0 5.0 7.0 e 0  -0 7.0 6.0 6.0 5.0 5.0 4.0 4.0 4.0 2 .0  e 0  e 0  e 0  
See 3.0 3.0 5 . 0  5 .0  5.6 6.0 6.0 7.0 .O 7.0 7.0 7.0 5.0  5 .0  4.0 4 .0  4 .0  
.o .o 7.0 
1.0 1.0 6.0 
4.0 4 . 0  6 .0  
-0 .o 7.0 
e o  .o 1.0 
3.0 4 . 9  2.0 
4.0 4.C 0.0 
-_ 6 . 0  6 . C  C.0 ___ 
3.G 2.0 5.C 
.o .d .@ 
CHARACTERISTICS OF SET HO. 9 
A**  5.0 6.0 5.0 6.0 5.0 6 - 0  1.0 6.0 6.0 7.0 6.0 7.0 6.0 6.0 3.0 5.0  .O - 0  -0 6.0 
C O O  3.0 4.0  4.0 4.0 5.0 5.0 5.0 6.0 5.0 6 .0 6.0 6.0 6.0 7.0 7.0 7.0 7.0 -0 1.0 6.0 
0.e 6.0 6.0 6.0 6 .0  6.0 6.0 2.0 e 0  e 0  -0  e 0  1.0 6.0 6.0 6.0 6.0 4.0 4 . 0  4 .0  t .0  
G.0 2.0 3.0 4.0 5.0 5.0 6.0 6.0 6 .0  6.0 6.0 7.0 -0 e 0  l.'O 1.0 4.0 5.0 7 .0  6 .0  
ti.* 6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0 6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 -0 e 0  7.0 
OS* 3.0 3.0 2.0 2.0 2.0 2.0 1.0 1.0 -0 e 0  6.0 6.0 6.0 6.0 6.0 5.0 5.0 4 .0  4 .0  4 . 0  
Q * O  4.0 4.0 5.0 6.0 6.0 6.0 6.0 7.0 -0 1.0 1.0 2.0 2.0 2.0 3-0 6 - C  6.0 7.0 7.0 6-12 
$0' 3.0 4.0 4.0 5 - 0  5 .0  5.0 6.0 6-0 7.0. e 0  e 0  7.0 6.0 5.0  5.0 5.0 3.0  4.0 3 . 0  5 . C  ' 5 * e  6.0 5.0 7.0 e 0  7.0 6.0 6.0 5.0 6;O 5.0 4 * 0  4.0 3.0 1.0 -6 7.0 e 0  -0 e 0  -0 
Po* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6 - 0  2.0 7.0 .O .O 7.0 7.0 6.0 5.0 4.C 4.0 4 .0  6 . 0  
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CHARACTERISV9CS OF SET NO. 10 
A * *  5.0 5.0 5.0 6.0 5.0 5.0.1.0 6.0 7.0 6.0 7.0 7.0 7.0 6.0 3.0 6.0 - 0  * O  .P 6 - C  
C**  6.0 6.0 3.0 4.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 -0  e 0  .(I -0  -0  6.0 
G** 3.0 4.0 4.0 4.0 5.0 5.0 6.0 6.0 7.0 - 0  e 0  -0  1.0 1.0 4.0 5.0 -0 -0  e 0  6.0 
H** 6.0 5.0 6.0 6.0 6.0 5.0 1.0 -0 6.0 6.0 6.0 5.0 6.0 3.0 6.0 a 0  -0 1.0 - 0  7.0 
P** 6.0 6 .0  6.0 5.0 5.0 6 .0  6.0 5.0 2.0 -0  e 0  -0  - 0  7.0 6.0 5.0 5.0 4.0 4.0 6.0 
a**  4.0 5.0 5.0 6.0 6.0 7.0 7.0 - 0  -0 1.0 1.0 2.0 2.0 3.0 3.0 6.0 6.0 -0 6.0 6.0 
S * *  4.0 4.0 4.0 5.0 4.0 6.0 e 0  -0  7.0 7.0 -0 6.0 6.0 6.0 5.0 4.0 4.0 4.0 3.0 5.0 
0- 6.0 6.0 5.0 6.0 6.0 5.0 6.0 2.0 .O .O .O 7.C 7.0 6.0 5.0 5.0 5.0 5.0  5.0 6.0 
0.4 3.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 .C 1.0 1.0 2.0 1.0 2.6 3.0 2.0 3.n 4.0 
5**  5.0 5.0 6.0 .a .a .o 6.0 5.0 5.0 5.0 4.0 4.0 2.0 1.0 .o .o .a 1.0 1.n .c 
CHARACTERISTICS OF SET NO. 11 
A** 5.0 6.0 5.0 5.0 6.0 5.0 1.0 7.0 7.C 7.0 7.0 7.0 7.0 4.0 5.0 .G -0 .O e O  1.0 
C.4 3;O 3.0 3.0 4.0 5.0 5.0 5.0 6.0 5.0 6.0 6.0 6.0 7.0 e 0  -0 1.0 e @  1.0 1.0 6.C 
0.. 6.0 6.0 6.0 6.0 6.0 6.0 2.0 - 0  -0  .Q e 0  7.0 6.0 6.0 6.0 5.0 4.0 4.0 4.9 6.0 
G** 4.0 3.0 4.0 4.C: 5 .0  5.0 6.0 6.0 7;O 7.0 7.G 7.0 .O -0 1.0 1.0 4.0 6.0 .O 6.0 
H I *  6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0  6.4 6.0 6.0 6.0 6.0 3.0 6.0 .C -0  e 0  7.0 
0** 5.0 5.0 6.0 7.0 6.0 7.0 7 e O  7.0 1.0 1.0 1.0 1.0 2.0 2.0 3.0 3.0 4.0 4.0 4.F 2.0 
PI* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 e 0  -0  -0 e0 - 0  6.0 6.0 5.0 4.0 4.0 4.F 6.0 
' Q** 6.0 7.0 7.0 -0  1.0 1.0 1.0 2.0 2.0 2.0 3.0 4.0 5.0 5.0 5.0 6.0 7.0 7.0 7.0 7.C 
Sa* 4.0 3.0 3.0 5.0 5.0 5.0 6.0 6.0 e 0  e 0  -0 7.0 7.0 6.0 5.0 4.0 4.0 4.0 4.0 5.0 
5. 6.0 6.0 7.0 e 0  e 0  -0 -0 6.0 6.0 5.0 4.0 4.0 4.0 2.0 - 0  e 0  -0 -0  e 0  e 0  
CHARACTERISTICS OF SET NC. 12 
A** 5.0 6.0 6.0 5.0 6.0 6.0 1.0 7.0 7.0 7.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 -0  .fJ' 7.0 . C** 3.0 3.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 6 .0  7.0 7.0 SO e 0  1.0 -0  6.0 
' Os* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 -0 .O SO 7.0 7.0 6.0 6.0 5.0 5.0 4.0 4.0 6.0 
G** 4.0 4.0 4.0 5.0 5.0 6.0 1.0 6.0 7.0 -0 -0 -0 1.0 2.0 3.0 6.0 1.0 -0 7 - 0  6.0 
H** 6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0  6.0 6.0 6.0 6.0 6.0 3.0 6.0 e 0  :O - 0 ,  -0 7.0 
' 0.. 4.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 .0 a 0  1.0 1.0 2.0 2.0 2.0 3.0 3.0 3.0 4.0 2.0 
P** 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 e 0  e 0  e 0  .O 7.0 6.0 5.0 4 .0  4 . 0 ' 4 - 0  6.0 
Q** 5.0 5.0 5.0 6.0 6.0 7.0 7.0 - 0  e 0  1.0 2.0 2.0 2.0 3.0 3.0 4.0 6.0 6.0 6.0 6.0 
5** 6.0 5.0 7.0 e 0  - 0  7.0 6.0 6.0 5.0 5.0 4.0 4.0 4.0 2.0 -0  SO -0  - 0  e 0  e 0  
Sea 4.0 4.0 4.0 5.0 5.0 6.0 7.0 .O -0  7.0 .O 7.0 7.0 5.0 4.0 5.0 4.0 4.0 4:O 5.0 
CHARACTERISTICS,  OF SET NO. 13 
A** 5.0 6.0 5.0 5.0 6.0 5.0 1.0 6.0 7.0 6.0 7.0 6.0 7.0 7.C 3.0 6.0 40 -0 -0 6.0 
t * 4  2.0 3.0 3.0 4.0 4.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 -0 -0 1.0 -3 6.0 
D** 6.0 6.0 6.0 6.0 6.0 6.0 2.0 -0 e 0  -0  7.0 7.0 6.0 .6.0 5.0 5.0 5.0 4.0 4.0 6.0 
G*+ 2.0 2.0 3.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 -0  1.0 2.0 5.0 - 0  a 0  C.0 
He* b 0  6.0 6.0 6 .0  7.0 6.0 2.0 -0  6.0 6.0 6.0 6.0 6.0 7.0 3.0 6.0 e 0  e 0  1.0 7.0 
0** 2.0 3.0 4.0 4.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 e 0  e 0  1.0 1.0 2.0 2.0 3.0 2.0 2.0 
Q** 4.0 5.0 5.0 6.0 6.0 6.0 7.0 a 0  e 0  1.0 2.0 3.0 2.Q 3.U 6.0 6.0 7.0 6.0 6.0 6.0 
$9. 1.0 3.0 4.0 4.0 4.0 4 .0 5.0 5.0 6.0 7.0 e 0  7.0 a 0  1.0 6.0 5.0 4.0 4.0 3.0 5.0 
5. 5.0 5.0 5 .0  5.0 7.0 1.0 e 0  6.0 5.0 5.0 4.0 3.0 1.0 4.0 -0 1.0 -0 -0 -0 -0  
Pea 6.0 6.0 6.0 7.0 6 .0  6.0 6.0 6.0 2.0 1.0 .O .O 7.0 6.0 7.0 6.0 5.0 5.0 4.0 6.0 
CHARACTERISTICS OF SET NO. 14 
A** 5.0 5.0 5.0 5.0 6.0 5.0 1.0 6.0 6.0 6.0 7.0 6.0 7.0 6.0 3.0 5.0 .O .O .O 7.0 
C** 4.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 6.0 7.0 6.0 7.0 7.0 7.0 .B -0 0.0 
0.. 6.0 610 6.0 6.0 6.0 6.0 6.0 2.0 i o  e 0  e 0  7.0 6.0 6.0 6.0 5.0 5.0 5.0 5.0 6.0 
Gee 3.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 7bO -0 1.0 1.0 4.0 6.0 -0 - 0  .n 6.0 
ti** 6.0 6.0 6.0 6.0 6.0 6.0 1.0 - 0  6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 e 0  e 0  7.0 
O** 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 a 0  e 0  1.0 1.0 2.0 1.0 2.0 3.0 2.0 3.0 3.0 2rO 
PO* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 6.0 1.0 1.0 -0 7.0 7.0 6.0 5.0 4.0 4.b 3.0 6.0 
W* 4.0 5.0 6.0 6.0 6.0 6.0 -0 e 0  1.0 1.0 2.0 2.0 2.0 3.0 4.0 6-0  6.0 7.0 7.0 6.0 
S** 4.0 5.0 560 6.0 6.0 6.0 7.0 -0 7.0 7.0 6.0 6.0 5.0 6.0 5.0 4 -0  4.0 4.0 3.0 5.C 
5e* be0 6.0 6.0 6.0 1.0 7.0 7.0 6.0 5.0 6.0 4.0 3.0 3.0 2.0 e 0  . Y O  -0 e 0  -0 e 0  
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C H A R A C T E R I S T I C S  OF SET NO. 15 
A**  5.0 5.0 5.0 6.0 5.0 5.0 1.0 7.0 6.0 6.0 6.0 6 , O  6.0 6.0 3.0 5.0 .O .O .0 6 .0  
C*e 4.0 4.0 5.0 5.0  3.0 6.0 5.0 5.0 6.0 6.0 5.0 6.0 7.5 6.5 7.0 -0  e 0  -0 1.9 6 . 0  
De* 6.0 6.0 5.0 6.0 6.0 6.0 6.0 2.0 7.0 1.0 e 0  7.0 6.0 6.0 6.0 5.0 5.0 5.0 4.0 6 . 0  
Gee 5.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 7.0 -0 1.0 1.0 1.0 1.0 2.0 4.0  6.0 1.0 .C 6.C 
O**  5.0 5 - C  6 - 0  6.0 6.0 6.0 6.0 7.0 7-0 -0 1.0 1-0 2.0 2.0 2.0 2.0 3.0 3.0 4.0 2 - C  
P** 6.0 5.0 6.0 6.0 6.0 5.0 5.0 5.0 2.0 .O e 0  7.0 7.0 6.0 6.0 5.0 5.0 4.0 4 . 0  6 . 2  
Q Q *  4.6 5.0 5.0 6.0 6.0 6.0 7.0 .O 1.0 1.0 2.0 2.0 2.0 3.0 6.0 6.0 6.C .C .r) 6.Q 
S*e 3.0 4.0 4.0 4.0 5 - 0  5.0 7.0 7.0 7.0 7.0 7.0 7.0 6.0 5.0 5.0 4 . 0  4.C 4.0 4 . 0  5.0 
m*e 6.0 6.0 6.0 6.0 6.0 5.0 1.0 .o 6 .0  6.0 6.0 6.0 6.0 3.0 6.0  .o .o .o .r 7.6 
57s 5.0 5.0 5.0 7.0 7.0 6.0 5.0 6.0 5.0 4.0  5.0 4.G 1.0 .O .O .O .O -0 1.0 .: 
C H A R A C 7 E R I S T I C S  OF S E T  NO. 16 
A 5 *  6.0 5.0 6.0  6.0 6 . 0  6 . 0  2.0 6.0 6.0 7.0 6.0 7.0 7.0 7.0 3.u 6.0 .O .O -9 7.r 
Dee 6.0 6.0 6.0 6 .0 6.0 6.0 2.0 - 0  .O .O 7.0 6.0 6.0 6.0 6.0 6.0 4.0 4.1) 4.n t . 5  
Gee 4.0 4.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 .O 1.0 1.0 1.u 2.0 4.0 6.0 .O .I) 6.0  
H.0 6.0 6.C 6.0 6.0 6.0 6 . 0  1.0 - 0  6 . G  6.0 6 . 0  6.0 6 . J  3.0  6 . 5  .C -0 -0 .O 7.C 
0.0 5.0 5.0 5.0 5.0 6.0 5.0 6.0 6.C 6.C .O 1.0 1.C 1.0 1.0 1.0 2.0 2.0 2.0 3 . 0  2-CJ 
P** 6 a O  6.0 6.0 6.0 6.0 5.3 6.0 2 . 0 '  -0 -0  e 0  e 0  7.0 6.G 5.0 5.0 5.C 4.0 4.0 6.0 
Qee 4.0  5.0 5.0 5.0 6.0 6.0 6.0 7.0 .O 1.0 2.0 2.G 2.0 2.0 2.0 2.0  6.0 6.0 7.0 6.0 
See 4.0  5.0 5.0 6.0 6.0 6.0 7.0 5.0 7.0 6.0 6.0 7.6 6.0 6.0 6.0 5.C 5.0 4 . 0  3.0 6 . 0  
§*e 5.0 5.0 5.0 6.0 1.0 7.0 6.0 6.0 6.G 6.0 5.0 5.0 5.0 2.0 m C  e 0  0 0  -0 - 0  - C  
C * *  4.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 6.0 7.0 7.G .C. .O 1.0 1.0 1.0 6 . 0  
C l - A R A C T E R I S T I C S  OF SET NC. 1 7  
A S 6  5.0 6.0 5.0 6.0 5.0 6.0 5.0 1.0 6.G 6.0 7.0 6.0 7.0 6.0 6.0 3.C 6 - 0  - 0  -0 6 .0  
C@O 3.0 4.0 4.0 5.0 5.0 6.0  5.0 6 .0  6.0 6.0 6.0 6.0 6.0 7.0 7.0 -0 e0 - 0  1.0 6 . 0  
Dee 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.6 .O .O 7.0 7.0 6.0 6.0 5.0 5.0 5.0 5.0 6.0 
Ges 4.0 5 4  5.0 5.0 6 , 0 _ 3 . 0  @LO 6 . 0 7 . 0  7,O 7.0 -0 1.0 1.0 2.0 4.0 0.0  .O .O 6 .0  
H** 6.0 6.0 6.0 6 .0  6 . 0  1.0 -0 6.0 6.C 6.0 6.0 6.0 6.0 3 . 0  6 . 0  -0 -0 - 0  -0 7.0 
0.0 3.0 4.0 5.0 6 .0  5.0 6.0 7.0 6.0 7.C 7.0 7.0 1.0 1.0 2.0 1.0 2 . 0  2.0 3.0 3.0  2.3 
P** 6.0 6.0 6.0 6.0 6.0 6.0 6 .0  6 .0  6.0 2.0 -0 -0 7.0 7.0 6.0 6.C 5.0 5.0 4 . 0  6.0 
4.. 3.0 4.0 5.0 5.0 6.0 6 .0  6.0 6.0 7 .0  1.0 1.0 2 . 0  1.C 2.0 2.0 3.0 6.C 6.0 7 - 0  6.0 
S** 5.0 4.0 4.0 5 - 0  6.0 6.0 6.0 7.0 7.0 7.0 7.0 6.0 6.0 6.0 6.5 5.0 4.0  3.0 3.0  5.0 
5.9 6.G 6 .0  6 . 0  6 . 0  7.0 e 0  7.0 6.0 6.0 6.0 5.0 5.G 3.0 2.0 - 0  e 0  .U .O .C .O 
C H A R A C T E R I S T I C S  OF SET NO. 18 
A*e 5.0 6.0 5.0 5.0 6 . 0  5 .0  1-0 6.0 6.0 7.0 6.0 6.0 7.0 7.0 3.0 6 . 0  -0  e 0  .r) 7.0 
C** 3.0 3.0 4.0 4 .0  5.0 5.0 5.0 6.0 5.0 6.0 7.0 6.0 7.0 7.0 7.0 e 0  -0 1.0 1.n 6.C 
0** 6.0 6.0 6.0 6 . 0  6 . 0  6.0 2.0 7 .0  - 0  - 0  e 0  7.0 7.0 6.0 5.0 5.C 5.0 4.0 4 . 0  6 . C  
G*@ 3.0 3.0 4.0 5.0 5.0 6.0 6.0 6.0 7.0 -0 -0  1.6 1.0 2.0 3.0 4.C 5.0 -0 e 0  5.0 
H** 6.0 6.0 6.0 6.0 6.0 1.0 e 0  6.0 6.G 6.0 6.0 6.0 3.0 6.0 -0 -0 a 0  - 0  e0 7.0 
0.9 4.0 5.0 5.0 6.0 6 . 0  6.0 7.0 7.0 7.0 -0  1.0 1.0 1.0 2.0 2.0 2.0 3.0 3.5 4.0 4.C 
Pee 6.0 6 . 0  6.0 6 .0  6.0 6.0 6.0 2.0 7.0 e 0  e 0  -0 7.0 6.0 6.0 4 . 0  4 .0  4 .0  4 . 0  6 . C  
Q** 4 . 0  5.0 5.0 5.0 6 . 0  6 .0  6.0 7.0 .G S O  1.0 1.G 2.0 2.0 3.0 3.0 6 . 5  6.0 7.C 6 . 0  
5.0 6.0 6 . 0  6.0 7.0 .O 7.0 6.0 6.0 5.0 4.0 3.0 4.0 3.0 2.0 e 0  e 0  e 0  e0 eC' -0 
So* 3.0 4.0 5.0 5.0 5.0 5.0 7.0 7.0 7.0 7.0 7.0 7.0 6.0 5.0 5.0 4 . 0  4.0 3.0 3.0 5.0 
C H A R A C T E R I S T I C S  OF S E T  N O .  19 
A** 5.0 4.0 5.0 5.0 5.0 1.0 7.0 7.0 6.0 6.0 7.0 7.0 7.0 3.0 5.0 a 0  e 0  -0 - 0  6.9 
C** 3.0 3.0 4 .0  4 .0  5.0 5.0 5.0 6.0 5.0 6.0 6.0 6 . G  7.0 7.6 7.0 .d .G 1.0 1.0 6.3 
D** 5.0 5.0 5.0 5.0 5.0 1.0 -0 -0 e 0  7.0 7.0 7.0 5.0 5.0 5.0 4 . 0  4.0 4.0 4,r) 5.0 
GO* 3.0 4.0 4.0 4.0 5-0 5.0 6 e O  6.0 6.C 7.0 7.0 7.0 1.0 1.V .O 6 . 3  
He* 6.0 5.0 5.0 6.0 5.0 1.0 -0 5.0 6.0 5.0 5.0 5.0 3.0 6.0 e 0  e 0  -0  a 0  .O 7.0 
0.0 3.0 4.0  5.0 4 - 0  3.0 5.0 5.0 6.0 6.0 7.0 e 0  -0  1.0 1.0 1.0 2.0 1.0 2.0 3 .0  2.0 
P** 6.0 6.0 5.0 6.0 5.0 5.0 5.0 1.0 -0 e 0  -0 -0 -0 6 - 0  5 e O  5.0 5.0 4.0 4.0 6.C 
Q** 3.0 5.0 5.0 5.0 6.0 5.0 6.0 6.0 7.0 e 0  1.0 1.0 2.0 1.0 2.0 3.G 6.0 6.0 7.0 6.n 
5.0 4.0 4.0 4.0 5.0 4.0  5.0 6.0 6.0 6.0 e 0  7.0 6.0 6.0 5.0 5.0 4.0 4.0 3-0 3 .0  5 e 9  
5** 6.0 5.0 6,O e 0  6.0 e 0  7.0 1.0 5 e 6  5.0 4.0 4.0 3.0 11.0 -0  e 0  .O -0  .O .O 
1.0 4.0 6.0 e 0  
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CHARACTERISTICS OF SET NC. 20 
6.0 7.0 4.0 
7.0 7.0 7.6 
7.0 7.0 6.0 
1.0 1.0 2.3 
6.0 6.0 3.0 
1.G 1.0 2.0 
.o 1.J 7.6 
2.0 3.0 3.0 
6.0 6.0 6.0 
4,O 2.0 2.0 
6.0 
90 
t .J 
4.0 
6 e 0  
2.0 
t .a 
3.0 
5.0 
.O 
.o e o  .c .(? 1 ° C  
1.0 .D 1.0 2.0 t . c  
5.G 5.3 5.5 4.3  t . 5  
5.6 e 0  .o e o  Car ,  
.G -0 - 0  -6 7.c 
2.0 3.0 3.0 4.0 2.3 
5.G 5.3 3.0 4.3 t . C  
4.C 6.0 6.0 7.9 6.0 
4 . 1  4 . t  3.0 3.'. 5.0 
.o .o .a .I) .E 
CPARACTERISTICS OF SET NO. 21 
CHARACTERlSTlCS OF SET NO. 23 
A * +  5.0 5.0 5.0 5.0 5.0 5.0 5.0 1.0 7.0 7.0 7.0 6.C 7.0 6.0 3.0 6.0 -0 a 0  e 0  7.0 
C++ 4.0 4.0 4.0 5.0 45.9 5.0 5.0 5.0 6.0 5.0 6.0 6.0 7.0 7.0 0 0  e 0  -0 -0 1.0 C.0  
0. 6.0 6.6 6.0 6.0 6.0 6.0 2.0 1.0 1.6 e 0  7.0 7.0 7.0 6.0 6.0 5.C 5.0 4.6 4.0 C.0 
G+* 3.0 4.0 5.0 5.0 5.0 5.0 5.0 7.0 7.0 7.0 -0 1.0 1.0 2.0 4.0 5.0 .0 a 0  - 0  t . G  
H+* 6.0 6.0 6.0 6.0 6.0 1.0 -0 6.0 6.0 5.0 6.0 6.0 6.0 3.0 6.0 -0 7.0 - 0  -0 1.0 
0.. 4.0 4.0 5.0 5.0 6.0 5.0 6.0 7.0 7.G -0 -0  1.0 e 0  1.0 2.0 2.C 2.0 2.0 3.q 2.0 
P** 5.0 6.0 5.0 6 .0  5.0 6 .0  5.0 1.0 - 0  e 0  e 0  .I! 7.C 6.0 5.0 5.0 5.0 4.0 3.0 C.0 
5s. 5.0 4.0 4 .0  4.0 5.0 6.0 6.0 7.0 e 0  -0 7.0 7.0 6.0 6.0 5.0 4.0 4.0 3.0 3.0 5.0 
5. 5.0 6.0 e 0  7.0 6.0 6.0 5*0  6.0 4-C 4.0 4.0 4.0 l e 0  e 0  -0 .C -0 e 0  -0 -0 
a- 3.0 4.0 5.0 5.0 5.0 6.0 7.0 7.0 7.6 1.0 1.0 1.4 2.0 2.0 3.0 6.c 6.0 6.0 7.0 6.0 
. CHARACTERISTICS OF SET NO. 24 
A**  5.0 6.0 5.0 5.0 5.0 5.0 1.0 6.0 6.0 6.0 6.0 7.0 6.0 7.0 3.0 6.0 .G 1.0 - 9  C.0 
P** 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 -0 7.0 e 0  7.0 6.0 7.0 6.0 6.0 5.0 5.0 4.0 6.0 
Ce* 3.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 5.0 6.0 6.0 6.0 7.0 7.0 7.0 .O .O 1.0 1.D C.0 
GO. 4.0 4.0 4.0 5.0 6.0 6.0 6.0 6.0 6.0 7.0 -0  1.0 1.0 2.0 2.0 4.0 6.0 00  -0 t . 0  
He* 6.0 6.0 6.0 6.0 6.0 6 .0 1.0 .O 6 .0  6.0 6.0 6.0 6.0 3.0 0.0 .G .(1 .O .O 7.9 
0** 4.0 4.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 e 0  1.0 I.0 2.0 2.0 2.0 2.0 2.0 4 . f  2.C 
P+* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 -0 *O 7eO 6.0 6.0 6.0 5.0 4.0 5.0 4.0 6.0 
a*@ 4.0 4.0 5.0 6.0 6.0 6.0 6.0 6.0 -0 e 0  1.0 1.0 2.0 2.0 2.0 2.0 6.0 6.0 7.0 6.mC 
S*O 3.0 4.0 4.0 6.0 5.0 5.0 5.0 7.0 7.0 e 0  7.0 6.0 6.0 5.0 5.0 4.0 5.0 3.0 3.0 5.0 
5. 6.0 6.0 6.0 .O, 7.0 7.0 6.0 6.0 6.0 6.0 5.0 4.0 3.0 2.0 e 0  e 0  -0 e 0  e 0  -0  --. 
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C k A R A C T E R I S T I C S  OF SET WC. 2 5  
Age  6.0 6.0 6.0 6.0 5.0 6.0 2.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 e 0  -0 6.0 
C o r  4.0 4.0 5.0 5.0 5.0 5.0 5.0 6.0 5.0 6.0 6.0 6.0 7.0 6.0 7.0 - 0  1.0 1.0 1.0 6.0 
0s- 6,O 6.0 6.0 6.0 6.0 6.0 2.0 .O .O .O 7.0 7.0 6.0 6.0 6.0 5.0 5.0 4.0 4 .0  t.@ 
G.4 5.0 5.0 6.0 5.0 6.0 6.0 6.0 6.0 7.0 7.0 1.0 1.0 1.0 2.0 4.0 6.0 -0 -0  e 0  6.0 
H++ 6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0  6.0 6.0 6.0 6.0 6.0 6.0 3.0 6 - C  - 0  e 0  -0 7.9 
0-0 5 * 0  5.0 5.0 5.0 6.0 5.0 6.0 7.0 7.0 .O .O 1.0 2.0 1.0 2.0 1.0 2.0 3.0 3.Q 2.C 
P.0 6.0 6.0 6.0 6.0 6.0 5.0 6.0 6.0 2.0  -0 -0 -0  7.0 7.0 6.0 5.0 5.0 4.0 3.0 t . 0  
Q** 4.0 5.0 6.0 5.0 6.0 6.0 7.0 - 0  1.0 1.0 2.0 2.0 2.0 3.0 3.0 6.0 6.0 7.0 7.0 6.0 
S + *  4.0 5.0 5.0 5.0 6.0 7.0 7.0 7.0 6.0 6.0 6.0 6.0 5.0 5.0 4.0 4.0 4.0 4.0 3.0 5.C 
599 6.0 6.0 6.0 7.0 7.0 6.0 6.0 6.0 6.0 5.0 4.0 3.0 3.0 1.0 -0  e 0  -0  -0  -0 e0 
CHARACTERISTICS OF SET NO. 26 
A * *  5.0 5.0 6.0 5.0 6.0. 1.0 7.0 7.0 7.0 1.0 7.0 6.0 7.0 3.0 6.0 -0  -0 - 0  a 0  7.0 
C++ 2.0 3.0 4.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 6.0 7.0 -0 -0 1.0 1.0 6.0 
De* 6.0 6.0 6.0 6.0 6 .0  6.0 6.0 2.0 -0  .O 7.0 7.0 7.0 6.0 6.0 5.0 5.0 5.0 5.0 6.0 
Gee 3.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 7.0 7.0 7.0 7.0 1.0 1.0 4.0 6.0 -0  - 0  - 0  6 . 0  
H O P  6.0 6 . 0  6.0 6.0 6.0 6.0 1.0 .O 6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 .O .O -0  7 . 0  
O+* 5.0 5.0 5.0 6.0 5.0 6.0 7.0 7.0 7.0 - 0  1.0 1.0 2.0 1.0 3.0 3.0 3.0 3.0 3.0 2 . 0  
P*O 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2. t  -0 a 0  e 0  7.0 6.0 6.0 5.0 5.0 4.0 4.0 6.0 
Q** 5.0 5.0 5.0 6.0 7.0 6.0 7.0 - 0  1.0 1.0 2.0 2.0 2.0 3.0 3.0 6 .0  6.0 7.0 6.0 t . 0  
$*e 3.0 4.0 5.0 5.0 6.0 7.0 7.0 e 0  7.0 7.0 7.0 6.0 6.0 5.0 5.0 4.0  4.0 4.0 4 . 0  5.0 
$0. 6.0 5.0 6.0 e 0  e 0  e 0  7.0 6.0 6.0 5.0 5.0 4.0 4.0 2.0 -0  -0  -0  e 0  *‘3 e 0  
CHARACTERISTICS OF SET NO. 27 
4++ 5.0 6.0 6.0 5.0 5.0 6.0 1.0 7.0 7.0 6.0 7.0 6.0 6.0 7 e O  3.0 6.0 -0  e 0  $0  7.0 
C**  3.0 4.0 4.0 4.0 4.0 5.0 5.0 6.0 5.0 6.0 6.0 6.0 7.C 7.0 e 0  e 0  e 0  1.0 1.0 6.0 
OS* 6.0 6.0 6.0 6.0 6.0 6.0 2.0 1.0 - 0  e 0  7.0 7.0 6.0 6.0 6.0 5.0 5.0 4.0 4.0 6.0 
We. 610 6.0 6.0 6.0 6.0 6.0 1.0 e 0  6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0  e 0  -0  7.0 
0** 3.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 7.0 -0 e 0  1.0 1.0 2.0 2.0 2.0 3-0 3.0 4.0 2.0 
P** 6.0 6.0 6.0 6.0 6.0 5.0 6.0 2.0 e 0  1.0 -0 e 0  7.0 6.0 5.0 5.0 4.0 4.0 4.0 6 .0  
Q** 4.0 4.0 5.0 6.0 6.0 6.0 7.0 - 0  e 0  1.0 1.0 2.0 2.0 3.0 2.0 6.0 6.0 7.0 7.0 6.0 
Se* 3.0 4.0 4 - 0  3.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 7.0 7.0 -0  7.0 6.C 5.0 5.0 4.0 5.0 
PJ** 6.0 6.0 6.0 6.0 6.0 6.0 e 0  7.0 6.0 5.0 5.0 4.0 3.0 2.0 e 0  e 0  -0 e 0  e 0  a 0  
60. 3.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 .O .O 1.0 2.0 4.0 5;O .O .O 6.0 
CPARACTERISTICS OF SET NC. 2 8  
A**  5.0 5.0 5.0 6.0 5.0  5.0 1.0 7.0 7.0 6.0 7.0 6.0 6.0 7.0 3.0 6.0 ,C - 0  1.0 6.0  
C++ 4.0 4.0 4.0 5.0 5.0 5.0 5.0 6.0 5.C 6.0 6 - 0  7.0 6.0 7.0 7.0 e 0  1.0 -0  e 0  6.C 
090 6.0 6.0 6.0 6.0 6.0 6.0 2.0 e 0  e 0  -0  7.0 7.0 6.0 8.0 6.0 5.0 5.0 4.0 2 - 0  2.0 
G++ 3.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 7.0 7.0 -0 -0 1.0 2.0 4.0 6.0 - 0  .O .O t . @  
He. 6.0 6.0 6.0 6.0 6.0 1.0 e 0  6.0 6.0 6.0 6.0 6.0 3 .0  6.0 - 0  - 0  - 0  e 0  e 0  7 . 0  
Po* 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0  -0  e 0  e 0  7.0 7.0 6.0 5.0 4.0 5-0 4.0 3.0 t . G  
Qe* 5.0 6.0 6.0 6.0 6.0 7.0 .O .O 1.0 1.0 2.0 3.0 2.0 3.0 4.0 5.0 6.0 6.0 6 . 0  t . 0  
S** 4.0 4.0 4.0 5.0 5.0 6.0 7.0 7.0 .O .O 7.t 6.0 6.0 5.0 5.0 5.0 4.0 4.0 3.0 5.0 
5- 6-0 6.0 6.0 6.0 -0 7.0 7.0 6.0 5.0 5.0 4.0 4.0 3.0 2.0 e 0  -0  - 0  e 0  e 0  a 0  
0.e 3.0 5.0 5.0 5.0 6.0 6.0 7.0 6.0 7.0 .O .O 1.0 1.0 2.0 2.0 2.0 2.0 3.0 4 . 0  2.0 
CHARACTERISTICS OF SET NO. 29 
44s 6.0 6.0 6.0 6.0 5.0 6.0 2.0 6.0 6.0 7.0 7.0 6.0 7 * 0  7.0 3.0 6.0 - 0  e 0  .C 7 .0  
0** 6 e O  6.0 6.0 6.0 6.0 6.0 2.3 - 0  -0  -0  7.0 7.0 7.0 6.0 6.0 5.0 5.0 4.0 4.F 6.9 
GO* 5eO 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 e 0  7.0 1.0 1.0 2.0 4.0 6.0 - 0  - 0  e 0  6.G 
He* 6.0 6.0 6.0 6.0 6.0 6.0 1.0 - 0  6.0 6.0 6.0 6.0 6.0 3.0 6.0 e 0  -0  .O - 0  7 .1  
04. 5.0 5.0 5.0 6.0 6.0 6.0 7.0 7.0 -0 -0  1.0 1.0 2.0 2.0 3.0 2.0 3.0 3.0 4.@ 5.0 
Pee 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 -0  e0 -0 e 0  7.0 6 - 0  5.0 4.0 4.0 4.0 t.13 
4.0 5.0 6.0 6.0 6.0 7.0 7.0 e 0  1.0 1.0 2.0 2.0 3.0 2.0 3.0 4.0 6.0 6.0 7.0 t . 9  
So* 4.0 4.0 5.0 6.0 6.0 7.0 7.0 7.0 7.0 6.0 7.0 6.0 5.0 6.0 5.0 4.0 5.0 3.0 3.0 6.C 
50. 660 6.0 6-0 7.0 6.0 1.0 6.0 6.0 6.0 5.0 5.0 4.0 3.0 2.0 e 0  -0  -0  - 0  e 0  .C 
C+e 3.0 4.0 4 . 0  5.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 7.0 7.0 7.0 .O 7.0 1.0 .O 1.0 6.0 
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CCARACTERISTICS OF S E T  NO. 30 
CkARACTERISTICS OF SET NO. 31 
A**  5.0 6.0 5.0 5.0 6.0 6.0 5.0 2.0 6.C 6.0 6.6 
C+* 4.0 4.0 4.0 4.0 5.0 5.0 6.0 5.0 6.0 6.0 6.0 
O** 6.0 6.C 6.0 6.C S a 0  6 .0  6.0 2.0 - 0  -0 - 0  
64. 4.0 4.0 5.0 5.0 5.0 6.0 5.0 6.0 7.C e 0  -0  
O** 3.0 4.0 4.0 5.0 5.0 6.0 6.0 6 .0  6.6 7.0 .Q 
P** 6.U 6.0 t . 0  5.0 6.0 6 . 0  6 .0  6.0 6.0 2.0 -0 
H+* 6.0 6.0 6.0 6.0 6.0 6.0 1.0 -0 6.C 6.0 6.0 
0- 4.0 5.0 6.0 5.0 6.0 6.0 6.0 7.0 .6 1.0 2.0 
5. 3.0 4.0 5.0 5.0  6.G 6 .0  6.0 7.0 .C 7.0 7.C 
I** 6.0 6.0 5.0 6.0 6.0 1.0 e 0  6.0 6.L 6.0 5.C 
CHARACTERISTICS OF SET NO. 3 2  
c .a 
6.C 
t.0 
0 .o 
7.0 
4.0 
6 .0  
6.C. 
5 . C  
.O 
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C H A R A C T E R I S T I C S  O f  S E T  NO. 35 
A**  5.0 7.0 5.0 5.0 6.0 5.0 1.0 7.0  6.0 7 .0  6.0 7.0 6.0 7 . 0  3.0 6.0 -0  -0 e o  6 - C  
C * *  3.0 4.0  3.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 7.C 7.0 7.0 - 0  -0 1.0 1.0 l e 0  6.0 
D e *  6.0 6.0 6.0 6.0 6.0 2.0 - 0  - 0  .G -0  -0  7.0 6.0 6.0 5.0 5.0  4.0 4-@ 4.0 6.0 
G O *  3.0  4.0 3.0 4.0 5 .0  5.0 6.0 6.0 6.6 7.0 7.0 -0  1.0 2.0 2.0 4.0 5.0 .O - 9  C.6 
Ha* 6 .0  6.0 6.0 6.0 6.0 1.0 e 0  6.0 6.C 6.0 6.0 6.0 6.0 3.0 6 .0  .C - 0  m 0  - 0  7.C 
P*+ 6 .0  6.0 6 .0  6 .0 6.0 6.0 2.0 - 0  - 0  -0  e 0  S O  6.0 6 .0 6 .0  4.0 4.0 4.0 4.0 6.0 
O++ 4.0 5 . 0  6 .0 6.0 6.0 7.0 7.0 e 0  1.0 2.0 2.0 2.0 2.0 3.0 4.0 6 .0  6.0 7 .0 .O 7.5  
5.. 3.0 3.0 4.0 5.0 5.0 5.0 7 .0  7.0 7 .0  - 0  7 .0  7 .0  6 .0  5.0 5.0 4.0 4.0 3.0 3.0  5.C 
O * *  4.0  5 .0  5 .0  5.0 6.0 6.0 6.0 7 .0  7.0 .O .O 1.0 1.0 2.0 3.0 2 . 0  3.3 3.0 3 .0  .C 
5.0 5.0 6.0 .O .O .O .O 7.0 6.0 5 .0  5.0 4.0 4.0 3 .0  2.0 1.0 .C .O .O .O .O 
C H A R A C T E R I S T l C S  OF S E T  NO. 36 
A + +  5.0  5 .0  6.0 6.0 5.0 6.0 1.0 7.0  7.0 7e@ 7.0 6.0 7.C 6.0 3.0 6.0 - 0  S O  -0  7.0 
C o s  3.0 3.0 5.0 4.0 5.0 5.0 5.0 6.0 5 .0  6.0 6 - 0  6.0 7.0 7.0 -0  .O .O .O 1.0 6.C 
0.0 6 .0  6.0 6.0 6 .0  6 .0  6.0 6.0 2.0 .O .O .O 7 .0  6.0 6.6 6 . 0  6 .0  5.C 4 . 0  4 . 0  6 . 0  
G + *  3.0 4.0 4.0 5 .0  6.0 6 . 0  6.0 6.0 6.0 7.0 .O .i, 2.0 2.0 2.3 4.0 5.0 .O .O 6 .0  
H+* 6.0 6.0 6.0 6.0 6 .0  6.0 1.0 e 0  6.0 6.0 6.0 6.0 6.0 3.0 6.0 e 0  .C - 0  -0 7.0 
De*  5.0 5.0 6 . 0  5.0 6.0 6.0 6.0 7.0 7.0 -0  -0 1.0 2.0 2.0 2 .0  3.0 2.0 3.0 3.0 e 0  
P** 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 - 0  - 0  - 0  7.0 7 .0  6 .0 5.0 5.0 4.0 4 . r )  6.0 
Q** 5.0 5.0 6 . 0  6 .0 6.0 6.0 7.0 .O 1.0 2.0 2.0 2.0 2.0 3.0 4.0 6.0 6.0 7.0 7.0 6.0 
SI+ 3.0 4.0 4.0 5.0 5 .0  7 .0  7.0 7.0 7.0 7.0 7.0 6.0 5.C 6.0 5.0 4.0 4.0 4.C 4.0 5.0 
59. 6.0 5.0 5.0 5.0 7.0 .O 7.0 7.0 6 - G  5.0 5.0 5-0 4.0 3.0 2.5 -0  -0  7.0 e 0  -0 
C H A R A C T E R I S T I C S  OF S E T  NO. 37 
A * *  6.0 6.0 5.0 6.0 5 .0  6 .0  1.0 1 .0  6.0 6.0 6.0 7 .0  6.0 7 .0  3.0 6.0 .O -0  e 0  6.0 
DO*  6.0 6.0 6.0 6.0 6.0 6.0 2.0 1.0 - 0  .O 7 .0 7 .0  6 .0 4.G 6.0 5.0 5.0 4.0 4.0 6.0 
GI* 4.0 4.0 5.0 5.0 5.0 5.0 6.0 6 . G  7.C 6.0 7.0 -0 - 0  1.0 4.0 6-12 -0  a 0  - 0  6.0 
He* 6 .0  6.0 6 .0  6.0 6 .0  6.0 1.0 - 0  6.0 6.0 6.0 6.0 6.0 3.0 6.0 .c ‘ e o  -0 .O 7.0 
0+* 4.0 5.0 5 .0  5.0 6.0 7 .0  6.0 1.0 7.C e 0  1.0 1.0 1.0 2.0 2 .0  2.0 3.0 3.0 4.0 - 0  
Pa+ 6.0 6.0 5.0 6.0 6 .0  6.0 6.0 2.0 1.0 1.0 eC 1.0 7.0 6.0 6.0 5.0 4.0 4.0 3.0 6.0 
Or* 4.0 5.0 5.0 6.0 6.0 6.0 7.0 e 0  e 0  1.0 1-0 1.0 2.0 2.0 3.0 4.0 6 - 0  6.0 7 * 0  6.0 
S**  3.0 4.0 4 . 0  5 .0  6.0 5 . 0  7.0 7.0 7 .0  7 .0 7 .0  6.0 6 .0  5.0 6.0 5.0 4.0 3.0 3.0 5.0 
C a s  3.0 4.0 4.0 5 .0  5 .0  5.0 5.0 5.0 6.0 6.0 6.0 7.6 7.0 7 .0  .O .O .O .O 1.0 6.0 
See 6.0 6.0 6.0 6.0 6 .0  .G 7.0 6.0 6.0 5.0 4.0 3.0 3.0 2.0 2.0 .O .O .O .O .O 
t i - A R A C T E R I S T I C S  OF SET NC.  38 
A * *  6.0 6.0 5.0 6.0 5.0 6 .0  2.0 6.0 6.6 7.0 6.0 6.0 6.0 6.0 6.0 2.C 6.0 e 0  - 0  6.0 
O * *  6.0 6 . 0  6.0 6.0 6.0 6.0 2.0 e 0  e 0  -0  7.0 7.0 6.0 6.0 6.0 5.0 5.0 4.0 4m0 t . 0  
G+* 3.0 4.0 5 .0  5.0 5.0 6.0 6.0 6.0 6.1, 7 .0  7.0 e 0  a 0  . l e 0  2.0  4.@ 6.0 -0  * O  6.0 
H+s 6.0 6.0 6.0 6.0 6.0 6.0 1.0 e 0  6.C 6.0 6.0 6.0 6.0 3.0 6.0 -0  -0  e 0  m i )  7.0 
O** 4.0 4.0 5.0 5.0 5.0 6 .0  6.0 7 .0  7 .0  e 0  - 0  1.0 l e 0  2.0 1.0 2 . 0  2.0 3.0 3.0 2.0 
a** 4.0 4 .0  5.0 5.0 6 .0  6.0 7.0 6.0 1.0 .C 1.0 1.0 2.0  2.0 2.0 3.0 6.0 6.0 7.0 6.0 
5.9 4.0 5 .0  4.0 5.0 5.0 6.0 6.0 e 0  7.0 7.0 6.0 6 . G  6.0 5.0 4.3 4.0 4.0 4.0 3.0 5.0 
C*Q 3.0 4.0 5.0 5.0 5.0 6.0 5.0 5.0 6.0 6.0 6.0 6.0 6.0 7 .0  7 .0  -0  1.0 1.0 1.0 6-0 
Po4 6.0 6.0 6.0 6.0 6.0 7 .0  6.0 2.0 .O 1.0 .O .O 7.0 7.0 5.0 5.0 4.0 5.0 4.0 6.0 
5e*  6.0 6.0 6.0 6.0 .O 7 .0  6.0 6 .0  5.0 5.0 4.0 3 .0  3.0 2.0 .O .O .O .O .O .C 
C H A R A C T E R I S T I C S  OF S E T  NO. 39 
Ass 5.0 5.0 5.0 5.0 6.0 1.0 6.0 7 .0  7.6 6.0 7.0 7.0 6.0 3.0 5 - 0  .C -0  .O .3 7.0 
C w  3.0 4.0 4 .0  4.0 4.0 5.0 6.0 6.0 6.0 6.0 6.0 6.0 7.0 5.0 a 0  -0  e 0  -0  a C  6 - 9  
O**  6.0 6.0 6.0 6.0 6.0 2.0 - 0  e 0  e 0  e 0  e 0  6 .0  6 - 0  6.0 6.0 4.0 4.0 4 .0  4 .0  6 .0  
GO+ 3.0 4.0 4 .0  4.0 6.0 6.0 6.0 6.0 6.0 7 .0  -0 e0 1-0 2.0 2.0 4.C 6.6 .O -0 6.0 
Ha+ 6.0 6.0 6.0 6.0 6.0 1.0 S O  6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0  e 0  - 0  e 0  7.0 
0** 4.0 4.0 4.0 4.0 6.0 6.0 6.0 6.0 6.0 e 0  -0  -0 -0  1.0 2.0 2.0 2.0 2.0 3.0 2.0 
P** 6.0 6.0 6.0 6.0 6.0 2.0 -0 - 0  -0  e 0  -0  7.0 6.0 6.0 4.0 5 .0  4.0 4 e O  4.0 6 e G  
a+* 4.0 4.0 4.0 5.0 6 .0  6.0 6.0 7.0 - 0  e 0  1.0 2.0 2.0 2.0 2 . 0  3.0 6 .0 6.0 7 .0  t.0 
S * *  4.0 4.0 4.0 4.0 4.0 5.0 6.0 7.0 - 0  a 0  e 0  a0 7.0 6.0 5.0 4.C 4.0 4-0 4.F 5 - 0  
5.0 6.0 6.0 6.0 6.0 1.0 e 0  7.0 6.0 6.0 6.0 5.0 4 r 0  5.0 2.0 -0 e 0  e 0  e 0  e @  -0 
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CbARACTERISTXCS OF SET NO. 40 
A**  6.0 6.0 6.0 6.0 5.0 6.0 2.0 6.0 6.0 6.0 6.0 6.0 6.0 6 .0 6.0 3.C 6.0 -0 e 0  6.0 
O** 6.0 6.0 6.0 6.0 6.0 6.0 2.0 e 0  -0 -0 7.0 7.0 6.0 6.6 6.0 5.0 5.0 4.0 4.0 6 - 5  
C** 5.0 5.0 5.0 5.0 6.0 5.0 5.0 6.0 6.C 7.0 -0 1.6 1.0 2.0 3.0 2.0 e 0  6.0 e 0  t a t i  
H** 6.C 6.P 6.0 6.0 6.0 6.0 1.0 .O 6.G 6.0 6.0 6.0 6.0 6.0 3.0 6.0 .C a 0  -0 1.6 
0** 5.0 5.0 5.0 5.0 6 . 0  5.0 6 .0  7.0 7.0 e 0  -0  1.0 2.0 1.0 2.0 1.0 2.0 3.0 3.C 2.0 
P** 6.0 6.0 6.0 5.0 6 .0  6.0 6.0 6.0 6.C 2.0 e 0  7.0 -0 7.0 6.0 6.0 5.0 4.0 4 .6  6.0 
P** 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 .C 1.0 2.0 2.0 2.0 2.0 2.0 3.C 6.C 6.0 6.9 6.') 
S** 4.0 5.0 4.0 5.0 6.0 7.0 7.0 7.0 6 .0  6.0 6.0 5.0 6.0 5 . 0 . 5 . 0  5.0 4.C 3.0 3.9 5.0 
5 * *  6.0 5.0 5.0 5.0 1.0 7.0 7.0 6.0 6 .0  5.0 5.0 4.0 3.0 2.0 1.0 .C e 0  -0 e 0  -0 
C** 4,O 4.0 5.0 5.0 5.0 5.0 5.0 6.0 5.0 6.0 6.0 6.0 7.C 6.0 7.0 .O 1.0 1.9 1.0 6.C 
CkARACTERISTICS OF SET NO. 41 
A * *  5.0 6.0 5.0 6.0 5.C 6.0 1.0 6.0 7.0 6.0 6.0 7.0 6.0 7.0 3.0 6.0  -0 -0 - 0  6.6 
C** 4.0 4.0 4.0 5.0 5.0 5.0 6.0 5.C 6.G 6.0 7.0 7.0 7.0 7.6 e 0  - 0  e 0  1.0 1.6 6.0 
0.. 6 .0  5.0 6.0 6.0 6 .0  5.0 6.0 6.0 2.0 -0 -0 7.U 7.0 6.0 6.C 5.0 5.5 5.0 4 e O  6 .0  
He+ 6.0 5.0 6.0 6.0 6.0 6 .0  1.0 -0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 -0 -0 -0 -0 7.0 
0.. 4.0 5.0 5.0 5.0 5.3 5.0 6.0 6.0 7.0 7.0 -0 1.G 1.0 1.0 2.0 2.0 2.0 2.0 3.0 6.0 
P** 6.0 6.0 6.0 6.0 6 .0  2.0 6.0 2.0 2.0 2.0 2.0 1.0 7.0 1.0 a 0  6.0 6.0 4.0 4.0 6.3 
5.0 4.0 4.0 5.0 5.0 5.0 6.0 7.0 7.0 7.C 7.0 6.0 6.0 5.0 6.0 5.0 4.0 4.0 3.0 4.9 5.0 
5** 5.0 6.0 t.0 5.0 6.0 5.0 7.0 6.0 4.0 5.0 5.0 3.0 2.C 1.3 1.0 7.0 7.0 -0 -9  -0 
Go* 3.0 4.0 5.0 5.0 5.0 5.0 6.0 7.0 7.0 .O 1.0 1.0 2.0 6.0 .O 6.0 6 . t  6.0 6.0 6.0 
. P*+ 5.0 5.0 5.0 5.0 5.0 6.0 7.0 5.0 .G 1.0 1.0 2.0 1.0 2.0 2.0 3.@ 6.0 6.0 7.9 6.0 
CkARACTERISTICS OF SET NO. 42 
A**  5.0 5.0 5.0 5.0 6 .0  5.0 1.0 6.0 6.b 6.0 6.0 7.0 6.0 6.0 3.0 5.C .O .O .O 6.0 
C** 3.0 4.0 4.0 5.0 4 . 0  5.0 5.0 6.0 6.0 6.0 7.0 6.0 7.0 -0  -0 -0 .O 1.0 1.0 6.0 
0.. 6.0 6.0 6.0 6.0 6.0 6.0 2.0 e 0  1 . C  -0  7.0 7.0 6 - 0  6.0 5.0 5.0 5.G 4.0 4-'7 t.t 
G** 2.0 3.0 5.0 4.0 5.0 5.0 6.0 6.0 6.C 7.C - 0  7.0 1.0 1.0 2.a 4.0 6.0 -0 -0 6 .0  
H** 6.0 6 .0  6 .0  6.0 6.0 1.0 -0 6.0 6.C 6.0 6.0 6 . C  3.0 6.G e 0  .C e 0  -0 e 0  7.0 
0.. 4.0 5.0 5.0 6.0 5.0 6.0 7.0 6.0 7.U 7.0 1.0 1.0 1.0 1.0 2.0 3.0 2.0 3.0 4.0 2.0 
P** 6.0 6.0 6.0 6.0 6.0 6 .0  6 . 0  6.0 2.0 7.0 1.0 -0 7.C 6.0 6.0 6.0 5.0 4.0 4.0 6 - 0  
Q++ 3.0 4.0 5.0 5.0 6 .0  6.0 6.0 7.0 e G  1.0 2.0 1.0 1.0 3.0 6.0 6.0 6.0 7.0 6.6 6.C 
5. 6.0 6.0 6.0 1.0 7.0 6.0 6.0 6.0 5.0 4.0 4.0 3.0 1.0 1.0 e 0  .O e 0  -0 1.0 -0 
t** 4.0 4.0 5.0 4.0 6.0 6 .0  7.0 .O 7.0 .O 7.0 6.0 6.0 5.0 4.0 4.0 4.0 4.0 3.0 5.9 
ChARACTERISTlCS OF SET NC. 4 3  
A**  5.0 5.0 5.0 5.0 5.0 5.0 1.0 6.0 6.C 6.0 7.0 6.0 6.0 6.0 3.0 5.C -0 -0  -9 6.0 
C** 2.0 2.0 3.0 3.0 4.0  5.0 5.0 5.0 5.0 6.0 6.0 6 .0  7.0 6.0 7.0 7.0 7.0 -0 1.0 t . 0  
G** 4.0 4.0 5.0 5.0 5.0 6.0 7.0 7.0 7.0 e 0  .O 1.0 1.0 1.0 4.0 6.0 -0  -0 .O t * C  
H** 6.0 6.0 6.0 6.0 6 .0  6.0 6.0 1.0 a 0  6.0 6.0 6.6 6.G 6.0 3.0 6.0 -0 .O . d  7.9 
0.. 3.0 4.0 5.0 5.0 5.0 6.0 t . 0  7.0 6.0 7.0 -0 -0 1.0 1.0 1.0 2.0 2.0 2.0 3.C 2.0 
V+* 7.0 6.0 6.0 '6.0 6.0 6.0 5.0 6.0 2.0 -0 1.0 -0 -0 7.0 6.0 5.0 5.0 4.0 4.0 C.0 
S**  2.0 3.0 3.0 4.0 5.0 5.0 6.0 6 . 0  5.0 7.0 7.0 7.0 7.0 6.0 5.0 4.0 4.0 3.0 3.0 5.0 
5** 6.0 6 - 0  6 .0  -0 6 .0  e 0  7.0 7.0 6.0 5.0 5.0 4.0 4.0 2.0 -0 -0 e 0  e 0  e 0  - 0  
O+* 6.0 6.0 6.0 6.0 6.0 6 , 5  6.0 2.0 .O .O -0  7.0 7.0.6.0 6.0  5.G 5.0 5.0 4.0 6.0 
P** 3.0 5.0 5.0 6.0 6 .0  6.0 7.0 7.0 .C 1.0 1.0 2.0 2.0 3.0 2.0 6.0 6.0 7.0 5.0 6.0 
CHARACTERISTICS OF SET NO. 4 4  
A**  6.0 5.0 6.0 5.0 5.0 5.0 l e 0  6.0 6.0 6.0 6.0 6.0 6.0 6 0 0  6.0 3.C 6.0 -0 $0 t.0 
C** 2.0 3.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 5.0 6.0 6.0 6.0 7.0 -0 1.0 -0 1.0 1.0 6.0 
O**  6.0 5.0 6.0 6.0 6.0 5.0 6.0 2.0 -0 -0 7.0 6.0 6.0 6.0 6.0 5.0 5.0 5.0 3.0 C.0 
C** 4.0 5.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 5.0 7.0 e 0  1.0 1.0 2.0 4.0 6.0 -0 -0 6.0 
0.. 5.0 5.0 6.0 5.0 5.0 6.0 5.0 6.0 7.0 7.0 1.0 1.0 1.0 2.0 1.0 2.0 2.0 2.0 3-0 2.C 
P** 6.0 6.0 5.0 6.0 5.0 6.0 5.0 6 - 0  6.0 2.0 e 0  e 0  7.0 6.0 6.0 6.0 5.0 5.0 4.0 t .0 a** 5.0 5.0 5.0 6.0 5.0 6.0 6.0 e 0  1.0 1.0 1.0 2.0 2.0 2.0 3.0 6.0 6.0 6.0 6.0 6.0 
SO* 5.0 6.0 6.0 6.0 5.0 6.0 l e 0  7.0 7.0 5.0 6.0 5.0 4.0 3.0 3.0 2e.O -0 -0 e 0  -0 
HI*  6-0  6.0 6.0 6.0 6.0 6.0 1.0 e 0  6.0 6.0 6.0 6.0 6.0 6.0 6.0 2.0 6.0 -0 .O 7.0 
S** 4.0 5.0 4.0 5.0 5.0 6.0 6dO 7.0 6.0 7.0 7.0 7.0 6.0 5.0 4.0 4.0 5.0 3.0 3.0 5.0 
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C h A R A C T E R I S T I C S  OF SET NO. 45 
A 5 0  6.0 5.0 5.0 6.0 5.0 6.0 1.0 7.0 7.0 7.0 7.0 7.0 6.0 7.0 3.0 6 . 0  -0  e 0  e o  7.c 
C * *  4.0 4.0 4.0 4.0 5.0 5.0 6.0 6.0 6.G 6.0 6.0 6.0 6.0 7.0 7.0 e C  -0  .O .c t .@ 
G**  4.0 5.0 5.0 5.0 5.0 5.0 6.0 6.0 6.6 7.0 -0  -0 - 0  1.5 2.0 3.C 6 - 0  e 0  a 0  0.0 
He* 6 . 0  6 .0  6.0 6.0 6 .0  1.0' -0  6.0 6 .C  6.0 6.0 6.0 3.0 6.0 -0  -0  -0 - 9  7.0 
0.5 6.0 6.C 6.0 6.0 7.0 7.0 7.0 .O 1.0 2.0 1.0 2.0 2.0 2.0 3.0 3.0 4.0 5.0 5.0 2.0 
P.0 6.0 6.0 6 .0  6.0 6.0 6 .0  6.0 2.0 1.0 1.0 -0 7.0 7.0 6.0 5.0 5.c  4.0 4.0 6 - 0  
4.- 4.0 5.0 5.0 6.0 6 .0  6.0 7.0 -0 1.0 1.0 2.0 2.0 2.0 2.0 3.0 6.0 6.6 7 . 0  7.0 6-C. 
S - r  4.0 4.0 5.0 6.0 5 . 0  6.0 7.0 .O .O 7.0 .C 7.0 6.0  6.0 5.0 4 . 0  4 .0  4.G 4 . 0  6 . 0  
5** 6.0 6.0 6.0 .O - 0  - 0  7.0 6 . 0  6.0 5.0 4.0 4.0 4.0 2.0 .O - 0  - 0  - 0  a'? .C 
0.0 7.0 6.0 6.0 6.0 6.0 6.0 2.0 1.0 1.0 - 0  7.0 7.0 7.0 6.G 6.0 5.0 5.0 4.0 4.0 t - o  
C H A R A C T E R I S T I C S  OF SET NC. 46 
A * *  5.0 6 .0  5.0 6.0 5.0 5.0 1.0 6.0 1.0 6.0 7.0 7.0  7.0 7.0 3.0 6.0 .E. 1.0 7.0 7.0 
C * +  2.0 3.0 4.0 4.0  5.0 5.3 5.0 5.0 6 . 0  5.0 6.0 6 - C  6.0 7.0 S O  -0 - 0  1.0 2.0 6.C 
De*  5.0 6 . 0  6 . 0  5.0 6 . 0  2 . 0  .O .O .0 .O 7.0 7.0 6.C 6 .b  5.0 5.3 4.0 3.0 3.0 t . C  
G** 3.0 3.0 5.0 5.0 6.0 6.G -0  1.0 1.0 3.0 5.0 .O .O e 0  5.0 6.0 6.0 6.0 6.9 6.0 
HI. 6.0 6.0 6.0 5.0 6.0 6.0 1.0 -0  6 . 0  6.0 t.0 6.0  7.0 3.0 6.0 .C 1.0 - 0  .r? 7.C 
00. 5.0 5.0 6.0 6.0 6.0 6.0 7.0 - 0  .(r -0 1.0 1.0 2.0 2 . 0  2.8 3.0 4.0 3.0 5 .0  2.0 
PI* 6.0 6.0 6.0 6.0 6.0 6 .0  6.0 2 .0  4.0 1.0 -0  e8 e 0  e 0  7.0 6.0 5.6 5.0 4.0 e.il 
Q*+ 5.0 6.0 5.0 6.0 6.0 7.0 .O 1.0 1.0 2.0 1.0 2.0 3.0  4.0 5.0 6.0 6.@ 7.0 7.0 6.0  
$40 2.0 3.0 4.0 5.0 5.0 7.0 .O 7.0 7.0 7.0 7 . 0  6 .0  6.3 5.0 5.0 4.C 4.0 3.0 3s0 5.0 
50s 5.0 5.0 7.0  .O 1.0 7.C 7.0 7.0 6.0 5.0 5.0 5.6 3.0 2 . 0  1.0 .O 1.0 .O .O .C 
C H A R A C T E R I S T I C S  OF SET NO. 47 
A**  5.0 5.0 5.0 6.0 5.0 5.0 1.0 6.0 7.0 6.0 t .0  7.G 6.C 7.3 3.0 6.C .C .O .O t . 0  
C * *  4.0  4.0 4.0 5.0 4.0 5.0 5.0 5.0 5.0 6.0 6.0 7.0 7.0 7.0 7.0 -0 -0 .O -0 6.0 
0.. 7.0 5.0 6 .0  6.0 6.0 6.0 2.0 5.0 -0  -0 -0  7.0 7.0 6.0 5.0 5.0 4.C 4.0 3.0 6.0 
G*+ 3.0 4.0 5.0 5.0 5.0 5.0 7.0 6.0 7.0 - 0  -0 - 0  2 . 0  6.0 -0  5.0 6.0 6.0 6 . 0  6.0 
He* 6.0 6.0 7.0 6.0 6.0 6.0 1.0 .O 6.0 6.0 6.0 6.S 6.0 6.0 3.0 6.0 -0 .O .O 7.0 
Os* 5.0 5.0 5.0 5 . 0  6.0 6.0 7.0 7.0 7.0 .O 1.0 1.0 1.0 2.0 2.0 2.0 3.0 3.0 3.0 -0 
Po* 6.0 t.0 6.0 6.0 6.0 6.0 6.0 7.0 2.0 7.0 -0  -0  7.0 7.0 6.0 5.0  5.6 4.0 3.0 6.5 
Pa* 5.0 5.0 5 .0  6.0 6 .0  7.0 7.0 1.0 .O 1.0 2.0 3-0 3.0 3.0 6.0 6.0 7.0 7.0 -0 7 . 9  
5.0 5.0 4.0 5.0 5.0  5.0 6 . 0  t.0 7.0 7.0 7.0 7.0 7.8 6.3  6.6 5.0 5 . G  4 .0  4.0 4.0 6.0 ' 
5** 7.0 7.0 .O .O .O 7.0 6.0 6.0 5.0 5.0 4.0 3.0 2.0 1.0 1.0 1 .G .O 1.0 .C 1.0 
C H A R A C T E R I S T I C S  OF SET NO. 48 
A * *  5.0 5.0 6 .0  6.0 5 .0  6.0 1.0 7.0 6 .0  6.0 7.0 7.0 6.0 7.0 3.0 6.0 .C. - 0  - 0  1.0 
C** 4.0 4.0 4.0 4.0 4.0 5.0 6.0 6.0 6.5 6.0 6.0 6 .0  -0  e 0  -0  e 0  $9 .O 1.0 e.O 
Dee 6.0 6.0 6.0 6.0 2.0 1.6 - 0  * O  .G e 0  7.0 6-6 6.0 6.0 5.0 4.0 4.0 4.0 4,O 6.0 
GO* 4.0 4.0 4.0 4.0 5.0 6.0 6.0 6.0 7.0 -0  .C -0 -0 1.0 3.0 4.0 5.0 - 0  - 0  6.0 
He* 6.0 6.0 6.0 6.0 6 . 0  1.0 e 0  6.0 6.6 6.0 6.0 6 .0  3.0 6.0 - 0  e 0  e 0  e 0  -0 7.0 
P**  6.0 6.0 6.0 6.0 6 .0  2.0 - 0  - 0  a 0  -0 -0 -0  6.0 5.0 4.0 4.0 4.0 4.0 4.0 6 . 0  
Q** 4.0 4.0 4.0 4.0 6.0 6.0 6.0 6.0 -0 -0 -0 2.0 2.0 2.0 2.0 6,O 6.C 7.0 6.2  
S** 4.0 4.C 4.0 4.0 5.0 5.0 6.0 7.0 e 0  -0  S O  -0  7.0 6.0 5.0 4.C 4.0 4.0 4 .0  5 . 0  
0.. 4.0 4.0 4.0 4.0 5.0 6.0 6.0 6.0 6.0 .O .O -0  .O .O 2.0 2.0 2.0 2.C 2 . 0  7.C 
5. 6.0 6.0 7.0 1.0 - 0  7.0 6.0 6.0 5.0 4.0 4.0 4.0 3.0 1.J 1.0 .0 .O .O .0 . O  
C h A R A C T E R I S T I C S  OF SET NO. 49 
A** 6.0 6.0 6.0 5 .0  6.0 5.0 1.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 3 .0  6.0 -0 -0 t.0 
c**  3.0 4.0 5.0 4.0 5.0 5.0 5.0 6.0 6.0 6-0  6.0 7.0 6.0 7.0 7.0 -0  -0  -0 1.3 6.0 
D** 6-0 6 .0  6.0 6.0 6.0 6 .0  6.0 2.0 e 0  - 0  -0  7.0 6.0 6.0 6.0 6.0 5.0 4.0 4.0 6.0 
GI* 3.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0 6.0 7.0 -0 -0 -0 2.0 2-0 4.0 6.0 . O  .@ t.0 
H.0 6.0 6.0 6.0 6.0 6 . 0  6.0 1.0 e 0  6.0 6.0 6.0 6.0 6.0 6.0 3.0 6.0 .C -0 - 3  7.0 
0.0 4.0 4.0 5-0 5.0 6.0 6.0 6.0 7.0 7.0 - 0  -0 *O 1.9 2.0 2.0 2.0 3.0 2 . 0  4.0 2-@ 
P+* 6.0 6 .0  6.0 6.0 6 .0  6.0 6.0 2.0 00 - 0  -0 - 0  7.0 6.0 6.0 5.0 4.0 5.0 4.0 t . C  
O** 5.0 5.0 6.0 6-0 6.0 7.0 e 0  -0 e 0  2.0 2.0 2.0 2.0 3.0 4.0 6.0 6.0 7.0 7.0 6.0 
5.0 6.0 6.0 6.0 7.0 -0  7.0 6.0 6.0 6.0 4.0 4.0 4.0 2.0 2.0 1.0 S O  -0  -0  -0 .C 
S** 3.0 4.0 4.0 4.0 5.0 7.0 7.0 7.0 7.0 7.0 7.0 6.0 6.0 6.0 5.0 4.0 4.0 3.0 3.0 5.0 
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Appendix C 
D i g i t a l  Computer Program of A Learning Algorithm f o r  
An On-line Handwritten Character Recognition 
This appendix descr ibes  the  d i g i t a l  computer program f o r  a 
l ea rn ing  algorithm f o r  an on-line handwritten character recogni t ion  
system discussed i n  Section 3.2 which i s  a modified of t he  Zobrak-Sze 
program. 
7090. 
i ng  pages. 
It is wr i t ten  i n  the  MAD language and has been run on IBM 
The flow c h a r t  and t h e  program l i s t i n g  are given i n  the  follow- 
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Flow Chart of the  Learning Algorithm f o r  On-line Handwritten Character 
Recognition 
N= Tota l  No.  of 
t r a i n i n g  samples 
-L Learning path i n  
the  t r a i n i n g  phase 
Recognition path 
i n  the  t r a i n i n g  
start  
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I02 
I05 
I O 1 0  
I D 1 5  
R i 4 )  
P C  
S(1) 
P10 
P15 
4t3) 
P ( 2 )  
P 2 0  
c 1  
1 
D I M E N S I O N  U N K N O H ~ 1 0 ~ 2 0 * 5 0 ~ ~ P A T T E R ~ l 4 ~ 2 O ~ ~ C O ~ F ~ l 4 ~ 1 4 I ~ O U ~ ~ l S ~ ~  
k E I G H T ~ 1 4 ~ 2 0 ) ~ D I F F ( 1 4 ~ 2 ~ ) , D I M ( 3 ) 1 1 0 t H A R ~ l 4 ~ ~ L R S ~ 5 0 ~ ~  
INTEGER I I I I ~ J ~ J J ~ K I K K ~ K K K , T B ~ E R F L A C ,  D I ~ ~ I D C H A R I C O N F ~ L R S ~  
L R I N D ~ O K F L A G ~ K l ~ K 2 ~ O U T , V A R I N , D , K l l s K 1 2 r K J l  
R E S U L T ( 1 4 )  
ERFLAG=O 
DKFLAG=O 
READ AND P R I N T  DATA N s C , D , K I L I K I ~ I K J ~  
READ FORMAT ALPHA, IOCHAR( l ) . . . IOCHAR(N)  
THROUGH 102, FOR I = l p l , I . G e N  
READ FORMAT CHAR, PATTER( I *L) . . .PATTER(  IrD) 
VECTOR VALUES CHAR f SZOFl .G*S 
THROUGH I059 FOR K = l e l t K . G . K l  
THROUGH ID5,FOR I = l t l , I . G e N  
READ FORMAT CHAR( ( J ~ l r l r J . G . D , U N K N O H ( S ~ J ~ K ) )  
~ 1 5 ~ 1 1  
VECTOR VALUES ALPHA = SlOC1.S 
P R I N T  FORMAT TC 
VECTOR VALUES TC JlHl,Sl2,32HCHARACTER~STICS OF ThE I D E A L  S E T / * $  
THROUGH ID10,FOR I = l r l t I . G . N  
P R I N T  FORMAT CUI IOCHARIIlrPATTER(I~l)...PATTER(I,D) 
VECTOR VALUES CU = S S 5 r C l ~ 2 H * * , 2 0 F 4 * 1 + S  
THROUGH I D l S , F O R  K = l r l * K . G . K l  
P R I N T  FORMAT TS. K 
VECTOR VALUES TS S//S15r27HCHARACTERISTlCS OF SET NO. 9 1 2 / * S  
THROUGH I D l S r F O R  I = l , l r I e G . N  . 
P R I N T  FORMAT CU, I D C H A R ( 1 ) r  l J= l r l , J .G .C IUNKNOH( I ,J IK) )  
P R I N T  COYMENT S l S  
V A R = 1  
THROUGH P 4 9  FOR 1 ~ l ~ l s I e G . N  
READ FORMAT W5r W E I G H T ( I I l ) . . . W E I G H T i I I D )  
VECTOR VALUES H5=S20F4.1+$,  
TRANSFER TC S ( V A R )  
CONT I NUE 
L R  IND=O 
K l = K  I1 
K 2 = 1  
L R S f  I ) = I  
CONTINUE 
THROUGH P 1 5 ,  FOR i = l r l r l . G . K 1  
THROUGH P 2 3 r  FOR I = l , l r I . G o N  
THROUGH P 2 0 s  FOR J = l , l r J . G e N  
C O N F ( I t J l = O  . 
K K K P 1  
WHENEVER KKK.NE.1 
P R I N T  FORMAT T l d r  1 9 2  9 3.4 t 5 (6, 7s 8 r 9 r  1C 9 11 9 12.13 9 14 I 1 5  9 1 6 , 1 7 9  1 8 , 1 9 , 2 3  
VECTOR VALUES T 1 3 a  S l H 1 / / ~ S ~ 4 ~ 7 H W E I G H T S / l H O ~ S l 5 ~ 2 ~ ~ S l ~ I 2 ~ S 2 J / l H  9 
. 1 5 H  . PATTERN , 2 3 ( S l r l H * t S Z ) / * S  . 
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c2 
c11 
c5 
c10 
c15 
c20 
C 3 0  
c35 
M 1 0  
M 1 5  
M 2 5  
M 2 7  
p130 
M 3 5  
M40 
THROUGH C 2 1  FOR I = l , l p I . G e N  
P R I N T  FORPAT W 1 3 ~ I D C H A R ( I l ~  ~ E I G H T ( I ~ l I ~ o ~ W E I G H T ( I 9 G ~  
OTHERWISE 
EVO O F  C O N D I T I O N A L  
P R I N T  FORMAT CCIKKK 
VECTOR V A L U E S  C C = S l H U ,  20H T R A I N I K G  C Y C L E  NO. r I 2 s d  
ERRORS=O.O 
T R I A L S = O e O  - 
JJ-1 
K = L R S  ( 1 I
KI=l 
1-1 
K K - 1  
O U T (  1 1-0 
R E S U L T ( I l = O . O  
O U T ( I + l l = O  
THROUGH C 2 0 1  FOH J = l r l r J . G e O  
D I F F ( I ~ J l = . A B S . ( P A T T E R ( l r J 1 - U N K N O W ( I ~ ~ J , K l ~  
WHENEVER D I F F ( I , J ) . G - 4 * 0 ~  D I F F ( I r J 1 = 8 . 0 - O I F F ( I I J )  
R E S U L T ( I l = R E S U L T ( I I + D I F F ( I ~ J l ~ W E I G H T ( I , J ~  
I=I+1 
WHENEVER I.G.N* TRANSFER TO C 3 0  
TRANSFER TO C 1 5  
THROUGH C 3 5 ,  FOR I = l r l r I . G e N  
WHENEVER R E S U L T ( I I . G . R E S U L T ( I I 1 ~  TRANSFER TO C 3 5  
O U T ( K K ) = X  
K K = K K + 1  
C O N T I N U E  
A L P  = 1 e O / ( K K - 2 1  
I = f  
WHENEVER O U T ( I I e E . 0 ,  TRANSFER TO M27 
WHENEVER O U T ( I I . E e I I ,  TRANSFER TO M25 
P R I N T  FORMAT ER, IDCHAR(III~K~I0CHAR~OUTII)) 
VECTOR V A L U E S  ER= S 8 H  E R R O R - - t C l , I Z ~ l Z H  LCOKS L I K E  e C l *  
E R F L A G = 1  
WHENEVER L R I N O I E ~ O ~  TRANSFER TO M 2 5  
THROUGH M 1 5 r  FOR J = 1 1 l , J * G e 0  
W E I G H T ~ O U T ~ I l ~ J l ~ W E I G H T ~ O U T ~ I l ~ J l + ~ C ~ A L P ~ C I F F ~ O U T ~ I l ~ J ~ ~  
C O N F ~ I I ~ O U T ~ I ~ I ~ C O N F ~ I I ~ O U T ~ I ) ) + L  
I = I + 1  
TRANSFER TO M 1 0  
WHENEVER E R F L A G e E e O o  TRANSFER TO M40 
MHENEVER LRIWO.E.OI TRANSFER TO M 3 5  
THROUGH M 3 O r  FOR J = l r l r J * G e O  
W E I G H T ( I I I J I = W E I G H T ( I I , J ) - ( C . D I F F ( I I ~  
WHENEVER W E I G H T ~ I I B J I ~ L ~ O ~ O ~  W E I G H T l I  
ERRORS=ERRCRS+ leO 
T R I A L S = T R I A L S + l e O  
E R F L A G - 0  
OKFLAG=O 
I I = 1 1 + 1  
WHENEVER X1IG.N 9 TRANSFER TO P25 
TRANSFER TO ClB 
JJ=JJ+ P 2 5  
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P30 
P32 
Tll 
T ( 2 1  
T ( 3 )  
P35 
P 43 
P4 5 
R t 3 )  
P 50' 
c 
WHENEVER J J e G e K l e  TRANSFER TO P30 
K = L R S  I JJ ) 
P R I N T  COPf4ENT Si)$ 
TRANSFER TO C 5  
E R R A T E = E R R O R S / T R I A L S  
P R I N T  R E S U L T S  E R R O R S , T R I A L S t E R R A T E  
WHENEVER L R I N O s E e O v  TRANSFER T O  P32 
L R  I N D = O  
P R I N T  FORMAT 88 
TRANSFER TO C l l  
K K K = K K K + l  
L R I N D - 1  
TRANSFER TO C l  
V A R = 2  
LR I N D - 1  
K l = K I 2  
K t = K J l  
L R S (  I ) = I  * 
TRANSFER TO P 3 5  
V A K = 3  
TRANSFER TO P 1 0  
TRANSFER TO P35 
VECTOR V A L U E S  B B = S l H O ,  29H R E C C G N I T I O N  AFTER T R A I N I N G * $  
WHENEVER K K K e G e K Z .  OR. ERRORS.E.O.OI TRANSFER T O  T ( V A R )  
THROUGH 111, FOR X = l a l t I . G . K l  
P R I N T  FORMAT T I  
VECTOR V A L U E S  T I  f l H l / / / S 3 9 t 5 L H  NUPEER OF T I M E S  UNKNOWN P A T T E R N  HA! 
1 ECOGNIZEO AS , / / S 1 2 , 1 3 5 H  A B C E E F G P I J K L 
2 M N O P Q R S T U V W X Y 2 1 2 3 4 5 6  
3 7 8 9 / 1 2 H  UNKNOWN , 3 5 ( S 2 r l H * ) / 1 2 H  PATTERN , 3 5 ( S 2 t l H * )  
4 / / + $  
THROUGH P 4 0 ,  FOR 1 = 1 , 1 1 I s G e N  
P R I N T  FORMAT CO1 I D C H A R ( I ) r  CONF( I , l ) . . .CONF( I ,N ) '  
VECTOR V A L U E S  CO = $ S 9 p C l s 2 H * * t 3 5 1 3 * f  
P R I N T  FORMAT T 1 3 ~ 1 r 2 ~ 3 ~ 4 ~ 5 ~ 6 r 7 ~ 8 ~ 9 ~ 1 ~ ~ 1 1 ~ 1 2 ~ 1 3 ~ 1 4 ~ 1 5 ~ 1 6 t 1 7 ~ 1 ~ t 1 9 ~ 2 0  
VECTOR VALUES TlOZ 6 1 H l / / / S 5 4 ~ 7 H H E I G ~ T S / l ~ ~ ~ S l S ~ 2 ~ ~ S l ~ 1 2 ~ S 2 ~ / l H  e 
THROUGH P459 FOR I = l ~ l s I e G . N  
P R I N T  FORMAT W l U t I D C H A R ( I ) ,  W E I G H T ( I ~ l I ~ ~ . W E I G H T ( I , O )  
VECTOR V A L U E S  W ~ ~ = S S ~ , C ~ , ~ H I I S ~ , ~ O F S . ~ ~ S  
WHENEVER V A R o N E a 3 e  TRANSFER TO P ( V A R 1  
THROUGH P 5 3 ,  FOR I * l r l r l * G e N  
PUNCH FORMAT W5, W E I G H T ( I , l ) . I . W E I G H T ( X ~ D ~  
1 15H P A T T E R N  r 2 C ( S l 1 1 H * r S Z ) / * f  
TRANSFER TO R I V A R )  
END OF PROGRAM 
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Appendix D 
P r o p e r t i e s  of The Matr ix  E -3 
From (4.9) and (4.14), t h e  matrices E E tE  and (E.tE.)-l 
-3 -3 -js -j -j' 
for a l l  j ,  ( j  = 1, 2, . . ., R ) ,  of 2 (R-1) d imensional  e q u i l a t e r a l  
simplex w i t h  i t s  c e n t r o i d  a t  t h e  o r i g i n  have been computed for R = 2 to 
10 and are t a b u l a t e d  i n  t h e  fol lowing.  The p r o p e r t i e s  (v) and (vi) 
s t a t e d  i n  Sec t ion  4.3 have been deduced from t h i s  ex tens ive  enumeration. 
For R = 2 t o  10, t h e  va lues  of E . ,  F G are t abu la t ed  i n  t h e  
-J +'* 
fo l lowing  : 
= 1.00 , e2t = -1.00 el (i) For R = 2 
El = [2] E2 = [-21 
= Elt El = Eqt E2 = 4 FR 
where C = 4 2 = c2 r11 
-1 t t -1 
= (E1 El)-' = (E2 E2> GR = FR = 1/4 
- - 82 where g = 114 2 
e = (1.000, 0.000) 
c 
-1 (ii) For R = 3 
e = (-0.500, 0.866) -2 
e = (-0.500, -0.866) -3 
1,500 1.500 -1.500 0.0 
-2 E =  , E =  3 -1 0.866 1.732 -0.866 0.866 
-1.500 0.0 
- 
E3 
-0.866 -1.732 
13 1 
E = -2 
1.0 0.5 
0.5 1.0 
where Cg = 3 = c3 
’-1.33333 0.0 
0.94281 1.41421 
* 0.0 -0 e 81650 
a 
83 gJ3 
1 
g3 83 
where g = 0.44444 3 
1 
g3 = -0.22222 
(iii) For R = 4 
-1 e = (1.0, 0.0, 0.01, 
% t = (-0.33333, 0.94281, O.O), 
e = (-0.33333, -0.47140, 0.81650), -3 
= (-0.33333, -0.47140, -0.81650). % 
1.33333 1.33333 
-0.94281 0.47140 
0.0 -0.81650 
1.33333 
0.47140 
0 81650 
0.0 
1.41421 
0.81650 
13 2 
1.0 0.5 0 .5  - 
0.5  L.0 0.5 
0 . 5  0 .5  1.0 
E =  -3 
4 E =  -4 
-1 e 33333 
-0.47140 
0 a 81650 
-1 33333 
0.0 
0.0 
0.0 0.0 
-1.41421 0.0 
0.81650 1.63299 
-0.47140 -0.81650 
-1.41421 -0.81650 
0.0 -1.63299 
F - E t E  = E  t g 2 = 1 3 3 t g 3 = %  t I& 
-R- -1 -1 -2 
where C4= 2.66666 
t -1 =(  E '..E ) -4 -4 
= 
where 0 
g4=0.56264 , g4  =-0.18755 
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E =  -1 
(iv) For R= 5 
1.25 1.25 1.25 
-0.96825 0.32275 0.32275 
0.0 -0.91287 0.45644 
.. 0.0 0.0 -0.79057 
= (1.0, 0.0, 0.0, 0.0) , 21 
6 
e -2 
e = (-0.25, -0.32275, 0.91287, 0.0) , -3 
= (-0.25, 0.9,825, 0.0, 0.0) , 
= (-0.25, -0.32275, -0.45644, 0.79057) , % 
e = (-0.25, -0.32275, -0.45644, -0.79057) -5 
* 1.25 0.0 0.0 
0.96828 1.29099 1.29099 
0.0 -0.91287 0.4.5644 
0.0 0.0 -0.79099 
E2= 
-1.25 0.0 0.0 
-0.32275 -1.29099 0.0 
E =  -3 0.91287 0.91287 1.36931 
0.0 0.0 -0.79057 
-1.25 0.0 0.0 
-0.32275 -1.29099 0.0 
E+= 
-0.45644 -0.45644 -1.36931 
0.790167 0.79057 0.79057 
5 
1.25 
0.32275 
0.45644 
0.79057 
0.0 
1.29099 
0.45644 
0,79057 
0.0 
0.0 
1.36931 
0.79057 
0.0 
0.0 
0.0 
1 e 58114 
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-1 e 25 0.0 0.0 0.0 
-0,32275 -1.29099 0.0 0.0 
-0.79057 -0.79057 -0.79057 1.58114 
1.0 0.5 0.5 0.5 
0.5 le0 0.5 0.5 
0.5 0.5 1.0 0.5 
= c5 
015 0.5 0.5 1.0 
where 
C5 =2.5 
where 1 
g5 = 0 . 6 4  3 g5 =-0 16 
13 5 
(v) For R = 6 
- - 
E2 = 
1.200 
9 
-0.9780 
f i  
0.0 
0 .o 
0 .o 
-1.200 
0.97980 
0.0 
0.0 
0.0 
.t 
1 r 
2 
t 
t 
e = (1.0, 0.0, 0.0, 0.0, 0.0) 
9 
e = (-0.2, U.9L80, 0 .0 ,  0 . 0 ,  0 .0 )  
(-0.2,-0.24495, 0.94868, 0.0, 0.0) e3  
e4 = (-0.2, -0.24495, -0.31623, 0.89443, 0 .O) 
t 
e5 = (-.02, -0.24495, -0.31623, -0.44721, 0.77460) 
t 
e6 = (-0.2, -0,24495, -0.31623, -0.44721, -0.77460) 
1.200 
0.24495 
-0.94868 
0.0 
0.0 
0.0 
1.22474 
-0.74868 
0 .o 
0.0 
1.200 
0.24495 
0.31623 
-0.89443 
0 .o 
0 .o 
1.22474 
0 31623 
-0.89443 
0 .o 
1.200 
0.24495 
0.31623 
0.44721 
-0 a 77460 
0 .o 
I., 22474 
0.31623 
0.44721 
-0 e 77460 
1.200 
0.24495 
0.31623 
0.44721 
0.77460 
0 .o 
1.22474 
0.31623 
0.44721 
0.77460 
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E =  -3 
E =  -4 
- 
s5 
-1.20 
-0 e 24495 
6 
0.94888 
0.0 
0.0 
-1.200 
-0.24495 
-0 a 31623 
0 a 89443 
0 .o 
-1.200 
-0.24495 
-0 e 31623 
-0 a 44721 
0.77460 
0.0 0 .o 
-1.22474 0.0 
b 
0.94888 1 .26491 
0.0 -0.89 443 
0.0 0 .o 
0.0 0.0 
-I 224 74 0.0 
-0 e 31623 -1.26491 
0.89443 0.89443 
0.0 0 - 0  
0 .o 0.0 
-1.22474 0 .o 
-0.31623 -1.26491 
-0 44721 -0 e 44721 
0 a 77460 0.7746 
0 .o 
0 .o 
1.26491 
0.44721 
-0 72460 
0 * o  
0 .o 
0 .o 
1.34164 
-0.7746 
0 .o 
0.0 
0.0 
-1.34164 
0 e 77460 
0 .o 
0.0 
1.26491 
0.44721 
0.77460 
0 .o 
0.0 
0 -0  
1 ,34164 
0.7746 
0.0 
0 -0 
0 .o 
0 - 0  
1.54919 
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%= 
- -1.2 0.0 0.0 0.0 0: 0 
-0.24495 -1.22474 0.0 0.0 ' 0.0 
-0.31623 -0.31623 -1.26491 0.0 0.0 
-0.44721 -0.44721 -0.44721 -1,34164 0.0 
-0.77460 -0.77460 -0.77460 -0.77460 -1.54919 
t 
-5 -5 = ( E  E )  
= C 
6 
1.0 
0.5 
0.5 
0.5 
L 0.5 
t t t = ( E  E )  = ( E  E )  = ( & % )  -2 -2 -3 -3 
0.5 0.5 0.5 0.5 
1.0 0.5 0.5 0.5 
0.5 1.0 0.5 0.5 
0.5 0.5 1.0 0.5 
0.5 0.5 0.5 1.0 
where 
C6 = 2.39999 
a 
where 
' 6  
'6 _. 
'6 
'6 
'6 
9 
1 
1 
t 
q 
'6 
'6
' 6  
'6 
' 6  
I 
1 
t 
I 
' 6  
'6 
'6 
'6 
'6 
1 
I 
1 
1 
g6 
'6 
'6 
' 6  
'6 
P 
1 
1 
1 9 
g6 = 0.67444 9 g6= -0.13888 . 
1 
'6 
'6 
'6 
g6 
'6  
1 
1 
I 
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(vi) For R = 7 
E =  -1 
I E2= 
2 = (1.0, 0.0, 0.0 ,  0 . 0 ,  0.0 0.0) -1 
t e = (-0.16667, 0.98601, 0.0 ,  0.0, 0.0, 0.0) -2 
et = (-0.16667,-0.19720, 0.96609, 0.0,  0 . 0 ,  0.0) -3 
et = (0.16667, -0,19760,-0.24152, 0.93541, 0.0,  0 . 0 )  -4 
t e = (-0.16667,-0.19720,-0.24152,-0.31180,0~~8192,0.0) -5 
et = (-0.16667,-0.19720,-0.24152,-0.3118,-0.44096,0.76376) -6 
2 
eL = (-0.16667,-0.19720,-0.24152,-0.3118,-0.44096,-0.76376) -7 
1.16667 1.16667 1,16667 1.16667 1.16667 1.16667 
-0.98601 0.19720 0.19720 0.1972 0.19720 0.19720 
0.0 -0,96609 0.24152 0.24152 0.24152 0.24152 
0.0 0.0 -0.9 3541 0.31180 0.31180 0 31180 
0.0 0.0 0 .o -0.88192 0.44096 0,44096 
0,o 0.0 0.0 0.0 -0.76376 0.76376 
‘-1.16667 0.0 0.0 0 .o 0.0 0.0 
0.38601 1.18322 1.18322 1.18322 1.18322 1,18322 
0 .o -0.96609 0,24152 0 e 24152 0.24152’ 0.24152 
0,o 0.0 -0.9 354.1 0.31180 0 e 31180 0.31180 
0.0 0.0 0 .o -0,88192 0.44096 0.44096 
b 0.0 0 .o 0.0 0.0 -0.76376 0.76376 
13 9 
-1.16667 0.0 0.0 0 .o 
-0.19720 -1.18322 0 .O 0 .o 
0.96609 0.96609 1.20761 1.20761 
0 .o 0 .o -0.93541 0.31180 
0 .o 0.0 0 .o -0.88192 
0.0 0 .o 0.0 0 .o 
-1.16667 0.0 0.0 0 .o 
-0.19720 -1.18322 0.0 0 .o 
-0.24152 -0.24152 -1.20760 0 .O 
0.93541 0.93541 0.93541 1.24722 
0.0 0 .o 0 .o -0.88192 
0.0 0.0 0 .o 0.0 
I 
-1.16667 0.0 0.0 0.0 
-0 e 19 720 -1.18322 0.0 0 e o  
$=I -0.24152 -0.24152 -1.20761 0 e 0 
-0.31180 -0.31180 -0.31180 -1.24722 
0.88192 0.88192 0.88192 0.88192 
0.0 0 .o 0.0 0 .o 
0.0 0 .o 
0.0 0 .o 
1.20761 1.20761 
0.31180 0.31180 
0.44096 0.44096 
-0.76376 0.76376 
0 .o 0 .o 
0.0 0 .o 
0 .o 0 .o 
1.24722 1.24722 
0.44096 0.44096 
-0.76376 0.76376 
0.0 0.0 
0.0 . 0 .o 
0 .o 0 .o 
0 .o 0.0 
1.32288 1.32288 
-0.76376 0.76376 
140 
%= 
E7= 
-1.16667 0,O 0.Q 0 ,o Q,Q 0 ,o 
-0.19720 -1,18322 Q.0 0 a 0  Q.0 0 .o 
-0e24152 -0,24152 -1,20761 0.0 0.0 0 .o 
-0.31180 -0.31180 -0.31180 -1,24722 0.0 0 .o 
-0.44096 -0.44096 -0.44096 0.44096 -1,32288 0.0 
0.76376 0.76376 0.76376 0,76376 0,76376 1,52752 
-1,16667 (2.0 0 .o 0.0 0 .o Q.0 
-0 a 19 720 -1 e 18322 0.0 0 .o O,Q 0 .o 
-0.24152 -0.24152 -1.20761 0.0 0 .o 0 ,o 
-0.31180 -0,31180 -0.31180 -1,24722 0.0 0.0 
-0.44096 -0.44096 -0.44096 -0.44096 -1.32288 0.0 
-0.76376 -0,76376 -0.76376 -0.76376 -0.76376 -1.52752 
t t t t t t F = E t E  = E  E = E  E = E  E = E  E = E  E = E  E -R -1 -1 - 2  -2 -3 -3 -4 -4 -5 -5 -6 -6 -7 - 
= c7 
1 112 112 112 112 112 ' 
112 1 112 112 f/2 1/2 
1/2 lj2 1 1/2 1/2 1/2 
112 112 1/2 1 1/2 112 
1/2 112 1/2 1/2 1 112 
112 1/2 112 112 f/2 ' 1 
where 
C7= 2.33333 
14 1 
= = ( E  ‘E )-l -7 -7 
t 
g7 87 
g7 g7 
1 
1 1 
- g7 g7 
1 I 
87 g7 
87 g7 
g7 g7 
1 1 
I 1 
where 
1 
i= 0.73449 , g7 = -0.12239 87 
(vii) For R=8 
e t= (1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0) -1 
e t= (-Oe 14286,O. 98974 ,O. 0,O. 0,O. 0,O. 0,O. 0 )  -2 
e t= (-0.14286 ,-0 16496,O. 97590,O. 0,O. 0,O. 0,O. 0,O. 0) -3 
t= (-0.14286 ,-0.16496 s-Oe 19518,O. 95618,O. 0,O. 0,O. 0) % 
e t= (.O. 14286 $-O. 16496 ,-0.19518 ,-0.23905,O. 92582 0.0,O. 0 )  -5 
t= (-0.14286,-0.16496,-0.19518,-0.23905,-0.3086~,0.87287,0.0) % 
e t= (-0.14286 ,-0.16496 ,-O* 19518 ,-0.23905 ,-0- 30861,-0.43644 ,O. 75593) -7 
% t=(-0.14286,-0.16496,-0.19518,-0~23905~-0.30861,-0.43644~-0~75593) 
142 
E =  -1 
E =  -2 
x3= 
1.14286 1.14286 1.14286 1.1.4286 1.14286 1.14286 1.14286 
-0.90974 0.16496 0.16496 0.16496 0.16496 0.16496 0.16496 
0.0 -0.97590 0.19518 0.19518 0.19518 0.19518 0.19518 
0.0 0.0 -0.96518 0.23905 0.23905 0.23905 0.23905 
0.0 0.0 0.0 -0.92582 0.30861 0.30861 0.30861 
0.0 0.0 0.0 0.0 -0.87287 0.43644 0.43644 
8 0.0 0.0 0.0 0.0 0.0 -0.75593 0.75593 
.-1.14286 0.0 0.0 0.0 0.0 0.0 0.0 
0.98974 1 1547 1.1547 1.1547 1.1547 1,. 1547 1,1547 
0.0 -0.97590 0.19518 0.19518 0.19518 0.19518 1,19518 
0.0 0.0 -0.95618 0.23905 0.23905 0.23905 0.23905 
0.0 0.0 0.0 -0.92582 0.30861 0.30861 0.30861 
0.0 0,o 0.0 0.0 -0.87287 0.43644 0.43644 
* 0.0 0.0 0.0 0.0 0.0 -0.75593 0.75593 
L1.14286 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16496 -1.15470 0.0 0.0 0.0 0.0 0.0 
0.97590 0.97590 1.17108 1.17108 1.17108 1.17108 1.17108 
0.0 0.0 -0.95618 0.23905 0.23905 0.23905 0.23905 
0.0 0.0 0.0 -0.92582 0.30861 0.30861 0.30861 
0.0 0.0 0.0 0.0 -0,87287 0.43644 0.43644 
. 0.0 0.0 0.0 0.0 0.0 -0.75593 0.75593 
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-1.14286 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16496 -1.15470 0.0 0.0 0.0 0.0 0.0 
-0.19518 -0.19518 -1.17108 0.0 0.0 0.0 0.0 
I 0.95618 0.95618 0.95618 1.19523 1.19523 1.19523 1.19523 
-0.92582 0.30861 0.30861 0.30861 
0.0 -0.87287 0.43644 0.43644 
0.0 0.0 -0.75593 0.75593 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
-1.14286 0.0 0.0 
-0.16496 -1.15470 0.0 
-0.19518 -0.19518 -1.171 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
-0.23905 -0.23905 -0.23905 -1,19523 0.0 0.0 0.0 
-0.92582 0,92582 0.92582 0.92582 1.23443 1.23443 1.23433 
0.0 0.0 0.0 0.0 -0.87287 0.43644 0.43644 
0.0 0.0 0.0 0.0 0.0 -0.75593 0.75593 
-1.14286 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16496 -1.15470 0.0 0.0 0.0 0.0 0.0 
-0.19518 -0.19518 -1.17108 0.0 0.0 0.0 0.0 
-0.23905 -0.23905 -0.23905 -1.19523 0.0 0.0 0.0 
4 
-0.30861 -0.30861 -0.30861 -0.30861 -1.23433 0.0 0.0 
0.87287 0.87287 0.87287 0.87287 0.87287 1,30931 1.30931 
0 .o 0 .o 0.0 0,o 0 -0 e 75593 0.75593 
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-1.14286 0.0 0.0 0.0 0 ,o 0 .o 0 .o 
g7= 
-0.16496 -1.15.70 0.0 0 .o 0 e o  0.0 0 .o 
-0.19518 -0.19518 -1,17108 0.0 0 ,o 0 -0 0 .o 
-0.23905 -0.23905 -0.23905 -1.19523 0.0 0 .o 0.0 
-0,30861 -0.30861 -0.30861 -0.30861 -1,23443 0.0 0 .o 
-0,43644 -0.43644 -0.43644 -0.43644 -0.43654 -1,30931 0.0 
b 0.75593 0.75593 0.75593 0.75593 0.75593 0.75593 1.51186 
-1.14286 0,O 0 .o 0.0 0 .o 0.0 0 .o 
-0.16496 -1 e 15470 0 e 0 0 .o 0,o 0 .O 0.0 
-0.19518 -0.19518 -1.17108 0.0 0 .o 0 .o 0.0 
-0.23905 -0.23905 -0.23905 -1.19523 0.0 0 *o 0 - 0  
-*0.30861 -0.30861 -0.30851 -0.30861 -1.23443 0.0 0 .o 
-0.43644 -0.43644 -0.43644 -0.43644 -0.43644 -1,30931 0,O 
-0.75593 -0.75593 -0,75593 -0.75593 -0.75593 -0.75593 -1.51186 
=c 
'1.0 0.5 0.5 0.5 0.5 0.5 0.5 
0,5 1,O 0.5 0.5 0,5 0.5 0.5 
0.5 0.5 1.0 0,5 0.5 0,5 0.5 
0.5 0.5 0,5 1.0 0.5 0,5 0.5 
0.5 0,5 0.5 0.5 1.0 0.5 0.5 
0.5 0,5 0,5 0.5 0.5 1.0 0.5 
0,5 0,5 0.5 0.5 0.5 0.5 1,o 
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where 
c8= 2.2@1 
G - (E tE )-I = (E tE )-I E tE )-l = (E tE )-' = (E tE )-I 
-3- -1 1 -2 -2 -3 -3 -4 -4 -5 -5 
t -1 = (E t~ j - l  = (E t~ 5 - l  = (E E -6-6 -7 -7 -8 -8 
g8 
1 
g8 
1 
g8 
1 
g 
8 
1 
g 
8 
1 
g 
8 
1 
'8 
V 
g8 
g8 
t 
g8 
I 
g 
8 
V 
g 
8 
8 
t: 
8 
t 
g8 
? 
g8 
1 
g8 
g8 
t 
g 
8 
t 
g 
8 
9 
g 
8 
I 
g8 
where 
g -0,76553 and g8 = -0,10936 8- 
f 
V 
g8 
1 
g8 
I 
g8 
g 
8 
1 
g 
8 
1 
g 
8 
1 
g8 
t 
g8 
1 
g8 
I 
g8 
t 
g 
8 
g 
8 
1 
g 
8 
8 
g8 
1. 
g8 
1 
'8 
' 1  
g8 
1 
g 
8 
V 
g 
8 
v 
g 
8 
g8 
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E =  -1 
( v i i i )  For R = 9 
= (1.00, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0. 0.0) 
gi = (-0.12500, 0.99216, J.0, 0.0, 0.0, 0.0, 0.0, 0.0) 
= (-0.12500, -0.14174, 0.98198, 0.0, 0.0, 0.0, 0.0, 0.0) 
$ = (-0.12500, -0.14174, -0.16365, 0.96825, 0.0, 0.0, 0.0, 0.0) 
et = (-0.12500, -0.14174, -0.16366, -0.19365, 0.94868, 0.0, 0.0, 0.0) -5 < - (-0.12500, -0.14174, -0.16366, -0.19365, -0.23717, 0.91856, 0.0,O.O) 
et=(-0,12500 ,-0.14174 ,-0.16366 ,-0.19365,-0.23717 ,-0.30619 .O. 86603, 0.0) -7 
eg=(-0.12500,-0.14174,-0.16366,-0.19365,-0.23717,-0.30619,-0.43~01,0.750G0~ t 
- 
and 
+(-O. 12500.-0.14174 ,-0.16366,-0.19365 ,-0.23717,-0.30619 ,-0.4330l,-0.75000) 
r 1.12500 1.12500 1.12500 1.12500 1.12500 1.12500 
-0.99216 0.14174 0.14174 0.14174 0.14174 0.14174 
0.0 -0.98198 0.16366 0.16366 0.16366 C.16366 
0.0 0.0 -0.96825 0.19365 0.19365 0.19365 
0.0 0.0 0.0 -0.94868 0.23717 0.23717 
0.0 0.0 0.0 0.0 -0.91856 0.30619 
0.0 0.0 0.0 0.0 0.0 -0.86603 
- 0.0 0.0 0.0. 0.0 0.0 0.0 
1.12500 1.12500 
0.14174 0.14174 
0.16366 0.16366 
0.19365 0.19365 
0.23717 0.23717 
0.30619 0.30619 
0.43301 0.43301 
.0.75000 0.75000 
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1.12500 
0.99216 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.12500 
-0.14174 
0.98198 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13389 
-0.98198 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13389 
0.16366 
-0.96825 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13389 
0.16366 
0.19365 
-0.94868 
0.0 
0.0 
0.0 
0.0 
1.13389 
0.16366 
0.19365 
0.23717 
-0.91856 
0.0 
0.0 
0.0 
1.13389 
0.16366 
0.19365 
0.23717 
0.30619 
-0.86603 
0.0 ’ 
0.0 
1.13389 
0.16366 
0.19365 
0.23717 
0.30619 
0.43301 
-0.7500 
0.0 
1.13389 
0.16366 
0.19365 
0.23717 
0.30619 
0.43301 
0.7500 
0 .0  
-1.13389 
0.98198 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.14564 
-0.96825 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.14564 
0.19365 
-0.94868 
0.0 
0.0 
0.0 
0.0 
0.0 
1.14564 
0.19365 
0.23717 
-0.91856 
0.0 
0.0 
0.0 0.0 
0.0 0.0 
1.14564 1.3.4564 
0.19365 0.19365 
0.23717 0.23717 
0.30619 0.30619 
-0.86603 0.43301 
0.0 -0.75000 
0.0 
0.0 
1.14564 
0.19365 
0.23717 
0.30619 
0.43301 
0.75000 
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4' 
3" 
-1.12500 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-0.14174 -1.13389 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16366 -0.16366 -1.14564 0.0 0.0 0.0 0.0 0.0 
0.96825 0.96825 0.96825 1.16189 1.16189 1.16189 1.16189 1.16189 
0.0 0.0 0.0 -0.94868 0.23717 0.23717 0.23717 0.23717 
0.0 0.0 0.0 0.0 -0,91856 0.30619 0.30619 0.30619 
0.0 0.0 0.0 0.0 0.0 -0.86603 0.43301 0.43301 
0.0 0.0 0.0 0.0 0.0 0.0 -0.75000 0.75000 
-1.12500 0.0 
.0.14174 -1.13389 
.0.16366 -0.16366 
.O. 19365 -0.19365 
0.94868 0.94868 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0 .0  
0.0 
-1.14564 
-0.19365 
0.94868 
0.0 
0.0 
0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
-1.16189 0.0 
Oe7+8b6. 1.18585 
0.0 -0.91850 
0.0 0.0 
0.0 0.0 ' 
0.0 0 .0  
0.0 0 .0  
0.0 0.0 
0.0 0.0 
1.18585 1.18585 
0.30619 0.30619 
-0.86603 0.43301 
0.0 -0.75000 
0.0 
0.0 
0.0 
0.0 
1.18585 
0.30619 
0.43301 
0.75000 
149 
-0.14174 -1.13389 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16366 -0.16366 -1.14564 0.0 0.0 0.0 0.0 0.0 
1-0.19363 -0.19363 -0.19363 -1.16189 0.0 0.0 0.0 0.0 
%la 
0.23717 -0.23717 -0.23717 -0.23717 -1.18585 0.0 0.0 0.0 
0.91856 0.91856 0.91856 0.91856 0.91856 1.22474 1.22474 1.22474 
0.0 0.0 0.0 0.0' 0.0 -0.86603 0.43301 0.43301 
0.0 0.0 0.0 0.0 0.0 0.0 -0,75000 0.75000 
E -7
-1.12500 0.0 
-0.14174 -1.13389 
-0.16366 -0.16366 
-0.19365 -0.19365 
-0.23717 -0.23717 
-0.30619 -0.30619 
0.86603 0.86603 
0.0 0.0 
0.0 
0.0 
-1.14564 
-0.19365 
-0.23717 
-0.30619 
0.86603 
0.0 
0.0 
0.0 
0.0 
-1.16189 
-0.23717 - 
-0.30619 - 
0.86603 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.18585 
-0.30619 
0.86603 
0.0 
0.0 
' 0.0 
0.0 
0.0 
0.0 
-1.22475 
0.86603 
0.0 
0:o 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
1.29904 1.29901 
-0.75 0.75 
I50 
0.0 - 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.500 - 
-1.12500 0.0 0.0 0.0 0.0 0.0 
-0.14174 -1.13389 0.0 0.0 0.0 0.0 
1; 
.. i, 
-0.16396 -0.1.636(3 -1.14564 0.0 0.0 0.0 
-0.19365 -0.19365 -0.19365 -1.16189 0.0 0.0 
0.23717 -0.23717 -0.23717 -0.23717 -1.18585 0.0 
-0.30619 -0.30619 -0.30619 -0.30619 -0.30619 -1.22475 
-0.43301 -0.4!3301 -0.43301 -0.43301 -0.43301 -0.43301 
0.75 0.75 0.75 0.75 0.75 0.75 
0.0 0.0 0.0 0.0 
St:" 
-1.1349; 0.0 0.0 0.0 
-0.19365 -0.19365 -1.16190 a.o 
-0.16366 -1.14564 0.0 0.0 
-0,23717 -0.23717 -0.23717 -1.18585 
-0.30619 -0.30619 -0.30619 -0.30619 
-0.43301 -0.43301 -0.43301 -0.43301 
-0.75 -0.75 -0.75 -0.75 
0.0 . 
0.0 
0.0 
0.0 
0.0 
-1.22475 
-0.43301 
-0.75 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.29904 
0.75 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.29904 
-0.75 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.5 
15 1 
1.0 0 .5  0.5 0 . 5  0 .5  0.5 0.5 0 . 5  
0.5 1.0 0.5 0 . 5  0 .5  0.5 0.5 0.5 
0.5 0.5 1 .0  0.5 0 .5  0 .5  0 .5  0.5 
0.5 0 .5  0.5 1.0 0.5 0.5 0.5 0.5 
0 . 5  0.5  0.5 0.5 1.0 0.5 0 . 5  0.5 
0.5 0.5 0.5 0.5 0.5 1.0 0.5 0.5 
0 .5  0 .5  0.5 0.5  0.5 0.5 1.0 0.5 
0.5 0 .5  0.5 0.5 0.5 0.5 0.5 1.0 
where Cg = 2 . 2  5 . _ . .  
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(ix) For R = 10 - (1.00, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0) 
c?: - ( - O . / / / l l ,  0.99381, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0) 
5; = (-0.11111, -0.12423, 0.98601, 0.0, 0.0. 0.0, 0.0, 0.0, 0.0) 
$ (-0.11111, -0.12423, -0.14086, 0.97590, 0.0 0.0, 0.0, 0.0, 0.0) 
5; - (-0.11111, -0.12423, -0.14086, -0.16265, 0.96225, 0.0, 0.0, 0.0, 0.0) 
$ - (-0.11111, -0.12423, -0.14086, -0.16265, -0.19245, 0.94281, O . O , O . O , O . O )  
2; p ~-0~11111.-0.12423,-0.14086,-0.16265 ,-0.19245 ,-0.23570,O. 91287 ,O. 0, 0.0) 
$ = (-0.11111.-0.12423,-0.14086 ,-0.16265 ,-0.19245 ,-0.23570,-0.30429 ,O. 86066,O. 0) 
4 = (-0.11111,-0.12423a-0. 14086 $-O. 16265,-0.19245 ,-0.23570,-0.30429,-0.43033.0.74536) 
and , 
t 210 ~(~0~11111~~0~12423~~0~14086~~0~16265~~0~19245a~0~23570~~0~30429,-0.43033,-0.74536) 
1.11111 1.11111 
0.12423 0.12423 
-0.98601 0.14086 
0.0 -0.97590 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
1.11111 1.11111 1.11111 1.11111 1.11111 
0.12423 0.12423 0.12423 0.12423 0.12423 
0.14086 0.14086 0.14086 0.14086 0.14086 
0.16265 0.16265 0.16265 0.16265 0.16265 
-0.96225 0.19245 0.19245 0.19245 0.19245 
0.0 -0.94281 0.23570 0.23570 0.23570 
0.0 0.0 -0.91287 0.30429 0.30429 
0.0 0.0 0.0 -0.86066 0.43033 
0.0 0.0 0.0 0.0 -0.74536 
1.11111 
0.12423 
0.14086 
0.16265 
0.19245 
0.23570 
0.30429 
0.43033 
0.74536 
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1.11111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.99381 1.11803 1.11803 1.11803 1.11803 1.11803 1.11803 1.11803 
0.0 -0.98601 0.14086 0.14086 0.14086 0.14086 0.14086 0.14086 
0.0 0.0 -0.97590 0.16265 0.16265 0.16265 0.16265 0.16265 
0.0 . 0.0 0.0 -0.96225 0.19245 0.19245 0.19245 0.19245 
0.0 0.0 0.0. 0.0 -0.94281 0.23570 0.23570 0.23570 
0.0 0.0 0.0 0.0 0.0 -0.91287 0.30429 0.30429 
0.0 0.0 0.0 0.0 0.0 0.0 -0.86066 0.43033 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.74536 
0.0 
1.11803 
0.14086 
0.16265 
0.19245 
0.23570 
0.30429 
0.43033 
0.74536 
1.11111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.12423 -1.11803 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.98601 0.98601 1.12687 1.12687 1.12687 1.12687 1.12687 1.12687 1.12687 
0 .o 0.0 -0.97590 0.16265 0.16265 0.16265 0.16265 0.16265 0.16265 
0.0 ' 0.0- 0.0 -0.96225 0.19245 0.19245 0.19245 0.19245 0.19245 
0.0 0.0 0.0 0.0 -0.94281 0.23570 0.23570 0.23570 0.23570 
0.0 0.0 0.0 0.0 0.0 -0.91287 0.30429 0.30429 0.30429 
0.0 0.0 0.0 0.0 0.0 0.0 -0.86066 0.43033 0.43033 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.74536 0.74536, 
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4' 
-1.11111 
-0.12423 
-0.14086 
0.97590 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.11111 
-0.12423 
-0.14086 
-0.16265 
0.96225 
0.0 
0.0 
' 0.0 
* 0.0 
0.0 
-1.11803 
-0.14086 
0.97590 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.12687 
0.97590 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13855 
-0.96225 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13855 
0.19245 
-0.94281 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13855 
0.19245 
0.23570 
- 0, ql2dY 
0.0 
0.0 
0.0 
0.0 
0.0 
1.13855 
0.19245 
0.23570 
0.30429 
-0.86066 
0.0 - 
0.0 0.0 
0.0 0.0 
0.0 0.0 
1.13855 1.13855 
0.19245 0.19245 
0.23570 0.23570 
0.30429 0.30429 
0.43033 0.43033 
.0.74536 0.74536 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-1.1180 
-0.14086 
-0.16265 
0.96225 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.12687 
-0.16265 
0.96225 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.13855 
0.96225 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.15470 
-0.94281 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.15470 
0.23570 
-0.91287 
0.0 
0.0 
0.0 
0.0 
0.0 
1.15470 
0.23570 
0.30429 
-0.86066 
0.0 
0.0 
0.0 
0.0 
1.15470 
0.23570 
0.30429 
0.43033 
-0.74536 
0.0 
0.0 
0.0 
1.15470 
0.23570 
0.30429 
0.43033 
0.74536 
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a- 
E =  -7 
-1.11111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-0.12423 -1.11803 0.0 0.0 0.0 0.0 0.0 0.0 
-0.14086 -0.14086 -1.12687 0.0 0.0 0.0 0.0 0.0 
-0.16265 -0.16265 -0.16265 -1.13855 C.0 0.0 0.0 0.0 
-0.19245 -0.19245 -0.19245 -0.19245 -1.15470 0.0 0.0 0.0 
0.94281 0.94281 0.94281 0.94281 0. f4.281 1.17851 1.17851 1.17851 
0.0 0.0 0.0 0.0 0.0 -0.91287 0.30429 0.30429 
0.0 0.0 0.0 0.0 0.0 0.0 -0.86066 0.43033 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.74536 
.-1. 
-0. 
-0. 
11111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
12423 -1.11903 0.0 0.0 0.0 0.0 
14086 -0.14086 -1.12687 0.0 0.0 0.0 
-0.16265 -0.16265 -0.16265 -1.13855 0.0 0.0 
-0.19245 -0.19245 -0.19245 -1.19245-1.15470 0.0 
-0.23570 -0.23570 -0.23570 -0.23570-0.23570 -1.17851 
0.91287 0.91287 0.91287 0.91287 0.91287 0.91287 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 
0.0 
0.0 
0.0 
0.0. 
1.21716 
-0.86066 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.21716 
0.43033 
-0.74536 
0.0 
0.0 
0.0 
0.0 
0.0 
1.17851 
0.30429 
0.43033 
0.74536 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.21716 
0.43033 
0.74536 
-1.11111 0.0 0.0 0.0 0.0 0.0 
-0.12423 -1.11803 0.0 0.0 0.0 0.0 
-0.14086 -0.14086 -1.12687 0.0 0.0 0.0 
-0.16265 -0.16265 -0.16265 -1.13855 0.0 0.0 
-0.19245 -0.19245 -0.19245 -0.19245 -1.15470 0.0 
-0.23570 -0.23570 -0.23570 -0.23570 -0.23570 -1.17851 
-0.30429 -0.30429 -0.30429 -0.30429 -0.30429 -0.30429 
0.86066 0.86066 0.86066 0.86066 0.86066 0.86066 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.21716 
0.86066 
0.0 
-1.11111 0.0 0.0 0.0 0.0 0.0 0.0 
-0.12423 -1.11803 0.0 0.0 0.0 0.0 0.0 
-0.14086 -0.14086 -1.12687 0.0 0.0 0.0 0.0 
-0.16265 -0.16265 -0.16265 -1.13855 0.0 0.0 0.0 
-0.19245 -0.19245 -0.19245 -0.19245 -1.15470 0.0 0.0 
-0.23570 -0.23570 -0.23570 -0.23570 -0.23570 -1.17851 0.0 
-0.30429 -0.30429 -0.30429 -0.30429 -0.30429 -0.30429 -1.21716 
-0.43033 -0.43033 -0.43033 -0.43033 -0.43033 -0.43033 -0.43033 
0.74536 0.74536 0.74536 0.74536 0.74536 0.74536 0.74536 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.29099 
-0.7,4536 
0 .p 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.29099 
0.74536 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.29099 
0.74536 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.49071 
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-1.11111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-0.12423 -1.11803 0.0 0.0 0.0 0 .0  0.0 0.0 0.0 
-0.14086 -0.14086 -1.12087 0.0 0.0 0.0 0.0 0.0 0.0 
-0.16265 -0.16265 -0.16265 -1.13855 0.0 0.0 0.0 0.0 0.0 
-0.19245 -0.19245 -0.19245 -0.19245 -1.15470 0.0 0.0 0.0 0.0 
-0.23570 -0.23570 -0.23570 -0.23570 -0.23570 -1.17851 0.0 0.0 0.0 
-0.30429 -0.30429 -0.30429 -0.30429 -0.30429 -0.30429 -1.21716 0.0 0.0 
-0.43033 -0.43033 -0.43033 -0.43033 -0.43333 -0.43033 -0.43033 -1.29099 0.0 
-0.74536 -0.74536 -0.74536 -0.74536 -0.74536 -0.74536 -0.74536.-0.74536 -1.49071 
" 5 0  
1.0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
0.5 1.0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
0.5 0.5 1.0 0.5 0.5 0.5 0.5 0.5 0.5 
0.5 0.5 0.5 1.0 0.5 0.5 0.5 0.5 0.5 
0.5 0.5 0.5 0.5 1.0 0.5 0.5 0.5 0.5 
0.5 0.5 0.5 0.5 0.5 1.0 0.5 0.5 0.5 
0.5 0.5 0.5 0.5 0.5 0.5 1.0 0.5 0.5 
0.5 0.5 0.5 0.5 0.5 0.5 0.5 1.0 0.5 
,Os5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1.0 
where 
CIO = 2.22222 
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Li 
where 
gl, = 0.51008 , 
and gll0 = -0.09001 . 
159 
Appendix E 
DIGITAL COMPUTER PROGRAM OF "JlE PROPOSED 
MULTI-CLASS LEARNING ALGORITHM 
This appendix presents the digital computer program for the 
multi-class learning algorithm proposed in Section 4 . 0  which is a 
generalization of the Ho-Kashyap algorithm. The program was written 
in the modified Fortran I V  E level language and has been run on IBM 
360/50 University of Pittsburgh Time-sharing System. The entire 
e 
program consists of the following four parts. 
1) Multi-class learning algorithm, 
2) generalized inversed matrix (GINVS) 
3) Andrees algorithm (BDE), and 
4) generation of matrix E- and its inverse of equilateral 
simplex vertex vector (SIMPLX) e 
The last three parts used as subroutines for the multi-class learning 
algorithm. 
algorithm are adapted from Brand's work 
The programs f o r  the generalized inverse matrix and Andree's 
e 
( 6 )  
The essence of the multi-class learning algorithm is to deter- 
mine a solution matrix U of a set of matrix inequalities A.U E.>O for 
all j = 1, 2, e e .Re The complete algorithm is summarized as follows: 
3- -3 - - 
160 
The program terminates when e i t h e r  a so lu t ion  L i s  obtained s o  t h a t  
A .  U E 3-3 - 
l i n e a r l y  separable i f  3 Y -j E -- < 0 for a l l  j = 1 , 2 , s e e 9 R 0  
and computer program l i s t i n g  are given below: 
> 0 f o r  a l l  j = lp20e1e9R, o r  else, t h e  sample p a t t e r n s  no t  
The flow cha r t  
FLOW CHART FOR THE PROPOSED 
MULTI CLASS ALGORITHM 
Call  SIMPLX 
CALL GINVS 
162 
500 
6 PO 
510 
5000 
2 
12 
1010 
163 
040 
0 50 
10 
6 
020 
'I 
30 
030  
21 
35 
22 
20 
7 
40 
50 
80 
85 
165 

167 

169 
601 
6 04 
605 
000 
669 
700 
702 
POP0 
769 
708 
704 
170 
020 F ORCI AT /' S= 9 F10 o 5/ 1 
GO TO 9. 
69 C O N T I N U E  
RETURN 
END 
00 FORMAT ( 2  I3 1 
171 
c 
.172 
173 
17 4 
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