The characterization of commercial 3D scanners allows acquiring precise and useful data. The accuracy of range and, more recently, color for 3D scanners is usually studied separately, but when the 3D scanner is based on structured light with a color coding pattern, color influence on range accuracy should be investigated. The commercial product that we have tested has the particularity that it can acquire data under ambient light instead of a controlled environment as it is with most available scanners. Therefore, based on related work in the literature and on experiments we have done on a variety of standard illuminants, we have designed an interesting setup to control illuminant interference. Basically, the setup consists of acquiring the well-known Macbeth ColorChecker under a controlled environment and also ambient daylight. The results have shown variations with respect to the color. We have performed several statistical studies to show how the range results evolve with respect to the RGB and the HSV channels. In addition, a systematic noise error has also been identified. This noise depends on the object color. A subset of colors shows strong noise errors while other colors have minimal or even no systematic error under the same illuminant.
INTRODUCTION
Recent works on 3D scanners have improved their accuracy. However, differences still exist depending on the scanning techniques. In this paper, we consider scanners based on Coded Structured Light (CSL) due to their ability to provide fast data collection and even to allow real time applications such as security (face or object recognition), reverse engineering (rapid prototyping) and quality control (inspection). Although manufacturers provide specifications, usually the first step to evaluating system performance is to validate the performance of systems using characterization methods. In general, range characterization and color characterization are studied separately. Range characterization has been done with specific objects where neutral colors avoid the reflective problem. Separately, color characterization has been done with the well-known Macbeth ColorChecker. Publications dealing with range accuracy [1] [2] [3] [4] [5] [6] [7] [8] and how to evaluate it are separated into two distinct categories: the optical transfer function 1-3 evaluation, and geometrical feature [4] [5] [6] [7] [8] conservation. Publications dealing with color accuracy [9] [10] [11] [12] and how cameras reproduce color information are also divided into two categories: the colorimetricbased 9 camera characterization and the spectral-based 10-12 characterization. We have based our research on Clark and Robson 8 who show color influences on range accuracy for a laser line scanner. The question we address is what happens when the 3D scanner is based on a color coding pattern and not a laser. We have measured different features such as planarity, relative height and sampling, and studied the results in regard to different color spaces such as RGB and HSV. Our set up consists on taking one "shot" of the Macbeth ColorChecker. 13 As preliminary work we have taken several acquisitions under different standard illuminants provided by a light booth. We have observed that the system that we characterize is sensitive to the illuminant. Therefore we have decided to study the results under selected illuminants as well as daylight ambient light. This paper is organized as follows: the experimental system and its properties are presented in Section 2. Section 3 presents system setup and gives some preliminary investigation. Section 4 details the experimental results. Conclusions and future work are discussed in Section 5. Figure 1 . These nine patterns compose the projected sequence of the system. Two patterns are projected with a spatiotemporal modulation to provide six images (a)-(f) then the three colors are projected, red (g), green (h) and blue (i). Because the system does not provide these images we have used an extra camera to take the picture.
SCANNER PRESENTATION
The system we have tested is a commercial product. It is described in detail in the publications of Geng.
14, 15
The system is based on active stereovision to reconstruct 3D triangular mesh and is a CSL system with spatiotemporal modulation. More precisely, first the system projects a set of patterns, which is composed of vertical stripes that are spatio-temporally modulated three times, Figures 1(a-i) . At the same time three CCD cameras acquire the distorted pattern by the surface relief of the captured object. Then the computing principle is based on active triangulation 16, 17 with respect to the coded pattern as illustrated in Figure 2 and equation system given by Equation 1 where (x, y, z) are the cartesian coordinates of the computed point O, B is the baseline (distance between the optical center of the sensor and the light source center of the projector), f is the focal length of the sensor, (u, v) are the pixel coordinates of the sensor image, cot(.) is the cotangent function, and θ is the projection angle corresponding to the computed point O(x, y, z). Both, B and θ are computed with standard calibration.
In addition to this triangulation method, the system uses three different views, that each CCD camera provides, to reconstruct the 3D information. This approach favors computation with respect to noise, making it more robust. But it deals with occlusion problem, making the placement of two cameras more difficult with respect to complex object. Moreover the system has several specifications that we have to take in account, such as the fact that the system can take acquisition under an ambient illuminant and not only in a dark environment, as is the case for most 3D CSL scanners, that it has an option to adapt manually or automatically the intensity of the projector, or that it does not need a user calibration step before utilization. The latter specification provides an easy and friendly operation mode in favor of some systems that can require several hours of preparation and possible calibration mistakes. However, it does not allow us to know intrinsic and extrinsic parameters, nor to change the physical configuration of the system. Geometric representation of multiple stripes : θi is computed by solving a one-to-one correspondence problem between the stripe λi and projection angle θi. α k,l is geometrically calculated using the coordinates of each pixel (k, l) in the image of the sensor. Then, using the triangulation principle, each visible point O of the object can be calculated.
EXPERIMENTAL SETUP AND PRELIMINARY INVESTIGATION
In this section, we quickly present the experimental setup we used as well as some preliminary investigation. We investigated the features and illuminants we have to use and also implemented specific segmentation tools.
Setup
We have performed different experiments using the commercial CSL scanner previously described. A constant setup was used during the experiments. It consisted of placing a well-known Macbeth ColorChecker chart, Figure 3 , in a light booth. More precisely, we placed it perpendicular to the acquisition system that we consider as a rectangular black box and at 100 cm from the front of the scanner following the recommendation of the manufacturer, as seen in Figure 4 . We utilized the six different illuminants that the light booth provides: "A", "Daylight", "Cool White", "UV", "U30" and "Horizon". 
Preliminary investigation
To evaluate the range accuracy of the obtained 3D points, we needed to know the deviation of the points from the position where they are supposed to be. Because the exact reference plane was unknown for our experimental setup, we had to estimate it using geometric tools. Therefore we computed for each color patch what we call the "flatness", corresponding to the maximum deviation of the points from the plane which best fits the data. We assumed that the smaller the flatness, the closer the computed plane is from the reference one. So from this first analysis we obtained the reference plane to compute what we call the "thickness" of the color patch, corresponding to the maximum deviation of the points from the reference plane.
To perform our measurement and obtain the reference plane, we took acquisitions of the Macbeth ColorChecker under the six different illuminants of the booth light. We did not use all of the illuminants -"A" and "Horizon" were not used because they influence the result too much. In addition to this estimation of the reference plane, we investigated the influence of the illuminant on range accuracy to minimize the interference with the color study due to the correlation between color and illuminant (the color response of the camera change with respect to the illuminant). At the end of these preliminary works we obtained a reference plane and an acceptable illuminant to study the color influence on range accuracy.
However, the way that we segmented the color patches was not satisfactory. The segmentation was performed manually and reduced to avoid human perception and possible false overlay from the acquisition system, so the dimensions of the patches were around 30mm × 30mm instead of 40mm × 40mm from the real Macbeth ColorChecker. Therefore we implemented a segmentation tool to automatically separate the different patches. It is a surface-based segmentation using color as feature. We have implemented a region growing algorithm with respect to two criteria, the color and the neighborhood membership to a part (for the robustness with respect to noise). We also implemented a merge algorithm to avoid over-segmentation.
RESULTS
We used the results of the acquisition under the "Daylight" illuminant, which is close to the light that the manufacturer recommends: "acceptable lighting can be achieved in a typical office or retail environment." Figure 5 (respectively Figure 6) represents the result of this acquisition with a pseudo gray scale for each point of the Macbeth ColorChecker (respectively of each patch). The result is represented as a range image with respect to the maximum deviation for the chart (respectively for each patch).
The first observation was that the system does not react the same way with respect to the colors (patches). We found two categories of patches: a category composed of patches, which seem to have a systematic (sinusoidal) 'I, noise and a category composed of the remainders. We have put the bluish-green Figure 6 (f), the orange-yellow Figure 6 (l), the yellow Figure 6 (p), the white 9.5 Figure 6 (s) and the neutral 8 patch Figure 6 (t) in the first category. Therefore we have analyzed these patches with respect to RGB color space. These five original patches have their values for each RGB channel up to 100 units, Table 1 Therefore we have changed the way that we displayed the data, Figure 7 , then we have observed that they also have this sinusoidal pattern, even if it is less obvious. We added the yellow-green patch, Figures 6(k) and 7(e), because it have this variation and it is just under the threshold considering the blue channel.
We have investigated the thickness with respect to the RGB color space. Except for the white 9.5 patch, the patches have a minimum variation from -1.410mm (backward) to 0.134mm (forward) and a maximum variation from 0.324mm to 1.258mm with respect to the reference plane. We have observed, Figure 8 , that the thickness describes a rough parabola with respect to each RGB channel. This means that range accuracy would be optimized if the object has a color composed of RGB values between 64 unit and 160 unit (0.25 and 0.625 for normalized values).
At this point, we have not made more observation from studies with respect to the HSV color space. The evolutions of the thickness with respect to the hue channel, Figure 9 , and the saturation channel, Figure 10 , do not show correlation that we might use for correction. And the evolution of the thickness with respect to the value channel, Figure 11 , logically confirms the conclusion already done with the RGB color space due to the relation between the two color spaces. In addition, we have observed that certain patches as blue-sky Figure 6 
CONCLUSION AND FUTURE WORK
In summary, in this paper we have shown that with our proposed setup we can identify the influence of the color on 3D scanner accuracy. We have run this experiment with a commercial 3D scanners based on structured light. We observed that for our particular coding pattern, the color implies systematic noise whose magnitude depends on the color of the captured object. This work characterizes the effect of color on range and should serve as a useful resource for selecting object colors prior to scanning. We also studied the range accuracy with respect of RGB and HSV color spaces to quantify good color compositions for the captured object. Future work will investigate the systematic noise in an effort to correct it and improve the quality of the data, as well as increasing the number of the color samples to have more than 24 values per RGB channel for possible improvement with respect to the object color.
