Abstract. The property appraisal is of great importance for one country and its economy. Nowadays, successful land management system could not be imagined without the subsystem related to market economy. Having the information about land and its values offer broad possibilities for market economy and strongly influence development of the real estate market. Special attention should be paid to the mass appraisal methods and its use in developing the tax system and framework for appropriate property appraisal system. Multiple regression analysis is just one of the methods used for this purpose and this article is focused to its characteristics and advantages in mass appraisal system development.
Introduction
Property appraisal or property valuation evolved from empirical work to automated appraisal models. Their application extended from single to mass valuation. For manual way of doing, it is said to be subjective, inconsistent and to errors effective. If we have a lot of properties, such kind of valuation could be time consuming and automated models mostly taken place nowadays. Today, regression analysis offers very powerful possibility for any data processing tasks. The main purpose of this article is to explain the structure of the Multiple Regression Analysis (MRA) as a conventional statistical technique, commonly used in mass appraisal, combining to sales comparison method [1] , [2] . MRA is not the only method used in those activities but de facto is standard for mass valuation of properties [2] . MRA determines the model coefficients and then used to predict the prices of a new subject property in the same stock. The regression parameters derived using Ordinary Least Square (OLS) method shall be the best linear unbiased estimator (BLUE), too. McCluskey [3] , points out to the importance of spatial location which strongly influences relationship between model variables.
The paper deals with the types of variables in MRA and points out to the statistical analysis that could be used in problems such as property appraisal.
Mass appraisal

Definition
Real estate tax reforms strengthen the land management in real estate economy. The market value of the property is strongly connected with the tax on real estate and should be very close to the appraisal value. But, the core problem is how to estimate the property value in a scientific way [4] , [5] . Mass appraisal has been developing since 1970s. It incorporates mathematical and statistical techniques and at present, in western countries has been applied for real estate tax base valuation [6] . There are several definitions of the mass appraisal written by IAAO (International Association of Assessing Officers), IVSC (International Valuation Standards Council) and USPAP (Uniform Standards of Professional Practice) [7] . For example, Kathmann, [4] mass appraisal defines as the process of valuing a group of properties for a given date, in a way that provides objectivity, equity and possibility for statistical testing. Smeltzer [8] , real estate appraisal explains as a process of estimation or giving opinion of property value at a specified date with the relevant data analysis support. In difference to the single property valuation that has a characteristic of an accurate assessment, mass valuation takes into account a range of properties and use statistical testing method. According to Eckert [9] , the mass appraisal system has three basic functions:
1. Reappraisal 2. Data maintenance, and 3. Value update. Each function has a serious impact on the mass appraisal objectives established and need to be explained shortly. The main aim of the reappraisal function is comparison of appraised values to market values and making the performance analysis introduce appraisal procedures. Any changes in a group of properties should be captured and valuing in a process of data maintenance. Because of changes independently of reappraisals needs (use ratio studies or trend factors, mostly) are readjust annually, and such a kind of activities belongs to the value updates. The concept of real estate mass appraisal in the Republic of Serbia was explained in [10] . Mass appraisal in Serbia is regulated by Law and follows the strongly defined procedures.
The appraisal procedure
Market value is generally determined by application of mass appraisal techniques. To obtain a parcel's value we must rely upon appraisal equations, tables and schedules formed using mathematical analysis of market data. In appraisal sixth steps must be taken into account, such as [1] :
1. The problem definition (identifying the property to be appraised, the property rights and the valuation date); 2. Preliminary analysis, data selection and data collection (land use constraints, demographic changes, supply and demand factors, etc.); 3. Highest and best use analysis (legally permissible, physically probable, financially feasible and maximally productive); 4. Land value estimation (the sales comparison method, the value extraction method, the land residual method and the ground rent capitalization method); 5. Application of the three appraisal approaches; 6. Reconcile the values of each approach and to determine a final value estimate. To construct mass appraisal model two steps are need to be realised:
1. Specification of the basic model structure, and 2. Model calibration. Model specification gives a framework for simulation supply and demand forces. Who makes the model must take into account variables, property characteristics and their relationships.
The process of adjusting mass appraisal formulas, tables and coefficients to the current market is known as model calibration. The period of calibration may be for several years but, practically, it is calibrated every year, especially if expected it to reflect current local market. To analyse the factors of influence to the real estate value, hedonic theory (or the real estate valuation theory) are applied primarily. As a technique multiple regression method mostly was used in mass appraisal because it provides precise property information for appraisers and clients.
Multiple regression analysis
Introduction to multiple regression analysis
Regression analysis is defined as a statistical tool for the investigation of relationships between variables. It is of interest to find casual effect of one variable upon another. For example, in real estate appraisal the price of property depends on the location and the question is what the relationship between them is and how to quantify it. The statistical significance of the relationship estimated and degree of confidence for the conclusions made are of great importance for decision making process.
Multiple regression allows more factors to enter the analysis separately and to estimate effect of each. Very often we find reasonable to quantify the impact of various influences on single dependent variable, [11] , [12] , [7] .
Multiple regression is a very flexible method and may be suitable when a quantitative dependent variable is in relationship to more independent or predictor variables (factors). Between them the relationships could be nonlinear and factors may be qualitative or quantitative. On the other side, it is possible to check the effects of a single or multiple variables, refusing the effects of one or more of them [13] , [9] and [14] .
Multiple regression models
Relationships between a criterion variable Y (dependent variable) and a set of m independent variables X i (predictor variables, i = 1 to m). For example, it may be interested to predict influence of location (X 1 ), age (X 2 ) and floors (X 3 ) on the subject property (Y). A multiple regression equation for predicting Y is as follow:
The result Y is predicted value of actual price value Y P . The coefficients a 0 , a 1 , a 2 and a 3 are non-random unknown quantities that need to be determined mathematically minimizing the error sum of residual's squares. The noise terms e, are random, normally distributed with mean 0 and unknown standard deviation σ.
The Y and Y P are correlated and measure of their correlation is called multiple correlation coefficient R. It provides a measure of how well Y could be predicted from the set of X variables. The test of the relationships between Y P and Y is based on the set of m variables X from N cases. The appropriate test statistic is used, as follow:
and has Fisher's distribution. To get reliable results, the data must be randomly and independently sampled with the residuals to be normally distributed and equal variance for all predicted values of Y P . Sometimes in MRA, it could be interesting to determine whether one set of m S variables (set S) contributes to the prediction Y beyond the contribution of a prior set of m P variables (set P). The test statistic R is a function of R SP for both sets (S and P) and R P squared for only the first set and explain the statistical significance of R squared added by set S:
Multiple regression example
In order to explain how MRA works, we will try to estimate the value of the property using the regression analysis with three regressors (square meters of living area -LA, square meters of garage -GA, and the age of the property -Age) or independent factors and market value as dependent one. The subject property that needs to be appraised has 100 m 2 of living area, 25 m 2 garage and is 2 years old.
The regression equation we use is:
where MV is the response variable (Market Value) for its observation, a 1 , a 2 and a 3 are unknown parameters and LA, GA and Age (in years) are regressor variables. MV is the variable that we will try to estimate, accurately. For this example, MV are simulated (Tab. 1) adding the noise of about 0.1% of a total price and random generating numbers as an argument of the noise term in Eq. (4). For LA we assumed 1300 EU/m 2 , for GA 300 EU/ m 2 and finally, we assumed 500 EU per year for the property maintenance. Ten similar properties from recent residential sales are simulated. They are located at same block of houses, 5 km around the subject property. The t-statistic for each factor is reported in (Tab. 3). For α=0.01 and f = 7 degree of freedom, appropriate percentile point is t 0.01,7 = 3.50. The t-statistics greater than 3.50 suggests the regressors that are significant at the 1% level in explaining MV. Age is insignificant and not statistically influence to MV. For α=0.01, and the same degrees of freedom, t 0.05,7 = 2.36, all regressors would be significant. It is important to mention that percentile point strongly depends on the number of properties included in analysis and level of confidence, also. For example, for a set of 50 properties and α=0.05, the conclusions could be quite different. Because of it, it is suggested to the appraiser to have in mind reliability of the system and try to include as much as possible appropriate properties. R-squared statistic 0.99 (Tab. 2) suggests that 99% of the total variation in MV is explained by three variables.
Of a great importance is to analyse the impact on MV of each independent variable, both in direction and magnitude. In the example, every m 2 of the living area results in 1292.54 EU increase (positive) in sales price. As far as the Age, each additional year will cause an 82.87 EU decrease (because of physical depreciation) in sales price. For α=0.01, from a statistical point of view, the variable Age insignificantly affects MV and assessor may choose to rerun the regression equation with Age omitted or change the level of significance, if it is not defined by standard, before.
We can find the level of confidence whether at least one of the coefficients a i in the regression model is significantly different from zero. For this, we use ANOVA 
More about regression analysis readers could find in [15] and [13] .
It is worth to mention the degree of correlation between the model variables (Tab.5). Clearly a high level of correlation exists, which certainly threatens the ability to evaluate the unknown parameters in the model. This fact points to the importance of careful definition of weights in the model. It means, if the errors e i (Eq. 1) are larger, it is more difficult to obtain unbiased estimate of the model parameters, because their magnitude significantlly could influence the estimation possibility. Relative weigts between parameters in the model (Tab. 6) show a great contribution of the first regresor (X 1 ) and a high level of the model dependence, related to the other two variables (X 2 and X 3 ). One must take care about it in using MRA in mass apprasial. 
Conclusion
The multiple regression analyse makes possible the coefficient estimates and possible factor weightings using a large number of realized sales. It offers a very reliable tool to get accurate assessment value for any property. Several assumptions should be made when performing MRA: 1) the relevant variables need to be independent, 2) the expected value of each error term e is zero and 3) the errors must be uncorrelated, normally distributed and its variances are to be constant.
Very important request to use MRA is that there is no exact linear relationship between independent variables. If more variables are correlated, the parameter calculation could be problematic or even impossible. Because of it, one need to take care how to isolate highly linearly correlated variables and their influence on the explanatory variable.
