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Abstract
In this paper the problem of the computation of the joint spectral radius of a finite set of matrices is
considered. We present an algorithm which, under some suitable assumptions, is able to check if a certain
product in the multiplicative semigroup is spectrum maximizing. The algorithm proceeds by attempting
to construct a suitable extremal norm for the family, namely a complex polytope norm. As examples for
testing our technique, we first consider the set of two 2-dimensional matrices recently analyzed by Blondel,
Nesterov and Theys to disprove the finiteness conjecture, and then a set of 3-dimensional matrices arising
in the zero-stability analysis of the 4-step BDF formula for ordinary differential equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
One of our main motivations for the investigations contained in this paper is the analysis of
first order systems of difference equations with variable coefficients, that is,
Ym+1 = XmYm, m = 0, 1, 2, . . . (1)
where Y0 ∈ Cn and Xm ∈ Cn,n is an element of the family
F = {A(i)}i∈I (I set of indices).
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This kind of problem arises in several contexts and, in particular, when applying numerical
methods to non-autonomous systems of differential equations.
In particular, we are interested in analyzing the asymptotic stability of the system. If the
sequence Xm is given for m  0, the solution is
Ym = PmY0, Pm =
m−1∏
j=0
Xj ,
and asymptotic stability may be studied directly (although this is not easy in general).
Nevertheless, we are interested here in the situation where the sequence {Xm}m0 is not known
a priori, but may be whatever.
Definition 1.1 (Uniform asymptotic stability (u.a.s.)). We say that (1) is uniformly asymptotically
stable if
lim
k→∞Yk = 0 ∀ Y0
for any sequence {Xm}m0 of elements ofF.
It is known and also easy to see that Definition 1.1 is equivalent to require the sequence of sets
k(F) to vanish as k → ∞, where
k(F) =
⋃
i1,...,ik∈I
A(ik) · · ·A(i1).
For the case of a single matrix we have that u.a.s. ⇐⇒ ρ(A) < 1, while for the general case of
a familyF we are driven to the problem of the computation of the joint spectral radius ofF.
For a familyF = {A(i)}i∈I, the following definitions are given in the literature. Let ‖ · ‖ be
a given norm on the vector space Cn and let the same symbol ‖ · ‖ denote also the corresponding
induced n × n-matrix norm. Then, for each k = 0, 1, . . . , consider the set k(F) of all possible
products of length k whose factors are elements ofF, that is,
k(F) =
⋃
i1,...,ik∈I
A(ik) · · ·A(i1),
with the convention that 0(F) = {I }, I the identity matrix. In the sequel we shall make use of
the following notation:
(F) =
⋃
k0
k(F) (2)
in order to indicate the multiplicative semigroup.
For each k  0 set
ρˆk(F) = sup
P∈k(F)
‖P ‖ (3)
and define the joint spectral radius ofF as
ρˆ(F) = lim sup
k→∞
ρˆk(F)
1/k
(see [23]). Note that the numbers ρˆk(F) depend on the particular norm ‖ · ‖ used in (3) whereas,
by the equivalence of all the norms in finite dimensional spaces, ρˆ(F) is independent of it.
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Analogously, let ρ(·) denote the spectral radius of an n × n-matrix and then, for each k =
0, 1, . . . , consider
ρ¯k(F) = sup
P∈k(F)
ρ(P )
and define the generalized spectral radius ofF as
ρ¯(F) = lim sup
k→∞
ρ¯k(F)
1/k
(see [6]).
Recently it has been shown that
ρˆ(F) = ρ¯(F)
(see [2,7,25,24]). This means that the joint and the generalized spectral radius ofF are the same
number, which we shall simply call the spectral radius of the family of matricesF and denote
by ρ(F). Such result generalizes the well-known Gelfand theorem for a single matrix.
We introduce now a further characterization of the joint spectral radius. Given a norm ‖ · ‖
on the vector space Cn and the corresponding induced n × n-matrix norm, we shall still use the
same notation to define
‖F‖ = ρˆ1(F) = sup
i∈I
‖A(i)‖.
The following result can be found, for example, in [23,7].
Theorem 1.1. The spectral radius of a bounded familyF of complex n × n-matrices is charac-
terized by the equality
ρ(F) = inf‖·‖∈N ‖F‖, (4)
whereN denotes the set of all possible induced n × n-matrix norms.
Given a familyF, an important question to answer is whether or not the inf in (4) is actually
attained by some induced matrix norm. To this purpose, we give the following definition.
Definition 1.2. We shall say that a norm ‖ · ‖∗ satisfying the condition
‖F‖∗ = ρ(F)
is extremal for the familyF.
A family of matrices which admits an extremal norm is said non-defective (see, for example,
[10]).
The actual computation of ρ(F) is an important problem in several applications (see, for exam-
ple, [11,13,18,19,1]) The problem, however, appears quite difficult in general (see, for example,
[26]). Based on the inequalities
ρ¯k(F)  ρ(F)k  ρˆk(F) for all k  0,
(see [6]), an algorithm for efficiently computing lower bounds and upper bounds to ρ(F) is
proposed in [8]. Lately, further approaches for the approximation of the joint spectral radius have
been considered (see, for example, [4,5,21]).
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In the recent paper [9] we have given a contribution in the direction of the computation of ρ(F)
considering special classes of families. In particular, we have determined sufficient conditions on
the family which are sufficient to guarantee the existence of an extremal complex polytope norm,
that is, a norm whose unit ball is a balanced complex polytope with a finite essential system of
vertices (we shall clarify these concepts in the next section). Such a finiteness property is very
useful in view of the construction of algorithms aimed at the actual computation (or approximation)
of ρ(F).
The summary of the paper is the following. First, in Section 2, we introduce two basic phases
of our procedure, that is, the scaling of the family and the construction of the so-called trajectory,
which is obtained by applying the product semigroup to a suitable initial vector. Then, in Section
3, we introduce balanced complex polytopes and related norms, which constitute the main tool
of our approach. In Section 4, we provide a set of assumptions which guarantees the existence
of an extremal norm of polytope type (see [9]), that is, finitely generated, and afterwards, in
Section 5, we present the algorithm and discuss its application. Finally, in Sections 6 and 7, we
test our algorithm on two families of 2-dimensional and 3-dimensional matrices, respectively.
The first family has been introduced in [3] to disprove the well-known finiteness conjecture (see
[17]). Using our algorithm we are able to refine the important result proved there. This could
be interesting in order to look for an explicit counterexample to the finiteness conjecture, which
has not yet been found in the literature. The second family arises instead in the context of zero-
stability analysis of the 4-step BDF formula for the numerical integration of ordinary differential
equations, for which an optimal bound for the stepsize ratio of a pair of consecutive steps is still
not available in the literature.
2. Scaling and building trajectories
The fundamental issue we consider is concerned with the construction of an extremal norm
for a non-defective family.
To our aim, it is convenient to consider a scaling of the original familyF = {A(i)}i∈I by the
scalar ρ = ρ(Qk)1/k , for some Qk ∈ k(F), so as to obtain
F∗ =
{
ρ−1A(i)
}
i∈I .
In such a way we automatically have ρ(F∗)  1, an assumption which will be useful in the
following Theorem 2.1.
Let us consider a (scaled) familyF∗ with ρ(F∗)  1. Then, for any vector x ∈ Cn, we define
the set (see (2))
T[F∗, x] = {Px|P ∈ (F∗)},
i.e., the trajectory obtained by applying all the products P of matrices ofF∗ to the vector x.
The following theorem illustrates the possible use of the trajectory in the determination of
an extremal norm. We recall that, if X is a set in Cn, then absco(X) is the set of all the finite
absolutely convex linear combinations of vectors of X, i.e., x ∈ absco(X) if and only if there
exist x1, . . . , xk ∈ X with k  1 such that
x =
k∑
i=1
λixi with λi ∈ C and
k∑
i=1
|λi |  1.
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Theorem 2.1. LetF∗ be a bounded family of complex n × n-matrices such that
(i) ρ(F∗)  1
and, for a given vector x ∈ Cn, let the trajectoryT[F∗, x] satisfy the following conditions:
(ii) span(T[F∗, x]) = Cn;
(iii) T[F∗, x] is a bounded subset of Cn.
Then we have:
•F∗ is non-defective and ρ(F∗) = 1;
• the set S[F∗, x] = absco(T[F∗, x]) is the unit ball of an extremal norm ‖ · ‖ for F∗
(that is, ‖F∗‖ = 1).
Proof. By (ii) and (iii) the absolutely convex set
S =S[F∗, x] = absco(T[F∗, x])
is bounded and absorbing. This means that we can define a vector norm by means of the Minkowski
functional associated toS (see [16])
‖z‖S = inf{ρ > 0 | z ∈ ρS}. (5)
Now, by definition ofS,
A(i)S ⊆S ∀ A(i) ∈F∗,
which means that the familyF∗ maps the setS into itself. Therefore
‖F∗‖S  1 ⇒ ρ(F∗) = 1. 
When ρ(F∗) = 1 building the trajectory provides a tool for the construction of an extremal
norm and, hence, for the computation of the spectral radius.
3. Complex polytope norms
In this section we recall from [14] the definition of balanced complex polytopes, which are the
generalizations of symmetric real polytopes (see, for example, [28]) to the complex case.
If X = {xi}1im is a finite set of vectors, then
absco(X) =
{
x ∈ Cn
∣∣∣∣∣x =
m∑
i=1
λixi with
m∑
i=1
|λi |  1
}
. (6)
Definition 3.1. We shall say that a bounded set P ⊂ Cn is a balanced complex polytope (b.c.p.)
if there exists a finite set of vectors X = {xi}1im such that span(X) = Cn and
P = absco(X). (7)
Moreover, if absco(X′) absco(X) for all X′X, then X will be called an essential system of
vertices for P, whereas any vector uxi with u ∈ C, |u| = 1, will be called a vertex of P.
From a geometrical point of view, a b.c.p. P is not a classical polytope. In fact, if we identify
the complex space Cn with the real space R2n, we see that P is not bounded by hyperplanes. In
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general, even the intersectionP
⋂
Rn is not a classical polytope. However, if the b.c.p.P admits
an essential system of real vertices, then P
⋂
Rn is a classical polytope.
Now we extend the concept of polytope norm to the complex case in a straightforward way.
Lemma 3.1. Any b.c.p. P is the unit ball of a norm ‖ · ‖P on Cn.
Proof. Since span(X) = Cn, the set P is absorbing. Thus, since it is absolutely convex and
bounded, the Minkowski functional (5) associated to P is a norm on Cn. 
Definition 3.2. We shall call complex polytope norm any norm ‖ · ‖P whose unit ball is a b.c.p.
P.
The corresponding vector norm is characterized by the following lemma.
Lemma 3.2. LetP be a b.c.p. and let ‖ · ‖P be the corresponding complex polytope norm. Then,
for any z ∈ Cn, it holds that
‖z‖P = min
{
m∑
i=1
|λi |
∣∣∣∣∣ z =
m∑
i=1
λixi
}
, (8)
where X = {xi}1im is an essential system of vertices for P.
Proof. The equality in (8) is got just by rewriting (5) with S = P taking (7) and (6) into
account. 
The next theorem shows that the set of the complex polytope norms is dense in the set of all
norms defined on Cn and that, consequently, the corresponding set of induced matrix complex
polytope norms is dense in the set of all induced n × n-matrix norms (see [14]).
Theorem 3.1. Let ‖ · ‖ be a norm on Cn. Then for any ε > 0 there exists a b.c.p. Pε whose
corresponding complex polytope norm ‖ · ‖ε satisfies the inequalities
‖x‖  ‖x‖ε  (1 + ε)‖x‖ f or all x ∈ Cn.
Moreover, denoting by ‖ · ‖ and ‖ · ‖ε also the corresponding induced matrix norms, it holds that
(1 + ε)−1‖A‖  ‖A‖ε  (1 + ε)‖A‖ f or all A ∈ Cn×n.
4. Polytope extremality results
Complex polytope norms play a particular role. In fact, Theorem 3.1 implies the following
refinement of Theorem 1.1.
Theorem 4.1. The spectral radius of a bounded familyF of complex n × n-matrices is charac-
terized by the equality
ρ(F) = inf‖·‖∈Npol ‖F‖,
whereNpol denotes the set of all possible induced n × n-matrix complex polytope norms.
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The next question is whether a non-defective family admits an extremal complex polytope
norm or not.
Assume that the hypotheses of Theorem 2.1 hold. The possibility of actually determining an
extremal polytope norm, if any, is based on the search for a suitable initial vector x to which it
corresponds a trajectory such that the setS[F∗, x] is a b.c.p. Such a choice is suggested by the
forthcoming Theorem 4.2.
Definition 4.1 (s.m.p.). If F is a bounded family of complex n × n-matrices, any matrix P ∈
k(F) satisfying
ρ(F) = ρ¯k(F)1/k = ρ(P )1/k
for some k  1 will be called a spectrum maximizing product (in short, an s.m.p.) for F. An
s.m.p. is said minimal if it is not a power of another s.m.p. of F. Any eigenvector x /= 0 of P
related to an eigenvalue λ with |λ| = ρ(P ) is said to be a leading eigenvector ofF.
The following conjecture is partially related to the Extremality Conjecture in [17].
Conjecture 4.1 (CPE Conjecture). Assume that a finite family of complex n × n-matricesF =
{A(i)}1im is non-defective and has at least an s.m.p. P . Then there exists an extremal complex
polytope norm forF.
We have proved (see [9]) a weaker version of the above conjecture, namely the Small CPE
Theorem, by adding some hypotheses on the familyF.
In order to state the result we need to give the following definitions.
Definition 4.2. LetF be a family of complex n × n-matrices and F̂ = (1/ρ(F))F be the cor-
responding normalized family. A setX ⊂ Cn is said to beF-cyclic if for any pair (x, y) ∈ X×X
there exist α, β ∈ C with |α| · |β| = 1 and two normalized products P̂ , Q̂ ∈ (F̂) such that
y = αP̂ x and x = βQ̂y.
Definition 4.3. A non-defective bounded family F of complex n × n-matrices is said to be
asymptotically simple if the set E of its leading eigenvectors (see Definition 4.1) is finite (modulo
scalar non-zero factors) andF-cyclic.
Theorem 4.2 (Small CPE Theorem). Assume that a finite familyF∗ of complex n × n-matrices
fulfils the assumptions of Theorem 2.1. Furthermore, assume that
(iv) F∗ is asymptotically simple;
(v) x is a leading eigenvector ofF∗.
Then the set
∂S[F∗, x]
⋂
T[F∗, x]
is finite modulo scalar factors of unitary modulus. As a consequence, there exist a finite number
of products P̂ (1), . . . , P̂ (s) ∈ (F∗) such that
S[F∗, x] = absco({x, P̂ (1)x, . . . , P̂ (s)x}),
so thatS[F∗, x] is a b.c.p.
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Then we have proved the following refinement of Theorem 4.2.
Theorem 4.3. Let the hypotheses of Theorem 4.2 hold and letF∗ have a unique minimal s.m.p.
(see Definition 4.1). Then all the leading eigenvectors of F∗ (in the set  = E⋂ ∂S[F∗, x])
are vertices of the b.c.p.S[F∗, x].
5. The algorithm: computational aspects
We present an algorithm based on the previous results (see also [15]).
We remark that this kind of algorithm has been successfully applied for analyzing the asymp-
totic stability of linear difference equations with variable coefficients arising from the discreti-
zation of differential equations (see, for example, [11,13]), as well as for computing the Hölder
exponent of wavelets [18–20], and seems to have a good potential in view of a large class of
applications.
Algorithm 5.1 (for the construction the unit ball of an extremal complex polytope norm for a
non-defective familyF = {A(i)}i∈I)
(0) Choose a candidate s.m.p. Qk ∈ k(F) (for some k).
(1) Set ρ = ρ(Qk)1/k and define the scaled family
F∗ = {ρ−1A(i)}i∈I (which is such that ρ(F∗)  1).
(2) Compute the leading eigenvector u of Qk and set v0 = u.
(3) DefineW(0) =V(0) = X(0) = {v0} and set P(0) = absco(X(0)).
(4) Set s = 1.
(5) Compute the set of vectors
V(s) =F∗
(
X(s−1)
)
.
(6) IfV(s) ⊂ P(s−1) then
SetS[F∗, x] = P(s−1).
Stop.
(7) Set P(s) = absco(W(s−1) ∪V(s)).
(8) Compute an essential system of verticesW(s) of P(s), such that
W(s) ⊆W(s−1) ∪V(s).
(9) Set X(s) =V(s) ∩W(s).
(10) Set s = s + 1 and Goto (5).
If the procedure halts (for finite s), thenS[F∗, x] is a polytope. Moreover, if span(X(s)) = Cn,
thenS[F∗, x] determines an extremal complex polytope norm.
Remark that, as a working assumption, we suppose to apply the algorithm to a non-defective
family. In order to state a useful characterization of non-defective families (see [7]), we give the
following definition (where we adopt the term reducible according to the notation used in [22]).
Definition 5.1. A bounded familyF = {A(i)}i∈I of complex n × n-matrices is said to be reduc-
ible if there exist a non-singular n × n-matrix M and two integers n1, n2  1, n1 + n2 = n, such
that, for all i ∈ I, it holds that
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M−1A(i)M =
[
A
(i)
11 A
(i)
12
O A
(i)
22
]
, (9)
where the blocks A(i)11 , A
(i)
12 , A
(i)
22 are n1 × n1-, n1 × n2- and n2 × n2-matrices, respectively. On
the contrary, if a familyF is not reducible, then it is said to be irreducible.
Irreducibility means that all the matrices of the familyF admit a non-trivial common invariant
subspace.
Theorem 5.1 (Elsner’s Theorem). If a bounded familyF of complex n × n-matrices is defective,
then it is reducible.
We remark that, whereas a defective family is always reducible, the opposite implication is not
necessarily true. For example, for n  2 all single families F = {A} are clearly reducible, but
not necessarily defective.
The following lemma is easy to prove.
Lemma 5.1. LetF be a bounded and irreducible family of complex n × n-matrices and let the
set X be such that dim(span(X)) = k  n − 1. Then
dim (span (X ∪F(X)))  k + 1.
Then assume to apply Algorithm 5.1 to an irreducible family of complex n × n-matrices. If the
algorithm halts after s¯ steps, then Lemma 5.1 assures that P(s¯−1) is a b.c.p. that determines an
extremal norm forF∗.
Viceversa, if we apply Algorithm 5.1 to a non-defective although reducible family, it may
happen that
dim(span(W(s−1))) = dim(span(W(s))) = n1  n − 1.
This would mean that span(W(s)) is a common invariant subspace of the family. If this situation
occurs, in order to proceed we may decompose the family by means of the transformation
M = [M1 M2],
where M1 ∈ Cn,n1 provides a basis for the subspace span(W(s)) and M2 ∈ Cn,n2 (where n2 =
n − n1) gives a basis for its complement in Cn.
In such a way we obtain a transformed family of the form (9) having the same joint spectral
radius. More precisely we have that
ρ(F) = max{ρ(F1), ρ(F2)},
whereF1 = {A(i)11 }i∈I andF2 = {A(i)22 }i∈I (see, for example, [2]).
Now we have to look at the transformed candidate s.m.p.
Qk = M−1QkM =
[
Q
(k)
11 Q
(k)
12
O Q
(k)
22
]
and proceed as follows. If ρ(Qk) = ρ(Q(k)11 ), we restart the algorithm and apply it to the family
F1. Otherwise, we apply it to the familyF2.
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Furthermore, we remark that the initial choice of the productQk (at the step (0) of the algorithm)
might be driven, for example, by the algorithm of Gripenberg [8], which progressively computes
the quantities ρ¯k(F) and ρˆk(F). Hence, a suitable choice forQk is that of the product determining
the lower bound ρ¯k(F).
6. Application to a 2-dimensional model problem
Our starting point is the following result from [3], which gives an elementary counterexample
to the well-known finiteness conjecture (see [17]).
Theorem 6.1. There are uncountably many values of the parameter b ∈ [0, 1] such that the family
F = {A,B}, with
A =
[
1 1
0 1
]
and B = b
[
1 0
1 1
]
,
does not satisfy the finiteness conjecture.
So far, an explicit counterexample (that is, a specific value of b) is unknown.
Theorem 6.1 can actually be refined by determining subintervals of [0, 1] such that an s.m.p.
exists. This can be obtained by applying Algorithm 5.1.
As an example, when
b ∈
⎡⎣222924 − 23339√6
221184
,
36864
(
222924 − 23339√6
)
7737809375
⎤⎦
(10)
≈ [0.74940031328298342722, 0.789681582229248583974],
we observe (first by a computational investigation and then by a proof based on the construction
of an extremal polytope norm) that Q5 = ABAAB is a candidate s.m.p. for the family. In order
to prove this rigorously, we determine the leading eigen-pair of Q5, that is,
λ=[2√6 + 5]b2, (11)
u=
[
1
2
(
1 + √6
)
1
]T ≈ [1.7247 1]T . (12)
Then we scale the familyF by ρ(Q5)1/5 = |λ|1/5, so as to obtain
F∗ = {A∗, B∗} = { A
ρ(Q5)
1
5
,
B
ρ(Q5)
1
5
}
,
that fulfils assumption (i) of Theorem 2.1.
As a sample case, we choose the value
b = 0.78
and apply Algorithm 5.1 withv0 = u. It can be shown by simple although rather technical algebraic
manipulations that the algorithm ends successfully after six steps. Here are the steps in more detail.
In the following figures, our convention is to indicate active vertices (that is, elements of
X(s−1)) as red1 bubbles, old vertices (that is, elements ofW(s−1)) as blue bubbles, new vertices
1 For interpretation of color in Figs. 1–5, the reader is referred to the web version of this article.
N. Guglielmi, M. Zennaro / Linear Algebra and its Applications 428 (2008) 2265–2282 2275
(arising from the application of F∗ to X(s−1)) as green bubbles and dominated points (that is,
elements ofV(s) which will not contribute to the new polytope P(s)) as white bubbles.
Step 1. We set X(0) = {v0}. Then, by applyingF∗ to X(0) we obtainV(1) = {v1, v2}, where
v1 = B∗v0 =b3/5
[ (
1+√6
)
2 5
√
5+2√6
3+√6
2 5
√
5+2√6
]T
≈ [0.939428 1.4841]T ,
v2 = A∗v0 = 1
b2/5
[
3+√6
2 5
√
5+2√6
1
5√5+2√6
]T
≈ [1.9027 0.69830]T .
We easily get (see Fig. 1, left)W(1) = {v0, v1, v2}, P(1) = absco(W(1)) and
X(1) = {v2, v3}.
Step 2. We applyF∗ to X(1) and obtainV(2) = {v3, v4, v5, v6}, where
v3 = A∗v1 =b1/5
[ (
2+√6
)
(
5+2√6
)2/5
(
3+√6
)
2
(
5+2√6
)2/5
]T
≈ [1.69236 1.03636]T,
v4 = B∗v1 =b6/5
[ (
1+√6
)
2
(
5+2√6
)2/5
(
2+√6
)
(
5+2√6
)2/5
]T
≈ [0.511684 1.32004]T,
v5 = A∗v2 = 1
b4/5
[
5+√6
2
(
5+2√6
)2/5 1(
5+2√6
)2/5 ]T ≈ [1.81629 0.487627]T,
v6 = B∗v2 =b1/5
[ (
3+√6
)
2
(
5+2√6
)2/5
(
5+√6
)
2
(
5+2√6
)2/5
]T
≈ [1.03636 1.4167]T.
We obtain W(2) = {v0, v1, v2, v3, v4, v5}, P(2) = absco(W(2)) (v6 ∈ P(1)) and (see
Fig. 1, right)
X(2) = {v3, v4, v5}.
(1) (2)
Fig. 1. Steps 1 (left picture) and 2 (right picture) of the algorithm.
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Step 3. We applyF∗ to X(2) and obtainV(3) = {v7, v8, v9, v10, v11, v12}, where
v7 = A∗v3 = 1
b1/5
[
7+3√6
2
(
5+2√6
)3/5 3+√6
2
(
5+2√6
)3/5 ]T ≈ [1.90547 0.72369]T,
v8 = B∗v3 =b4/5
[ (
2+√6
)
(
5+2√6
)3/5
(
7+3√6
)
2
(
5+2√6
)3/5
]T
≈ [0.921789 1.48627]T,
v9 = A∗v4 =b4/5
[ (
5+3√6
)
2
(
5+2√6
)3/5
(
2+√6
)
(
5+2√6
)3/5
]T
≈ [1.2791 0.921789]T,
v10 = B∗v4 =b9/5
[ (
1+√6
)
2
(
5+2√6
)3/5
(
5+3√6
)
2
(
5+2√6
)3/5
]T
≈ [0.278703 0.997698]T,
v11 = A∗v5 = 1
b6/5
[
7+√6
2
(
5+2√6
)3/5 1(
5+2√6
)3/5 ]T ≈ [1.60883 0.340512]T,
v12 = B∗v5 = 1
b1/5
[
5+√6
2
(
5+2√6
)3/5 7+√6
2
(
5+2√6
)3/5 ]T ≈ [0.989289 1.25489]T.
We obtain W(3) = {v0, v1, v2, v3, v4, v5, v7, v8}, P(3) = absco(W(3)) and (see Fig. 2,
left)
X(3) = {v7, v8}.
Step 4. We applyF∗ to X(3) and obtainV(4) = {v13, v14, v15, v16}, where
v13 = A∗v8 =b2/5
[ (
11+5√6
)
2
(
5+2√6
)4/5
(
7+3√6
)
2
(
5+2√6
)4/5
]T
≈ [1.68155 1.03787]T,
v14 = B∗v8 =b7/5
[ (
2+√6
)
(
5+2√6
)4/5
(
11+5√6
)
2
(
5+2√6
)4/5
]T
≈ [0.502077 1.31161]T,
(  ) (  )
Fig. 2. Steps 3 (left picture) and 4 (right picture) of the algorithm.
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v15 = A∗v7 = 1
b3/5
[
5
√
5 + 2√6 3+
√
6
2
(
5+2√6
)4/5 ]T ≈ [1.83595 0.505355]T,
v16 = B∗v7 =b2/5
[ (
7+3√6
)
2
(
5+2√6
)4/5 5√5 + 2√6]T ≈ [1.03787 1.43204]T .
We obtainW(4) = {v0, v1, v2, v3, v4, v5, v7, v8, v15, v16},P(4) = absco(W(4)) and (see
Fig. 2, right)
X(4) = {v15, v16}.
Step 5. We applyF∗ to X(4) and obtainV(5) = {v17, v18, v19, v20}, where
v17 = A∗v15 = 1
b
[
13+5√6
2
(
5+2√6
) 3+√6
2
(
5+2√6
)]T ≈ [1.63494 0.352891]T,
v18 = B∗v15 =
[
1 13+5
√
6
10+4√6
]T ≈ [1 1.2753]T,
v19 = A∗v16 =
[
17+7√6
10+4√6 1
]T = v0 ≈ [1.7247 1]T,
v20 = B∗v16 =b
[(
7+3√6
)
10+4√6
(
17+7√6
)
2
(
5+2√6
)
]T
≈ [0.565301 1.3453]T.
We get P(5) = {v0, v1, v2, v3, v4, v5, v7, v8, v15, v16, v17}, P(5) = absco(W(5)) and
(Fig. 3, left)
X(5) = {v17}.
Step 6. We applyF∗ to X(5) and obtainV(6) = {v21, v22}, where
v21 = A∗v17 = 1
b7/5
[
8+3√6(
5+2√6
)6/5 3+√6
2
(
5+2√6
)6/5 ]T ≈ [1.38811 0.246425]T ,
v22 = B∗v17 = 1
b2/5
[
13+5√6
2
(
5+2√6
)6/5 8+3√6(
5+2√6
)6/5 ]T ≈ [0.890515 1.08273]T.
(  ) (  )
Fig. 3. Steps 5 (left picture) and 6 (right picture) of the algorithm.
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It turns out thatV(6) ⊂ P(5). Hence the algorithm halts.
Since span(P(5)) = R2, we can conclude that
P = P(5) = absco({v0, v1, v2, v3, v4, v5, v7, v8, v15, v16, v17})
is a (real) polytope which determines an extremal norm forF∗ (see Figs. 3, right and 4).
By Theorem 2.1, we have ρ(F∗) = 1 and, consequently, for b = 0.78,
ρ(F) =
(
(2
√
6 + 5)b2
)1/5 ≈ 1.43204. (13)
The above procedure works for all b in the interval (10). To prove this, it is sufficient to check
the extrema of the interval. In fact, in [3] it is proved that the set of b-values such that a product
Q is an s.m.p. is a closed interval. When b is an extremum, a so-called limit spectrum maximizing
product (l.s.m.p.) appears, that is, a matrix
Q∗ ∈ (F∗) \ (F∗) such that ρ(Q∗) = 1
(see [10,12]). If b equals the left extremum, then the l.s.m.p. is
Q∗l = lim
k→∞A
∗B∗(A∗B∗A∗A∗B∗)k.
If b equals the right extremum, then the l.s.m.p. is
Q∗r = lim
k→∞A
∗A∗B∗(A∗B∗A∗A∗B∗)k.
As soon as b exits the interval (10), the algorithm does not halt at all due to the fact thatρ(F∗) > 1.
Similarly, using the candidate s.m.p. A2B, we applied Algorithm 5.1 to show that
ρ(F) =
(
(2 + √3)b
)1/3
for b ∈ [0.5734 . . . , 0.7444 . . .],
Fig. 4. The unit ball of the extremal norm for the familyF for b = 0.78.
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and, using the candidate s.m.p. AB ([15]),
ρ(F) = 1
2
(1 + √5)√b for b ∈ [4/5, 1].
More generally, Algorithm 5.1 allows us to find closed subintervals of [0, 1] where the finiteness
conjecture holds and also to find the corresponding s.m.p.
7. Application to a 3-dimensional model problem
In this section we consider a family of 3 × 3-dimensional matrices arising from the zero-stabil-
ity analysis of the 4-step BDF formula with variable stepsize for ordinary differential equations.
Following the line of [11], which is relevant to the 3-step formula, we can formulate the
zero-stability property in terms of the joint spectral radius of a suitable infinite family of 3 × 3
companion matrices. In order to obtain a more manageable example, we choose three particularly
representative matrices from such an infinite family, associated to suitable specific terms of stepsize
ratios, and try to compute the joint spectral radius of the corresponding (finite) family, which is
given by
G = {A,B,C},
where
A=
⎛⎝ 75407947696105973492625 − 13751886792962649337315625 2264216426496132466865781251 0 0
0 1 0
⎞⎠ ,
B=
⎛⎝ 13715204041048676375 − 2643692726426216909375 246251765761310845468751 0 0
0 1 0
⎞⎠ ,
C=
⎛⎝ 2369955617272375 − 516800736431809375 91707033621590468751 0 0
0 1 0
⎞⎠ .
By applying the algorithm developed by Gripenberg [8], we obtain as a candidate s.m.p. the
product Q3 = ABC, which is given by⎛⎜⎝
34705243225737805311744
1917594224084006697265625 − 189262844722647705378269184527338411623101841748046875 4609379297998050853572771842636692058115509208740234375
14239283757679344
18113131602640625 − 623735697373839744452828290066015625 12577806777271357442264141450330078125
23699556
17272375 − 516800736431809375 9170703362159046875
⎞⎟⎠ ,
having spectral radiusρ(Q3) ≈ 0.77707976819210934075. This has been obtained by computing
spectra and norms of products of length d  12 which gave rise to several hours of computation.
Then we scale the family G by ρ(Q3)1/3 ≈ 0.91936620185667431333, so as to obtain
G∗ = {A∗, B∗, C∗} =
{
A
ρ(Q3)
1
3
,
B
ρ(Q3)
1
3
,
C
ρ(Q3)
1
3
}
,
that fulfils assumption (i) of Theorem 2.1.
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Fig. 5. Unit ball of the extremal polytope norm for the family G.
Starting by the leading eigenvector
u ≈
⎛⎝0.483663407040307227221.55868507941858561726
1
⎞⎠ ,
we apply Algorithm 5.1 which allows us to determine an extremal polytope norm after a finite
number of steps. The computation, which is carried on in a way to guarantee a precision of 20
digits, has been implemented in the Mathematica notebook.
The final extremal (real) polytope norm, which is illustrated in Fig. 5, is obtained after seven
steps. The vertices (besides w0 = u) are computed step-by-step as follows:
w1 = B∗1v0, w2 = B∗3v0, w3 = B∗1w2, w4 = B∗2v2,
w5 = B∗2w4, w6 = B∗3w3, w7 = B∗1w5, w8 = B∗2w5,
w9 = B∗2w6, w10 = B∗1w7, w11 = B∗1w8, w12 = B∗2w9,
w13 = B∗1w12, w14 = B∗3w12, w15 = B∗1w13, w16 = B∗3w14.
8. Conclusions and future work
The main feature of our approach lies in the fact that we try to compute the joint spectral radius
by constructing the unit ball of an extremal complex polytope norm, that is, a unit ball which can
be computed in a finite number of steps.
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However, the success is not guaranteed for all problems of this type. In fact, it is clear that, for
each particular problem, a smart guess has to be found for a spectrum maximizing product and
that a suitable choice of the initial vector has to be done too.
We plan to develop a code that implements our algorithm in an efficient way and, also, to
apply it to the study of non-autonomous discrete dynamical systems arising from various real-life
problems, as well as to the analysis of the robustness of a stable continuous non-autonomous
linear system with respect to a given class of uncertainties (see [27]).
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