Abstract. In this paper, high-order moments, even exponential moments, estimates are established for solutions to stochastic differential equations (SDEs) driven by fractional Brownian motions whose drift is measurable and has linear growth. As applications, we study the weak uniqueness of solutions to fractional SDEs. Moreover, in dimension one, combining our estimates and the Fourier transform, we establish the existence of density of solutions to equations with irregular drifts. We further obtain Gaussian estimates for the tails of additive functional of such equation with bounded and measurable drift. It is relied on a mix of the Girsanov transform and the Clark-Ocone type covariance representation.
Introduction
Malliavin calculus has become a powerful tool for studying the existence and the smoothness of densities of stochastic differential equations (in short SDEs) based on the celebrated integration by parts formula. As far as this formula concerned, one usually requires regularity on the coefficients of the associated SDEs. There are some results attempt to deal with irregularities in the coefficients of SDEs using Malliavin calculus. For instance, in [17, 18] the authors obtained regularity properties and upper and lower bounds for the densities of functionals of SDEs whose drifts are bounded and measurable, through the Girsanov transform combined with an Itô-Taylor expansion of the change of measure.
On the other hand, fractional Brownian motions appear naturally in the modeling of many complex phenomena in applications when the systems are subject to rough external forcing. The properties that the fractional Brownian motion with Hurst parameter H = 1/2 is neither a Markov process nor a (weak) semimartingale complicate the study of SDEs driven by fractional Brownian motions, and then need to develop new construction techniques of such equations beyond the classical Markovian framework. Based on the techniques of fractional calculus developed by Zähle in [34] , Nualart and Rȃşcanu [29] proved the existence and uniqueness result with H > 1/2. Coutin and Qian [9] also derived the existence and uniqueness result for H ∈ (1/4, 1/2) through the rough-type arguments introduced in [20] . For other results on the existence and uniqueness, the reader may consult e.g. [5, 13, 16, 19, 22, 28] and the references therein. In [6, 7, 16, 26, 30] , by rough path techniques or Malliavin calculus the authors handled the existence of densities of the solutions under regularity assumptions. While in [2, 3, 8, 15, 23] , the smoothness and Gaussian type estimates for the densities are treated. The goal of the present research is to try to establish the existence of the density for SDE driven by a fractional Brownian motion without any local regularity requirement on the drift, and give Gaussian estimates for the tails of additive functional of such equation. This paper is structured as follows. Section 2 is devoted to recall some useful facts on fractional calculus and fractional Brownian motion B H . In Section 3, we shall present our results on the moments estimates of fractional SDEs of the form:
where H ∈ (1/2, 1). Some direct consequences, such as weak uniqueness of solutions, will be given there. Our main applications to one-dimensional fractional SDEs are showed in Section 4 and 5. In Section 4 we show that the law of X(t) admits a density on {σ = 0} for every t > 0, provided that σ is Hölder continuous with exponent γ ∈ ( 1 2H , 1) and that b is measurable and has linear growth. In Section 5 we are to obtain Gaussian estimates for the tails of additive functional of stochastic equation (1.1) whose drift is bounded and measurable. The argument consists of using the Girsanov transform in order to remove the irregular drift from the stochastic equation, together with covariance representations based on the Clark-Ocone formula which only requires the computation of gradient and a conditional expectation (see, e.g. [23, 25] ). Based on our estimates in Section 3, we can give an explicit upper bound of the tail, which can be viewed as a generalization of the case of Brownian motion, see Remark 5.3.
Lastly, since the drift is irregular, we shall say a few words about the methodology we rely on in Section 4. It is related to Fournier and Printems [14] . In this reference, the authors have investigated some one-dimensional processes which do not have Malliavin derivatives including e.g. SDEs with Hölder coefficients and SDEs with random coefficients driven by usual Brownian motions, and proved the absolute continuity of the time marginals of these processes, through the study of the Fourier transform of such time marginals and the one-step Euler approximation of the underlying processes. In the case of SDEs driven by fractional Brownian motions, the computations for the conditionally characteristic function of the one-step Euler scheme and the related estimates involved in the underlying processes and the one-step Euler scheme, which are essential in the arguments in [14] , are nontrivial, due to the fractional Brownian motion dependence structure. In order to overcome these difficulties, we shall express the one-step Euler scheme as an equation driven by the Wiener process W defined by the relation (2.5) below which enables us to take advantage of the independence of the increments of W , and adopt the fractional calculus. More details see Lemma 4.2 and Lemma 4.3 below.
Preliminaries

Fractional calculus
In this part, we shall give a brief account on fractional operators, which can be found in [31] .
Let a, b ∈ R with a < b. For α > 0 and f ∈ L 1 (a, b), the left-sided (resp. right-sided) fractional Riemann-Liouville integral of f of order α on [a, b] is defined as
where x ∈ (a, b) a.e., (−1) −α = e −iαπ , Γ stands for the Euler function. In particular, when α = n ∈ N, they reduced to the usual n-order iterated integrals.
) and 0 < α < 1, then the Weyl derivatives read as follow
and
where the convergence of the integrals at the singularity y = x holds pointwise for almost all x if p = 1 and in L p -sense if 1 < p < ∞. 
Besides, for any given continuous function f :
We also write f α = f 0,T,α and f ∞ = f 0,T,∞ .
Suppose that f ∈ C λ (a, b) and g ∈ C µ (a, b) with λ+µ > 1. By [33] , the Riemann-Stieltjes integral b a f dg exists. In [34] , Zähle provides an explicit expression for the integral b a f dg in terms of fractional derivative. Let λ > α and µ > 1 − α. Then the Riemann-Stieltjes integral can be expressed as
3)
The relation (2.3) can be regarded as fractional integration by parts formula.
Fractional Brownian motion
For later use, we will recall some basic facts about fractional Brownian motion. For a deeper discussion, we refer the reader to [4, 10, 21, 27] .
T ]} be a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1) defined on the probability space (Ω, F, P), that is, B H is a centered Gaussian process with the covariance function
Furthermore, one can show that
Consequently, by the Kolmogorov continuity criterion B H have (H − ǫ)-order Hölder continuous paths for all ǫ > 0. For each t ∈ [0, T ], let F t be the σ-algebra generated by the random variables {B H s : s ∈ [0, t]} and the sets of probability zero. Denote E by the set of step functions on [0, T ]. Let H be the Hilbert space defined as the closure of E with respect to the scalar product
By B.L.T. theorem, the mapping I [0,t] → B H t can be extended to an isometry between H and the Gaussian space H 1 associated with B H . Denote this isometry by φ → B H (φ).
On the other hand, by [10] we know that the covariance kernel R H (t, s) can be written as
where K H is a square integrable kernel given by
is the Gauss hypergeometric function (for details see [10] or [24] ). Now, define the linear operator
By integration by parts, it is easy to see that this can be rewritten as
Due to [1] , for all φ, ψ ∈ E , there holds
Hence, according to [1] again, the process
} is a Wiener process, and B H has the following integral representation
It can be proved (see [10] ) that K H is an isomorphism and moreover, for each f ∈ L 2 ([0, T ]),
H is of the form
3 Moment estimates of solutions to fractional SDE
where b :
In this section, we shall give some higher-order moments estimates of solutions to (3.1) and present some interesting applications of these estimates. To this end, we first introduce the following hypothesis (A1):
(i) b is measurable and has linear growth;
(ii) σ is Hölder continuous of order γ ∈ (1/H − 1, 1].
By [11, Theorem 4] and (A1), it follows that there exists a solution X to (3.1) which has β-Hölder continuous trajectories for any β < H. For a matrix A ∈ R d ⊗ R d , we denote by |A| the matrix norm of A, i.e. |A| := sup
Theorem 2.1 Theorem 3.1 Assume (A1). Then there holds
If σ is a bounded function on R d in addition, then for any C ∈ R, 0 < δ < 4 − 2 H and 0 < β < H, it holds that Ee
The study of the exponential martingale is quite important for the research on SDEs. As a direct consequence of Theorem 3.1, we shall give some estimates on R t defined as follows
Cor2.1 Corollary 3.2 Assume (A1). (i) If σh has linear growth and
is a fractional Brownian motion under R T P.
(ii) If h is bounded and λ-Hölder continuous with λ ∈ (1 − 1 2H , 1], and σ is bounded, then for any C > 0,
As a consequence of Corollary 3.2, we can obtain the uniqueness in law of (3.1) following the same argument in [11, Theorem 8] .
Cor_3_2 Corollary 3.3 Assume (A1). Suppose that σ is invertible and
with some C > 0, p > 0 and λ ∈ (1 − 1 2H , 1]. Then the solutions to (3.1) have the same law.
Indeed, let h = σ −1 b, then the conditions of Corollary 3.3 implies that of Corollary 3.2. Thus
is a exponential martingale. Hence, the proof of Corollary 3.3 follows from [11, Theorem 8] completely, so we omit the proof here.
To prove Theorem 3.1 and Corollary 3.2, we need the following simple lemma.
Consequently,
Proof. For x > 0, we have
So, it follows that
Consequently, this yields
Proof of Theorem 3.1.
(1) We shall prove the first claim. By (3.1), we have, for any 0 ≤ s < t ≤ T ,
Using fractional by parts formula (2.3) and taking βγ > α > 1 − β, we get
Due to (2.1) and (2.2), we obtain
Then plugging (3.6) and (3.7) into (3.5) yields
For the drift term, using the linear growth of b we clearly get
where in the last inequality, we use the inequalities γβ − α > 0 and α + β − 1 > 0. Then, we arrive at
Next, we shall estimate X s,t,β . In fact,
Since H > . Taking
By the Hölder inequality and γβ − α > 0, α + β − 1 > 0, we have
Hence, this, together with (3.11), leads to
Combining (3.10) and (3.12), we have
where in the last two inequalities we have used that 1 + γβ > 2 − β.
Recalling that θ + β > 1 and 1 1−γθ < 2, by the Gronwall inequality we conclude that there is some δ > 0 such that
Let n ∈ N and k 0 = t − s. Then We iterate to find the following inequality
for some positive constant C n . By the Fernique theorem we know that there is η > 0 such that E exp{η B H 2 β } < ∞. Thus for every m ∈ N, we let
Then E X m (n−1)k 0 ,nk 0 ,β < ∞, and it also holds that
(then for all β < H), which also implies that E X m 0,T,∞ < ∞ for all m ∈ N.
(2) Suppose that σ is bounded in addition. Let H > β > 1 1+γ . Then there is α such that 1 − β < α < γβ. In view of (3.5)-(3.7) and the boundedness of σ, we derive
Here, in the last second inequality, we have used the following inequality Substituting this into (3.13), and taking into account of the condition (i) of (A1), we have
It follows from the Gronwall inequality that
Following from (3.15) and (3.16), it also holds that
Hence, we have
Hence, it follows from the Fernique theorem that
Proof of Corollary 3.2. By (2.6) we first obtain
Observe that
where we make the change of variable u = r/s, C 0 is some constant.
(1) If h satisfies (3.2), then
It is clear that under R T ∧τn P,
is a fractional Brownian motion under R T ∧τn P. Moreover, the process X satisfies
Since σh has linear growth and thatB H n,· under R T ∧τn P has the same distribution as B H · under P, according to Theorem 3.1,
Combining this with (3.18) and (3.19), we have
By the Fatou lemma and the martingale convergence theorem, {R t } t∈[0,T ] is a uniformly integrable martingale and sup
It follows from Girsanov's theorem that under R T P, the processB H is a fractional Brownian motion.
(2) If h is bounded, then
Thus, we have
Now we aim to estimate the term I 3 (s). Since H > 
By Lemma 3.4, we have
Then, it follows from the measurability of X(T − ǫ) with respect to
Note that, by the relation of K H (·, ·) (see [10, the proof of Lemma 3.1]), it is easy to see that
where
Substituting this into (4.1) yields the desired result. 
where and in what follows C denotes a generic constant.
Proof. Similar to (3.8) and (3.9), we have
which, together with Theorem 3.1, leads to the desired assertion.
Besides, we shall recall a result due to [14] , in which the sufficient conditions for a measure admitting a density are established. 
Then h δ : R + → [0, 1] is a function vanishing on D δ , positive on R − D δ and globally Lipschitz continuous with Lipschitz constant 1. For a probability measure µ on R, if for each δ > 0, the measure µ δ (dx) = h δ (x)µ(dx) has a density, then µ has a density on {z ∈ R : ̺(z) > 0}. Proof of Theorem 4.1. Without lost of generality, we only prove the result holds for X(T ). Take ̺(x) = |σ(x)| in Lemma 4.5, and let µ δ (dz) = h δ (z)P X(T ) (dz). Combining the conditions on h δ and σ with the inequality |e iuy − e iuz | ≤ |u| · |y − z|, we first obtain
5 Gaussian estimates for additive functional of fractional SDE
In the present part, we shall study the Gaussian estimates of some additive functionals of solutions to (3.1) in one dimension. The estimates in Corollary 3.2 will play a crucial role in this section.
We shall impose some nondegeneracy conditions on the coefficient σ and some regularity conditions on b. Under these conditions, the existence and uniqueness of the solution to (3.1) is established by Duncan and Nualart in [11] . We will investigate the Gaussian estimates for the tails of Y (t), where
Here φ : R → R is a smooth function.
Note that there is no noise component in the equation for Y which may interpret it non-elliptic or degenerate. Now, we introduce our conditions in detail. Hypothesis (A2):
(i) σ is bounded and γ-Hölder continuous with γ ∈ ( To obtain upper and lower bounds for the tails of Y (t), let (Ω,F ,P) be an independent copy of (Ω, F, P), in whichB H is a fractional Brownian motion. We denote byW the underlying Brownian motion appearing in the representation (2.5) forB H . On (Ω,F,P), let (X,Ȳ ) be the unique solution of the following system: We can now turn to prove Theorem 5.1.
Proof of Theorem 5.1. By the fact that (X,Ȳ ) underQ is equal in law to (X, Y ) under P, we know that there holds, for any y ∈ R and t ∈ [0, T ] P(Y (t) ≥ y) =Q(Ȳ (t) ≥ y) = EP I [y,∞) (Ȳ (t))R T = EP I [y,∞) (Ȳ (t))R t .
(5.6)
Then applying the Hölder inequality to (5.6) implies P(Y (t) ≥ y) ≤ (P(Ȳ (t) ≥ y)) 
