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Introduction

1.
Differences in regional GDP per capita and labour productivity are larger within Russia than in most OECD and non-member emerging economies. They are driven by geographical concentration of extractive industries, strong agglomeration economies, insufficient infrastructure and structural specialisation. Moreover, regional inequality goes along with high income inequality and large pockets of poverty, generating social and ethnic tensions. However, little is known about the extent to which Russian regions converge and, in particular, to what extent such convergence is driven by policies at the national and regional level. To understand which policies can help reduce regional income gaps without undermining growth, it is important to know the regional growth determinants.
2.
This paper presents a growth model to analyse the main determinants of regional growth in Russia and is organised as follows. Section two surveys the state and evolution of regional disparities in Russia, with a special view on the geographical distribution of economic wealth. Section three applies a baseline empirical error-correction model to analyse the role of the key drivers of regional growth such as investment, education, various total factor productivity components and short-term shocks for the period 2004-15. Section four extends the basic model to include variables for regional fiscal policy and intergovernmental transfers. Section five concludes and proposes further extensions of the modelling framework.
3.
The results can be summarised as follows:
 Russian regions converge at a rate of around 2%, in line with the "iron law of convergence" found in a majority of cross-country studies. Hence the conditional factors holding back convergence between Russian regions seem to be as considerable as if these regions were independent countries. 1 The authors are members of the Economics Department of the OECD. They would like to thank Jean-Paul Blandinières, Hadrien Commenges, Sean Dougherty, Piritta Sorsa, Abel Schuman and the participants of the 'Monitoring the Russian Economy' workshop held in Moscow on the 19th of October 2018 for helpful comments and suggestions, as well as Assa Fofana for excellent editorial assistance.
 Regions with natural resources and large urban areas grow faster than other regions. Investment has a stronger effect on growth than in most other countries, suggesting a dearth of capital and technology in Russian regions. Education has become a more significant driver of growth between 2004 and 2015, suggesting a growing importance of skill-intensive industries in Russia. Sectoral specialisation is a drag on growth, except for the extractive industries.
 Oil price fluctuations have little effect on oil producer regions, suggesting that Russia's tax and transfer system largely absorbs asymmetric commodity price shocks. However, financial crises affected disproportionately regions with a large financial sector.
 A larger regional government sector is associated with lower growth and does not reduce differences in regional GDP per capita, suggesting that sub-national government resources are spent inefficiently.
 The rate of return for total public investment (regional plus federal) is higher than for private investment, pointing at some public infrastructure needs.
 There is weak evidence that investment financed by subnational government has a larger return than federal investment, suggesting that regional and local authorities may better target growth-enhancing opportunities. This also implies that rebalancing regional government expenditure towards less current and more capital spending would help accelerate growth.
 Equalisation transfers from the federal government are associated with less growth. They seem to encourage inefficient spending and reduce subnational government's incentives to increase the tax base. Yet matching earmarked grants -called subsidies -are associated with higher growth, albeit weakly.
4.
The results suggest that public investment into both physical and human capital rather than equalisation grants should be privileged as the key instrument to foster regional growth and convergence. Matching earmarked transfers can finance these investments while raising sub-national governments' incentives to develop their economies.
1.
Level and evolution of regional disparities in Russia 1.1. Regional disparities are driven by differences in labour productivity 5. Economic disparities among Russia's regions are large. Russia ranks second in a sample of OECD and emerging market economies in terms of variation of regional GDP, close to Indonesia, Mexico or Chile and way above Canada or the United States (Figure 1.1) 
2
. Moreover, disparities in regional household income are similarly large, pointing at little inter-regional redistribution. The metropolitan areas of Moscow and SaintPetersburg as well as some natural resource-rich regions in the North and East generate the highest incomes, while some European and South Russian as well as Southern Siberian regions belong to the country's poorest (Figure 1.2) . A gap also persists between Moscow and the surrounding areas, while some iron and steel-focused regions of the South-West show relatively high per capita GDP. Note: Calculation based on TL2 regions; coefficients of variation are weighted by population. Source: OECD Regional Statistics database (OECD, 2017 [1] ) and Rosstat (2018[2] ) and authors' calculations. 2 Regional disparity indicators are a statistical artefact to some extent. They are measured as the population-weighted coefficient of variation of GDP per capita or household income, which is sensitive to the size and number of administrative units in a country. Russia has the largest number of "statistical regions" among the countries considered, exacerbating differences as measured by the coefficient of variation. Moreover, some Russian regions --in particular in the Arctic part of the country --have very small populations. 
. GDP per capita is higher in metropolitan areas and resource-rich regions
Per capita GDP and per capita value added of the extraction sector, 2015
Source: Rosstat (2018 [2] ) and authors' calculations.
6.
Differences in labour productivity explain most of regional GDP inequality in Russia, while employment or activity are more even across regions (Figure 1.3 ). Comparing against other large and resource-rich countries such as Brazil, Peru, Chile or Mexico suggests that Russia's regional productivity differences are driven by three factors: 1) an urban-rural divide exacerbated by weak transport infrastructure; 2) strong agglomeration effects and integration into global value chains which is limited to metropolitan areas; and 3) geographical concentration of natural resource endowment (OECD, 2017 [3] ; OECD, 2013 [4] ). These factors contribute to the uneven development of physical and human capital across the country, restrain technology diffusion between regions and slow down the convergence process. Finally, and not surprisingly given Russia's size, geography plays a role: distance to Moscow and to European markets are negatively correlated with regional GDP per capita, at least up to a point (Table B. 1 in the Annex). Note: Calculation based on TL2 regions; coefficients of variation are weighted by population. Labour productivity is regional GDP per worker; employment rate is employment as percent of labour force (15-yearold and over); activity rate is the labour force as percent of total population. Source: OECD Regional Statistics database (OECD, 2017 [1] ), Rosstat (2018[2] ) and authors' calculations
7.
The productivity gap between the two leading and the remaining urban areas is particularly striking (Figure 1.4) . Productivity in Moscow is 75% and in Saint Petersburg 30% above the country average, while all other urban areas are below, with Ekaterinburg being the only exception, and some areas lagging far behind (IUE, 2017 [5] ). Overall, productivity appears to be concentrated in a few large metropolitan areas, suggesting strong agglomeration economies and/or weak knowledge transmission among urban areas, while rent-seeking could also inflate GDP values. Congestion, upward wage pressure, rising real estate prices and other centrifugal forces seem not yet strong enough to drive activities out of Moscow and St. Petersburg and to neighbouring regions or other urban areas, as happens in other countries (Henkel, Seidel and Südekum, 2018[6] ).
8.
The geography of natural resources is another key for explaining the productivity and per capita GDP divide. Extraction, which accounts for around 10% of Russia's GDP 3 and around 75% of exports 4 in 2015, is concentrated in remote regions with low population density, insufficient infrastructure and a generally hostile climate. Seven regions, making up less than 3% of the Russian population, produce 75% of oil and 90% of natural gas as well as most precious minerals (Rosstat, 2008[7] ). Employment and activity in these regions are above the Russian average. The productivity of jobs, wages, GDP and income per capita are higher than in the large urban areas, although measuring GDP in this type of region is fraught with difficulties (Box 2.1). Note: See notes of figure 2.4. Regions "with metropole" are those whose largest city has more than 1 million inhabitants within its administrative territory. Hence we not refer here to the notion of functional urban area. Source: Rosstat (2018 [2] ) and authors' calculations.
9.
Finally, the urban-rural divide might also explain interregional productivity disparities. The productivity of rural regions is 40% lower than the country's average, partly due to low productivity in agriculture 5 . (Figure 1 .5, Panel B). The rural picture is more diverse, however. In some agricultural regions, particularly in the South-West of Russia, good soil, and closeness to consumer markets allow for high productivity and per capita regional GDPs are closer to the national average. Others, particularly in Southern Siberia, have few competitive advantages both in agriculture and industry. They lack the infrastructure to gain access to Russia's European part, while trade barriers limit the potential to export to Asian neighbours.
1.2.
The drivers of productivity: a simple cross-sectional analysis 10 .
As shown above, economic geography plays an important role in explaining regional GDP patterns in Russia. Yet leaving it there would be too fatalist. Factors such as education, infrastructure, innovation, the institutional environment or the integration into global value chains may also affect regional GDP, and these factors are amenable to policy. To better understand the influence of policy, we link regional GDP levels to physical and human capital as well as to a set of variables influencing multi-factor productivity in two simple cross-sectional regressions, one for 2005 and the other for 2015.
11.
The results suggest that policy can explain differences in economic activity in Russia, at least partly (Table 1.1). Both physical and human capital are positively associated with productivity. The results suggest a value share of physical capital close to 50%, which is higher than the 30 to 40% in most OECD countries but in line with other studies for Russia (International Labour Organization, 2015 [10] ). This high value share suggests that investment is particularly important for lifting regional GDP. Education plays a significant positive role in 2015 but not in 2005, suggesting that diversification of the Russian economy towards skill-based manufacturing and services has increased the marginal productivity of human capital over the last ten to fifteen years. Table 2 .1. 2: For these variables coefficient corresponds to a % increase of GDP per worker associated with the ration increase by one percentage point. For instance, a 1 percentage point increase of the regional FDI to GDP ratio -from, say 10 to 11% -is associated with a 0.68% increase of the level of per worker GDP. Source: Authors' calculations. GDP, capital stock, education, sectoral value added, credit and FDI are drawn from Rosstat (2018 [2] ). The innovation index is the index of innovation development calculated by AIRR (2017 [11] ) which is based mostly on 2015 data. The criminal risk index is a ranking published by the Magazine Ekspert (2017 [12] ), it corresponds to year 2016.
12.
Foreign direct investment, innovation and access to finance are positively associated with productivity. FDI is an indicator for regional integration into global value chains (GVA), technology diffusion and productivity improvements 6 . Innovative activities in the regions, as measured by the innovation index of the Association of Innovative Regions of Russia (AIRR, 2017 [11] ), have also a significant and positive impact on regional GDP. Access to finance improves the allocation of capital to the most productive sector. There are no regional indicators reflecting institutional quality, the business climate or regional governance. The only governance indicator available at the regional level is the criminal risk, which is however not significant. Since the relationship between GDP, innovation and FDI may be subject to endogeneity, results have to be interpreted with care.
13.
Differences within industrial sectors play a larger role for regional GDP differences than differences between sectors (Figure 1.6) . In other words, in productive regions, all sectors are more productive, while the industrial composition has little impact on productivity except for resource-rich regions. As such, productivity is bound by regional characteristics rather than by sectors, suggesting insufficient inter-regional capital and labour mobility. The poor diffusion of productivity gains across regional borders reduces the potential for convergence. As such, policies to improve diffusion from high to low productivity regions like education and infrastructure would probably better contribute to fostering regional convergence than sector-specific policies. Note: 1. The between-sector effect is the productivity that would pertain if regional sectoral productivities were equal to the national sectoral average. The within-sector effect is the productivity that would pertain if the sectoral structure was the same in all regions. The sectoral breakdown used for the calculations are: agriculture, extraction, manufacturing, construction, utilities, trade, hotels and restaurants, transport, housing services, education, health, communal services and "other".
Source: Rosstat (2018 [2] ), authors' calculations.
Box 1.1. Measuring regional productivity and price levels in Russia
The Russian Federal Statistics service (Rosstat) publishes regional GDP, employment and various other data for the subjects of the Russian federation. The subjects are administrative units, for which the term "region" is used in this paper. They are relatively small -average population of 1.7 million -compared with the European Union nomenclature of statistical territorial units (NUTS2). Rosstat defines regional GDP as the sum of value added, an approach consistent with the OECD regional data base, making productivity comparison straightforward. A recent publication (IUE, 2017 [5] ) assesses the productivity of the 15 largest Russian agglomerations, but these units neither correspond to the subjects nor to functional urban areas as defined by the OECD (2017), making international comparisons awkward.
Measuring regional GDP for regions with very low population or population density is also challenging as regional prices may vary considerably. Low density is usually associated with higher prices because of diseconomies of scale and scope and higher infrastructure costs. Moreover, in regions with low density GDP evaluation is influenced by methodological choices to assess the value added of the government sector, for instance a more costly provision of public services. Difference of regional price levels may hence artificially exacerbate differences in regional productivity.
However, using the regional vital minimum income -the relative price of a basic basket of goods and services published by Rosstat -to adjust for inter-spatial price differences has little or no effect on the large regional GDP disparities ( Figure 2 .7). For this reason, and for simplicity, we will henceforth use regional GDP without price correction, except when controlling for the cost of providing public services and of the needs of regional governments in part 4. 
Regions are converging
14.
In Russia, as in the majority of emerging market economies, GDP growth between 2004 and 2012 was associated with a reduction in regional inequality (Figure 1 .8). Regional convergence was faster in Russia than in all other countries except China, although a major reason for the considerable reduction in regional disparities in Russia was their high initial level. In a global perspective, the relationship between growth and regional disparity reduction is rather weak. 
15.
Regional disparities in Russia have been declining since the 1998 crisis ( Figure 1 .9) suggesting sigma convergence (Box 1.2). Convergence continued through 2009, when the lead of Moscow and other large cities melted in the wake of the financial crisis. In the following years, anti-crisis measures of the federal government, especially a surge of fiscal transfers from resource-rich regions to the rest of the country, further helped reduce regional inequality. Convergence was fast: by some measures regional inequality more than halved since the turn of the millennium. The activity rate, employment rate and labour productivity also converged as labour and capital mobility strengthened (Figure A C.1). However, as many convergence-fostering measures were abandoned after 2014 when the country entered again into recession, convergence slowed down. The annex provides a detailed analysis of regional growth over the successive boom and recession episodes between 2004 and 2015 (Table A2) . 
16.
Convergence is faster within groups of regions with similar characteristics; for instance regions with a large city, or resource-rich regions (Figure 1 .10). Differing convergence between groups of regions suggests that they are in a process of conditional beta convergence: they converge, but to their own long-term GDP potential which depends on their characteristics (Box 1.1). The speed of convergence tends to decrease when a region gets closer to the frontier. As such, rural regions, which tend to have a lower initial GDP per capita, tend to grow faster. Moreover, some resource-rich regions, whose extraction sector developed only in the 2000s, grew very fast over the past ten years. Figure 1 .5for the definition of the region groups. The GDP per capita are normalized to 1 which is the national average, hence a value above (below) zero on the horizontal axis means the GDP per capita is above (below) the national average. The vertical axis represents the difference between average growth rate in the region and the national average growth rate between 2000 and 2015.
Source: Rosstat (2018 [2] ) and authors' calculation
Box 1.2. Measuring regional convergence
Measuring regional convergence is less straightforward than it seems. There are several definitions of "convergence", and no single measure can capture all aspects of GDP and income evolution over time. The most commonly used convergence measures are Betaconvergence and Sigma-convergence.
Beta-convergence. Beta-convergence refers to the relationship between initial GDP levels and growth rates of a set of regions as shown by the "beta-coefficient". Betaconvergence describes a process where poor regions grow faster than rich ones and are therefore catching up. Beta-convergence is measured by estimating a growth function of the following form: includes all other factors affecting the growth rate; and is the error term. Regions are converging if the beta coefficient is significant and negative. Convergence is unconditional if all other variables are insignificant, which means that income across jurisdictions converges towards the same level. It is conditional otherwise and income differences will prevail in the long term, as expected by the neoclassical growth model (Barro and Sala-i-Martin, 1990 [13] ). Conditional beta convergence also means that regions with similar characteristics tend to converge among each other but that GDP growth rates and levels differ across groups of similar regions, as shown in Figure 2 .10.
Sigma convergence. Sigma-convergence refers to a reduction of disparities -or differences in GDP per capita -among regions over time. The most common measure for assessing sigma convergence is the coefficient of variation or the Gini coefficient, i.e the standard deviation of regional GDP per capita divided by the national GDP per capita, and is estimated in the following way:
, " = + , + , where COV is the coefficient of variation of regional GDP per capita, and includes the same factors as those affecting regional growth above. Disparities are decreasing if δ is negative, positive otherwise. Beta-convergence is necessary but not sufficient for sigma-convergence since regions may converge over time but still remain apart because of asymmetric shocks, or one region may actually grow so fast that it overtakes other regions, thereby increasing disparity. Sigma-convergence is more intuitive since it measures directly how equal or unequal jurisdictions become over time, rather than measuring the growth process.
Both measures are useful for measuring convergence of Russian regions. Sigma convergence portrays in a nutshell the evolution of regional disparities over time. Conditional beta-convergence allows assessing the role of region-specific characteristics in the convergence process as predicted by the neoclassical growth theory. This is important as Russian regions are very heterogeneous in terms of resource wealth, climate, population, initial development, specialisation and many others. The majority of studies assessing regional convergence in Russia focus on geographical factors, on the location of extraction activities and the weight of Moscow. These studies produced several interesting but often contradictory results, depending on the methods and the time horizon [18] ), also with panel data, finds conditional beta convergence. However, aside from the stock of physical capital, they find no variable that influences regional growth.
18.
Other studies are dedicated to traditional drivers of regional convergence such as interregional migration, investment and foreign direct investment (FDI). Guriev and Vakulenko (2015[21] ) use panel data and non-parametric techniques to show that by the mid-2005 labour mobility started to contribute to reducing interregional unemployment, wage and poverty gaps. Before that period, poverty traps persisted as people from poor regions could not afford moving to wealthier regions. Weakly developed housing markets and, to less extent, administrative restrictions seem to hamper labour mobility (White, 2007[22] ). Ledyaeva (2009[23] ) uses spatial-autoregressive panel regressions to show that the presence of big cities and ports, and the proximity to European markets contributed to attract FDI. The paper also shows that the effects of FDI spill over to neighbouring regions. Iwasaki and Suganuma (2014[24] ) stress the role of FDI in improving regional R&D potential after 2003, creating growth-enhancing synergies.
19.
Some papers highlight the role of structural or macroeconomic policies, although without much empirical evidence. Goliashev and Grigoriev (2014[25] ) assert that the economic crisis of 2009 and the years of low growth helped reduce regional GDP disparities, because the financial and economic centres were affected disproportionately.
They insist on the role of equalising intergovernmental transfers in that period, such as expenditure cuts in wealthy regions to finance support measures in poorer regions. However, their analysis remains rather descriptive and the conclusions are at odds with , for instance, Guriev and Vakulenko (2012[26] ) who stress that interregional fiscal redistribution never played a crucial role in reducing inequality.
20.
Other studies look for empirical evidence for the influence of policy on growth. An early example is Berkowitz and Dejong (2003[27] ) who find that in 1993-1997 economic growth was based on price liberalisation and large-scale privatisations. However, Ahrend (2005[28] ) who examines the period 1990-1998 finds no significant effect of price liberalisation and large-scale privatisations on income, regional GDP and industrial activity growth. Instead, natural resources, location, human capital and initial industrial specialisation inherited from the Soviet era determine regional performance. Still, smallscale privatisation and a region's commitment to reform helped foster growth. The same author found also found (Ahrend, 2012[29] ) that the determinants of performance may be different in times of decline -as during the 1998 crisis -and in times of growth.
21.
Regional fiscal policy and its contribution to regional stability and growth attract some attention. For Kwon and Spilimbergo (2009[30] ), pro-cyclical regional fiscal policy and inadequate transfer policy exacerbated the regional impact of income shocks between 1992 and 2003. In addition, Eller et al (2016 [31] ) found discretionary policies to be responsible for increasing output volatility during the period 2000-2009. Intergovernmental arrangements seem to shape the fiscal responses of regions to external shocks. For instance, Alexeev and Chernyavskiy (2014 [32] ) attribute the comparatively better growth performance of oil producing regions to the fact that the centralisation of oilrelated taxes makes those regions almost immune to the variation of oil prices.
22.
Intergovernmental budget arrangements also influence growth. In an early assessment covering 1994-2002, Dobryshevsky et al. (2005[33] ) find a negative relationship between transfers from the federal to the regional level and economic growth. Yushkov (2015 [34] ) stresses that the decentralisation of spending from the regional to the municipal level is associated with lower growth. A large part of municipal spending expenditures is covered by intergovernmental grants, reducing incentives for improving spending efficiency. Yushkov points at the beneficial role of transfers from the federal to the regional level but mentions that these transfers helped mainly to stabilise macroeconomic conditions in the regions during the 2008-09 crisis, particularly in the North Caucasus, rather than support potential growth. Finally, Di Bella et al., (2017[19] ) underline that transfers from the federal to the regional level contribute to reducing interregional disparities in physical and human capital, but do not help income per capita to converge, and do not foster incentives for subnational debt sustainability.
The model
23.
The empirical approach to assess convergence between Russian regions builds on the neo-classical growth theory. In a human capital augmented Solow model, in the steady state, the logarithm of GDP per capita depends linearly on the logarithm of the stock of human capital and on the logarithm of the investment rate (Mankiw, Romer and Weil, 1992[35] ). This long-term relationship is embedded in a convergence growth equation where the potential growth rate of GDP per capita depends on the past potential GDP per capita level, production factors and a set of structural variables influencing growth. The convergence growth equation is embedded in an error-correction model (ECM).
24.
The baseline model specification is largely drawn from the cross country model of Fournier and Johansson (2016[36] ) and Blöchliger and Akgun (2018 [37] ) and based on the following equation.: 
25.
where i indicates the region, t is time, Y is real regional GDP, POP is the workingage population, here approximated by population aged from 15 to 64. EDUC is the average years of education of the working-age population. The parameter φ is the convergence rate 9 . INVR is the cyclically-adjusted total investment rate of the regional economy. The estimation period is 2005-2015, and 75 Russian regions are examined 10 .
26.
Asymmetric shocks can play a crucial role for regional convergence in large countries, as exemplified by Canada where shocks seem to slow down convergence across provinces considerably (Minns and Rosés, 2018[38] ). To account for their impact on regional convergence, several shocks hitting the Russian economy such as commodity price shocks, financial shocks and global shocks are inserted into the model. The commodity price shock is approximated by multiplying the share of fuel extraction activities in GDP at t-1 (ENERGY) with the variations of oil price (POIL) 11 . The global business cycle shock is captured by interacting the share of industry in GDP (INDUS) at t-1 with the growth of world GDP (WGDP). Finally, the financial shock is represented by multiplying the credit to GDP ratio (CREDIT) by the variation of short-term interest rate (INTR). Time fixed effects are used in all the regressions. They capture the shocks that affect the entire Russian economy.
27.
The model is estimated using OLS without region fixed effects 12 and with System Generalized Moment Estimation (GMM) (Blundell and Bond, 1998[39] ). The model has a lagged dependent variable (Y/POP) and a small time dimension, where OLS with fixed effects would be subject to a bias several times higher than the parameter (Nickell, 1981[40] ). Typically, for GDP series where persistence in level is high, the convergence rates obtained are misleadingly high (Barro, 2015[41] ). Estimation without fixed effects lead to an omitted 9 In this estimation the error-correction dynamics reflects two conceptually different effects: (i) the speed of convergence towards a steady state and (ii) shorter -term adjustment that brings GDP back to the transition path. In that respect, the model differs from Fournier and Johansson (2016[36] ) where the dependent variable is potential GDP without cyclical fluctuations and hence where φ reflects long term convergence only. 10 Moscow and Saint Petersburg, which have the status of federal cities and are not comparable with other regions, are excluded from the regression. We also exclude Chechnya, Ingushetia, Kalmykia for data availability and quality reasons. We finally remove the Nenets and the Chukotka AOs which are two very low-populated resource-rich Antarctic regions, and which we regard as outliers. The Tyumen regions, the Khanty Mansiisky AO and the Yamalo-Nenetski AO , which are often aggregated in statistical data, are taken as 3 different regions.
variable bias that we try to offset by adding time invariant regional characteristics. System GMM is an efficient way to reduce the dynamic panel bias. Note that in our econometric specification we use all the available lags of the lagged dependent variable Y/POP as GMM instruments 13 .
Data for the baseline model
28.
Most data originate from Rosstat and are described in Table 2 .1 .When possible the regional block sections of the Rosstat (2018 [2] ) online central database which provides some harmonized regional times series. Since important series were not available through this database, the dataset is completed using several statistical yearbooks published on the Rosstat website 14 .
13 Panel data regressions are done with the 'plm' R package (Croissant and Millo, 2008[70] ) 14 We used editions 2005 (Rosstat, 2005[64] ) to 2016 (Rosstat, 2016[54] ) available on http://www.gks.ru/wps/wcm/connect/rosstat_main/rosstat/ru/statistics/publications/catalog/doc_11 38623506156 
29.
Rosstat does not provide cyclically-adjusted regional GDP and investment. To calculate cyclically-adjusted GDP the filter proposed by Hamilton (2017 [42] ) is used. With this method, the output gap is the residual of the regression of real GDP at time t on GDP at time t-2 and t-3. The cyclically-adjusted investment rate is computed as the residual of the regression of real investment to this output gap.
Results of the baseline model
30.
The baseline regressions cover the production function with physical and human capital and a number of controls, using both OLS and system GMM (Table 3. 2). The convergence terms range from 2.1% to 2.7% which is roughly in line with the 2% from the "iron law of convergence" (Barro, 2015 [41] ) and the results of Fournier and Johansson (2016 [36] ) on a panel of OECD countries. The slow convergence process points at limited catch-up: the barriers hampering the diffusion of productivity improvements across Russian regions seem to be as considerable as if these regions were independent countries. The convergence parameters are lower than in studies with comparable models and time coverage 15 .
31.
Investment has, as expected, a positive and significant impact on regional GDP growth. An increase of the investment-to-GDP rate by 1% is associated with an increase of almost 2% of GDP per capita. This is in the upper bound of the results of (Fournier and Johansson, 2016 [36] ), suggesting a higher return to investment in Russian regions than in OECD countries. The effect of education is significant in the GMM regression only, suggesting that some control variables capture the role of better education for growth.
32.
Some Russia-specific results are worth mentioning. Resource-rich regions are not exposed to oil-price shocks, pointing at the centralised nature of the Russian federation, whose tax and transfer system seems to absorb the growth effects of these shocks (Alexeev and Chernyavskiy, 2014 [32] ). However, regions relying on manufacturing are affected by the global business cycle. Finally, higher regional debt is associated with lower growth, even if the city of Moscow, which was severely hit during the 2009 and 2015-2016 financial crises, is not included in the regression. Foreign direct investment has no positive and significant impact on growth, probably owing to the high correlation with overall investment and the share of extraction in the economy. Low density or remoteness, which are approximated by the regional price level, have no significant influence on growth. 15 For instance Yushkov (2015[34] ) and Akhmedjonov et al (2013 [18] ) find convergence rates around 10%. However, they use OLS estimations with individual fixed effects over small samples and their results are very likely to suffer from dynamic panel bias. Using the LSDV estimation we also get a high convergence coefficient (18%), almost ten times higher than in the other estimations, illustrating this bias. Moreover Akhmedjonov et al (2013 [18] ) use the capital stock as regressor, which is awkward because the quality of regional capital stock data is rather poor. 33 .
Russian regions have wide spending responsibilities, accounting for around 40% of total government expenditures, 15% of regional GDP on average and over 25% of GDP in 12 regions (Figure 3.1) . Since tax and spending autonomy are low, Russian fiscal federalism is nevertheless regarded as centralized (Blöchliger and Kantorowicz, 2015[46] ), and the federal government strongly shapes regional fiscal policy using different types of transfers (see Box 3.1). The poorest regions are those with the largest share of sub-national spending in regional GDP and often those where low population density increases the cost of public good provision. Hence it is crucial to understand how subnational government spending, federal transfers and federal investment are related to regional growth. 
Box 3.1. Subnational budgets and fiscal federalism in Russia
Russia has three tiers of subnational governments (SNGs). The subject of the Russian Federation is the highest sub-national tier. Subjects are further divided into "first-tier municipalities" -big cities or rural districts -and into "second-tier municipalities" which are municipal districts, small towns or villages.
SNGs are responsible for primary education, part of health and social protection, local and regional roads, district heating and water supply. Funding comes from exclusive local taxes, shared taxes, own non-tax revenue and transfers from higher level of government. Two shared taxes -the personal income tax (PIT) and corporate income tax (CIT) -represented more than 50% of subnational revenue in 2016. The PIT is shared between subjects and municipalities. The tax rate is set by the federal government. The CIT is shared between the regional and the federal level, whereby the regional government can vary the rate between 13.5% and 17%. Federal rules limit SNG's capacity to run deficits. Transfers received from the federal level represented more than 15% of SNG revenues in 2016. This is lower than the OECD average (around 35%), which can be explained by the relatively high regional share in federal taxes. There are three types of transfers.
"Dotations" are non-earmarked -non-matching grants. They consist mainly of "equalisation grants" attributed to SNGs to reduce differences in tax revenues and public service cost. They also include "balancing grants" that are attributed in a discretionary manner to regions that did not receive adequate resources through equalisation grants.
"Subsidies" are earmarked matching grants from the Federal level. They reflect federal policy priorities, for instance in industrial policy, education, or for nationwide social policy programs.
"Subventions" are earmarked non-matching grants. They finance federal obligations or policies delegated to subnational levels. For example, they financed access to housing programs and increases in social benefits during the 2009 crisis Yushkov et al. (2017[48] ). 
34.
Regions have limited tax authority (see Box 3.1) and the regional budget stance is largely determined by federal transfers. Transfers from the Federal Government represent around 15% of consolidated regional budgets on average (see Box 1.1), but this share varies significantly (Figure 3.3) . Some regions depend almost entirely on transfers because of their low tax basis. On the opposite side, some regions, traditionally resource-rich or with large cities, do not benefit from the transfer system. Moreover, a rising share of public investment is financed by the federal government (Figure 3.4) . 
Questions to be addressed in the model extension
35.
The baseline model of section 3 is extended to assess the role of the intergovernmental fiscal framework for regional growth and whether this framework helped reduce regional disparities over time. Altogether four questions will be addressed:
 Sub-national spending and growth: Sub-national public spending -current plus capital -may have both positive and negative impacts on regional growth in Russia. Public spending may contribute to improving infrastructure and public services and boost potential growth if directed toward "productive government spending" (Barro, 1990[50] ). On the other hand, public resources may be spent inefficiently and generate a large non-tradeable sector where low competitive pressure limits productivity gains (Di Bella, Dynnikova and Grigoli, 2017 [19] ).
 Public investment and growth:
The investment part of public spending is usually seen as conducive to growth (Fournier and Johansson, 2016[36] ). In the specific context of Russia where the public capital stock is low, returns on public investment may be even higher than in OECD countries (OECD, 2013 [4] ). In some cases however public investment may crowd out private investment yielding higher returns, which could be detrimental to growth.
 Sub-national public investment and growth:
The extent to which investment should be decentralised to lower government levels is part of an old debate, especially in federal countries (Blöchliger and Akgun, 2018[37] ). Decentralization may improve allocative efficiency, as sub-national governments know best where investment brings the highest returns. On the other hand and since investment tends to generate externalities across regional borders, sub-national governments might underinvest if not supported by the federal government (Zodrow and Mieszkowski, 1986[51] ).
 Transfers and growth:
The role of federal transfers for growth depends much on design. Transfers may stimulate growth if they foster sub-national productive spending such as on education or infrastructure. Yet some transfers -in particular equalisation -could reduce sub-national governments' efforts to develop their economic base and to increase own fiscal revenues, thereby slowing growth (Blöchliger et al., 2007[52] ). A large transfer system could also yield an oversized public sector (Hines and Thaler, 1995[53] ).
36.
The additional variables used in the model extension are described in Table 3 .1 and descriptive statistics are provided in Table E.1. The cyclically-adjusted sub-national spending (SPENDING) ratio measures the size of the sum of regional government's current plus capital public spending relative to regional GDP. For studying the role of public investment, we use cyclically-adjusted public investment (INVRAT_PUB), which includes all investment financed by the federal (INVRAT_FED) and regional (INVRAT_SNG) budget. Lastly, the private part of investment (INVRATE_PRIV) is computed by subtracting public investment from total investment.
37.
To assess the role of transfers, we use the cyclically adjusted rate of transfers in SNG revenue (TRANSF_REV). Then we use two subcategories of transfer. We compute the share of dotations (DOTAT_REV) which include balancing and equalisation grants; and the share of subsidies (SUBS_REV) which include earmarked matching grants (see Box 1.1). Earmarked matching grants as share of total SNG revenue.
The ratio is cyclically adjusted 1 .
Rosstat (2018[2]),Federal Treasury (2017[47])
Note: 1 The cyclically-adjusted ratio is the residual of the regression of the ratio on the output gap (see explanation in paragraph 29).
2: see the definition used in Rosstat (2016 [54] ), Table 23 .6. The dataset is available from the authors upon request.
38.
Data on consolidated subnational budgets are published online by the Federal Treasury of the Russian Federation (2017 [47] ) for the years 2004 to 2015 16 . We extract the size of SNG spending and revenue and the structure of financing. For the role of investment, we use data published in Rosstat's yearbooks on the structure of regional investment by source of financing such as the share of investment financed by own revenue, federal and SNG budgets, to create time series on the private, public, federal and sub-national investment rates.
Effect of sub-national spending and public investment on growth
39.
The empirical results with the additional variables inserted suggest that the design of intergovernmental frameworks matters for growth of Russian regions (Table 3 .2). Columns 1-5 present different findings of the OLS estimations and columns 6 to 9 present the GMM estimations. Reverse causality cannot be fully excluded in our results, as, for instance, public spending may be pro-cyclical. However, using lagged variables and filtering time series may have helped to reduce the problem of reverse causality.
3.3.1.
A larger sub-national government sector is associated with lower growth while more investment could boost growth 40 .
Large regional governments seem to be quite negative for regional growth. Increasing the spending-to-GDP share by 1 percentage point is associated with a reduction of the potential growth rate by around 3% to 4% (Table 4. 3). This is in line with other cross country empirical studies suggesting that a large government sector is negative for longterm growth (Bergh and Henrekson, 2011[55] ; Fall and Fournier, 2015[56] ). The detrimental effect of large government seems to originate in poor efficiency rather than higher spending needs: if the regional price index, which reflects regional fiscal needs, is removed (column 5), government spending becomes insignificant. As such, higher public service cost, especially in remote areas, is not detrimental to regional growth (most regional spending is covered by federal transfers, Table E .2).
41.
Public investment is positively associated with growth (columns 3 and 8). This is again in line with findings for OECD countries (Fournier, 2016[57] ). Splitting public investment into the federal and regional part provides rather similar coefficients, suggesting that the share of each government level in total public investment is roughly adequate in Russia. As such the Russian case is different from the average OECD country where public investment appears too decentralised and where a lack of coordination of investment projects across jurisdictional borders might generate negative externalities (Blöchliger and Akgun, 2018[37] ). Moreover, public investment was higher in the poorer regions of Russia, contributing to GDP per capita convergence (Table E. 2). (2) OLS (3) OLS (4) OLS (5) GMM (6) GMM (7) GMM (8) GMM (9) 42 .
To assess the consequences of reallocating revenue and spending we present the results in the form of multipliers. They reflect the impact of an increase of 1 percentage point of the spending and investment-to-GDP ratio on GDP per capita in the short and long term 17 .
43.
Public investment is key to boost growth in Russian regions (Table 4. 3). Marginal productivity is larger for public than for private investment, probably owing to the small size of regional public capital stocks and years of underinvestment. Also, the federal government investment multiplier is below the public investment multiplier, suggesting that federal government investment yields lower returns than sub-national investment. The multiplier for regional government spending is very negative. Increasing regional government spending by an amount equivalent to 1% of regional GDP would reduce the GDP growth rate by around 0.1 percentage point or 3% to 4%. 
Note:
Multipliers show the short-term and long-term effect on regional GDP of increasing the policy variable by the equivalent of 1% of regional GDP. For instance, in the OLS specification, increasing private investment by the equivalent of 1% of GDP will increases GDP by 0.07% on the short run and by 2.26% on the long run. "-" when not significant. Source: see Table 3 .1; authors' calculations.
3.3.3.
Regional spending widens regional disparities, while public investment reduces them 44 .
To assess whether public spending contributed to increase or to reduce inequality across regions over the model's time horizon, we use the correlations between public spending rates, public investment rates and initial regional GDPs per capita (see Table E .2). Positive or negative correlations will tell us whether those policies that reduce or enhance growth -total public spending and public investment respectively -have been more used in initially richer or in poorer regions.
45.
Spending at the regional level contributed to widen the gap between rich and poor regions. The poorer regions are those that have higher regional spending to GRP ratios: spending ratio and regional GDP per capita are negatively correlated. Therefore they are those that suffer most from having a big government. However, regional spending may have also helped the interregional convergence of households' income and their stabilisation during recessionary periods. 17 Multipliers are used because the regression coefficients of investment and fiscal variables are not easy to compare. Coefficients measure the effect of a one percent change of the spending or revenue category rather than in relation to GDP. A higher coefficient may then simply reflect the fact that the category was larger. Note also that the multipliers reflect the supply-side effects of policies, i.e. the impact on potential GDP.
46.
Public investment was more used in poorer regions and contributed to GDP per capita convergence. However, we see that SNG investments were not necessarily higher in poorer regions. Therefore they seem to have contributed less to the reduction of interregional disparities. 47 .
Effect of fiscal transfers on growth
There is little evidence that federal transfers have an impact on regional growth (Table 3 .4). The coefficients associated with total transfers are small and insignificant in both the OLS (column 2) and the GMM regressions (column 6). This compares with contradictory results in the literature: Yushkov (2015 [34] ) finds a growth-enhancing effect of transfers. But he suspects the result reveals short term effects of a transfer increase during the 2008-2009 crises rather than improved potential growth. Such effects are netted out in our model, which nets out the impacts of policies on potential growth. Alexeev and Blöchliger (2018[58] ) find that transfers have an overall growth-reducing effect.
48.
The effects vary by type of transfer. Dotations have a negative influence on growth due to their propensity to encourage SNG spending, which has in turn detrimental effects on regional growth. They seem to reduce spending efficiency in Russian regions, resulting in overall spending growth. While earmarked matching transfers (subsidies) are designed to mobilise sub-national spending with a high return, findings suggest that they have a small positive impact on growth, but this effect is not confirmed by the GMM regressions. 49 .
We developed a convergence growth equation for studying Russian regional growth. Our baseline results show a convergence rate of per capita GRP roughly in line with the 2% "iron law" generally found in cross country studies. We find that regions which depend on fuel extraction are not particularly affected by variations of oil price. But specialisation in industry; and to a lesser extent dependence on credit; are factors of vulnerability to international business cycles and interest rates hikes.
50.
Model extensions give results on the effect of fiscal policies on regional per capita GRP growth and convergence. We find that higher subnational government spending is associated with lower growth and reduced convergence. However, higher spending may also compensate for higher cost of public good procurement due to regional circumstances, and in this case they have much less detrimental effects on growth. Public investment has a very strong growth-enhancing effect. The multiplier is greater than for private investment and tends to accelerate regional convergence.
51.
The paper also puts forward insights on the effects of intergovernmental fiscal frameworks. There is some weak evidence that regional government investment yields higher returns than federal government investment. However, equalisation and balancing grants (dotations) appear to increase overall subnational government spending and slow down growth and regional convergence, probably as a result of poor spending efficiency and adverse development incentives at the regional level. We also find weak evidence that earmarked matching grants have beneficial impacts on growth and convergence.
52.
There is a potential trade-off between efficiency and regional inequality within regions. Dotations, even if they appear inefficient, are always necessary to redistribute wealth within the country, reducing interregional household incomes, inequality and physical and human capital gaps. Including income inequality in the modelling framework would add an important dimension of the debate, given the high level of household income inequality in Russia.
53.
The modelling framework might be augmented to complement the regional growth model with two types of modules. The first one would represent the influence of policies on average regional household incomes. The other one would link policies with intraregional income dispersions measured for instance by the Gini coefficient. The models could also be extended to studying more in details the contribution of various types of expenditure of regional growth and the importance of the structure of spending. Results could serve to fuel the debate of regional budget reforms. Last, one could add some structural policy variables to the model, in particular on regional innovation activity. Their contribution to total factor productivity is difficult to establish so far, but more indicators are becoming available. Note: * p<0.1; ** p<0.05; *** p<0.01. EDUC is the average years of education of the labour force (see Table 2 .1) Moscow and Saint-Petersburg are excluded from the sample.
55.
Using city-level wage data from Rosstat (2016[59] ), we see that there is a positive correlation between the city size and average wage for the group of cities of more than one million inhabitants , but this is largely due to Moscow and Saint Petersburg were wage are particularly high. When taking all the cities of more than 100 000 inhabitants, we see that both population size and the fact that city is specialisations in extraction or not play a key role. The highest wages -above Moscow and Saint-Petersburg levels -are found in cities with much less than 1 million inhabitants which are specialized in extraction or related activities. For the group of cities with population between 100 000 and 1 million inhabitant and which are not specialised in extraction, we see a positive correlation between population size and real wage suggesting positive agglomeration effects. Note: Statistics for municipalities. We includes cities of more than 100 000 inhabitants except Moscow and saint Petersburg that are beyond the right bound of the horizontal axis. Real wages are adjusted for regional price differences Source: Rosstat (2016[59] ; 2018 [2] ) Annex D. Cross-sectional growth regressions 
