This paper investigates the characteristics of the second harmonic generation of Lamb waves in a plate with quadratic nonlinearity. Analytical asymptotic solutions to Lamb waves are first obtained through the use of a perturbation method. Then, based on a careful analysis of these asymptotic solutions, it is shown that the cross-modal generation of a symmetric second harmonic mode by an antisymmetric primary mode is possible. These solutions also demonstrate that modes showing internal resonance-nonzero power flux to the second harmonic mode, plus phase velocity matching-are most useful for measurements. In addition, when using finite wave packets, which is the case in most experimental measurements, group velocity matching is required for a cumulative increase in the second harmonic amplitude with propagation distance. Finally, five mode types ͑which are independent of material properties͒ that satisfy all three requirements for this cumulative increase in second harmonic amplitude-nonzero power flux, plus phase and group velocity matching-are identified. These results are important for the development of an experimental procedure to measure material nonlinearity with Lamb waves.
I. INTRODUCTION
Recent research has demonstrated that nonlinear ultrasonic waves can be used to detect fatigue damage in its early stages. [1] [2] [3] [4] This second harmonic generation describes a nonlinear acoustic effect where components are generated at twice the frequency of the excitation wave. These second harmonic acoustic components can be directly attributed to the nonlinear elastic properties of a material. As opposed to its linear elastic properties, these nonlinear elastic properties are much more sensitive to changes in the microstructure, such as those caused by fatigue damage. Experimental measurements of these second harmonic components 1-4 potentially enable the direct characterization of the nonlinear elastic properties and the associated damage state of a material. The objective of this research is to determine the conditions for the second harmonic generation of Lamb waves in a plate with quadratic nonlinearity. Following the solution to this problem derived by de Lima and Hamilton, 5 analytical asymptotic solutions to Lamb waves are first obtained through the use of a perturbation method. Then, based on a careful analysis of these asymptotic solutions, it is shown that the cross-modal generation of a symmetric second harmonic mode by an antisymmetric primary mode is possible. This clarifies contradictory statements between de Lima and Hamilton, 5 Deng, 6 and Srivastava and di Scalea. 7 These solutions also demonstrate that modes showing internal resonance-nonzero power flux to the second harmonic mode, plus phase velocity matching-are most useful for measurements. In addition, when using finite wave packets, which is the case in most experimental measurements, group velocity matching is required for a cumulative increase in the second harmonic amplitude with propagation distance. Note that phase velocity matching requires that the phase velocities for the excitation mode at frequency and for the second harmonic mode at the double frequency, 2, be the same. Group velocity matching requires the same, but for the group velocity. Finally, this paper identifies five mode types ͑which are independent of material properties͒ that satisfy all three requirements for this cumulative increase in second harmonic amplitude-nonzero power flux, plus phase and group velocity matching. The identification of these mode combinations is critical for the development of an experimental procedure to measure material nonlinearity with Lamb waves, which is important for material characterization and nondestructive evaluation ͑NDE͒ applications.
II. SECOND HARMONIC GENERATION
Consider an elastic, homogeneous, isotropic, infinite plate with quadratic nonlinearity. Guided Lamb waves propagate in the positive z-direction of this 2h thick plate, while the upper and lower surfaces at y = Ϯ h are assumed to be stress free, as seen in Fig. 1 .
Following the solution derived by de Lima and Hamilton, 5 consider a perturbation approach that expresses the overall solution of the displacement field as the sum of a primary wave u ͑1͒ , which is associated with the wave launched into the plate at frequency , and a secondary wave u ͑2͒ , which arises at twice the primary frequency, 2, and is the second harmonic wave generated by the quadratic nonlinearities in the plate, or
The perturbation condition,
states that the nonlinear effect of second harmonic generation is very small compared to the primary wave. This method reduces the nonlinear boundary value problem to two linear boundary value problems: a homogeneous one for the primary wave and an inhomogeneous one for the secondary wave, which is forced by the primary wave. The solution for the primary wave is given by linear Lamb mode theory. 8, 9 Ignoring shear horizontal ͑SH͒ modes, the mode solution assumes the form u͑y,z,t͒ = ũ ͑y͒e i͑z−t͒ , ͑3͒
where the mode shape ũ ͑y͒ propagates harmonically in the z-direction. The Lamb mode ũ ͑y͒ can be either symmetric or antisymmetric, which is specified by the y-symmetry of the in-plane component ũ z ͑y͒. That is, for a symmetric ͑antisym-metric͒ Lamb mode, the in-plane component ũ z ͑y͒ is a symmetric ͑antisymmetric͒ function in y, while the out-of-plane component ũ y ͑y͒ is an antisymmetric ͑symmetric͒ function in y.
For symmetric Lamb modes, one obtains
where = h is the normalized Lamb wave number and = h. Moreover,
where c L is the longitudinal wave speed and c T the shear wave speed in an unbounded medium. The complex coefficient D determines the amplitude of the mode and depends on the actual excitation of the mode. For antisymmetric Lamb modes, the solution is
with the complex amplitude C. An important feature of Lamb modes is given by the dispersion relations between frequency and wave number, which allows for only modes with certain combinations of frequencies and wave numbers to propagate. For the secondary boundary value problem, de Lima and Hamilton 5 employed a modal expansion technique. The secondary solution is written as
which displays the sum of the N propagating linear modes at twice the primary frequency, 2, weighted by the respective amplitude coefficient A n ͑z͒ for each mode n in the expansion. This means that A n ͑z͒ determines how strong a certain secondary mode in the expansion is excited. Some manipulations, including a reciprocity relation and the orthogonality condition for linear modes, lead to an ordinary differential equation for A n ͑z͒, whose solution is given by
where is the Lamb wave number of the primary mode, n is the Lamb wave number of the nth secondary mode in the expansion, the superscript " ‫ء‬ " denotes the complex conjugate, and
is the power carried by the nth secondary mode. n z is the unit normal vector in z, ṽ is the particle velocity, and is the linear stress tensor. It is seen that A n ͑z͒ is proportional to the sum of the terms 
where n y is the unit normal vector in the y-direction. f n vol and f n surf are interpreted physically as the power fluxes from the primary wave to the nth secondary mode due to material nonlinearities via volume body forces and surface tractions, respectively. This means that the stronger the power flux from the primary to the nth secondary mode, the stronger the secondary mode is excited. The power flux is caused by the body force f 2 and surface tractions due to the stress tensor S 2 . These terms represent the complex 2-harmonic amplitude of the real quantities f and S, which are given as
in index notation, and
The quantities in Eq. ͑11a͒ are the real primary displacement field u i , Lamé's constant , the shear modulus , the thirdorder elastic material constants 10 Ā , B , and C , and the coordinates in the reference configuration ͑a 1 , a 2 , a 3 ͒ = ͑x , y , z͒. Equation ͑11͒ is obtained by the perturbation of the nonlinear boundary value problem, when keeping up to quadratic terms of displacements in the constitutive relation.
III. SYMMETRY PROPERTIES
Based on the modal solution presented above, both de Lima and Hamilton 5 and Deng 6 concluded contradictory symmetry properties of the second harmonic wave. de Lima and Hamilton stated that a primary mode can generate a secondary mode only of the same symmetry, e.g., an antisymmetric primary mode can excite an antisymmetric, but not a symmetric second harmonic mode, and vice versa. In contrast, Deng stated that the second harmonic wave must be purely symmetric, thus contradicting de Lima and Hamilton. Note that Deng did not conclude explicitly that a symmetric secondary mode can be generated by an antisymmetric primary mode.
This section clarifies this symmetry issue by the use of the modal solution presented in Sec. II employing generic y-symmetric functions, similar to Srivastava and di Scalea. 7 Equations ͑7͒ and ͑8͒ show that a secondary mode n can be excited only if the power flux from the primary to the secondary mode is nonzero, i.e., if f n vol + f n surf 0. In general, the computations of f n vol and f n surf are very lengthy. Conclusions on symmetries can be achieved, however, by utilizing simple symmetry properties of functions.
In preparation for demonstrating the symmetry properties of the forcing terms f and S, the expression for S in Eq. ͑11a͒ is expanded for the two dimensions y and z, since the x-component of the displacement field for Lamb modes is zero when plane strain is assumed, i.e., ‫ץ‬ / ‫ץ‬x = 0. This result is shown in the Appendix. Now, let the primary mode be a symmetric Lamb mode whose displacement field is given in Eq. ͑4͒. In order to investigate symmetries along the y-axis, the following notation is introduced: S͑y͒ is a generic, unspecified element of the set of symmetric functions in y, while A͑y͒ is a generic, unspecified element of the set of antisymmetric functions in y. As discussed earlier, u y = A͑y͒ and u z = S͑y͒ hold for a symmetric mode. It is also seen that a derivative of u i with respect to y changes the type of symmetry in y, while a derivative with respect to z does not change the type of symmetry in y. Moreover, the following rules are known:
Using these results, the symmetry of the first term of Eq. ͑A1͒ is calculated as ‫ץ‬u y ‫ץ‬y
In the same way, it is easily shown that all the terms on the diagonal of S are S͑y͒, while all the off-diagonal terms are A͑y͒; hence
Furthermore, by Eq. ͑11b͒,
where the subscript stands for the type of symmetry of the primary mode.
If the primary mode is antisymmetric, Eq. ͑6͒ shows that u y = S͑y͒ and u z = A͑y͒. Application to the same exemplary term above ‫ץ‬u y ‫ץ‬y ‫ץ‬u y ‫ץ‬y = A͑y͒ · A͑y͒ = S͑y͒ yields the same result for that of a symmetric primary mode. This is explained by the fact that products of displacements are involved-even though each single term changes its symmetry in y, as compared to the analysis of a symmetric primary mode, the product rules lead back to the same result. Hence,
independent of the primary mode's symmetry. Since f 2 and S 2 are the complex harmonic amplitudes of f and S, they show the same symmetry properties.
Recalling Eq. ͑10͒, the result for the power fluxes f n vol and f n surf depend on the symmetry properties of the secondary mode n. From ṽ = iũ , one concludes
for a symmetric mode, and
for an antisymmetric mode. Finally, with n y = ͑1, 0͒ and the secondary mode being symmetric, Eq. ͑10͒ becomes
It is noted that the inequality to zero holds in general, but there might be special frequencies and pairs of primary and secondary modes, for which at least one of these terms or their sum can be zero. Thus, if the secondary mode is symmetric, A n ͑z͒ 0 holds generally. For the secondary mode being antisymmetric, one obtains
implying that A n ͑z͒ = 0 according to Eq. ͑8͒. Summarizing these results, it is concluded that both a symmetric and an antisymmetric primary mode can excite a symmetric mode at twice the primary frequency. In contrast, neither a symmetric nor an antisymmetric primary mode can excite an antisymmetric mode at twice the primary frequency. Figure 2 displays this result graphically. Other authors 6, 7, 11 stated that the secondary wave is purely symmetric at the double frequency. However, they do not mention explicitly that the cross-modal excitation from an antisymmetric primary mode to a symmetric secondary mode is possible.
IV. INTERNAL RESONANCE
Recalling the modal solution in Sec. II, de Lima and Hamilton 5 observed that the amplitude coefficient A n ͑z͒ in Eq. ͑8͒ shows two fundamentally different behaviors depending on the relation between the wave numbers of the primary mode and the nth secondary mode. Noting the definition of the phase velocity
the second case in Eq. ͑8͒ is referred to as phase velocity matching, since ͑2͒ =2 and ͑2͒ =2 imply that
where the superscript ͑2͒ denotes the terms associated with the second harmonic mode. Also note from Eq. ͑5͒ that for the case of phase velocity matching, ␣ ͑2͒ =2␣ and ␤
͑2͒
=2␤ .
If in addition to phase velocity matching, nonzero power flux from the primary to the secondary wave is assumed, the secondary mode shows internal resonance. In this case, the solution for the nth mode in the expansion takes the form
The term internal resonance 5 is motivated by the linearly growing amplitude with propagation distance, z. This proportionality between the amplitude and the propagation distance suggests that the secondary mode can grow without any bounds. However, this behavior is prohibited by the perturbation condition of Eq. ͑2͒, which means that the perturbation solution is valid only up to a certain propagation distance.
de Lima and Hamilton 5 also mentioned that the nonresonant solution in Eq. ͑8͒, where ͑2͒ 2, results in the sinusoidal behavior
where d = ͑2͒ −2 is interpreted as the deviance from exact phase velocity matching. In general, this nonresonant solution is not desirable, since displacements are bounded, and there are distances z where the amplitude is identically zero. However, a special case not mentioned in de Lima and Hamilton 5 is practically relevant; if d is very small, the nonresonant solution approaches the resonant solution. In this case of approximate phase velocity matching, the second harmonic solution grows at an almost linear rate with propagation distance. Figure 3 shows the qualitative behavior of the amplitude depending on phase velocity matching. For material's characterization applications in NDE, exact or approximate internal resonance has several advantages. First, the growing amplitude results in large displacements after some propagation distance, improving the signalto-noise ratio for measurements. In addition, other modes that are not in internal resonance may be disregarded as small when compared to the mode in resonance, after some distance, so that they do not interfere with the resonant mode under consideration.
V. GROUP VELOCITY MATCHING
Knowing that exact or approximate internal resonance is a desirable feature, finally, consider the additional importance of group velocity matching for practical measurements. In practice, the group velocity
plays an important role, since the group velocity-and not the phase velocity-is the propagation velocity of the energy of finite "wave packets" with similar frequencies. It follows that signals of different group velocities will shift relative to each other with propagation distance. Thus, if the primary and the secondary modes have different group velocities, the initial secondary mode generated at the beginning will separate locally from the primary mode, making the power flux from the primary to the initial secondary mode zero. This results in a bounded secondary wave whose amplitude does not show a linear increase with propagation distance. Therefore, for practical applications which employ finite wave packets, group velocity matching is required. Group velocity matching is defined as c g ͑2͒ = c g .
While it is commonly agreed that phase velocity matching is a necessary condition, the concept of group velocity matching is more controversial. Deng et al., 12 for instance, did not believe that group velocity matching is a necessary condition, while Lee et al. 13 supported the argument given above. The analytical complexity to describe the influence of the group velocity on time-domain signals makes analytical arguments difficult to prove. The physical interpretation given above suggests group velocity matching at least as an adjuvant condition, if not necessary.
Two expressions of the group velocity in terms of the variables , , and c ph will be stated for future reference.
Note
and
representing implicit functions of and . Following Pilarski et al., 14 if is regarded as = ͑ ͒, the group velocity is written as
according to Eq. ͑21͒ and the rules of derivatives of implicit functions. By carrying out these derivatives, one obtains
for symmetric modes, and
for antisymmetric modes. It should be noted that both ␣ and ␤ are functions of and . Rose 15 presented a description of the group velocity in terms of and c ph .
. ͑28͒
VI. CHARACTERISTICS OF MATCHING MODE PAIRS
Finally, five mode types ͑which are independent of material properties͒ that satisfy all three requirements for a cumulative increase in second harmonic amplitude with propagation distance-nonzero power flux, plus phase and group velocity matching-are identified. Figure 4 shows an example for each type in the dispersion curves for an aluminum plate ͑c L = 6320 m / ms, c T = 3130 m / ms͒, featuring crossing points ͑C͒, symmetric modes at the longitudinal phase velocity ͑L͒, nonzero order modes near cutoff frequencies ͑O͒, nonzero order modes with a high wave number ͑T͒, and the fundamental modes A0 and S0 with a high wave number ͑quasi-Rayleigh wave͒ ͑R͒. Each matching pair is considered in detail to determine their usefulness for practical measurements, with an emphasis on conditions for specific frequencies and wave numbers, plus the amplitudes of surface displacements, particularly out-of-plane motion, which tends to be easier to experimentally measure.
A. Crossing points
A crossing point is defined as a ͑ , ͒-pair for which a symmetric and an antisymmetric mode cross in the dispersion curves. It turns out that this is possible in the region
͑29͒
Solving for the term ͑ 2 − ␤ 2 ͒ 2 −4␣ ␤ 2 = 0 reduces to the Rayleigh wave speed c R , which is not the solution sought, since c R Ͻ c L . Hence, from Eq. ͑29͒,
is inferred. Substituting this condition into Eq. ͑22͒ yields
hence one concludes
Recalling Eq. ͑31͒, it is proved that at a crossing point, either case I
or case II
must hold. Note that n ␤ Ͼ n ␣ by the definition of ␣ and ␤ . Using Eq. ͑5͒, these conditions allow for the computation of the corresponding frequencies as
where n = n ␤ 2 − n ␣ 2 for case I and n = n ␤ ͑n ␤ −1͒ − n ␣ ͑n ␣ −1͒ for case II.
Assuming phase velocity matching, it is concluded for both cases that
at frequency 2 . For case I, both n ␤ and n ␣ are even, and odd for case II. This fulfills Eq. ͑34͒ and it follows that ͑ ͑2͒ , ͑2͒ ͒ is a crossing point of case I, which matches phase velocity with the point ͑ , ͒. By the definition of a crossing point, it is obvious that there is phase velocity matching from the symmetric as well as from the antisymmetric mode to both the symmetric and antisymmetric modes at the double frequency.
For the group velocities, the results from Eqs. ͑24͒, ͑25͒, ͑26a͒, ͑26b͒, ͑27a͒, and ͑27b͒ are recalled. For case I, using Eq. ͑34͒, the group velocities are c g,sym c g,asym
while for case II, using Eq. ͑35͒, one arrives at
Note that c g,sym . Regarding the crossing point at the double frequency, it was stated already that it can be only of case I. Since phase velocity matching is shown, the group velocities of the crossing point at frequency 2 are obtained with Eqs. ͑38͒ and ͑39͒ for case I. Then, the factors of 2 cancel and it is shown that Thus, the following conclusions are made.
• If the crossing point ͑ , ͒ is case I, then there is group velocity matching from the symmetric mode at ͑ , ͒ to the symmetric mode at ͑2 ,2 ͒, i.e., c g,sym I = c g,sym I,͑2͒ , as well as from the antisymmetric mode at ͑ , ͒ to the antisymmetric mode at ͑2 ,2 ͒, i.e., c g,asym I = c g,asym I,͑2͒ .
• If the crossing point ͑ , ͒ is case II, then there is group velocity matching from the symmetric mode at ͑ , ͒ to the antisymmetric mode at ͑2 ,2 ͒, i.e., c g,sym
II
= c g,asym I,͑2͒ , as well as from the antisymmetric mode at ͑ , ͒ to the symmetric mode at ͑2 ,2 ͒, i.e., c g,asym
= c g,sym I,͑2͒ . Table I itemizes each possible combination along with the results about the displacements at the surface, which are explored in the following.
Regarding case I crossing points, the displacements at the surface follow by substitution of Eq. ͑34͒ into Eqs. ͑4͒ and ͑6͒, setting y = h. For symmetric modes, one obtains ũ y I ͑h͒ = 0, ͑44a͒
where the frequency equation, Eq. ͑22͒, is applied to simplify the expression. The displacements at the surface for the antisymmetric modes take the form
where the frequency equation Eq. ͑23͒ is used. Similarly, using Eq. ͑35͒ for case II crossing points yields
for antisymmetric modes. Summarizing these results with reference to Table I , either the symmetric or the antisymmetric mode at a crossing point matches phase and group velocity with the symmetric mode of the crossing point at the double frequency. Two observations deserve special mention. First, only the first two entries in Table I satisfy all the conditions required above. The other entries have either an antisymmetric secondary mode making the power flux from the primary wave zero or do not match group velocity. Second, for all the relevant pairs, the normal displacements at the surface are identically zero.
B. Symmetric modes at the longitudinal velocity
An investigation of symmetric Lamb modes at the longitudinal phase velocity c L with regard to the out-of-plane displacement at the free surface and group velocity was pre- 14 They provide frequency-thickness products, where phase velocity equals longitudinal velocity. Then, they prove that the normal displacement at the surface vanishes and that all modes at these points have the same group velocity, which depends on the linear material properties only. This section considers these results in terms of phase and group velocity matching.
Using the condition c ph = c L , one obtains
to satisfy the frequency relation. The corresponding frequencies
are obtained from Eqs. ͑5͒ and ͑48͒. Assuming phase velocity matching yields
which satisfies Eq. ͑48͒. Thus, there is phase velocity matching from each symmetric mode at the frequencies described in Eq. ͑49͒ to another symmetric mode at the double frequency both having the longitudinal phase velocity. Substitution of Eq. ͑48͒ into the relation for the group velocity Eq. ͑24͒ results in
where the limit sin͑␣ ͒Ϸ␣ is used, since ␣ is very small. This is simplified as
and thus depends only on the material's properties. Consequently, the group velocity is constant for all symmetric modes at the longitudinal phase velocity. This means, for each phase velocity matching pair, group velocity matching is fulfilled as well. Note that Pilarski et al. 14 obtained another value for the group velocity. Confidence in the value presented here is gained by comparison to numerical results from the software DISPERSE. 16 The displacement field in Eq. ͑4͒ yields
if the conditions of Eq. ͑48͒ are satisfied, i.e., the normal displacement at the surface is zero. Using the frequency Eq. ͑22͒, the in-plane displacement at the surface becomes
which is nonzero. In summary, each symmetric mode at the longitudinal phase velocity shows phase and group velocity matching to another symmetric mode at the double frequency. The respective frequencies and the common group velocity are given above. As is the case for crossing points, the out-ofplane displacement at the surface is zero, while the in-plane displacement at the surface is nonzero.
C. Nonzero order modes near cutoff frequencies
Graff 8 provided a concise introduction to cutoff frequencies, which are obtained for the low wave number limit → 0. This section relates Graff's results to phase and group velocity matching.
In the low wave number limit → 0,
hold, which leads to the conditions case SI:
for antisymmetric modes. From Eqs. ͑55͒ and ͑56͒, the respective cutoff frequencies are obtained as
To show phase velocity matching for a case SI mode in the limit → 0, the phase velocity matching conditions are applied to Eq. ͑56a͒ to obtain
where the subindex indicates the type of the mode at frequency . This means that there is phase velocity matching from every case SI mode to the case AI mode at the double frequency. Similarly, the phase velocity matching conditions for the other cases
␣ AI ͑2͒ = 2n case AI, ͑58c͒
are obtained. In other words, in the limit → 0 there is phase velocity matching:
• from every case SI symmetric mode to a case AI antisymmetric mode, • from every case SII symmetric mode to a case SII symmetric mode, • from every case AI antisymmetric mode to a case AI antisymmetric mode, and • from every case AII antisymmetric mode to a case SII symmetric mode.
Note that c ph → ϱ as → 0, and thus, phase velocity matching in this limiting case means that both phase velocities of the mode pair approach infinity.
The group velocities for all the modes described above converge to zero, i.e.,
as → 0, which is observed by Eqs. ͑24͒ and ͑25͒. Using the relations for the cutoff frequencies above, all the terms in the nominator tend to zero, while there is always a term in the denominator that does not vanish. Hence, each phase velocity matching pair shows group velocity matching with the group velocity tending to zero. Graff's 8 results are presented for the surface displacements. The displacements of symmetric modes become
as → 0, where A is another arbitrary complex constant. For case I, the boundary conditions require D = 0, thus
with ␣ → ͑2n −1͒ / 2. For case SII, on the other hand, A =0 is required, resulting in
with ␤ → n. Regarding antisymmetric modes, the displacement field reduces to
with the complex constant B. For case AI, the boundary conditions yield C =0, or
with ␣ → n, while case AII requires B = 0, and thus
where ␤ → ͑2n −1͒ / 2. Table II shows all the possible combinations with their displacements at the surface. Again, only symmetric modes at double frequencies are useful for second harmonic generation, i.e., the first two entries in the table. One observes-as in Secs. VI A and VI B-that the out-of-plane displacement at the surface for these modes is zero, while the in-plane component is nonzero. For = 0, the group velocity is zero, meaning that no energy is carried and the wave does not propagate. For this reason, these modes are practically relevant only in the approximation where is small, but nonzero. Then, phase velocity matching holds approximately, and the group velocity and the normal displacement at the surface is small, but nonzero.
D. Nonzero order modes with high wave number
For high wave numbers, i.e., → ϱ, nonzero order modes show a nondispersive behavior. It will be shown that both the phase and the group velocity converge to the shear wave speed c T for all nonzero order modes, and thus satisfy approximately the matching conditions.
In this section, the region c T Ͻ c ph Ͻ c L is considered. It follows that ␣ = ␣ Јi, where
and thus, the frequency equations are 
In the high wave number limit → ϱ, requiring
satisfies Eq. ͑67͒ for symmetric modes. Similarly, Eq. ͑68͒ for antisymmetric modes holds for
In these cases, since
one concludes c ph → c T , and
where
That is, the phase velocity of all the nonzero order modes converges to the shear velocity for → ϱ. Furthermore, since → c T → ϱ, the frequency increases with wave number.
Since all the nonzero order modes converge to the same phase velocity, there is phase velocity matching from each of these modes to every nonzero order mode in the high wave number limit → ϱ. This also implies that the modes show a nondispersive behavior, meaning that ‫ץ‬c ph / ‫ץ‬ = 0. From Eq. ͑28͒,
follows, i.e., the group velocities of all the nonzero order modes converge to the shear velocity. Thus, group velocity matching from each to every nonzero order mode is concluded for the limit → ϱ.
For the subsequent investigation of the displacements, the limits
will be helpful. Another limit for symmetric modes is obtained using the frequency relation, Eq. ͑67͒,
͑76͒
which is used to calculate the displacements at the surface from Eq. ͑4͒,
Equation ͑77͒ suggests that the displacements at the surface are nonzero. Yet, if the depth y n = h / ͑2n͒ is considered, for example, one term in the normal displacement of Eq. ͑4͒ tends to infinity, since sin͑␤ y n /h͒ → sin͑/2͒ = → ϱ. ͑78͒
Thus, D has to approach zero in order to obtain a physically reasonable, finite displacement field, and the out-of-plane displacement at the surface u y ͑h͒ becomes infinitesimally small compared to the displacement u y ͑h / ͑2n͒͒, i.e.,
For the in-plane displacement u z ͑y͒, there is no depth y to make any term unbounded, so that
follows, i.e., the wave tends to become a pure shear wave as → ϱ, propagating at the shear wave speed. Regarding antisymmetric modes, Eqs. ͑68͒ and ͑70͒ yield the limit
͑81͒
which is used to calculate the displacements of Eq. ͑6͒ at the surface,
If the middle layer y n = 0 is considered in Eq. ͑6͒, the normal displacement tends to infinity because
while there is no y that makes the in-plane displacement unbounded. Hence, with the same argument as above, Thus, as → ϱ, both symmetric and antisymmetric modes tend to become pure shear waves at the shear velocity with zero displacements at the surface. In summary, as → ϱ in the region c T Ͻ c ph Ͻ c L , it is shown that all nonzero order modes approach the shear ve-locity c T in both the phase and the group velocity. Hence, phase and group velocity matching is concluded from each to every mode in the high wave number limit. Furthermore, the out-of-plane displacement at the surface and the in-plane displacement over the whole cross section converge to zero, so that the motion becomes pure shear. From a practical perspective, the results may be applied approximately, i.e., as becomes large but not infinity. Then, depending on the wave number and the approximation tolerance applied, the results hold for a certain number of modes.
E. Fundamental modes with high wave number
"quasi-Rayleigh surface wave…
In the region c ph Ͻ c T Ͻ c L for → ϱ, the fundamental modes take the form of a Rayleigh surface wave, called a quasi-Rayleigh wave for plates. The additional term quasi indicates that this is not the original Rayleigh wave-as defined for a semi-infinite half-space-but the Lamb modes that behave like a Rayleigh wave in the high frequency domain. As increases, the wavelength becomes much smaller than the plate's thickness, so that the plate appears approximately as a semi-infinite half-space.
The condition c ph Ͻ c T implies that ␣ and ␤ are complex and written as ␣ = i␣ Ј and ␤ = i␤ Ј, where ␣ Ј as in Eq. ͑66͒
The frequency equations ͑22͒ and ͑23͒ reduce to the Rayleigh wave equation
whose solution is the Rayleigh wave speed c R with the property c R Ͻ c T . Hence, the limits
are concluded, where
and ␥ ␤ = ͱ 1−͑c R / c T ͒ 2 . Since both fundamental modes A0 and S0 converge to the Rayleigh wave speed in the high wave number limit → ϱ, there is phase velocity matching from each fundamental mode to itself and to the other one. As in Sec. VI D, group velocity equals phase velocity, i.e., c g → c ph → c R ͑90͒
due to the nondispersive behavior and Eq. ͑28͒. Hence, group velocity matching for the fundamental modes is concluded. Substituting the limits obtained above in the displacement fields, Eqs. ͑4͒ and ͑6͒ result in for the antisymmetric fundamental mode A0. These equations show-according to the theory of Rayleigh wavesthat the energy is concentrated at the surface and that displacements vanish exponentially with depth. As ␣ Ј and ␤ Ј become large, the sinh͑ · ͒ and cosh͑ · ͒ terms grow with a faster exponential rate as y approaches h. In the very limit ␣ Ј, ␤ Ј→ ϱ, the displacement is concentrated entirely in an infinitesimally small layer beneath the surface. Therefore, large out-of-plane and in-plane displacements are observed at the plate's surface. In summary, for large wave numbers and frequencies, both the phase and the group velocity of the fundamental modes S0 and A0 converge to the Rayleigh surface wave speed c R Ͻ c T . Due to its nondispersive behavior, both phase and group velocity matching are concluded. The displacements at the surface are large as compared to the inner part of the plate, since energy is concentrated in a thin layer beneath the surface.
VII. CONCLUSION
This research considers the conditions for the second harmonic generation of Lamb waves using these results to determine five different types of matching pairs of Lamb modes with internal resonance. These matching mode pairs all satisfy the conditions of nonzero power flux to the second harmonic wave, phase velocity matching, and group velocity matching. The first condition is shown to be satisfied if symmetric second harmonic modes are considered. For the velocity matching conditions, two mode types match phase and group velocity exactly ͑crossing points and symmetric modes at the longitudinal velocity͒, while three mode types match approximately ͑modes near cutoff frequencies, nonzero order modes for high wave numbers, and quasi-Rayleigh wave͒. The analysis of these matching mode pairs provides critical information for their experimental generation and detection such as excitation frequencies, and related quantities such as phase and group velocity. In addition, it is shown that all these mode pairs ͑except for the quasi-Rayleigh pair͒ that satisfy internally resonant second harmonic generation also display zero out-of-plane displacements at the surface.
These results provide a suite of potential mode combinations that can be used to experimentally measure a second harmonic amplitude that is linearly increasing with propagation distance, potentially with a higher signal-to-noise ratio. These measured second harmonic amplitudes enable the direct characterization of a material's nonlinear elastic components and the associated damage state.
