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Le propos de cet article est de montrer qu’on peut calculer les solutions de 
I’equation d’evolution quasilineaire darts F?“: 
D,u + div(B(u)) -d@(u)) = 0, U(X.d)ER. XER”, t>O (1) 
(ou A et B sont des applications dot&es definies sur F?, a valeurs respec- 
tivement dans R et IR”, et oti A ‘, la dtrivee de A est supposee positive ou 
nulle sur IF) et en particulier de l’equation du premier ordre: 
D,u + div(B(u)) = 0, U(,K, 1) E R, x E IF?‘, t > 0, ;7b (L, 
a l’aide de I’equation d’evolution lineaire dans F?’ x Ip: 
D,s + B’(w) . grad,s -A’(w)A,s = 0, 
s(x, Ml, t) E R, (x, 19) E R” x I?. t > 0. (3) 
Plus precisement nous nous proposons de montrer que le semi-groupe 
(s(t), I > 0) associi a (1) s’exprime en fonction du semi-groupe (G(t), I > OJ 
associe a (3) a l’aide de la formule suivante: 
S(J) = liyc (iG(t/n)j)“. (4) 
ou j et i designent deux transformations que l’on difkrira, l’une permettant de 
passer des fonctions de s aux fonctions de (x, w), I’autre des fonctions de 
(x, w) aux fonctions de X. 
Dans le cas de l’tquation (2), cette formule a ett introduite dans [3] sous 
le nom de mtthode de transport et ecroulement et apparait comme une 
generalisation de la methode des caracteristiques 141. 
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Remarque. La formule (4) permet de reduire un probleme non-liniaire, le 
calcul de S(t), a un probleme lineaire, le calcul de G(t) au prix de I’in- 
troduction d’une variable auxiliaire w; cette situation est similaire a celle qui 
se presente dans le cas de I’equation d’Hamilton-Jacobi: 
D,u + H(D,u) = 0, u(x, t) E R, x E F?‘, t > 0, (5) 
lorsque l’hamiltonien H est convexe (methode de Bellman, voir annexe 2). 
1. RBSULTAT PRINCIPAL 
Dans (l), A, A’ (d&i&e de A) et B sont des applications lipschitziennes 
dtfinies sur R a valeurs respectivement dans IR, [0, +oo [ et R”‘. 
L’equation (2) entre done dans le cadre de notre etude (poser A = 0). 
Plutot que de considerer le probleme de Cauchy dans R” tout entier, nous 
considtrons le probleme de Cauchy sur le tore X= IRN/L” pour simplifier les 
demonstrations (X presentant l’avantage d’etre compact). Autrement dit, 
nous etudions le probleme aux limites associe a (1) sur le cube unite [0, 11” 
avec conditions de periodicite au bord. 
Nous utiliserons l’espace L’(X) (resp. Coo(X)) qui s’identifie a l’espace des 
fonctions f localement inttgrables (resp. infiniment differentiables) sur R” et 
periodiques de pbriode entiere: 
vx E IFiN, Vm E IN”, f(x + m) =.0x). 
En vue d’appliquer le schema (4), nous posons 
ju(x, w) = 1 si u(x) > w > 0, 
j,(x, w) = -1 si u(x) < w < 0, vu E L ‘(X), 
ju(x, Iv) = 0 sinon, 
(6) 
(7) 
is(x) = J s(x, w) dw, VSEL’(XX F?), (8) 
et nous introduisons le semi-groupe (G(t), t > 0) associe a l’equation 
d’evolution lineaire: 
D,s+B’(w).grad,s--A’(w)d,s=O, 
s(x, U’, t) E R, (x, w) E xx IR, t > 0. (9) 
Pour enoncer le resultat principal, nous avons besoin de la definition 
suivante: 
Une solution “entropique” de l’equation (1) est une fonction u(t, x) 
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localement integrable qui verifie, au sens des distributions sur 10, too ] x X, 
l’inegaliti: 
oii h est une fonction de R dans R lipschitzienne convexe quelconque et 
Bh(w) = 1” B’(s) h’(s) ds, 
. il’ 
A,@)=j A’(s)h’(s)ds. (11) 
0 0 
C’est une notion plus forte que celle de solution faible au sens des 
distributions (poser successivement h(w) = w et h(w) = -19, dans (10) et 
(1 l)), et moins forte que celle de solution classique. On suit en cela (avec des 
modifications mineures) Hopf, Kruikov, dans le cas A = 0, Vol’pert et 
Hudjaev? dans le cas general (voir [S, 9, 111). 
On sait que dans le cas hyperbolique (A = 0), au moins, seule la notion de 
solution entropique est adequate pour obtenir un problime bien pose 
(existence globale et uniciti, [9]). I1 en est vraisemblablement de mime dans 
le cas general [ 111, bien que dans le cas B = 0 la notion de solution faible au 
sens des distributions suffuse [5]. 
Nous nous proposons de montrer le resultat suivant: 
TH~OR~ME. Soit uEL’(X). Si l’kquation (1) admet duns 
C”( [O, +c0 [, L’(X)) une seule solution “entropique” t -+ S(t) u telle que 
S(0) u = 24, alors on a, pour tout t > 0, 
S(t) u = )?a (iG(t/n)j)” u (duns L’(X)). 
2. DEMONSTRATION 
Introduisons pour tout t > 0, l’opirateur: 
T(t) = iG(t)j. (12) 
Pour dtmontrer le theoreme, il suffit de verifier les prom-i&es suivantes 
de T(t): 
(a) T(t) est une contraction de L’(X) dans lui-meme: 
IT(t) u - T(t) u ( < 1 u - v j. Vu,vEL’(X) (13) 
(on notera toujours ) . ] la norme L ’ sur X ou sur X x R ). 
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(b) T(t) est stable en norme L’ et en variation totale: 
(pour tome la suite de l’article, on detinit dans [0, +co ] la variation totale 
d’une fonction donie u E L ‘(X) par: 
oti (1 ..(I dlsigne la norme euclidienne sur R’v). 
(c) Pour toute fonction test positive f E Cm(X), toute fonction 
u E L’(X) et toute application h lipschitzienne convexe de R dans R, on a: 
t-’ j [hi U(X)> - h(u(Gy))]f(x) dx 
x 
< J i [BhW)) . grad.&) + A,,(@)) .Af(x>] d,u 
+ Ct exp(Ct) ) fd (, Vt > 0 (15) 
(oti C est une constante finie ne dependant que de f et h). 
(d) I1 existe une partie dense D de L’(X) telle que: 
TV(u) < fco, sup{t-‘(T(t)z4-u[,t>O} <+a, Vu E D. (16) 
Ces propriites sont sufisantes (independamment du choix de T(t)) pour 
prouver que, u E L ‘(X) &ant donnte, 
(i) 11 existe au moins une solution entropique de (1) dans 
CO([O, +co[, L’(X)) valant 2.4 en t=O. 
(ii) Si la solution est unique, alors elle s’ecrit sous la forme 
s(t) u = Jnm l”(t/n)” u (dans L ‘(Xl>, vt > 0. (17) 
Comme la technique utilisee est assez classique (on suit en gros [6]), nous 
rejetons ce point en annexe (annexe 1) et nous mettons I’accent sur la 
verification des proprietls (13) a (16). 
Auparavant, il est utile d’enoncer quelques proprietis de la transformation 
j et du semi-groupe (G(t), t > 0) associe a (9). En utilisant le theoreme de 
Fubini, on montre saris peine a partir de (7) les propriites suivantes dej: 
lju -jul = (u - ~‘1, IhI = IuL vu, u EL’(X) WV 
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(rappelons que 1. / designe la norme L r aussi bien sur X que sur X X E) 
c@(x)) - c(O) = iju(x, w) c’(w) d-x, vu EL’(X) (15) 
(c densignant une fonction lipschitzienne de R darts R quelconquej. Notons 
aussi Ia proprieti: 
qu’on trouve (sous une forme un peu differente) demontree dans [? 1. 
Remarquons enfin que G(t) s’exprime explicitement sous la forme: 
(G(t) s)@. l.v) = i s(?c - f~'(lC) - V’2tA ‘(1~) . 47, lcj g(.1!) dJ3, 
x E x, WER, VsEL1(XX//=), 
oti g(y) dy est la mesure positive de masse 1 definie sur IF” par: 
g(j)) = (271) -‘vi’ - exp(--/I y I( l/2), J E iF’\. 
(211 
(22 ) 
Notons que G(t) est un operateur lineaire de L ’ (X X R) dans h&mime con- 
tractant: 
2.a. h-ewe de la proprie’te’ (13). Pour u, L’ EL’(X). on a (d’apres (8) et 
(12)), 
T(t) u(s) - T(t) L?(X) = )_ (G(t)ju)(x, w) dw - 1. (G(t) jc)(.x, w) dw 
., 
x E x. 
done: 
/T(t) zl - T(t) ~‘1 ,< ) G(t)ju - G(tjju). 
Comme G(t) est contractante on a j G(t) jzl - G(t)jc) ,< ]ju -jv j et on en 
conclut7 grace a (18), que /T(t) u - T(t) u/ < Iu - u(. La propriete (13) est 
done vtrifice. 
2.b. Preuve de la proprie’te’ (14). D’apres (7). (8), (21), on a j0 = 0 (0 
designant la fonction nuIie sur X ou sur X x R), G(t) 0 = 0 et i0 = O? done 
T(t) 0 = 0 (d’apres (12)). On diduit .alors de (13) que: 
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I1 reste pour montrer (14) 1 bvaluer TV(T(t) u). Pour cela, tixons h E RN, on 
a: 
(T(t) u)(x t h) - (T(t) u)(x) = j [(G(t)ju)(x + h, w) - (G(t)ju)(x, IV)] dw 
= (d’aprks (2 1)) 
jj [jucx + h - t~f(lv) - JW) . y, wJ) 
-ju(x - W(w) - &z$T) * y, MT)] g(y) dy dw. 
Done: 
j I(T(~> U>(X + h) - CT@) U)(X)1 dx c \f 1 .b(X + h, W) -.h(X, W>I dx dlv 
. . 
(compte tenu de ce que g(y) dy est positive de masse 1) 
= 11 u(x + h) - u(x)1 dx 
(compte tenu de (7) et (18)) 
,< )I h (/ TV(u) (par dlfinition de TJf) et done TV(T(I) u) < TV(u). 
La propriltl (14) est ainsi complitement dkmontrke. 
2.~. Preuue de la proprikte’ (15). Nous pro&dons en deux Itapes: 
(a) nous montrons que: 
ff(x)[W’(t) u(x)> - W-Y))] dx < jjfW([G(f) - Id]ju)(x, IV) h’(w) dx dw; 
(23) 
(b) nous en dtduisons (15) en montrant: 
t-’ jjf(x)([G(t) - Id]jU)(x, lv) h’(to) dvX d,v 
< ^ [Bh(@)) . gradf(,u) t Ah(z+)) - df(x)] dx J 
+ Ct exp(Ct) 1 u I. (24) 
RiBOLUTION D%QUATlONS D’kOLUTION QUASILINiAIRES 381 
Prouvons d’abord le point (b). On a: 
.I f(x)([G(t) - Id]ju)(x, w)h'(w) dx dw 
zz j~jf(x)[ju(x - cB'(w) - &aqT) - y, w) -ju(x, w)] 
x h’(w) g(y) dy dx dw 
ZZ ,‘fju(.x, w)[f(x + m’(w) + dm . y) -f(x)] h’(w)g(y) Q dx dw. 
_I. 
Puisque f est rigulikre on peut effectuer un dkveloppement de Taylor g 
l’ordre 4 rapport A fi. Compte tenu des propri&s suivantes de g: 
fg(y)dy= 1, fyi g(y) 47 = 0, j~!iy,i g(y) d~l = 6,, 
(25) 
! . J’/ Yj ok g( 4’) dY = 0, 
etc... 
on obtient: 
I[ Lf-(( 
Id 
x + W(w) + j/m - y) -f(x)] g(y) c&l 
- Q’(w) . gradf(x) + A’(w) . Q+(x)] 1 < Ct2 exp(Ct), (261 
oti C dkpend de f, A, B, mais pas de x. On en dttduit que: 
j:i’f(x)( [G(f) - Id]ju)(x, w) h’(w) dx dw 
< (-1 [B’(W) . gradf(x) + A’(w) . df(xj] h’(w)ju(x, I+) dx dw 
J” 
+ Ct’ exp(Ct> ji lh’(w)l Ij~(x, w)/ dx dw. 
Or par dlfinition de B,, A, et ju ((7, 1 l)), on a: 
f B’(w) h’(w)ju(x, iv) dw = Bh(z.t(x)), 
! _ A’(w) h’(w)ju(x, w) dw = A,(u(x)), 
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et done: 
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t . [B’(w) . gradf(x) + A’(w) . df(x)] h’(w)ju(x, M’) dx dw 
= t . [B&(X)) . gradf(x) + A,@(x)) e df(x)] dx. I 
D’autre part, on a d’apres (18) 1’11 ju(x, w)l dx dw = ( jr.4 (= ( u 1. Comme h est 
lipschitzienne, on peut done majorer Ct* exp(Ct) fl Ih’(w)J 1 ju(x, w)] dx dw 
par Ct’ exp(Ct) / u 1, quitte a changer la definition de la constante C. Ainsi, on 
obtient finalement (24). 
Revenons au point (a). 
D’apres la definition (7), s =ju verifie: 
0 < sgn(w) s(x, w) < 1, vx E x, VW E R (27) 
(ou sgn(w) vaut -1, 0, +I selong que w < 0, w = 0 ou w > 0). Du fait des 
proprietes de G(t), s = G(t)ju verilie aussi (27). Or on peut montrer que si h 
est convexe lipschitzienne et si s E L ‘(X x iFi) verifie (27), alors on a: 
h 
( 
j s(x, NJ) dw) - h(0) < i h’(w) s(x, IV) dw, x E x. (28) 
En posant s = G(t)ju dans (28), on obtient done (en se rappelant que 
T(t) u(x) = j (G(t)ju)(x, IV) dw) 
- h(0) <j h’(w)(G(t)ju)(x, w) dw. WV) 4x>> 
Or, d’apres (19), on a: 
hW) 1 - h(0) = l’ju(~x, w) h’(w) dw 
done h(T(t) u(x)) - h(u(x)) < j (G(t)ju -ju)(x, w) h’(w) dw, i.e., (23). 
11 ne reste done plus qu’i prouver (28) pour achever la demonstration du 
point (a). La variable x ne joue que le role d’un paramhre dans (28), et il 
suffit de demontrer le lemme suivant: 
LEMME. Si fE L’(R) vkrifie 0 < sgn(w)f(w) ,< 1, Vrv E R, et si 
h: R --t R est convexe lipschitzienne, alors on a: 
h (if(w) dw ) - h(0) < [ h’(w)f(w) dw. (29? 
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Preuve du lentme. On pro&de en trois &apes: 
(1) On se ram&e a l’aide d’approximations convenables au cas oti / 
est a support compact, h E C’(R) et h” EL’(R). 
(2) On choisit m > 0 de sorte que supp(f) c [-m, +m]. on effectue ie 
changement de variables suivant: 
f,(w) =f(M’- m) si m < w. 
=f(w - In) + 1 si 0 < w < m. 
=o si w < 0: 
h,(w) = h(w -m), 1v E iF:, 
et on constate que la formule (29) reste invariante. 
(3) On est done ramene a dtmontrer (29) dan le seul cas oti f a son 
support dans [O. +co [, prend ses valuers dans [O, l] et OU h, convexe, verifie: 
h E C*(R) et h” EL’(R). 
Introduisons F(w) = J”rf(s) ds. La relation (29) s’ecrit: 
h(F(oo)) - h(0) ,< 1” h’(w) F(w) dw 
-0 
soit encore: 
d’oti, en inttgrant par partie des deux cot& de l’inegalite: 
wh”(~~) dw < h’(oo) F(oo) - 1 h”(w) F(w) dw, 
-0 
soit encore: 
Or on a, par hypothise, h” > 0 (puisque h est convexe), F(co) > 0 et 
F(w) < min(F( co)? w) (p arce que f = F’ prend ses valuers dans [0, 1 ] et que 
F(0) = 0). La relation est done bien verifiee, ce qui achieve la demonstration 
du lemme. 
2.d. Preuve de la proprie’te’ (16). Posons D = Cx(X) et tlchons de 
prouver (16). Soit u E D fix& On a evidemment TV(u j < tco. 11 reste a 
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montrer qu’il existe une constante c > 0, finie, telle que pour toute fonction 
test fE Cm(X) verifiant sup{ If(x)/, x E X} < 1, on ait: 
i 
[r(t) - Id] u(x)f(x) dx 4 ct. (30) 
On sait en effet que si u E L l(X), alors on a: 
lul=sup ~jo(xM-we CYX>, w$ If(x 11' 
Par definition de T(t) et de G(t) ((12) et (21)), on a: 
j [2-(t) - I~J u(x)f(x) dcr 
= jjf’x” [ G(t) - Id]ju)(x, w) dx dw 
Siparons cett integrale en deux termes I et J: 
I= JjjS(x)[ju(x - tB'(w) - &qF) ' y, w) 
-ju(x - dm . y, w)] g(y) dy dx dw, 
J = jp(x) [ju(x - dm . 4’, )o) -&(x, )$>)I g(v) dy dx dw. 
I1 nous sufftt de montrer que 111 + IJI < ct. En utilisant le changement de 
variable x + x + v’- . y, ci y fixi, en tenant compte du fait que g(y) dJ7 
est positive de masse 1 et que sup{lf(~)J, x E X} < 1, on peut majorer I en 
valeur absolue par: 
!I p ) ju(x - W(w), w) -ju(x, to)1 dx dw. 
Par definition de la variation totale cette quantite est inferieure a: 
Cf j W(ju(., w)) dw, 
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oti c = sup{ll~‘(w)l\, w E Ip} est une constante finie (B etant lipschitzienne). 
Or on sait par (20) que, quelle que soit u, 
TV(u) = j W(ju( .) w)) dw. 
On en deduit que pour u E D, il existe c, finie (ne dtpendant que de u et B j 
telle que: 
Remarquons que ceci achive la demonstration de (16) dans le cas hyper- 
bolique oti A = 0. Dans le cas general, il reste a evaluer: 
Par un changement de variable en x adiquat, on obtient: 
J = /fl‘jdx, ru)[./-(x + j/m . y) -f(x)] g(y) dy dx dw. ..I 
En introduisant la mesure de Lebesgue ds sur 10, 4-00 [, on a: 
j-(x + &qq * Y) -f(x) 
= \/‘7 j Y(dm - s) y . gradf(x + s ~‘7 . J’) d.s 
(ou Y = fonction d’Heavyside). D’od: 
J = fi jjjjjucx, w) Y(~~AI(~) - 4 y 
. gradf(x + s fi . y) g(v) dq” ds dw ds. 
Comme yg( J?) = -grad g(y) ( voir (22)) on obtient en intigrant par partie en 
J’: 
J = t j’~]‘~ju(x, w) Y(J2A’o - s) s df(x + s \/‘i . y) g(y) dy dx dw ds. 
.” _ 
En effectuant le changement de variable s--f s2/2, on a: 
J = t fj(l‘ ju(x, w) Y(;~‘(w) - s) df(x + “‘2st s y) g(v) 4~ d-x dw ds, 
d”.. 
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Soit: 
J=t UJ ““. u,(x)df(x + fi s y)g(y) dy dx ds, 
oti 1’011 pose pour X E X et s E [0, +co [, 
us(x) = j ju(x, w) Y(A ‘(iv) - s) dw. 
Pour s fix& le sous-graphe ((x, w) E XX R, us(x) < w} de U, s’obtient a 
partir du sous-graphe {(x, w) E XX F?, u(x) < IV/ de u en retirant mutes les 
coupes w = cte pour lesquelles A’(JY) ,< s. II en risulte que: 
grad u,(x) = m,(x) grad u(x) od: 
et done que: 
m,(x) = Y(A ‘(u(x)) - s) 
(i ‘4WsG~W < {rv(m,)N,(u)+Ilm,ll,,N,(u)l - Il#llr=s 
v E CY.n 
Oli 
N,(u)=sup{llgradu(x)ll,xEx) et N,(u) = l.424 1.
Ainsi on peut majorer /JJ par: 
(compte tenu de ce que g(y) dJ> est positive de masse 1 et IfI uniformement 
bornee par 1). D’apres (7), on a aussi m,(x) =j(A’(u))(x, s), et done (d’aprcs 
(20)) 
! . W(m,) ds = TV(A’(u)) et / Ilrn,II,, ds = jjA’(u)il,,x. 
On obtient done: 
IJIG tV,@) TJ+ ‘@I> + N(u) IA ‘(UIIL~ 1. 
Puisque u E D = C”(X) et que A ’ est supposee lipschitzienne, on en deduit 
qu’il existe cz finie (ne dePendant que de u et A) telle que: 
IJI ,< c,t. 
On a ainsi demontre le r&that voulu: II + IJI < ct. 
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Ceci acheve la demonstration de (16) et done la verification des proprietis 
(13) a (16). 
ANNEXE 1 
Le propos de cette annexe est d’exposer, brievement, les raisons pour 
lesquelles les proprietts (13) a (16) sufftsent pour prouver le theoreme. 
Avant tout il faut introduire, pour chaque 6t > 0, I’approximation Ssr(l) II 
defmie dans CO(.[O, +co [, L’(X)) par: 
S,,(k Jr) u = T(st)k u, k = 0, 1, 2,... (31) 
S,,((k + s) &) u = (1 -s) Z-(dt)k u + STY+’ U, k = 0, 1, 2 ,...; s E [O, l[. 
(32) 
Qn montre la proposition suivante: 
PROPOSITION. Soit t* > 0 JixP arbitrairement, u E L ‘(X), T(,t) UI? 
ope’rateur dans L’(X) satisfaisant (13) ci (16) et S,,(.) u d@Tni par (32) 
alors: 
(i) I’ensemble IS,,(-) u; 6t < t”) est relaticement compact clans 
C”([O. t”], L’(X)); 
(ii) toute ualeur d’adhe’rence dans C’([O, t”], L’(X)) des S,,(.) u 
quand 6t tend uers 0 est solution entropiqzte de (1) et taut u en t = 0. 
Prueve. Compte term de la definition (32), on deduit de (13) (14) les 
proprietts suivantes: 
Vt, s > 0, vu, 2.’ E L ‘(X), 
I s,,(t) u - s,,(t) cl < I u - L’ I- (33) 
I SstW 72 I G I u I. ~W&> u) < Twl), (34) 
~s,,(t)u-S,,(s)u(~/t-s/~ /T(Gt)u-u/. &-I. (35) 
Pour prouver le point (i) de la proposition, commen$ons par montrer la 
propriete de compacite: 
(S,,(.) u; at < t*) (36) 
relativement compact dans CO([O, t*], L’(X)), pour u appartenant a D: oti 5 
est la partie dense de L’(X) dont on suppose l’existence dans (16). 
Soit u dans D et t* > 0 arbitraries. De (16) et (35). on deduit que 
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t + S,,(t) u est iquicontinu de [0, t*] dans L’(X). Compte tenu du fait que X 
est compact (rappelons que X = RN/Z”), on deduit de (16) et (34) par le 
thtortme de Helly que pour t > 0 tixe, I’ensemble (s,,(t) U; 6t < t*} est 
relativement compact dans L’(X). Les hypotheses du thloreme d’Ascoli sont 
remplies et on en deduit que (36) est verifiee pour t* arbitraire et u E D. Ce 
resultat ?&end par densite a u quelconque dans L’(X), a l’aide de (33) et du 
procede d’extraction diagonale. 
Pour demontrer la seconde partie de la proposition, on note d’abord que 
S,,(O) ff = l.4 
d’apres (32), ce qui entraine que toute valeur d’adherence des S,,(.) dans 
C’([O, t*], L’(X)) prend la valeur u en t = 0. On diduit d’autre part de la 
propriete (15) que toute valeur d’adherence S( . ) u des S,,(.) u quand 6t 
tend vers 0 est une solution entropique de (1). Pour cela on se donne des 
fonctions test r(t) et f(x) positives a support compact respectivement dans 
10, t*[ et dans X, une fonction hR --t R convexe lipschitzienne t on montre 
que l’intlgrale suivante est negative: 
[-h(S(t) 4-x)) f(t).m) 
- Bh(S(t) u(x)) r(t) gradf(x) - Ah(S(t) u(x)) r(t) @(x)1 dx dt 
en l’approchant par: 
> UC-~))  W,,(t,) u(x)>1 is- If(x) dx 
- I’ [Bh(SSt(tk) 4x1) grWT~) + Ah(SSr(fk) U(x)) &-&)I ddy/ 
(ou t, = k at, k = 0, 1, 2,...), quantite qu’on peut majorer d’apres (15) par 
C dt, oti C depend de U, t”,f, r et h. Le detail de la demonstration utilise les 
proprietes (33), (34) et (35), la convergence dans C’([O, t”], L’(X)) des 
S,,(.) U, et la propried suivante: 
lT(&)u-uu(-+O, St + 0, tlf.4 EL’(X); 
qu’on deduit (par densite) de (16). 
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ANNEXE 2. MBTHODE DE BELLMAN POUR 
L'kQUATION D'HAMILTON--JACOBI 
Now avons reduit la resolution de l’equation nanlineaire ( 1) seloh le 
schema suivant: 
E, j Em, ti. 
s(t) 
i I 
G(t) (37) 
EX +-T- E, x w’ 
Nous avions un espace E,y de fonctions u defmies sur une varieti X (a savoir 
x = pN/~,v et E, = L’(X)) et un semi-groupe (S(t), t > 0) non-lineaire 
agissant sur E,. Nous avons introduit 
(ij une variable auxiliaire w E W et un espace E,, II, de fonctions 
difinies sur XX W (a savoir L ‘(X x R)), 
(ii) deux transformations i et j permettant de passer des fonctions de 
x E X aux fonctions de (x, w) E X x W (definies par (7) et (8)), 
(iii) un semi-groupe lineaire (G(t), t > 0) agissant sur E,,-, &,. (Mini 
par (21)), et nous avons obtenu: 
S(t) = lilis (iG(t/n)# 
Le schema (37) s’applique a l’iquation d’Hamilton-Jacobi (5j et au semi- 
groupe S(t) associe, lorsque “I’Hamiltonien” N est une fonction convexe de 
RY dans Ip. Moyennant des hypotheses convenables, on montre j 1.2. 101 
que la formule: 
S(r) = iG(t)j, 
est verifiee si l’on pose: 
cz’= p, 
ju(x, 12’) = u(x), 
is(x) = inf( s(x, 1%‘); w E WI 
et si 1.011 introduit le semi-groupe G(t) associe a l’tquation lineaire: 
D,s + D,,.H(wj . (D,s - 1v) $ N(w) = 0. 
s(x, 11’, t) E rn? (x, 12’) E [Rsv x iF;,v, t > 0. 
(38) 
(39) 
(40) 
(44) 
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