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Abstract
Neural network models have been widely tested and analysed using
large sized high dimensional datasets. In real world application prob-
lems, the available datasets are often limited in size due to reasons
related to the cost or difficulties encountered while collecting the data.
This limitation in the number of examples may challenge the clas-
sification algorithms and degrade their performance. A motivating
example for this kind of problem is predicting the health status of a
tissue given its gene expression, when the number of samples available
to learn from is very small.
Gene expression data has distinguishing characteristics attracting the
machine learning research community. The high dimensionality of
the data is one of the integral features that has to be considered when
building predicting models. A single sample of the data is expressed
by thousands of gene expressions compared to the benchmark images
and texts that only have a few hundreds of features and commonly
used for analysing the existing models. Gene expression data samples
are also distributed unequally among the classes; in addition, they
include noisy features which degrade the prediction accuracy of the
models. These characteristics give rise to the need for using effec-
tive dimensionality reduction methods that are able to discover the
complex relationships between the features such as the autoencoders.
This thesis investigates the problem of predicting from small sized
high dimensional datasets by introducing novel autoencoder-based
techniques to increase the classification accuracy of the data. Two
autoencoder-based methods for generating synthetic data examples
and synthetic representations of the data were respectively introduced
in the first stage of the study. Both of these methods are applicable
to the testing phase of the autoencoder and showed successful in in-
creasing the predictability of the data.
Enhancing the autoencoder’s ability in learning from small sized im-
balanced data was investigated in the second stage of the project
to come up with techniques that improved the autoencoder’s gener-
ated representations. Employing the radial basis activation mecha-
nism used in radial-basis function networks, which learn in a super-
vised manner, was a solution provided by this thesis to enhance the
representations learned by unsupervised algorithms. This technique
was later applied to stochastic variational autoencoders and showed
promising results in learning discriminating representations from the
gene expression data.
The contributions of this thesis can be described by a number of differ-
ent methods applicable to different stages (training and testing) and
different autoencoder models (deterministic and stochastic) which, in-
dividually, allow for enhancing the predictability of small sized high
dimensional datasets compared to well known baseline methods.
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Bayes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.8 Comparison between the decrease in the loss function for two dif-
ferent learning rate values . . . . . . . . . . . . . . . . . . . . . . 97
6.1 Simple RBFA Architecture . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Training error for RBFA, Normal+Dropout Autoencoder (DA),
Normal Autoencoder (NA), and SDA . . . . . . . . . . . . . . . . 115
6.3 Visual comparison for the performance of RBFA, Normal+Dropaout
Autoencoder, Normal Autoencoder, and SDA in reconstructing
MNIST images . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
xiii
LIST OF FIGURES
6.4 The effect of the increase in the number of layers in the first hidden
level on the accuracy of random forest (RF), SMO, näıve Bayes and
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Autoencoders are multi-layer perceptron feed forward neural networks. They
learn the representations of the data using unsupervised learning algorithm i.e.
without considering the class outcome of the training examples. Autoencoders’
learning algorithm can be framed as a classical optimization problem which goal is
to find the set of parameter values that minimise a reconstruction based function
such as the Mean Squared Error (MSE). Examples of well known autoencoders
are the Stacked Denoising Autoencoder (SDA), adversarial autoencoders and the
sparse autoencoders.
The general goal of training an autoencoder is to allow the neurons at every
layer to learn abstract representations of the data which are, in ideal cases, dis-
criminating to every cluster of the data. Trained autoencoders have been widely
used for two general purposes: (i) initializing deep neural network architectures in
which layers are treated as a stack of autoencoders [Baldi, 2012]. (ii) generating
low dimensional representations of the data at the middle layer of the network to
overcome the curse of dimensionality, sparsity, problem challenging the machine
learning classifiers and analysis tools when used with the original high dimensional
data. Autoencoders have proved remarkably successful in reducing the dimen-
1
sionality of the data and generating low dimensional representations compared to
other linear dimensionality reduction methods such as the Principal Component
Analysis (PCA) which have limitations in capturing the complex relationships
between the data examples [Shiokawa et al., 2018].
Nevertheless, reducing the dimensionality of the data using neural network
methods, which have outperformed other methods [Tan & Eswaran, 2010], is not
an easy goal to achieve. This technique requires careful selection of the network’s
parameters, choosing proper initialization methods and applying appropriate pre-
processing techniques [Bengio et al., 2013]. Autoencoder-based dimensionality
reduction techniques have been investigated widely in literature, which is rich
nowadays with methods designed to improve the tendency of capturing good
representations of the data [Bengio et al., 2013; Goodfellow et al., 2014; Kingma
& Welling, 2013; Vincent et al., 2010b]; for instance, noising the data is a simple
yet efficient technique applied in the SDA [Masci et al., 2011] to make it robust
to the noise. However, most of the available methods have been designed and
empirically tested on large scale datasets. It has been also proved that learning
representations from small sized data will potentially allow the network to overfit
the training data and perform poorly in reconstructing or predicting future testing
observations as a result [Vincent et al., 2010b].
This thesis focuses on introducing autoencoder-based techniques for improving
the classification accuracy of high dimensional small sized datasets. Generating
good representations for small sized datasets is a significant challenge because of
the need for a powerful dimensionality reduction method while the limitation in
size poses a problem to neural network-based methods. We specifically chose to
test the proposed autoencoder-based techniques on the gene expression datasets
because of their distinguishing characteristics which include (i) the limited num-
ber of examples (a few hundred at most), (ii) the imbalanced distribution of
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the examples between classes and (iii) the number of features per example is
very high (1000-10000s). We also applied the techniques to benchmark images
datasets such as the MNIST to comply with the common practice and preferences
that we found in literature.
The remainder of this chapter is organized as follows: Section 1.1 presents
the motivation. Section 1.2 presents the research questions and the proposed
methods. Section 1.3 lists the published and unpublished works derived for this
thesis and Section 1.4 sets the structure of this thesis.
1.1 Motivation
In this thesis, we are interested in finding autoencoder-based techniques that
improve the the classification accuracy of the target data in two main folds:
(i) exploiting the trained autoencoder models for solving the data related prob-
lems, e.g. class imbalance. (ii) improving the autoencoder’s ability in learning
from small sized datasets. The latter goal was achieved by applying techniques
that proved successful in improving the locality of response to similar patterns
of the data such as the radial-activations employed by the Radial Basis Func-
tions RBF networks which were designed to learn from small sized datasets in a
supervised manner. Most of the suggested autoencoder-based dimensionality re-
duction methods have been designed for and tested on benchmark datasets with
large quantity of training and testing examples. Despite their powerful perfor-
mance in most cases, the effectiveness of these methods degenerates sometimes
when they are applied to small sized data. Even in cases where autoencoders
successfully learned discriminating representations, the use of these models for
solving problems such as the class imbalance, for example, have got limited if
no attention. As a result, questions around improving or exploiting the available
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autoencoding methods in solving real world application problems with limited
number of examples is an open question requiring further investigation.
Transfer learning is one of the most popular techniques to overcome the prob-
lem of learning from small sized datasets. The method which basically depends on
reusing the representations of the data that were previously learned for a differ-
ent task in initializing a network that is specifically designed for a problem under
investigation proved efficient in cases where the applications are sufficiently re-
lated. It has also achieved preliminary success in transferring the natural images’
features to a new task [Ching et al., 2018]. In fact, most of the available transfer-
learning based methods were also designed for the image [Shin et al., 2016] and
electronic health record-based domains [Ching et al., 2018]. Nonetheless, learning
representations from phenotype data has received limited if no attention [Ching
et al., 2018]. Hence, it becomes a necessity to look for solutions to increase the
prediction accuracy of this data, which we are considering in this study.
1.2 Research Questions
Having the problems of (i) predicting the class of small sized high dimensional
data examples, (ii) the need for generating good discriminating representations for
these examples to improve their classification accuracy, (iii) the need for solving
other related problems such as the class imbalance problem as current opened
problems led us to propose methods for enhancing the predictability of these
datasets. Some of the introduced methods are applicable at the testing stage of
the autoencoder’s while the others are proposed to enhance the autoencdoer’s
ability in learning from small sized high dimensional data.




(i) Given a pre-trained autoencoder, can we generate different variations of a
given image? This question is related to the problem,mentioned in Chapter 3, of
generating visually appealing testing examples using poorly trained autoencoders.
The quality of the autoencoders’ output relies on the training hypermeters which
are set by trial-and-error techniques or using some heuristic methods which does
not guarantee learning good representations or generating good reconstructed
versions of the data. This thesis tries to answer this question by introducing an
optimization-based technique that generates reconstructed version for an input
test images. The idea is to see if the optimized low dimensional solutions gener-
ated by an optimization method can motivate the decoder’s neurons to generate
better reconstructed versions than the ones generated by the low dimensional
representations generated by the encoder part of the network.
(ii) What are the stat-of-the-art neural network based cancer prediction mod-
els? Gene expression data is a well known example to small sized high dimen-
sional datasets which are the settings that this thesis focuses at. Hence, before
going further in designing techniques that enhance the predictability this data.
This thesis will answer this question by showing, in Chapter 4, a complete study
to the current neural network-based cancer prediction models, present the pre-
procssing tools, the networks architectures and the analysis tools.
(iii) Can we use a pretrained autoencoder to generate synthetic gene expres-
sions form the minority classes? This question is related to question 1 and both
of these questions are applicable at the testing stage of the autoencoder learning.
This thesis attempts at solving the class imbalance problem which degrades the
classifiers performance by introducing, in Chapter 5, a new autoencoder-based
minority class oversampling technique to decrease the majority to minority class
ratio and reduce the bias towards perfectly predicting one of the two classes.
Rather than looking for other off-line methods that exploit the learned rep-
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resentations as initial seeds, We were motivated by the idea of enhancing the
“learning” from small sized datasets in the second stage of the project which
encouraged us to ask the following question.
(iv) How can we enhance the autoencoder’s ability in learning from samll sized
dataset? This question is tied directly with the problem of learning from small
sized high dimensional datasets and will be investigated in Chapter 6 which will
introduce the problem in details, provide mathematical foundation to the success
of the supervised Radial Basis Function (RBF) networks which are commonly
used with these settings and shows how RBF activations can be integrated withing
the unsupervised learning autoencoders.
(v) Can variational autoencoders be improved to learn from small sized imbal-
anced datasets? Variational autoencoders are probabilistic networks that show a
tendency to learn from a single cluster of the data and a degradation in its per-
formance when used with small sized data. This question is answered in Chapter
7 by introducing a new network architecture and an alternative loss function to
encourage learning from different clusters of the data and to overcome the above
mentioned problems.
1.3 Objectives and Contributions
This section highlights the contributions of this thesis which are connected ac-
cording to Figure 1.1 and itemized as follows:
• Introducing a technique for generating good reconstructed images from a
poorly trained autoencoder
M. Doaud and Mayo, M. Using swarm optimization to enhance autoencoder’s images.
In V. Torra, Y. Narukawa, A. Honda, & S. Inoue (Eds.), USB Proceedings of 14th
International Conference on Modeling Decisions for Artificial Intelligence. pp. 118–131.
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Figure 1.1: Thesis contribution map
2017 Kitakyushu, Japan.
• Surveying the state-of-the art neural network-based models for cancer pre-
diction from microarray data.
M. Daoud and M. Mayo, “A survey of neural network-based cancer predictionmodels
from microarray data,”Artificial Intelligence in Medicine, 2019.
• Introducing a new synthetic minority class over-sampling approach that
utilizes the decoder part of a previously trained autoencoder and the PSO.
M. Daoud and M. Mayo, “A novel synthetic over-sampling technique for imbalanced
classification of gene expressions using autoencoders and swarm optimization,” in Aus-
tralasian Joint Conference on Artificial Intelligence,pp. 603–615, Springer, 2018.
• Introducing the RBF autoencodrs, which utilizes the capability of the RBF
networks in learning from small-sized data.
M. Daoud, M. Mayo and S.J. Cunningham, RBFA: Radial Basis Function Autoencoders.
In 2019 IEEE Congress on Evolutionary Computation (CEC) pp. 2966-2973, IEEE, 2019.
• Introducing a multi modal framework for training the Variational Autoen-
coder (VAE) to overcome the problem of singularity in traditional VAE.
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M. Daoud, M. Mayo and E. Frank, Multi-Modal framework for training variational au-
toencoders. (to be submitted to the journal of Machine Learning)
1.4 Thesis Structure
This thesis is organised as follows: Chapter 2 presents a technical background
for the tools forming the backbone of the introduced methods. Chapters 3-7
include our published works an unpublished work formatted. Each of these chap-
ters is named by the publication’s title. They are: “Using Swarm Optimization
To Enhance Autoencoders Images” (Chapter 3), “A Survey of Neural Network-
Based Cancer Prediction Models From Microarray Data (Chapter 4)”, “A Novel
Synthetic Over-sampling Technique for Imbalanced Classification of Gene Ex-
pressions using Autoencoders and Swarm Optimization” (Chapter 5), “RBFA:
Radial Basis Function Autoencoders ”(Chapter 6) and “Multi modal approach
for training variational Autoencoders” (Chapter 7). Finally, Chapter 8 concludes




This chapter introduces an overview of the tools and techniques that are funda-
mental to the solutions proposed in the thesis. Each of the attached published
and unpublished works includes its background section with detailed discussion
about related state-of-art comparing methods. However, we chose to include a
brief technical background about neural networks, PSO algorithms and microar-
ray data to provide the reader with an initial understanding before going further
in the thesis.
2.1 Multi Layer Perceptron Neural Networks
Multi layer perceptrons are one type of neural networks consisting of a number
of interconnected neurons initialized with weight values and organized in layers
to model the complex relationships of the data. A layer in most multi layer
perceptron networks can be mathematically represented by a matrix mapping
the input examples into an output of different cardinality using normal matrix
multiplications rules. Non linear activation functions are commonly employed
to activate the layers output to allow for approximating (learning) the nonlinear
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relationships between the inputs and the target outputs. The output of every
layer in the network is passed to the next level in the hierarchy in the multi
layered architecture in order to generate an output at the output layer.
Multi layer perceptron networks are used as general function approximators
so, with a large amount of data and careful selection to the network’s parameters,
they can approximate a continuous function representing the objective of learning
[Chen et al., 1991]. Hence, the algorithm employs a non linear optimization
algorithm to optimize the network parameters to generate optimal outputs. The
difference between the generated output and the target output is quantified and a
backpropagation algorithm is used to propagate the error derivatives back through
the network layers to fine-tune the neuron weights.
Multi layer perceptron networks have been applied to a variety of applications.
For instance, it is used to predict the class of the un-labeled data by directly
learning the features-label relationship in a supervised manner using the labeled
training examples or to learn the input-output relationships using unsupervised
learning algorithms. The latter approach is commonly used as a starting point
for initializing other supervised learning-based networks as a mechanism to avoid
random initialization which can lead to bad solutions [Vincent et al., 2010b]. Al-
ternatively, unsupervised learning approachs can learn low dimensional abstract
representations of the inputs, this basic mechanism will be used in this project
and will be presented in the next subsection. Generative models such as the
adversarial networks [Goodfellow et al., 2014] and the variational autoencoders
[Kingma &Welling, 2013] are other examples to multi layer perceptron generative
networks trained in unsupervised manner to generate new examples of the data.
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Figure 2.1: A simple autoencoder
2.1.1 Autoencoders
Autoencoders are simple feed forward networks belonging to the multi layer per-
ceptron family of networks. The simplest form of the autoencoder consists of an
input layer, hidden layer and an output layer stacked in two parts called encoder
and decoder as shown by Figure 2.1. The layer separating both of these parts is
usually defined with the minimum number of neurons to learn low dimensional
codes of the data in the middle level of the network. These representations show
better performance when used with classification, clustering and data analysis
tools compared to the original high-dimensional data. A stacked and more com-
plicated form of the autoencoder can be built by adding more layers with different
architectures (e.g convolutional layers) to both sides of the network.
Despite their simple architecture, autoencoders form the back-bone of neural
networks unsupervised learning paradigm. They learn using the same mech-
anism mentioned above for training the multi layer perceptron networks. SDA
[Vincent et al., 2010b] are simple autoencoders with the same architecture as nor-
mal autoencoders but trained to denoise corrupted versions of the inputs. The
main motivation behind learning through decorruption was to move the learn-
ing concentration from finding perfect copies of the inputs, which maximize the
mutual information, into learning interesting representations that capture useful
structure of the data. This mechanism shows successful in learning robust high
level representations (at the output layer) which is not affected by corrupted in-
puts. Vincent et al. [2010b] suggested three corruption techniques: (i) Gaussian
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Input layer Hidden layer Output layer
Figure 2.2: RBF network
noise, (ii) setting a fraction of randomly chosen features to zero and (iii) adding
salt-and-pepper noise.
SDAs showed surprisingly good results in detecting edges from natural image
patches [Vincent et al., 2010b] and proficiency in learning representations of the
data for different domain applications [Gu et al., 2018; Scheithe et al., 2019].
2.1.2 Radial Basis Functions Networks
Radial Basis Function networks (RBF) are simple networks with a single hidden
layer that are recognized as a good alternative to multi layered networks which
have significant amount of parameters [Chen et al., 1991]. A typical RBF network
consists of three layers: an input, a hidden and an output layer. The hidden layer
in the middle of the network consists of center points; Each of which receives
the input example and interpolates it using a radial function into a new space.
The output of the hidden layer activates the weighted neurons, in the last layer,
to generate an output indicating the class of the input example. The network
depicted in Figure 2.2 represents an RBF network with an input layer of 4 neurons,
7 center points in the hidden layer and 2 neurons in the output to learn the class
of binary-labeled examples.
The performance of the RBF networks depends upon the number of cen-
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troids in the hidden level layer which can be initialized to arbitrarily chosen data
points or by using the centroids found by a clustering algorithm [Que & Belkin,
2016]. The response of these centroids monotonically decreases with the distance
between them and the input’s features, which allows for capturing local repre-
sentations of the data. However, using every training example as a center point
would allow for overfitting; hence the overall error is increased. Overfitting is a
problem accrues when the learning algorithm fits the training data too well but
performs bad with the testing data. It is related to the bias/variance trade off
explained by Geman et al. [1992] as a phenomena that allows the variance to be
too large, if the algorithm fits the data too well.
It was theoretically proven that the choice of the radial function makes no
crucial difference to its performance [Chen et al., 1991]. However, the thin-plate-
spline (Equation 2.1), Gaussian (Equation 2.2), multiquadratic (Equation 2.3)
and inverse-multiquadratic Equation (2.4) functions are examples to the most
commonly used RBF functions which are usually adopted based on the nature of
the data.





φ(v) = (v2 + β2)
1
2 (2.3)
φ(v) = (v2 + β2)
−1
2 (2.4)
where v is the Euclidean norm ||x − ci|| between the data example x and the
centroid ci. β is a constant.
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Recent works in RBF network have been suggested to solve real world ap-
plication problems [Teng, 2018], to improve the performance of the network and
reduce the complexity emerging with large scale data we can use methods to
speed up the interpolation in large scale data such as using space division based
techniques suggested in [Smolik & Skala, 2018].
2.2 Particle Swarm Optimization
Particle Swarm Optimization (PSO) [Eberhart & Kennedy, 1995] is a stochastic
evolutionary computation algorithm inspired by the swarm behaviour in bird
flocking and is often used for optimizing continuous non linear functions with
high dimensional space.
PSO was implemented using a straight forward algorithm. It starts with
initializing a swarm of I potential solutions called particles. Initialization mech-
anisms that guarantee the convergence of the algorithm’s fitness function into
stable points were extensively provided by empirical studies. However, such guide-
lines can be only considered with careful attention as the PSO parameters are
problem dependent [Van den Bergh & Engelbrecht, 2006].
Each particle i in the PSO is initialized at t = 0 with a position yi,0 and
velocity vi,0 vectors updated in every iteration t1, ..., tT of the algorithm to return
the best fitted particle at the end. The update, given by the following equations,
in the particle’s related vectors is a function of the best position pg found by the
particles in the neighborhood region and the particle’s personal best position pi
found so far:
vi,t = vi,t−1 + Ui,t(0,φ1)× (pi − yi,t−1) + Ui,t(0,φ2)× (pg − yi,t−1) (2.5)
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yi,t = vi,t + yi,t−1 (2.6)
where U(0,φ1) and U(0,φ2) or the cognitive components and the social compo-
nent respectively are weighting vectors of randomly generated numbers uniformly
distributed between [0,φ1] and [0,φ2] respectively for each particle i at each iter-
ation t. The purpose of these vectors is to control the tendency of each particle
to return to its best environment, and its tendency to follow other particles’ best
potential locations. It is a common practice to define pg as a global parameter
representing the best location found by the entire swarm as opposed to using a
neighborhood function to define the neighbors of every particle and choosing the
best location found by the neighbors as pg for every particle [Parsopoulos & Vra-
hatis, 2002]. PSO evaluates the suitability of the particles based on a predefined
fitness (objective) 1 function and updates the values of the pi and pg accordingly.
Despite its simplicity and applicability to wide rage of applications including
the DNA compression [Zhu et al., 2011] and resource allocation [Gong et al.,
2012], PSO showed poor performance in problems with large number of local
minima [Poli et al., 2007]. Studies in the PSO algorithm tried to improve the
performance of the PSO by defining new velocity update formulas [Shi et al.,
2001] and restricting the growth of the velocity from exceeding the boundary of
the search space, but these techniques increased the computational complexity
of the algorithm [Suganthan, 1999]. However, Competitive Swarm Optimization
(CSO) is a new variation to the PSO which omits the influence of the pi and pg
parameters to reduce the algorithms complexity [Cheng & Jin, 2014].
1PSO Fitness and objective terms are used interchangeably in this thesis following the
original paper [Poli et al., 2007]
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2.2.1 Competitive Swarm Optimization
CSO [Cheng & Jin, 2014] is a simple optimizer inspired by the PSO with some
conceptual differences. In CSO, the competition is done in pairs where particles
are randomly grouped into couples which are evaluated using a predefined fitness
function. The algorithm only updates the velocity and the location of the loser
particles based on their winning partners, which are not updated, before passing
them in to the next generation of the swarm t + 1. CSO does not define the pi
nor the pg parameters which reduces the number of comparisons and updates per
generation to be I
2
compared to the original PSO. Hence, the update in the loser’s
position is only influenced by its winning partner according to the following:
vl,t = r1,tvl,t−1 + r2,t(yw,t − yl,t−1) + γr3,t(yt−1 − yl,t−1) (2.7)
and the position can be updated accordingly based on the following Equation:
yl,t = yl,t−1 + vl,t (2.8)
where r1, r2, r3 ∈ [0, 1] are random vectors. yt is the mean position of the swarm,
γ is a parameter that controls the influence of yt and yw, yl are the winner and
the loser partners respectively.
CSO was empirically tested on six benchmark functions to study the influence
of its parameters [Cheng & Jin, 2014]. It has also outperformed the-state-of-the-
art algorithms which were designed for solving large-scale problems.
2.3 Microarray Datasets
Microaray technology is a laboratory tool for quantifying the amount of protein
produced by the genes (expression level). The technology simply hybridizes two
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Deoxyribonucleic Acid (DNA) (reverse transcript of mRNA ) strands collected
from two samples, e.g. diseased and healthy, by mixing them into a single mi-
croarray and scanning them after that with an appropriate light source. The
intensities of the resulting array of features, i.e. image, represents the average
difference between the matches and the mismatches and can be related to the
amount of the mRNA, i.e expression, presents in the diseased tissue. Microarray
data allows for measuring the expression levels in one assay which speeds the
process of finding patterns in the gene expression.
Cancer prediction models are a set of methods collaborating to statistically
analyse and predict the existence of cancer or the cancer type of the samples.
The high-dimensionality and the limited size of the microarray datasets are cru-
cial factors affecting their analysis. Feature selection or creation (projection)
techniques have been used widely to: (i) select a subset of informative features
from the data or (ii) generate new lower dimensional representations of the data.
Autoencoders are commonly used neural networks-based dimensionality re-
duction methods with the microarray data [Doersch et al., 2015; Dosovitskiy
et al., 2014]. They are commonly used by replacing the output layer with a
new layer which have a number of neurons equivalent to the number of classes
or, alternatively, by using the generated representations with other classification
algorithms [Yousefi et al., 2016]
The imbalanced distribution of the samples between different classes (i.e.
normal and cancer classes) is another challenge affecting the accuracy of the
data analysis and statistical tools. Synthetic Minority Oversampling technique
(SMOTE) and its new variations are popular methods used for solving the class
imbalance problem.
Cancer prediction models might also include a neural network method to
directly learn the class type of the pre-processed or the original samples. However,
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our survey [Daoud &Mayo, 2019] of the most recent neural network cancer models
presented in Chapter 4 revealed that the shallow networks, which consist of only
one hidden layer, is the most commonly used architecture in recent works [Chen
et al., 2015b; Kumar & Ramakrishnan, 2014]. In addition, most classification
models (e.g. [Chen et al., 2014; Mandal & Banerjee, 2015]) used a few number
of genes as inputs to the network models. The genes were chosen based on the
recommendations found in previous works or well-known online repositories such
as the Online Mendelian Inheritance in Man (OMIM) [OMIM repository]. The
survey paper also presents feature selection and creation methods that have been
recently used with the gene expression data.
2.4 Minority Class Over Sampling Methods
Real world datasets are often predominately imbalanced with majority to minor-
ity class ration is high. This imbalance distribution challenges the classification
algorithms which become more predictable to the majority class examples than to
the minority class examples; as they do not find enough examples of the minority
class to learn from especially when the size of the dataset is too small.
The problem of imbalance classification is encountered in many application
domains and started getting more emphasise by the research community in the
last a few years. In this section, we will give an overview to the well known
used minority class oversampling techniques used in the medical field with gene
expression data.
SMOTE : is a synthetic oversampling technique suggested by Chawla et al.
[2002] in 2002. It generates a new minority class example in the line segment
between a selected example and its K nearest neighbor minority class examples.
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Synth = s+ random(0, 1)× (s− nn) (2.9)
where s is a selected minority example and nn is its nearest k neighbor.
BorderlineSMOTE : was developed in 2005 by Han et al. [2005] as a new
variant of SMOTE. The algorithm tries to learn the border line of every class
as exactly as possible. The algorithm only considers the border line samples for
over sampling in order to strengthen this area. The minority class examples, in
BorderlineSMOTE, are categorized into one of the three following sets:
• noise: consists of the examples which K nearest neighbors are all belonging
to the majority class.
• danger: all the examples which have the majority (more than half) of their
K nearest neighbors are belonging to the majority class.
• safe: all examples which majority of the K nearest neighbors are belonging
to the minority class.
Only those minority examples defined as danger examples will be considered
for oversampling. Hence, for every s ∈ danger, find the K nearest minority
examples, select a random example from the nearest set, call it nn. Finally,
generate a Synth using the formula given in Equation 2.9
Density Based SMOTE (DBSMOTE): In 2012, [Bunkhumpornpat et al., 2012]
introduced the DBSMOTE method which is inspired by the BorderlineSMOTE
mentioned above and relies on the DBSCAN [Ester et al., 1996] clustering algo-
rithm introduced by . DBSMOTE does not only sample from the overlap region
like the BorderlineSMOTE but it also consider sampling from the safe set to im-
prove the minority detection rate. To generate a synthetic example Synth based
on s minority example, the algorithm works according to the following:
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• For every cluster Ci of the data found by DBSCAN, construct a directly
density-reachable graph G connecting border line instances with the core
instances where each edge of this graph is connected to a core instance and
two border line instances are not directely reachable.
• determine the pseudo centroid c as the nearest instance to the mean of the
center Ci.
• find the shortest path from s to c, call it path
• select a random edge point e located on path. and find two data points v1
and v2 connected to e.
• generate Synth based on the following equation:
Synth = v1 + random(0, 1)(v1 − v2) (2.10)
So far, we have presented an overview to the methods and techniques that are
either used in the introduced solutions or as base line methods for comparison
purpose. More details will be found about these methods in the following chapters
which will also explicitly define the problems and present experimental results.
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Chapter 3
Using Swarm Optimization to
Enhance the Autoencoder’s
Generated Images
Autoencoders are trained by encoding the input examples into low dimensional
representations and decoding the representations back into their original dimen-
sion. This process of encoding and decoding is done for a set of forward and
backward passes which respectively compute the neurons activations and back-
propagate the error derivatives. Nevertheless, learning good representations of
the data that are able to efficiently encode and decode it back is not an easy task
and requires a careful selection to vast amount of networks parameters.
A random or optimized selection of the network’s parameters does not guar-
antee learning discriminating representations of the data or solving the problem
of generating different variations of an input [Vincent et al., 2010b]. This chap-
ter, however, introduces a method that uses the CSO algorithm’s particles to
trigger the learned weights of a Restricted Boltzmann Machine (RBM)-based au-
toencoder to generate different variations of a given example. The intention is
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to generate new versions of a given input with better qualitative characteristics
compared to the output generated by a trained encoder’s representation. This
optimization-based method activates the decoder part of the network using a
swarm of codes to generate a number of outputs equals to the number of parti-
cles in the swarm. Each of these versions is compared to a given input example
to update the position and the velocity of the particles according to the best
solution found in the current iteration and the best solution found so far. The
updated particles are used as inputs to the decoder in the second iteration of the
algorithm. In the same way, the process is repeated for a set of iterations or until
finding an output which quality matches a certain quality measure.
The method introduced in this chapter generates better versions of a given
input and show successful performance in cases where the learned autoencoder is
not effectively able to reconstruct the input examples. We will show later in this
thesis that this method is applicable for solving real world application problems
such as the class imbalance problem and prove that the generated optimized codes
are discriminating and leading to increase the classification accuracy of different
classifiers compared to other methods.
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Abstract
We investigate how to improve the accuracy of a previously trained autoen-
coder results by answering the following question, Given a pre-trained autoen-
coder, a test image, and using a real parameter optimizer, can we generate better
quality reconstructed image than the one generated by the autoencoder? Autoen-
coders learn data representations through reconstruction. Robust training is the
key factor affecting the autoencoders learning and, consequently, the accuracy of
their results. Previous works suggested methods for deciding the optimal autoen-
coder configuration which allows for proper training. Nevertheless, improving the
performance of previously trained autoencoder has got limited, if no, attention.
The proposed method was applied by combining the decoder part of a pre-trained
Restricted Boltzman Machine (RBM) autoencoder with the Competitive Swarm
Optimization algorithm. Experiments show that it is possible to reconstruct im-
ages using pre-trained decoder from randomly initialized representations. Results
also show that our approach reconstructed better quality images than the autoen-
coder in most of the test cases, indicating that the proposed approach could be
used for improving the performance of an RBM-based pre-trained autoencoder if
it does not give satisfactory results.




Autoencoders are powerful Neural Network (NN) models that learn representa-
tions of the data with multiple levels of abstraction. Based on the application
and the objective measure, the abstract representations are described as “good”
if they are useful for addressing tasks of interest [Vincent et al., 2010a]. Ex-
amples of these tasks are speech recognition, visual object recognition, image
reconstruction and classification.
Learning good discriminative representations using NN-based approaches is
very challenging and requires robust training. Factors affecting the training can
be related to the network’s configuration, the number of training examples [Bengio
et al., 2007a], the lack of proper data preprocessing (engineering) [Bengio et al.,
2013]. However, deciding the optimal network configuration is still determined
by trail-and-error techniques i.e. by searching through a vast space of possible
hypermeter combinations.
Our experiments show that it is possible to reconstruct interesting images
using a pre-trained decoder and the CSO from randomly initialized representa-
tions. Moreover, our evaluations proved the ability of the proposed approach in
generating good quality reconstructed versions and allowed the decoder to detect
some fine details.
The rest of the paper is organized as follows. In the next section, we cover
background about the image representations and briefly present some related
works. In the section after that, we describe our proposed new approach. Next,





3.2.1 Images Representations and Reconstruction
Images can be generally represented using manually extracted low level represen-
tations such as color and shape properties, and high level representations such as
NN representations.
Low level images representations can be extracted using different techniques
such as Bag of Words (BoW) [Bosch et al., 2006], Fisher Kernel (FK) [Perronnin &
Christopher, 2007] and Vector Of Locally Aggregated Descriptors (VLAD) [Hervé
et al., 2006]. High level NN representation are automatically generated using the
features learned during the training process and can be extracted, after training,
by activating a certain layer or a set of layers and concatenating [Babenko et al.,
2014; Sharif Razavian et al., 2014] or pooling them [Babenko & Lempitsky, 2015]
which is a common mechanism in Convolutional Neural Network (CNN)-based
approaches. Such representations are useful for image classification [Leung &
Jitendra, 2001],visual object recognition [Li et al., 2014], retrieval [Philbin et al.,
2007] and reconstruction [Hinton & Ruslan, 2006].
Images representation and reconstruction are highly related in the NN world.
Dosovitskiy & Brox [2016], for examples, used a deconvolutional-based approach
to reconstruct images from representations learned by a pre-trained deep Con-
volutional Neural Network (CNN) autoencoders and proved their efficiency in
learning deep images representations. Other autoencoder-based techniques such
as RBM-based autoencoders [Hinton & Ruslan, 2006], discussed in the following
subsection, and Stacked Denosing Autoencoders [Vincent et al., 2010a] were also
introduced to extract robust low dimensional images representations through re-
construction and to reconstruct test images from low dimensional representations.
Generating good image representations which give satisfactory results is still
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a challenge as it is highly dependent on the robustness of the training process
[Ciancio et al., 2016]. Neural networks are blackbox predictive tools and de-
signing them require extensive knowledge engineering and careful parameter and
configuration decisions [Walczak & Cerpa, 1999]. Walczak & Cerpa [1999] sug-
gested a set of heuristic principles for designing networks with optimal output
performance. Most recently, Ciancio et al. [2016] suggested four different heuris-
tic approaches to increase the generalization abilities of a neural network. These
methods are based, respectively, on the use of genetic algorithms, Taguchi, tablu
search and decision trees. The parameters taken into account are the training
algorithm, the number of hidden layers, the number of neurons and the activation
function of each hidden layer.
3.2.2 RBM-based Autoencoder
RBM-based autoencoders were first introduced by Hinton & Ruslan [2006] as a
non linear generalization of Principal Component Analysis (PCA). The network
consists of an “encoder” part which transforms the high dimensional input data
into a low-dimensional representation (the code), and a “decoder” part which
recovers the data (image) from the code.
The autoencoder consists of two layer RBM network which has stochastic vis-
ible and hidden binary units arranged in sublayers using symmetrically weighted
connections (weights), Figure 1 depicts an illustration of this. The joint configu-
ration of the visible and hidden units has an energy given by










where vi and hj are the binary states of (visible) pixel i and (hidden) feature j
respectively; bi and bj are their biases; and wij is the weight between them.
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Figure 3.1: RBM autoencoder
Starting with random weights, the state of hidden node hj is set to be 1 with
a probability defined as :




where σ(x) is the logistic function 1/[1 + exp(−x)].
Once the binary states have been chosen for the hidden nodes, the network
sets the visible states by:




where bi is the bias of i.
The states of the hidden nodes are then updated once more so that they rep-
resent features of the confabulation. The network tries iteratively to minimize
the discrepancy between the input and output data using an optimization al-
gorithm such as gradient descent and propagating the error derivatives through
the decoder and then through the encoder networks to fine-tune the weights for
optimal reconstruction.
To use the RBM with real valued images, Ruslan et al. [2007] suggested pre-
training the network to replace the binary states by stochastic activities. After
pre-training, the model unfolds to produce encoder and decoder networks and fine
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tunes the weights to replace the stochastic activities by deterministic, real valued
probabilities. Backpropagation is also used through the whole autoencoder to
fine tune the weights for optimal reconstruction.
3.2.3 Competitive Swarm Optimization (CSO)
CSO [Cheng & Jin, 2015] is fundamentally inspired by Particle Swarm Opti-
mization (PSO) algorithm [Kennedy & Eberhart, 1995], which is a conceptually
simple optimization algorithm that has attracted considerable research interests
so far [Kennedy & Mendes, 2002; Suganthan, 1999]. PSO defines a swarm of n
particles, each of which has a position and velocity flying in an m-dimensional
search space. Each particle evaluates the objective function at its current posi-
tion and iteratively updates its velocity and position according to the particle’s
best position, personal best, and the entire swarm global best position found so
far. CSO was suggested to overcome the PSO’s poor performance in solving high
dimensional problems and problems with large number of local optima.
In CSO, the swarm’s n particles are randomly allocated into n
2
couples and
a competition occurs between the two particles in each couple. Only the ones
with the better fitness, the winners, are passed to the next generation (iteration),
indexed as t + 1, of the swarm. Each loser particle updates its position and
velocity by learning from its winning competitor, and the updated loser is passed




and only the velocity and speed for
n
2
particles are updated per
generation. A modified pseudocode of the CSO (with modifications explained in
the next section) is given by Algorithm 1.
28
3.3 Using the CSO For Enhancing the Autoencoders’ Images
3.3 Using the CSO For Enhancing the Autoen-
coders’ Images
Our main goal is to introduce a novel approach that improves the accuracy of
previously trained autoencoder results. The idea of the approach is to use the
decoder part of a pre-trained autoencoder and a real parameter optimizer to
reconstruct given test images. To apply the approach, we trained an RBM-
based autoencoder and used its decoder with the CSO optimizer. The following
subsections presents the methodology and Figure 2 depicts it.
3.3.1 Training the RBM-based Autoencoder
To train an RBM-based autoencoder according to [Hinton & Ruslan, 2006], the
network has to be configured by setting the number of input and output layers’
nodes equal to the number of pixels in the training images. Weights and biases are
initialized and the network starts learning by feeding the training images through
all of its layers to generate output images (reconstructed images) . The discrep-
ancy between the input training image batches and their reconstructed versions
are calculated and the error derivatives are propagated through the decoder and
the encoder parts to fine tune the weights and biases. After a finite number of
iterations, the autoencoder will learn the images’ features, and its encoder part
will be ready to generate low dimensional representations for test images that are
fed through its input layer. These representations can be used as inputs to the
decoder part to reconstruct the input test images or used for other applications.
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3.3.2 Image Reconstruction Using Trained RBM-Decoder
and CSO
The second step of the approach representing our main contribution in recon-
structing an image using a pre-trained decoder with the CSO algorithm. We will
refer to our method as decoder+CSO(m) to indicate the length m of the used
representational vector (Algorithm 1).
Contrary to studies that discard the decoder part and use the network’s upper
part as a fast image dimensionality reduction method, our novel approach only
uses the decoder part of the trained autoencoder and discards the encoder. To
generate a reconstructed version I � for test image I (Equation 3.4), we feed a
swarm P (t) of n randomly initialized low dimensional vectors (X1, .., Xn) through
the trained decoder’s layers to get a set of output images I �n at its output layer
as depicted by Figure 3.2 step 2. Note that each particle Xn is an m-dimensional
vector and m equals to the number of nodes in the decoder’s first layer i.e. the
autoencoder’s bottleneck layer.
I � = Decoder(X) (3.4)
We used the Euclidean norm (given by Equation 3.5) to calculate the difference
between each output image I �1..n and the target test image I and to identify the
fittest individuals.
F (X) = ||(I − I �)||2 (3.5)
Where I � is the result of decoding representation X.
Particles are randomly allocated into n
2
couples and the position and velocity
of the individuals losing each competition are updated according to their winning
partner’s existing velocity and the swarm’s mean velocity as shown in Equations
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Figure 3.2: RBM-based autoencoder training and image reconstruction using
pre-trained decoder+CSO (m). See Algorithm 1 for better understanding
3.7 & 3.7) and cited in [Cheng & Jin, 2015].
Vl,k(t+ 1) = R1(k, t)Vl,k(t) +R2(k, t)(Xw,k(t)−Xl,k(t)) + (3.6)
ϕR3(k, t)(X̄k(t)−Xl,k(t))
Xl,k(t+ 1) = Xl,k(t) + Vl,k(t+ 1). (3.7)
where Xw,k, Xl,k,Vw,k and Vl,k are the position and velocity of the winner and loser
in of generation t respectively, K ∈ [1, n
2
] and R1(k, t), R2(k, t), R3(k, t) ∈ [0,1]n
are three randomly generated vectors after the k-th round of the competition and
learning process in generation t, X̄k(t) is the mean position value of the relevant
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particles and ϕ is a parameter that controls the influence of X̄k (t).
The process of feeding the particles through the decoder part, calculating the
fitness function and updating each particle’s positions and velocities are continued
for a set of iterations to find the best reconstructed version I � for I.




I = targettestimage ;
Decoder(X), the decoder part of a pre-trained autoencoder
P (t) = X1, X2, .., Xn randomly initialized m-dimensional particles
while terminal condition is not satisfied do





n using X1, X2, .., Xn according to Equation 4




n using Equation 5
U = P (t), O(t+ 1) = Ø
while U �= Ø do
randomly remove two particles Xrand1(t), Xrand2(t) from U
if F (Xrand1(t)) ≤ F (Xrand2(t)) then
Xw(t) = Xrand1(t), Xl(t) = Xrand2(t);
else
Xw(t) = Xrand2(t), Xl(t) = Xrand1(t);
add Xw(t) into P (t+ 1)
update Xl(t) using (5) and (6)
add the updated Xl(t+ 1) to P (t+ 1)
t = t+ 1
Experimental Study
An open source deep learning library called DeepLearning4j (DL4j) (version 0.7.0)
with the MNIST and the OlivettiFaces Roweis [2012] datasets were used to per-
form a set of experiments.
As can be observed by Table 1, the MNIST dataset consists of 60,000 (28×28)
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training for all (0-9) digits. The OlivettiFaces dataset contains ten (64 × 64)
images for each of forty different people. We constructed a training dataset by
rotating (-90 to 270) and subsampling, to improve the training, images of 30
people to get 10800 (22 × 22) images (i.e. 30 people × 10 images per person ×
36 rotations). The 500 OlivettiFaces test images were created in the same way
using 10 images of different people. All training and testing images of both
datasets were normalized using min-max normalizer to get values in [0-1] range.












28× 28 60,000 500 784-30-784
28× 28 60,000 500 784-250-784






















To test the proposed approach, we compared the accuracy of the images re-
constructed by the decoder+CSO(m) (optimized) representations with the ones
reconstructed by the encoder’s (non-optimized) representations. The trained en-
coder part of the RBM-based autoencoder was used to generate a low dimensional
representation. This representation is fed through the decoder part to generate
a reconstructed version of the input test image. Hereafter, we will denote this
method by autoencoder(m) to indicate the length m of the used representational
vector.
In all test cases, we set the number of input and output layer’s nodes equals
to the training images’ size. All the network’s nodes were initialized using DL4j’s





] such that “ Inl” and “Outl” are the number of nodes
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sending input to and receiving output from the layer (l) to be initialized (see
Glorot & Bengio [2010a]). The network was activated by the sigmoid function,
and back propagated using the Gradient Descent Optimization algorithm (GDS).
Every trained decoder was used to reconstruct 500 test images using the CSO’s
particles. The swarm size was set to 100 randomly initialized [0-1] individuals
and the algorithm was run for 100 iterations, which was good enough to evolve
interesting results. We also performed experiments using a larger swarm size
(500) and more generations (200), but results were qualitatively very similar to
the ones obtained using 100 particles and 100 iterations, so we are only presenting
the results of this one.
3.3.3 Experimental Results and Evaluation
Five experiments, three trained on MNIST dataset and the other two on the
OlivettiFaces dataset, were performed using different network models. The aim
was to test the accuracy of the proposed approach in reconstructing images from
different datasets and using different configurations.
Figure 3.3: Comparing the perfor-
mance of autoencoder(30) v.s. de-
coder+CSO(30) representations in re-
constructing MNIST test images.
Figure 3.4: Comparing the perfor-
mance of autoencoder(250) v.s. de-
coder+CSO(250) representations in re-
constructing MNIST test images.
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Figure 3.5: Comparing the perfor-
mance of autoencoder(30) v.s. de-
coder+CSO(30) representations in re-
constructing OlivittiFaces test images.
Figure 3.6: Comparing the perfor-
mance of autoencoder(300) v.s. de-
coder+CSO(300) representations in re-
constructing OlivittiFaces test images.
Figures 3.1-3.7 depict a set of box-and-whisker plots showing the distribution
of the error between target original images and reconstructed versions resulting
from pre-trained autoencoder(m) and decoder+CSO(m). Comparing the perfor-
mance of the two methods indicates that the trained decoder+CSO(m) recon-
structed better quality images with remarkably less reconstruction error than the
trained encoder (m) in most test cases. The decoder+CSO(m) clearly achieved
superior results with lowest overall and median reconstruction errors when us-
ing three-layered network models for both MNIST datasets (Figures 3.3-3.4) and
OlivettiFaces dataset (Figure 3.5-3.6).
We were also interested in testing our approach using multi layer networks.
For fast training, we chose a Multi Layer Percptron (MLP) network configured
using nine layers with the following sizes 784-1000-500-256-30-256-500-1000-784.
As shown by Figure 3.7, the optimization has only added slight little improve-
ment to the reconstructed images compared to the accuracy of the multi layer
autoencoder images.
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Figure 3.7: Comparing the performance of multi layer autoencoder(30) v.s. Multi
layer decoder+CSO(30) representations in reconstructing MNIST test images.
Qualitative Comparison
Figure 3.8: Reconstruction of MNIST
using the decoder+CSO(250) represen-
tations.
Figure 3.9: Reconstruction of MNIST
using the autoencoder(250) representa-
tions.
Finally we performed qualitative comparisons between all related test cases.
As shown by Figures 3.8-3.17, the decoder+CSO(m) method reconstructed bet-
ter quality, less blurry and distorted, MNIST images compared to the autoen-
coder(m). However, best results obtained, from both methods, when the length
of the representational vector was 250.
Experiments on the OlivettiFaces dataset show that the autoencoder(m) method,
trained using our parameter settings, was able to learn the orientation of faces
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Figure 3.10: Reconstruction of MNIST
using decoder+CSO(30) representa-
tions.
Figure 3.11: Reconstruction of MNIST
using autoencoder(30) representations.
but not their fine details (see Figures 3.12-3.15). However, using the optimizer
helped in revealing more of the face details.
Results generally indicated that using the CSO real-parameter optimizer en-
abled the pre-trained network to detect (filter) more of the test images features.
Indicating that the general CSO randomly initialized population was able to
activate some of the network’s feature detectors better than the encoder’s repre-
sentations.
Figure 3.12: Reconstruction of Olivit-
tiFaces using decoder+CSO(30) repre-
sentations.
Figure 3.13: Reconstruction of Olivitti-




Figure 3.14: Reconstruction of Olivit-
tiFaces using decoder+CSO(300) rep-
resentations.
Figure 3.15: Reconstruction of Olivit-
tiFaces using autoencoder(300) repre-
sentations.
Figure 3.16: Reconstruction of MNIST
using multi layer decoder+CSO(30)
representations.
Figure 3.17: Reconstruction of MNIST
using multi layere autoencoder(30) rep-
resentations.
3.4 Limitations
Our approach is proposed to improve the accuracy of pre-trained autoencoders
results. Reasons affecting the networks performance can be related to the net-
works’ learning parameters settings and configuration which are determined by
of trials-and-errors. Using the approach with robustly trained or un-trained net-
works will add no improvement to the results. The approach is helpful when the
network’s neurons are able to detect most of the images features but more accu-
racy is required. In this case, the optimizer, with its random population, could
extract more information from the pre-trained network and increase its ability in




This chapter has described a novel approach for improving the performance of
previously trained autoencoders. The approach was applied by combining a pre-
trained RBM-based decoder with the CSO algorithm and was used to reconstruct
a set of test images. Experiments have shown that the suggested approach is able
to reconstruct images using randomly initialized representations. The optimiza-
tion helped in producing sharper images, detecting finer details and improving
the accuracy of pre-trained autoencoder results.
The approach can be applied using other types of autoencoders and/ or real-
parameter optimizers especially when no satisfactory results obtained from the
trained network. Chapter 5 will present a new application where optimized rep-
resentations can be used to solve real world biomedical applications problems.
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This chapter presents a published journal paper that surveys the works pub-
lished between 2013-2018 in neural network-based cancer prediction models from
microarray gene expression data. Based on the neural network’s objective of
training, the approaches were categorized into: 1. Filtering approaches. 2. Pre-
diction approaches and 3. Clustering approaches.
Filtering approaches are trained to learn the representations of the gene ex-
pressions using unsupervised algorithms by optimizing an objective function that
is not directly related to the prediction goal. The learned representations are
used with other machine learning tools for analysing, visualizing or predicting
the class of the gene expressions. Predicting and clustering methods, on the
other hand, are trained to extract the representations that directly maximize
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the prediction accuracy or best group of the genes or samples according to their
mutual similarities into sets.
The paper presented the state-of-the-art studies which included one or more
neural network models as main method/s for predicting cancer from microarray
datasets in particular. We described the pre-processing tools and the networks
architectures including the number of layers, neurons per layer, objective function
and regularization methods. This paper highlights some practical issues that
have to be considered when building cancer prediction models such as the class
imbalance problem and provides a detailed discussion to some best practices.
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Abstract
Neural networks are powerful tools used widely for building cancer prediction
models from microarray data. We review the most recently proposed models to
highlight the roles of neural networks in predicting cancer from gene expression
data. We identified articles published between 2013-2018 in scientific databases
using keywords such as cancer classification, cancer analysis, cancer prediction,
cancer clustering and microarray data. Analyzing the studies reveals that neural
network methods have been either used for filtering (data engineering) the gene
expressions in a prior step to prediction; predicting the existence of cancer, cancer
type or the survivability risk; or for clustering unlabeled samples. This paper also
discusses some practical issues that can be considered when building a neural
network-based cancer prediction model. Results indicate that the functionality
of the neural network determines its general architecture. However, the decision
on the number of hidden layers, neurons, hypermeters and learning algorithm is
made using trail-and-error techniques
4.1 Introduction
Microarray technology is one of the most widely used tools for analyzing ge-
netic diseases. Standardized microarray dataset consists of thousands of gene
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expressions and a few hundred of samples. Each expression measures the level of
activity of genes within a given tissue. Hence, comparing the genes expressed in
abnormal cancerous tissues with those in normal tissues gives a good insight into
the disease pathology and allows for better diagnosis and predictions for future
samples.
The high dimensionality of the gene expression profiles is a crucial issue when
building a cancer predictive model. This problem affects the accuracy of the
model and increases the computational time [Chandrashekar & Sahin, 2014; El-
Bakry, 2010]. Two general approaches have been suggested to reduce the dimen-
sionality of the gene expressions and to overcome its consequent problems. These
are: (i) feature selection methods, which select the most relevant discriminating
features and eliminate the non relevant dependent features; and (ii) feature cre-
ation methods, which generate new low dimensional features (codes) that best
represent the original high dimensional features (as indicated in [Xue et al., 2016]).
Neural networks are powerful machine learning methods that are used to learn
data representations at multiple levels of abstractions. These representations are
useful for many applications such as reconstruction, classification, clustering and
recognition. Predictive models such as cancer prediction models use the generated
features for classifying, clustering or applying statistical analysis on the samples.
Based on our analysis of the most recent studies on cancer prediction models,
we categorize the current neural network methods according to their functionality
into: (i) filtering (preprocessing) methods, (ii) predicting (classification) meth-
ods, and (iii) clustering methods. Neural network filtering methods are used for
extracting representations that best describe the gene expressions without any
direct consideration to the prediction goal, such as the networks used in [Fakoor
et al., 2013; Tan et al., 2015]. Alternatively, predicting and clustering methods
extract the representations that, respectively, maximize the prediction accuracy
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[Chaudhary et al., 2017; Danaee et al., 2016; Maćıas-Garćıa et al., 2017] or best
divide the genes or samples according to their mutual similarities into groups
[Borkowska et al., 2014; Yu et al., 2017, 2015].
In this study, we provide a review to the most recent neural network-based
cancer prediction models by presenting the data pre-processing tools and the
adopted architectures. We also provide a brief discussion that highlights some
important issues that can be considered when building new cancer prediction
models. This work is distinguished from others by presenting neural networks
models that were specifically designed for predicting cancer using gene expres-
sion data. Previous works such as [Leung et al., 2016] focused on applications of
deep learning in different bioinformatic related fields. Deep learning applications
in regulatory genomics and biological image analysis was introduced in [Anger-
mueller et al., 2016] and gave practical points to start with deep architectures.
Ravi et al Ravı et al. [2017] also highlighted computational biology problems in
a way that is accessible to machine learning researchers.
The rest of the paper is organized as follows. In Section 2. we present a
basic background to neural networks and cancer prediction models. Section 3.
presents our methodology including a review of the most commonly used neural
network models for preprocessing, filtering, prediction and clustering gene expres-
sions. Section 4. summarizes the reviewed studies. The discussion is presented
in Section 6. and the conclusion in Section 7.
4.2 Background





Neural networks are powerful tools capable of solving non linear complex prob-
lems and discovering universal input-output mappings [Lam et al., 2014]. To get
a better understanding of the concept, consider a fully connected feedforward
Multi-Layer Perceptron (MLP) network with L layers ordered as: input layer,
a sequence of hidden layers, and an output layer. The layers are indexed as
l = {0, ..., L − 1} and each layer has a number of neurons equal to nl. We will
denote each input training example x as I(x) = [I1, I2, ..., In0 ] and its output
O(x) = [O1, O2, ..., OnL−1 ].
The network is trained by feeding the inputs forward to calculate the activa-
tion value for every neuron. At the output layer, neuron activation values are
calculated and aggregated to get O(x).
The difference between O(x) and a desired output, i.e. the error, is calculated
using a predefined objective function. Using a backpropagation algorithm, the
objective function is optimized by propagating the error derivatives back through
the network to fine tune the weights for optimal error value. The discussed feed
forward layered networks and backpropagation mechanism are one of the most
commonly used architectures and training algorithms. We focus on them as
they are widely used with gene expression data. Prieto et al. [2016] presented a
comprehensive overview of modelling, simulation and implementation of neural
networks with some examples to models used for solving real world problems.
In the next sections, we review previous works proposing neural network-
based cancer prediction models. These models adopt the MLP, convolutional
neural network or generative adversarial network architectures for learning the
gene expression features. All methods use a similar training algorithm to the one
described above with some differences in the number of neurons and networks
architectures. Convolutional neural networks [Lawrence et al., 1997], for example,
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perform feature extraction by scanning a set of weight matrices across the input;
these weight matrices learn to recognize the relevant patterns. Another example is
generative adversarial networks [Radford et al., 2015] which consist of a generative
network and a discriminator network. The generative network learns to generate
output samples, given random noise as input, while the discriminator network
learns to discriminate the true data samples from the generated fake data samples.
4.2.2 Cancer Prediction Models
Cancer is a serious worldwide health problem usually associated with genetic ab-
normalities. These abnormalities can be detected using microarray techniques
which measure the expression and the activity of thousands of genes. Generating
a microarray involves hybridizing two DNA strands collected from two samples,
e.g. diseased and healthy tissues. Each of these samples is originally a reverse
transcript of mRNA and labeled with a dye. The two samples are mixed into
a single microarray and scanned with an appropriate source of light to provide
an image with an array of features. The intensity of each spot or the average
difference between matches and mismatches can be related to the amount (ex-
pression) of the mRNA presents in the tissue, i.e the amount of protein produced
by the gene corresponding to the given feature. The ultimate goal of this genomic
analysis technology is to get better insight into the disease and to improve cancer
diagnosis [Bashiri et al., 2017].
Cancer prediction models consist of one or more methods working collabo-
ratively to achieve high prediction accuracy. Statistical and machine learning
methods have been widely used for building cancer prediction models that help
physicians to provide more accurate prognosis, individualized treatments, and
reduce the cost per patient.
The accuracy of cancer prediction models is affected by the characteristics
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of the input data. Gene expressions are high dimensional and include irrelevant
noisy features which degrades classification accuracy. They also exhibit spa-
tial structure and, hence, incorporating information about this may increase the
model’s discriminating ability Tang et al. [2014].
Table 4.1: Classification metrics, TP is true positive, TN is true negative, FP is










Negative Prediction Rate TN
TN+FN




The predictive performance of cancer prediction models can be measured by
different metrics such as the accuracy, recall, specificity, precision, negative pre-
diction rate, Matthew correlation coefficient and F1 (shown in Table 1). Receiver
Operating Characteristic (ROC) curve [Fawcett, 2006] is another measure repre-
sented as a plot of the true positive (sensitivity) rate against the false positive
rate (specificity) [Ciatti et al., 2015; Huang et al., 2017]. It reflects the probability
that a classifier will rank a randomly chosen positive instance higher than a ran-
domly chosen negative one. A good prediction model is the one achieving good
balance between sensitivity and specificity [Ciatti et al., 2015]. Statistically, this
corresponds to ROC ≥ 0.7 [Ciatti et al., 2015]. However, the ROC value should
be paired with the confidence interval value to test its validity.
Survival analysis is a different field concerned with predicting the time until a
medical condition occurs. From a machine learning perspective, survival analysis
is a ranking problem in which data points are ranked on their survival times rather
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than predicting the actual survival times [Steck et al., 2008]. The Concordance
Index (CI) is one of the standard performance measuring tools for assessing the
quality of ranking in survival analysis studies. CI can be interpreted as the
probability of concordance between the predicted and the observed survival where
a value close to 0.7 indicates a good model and a value close to 0.5 means random
concordance. Brier score is another metric measuring the mean of the difference
between observed and estimated survival over a certain time. Brier score ranges
between 0 and 1 and a larger score indicates higher inaccuracy [Chaudhary et al.,
2017].
4.3 Neural Network-based Cancer Prediction
Models
An extensive search relevant to neural network-based cancer prediction was con-
ducted using Google scholar and two other electronic databases namely PubMed
and Scopus. Search was performed using keywords such as “Neural Networks”
AND “Cancer classification”, “Neural Networks” AND “Gene expressions”, “Neu-
ral Networks” AND “Microarray”, “Neural Networks AND Cancer Prediction”
and “Neural Networks AND gene expression clustering”. Only articles published
between 2013-2018, publicly available for free, and including one or more neural
network models in their approach were considered. The chosen papers covered
cancer classification, discovery, survivability prediction, and statistical analysis
models. Papers using imaging or text (record) inputs were excluded.
Fig. 4.1 shows a graph representing the number of citations for each of the
considered papers. The papers are grouped according to their functionality and
ordered chronologically by the year of publication. Considered papers have rea-
sonable number of citations ranges between 5-120, however, papers published by
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Figure 4.1: Number of citation for each of the considered datasets
2018 are the least cited ones, some of them have zero citation, but considered to
present some state-of-the-art approaches in the field.
In the next subsections, we review the chosen papers by presenting the adopted
preprocessing techniques and the proposed models configuration.
4.3.1 Datasets and Preprocessing
Most studies investigating automatic cancer prediction and clustering used pub-
licly available datasets such as the TCGA[Tomczak et al., 2015], UCI [Dheeru &
Karra Taniskidou, 2017], NCBI Gene Expression Omnibus (GEO) [NCBI repos-
itory] and Kentridge biomedical [Kentridge, 2017] databases. These repositories
were used by [Danaee et al., 2016; Hou et al., 2018; Mandal & Banerjee, 2015;
Titus et al., 2018], [Bhat et al., 2017; Mandal & Banerjee, 2015; Zhang et al.,
2018], [Chen et al., 2014, 2015b; Hou et al., 2018; Zhang et al., 2018] and [Ku-
mar & Ramakrishnan, 2014] respectively. In rare cases such as [Borkowska et al.,
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2014; Maćıas-Garćıa et al., 2017], studies are conducted using a specific dataset
that was collected and prepared for a problem under investigation.
Removing the genes that have zero expression value across all samples is one
of the simple and most straight forward preprocessing technique and is used by
[Chaudhary et al., 2017; Danaee et al., 2016; Yuan et al., 2016]. Chaudhary et al.
[2017] followed this step with removing the samples that have 20% of the features
removed.
Normalization is also an essential technique in some cases. MAS5.0 affymatrix
normalization was used by [Chen et al., 2014, 2015b; Titus et al., 2018]. Mapping
to Entrez Gene ID and averaging were used by [Zhang et al., 2018]. Fragments
per kilobase per million (FPKM) normalization was used by [Xiao et al., 2018].
Funnorm normalization to remove the unwanted technical variation in methyla-
tion arrays and filtering with pvalue > 10−05 was used in [Titus et al., 2018].
Datasets should be also normalized for training purposes using methods such as
the zero mean one unit variance normalization which was used in [Chaudhary
et al., 2017; Kumar & Kumar, 2018; Way & Greene, 2017]. Other kinds of trans-
formations such as log-fold change transformation and log2 transformations can
be also used such as in [Maćıas-Garćıa et al., 2017] and [Chaudhary et al., 2017]
respectively.
Different techniques were adopted to reduce the dimensionality of the gene
expressions by selecting a subset of genes. Statistical methods were applied by
[Danaee et al., 2016; Way & Greene, 2017]. Choosing a subset of related genes
as indicated by other studies or data repositories such as the Online Mendelian
Inheritance in Man (OMIM) [Hamosh et al., 2005] is another simple feature selec-
tion technique adopted by [Chen et al., 2014, 2015b; Mandal & Banerjee, 2015].
Chen et al. [2014, 2015b] applied, in both of their studies, the same preprocessing
methods including Chi-square feature selection, selecting the top-10 ranked lung
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cancer-related gene signatures and combining them with T-stage and N-stage
clinical data. Instead of selecting a subset of genes, Tan et al. [2015] set the
expression of a randomly chosen number of genes to zeros. Xiao et al. [2018]
applied the DESeq method to select a set of differentially expressed genes, most
informative genes, based on their read count.
Even though neural networks are used for extracting the datasets features by
reducing the dimensionality of the data, Principle Component Analysis (PCA)
can be used as an initial preprocessing step [Fakoor et al., 2013; Zhang et al.,
2018]. The PCA method linearly transforms the dataset features into a lower
dimensional space without capturing the complex relationships between the fea-
tures. Therefore, a good technique can be adopted by merging the PCA com-
ponents with a random number of raw features to allow the networks to capture
further useful relationships [Fakoor et al., 2013; Zhang et al., 2018].
In cases where researchers are interested in studying datasets from different
sources such as [Tan et al., 2015; Zhang et al., 2018]. Dataset features can be
forced to have the same dimensionality for training and testing purposes, [Zhang
et al., 2018] padded the features with zero values, but this technique might in-
crease the sparsity of the data. However, [Tan et al., 2015] overcame the problem
by simply removing the genes that were not measured by the other datasets.
The class imbalance problem has only been considered once by Danaee et al.
[2016] who used Synthetic Minority Class Over Sampling (SMOTE) method to
generate synthetic minority class samples. Liu et al. [2017] had considered the
problem of small sized dataset and proposed an oversampling technique that
simply duplicates 20% of the data and used it for training. The duplication rate
was proportional to the dimensionality of the data and, to force variability in
the generated samples, they set a number of randomly chosen features into zeros.
However, this technique can lead to sparse matrix problem.
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Clustering was also applied in some studies for labeling the data by grouping
the samples into high-risk, low-risk groups, or more [Chen et al., 2015b]. In
[Yuan et al., 2016] a clustered gene filtering technique was used based on the
mutation occurrence frequency of the gene data and to reduce the sparsity and
the dimensionality of the data they proposed indexed sparsity reduction (ISR)
procedure (see [Yuan et al., 2016] for detailed description of both methods).
Table 4.2 presents the dataset used by each of the considered references, the
applied normalization technique, the cancer type and the dimensionality of the
datasets.
4.3.2 Building Neural Networks-based Approaches for Gene
Expression Prediction
This section surveys a group of recently published studies to highlight the basic
role that neural networks perform in cancer prediction. Our classification of the
studies was based on investigating the learning algorithm, the objective function
and its relationship with the prediction goal.
Based on our investigation of the related studies, we categorized the networks
into filtering methods, prediction methods and clustering methods. Filtering
methods learn how to generate representative codes with dimensionality M ≤ N
(where N is the dimensionality of the input) that can be used with other machine
learning algorithms such as näıve Bayes and k-means for prediction or cluster-
ing purposes. These methods can be proceeded with preprocessing methods, but
used to apply further processing on the data and learn in a purely unsupervised
way with no direct relationship with prediction (Figure 4.2). Predictive neural
networks are trained using a supervised learning algorithm to maximize classi-
fication accuracy. Clustering methods, on the other hand, are trained using an
unsupervised algorithm to set similar samples or genes in groups (Figure 4.3).
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Figure 4.3: Neural networks for predicting or clustering the gene expressions in
cancer prediction models.
Prediction and clustering approaches are usually proceeded by dimensionality
reduction methods but the goal of training them is to increase the network’s ca-
pability to classify or to find the most similar group to a new testing instance
with unknown label respectively.
4.3.2.1 Neural Network Filters for Cancer Prediction
There is a growing interest in using autoencoders to extract generic genomic
features in a preprocessing step to classification, clustering and statistical analysis
[Doersch et al., 2015; Dosovitskiy et al., 2014; Girshick et al., 2014; Wang &
Gupta, 2015]. The autoencoder, in its simplest form, consists of three layers:
input layer, hidden layer and output layer, divided into two parts: the encoder
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part to learn the mapping between high dimensional unlabeled input data I(x)
and low dimensional representations (in the bottleneck layer), and the decoder
part which learns the mapping from the middle layer’s representation to the high-
dimensional reconstructed output O(x). More complicated deep architectures are
built by adding more hidden layers to both halves of the architecture.
Autoencoder-based approaches learn how to reconstruct the input examples
by optimizing an objective function such as the Root Mean Squared Error (RMSE)






or the Logloss function (Equation 2):
Logloss =
�
(I(x)log(O(x)) + (1− I(x))(log(1−O(x)))) (4.2)
where the number of neurons at the input layer n0 equals to the number of neurons
at the output layer nL−1 and L is the total number of layers.
Different types of autoencoders such as stacked denoising autoencoders used
by [Danaee et al., 2016; Tan et al., 2015], contractive autoencoders [Maćıas-Garćıa
et al., 2017], sparse autoencoders [Fakoor et al., 2013], regularized autoencoders
[Chaudhary et al., 2017] and variational autoencoders [Titus et al., 2018; Way &
Greene, 2017] have been recently used for filtering microarray gene expressions
(see Table 3). The architecture of the networks varied in depth (shallow and deep
architecture), loss function and other parameters. A single hidden layer architec-
ture and sigmoid activation function was used in [Fakoor et al., 2013; Tan et al.,
2015]. [Tan et al., 2015] used a cross-entropy similarity function and stochastic
gradient descent optimization. In 2016, [Danaee et al., 2016] used a deep archi-
tecture of four layers (15,000, 10,000, 2,000, and 500 neurons respectively) with
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stochastic gradient descent optimization algorithm. Both Way & Greene [2017]
and Titus et al. [2018] used the same variational autoencoder consisting of three
hidden layers; two of the layers were in the same hierarchal level such that they
receive their inputs from the input layer and send their activations forward to the
third hidden layer in the higher level of the network. Titus et al. [2018] used the
same implementation used by [Way & Greene, 2017] except that they adapted
the model to take 300,000 inputs instead of 5000. Both studies set the batch
size to 50, learning rate to 0.0005 and epochs to 50. A simple network of two
stacked hidden layers (500, 100 neurons) autoencoder was used in [Chaudhary
et al., 2017] and trained for 10 epochs. Zhang et al. [2018] used an interesting yet
simple approach for predicting the the clinical outcomes of breast cancer patients.
They used two hidden layers 64, 32 and added a number of neurons to the input
layer which has 13698 neurons for the PCA components which were extracted in
a preprocessing step. The layers were activated with the exponential linear unit
activation function and optimized using Adam optimizer for backpropagation.
Learning rate was set to 0.001, batch size 64 , epochs 10000 and each layer was
initialized with uniform distribution. Note that we are counting the number of
hidden layers in the encoder side. The decoder part is a reflection to the encoder.
Overfitting is one of the major challenges affecting the efficiency of the ex-
tracted features. To overcome this problem, Chaudhary et al. [2017] used regu-
larization technique. Dropout was used by [Chaudhary et al., 2017; Danaee et al.,
2016], and [Fakoor et al., 2013; Zhang et al., 2018] added sparsity penalty to the
similarity functions.
However, the autoencoders features were used by different statistical methods
and classifiers to solve both binary and multi-class classification problems. Fakoor
et al. [2013] applied softmax regression for binary classification. Maćıas-Garćıa
et al. [2017] applied Cox regression model analysis and showed that autoencoders
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are valuable statistical tool for noise reduction in breast cancer data. They in-
dicated that this result could be generalized for other biomedical data. Danaee
et al. [2016] used Support Vector Machine (SVM) and a shallow neural network
classifier with a softmax layer to classify the breast samples into two classes. K-
means clustering was used in Chaudhary et al. [2017] and results showed that
clustering the resulted autoencoder features into 2 clusters was the best to give
optimum survival analysis results. They next used the resulting two clusters as
labels to build an SVM classifier. Results demonstrated that using cluster labels
is robust to predict survival-specific clusters better than the PCA extracted com-
ponents. The overall performance was measured using CI and Brier error values
tools. Zhang et al. [2018] used an AdaBoot classifier to classify breast cancer pa-
tients into good prognosis and poor prognosis groups according to whether distant
metastasis had occurred within 5 years or not. Titus et al. [2018] applied t-SNE
on the extracted representations for further dimensionality reduction to 3-D, 2-D
and 1-D spaces. Logistic regression using a “one v.s rest” multi-class approach
was used for subtype cancer classification and results showed that the 3-D fea-
tures were significantly better than the others. Tan et al. [2015] applied sample
characteristics classification, transcription factor enrichment, survival analysis,
and pathway analysis both on binary and multi-class levels. In Tan et al. [2015]
the author tested the performance of independent hidden nodes in discriminat-
ing tumors from normal samples and in Danaee et al. [2016] they used another
simple neural network classifier consisting of an input layer connected directly to
an output layer and compared its performance with an SVM. Most of the studies
used 10-fold [Chaudhary et al., 2017; Fakoor et al., 2013; Tan et al., 2015] and
5-fold [Danaee et al., 2016] cross validation for estimating the classification error.
To conclude, neural network filtering methods were used for three different
purposes: 1. to learn low dimensional representations; 2. as a transformation
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function that removes the noise from the input, and 3. to initialize a neural
network classifier by replacing the autoencoder’s output layer with a new output
layer and re-training the classifier using the previously learned weights and biases,
this leads to a better generalization performance. Table 4.3 lists the type of
the autoencoder used by each reference, overfitting elimination technique, the
number of hidden layers, the predictor type (classification/clustering algorithm),
the number of classes and the used evaluation metric.
4.3.2.2 Neural Networks Prediction Methods for Cancer Prediction
Neural network-based prediction (classification) involves building a network that
maps the input features to an output with one or two neurons (binary classifi-
cation) or multiple neurons (multi-class classification). A different approach for
solving the multi-class classification problem is by using multiple independent bi-
nary neural networks. However, a predictive network can be configured using an
input layer, one or more hidden layers and an output layer with nL−1 = k where
k equals to the number of classes that the training inputs belong to. Before train-
ing, a binary string C
�
k of length k (called the “codeword”) is assigned to each
training example such that the codeword for the j-th class is assigned by setting
the bit in the codeword at the j-th position equals to 1, and the remaining bits
to 0. For example, a 4-class problem can be modeled by assigning the (0,0,1,0)
codeword to all training examples belonging to the third class of the problem,
this technique is called “one-hot encoding”.
A neural network can learn by feeding the labeled (or coded) inputs, calculat-
ing the neurons activations and passing them forward through the network. At
the output layer, the activation function sums together the contributions of all
sending units. This sum is then further modified by adjusting the activation sum
to a value between 0 and 1 (in binary-class problems) or by setting the activation
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value at a specific position to zero unless a threshold level is reached. Through
this process, the network iteratively learns the mapping between each input ex-
ample I(x) and its class codeword by minimizing an objective function such as
the Mean Squared Error (MSE) (Equation 3). In the testing phase, a sample is
assigned to the j-th class if the network output C
�
k (predicted class) at the j-th
position has the highest confidence value.




Hence, the MSE estimates the posterior probability function for the classification
problem.
Neural network-based cancer classifiers have been used with both binary-class
and multi-class problems to identify cancerous/non-cancerous samples, a specific
cancer type, or the survivability risk.
Our analysis revealed that the architecture of the recent predictive neural
networks range between deep MLP models [Chen et al., 2015b; Hou et al., 2018;
Mandal & Banerjee, 2015; Yuan et al., 2016] and single-layered networks Bhat
et al. [2017]; Chen et al. [2014]; Dwivedi [2018]; Kumar & Ramakrishnan [2014].
In 2014, Chen et al. [2014] predicted the survival risk of lung cancer patients. The
decision on the model configuration was made based on trail-and-error and best
results achieved with one hidden layer and eight hidden nodes. The input to the
neural network was formed by combining six gene expressions, T-stage and N-
stage data to form 14-D inputs. The approach achieved high prediction accuracy
in classifying the patients into low-risk and high-risk groups. The same MLP
model was adopted by Chen et al. [2015b] to improve the accuracy of lung cancer
survival multi-class prediction where patients were classified into five classes (very
low, low, normal, high and very high). Labels were assigned to the samples using a
clustering technique in a preprocessing step. The network was used to learn these
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labels and tested in terms of its ability to predict the survivability class of new
testing samples. The model achieved superior classification accuracy compared
to Bayesian network, SVM, and K-Nearest Neighbor (KNN).
Mandal & Banerjee [2015] used another MLP network and experimentally
tested the model using two different datasets for breast and lung cancer. Only the
results of the latter dataset are considered in this review, as the former consisted
of 10 non-genome features. Mandal & Banerjee [2015] used 15 genes that are
responsible for the lung cancer, as indicated by an earlier study Mandal et al.
[2013]. The best accuracy level (94.0%) and was achieved when the number of
hidden layers was 3.
In 2016, Bhat et al. [2017] suggested a deep generative model called Deep-
Cancer for binary (cancerous/non-cancerous) classification. DeepCancer uses a
convolutional GAN with an input dense layer, four hidden layers in the generator
side, three hidden layers and an output layer with two hidden nodes in the dis-
criminator side. Interestingly, Bhat et al. [2017] also used two other RBM-based
regression models, called RBM-SVM and RBM-logistic, as baselines. In both
models they used one hidden layer and experimented different number of hidden
nodes to get the best classification precession. No feature selection method was
applied before classification, and the average performance of DeepCancer was
better than the baseline models. This indicates that the generator learned how
to accurately represent the features of the datasets.
DeepGene [Yuan et al., 2016] is a convolutional feed forward model for somatic
point mutation-based cancer type classification. DeepGene’s approach includes
converting the gene data into indexes of its non-zero elements using Indexed
Sparsity Reduction (ISR), and feeding the output into a deep neural network
classifier. The approach was tested on classifying twelve types of cancers and
compared with other machine learning approaches such as SVM, KNN and näıve
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Bayes. The model achieved the best level of accuracy when using four hidden
layers, ReLU activation function, softmax output layer and logarithmic loss func-
tion.
A new approach was suggested by [Kumar & Ramakrishnan, 2014] using Ex-
treme Learning Machines (ELM). ELM utilizes the concept of generalized single
hidden layer feedforward neural networks. In this network, neurons are gener-
ated using an analytical approach so the hidden layer does not require any tuning.
The model was tested using five diseases framed as binary class problems. The
correlation coefficient mechanism was used to select 2-4% relevant genes and the
model achieved high classification accuracies.
Convolutional networks are most commpnly used with images datasets, how-
ever, Liu et al. [2017] introduced one dimensional convolutional framework that is
applicable with the 1-D gene expression dataset. The model, named SE1DCNN
after the sample expansion method used to oversample the training split of the
data and the 1-D convolutional model which consists of 7 layers (input, 2 con-
volutional layers, 2 max pooling layers, one fully connected layer and an output
layer)
Dwivedi [2018] compared the performance of six machine learning classifiers
including: neural networks, SVM, logistic regression, näıve Bayes, classification
trees and KNN, in classifying a lukemia dataset into two groups. He used an
MLP architecture (one hidden layer with 20 neurons, 30 epochs) and proved
that neural network outperformed other considered classifiers.No preprocessing,
filtering or feature selection was applied on the 6817 genes which were obtained
from a previous study [Golub et al., 1999].
Hou et al. [2018] integrated genetic algorithms with artificial neural network
in a model called GA-ANN. The model consisted of 3 layers, 1000 nodes as the
input layer, and one node in the output layer. The learning rate was 0.1 and the
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goal was to classify the clinical phenotype into binary groups. The role of the
genetic algorithm was to select the best number of input variables that maximizes
the classification accuracy. The population size for the genetic algorithm was set
to 100, the maximum evolutionary generations was 50, and the algorithm selected
15 candidate input variables.
Xiao et al. [2018] applied deep learning to an ensemble approach that incor-
porates five different machine learning models. Informative gene selection was
applied on differentially expressed genes. Then, a deep learning method was em-
ployed to ensemble the outputs of the five classifiers KNN, SVM, decision trees,
random forests, and gradient boosting decision trees. The model of five hidden
layers was used for binary (tumor/normal) classification hence one output unit
was used in the output layer, ReLU activation functions and SGD optimizer was
used to minimize the MSE similarity function; regularization, to constrain the
magnitudes of the weights, was added to the function to overcome the overfit-
ting problem. This paper used neural networks for discovering the relationship
between the 5 different classifiers which were used to classify the training sample
into tumor/normal class. The approach built a new dataset consisting to m× 5
items where m is the number of training samples and 5 denotes the binary la-
bel predicted by a specific classifier. The new dataset was used as input to the
neural network model to avoid using the weighted averaging and majority voting
algorithms which is widely used in general ensemble strategies.
Table 4.4 lists the models’ name, reference, the type of the used neural net-
work, overfitting prevention technique, the number of hidden layers, and the
number of classes i.e. the number of output layer’s nodes and the used evaluation
metric . The researchers experimentally tested different neural network config-
urations and parameters but we only listed the number of hidden layers that
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achieved best results. We also listed 1the number of nodes in the output layer to
indicate the category of the problem (binary-class/multi-class). We want to note
that some of the listed, parenthesized, approaches have been used as baselines for
comparison purposes and we considered them here to show their configuration.
4.3.2.3 Neural Network Clustering Methods in Cancer Prediction
Clustering is an unsupervised learning technique which divides the input data
examples based on their feature similarity into groups.
Neural networks, particularly SOM, are traditional model-based clustering
techniques that are widely used with gene expression data. SOM [Kohonen,
1998] is a single-layered neural network projecting high dimensional data inputs
onto a grid space. SOM’s output layer neurons are organized in a two or three-
dimensional map where each neuron represents a cluster and similar clusters are
placed near each other using a simple neighborhood function. SOM associates
each of its output neurons with a reference vector, learned during training, and
each data point is mapped to the neuron with the closest reference vector.
SOM learns using a pure unsupervised algorithm with unlabeled data and
without backpropagation mechanism. Its accuracy can be measured using various
evaluation matrices such as the Rand Index (RI, defined by Equation 4.4) which is
one of the most commonly used techniques to asses clustering in gene expression
datasets. [Yu et al., 2017, 2015].
RI =
TP + TN
TP + TN + FP + FN
(4.4)
Adjusted Random Index (ARI) and Normalized Mutation Information (NMI) are
improved variations of RI metric, equations can be found in [Yu et al., 2015].
1Refer to the paper in its original format to view a complete version of the tables,
https://www.sciencedirect.com/science/article/pii/S0933365717305067
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In terms of cancer related applications, clustering is an analysis tool used to
divide the samples or the genes into groups. Generally, gene expression cluster-
ing approaches separately group the genes or the samples by either considering
the relevance, probability, of a sample belonging to a cluster (samples-to-cluster
assignment) or the relevance of a gene belonging to a cluster (gene-to-cluster as-
signment). However, recent approaches tried to improve the quality of clustering
by taking both kinds of assignments into account.
The high dimensionality of gene expression samples is a problem facing clus-
tering algorithms. Traditional clustering techniques such as k-means separate
the samples (or genes) based on a distance function but this approach is not
suitable for high dimensional datasets as the distance between the samples is
isometric [Steinbach et al., 2004]. Neural network-based approaches are able
to discover sample-cluster mapping and, consequently, they improve clustering
accuracy. However, these methods may suffer from noisy genes and improper
setting of parameters. Two solutions have been suggested to overcome the high
dimensionality problem: (i) clustering ensembles by repeatedly running a single
clustering algorithm such as SOM or Neural Gas (NG) with different initializa-
tions or numbers of parameters, and (ii) projective clustering by only considering
a subset of the high dimensional features.
In 2014, Borkowska et al. [2014] evaluated the molecular events that charac-
terize high- and low-grade bladder cancer pathways in bladder cancer patients.
Low-grade and high-grade tumors are two distinct pathways of urothelial carcino-
genes resulting from the deletion and mutation of some markers. However, many
tumors have mutual aspects of low- and high-grade biology. The aim of the study
was to discriminate future tumor behavior using molecular alterations. The au-
thors collected samples from 104 random patients and measured the expression
of ten genes which were proved to be related to bladder cancer as indicated by
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previous studies. The number of the network’s inputs was ten and the output was
set to two-dimensional grid of 16 (4 × 4) neurons. SOM was compared to other
statistical methods and proved its ability to group the patients into 4 groups, each
of which consisted of 4 clusters namely X1, X2, Y 1, Y 2. Patients with the worst
prognosis were set in X1 group. The highest abnormal TP53 expression and het-
erozygocity loss for 9, 13 and 17 chromosome loci were grouped in X2. Samples
with negative UroVysion test and high FGFR3 mutation ratio were grouped in
Y 1 and the ones with positive UroVysion test and had FGFR3 gene mutation
were grouped in Y 2. These results were hard to be obtained using classic statis-
tical models which require explicit assumption of certain relationships within the
data that are often unproven.
In 2015, Yu et al. [2015] introduced two ensemble clustering frameworks, re-
spectively, Random Double Clustering-based Cluster Ensembles (RDCCE) and
Random Double Clustering-based Fuzzy Cluster Ensembles (RDCFCE). Both
frameworks select a basic clustering algorithm such as SOM or NG to project
high dimensional genes into a low grid dimension. As a result, a set of rep-
resentative features, corresponding to the centers of the clusters, is generated.
A new dataset is generated after that based on a subset of representative fea-
tures and the process repeats for a specific number of times to get a number of




�B. Finally, a normalized cut algorithm is used
to partition the consensus matrix, and obtains the final result. Both RDCCE
and RDCFCE work in the same way except that RDCFCE extends the model by
incorporating the fuzzy algorithm to improve the performance of the framework.
The models achieved high accuracy clustering results but they only considered
sample-to-cluster assignment and ignored the gene-to-cluster assignment. Clus-
tering performance was measured by RI and Purity measure (more details are
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provided in [Yu et al., 2015]).
As shown by Table 4.5, Yu et al. [2015] also used another neural network-
based clustering approach as a baseline which is: (i) double SOM-based Cluster-
ing Ensemble Approach (SOM2CE) Yu et al. [2012] and (ii) double NG-based
Clustering Ensemble Approach (NG2CE) Chen et al. [2012]. Both obtain satis-
factory results on most testing datasets and proved that they are robust to noisy
genes.
In 2017, Yu et al. [2017] suggested Projective Clustering Ensemble (PCE),
which combines the advantages of both projective clustering and ensemble clus-
tering, and they compared its performance with a set of clustering techniques
including SOM and RDCFCE. Experiments on synthetic datasets showed that
the accuracy of SOM decreases with the increase of injected noise. This indicates
that SOM can not distinguish clusters in the presence of noisy genes. Results
also showed that the PCE outperformed the RDCFCE as it assigns the irrelevant
genes weight that explicitly reduces the interference.
4.4 Summary
Cancer is a world wide genetic related disease which imposes significant mortal-
ity and cost. Analyzing gene expression data is essential for discovering genes
abnormalities and increasing survivability as a consequence.
Neural network methods are the backbone of most recent cancer prediction
models. Their ability to discover complex input-output relationships assists in
obtaining more accurate sample-class (or sample-cluster) assignments than us-
ing the traditional machine learning tools which relays on distance functions or
statistical assumptions. Our analysis to the most recent research in gene ex-
pression analysis tools and cancer prediction models reveals that neural networks
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are essentially used for filtering the gene expressions, predicting their class, or
clustering them.
Neural network filtering methods, more specifically the autoencoders, were
used as data engineering methods in a prior step to prediction. Examples of
autoencoder-based approaches are contractive autoencoders, regularized autoen-
coders, sparse autoencoders and stacked denoising autoencoders which was the
most widely used one. Most of the suggested filtering approaches have been ex-
perimentally tested using shallow architectures. However, deep architectures are
more recommended for best practice as they combine many non linearities. On
the other hand, it has been proven that shallow networks are inefficient in terms
of the required training examples and the number of hidden nodes [Bengio et al.,
2007a].
The extracted features have been used to train different machine learning tools
such as SVM [Danaee et al., 2016], neural network classifiers [Yousefi et al., 2016],
k-means clustering[Chaudhary et al., 2017] or statistical analysis [Maćıas-Garćıa
et al., 2017]. Generally, filtering methods were used to reduce the dimensionality
of the gene expressions, to transform the gene expressions into a different form,
with the same length, or to learn gene expressions’ representations and use the
learned weights and biases to initialize a predicting network.
Neural network prediction methods have been used for both binary and multi-
class problems. In binary problems, the classifier learns how to diagnose a given
sample as cancerous, or non-cancerous or to discriminate one type of cancer from
another. In this case, the network architecture can only have one [Krishnaiah
et al., 2013; Kumar & Ramakrishnan, 2014] or two [Bhat et al., 2017; Chen et al.,
2015b] output neurons in its output layer. In multi-class problems the network
learns how to discriminate between multiple types of cancer or to predict the
survivability risk; so the network’s output layer has a number of neurons equal
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to the number of classes that the training data belong to [Yuan et al., 2016], or
alternatively multiple binary classifiers can be used. However, the decision on
the number of hidden layers and nodes is usually made based on trail-and-error
technique. Statistical preprocessing have been also applied in some cases [Chen
et al., 2015b]. Deep architecture with convolution layers was the most recently
used model, especially with multiclass problems, and proved efficient capabil-
ity in predicting cancer subtypes as it captures the spatial correlations between
gene expressions. However, full Details on the networks configuration, overfitting
elimination technique and learning parameters were not provided in most stud-
ies. Results generally show that neural network-based approaches outperformed
other machine learning tools in classifying gene expression samples in most of the
studies.
Clustering is another analysis tool that is used to divide the gene expressions
into groups. Neural network-based clustering approaches have been applied as an
alternative to traditional clustering techniques, which use a distance function to
measure the similarity between gene expressions. Nevertheless, neural network
approaches such as SOM and NG are not able to distinguish the noisy genes, so
samples are clustered based on both the relevant and irrelevant genes. Ensem-
bling clustering and projective clustering are two general approaches suggested to
overcome the high dimensionality related problems. A hybrid approach combin-
ing both the ensembling clustering and projective clustering, such as [Yu et al.,
2017], has proved higher accuracy than using single-point clustering algorithm
such as SOM.
Considered studies used different preprocessing techniques, datasets, analysis
and classification tools and they were used to solve different problems (binary
and multi-class classifications). These differences make the decision on the best
network configuration and performance hard to be made and unfair. This was
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also noted by [Svensson, 2016] who indicated that there is no machine learning
algorithm consistently outperforms any of the other as the nature of the dataset
seem to be of a major influence on the performance of the algorithm. There
is an opportunity here for a future work to develop a ”benchmark” toolkit for
gene expression data mining so that modern NN algorithms can be compared in
a uniform way. However, we are discussing in the next section some practical
issues that can be considered for future models.
4.5 Discussion
In this paper, we reviewed recent works on neural network based cancer prediction
models. Here we discuss some technical problems that can be considered for
building new models.
Overfitting : gene expression datasets are high dimensional and have a
relatively small number of samples. While most of the studies on cancer predic-
tion models focused on learning good representations that increase the models
predictability, some ignored the problem of overfitting which is caused by us-
ing small number of training examples as indicated by [Srivastava et al., 2014].
Overfitting problem occurs when the network is over trained on the training ex-
amples so it properly fits the training examples but not the validation and the
testing examples due to the lack of generalization capability. Overfitting can be
avoided by: (i) adding weight penalties using regularization [Srivastava et al.,
2014]; (ii) models combination by averaging the predictions from many models
trained on different datasets [Srivastava et al., 2014] ; (iii) dropout [Srivastava
et al., 2014].
Model configuration and training : choosing neural network configuring
and setting its parameters is a crucial issue for extracting good information that
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achieve high prediction accuracy. While there is no rule of thumb for setting the
networks parameters, there are some recommended issues that can be considered
to reduce both the computational and memory expenses for better performance
such as: (i) proper initialization: poor initialization cause slow convergence, local
minima and model uncertainties problems [Alhamdoosh &Wang, 2014]. (ii) prun-
ing the unimportant connections by removing the neurons that have zero values.
Pruning is a good approach for reducing the memory and computational com-
plexities. (iii) using ensemble learning framework by training different models
using different parameter settings or using different parts of the dataset for each
base model. (iv) class imbalance is a data-related problem that had little to get
attention to date when building and analyzing cancer prediction models. This
problem makes the classifiers biased toward the classes that has the majority
of the data, and consequently poorly classifies the samples belonging to minor
classes. Danaee et al. [2016] used SMOTE for dealing with class imbalance on
the high dimensional level. however, oversampling methods can be applied to
generate synthetic representations to increase classifiers accuracy.
Model evaluation : Using 10-fold and 5-fold cross validation to estimate
the error of classifying small data size leads to severely inaccurate conclusions
as proved by [Braga-Neto & Dougherty, 2004]. Braga-Neto & Dougherty [2004]
investigated, in their simulation study the performance of cross-validation, sub-
stitution and bootstrap methods and revealed that cross-validation displayed ex-
cessive variance and, hence, it is unreliable for small size data. The bootstrap
method proved more precise and reliable predictability.
Study reproducibility : Reproducibility of the studies is another important
issue that has to be highlighted here. A study is reproducible when others are
able to replicate the results using the same algorithms data and methodology.
Reproducibility enhances research reliability and requires the authors to publish
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the used data and to clearly document their methodology. Researchers using
genomic databases such as TCGA Tomczak et al. [2015] should at least state the
query used for downloading their experimental dataset in supplementary material.
4.6 Conclusion
This paper reviewed the most recent neural network-based cancer prediction mod-
els and gene expression analysis tools. The considered papers were published be-
tween 2013-2018 and used gene expression datasets for cancer classification and
clustering. This review presented some commonly used architectures, datasets,
and the accuracies of each suggested model.
Analysing the considered papers indicated that neural network methods are
able to serve as filters, predictors and clustering methods. Neural network filter-
ing methods are used to reduce the dimensionality of the gene expressions and
remove their noise. MLP and convolutional neural network classifications meth-
ods have been used with binary-class and multi-class classification problems while
the number of the networks’ hidden layers and hidden nodes have been decided
by trial-and-error. A hybrid approach combining both ensembling clustering and
projective clustering is the best to achieve high clustering accuracy.
Deciding the network architecture is one of the challenges facing the cancer
prediction model designers, as there is no specific rule to guarantee high prediction
accuracy. Most of the studies determined the number of hidden layers and neurons
based on trail and error. However, this study indicated that the role of the neural
network determines its general architecture.
This study has summarized most recent approaches and their related neural
network architectures. We also highlighted some critical points that have to be
considered when building a neural network-based prediction model such as over-
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fitting and class imbalance. More powerful neural network-based approaches can
be suggested in future by choosing different network’s parameters or combining
two or more of the presented approaches.
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Table 4.2: Datasets and Preprocessing. Dimension column shows the number of
features× samples used for prediction, “-” indicates a missing value.
Dataset normalization cancer type dimensions








TCGA, GEO and others - prostate 15× 466
TCGA Funnorm breast 300, 000× 862
GEO MAS 5.0 breast 881× 13698 + 69/75
TCGA unit-variance liver −× 365
Woodward et al. [2013]
Alon et al. [1999]








TCGA unit variance 33 different cancer 5000× 10, 459
Hoshida et al. [2007]
Hoshida et al. [2007]
Monti et al. [2003]
Monti et al. [2003]
de Souto et al. [2008]
de Souto et al. [2008]
de Souto et al. [2008]


















home made - breast 21× 222






GEO - breast cancer 1210×−







Mills et al. [2009]
Fujiwara et al. [2012]
Woodward et al. [2013]
Klein et al. [2009]
Cheok et al. [2003]
Yagi et al. [2003]
Wang et al. [2005]
Gashaw et al. [2005]
Petricoin et al. [2002]
Alon et al. [1999]
Pomeroy et al. [2002]
Singh et al. [2002]




























Armstrong et al. [2002]
Dyrskjøt et al. [2003]
Risinger et al. [2003]
Yeoh et al. [2002]
Bhattacharjee et al. [2001]
Chowdary et al. [2006]
Gordon et al. [2002]




















Table 4.3: Neural network filtering methods used in cancer prediction models.












































































































Table 4.4: Neural network predicting methods used in cancer prediction models
Model name neural network type overfitting no.layers no. hidden nodes no.output metric
MLP MLP regularization 5 - 1 AUC
MLP MLP - 1 20 1 F1
GA-ANN MLP - 3 - 1 AUC




















MLP MLP - 3 - 1 accuracy
MLP MLP - 1 8 5 accuracy
ELM-based classifier ELM - 1 - 1 accuracy
Table 4.5: Neural network clustering methods used in cancer prediction models.
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Chapter 5





Class imbalance is a problem emerges when the examples of the data are dis-
tributed unequally between its different classes; such that the majority to mi-
nority class ratio is significantly large. This imbalanced distribution of the data
allows the classifiers to be biased toward the majority class examples which de-
grades their general performance.
This research was done as part of the whole study to introduce autoencoder-
based techniques to solve problems affecting the classification accuracy of high
dimensional small sized data. As mentioned earlier, gene expression datasets are
high-dimensional, have limited number of examples, and exhibit the class imbal-
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ance problems. In addition, the classes in gene expression data are unseparable
[Okun & Priisalu, 2007] which makes traditional solutions to the class imbalance
problem such as the SMOTE to be ineffective. These solutions rely on generating
new examples of the data on the line segment between neighbouring minority
examples allowing for increasing the overlap region between the classes.
The research presented in this chapter exploits the representations learned
by a previously trained autoencoder and the PSO algorithm to generate syn-
thetic minority class representations and decrease the majority to minority class
ratio as a result. This oversampling technique improved the classification accu-
racy of four different classifiers compared to SMOTE and a newer version of it
called Density-Based Synthetic Minority Over-sampling TEchnique (DBSMOTE)
[Bunkhumpornpat et al., 2012].
The technique proposed in this chapter motivates the tuned (learned) neurons
in the decoder part of the network using random vectors at the initial state
of the optimization. This forward pass to the random vectors generates high-
dimensional outputs at the output layer of the decoder, the resulting outputs are
compared to a given training minority class example using a distance function
to quantify the similarity between them and update the position and velocity
of the swarms particles which are used as inputs for the second iteration of the
algorithm.
This method generates synthetic minority class representations for the train-
ing data at the testing phase of the network life cycle. However, the experiments
done for this paper motivated the author to introduce new techniques that im-
prove “learning” from small-sized high dimensional datasets, which will be dis-
cussed in the next chapter.
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A Novel Synthetic Over-sampling Technique for Imbalanced
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Abstract
A new synthetic minority class over-sampling approach for binary (normal/cancer)
classification of microarray gene expression data is proposed. The idea is to ex-
ploit a previously trained autoencoder in combination with the Particle Swarm
Optimisation algorithm to generate new synthetic examples of the minority class
for solving the class imbalance problem. Experiments using two different autoen-
coder representation sizes (500 and 30) and two base classifiers (Support Vector
Machine and näıve Bayes) show that the proposed method is able to generate dis-
criminating representations that outperformed state-of-the-art methods such as
Synthetic Minority Class Over-sampling Technique and Density-Based Synthetic
Minority Class Over-sampling Technique in many test cases.
Keywords: class imbalance, cancer prediction, autoencoders, classification.
5.1 Introduction
A labeled dataset for classification purposes is considered imbalanced when sam-
ples are distributed unequally among different classes. This kind of dataset poses
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a challenge to machine learning classifiers as it becomes difficult to model the
minority class samples.
The problem of imbalanced datasets exists in many real-world applications
such as text classification [Zheng et al., 2004], detection of fraudulent telephone
calls [Fawcett & Provost, 1997], information retrieval and filtering tasks [Weiss,
2004]. In this research we are interested in high dimensional cancer prediction ap-
plications where using a dimensionality reduction method such as an autoencoder
is a necessity for reducing noise and increasing classification accuracy.
Microarrays produce high dimensional matrices consisting of thousands of
gene expressions for only a few hundred samples. The shortage in the number
of samples is a result of the cost and time needed for sequencing the biologi-
cal samples. Microarray datasets are usually imbalanced, where cancer samples
form the majority of the dataset, and have non linearly separable classes [Lin &
Chen, 2012]. The high dimensionality of the datasets is a major challenge to ma-
chine learning classifiers and reducing it would help in decreasing computational
complexity and increasing classifier’s accuracy [Dong et al., 2017].
Autoencoders are commonly used to reduce the dimensionality of data and to
remove the noise. However, the suggested approach utilizes the representations
learnt by a pre-trained autoencoder for generating new synthetic minority class
data. To achieve this, we employed the Particle Swarm Optimisation (PSO)
algorithm to optimize the generated data to be as much similar (close) to the
original source data as possible. The aim of the approach is to find a variation of
a desired minority class representation that will make a good synthetic example
to be added to the dataset.
The approach was experimentally tested by training different autoencoders
using the training split of each of the considered microarray datasets. We tried
different number of hidden nodes, 500 and 30 respectively, in the network’s bot-
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tleneck layers to test the suitability of the approach in generating representations
with different dimensionalities. The approach showed promising results when
compared to two other methods called Synthetic Minority Class Over-sampling
Technique (SMOTE) and Density-Based Synthetic Minority Over-sampling Tech-
nique (DBSMOTE). We used näıve Bayes and Support Vector Machine (will be
abbreviated by SMO after the Sequential Minimization Optimization algorithm
which is used for training it) classifiers to classify the data generated by each
oversampling method. Generally, näıve Bayes and the suggested method’s repre-
sentations achieved the highest prediction accuracy overall compared to the SMO
and other oversampling methods. However, the SMO classifier performed better
with our method’s representations than SMOTE’s. Best results for the SMO were
achieved with DBSMOTE representations.
The rest of the paper is organized as follows. In Section 2 we present a basic
background to autoencoders, PSO and the class imbalance problem. Section 3
presents our motivation, Section 4 shows the methodology, Section 5 discusses
the experiments and results. Finally, the conclusion is presented in Section 6.
5.2 Background
This section presents a basic introduction to autoencoders, PSO and the class-
imbalance problem.
5.2.1 Autoencoders
Autoencoders are neural network models that have been successfully used for
extracting low dimensional representations from high dimensional data. In its
simplest form, the autoencoder consists of two fully connected feedforward layers
called the encoder and the decoder and this results in a three-layered network.
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In the general (deep) case, both the encoder and the decoder may have multiple
layers. The number of outputs at every layer Ll equals the number of inputs at
the next layer Ll+1, and the number of outputs from the encoder equals to the
number of inputs to the decoder.
The autoencoder learns from examples x1, x2, . . . by feeding the training in-
put vectors forward through the network to calculate the activation values of its
neurons at every layer subsequent to the input layer. The activation values at the
output layer are calculated and aggregated to get an output O(xi) for each xi.
Since the aim of an autoencoder is to reconstruct the input perfectly, then the
difference between O(xi) and xi is calculated using a predefined error function
such as the Mean Squared Error (MSE). The network tries to minimize the objec-
tive function using a backpropagation learning algorithm which propagates the
error derivatives back through the network to fine-tune the weights for optimal
reconstruction.
Stacked Denoising Autoencoders (SDA) [Vincent et al., 2010b] are an im-
proved variation of the ordinary stacked autoencoder which is trained to denoise
corrupted versions of the inputs. Different methods can be used for corrupting
the initial input such as Gaussian noise, mask noise, and salt-and-pepper noise
Vincent et al. [2010b]. SDAs use the same training algorithm that is used by
normal autoencoders but achieve significant improvements over the latter as they
are better able to learn useful structures of the data such as Gabor-like edge
detectors from natural images [Vincent et al., 2010b].
5.2.2 Particle Swarm Optimization
PSO [Poli et al., 2007] is an optimization algorithm ideally used for optimizing
continuous nonlinear functions. The algorithm can be simply implemented by
randomly initializing the location (vector) and velocity (vector) for a number of
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particles in a flock. On each iteration of the algorithm, the fitness of each particle’s
position is evaluated using the problem’s objective function. Each particle i
updates its velocity based on its current position yi and its previous best position
pi. The velocity is also influenced by the position pi found by the best neighbor
pg. New points are found, for the subsequent iteration, by adding the velocity
coordinates to yi according to the following equations:
vi = vi + U(0,φ1)× (pi − yi) + U(0,φ2)× (pg − yi) (5.1)
yi = yi + vi (5.2)
where U(0,φ1) is a vector of random numbers generated for each particle at each




, φ1 and φ2 are acceleration factors
and vi has to be kept within the range [Vmin, Vmax] [Poli et al., 2007].
Typically, PSO will continue iterating until either the best particle with the
best position (representing a perfect solution) is found, or until a maximum num-
ber of iterations has been reached.
5.2.3 Class Imbalance
Different approaches have been suggested to improve the prediction accuracy
of imbalanced test samples. Majority class random under-sampling is one of
the direct and most straight forward suggested approaches [Kubat et al., 1997].
Focused under-sampling, which targets the samples that are further away from
the classes’ borders, has been investigated by Japkowicz [2000] who observed that
using sophisticated under-sampling techniques did not add an advantage to the
results in the considered domain.
Minority over-sampling, on the other hand, is a different approach that can be
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either applied using random duplication method or more sophisticated synthetic
methods. SMOTE [Chawla et al., 2002] is a synthetic over-sampling method
which generates samples on the line segment joining a chosen minority class sam-
ple and its neighbors from the same class. DBSMOTE is a new variation of
SMOTE that discovers an arbitrary shaped cluster and over-samples it. Majority
Weighted Minority Over-sampling (MWMOTE) [Barua et al., 2014] is another
synthetic over-sampling clustering-based technique which generates new samples
from weighted minority class samples.
5.3 Motivation
Most of the suggested minority over-sampling methods are efficient and effective
when generating synthetic samples, with the resulting datasets increasing classi-
fication accuracy [Barua et al., 2014; Han et al., 2005]. However, we found that
existing methods work ideally when the boundaries between the classes are not
ambiguous, a situation that is not true for all kinds of datasets.
Real world datasets, especially medical datasets, are high dimensional, com-
plex, noisy and often have limited number of samples [Lin & Chen, 2012]. In
such kind of datasets, majority and minority class samples are not separable and
they frequently overlap [Lin & Chen, 2012]. See Figure 5.1 for an illustration of
this. Classifying high-dimensional datasets requires reducing the dimensionality
of the data using either a dimensionality reduction method or a feature selection
method to remove the noise. Both of these solutions depend on trial-and-error
techniques for generating or selecting a number of discriminating features that
increase the classifier’s accuracy. Hence, reducing the dimensionality of the data
does not necessarily solve the class overlap and borderline-ambiguity problems.
K-nearest neighbor-based methods such as SMOTE generate synthetic sam-
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Figure 5.1: Border line ambiguity in 2-D space. white circle: minority class
samples, black dots: majority class samples, red circle: SMOTE generated sample
and green circle: a synthetic sample generated by the proposed approach.
ples on the line segments between sample s and its K nearest neighbors. This
tends to increase the density of the minority-class samples generated within the
majority class region. For example, in Figure 5.1, a synthetic sample (the red
sample) is generated from two positive (white) examples. Since the synthetic
example lies on the line segment between two positive examples, it ends up being
very close to several negative (black) examples. As a consequence, the classifier’s
performance in discriminating both majority and minority samples may well de-
crease because the synthetic example is effectively noise. The problem becomes
more complicated as the dimensionality of the data increases. Blagus & Lusa
[2012] proved, based on a set of evaluations, the poor performance of SOMTE in
generating high dimensional gene expression data.
Based on this observed weakness of the SMOTE family of algorithms, our
proposed new method aims at overcoming this problem by generating synthetic
examples that are variations of a single real example as opposed to being a func-
tion of multiple real examples. In this way, the synthetic examples should be
in theory better represent the true region of the feature space occupied by the
minority class we are attempting to model. In Figure 5.1, such an example is
illustrated by green example.
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Our approach is not a random oversampling-by-replication or duplication ap-
proach. Instead, we use an optimization approach that utilizes the trained de-
coder part of an autoencoder to generate a new example that is similar to an
existing minority class sample. The autoencoder is trained on all of the training
examples, both minority and majority, but the optimisation step focuses only on
the minority class training samples since these are ones being generated. In this
respect, our approach shares a commonality with SMOTE: both approaches con-
sider all minority class training samples to generate the synthetic data. Therefore
we chose SMOTE and a newer version DBSMOTE as suitable baseline methods
for comparison.
5.4 Minority Over-Sampling Using Autoencoder
and Optimization
Our proposed approach integrates both the decoder part of a trained SDA and the
PSO algorithm for generating synthetic minority class samples. The algorithm is
presented in detail in the following two sub-sections.
5.4.1 Training the Autoencoder
To configure the autoencoder, we first decide on the number of layers and size of
the layers. The size of the input and output layers must be fixed and equal to
the dimensionality of the dataset, but the size of the hidden layers can be varied.
We also must select parameters for the neural network training algorithm,
which include an initialization method for the initial network weights, a noising
method such as salt-and-pepper and an objective function to compute the dif-
ference between training examples (both minority and majority class examples)
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Figure 5.2: Training a single layer autoencoder.
and their reconstructed versions. The optimization algorithm for minimising the
reconstruction error must also be chosen for the training procedure.
After training the network for a set of iterations as shown in Figure 5.2,
the autoencoder is expected to learn the training data’s abstract representations
which can be obtained by propogating an input example forward through the
encoder portion of the network and “reading off” the final activations at the
bottleneck layer. To generate a compact representation j for a data instance J
we simply perform this process using J as an input example. If the bottleneck
layer consists of M neurons, (M << N , where N is the example’s dimensionality)
then the representation j will be M dimensional while the original examples J
is N dimensional. This process of encoding can be encapsulated as a function
j = Encoder(J).
Our approach uses a trained encoder to generate low-dimensional training
and testing datasets, Rtraining and Rtesting respectively, by activating the encoder
part using the low dimensional training and testing datasets. The compact train-
ing representations Rtraining, since they are labeled with the same classes as the
original training data, can be used for building a machine learning model for
classification, while Rtesting is going to be used for evaluating the accuracy of the
model.
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5.4.2 Generating Optimized Representations
Figure 5.3: Generating minority class over-sampling using trained decoder and
PSO.
We used the decoder part of the trained autoencoder in combination with the
PSO algorithm to generate new synthetic examples. This procedure is described
in Algorithm 1 and by Figure 5.3. Given one real minority class sample, multiple
synthetic examples can be generated by repeatedly applying the algorithm.
To generate a single optimized minority class representation, we randomly
initialize the location and velocity (each of which is an M -D vector) for a swarm
y(t = 0) of S particles to small numbers between [0,1]. The algorithm iterates
over the initial particles y1, y2, ..., ys to feed them separately through the decoder
part of the trained autoencoder and to generate Y �1 , Y
�
2 , .., Y
�
s at the output layer.
The MSE (difference) between each generated version Y �i (at the output layer)
and a desired minority training sample Y is computed to determine the parti-
cle’s fitness. PSO determines each particle’s pg to update the positions and the
velocities according to Eq. 1 and Eq. 2. Updated particles are fed again through
the decoder part for a subsequent iteration and the algorithm runs until a ter-
mination condition is satisfied. The algorithm returns the most fitted particle
(representation) y which inverse Y � is the most similar to the original sample Y .
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Algorithm 2: Minority-Class Over-Sampling using PSO
t = 0 ;
Y =target minority-class training sample;
y(t) = y1, y2, .., yS /*Swarm with S randomly initialized M -D particles*/ ;
p1, p2, .., pS =y1, y2, .., yS ;
while terminal condition is not satisfied do
for i = 1...S do
/*feed yi through the trained decoder to generate the reconstructed
versions */;
Y �i = decoder(yi) ;




if f(yi) < f(pi) then
pi = yi;
determine pg ;
update yi using Eq(1) and Eq(2);
t = t+ 1;
5.5 Experiments
We used 10 different datasets downloaded from The Cancer Genome Atlas (TCGA)
Data Portal (https://portal.gdc.cancer.gov/) to experimentally test the proposed
approach. The TCGA datasets are genomic data made available to public com-
munity and researchers to improve the prevention, diagnosis, and treatment of
cancer. An R/Bioconductor package called TCGAbiolinks [Colaprico et al., 2015]
was used to download and prepare the RNA-seq gene expression data. Table 5.1
shows detailed characteristics of the experimental datasets which were chosen
based on the number of samples and imbalance ratios.
5.5.1 Experimental Setup
To build our proposed approach, we used an open source machine intelligence




Table 5.1: The microarray datasets and the distribution of the samples across
normal and cancerous groups. “No” denotes normal samples and “Ca” is for
cancer samples.








90/13 877/218 0.094 3506
ESCA Esophageal Carcinoma 8/3 147/37 0.060 4438
HNSC
Head & Neck Squamous
Cell Carcinoma
35/9 416/102 0.085 3459












8/2 75/19 0.106 3649
STAD Stomach Adenocarcinoma 29/7 331/83 0.087 2439
THCA Thyroid Carcinoma 48/13 400/100 0.122 2149
1. An input− 1000− 500− 1000− output autoencoder, with bottleneck layer
size N = 500; and
2. An input − 1000 − 30 − 1000 − output autoencoder, with bottleneck layer
size N = 30.
In each case, the size of the input and output layers was determined by the di-
mensionality of the individual datasets. The reason for considering two different
autoencoder architectures was so that the effectiveness of the method in generat-
ing discriminative minority-class representations with different dimensionalities
(i.e. small and large) could be assessed.
We used the MSE as an objective function. The Stochastic Gradient Descent
(SGD) [Bottou, 2010] back propagation algorithm was used to optimise the net-
work weights. The learning rate was set to 0.001, the batch size was 25 and the
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number of epochs was 250. We also tried to train the autoencoder for more (500)
and less (100) iterations but results were comparable to the 250 iteration case, so
we only considered this number of iterations in our experiments.
For optimization, we used a python PSO library called pyswarm https://
pythonhosted.org/pyswarm/ to generate synthetic samples from minority class
representations by utilizing the decoder part of the trained autoencoder. The PSO
library requires the user to specify the lower-bound and upper-bound vectors that
bound the swarms’ locations between them. Hence, we defined the lower-bound
as an M -D vector of zeros, and the upper-bound as an M -D vector of ones. The
number of particles and iterations have also experimentally specified and were
set to 200 and 2 respectively.
For the baseline comparison, we used SMOTE and DBSMOTE methods from
an R package called smotefamily [Siriseriwan, 2016] to over-sample the minority-
class representations extracted using the trained autoencoder. SMOTE method
requires the user to specify K, the number of neighbors to be considered, which
was set to 5 as indicated by the original paper [Chawla et al., 2002].
Each of the configured autoencoders was separately trained and tested ten
times per dataset so that mean expected performance metrics of the algorithm
could be calculated. In each run, we randomly selected 80% of the cancer sam-
ples and 80% of the normal samples to form a training set, and the remaining
20% were reserved for testing. After training, we extracted the training and test-
ing datasets representations, and then over-sampled the minority class training
representations to varying degrees. The exact amount of over-sampling was de-
termined by the size of the majority class. We tried over-sampling the minority
class until it was 25%, 35%, 50%, 75%, 85% or 100% of the majority class size.
This was done for each of the ten repetitions per dataset, and was done using both
our new proposed method (referred to hereafter as Opt/Decoder), SMOTE and
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DBSMOTE. Therefore three versions of each training dataset for each amount
of over-sampling was generated. Finally, we built a classifier using the training
samples and tested it using the testing representations. Note that we did not
over-sample the test data.
5.5.2 Classification Algorithms
The goal of this research is to solve the class-imbalance problem which degrades
the performance of classification algorithms. In order to evaluate this, we chose
two classifiers: specifically, SVM (abbreviated SMO, after the Sequential Mini-
mization Optimisation algorithm) and näıve Bayes. Both of these classifiers are
simple and produce interpretable models. We used WEKA package [Eibe Frank]
implementations for both classifiers with their default parameters.
We used the extracted training representations from both classes with the,
appended, generated minority-class samples for building each classifier.
The metric used for assessing the performance of each algorithm was Area
Under the Receiver Operating Characteristics graph (AUROC, or alternatively
ROC). An AUROC value of close to 0.5 indicates random prediction performance
while a value close to 1.0 indicates near-perfect prediction performance.
5.5.3 Results Using the TCGA Datasets
We compared the average AUROC (over 10 runs) of the SMO and näıve Bayes
(NB) classifiers which were used for predicting Opt/Decoder, SMOTE and DB-
SMOTE representations with different minority/majority ratios (25%, 35%, 5%,
75%, 85%, 100%) and representation size N = 500 and N = 30 respectively.
The visual inspection, based on the number of winning cases per method, of
the graphs, listed in the Appendix section, shows that NB and Opt/Decoder
(NB+Opt/Decoder)(indicated by the blue line) representations has generally
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achieved the highest AUROC in most test cases compared to other methods
and classifiers.
Comparing the performance of the NB+Opt/Decoder with NB+SMOTE and
NB+ DBSMOTE indicates that our method’s (500D) representations were bet-
ter classified than SMOTE (500D) and DBSMOTE(500D) respectively. An-
other interesting thing to be noted is the slight increase of NB+Opt/decoder
(500) AURC with the increase in the number of generated minority samples.
NB+Opt/decoder (500) has also proved success in cases where the number of
training samples is relatively small (BLCA, ESCA, KICH, LUSCA, READ and
STAD). The NB+Opt/Decoder (30D) had a comparable behavior to NB+SMOTE(30D)
but had a slight improvement over and NB+DBSMOTE(30D).
The performance of the SMO classifier, on the other hand, was generally lower
than the NB. However, our method (represented by the green line) showed a slight
improvement over SMO+SMOTE in 500D case. A comparable behavior of the
SMO classifier in detecting both Opt/Decoder ad DBSMOTE data was noted in
the case of 500D but SMO+DBSMTE won the competition in 30D case.
To statistically prove the results and to get a general overview, across all
datasets, about the performance of our method, we followed the suggestion by
[Demšar, 2006] and applied Wilcoxon signed-rank test [Gibbons & Chakraborti,
2011]. The test results shown in table 5.2 indicates that the overall performance of
the NB+Opt/Decoder was better than NB+SMOTE and NB+DBSMOTE with
better positive rank (R+) sum than other methods. SMO+Opt/Decoder had
also a general advantage over SMO+SMOTE using both representation lengths
(500D) and (30D). However, the SMO classifier had better overall detection ac-
curacy to DBSMOTE’s representations than our method’s.
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Table 5.2: Wilcoxon signed rank test for the average AUROC over the 10 runs,
different minority/majority ratios, representations length and classifiers.
Method classifier R+ R- p-val
SMOTE30
SMO 1243 587 0.007956
NB 1761 68 2.32E-10
SMOTE500
SMO 1797 32 4.59E-11
NB 1645 184 3.93E-08
DBSMOTE30
SMO 11 1819 1
NB 1234 596 0.04348
DBSMOTE500
SMO 639 1191 0.01715
NB 1340 490 1.21E-09
5.6 Conclusion
This paper presented a different method for generating training data using the
features learnt by a pre-trained autoencoder. Results on 10 different microar-
ray datasets show that our method frequently outperforms SMOTE and DB-
SMOTE in generating better discriminative minority class 500D representations,
leading to increased the AUCROC for both SMO and näıve Bayes classifiers in
most test cases. The opposite was true in the 30D experiments, however, with
SMO+DBSMOTE generally performing the best overall. This leads to the ques-
tion of whether SMOTE family of algorithm can scale to higher dimensional data.
Several issues are left for future work, such as the consideration of other op-
timisation algorithms for both training the autoencoder and generating the rep-
resentations. Applying this method to both very small datasets and imbalanced
multi-class datasets is another possibility.
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Figure 5.4: Experimental results for AUROC evaluated by classifying the (500D)
SMOTE and Opt/Decoder representations using SMO and näıve Bayes.
Figure 5.5: Experimental results for AUROC evaluated by classifying the (30D)
SMOTE and Opt/Decoder representations using SMO and näıve Bayes.
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Figure 5.6: Experimental results for AUROC evaluated by classifying the (500D)
DBSMOTE and Opt/Decoder representations using SMO and näıve Bayes.
Figure 5.7: Experimental results for AUROC evaluated by classifying the (30D)
DBSMOTE and Opt/Decoder representations using SMO and näıve Bayes.
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5.7 Further Discussion and Analysis
In this section, we will present more empirical results comparing the performance
of the method introduced in this chapter with other recently used over-sampling
techniques.
To generate the optimized minority class representations, we used the open
source python library pyswarm which takes the following parameters: particle
velocity scalar factor w, c1 and c2 scalar factors to balance the contribution of
the pbest and pg respectively. r1 and r2 are randomely generated values from [0, 1]
range and a maximum velocity term vmax in order to limit oscillation which will
allow for re-writing the velocity update for iteration t + 1 given by equation in
Equation 5.1 according to the following:
vt+1i = wv
t
i + c1r1 × (pi − yti) + c2r2(pg − yti).
(5.3)
Table 5.3 presents the parameters’ settings of our experiments which were con-
stant across the used datasets. The PSO parameters have been used before in
[Van den Bergh, 2001]. However, we tried different number of iterations to make
a decision on the best choice.
Making decision on the autoencoder’s parameters is not an easy task. Never-
theless, we noticed in the survey presented in Chapter 4 that shallow networks,
which consists of 1 or 3 hidden layers, are the most frequently used type of au-
toencoders, for this reason we decided to run our experiments using 2 network
architectures that differ in the size of the middle layer to test the ability of
the model to generate discriminating representations with different lengths. The
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learning rate was set to 0.001 based on a set of experiments we ran and presented
in Figure 5.8.
As can be noted from Table 5.4 logistic regression classifier was better able to
discriminate the Opt/Decoder synthetic representations than other methods’ syn-
thetic representations. A better performance was noted for Opt/Decoders’ repre-
sentations compared to random duplication, SMOTE and KMeansSMOTE meth-
ods (wins in 10 and similar in 3 cases). It won the competition in 8 cases and had
an equal performance to BorderLineSMOTE in 8 cases out of 20. Opt/Decoder
is related to random duplication in that it treats the randomly generated rep-
resentations as candidate examples but differs in some other aspects as it uses
the similarity criterion as a condition on the validity of the candidates such that
the closest candidate is ended up to be chosen as a synthetic examples. This
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Figure 5.8: Comparison between the decrease in the loss function for two different
learning rate values
similarity-based selection criterion explains why our method outperforms better
than the random duplication method in some cases.
5.8 Chapter Summary
In this chapter, we presented a new synthetic oversampling technique which can
be used in cases where the dataset is high dimensional and autoencoders is the
adopted dimensionality reduction method. In this case, an optimization method
such as the PSO can be utilized to return optimized solutions that can be mapped,
using the decoder, to high dimensional examples which are similar to the original
examples. The generated optimized low dimensional representations are found to
be discriminating and can be used to solve the class imbalance related problems.
This method showed comparable, if not better, performance to other recently
used methods in many test cases included datasets exhibiting different character-
istics which indicates that the method is applicable to real world problems and
can be found as a good alternative to existing solutions.
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Table 5.4: Comparing the performance of PSO/Decoder, Random duplication,
SMOTE, BorderLineSMOTE, KmeansSMOTE using the AUROC of random for-
est, SMO, näıve Bayes and logistic regression





ia Opt/Decoder 0.863 ± 0.186 0.500± 0.000 0.500± 0.000 0.858± 0.135
Random 0.795± 0.177 0.585± 0.225 0.614± 0.205 0.858± 0.099
SMOTE 0.833± 0.129 0.660 ± 0.234 0.673 ± 0.236 0.858± 0.099
BLineS 0.820± 0.142 0.523± 0.233 0.598± 0.251 0.849± 0.097
KmeansS 0.807± 0.159 0.603± 0.186 0.703± 0.201 0.874 ± 0.108
G
L
I Opt/Decoder 0.799± 0.158 • 0.500± 0.000 0.544± 0.158 0.769 ± 0.162
Random 0.770± 0.138 0.727± 0.203 0.782± 0.185 0.747± 0.149
SMOTE 0.770± 0.138 0.781 ± 0.200 0.679± 0.253 0.761± 0.165
BLineS 0.770± 0.138 0.713± 0.177 0.714± 0.203 0.747± 0.149







E Opt/Decoder 0.818± 0.101 0.554± 0.099 0.554 ± 0.000 0.803± 0.120
Random 0.798± 0.108 0.554± 0.099 0.554 ± 0.099 0.795± 0.158
SMOTE 0.828± 0.119 0.554 ± 0.099 0.554± 0.099 0.795± 0.147
BLineS 0.852± 0.117 0.554± 0.099 0.554± 0.099 0.803 ± 0.156






N Opt/Decoder 0.693± 0.111 0.601± 0.082 0.531± 0.047 0.733± 0.107
Random 0.705± 0.108 0.593± 0.079 0.604 ± 0.085 0.710± 0.107
SMOTE 0.700± 0.109 0.595± 0.082 0.604± 0.085 0.710± 0.118
BLineS 0.735 ± 0.079 0.593± 0.079 0.604± 0.085 0.679± 0.123






L Opt/Decoder 0.846± 0.104 0.767± 0.079 0.788± 0.132 0.879± 0.093
Random 0.835± 0.085 0.699± 0.121 0.788± 0.083 0.876± 0.086
SMOTE 0.831± 0.103 0.699± 0.121 0.780± 0.036 0.855± 0.105
BLineS 0.830± 0.084 0.643± 0.118 0.643± 0.162 0.848± 0.083
KmeansS 0.826± 0.095 0.621± 0.072 0.791± 0.087 0.843± 0.121
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Chapter 6
RBFA: Radial Basis Function
Autoencoders
Multi layer perceptron networks effectively learn good representations of the data
under some conditions including the availability of large amount of data; a require-
ment that is not applied to all domains [Srivastava et al., 2014]. The autoencoder
is a well known example to this type of networks which is distinguished with its
architecture and unsupervised learning algorithm.
RBF networks, on the other hand, are three-layered networks known with
their fast efficient supervised learning capability from small sized datasets. RBF
networks consist of center points arranged in the hidden layer of the network in
a parallel form. Each of these points employs a radial function to interpolate
the input features before activating the output neurons. The mechanism which
was proposed by [Park & Sandberg, 1991] allows locality of response to similar
patterns of the data, such that only a fraction of the neurons will respond with a
significantly large activation value at a time. The level of activation is a function
of the similarity between the received input example and the center points.
We combined the architecture of both normal autoencoders and the RBF
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networks to build a new model with parallel layers in the first hidden level of the
autoencoder. The aim was to apply the radial activation mechanism to networks
learning in unsupervised fashion so that they inherit the RBF networks capability
in learning from small sized data. Similar to RBF networks, this activation
technique, which is applied on the element wise basis in our network, forces
the activation level of the neurons to be relative to the similarity between the
input data points and pre-defined center points. There are two basic parameters
associated with the center points which are: the centroids µ and the width σ
which will be defined using the means and the variance the samples assigned to
clusters generated by a clustering algorithm such as the Kmeans algorithm.
The proposed model was tested on two domain application problems: recon-
struction and classification. RBFA was able to reconstruct the MNIST images
with a comparable visual quality to normal autoencoder, normal autoencoder
with dropout and the SDA. The representations generated for the MNIST im-
ages were better classified using the random forest classifier than the other pre-
mentioned autoencoders’ representations.
Finally, we tested the model’s ability to learn from small sized high dimen-
sional gene expression datasets. Random forest, SMO, näıve Bayes and logistic
regression classifiers show that the representations generated by the RBFA out-
performed the SDA’s representations in many test cases.
The paper presented in this chapter has also introduced a new PSO-based
method for initializing the center and the width (parameters) of the radial cen-
ter points used in the RBF networks. These optimized center point parame-
ters allowed for learning discriminating representations when used with batch-
normalization and regularisation techniques.
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Abstract
We are introducing a new variation of the existing autoencoder called Radial
Basis Function Autoencoders (RBFA). This version employs radial symmetric
functions, in the first step of encoding, to map the input data vectors into a
new form. The transformation which relies on the similarity between the input
data examples and predefined center points features forces the neurons in the
first hidden level to respond similarly to similar patterns of the data. This basic
idea of radial transformation (activation) can be interpreted as regularization on
the hidden neurons which are penalized based on the similarity criterion so only
a fraction of them will become highly activated at one time. The paper also
introduces a new method for defining the Gaussian radial function’s parameters
using Particle Swarm Optimization (PSO). Results indicate that the accuracy of
four different classifiers was significantly affected by the number of layers in the
first hidden level of the network. RBFA has shown promising results compared
to other state of the art autoencoders using different datasets including high-
dimensional small-sized medical data. Optimizing the radial function parameters
improved the classification accuracy of the four classifiers in some cases.




Autoencoders, with all of their variations, are classical examples of the unsuper-
vised learning-based feed forward neural networks. They learn the characteristics
of the data through a simple encoding-decoding process that runs for a set of
iterations to optimize a reconstruction-based objective function. Autoencoders
have a hierarchical structure of layers activated by simple yet nonlinear func-
tions to learn representations that amplify aspects of the data which are found in
practice to be useful in different applications such as reconstruction and classifi-
cation. Consequently, the ultimate goal of training the autoencoders is to capture
“good” and “robust” representations that are able to distinguish or reconstruct
every class of examples. Generally and from a mathematical point of view, the
goal of training the autoencoders is to find a function or an approximation to a
function that can discover the input-output mappings.
Multi-Layer Perceptrons (MLP), including autoencoders, achieve remarkable
results in learning good representations. However, training the deep models usu-
ally requires a long running time and under some conditions e.g a limited number
of training examples, it is sometimes hard to detect the relationships that were
found between the noise but not in the actual real world test data which cause
overfitting [Srivastava et al., 2014]. Moreover, the decision on the number of the
kernel functions (layers) and elements (neurons) per layer is a crucial challenge
facing the MLP networks designers [Panchal et al., 2011].
RBF networks are simple feed forward neural networks known for their fast
learning capability from small-sized data [Sug, 2009]. The least squared error cri-
terion is the most commonly used objective function in these networks which learn
in a supervised manner. RBF networks are well-known for their simple three-
layered architecture and providing a comparable performance to deep networks
in approximating functions of a finite number of real variables [Claveŕıa González
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et al., 2015; Crowther et al., 2004; Park & Sandberg, 1991]. The middle level
of the RBF network consists of several nodes, each of which is defined with a
centroid and a smoothing factor (or width) vectors which are the well known
used parameters for most radial kernal activation functions. Each hidden node
interpolates the high dimensional input vector to generate approximation of a
continuous function e.g. the probability density in the case of using a Gaussian
function.
In this paper, we are introducing a new variation of the existing normal au-
toencoder called RBFA. This version learns using a similar mechanism to RBF
networks but in a complete unsupervised fashion. The first hidden level of the
network consists of multiple layers ordered in a parallel form. Each of these lay-
ers receives a transformed version of the original input data which controls the
neurons level of activation. The transformation is carried out on the element-
wise basis using a radial function taking the input data examples and predefined
vectors (centeroids and widths) as parameters. The proposed RBFA is similar
to RBF networks in that each neuron’s level of response is relative to the degree
of similarity between the input data and the radial center point features, thus
allowing a locality of response to similar patterns of the data.
Despite their simple architectures, RBF based networks, including the RBFA,
come with the problem of defining the centers and the widths of the radials.
This paper will introduce a new technique for generating optimized center points
and width values using the PSO algorithm. The contributions of this paper are:
(i) we introduce the RBFA and show that it can learn discriminative data rep-
resentations; (ii) we introduce a new technique for defining the radial function
parameters using the PSO algorithm; (iii) we show that the RBFA is able to
reconstruct images with a comparable quality to other state of the art autoen-
coders; (iv) we experimentally demonstrate how the increase in the number of
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hidden layers in the first hidden level of the architecture affect the accuracy of
four different classifiers and (v) we experimentally test the RBFA using large-sized
and small-sized high-dimensional medical data under different conditions.
This paper is organized as follows: The next section presents the motivation.
Section 6.3 introduces a background on basic autoencoders, RBF networks, and
presents examples for state of the art versions. Section 6.4 explains the pro-
posed autoencoder. Section 6.5 presents the experimental results and Section 6.6
concludes this work and suggests directions for further research.
6.2 Motivation
MLP networks, including deep autoencoders, have proved proficient in learning
good representations from sufficient amount of data [Srivastava et al., 2014] which
is not available by all domain-application problems. Radial Basis Function (RBF)
networks, on the other hand, proved a comparable proficiency in learning good
representations with fast learning capacity even from small-sized data [Sug, 2009].
We were motivated by the idea of combining the capabilities of both networks
using a new autoencoder which bridges the gap between both networks.
The suggested RBFA is distinguished from other autoencoders by employing
a radially-symmetric function in the first step of encoding to interpolate the input
features on an element-wise basis. This idea of employing a radial function such as
Gaussian on the element-wise basis was used before by Qian et al. [2015] in their
Gaussian-Neuron Convolutional Neural Network (GNCNN) which was designed
for steganalysis purpose. However, our work differs from that by considering the
similarity between the raw input data and the predefined center points feature
as an integral parameter to the radial function as opposed to applying the radial
activation directly on the raw input data as in [Qian et al., 2015]. The associ-
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ation between the input data the center points features in RBF networks was
first introduced by [Moody & Darken, 1989] as a new technique for allowing lo-
cality response of the network’s neurons based on a distance function such that
“Only fraction of processing units which centers close to input will respond with
activations which differs significantly from zeros” [Moody & Darken, 1989]. In
our case, the activation of a neuron ω in the first hidden level of the RBFA will
reach its maxima when it receives a signal from a radial point with centroid µ
very close to the input x i.e. (x− µ)2 ≈ 0. This technique can be interpreted as
regularization on the hidden nodes by forcing neurons to strongly respond based
on the similarity criterion.
6.3 Background
This section introduces the basic structure of the autoencoders, RBF networks
and their learning procedure.
6.3.1 The Basic Autoencoder
The autoencoder is a fully connected feed forward network learning input data
representations by optimizing a reconstruction criterion. Starting with feeding the
raw input data instances through the input layer, the activations of the neurons
are calculated at every layer and passed through to the layer in the next level of
the hierarchy. The middle layer of the autoencoder is commonly used to learn
low dimensional representations of the data, hence, it is usually defined with the
lowest number of neurons in most autoencoders. The autoencoder maps an input
data vector �x =< x1, x2, ..., xD > with D features to a hidden representation
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using the following equation:
yi = φ(ωiyi−1 +�bi) (6.1)
where φ is an activation function e.g tanh, sigmoid or ReLU, w is weight
matrix for layer i, b is its bias vector and at i = 0 y0 = x.
As clarified by Equation 6.1, the representations are mapped at the network
layers such that the output of every layer is used as an input to the layer in the
next level until a high dimensional output vector is generated at the output layer.
The difference between the original input and the output vectors is computed
while the coefficients are backpropagated, using a backpropagation algorithm, to
update the network’s weights for optimal reconstruction. The algorithm iterates
over all the training examples for a number of epochs to find an approximation
to a function that efficiently generates high quality reconstructed versions.
Improved variations of the basic autoencoder are differentiated with the weight
penalties (regularization) added to the reconstruction function, the employment
of the drop out technique, and the amount of noise added to the data. Stacked
Denoising Autoencoder (SDA) [Vincent et al., 2010b], for example, is trained to
denoise corrupted versions of the input. Contractive autoencoders [Rifai et al.,
2011] add a penalty on the cost objective function to encourage the intermediate
representation to be robust to small changes in the input. K-sparse autoencoders
[Makhzani & Frey, 2013] employ a similar technique to the dropout mechanism
in principle but it only keeps the highest k activations per layer and sets the rest
of the neurons to zeros.
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6.3.2 Radial Basis Function Networks
RBF networks are feed forward neural networks commonly known for their simple
three-level architecture and fast learning capacity. RBF networks learn in a
supervised manner to approximate a target function using a linear combination
of radial kernels. The network can be simply formulated using an N ×D dataset
with N training examples each of which has D features, represented as �x =<
x1, x2, ..., xD > and labeled with a class label y. The first hidden level of the
network is structured using K parallel layers activated using a radially symmetric
function. The input-output mapping in a simple RBF network can be calculated





where ωi is the weight matrix for layer i in the first hidden level and ϕi is a kernel
radial function, e.g. the Gaussian kernel, which estimates the probability density





such that, ||�x− �µi|| is the Euclidean norm for the distance between input vector
�x and center point �µi. �σ
2
i is the width of the radial function.
RBF network centers are a set of hidden layers (called kernel nodes) with
the same cardinality as the input data and usually initialized using a number of
arbitrarily chosen training examples or the centroids generated by a clustering
mechanism such as the Kmeans algorithm. However, these networks can easily
overfit the training examples [Que & Belkin, 2016]. Penalizing the network’s co-
efficients using a regularization mechanism such as the �2 regualizer is a suggested
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technique to overcome this problem [Que & Belkin, 2016].
For smooth interpolation and more meaningful extrpolation, Tao [1993] sug-
gested normalizing the network such that the approximation will depend on a
smoothed nearest neighbor function. Different normalization methods have been
introduced in literature [Grabec, 2007; Tao, 1993; Xu, 2010] so far. However, we
are adopting the method suggested in [Moody & Darken, 1989] and used in [Xu,












The width of the radial basis functions σi is a critical parameter for determin-
ing the value of the maximum distance between the input data and the center
points and so it needs to be accurately estimated. In traditional Gaussian proba-
bility density estimation functions, this parameter represents the variance of the
data examples assigned to a particular cluster, hence, it will be hard to utilize
it with the RBF networks unless it is sufficiently large. Lee et al. [1999] ad-
dressed this problem which makes the Gaussian function in-applicable in cases
where datasets have constant or nearly constant values in some intervals making
the variance approaches to zeros and [Karayiannis & Randolph-Gips, 2003] sug-
gested an alternative radial function called Cosine based activation (defined by
Eq. 6.5) to facilitate the training based on gradient descent:
ϕi(x) =
ai




such that ai ∈ R− {0} is a parameter controlling the effectiveness of the similarity
measure between the input vectors and the center points.
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6.4 Radial Basis Function Autoencoders
The suggested RBFA basically combines the structure of both: autoencoders and
RBF networks in one architecture. Intuitively, the model employs the centers
concept from the RBF networks where input features are activated by radially
symmetric functions based on their distances from predefined center points. This
radial transformation to the input vectors will force neurons’ level of responses
to be a function of the similarity measure.
To train the RBFA, consider an N ×D dataset with unlabeled examples and
a network of three levels consisting of an input layer, K hidden layers arranged in
parallel, and an output layer which weights are initialized to small numbers using
a proper initialization method such as Xavier method [Glorot & Bengio, 2010b].
Note that a layer in the first hidden level of an RBFA has a radial center for
the radial transformation purpose and a weight matrix ω of initialized neurons
for the dimentionality mapping purpose.
The training phase starts with clustering the dataset into K groups, each
of which will have a centroid denoted with µi and a width σi representing the
centroid and variance of the data features assigned to cluster i respectively. Both
µi and σi will be used as parameters for the radial function applied at the center
points. However, there are other methods suggested in literature and can be used
for defining these parameters.
The Encoding phase is similar to training an RBF network where the input
data are fed through every center point i in the first hidden level to apply the
radial transformation on the Euclidean distance between input vector x and every
µi. The transformed inputs are passed through a linear mapping function using
weight matrix ωi after that to generate new representations. The algorithm com-
bines the representations generated by the hidden layers for every input vector x
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Figure 6.1: Simple RBFA Architecture















where ϕi(x) is a normalized Gaussian radial function applied on the element-wise
basis.
We can mathematically reformulate the calculations done at one layer i from
the first hidden level using the input vector x =< x1, x2, .., xD >, passing through
the radial transformation function to generate ϕi(x)= x





to the weight matrix ωi after that to be mapped into a different dimension M
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according to the following equation:



















The Decoding phase, however, is as simple as in normal autoencoder where
we pass the combined representations through the decoder’s levels to calculate
the neurons activations using a nonlinear function such as the one described in
Equation. 6.1 and to generate a reconstructed version at the output layer. The
network is trained to minimize a predefined objective function such as the mean
squared error, an optimization e.g. Adam Optimizer Kingma & Ba [2014] and
backpropagation algorithms are used to optimize and backpropagate the error
derivatives respectively.
Figure 7.2 demonstrates the concepts using a simple RBFA architecture with
only one hidden level of three parallel layers K = 3, each of which receives an
input signal of 4 features D = 4, transforms it using the radial functions (square
boxes) and maps it using the weigh matrix into a new representation of length
M = 3 (represented with the circle nodes). The output of the layers are combined
and passed to the output layer to generate a reconstructed version of the input
with 4 features.
In the testing phase, an input example can be fed through the network to
calculate the activations of the neurons across the levels to generate data repre-
sentations at the middle layer and reconstructed versions at the output layer.
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6.4.1 Optimizing the Parameters Using the PSO
RBFA has a simple architecture but it comes, as other RBF networks, with the
problems of specifying the number of layers K in the first hidden level, sitting
the centers µ and defining the width σ of the radials. We are introducing here a
new PSO-based technique for estimating both µ and σ parameters. The suggested
method does not optimize the number of layers K but, instead, it will generate K
optimized µi that maximizes the radial interpolation function (objective function)
across all the data examples i.e. the algorithm searches the space for optimized
centroids that are as close as possible to the training examples and guarantees
maximizing the radial function.
The PSO [Poli et al., 2007] is an optimization algorithm inspired by the social
movement of the bird flocks and ideally used for optimizing continuous nonlinear
functions. Due to the high-dimensionality and the limited size of some datasets
which makes optimizing both µ and σ parameters at the same time to be very
complex. We ran the PSO in two stages (i.e one stage for each parameter).
The technique starts with generating optimized µi for each center point first and
generating optimized σi based on the previously found optimized µi in the second
stage.
We started with clustering the dataset into R clusters where 1 ≤ R < N and
using the resulted R×D centroids as an initial population to the PSO algorithm
in which swarm size equals to R. This technique (which can be referred to with
“seeding” [Eiben et al., 2003]) is used to avoid the need for long running times
which is required to get good solutions from randomly initialized particles.
The algorithm will search the space for a centroid point �µi that maximizes
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where σi = 1.
In each iteration of the algorithm, the fitness of the particles (potential so-
lutions) is calculated and their positions are updated according to their best
position found so far and the best position found by the whole swarm (see [Poli
et al., 2007] for the update equations). The PSO runs for a set of iterations and
returns the best fitted individual which will be used used as a centriod. We re-run
the PSO algorithm for k times to generate K optimized µi.
In the second stage, PSO was used to generate optimized σi based on the
optimized µi found in stage 1. Similarly, Eq. (6.8) was used as an objective
function such that the algorithm returns the best fitted σi vector which maximizes
the radial kernel function with the constraint σ2i > 0 .
6.5 Experiments
We carried out a set of experiments on datasets with different characteristics to
investigate the applicability of the suggested autoencoder in various domains.
6.5.1 Datasets
In the first group of experiments, we used the standard MNIST dataset to test
the performance of the proposed autoencoder in reconstructing and classifying
images from a large dataset of 60,000 training and 10,000 testing examples.
Secondly, we were interested in testing the ability of the RBFA to learn from
small sized high-dimensional datasets. For this purpose, we used 5 benchmark
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genomic medical datasets 1 as they satisfy the required criteria. In addition to the
high dimensionality and the small-size characteristics, genomic data are usually
imbalanced and have overlapped classes which make them very challenging to
work with. Table 6.1 describes the used medical dataset names, reference, number
of examples, number of features and the number of classes for each of the selected
datasets.
Table 6.1: Biological data description
Dataset reference examples features classes
GLIOMA Nutt et al. [2003] 50 4434 4
TOX-171 Ding & Peng [2005] 171 5748 4
Lung Bhattacharjee et al. [2001] 203 3312 5
Prostate Singh et al. [2002] 102 5966 2
AllAML Armstrong et al. [2001] 72 7129 2
6.5.2 Testing the Extracted Representations
Starting with the MNIST dataset, we visually compared the performance of the
RBFA and three other selected autoencoders: a normal autoencoder, SDA, and
a normal autoencoder with the dropout technique (Normal+dropout) in recon-
structing a set of test images. We used a three hidden layer architecture with
[input, 1000, 250, 1000, output ] neurons for the baseline autoencoders and 3 par-
allized hidden layers, each of which had 250 nodes, [input,[250, 250, 250], output ],
for our autoencoder. Due to the sparsity of MNIST data and the consistency
of some features, we used the cosine activation given in Eq. 6.5 for our RBFA.
The dataset was normalized and the Adam algorithm was adopted to optimize
the mean squared error function with a learning decay equals to 0.001. Sigmoid




Figure 6.2: Training error for RBFA, Normal+Dropout Autoencoder (DA), Nor-
mal Autoencoder (NA), and SDA
of all autoencoders. The Tensorflow v.1.8 open source deep learning library
was adopted to build a CPU implementation for the RBFA.
The graph in Figure 6.2 describes the relationship between the reconstruction
error and the number of epochs for each of the tested autoencoder architectures.
As shown by the plot, the cost function was gradually decreasing during the
training phase in the RBFA case compared to other autoencoders which had more
number of neurons. Nevertheless, the visual comparison in Figure 6.3 shows that
the reconstructed images are qualitatively similar, indicating that the RBFA is
able to learn features that reconstruct images with a comparable quality to other
autoencoder variations.
It is a common practice to test the discriminating ability of the autoencoder’s
learned representations using classification algorithms. There are two different





Figure 6.3: Visual comparison for the performance of RBFA, Normal+Dropaout
Autoencoder, Normal Autoencoder, and SDA in reconstructing MNIST images
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a deep learning classifier e.g. [Makhzani & Frey, 2013], (ii) extracting compact
data representations and testing them using well-known machine learning clas-
sification algorithms e.g. [Vincent et al., 2010b; Yousefi-Azar et al., 2017]. To
get a better degree of confidence on the quality of the learned representations,
we adopted the latter approach which allows testing the representations using
different classification algorithms.
Table 6.2 presents the accuracy of the random forest classifier in predicting
MNIST representations under two different scenarios. Scenario 1 compares the
efficiency of the representations generated by an RBFA ([input, [250,250, 250],
output ] with the ones generated by 3 base line autoencoders configured as [input,
1000, 250, 1000, output ]; i.e all experimented networks have the same number
of layers = 5. In scenario 2, the RBFA was configured with only 2 hidden lay-
ers [input, [250, 250], output ] while the base lines were [input, 250, output ]; i.e
experimented networks have the same depth = 3. Results show that the RBFA
representations were better classified using the random forest classifier compared
to other representations in both scenarios. A significant improvement in the ac-
curacy was noted with the increase in the number of layers in all tested networks.
Table 6.2: Comparing the accuracy of random forest classifier in discriminating
each of the experimented autoencoders representations
Method scenario1 scenario2
RBFA 0.953 0.9381
Normal Autoencoder 0.917 0.924




6.5.3 The Effect of the Number of Layers in the First Hid-
den Level on the Accuracy of Different Classifiers
The performance of the RBFA rely on the number of layers in the first hidden level
contributing to the final output; such that, a suitable number of layers in this level
enables the network to learn interesting features which improve the classification
accuracy and generate closer outputs as a result. For this group of experiments
we used the MNIST dataset and four classifiers namely random forest, support
vector machine trained using the Sequential Minimization Optimization (SMO)
Platt [1998] algorithm, näıve Bayes and logistic regression with their default
parameters from the scikit-learn v0.20.2 python package.
With only one hidden layer, RBFA was able to learn some interesting local
features but the classification accuracy of the four adopted classifiers was not
high compared to other cases. However, a significant increase in the accuracy
was noted with the increase in the number of hidden layers to {2,3,8,9,27} as
indicated by Figure 6.4. The graph also shows that the SMO and the näıve Bayes
had a slight improvement in their accuracy when the number of layers in the first
hidden level increased from 8 to 9. Nonetheless, no significant improvement was
noted when the number increased into 27 in all cases indicating that K = 8 was
sufficiently enough to get good classification accuracy for the MNIST dataset
using the four adopted classifiers.
6.5.4 Experiments on Medical Data
In these experiments, we were motivated by comparing the performance of the
RBFA and the SDA under three different scenarios as follows: (i) normal case
where no regularization nor batch normalization is used; (ii) Using �2 regular-
ization and (iii) Using �2 regularizer and batch normalization. Results for these
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Figure 6.4: The effect of the increase in the number of layers in the first hidden
level on the accuracy of random forest (RF), SMO, näıve Bayes and logistic
regression classifiers.
three Table 6.3, Table 6.4 and Table 6.5 respectively. For fair comparision, we
used the same learning parameters for the two experimented autoencoders as fol-
lows: the batch-size was 5, the learning rate 0.001, the number of epochs 500,
the optimization algorithm was Adam Optimizer, and the mean squared error
was the objective function. We tried two different architectures for the SDA as
follows: [input,250,output ] and [input,1000,250,1000,output ]. However, the first
architecture has generally outperformed the latter. Hence, we only presented it’s
results. With the RBFA, we used the Gaussian function for the radial activation,
set K = 2 and M = 250 respectively to build [input,[250,250],output ] network.
Due to the limited number of examples in the medical datasets which affected
the generalization ability of the baseline autoencoder, we chose to build relatively
small-sized networks.
We ran the experiments for 10 times per dataset. In each run, the data was
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randomly split into 90% training and 10% testing groups. The autoencoders
were trained using the training split for 500 epochs. The representations were
generated using the trained encoders for both of the training and the testing
parts in the testing phase. We trained the classifiers using the representations
generated by the training part of the data and tested them using the testing
representations. We used the avg accuracy to compare the performance of the
classifiers in detecting the datasets classes.
Generally, the RBFA representations were able to increase the adopted clas-
sifiers performance compared to the SDA in many test cases. Table 6.3 indicates
that the SMO, näıve Bayes and logistic regression classifiers were respectively able
to detect the RBFA representations and consequently achieving higher accuracy
scores than the SDA’s. However, random forest classifier performed better with
the SDA’s representations.
Regularization improved the generated representations and consequently in-
creased the accuracy in most cases as indicated by Table 6.4. RBFA representa-
tions outperformed the SDA in most test cases and the SMO classifier has shown
a notable improvement compared to its performance in the previous experiments
where no regularization was applied. The SMO was also able to discriminate
the RBFA representations better than the SDA’s representations under the same
conditions.
Adding batch normalization had generally decreased the accuracy of the clas-
sifiers for both autoencoders compared to the previous experiments. However,
SMO and logistic regression showed improved performance when used with the
RBFA representations and RBFA has generally won the competition in many
cases.
Finally, we experimented the suggested optimization method in generating
the radial functions parameters and used an open source python library called
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pyswarm 1 for this purpose. To generate two optimized µi , we clustered the
dataset into 5 groups and used their centroids to initialize a swarm of 5 particles,
the algorithm ran for 20 iterations to search the space for the best candidate
which maximize the objective function in Equation 6.8. In the first stage, PSO
algorithm was run for 2 times to generate optimized centroids for the two center
points in the first hidden level.
To generate the optimized σi, we randomly initialized a swarm of 10 potential
solutions and ran the PSO for 20 iterations. Again, the PSO was used for two
rounds to generate two optimized σi. As shown by Tables 6.3, 6.4 and 6.5 opti-
mizing the parameters caused overfitting and did not improve the performance of
the classifiers in many cases of the first and the second scenarios. However, the
optimization improved the classifiers performance in the third scenario.
6.6 Conclusion and Future works
This paper introduced a new variation of the existing classical autoencoder which
proved efficiency in learning good representations for datasets from different ap-
plication domains. The introduced autoencoder employs a radially symmetric
function which imposes a relationship between the neurons level of response and
the received input features. Such that, the activation of a neuron in the first level
of the hierarchy reaches its maximum if the received input features are very close
to the centroid feature associated to it. The response level of the same neuron will
be decreased if the input and the centroid features are not close i.e the penalty on
the weights is a function of the similarity between the input training example and
the radial parameters. This mechanism proved efficiency in learning predictive
features, can be interpreted as a regularization on the hidden nodes which allows
1https://pythonhosted.org/pyswarm/
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locality of response to similar patterns of the data.
The paper has also introduced a new technique for defining the Gaussian radial
function parameters using the PSO algorithm. The technique showed promising
results especially in cases where both regularization and batch normalization were
employed. Future works will focus on generating parameters that better improve
the performance of the network.
RBF networks are commonly known with their three level architecture which
was adopted for our experiments. However, the model can be stacked by adding
more layers to the encoder and decoder parts which can be thoroughly investi-
gated in future using large benchmark datasets. Future works can also include
testing the combination of this technique with other regularization mechanisms
such as drop out or k-sparse to penalize the layers in the deep levels. It would be
also interesting to see the principle of clustering and RBF transformation applied
to the first layer of other networks.
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6.7 Further Analysis and Discussion
6.7 Further Analysis and Discussion
As we mentioned earlier, the experiments undertaken in this chapter, which pa-
rameters settings are shown in Table 6.6 and Table 6.7, proved that the radial
transformation technique improved the autoencoder’s ability in learning from
small sized datasets.
































The architecture proposed in the original paper activates the parallel hidden
layer in an element wise base and combines the outputs of the hidden layers at
the normalization layer in the middle hidden level of the network by taking their
average values. In this section, we are interested in testing the performance of the
network using an alternative approach. Specifically, we want to see if concating
the parallel hidden level’s outputs will affect the performance of the network. To
do so, we will interpolate the difference between the input data and the center
points and concate the resulted scalar output of each hidden layer at the middle
level of the network. Finally, the network will use the output of this layer to
activate the output layer.
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Table 6.8 shows a comparison between the two assembling approaches in gen-
erating discriminating representations for the ALLAML dataset. Both networks
were defined using the same parameters used before except that we set the num-
ber of center points to 2,3,5,7,10,25 to test the effect of changing this parameters’
value on the quality of the generated representations.
The results presented in Table 6.8 shows the AUROC mean and standard
deviation (obtained in one 10-fold cross validation run) for each of the random
forest, SMO, näıve Bayes and logistic regression classifiers tested on the represen-
tations generated by RBFA and RBFA-concate methods. These results indicate
that the RBFA with averaging generates better quality representations achieving
higher AUROC values than the RBFA-concate strategy.
We have also done a set of other experiments to compare the performance of
both RBFA and SDA in classifying gene expression exhibiting different charac-
teristics from the ones used in the paper. The datasets used in this section are
larger in size, having higher imbalance ratio and binary class outcomes. Table 6.9
shows the average AUROC and standard deviation obtained by running the ex-
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Table 6.8: Comparing the quality of the representations generated by the averag-
ing v.s. the concatenation techniques based on the AUROC of the random forest,
SMO, näıve Bayes and logistic regression
No. clusters method random forest SMO näıve Bayes logistic reg.
2 RBFA-concate 0.700± 0.195 0.550 ± 0.150 0.517± 0.050 0.813± 0.107
RBFA 0.704± 0.120 0.500± 0.000 0.754± 0.130 0.842± 0.131
3 RBFA-concate 0.657± 0.245 0.500± 0.000 0.651± 0.229 0.767± 0.199
RBFA 0.740± 0.144 0.500± 0.000 0.662 ± 0.119 0.857 ± 0.105
5 RBFA-concate 0.747± 0.166 0.500± 0.000 0.619± 0.228 0.738± 0.173
RBFA 0.718± 0.164 0.574 ± 0.159 0.721± 0.135 0.847 ± 0.142
7 RBFA-concate 0.572 ± 0.114 0.500± 0.000 0.754 ± 0.089 0.743± 0.123
RBFA 0.510± 0.116 0.525 ± 0.075 0.553± 0.111 0.590± 0.207
10 RBFA-concate 0.638± 0.068 0.500± 0.000 0.726± 0.172 0.787± 0.211
RBFA 0.638± 0.094 0.554 ± 0.087 0.644± 0.153 0.809 ± 0.200
25 RBFA-concate 0.569± 0.064 0.500± 0.000 0.617 ± 0.202 0.794 ± 0.120
RBFA 0.657± 0.162 0.500± 0.000 0.529± 0.126 0.592± 0.120
periments using the 10-fold cross validation approach to generate representations
of the data using the networks under study. The results indicate that the pro-
posed activation layer significantly (indicated by bold dot) improved the AUROC
value in 6 cases compared to the only two cases in which SDA had significant
improvement. On the other hand, the logistic regression classifier was better able
to classify the RBFA representations than the SDA’s
Table 6.9: AUROC for random forest, SMO. näıve Bayes and logistic regression
used wit hthe RBFA and SDA representations. The results present the mean and
standard deviation for 10-fold cross validation run
Dataset model random forest SMO näıve Bayes logostoc reg.
HNSC
RBFA 0.711± 0.191 0.500± 0.000 0.692± 0.196 0.683± 0.191
SDA 0.814± 0.185 0.500± 0.000 0.711± 0.190 0.600± 0.200
ESCA
RBFA 0.842± 0.127 0.500± 0.100 0.567± 0.133 0.761± 0.037•
SDA 0.842± 0.118 0.500± 0.000 0.844± 0.116 • 0.645± 0.198
BRCA
RBFA 0.976± 0.021 0.982 ± 0.011 • 0.914± 0.041 0.977± 0.016 •
SDA 0.979 ± 0.031 0.684± 0.225 0.914± 0.040 0.914± 0.053
STAD
RBFA 0.971 ± 0.034 • 0.820± 0.137 • 0.648± 0.060 0.947 ± 0.038 •




In this chapter, we have introduced the idea of combining the RBF network’s acti-
vation mechanism with autoencdoers to allow for inheriting the RBF capabilities
in learning from small sized datasets. This layer deterministically transforms
the input data into a new form which is a function of the distance between a
data example and predefined center points. We showed that the suggested net-
work architecture enhanced the autoencoders’ ability in learning discriminating
representations from small sized high dimensional datasets. In addition, this
transformation technique outperformed other well known random methods of
transformation such as noising which is employed by the SDA and the dropout




Multi Modal Approach for
Training Variational
Autoencoders
VAE are probabilistic networks trained to maximize the evidence lower bound
(elbo) of the data. The basic idea of training this model is to use the training
examples (called observations) to learn the parameters of a distribution model
that generates samples of the latent (hidden) representations. These samples are
used as inputs to different probabilistic network (generative) that is used to gen-
erate new examples of the data. Despite their simplicity and strong theoretical
properties, VAE have the problem of singularity which potentially prevents the
algorithm from finding several clusters of the data and limits its generative abil-
ity to producing only one class of examples or a limited variation of examples
belonging to different classes.
The paper presented in this chapter is inspired by previous works in literature
[Bousquet et al., 2017] which introduced an alternative optimization function to
the commonly used elbo. Moreover, the model proposed here employs the radial
128
activation technique and the parallel hidden layer architecture, introduced by our
previous work, to learn a distribution of multiple components that experimentally
guarantees to generate various examples from different clusters of the data.
We experimentally tested the model using both artificial and real world datasets
exhibiting different dimensionalities and sizes. The results proved the ability of
the model to generate examples from different clusters of both small sized and
large sized datasets. Moreover, the representations generated for the gene expres-
sion datasets, by this model, are discriminating and increased the classification
accuracy of the näıve Bayes classifier.
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Abstract
Variational autoencoders (VAE) are generative models maximizing the evidence
lower bound (elbo) to approximate the marginal likelihood of the data. Gener-
ating new examples of the data is one common purpose for training the VAE.
However, does maximizing the elbo guarantee the similarity between the distri-
bution of the generated examples and the unknown distribution of the original
data? i.e. does maximizing the elbo guarantee finding a model that is able to
generate examples from every cluster of the data? This research introduces a
new multi-model framework for training the VAE to overcome the problem of
singularity encountered by traditional VAE. Results on synthetic and two im-
ages datasets proved the ability of the model to generate examples from different
clusters of the data. The undertaken experiments have been also applied to high
dimensional small sized gene expression datasets which showed the ability of the
model to generate separable discriminating representations for this kind of data.




Generative networks are graphical probabilistic models with a set of parameters
trained to approximate the potentially complex unknown distribution of the data.
VAE are well-known generative models trained under the assumption that there
exists a continuous latent variable z ∈ Z (i.e. hidden cause) controlling the
generation process of every data point x ∈ X [Dilokthanakul et al., 2016]. The
objective of training traditional VAE is to learn the network parameters that
approximate the distribution of the data P (X).
VAE-based models, which are commonly trained for density estimation task,
maximize the log likelihood of the data or minimize the Kullback-Leibler diver-
gence (elbo) [Theis et al., 2016] as a standard training criteria, while, in fact,
maximizing the likelihood function can lead to finding an inappropriate local
maxima or encounter the presence of singularities where the learning algorithm
can only find one of multiple clusters of the data (see Figure 7.1). VAE have
other drawbacks. First, the modeled approximate distribution can differ signif-
icantly from the true posterior distribution [Kingma et al., 2016]. Zhao et al.
[2019] impute the problem to the elbo training objective which tends to overit
the distribution of the training data. Secondly, VAEs ignore the potential multi
modality fact in the data and use a distribution with a single component to model
it.
Recent works on VAE focus on improving the quality of the approximated
posterior [Nalisnick et al., 2016] or changing the training optimization objectives
[Li & Turner, 2016]. Bousquet et al. [2017] studied the generative modelling in
terms of the optimal transport problem between the unknown distribution P (X)
and the approximated distribution model denoted with PG(Y ) and parameterized
with G where Y is generated (through sampling) as a function of Z, and Z is a
function of X. They show that the squared Euclidean distance c(X, Y ) coincides
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Figure 7.1: The problem of singularity encountered by maximizing the elbo.
Green × represent the original data, the blue × represents samples generated
from the distribution learned by the decoder.
with the objective of adversarial autoencoder that approximately minimizes the
2-Wasserstein distanceW2(P (X), PG(Y )) and is a good alternative to maximizing
the marginal likelihood of the data (which may lead to blurry results when applied
to image data).
The model proposed in this paper is distinguished by its multi parallel hid-
den layer architecture in both parts of the autoencoder. It also employs a new
objective function that considers the similarity between the generative network
(decoder) parameters and pre-initialized/selected reference point features as an
alternative to using the logPG(X) or the error (distance) between Y and X. Our
experiments on several domain application problems with datasets exhibiting dif-
ferent dimensionalities and sizes prove the ability of the model to generate various
high dimensional examples from different regions of the clusters. The results also
show that the model is able to generate discriminating representations for small
sized high dimentional datasets competing other variational-based methods.
This paper is arranged as follows: The next section provides a basic theoretical
background to the VAE. Section 7.3 presents our approach. Section 7.4 discusses
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our experiemnetal results and section 7.5 concludes the work.
7.2 Background
This section presents a brief introduction to VAE and other recent related studies.
We use the following notations through out this paper. Capital letters (e.g X)
denote the variables and lower case letters (e.g, x) denot their values. A probabil-
ity distribution will be denoted by capital letters (e.g, P (X) ) and densities will
be represented by lower case letters (e.g. p(x)). We will also use µ to indicate the
mean (average) and µ(xi) to indicate the mean parameter learned by the network
for the input xi; similarly, the variance will be denoted by σ(xi).
7.2.1 Variational Autoencoders
The general aim of training generative models such as the VAEs is to find an
approximate distribution PG to the unknown distribution P (X) of the training
data (observations) X. Finding P (X) in real world application problems is not
an easy task. Variational inference is a well-known solution which introduces
Z as latent variables that are assumed to hold information about X and used





Maximizing p(x) requires finding all possible values of Z that are likely to
produce x which is intractable and computationally expensive. VAE maximize




P (Z|X) = P (X|Z)P (Z)
P (X)
(7.2)
As can be seen from above, the posterior distribution P (Z|X) requires P (X).
Hence, finding an arbitrary distribution Q(Z) that approximates P (Z|X) will
help in solving the problem of approximating P (X). To quantify the similarity
between the approximated Q(Z) and the target P (Z|X), VAE use the Kullback-
Leibler divergence (KL divergence) which can be defined according to the follow-
ing equation:
D[Q(Z)||P (Z|X)] = EQ∼Z [logQ(Z)− logP (Z|X)] (7.3)
By replacing P (Z|X) on the right hand-side of the equation with Equation 7.2
the divergence becomes:
D[Q(z)||P (Z|X)] = EQ∼Z [logQ(Z)− logP (X|Z)− logP (Z)] + logP (X) (7.4)
P (X) was moved out of the expectation as it does not depend on Z. However,
rather than using “any arbitrary distribution” for Q it made more sense to con-
struct Q as a distribution that strictly depends on X. Denoting this distribution
by Q(Z|X), the divergence can be re-written as:
D[Q(Z|X)||P (Z|X)] = EZ∼Q[logQ(Z|X)− logP (X|Z)− logP (Z)] + logP (X)
(7.5)
by re-arranging and negating the equation in Eq.7.5 we get:
logP (X)−D[Q(Z|X)||P (Z|X)] = EZ∼Q[logP (X|Z)−KL[Q(Z|X)||P (Z)]]
(7.6)
The left-hand side of Equation 7.6 maximizes P (X) and minimizesQ(Z|X)||P (Z|X)
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at the same time but the intractable P (Z|X) is still needed to be found. Vari-
ational inference is used here to maximizing the elbo of P (X) according to the
following equation:
P (X) � EZ∼Q[logP (X|Z)−KL[Q(Z|X)|P (Z)]] (7.7)
P (X|Z), on the other hand, is a bit tricky to estimate as it does not only
depend on the parameters of P but also the parameters of Q, so we get sample
codes from Q that can be reliably decoded using the decoder part of the network.
VAE amortizes the cost of inference by learning global parameters instead of
learning different parameters for every observation.
Recent works on VAE focus on improving the posterior approximation by
changing its form or changing the optimization function. Nalisnick et al. [2016]
used a Gaussian mixture model (GMM) instead of the commonly used factor-
ized Gaussian, but this model requires running the decoder for K times where K
is the number of clusters. Theis et al. [2016] investigated different methods for
evaluating generative models which are described as integral part in model’s per-
formance. Their work indicates that using the log-likelihood of the function given








where Xn denotes either the training observations or a number of N observations
derived from the training set, and � is a Gaussian noise.
Shu et al. [2018] worked on improving the variational inference and reducing its
computational cost by replacing the per sample approximation with an amortized
distribution learned by an amortized inference model. This approach improved
the generalization of the traditional model.
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As mentioned earlier, Bousquet et al. [2017] studied the generative modelling
in terms of optimal transport problem between the true unknown distribution
P (X) and the latent variable model distribution PG(Y ) where Y is a func-
tion of Z i.e. P (G(Z)). Starting with the joint distribution P (X, Y ) where
P (X ∼ PX , Y ∼ PG) they show that the squared Euclidean distance coincides
with the objective of adversarial autoencoder which approximately minimizes the
2-Wasserstein distanceW2(P (X), PG(Y )) (Equation 7.9) and is a good alternative
to maximizing the marginal-likelihood.
Wc(PX , PG) = infP∈PX,Y (X,Y )∼P [c(X, Y )] (7.9)
where c(X, Y ) is any measurable cost function
7.3 Multi Modal Framework for VAE
In this model, we will assum that the observed data has been drawn from a multi
modal distribution ofK components each of which have the µk and σk parameters.
Initial values for these parameters can be obtained by random selection to K
data points, random assignment to K number of components or clustering the
training examples into K clusters and assigning the centroid and the variance of
the generated clusters into µk and σ
2
k respectively. A network model (see Figure
7.2) is build to allow refining the K components simultaneously, this model can
be represented by the following equations:
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where µk(Z; β) and σk(Z; β) are the aggregated µ and σ parameters of the
decoder given (learned) by the network and parametarized by β. However, the
method does not require an accurate assumption around the distribution of the
data: it relies on the proper selection to the µk and σk values which will allow for
learning as close µk(Z; β) and σk(Z; β) to the assigned µk and σk value as possible.
Similarly, we here defined the generative network (decoder) as a network learning
a mixture of Gaussians while, in fact, we can use a more relaxed application-
dependant distribution for this network and deal with it as multiple batches of
normal distributions Y |Z ∼ N(µk(Z; β), diag(σ2k(Z; β))) instead. The main idea
is to learn proper µk(Z; β) and σk(Z; β) parameters of the decoder rather than
the probability density of data.
Our network model, depicted by Figure 7.2, consists of an input layer, K par-
allel hidden layers and K output layers arranged in a parallel form and activated
by a non-linear activation function (e.g, sigmoid function). We used the radial
activation mechanism introduced in our s work [Daoud et al., 2019] for modifying
the input features to improve the neuron response to similar patterns of the data
as a consequence. The model is trained using the same learning algorithm used
for traditional VAE and uses Stochastic Gradient Descent (SGD) for back propa-
gating the error derivatives. The input data is encoded by multiple hidden layers
on the encoder side of the network. The encoder’s outputs are used to generate
the input codes for the decoder using the VAE re-parametrization trick, which
generates at least one single code Z for every single data point i of X according
to the following
� ∈ (0, 1) (7.11a)
zi = µi(xi) + σi(xi) ∗ � (7.11b)
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Input layer
Hidden layer Output layer
average layer
Figure 7.2: Mult imodel VAE consisting of an Input layer (4-D), 3 hidden layers
(3-D), 1 average layer (3-D) and three output layers (4-D).
where µi and σi are functions learned for every data point i using the encoder
layers. The encoder’s samples activate the parallel layers of the decoder where
the aggregated µk(Z) and σk(Z) form the decoder’s parameters.
We use the 2-Wasserstein distance function which is commonly used for mea-
suring the distance between two probability distributions in optimal transport
problem and defined by [Delon & Desolneux, 2019] according to Equation 7.12







||µk(Z)− µk||2 + ||σk(Z)− σk|| (7.12)
This objective function is used as an alternative to the Euclidean distance used
to measure the error c(P (X), PG(Y )) between the samples X and Y in [Bousquet
et al., 2017] so we can avoid making accurate assumption around the distribution
learned by the model to generate Y ∼ X.
Finally, to reduce the model’s overfitting, a regularization technique was em-
ployed using the traditional VAE regularizer [Kingma & Welling, 2013] and [Shu
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et al., 2018] KL[Q(Z|X)|P (Z)] to make our objective function:
L = L+KL[Q(Z|X)|P (Z)] (7.13)
To generate new examples of the data at the testing phase, we can use the
parameters learned by the decoder to build multi-models of normal distributions
or a mixture of Gaussians with uniformally distributed components that we can
sample from to generate Y ∼ X from random Z.
7.4 Experimental Results
This section presents our experimental results on three different categories of
data. The aim was to test the applicability of the model on various types of
domains including low dimensional small sized synthetic data, the MNIST data,
relatively, low dimensional large sized dataset and high dimensional small sized
cancer datasets.
7.4.1 Results on the Synthetic Datasets
We first tested the ability of our model in generating examples for three different
synthetic two dimensional datasets. 1) The pinwheel dataset [Johnson et al., 2016]
with: N=500 and dimensionality D=2. 2) A dataset sampled from a mixture
of three components defined with the following parameters: [[4.0,4.0],[5.0,5.0],
[6.5,5]] for µk, [[[0.25, 0.21],[0.21,0.25]],[[0.25, -0.21],[-0.21,0.25]],[[0.25, .21],[.21,.25]]
] for the covariance matrices and [.2,.5,.3] are the mixing coefficients. 3) The cir-
cle dataset generated using the scikit-learn python package with the following





Figure 7.3: Results on pinwheel dataset: (a) original data (green), the samples
(blue) and the µk(Z) (red) at initial state (b) results after 100 epochs




Figure 7.5: Results on circle dataset: (a) K = 2 (b) K = 5 (c) K = 10 after 100
epochs
Starting with the pinwheel dataset, we trained a model with 5 clusters to
generate new synthetic 2-D examples from sampled codes (generated using the
encoder). The codes were used as inputs to the decoder to sample new examples
of the data. Figure 7.3a and 7.3b, respectively, represent the generated examples
at the initial state (epoch=0) and after 100-epochs of training. Each of these fig-
ures depicts a plot for the original training examples (green), µk(Z) (red) and the
sampled examples Y (blue). As can be seen by Figure 7.3b the multi modal learn-
ing technique allowed the decoder to learn and generate examples from different
clusters of the data using the randomly initialized layers.
We repeated the experiment with the second synthetic dataset which consists
of three separate classes. We used a model of K = 7 and the same parameters
used in the previous experiments. Figure 7.4 shows that the method was able to
generate new examples spread all over the clusters for this dataset.
The circle dataset was more interesting and challenging to try as the observa-
tions were nonlinearly separated into two clusters. We ran different experiments
with different K values to test the ability of the model in generating examples
from different regions of the original 2 clusters. As can be seen in Figure 7.5,
the method was not able to generate perfect examples spread across the original




Figure 7.6: Results on MNIST dataset : (a) Model’s samples from random codes
(b) Digits learned by every µk layer of the decoder
was noted with the increase in K to 5 and 10 respectively.
7.4.2 Results on MNIST Dataset
The model has also been evaluated in terms of its ability to generate visually
appealing digits from the MNIST dataset. We used a network of K = 100 with
500 neurons per layer and an average layer of 100 neurons. Figure 7.6a and 7.6b
show the samples generated from 100-D random codes and the digits learned by
each of the decoders µk respectively.
While the network was able to generate examples from a few clusters K, we
noticed that with the increase in K, the network was able to learn and generate
different styles of the same digit, so we presented the results generated by the
model that was build with K = 100. Digit 0 for example, was learned by 14
µk(Z), each of which had a unique style as can be noted in Figure 7.6b.
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7.4.3 Results on high dimensional cancer data
Finally, we were interested in testing the performance of the model in gener-
ating discriminating representations for high dimensional data. We chose gene
expression datasets for their distinguishing characteristics which include: a lim-
ited number of examples, high dimensionality and imbalanced distribution of the
examples among the classes.
The datasets described by Table 7.1 were used separately, after normaliza-
tion, to train the models. This table presents the datsets names, the number of
features, the number of examples, number of classes and their references. Our
architecture is represented by (500-250-500) to indicate the number of neurons
in the layers arranged in the first, second and third hidden levels of the network.
We set the other parameters according to the following: K = 5, learning rate =
0.001 and dropout rate = 0.3. We also used the SGD back propagation algorithm
and the sigmoid function for activating the layers.
The traditional VAE and the Gaussian Mixture Variational Autoencoder
(GMVAE) [Dilokthanakul et al., 2016] were adopted as baseline methods for
comparison purpose and we used the same parameters, applied to our model, to
train both of these networks except that we set K to the number of classes for
GMVAE models the same way it was set in the original paper.
The ALLAML dataset has 71 examples distributed unequally between its
classes with a majority:minority class ratio of 1.84. We trained our model and
used the encoder Q(Z|X) to sample 50 representations from every training ex-
ample. Figure 7.7a and 7.7b show the distribution of the generated representa-
tions after reducing their dimensionality, by the t-SNE dimensionality reduction
method, into 2-D and 3-D space respectively. The figures show that the method
is able to generate representations with separable classes when they are reduced
with t-SNE. However, we were interested in evaluating the generated representa-
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Table 7.1: Experimented datasets, the columns indicate the dataset name, the
number of features, the number of examples, the numbers of classes and citation
to the dataset source.
Dataset features examples classes source
Leukemia 7070 72 2 [Golub et al., 1999]
ALLAML 7129 72 2 [Armstrong et al., 2001]
Prostate-GE 5966 102 2 [Singh et al., 2002]
Lung 3312 203 5 [Bhattacharjee et al., 2001]
ESCA 4442 194 2 [Tomczak et al., 2015]
HNSC 3463 553 2 [Tomczak et al., 2015]
LUAD 3509 1207 2 [Tomczak et al., 2015]
(a) (b)
Figure 7.7: Two dimentionsl (a) and three dimensional (b) visualization for the
ALLAML representations generated by t-SNE method.
tions using a simple probabilistic classifier. Table 7.2 presents the classification
accuracy for the representations generated using the encoder part of our multi
modal VAE, traditional VAE and the GMVAE respectively. Each of these exper-
iments was run for 10 rounds by randomly splitting the dataset into 75% training
and 25% testing examples. The results, which represent the average accuracy of
the 10 runs, indicate that the näıve Bayes classifier was able to better detect our
methods representations than the representations of other methods.
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Table 7.2: Classification accuracy of näıve Bays used with the representations
generated by the multi modal VAE, traditional VAE and the GMVAE
Dataset multi modal VAE GMVAE
Leukemia .714 .571 .571
ALLAML .700 .577 .571
Prostate-GE .600 .730 .709
Lung .667 .619 .619
ESCA .900 .900 .900
HNSC .911 .911 .911
LUAD .911 .901 .901
7.5 Conclusion
The multi modal framework for training the VAE introduced in this paper learns
a set of parameters that are as close to set of predefined reference data points
as possible. The training objective of this model considers the aggregated means
learned by the layers located at the generative network rather than the density
of the data. This allows for making relaxed application-dependent assumptions
around the distribution learned by the decoder. In other words, this model learns
a set of aggregated parameters (µk=1..K ,σk=1..K) that can be used to build a multi
modal distribution such as a mixture of Gaussians, with uniformally distributed
components, or batches of multi-variate distributions that we can use for gener-
ating new examples of the data.
Nevertheless, this model requires a proper selection to the number of compo-
nents/clusters of the data to be able to generate examples from different regions
of different clusters and, at the same time, to avoid the over-fitting problem. This





In addition to the experiments undertaken for the original paper, we wre inter-
ested here to justify the decision made on the number of center points and to
present other empirical and comparative results to the performance of the net-
work proposed in this chapter and its base line competing networks.
In all of our medical experiments we set K = 5 as we found that a network
with 5 center points was able to give representations that are qualitatively similar
to the representations generated by networks with larger number of center points.
Figure 7.8 depicts a graph showing the effect of the increase in K on the qual-
ity of the representations generated for the ALLAML dataset. The quality was
Figure 7.8: The effect of increasing K on the classification accuracy of random
forest, näıve Bayes, SMO and logistic regression classifiers
measured by the accuracy of the random forest, SMO, näıve Bayes and logistic
regression classifiers. The graph clearly shows that K = 5 does not only achieve
the highest classification accuracy for all classifiers but also reduces the overfit-
ting, this can be noted by comparing the classification accuracy of the training
data, classified using the logistic regression classifier, represented by the blue line
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and the classification accuracy of the testing data, classified by the same classifier,
represented by the orange line.
Table 7.3 presents the results of other supporting experiments which shows
how classifiers other than the näıve Bayes, which is used in the paper, perform
with the representations generated by the networks used in this study. The
results show that the representations generated by the multi modal VAE were
better classified achieving statistically significant better AUROC values than the
others, or otherwise similar. Indicating that this method is able to generate better
separable representations than the base line methods in many test cases.
Table 7.3: The AUROC of random forest, SMO. näıve Bayes and logistic re-
gression used with the representations generated by multi modal VAE, VAE and
GMVAE. Results present the mean AUROC and standard deviation for one 10-
fold cross validation run





ia multi modal 0.646 ±0.105 0.646 ±0.105 0.712±0.083• 0.591 ±0.09
VAE 0.646 ±0.105 0.646 ±0.105 0.604±0.11 0.561 ±0.127






L multi modal 0.648 ±0.117 0.649 ±0.116 0.690 ±0.114• 0.634 ±0.176
VAE 0.648 ±0.117 0.649 ±0.116 0.663 ±0.110 0.647 ±0.101




g multi modal 0.684 ±0.048 0.684 ±0.048 0.684±0.048 0.704 ±0.018
VAE 0.684 ±0.048 0.684 ±0.048 0.684 ±0.048 0.684±0.048







E multi modal 0.481 ±0.046 0.569 ±0.051• 0.587 ±0.105 0.578 ±0.046•
VAE 0.500 ±0.046 0.480 ±0.070 0.441 ±0.096 0.470 ±0.149
GMVAE 0.500 ±0.051 0.528 ±0.015 0.421 ±0.077 0.558 ±0.123
The network introduced in this chapter is a generative network which can be
used for generating new examples of the data. For that reason, we will show
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how it compares to the method proposed in chapter 5 for solving the imbalanced
classification problem. We used the multi modal VAE for generating synthetic
minority class examples for the datasets shown in Table 7.4 which also shows
that our deterministic method proposed in that chapter significantly beaten the
stochastic multi modal VAE in nearly all cases.
Table 7.4: Comparing the performance of Decoder/PSO and multi modal VAE
of random forest, SMO, näıve Bayes and logistic regression
Dataset method random forest SMO näıve Bayes logistic reg.
Leukemia
decoderPSO 0.863 ± 0.186 • 0.500± 0.000 0.500± 0.000 0.858 ± 0.135 •
multi modal 0.677± 0.140 0.668± 0.166 • 0.661± 0.147 • 0.689± 0.126
GLI
decoderPSO 0.799± 0.158 • 0.500 ± 0.000 0.544 ± 0.158• 0.769 ± 0.162 •
multi modal 0.608± 0.111 0.688± 0.123 • 0.363± 0.167 0.595± 0.168
Prostate-GE
decoderPSO 0.818 ± 0.101 • 0.554± 0.099 0.554± 0.000 0.803± 0.120 •
multi modal 0.597± 0.0936 0.606 ± 0.109 0.597 ± 0.106 0.655± 0.135
SMK-CAN
decoderPSO 0.693± 0.111 0.601± 0.082 0.531± 0.047 0.733± 0.107 •
multi modal 0.619± 0.088 0.689± 0.104 0.568± 0.158 0.629± 0.087
ALLAML
decoderPSO 0.846± 0.104• 0.767± 0.079 0.788± 0.132 0.879± 0.093•
multi modal 0.730± 0.121 0.802 ± 0.096 0.673± 0.183 0.716± 0.213
(a) (b)
Figure 7.9: MNIST images generated from random codes using the multi modal




Figure 7.10: Random cifar10 images generated by the multi-decoder approach
from random codes
One of our objectives was to introduce an inference model that is able to
learn from small sized imbalanced datasets. For this reason, we repeated the
MNIST experiments using a subset of randomly chosen 200 images consisting of
100 images from digit “3” and 100 images from the rest of the classes. Figure
7.9 depicts a qualitative comparison between 100 images generated from random
codes using the VAE and our multi modal VAE networks.
Finally, we trained both the VAE and the multi modal VAE using 1000
randomly selected cifar10 images to compare their performance in generating
examples from random codes sampled from P (Z). For both models we used




16 , f latten100 layers for the encoder and a reflec-
tion of it for the decoder/s where CONV yyxx represents a convolutional layer with
xx filters and a kernel size of yy and flatten100 is a fully connected flat layer
which be used to learn the parameters of the distribution that generates the la-
tent codes. Figure 7.10 depicts some images sampled from the P (X|Z) learned
by the generative network. Instead of clustering the data to get the reference
points we randomly selected a number of 36 images from the training data and
initialized the σk to small random numbers. However, the VAE model was not
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able to generate comparable samples to the multi modal VAE.
7.7 Chapter Summary
In this chapter, we have empirically demonstrated the problem of singularity
encountered by variational autoencoders and introduced a new variation of the
network which proved successful in learning from small sized datasets. The ex-
periments have shown that the network is also able to learn from large sized
datasets and generate examples from different clusters of the data depending on
µi. A good selection to the center points will not only allow for generating exam-
ples from different clusters of the data but will also allow for generating variations




This thesis introduced autoencoder-based techniques to improve the classification
accuracy of high dimensional small sized datasets. Each of the proposed meth-
ods answered questions related to either improving the generated representations,
generating (over-sampling) more representations or learning discriminating repre-
sentations for the target dataset. The models described in Chapter 3 and Chapter
5 introduced techniques that can be applied to previously trained layers by trig-
gering their neurons using optimized vectors. This technique allows for generating
better outputs (Chapter 3) and various representations for a given input example
(Chapter 5) respectively.
In contrast, we integrated the RBF activation mechanism with the autoen-
coder to improve the neurons response to similar patterns of the data in networks
learning using the unsupervised learning mechanism. The method, presented in
Chapter 6) demonstrated success in learning from the target gene expression
datasets compared to the base-line SDA. Finally, chapter 7 introduced a novel
framework for training probabilistic graph based autoencoder which also gener-
ates discriminating representations from different classes of the data competing
the representations generated by other state-of-the-art probabilistic autoencoding
models.
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8.1 Summary of results
This chapter summarizes the main contributions achieved in this thesis and
it is organized according to the following: Section 8.1 provides the summary of
results, Section 8.2 concludes the contributions and Section 8.3 presents a list of
future works.
8.1 Summary of results
This section summarizes the main findings and results achieved in this thesis
which are stated as below:
• The PSO-autoencoder combination of methods (Chapter 3 ) is a new tech-
nique that activates the decoder part of a trained autoencoder to generate
variations of a given example. The resulted versions were more visually
appealing compared to the ones generated by the trained encoders in some
cases. This method showed promising results particularly in cases where
the autoencoder can not efficiently regenerate an input example due to poor
training conditions e.g un-proper selection to the networks parameters.
• The survey presented in Chapter 4 categorized the most recent neural net-
work based prediction model into: (i) filtering approaches (ii) predicting
approaches and (iii) clustering approaches based on the functionality that
the neural network applies. The paper introduced the pre-processing prac-
tices, the networks parameters and the settings adopted in each of the
considered models and their consequent accuracy. The summary provided
by the published paper can be used for selecting future cancer prediction
models parameters and choosing the base line methods.
• Chapter 5 introduced a new technique for generating synthetic minority
class examples for the gene expression data. The technique outperformed
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the most commonly used oversampling techniques SMOTE as well as a
newer version DBSMOTE in many cases.
• The RBF activation technique applied in the RBF networks is used for
activating a set of parallel layers in the first hidden level of a proposed
autoencoding network. The intention was to improve the autoencoder’s
learning ability by allowing the neurons to respond similarly to similar pat-
terns of the data. The technique was empirically tested on different datasets
with different dimensionalities and proved able to generate discriminating
representations for the gene expression datasets.
• We applied the RBF activation trick to the VAE to test its applicability to
stochastic graphical models. We also introduced a novel architectural model
and a new loss function that guarantees generating examples from every
cluster of the data to overcome the problem of singularities encountered by
traditional VAE.
8.2 Contributions
The main contributions of this thesis were submitted to peer reviewed journals
and presented in international conferences. These contribution are listed below:
• Introducing a new method combining both a pre trained autencoder and
PSO algorithm to generate new variations of an input example.
• Categorizing the sate-of-the-art neural network based cancer methods into
three categories and providing an organized summary of models parameters
that can be used for future works.
• Proposing a new synthetic over sampling technique for high dimensional
imbalanced small sized datasets.
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• Introducing a new RBF-based autoencoder and a PSO-based method for
initializing the center points parameters in RBF-based networks instead
of the conventional Kmeans centroids which leads to overfitting when the
input-space is not linearly separable .
• Introducing a new multi modal approach for training VAE.
8.3 Future works
This section presents a group of directions that were opened by the results of the
published works, the conferences and the presentations that we have been to.
8.3.1 The interpretability of the RBF autoencoders
The RBF activations introduced in Chapter 6 showed promising results in learning
predictable representations from different types of datasets. This thesis aimed
and focused at introducing methods that improve the classification accuracy of
the high dimensional small sized cancer data. However, an interesting future
work can be done to get dynamic interpretation for the networks employing the
RBF activations. A quick review to the literature on available interpretation
techniques revealed that the images datasets are the commonly type of data used
for this purpose; so we left this topic for the near future but will introduce a brief
discussion about it here.
Our plan for the next work is to focus on expressing the computation of an
arbitrary neuron activity in response to an input example and its effect on the
internal computations of other neurons in the chain. This study will help in
understanding the mechanism of the network and the contribution of the input
training patterns in activating the feature maps. The plan is to use a visualization
technique such as the ones provided in [Donahue et al., 2014; Zeiler & Fergus,
2014] to identify: First: the patches within a dataset that are responsible for
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strong activations at higher layers of the models. Secondly, the structures within
each patch that stimulate a particular feature map.
8.3.2 Determining the number of K
The performance of the RBF-based networks with the parallel-hidden layer ar-
chitecture relies on the number of radial kernels K (center points features) which
determines the computational power of every training data [Que & Belkin, 2016].
Determining optimim number of K that retains the performance of the network
and increase its generalization ability is not an easy task and has received limited
attention by the research community which mostly focuses on determining the
width of the kernels e.g. [Mohseni et al., 2015; Que & Belkin, 2016].
Different approaches can be used for solving the sensitivity to the number
of kernels problem. Hierarchical clustering techniques which discover a suitable
number of clusters within the datast is a good alternative solution to using a fixed
pre-determined number of clusters. A potentially better alternative is to build
growing RBF networks that grow by one kernel at a time to gradually improve
the performance of the network. This method has been previously applied to the
supervised RBF clissification networks [Alsalamah et al., 2018; Lu et al., 2016]
and we are interested in investigating its applicability to our models which learn
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