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After the great Tohoku earthquake in 2011, all the nuclear power plants in Japan are shut-
down for safety inspection. This reactor-off period offers a unique opportunity to study the
geoneutrinos from the Earth.
This work adds a new reactor-off dataset from Dec., 2012 to Jan., 2014 to the most recent
KamLAND result. Since KamLAND first data from 2002, the total live time is accumu-
lated up to 9.14 years. With the target proton of about 5.979× 1031, the total exposure is
5.46× 1032 proton year.
Assuming Th/U mass ratio of 3.9, the geoneutrino flux from 238U and 232Th is found to
be 27.2 ± 8.9 TNU, or (3.1 ± 1.0) × 106cm−2s−1. The geoneutrino detection significance is
5.05σ, thanks to the low background from reactor ν̄e.
Radiogenic heat from the mantle is found to be 0-10.5TW, and Urey ratio to be 0-0.35.
The deficit of energy sources to surface heat loss of the Earth becomes larger.
This result is consistent with the assumption of no U or Th in the mantle, and in favor of
cosmochemical models which relates bulk silicate earth with enstitate chondrites. The geody-
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Neutrino was first postulated by Wolfgang Pauli in 1930 to preserve the conservation laws
of physics in beta decay. At that time scientists only know electron, proton and photon as
fundamental particles, with the general view that nucleus consists of electrons and protons.
Pauli actually called it “neutron”, which is also expected to resolve the puzzle of nucleus model
at that time. In the modern view, Pauli’s postulation of the new particle is some intermixture
of neutron and neutrino. The term “neutrino” was actually given by Enric Fermi. In his 1934
treatment on the theory of beta decay, Fermi actually introduced neutrino in the framework
of particle theory such that it is generated during the process. His pioneering work was the
first modern field theory which is still in use. See, for example, the historical reviews [1] and
[2].
Neutron was discovered in 1932 by Chadwick, and confirmed to be the constituent of
nuclei. 20 years after in 1956, Clyde Cowan and Frederick Reines confirmed the existence of
neutrino experimentally[3, 4] via inverse beta decay (IBD) method,
ν̄e + p −−→ e+ + n− 1.8MeV. (1.1)
Although back in 1942, Kan-Chang Wang has postulated to detect neutrino by beta-capture,
with experimental evidence found by James Allen[5]. The intermixture of Pauli’s neutral
particle are finally realized by two separate particles, neutron and neutrino.[6] The facility
constructed by Cowan and Reines was unprecedentedly large and complex, opening the era
of “big physics” in the field of elementary particles[7].
Neutrino has different flavors. In 1962, Leon M. Lederman, Melvin Schwartz and Jack
Steinberger construced the first neutrino beam and detected the muon neutrino[8] (the orig-
inal neutrino is called “electron neutrino” instead). Tau neutrino was reported by DONUT
collaboration in 2000[9].
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1.2 Solar Neutrino Problem
Beginning from 1960s, people began to notice in several experiments the number of neutri-
nos detected from the Sun was far lower than that predicted by Standard Solar Model (SSM)
. This was so called “solar neutrino problem” which puzzled people for decades. [10]
1.2.1 Homestake
Ray Davis lead the first solar neutrino experiment in Homestake gold mine, South Dakota,
USA. Its target was 37Cl with the reaction
νe +
37Cl→ e− + 37Ar. (1.2)
Although the energy threshold of this reaction is 814keV, which can cover 8B and 7Be
solar neutrinos, the calculation showed that 7Be ν⊙ event rate was too low to be detected.
37Ar returns to 37Cl by electron capture with a half life of 35.04 days. After some exposure
time 37Ar was extracted from the detector, concentrated and measure with its emitted X-ray
in electron capture. In 1968, Ray’s first result gave a upper limit of neutrino flux, which was
about 2.5 time smaller than the theoretical calculation lead by Bahcall[11]. At that time, the
uncertainty was so large that people were not confident enough to infer from this disagreement
that something fundamental was wrong. The general view was that solar model was not as
precise as paricle physics.
Homestake experiment resumed its data taking in 1970 after several upgrades and contin-
ued to 1994. Its final result was 2.56± 0.16(stat.)± 0.16(syst.)SNU1[12].
1.2.2 KamiokaNDE and Super-Kamiokande
For more than one decades, Homestake was the only solar neutrino experiment existed.
KamiokaNDE was the first verification of Homestake.
KamiokaNDE2, located in Kamioka mine in Gifu Prefecture of Japan, was a real time
water Čerenkov detector originally designed to probe for proton decay. Solar neutrinos can
be detected with elastic scattering
e− + ν → e− + ν, (1.3)
1Solar Neutrino Unit: 1SNU = 1 neutrino reaction per second in 1036 target atoms.
2NDE := Nucleon Decay Experiments
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which is sensitive to νe, νµ and ντ . But the cross section of νe is larger than the other two
because it can interact with e− via charge current. The recoil electron produces Čerenkov
rings to be recorded by the surrounding PMTs.
A final report of solar neutrino flux for KamiokaNDE II and III in 1996[13] quotes
2.80± 0.19(stat.± 0.33(syst.)× 106cm−2s−1, gives 49% to 64% times the prediction of SSM.
As a water Čerenkov detector, KamiokaNDE can infer the direction of the recoil electron
and therefore, incoming neutrino, at a resolution of 28◦ around 10MeV[13]. The directional
measurement confirmed neutrinos were coming from the sun. Unlike Homestake, the PMTs
could record the event with energy in real time, making it possible to measure the energy
spectrum of 8B ν⊙.
Super-Kamiokande is an upgrade of KamiokaNDE with 50kton of ultra pure water. The
first phase runs from April 1996 to July 2001, giving 8B flux of 2.32±0.03(stat.)+0.08−0.07(syst.)×
106cm−2s−1[14]. It is still taking data at present.
1.2.3 Gallex, GNO and SAGE
The discrepancy between theory and experimental results of Homestake and KamiokaNDE
was significant. However the energy threshold of these two were so high that they only gave
the results of 8B ν⊙ flux, which is only 0.01% of the total solar neutrino flux[11]. To further
confirm the solar neutrino discrepancy, two experiments proposed to use
71Ga+ νe → 71Ge+ e−, (1.4)
with an energy threshold of 0.2332 MeV, to include pp and 7Be neutrinos in the observable
flux. The counting methods for Ga experiments are similar to Homestake. 71Ge was extracted,
and counted with its 11.43 days half-life decay.
Gallex used 71Ga in an aqueous solution of GaCl3, while SAGE experiment used 71Ga
metal, forming a pair of complementary experiments for the chemical systematics of 71Ge
extraction efficiency.
Gallex located in Gran Sasso Underground Laboratory and operated from May 1992 to
January 1997, giving a result of 77.5± 6.5(stat.)+4.3−4.7(syst.)SNU[15]. It was shut down in 1997
for upgrade especially for counting electronics, then restarted in May 1998 as GNO[16]. In
2005, GNO collaboration reported their final result as 62.9+5.5−5.3(stat.)± 2.5(syst.)SNU, and a
Gallex and GNO joint result as 69.3± 5.5SNU [17].
SAGE stands for Soviet American Gallium Experiment1, located in Baksan Neutrino Ob-
1Now Russia American Gallium Experiment
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servatory in northern Causasus mountains. They operated from January 1990 to December
1997, January 1998 to December 2001 and January 2002 to December 2007, giving a final
result of 65.4+3.1−3.0(stat.)+2.6−2.8(syst.)SNU[18].
All the results from Gallium experiments are combined as 66.1±3.1SNU[18]. It successfully
complements 8B experiments in low energy, and shows that solar neutrino flux has defects in
not only one branch.
SAGE and Gallex have observed event rates lower than expected, with a significance
of 3σ[19]. This is known as “gallium anomaly” and might be explained by sterile neutrino
oscillation with ∆m2 ≳ 1eV2.
1.2.4 SNO
The final conclusion of neutrino flavor changing is from SNO, Sudbury Neutrino Observa-
tory. It is also a water Čerenkov detector like KamiokaNDE and Super-Kamiokande, with its
uniqueness that heavy water is used instead.
The interesting feature SNO present with heavy water is, apart from Equation(1.3), its
reactions
νe + d→ p+ p+ e−, (1.5)
which is only sensitive to νe, and
νx + d→ p+ n+ νx, (1.6)
which have an equal cross section for all flavors of neutrinos. Equation(1.6) could be differenti-
ated from Equation(1.5) by its coincidence with neutron capture. Equation(1.5) can indepen-
dently verify νe flux without the assumption of survival probability, while Equation(1.6) can
detect all neutrino flavors without dependence of neutrino oscillation theory. With the help
of these two reactions, SNO solved the solar neutrino problem finally, clearly and beautifully.
SNO actively upgraded its detector. Its first phase with pure D2O ran from November
1999 to May 2001[20]. The second phase from June 2001 to October 2003 ran with 2000kg
of NaCl to increase neutron capture efficiency[21]. The third phase was deployed with 3He
proportional counters, neutral current detectors from November 2004 to November 2006[22].
The combined analysis of three phases took a long time until 2013[23] (preceded by a phase
I+II result[24]), thanks to the different complexity of systematic uncertainties across phases.
A popular plot for joint SNO and Super-Kamiokande results is quoted in Figure 1.1.
The Equation(1.6) result published in 2002 [26] confirmed solar neutrino problem was due to
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Figure 1.1: Joint result of Super-Kamiokande and SNO ES, CC and NC results. The dotted lines
are theoretical prediction of SSM.[25, p. 20]
neutrino flavor change. However the result were not sensitive to the mechanism of the flavor
change. Candidate models, including neutrino decay and oscillation, also had degeneracy in
their parameter spaces.
1.2.5 KamLAND Reactor Phase
KamLAND is built to test the theory of neutrino oscillation, the best candidate mechanism
for flovar changing, and measure the parameters of neutrino oscillation precisely by observing
antineutrinos originating from the surrounding nuclear reactors around KamLAND site.
One special feature of reactor neutrino utilized by KamLAND is that in the distance of
∼ 180 km and energy of ∼ 1MeV, neutrinos are still coherent in opposite to solar neutrino.
Thus the disappeared ν̄e would reappear if the underlying mechanism of flavor change is
oscillation.
Indeed, KamLAND observed the spectral distortion, a signature unique to neutrino oscil-
lation (Section 1.3). KamLAND had demonstrated the oscillation for two cycles (Figure 1.2),
making the oscillation picture visually enjoyable.
KamLAND made a precise determination of neutrino oscillation parameters (most notably
∆m2 [27]) and excluded all but the LMA-MSW solution to the solar neutrino problem, thus
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Figure 1.2: neutrino oscillation demonstration by KamLAND
A first observation of geoneutrinos[28] was reported by KamLAND collaboration in 2005.
1.2.6 Summary of Solar Neutrino Problem
The solar experimental results (summarized in Figure 1.3) and KamLAND pinned down
the parameters of neutrino oscillation. Together with atmospheric results, the theory of neu-
trino oscillation is established and verified.
The consequence is profound. Neutrino must have different mass eigenstates to oscillate,
thus at least two non-zero mass eigenstates exist. This is the first non-trivial extension to the
standard model of particle physics confirmed by experiments.[29] The finite mass of neutrinos
rises fundamental questions:
• How neutrinos get their masses? Are they Dirac or Majorana or a mixture of the two?
• Why the neutrino masses are so small?
• Does neutrino oscillation violate CP symmetry?
These serve as driving forces of particle physics at the time of writing. The quest for Majorana
nature of neutrinos are carried out by double beta decay experiments. Theoretical frameworks
are developed to explain the generation of neutrino mass and its tininess. The CP symmetry
6
Figure 1.3: summary plot of solar neutrino problem by Bahcall[29]
in weak interacting particles has fundamental consequence to cosmology, a topic we are going
to revisit in this Chapter. But first, the theory of neutrino oscillation is to be reviewed, and
the rigorous meaning of neutrino oscillation is to be presented in concise mathematics.
1.3 Neutrino Oscillation Solution
Neutrino has three electroweak eigenvectors (aka. flavors), corresponding to the lep-
tons(namely e, µ and τ), and three mass eigenvectors. The formers are the eigenstates
manifested in electroweak interactions, the latters are the eigenstates governing how neu-
trinos travel in space. The two sets of eigenvectors do not coincide. There is a rotational
relation between them. When neutrinos travel through space, there will be phase differences
for different mass eigenstates. The recombination of them gives different flavors than ini-
tial. We say the neutrino oscillates into another flavor, and call the phenomenon neutrino
oscillation.
7
1.3.1 Quantum Mechanical Description
In practice, it is shown[25, p. 35] that we can approximately consider two flavors without
a noticeable punishment in our analysis. So let’s start with such a simplified case.
Two flavor eigenstates are denoted νe and να, where να represents any superposition of νµ
and ντ . Two mass eigenstates are denoted ν1 and ν2. The rotation relation between them can








 cos θ sin θ
− sin θ cos θ
 (1.8)
is called the rotation matrix.

























where E is the overall neutrino energy.

















in which a common phase factor e−ipt is ignored for simplicity and does not affect the survival
probability Equation(1.26) we are after. The ignorance of common factors is applied in the
following deduction if not emphasized otherwise.
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Multiplying T out, we have, for example,
T12 = sin θ cos θ(e−i
m22
2E t − e−i
m21
2E t)
= sin 2θ1− e
−i∆m22E t
2
= sin 2θ e
+i∆m
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with ∆m2 := m21−m22 and common phases ignored. Be careful evaluating T11 it is a bit more
complicated.
We can circumvent T11 by directly going to survival probability,
P (νe → νe) = 1−T212






Therefore one circle ∆t would be determined by
∆m2
4E
∆t = 2π, (1.15)
giving ∆t = 8πE∆m2 . With E∼ 1MeV, ∆m
2 ∼ 8× 10−5eV 2 we have c∆t ∼ 60km.
The conversion probability is,
P (νe → να) = T212







When propagating through matter, neutrinos are scattered via charged current (mediated
byW±, hereafter CC) and neutral current (mediated by Z, hereafter NC) by the constitutional
electrons. Because only electron neutrino can interact with electron via CC, it feels a different
potential than other flavors. Therefore in matter, the free Hamiltonian of neutrinos with
mass eigenvector are added by an interaction potential with flavor eigenvector. The latter
9
contributes to an effective mass offset to that in vacuum. The phenomenon is called MSW
effect.




with Ne the electron density.
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− cos 2θ + γ − sin 2θ
− sin 2θ cos 2θ − γ
 ,
(1.19)
with γ = 2
√
2EGFNe∆m2 . The eigenvalues of 2M
2 are then ±∆m2
√
(γ − cos 2θ)2 + sin2 2θ =:








cos θm − sin θm
sin θm cos θm
 (1.21)












− cos 2θm − sin 2θm
− sin 2θm cos 2θm
 .
(1.22)
Comparing (1.19) and (1.22) we have
sin2 2θm =
sin2 2θ




We can see the mixing angle in matter θm is larger than in vacuum θ: the oscillation is
enhanced. When γ = cos 2θ the mixing reaches maximum, that is, resonance.















































∂t , i.e. the electron density does not vary too fast, νm can stay on the local
mass eigenstate all the time. This is called an adiabatic process, in which survival probability
is[25, p. 42],






cos 2θ cos 2θm, (1.26)
where θm is the local mixing angle where ν is produced.
1.4 Three Flavor Oscillation
The simplified two flavor model is enough to explain the solar neutrino problem, and serves
as an intuitive introduction to the full picture of neutrino oscillation.
The neutrino flavor eigenvectors |νe⟩ , |νµ⟩ , |ντ ⟩ and mass eigenvectors |ν1⟩ , |ν2⟩ , |ν3⟩ do








Uαi can be viewed an 3 dimensional complex extension of Rm in (1.7). Assuming the



















where cij := cos θij and sij := sin θij .
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(a) overview (b) ν1 − ν2 projection (c) ν1 − ν3 projection
Figure 1.4: Taita-Bryan angles: original x : |ν1⟩ , y : |ν2⟩ , z : |ν3⟩, transformed X : |νe⟩ , Y : |νµ⟩ , Z :
|ντ ⟩, angles θ12 ∼ 34◦, θ13 ∼ 9◦, θ23 ∼ 40◦.
Geometrically, ignoring the complex phase δ, they are Taita-Bryan angles defining the 3
dimensional orientation of a rigid object, visualized in Figure 1.4 reflecting the current best
knowledge about neutrino oscillation[30].
When expressed as survival or oscillation probabilities, the geometrically neat representa-
tion of Figure 1.4 becomes long and non-intuitive in formula. To demonstrate this complexity,
quoting from [31], the survival probability of reactor ν̄e is,
Pν̄e→ν̄e = 1− sin2 2θ13(cos2 θ12 sin2 ∆31 + sin2 θ12 sin2 ∆32)− cos4 θ13 sin2 2θ12 sin2 ∆21
(1.30)
= 1− 2s213c213 − 4c213s212c212 sin2 ∆21 + 2s213c213
√
1− 4s212c212 sin2 ∆21 cos(2∆32 ± ϕ),





1− 4s212c212 sin2 ∆21
, cosϕ = c
2
12 cos 2∆21 + s212√
1− 4s212c212 sin2 ∆21
.
There is one way out, by going back to (1.27) and observing in Figure 1.4 that mass
eigenstates |ν1,2,3⟩ develop their own phases independently and only the phase differences
counts. By arbitrarily synchronizing the complex phases |ν1⟩ and |νe⟩ (omitting the bar over
ν in the notation) the ν̄e survival probability develops with the relative phases between |ν2,3⟩
and |ν1⟩. This is equivalent to fixing an arbitrary common phase to 0. In the upper left
of Figure 1.5, ∆m2 are oscillation frequencies, | ⟨νe | ν1,2⟩ |2 are radii and L/E is a temporal
variable parameterizing a curve of a deferent (θ12) with an epicycle in the complex plane of
|νe⟩. The relative evolution direction (counter-/clockwise) of the deferent and the epicycle is
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determined by the signs of ∆m2, that is, mass hierarchy. The squared distance from the curve
to O is the survival probability.
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Figure 1.5: evolution of (left) νe survival probability and (right) νµ → νe conversion probability
Similar construction represents conversion probability, as illustrated in the upper right of
Figure 1.5. This formulation is readily extended to more than 3 generations of neutrinos in the
next section: just add more epicycles. Mathematically, it is complex Fourier transformation.
Ptolemy used this system to describe the apparent motion of the Moon, Sun and planets in
2nd-century.
1.5 Reactor Neutrino Anomaly
Recent re-evaluation of expected anti-neutrino flux from reactors has resulted in a ∼ 3%
increase of expected flux (Section 3.3). Based on this new evaluation, previous short based
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line (L ≲ 100m) neutrino experiments are put in tension with prediction. This is known as
“reactor neutrino anomaly”.
Another source of anomaly is from the ν̄µ → ν̄e channel of LSND[32] and MiniBooNE[33]
together with νµ → νe from MiniBooNE[34]. The high energy part of the spectra sees consis-
tency between the two experiments, but MiniBooNE showed another unexplained event excess
in the low energy part.
Together with Gallium Anomaly, these three hints point to extra flavors of neutrino that
only participate in gravitational interaction, called sterile neutrinos. See, for example, reviews
[35, 36].
1.6 Discrete Symmetry
Discrete symmetry are charge conjugation (C), parity inversion (P), and time reversal (T).
The first set parity rules is empirically introduced by Laporte in 1924 for atomic physics.
In multipole electromagnetic(EM) radiation of a system of size R that is much smaller than
wavelength λ, that is in low energy radiation limit, only the lowest electric dipole radiation
having negative parity (the dipole direction is reversed under space inversion) is important.
Therefore only two atomic states with opposite parity can be associated with an emission of
photon. In 1927 Wigner has identified the rules as a consequence of parity symmetry. Wigner
did not take parity seriously because of its only two eigenstates.
In the advancement of quantum theories, the discrete symmetries becomes more and more
powerful in prediction. Its simplicity and discrete nature often draw unambiguously domi-
nant qualitative properties of the physics systems intuitively, reaching same conclusions as
sophisticated calculations.
The C symmetry was first considered by Dirac. Dirac has noticed that the equation baring
his name is invariant under charge conjugation. It was puzzling at that time, because positron
had yet to been discovered.
At present, it is known that C, P and T symmetries are not observed to be violated
by strong and EM interactions, and under general assumptions, CPT is conserved in any
relativistic quantum field theory. Exceptions come from weak interaction.
In 1950s, the 60Co experiment of C.S. Wu verified Lee and Yang’s speculation of parity
violation by weak interaction. The angular distribution of decayed electron is asymmetric in
θ and 180° − θ, where θ is the angle between the external magnetic field and the electron
momentum1. Magnetic field is invariant under P, but the final state was not. Nevertheless,
1In a crystat, the spin of 60Co is aligned with external magnetic field
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if CP are operated together, the magnetic field gets reversed, and so is the electron(positron
under C) angular distribution. Therefore it had been long held that CP was actually conserved.
It turned out that CP is not conserved in neutral Kaon system, the effect just much smaller
than that of P violation alone. Such a puzzle has been solved by mixing of 3 generations of
quarks proposed by Kobayashi and Maskawa. The discovery of charm, top and bottom quarks,
and observation of CP violation in B mesons have confirmed the theory. The complex phase
in Equation (1.27) is a counterpart in lepton sector. Thus it is of great interest to observe CP
violation in neutrino oscillation to understand the weak interaction.
Existence of electric dipole (EDM) moment in any particle is a sign of both P and T
violation. Under the assumption of CPT-symmetry, violation of CP-symmetry is equivalent
to violation of T-symmetry. The EDM measurement on neutron has put stringent limit on the
EDM. Being one of the three Sakharov conditions to explain the matter dominant universe we
are living in, CP violation observed and limits obtained from strong interaction till now are
not big enough. Therefore, searching for CP violation in lepton sector is of utmost priority.
If neutrino is of Majorana nature, two more CP violating complex phases appear in addition
to δ of Equation (1.27). The most sensitive probe to the Majorana nature of neutrinos is the
neutrino-less double beta decay.
1.7 Neutrino-less Double Beta Decay
Double beta decay(DBD) is a decay process where a nucleus (Z, A) goes two successive
beta decays into (Z+2, A) as a single process. Neutrino-less DBD (0νββ) could happen if
neutrino has mass and is its own antiparticle.
The nonzero neutrino mass has been established by neutrino oscillation experiments, but
the absolute mass scale of neutrinos are not available to oscillation. Apart from inferring
absolute neutrino mass by carefully measuring high energy tail of β decay spectra, 0νββ
is another sensitive method to draw hints about the absolute mass scale. Besides, if 0νββ
were observed, Majorana nature of neutrino would be established. That would be the first
Majorana fermion observed in nature. Paralleled with quasiparticles generated in proximity
of a superconductor and a topological insulator[37], the search for another kind of Fermion is
of interest of the theory of elementary particles.
0νββ is by its nature lepton number violating, which gives leptogenesis and contributes
to baryonic asymmetry via the sphaleron process. Baryonic asymmetry is another Sakharov
condition to explain the matter dominant universe.
There are a lot of DBD isotopes, including 48Ca, 150Nd, 96Zr, 100Mo, 82Se, 116Cd, 130Te,
15
136Xe, 124Sn, 76Ge, 110Pd. The detection techniques includes scintillation (e.g. KamLAND-
Zen[38]), bolometry (e.g. CUORE[39]) , semiconductor ionization(e.g. GERDA[40]), track-
ing(e.g. NEMO-3[41]) or a combination of them (e.g. EXO-200[42] with scintillation and
tracking).
The present sensitivity to effective neutrino mass is ≳ 100meV. As an active field, the
next generation experiments are expected to achieve ≳ 10meV in the next decade.
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2 Geological Model
Mankind’s understanding of the outer space and elementary particles are boosted in the
20th century. Such trend is carried on into the 21st century as well. We do not have the
direct observation, however, of the interior of the astronomical objects. We can only build up
models from first principles, known as the equations of state, to extrapolate (or “interpolate”)
from the conditions of the surface and models that constrain the time evolution. Such practice
applies well to stars, like the Hertzsprung-Russell diagram (reviewed, for example, in [43]).
But in extreme conditions, like in a neutron star or even a black hole, the first principle itself
is questionable. Furthermore, in low energy non-equilibrium case deviated from the star state
equations, such as a planet, an astronomical body is sensitive to its initial condition and history
of evolution, and therefore differentiates from each other substantially. The understanding of
the Earth, our “backyard” for example, is an outstanding example of such difficulties.
The samples of the Earth interior is extremely limited, if not impossible. The TauTona
Mine, a gold mine in South Africa, by far the deepest mining operation, is 3.9 km under-
ground. The deepest hole drilled is the Sakhalin-I well of 12.4 km depth. They are compara-
ble to the crust (continental crust about 30km, and oceanic crust less than 10km), which is
a fraction of the lithosphere (about 100km) and a tiny fraction of the whole earth [44] (about
6300km)(Figure 2.1). We know nearly nothing inside the earth by direct sampling.
At the same time, by various probes, the deep interior of the Earth can still be learned
about.
2.1 How We Know About the Earth Interior
The methodologies to infer the Earth interior will be briefly reviewed. Historically, geo-
science is more accessible to the general public than particle physics. There are many entry
level documentaries which conveys the most recent developments of geoscience to the public,
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most notably Earth Story by the BBC1 and The Story of Earth by National Geographic2.
2.1.1 Seismology
Earthquake is one of the most energetic and damaging Earth activities on the surface.
Accompanying a sudden release of elastic energy in the tension of the crust, seismic wave,
a special case of sound wave traveling in the Earth, is created. On the Earth surface, a
global network of seismic wave sensors is built, monitoring in real time the signals from every
earthquake.
The model of seismic wave propagation through rigid body is developed, the speed of
which depends on density, elasticity and in turn temperature of the medium. The density and
elasticity of the whole Earth is inferred from all the signals received by the seismic stations
by solving an inversion problem.
With the advancement of computing power, accumulated number of deployments and
precision improvement of seismic stations, and the refinement of inference algorithms, the 3D
Earth model has been developed.
Figure 2.1: layered structure of the Earth: schematic(left)[45] and PREM density-depth rela-
tion(right)
It contributes to most of the fine knowledge of the Earth interior. For example, the layered
structure of the Earth, as in Preliminary Reference Earth Model (PREM)[46] (Figure 2.1) is





Seismology can only give the density and elasticity of the Earth, but could tell little about
its chemical composition.
Also known as chemical geology, geochemistry studies the chemical composition of the
crust (both continental and oceanic), which is accessible by rock sampling. Together with
the chemical evolution models of the Earth interior, the categorization and distribution of
the rocks from the crust can constrain the chemical composition of the mantle and the core.
Rocks brought by volcano eruptions from greater depth are samples reflecting the composition
of the upper mantle or even deeper by certain models[47].
The categorization of rocks is mainly based on the classification of elements, by conden-
sation temperature (Table 2.1) and host phases (Table 2.2, Figure 2.2 from [48, p. 263]),
extended from the original scheme developed by Victor Goldschmidt[49].




highly volatile < 600
Table 2.2: classification of isotopes by host phases[50]
category property
lithophile bond readily with oxygen and are concentrated
in the silicate shell (crust and mantle)
siderophile bond readily with iron and are concentrated in the core
chalcophile bond readily with sulfur and are distributed
between the core and mantle
atmophile hydrogen, carbon, nitrogen, oxygen, noble gas
By relating the Earth’s average composition to that of the meteorites, the estimation of
planetary environment and the chemical differentiation model, the present knowledge of the
composition of the bulk Earth is obtained. The relation of the Earth composition to its
cosmological origin is covered by cosmochemistry.
2.1.3 Cosmochemistry
Cosmochemistry is also known as chemical cosmology.
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Figure 2.2: Goldschmidt classification
The planetary formation is part of the formation of the solar system. Just after the sun is
formed, a disk of dust, also known as protoplanetary disk, surrounded it and served as seeds of
planets. The refractory elements are almost uniform, while the volatile ones are driven away
from the Sun, also referred as depleted in geochemical literature. By this line of deduction,
Venus is more depleted than the Earth, and Mercury even more.[50]
The planets, like the Earth, is formed by collisions of the planetary dusts. The bigger
it grows the more efficient it accumulates by further attracting more dusts. The Earth got
denser and hotter by self gravity and accumulation of early radioactive isotopes; it got melt
and developed the layered structure we see today.[51]
Small asteroids and the smaller meteoroids, however, do not have enough self gravitational
energy to evolve. They keep the initial chemical condition of the early planetary disk. When
the meteoroids gets captured by the Earth, they become meteors. A meteorite is a solid piece
of debris, from such sources as asteroids or comets, that originates in outer space and survives
its impact with the Earth’s surface.
By examining the chemical composition of meteorites, that of the early Earth can also
be inferred. It gives clues to the present Earth composition by studying the evolution of the
Earth, especially by computer simulation (Section 2.1.6).
Besides, by radiometric dating, the age of the meteorite therefore the early planetary disk
and therefore the Earth itself, can be calculated to be about 4.5 billion years.
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2.1.4 Gravimetry
Precise measurement of gravity gives the variation of density of rocks in the crust. Local
topography and geology can thus be inferred. It have succeeded in mapping the structure of
volcanoes.
The moment of inertia of Earth is obtained by comparing the gravimetry measurement
with rotational motion of Earth (for example precession). In consequence, the density profile
of the Earth is inferred. For example, the metallic core of Mars is determined by its normalized
polar moment of inertia from the observations of its gravitational field, radius and moment of
inertia[52].
2.1.5 Surface Heat Flow
The surface heat flow of the Earth is considered well-established (see, for example, the
review[53]).
The heat flux of continental crust is being sampled globally. The heat flux q is based on
the measured heat gradient ∇T and laboratory-established heat conductivity of the rocks k:
q = −k∇T
see, for example, the review[54]).
The global heat loss of the continent is weight-average of these samples by continental age
or area[53], to be 14± 1 TW by [55].
The oceanic plate is constantly generated in the mid-ocean ridge and recycled as a sub-
ducting plate. The cooling model of oceanic plate, together with bathymetry from thermal
contraction, are used to estimate the heat loss of the oceanic plates, to be quoted 32 ± 2
TW[55].
This heat loss must be balanced by heat source, therefore constrains the dynamics of the
Earth interior. The knowledge of the heat sources in turn hints the evolution history of the
Earth.
Indeed, the realization of radiogenic heat being a crucial part of Earth energy source,
permits the Earth to be reasoned to have a much longer age. Because if the present energy
loss of ∼ 40TW came totally from secular cooling of the Earth, its age would be every short,
because the total energy is bounded by its self-gravitational potential energy. This is credited
by the community as the birth of geophysics in early 20th century by Lord Kelvin.
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2.1.6 Physical and Numerical Simulations
The interpretation of the seismic signals depends on the models of wave propagation
through the Earth. These models are based on laboratory experiments. The equation of
state for the core, under high pressure and temperature are constrained by laboratory studies
by bullet guns and diamond squashing.
Numerical simulations are used to constrains the models of Earth evolution.
Measurement of electric conductivity of rocks and comparison with the rock profiles ob-
tained from laboratory results can identify the composition and status of the underlying rocks,
for example, water fraction.
2.2 Geoneutrino
Geoneutrinos, abbreviated as geo-ν̄e, are the ν̄e emitted from the β decays of radioactive
isotope naturally occurring in the Earth.
After billions of years since the Earth was born, only the isotopes with long enough half-life
remain. They are 238U (4.4Ma 1), 232Th (14.0Ma), 235U(0.704Ma) and 40K(1.248Ma)[56]:
238U −−→ 206Pb+ 8α+ 6 e− + 6 ν̄ e + 51.698MeV
235U −−→ 207Pb+ 7α+ 4 e− + 4 ν̄ e + 46.402MeV
232Th −−→ 208Pb+ 6α+ 4 e− + 4 ν̄ e + 42.652MeV
40K 89.3%−−−−→ 40Ca+ e− + ν̄ e + 1.311MeV
40K+ e− 10.7%−−−−→ 40Ar+ ν e + 1.505MeV
, (2.1)
the former three of which are net reactions of decay chains, while the latter two are the single
β decay and electron capture of 40K.
The decay chains of 238U and 232Th involve families of α and β decays, as shown in Figure
2.3 (figure from Wikipedia2).
Considering natural abundance and half lives of the isotopes, from Equation 2.1, the
specific heat generation of geo-ν̄e luminosity are obtained in Table 2.3.[56]
The geo-ν̄e spectra of 238U and 232Th are the branching-ratio-weighted average of 82 and
70 β’s in the decay chains respectively, as shown in Figure 2.4 together with β decay of 40K[57,
p. 5]. Note that above 2.25MeV, there is only contribution from U chain.
11Ma is 1 million years
2http://en.wikipedia.org/wiki/Decay_chain
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Figure 2.3: decay chain of natural radio isotopes: 238U(left) and 232Th(right)




K 3.33× 10−3 27.1× 10−3
At present, the detection techniques of geo-ν̄e are all IBD scattering against protons,
which has an energy threshold of 1.8MeV (Equation 1.1), roughly the mass difference between
neutron+positron and proton. Such threshold is higher than part of the spectra of 238U, 232Th
and entire of 40K, making them invisible to the IBD-based detectors. Only β’s from 234mPa
and 214Bi of U chain, as well as 212Bi and 228Ac of Th chain contribute to IBD reactions. The
remaining discussion will thus be focused on visible parts of 238U and 232Th only, the spectra
of which is depicted in Figure 2.4 (right).
The energy dependent flux ϕ(Eν , r) of geo-ν̄e at site r is,
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Figure 2.4: Geo-ν̄e spectra. Left: raw; right: multiplied by IBD cross section.
radioisotope, m the atomic mass, f(Eν) the energy spectra as in Figure 2.4 1, A(r′) the
elemental abundance (mass fraction of element in rock), ρ(r′) the rock density, Pee(Eν , L) the
survival probability of ν̄e due to ν oscillation.
The characteristic ν oscillation lengths L are O(1)km and O(100)km, tiny compared to the
diameter of the Earth of O(10000)km. The approximation of taking an average of Pee(Eν , L)
in the integrand of Equation 2.2 is less crude than the uncertainty of A(r′):







4π|r− r′|2 , (2.3)
where ⟨Pee⟩ is estimated to be 0.544 up to 3% uncertainty[56].
In Equation 2.3, the uncertainty of nuclear physical input parameters are much less than
that of geological inputs. Of the latter, ρ(r′) the density is well measured by seismology
(Section 2.1.1) and gravimetry (Section 2.1.4). The uncertainty of ϕ(Eν , r) is dominated by
A(r′), the distribution of radioisotopes, or HPE (heat-producing elements) throughout the
Earth. Conversely, the measurement of ϕ(Eν , r) experimentally provides crucial knowledge of
A(r′), which not only tests geochemical models but also gives hints on the radiogenic heat in
the Earth’s energy balance.







ϕU,Th(Eν)σI(Eν)dEν × 1032 × 3.16× 107s [TNU]
(2.4)
1TNU(terrestrial neutrino units) is number of geo-ν̄e events detected via IBD with 1032 protons
in one year. The detector efficiency is not included in TNU to permit it to be compared across
1In this Chapter only. f is reserved for other meaning in other Chapters.
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The coefficient difference comes from the different ratios of 238U and 232Th spectra falling
above IBD threshold.
Given the conversion constants, ϕ and NT are not distinguished by default and denoted
by Fgeo.
2.3 Distribution of U and Th
Inspired by the style of [58], a treatment of the distribution of U and Th by the thread of
history is enlightening.
It is well established that all the isotopes in nature beyond 56Fe are synthesized by neutron
capture, among them 238U being the heaviest element found in nature. 235U, 238U and 232Th
are both generated by neutron capture r-process of in the stage of high neutron flux in star
evolution, such as supernova explosion[59, p. 469] (Figure 2.5). In this stage, only the nuclear
rather than chemical properties of the isotopes counts.
Figure 2.5: nucleosynthesis by r-process neutron capture[60]
The remnants of supernovae gets recycled as building blocks of new stars, such as the Sun
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and the solar system. The birth of solar system is counted as the time when the materials in
it gets concentrated enough to be isolated from the galaxy.
The distribution of U and Th throughout the solar system is dominated by their elemental
chemical properties, especially the condensation temperature mentioned in Section 2.1.2. This
sets the initial chemical condition of the bulk Earth. After about 3.0 million years, the core
forms. U and Th are concentrated in the primordial mantle, and gets depleted from the core
due their lithophile nature (review from [50]). However, the trace of U and Th in the core
is controversial. A geo-reactor model hypothesize a natural reactor inside the core.[61] An
evidence is that the 3He/4He ratio from the oceanic island basalt samples are higher than the
atmosphere, which could be explained by the 3H from nuclear fission inside the core[62, 63].
This hypothesis has difficulty in how U get enriched into the core, which is predominantly
FeNi alloy, and remains in debate.
The mantle is about 84% of the Earth’s volume[64], therefore the level of HPE concentra-
tion in mantle affects if not determines that of the whole Earth, and consequently reflects the
Earth’s isotopic differentiation and heat balance. However the mantle is not directly acces-
sible (Section 2.1), leaving a large uncertainty in chemical composition. The remnant of the
core, is called the early (or primitive, or primordial) mantle, or Bulk Silicate Earth (BSE for
short).
At the time of writing, There are 3 groups of models for the U and Th abundance of
BSE, namely cosmochemical, geochemical and geodynamical[65], which are incompatible to
each other (revisited and visualized in Figure 10.1 of Chapter 10):
• Geodynamical models(for example, [66]) are based on surface heat flow measurement,
assumptions of temperature, viscosity and energetics of mantle convection. The argu-
ments of geodynamical models are from an energy point of view (Section 2.4) and require
the HPE in the mantle to be high enough to account for missing heat source.
• Geochemical models[67, 68, 69] are based on rock samples from the Earth for absolute
abundances, and on CI group of carbonaceous chondrites and solar photosphere for
abundance ratios.
• Cosmochemical models[70] build the Earth mainly from enstatite chondrites. The
oxygen-isotopic composition of the Earth is most close to such chondrites.[71, p. 22]
High iron content of enstatite chondrites explains a metallic core formed in a reduced
environment well. A low HPE model based on crust collision erosion (same origin of
Moon formation)[72] also gives HPE concentration level similar to [70] and is also put
into this category.
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In general, the fundamental principles of geochemistry and cosmochemistry discussed in
Section 2.1.2 and 2.1.3 guide geochemical and cosmochemical models, thus such nomencla-
tures. In this sense, geodynamical models are fundamentally different from the other two
groups. Note that U and Th are refractory so that the abundance data from chondrites are
fairly preserved during early stages of evolution of Earth when volatile elements especially are
evaporated.
The models give a wide prediction of radiogenic heat ranging 11TW to 38TW, with
mTh = (0.48− 3.62)× 1017kg and mU = (0.14− 0.90)× 1017kg (see, for example, the reviews
[56, 73]). The HPE abundance and consequently radiogenic heat of the mantle are largely
unsettled. Being products from the same series of decays, the geo-ν̄e closely relates to the
radiogenic heat and provides a new observation window into the mantle and has the potential
to pin down the right range of radiogenic heat.
The crust was differentiated from the mantle by partial melting and solidification. Being
lithophile and incompatible, U and Th were extracted from the mantle into crust. The cor-
responding extracted parts of mantle is called the depleted mantle. One assumption could be
made that the lower mantle cannot be more depleted by the upper[54], because of the prox-
imity to the crust. An extreme case is that U are concentrated in a thin layer of core-mantle
boundary, so called hidden reservoir, to cure the energy deficit(Section 2.4). However, it has
also been speculated that the mantle is highly degassed and chemically stratified, and the
delamination of the lower continental crust makes the upper mantle to be more enriched then
the lower.[71] This is also largely an open question, especially among the workers in geody-
namical and geochemical societies. The oceanic crust gets generated from and subducted back
into the mantle, while the continental crust, being lighter than the oceanic crust, persists.
Incompatible elements of U and Th get accumulated into the continental crust. Hence there is
more HPE in continental crust than the oceanic counterpart, because the latter is generated
from the depleted upper mantle. Table 2.4 adopted from [69] demonstrates such difference
(only central values are quoted for illustration). CC means continental crust in the Table.
The crust structure provided by seismic data, the U and Th distribution in the crust
are estimated by crustal models depending on direct sampling[74, 75]. Being close to the
detectors, the local crust has the most contribution to geo-ν̄e flux. Therefore, together with
geo-ν̄e measurement, a precise estimation of the geo-ν̄e originating from the crust can constrain
the abundance of U and Th in the mantle. Since the observation of geo-ν̄e by KamLAND[28]
in 2005, the estimation of HPE abundance and distribution in the crust have been promptly
worked upon, for example [69].
BSE models give the total mass of U and Th M in mantle and crust. The structural
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Table 2.4: abundance of HPE in crust and BSE(geochemical)
reservoir U (ppm) Th (ppm) K (%)
Sediments 1.73 8.10 1.83
Upper(CC) 2.7 10.5 2.32
Middle(CC) 0.97 4.86 1.52
Lower(CC) 0.16 0.96 0.65
Lithosphere Mantle(CC) 0.03 0.15 0.03
Oceanic Crust 0.07 0.21 0.07
BSE 0.020 0.079 0.028
model of mantle and crust well established by seismology, concentration level of U and Th
(A(r′) in Equation 2.3) are varied among models. A geo-ν̄e detector could detect the ν̄e flux
F from mantle and crust. Therefore by assuming uniform scaling in each U and Th reservoir
considered, it is convenient to define a response factor R := F/M , so that,
(F,M) = (Fc,Mc) + (Fm,Mm) =Mc(Rc, 1) +Mm(Rm, 1)
where subscripts c and m stands for crust and mantle respectively. Given the structural model,
vectors (Rc, 1) and (Rm, 1) are constant. Each geochemical model corresponds to a certain
set of Mc and Mm, plotting the vector sum relation visualizes the subtraction from BSE the
geo-ν̄e contribution from the crust. An example considering only U is illustrated in Figure
2.6[57, p. 30].
2.4 Energy Budget of the Earth
Plate tectonics is a major achievement of geology in 20th century. The immediate question
after this discipline becomes: if plate tectonics is driven by the convection of the underlying
mantle, what energy source is supporting such a movement?
The answer is the radiogenic heat, or the so called Urey ratio which is the fraction of
mantle radiogenic heat to the total mantle heat loss.
Because the radioactivity in the crust is more rapidly dissipated and does not contribute
to the convection, it is convenient to separate out the crust radiogenic heat from the total
heat budget (Section 2.1.5).
There are some hotspots in the seismology near the core-mantle boundary, indicating a
flux of heat from the core to the mantle. The energy sources in the core are the secular cooling
and latent heat of the inner solid core. The same argument of Lord Kelvin applies to the core:
if there is no HPE inside the core, the inner core should be relatively young.
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Figure 2.6: demonstration of mantle and crust decomposition from BSE, with different sets of Mc
and Mm from three studies
Figure 2.7: break down of energy budget of the Earth, the deficit being attributed to mantle cooling
A puzzle rises if mantle is added. The mantle cooling is estimated to be 7TW, based
on MORB data (for example, the review [53]). And the radiogenic heat of mantle from
geochemical BSE models gives 9-16TW. Adding up the heat sources of the crust, mantle and
core, about 10TW deficit remains. The Figure 2.7 adopted from [55] demonstrates the heat
budget. The deficit is assigned to mantle cooling. An alternative approach is to add the
deficit to (radiogenic) heat production of the mantle, which is actually one of the motivation
of geophysical BSE models.
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Some words on the value ranges in Figure 2.7. A particle physicist finds the lack of un-
certainty estimation in geological quotes hard to understand and deal with. One compelling
reason is that geological estimations are mostly model dependent, the systematic uncertainties
of which are hard to estimate. Furthermore, because of lacking of statistics, no Gaussian ap-
proximation is available from the large number theorem. In particle physics, the fundamental
principle to define and estimate a systematic uncertainty is to be consistent with how the
statistical uncertainties are defined in a given experiment[76]. This principle relies on the fact
that particle physics experiments are mostly statistical uncertainty dominant. The geological
measurements, on the other hand, are systematic uncertainty dominant and include the uncer-
tainty of model selection. Therefore comparing and combining the results of geo-ν̄e and BSE
models require extra care. Parameterizing model selection uncertainty is an active field of
statistics, beyond the scope of this work. Instead for simplicity, a most representative model
is selected without assigning uncertainty to compare with statistical uncertainty dominant
results.
2.5 Geoneutrino Signal
From the present energy spectra difference in Figure 2.4 and background level, ratio of
Th/U has a large uncertainty. Present experiments like KamLAND and Borexino are only
sensitive to the total ν̄e from U+Th. Hence it is desirable to fix the mass Th/U ratio at a
probable value of 3.9 from chondrite measurements in addition to a completely free floating
fit. Due to the difference between CU and CTh in Equation (2.5), converting between the two
units for total flux of U+Th depends on the Th/U ratio.





UCU = 22.192× 105cm−2s−1
ϕ̂Th = N̂
T
ThCTh = 19.25× 105cm−2s−1
(2.6)
is used as a scaling base in the final fit.
Note that in Equation (2.3), ϕ(Eν) only depend on Eν via f(Eν), allowing the reference
flux to be calculated as,
ϕ̂U,Th(Eν) := ϕ̂U,ThfU,Th(Eν) (2.7)
having unit of MeV−1 cm−2 s−1.
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3 Reactor Antineutrino
The nuclear reactor is the most powerful neutrino source mankind could control. Commer-
cial nuclear power plants emit ν̄e of ∼ 2×1020/(GW·s) isotropically. It is such well-established
a nuclear power industry that ν̄e could be obtained in a large amount as a by-product at no
extra cost, which is a major economical benefit compared to accelerator ν, the other man-made
ν source.
3.1 Fission Fuels and Antineutrino Source
By the time of writing (2014), all the commercial nuclear reactors are fission-based and
operate on 235U and 238U as fuel.
235U is a fissile1 metal as the primary fission fuel. Its natural abundance being 0.72%, the
fuel used in the reactor needs to be enriched in 235U to 2-5%[77, p. 90].
238U, holding the 99.284% abundance in nature, is the dominant isotope of U. It is a
fissionable2 isotope by fast neutron. In addition, by absorbing neutron and β decaying, 238U
produces 239Pu, another fissile metal along with 235U in the reactor and is the primary isotope
for nuclear weapons[78, p. 234]. 241Pu, another fissile metal, is in turn created by neutron








Note that Q values of β decays of 239U and 239Np are below 1.8MeV, the energy threshold
of IBD, making such decays undetectable by KamLAND(Chapter 4). The fissions of 235U,
238U, 239Pu and 241Pu contribute more than 99.8% of thermal power in a reactor[79][81], the
fragments of which dominates ν̄e production via β decays.
Fission fragments undergo subsequent thousands of possible decay branches, which is a
fairly complicated process. On average, each of the two fission daughter goes 3 β decays[81].
1an isotope is fissile if it could sustain a fission chain.
2an isotope is fissionable if it could undergo nuclear fission. Notice the difference between fissionable and
fissile. 238U is fissionable but not fissile: It cannot sustain a fission chain spontaneously.
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In Table 3.1, the rough average end products per fission of the 4 isotopes are summarized[82,
p. 153], originally from [83] in French. Because all the e− and ν̄e are produced in subsequent
β decays, they share the identical production per each fission. ν̄e carries ∼ 10MeV per fission
outside the reactor, and does not contribute to the thermal power.
Table 3.1: average end products of major fission isotopes in a nuclear reactor
isotope total energy (MeV) number of mean energy (MeV)
doped to reactors e− or ν̄e of ν̄e
235U 201.7 5.58 1.46
238U 205.0 6.69 1.56
239Pu 210.0 5.09 1.32
241Pu 212.4 5.89 1.44
Thermal power is used to determine the amount of fuel isotopes, via the energy release in
Table 3.1 and operation history of the fuel. Together with the average amount and energy
spectra of ν̄e per fission, the production of ν̄e in each reactor could be obtained.
In each operation cycle of a nuclear reactor, 235U gets depleted while 239Pu and 241Pu
accumulates. Because 239Pu and 241Pu have larger energy deposits per fission, the fission rate
of a reactor operating at a constant thermal output decreases. In addition, 239Pu having a
smaller neutrino-per-energy ratio, the ν̄e production rate also decreases, illustrated in Figure
3.4. The real process is more complicated, yielding an overall decrease of about 1.5%[84].
3.2 Thermal Power and Fission Rate
Most of the fission products are short lived. The β emitters with Q > 2MeV reach
decay equilibrium within one day[85, p. 91]. In the decay equilibrium, the fission rates are
proportional to total energies release shown in Table 3.1.
Those that running commercially are light water reactors using fuel enriched in 235U to
2-4%, as opposed to heavy water ones which can use natural U 1. Of the two most common
variants of light water reactors, the boiling water reactor (BWR) uses one water cycle and
pressured water reactor (PWR) (Figure 3.1, from [77, p. 91] and originally from U.S. Nu-
clear Regulatory Commission.) uses two cycles to isolate radioactive water from the turbine.
The energy release is measured up to 2% uncertainty[79] in the water system of the reactor,
assuming thermal equilibrium.
By using Table 3.1, the fission rate can be roughly scaled from the thermal power. For a
1http://hyperphysics.phy-astr.gsu.edu/Hbase/NucEne/ligwat.html
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Figure 3.1: schematics of PWR(left) and BWR(right)
more precise calculation, the knowledge of ratios of the four isotopes is needed, which depends
on how long and how intense the fuel is irradiated. The process of alternating the composition







where W(τ) is the thermal power, and M is the initial fuel mass.
Reactors are operated in one-year cycles, when the 235U-depleted fuel is renewed par-
tially[79]. Comprehensive simulation is used to model the burnup process of different cycles
(Figure 3.2), in which the ratios are the fission rate fractions, and the multiple lines are dif-
ferent reactor configurations. From 3rd cycle onward, the ratios of fission rate tends to a
equilibrium.
The burnup process is tedious to model in every detail. A set of parameterized approxi-
mation of almost 1% precision
aι(W, b), ι ∈ {235U, 238U, 239Pu, 241Pu} (3.1)
is developed for KamLAND[79], in which aι is the fission rate of isotope ι.
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Figure 3.2: relative fission yields for typical reactors core by simulation [79]
3.3 Antineutrino Spectra
The ν̄e spectra from fission scaled to fission rate is,





ι ∈ {235U, 238U, 239Pu, 241Pu}
aι(t) := aι(W (t), b(t))
Ff (Eν , t) := Ff (Eν ,W (t), b(t))
. (3.2)
where fι(Eν) is the average ν̄e spectra of fission fragments of ι scaled to one fission, and
are different from each other[86]. Such notation is only used in this Chapter. r(W, b) is the
fission rate. Ff (Eν , t) is the ν̄e fission spectra of a reactor normalized to ν̄e production rate,
as a function of time. The relaxation time for Fι(Eν) to reach decay equilibrium is ignored,
with some long-lived (in the order of years) non-equilibrium isotopes separately accounted in
Section 3.4. In the burnup process, relative ratios of aι(W, b) changes as in Figure 3.2, with a
calculated example of Ohi reactor shown in Figure 3.4.
It is a complicated task to determine Fι(Eν) from ∼ 10000β decays[87] of the fission
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families. The problem has been discussed since the first observation of neutrino pioneered by
the group of Clyde Cowan, Frederick Reines, et al. There are two approaches[88], ab initio
and semi-empirical.
The ab initio approach makes use of the nuclear database to account for all the fission
fragments, branching ratios and isomers from first principles. By summing up all the β pro-
cesses, ν̄e spectra can be calculated to a precision of ∼ 10% [87]. The uncertainty comes from
the missing data of exotic intermediate isomers, uncertainty on the higher order corrections
of nuclear coulomb field and so on[87]. The former problem can only be cured by measuring
rarer processes during the fission, while the latter can be tackled with the help from modeling
advancements.
The semi-empirical approach exploits the feature that any ν̄e is accompanied by an e− in
a β decay. The energy spectrum of e− is relatively easy to be measured with well-established
electromagnetic technologies, the most precise measurement of which being the Institut Laue-
Langevin (ILL) one [89, 90]. By the argument of energy conservation, Ee+Eν = Q to the first
order approximation. The problem, though, is that the measured e− spectrum is a mixture
of thousands of β decays of different Q values. Inference of ν̄e spectrum from such a mixture
of e− is ill-posed[91]. To make a balance between stability of the solution and generality of
the regulation assumption, the mixture is approximated by 30 virtual β decays of similar Q
values. The atomic masses of the mother nuclei in each Q value group is averaged with the
input from nuclear database. The ILL measurement only covered the fissions of 235U, 239Pu
and 241Pu by thermal neutron. 238U, requiring fast neutron to fission, was not included.
A hybrid approach of the two, emerged in 2011 from the Double Chooz group[91], uses
the up-to-date nuclear database as much as possible and covers the remaining missing ex-
otic decays with 5 virtual β decays. For the end result, the spectra shape does not change
much, while the normalization factor becomes about 3% higher than previous semi-empirical
approach. In other words, the Ff (Eν) in Equation 3.2 is scaled by +3%.
The KamLAND collaboration has been using the semi-empirical approach for 235U, 239Pu
and 241Pu [91, 92, 93], and ab initio approach for 238U[94]. See the left of Figure 3.3. This
methodology has been verified by Bugey 3 measurement of ν̄e spectra at 15m from the Bugey
reactor.[88, p. 82]
3.4 Spent Fuel and Non-Equilibrium Isotopes
One assumption of Equation (3.2) is that fι(Eν) reach equilibrium within one day and are
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Figure 3.3: left: fission ν̄e spectra; right: product with IBD cross section
satisfy this assumption. Furthermore, they continue to emit ν̄e after shutdown in the form of
spent nuclear fuel (SNF) exchanged from the reactor. Such effect can contribute up to 5% to
the ν̄e flux at 2MeV [95, 81].
The non-equilibrium isotopes having Q value larger than 1.8MeV and half-life longer than
























Each of 106Rh, 144Pr and 90Y gets supported by a parent isotope having a long enough
half-life. The three isotopes are traced through out the history of reactor operation. The
management details of SNF, such as discharging SNF to permanent nuclear waste storage, are
not well-known to KamLAND collaboration. Only an upper limit of the contribution from
SNF could be obtained in the extreme assumption that it stays on the reactor site next to the
reactor itself. This extreme assumption is used in this study, and caution must be made in the
reactor shutdown phase in which the contribution of ν̄e from SNF becomes more important.
Together with ν̄e fission flux, the flux of non-equilibrium isotopes are plotted as a function
of time. Taking the third core of Ohi for example, the time variation is shown in Figure 3.4,
the unit of which being the pristine(unoscillated) ν̄e flux at KamLAND site. The gaps in
the time axis represents periods of no good KamLAND data, such as purifications in 2007
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and 2008, mini-balloon installation in 2011, and a fire accident in 2012. In the figure, the
cycles of the fuel, the burn-up process in a real reactor and the accumulation of decay of





















































Figure 3.4: time variation of pristine neutrino flux at KamLAND from the third core of Ohi reactor.





ηικaι(W (t), b(t))θ(t)− λκNκ
θ(t) =
 0 , reactor off1 , reactor on
dNκ′
dt = λκNκ − λκ
′Nκ′




(κ, κ′) ∈ {(106Ru, 106Rh), (144Ce, 144Pr), (90Sr, 90Y)}
. (3.4)
κ and κ′ represents the corresponding parent and daughter of non-equilibrium isotope
chain in Equation (3.3). Nκ(t) or Nκ′(t) is the number of κ or κ′ at time t. ηικ is the yield
of κ per one fission of ι, summarized in Table yield of κ per one fission of ι, summarized in
Table 3.2 [95]. aι(W, b) is the fission rate in Equation (3.1). λκ or λκ′ is the decay constant of
κ or κ′, inverse to mean lifetime. θ(t) is an auxiliary function representing reactor operational
on-off. fκ′(Eν) is the ν̄e spectrum of κ′ decay, shown in the left panel of Figure 3.5. And
Fn(Eν , t) is the ν̄e spectrum of non-equilibrium isotopes normalized to ν̄e production rate.
3.5 Normalization to Bugey 4
The logic of reactor ν̄e is the fission rate to ν̄e flux via IBD to ν̄e event rate. At present,
the intermediate ν̄e flux could only be detected with IBD reliably. The alternative detection
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Table 3.2: yields of non-equilibrium isotopes from fissions[95]
ηικ
235U 238U 239Pu 241Pu
106Ru 0.40 2.55 4.31 6.18
144Ce 5.48 4.50 3.74 4.39







































Figure 3.5: long lived fission fragments having contribution above IBD threshold (1.8MeV dotted
line): left, spectra; right, product with IBD cross section
method, for example scattering against electron, is buried in the solar ν signal. Numerically,
it is tempting to eliminate this intermediate step to combine ν̄e spectra with IBD cross section
into a fission-IBD cross section F ,
Fι(Eν) := fι(Eν)σI(Eν),
where fι(Eν) is the ν̄e spectra per fission in Equation (3.2), and σI(Eν) is the IBD cross
section. Such products of IBD cross section with fission and long-lived fragments are given in
right panels of Figure 3.3 and 3.5,
Owning to the reactor ν̄e anomaly (Section 1.5), the production rate of ν̄e determined by
reactor thermal power and fission spectra is questionable. To make the result less sensitive to
that anomaly, the calculated reactor ν̄e fission-IBD cross section is normalized to Bugey 4[99],
same as the approach used in the previous KamLAND treatment[100].
Ideally, the normalization should be











where F0ι is the fission-IBD cross section in Bugey 4. F(Eν , t) is the total fission-IBD cross
section.
But, Fι(Eν) are too similar to be tell apart(Figure 3.3). Bugey 4 could not measure the
ν̄e energy because its detection is based on neutron counting[99]. Therefore, Bugey 4 only





in which a0ι is the corresponding fractions of fission in Bugey 4.
Because Fι are similar and
∑
ι aι = 1 by definition (Equation (3.1)), an approximation












(aι(t)− a0ι )Fι + F0


















ι(aι(t)− a0ι )Fι + F0∑
ι aι(t)Fι
(3.6)
This prescription of fission-IBD cross section mimics the concept of fear-near detector
in reactor and accelerator experiments, and could reduce the systematic uncertainties from
nuclear fission modeling in the reactors.
3.6 Reactor Neutrino Flux
From Equations (3.6) (3.4) the following summation calculates the reactor ν̄e IBD-flux
Φrea at KamLAND (Chapter 4) given its location,
Φrea(Eν , t) =
Nr∑
r=1




where Pee(Eν , Lr) is the survival probability, and Lr is the distance from reactor r to Kam-
LAND. Φrea(Eν , t) has unit of MeV−1 cm−2 s−1, like ϕ̂U,Th(Eν) in Equation (2.7), but with




KamLAND is Kamioka Liquid Scintillator Anti-neutrino and Neutrino Detector1, jointly
constructed by institutions of Japan and US.
In KamLAND, the antineutrino and neutrino are detected in different mechanisms. The
neutrino energy is transferred to electron via CC and NC scattering; the scattered electron
in turn deposits energy into LS producing scintillation photons. The antineutrino is detected
via inverse beta decay. In this chapter, we are going to discuss in detail on the detection
of antineutrino. Firstly, the structure of KamLAND is described. Afterwards the inverse
beta decay is covered, followed by LS model (so called energy scale) and scintillation photon
spectrum is given.
4.1 Structure
KamLAND is located underground in Kamioka Observatory (Figure 4.1). Kamioka Ob-
servatory is a used zinc mine owned by Kamioka Mining and Smelting Co., in Ikenoyama
Mountain, Gifu prefecture, Japan. In the Observatory, there are Super-Kamiokande, a water
Čerenkov neutrino detector, XMASS, a Xenon cold dark matter detector, KAGURA, a Michel-
son interferometer gravitational wave laboratory under construction, NEWAGE, a TPC based
dark matter detector, and CANDLES, a 48Ca neutrino-less double beta decay detector[102].
KamLAND resides in the old site of KamiokaNDE (Section 1.2.2) (Figure 4.2). The
mountain has about 1km rock shield in all directions against cosmic ray, especially muons.
The shielding lowers muon rate to around 0.34Hz.
The schematic overview of KamLAND is shown in Figure 4.3.
1When KamLAND is constructed the abbreviation is Kamioka Liquid Scintillator Anti-Neutrino Detector.
In the solar phase, starting from 2007 with the beginning of first purification, KamLAND can also detect
neutrinos.
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Figure 4.1: Location of KamLAND and Kamioka Observatory. The triangles represents big nuclear
power plants near by. [101]
4.2 Outer Detector
The outer most layer of shielding is referred to as the outer detector (hereafter OD) and
consists of 3.2 ktons of purified water, enclosed in a stainless steel (hereafter SS) cylinder,
operating as a Čerenkov detector. By being a Čerenkov detector, the OD provides active
shielding against cosmic µ and neutral radioactivity in the form of γ and fast neutron from
the surrounding rocks.
The OD is viewed by 225 20-inch PMTs (Hamamatsu R1449) providing a veto system
for high energy events from the surrounding rocks and cosmic rays. It is physically divided
into four separate regions of top, upper, lower, and bottom which contain 50, 60, 60, and 55
20-inch PMTs respectively. Each region is lined with Tyvek sheets to enhance the reflectivity.
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Figure 4.2: KamLAND site view [103]. An update of purification infrastructure for solar phase is
not included.
Figure 4.3: KamLAND schematic view [103]
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4.3 Inner Detector
Inside OD there is a 18m diameter SS sphere housing the inner detector (hereafter ID).
There are 1879 PMTs which measure 50 cm in diameter and shielded to be 17-inch, mounted
on the inside of the sphere, facing the center of the detector, called 17-inch PMT(Hamamatsu
R7250). 554 tubes reused from the KamiokaNDE experiment which have a 20-inch photo-
cathode are called 20-inch PMT. 17-inch PMT is an upgrade version of the 20-inch ones,
giving faster response time. All the ID PMTs are encased in a 3.3mm thick, 16.6m diameter
acrylic sphere.
The 17-inch PMTs alone produce ∼ 22% photo-cathode coverage of the inner sphere’s
surface area, together with 20-inch ones that increasing to ∼ 34%.
The most important property of PMT is its quantum efficiency. Quantum efficiency
(hereafter QE) is a quantity defined for a photosensitive device as the percentage of photons
hitting the photoreactive surface that will produce an electron–hole pair. It is determined by
the material used in the photocathode.
The QE to incoming photon wavelength for 17-inch PMT is plotted in Figure 4.4.
Figure 4.4: QE of 17-inch PMT and PPO emission spectrum[104, p. 45]
The volume between the acrylic and SS spheres is filled with a non-scintillating buffer
oil, referred to as the outer buffer oil (hereafter BOO) , which helps to disseminate the heat
produced by the PMTs and optically couples the PMTs to the acrylic.
Acrylic was chosen because of its high impermeability to 222Rn and the index of refraction
closing to that of the oils used in the ID. 222Rn exists in nature from the decay chain of 238U
(Figure 2.3). Being an inert gas, it has high mobility, and escapes into the atmosphere at
a rate of about 42 atoms per minute per square centimeter of land surface[105, p. 521] and
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becomes residual gas of things exposed to the atmosphere. In low background particle counting
experiments such as KamLAND, 222Rn calls for constant notice to watch out for. The acrylic
shields the active volume from 222Rn originating in the PMTs and the SS containment vessel.
Between the acrylic and the balloon lies 1.4 ktons of non-scintillating buffer oil, referred
to as the inner buffer oil (hereafter BOI). The BOI is composed of 48% isoparaffin and 52%
dodecane by volume. The volume ratio is such that the density is 0.04% less than the active
scintillating volume. This produces buoyancy for the balloon, reducing the stress on the
Kevlar ropes, and providing shielding.
BOI region is separated from the active scintillating volume by a 135µm thick balloon,
held in place by Kevlar ropes. The balloon is composed of nylon and Ethyl Vinyl Alcohol
(EVOH) materials. The balloon is 15µm EVOH + three layers of nylon at 25µm each and a
final 15µm layer of EVOH. The EVOH has a low permeability to 222Rn and the nylon provides
structural integrity to the balloon.
4.4 Liquid Scintillator
The active scintillating target volume inside the balloon is the liquid scintillator (LS), com-
posed of 80.2% Dodecane (normal Paraffin C12H26) as diluter, 19.8% 1,2,4-Trimethylbenzene
(Pseudocumene, PC, C9H12) to transfer energy and 1.36 ± 0.03g/l of fluorescent 2,5-
Diphenlyoxazole (PPO, C15H11NO)(Figure 4.5).[106] The LS has a density of 777.54 kgm−3
at 15 °C and an average light attenuation length of about 10m at 400nm wavelength. The
light yield for events at the center of LS is about 300 p e /MeV and 500 p e /MeV for 17-inch
and 17-inch plus 20-inch PMTs respectively.[107, p. 24] A emission spectrum overlaid with
17-inch PMT QE can be found in Figure 4.4.
Figure 4.5: Components of LS[104, p. 42]
The proton target and scintillation mass being 1kton, KamLAND is the largest LS detector
to date. This level of mass is need to detect the long base line (>100km) neutrinos. Neither
plastic or crystal inorganic scintillator is possible to be built in tonne scale. The fast time
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response in the scale of 1ns permits accurate (to centimeters) reconstruction of event position
vertex, which is important for a 10m scale detector for the rejection of background based on
event position.
The draw back of LS is its low light yield, which could be compensated by higher coverage of
high QE PMTs and/or Winston cones. Recent development of LS selects Linear Alkl Benzene
(LAB) as solvent in place of PC, giving a light yield 50%-75% higher (LAB undiluted)[108].
Furthermore the R&D of JUNO collaboration reports the improvement of manufacturing of
LAB can produce an attenuation length up to 25m1. KamLAND2, the next generation of
KamLAND, will also use LAB in place of PC.
4.5 Chimney
The neck of the detector consists of three SS concentric cylindrical volumes of 2, 3, and
4 m in diameter. The longest cylinder stretches 6.7 m from the base of the glove box to the
balloon, while the other two cylinders stretch to the acrylic and SS outer sphere. Each of the
three cylinders contain emergency overflow piping for the inner liquid volume and the height
of the liquid is monitored to within 1 mm accuracy. The neck region contains the passages
for cabling, thermometers, liquid level, pressure and rope tension monitors, CCD cameras,
and other connections as well as all the piping for filling the different detector volumes (BOO,
BOI, LS).
This dead volume is constantly flushed with boil-off N2 and acts as a fire retardant for
the flammable LS as well as inhibits adsorption of oxygen and 222Rn by the LS. To enhance
detection of muons that pass through the neck of the detector, 6.5-inch PMTs are mounted
at the top of the neck, which look down through the N2 blanket into the LS. Furthermore,
there are 16 and 8-inch PMTs distributed throughout the BOO and BOI regions in the neck.
Entrance into the active volume is gained through a 15.24 cm access flange and gate valve at
the neck of the detector. Sitting on top of the neck is a hermetically sealed glove box which
houses the calibration system. Access into the glove-box is gained through a transfer box
which is continuously flushed with ultra-pure N2.[109]
4.6 DAQ
Often abbreviated as DAQ, data acquisition system is a set of electronic devices recording




We have two set of DAQ’s, one is ATWD + KamFEE, the other MoGURA. ATWD +
KamFEE is the original DAQ for KamLAND, MoGURA is a new DAQ system designed to
overcome the limitations of ATWD + KamFEE.
KiNOKO is developed by ENOMOTO Sanshiro[57, p. 71] in C++ as the main DAQ
software system for KamLAND.
It features at a distributed infrastructure to read data from FEE and save data for further
process. The software of DAQ system need to respond DAQ electrons in real time. The
documentation of KiNOKO can be found in its website1.
4.7 FEE
The main DAQ is done by FEE, which stands for Front End Electronics. Front End have
the meaning as opposed to Back End DAQ computer systems.
ATWD is Analog Transit Waveform Digitizer designed by LBNL. Like its name it is the
main analog to digital converter (ADC) in KamLAND. Each ATWD chip has 4 channels
for different gains, where each channel has 128 × 10 bit samples, sampling interval being
approximately 1.5ns.
When ATWD is turned on, it continuously hold the signal in its capacitors. New signal
just overwrites the old ones, cyclically. If a signal of capture arrives, ATWD stops the sampling
and hold the analog signal in its capacitors. If digitize command comes, the held analog signal
is digitized, during which ATWD cannot record anything. This period is called dead time.
The digitized signal is handled by a FPGA chip, which controls ATWD operation. The
command capture is issued by FPGA chip locally based on the discriminatory circuit on board.
FPGA collects the hit information and sent it to trigger board. If the trigger board decides to
takes the waveform, it broadcasts the command acquire to FEE FPGAs, which in turn send
digitize command to ATWD. The collect waveform is sent to buffer in FEE, and got by DAQ
computer system via VME bus. This is a complete circle of data acquisition.
The FEE board is shown in Figure 4.6.
The trigger board get the hit information from FEE and decide when and how to take
data. The trigger system is nicely summarized by ENOMOTO Sanshiro[57, p. 65]. After
purification, we have lowered the trigger threshold to get low energy events[109, p. 32].
This DAQ system is usually referred as FBE for Frontend Berkeley Electronics after the
introduction of MoGURA.
1http://www.awa.tohoku.ac.jp/~sanshiro/kinoko/index.html, retrieved at Fri Aug 26 12:24:50 JST 2011
47
Figure 4.6: KamLAND Front End Electronics[57]
4.8 MoGURA
In order to observe the signals after muon, a new set of DAQ system called MoGURA
(Module for General-Use Rapid-Application) is developed. Its main feature is to use mod-
ern FPGA and ADC technology to provide data acquisition with no dead time. The main
components of MoGURA DAQ board is shown in Figure 4.7.
Figure 4.7: MoGURA DAQ board
The main working cycle of MoGURA is similar to that of FBE, while MoGURA has special
features as 1
1http://www.awa.tohoku.ac.jp/~sanshiro/mogura/BerkeleyReview, retrieved in Fri Aug 26 12:21:39 JST
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• Quick baseline restoration, by the introduction of BLR
• Dead-time free recording of successive signals (up to ∼ 200 hits within 1µs)
• Long trigger decision time tolerable (up to ∼ 10µs)
• On-board data reduction, aka. zero suppression
• Complete synchronization with GPS time
• Stand-alone (single card) operable
MoGURA is installed in 2009 besides the main FEE system, and started regular data
taking from 2010.






In the view of information theory, each detector is a communication channel from nature to
human mind. The raw data collected by DAQ are redundant in representing this information.
Thus a compression algorithm is required to reduce of amount of data while faithfully keep
the relevant information.
There are two set of tool of analysis, namely KamLAND Analysis Toolkit (KAT), used by
Japan, Tennessee and Alabama groups and AKAT used by other US collaborators. The two
sets of toolkit share common concepts and outlines, but differ in algorithm and coding details
as well as statistical models. The difference is a consequence of policy and taste, and serves
as a cross check for the analysis works. The author uses KAT in this work, therefore we are
going to discuss only about KAT.
We record complete waveform, one example given in left of Figure 5.1. These are over-
whelmingly redundant and not so useful until we identify number of photoelectrons (hereafter
p.e.) from it. This stage is called “waveform analysis”(hereafter WA), because we are extract-
ing information from the waveform.
Figure 5.1: (left) example peaks of p.e. in the waveform (in this case there are two) and (right)
captured signal of a 40MHz sine wave for sampling frequency calibration [107]
In the next step, event reconstruction, the only used parameters are time of rising edge
(hereafter T, as the arrival time of p.e.) and integrated charge (hereafter Q, as a rough
estimate of the number of p.e.).
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In this chapter, we are going to discuss about the T and Q determination process from
the waveforms(Section 5.1). A WA algorithm based on wavelet and fitting developed by the
author is presented along with the currently used waveform analysis framework (Section 5.2).
Afterwards, a generalized algorithm for event reconstruction is discussed of which the present
tool utilized is a special approximated case. Detector calibration is for verifying the detector
response together with the validity and performance of data reduction.
5.1 Current WA Framework
This is developed in the early phase of KamLAND. A good summary can be found in [107,
p. 41].
5.1.1 Derivative Algorithm
First, the raw waveform is subtracted by a pedestal for each PMT channel collected in
the beginning of each run. The collected waveform has some unique offset for each sampling
point. This apparently fluctuation (actually stable) structure arise from the electronic effects
of ADC. When there is no input from PMT, this ADC offset of identified as pedestals.
Next, waveforms are smoothed with an average kernel. This step filters out high frequency
noise in the waveform, which is irrelevant for p.e. determination.
Next, the baseline is adjusted to zero for integration in charge inference and uniform rising
edge time detection. Baseline is identified by averaging the signal intervals with no peak.
After that, a peak finding algorithm utilizing derivatives is applied. The criteria is that
first derivative changes sign and the second derivative is negative.
After a peak is found, rising edge time (T) and area of the peak (aka. charge, Q) is
calculated. Area is normalized with the mean area of a single p.e. for each PMT.
5.1.2 WA Calibration
The sampling frequency, PMT and FBE response time and waveform (with its integral)
differ among each PMT channel, and also vary with time. To improve WA results, several
calibrations are needed.
Sampling frequency is calibrated with a internal feed of 40MHz sine wave in the beginning
of each run. The sampling interval is calculated from the collected sine wave. One example is
given in the right of Figure 5.1.
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The information of charges of a single p.e. is inferred from the single peaks in the wave-
forms. The single peaks are selected from the data with some criteria such as hit and vertex
position[107, p. 45]. For each PMT-FBE channel, charges (in the unit of ADC counts) of one
single p.e. is collected and the maximum in the resulting histogram is used as reference unit
for charge in the next event reconstruction stage. An example charge distribution of p.e. is
given in Figure 5.2 for demonstration.
Figure 5.2: Charge distribution of one PMT-FBE channel in ADC counts. The charge is then
expressed by the ratio to the reference ADC count defined by maximum in the histogram.[107]
Synchronization between different PMT-FBE channels is achieved by deploying a laser
source right in the center of LS, so that the distance from the source to each PMT is the
same. This operation is called dye laser timing calibration of PMT-FBE channels. The
output of T from WA is then the offsets that originates from the less interesting factors such
as cable lengths. Subtracting those T’s synchronizes globally every channel in the sense of
WA T output.
The determination of rising edge described in Section 5.1.1 depends on the shape of peak
in the waveform. The shape in turn, depends slightly on the total charge. In the dye laser
calibration, the resulting T-Q dependence reflects this artificial effect in rising edge determi-
nation. Such dependence is called TQ map, which is used for correction on the output of WA
algorithm.
PMT-FBE channels are monitored for abnormal behavior. When some channel is identified
as bad, it will not be used in the analysis before the source of abnormality is found.
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5.2 Wavelet and Fitting Algorithm
This work was related to MoGURA DAQ system. Being a dead-time free DAQ system, the
WA of MoGURA calls for multi-peak identification for busy periods such as 2µs after muon.
The current WA framework does not work very well in separating overlapping peaks. A new
algorithm was proposed by the author exploiting the information of peak shape by fitting.
Peak finding is achieved by a continuous wavelet transformation followed with modulus
maximum, so called WTMM [112]. The peak in waveform (left of Figure 5.1)is modeled with
convolution of a exponential and a Gaussian, shown in Figure 5.3, with the resulting function
called exGAUSS. WTMM is used to spot the discontinuity in the exponential.
Figure 5.3: An illustration of convolution of a exponential and a Gaussian. The convolution result
is the same as the density-plot for samples drawn from a exponential distribution, and can model our
single p.e. peak shape.





Ai × dexGAUS(x, µi, σi, νi) +B. (5.1)
Rising edge time is defined as the discontinuity of exponential(µi in (5.1)) and charge is defined
as the amplitude parameter (Ai in (5.1)). They are outputs from the fitting. One example is
given in Figure 5.4. Details of this algorithm can be found in [113].
This algorithm is not in production use because of its low speed of execution due to
the fitting process, which is intrinsically slower than integration in current derivative WA
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Figure 5.4: Fitting one single p.e. peak shape with exGAUSS.
algorithm. A hybrid WA framework is proposed to call derivative WA algorithm by default
and call the fitting algorithm when the former could not return a satisfactory result.
5.3 Event Reconstruction
The event reconstruction is a process in which the timing and charge information of each
PMT is used to infer a physics event.
The energetic cosmic µ’s are track-like events, and are handled by muon fitter. It exploits
the earliest rising edge of each PMT to reconstruct the µ track under the Fermat principle
of geometrical optics[114, p. 78][103, p. 68][115, p. 43]. The output is used for µ induced
background rejection.
The lower energy events less than 20MeV are point-like, and are handled by a different set
of reconstructors, often called event reconstruction or simply the fitter in a narrow sense. By
inspecting the total hit and total charge of the PMTs, it is possible to judge the event energy
roughly. The problem of such an estimator is its dependence on event position. The main
purpose of event reconstruction is to eliminate such dependence, giving a more accurate esti-
mation of energy. Event position is also obtained as a by-product, and is useful for developing
selection rules (Chapter 8).
The present event reconstruction algorithms, V2 the vertex reconstructor for event po-
sition and A2 the energy reconstructor for event energy, are developed around 2005-2006
[116, 117][118, p. 94]. The main feature is combining the energy estimation on PMT hit and
change, making possible the unification of energy scales of KamLAND between charge and
hit dominated events above and below 1MeV to 2MeV in visible energy (Chapter 6). As a
consequence, the geo-ν̄e gets possible to be treated consistent down to the energy threshold of
IBD (ν̄e energy of 1.8MeV, or e+ energy of 0.9MeV)[118, p. 31]. The performance of V2 and
A2 has been studied by calibrations[104, p. 70][85, p. 70][119, p. 52] (Section 5.11).
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The vertex and energy reconstructions are correlated. By unifying them, the programming
and conceptual complexity could be lowered so that turning the parameters become easier,
more straightforward and backed by real process. By doing it right from bottom-up, Some
extra resolution and bias performance could be obtained as a by-product. The model and
algorithm of unified vertex and energy fitter, so called va3, is presented in the following
sections. This has not been reached production yet. The analysis of ν̄e carried out is still
based on V2 and A2.
5.4 PMT charge
The charge of PMT depends on number of photo-electron (PE). The PMTs (Hamamatsu
20inch and 17inch) used in KamLAND have a good linear response.
5.4.1 17 inch PMT
The charge of 1 PE can be modeled with a normal distribution. Assuming different PE’s





qi, qi ∼ N (µq, σq)




In KamLAND, µq is normalized to 1 on every PMT, and σq is fitted with all the PMTs on
average to be 0.39 1. Note that q>0, and the probability of q<0 in Equation(5.2) is ignored.
After all, it is better treated in the following Equation(5.4).
N, in turn, is described by a Poissonian of intensity λ, also called the occupancy factor.
Noting when N=0, q=0, the probability being e−λ, the cumulative distribution function(CDF)
C(q|λ) and the probability distribution function(PDF) c(q|λ) of the resulting compound Pois-



























where δ(q) is the Dirac delta function, and Φ(q) is the CDF of the standard (µ=0, σ=1)
normal distribution.
1The number literally comes from the source code of KatEnergyA2.cc originally by M. Batygov as 0.385861.
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In KamLAND, the hit of a channel refers to the charge of the channel crossing a certain
threshold. A charge threshold of 0.3 for every single PE is imposed on the front-end electron-
ics(FEE), and a total charge of 0.3 for all the PE’s on offline data analysis. Formally, the hit
in these two cases are defined as ∃i, qi > 0.3 and
∑N
i=0 qi =: q > 0.3 respectively. The non-hit











= e−0.9652λ(µq = 1, σq = 0.39)
, (5.4)
Note that Z̃(λ1 + λ2) = Z̃(λ1)Z̃(λ2).
The leading orders of Φ in the summations of Z and Z̃ are calculated in Table 5.1. In
KamLAND, λ = O(1), the common terms of N = 0, 1 dominates. Therefore for simplicity,
we use Z and Z̃ interchangeably from now on. Evaluating Z and Z̃ numerically to 1× 10−50
confirms our speculation even to λ ∼ 100, as in Figure 5.5.
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comparison of Z̃ and Z
Z̃
Z
Figure 5.5: comparison between Z and Z̃
5.4.2 20 inch PMT
In contrast to its 17 inch counterparts, 20 inch PMTs do not have a clear 1 PE peak,
and are not eligible to be modeled with a normal distribution. The charges of 20 inch PMTs
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have been normalized to the surrounding 17 inch PMTs. The expected charge of 1 PE is 1.
Without a well defined peak, by the maximum entropy principle, the charge distribution of 1








q ∼ Erlang(N,µq), f(q) =
qN−1e
− qµq
µNq (N − 1)!
, (5.5)









µNq (N − 1)!
. (5.6)
Exponential distribution has a large concentration near 0,∫ 0.3
0




Each event has a light curve ψ(τ), where τ is the time offset from an arbitrary reference
point (taken as ∼ 50 ns before rising edge in KamLAND) in the light curve. ψ, however, get
distorted by the occupancy effect depending on λ, into ϕ̃(τ |λ), the normalized distorted light
curve (Equation(10) of [120]),
ϕ̃(τ |λ) = λψ̃(τ)
1− e−λ
e−λΨ̃(τ).
occupancy effect is essentially that if one p.e. is detected in a channel, the following p.e.
will be ignored by the WA algorithm deployed for FBE. Only the timing of first p.e. is
recorded. Therefore the timing distribution ϕ̃(τ |λ) is biased to earlier than ψ̃(τ). Figure 5.6
visualize this effect, λ assumed to be 1.
5.6 Variables
Two measurables are given by a hit PMT, tp, the time (more precisely, rising edge of the
first PE), and qp, the charge.
(τ, λ), intermediate variables, depends on the event space-time si := (t, r) and visible

















Figure 5.6: illustration of occupancy effect on light curve
ables) and location (rp, detector constants),





Rp = r− rp
, (5.9)
where λ0 is the component of λ that does not depend on Rp or E, Rp = |Rp| is the norm of
vector Rp. The light speed is normalized to 1 for simplicity.
In KamLAND, λ0 is modeled with light attenuation of LS including scatter and absorption,
the incident angle of photon to PMT, the Kevlar rope shadow effect on PMT, and some
unknown z-asymmetry effect modeled empirically. These factors do depend on Rp. They just
vary so slowly that their contribution to the gradient is ignored for simplicity.
5.7 Dark Charge and KamFEE Window
Dark charges are observed in PMTs that are not related to any known physics events
originating from LS. They are speculated to be of electronic noise or thermal-excited electrons,
and are modeled with a constant rate, the rate coefficient δ (PE/ns) being taken as an average
of over vacant time windows of each run[115, p. 63]. It is of order 10−5 PE/ns.
Dark charge is introduced in the probability model by taking the substitution scheme of
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Equation(11-13) from [120],





λΨ̃(τ) + δ(τ − τi)
λ+D
, (5.10)
where τ − τi = tp − ti is the PMT hit time(tp) offset from the earliest time(ti) at which an
FBE could have been triggered, i.e. the time window permitting a dark charge to be recorded.
It has two components accordingly, To, the first rising edge relative to the beginning of the
waveform, and the launch offset, labeled by ξ clocks, the clocks between launch command
(beginning of the waveform) and the digitization command from trigger. (Figure 5.7) [88,
p. 31]
Figure 5.7: Event timing of KamFEE. ti/tp and τi/τ are time coordinates relative to KamFEE and
light curve respectively, the difference being up to a constant offset.
KamFEE have at most 13 launch offsets of 25ns(Tc), and a waveform length (Ta) of about
192.768(=128 × 1.506)ns. The total time window (Tb) for the launch command to initiate
waveform recording is 350(=25 × (13+1))ns. [121, p. 20] Therefore τ ∈ [τi, τi+Tb] and D, the
expected number dark PE within Tb, is δTb, and ξ ∈ {−13,−12, . . . ,−1, 0}.1 The waveform
has to have a hit within first clock to get recorded, To ∈ [0, Tc].
Based on the designed efficiency of the DAQ system, ψ(τ) falling outside Tb is ignored.
1The KamFEE later changed this scheme and shifted ξ 4 clocks earlier, in order to use the waveform before




= λΨ̃(τ) + δ(τ − τi)
Ψba := Ψd(b)−Ψd(a)
= λ(Ψ̃(b)− Ψ̃(a)) + δ(b− a)
Ψτ := Ψτ−∞ = Ψd(τ)
. (5.11)
The probability density of KamFEE taking a waveform of charge q at τ is the probability
of non-hit in previous τ − τi multiplied by probability density of observing charge q in the
remaining waveform [τ, τ − To + Ta], minus the probability density of charge q concentrated
away from τ by an infinitesimal η in the waveform [τ + η, τ − To + Ta]:















, η → 0 (5.14)
.
Starting from requiring there to be a hit in [τ, τ+η], Equation(5.12) could also be obtained
from





τ+η )− Z(Ψτ+ητ )A(q|Ψ
τ−To+Ta
τ+η )
=A(q|Ψτ−To+Taτ )− Z(Ψτ+ητ )A(q|Ψ
τ−To+Ta
τ+η )







where ∗ stands for convolution by q, A(q|λ) is the short-hand notation of the compound
distribution. A(q|λ1 + λ2) = A(q|λ1) ∗A(q|λ2).
Writing Equation(5.12) explicitly,






, η → 0 (5.16)
=ψd
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Having Z(a+x)Z(b) = Z(a+b+x) = Z(a)Z(b+x), differentiating by x and letting x = 0,






Z(Ψτ )Z ′(Ψτ−To+Taτ ) + Z
′(Ψτ )(1− Z(Ψτ−To+Taτ ))
]
=− ψdZ ′(Ψτ )
(Z ′(Ψτ )Z(Ψτ−To+Taτ ) = Z(Ψ
τ )Z ′(Ψτ−To+Taτ ))
≈ψde−Ψd (ignoring threshold effect)
=(1− e−(λ+D))ϕ̃d(τ |λ) =: ϕd(τ |λ)
(5.18)
in which ϕ̃d is from Equation(14) of [120].
The probability model including dark charge is,
Pr(τ, q|λ) =
 Z(λ+D) , non-hitH(τ, q|λ)dτdq , hit (5.19)




























Thus Equation(5.19) is properly normalized. It is even more obvious from Equation(5.18).
Equation(5.19) can be rewritten in the likelihood form,
L(τ, λ) =
 Z(λ+D) =: Ln(λ)H(τ, λ) , (5.21)
q, being a measured quantity, is ignored in the notation. Ln represents the likelihood of
non-hit, respectively. H holds the form as Equation(5.15).
62
5.8 Gradient
The gradient of Ψd calls for special attention. As τ − τi = tp − ti, it does not depend on








Similarly, τ − τi in quantities like ϕ̃d, Ψ̃d, should be treated as constant.
From Equation(5.4),
lnZ = −0.9652λ (5.23)
(lnZ)′ = −0.9652 (5.24)
,
For 20 inch PMTs,
lnZ20 = −0.741λ (5.25)
(lnZ20)
′ = −0.741 (5.26)
, The following calculates 17 inch only. For 20 inch, replacing 0.9652 with 0.741, and c(q|λ)
with c20(q|λ) will do.
The derivative of (τ, λ) over (t, r, E) is,
∂(τ, λ)
∂(t, r, E) =
−1 −R̂p 0




a 2× 5 matrix, where R̂p := RpRp is the unit vector of Rp.
Chain together,
∂lnLn
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which can be calculated by referring to Equation(5.27).
5.9 The Ignored







































Let’s take a closer look at ϵ := 2Rp (1− λΨ).
First, Ψ ∈ [0, 1]. Taking Ψ on average ∼ 0.5, and λ less than 2 for low energy events,
ϵ > 0. ϵ therefore contributes in Newton method as a term (according to Equation (18) in
[120]) of,
−B−1∇lnL ∼ B−1ϵR̂p (5.32)
In a well-posed maximum likelihood problem, lnL is concave and B < 0. Therefore
B−1ϵR̂p is antiparallel to R̂p: towards the PMT and away from center. Ignoring ϵ creates
a fitter bias towards the center.
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Second, R̂p cancels out each other for opposite PMTs. The more away from center the
event is, the more unbalanced the PMT hits, the more this bias manifests.
Third, ϵ is of order 1Rp and Rp > 250cm for a 6m fiducial volume. In v2, multiplying



























∂(t, r, E) (5.35)
where λp is understood as λ0R2pE, as in Equation(5.9). Combined with Equation(5.28,5.29), the
gradient of lnL could be obtained.
5.11 Calibration
The event reconstruction has two purposes. The first is to make spatial inference to the
physical events. The second is to infer an equivalent total charge or visible energy, so that the
inferred visible energy is independent of event position. Because events at the center of the
detector have the best symmetry, they are made as the reference of such visible energy scale
(Section 6.3). These two are direct measures to the performance of an event reconstruction
algorithm. In addition, having well-known energy a priori, calibration sources are necessary
to pin down the relation between real energy and visible energy.
Calibration at KamLAND deploys various radioactive sources at selected positions of the
detector, listed in Table 5.2. Generally sources of monochronic energies are desired. Therefore
the sources are mostly γ emitters from fast de-excitation of a daughter nuclei from a first
relatively long decay, mostly β for electron capture (EC).
Exceptions are 241Am9Be and 210Po13C. 241Am9Be serves mainly as a neutron source from
reaction 9Be(α,n)12C, with 241Am as an α emitter. The signals are the LS neutron capture
events on proton (2.2MeV) and 12C (4.4MeV). 210Po13C is dedicated to study the branching
ratios of 13C(α,n)16O, a major background for ν̄e (Section 7.2).
65
Table 5.2: summary of calibration sources used in KamLAND
source decay daughter 2 decay radiation energy[MeV] half-life
203Hg β 203Tl Jπ : 32
+
γ 0.2792 46.612d
7Be EC 7Li Jπ : 12
−
γ 0.477595 53.22d
85Sr EC 85Rb Jπ : 92
+
γ 0.5140048 64.849d
137Cs β 137Ba Jπ : 112
−
γ 0.6616 30.07y
65Zn EC 65Cu Jπ : 52
−
γ 1.1116 244.3d
68Ge EC 68Ga β+ γ 2× 0.511 270.8d
60Co β 60Ni 4+, 2+ γ 1.1732, 1.3325 5.271y
241Am9Be α 9Be(α, n)12C 12C : 2+ γ, n<10 4.4 432y
210Po13C α 13C(α,n)16O 16O : 3− γ, n<7.5 6.13 22y
In KamLAND reactor phase (2002.3-2007.5) and solar phase (2007.7-2011.8) (precisely
defined datasets are given in (Section 9.3) except during two purifications (2007.3-8, 2008.6-
2009.2), calibrations are carried out every two weeks. In solar phase after purification, a more
stringent purity was required. Although it was intended to use the full volume calibration
system, codenamed 4π [122], to perform regular z-axis calibrations after its first commission
in early 2007, it has been found the 4π system was not 222Rn tight enough[109, p. 95]. A new
calibration system, MiniCal[123], was developed in place of Z-axis System used in 2002-2005,
and 4π. Another around of 4π calibration was only performed before the end of solar phase
in 2011.6-7.
The upper of Figure 5.8 shows the calibrations of Co and Ge in reactor phase. The two
sources are usually deployed together as a composite source to save calibration effort, because
the γ’s from the two are well separated (Table 5.2). Co and Ge are the most often deployed
sources used to monitor the detector stability, especially energy scale. Co emits two γ’s of
similar energies (Table 5.2), which checks the linearity of the energy scale. As a e+ source, ge
calibrates the prompt e+ event in IBD. A range of −600 cm to 600 cm is covered along z-axis.
The other sources are shown in the lower of Figure 5.8.
In solar phase, 85Sr was introduced to calibrate 85Kr background, because they share the
same daughter 85Rb. 7Be was for 7Be solar ν background of electron capture γ from 7Be
isotopes produced by spallation[104, p. 162] 1. The deployment plot is shown in Figure 5.9.
In zen phase (2011.8-now), only a ThO2−W source is deployed in the beginning to pin
down the energy scale around 2.6MeV mainly for Xe-load LS. Because a mini-balloon is
installed at the center of the detector, z-axis calibrations have not been performed. There
is on-going effort in KamLAND-Zen collaboration to adopt MiniCal inside the mini-balloon.
1donot confuse 7Be solar ν with 7Be nuclei
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Figure 5.8: calibrations in reactor phase: upper: Co, Ge; lower: other sources
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Figure 5.9: calibrations in solar phase: upper: Co, Ge; lower: other sources
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The main difficulty is from the small diameter of the mini-balloon neck.
5.11.1 Z-Axis Calibration
Positional bias or vertex bias is estimated by the difference between the known z coordinate
of the source and the central value of z coordinates of the fitted events, assuming normal
distributions. Fitted σ of the normal distribution is called resolution. Usually O(105) events
are collected by the prescaled trigger, the prescale ratio customized to cope with radioactivity
of a source.
Figure 5.10: positional bias along z-axis: reactor(upper) and solar(lower) phases
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Figure 5.10 shows the positional biases for reactor and solar phases. In the Figure, AmBe
represents 2.2MeV neutron capture on proton, BeC represents 4.4MeV neutron capture on
12C, Po represents a mix of pair creation from first excited state of 16O and neutron scatter
on proton, and PoC is 2.2MeV neutron capture on proton. For each group of calibration, only
the bias relative to that at z = 0 is plotted. Because the vertex bias affects the final result
through volume uncertainty, a global offset of vertices does not matter.
Figure 5.11: energy bias along z-axis: reactor(upper) and solar(lower) phases
An energy spectra of a peak in a calibration source is fitted with a Γ distribution, the fitted
mean and the standard deviation represent central value and resolution respectively, similar
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to normal distribution. The energy bias is defined as the difference between a central value
and that at z = 0 of the same calibration group, thus by definition z = 0 calibrations have
zero bias. This definition focuses on the position dependence of the reconstructed energy of
the same source. The absolute reconstructed energy is studied as energy scale (Section 6.3).
Figure 5.11 gives the energy bias of reactor and solar phases. The energy of neutron-proton
scattering, and thus “Po”, does not necessary have a peak so as to show a large energy bias
in Figure 5.11.
The vertex and energy bias are also discussed in detail in [115, p. 70] and in [104, p. 71,87].
The resolutions are fitted from therein to be 6.1% (reactor phase) and 7.0% (solar phase)
×
√
E/[MeV] for energy, and 11.7 cm (reactor phase) and 13.8 cm (solar phase) ×
√
E/[MeV]
for vertex. The degradation of resolution is due to light yield decrease found after purification.
5.11.2 Full-Volume Calibration
Away from z-axis, the vertex and energy reconstruction is checked by 4π calibrations.
The 4π campaign at the end of reactor phase had shown a relative bias < 3 cm within 5.5m
radius, see a detailed discussion in [103, p. 76]. The absolute bias, believed not to affect fiducial
volume, had not been abscessed.
The 4π calibration in the end of solar phase is used to present the basic principles involved.
Hardware details are documented in [122], with the illustration and definitions reproduced in
Figure 5.12.
Figure 5.12: 4π system: deployment (left) and schematics (right)
First a robust linear fitting is applied to xy-plane projection (left of Figure 5.13), the fitted
direction defined as h, a robust linear fitting is then applied to hz-plane (right of Figure 5.13)
to determine the orientation of the pole.
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Figure 5.13: 4π calibration: determination of the orientations in xy-plane (left) and in hz-plane
(right)
With the input from geometry of the pole and length of the two cables, positions of the
pin and main sources along the pole and the pin source in the pivot block (Figure 5.12 right)
are calculated. They are compared with their reconstructed positions.
Figure 5.14 shows vertex biases for different main sources and pin sources. “bigPin”
represents a pin source on the far side of the pole. These are absolute biases, therefore
depends on the mechanical model of 4π. Actually, the pin sources has larger biases, hinting
bent poles by gravity and buoyancy. The raw agreement is within 8 cm.
Figure 5.14: 4π calibration: vertex bias(left) and that with a 90° turn of the xy-plane(right)
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Figure 5.15 shows the energy biases of the main sources. “pmtH” and “pmtZ” of the axis
labels mean the reconstructed positions. “DeltaE” is in the unit of MeV. There is a general
trend from the plots that the bias has a jump outside 5m radius, confirming z-axis calibrations
(Figure 5.11). The events of large radius will be the main point of improvements to event
reconstruction. The 4π system gives a large bias almost by definition, because the present
fitter v2 and a2 were tuned with z-axis calibrations.
Figure 5.15: 4π calibration: energy biases for different sources
Quantitative evaluation of vertex and energy biases with 4π calibration for solar phase are
not carried out because qualitatively the trend of the biases are similar to that of the reactor
phase. There is on-going effort to carry out the evaluation together with the development of
new event reconstruction algorithm.
5.11.3 Passive Calibration
Passive calibration, or similarly, self calibration, are the events that are not from calibration
runs but could be leveraged for the purpose of calibration because of well restricted position
or energy. In zen phase since 2011, such passive calibrations dominates the detector response
monitoring.
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On the balloon of KamLAND, 40K and 208Tl events are visible as peaks (Figure 8.4). Such
events has well defined energy and radius, therefore can constrain both vertex and energy
biases [115, p. 89]. Actually, the entire energy scale is defined by 40K in each run (Section
6.4.2), in the sense that it is used as a default energy correction to compensate time variation
of the energy scale.
Many spallation products are calibrators. Neutron can calibrate energy. 12B and 12N are
used to check fiducial volume stability by assuming uniform distribution[104, p. 140].
The contamination of 222Rn brings in 214Bi-214Po pairs. They are identified by delayed
coincidence[104, p. 152], and are used to define the energy scale of Xe-LS together with
spallation neutron and 208Tl decay from ThO2−W[124, p. 74][125, p. 65].
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6 Energy Scale
KamLAND is a scintillation detector. The visible energy of the detector is determined
by the energy and type of the passing particle. Along with the history of KamLAND, the
concept of energy scale has been evolved into a fairly complex one. To understand the detector
response and document the present study in the most comprehensive style, it is worth a whole
chapter devoted to clarifying the concepts, and to examine the rational and practice of every
energy correction applied in the data processing stage that may affect the final energy spectra
being fitted against.
6.1 Particle Energy to Visible Light
The passing particles, for example α, β and γ rays from radioactive decay and µ s from
cosmic ray, excites the LS by doping its energy into it. The LS then fall back to the ground
state by emitting visible light.











where Y is the light yield, dEdx is the energy loss of the particle per path length, and kB is
Birks’ constant which is ∼ 1 g/cm2/MeV [88, p. 70] in KamLAND.
6.1.1 Alpha
The α particles found in KamLAND are from α decays of 210Po, 214Po(daughters of 238U
and 222Rn), and 212Po (daughter of 232Th).
α particles have a high ionization power ∼ m(Ze)
2
Ek
compared to β at the same energy
because of its higher mass and charge. From Equation 6.1 the light yield get smaller when
dE
dx gets larger. α particles are heavily quenched.
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6.1.2 Electron and Positron
β decays (like 210Bi) and β+ (like 11C) decays give e− and e+ respectively. Being anti-
particles to each other, the ionization power of the two are similar.
The e+ then annihilate with bound e− and gives two γ’s, so that the energy scale of e+
always starts from 1.022MeV, energy of the 2 γ’s.
6.1.3 Gamma
γ’s interacts with matter through photoelectric effect (<50keV), Compton scattering (∼
1 MeV) and pair production.[129] In the energy window interest to KamLAND, Compton
scattering is the dominant process. The γ photon leaves a track of electrons when it is passing
though the LS. The energy of latter is in turn absorbed by the LS and transformed into
scintillation light.
Therefore unlike charged particles which lose energy to LS gradually by ionization, γ’s
energy are lost in quanta to electrons by steps.
6.1.4 Cherenkov
In addition to scintillation, Čerenkov radiation is electromagnetic radiation emitted when
a charged particle (such as an electron) passes through a dielectric medium at a speed greater
than the phase velocity of light in that medium. The refraction index KamLAND LS is about
1.4 at ∼ 11 ◦C. In the order of ∼ 1 MeV, Cherenkov radiation is small. For higher energy of
GeV scale, like cosmic µ, Čerenkov light dominates.
6.2 Visible Light to Photoelectrons and PMT charge
The light produced then propagate through the LS and gets detected by the PMTs. An
important quality of LS is being transparent to its own scintillation light. The residuals,
however, exist as scattering and absorption-remission. The light is attenuated by those.
The attenuation can be modeled by an exponential law depending on the distance L
traveled as e−
L
L0 , in which L0 is called the attenuation length. This effect is accounted by the
event reconstructor (Section 5.3), together with other factors, a visible energy independent of
position is inferred.[107, p. 61][114, p. 65][103, p. 58][85, p. 67]
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6.3 Overall Parameterization
The function of visible energy depending on real energy and particle type is called the
energy scale. The most recent comprehensive study of energy scale is conducted by Tadao
Mitsui [130]. Here we sketch some core concepts, and encourage our reader to look into the
reference for details.
For different kind of particles, dEdx in Equation (6.1) is estimated with a Monte
Carlo(hereafter MC) simulation, usually with GEANT4 from CERN.
There are also unknown factors like thermal noise from the LS or electrons possibly con-
tributing to the visible energy. They are accounted as dark charge or Edark.
In short, the energy model is
qx(E, kB , Csci, Cche, Edark) = Csciscix(E, kB) + Cchechex(E) + Edark, (6.2)
where Csci and Cche are the coefficients of contribution from scintillation and Čerenkov radia-
tion respectively, qx, scix and chex are visible, scintillation and Čerenkov energies respectively.
x is electron or gamma, positron is modeled same as electron apart from the annihilation gam-
mas.
Calibration sources (Section 5.11) are used to pin down the parameters, kB , Csci, Cche, Edark.
e–, γ and e+ modeled together, they constrain each other to form a uniform energy scale. They
are summarized in Figure 6.1, adopted from [103, p. 95] and [104, p. 100].
Figure 6.1: energy scales, before(left) and after(right) purification
This parameterization is deployed to calculate the expected observable spectra of signals
and backgrounds.
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6.4 Visible Energy Normalization
The KamLAND collaboration has carried out two purification campaigns from March 2007
to August 2007 and from June 2008 to February 2009. It resulted in decrease of light yield of
the LS for about 15% (citation needed). The visible energy, being proportional to the light
yield, also decreases.
The KamLAND analysis of ν̄e is carried out in terms of visible energy, then converted to
positron energy. In order to make a global fit across data from before and after purification
without making multiple energy spectra. The energies are transformed or corrected by vertex
and time[85, p. 57] so that the sources before and after purification have the same central
values. In this circumstance, the degradation of light yield is modeled only with an increase
of energy resolution, which is encoded in the quench factor (or equivalently quenching factor)
fQ.
6.4.1 Quench Factor
The quench factor is estimated in the following steps for each run:
1. for a point r = (x, y, z) in the detector, three kinds of energy correction factors are
calculated. Define the radius R := ∥r∥, and the radial distance ρ :=
√
x2 + y2.
• z factor, as a function of (t, R, z), the energy deviation from the center z=0.
• off z-axis factor, as a function of (t, ρ, z), the energy deviation from the central axis
ρ = 0.
• time factor, as a function of (t, R), the overall time variation.
• The three factors are multiplied together to be defined as position-dependent quench
factor fQ(t, r)







where {ri} is a mesh of 100× 100× 100 samples drawn equidistantly from r3, cosθ and
ϕ in spherical coordinates (r, θ, π) inside the volume of R < 6m.
The calculated fQ(t) is plotted in Figure 6.2. The decreasing trend before 2007 is due to
the increasing of PMT gains. The two discontinuities in 2007 and 2008 are because of two
rounds of purifications. The spread of fQ(t) after purification is understood to be caused by a
boundary from incomplete cycle of one round in the second purification campaign[88, p. 65].
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Figure 6.2: time variation of quench factor; the red lines represent the upper and lower bounds of
samples
6.4.2 The Normalization
Peak of 40K from balloon is fitted in every run, the visible energy is then scaled linearly
to make the peak of 40K to be at 1.387MeV. The number is in fact arbitrary, and is chosen
by historical reason only.
This normalization is also used for normalizing the gradual, systematic change of energy
scale.
6.5 Energy Scale Uncertainty
The energy scale uncertainty, encoding the spectra distortion of energy scale, is estimated
by the maximum shifted contour around the central value when varying all the parameters.
By also including the fission-IBD cross section and energy spectra, the numerical uncertainty
is recorded as a set of energy dependent relative uncertainty[114, p. 185], the shape of which


































Figure 6.3: reactor fission-IBD cross section and flux modulated relative energy scale uncertainty
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7 Background
Background study is essential, especially for particle counting experiments. You cannot
understand your signal if you do not understand the background first.
Most of the discussion of backgrounds overlaps with event selection (Chapter 8). The rules
of event selection is deduced so that the affect of contamination from background to the signal
is minimized. Therefore, the severity of a background depends on what set of event selection
rules is used. This is usually an iterative process of studying the background, refining the
event selection, studying the remaining background, adding another event selection rule to
counteract the remaining background…, etc.
The KamLAND collaboration has been refining the background and event selection study.
In the following two chapters, these studies will be reviewed, with cross references thanks
to the iterative and mutual dependent nature of the two topics. Table 7.1 summarizes such
correspondence.
Table 7.1: relations between backgrounds and event selection rules
background event selection
nonphysical flasher and noise (Section 8.7)
unknown detector response cosmic µ (Section 8.1)
single, accidental (Section 7.1) delayed coincidence (Section 8.2)
accidental (Section 7.1) fiducial volume and likelihood (Sections 8.3 8.4)
8He/9Li (Section 7.3) showering µ (Section 8.1)
(α, n) (Section 7.2) -
7.1 Accidental Coincidence
As its name suggests, accidental coincidence or simply accidental is a pair of events without
intrinsic connection but accidentally passes the delayed coincidence (Section 8.2) selection
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criteria. The rate of accidentals can be calculated from the single rate and the selection rules.
It can be cross checked with off time coincidence, using a time window outside that of the
delayed coincidence, exploiting the fact that accidental rate does not depend on the time
difference of the event pair but only the length of the time window.
The accidental rate is proportional to both the single rates of the prompt and delayed
events. Therefore around the balloon edge where the single rate is high, the accidental rate also
inflates. Fiducial volume (Section 8.3) selection, taking account of only the spatial distribution,
and likelihood selection (Section 8.4), a set of sophisticated selection rules considering energy,
space, time and spatial difference, are deployed to cope with the accidentals.
It is worth to note that, because all the selection rules have prompt energy in the energy
scale of e+ and the delayed one in visible energy. The energy of prompt event in the accidental
pair is converted from visible to positron. By convention, the positron energy is always larger
than 1.022MeV (Section 6.1.2). To convert from a visible energy which is not e+ to e+ energy
scale, the lower energy threshold of 1.022MeV does not hold any more. The e+ energy scale
has thus been hacked to extrapolate until 0.5MeV to cover this fake energy scale conversion.
After passing though the selection rules, the accidental rate is estimated off time.
Dacc := D0 ∧ T21 ∧ R2
The accidentals are selected as C ∧ L ∧ Dacc 1. C is defined in 8.7. Then a scaling factor
of 1−0.000520000−10 normalizes the time window difference between T21 (10m,20)s and ∆T 15 (0.5µ,1m)
s. For L, ∆T used for the likelihood ratio input is ∆T20000 . This flux normalized accidental
spectrum is denoted by
Facc(E
+, t) (7.1)
after the time window scaling.
The spectrum of accidentals are shown in Figure 7.1. The exposure has not been normal-
ized. But the runtime lengths of the selected runs are all about 1 day.
7.2 Alpha Neutron Scattering
There are intrinsic processes that mimics the ν̄e signal. They usually involves a real
neutron capture preceeded with some other scintillating process in the energy range of e+ of
IBD. Alpha neutron scattering is one such example.
1The font faces of D,L,T are defined in the next Chapter. Apologize for the inconvenience. It is hard to
organize such interdependent topics linearly.
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Figure 7.1: energy spectrum of accidentals for typical runs of 3 phases of KamLAND
The α’s from the emitters (Section 6.1.1) get quasielastic scattered on many isotopes
producing neutrons[114, p. 137]. Of the α emitters, 210Po is the dominant, because the parents
of 212Po and 214Po are short lived, while 210Po is supported by 210Pb, a daughter of 222Rn
(Figure 2.3) and with a half-life of 22.3yr[114, p. 137].
7.2.1 Alpha Event Rate
To calculate the absolute rate of (α, n) event pairs, the activity of α’s from the emitters








where the decays of 210Bi and 210Po are correlated and could be utilized for cross check.
The rate of 210Po is fitted in the single event visible energy spectra every run, together
with other radioisotopes such as 85Kr, 210Bi, 14C. The set of event selection rules are
C ∧ Tp ∧ Vx ∧ V55,
where Tp selects only the events associated with prescaled trigger, and V55 := R < 5.5m. An
example of this spectra fit is shown in Figure 7.2.
The time variation of the fitted result of 210Po α decay and 210Bi β decay is plotted in
Figure 7.3. The rate of 210Po decay is then interpolated by time from the adjacent two runs,
with a similar effect of a moving average smoothing.
The α rate is denoted by,
Rι(t), ι ∈ {210Po, 212Po, 214Po}
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Visible Energy [MeV]




















 / ndf 2χ  28.4 / 45
Bi  210 3  0.3 mBq/m±  0.7 
Kr   85 3  0.3 mBq/m±  0.1 
Po  210 3  0.2 mBq/m±  4.7 
       µ   1.2 keV± 275.5 
    σ  1.3 keV± 35.2 
C    14 3 0.02 Bq/m± 0.23 
    α  16.1 %± 3.5  
Cα  0.1 %± 10.9  












































































































































































































































































































































































































































































































































































































































































































































































Figure 7.3: radioactivity time variation of 210Bi and 210Po, within 550cm radius
Note that the fiducial volume in the single spectra fitting is R < 550cm. Because 210Pb
is most likely to be concentrated on the balloon, the 210Po decay rate outside 550cm radius
is higher than the inside. But at this stage for simplicity, the α decay rate is fitted within
550cm, and assumed to be uniform throughout the detector. This assumption, however, is
not justified, and the different of rates between 550cm and 600cm cuts are taken as systematic
uncertainty[115, p. 191]. The absolute rate of (α, n) is varied combined with a penalty in the
84
final fit (Section 9.2).
7.2.2 Alpha Neutron Pair
α from 210Po is 5.304MeV, so under the isotope abundance of KamLAND scattering on
13C dominates[114, p. 138],
α+ 13C −−→ 16O+ n+ 2.22MeV
The resulting 16O could be in various excited states and give multiple prompt signals,
including e+e– annihilation, γ from excited 16O and H elastic scattering by the resulting fast
neutron. The angular dependence of neutron further complicates the picture[114, p. 141]. The
resulting prompt energy spectrum is simulated, as shown in Figure 7.4. The delayed signal
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Figure 7.4: (α, n) prompt energy spectra, before (HBP) and after (LBP) purification
Because likelihood selection is used, the expected spectrum and rate of (α, n) can only be
obtained by simulation, not much different from that in Section 8.5.
1. make lists of prompt and delayed (α, n) events by simulation. α from 210Po, 212Po and
214Po is scattered by 13C at center of the detector.
• prompt: visible energy q (Figure 7.4), ∆rp (almost no dependence on E+)
• delayed: ∆T , qd, ∆rd
2. generate uniform distributed events r0 in a 6m radius sphere. (generate within 7m and
select only those within 6m)
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3. pick every event from the lists







where fQ is the quenching factor encoding the time variation of the light yield (inverse
proportional), and I3 is the 3× 3 identity matrix.
5. determine the event vertices of prompt and delayed events,
rp = r0 +∆rp + rres(qp) (7.2)
rd = r0 +∆rd + rres(qd) (7.3)






qp ← qp + qres(qp)
qd ← qd + qres(qd)
, (7.4)
if 20inch PMTs are disabled, 0.064 is replaced with 0.072. The resolution gets worse.
• convert qp to E+p , from visible to e+ energy scale
7. apply selection rules of L ∧ D ∧ V6.1




neutron production yield, yι, capturing the cross section of (α,n) scattering and various
other factors, represents the expected number of n produced by one α. They are summarized
for different ι in Table 7.2







+, fQ(t)), ι ∈ {210Po, 212Po, 214Po}, (7.6)
where fQ(t) is quench factor fQ as a function of time from KamLAND spontaneous condition
variations and human operations.
1V6 has its effect because of the vertex resolution
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7.3 Spallation He and Li
Cosmic µ (Section 8.1) is not only itself a major background that should be rejected at all
cost, but a source of spallation backgrounds.[131]
Out of a zoo of spallation isotopes, 8He and 9Li have much longer mean lives (∼ 200ms)
than rejection rule ¬µ1 of 2ms (Section 8.1), and undergoes neutron emissions along with
β decays. [131] β as prompt and neutron as delayed events, they mimic ν̄e IBD events and
become backgrounds.
The HeLi background is estimated by the period when they are abundant, for instance,
right after a µ event. The coincidence selection for µ-prompt-delayed DLi is,
DHe :=E+p ∈ (0.9, 20)MeV ∧ qd ∈ (1.8, 2.6)MeV ∧ T15 ∧ R3
∧∆Tµ ∈ (2m, 10)s ∧ successive
(7.7)
HeLi event pairs are selected as
C ∧ L ∧ Dµ ∧ DLi
Further more Ms := Qr > 106 ∨ bµ > 100 is applied to select out HeLi associated with
showering µ; ¬Ms ∧∆Lµ < 3m is applied to select out related HeLi from non-showering µ;
¬Ms ∧∆Lµ > 3m for unlikely related HeLi from non-showering µ.
All of the selected events are fitted with an exponential decay curve with fixed mean life
257.2ms of 9Li.
As shown in Figure 7.5, the Ms ∨ ∆Lµ < 3m (showering and related non-showering µ)
selects out the HeLi event pairs together with a time window of∆Tµ ∈ (0, 2)s. This observation
motivates the ¬µ3 in Equation(8.3) and ¬µ4 in Equation(8.2) cuts to counteract against the
HeLi background. In fact,
µ3 ∨ µ4 = (Ms ∨∆Lµ < 3m) ∧∆Tµ ∈ (0, 2)s
The HeLi event pairs after all the event selections are estimated by the fitted parameters
as in Figure 7.5, by integrating the tail of exponential surviving the cut. The results are
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 / ndf 2χ  17.88 / 15
Li 9He/8  21.6± 404.6 
Offset    5.12±  9.85 
time difference from muon [sec]



















 / ndf 2χ  17.46 / 16
Li 9He/8  10.1±  72.2 
Offset    4.08± 14.61 
time difference from muon [sec]














time difference from muon [sec]














Figure 7.5: 9Li decay curve as a function of time from preceding µ. (upper left) showering µ (upper
right) related non-showering µ (lower right) unlikely related non-showering µ
summarized in Table 7.3. It worth noting that the run ranges are slightly different from the
definition of KamLAND phases in Section 9.3, Table 9.3, due to historical reason.
Table 7.3: residual HeLi events after event selection rules
run range date events livetime(yr) rate(/yr)
-6801 -20070512 18.1± 1.4 4.07 4.45± 0.34
6802-10676 20070513-20110813 11.5± 1.1 3.16 3.63± 0.35
10677- 20110814- 3.95± 0.62 1.41 2.80± 0.44
The rates are so small that the discrepancy between the rates is ignored. The final result
of ν̄e is not sensitive to this systematic uncertainty. In fact, only the central values are used
in the final fit (Section 9.2), without statistical uncertainty either. The event number of HeLi
are scaled by livetimes in time analysis where the time variation is accounted for.
Because contribution from 8He is small compared to 9Li and the two are in proximity
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to each other[131], only the spectrum of 9Li β + n decay, fLi(q), is used (Figure 7.6). For
simplicity, the conversion from visible to e+ energy scale is ignored, and fLi(q) is used directly















Figure 7.6: prompt spectra of He and Li β + n decays





The fast neutron from spallation of surrounding rocks is a potential background. The
prompt signal is neutron-scattered proton, and the delayed is neutron capture.[107, p. 110][114,
p. 135][132, p. 37]. The contribution of fast neutron is estimated by simulation, and the energy
spectra with triple coincidence with µ. It is found to be negligible after the event selection
rules (Chapter 8).
Spontaneous fission of U and Th emits γ ray and a multiplicity of neutrons.[114, p. 143]
Atmospheric neutrinos are scattered with nuclei and produce a successive of events.[115, p. 195]




The detectors in particle physics becomes more and more complex after 1950s. That raises
the need of careful event selection in two faces: The signals rarely have a clear identifiable index
to be chosen from during the experiment and need to be identified with a set of sophisticated
statistical models later in data analysis; The experimenters do not know exactly where to look
at or the experiment has multiple physics targets and they take data as much as possible to
defer this decision to offline analysis of the raw data. Both contributes to the necessity of
event selection in KamLAND.
Care should be taken so as the event selection not to introduce bias to the interpretation
of the experiment outcome. In order not to throw away bad events at will, ideally every event
selection rule should be will understood and such process should not correlate with the final
result the experiment aim to provide.
The optimal set of selection rules gives a balance between signal-to-noise ratio and statistics
(number of target event candidates). The balance is so hard to achieve that it becomes the
perpetual dilemma of nuclear counting experimenters, especially in the intensity frontier1 of
particle physics such as neutrino and dark matter experiments. One often finds out the final
fiducial selection by trial-and-error or is simply tired of trying so by arguing the last selection
is already good enough.
The balance and dilemma extends when there comes a sophisticated but unfortunately
obscure algorithm which claims to give the best optimal strategy for the fiducial volume
selection. The likelihood selection in Section 8.4 is such an optimized but non-obvious strategy.
It is debatable in that the complex tools are hard to implement and often conceals nasty bugs
to guard against.
In this Chapter, the event selection rules of ν̄e candidates will be reviewed. To make the
description concise, a set of formal language of bool algebra is used. ∧ means and, ∨ means
or, ¬ means not. In convention, the rejection rules, such as the µ vetoes, are defined with ¬
by its opposite selection rules.
1http://www.intensityfrontier.org
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8.1 Criteria and Classification of Cosmic Muon
In the realm of fast advancing particle physics, every new discovery will become an accepted
fact in one decade and soon will become background to newer experiments in an other. The
cosmic ray is a nice example: it is a serious background for almost all neutrino and dark matter
experiments despite its glorious history. That is exactly the reason why those experiments
are preferred to be hosted underground to shield against the cosmic ray.
Cosmic ray µ in KamLAND site is about 0.34Hz, and are characterized in KamLAND by
large energy deposits. Actually, KamLAND cannot distinguish cosmic ray µ against other
high energy events by itself, and refer them all as µ’s.
Figure 8.1: µ light yield difference in LS and BO (Figure from [131])
The µ’s induce Čerenkov light to BO and LS, and scintillation light to LS only, which result
in a less light yield for µ tracks in BO.[131] Figure 8.1 gives correlation between the light yield
(or total charge, proportional to number of p.e. with a ratio of 1, used interchangeably) in
the inner detector and the shortest distance from the muon track to the KamLAND detector
center (impact parameter). The vertical dashed red line represents the boundary between the
LS and BO at 650 cm, which manifests itself. The µ criteria is then determined as Q17 >
40000, the blue dashed horizontal line in Figure 8.1.
The µ’s are so energetic that detector especially the PMTs and electronics are disturbed
quite a lot, during which the detector response is not well understood. Therefore a veto of
2ms after any µ is applied as a global event selection rule if not specified otherwise. This rule
is denoted by µ1, formally
¬µ1 := ∆Tµ ∈ (0, 2m)s. (8.1)
92
Figure 8.2: Correlation between the total light yield measured by the ID 17-inch PMTs and the muon
track length for (a) muons that pass through both the LS and BO and (b) muons that pass through
only the BO.
The light yield of µ is approximately proportional to the track length in LS or BO, as
evident in Figure 8.2. It is determined by a linear fit of the lower bounds of scattered plots
of Figure 8.2 that βBO = 31± 2 p.e./cm in BO and βLS = 629± 47 p.e./cm in LS.[131] The
residual charge is defined as the residual of such fits,
Qr = Q17 − βLSLLS − βBOLBO
where LLS and LBO are the fitted track lengths of LS and BO.
This residual charge is an indication of secondary particles induced by the high energy
µ via the electromagnetic or hadronic showers. This fact is confirmed by simulation.[131]
Consequently, a µ with Qr > 1 × 106 is defined as a showering µ. The secondary particles,
especially the isotopes of 8He and 9Li, from showering µ’s are background to ν̄e, and calls for
some special treatment (Section 7.3).
The selection rule µ4 vetoes any event that is within (0,2)s of a showering µ or the distance
from the track ∆Lµ is within 3m, or formally
¬µ4 := ∆Tµ ∈ (0, 2)s ∧ (Qr > 106 ∨∆Lµ < 3m). (8.2)
The showering µ’s usually do not have a clear cut track because of the multisite scintillation
of the secondary particles. Therefore, if the badness output from the µ fitter is large, it is
quite possible to be a showering µ. To be conservative to the possible unexpected backgrounds,
any µ event with track badness bµ > 100 is defined as showering µ as well. Therefore the
introduction of
¬µ3 := ∆Tµ ∈ (0, 2)s ∧ bµ > 100. (8.3)
There is no special meaning of 1,3,4 in µ1, µ3 and µ4. They are conventions roughly
reflecting the order a selection rule is developed.
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8.2 Delayed Coincidence
The reactor ν̄e signal in KamLAND is of the order 1MeV, around which much natural
radiation (like 210Bi) and long lived spallation products exists (like 11C). The delayed co-
incidence exploits the fact that IBD (Figure 8.3) has a delayed capture of neutron on H or
C in ∼ 207µs, and separates the ν̄e signal out of single backgrounds which do not have an
accompanying delayed signal.
Figure 8.3: inverse beta decay
Further more, in studying the background of after the delayed coincidence, such as acciden-
tals, a different time correlation window is used and as 8He/9Li, a different spatial correlation
is used. It is neat to define a common rule for delay coincidence,
D0 := E+p ∈ (0.9, 20)MeV ∧N200OD < 5
∧ qd ∈ (1.8, 2.6) ∪ (4.4, 5.6)MeV ∧ successive.
(8.4)
E+p is the prompt energy in the scale of e+. The 20MeV upper limit facilitates the search
for higher energy atmospheric ν, while in this study, the upper limit is later changed to
8.5MeV for reactor ν̄e and 2.6MeV for geo-ν̄e. N200OD is the sum of number of OD hits in
a time window of 200ns. If N200OD is large, it is possible an event originated outside the ID
mimics the signal. qd is the delayed energy in visible energy scale, for which the interesting
window is neutron capture on H of 1.8-2.6 MeV, and on C of 4.4-5.6MeV. successive requires
there to be no µ between the prompt and delayed event pair.
For time correlation, ν̄e uses T15 := ∆T ∈ (0.5µ, 1m)s, and accidentals uses T21 := ∆T ∈
(10m, 20)s. For spatial correlation, R2 := ∆R < 2m and R3 := ∆R < 3m are used. ∆T and
∆R are time and spatial differences of the event pair. T15 is determined by the n capture time
of ∼ 207µs, while R2 mainly reflects the vertex resolution of ∼ 12cm at 1MeV.
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The selection rule of ν̄e is,
D := D0 ∧ T15 ∧ R2
The efficiency of these selections are studied by simulation, covered in Section 8.5.
8.3 Fiducial Volume
Fiducial volume (FV) selection is a special form of event selection, in that it selects the
events based on their spatial coordinates. Generally, in counting experiments of particle
physics, the outer volume of the detector is more contaminated with backgrounds. They are
not used as the fiducial volume, the target volume for counting, in spite of the ability to
observe signals, but used as active shield, an active volume to verify the background to be
actually low enough in the fiducial volume. Figure 8.4 gives an example from KamLAND.
Figure 8.4: visible energy histogram against different radius FV for run 5866 (upper, before purifi-
cation) and 9279 (lower, after purification)
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From Figure 8.4, it is natural to choose fiducial volume to be R = 5m or R = 5.5m, to
avoid the contamination of 40K from the rope and 208Tl of Th decay chain from the balloon
and surrounding rocks[107, p. 92][114, p. 173].
At the same time, for visible energy of 4MeV to 8MeV, the single rate is very low within
6m. And for some period of time some other cuts needs to be applied for operations to the
detector, such as a thermometer in the center of the detector. These motivates a simple cut
of FV at 6m,
V6 := R < 6m
and leaves energy and time dependence of the cuts to likelihood selection (Section 8.4).
Traditionally the uncertainty of FV affects directly the exposure (Section 8.8). Since the
introduction of likelihood selection (Section 8.4), FV is moderated by a selection function.
The uncertainty of FV enters the scene via simulation (Sections 7.2.2 and 8.5). The final
uncertainty of exposure being determined by likelihood selection, it does not sensitively depend
on FV. The FV uncertainties (1.8% and 2.5% before and after purification) are quoted from
[115, p. 82] and combined into systematic uncertainty following [100] in Section 9.2.1.
After the mini-balloon installation, the Xe-loaded LS has a lower light yield than Kam-
LAND LS and the mini-balloon has contamination of daughters of U and Th. A mini-balloon
cut is defined on only the delayed event as (Figure 8.5),






Figure 8.5: illustration of mini-balloon cut on delayed event[119]
For consistency, in calculation, Vx is applied together with L (Equation 8.7). That is, L
for zen phase actually represents L ∧ Vx in the computation.
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8.4 Likelihood Selection
The idea of likelihood selection (L) is built on the general principle that a better knowledge
of background can give a better knowledge of signal, because by definition they are correlated.
The knowledge of accidental background (Section 7.1) could be obtained from single event
distribution, and from off-time sampling.
There rises the question of whether it is desirable to be a co-fit or a cut, another example
of the dilemma of simplicity or sophistication. A co-fit is always better in performance and
simpler conceptually than a cut, provided the variance of the distribution (which intrinsically
has infinite dimensions) is well approximated1 and the growth of dimension in the final fit
(Chapter 9) does not render the fitting algorithm stuck at local extremum. Otherwise, a cut
is the only choice.
From the point of view of inference in Section 9.1, a cut is essentially a partition of the
integral domain followed by discarding unfavorable ones, while a co-fit is a partition without
discarding and reduce to the methodology of unbinned likelihood if the grains of partition go
to infinitesimal.
In this case, cut is used for historical reasons. The cut tries to select out the partition of
events where signal-to-noise ratio is better. To calculate the signal-to-noise ratio, the signal
and accidental background needs to be calculated.
8.4.1 Antineutrino Signal Distribution
The signal in this case is ν̄.
The distribution of ∆R := |rp − rd| is simulated[85, p. 82], as in Figure 8.6.
The distributions of rp, rd,∆T, qd are generated with a standard distributions:
rp, rd ∼ U
∆T ∼ E(Tc)
qd ∼ ξHN (qH, ωq(t)
√




where U , E(λ),N (µ, σ) represent uniform, exponential, normal distributions, Tc = 211.2µs is
the mean capture time of neutron, ξH = 99.48% is the probability of neutron capturing on H
instead of C of probability 1 − ξH, ω(t) is the visible energy resolution coefficient depending
on time variation of LS light yield and PMT set and conditions.
The joint distribution is the independent composition of Equations 8.5,
fs(Rp, Rd,∆R,∆T, qd) = fs(Rp)fs(Rd)fs(∆R)fs(∆T )fs(qd)














Figure 8.6: distribution of ∆R of ν̄e signal by simulation
Being the very target of study, E+ the prompt visible energy is not included in fs.
8.4.2 Accidental Background Distribution
The distribution of accidental background varies across purification. 5 periods (denoted
by LH) are used in previous study [115, p. 129]. A new LH5 is defined as the period of reactors
shutdown.
∆T is constructed as uniform distribution from 0.5µs to 1ms. qd is divided into three bins
of (1.8, 1.9) ∪ (2.5, 2.6)MeV, (1.9, 2.0) ∪ (2.4, 2.5)MeV, (2.0, 2.4)MeV and is fairly independent
distributed confirmed by χ2 tests of the contingency tables against (Rp, Rd,∆R,E+) from
data. But it is modeled in joint with (Rp, Rd,∆R,E+) for historical reasons.
The joint distribution of (Rp, Rd,∆R,E+) is constructed from data[115, p. 129]. In fact,
for Rp, Rd are linked via ∆R, it is also feasible to use the mean of Rp, Rd [133, p. 109] to
reduce the complexity of the distribution. But here for historical reason, Rp, Rd are both
modeled. The marginal distribution of Rp or Rd with ∆R,E+ are fairly the same. A rough
barplot visualization of Rp,∆R,E+ is shown in Figure 8.7. It’s rough in that the difference
across LH periods could not be recognized intuitively.
Because E+ is not modeled in fs (Equation 8.4.1), the distribution of background fb is
conditionalized against E+, and normalization carried out without it.
fb(Rp, Rd,∆R,∆T, qd|E+) = fb(∆T )fb(Rp, Rd,∆R, qd|E+)
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Figure 8.7: distribution of dR[cm] and Rp [cm] conditioned by prompt visible energy[MeV] of acci-
dental background
8.4.3 Discrimination




rd, rp uniform structured
qd peaked single spectrum
Table 8.1 summarizes the principle differences to discriminate between ν̄e signal and acci-
dental background. Having a short-hand denotation as x := (Rp, Rd,∆R,∆T, qd), introduce




where higher R(x|E+) means a higher likelihood for x to be signal. So it can be used as an
index to define the cut L.
R(x|E+) distributions for various energy ranges could be found in [115, p. 134].
For any set of cut Rc(E+), number of selected expected signal Ns is simulated with a set




+, Rc) = #{(x, E+) ∈ Uν |R(x|E+) > Rc(E+)}
Nb(E
+, Rc) = #{(x, E+) ∈ Uacc|R(x|E+) > Rc(E+)}
, (8.6)
where Uν and Uacc are normalized to each other by livetime scaling.
The target function to maximize is,
T (E+, Rc) :=
Ns(E
+, Rc)√
Ns(E+, Rc) +Nb(E+, Rc)
.
An optimized set of R0(E+) is chosen, so that,
T (E+, R0) = sup
Rc
T (Rc).
Finally the formal definition of L is,
L := R(x|E+) > R0(E+) (8.7)
The distribution of R0(E+) could be found in [115, p. 136].
8.5 Efficiency Simulation
The likelihood selection (Section 8.4) is good at semi-automatically deciding a set of se-
lection rules. At the same time, it complicates the definition of fiducial volume by not only
make it irregular but energy dependent (Plot). The efficiency of delayed coincidence (Section
8.2)is also hard to estimate especially in the boundary effect of R2 cut. The irregularity of
fiducial volume from likelihood selection makes it worse.
There is no other means than a simulation to estimate the ratio of likelihood selection
and efficiency of delayed coincidence. Computationally they are similar so as to be simulated
together. That is the reason why the selection ratio is also called selection efficiency.
The simulation is carried out as followed:
1. make lists of prompt and delayed ν̄e events from simulated ν̄e at center of the detector.
• prompt: e+ energy E+ (in 0.1MeV step), ∆rp (almost no dependence on E+)
• delayed: ∆T , qd, ∆rd (Figure 8.8)
2. generate uniform distributed events r0 in a 6m sphere. (generate within 7m and select
only those within 6m)
3. randomly choose prompt and delayed events from the lists
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Figure 8.8: characteristic distributions of the simulated delayed events







where fQ is the quenching factor encoding the time variation of the light yield (inverse
proportional), and I3 is the 3× 3 identity matrix.
5. determine the event vertices of prompt and delayed events,
rp = r0 +∆rp + rres(qp) (8.8)
rd = r0 +∆rd + rres(qd) (8.9)
6. energy of delayed events
• 99.48% as H capture (q=2.211MeV), 0.52% as C (q=5.061MeV)
• the visible energy in the simulation (Figure 8.8) is not used for simplicity to account
for nC capture






qd ← qd + qres(qd)
, (8.10)
if 20inch PMTs are disabled, 0.064 is replaced with 0.072. The resolution gets
worse.
7. scale ∆T from simulation mean ∆T to measured value of 207.5µs
8. apply selection rules of L ∧ D ∧ V6.1
1V6 has its effect because of the vertex resolution
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calculate the selection ratio as a function of e+ energy scale, resolution (encoded in fQ)










































































Figure 8.9: selection ratios of typical runs in 3 phases
The selection ratios for typical runs from three periods (Section 9.3) are shown in Figure
8.9. The difference between phase 1 and 2 is the light yield (thus fQ), while that between
phase 2 and 3 is the mini-balloon cut in Vx (Section 8.4).
8.5.1 Expected Spectra of Anti-Neutrinos
The systematic uncertainty of ratio of likelihood selection is derived from the variation of
binomial distribution. It is energy dependent and plotted in Figure 8.10.
8.6 Livetime
The nomenclature of livetime is related to deadtime, the period during data taking when
the trigger system of FBE becomes unresponsive. Later the idea of livetime is extended into
other bad DAQ time windows, and µ vetoes. This extension somehow blurs the definition of
the livetime as discussed below.






























Figure 8.10: uncertainty in the ratio of likelihood selection
8.6.1 Deadtime
The trigger of KamFEE system disables itself if the on-board memory gets full[121, p. 49].
The trigger takes this information explicitly in special forms of disable and enable trigger
commands, allowing directly calculation of the deadtime[121, p. 103].
Another kind of failure mode is when the link between DAQ computer and trigger board
becomes saturated. The event builder monitors this without manual intervention.[107, p. 132]
8.6.2 Muon Veto
The µ vetoes µ1 (Equation (8.1)), µ3 (Equation (8.3)) and µ4 (Equation (8.2)) excludes
a 2ms (very unstable detector response) or 2s (rejection of 8He9Li backgrounds, Section 7.3)
after a µ event. This time cut is equivalent to the deadtime. The possibility of overlapping
between veto and deadtime is addressed by simulation (Section 8.6.4).
µ4 contains a cylinder cut of radius 3m around the µ track (Equation 8.3), which is a kind
of volume cut similar to fiducial volume selection. In this sense, livetime loses its original
meaning and serves solely as a method of scaling of exposure, not too different from efficiency
or selection ratio.
8.6.3 Bad Period
Failures in the detector which requires human intervention, such as HV trip, too many
noisy PMT, FEE problems require on-site operation to get fixed. By the severity of the
failures, they are classified into, bad run if the whole run is not eligible for data processing,
and bad period of half bad run if part of the run is not eligible.
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Recording and reporting of bad run and bad periods are part of the shift duty at Kam-
LAND. This information, also known as run info, are later aggregated by the event recon-
struction group for data processing.
8.6.4 Livetime Calculation
After the rules of livetime selection are pinned down, they are applied to a set of uniform
generated events throughout the detector and DAQ period. The ratio of selection is multiplied
by runtime, the temporal length of data taking from start to end of a run, and quoted as
livetime.
This method is used rather than direct calculation in order to avoid confront with the over-
lap between various selection rules, which is complex and error prone. Because the livetime
calculation is volume dependent, fiducial radius of 5.0, 5.5, 6.0 and 6.5m are calculated sepa-
rately (Figure 8.11). Judging from the plot, they hardly differ. Quantitatively, the standard
deviation of livetime ratio across different radius for each run is less than 0.01.
Figure 8.11: time variation of ratios between livetime and runtime, conditioned to fiducial radius of
5.0-6.5m
Note that there are two set of simulations in event selection, the livetime ratio simulation
and the efficiency simulation (Section 8.5) for everything else especially L. The correlation
between the two ratios calculated from these two are assumed to be small. This assumption
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calls for a more serious verification because L selects volume elements, and Vx rejects volume
occupied by the mini-balloon in KamLAND-Zen phase. The former is less serious because the
volume elements are from radius 4.75 to 6.0m (Figure 8.8), the latter, however, rejects the
center of the detector and has not been explicitly proved not to correlation with µ4 cut.
8.7 Other Rules and Common Set
Two common criteria are applied to all the events and not referenced elsewhere, and are
denoted together as C.
1. Noise
Noise event is defined by N100 ≤ (nhit+ 50)/2, where N100 is the maximum PMT hits
within a 100ns sliding time window. nhit is the number of hits in a event time window
of about 350ns. Thus this criteria measures the concentration of hit time distribution of
the PMTs. Physical event is likely to gives a peak, while non-physical event, for example
ringing in FEE, is flat and does not have a structure [107, p. 83]. Some of the pile-up
events are also rejected by this criteria.
2. Flasher
Flasher event is created by a illuminating PMT spontaneous discharge. Because the
spark of light is nearer to the surrounding PMTs than physical events, those PMTs
detect a large amount of p.e. so that a great charge concentration among the PMTs is
formed. Therefore, the criteria is defined as
QID > 2500.0 ∧
Qmax
QID
≤ 0.6 ∧ Q̄nm ≤ 20,
where QID is the total ID PMT charge (Q17+Q20), Qmax is the maximal charge among
the PMTs, Q̄nm is the average charge of neighboring PMTs around the max-charged
PMT.[107, p. 86]
8.8 Exposure
Event selection is closely related to exposure, a concept originate from radiation to specify
the amount of radiation a material receives. In particle counting experiments, any counting








where S is a domain of space-time-energy.
Note that if a binormal distribution makes a compound with Poisson, the overall compound
distribution is still a Poisson. For example, if
Np ∼ B(N, ϵ),
then,
Np ∼ P(ϵλS).
λ(r, t, E) has many components. In the following survey actual source intensity is not
distinguished from Poisson process against efficiency from binormal distribution. They are
viewed as components of λ(r, t, E) on an equal foot.
1. Detection Efficiency
In an experiment, the detection efficiency ϵ, defined as the probability of detecting an
actual event, is less than one. In KamLAND the ϵ(t, E) is taken as trigger efficiency and
is a function of t and E. The time variation of ϵ(t, E) is from manual electronics update
and tuning, and spontaneous drifting of quantum efficiency and gain of the PMTs.
2. Selection Ratio
Selection ratio ηe+(t, E), also known as selection efficiency in other KamLAND litera-
tures, is the overall probability for an actual event pair to be selected by the event selec-
tion rules of delayed coincidence D0∧R2∧T15 (Section 8.2) and likelihood selection (Sec-
tion 8.4) L. Because of its complex nature, no closed form could be obtained. Instead,
ηe+(t, E) is calculated by simulation (Section 8.5). Spatial dependence of ηe+(t, E) is
averaged out for simplicity.
3. Integral Domain
The integral domain S in Equation 8.12 can be modeled as a selection function in the
integrand. One of such functions is fiducial volume selection v(r) in Section 8.5. The
other is the livetime e(t, r), which covers the operation period of KamLAND together
with cosmic µ cuts ¬(µ1 ∨ µ3 ∨ µ4) (Section 8.1). The spatial variation of e(t, r) comes
from µ4 of the µ track cut.
v(r) and e(t, r) can have values only 0 or 1 and are equivalent to selecting integral







The cross section σI(E) of inverse beta decay is dependent on the ν̄e energy.
5. Target Density
The proton target density n is the number of protons per unit volume of the LS. The
inverse beta decay cross section is so small that no proton overlapping is considered,
therefore ρ has no spatial dependence.
6. Incoming Flux
The incoming ν̄e flux ϕ(t, E) is a function of time and energy.
To summarize, λ(r, t, E) is decomposed, thus rewriting Equation 8.12 as
λS =
∫
ϵ(t, E)ηe+(t, E)v(r)e(t, r)σI(E)ϕ(t, E)nd3rdtdE, (8.13)
the meanings and dimensions of the notations aggregated in Table 8.2.
Table 8.2: definitions of exposure functions
exposure function name dimension
ϵ(t, E) trigger efficiency 1
ηe+(t, E) likelihood selection ratio 1
v(r) fiducial volume selection 1
e(r, t) livetime selection 1
σI(E) differential cross section L2E−1
ϕ(t, E) ν̄e incoming flux L−2T−1
n proton target density L−3
d3rdtdE space-time-energy element L3TE
Taking E as positron scale E+, expected spectra of reactor ν̄e (Chapter 3) and geo-ν̄e
(Chapter 2) are calculated as, referencing Equation (8.13) (except the IBD cross section for
reactor ν̄e) and Equations (3.7, 2.7)

















All the energy E discussed in this Chapter represents energy in positron scale E+, if not
specified otherwise.
9.1 Maximum Likelihood
The global fit is carried by the method of maximum likelihood. In KamLAND literature,
it is also referred as the χ2. For a χ2 distribution, which is the case when the normal approxi-
mation is used, the likelihood L has a simple relation χ2 = −2 lnL. In this context, maximum
likelihood and minimum χ2 are equivalent and are used interchangeably.
Note that the maximum likelihood used here for global fit is different from the likelihood
selection in Section 8.4.
As discussed in Section 8.8, KamLAND is a particle counting experiment dominated by






lnLr = N lnλS − λS(constant ignored)
, (9.1)
where N is the total number of observed events selected out by the event selection rules
associated with λS (Chapter 8).
While Lr is simple and robust, it is feasible to use energy spectrum to distinguish signal
from noise, which is sensitive to spectrum distortion depending on ∆m2, and geo-ν̄e spectral









as the raw and normalized marginal probability of E, hence
∫






























where Li is the (sub)likelihood of the energy window (Ei, Ei +∆E), and Ni is the number of
observed events in that energy window.
The finer the partition, i.e. the smaller the ∆E, the more information is extracted from
































where j is an index of observed total N events,
∑N
j=1 ln f(Ej) is known as the unbinned
likelihood. Lrs is an improvement of Lr, and is called the likelihood of rate+shape, in the
context of rate+shape analysis in KamLAND literature.
The information of time could be incorporated similarly,












lnLrst = lnLr +
N∑
j=1
ln f(tj , Ej)
, (9.5)
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where tj is the time of the j-th observed event. Lrst is known as the rate+shape+time likelihood
in rate+shape+time analysis.
9.2 Target Spectra-Rate Function
The spectra-rate function F (E, t) in Equation 9.5 includes contributions from accidental,
(α, n) and HeLi backgrounds (Chapter 7), reactor ν̄e from Japan, Korea and rest of the
world(Chapter 3), and the geo-ν̄e (Chapter 2). It is convenient to use the raw probability
density function F (E, t) (Equation 9.5), instead of f(E, t)) so as not to worry about nor-
malization when combining those backgrounds and signals into an expected event rate in the
formulation.
9.2.1 Parameterization of Systematic Uncertainties
The systematic uncertainties of selection ratio EL(E) (Figure 8.10) and energy scale EE(E)
(Figure 6.3) are energy dependent and therefore have many degrees of freedom. To include
them in the fit, shifted estimators of ϵL and ϵE are introduced, so that scalings by 1+ϵLEL(E)
and 1 + ϵEEE(E) are used to propagate the selection ratio and energy scale uncertainties to
the parameter of interest. Note that this is equivalent to assuming uncertainties at different
energies of EL(E) and EE(E) are fully correlated, reducing either degree of freedom to 1.
Therefore, the errors of selection ratio and energy scale are 1-dimensional shifted estimators
of the corresponding multi-dimensional energy dependent uncertainties.
The uncertainty of normalization of reactor ν̄e signal ER, apart from energy dependence,
is parameterized by ϵR and treated similarly in 1 + ϵRER. Value of ER is adopted from [100],
with the detector-related systematic uncertainties 2.3% and 3.0% for period 1 and period
2-3 respectively (Section 9.3), and reactor-related uncertainties 2.7% and 2.8% respectively,
combined by quadrature to be 3.5% and 4.1% for period 1 and period 2-3 respectively.
In principle, the detector-related uncertainty also applies to geo-ν̄e for about 2%. However,
it is fully correlated to free floating geo-ν̄e flux (Section 9.2.3) so as to be better applied
after the fit. The free floating geo-ν̄e flux having an uncertainty of ≳ 30%, in practice this
contribution is ignored in normal approximation (Section 9.4.3) for simplicity only.
The (α,n) is handled in two components, a high and a low respectively. They also use the
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The parameters considered in the final fit are listed in Table 9.1.
Table 9.1: parameters used in the final fit
category item memo
oscillation sin2 2θ12 = 4 tan2 θ12/(tan2 θ12 + 1)2
= 4 sin2 θ12(1− sin2 θ12)
sin2 θ13
∆m212
background NLi Number of 9Li, scaled with livetime
Nacc Number of Accidental, fixed
NLαn (α,n) Low, E+αn < 5.6 MeV
NHαn (α,n) High, E+αn > 5.6 MeV
geo-ν̄e NU Number of 238U
NTh Number of 232Th
systematic ϵR reactor error
ϵL selection ratio error
ϵE energy scale error
Each component are explained as followed:
1. θ12
Dominated by solar ν experiments(Section 1.2). Constraints from SNO, Super-
Kamiokande and Borexino compiled in [115, p. 218] are used. Note that the KamLAND
data are only sensitive to sin22θ12 which has a 2-fold degeneracy to tan2θ12 [134]. The
solar ν results also have several separated allowed solutions. But combining KamLAND
and solar gives a unique solution to θ12 and ∆m212 (below).
2. θ13
Dominated by short baseline (SBL) reactor experiments. Constraints from Daya Bay,
Double Chooz, Reno compiled in [100] are used.
3. ∆m212
Dominated by KamLAND (Section 1.2.5).
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4. 8He 9Li
Because 8He and 9Li background (Section 7.3) are efficiently rejected by µ3 and µ4
(Section 8.1), and the two spectra overlap a lot (Figure 7.6), only 9Li spectra is included.
The normalization is fixed to the integrated expected residual rate, and scaled to the
livetimes of 3 periods.
5. 13C(α, n)16O
The (α, n) background is floated, and constrained by a penalty term of ϵL,Hαn ∼ N (0, 1)
of Equation (9.6).
6. geo-ν̄e
Because the theoretical uncertainty is model dependent, is the target of this study, the
two components of U and Th are allowed free floating.
7. ϵR, ϵL, ϵE
All constrained by the standard normal penalty term ϵR,L,E ∼ N (0, 1).
9.2.3 Scaling and Expected Signal
In the context of rate+shape+time, referencing Equations (7.1, 7.8, 7.6, 8.14, 9.6) the
total expected signal F (E, t) is defined as,
F (E, t) = Facc(E, t) + FLi(E, t) + Fαn(E, t) + Frea(E, t) + Frea0(E, t) + Fgeo(E, t) (9.7)





















Frea(E, t) = F̂rea(E, t)(1 + ϵLEL(E) + ϵEEE(E))(1 + ϵRER) (9.13)
in which Facc(E, t) and FLi(E, t) are fixed. The (α, n) is scaled globally by the ratio of fitted
and expected rates. The rector ν̄e rate F̂rea(E, t) is defined Equation (8.14) and depends on
oscillation parameters θ12, θ13,∆m212 via Φrea(E, t) from Equation (3.7) . Frea0(E, t) is world
reactor contributions of reactor ν̄e from the rest of the world apart from Japan and Korea.
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N̂U and N̂Th are calculated by a geochemical model[67], the ratio between which correspond
to a chondritic mass Th/U ratio of 3.9 (Section 2.5). Therefore, fixing the Th/U mass ratio at
3.9 is equivalent to imposing a constraint of ηU = ηTh. The fitted fluxes are, from Equation
(2.6),





Globally normalizing F (E, t) in Equation (9.7) to substitute into Equation (9.5), and
applying the standard Gaussian penalty terms, the target function for maximization is,













Starting from 2002, KamLAND has been online for more than 10 years, during which two
major events concern this study. One is the purification performed in 2007, which reduces the
(α, n) background (Section 7.2). The other is the security inspection shutdown of commercial
reactors in Japan after the Fukushima Diichi accident, and the installation of mini-balloon as
starting of KamLAND-zen in 2011. Signal and background ratios, selection ratios and energy
resolutions are different in the three periods. The dataset is therefore divided accordingly for
cross check.
Table 9.2: energy thresholds of interest
threshold(MeV) meaning
0.9 threshold of IBD
2.6 upper threshold of geo-ν̄e
8.5 upper threshold of reactor ν̄e
The three periods are defined in as Figure 9.1, where the expected signal and background
are overlaid with observed events. The thresholds of 0.9, 2.6 and 8.5 MeV in the plots are
explained in Table 9.2. The points indicate the measured rates in a coarse time binning, while
the curves show the expected rate variation for reactor ν̄e’s (black line), plus backgrounds
(colored line), and then plus geo ν̄e’s (gray line).
Period 1 is also known as the reactor phase when the target was neutrino oscillation
parameters, Period 2 solar phase with the new target of solar ν and period 3 zen phase with
the new target of double beta decay. The periods and phases are used interchangeably. Table
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Figure 9.1: Expected signal and background overlaid with observed events of energy ranges 0.9-
2.6MeV(upper) and 2.6-8.5MeV(lower). Legends are explained in text.
convention1, in which a-b := {x|a ≤ x < b}. For example, in range 164-6821, the last run
is 6820. This period division inherits that used in [115]. With the target proton of about
5.979× 1031, the total exposure is 5.46× 1032 proton year. Note that the selection efficiency
reduces the exposure to 60% to 80%, which variates with time and energy.
Table 9.3: 3-period division of the dataset
period nickname range of runs date livetime(yr)
1 reactor phase 164-6821 20020304-20070524 4.10
2 solar phase 6890-10676 20070705-20110813 3.13
3 zen phase 11000-12335 20111012-20140130 1.91
A all 164-12335 20020304-20140130 9.14
Figure 9.2 is depicted by using the expected event rates of geo-ν̄e and the backgrounds2
in Equation (9.7) to integrate in the positron energy window of 0.9-2.6MeV. It is shown that
1http://www.cs.utexas.edu/users/EWD/ewd08xx/EWD831.PDF
2by setting ηL,Hαn , ηU,Th = 1, ϵR,L,E = 0 and oscillation parameters to the previous best result
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Period 2 features a lower background of (α, n) than Period 1, and period 3 features a lower
reactor ν̄e then Period 2. Starting from Sep. 2013, all the reactors are shutdown in Japan,
making geo-ν̄e for the first time a stronger signal than any other combined, giving a signal-
































Figure 9.2: Fractions of expected events of different periods: 3* represents special terms in period 3
in which nuclear power plants in Japan are all shutdown.
After the cuts described in Chapter 8, the profile of neutrino candidates in period 3 is
plotted in Figure 9.3.
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Figure 9.3: delayed coincidence plot of neutrino candidates for period 3
In Figure 9.3, the top left and right are distributions of prompt energy in positron scale
and delayed energy in visible scale. The bottom left and right are the spatial and temporal
difference distributions of the coincidence event pairs. The vertical dashed lines represents
decayed coincidence cut D0 in Equation (8.4). The blank histograms with blue margins are
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the candidate event pairs before the likelihood selection L (Equation 8.7). The light blue
shaded histograms are the events that passed all the selection rules.
In the ∆T distribution at the bottom left of Figure 9.3, the distribution before L is flat
without structure, which are mostly accidentals. It shows that L is effective in rejecting
accidentals, as it designed to be.
9.4 Fit Result
The geo-ν̄e and ν oscillation parameters are two categories of interest in the fitting. The
former is more important, because
1. The updated data in this work has a very low reactor ν̄e signal level. (Figure 9.2)
Statistical gain on oscillation parameters in the new dataset is limited.
2. ∆m2, the parameter KamLAND contributed most[27], has statistical uncertainty com-
parable to systematic, the update on statistics gives limited improvement.
However, recent updates of solar ν [23, 135] shows some tension of ∆m212 between solar
and KamLAND. For completeness and reference, the updated oscillation parameters will be
presented in Appendix C.
9.4.1 Treatment of Nuisance Parameter
In principle, the nuisance parameter is best treated by integration motivated by the
Bayesian framework and also valid in frequentist paradigm. This requires multidimensional
integration, which is computational expensive, even with the most efficient Markov Chain
Monte Carlo algorithm by Gibbs sampling.[136, p. 71]
One approximation to integrating out the nuisance parameters is the profile likelihood
method. Taking g = (NTh, NU) as the parameters of interest and all others as nuisance u, the





This approximation is faster than integrating, while in some circumstances tends to under
estimate the uncertainty of g, and sometimes biased.[137] This work chooses profile likelihood
to fit the final result, to keep consistency with previous KamLAND publications.[138, 139]
To make checks of the stability of the fit, a normal approximation is used. The hessian
matrix of T around its maximum is used to construct a multidimensional Gaussian function
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Figure 9.4: Contour of geo-ν̄e event candidates: left, U and Th individual; middle(a), total and
asymmetry factor; right(b), marginal ∆χ2 of the total.
to approximate T . It is equivalent to Taylor expansion to the second order. In the context of
statistics, this hessian matrix is the observed information in the sense of Fisher information.
The inverse of this matrix is the covariance matrix, from which an estimation of uncertainty
and correlation could be drawn. Due to the convenience in calculating the covariances, the
uncertainty quoted is reported from normal approximation.
9.4.2 Profile Likelihood
The profile likelihood is carried out by scanning two geo-ν̄e parameters NU and NTh, firstly
NU and NTh individually in the range of [0,200) (Figure 9.4 left), and then parameterized
again in NU + NTh of [0,250) and NU−NThNU+NTh of [-1,1] (Figure 9.4 middle). The contours are
1, 2, 3σ of Gaussian respectively, equivalently ∆χ2 = 1, 4, 9 where χ2 := −2 lnLp(g) (Equation
9.16).
In Figure 9.4 right, the best fit of NU = NTh is estimated to be 114. It is remarkable that
the null hypothesis of NU = NTh = 0 is rejected at ∆χ2 = 25.13 or 5.01σ, making a final
conclusive discovery of geo-ν̄e after 48 years since its proposal in 1966[140].
In Figure 9.4, the gray shaded regions represents the expected geo-ν̄e predicted by [67].
The observation is consistent with prediction, while being at the lower edge.
The energy spectra is shown in Figure 9.5. The top row gives the best fit spectra overlaid
with observed data in 0.9-8.5MeV of positron scale. The deficit of spectra due to neutrino
oscillation is manifested. The bottom row focuses on the energy window of 0.9-8.5MeV, where
geo-ν̄e is detected. The evolution of components of the signals in Figure 9.2 are recognized.
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Figure 9.5: Prompt energy. Upper: 0.9-8.5MeV, Lower 0.9-2.6MeV focused.
9.4.3 Normal Approximation
Lowering tendency of the observed events (Figure 9.4) motivates calls for a more thorough
check. The target likelihood function (Section 9.2) is applied to each period in addition to a
combined fit of all. In the zen phase, because nuclear reactors in Japan are mostly off, the
dataset does not contain much information about oscillation parameters, so a constraint of
the oscillation parameters is applied.
T is maximized with SLSQP algorithm from scipy. At the maximum, the hessian matrix is
calculated with numdifftools. The covariance matrix is estimated by Gaussian approximation
in the neighborhood of the maximum:











corr(x, y) := Σxy√
ΣxxΣyy
(9.17)
The fitted result for periods 1, 2, 3 and all are summarized in Table 9.4. SD stands
for standard deviation extracted from the diagonal elements of Σ, thus are marginalized 1
119
σ uncertainties. The sin2 θ13 has almost no variation, being always around the constraint of
0.0023±0.0002, therefore not included in the table. Because of different livetimes and expected
events in Equation (9.7), the raw numbers N of (α, n) and geo-ν̄e are not comparable across
periods, instead the fitted-to-expected ratios η are used. Details of NU and NTh are further
summarized in Table 9.8.
Table 9.4: central values and sigma for all the fit parameters
p. sin2 θ12 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
1 0.299 7.4e-05 1.07 1.08 1.43 1.61 -1.39 0.102 0.129
SD 0.039 1.6e-06 0.094 0.18 0.77 1.8 0.96 1 0.97
2 0.304 7.71e-05 1.06 1.06 0.86 7.99e-05 2 -0.0564 0.604
SD 0.014 2e-06 0.23 0.29 0.51 0.86 0.78 0.99 0.95
3 0.304 7.52e-05 0.906 1.02 0.377 1.31 -0.106 -0.074 0.0779
SD 0.013 1.8e-06 0.39 0.42 0.43 1.1 0.97 1 1
all 0.301 7.57e-05 1.17 1.08 0.698 0.835 0.446 -0.0234 0.655
SD 0.026 1.1e-06 0.095 0.19 0.36 0.8 0.83 0.99 0.92
To inspect the relations among fit parameters, the correlation matrix of Period All is shown
in Table 9.5. The the same column names as row names are omitted to save space.
Table 9.5: correlation matrix of Period All
sin2 θ12 sin2 θ13 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
1 0.045 -0.047 0.031 0.073 0.14 -0.088 0.7 0.12 -0.049
0.045 1 -0.0067 0.0072 0.0085 0.025 -0.017 0.13 0.017 -0.0056
-0.047 -0.0067 1 0.015 -0.07 -0.22 0.22 0.055 -0.027 -0.19
0.031 0.0072 0.015 1 0.0066 -0.16 -0.11 -0.015 -0.015 -0.034
0.073 0.0085 -0.07 0.0066 1 0.041 -0.028 0.003 0.0079 -0.06
0.14 0.025 -0.22 -0.16 0.041 1 -0.75 -0.097 -0.093 0.036
-0.088 -0.017 0.22 -0.11 -0.028 -0.75 1 0.073 0.03 -0.085
0.7 0.13 0.055 -0.015 0.003 -0.097 0.073 1 -0.03 -0.0088
0.12 0.017 -0.027 -0.015 0.0079 -0.093 0.03 -0.03 1 0.01
-0.049 -0.0056 -0.19 -0.034 -0.06 0.036 -0.085 -0.0088 0.01 1
As shown in the correlation table, ∆m212 has the largest correlation with geo-ν̄e flux. This
is understood as the reactor ν̄e and geo-ν̄e are mutual backgrounds to each other.
Correlations larger than 0.22 are, corr(ηU, ηTh) = −0.75 and corr(ϵR, sin2 θ12) = 0.74. The
former represents the degeneracy between NU and NTh, while the latter reflects the fact that
the deficit of reactor ν̄e by neutrino oscillation is bounded by the uncertainty of expected
absolute reactor ν̄e flux (Equation 1.14). It is interesting to note that correlation between U
and Th from CI chondrite is 0.875, so that fixing Th/U ratio provides constraint to the fit.
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∆m212, on the other hand, is sensitive to the periodicity of L/E thus energy scale, which is
reflected by corr(∆m212, ϵE) = −0.19.
Table 9.6: summary of uncertainty (Period All)
item relative absolute (# of events)
sin2 θ12, ϵR 7.7% 6.9
sin2 θ13 0.6% 0.5





systematics combined 15.7% 14.1
statistical 28.6% 25.7
total 32.6% 29.4
From the covariance matrix Σ, the contribution of nuisance parameters are estimated. By
pinning down a subset (say, one parameter called ϵ) of nuisance parameter in Fisher matrix
Σ−1, Σ′ is obtained by inversion. The variance σ′2 of the target parameter t in Σ′ is the
variance in the condition if no uncertainty from ϵ is contributed. As a consequence, the drop
of overall uncertainty σ2−σ′2 := Dϵ, is estimated as the systematic uncertainty of ϵ propagated
to t. With such a methodology the contribution of systematic uncertainty is summarized in
Table 9.6. In this case the target parameter is U and Th, and their sum NU + NTh is used.
The statistical uncertainty is estimated by the residue of variation after pinning down all
the nuisance parameters. The “systematics combined” is obtained by quadratic subtracting
“statistical” from “total”. It deviates from the simple quadratic sum of individual systematics
due to correlations between them.
Because of reactor shutdown, the reactor ν̄e uncertainty contribution in period 3 is much
lowered as shown in Table 9.7.
Table 9.7: summary of uncertainty (Period 3)
item relative absolute (# of events)
sin2 θ12, ϵR 3.9% 0.5
sin2 θ13 0.4% 0.1





systematics combined 14.9% 1.9
statistical 51.3% 6.6
total 53.4% 6.9
The fit result of geo-ν̄e is summarized in Table 9.8 for 238U 232Th free floating and in Table
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Table 9.8: geo-ν̄e fit result
period 1 SD 2 SD 3 SD all SD
ηU 1.43 0.77 0.86 0.51 0.38 0.43 0.70 0.36
ηTh 1.61 1.76 0.00 0.86 1.31 1.06 0.84 0.80
corr(NU, NTh) -0.75 -0.70 -0.64 -0.75
NU 83.60 45.09 36.95 22.10 7.72 8.70 85.08 44.15
NTh 22.98 25.11 0.00 9.24 7.10 5.73 25.41 24.27
NU +NTh 106.58 31.25 36.95 16.98 14.82 6.69 110.49 30.60
Fgeo [TNU] 54.23 15.38 25.12 11.43 21.13 9.55 26.83 7.25
Fgeo[10
6cm−2s−1] 6.28 2.41 1.91 1.18 3.36 1.61 3.16 1.08
Table 9.9: geo-ν̄e fit result: fixed ratio
period 1 SD 2 SD 3 SD all SD
ηU 1.48 0.50 0.58 0.37 0.63 0.34 0.74 0.24
NU 86.59 28.99 24.78 15.90 12.94 6.91 89.92 29.35
NTh 21.52 7.20 6.16 3.95 3.22 1.72 22.35 7.29
NU +NTh 108.11 36.20 30.93 19.86 16.16 8.63 112.27 36.65
Fgeo [TNU] 54.70 18.32 21.29 13.66 23.35 12.47 27.24 8.89
Fgeo[10
6cm−2s−1] 6.14 2.06 2.39 1.53 2.62 1.40 3.06 1.00
9.9 for 238U/232Th ratio fixed at the expected value. For the fixed ratio, the central values of
F 1geo and F 3geo has a tension about 6.14−2.62√2.062+1.402 = 1.413(σ)
1. It is interesting to note that, for
free floating, the tension calculated in TNU (1.83 σ) and in cm−2s−1 (1.01 σ) are different,
thanks to the difference between floated ratios of Period 1 and 3, and difference of the unit
conversion factors (Equation 2.5).
Figure 9.6 is made to inspect such a tension in energy spectra. In the plot, the rows from
top to bottom are with data from Period 1, 2, 3 respectively; the columns from left to right
are with fitted parameters from Period 1, 2, 3. For example, the subplot in Row 2 Column
1 presents the expected spectra from fitted parameters of Period 1 overlaid with data from
Period 2. The parameters of free floating U and Th are used. The region of 0.9-1.5MeV is
the main tension between Period 1 and Period 2-3, in which (α,n), accidental and reactor ν̄e
(thus ∆m212 and energy scale) all have contributions. But overall, the differences are not more
than 2 σ, and it is concluded that the fit passes such a cross check.
A comparison of different periods of this result across the theoretical literature[69, 54,
141, 67] and previous KamLAND publications with reproductions is shown in Figure 9.7. The
reproductions are not perfect for 2005 and 2008 publications. It is understood to be caused by
1considering correlation of uncertainty between period 1 and 2,3, the tension will be higher up to ∼ 2σ, the
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Figure 9.6: cross comparison among 3 periods between the observed and best-fit expected spectra
likelihood selection that had not yet been developed at that time. Minor reasons are θ13 not
yet measured and the reactor fission spectra not yet updated (Section 3.3), which is reflected
in the 2011 result. The uncertainty estimations for 2013 result and reproduction are different
thanks to the different methodologies between profile likelihood and normal approximation.
The raw results of calculation is listed in the Appendix D.3. The model presented by Enomoto
et al.(2007) does not include an uncertainty estimation explicitly and a 20% uncertainty is
assigned from private communication. In the context of BSE models, the ranges presented
here are all of geochemical group (Figure 10.1).
From the figure, there is a small tension between this result and geochemical models, as
been remarked for Figure 9.4. Further checks by substituting the likelihood selection L by
simple radius cuts of 5.0m and 5.5m are presented in Appendix D. The reaching of this result
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Figure 9.7: comparison of ν̄e flux of this result to theoretical predictions.
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10 Geological Discussion
Geo-ν̄e gives unique information about the Earth interior, especially that related to chem-
ical composition and energy contribution from HPE, which are consequences of BSE models
(Section 2.3). A comparison between this updated KamLAND geo-ν̄e observation and groups
of BSE models is presented in Figure 10.1.
Th (TW)232U + 238Radiogenic Heat from 























Figure 10.1: geo-ν̄e constraint on BSE models
The y axis is the sum of observed (by IBD) geo-ν̄e flux from the crust and the mantle.
Assuming non-decreasing of U and Th concentration along depth[54], geo-ν̄e flux from the
mantle for a certain mass is bounded by two extremes, a lower bound from homogeneous
distribution and an upper bound from distributing on a thin layer on the bottom of the
mantle. The extremes are depicted as solid lines in Figure 10.1, together with filled regions
representing intermediate cases. The candidate models compiled are the same as [100]. The
hatched lines represents the uncertainty of geo-ν̄e flux from the crust, estimated from [67],
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following the practice of [142, 100] to include correlations as proposed by [141].
The left end of the cosmochemical group at the coordinate of about (7, 3) means 0 con-
tribution of U and Th from the mantle, which correspond to crust-only contribution of ∼ 7
TW (cross check with Figure 2.7). Being the focus of interaction among Eurasia, Philippine
and Pacific plates, the local geology of Japanese islands is complex and many crust structures,
subducted oceanic slabs and features of mantle wedges are still not resolved and are under
active study.
This result favors the cosmochemical models, and is consistent with the assumption that
the mantle is completely depleted and all the HPE are concentrated in the crust. The central
value is very close to crust-only extreme of cosmochemical models.
One extreme case of geodynamical models assuming homogeneous distribution of U and
Th in the mantle and minimal heat from U and Th, coordinated at the coordinate of about
(25, 5.05), if compared with Table 9.9 of fixed mass ratio of Th/U at 3.9, is disfavored at
5.05−3.06√
0.412+1.002
= 1.84σ, or 93.4% C.L. (Fig. 10.1). This reverses a joint analysis between
KamLAND and Borexino based on previous datasets, which favors geodynamical models
against cosmochemical ones[73]. The reason is that new data continues the decreasing trend
of measured geo-ν̄e flux (Figure 9.7), especially the high statistical constraining power of the
most recent quality geo-ν̄e data during reactor shutdown in Japan.
Assuming homogeneous distribution of U and Th in the mantle, the conversion factor is
0.113× 106cm−2s−1/TW, corresponding the slope of the upper solid line in Figure 10.1.
The tension between KamLAND observation and geodynamical models is also demon-
strated by Urey ratio (Section 2.4). 1 σ range of radiogenic heat from U and Th homogeneously
in mantle is (3.06−2.95±
√
0.412 + 1.002)/0.113TW or 0-10.54 TW, where 2.95×106cm−2s−1
is flux contribution from the crust. Note that the negative part is truncated and the strict
probabilistic 1 σ is larger than 10.54, but the difference is not important for present discus-
sion. This, most consistent with cosmochemical models (for example [70]), worsens the deficit
Earth energy heat budget already in previous assumed geochemical BSE models (Section 2.4).
It suggests that the mantle is cooling in a higher rate (>20TW) or the core-mantle heat flux
is higher than previously expected.
Following [100] to take other HPE contribution to the mantle as 3TW[68], and adopting
the total mantle heat loss of 39TW[53], the Urey ratio of the mantle is therefore 0.08-0.35.
However, noticing in [68] K is estimated via the ratio against U, a 0 U in the mantle corresponds
to 0 K, too. Therefore we quote the range as 0-0.35. The geodynamical models has Urey ratios
within 0.6-0.8[65].
This low radiogenic heat and consequently Urey ratio puts more question on the energy
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budget in Figure 2.7. This result confirms that the 10TW energy deficit(Section 2.4) cannot
be attributed to radiogenic heat[55].
One possibility is that secular cooling of the mantle is larger, as in Figure 2.7. There
has to be a heat reservoir to support this secular cooling. If the mantle cooling rate of
17TW is constant throughout the history, Archean thermal catastrophe follows, where the
heat needed since Archean were to be so large that the whole mantle were melt, which is ruled
out by geological observations[53, 65]. The logic is based on a classical parameterized thermal
evolution model. Nevertheless, an alternative model views the crust and plate tectonics,
instead of temperature and viscosity of the mantle, to be the controlling mechanism to the
surface heat loss[71]. Large amount of accumulated heat was not dissipated immediately, if
the mantle viscosity was not too high provided water was extracted, and if the plates slows
dissipation. Present secular cooling cannot be ruled out without a revision to the formulation
of Archean thermal catastrophe and parameterization scaling law of thermal evolution.
Another possibility is the total heat loss. While the Earth surface heat loss is widely
accepted as 43− 47TW, a different interpretation of oceanic crust heat flux gives an estimate
of 31 ± 1TW [143], which coincides with the heat deficit. The data processing and model
extrapolation for surface heat flux of oceanic crust has also been criticized in [71]. Reassuring
the methodology in surface heat loss measurement therefore gains priority.
Being more extreme than geodynamical models in terms of radiogenic heat, full radiogenic
heat of H(U+Th)=37TW[54], which assumes that all the surface heat loss is from radioactive
decay regardless the decomposition in Figure 2.7. Under the homogeneous U and Th mantle
distribution assumption, corresponds to 0.113 × (37 − 7) + 2.95 = 6.34[106cm−2s−1], it is
excluded by this observation (Table 9.9) at 6.34−3.06√
0.412+1.002
= 3.035σ, or 99.76% C.L.
Both the consequences, the favoring of chemical composition of BSE to chondrites (geo-
chemical CI and cosmochemical enstatite) and the low generated heat in the mantle shed
light on our knowledge of the present state and history of the mantle. The continued data
taking provides the prospect of finally resolving the debate on the mantle between chemical
and physical considerations, which is to be covered in the next Chapter.
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11 Conclusion and Prospects
This work adds a new reactor-off dataset from Dec., 2012 to Jan., 2014 to the most recent
KamLAND result[100]. By fitting, the measured 238U is 85.08±44.15 and 232Th 25.41±24.27
with a correlation of -0.75. The significance of detection against null hypothesis is 5.05σ.
Fixing Th/U mass ratio at 3.9 gives a geoneutrino flux from 238U+232Th to be 27.2 ± 8.9
TNU, or (3.1 ± 1.0) × 106cm−2s−1. The flux of geo-ν̄e correspond to that of all neutrino
flavors (5.7± 1.8)× 106cm−2s−1.
The observed flux of geo-ν̄e is consistent with the assumption of no U or Th in the mantle,
favoring cosmochemical models. The geochemical models are also consistent. One represen-
tative special case of geodynamical model is disfavored at 93.4% C.L.
Radiogenic heat from the mantle is estimated to be 0-10.5 TW. Considering other HPEs,
the Urey ratio of mantle is 0-0.35. The deficit of energy budget of total surface heat loss
becomes larger. The full radiogenic heat is excluded by 3.04σ.
The present experiment is statistical uncertainty dominant (Table 9.7). Continuing the
data taking under the present situation would provide more information and shed light on the
conundrum of BSE models. The policy of nuclear power in Japan is still widely debated. It
is unclear how long this special historical chance of geoneutrino detection will continue. From
geo-ν̄e point of view, the longer present situation lasts, the better it will benefit.
Assuming that the present zero reactor condition continues, that the central value of fit
does not change, and that statistical uncertainty scales with inverse square root of exposure,






where 0.149 is the relative systematic uncertainty Table 9.7. Period 3 is slightly longer than
2 years but with a subset of period of about half a year having nuclear reactors running.
Taking, roughly, Period 3 runtime as 2 years and relative uncertainty of Period 3 as 53.4% as
in Table 9.7, a = 1.90. Using the relative uncertainty of Period All, 0.326 from Table 9.6 to
define t = 0, the time evolution of relative uncertainty is plotted in Figure 11.1.
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Figure 11.1: prospect relative uncertainty of geo-ν̄e measurement from now
The relative uncertainty needed to exclude the representative geodynamical model con-
sidered previously (Chapter 10) at 2 σ is
√
( 5.05−3.062 )
2 − 0.412/3.06 = 29.6% and would be




2 − 0.412/3.06 = 17.0%, very close to the systematic uncertainty
limit. Several other improvements are needed.
The local geological model around Kamioka is planned to be revised based on the recent de-
velopments, especially better tomography data obtained during the great Tohoku earthquake.
This would further constrain the geoneutrino contribution from the crust. An international
task force of particle physicists and geologists is being formed. It is worth mention that a
similar study has been carried out for SNO+[144] recently. If geo-ν̄e flux uncertainty from
the crust is reduced to 50% at 0.205× 106cm−2s−1, then the required relative uncertainty of
3σ rejection of geodynamical model is 20.6% and could be achieved within 20 years.
Further reducing the systematic uncertainty is also crucial. From Table 9.7, the systematic
uncertainty of Period 3 is dominated by (α, n) background, especially the branching ratios
(Section 7.2). A precise measurement improving upon [145] will better constrain it.
The contribution from Borexino, and the forth coming SNO+ planned to take data late
this year gives measurement from different sites having different crustal contributions from
Kamioka. Such global network of geo-ν̄e observation better constrains U and Th in the mantle.
The proposed Hanohano[146] would have an unpreceded low background from the crust by
deploy a ν̄e detector in the deep ocean. If realized, it will directly measure the geo-ν̄e from
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the mantle.
IBD has slightly a direction correlation between a vector from positron to neutron and in-
coming ν̄e. It is experimentally confirmed by Chooz [147] and investigated in KamLAND[148].
The difficulty in KamLAND is that neutrons diffuse before captured on H, and that the
emitted 2.2MeV γ further extends the mean free path. An ongoing R&D [149, 150] utilizes
6Li(n, α)3H to improve position resolution of neutron by detecting the heavily quenched α.
Even a moderate angle resolution of 30° can discriminate between geo-ν̄e from the crust and
interior of the Earth[151, 152]. An preliminary study with present KamLAND setting is in-
cluded in Appendix E.
New LS with better light yield such as LAB(Section 4.4) and larger PMT coverage give
better energy resolution, making the detector more sensitive to spectra difference between 238U
and 232Th geo-ν̄e (Figure 2.4). A direct constrain on Th/U[108] tests fundamental principles
in geochemical models to the entire Earth.
The IBD on 3He,
ν̄e +
3He→ 3H+ e+
has an energy threshold of 0.0186+0.511×2 = 1.04MeV, which is sensitive to the tail portion
of 40K (Figure 2.4) and will give better radiogenic heat estimation if observed. The cost of
3He makes a kton-scaled detector difficult. The 3H detection as a decay signal similar to
neutron is not well-established. Lacking of decay coincidence, natural radioactivity and solar
ν become severe backgrounds.
Resonant electron capture on heavy nuclei such as 209Bi has been explored in [153]. Its
energy threshold is much lower, making detection of geo-ν̄e from 87Rb possible.
Making an Earth tomography with geo-ν̄e [154] like that of seismic wave and X-ray to-
mography is one of the ultimate dreams of shared by the community.[155]
From the first experimental result in 2005[28], geo-ν̄e has stimulated wide spread interest
in geology and physics. With the present international cooperation and ongoing research and
development, geo-ν̄e will tell us more about the Earth interior and reveal more secret about
the Earth inaccessible before.
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A Guidelines of This Work
These guidelines has been serving as purpose of this work. However, due to limitation of
time and energy, only part of them have been accomplished. We include the list here as a
road-map.
A.1 Update KamLAND Geoneutrino Analysis
Update the analysis with the 18 month of low background data during reactor shutdown.
Combine with state-of-art crust model to constrain the mantle models and study the heat
balance of the Earth.
A.1.1 Playground of Antineutrino Directionality
Exploit the directions of antineutrino during the reactor when the reactors are clustered
in a single direction to KamLAND. Give insights to the R&D of antineutrino directionality
measurement.
A.2 Survey of the Present Trend of ν Community
Find the KamLAND position and opportunity in the frontier of sterile ν, mass hierarchy
and CP violation phase.
A.3 Update the Detector Response Model
Renew the old detector response model with deeper understanding of the detector after a
decade of running. Specifically, revise the event reconstruction and waveform analysis.
A.4 Refactorization of the KamLAND ν Analysis Toolset
Use the state-of-art programming technology and practice.
141
A.4.1 Transparency
The data passed along the analysis tools should be as human readable as possible. Plain
text is favored to binary stream. When the binary format is unavoidable, make it accessible
to standard tools
A.4.2 SPOT and DRY
SPOT (Single Point Of Truth) and DRY (Don’t Repeat Yourself) is the principle not to
duplicate any information in the analysis framework. Any nontrivial information should be
shared. Library is preferred to copy-and-paste.
A.4.3 Simplicity and Economy
Use higher level computing language as much as possible to make the analysis programs
as concise as possible. Prefer python and R to Fortran, C and C++. Write only the code
that needs human thought; Anything else should be automatically generated.
A.4.4 Reproducible Research and Literate Programming
Document exclusively the crucial points of the analysis tools in the dissertation. Use
mathematical formulation in preference to natural language whenever feasible. Plot any in-
termediate non-trivial data. If possible, use the guideline of literate programming to write the
plotting code along with text, so that the plots could be generated on-the-fly together with
the PDF. This is to make sure anyone who have access to the source code of the dissertation
could reproduce and tweak the plots inside.
A.5 Information Theory and Experimental Design
Establish an information theoretical model for the dataflow of KamLAND. Identify the
bottleneck of the experiment to give input to KamLAND2 design and next generation 10-
100kton scale liquid scintillation detectors.
A.6 KamLAND Long Paper
KamLAND has a glorious tradition of educating a whole generation of ν experimentalists.
The dissertation aim to the quality of KamLAND long paper (a comprehensive report of
KamLAND technological details in preparation). Strive to make it liable for publish and
142
friendly to outsiders. Contribute a decade of KamLAND expertise and experience to the ν
community.
A.6.1 Extensive Referencing
Any study not carried out by the author should be referenced explicitly to the original
source. If that is too difficult, review papers could be used for reference. No text or figure is
to be copied from other sources except otherwise disclaimed.
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B Gentoo Prefix
Gentoo Prefix on clusters provides a universal environment for scientific computing. In this
KamLAND technical note, we are going to discuss about data analysis tools newly available
on Gentoo Prefix at abby/count computing cluster in RCNS.
The tools are Python centric instead of C/C++.
B.1 Gentoo Prefix
Gentoo Prefix1 is variant of Gentoo meta-distribution which installs under normal user
privilege a full Gentoo in a directory offset of a Unix-like OS, such as HPUX, AIX, GNU/Linux,
Interix, Mac OS X, Solaris and Cygwin.
Gentoo is a source Linux distribution2. “source” in the sense that usually you compile
everything out of source code. Gentoo has a package manager called portage, written in
Python together with bash, containing instructions to build the packages. For source code
is naturally available to user, it is more straightforward to tune software, as often needed in
scientific research.
B.1.1 Try it out on abby
abby is a set of frontend servers for computational cluster in RCNS. If you already have
an account on abby, you can try Gentoo Prefix out at once. In this note, we are going to use
offline account for demonstration. Be sure to substitute with your own account.
On abby:
$ ~benda/gento/startprefix
Entering Gentoo Prefix /gpfshome/home/benda/gnto
[...]
*





As you can see, Gentoo Prefix is installed by user “benda”, as normal user without root
privilege. It is shared among abby/count by the IBM GPFS cluster file system in RCNS,
so that analysis tools developed in Gentoo Prefix can run on LSF distributed computation
platform.
On abby, the administrators have added many dirty tricks with LD_LIBRARY_PATH,
which is considered harmful1. It interferes with libraries in Gentoo Prefix, so we unset it (e.g.
on bash):
$ unset LD_LIBRARY_PATH
Now you are open to the world of Gentoo and newest software on this planet.
B.2 A survey of bleeding edge tools
B.2.1 gcc-4.7
At the time of writing (Apr 2013), we provide gcc-4.7 with Gentoo Prefix. The version of
default gcc, however, is 4.1.2, released in 20072.
New versions of gcc has optimization for newer CPU’s. The Xeon X5650 on abby has Intel
Corei7 features, most significantly sse4_1 and sse4_2 instruction sets which could accelerate
vector manipulation. gcc-4.7 could make use of these new features.
Software in Gentoo Prefix has been compiled with C(XX)FLAGS “-O2 -march=corei7”.
In Gentoo Prefix, we have gcc-4.7 ready to use:
$ g++ --version
g++ (Gentoo 4.7.2 p1.3, pie-0.5.5) 4.7.2
Copyright (C) 2012 Free Software Foundation, Inc.
This is free software; see the source for copying conditions. There is NO
warranty; not even for MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.
B.2.2 emacs-24
Emacs is very popular in RCNS. The version of emacs on abby, however, is 21.4, released in
20053. There are many new useful features in the past 8 years of emacs, most notably mature
CJK (Chinese Japanese Korean) support. Emacs24 is available in Gentoo Prefix (B.1).
1When should I set LD_LIBRARY_PATH? http://linuxmafia.com/faq/Admin/ld-lib-path.html
2GCC 4.1 Release Series http://gcc.gnu.org/gcc-4.1/
3Emacs 21.4 released http://lists.gnu.org/archive/html/info-gnu-emacs/2005-02/msg00000.html
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Figure B.1: emacs24 welcome screen
B.2.3 perl-5.16
Perl is a scripting computer language that is famous for one liners, and often quoted as
Swiss army knife for *ix.
perl-5.8.8 on abby is released in 20061. When you want to write sophisticated file handling
tools in KamLAND, make sure to check out perl-5.16 for newest perl features for convenience.
B.2.4 root-5.34




* W E L C O M E to R O O T *
* *
* Version 5.34/05 14 February 2013 *
* *
* You are welcome to visit our Web site *
* http://root.cern.ch *
* *
1Perl 5.8.8 Release Announcement http://dev.perl.org/perl5/news/2006/perl-5.8.8.html
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*******************************************
ROOT 5.34/05 (tags/v5-34-05@48582, Feb 14 2013, 23:27:57 on linuxx8664gcc)
CINT/ROOT C/C++ Interpreter version 5.18.00, July 2, 2010
Type ? for help. Commands must be C++ statements.
Enclose multiple statements between { }.
root [0]
It is compiled with Python binding:
$ python -c "from ROOT import TFile; print type(TFile)"
<class 'ROOT.TFile_meta'>
B.3 Python
Python is a script computer language that is easy for prototyping and fast development.
It is also famous for its cooperativeness with other languages. C++ classes and functions are
easily exposed to and called by Python. As a consequence, it becomes popular in data analysis
as a “glue” language to integrate exotic formats of data and different kinds of programs.
Traditionally data analysis tools in KamLAND are written in C/C++ and CERN ROOT.
Python has nice interfaces to reuse those tools and libraries.
Python in Gentoo Prefix is 2.7.3, while the default version is 2.4.3.
Python wrappers of KamLAND tools are generated with Py++, which in turn uses boost-
python. We can call present tools from Python without compilation. This is very useful for
exploring and peeking around data. The following examples will give you an intuitive idea.
B.3.1 SF
SF stand for serial file, “serial” in that I has an interface to read a chain of files. It is a
format used to save waveform and TQ data.
For example, we want to get NSumMax of event with timestamp 9006539845 from run
10000, which is a (surprise!) pile-up. This can be done interactively.
$ ipython
[...]
In [1]: import sfc
In [2]: rtq = sfc.rtq(10000)
In [3]: tq = rtq.searchTs(9006539845)
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In [4]: print tq.hd.nsMax
72
B.3.2 KVF
KVF stands for “KamLAND Vector File” used in RCNS, which records parameters such
as vertex and energy of every event. It is the format used after vertex and energy fitters.
Lets get the A2 energy of the previous event (10000:9006539845).
In [5]: import vf
In [6]: ci = vf.kvr(10000)
In [7]: print ci.searchTs(9006539845).EnergyA2
0.266774564981
B.3.3 KAT
Kat stands for “KamLAND Analysis Tools” used in RCNS, which hold all the main al-
gorithms in KamLAND data analysis. It is an encyclopedia of KamLAND tricks (therefore
hard to understand).
Lets see if we could reproduce the result obtained from KVF.
In [9]: import kt
In [10]: kt.prepare(10000)
In [11]: tqo = kt.tqh()
In [12]: tqo.fill(tq)
In [13]: rst = kt.av2(tqo)
In [14]: print rst[0].engA2
0.211471825838
Oops! We cannot reproduce it! Relax, it is common in KamLAND, we often cannot
reproduce our previous result because someone else may have updated something without
realizing it will affect a unexpected library. If the difference counts, trace the origin. If not,
forget about it.
To conclude, let me show a snip of code making fanny plots with matplotlib. Note that
details are omitted, so this is not trivially reproducible. (B.2)
plt.hist(spp, bins=np.arange(-600, 100, 10), alpha=0.5,
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label="cluster %d: %.2fMeV" % (c, engA2))

























Figure B.2: fitting result of pile-up event timestamp 9006539845 of run 10000.
B.4 Future Plan
Geant4 9.6 with KLG4sim and Python binding.
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B.5 Security Concerns
When you use Gentoo Prefix, keep in mind that the tools are compiled by the user ‘benda’
on abby. Be sure not to pass sensitive data or private information to it.
B.6 Concluding Remarks
This technical note gives an alternative way to process KamLAND data without touching
KamLAND C/C++ libraries directly. This will save time for physicists to concentrate more
on exotic and crazy toys and games.
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C Oscillation Parameters
In this appendix, a list of plots are used to visualize the new results of oscillation param-
eters.
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Vertex Distribution of ν̄ candidates
Figure C.1: neutrino candidate distribution for period 3
The oscillation demonstration is shown in Figure 1.2, and the fitted parameters are found
in Table 9.4.
It is remarkable of Figure C.3 that KamLAND alone excludes full mixing of ν̄e by 3σ,
and combined with SBL experiments (also ν̄e oscillation) as θ13 constraints the exclusion level
approaches 4σ. While the full mixing of νe from solar experiments are excluded, the exclusion
of full mixing of ν̄e is consistent with CPT symmetry1 discussed in Section 1.6.
1In this case, survival probability respects T symmetry, thus it is consistent with CP symmetry.
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Figure C.2: event rate stability of neutrino candidates
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Figure C.4: θ13 vs θ12 (KamLAND + Solar)
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D Variation Check of Fitting
To check the fitting stability of newest period 3, the rule of likelihood selection is altered
and R and ∆R is varied.
D.1 5.5m radius
R=5.5m cut is tried and likelihood selection is turned off.
Table D.1: R=5.5m, no likelihood selection, Th/U free floating
period 1 SD 2 SD 3 SD all SD
ηU 1.36 0.77 0.85 0.37 0.45 0.60 0.85 0.41
ηTh 1.73 1.76 0.00 0.71 2.02 1.45 0.88 0.88
corr(NU, NTh) -0.74 0.00 -0.67 -0.77
NU 79.30 45.07 36.47 15.79 8.42 11.22 101.66 49.04
NTh 24.68 25.10 0.00 7.65 9.97 7.17 26.24 26.50
NU +NTh 103.98 31.24 36.47 17.54 18.39 8.29 127.90 33.40
Fgeo [TNU] 42.46 12.76 19.48 9.37 16.10 7.26 23.41 6.11
Table D.2: R=5.5m, no likelihood selection, Th/U fixed ratio to 3.9
period 1 SD 2 SD 3 SD all SD
ηU 1.45 0.51 0.57 0.37 0.89 0.45 0.86 0.26
NU 84.98 30.06 24.53 16.06 16.73 8.44 102.79 31.51
NTh 21.12 7.47 6.10 3.99 4.16 2.10 25.54 7.83
NU +NTh 106.09 37.52 30.62 20.05 20.88 10.53 128.34 39.34
Fgeo [TNU] 43.32 15.32 16.36 10.71 18.28 9.22 23.49 7.20
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Table D.3: R=5.5m, no likelihood selection, fitted parameters
p. sin2θ12 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
3 0.304 7.52e-05 0.906 1.02 0.377 1.31 -0.106 -0.074 0.0779
SD 0.013 1.8e-06 0.39 0.42 0.43 1.1 0.97 1 1
all 0.301 7.57e-05 1.17 1.08 0.698 0.835 0.446 -0.0234 0.655
SD 0.026 1.1e-06 0.095 0.19 0.36 0.8 0.83 0.99 0.92
Table D.4: R=5.5m, no likelihood selection, correlation matrix
sin2 θ12 sin2 θ13 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
1 0.046 -0.056 0.028 0.075 0.155 -0.105 0.697 0.114 -0.044
0.046 1 -0.008 0.006 0.009 0.027 -0.019 0.129 0.017 -0.005
-0.056 -0.008 1 0.018 -0.07 -0.249 0.242 0.055 -0.022 -0.191
0.028 0.006 0.018 1 0.006 -0.162 -0.097 -0.013 -0.013 -0.033
0.075 0.009 -0.07 0.006 1 0.044 -0.031 0.004 0.007 -0.06
0.155 0.027 -0.249 -0.162 0.044 1 -0.766 -0.101 -0.1 0.041
-0.105 -0.019 0.242 -0.097 -0.031 -0.766 1 0.076 0.036 -0.087
0.697 0.129 0.055 -0.013 0.004 -0.101 0.076 1 -0.028 -0.007
0.114 0.017 -0.022 -0.013 0.007 -0.1 0.036 -0.028 1 0.009
-0.044 -0.005 -0.191 -0.033 -0.06 0.041 -0.087 -0.007 0.009 1
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D.2 5m radius
R=5.0m and ∆R = 1.6m cut is tried and likelihood selection is turned off.
Table D.5: R=5.0m, ∆R = 1.6m, Th/U free floating
period 1 SD 2 SD 3 SD all SD
ηU 1.29 0.72 0.83 0.37 0.19 0.40 0.55 0.38
ηTh 1.83 1.69 0.00 0.71 2.86 1.32 1.43 0.84
corr(NU, NTh) -0.72 0.00 -0.47 -0.74
NU 75.45 41.83 35.51 15.94 2.54 5.20 63.37 43.14
NTh 26.09 24.13 0.00 7.61 9.87 4.54 40.83 23.88
NU +NTh 101.54 29.64 35.51 17.67 12.40 5.05 104.20 30.05
Fgeo [TNU] 41.46 12.10 18.97 9.44 10.86 4.42 19.07 5.50
Table D.6: R=5.0m, ∆R = 1.6m, Th/U fixed to 3.9
period 1 SD 2 SD 3 SD all SD
ηU 1.43 0.51 0.56 0.37 0.86 0.43 0.81 0.25
NU 83.61 30.05 23.91 16.04 11.26 5.64 92.97 29.11
NTh 20.78 7.47 5.94 3.99 2.80 1.40 23.10 7.23
NU +NTh 104.39 37.52 29.86 20.02 14.06 7.05 116.07 36.34
Fgeo [TNU] 42.62 15.32 15.95 10.70 12.31 6.17 21.25 6.65
Table D.7: R=5.0m, ∆R = 1.6m, fitted parameters
p. sin2θ12 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
3 0.304 7.52e-05 0.906 1.02 0.377 1.31 -0.106 -0.074 0.0779
SD 0.013 1.8e-06 0.39 0.42 0.43 1.1 0.97 1 1
all 0.301 7.57e-05 1.17 1.08 0.698 0.835 0.446 -0.0234 0.655
SD 0.026 1.1e-06 0.095 0.19 0.36 0.8 0.83 0.99 0.92
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Table D.8: R=5.0m, ∆R = 1.6m, correlation matrix
sin2 θ12 sin2 θ13 ∆m212 ηLαn ηHαn ηU ηTh ϵR ϵL ϵE
1 0.044 -0.046 0.03 0.072 0.148 -0.093 0.698 0.116 -0.049
0.044 1 -0.007 0.007 0.008 0.026 -0.018 0.128 0.017 -0.006
-0.046 -0.007 1 0.012 -0.069 -0.222 0.218 0.053 -0.026 -0.188
0.03 0.007 0.012 1 0.006 -0.155 -0.109 -0.015 -0.015 -0.032
0.072 0.008 -0.069 0.006 1 0.041 -0.028 0.003 0.008 -0.06
0.148 0.026 -0.222 -0.155 0.041 1 -0.742 -0.098 -0.091 0.036
-0.093 -0.018 0.218 -0.109 -0.028 -0.742 1 0.072 0.023 -0.086
0.698 0.128 0.053 -0.015 0.003 -0.098 0.072 1 -0.029 -0.009
0.116 0.017 -0.026 -0.015 0.008 -0.091 0.023 -0.029 1 0.01
-0.049 -0.006 -0.188 -0.032 -0.06 0.036 -0.086 -0.009 0.01 1
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D.3 Comparison with Published Results
The dataset in each reproduction is deduced from the content of the corresponding paper,
and are summarized in Table D.9.
Table D.9: datasets used in reproduction
publication year range of runs date livetime[days]
2005 164-3207 20020304-20040112 515.8
2008 -6802 -20070512 1485.7
2011 -9088 -20091105 2134.8
2013 -11649 -20121120 2990.4
Table D.10: reproduction: Th/U free float
publication year 2005 SD 2008 SD 2011 SD 2013 SD
ηU 1.54 1.11 1.42 0.78 1.14 0.57 0.96 0.43
ηTh 2.79 2.80 1.74 1.78 1.11 1.27 0.47 0.93
corr(NU, NTh) -0.71 -0.75 -0.75 -0.77
NU 31.34 22.62 82.41 45.04 94.09 46.77 107.49 47.96
NTh 13.73 13.80 24.58 25.10 22.48 25.59 12.91 25.85
NU +NTh 45.06 16.04 106.99 31.20 116.57 32.25 120.41 32.65
Fgeo [TNU] 66.57 22.91 54.87 15.46 41.93 11.25 31.70 8.41
Fgeo[10
6cm−2s−1] 8.79 4.02 6.50 2.42 4.68 1.70 3.03 1.23
Table D.11: reproduction: Th/U fixed
publication year 2005 SD 2008 SD 2011 SD 2013 SD
ηU 1.87 0.79 1.51 0.50 1.14 0.37 0.82 0.28
NU 37.86 15.96 87.62 28.93 93.50 30.78 91.29 30.73
NTh 9.41 3.97 21.77 7.19 23.24 7.65 22.69 7.64
NU +NTh 47.26 19.92 109.39 36.12 116.74 38.43 113.98 38.37
Fgeo [TNU] 68.86 29.02 55.74 18.40 41.89 13.79 30.17 10.16
Fgeo[10
6cm−2s−1] 7.73 3.26 6.26 2.07 4.70 1.55 3.39 1.14
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E Antineutrino Directionality
The motivation to detect direction of ν̄e is strong. If there were perfect angular resolution,
the reactor ν̄e background and most from the crust contribution of geo-ν̄e would be rejected
from the horizon. Multiple geo-ν̄e detector would make 3D tomography of HPE distribution
through out the Earth. Supernova ν̄e directionality detection would make independent as-
sociation to the source of celestial object. Contribution of ν̄e from different reactors would
be separated, so that the L in L/E of oscillation fitting will no longer be averaged, giving a
greater sensitivity to oscillation parameters.
The possibility comes from the dynamics of IBD (Equation 1.1)
ν̄e + p −−→ e+ + n− 1.8MeV.
The angular distribution of e+ is almost uniform, with average displacement of ∼ 0.05 cm.
The position of e+ is smeared by 2 γ’s, and Compton electrons thereafter (Section 6.1). The
neutron is scattered to be thermalized then captured with expected displacement of 2 cm
to 20 cm, and then smeared by 1 γ. The displacement of neutron during thermalization is
correlated with incoming ν̄e. It is this correlation that might be exploited to extract the
direction of incoming ν̄e.
The correlation can be represented by the angle θ between ν̄e momentum and the vector
from e+ to n d. Chooz has observed ∼ 2700 ν̄e candidates via IBD with neutron captured on
Gd 1 with uncertainty of ∼ 18°.[147] From Figure E.1, the distribution is approximated as
cos θ ∼ 120(1 + 1
6
cos θ). (E.1)
It is the limit case of von Mois distribution f(θ | µ, κ) ∝ eκ cos(θ−µ) when κ is small.
This serves as an upper bound of angular resolution of KamLAND. The reactors ν̄e with
known direction(Figure E.3) are used for a check of d against uniform distribution.
The time variation of reactor operation in terms of incoming horizontal directions from
KamLAND is shown in Figure E.2. It can be seen as a 2D extension of Figure 9.1 adding
direction information.
1It emits 2-3 γ and has higher energy, thus has better spatial resolution than capturing on H.
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Figure E.1: Chooz: distribution of cos θ (left), overview (right)


























































KamLAND and Nuclear Power Plants in Japan
Figure E.3: KamLAND and its surrounding reactors
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circular density of unweighted reactor cores run 0−3500
















circular density of unweighted reactor cores run 3500−8852
















circular density of unweighted reactor cores run 8852−11000
















circular density of unweighted reactor cores run 11465−12110, Ohi
















Figure E.4: circular distributions of expected reactor ν̄e in different periods
Figure E.4 is 1D version of Figure E.2 projected on incoming angle. When reactors in
Japan are running (referred as high reactor), the plane angular distribution is multimodal and
closer to uniform (upper and lower left of Figure E.4). For example, for two same ν̄e sources
from opposite directions,
∼ 120(1 + 1
6
cos θ) + 120(1 + 1
6
cos(θ + π)) = 240.
In fact it is a uniform distribution up to O(κ2cos2θ). Because O(κ2 cos2 θ) = κO(κcos2θ),
the period changes from 2π → π. Therefore a angular distribution of π2 period is one more
order smaller in deviation from uniform.
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In these cases, patters of girdle[156, pp. 161,194] (Figure E.5) are to be tested.
Figure E.5: girdle patterns to be tested against horizon distribution of reactor ν̄e
After the great Tohoku earthquake in 2011, almost all nuclear power plants of Japan
are closed for safety inspection (referred as low reactor). In one period from 20120701 to
20130914 (KamLAND runs 11465-12110), only Ohi reactor was running(Figure E.6). It is a
unique chance for us to test out directionality at KamLAND in horizontal plane(lower right
of Figure E.4).


















Figure E.6: flux on time and angle zoomed (ν oscillation accounted)
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With the distributions of
Pr(θ) ∝ S




sinθ) +N (low) (E.2)
Pr(θ) ∝ S




cosθ) +N (high) (E.3)
(E.4)
two of simulations are carried out and summarized in Table E.1.
Table E.1: simulations of significance against uniform distribution
period high reactor low reactor
test girdle preferred direction
projection of d on vertical direction preferred direction
rough run time 8 years 2 years
expected events ∼ 3000 ∼ 100
S/N ratio ∼ 7 : 1 ∼ 11 : 9
p value of Kolmogorov-Smirnov test 3% to 98% 3% to 63%
against uniform distribution
Therefore the present sensitivity is far from enough to have a directionality observation.
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