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Sometime ago it was shown that the operatorial approach to classical mechanics, pioneered in the 30’s by
Koopman and von Neumann, can have a functional version. In this talk we will extend this functional approach
to the case of classical field theories and in particular to the Yang-Mills ones. We shall show that the issues of
gauge-fixing and Faddeev-Popov determinant arise also in this classical formalism.
1. Introduction
In this talk we want to apply the formalism of
the Classical Path Integral (CPI) [1] to a clas-
sical field theory with non-abelian gauge invari-
ance. The reasons to embark on this work are
basically two. The first is geometrical. As it
has been explained in a paper by E. Gozzi in
these proceedings [2], the CPI provides several
geometrical tools like forms, exterior derivatives,
Lie-derivatives etc. These tools may help us in
probing the geometrical aspects of Yang-Mills
(YM) theories which play an important role in
the study of anomalies and similar phenomena.
The second reason to spend time on the classi-
cal aspects of field theories is because the clas-
sical solutions are the basic ingredients of non-
perturbative approaches to quantum field theory
which are needed to study phenomena like con-
finement, mass spectrum calculations and so on.
The gauge invariance of YM theories creates sev-
eral problems in the implementation of the CPI
procedure; so we prefer to start with the simple
example of a scalar field ϕ with a ϕ4 interaction:
L =
1
2
(∂µϕ)(∂
µϕ)−
1
2
m2ϕ2 −
1
24
gϕ4 (1)
Calling π the momentum conjugate to ϕ we can
easily perform the Legendre transform and con-
struct the associated Hamiltonian:
H =
∫
d3x
[
1
2
π2+
1
2
(∂rϕ)
2+
1
2
m2ϕ2+
1
24
gϕ4
]
(2)
The equations of motion can be written in the fol-
lowing form: ϕ˙(x) =
δH
δπ(x)
, π˙(x) = −
δH
δϕ(x)
. We
note a first formal difference between the classi-
cal mechanics of a point particle and the classical
field theory: the presence of functional deriva-
tives in the equations of motion. Calling the field
and its conjugate momentum as ξa = (ϕ, π), with
a = 1, 2 and introducing a 2 × 2 antisymmetric
matrix ωab we can write the equations of motion
in the following compact form: ξ˙a = ωab
δH
δξb
. We
can then go along the usual steps of the CPI pro-
cedure [2] in order to have an exponential weight
in the path integral:
Zϕ
4
CPI
=
∫
DξaDλaDc
aDc¯a e
i
∫
d4xL˜ϕ
4
(3)
where the Lagrangian density has the same form
as that associated to the CPI of the point particle:
L˜ϕ
4
= λa(ξ˙
a − ωab
δH
δξb
)
+ic¯a(∂tδ
a
b − ω
ac δ
δξc
δ
δξb
H)cb (4)
What are then the main features that make the
CPI of a point particle different from the CPI
of a field theory? The fact that a field has ∞
degrees of freedom (one for every point of the
space ~x) has several consequences: a) we have
to label the fields with an ~x; b) the Lagrangian
density L˜ in (3) is integrated over d4x and not
2only over the time variable; c) in the functional
measure Dξa =
∏
k ~x dξ
a(k, ~x) the product is ex-
tended also to space variables.
Having shown the basic formal aspects of a sim-
ple CPI field theory, we can now go on with the
case of Yang-Mills theories. The main ingredi-
ents are: 1) the fields Aµa(x) with a colour in-
dex running from 1 to n, being n the number
of generators Ta of a Lie algebra; 2) the struc-
ture constants Cbca appearing in the algebra of
the Ta: [Ta, Tb] = iC
c
abTc; 3) the antisymmetric
tensor Fµνa = ∂
µAνa − ∂
νAµa − gC
bc
a A
µ
bA
ν
c which
enters into the Lagrangian density in the usual
way: L = − 1
4
Fµνa F
a
µν .
2. A natural gauge-fixing procedure
If we want to construct, as in the case of a
ϕ4 theory, the associated Hamiltonian we have
to solve the problem of the constraints. The
primary ones derive from the definition itself of
conjugate momenta: π0a =
∂L
∂A˙a
0
= 0. The sec-
ondary ones σa = −~∇ · ~πa +C
b
acπ
k
bA
c
k = 0 derive
instead from the requirement that the primary
constraints have to be conserved under time evo-
lution. Because of these constraints we cannot
write the Hamiltonian in a unique way. In fact,
following [3], we can write the Hamiltonian as:
H =
∫
d3x
(1
2
~πa · ~π
a +
1
2
~Ba · ~B
a + λaσa
)
(5)
It is given by the sum of the YM Hamiltonian
HY M =
1
2
~πa ·~π
a+
1
2
~Ba · ~B
a and an arbitrary com-
bination of the secondary constraints λaσa where
Ba i =
1
2
ǫijkF
jk
a and λ
a are n Lagrangian multi-
pliers identical to the first component of the gauge
potentials λa = Aa
0
.
In the 50’s Dirac [4] recognized the necessity of
a gauge-fixing procedure, already at the classical
level, when he tried to give an hamiltonian for-
mulation for a system with first class constraints.
This necessity is particularly evident in the CPI
approach. In fact from the Hamiltonian (5) we
can derive the following equations of motion:
π˙ka = −∂iF
ki
a − λ
dCbdaπ
k
b + C
b
acA
c
iF
ki
b
A˙ak = π
a
k + ∂kλ
a + Cadcλ
dAck (6)
Let us indicate with: φA = (Aak, π
k
a) both the
spatial components of the fields and the mo-
menta. We can then rewrite the equations of mo-
tion in terms of a 6n× 6n antisymmetric matrix
ωAB: φ˙A = ωAB
∂H
∂φB
where we indicate with ∂
the functional derivative and H is given by eq.
(5). At this point in the CPI procedure the step
δ˜(φA−φAcl)→ δ˜(φ˙
A−ωAB
∂H
∂φB
) is forbidden since,
because of the arbitrariness of λa, there is not a
one-to-one correspondence between solutions and
equations of motion. So we have to fix the gauge.
We can, for example, enforce the Lorentz-gauge
condition by inserting into the original path inte-
gral:
ZY M
CPI
=
∫
Dφ δ˜(φA − φAcl) (7)
the following expression formally indipendent of
the fields:
1 =
∫
DAa0 δ˜(−∂
µAaµ)∆F [A] (8)
where ∆F [A] ∼ det[−∂
µδacD
bc
µ ] is the usual
Faddeev-Popov determinant. Having fixed the
gauge, we can now perform the transformation
from the solutions to the equations of motion in
(7):
δ˜(φA − φAcl) = δ˜(φ˙
A − wAB∂BH)· (9)
·det(δA
B
∂t − w
AC∂B∂CH)
where all the derivatives have to be intended as
functional ones. Next we have to exponentiate
not only the RHS of (9) but also the gauge-fixing
part (8) in order to give an exponential weight to
the CPI. We will name this CPI version of YM
theories as NAT (natural) because this is the most
natural and direct way of fixing the gauge:
ZNAT
CPI
=
∫
Dµ exp i
∫
d4xL˜NAT (10)
The functional integration is extended over all the
variables µ of the theory (see also the next sec-
tion) and the Lagrangian density is:
L˜NAT = −πa∂
µAaµ + ΛA(φ˙
A − ωAB∂BH) (11)
−i∂µC¯aD
a
bµC
b + iΓ¯A(δ
A
B
∂t − ω
AC∂B∂CH)Γ
B
3In (11) πa is the variable we use to exponentiate
the gauge fixing condition, C¯a and C
b are the
usual Faddeev-Popov ghosts, while the (Λ,Γ, Γ¯)
are the analogue of the (λ, c, c¯) of the CPI of the
point particle [1].
3. BFV method
In quantum field theory there is also a more
general way of implementing the gauge-fixing
procedure: the Batalin, Fradkin and Vilkovisky
(BFV) method. In this approach one enlarges
the original phase-space (Aak, π
k
a) to include as dy-
namical variables also the Lagrangian multipliers
λa, their conjugate momenta πa, and a number
of BFV ghosts ηa = (−iP b, Cb) and antighosts
Pa = (iC¯b, P¯b) equal to the number of constraints
ψa = (πb, σb) present in the theory. All the ghosts
and the constraints contribute in building the fol-
lowing BRS-BFV charge:
ΩBFV =
∫
d3x[σaC
a−iP aπa+
1
2
P¯aC
a
bcC
bCc](12)
For reasons that are clearly explained in [3]-
[5], we have to identify two Hamiltonian densi-
ties that differ for a BRS-exact term: HBFV =
HY M −{θ,Ω
BFV }, where the {·, ·} are the graded
Poisson brackets that one can introduce in the
BFV phase-space. In this case fixing the gauge
means choosing a gauge function θ. If we choose:
θ = iC¯a∂
kAak+ P¯aλ
a then we obtain the following
Hamiltonian density:
HBFV =
1
2
πkaπ
a
k +
1
4
F ija F
a
ij + πa∂
kAak
−λa∂kπ
k
a + λ
aCbacπ
k
bA
c
k + iP¯aP
a (13)
−λaP¯bC
b
acC
c − iC¯a∂
k(∂kC
a + CabcA
c
kC
b)
As the BFV method has automatically managed
to implement the gauge-fixing procedure, we can
then proceed to build the CPI without adding
any further ingredient. First, we can derive the
equations of motion and put them in the usual
symplectic form: ξ˙A = ωAB~∂BH
BFV . We indicate
with ξA all the fields, including the gauge ghosts,
present in HBFV =
∫
d3xHBFV . So the grass-
mannian character of the fields is mixed: there
are grassmannian even as well as odd fields. This
will cause some formal complications. For exam-
ple to pass from the solutions to the equations
of motion we need an object that is known in
literature as the superdeterminant or berezinian.
The superdeterminant of a general supermatrix
MA
B
can be exponentiated [6] using auxiliary vari-
ables which have a grassmannian parity opposite
to that of the fields they refer to:
sdet(MA
B
) =
∫
DΓ¯DΓexp−
∫
d4xΓ¯AM
A
B
ΓB (14)
where [ΓA] ≡ [Γξ
A
] = [Γ¯ξA ] = [ξ
A] + 1 (we indi-
cate in square brackets the grassmannian parity).
In the same way the exponentiation of the equa-
tions of motion can be done using suitable auxil-
iary variables ΛA, which have the same grassman-
nian parity with respect to the fields they refer to:
[ΛA] ≡ [ΛξA ] = [ξ
A]. In this way we can construct
the following CPI for YM theory [6]:
ZBFV
CPI
=
∫
DΛADξ
ADΓ¯ADΓ
Ae
i
∫
d4xL˜BFV (15)
where:
L˜BFV = ΛAξ˙
A + iΓ¯AΓ˙
A − H˜BFV (16)
and:
H˜BFV = ΛAω
AB~∂BH + iΓ¯Aω
AC
→
∂ C H
←
∂ B Γ
B (17)
Somehow we have constructed two different clas-
sical path integrals for Yang-Mills theories: the
natural one, ZNAT
CPI
of eq. (10), and the BFV one,
ZBFV
CPI
of eq. (15). The functional integrations
entering the ZNAT
CPI
and ZBFV
CPI
are over a differ-
ent number of fields. We have proved in [7] that
several integrations in ZBFV
CPI
can be done explic-
itly to bring: ZBFV
CPI
=
∫
Dµ′ exp i
∫
d4xL˜BFV
down to: ZNAT
CPI
=
∫
Dµ exp i
∫
d4xL˜NAT . In a
certain sense we can say that this is the classi-
cal counterpart of the proof of the equivalence of
the Faddeev-Popov and BFV methods in quan-
tum field theory [3].
4. CPI superfields in YM theories
In the following table we will write down all
the fields of the CPI-BFV theory (15); among all
4these fields we shall indicate with bold characters
those ones which do not enter the ZNAT
CPI
:
Aak π
k
a λ
a πa C
a C¯a Pa P¯a
ΓA
a
k Γπ
k
a Γλa Γπa ΓC
a
ΓC¯a ΓPa ΓP¯a
Γ¯Aa
k
Γ¯πka Γ¯λa Γ¯πa Γ¯Ca Γ¯C¯a Γ¯Pa Γ¯P¯a
Λ¯Aa
k
Λ¯πka Λ¯λa Λ¯πa Λ¯Ca Λ¯C¯a Λ¯Pa Λ¯P¯a
The fields that appear in the same vertical line in
the previous table can be put together and con-
sidered as the components of a multiplet which
was called the CPI superfield in ref. [1]. With re-
spect to the point particle case we need to intro-
duce two different superfields: an even superfield
defined as:
Ξa = ξa + θΓa + θ¯ωabΓ¯b + iθ¯θω
abΛb (18)
and an odd one defined as:
Ξα = ξα − θΓα − θ¯ωαβΓ¯β − iθ¯θω
αβΛβ (19)
Notice that they differ for some signs. We can
then easily show that the HBFV and the associ-
ated H˜BFV are related as follows:
i
∫
dθdθ¯ HBFV (Ξ) = H˜BFV (20)
The concept of superfield allows us also to easily
map the quantum simmetry charges into the cor-
responding ones of the CPI. For example, from
ΩBFV we can construct the correspondent Ω˜BFV
charge as:
i
∫
dθdθ¯ ΩBFV (Ξ) = Ω˜BFV (21)
It is possible to prove that the conservation of
ΩBFV under HBFV implies the conservation of
Ω˜BFV under the evolution generated by H˜BFV .
Similarly to what happens in the quantum case,
the classical action S˜BFV =
∫
d4xL˜BFV is in-
variant under the transformations generated by
Ω˜BFV . This property is crucial to guarantee the
gauge-invariance of the physical results at the
classical level.
The universal charges of the CPI found for the
point particle can be found also in the BFV ver-
sion of the YM-CPI. For example the BRS charge
of the CPI becomes:
QBRS
CPI
= i
∫
d3xΓAΛA (22)
The physical meaning of QBRS
CPI
and Ω˜BFV is very
different. In fact, if we return to the table of all
the fields of the BFV method, we have that the
action of Ω˜BFV on the fields of the first row is
identical to that of the quantum charge ΩBFV .
They both generate the gauge transformations of
the theory and mix the fields horizontally. Any-
how, differently than ΩBFV , the Ω˜BFV acts also on
the fields of the the other rows mixing them. The
QBRS
CPI
charge, instead, turns the fields of the first
row into the associated Jacobi fields contained in
the second row and so it allows us to move ver-
tically through the table. Even if we called both
charges as BRS charges they actually perform dif-
ferent operations.
The reader may ask which is the goal of all
the machinery we have built. What we have in
mind is a geometrical goal. In fact in ref. [8]
it was proved that, choosing proper boundary
conditions, the CPI of the point particle can be
turned into a topological field theory and used to
calculate, among other things, the Euler number
of the manifold on which the system lives. Per-
forming the same thing with the ZY M
CPI
we could in
principle calculate the analog of the Euler number
for the space of gauge orbits or other geometrical
characteristics of this space. All these geometri-
cal features are crucial for a better grasp of the
non perturbative regime of the YM theories.
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