In this paper free quantum theories are derived solely from their underlying symmetry group without reference to a Lagrangean or classical physics and then interactions are introduced by making use of automorphism of the symmetry algebra. It is shown how the solution of a theory interacting with background fields is obtained exactly and purely algebraically from the free theory by the action of a linear operator. The method is first applied to the harmonic oscillator interacting with a conserved current and in a second example to string theory in the presence of constant dilaton, Kalb-Ramond or gravitational fields. The derived interaction for the Kalb-Ramond background is periodic and the interactions with a dilaton respectively a gravitational field exhibit a strong-weak-coupling duality. Furthermore, it is proposed in this paper to interpret T-duality as a position-momentum duality on compact space.
Introduction
There is a need to revisit quantum theory and reformulate it in a way that avoids unnecessary assumptions and limitations. Prime examples of quantum theories suspected to exist but impossible to formulate in practice are M-theory, F-theory and 6D superconformal theories. The latter are relevant for the description of the world-sheet of 7-branes in F-theory. All three examples have no known action and it is not expected that Lagrangean formulations, in terms of which physicists usually work (and think), even exist. Moreover, as is advocated in a paper that is filed concurrently, string theory should ideally be formulated in a diffeomorphism invariant way, without the need of an early gauge-fixing. This paper avoids the use of Lagrangeans and the reference to classical physics. At every step it is attempted to keep assumptions to a minimum. For a free quantum theory a rather direct path from an underlying symmetry group to quantum theory is known, albeit hardly ever followed. Essentially one finds the unitary, irreducible projective representations of the space-time symmetry group. The clearest exposition of this approach which I am aware of can be found in the reference [1] , which however restricts itself to the Galilean symmetry. For relativistic quantum theory the textbook closest to such an approach is [2, 3] . The identification of this underlying symmetry, under which the form of the laws of physics remains unchanged, is the first step towards formulating a quantum theory. A few relevant symmetry groups are collected in this table:
Symmetry Group Significance Galilei classical mechanics and so-called non-relativistic QM Poincaré Einstein relativity and relativistic quantum theory Super-Poincaré Poincaré invariance together with super-symmetry 2D (super-)conformal dynamics of the (supersymmetric) string world-sheet 6D superconformal dynamics of a brane in F-theory This is only a tiny selection of symmetries which give rise to quantum theories of interest. In addition, slight modifications result in further physical theories. For instance introducing boundaries in 2D superconformal symmetry describes the physics of D-branes. The algebra underlying the Nambu-Goto or Polyakov action of the string is a coupling of the 2D conformal algebra and a higher-dimensional Poincaré algebra.
To derive the free quantum theory, we are looking for the unitary irreducible projective representations of this Lie group. Let us briefly sketch out this derivation, the details of which can be filled in from standard textbooks of quantum physics. If we postulate that quantum states obey the superposition principle, it implies that the states are elements of a vector space. The probability interpretation of quantum physics requires this space to be a topologically complete vector space with an inner product, that is, a Hilbert space. The presence of a symmetry means that the laws of physics remain form-invariant under a symmetry transformation. If an unprimed and a primed observer which are related by a symmetry transformation g describe some quantum state by the vectors |φ and |φ ′ respectively, then an operator U(g) must exist which relates the two states. By Wigner's theorem this operator must be linear (or anti-linear) and unitary (or anti-unitary). In quantum theory we deal with projective representations since quantum states are rays rather than vectors in Hilbert space and consequently states are defined only up to a complex phase. A projective unitary representation of a group G is a mapping U : G → GL(V ) that satisfies the composition law of a linear mapping up to a phase. Since projective representations are unwieldy to work with, in practice one works with the regular representations of the centrally extended symmetry group. By a theorem of Bargmann [4] the projective representation and the centrally extended regular representation are equivalent. The central extension changes the algebra, for instance the commutator of the space and momentum operators no longer commute [1] ,
This is the quantization condition, which here is not imposed arbitrarily but results directly from the property that quantum states are defined as rays in Hilbert space. Following our approach, one already has a one-"particle" Hilbert space together with observables and their commutation relations. Multi-"particle" states can be obtained by constructing the Fock space as a product space. The word "particle" has been placed in quotes since we may be dealing with objects with no particle interpretation in the case of string-theory. This procedure gives us a unique free theory from a given symmetry group. It has been attempted to stick so close to the basics of quantum theory that by loosening any assumptions, one quickly collides with the foundations of quantum theory, such as the superposition principle or the probability interpretation. The free theory can then be solved by algebraic means, such as analyzing the states of the physical space by finding a complete set of commuting observables (CSCO) and deriving states from the highest-weight states. It must be noted that such a symmetry is not always sufficient to fully describe a quantum theory. The theory can be extended by introducing an additional internal symmetry groups such as for isospin, color and flavor symmetries. The general approach is compatible with adding on such internal symmetries although conceptually it seems somewhat artificial. This issue can be partly overcome in supersymmetric theories. Supersymmetry is able to interweave an internal symmetry with a space-time symmetry. String theory fully resolves this by geometrizing internal symmetries in one way or another. For instance in F-theory GUTs the gauge group of the standard model arises out of a geometric singularity. Now let us turn to interacting quantum systems. In contrast to the free theory, which is unique, many different interacting Lagrangeans can all lead to the same invariance algebra. Conversely, the symmetry algebra does not suffice to define the full interacting theory. We can however ask for all possible interaction terms -expressed directly in the operator formalism and without reference to an action -which are consistent with the invariance algebra of the free theory. How this is done in practice is shown further below in this paper.
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Operator Algebras

Invariance Algebra
Discrete Bosonic Operator Algebra
For every Lie algebra exists an isomorphism between a matrix algebra representation and an operator algebra in terms of creation and annihilation operators. For simplicity, let us begin with a finite dimensional algebra. The idea is to express the n × n matrices of the representation in terms of the most elementary operators with non-trivial commutation relations, namely the bosonic creation and annihilation operators which satisfy the WeylHeisenberg algebra,
where I is the identity operator and i = 1, ..., n. To construct a bosonic operator algebra, each matrix A of the representation of the Lie algebra is assigned an equivalent operator A:
The operator algebra inherits the commutation relations of the matrix algebra,
which can be verified by evaluating the expression,
Note that the isomorphism of the commutation relations also implies,
Discrete Fermionic Algebra
Instead of expanding into bosonic bilinears one can also expand into fermionic bilinears.
In that case, the exact same isomorphism as for the bosonic algebra exists. The canonical anti-commutation relationships for fermions is given by,
While the individual fermionic creation and annihilation operators satisfy anti-commutation relations, their bilinears satisfy commutation relations which are identical to the ones of the bosonic algebra,
Since the isomorphism of the matrix algebra with the operator algebra relies only on this relationship, the proof of Eq. (4) goes through unchanged for fermions. We can therefore construct a fermionic operator algebra in the same manner as a bosonic operator algebra:
Continuous Bosonic and Fermionic Operator Algebras
The above argument is not restricted to a finite number of basis states. It also readily generalizes to an infinite dimensional Lie algebra where the basis is continuous,
The basis may also have both continuous and discrete labels. In the latter case the commutator is,
and the mapping becomes,
Again the same equivalence holds for fermions. The continuous canonical commutation relationships can also be expressed in terms of a general scalar product,
All the results on discrete operator algebras in this work can be readily applied to continuous operator algebras. Introducing interactions becomes more involved when the symmetry algebra acts on the continuous parameter as is the case in relativistic quantum theory where the parameter is the four-momentum vector and the Lorentz transformation acts on it. This paper does not deal with such a case.
Operator Algebras on L 2 -space
Isomorphisms to operator algebras on different Hilbert spaces also exist. The most prominent is the Hilbert space of square integrable functions L 2 with the elementary commutator bracket,
The operator algebra can then be defined by,
It is a standard procedure to start with a symmetry group and derive its generators in terms of coordinates x j and differentials ∂ i . Using the algebra in Eq. (13) we can express the generators in terms of creation and annihilation operators. But there is a sublety to take into account. Naïvely one would be led to identify ∂ i ≃ a i and x j ≃ a † j as indeed this is a valid isomorphism. However, a i and a † i are adjoint of each other whereas ∂ i and x i are not. The operator x i is self-adjoint since it is real. The operator ∂ i is skew-adjoint, which can be seen by integration by parts on the
dx. This deserves some more attention. After all, to derive the physical content of the theory we will need unitary representations. We can obtain them from self-adjoint generators A † = A or from skew-adjoint generators B † = −B by exponentiation U A = e iAt or U B = e Bt . We could ask the question whether we can construct an algebra isomorphic to the Heisenberg-Weyl algebra out of two self-ajoint operators respectively two skew-adjoint operators. Letx †
The same hold for skew-adjoint operators. To account for the sign-flip, the commutator must be imaginary:
Due to the extra i in the commutator an algebra defined by operators A = i,jx i A ijpj would not satisfy Eq. (4) and is not isomorphic to the matrix algebra. So the answer is no, we can not find an operator algebra in terms of two self-adjoint (or two skew-adjoint) operators. A way out is to work with one self-adjoint and one skew-adjoint operator,
which brings us back to the algebra of Eq. (13) . Now let us get back to the original question to resolve the different behavior under Hermitian adjungation. We can identify,
Per Eq. (4) all commutators of the invariance algebra are expressed in terms of the algebra of the creation and annihilation operators, so that all commutation relations remain unaffected by the substitution of Eq. (24) . This is true generally, including for the commutation relations defining the invariance group Eq. (22) . Our transformation therefore also defines an automorphism of the invariance algebra. We have a set of operators parameterized by a set of complex numbers α i (or a set of complex functions λ i (u)) which act in the space of the extended algebra and satisfy the commutation relations of the invariance algebra. Since automorphism preserve the structure of the defining algebra and as a result that of all operator expressions, it does not come as a surprise that the basic structure of the quantum theory is unaffected. For instance, our free quantum theory has a CSCO given by A r := A r (a † i , a i ), where the superscript r labels the different operators of the set. Now suppose that for each operator exists a raising and a lowering operator,
Then the same relation is preserved under the transformation and the interacting theory is characterized by an eigenvalue spectrum isomorphic to the free theory. The proposed substitution corresponds to the 'primitive interaction terms' of [5] . To find more general interaction terms we need to work with functions of the creation and annihilation operators, for which the following identities are useful:
Further identities can be found in [6] . From the above relations we conclude,
When we deform by a general function of the creation and annihilation operators,
we obtain the condition,
which is satisfied for f (a
More deformations are discussed further below. In principle one can proceed in the same way with the fermionic algebra. The fermionic operator algebra is given by,
The anti-commutators make it more difficult to find deformations of the operators preserving the algebra. In particular, the fermionic equivalence of the simplest bosonic transformation would be,
but this deformation does not satisfy the original algebra for any γ j ∈ C. One would have to elevate the γ j to Grassmann variables to have a valid deformation.
Solving the Interacting Theory
Isomorphic Algebras from Unitary Transformations
We can find isomorphism of the algebra with the help of unitary operators. This method does not appear to have been used in the literature widely for this purpose. However, Witten in his paper on Morse theory [7] used it in a similar way by applying it on the exterior derivative of a supersymmetric algebra in order to obtain deformed theories. That reference uses the transformation,
which preserves the supersymmetric algebra. Here t is a parameter and h a function. In this work I am generalizing the transformation to one which itself may depend on creation and annihilation operators. Consider an operator U which acts on the annihilation operators,
Typically U is the function of a continuous parameter so that U deforms a i continuously. The adjoint action is,
We can multiply any relation of the algebra from the left with U and from the right with U −1 and insert the identity operator U −1 U = I between operators, for instance,
When U is a unitary operator, U −1 = U † , we found an isomorphic algebra where the creation and annihiliation operators continue to be Hermitian adjoint of each other. The application to the fermionic algebra works in the same manner.
From the Free Theory to the Solution of the Interacting Theory
Suppose we have transformed the free theory by virtue of a unitary operator U to an interacting theory, or any deformed theory for that matter. This deformation then ascends to a deformation of the full symmetry algebra of the system. Any operator A f of the free theory is related to an operator A I of the interacting theory by,
Similarly, free and interacting states in the Hilbert space are interrelated by,
The solution of the free theory and knowledge of the operator U is therefore sufficient to solve the interacting theory. By construction, such interacting theories are always unitarily equivalent to some free theory. But while for a unitary transformation based on the symmetry algebra one has U inv |0 = |0 , this is not the case for the interacting operators. They affect the vaccuum state and thereby describing background fields. Note that the basic idea to modify the free generators in a way that the invariance algebra continues to be satisfied is not limited to theories which are unitarily equivalent to a free theory.
Connection to the Heisenberg Picture
Define a function,F
whereX andŶ are operators and q is a c-number. Differentiating this equation gives a differential equation in the form of the equation of motion in the Heisenberg picture:
We can insert a series expansion ofF (q) into the equation,
and solve it iteratively. ThenF 0 =Ŷ andF i+1 = [Ŷ ,F i ]. Reconstituting the series expansion and setting q = 1 we recover the Baker-Hausdorff Lemma,
Deformation Operators
This paragraph returns to discussing isomorphisms of the invariance algebra. The idea is to establish the action of a unitary operator U = eX on the creation and annihilation operators as the elemetary building blocks of the quantum theory from which we can derive their action on any operator. As mentioned before, this will enable us to solve the deformed theory given the solution of the free theory. In the computation we will frequently resort to the Baker-Hausdorff Lemma.
Conjugation by a complex phase e iφ acts trivially on the bosonic and fermionic operators:
The simplest non-trivial transformation which leaves the bosonic algebra invariant is the one discussed earlier:
The goal is to find a unitary operator which transforms the operators in the desired way by conjugation. That means we are looking for an operator with the property,
is a solution, the operator multiplied by a phase e ic will also solve the equation. By rearranging the terms we see that D(λ) is a type of raising respectively lowering operator:
Such an operator is easy to find. A general anti-Hermitian element of the algebra can be written,
from which we obtain an irreducible unitary representation by exponentiation,
The operator D(λ) is given by,
It has the desired action on the creation and annihiliation operators. Under multiplication we have,
The action on the vacuum state gives,
The resulting states are eigenstates of the annihilation operators,
The operator is familiar from the treatment of the harmonic oscillator and is called displacement operator. The displacement operator derives its name from displacing the ground state in the a i , a † i -space or -equivalently for the harmonic oscillator -in theX,P -space. The states |λ are called coherent states which are familiar in particular from quantum optics [8, 9] .
It has been mentioned before that the deformation of the bosonic operators by a constant has a fermionic equivalent only in terms of Grassmann numbers. Then the displacement operator for the fermions has the same structure as that for the bosons. Such an operator has appeared in the literature before [10] , but it does not seem to have been applied widely with success. Here we restrict to ordinary c-numbers and compute the action of the operator from the Baker-Hausdorff Lemma in Eq. (35). The relevant commutators in the expansion are,
Using them one gets,
so that,
The operator is unitary whenβ = β * .
We can define the operator,
which is unitary and satisfies S(ξ) † = S(ξ) −1 = S(−ξ). Its action on the creation and annihilation operators is,
The operator is also familiar from quantum optics where it is known as squeezing operator. Just like for coherent states, for squeezed states the amplitude-phase uncertainty bound is saturated. For coherent states the uncertainty region is circular, for squeezed states the circle is "squeezed" to an ellipse, reducing the amplitude uncertainty at the expense of the phase uncertainty or vice versa, hence its name. Due to the nilpotence of the fermionic ladder operators the equivalent fermionic operator reduces to the identity. But states with squeezed uncertainty region exist also for fermions [11, 12] .
We can define a deformation operator,
which acts on the creation and annihilation operators according to,
The operator is unitary and satisfies
. Note that the deformation is essentially an arbitrary smooth function which takes the self-adjoint combinations
is the integral of the function. Therefore this is the case which has been discussed in the earlier section about isomorphisms of the algebra after Eq. (25) .
Here the exponent of the unitary operator is a sum of bilinears. If (and only if) they are all part of the invariance algebra the transformation reduces to a symmetry. We have
As always, the exponentiated operator eX is unitary whenX is anti-Hermitian.
When B is real so that anti-hermiticity reduces to anti-symmetry, M = −M T , then R and can be interpreted as a type of rotation matrix. For a diagonal operator M ij = iθδ ij one haŝ
where θ is a real phase to ensure unitarity of the deformation operator.
i is identical to the bosonic case and as a result the conjugation acts in the same way:
The fermionic operatorX = M ij b † i b j is anti-Hermitian when M is Hermitian. Again one can define R through M = − ln R so that (e −M ) kj a j = R kj a j where R is Hermitian. For a diagonal operator M ij = φδ ij the transformation is a rescaling,
The scaling factor φ needs to be real in order for the operator to be unitary.
For non-vanishingX the matrix M ij must be symmetric. We further take M ij to be real and obtain the deformation, Since the procedure proposed above deals with various types of coherent states, a few remarks on them are in order. The physically measurable quantities in quantum field theories are derived from vacuum to vacuum transition amplitudes in the presence of an external source. When the interaction with the external source is linear, the final state is a coherent state. In the computation of scattering amplitudes one assumes the interaction to be switched on adiabatically, so that the incoming and outgoing states are free fields. The sets of incoming and outgoing states are complete sets of free states on the Fock space created by free field operators. Two such complete sets must be related to one another by a unitary transformation,
This transformation matrix is called the S-matrix. For more on this see for instance [13] .
4. Quantum Theory from the U (n) and SU (n) Groups
Classical Symmetry of the Harmonic Oscillator
The group U(n) -as well as its subgroup SU(n) -preserves the standard inner product on C n :
The complex vector z can be expanded into its real and imaginary components,
The U(n) symmetry completely determines the phase space of the harmonic oscillator.
Whether we start out with unitary or special unitary invariance is irrelevant for the quantum theory since the projective unitary group P U(n) is identical to the projective special unitary group P SU(n) and in both cases a central extension leads to a vector representation of U(n).
By working merely with a U(n) symmetry, the time and energy dependence is ignored. This could be easily remedied by working with a different group (or a tensor product of groups), but it is instructive to restrict to the simpler U(n) as a first example.
Invariance Algebra of U(n)
The U(n) algebra can be decomposed into U(1) × SU(n) where the generator of the central U(1) is the diagonal unit matrix. For simplicity, let us consider n = 2 first. A standard representation for the irreducible unitary representations of SU(2) are the Pauli matrices,
Together with the identity matrix we have four generators of U(2). Using Eq. (2) we can associate the following bilinears with them,
Higher dimensional generalizations are well-known -the standard representation for SU (3) is given by the Gell-Mann matrices and a representation for SU(n) with n > 3 by the generalized Pauli matrices. We use these representations to read off the operator algebra. For U(n) the operators H, iL ij and T ij are defined by,
The operator H is interpreted as energy; from L ij the complex unit was factored out so we are left with a real-valued second-order skew-symmetric tensor, which is interpreted as the angular momentum of the harmonic oscillator. The second-order traceless symmetric tensor T ij is interpreted as the quadrupole operator of the harmonic oscillator. The operator expressions are valid for both the bosonic as well as the fermionic operator algebra.
CSCO and Highest Weight Representation
One choice of a Complete Set of Commuting Observables (CSCO) for the U(n) quantum theory is given by the operators,
with i = 1, ..., n. The operators a † i and a i act as raising and lowering operators for the operators N i ,
For a normalized eigenstate |n i we have,
so we know that the eigenvalues n i are non-negative. In order for the bound to hold, there must be one state with eigenvalue zero for all a i ,
otherwise repeated application of the lowering operators a i would invariably lead to states with negative eigenvalues, whose existence we just excluded. This is the highest weight state.
Symmetry-breaking Interaction Terms
Before discussing how to add interaction terms which preserve the symmetry, I briefly digress to arbitrary interaction terms. While arbitrary interaction terms generally break the U(N) symmetry, they can nevertheless describe a system when embedded in a larger symmetry group. For instance the harmonic oscillator as a sub-system of the non-relativistic quantum theory derived from Galilei-invariance can be described by the Schrödinger equation with arbitrary perturbations. In a suitable normalization the Hamiltonian of an harmonic oscillator with a x 4 interaction term is given by,
With the identification,
and its inverse,
we obtain,
The system can be solved perturbatively by using only the properties of the operator algebra. This calculation has been performed for example in [14] .
Interaction of the Quantum System with a Conserved Current
I begin with the simplest symmetry-preserving interaction terms. When we add the primitive interaction terms to the generators Eq. (55) of the harmonic oscillator, we obtain,
The above expressions illustrate some generic features of the primitive interactions. The free Hamiltonian is given in terms of bilinears. It picks up new terms linear in the creation and annihilation operators as well as a constant term (which may be infinite in the continuous case) which changes the normalization. The constant does not affect the dynamics and can be ignored for most purposes, but without it the algebra would not close. For the Hamiltonian derived above we can separate λ i ≡ g i e iπφ i into a real amplitude and a phase and obtain,
This Hamiltonian is familiar from quantum optics. It describes the interaction of a photon field with an external conserved current and is solved by the coherent states. When the source is time-dependent, the phase φ = φ(t) is also time-dependent and the photon field is interacting with a time-dependent current. For reference see [8, 9] and for instance [13] . In a quantum lattice the states are the phonons. Under the influence of the current the oscillators are uniformly displaced from their position on the lattice. Likewise their momentum can shift uniformly. This shift in the phase space,
, is generated by the displacement operator.
"Squeezed" States
The previous section dealt with the lowest order interaction term. The next highest order interaction is generated by the transformation,
We will restrict to only one dimension and drop the subscripts on a j and a † j . Under this transformation a free Hamiltonian H f = aa † + a † a turns into,
The interaction term describes the exchange of two quanta. The analogy of the system is a child on a swing who interacts twice in one oscillation period by kicking his legs backward respectively forward at the highest points in the front and in the back. The solution to the interacting Hamiltonian can be obtained from the solutions of the free theory by acting with the corresponding operator on the eigenstates.
Transformations under the Invariance Algebra
A transformation generated by a †
The Point Particle in a Magnetic Field
There is no reason to restrict oneself exclusively to the diagonal U(1) representation to define a Hamiltonian. In particular, one may add other generators of the invariance algebra to it.
To illustrate this and because of the similarity to the bosonic string it will be shown in this subsection that H 0 (ω) − ωL 3 corresponds to the point particle under the influence of a magnetic field. Consider a magnetic field in the x 3 -direction,
We associate with it the vector potential,
since,
For a constant magnetic field B 3 ( x) = B a possible solution is A = B 2 (x 2 , x 1 , 0) which is at the same time in the Coulomb gauge as well as in Poincaré gauge. The Hamiltonian is,
Since the wave function can be factorized and the third dimension describes a free particle, the problem in the two non-trivial dimensions reduces to,
This Hamiltonian can be decomposed into the Hamiltonian of the harmonic oscillator H 0 (ω) =
We can further express these operators in terms of the eigenstates of the angular momentum operator,
The states can be written |N,N ∝ (a † ) N (ã † )N |0 and the eigenvalue equations are,
The states can be labeled by the linearly independent combinations N +N and N −N .
The Supersymmetric Harmonic Oscillator
Introducing interactions to a supersymmetric system is not much different from working with a non-supersymmetric system. The algebra is enlarged, which can make things more unwieldy, but there are no principal difficulties. In a supersymmetric system with U(N) symmetry the algebra is further extended by the algebra of the supercharges:
Here H is a sum of the bosonic and the fermionic oscillator representation of the identity,
The algebra is satisfied by the supercharge,
All one needs to do is apply the same unitary transformation to the supercharge Q. Under the action of the displacement operator one has for instance,
Translation, Poincaré and Conformal Group
As mentioned in the introduction, operators in non-relativistic quantum mechanics depend on continuous parameters. However, discrete operator representations also exist. In particular, the algebra of string theory contains such a discrete representations as a subalgebra. While it is possible to work with continuous representations [1] , it may be impossible to express the operators of the invariance algebra in terms of bilinears. This paper restricts itself to discrete operator representations only. This section will discuss the translation group, the Lorentz group, the Poincaré group and the conformal group.
Translation Group
Translation Algebra in Terms of Bilinears
For the algebra [P µ ,P ν ] = 0 of the translation group the complete set of commuting observables consist of the generatorsP µ . That means we can label the states by their eigenvalues. It is easy to see that for any self-adjoint operatorP the operator U(c) = e iP c is a unitary irreducible representation of the translation group. Unitarity requiresP to be Hermitian. Hermitian operators have real eigenvalues. Basis of U(x) is the eigenvector |p ofP :
The generalization to higher dimensions is obvious.
Alternative Representations of the Translation Group
The translation algebra appears as part of other algebras. In particular, the Poincaré group is a semi-direct product of the translation group and the Lorentz group. For that reason it can be useful to have an operator representation other than the one above, which are better compatible with the embedding Poincaré algebra. Consider the following matrix representation of the translation group of R 3 :
The representation satisfies ρ( 
We can construct a bilinear operator representation out of this representation whose generators are,
Since a 4 plays no further role it may as well be dropped. The generators a † 1 , a † 2 , a † 3 are however not self-adjoint. For unitary representations U(c) = e iP c we needP to be self-adjoint. We can defineP i (θ) = a † i e −iθ + a i e iθ where θ is an arbitrary phase and the creation and annihilation operators satisfy the Heisenberg-Weyl algebra. Specifically we can choose θ = 90 o so that,
The signs in the exponent of the unitary operator U(x) are independent for each direction and purely conventional. They can be made compatible with the Minkowski metric if desired. The form above is how the translation operators appears in the Poincaré algebra. The general rule has been that creation and annihilation operators appear as bilinears when they generate symmetry transformations and appear alone when they generate interactions. In this special case they appear alone but nevertheless generate symmetry transformations.
Lorentz and Poincaré algebra
A good review on the unitary irreducible representations of the Lorentz and Poincaré group is [15] . The Lie algebra of the proper orthochronous Lorentz group SO(1, D − 1) + can be written in the form,
where Greek indices take values 0 to D −1. For D ≥ 4 the centrally extended Lorentz groups are their double cover Spin(1, D − 1). The simplest non-trivial representation of the Lorentz algebra is its fundamental representation. We now want to express the generators of the fundamental representation in terms of bilinears of creation and annihilation operators. It is convenient to slightly modify the canonical commutation relationships for compatibility with the Minkowski metric η µν and use,
Then the generators corresponding to the fundamental representations are,
The Poincaré algebra is a further extension of the Lorentz algebra and is given by,
The general way to proceed as proposed in this paper is to select a matrix representation of the full algebra and express it in terms of bilinears. Here an easier way exists since the remaining relations of Eq. (89) are satisfied when P µ is an arbitrary linear combination of a µ and a † µ . If one wishes to maintain a bilinear structure, one could introduce an operator c to form the expressions c † a µ respectively a † µ c. Evaluating the algebra shows that it must satisfy [c, c † ] = 0, and therefore c = c † is the central element. One way to understand why the second operator in the bilinear combination is trivial, is by deriving the Poincaré algebra from the Lorentz algebra via an Inönü-Wigner contraction [16] . In this process one singles out a dimension N of the Lorentz algebra,
then defines M µN = RP µ and increases the orbit of the action to infinite size by taking the limit R → ∞ with P µ fixed. In the limit one recovers the Poincaré algebra of Eq. (89). In the process, the N-th dimension vanishes and the associated operators a † N and a N become trivial. For completeness, we note the matrix representation of the Poincaré algebra in two dimensions. The representation consists of the boost generator, the generator of time translations and the generator of space translations:
The resulting bilinear representation is,
Since a 3 commutes with all other operators which appear, it plays the role of a c-number and can be dropped.
Position-Momentum Duality
The Lorentz generators can be written as,
Comparing with the operator expressionM µν = −i(a † µ a ν − a † ν a µ ) one could be tempted to identify for instance,X
But we are looking for a choice whereX µ andP µ are self-adjoint. The rotation,
leaves [a µ , a † ν ] = η µν as well as the generators of the form a † µ a ν − a † µ a ν invariant. The angle φ is independent of µ. This rotation does not preserve the property that a µ and a † µ are adjoint of each other. To find self-adjoint operatorsX µ andP µ this is useful, but it must be remembered that this is not a symmetry of the physical theory. Using this rotation together with an overall rescaling we can identify the self-adjoint operators familiar from the harmonic oscillator:
It is easy to check that with this definition the Lorentz generator is stillM µν = 1 2
ν a µ ) and that the canonical commutation relations,
are automatically satisfied. Based on Eq. (96) the operatorsX µ andP µ can be regarded as the real and the imaginary component in a complex space. The algebra -and consequently the entire physics of the theory -is invariant under rotations in this complex plane z → ze iθ :
HereN k = a † k a k is the number operator. In particular, a rotation by θ = π/2 mapsX µ → P µ andP µ → −X µ . This symmetry is the well-known space-momentum duality. The core of quantum theory is its use of projective representations. While the initial symmetry may appear to be real-valued, the use of projective representations invariably introduces a complex space. The distinction between the real and imaginary component is blurred by the identification of its elements up to a phase. This complex space is the phase space. In the derivation of the free theory at the beginning of this paper the symmetry was not further specified. I would conjecture that it should take the form,
that is, act on the phase space.
Transformation Properties under the Poincaré Group
In the fundamental representation the generators of the Lorentz group are nothing but the SO(1, D − 1) + matrices themselves, that is both Λ 
From the corresponding bilinear operators we derive the transformation property of the creation and annihilation operators from our templates of transformation and find,
µ − a µ ) we recover the familiar Lorentz transformation law,
Elements of the Poincaré group are parametrized by the real variables c µ and ω µν = −ω νµ and are obtained by the exponential map,
Conformal Algebra
The Poincaré algebra can be further extended to a conformally invariant algebra. Again we want to find a representation in terms of bilinear operators. It would be possible to proceed in the same manner as before and find matrix representations of the algebra from which one then sets up the bilinears. Here we go an alternative way. Given a symmetry, the starting point is usually a set of finite transformations. It is straightforward to derive the infinitesimal transformations from them. In case of the conformal algebra they are [17] ,
They satisfy the algebra,
To find a representation in terms of bilinears one can make use of the isomorphism between [∂ i , x j ] = δ ij and [a i , a † j ] = δ ij . From Eq. (103) one can directly read off,
As discussed earlier, this mapping ignores that x i and ∂ i are not adjoint of each therefore a i and a † i above are also not adjoint pairs, contrary to what the notation suggests. Using the isomorphism between [∂ i , x j ] = δ ij and [ 
String Theory
Two-dimensional conformal symmetry
The world-sheet description of the (super-)string is based on the two-dimensional (super-) conformal group. A variety of different treatments can be found in the literature, such as in [17] but no single reference follows our approach completely. For the benefit of readers not intimately familiar with string theory and to further clarify the symmetry based derivation, it is helpful to collect some results here. The reader can skip or skim this subsection.
Symmetry Group in Complex Coordinates
Conformal symmetry is rather simple in complex coordinates. Any holomorphic map of the complex plane into itself,
is a conformal mapping. The scaling factor and the rotation angle become manifest in the differential:
Anti-holomorphic transformations are treated in an analogous manner.
Conformal Generators
An infinitesimal (anti-)holomorphic mapping admits a Laurent expansion from which the conformal generators can be read off:
Conformal Algebra
The generator satisfy the conformal algebra,
which is referred to as Witt algebra. The transformations considered so far are local transformations. The subalgebra of global conformation transformations is generated by l −1 , l 0 and l 1 . Specifically, translations on the complex plane are generated by l −1 = −∂ z , scale transformations and rotations by l 0 = −z∂ z and special conformal transformations by l 1 = −z 2 ∂ z .
Central Extension
The central extension of the Witt algebra is the Virasoro algebra and derivations of the central extension of the Witt algbra can be found for instance in [18, 19, 20] . It turns out that the only non-vanishing element is ω n,−n and the solution space of our 2-cocycles is given by ω n,m = (λ 1 n + λ 2 n 3 )δ m,−n where λ 1 , λ 2 ∈ . The basis element ω n,−n = n is an exact element and any term proportional to it can be absorbed in the algebra. Therefore one could set λ 1 = 0. By rescaling the operators one could also set λ 2 = 1 so that ω n,m = n 3 δ m,−n is the unique solution. The conventional choice for the extended algebra is however,
Up to equivalences and rescaling this is the unique non-trivial extension of the Witt algebra. These equivalences are the simplest of the automorphisms which give rise to interactions.
The Invariance Algebra in the Oscillator Representation
The generators of the Virasoro algebra can be expressed in terms of the generators of the operator algebra of the harmonic oscillator. The oscillator states will be interpreted as excitations of the string. The algebra is infinite dimensional and we define α −n = α † n . It is convenient to use the normalization α n → √ nα n for the operators with n = 0 so that,
The normal ordering operator is defined as,
and the generator,
It can be verified that the L n satisfy the Virasoro algebra with central charge c = 1.
Complete Set of Commuting Observables
The maximal set of generators which commute with all the generators of the algebra is given by L 0 and the central charge c. Here the choice of L 0 was arbitrary since any one generator could have been chosen to be diagonalized in addition to c. The eigenvalues of L 0 and c will be called h and c respectively, so we can label states by |h, c .
Highest Weight Representation
Analogous to the angular momentum in quantum mechanics, L −n and L n are raising and lowering operators for the eigenvalues of L 0 ,
From the algebra we see that L n with n > 0 reduces the eigenvalue of L 0 by n,
The highest weight representation (although the better term here would be lowest-weight representation) is a representation with a state containing the lowest eigenvalue of L 0 . If |h, c is a highest weight state, it must be annihilated by all L n with n > 0, otherwise their action would reduce the eigenvalue even further, which would be contradictory to |h, c being a highest weight state. The physical states of the theory therefore satisfy,
In the language of CFT, these highest-weight states are also referred to as primary states.
The first equation will be interpreted as the mass-shell condition. The L −n with n > 0 do not annihilate the highest weight state and their action can be used to generate descendant states.
The Hilbert Space
New states, the so-called descendant states, are obtained by applying the raising operators in all possible ways on highest weight states:
By convention, the raising operators are arranged in increasing order of k i . Their L 0 eigenvalue is h + i k i . By the Poincaré-Birkhoff-Witt theorem this procedure generates the entire Hilbert space. From the algebra it can be seen that the states can also be generated iteratively from a highest weight state:
The set of these states is called a Verma module V (h, c). States in one Verma module are not necessarily linearly independent. If a linear combination of states of a Verma module vanishes, this linear combination is referred to as null state. States in the same Verma module but at different levels are orthogonal to each other. If we chose a basis of orthogonal highest-weight states, that is h ′ , c|h, c = 0 for all h = h ′ , then states in different Verma modules are also orthogonal to each other.
The Vacuum State
The vacuum state |0 is the most symmetric state of the theory which means it should be annihilated by the largest possible number of conserved charges. In particular it must be invariant under the global conformal transformations L −1 , L 0 and L 1 . The highest weight state |h, c is already annihilated by all L n with n > 0, so we turn our attention to the remaining operators. We want to find those n ≥ 0 for which L −n |0 = 0. For them holds,
The equation is satisfied for n = 0, i.e. L 0 |0 = 0 with eigenvalue h = 0. Due to L 0 |0 = 0, Eq. (119) is also satisfied for n = 1.
Unitary Representations
For a unitary representation the inner product must be positive definite, otherwise L † n = L −n does not hold. Using the algebra and the condition for physical states we find,
From setting n = 1 we see that we must have h ≥ 0 and from setting n sufficiently large we find that c ≥ 0. A more detailed and level-by-level analysis [21, 22, 23] shows that a necessary and sufficient condition for an irreducible highest weight representation to be unitary is that either c ≥ 1 and h ≥ 0 or that,
where,
This includes the case c = h = 0 where the representation is trivial.
Further Constraints and Extensions
There are some further consistency constraints to be taken into account, such as the elimination of negative-norm states from the physical spectrum as well as the extension to supersymmetry. While additional constraints will not be important for our purposes, it should be noted that they exist.
String Theory and the Poincaré Algebra
The string world-sheet is embedded into a higher-dimensional Minkowski space. The Poincaré algebra appeared earlier in eq. (89). In string theory, one has multiple copies of the algebra. This is not entirely unfamiliar, after all the Fock space for multi-particle theories is a direct sum of tensor products of single-particle Hilbert spaces. From the string action, standard textbooks [24] derive the following operator representations which satisfy the Poincaré algebra:
Here x µ p ν − x ν p µ together with p µ satisfy the Poincaré algebra. In addition the terms −i(α µν ] = 0. The symmetry-based approach proposed in this paper has the advantage that the algebra can be more easily modified. For instance it is problematic in string theory that interactions are described by world-sheet topologies over which one has to sum to an infinite series (whose strong-coupling behavior appears to be essential). Instead one can modify the representation. For a start, one expresses x µ and p µ in terms of creation and annihilation operators. Further, introduce continuous representations as they are known from point particles. In this way nothings stands in the way of building a multi-string Fock space.
Orientation Reversal of the Closed-String
It rotates right-movers into left-movers and vice versa,
The operator Ω(−π) satisfies Ω(−π) = Ω † (−π) = Ω −1 (−π) and therefore is an involution Ω(−π) 2 = 1,
It is the familiar orientation reversal operator for the closed string. Since the generator is not part of the symmetry algebra, requiring closed string orientation invariance amounts to imposing an additional symmetry. This is a symmetry which ties together the two independent copies of the Virasoro algebra.
Orientation Reversal of the Open-String
In analogy to Eq. (98) we can define a unitary operator,
It acts according to,
For θ = π it reduces to the orientation reversal operator for the open string,
In contrast to the the closed string generator the generator L 0 is by default part of the symmetry algebra. Note also that L 0 (apart from an irrelevant normal ordering constant) is the Hamiltonian, therefore Ω(τ ) = e iL 0 τ causes time translations. So we are really dealing with invariance under the discrete time shift τ → τ + π.
Since the generator is the open-string Hamiltonian, a natural question to ask is whether an analogous action for the closed string exists. The mass-shell conditions for the open and closed strings are,
Due to the extra factor of two in the closed string expression an analogous closed string operator acts trivially on the modes.
T-Duality
Position-Momentum Duality and the String Wave Equation
The solutions to the string's equations of motion can be looked up in any introductory text on string theory. For the closed string they are
where l = The string momentum is then defined as P
. Note that the coordinate X µ (τ, σ) is real and P µ τ (τ, σ) is imaginary. With this definition, the canonical commutators resurface,
We are seeking a transformation similar to Eq. (98). However, no unitary transformation on the modes exists which gives rise to (X µ , P µ τ ) → (P µ τ , −X µ ). In the next paragraph a different transformation is proposed which is a better analogue to Eq. (98).
T-Duality Operator
The analogue to Eq. (98) for the string is the unitary operator,
which generates a rotation by the angle θ in the complex space associated with each mode n. The weights 1/n which do not appear in Eq. (98) serve to correct for the different normalization of the mode operators. The action of this operator on the modes is,
In Eq. (98) the angle θ = π/2 effectuated the canonical transformation which swaps position and momentum. Here this angle results in,
This is the action of T-duality on the algebra of the bosonic string. At the same time we argued that it is the analogue to the position-momentum duality (which again is essentially the wave-particle duality). In the following, we further want to support the view that Tduality should be understood as a form of wave-particle duality.
T-Duality as Fourier Transformation
The swap between position and momentum-space representations happens by virtue of a Fourier transform:
If T-duality is to amount to a swap between a position and momentum space picture then the Fourier transform must be compatible with the inversion of radii R ↔ 1/R under T -duality. Let us verify that. One can use the process of periodicization to express a function f (x) on a domain [−R/2; R/2] by another function F (x) on R,
Doing so allows us to write the periodic function as a convolution,
In this expression one recognizes the Dirac comb function III R (x) ≡ 1 R n∈Z δ(x + Rn) = 1 R n∈Z e 2πinx/R . It has the property that its periodicity inverts under Fourier transformation,
Therefore the Fourier transform of our function f (x) is,
which shows that R indeed is inverted. The argument can be taken further generalized to backgrounds other than cicles. According to the SYZ conjecture, the generalization of T-duality to general Calabi-Yau manifolds is mirror symmetry [25] (which by extension is also related to the Langlands duality). Any mirror pair including any given configuration of branes should therefore be related by some kind of Fourier transformation. Indeed the Fourier-Mukai transform [26, 27] is a categorified Fourier transformation and underlies homological mirror symmetry. It transforms between derived categories of coherent sheaves. This category has a realization in terms of matrix factorizations [28, 29] .
Momentum and Winding Modes
T-duality exchanges the momentum and winding modes,
and in the process a Dp brane stretching along the direction of T-duality becomes a Dp − 1 brane. Conversely, a Dp-brane orthogonal to the direction of T-duality becomes a Dp + 1 brane. This can be fully understood in terms of Fourier transformations. One has the following Fourier pairing,
One one side of the duality one has a D0-brane located at position x 0 . From the uncertainty relation it is known that such a localized quantum object, whose wave-function is described by a delta function, will have a completely unknown momentum distribution and indeed the probability density |e −ipx 0 |dp = dp is uniform. We have argued that under T-duality the momentum wave-function becomes a new position wave-function. Now our position wavefunction is completely uniform, indicating the object is 'smeared' out over the entire space. No point is preferred over another and we conclude that we now have an extended object located everywhere along the T-duality direction. The D0 brane has turned into a D1 brane. Conversely, a D1-brane extended along some dimension x has equal probability to be found anywhere along that dimension. Then its momentum distribution is localized so the T-dual of the D1 brane is a D0 brane. One can also have n D0 branes at the same point which are transformed to a quantum object with n units of momentum, interpreted as wrapping the compact dimension n times. Superpositions of a finite number of such objects are known in the literature as bound states of branes. Conceivable are also infinite sums. Then one can no longer speak of D0 and D1 branes but rather has wave packets, such as Gaussian wave-packets in a non-compact space. As in non-compact space, wave-functions exist which are self-dual under Fourier transforms [30] . In that case one can no longer speak of a fixed brane dimension.
The claims concerning T-duality are now briefly summarized. As discussed, T-duality as a geometric generalization of the Fourier transform is nothing new. But it is argued here that T-duality should be interpreted as a map between a position space and momentum space representation. This leads to a rather counter-intuitive seeming unification of space and momentum. Position and momentum are the real and the imaginary axes of a complex space -the phase space. T-duality, like the position-momentum duality, is a rotation by 90 degrees in this phase space. This duality is not a specific features of particular theories, but rather is inherently grounded in quantum theory. Quantum theory, through its inherent usage of projective representations, defines states only up to a complex phase. Thereby it smears out the distinction between the real and the imaginary axes of this space. At the same time, this is cause of the uncertainty relation.
Interactions with Massless Closed String States
After the digression to T-duality, we are now reverting to the symmetry based approach of string theory and address introducing interactions. The massless closed states of bosonic string theory are,
The traceless symmetric part is the graviton, the anti-symmetric part the analog of the magnetic states and the trace is the dilaton. These states all have their equivalent in the superstring. In order to obtain interactions with massless closed string states we define the operator,
We can decompose M µν into a traceless symmetric part G µν , an anti-symmetric part B µν and a trace component Φ. If we impose invariance under orientation reversal,
then M µν must be symmetric and it follows that the unoriented string theories do not support a B µν field. Using the algebra and the Baker-Hausdorff Lemma we derive that the operator generates the following deformation:
For symmetric M µν ≡ G µν one has M µ i µ j = M µ j µ i and similarly for the trace component, whereas for anti-symmetric M µν ≡ B µν one has M µ i µ j = −M µ j µ i . The deformation becomes, U(G)α 
The corresponding expressions for the other mode operators are listed in the appendix. The appendix also contains more detailed intermediate steps of some of the subsequent calculations.
Symmetric Deformation
The deformation of the only non-trivial term in the Hamiltonian N +N − 2 is given by, 
The level matching condition remains unchanged at lowest order. Let us return to the full deformation and substitute G = ln(E). Since G is an invertible symmetric matrix the matrix E is also symmetric. Using,
one gets, Tr(E
We derived a Hamiltonian which at all orders exhibits the duality,
For the dilaton the calculation is almost identical with the matrix G replaced with the scalar Φ. The duality is,
Using g s ≡ e Φ the first mapping is that of S-duality g s ↔ g
−1 s
whereas the second is T-duality, that is, the Hamiltonian possesses U-duality.
Anti-Symmetric Deformation
The deformation of the only non-trivial term in the Hamiltonian N +N + 2 under the anti-symmetric action is given by, 
There are many possible avenues for actual computations based on this work but they are planned be part of subsequent papers. The purpose of this work was only to lay the necessary foundations.
A. Action of the Deformation Operators A.1. Anti-symmetric deformation
The anti-symmetric deformation operator, 
It follows: 
The action on the anti-holomorphic operators is identical with the holomorphic and antiholomorphic modes swapped. From these expressions we find, 
