ABSTRACT In this paper, we consider transmission optimization in a multiple-input-single-output downlink network, in which each user is wiretapped by a specific eavesdropper. Particularly, we aim to minimize the total transmit power and maximize the sum secrecy rate (SSR) of the system simultaneously, under the assumption that the channel state information (CSI) of the eavesdroppers is not perfectly known at the transmitter. Considering the conflict between two objectives, a multi-objective optimization (MOO) framework based on the weighted Tchebycheff approach is proposed. The formulated MOO problem is non-convex and intractable. To tackle it, several auxiliary variables are introduced and the corresponding Taylor series expansion is employed to linearize the term related to each auxiliary variable. Then, the non-convexity resulting from the CSI errors is recast as a convex one with the aid of S-procedure and Cauchy-Schwarz inequality. Based on above treatments, a robust iterative algorithm is proposed to solve the original problem. Simulation results not only demonstrate the effectiveness of the proposed design, but also unveil the tradeoff between the total transmit power and the SSR.
I. INTRODUCTION
With people's increasing demands for the quality-ofservice (QoS) in wireless communication networks, multiple coupled objectives were put forward in [1] . Hence, a bandnew technique to handle the multi-objectives and investigate the trade-off between them are receiving extensive attention [2] , [3] . On the one hand, the optimization design of the secrecy rate for the wiretap channels has received significant research interests recently [4] , [5] . Specifically, the literature [5] introduced spatially selective artificial-noise to tackle the issue that legitimate receivers are wiretapped by malicious receivers. In general, artificial noise is expected to bring worse effects to eavesdroppers than the legitimate receivers which may enhance the secrecy capacity. Following the seminal works by our predecessors, [6] investigated (sum secrecy rate) SSR maximization under the model of several user-eavesdropper pairs. In fact, the notion of usereavesdropper pair is more realistic compared with the literatures that investigating the independent legitimate receivers and eavesdroppers. But the transformation method of the problem was not appropriate and may result in a terrible performance.
On the other hand, in spite of the mature application of renewable natural source (geothermal, wind, and solar), it is an urgent challenge to satisfy the high-speed wireless data transmission requirement at the receivers and control the power consumption at the transmitter simultaneously [7] - [13] . For instance, [7] focused on minimizing the total transmit power under both QoS and radio-frequency (RF) energy harvesting (EH) constraints via the power splitting (PS) approach. Similarly, [8] proposed a second-order cone programming (SOCP) relaxation to deal with joint beamforming and power splitting (JBPS) aiming to minimize the total transmit power. By limiting the maximum allowable power consumption at the transmitter, [9] - [13] studied the secrecy rate maximization problems under different system setups, respectively.
In [14] - [16] , the imperfectness of CSI was taken into consideration in the practical wireless communication networks. Specially, [14] aims at maximizing the worst-case achievable sum rate for the Nonorthogonal multiple access (NOMA) systems by robust transmit strategies based on the worst-case design method with the deterministic model. Furthermore, owing to the existence of channel estimation and feedback errors, all literatures as said or narrated above referred to imperfect CSI. To overcome these problems, [15] , [16] adopted robust design for secure transmission in wireless communication networks by dealing with the CSI errors properly.
However, the aforementioned literatures just focused on a single-objective problem from one aspect of the network design. To the best of our knowledge, the joint design of multiple objectives from a more comprehensive perspective is still little researched, especially for the multiple-user multiple-input single-output (MU-MISO) downlink networks. Considering the potential conflicts between several desired objectives, the trade-off system design between them is extremely necessary.
Motivated by the above observations, in this paper, we propose a robust multi-objective beamforming design for a downlink communication system with multiple receivereavesdropper pairs, where the transmitter is equipped with multiple antennas and each receiver is equipped with single antenna. Assuming the CSI of the potential eavesdropper is not available at the transmitter, we consider optimizing the two conflicting objectives (the SSR maximization and the transmit power minimization) jointly under the framework of multi-objective optimization which enables the design of the Pareto optimal resource allocation policies. The formulated non-convex problem is hard to tackle. So, we try to turn the problem into a linear one by means of firstorder Taylor approximation. Then, the non-convexity caused by the imperfectness of the CSI is handled by employing S-procedure and Cauchy-Schwarz inequality. Finally, a robust iterative algorithm is proposed and a Pareto optimal boundary is achieved to display the trade-off between the two conflicting objectives.
Notations: In this paper, we use bold uppercase and lowercase letters to denote matrices and vectors, respectively; (A) T , (A) H , Tr (A) and |A| denote the transpose, conjugate transpose, trace and determinant of a matrix A; • represents the l 2 norm; I M and C M ×N refer to an M dimension identity matrix and the set of M-by-N dimensional complex matrix; CN (µ, σ 2 ) refers to the circularly symmetric complex Gaussian (CSCG) distribution with mean µ and variance σ 2 .
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we consider a downlink multiuser MISO communication system comprising a transmitter, M receivers and M eavesdroppers, where each eavesdropper is supposed to wiretap the legitimate receiver in the same receivereavesdropper pair, i.e., the ith eavesdropper just wiretaps the ith legitimate receiver as shown in Fig. 1 . In this configuration, it is assumed that the transmitter is equipped with N t antennas while each receiver is equipped with single antenna. Each eavesdropper is equipped with single antenna as well. In addition, the transmitter is assumed to have imperfect CSI on eavesdroppers' links since the eavesdroppers keep inactive during the transmission of the transmitter. s i (t), i ∈ {1, ..., M } denotes the information signal intended for the ith legitimate receiver at time slot t. The signal models for the transmitter to ith receiver and ith eavesdropper links are written as
where h i ∈ C N t ×1 represents the channel vector from the transmitter to ith receiver; g i ∈ C N t ×1 represents the channel vector from the transmitter to ith eavesdropper; 
According to (1) , the mutual information of the ith legitimate receiver and the ith eavesdropper can be described as
respectively. Then, the achievable SSR of our considered system is thus given by [5] , [10] 
As mentioned above, we assume that the transmitter has imperfect CSI on eavesdroppers' links. Thus, we let g i =ĝ i + g i , ∀i, whereĝ i is transmitter's presumed value of g i ; g i represents the associated CSI error. There are in general two models to capture the channel uncertainties, namely, the Gaussian estimation error model [5] and the deterministic model [4] , [10] . The Gaussian estimation error model assumes that the channel estimation error is a random variable following the Gaussian distribution with certain variance, while the deterministic model assumes that the channel estimation error is bounded within a certain ball or ellipsoid. In this paper,we adopt the deterministic model, for which the resulting channel uncertainty for channel g i is deterministic and bounded, satisfying
for some ε i > 0, i = 1, ..., M . i is the vector set contain the channel uncertainty g i . For investigating the MOOP, we primarily propose problem formulations for two conflicting but desirable system design objectives alone in the MISO downlink network. After that, we study aforementioned objectives jointly via building the framework of multi-objective optimization. In order to take into account secure communication and limited power simultaneously, each system design objective has to satisfy the constraints of the SSR and the total transmit power. As a result, the first considered problem is designed to maximize the SSR under the channel uncertainty of g i bounded by the regions i , which is given by Problem 1 (SSR maximization):
where P max restricts the maximum transmission power of the transmitter; the purpose of the system objective function in (5) is to maximize worst case SSR among M receivers; constant R req in C2 specifies that the minimum required SSR of the receiver. Similarly, problem 2 is designed to minimize the total power radiated by the transmitter which is formulated as follows:
Problem 2 (Total Transmit Power Minimization):
where the constraints C1 and C2 are the same as that in (5), respectively. Remark 1: In practice, the less power consumed at the transmitter consequentially results in the lower secrecy rate at each couple of legitimate receiver and eavesdropper according to the conservation of energy theorem. Equivalently, in order to satisfy the requirement of the larger SSR at receivers, higher power will be consumed at the transmitter. As a consequence, the increasing requirement of the power economy will no doubt results in a worse SSR performance and vice versa, which makes the design of transmission power minimization and SSR maximization conflicted with each other. To circumvent it, a non-trivial trade-off design for balancing two conflicting objectives arises in our considered multigroup multicast communication system.
In the literatures [1] , [17] , [18] , referring to several conflicting system design objectives, multi-objective optimization method is utilized to research the trade-off between them. Applying Pareto optimality, the third optimization is formulated to study the trade-off between Problem 1 and Problem 2 via weighted Tchebycheff [17] , which can be expressed as Problem 3 (Transformed Multi-Objective Optimization by Tchebycheff method):
where
)] is reformulated from the objective function in (5) to facilitate the expression without loss of
Constant F * n is the optimal objective value of the Problem n. In other words, F * 1 is the maximization of the SSR and F * 2 is the minimization of the total transmit power. Moreover, λ n ≥ 0 is a weighted variable which represents the preference of objective function n under the constraint of n λ n = 1. When λ 1 = 1 and λ 2 = 0, Problem 3 may degenerate into Problem 1. Similarly, when λ 1 = 0 VOLUME 5, 2017 and λ 2 = 1, Problem 3 may degenerate into Problem 2. Nevertheless, a lot of work should be devoted to turn the aforesaid non-convex problems to tractable ones. Meanwhile, the semi-infinite constraint causing by the CSI errors will make the problems more difficult without doubt during the transformation.
III. MOOP WITH IMPERFECT CSI
In order to deal with the non-convexity of the objective function and constraint C2, we first define the equations as 
where constraints C7 and C8 mean that the rates of legitimate receiver and eavesdropper are non-negative respectively. But we should pay attention that the relaxation (9) will be tight if and only if rank(W * i ) = 1 holds [4] , where W * i , i ∈ {1, · · · , M }, denotes an optimal solution of (9). exists with all the W * i being of rank-1. Hence, this demonstrates that the semi-definite program (SDP) relaxation [20] employed in problem (9) is tight.
Theorem 1: Problem (9) is equivalent to problem (5) and the optimal solution of problem (5) can be obtained from the eigenvalue decomposition of W * i , ∀i, where W * i is the optimal solution of problem (9) .
Proof: We denote the optimal objective values of problem (5) and problem (9) as f * andf * , respectively. The proof can be divided into two parts. First, we will show that problem (9) can achieve an objective value of f * , i.e., f * ≤f * . Given
the optimal solution of problem (5), we have W i = w * i w * i H , ∀i and, according to (8) 
It is easy to be verified that the solution
is feasible for problem (9) . Therefore, f * is achievable for problem (9) .
Next, we will show that problem (5) can also achieve an objective value off * , i.e., f * ≥f * .
is the optimal solution of problem (9), it is clear that w i = eig W * i , ∀i is feasible for problem (5), where eig W * i is the eigenvalue decomposition of matrix W * i , the resulting vector w i will be the only eigenvector since W * i is of rank one. Therefore,f * is achievable for problem (5). Theorem 1 thus follows.
Similarly, replacing Problem 2 and Problem 3 with formulation (8), problems (6) and (7) can be respectively reformulated as P2 : min
P3 : min
where t is an auxiliary optimization variable and (12) is a modification of (7). Although the objective function and the equivalent constraint C2 in (9) have been transformed to convex ones, the constraints C4, C5 and C6 are still nonconvex.
In order to deal with the non-convexity, a Taylor expansion is first used to deal with constraints C4 and C5, which can be transformed accordingly as C4 :
where e¯y i (y i −ȳ i + 1) and ep i (p i −p i + 1) are the first order lower bounds of e y i and e p i by employing the first order Taylor approximation to the right of inequalities in constraints C4 and C5,ȳ i andp i are initial feasible points of the MOOP, which are defined as
In spite of the reformation ofC5, the MOOP is still challenging because of the infinite number of constraints in C5 caused by the uncertainty sets. Therefore, an appropriate method should be taken to change the infinite constraints into finite ones. Based on the theory, S-Procedure is used to turnC5 to a linear matrix inequality (LMI) as the following lemma:
Lemma 1 (S-Procedure [9] ): Let a function f m (x), m ∈ {1, 2}, x ∈ C N ×1 , be defined as
where A m ∈ H N , b m ∈ C N ×1 and c m ∈ R 1×1 . Then, the implication f 1 (x) ≤ 0 ⇒ f 2 (x) ≤ 0 holds if and only if there exits a variable δ ≥ 0 such that
provided that there exists a pointx such that f k (x) < 0. Since the matrix inequality (16) is the sufficient and necessary condition for the implication f 1 (x) ≤ 0 ⇒ f 2 (x) ≤ 0, we conclude that S-Procedure leads to an equivalent transformation between the implication and the resulting matrix inequality.
To apply the S-Procedure in the constraintC5, we substitute the representation g i =ĝ i + g i intoC5. From (4), we can get g H i g i ≤ ε 2 i , then the constraintC5 is rewritten as
According to Lemma 1, constraintC5 is converted into the LMI which is given by
where δ i ≥ 0 is introduced slack variables. However, the same method of first order Taylor approximation, introduced to transform constraint C5 into a linear one, cannot be employed in constraint C6. As a result, the constraint C6 is intractable with the method of S-Procedure. Instead, we can achieve the lower bound of Tr(W m G i ) in constraint C6 which is expressed as To sum up, problem (9), (11) and (12) can be respectively transformed as P1 : min
C6 :
P2 : min
It is observed that the problem (22) is a convex semidefinite program (SDP) problem for any given W i which can be solved via convex solvers such as CVX [21] , where W i [n] represents the feasible solution in nth iteration. Previously, a randomly generated w i [0] is calculated and [1] of the MOOP by employing the first order Taylor approximation are obtained via equality (14) . After that, we can get the first initial value [1] ) are positive [6] . As mentioned above, the beamforming matrix W i and the introduced variables are updated based on the solution of previous iteration until the optimal solution is acquired. Then, the method of eigen-decomposition is introduced to obtain a feasible w i . Note that the solution of the problem (22) may not be the optimal solution since the resulting constraintC6 is the approximation of constraint C6. But, the approximation will not shrink the feasible region too much over problem (9) due to the fact that the value of ε is small [6] . It is easy to be verified that the solution we obtained during the iteration ensures the satisfaction of the constraints in (22) and its original problem. The detailed process is summarized in Algorithm 1.
Convergence Analysis: Taking problem (20) as an example. Note that the Taylor series expansion adopted in dealing with constraints C4 and C5 at any beamforming matrix
will reduce the feasible region of problem (9), i.e., the feasible region of problem (20) with any given initial points is smaller than that of problem (9) . As a consequence, for any given [1] , the feasible region must be no smaller than previous iteration since the optimal solution obtained in previous iteration is the feasible solution of the next iteration, which, thus, will lead to a monotonically non-decreasing sum secrecy rate. Then, in view of the limited transmission power, the sum secrecy rate will converges to a fixed point finally. The convergence of the iterative algorithm for solving problem (22) is thus confirmed.
Remark 2 [22] : At the convergence of the proposed iterative algorithm, the initial points W i [n] , i ∈ {1, · · · M } must be equal to W * i , ∀i finally, which ensures that the approximated constraintsC4 andC5 are equal to the constraints C4 and C5, respectively.
Algorithm 1 An Iterative Algorithm for Solving
Problem (22) 1: Initialization: a randomly generated feasible (14); 5: solve the convex programming multi-objective problem (22) 
IV. NUMERICAL RESULTS
In this section, numerical results are provided to evaluate the performance of the proposed robust transmission scheme based on the following simulation settings: the number of the transmit antennas at the transmitter is N t = 10, and the number of the receiver-eavesdropper pairs is M = 3. Moreover, the total power limit at the transmitter is P max = 46 dB, and the required sum secrecy rate at the receiver is R req = 1 bps/Hz. In practical trials, the channels h i and g i are generated randomly obeying complex Gaussian distribution with zero mean and variance 25 dBm respectively. The radii of the uncertainty region for i is ε i = ε=0.1 for all i. The simulation results are produced via an average of 1000 channel realizations. Fig. 2 presents the convergence of the average SSR at the receivers and the average transmit power for two different sets of random channels. It can be seen that the transmit power and the SSR converge to their stationary values within a limit number of iterations. As discussed above, the objective functions are monotonic and bounded. Fig. 2 illustrates that the average SSR and the average transmit power are updated with their better solutions after each iteration. To conclude, the performance of Fig. 2 verifies the convergence of the average SSR and the average transmit power well based on our proposed iterative algorithm. Fig. 3 depicts the trade-off region for average transmit power minimization and average SSR maximization. As is shown, varying the values of λ i ≥ 0 by the step of 0.1 subject to n λ n = 1 solves the multi-objective problem perfectly. It is noticed that the performance of five scenarios are presented, the SDP method with perfect CSI, our proposed robust method, the non-robust method, the maximum ratio transmission (MRT) method and the zero forcing (ZF) method. It can be observed that the SSR can only be increased monotonically with a higher transmit power. The reason is that they have to satisfy the conservation of energy theorem. The Pareto optimal boundary is obtained, which demonstrates that the two conflicting problems are partially aligned. As expected, our proposed robust method taking into account the norm-bounded channel estimation errors is superior to the traditional (non-robust) one. In particular, the performance gap between the proposed robust method and the non-robust method gets larger with an increased transmit power. Besides, the performance of the MRT method is worse than that of the SDP method because MRT ignoring the presence of the eavesdroppers is arguably weak. In addition, the performance of the ZF method is also terrible in that all eavesdroppers are handled with the orthogonal complement projector. 4 presents the Pareto optimal boundary of the average sum secrecy rate versus average transmit power with our proposed robust method according to various ε by fixing N t = 10, M = 3. As expected, the larger CSI uncertainty is, the worse Pareto optimal boundary is. Particularly, it always gets the upper bound with the perfect CSI, i.e., ε = 0, compared with others. This is because that SDP with perfect CSI aims to provide the trade-off between the conflicting problems for the presumed CSI, but not for the actual CSI. Therefore, we can achieve a close-to-optimal SSR by controlling the CSI uncertainty sets under a small region. Roughly speaking, the performance of the trade-off between the conflicting problems becomes better with a smaller channel estimation error.
In Fig. 5 , we present the performance of the SDP method and two suboptimal methods based on our proposed algorithm with different antennas at the transmitter and fixed receiver-eavesdropper pairs (M = 3) at the receiver. Similarly, Fig. 6 presents the performance of the three ones with different receiver-eavesdropper pairs at the receivers and fixed antennas (N t = 10) at the transmitter. It also illustrates that the performance of the proposed method is better than the other suboptimal methods. As seen, the SSR of MRT method appears to approach that of SDP method with low transmit power while the SSR of ZF method appears to approach that of SDP method with high transmit power. Briefly speaking, the terrible performance of the MRT method is caused by the neglect of the eavesdroppers at the receivers. It also demonstrates that the freedom of beamforming vector is of great significance since the weak performance of ZF. To sum up, Fig. 5 depicts that the larger number of antennas at the transmitter is, the better performance is. Meanwhile, Fig.6 shows that the system with larger number of receiver-eavesdropper pairs outperforms that with the lower number. Hence, we can learn that the receiver can achieve a larger SSR under the same transmit power by increasing the transmit antennas or the receiver-eavesdropper pairs.
V. CONCLUSION
In this paper, we proposed a MOO framework to investigate the trade-off between the total transmit power minimization and the SSR maximization. The formulated non-convex problem was handled via applying SDR, the Cauchy-Schwarz inequality and Taylor series expansion. In addition, a robust method was proposed to deal with the channel estimation error by employing S-Procedure. After that, a Pareto optimal boundary which reflected the resource allocation policy of the two conflicting problems was obtained. Simulation results demonstrated the effectiveness of the proposed design.
