Abstract Multi-objective optimization evolutionary algorithms have becoming a promising approach for solving constrained optimization problems in the last decade. Standard two-objective schemes aim at minimising the objective function and the degrees of violating constraints (the degrees of violating each constraint or their sum) simultaneously. This paper proposes a new multi-objective model for constrained optimization. The model keeps the standard objectives: the original objective function and the sum of the degrees of constraint violation. Besides them, other helper objectives are constructed, which are inspired from MOEA/D or Tchebycheff method for multi-objective optimization. The new helper objectives are weighted sums of the normalized original objective function and normalized degrees of constraint violation. The normalization is a major improvement. Unlike our previous model without the normalization, experimental results demonstrate that the new model is completely superior to the standard model with two objectives. This confirms our expectation that adding more help objectives may improve the solution quality significantly.
Introduction
Many constraint-handling techniques have been proposed in literature. The most popular constraint-handling techniques include penalty function methods, the feasibility rule, multi-objective optimization and repair methods. A detailed introduction to this topic can be found in several comprehensive surveys [1, 2, 3] . This paper focuses on multi-objective optimization methods, which are regarded as one of the most promising ways for dealing with Constrained Optimization Problem (COPs) [4] . The technique is based on using multi-objective optimization evolutionary algorithms (MOEAs) for solving single-objective optimization problems. This idea can be traced back to 1990s [5] and it is also termed multi-objectivization [6] . Multi-objective methods separate the objective function and the constraint violation degrees into different fitness functions. This is unlike penalty functions, which combine them into a single fitness function. The main purpose of using multiobjective optimization is to relax the requirement of setting or fine-tuning parameters, as happens with penalty function methods.
There exist variant multi-objective methods for solving COPs. Following the taxonomy proposed in [7, 4] , these methods are classified into three categories according to the number of objectives and their construction.
1. Standard bi-objective methods: transform the original single-objective COP into an unconstrained bi-objective optimization problem, where one objective is the original objective function and the other is a measure of constraint violations. A lot of work has been done in this category, such as [8, 9, 10, 11, 12, 13, 14, 15, 16, 17] . 2. Standard multi-objective methods: transform the original single-objective COP into an unconstrained multi-objective optimization problem (MOP), in which the degree of each constraint violation in the COP is a separate objective in addition to the original objective. The work in this category includes [18, 19, 20, 21, 22, 23, 24] . 3. Generalized multi-objective methods: transform the original single-objective COP into an unconstrained MOP, in which at least one objective in multiobjective optimization is different from the original objective function and the degree of constraint violations. This category includes the work such as [25, 26, 27, 28] .
The multi-objective method in this paper belongs to the third category: generalized multi-objective methods. Our multi-objective model keeps the standard objective functions: the original objective function and the total degree of constraint violation. But besides them, a helper objective is added into the model. The approach is similar to weighted metric methods for multi-objective optimization. The new helper objective is the weighted sum of a normalized original objective function and normalized degrees of constraint violation. Our research question is to investigate whether adding one more helper objective is better than those with the standard model with two objectives?
This paper conducts an experimental study. In order to evaluate the performance of our new model, it is compared with the standard model with two objectives using a multi-objective differential evolution algorithm, called CMODE [29] . CMODE has been proven to be efficient in solving MOPs from COPs. This paper is a further development of our previous initial study [30] . Experimental results in [30] are not good as those in [29] partially because only a simplified version of CMODE is implemented in [30] for solving MOPs. In this paper, a complete version of CMODE is implemented which includes an infeasible solution replacement mechanism.
There are two new contributions in this paper. First, a normalization procedure is applied to both the original objective function and the degree of constraint violation. In this way, the original objective function and the degree of constrain violation play an equal role. Secondly, the new helper objectives are constructed from weighted sums of the original objective function and the degree of constraint violation, rather than penalty functions used in [30] . The new design is simple and easy without setting a penalty coefficient.
The rest of paper is organized as follows. Section 2 proposes a new multiobjective model for COPs. Section 3 describes CMODE, a multi-objective differential evolution algorithm for COPs. Section 4 reports experiment results and compares the performance of CMODE with different numbers of objectives. Section 5 concludes the paper.
A New Multi-objective Model for Constrained Optimisation

A Standard Two-Objective Model
For the sake of illustration, we consider a minimization problem which is formulated as follows:
subject to
where S is a bounded domain in R n , given by
L i is the lower boundary and U i the upper boundary. g i (x) ≤ 0 is the ith inequality constraint while h j (x) = 0 is the jth equality constraints. The feasible region Ω ⊆ S is defined as:
If an inequality constraint meets g i (x) = 0 (where i = 1, · · · , q) at any point x ⊆ Ω , we say it is active at x. All equality constraints h j (x) (where j = 1, · · · , r) are considered active at all points of Ω .
The above single-objective COP can be transferred into a two-objective optimization problem without constraints. The first objective is to minimize the original fitness function f (x) without considering constraints:
Notice that the optimal solution to the above minimization problem might be an infeasible solution to the original COP (1) . Therefore f (x) is only a helper fitness function because minimizing it might not lead to the optimal feasible solution.
The second objective is to minimize the degree of constraint violation. For each inequality constraint, define the degree of violating the constraint is
For each equality constraint, define the degree of violating the constraint is
where δ is a tolerance allowed for the equality constraint. Then the second objective is to minimize the sum of constraint violation degrees:
The above two objectives are widely used in the existing multi-objective methods for constrained optimization [4] .
A New Multi-Objective Model
Besides the above two fitness functions, we may construct more helper fitness functions [30] . In this paper we consider the weighted sum of f (x) and v(x). The idea is similar to Tchebycheff method for multi-objective optimization and decomposebased MOEAs (MOEA/D) [31] .
Given a population P = {x 1 , · · · , x N }, letf (x) be a normalized value of f (x):
where f min (P) and f max (P) are the minimal and maximal values of f (x) in population P respectively. In case the difference between the minimal and maximal values is zero, setf
Letv(x) be a normalized value of v(x):
where v min (P) and v max (P) are the minimal and maximal values of v(x) in a population P respectively. In case the difference between the minimal and maximal values is zero, setv(x) = 1. The range ofv(x) is [0, 1].
Similar to MOEA/D [31] and Tchebycheff method for multi-objective optimization, we construct K +1 objectives as follows. Let K be a positive integer and choose K + 1 weights
Then K + 1 helper fitness functions are constructed in the form
In summary, the original constrained optimization problem is transferred into a K + 1-objective optimization problem:
If K = 1, it is equivalent to the standard model with two objectives. If K ≥ 2, the model potentially may include many objectives inside. However, it sufficient to consider the simplest case of K = 2, which is a three-objective optimization problem:
It is the combination of the standard two fitness functions and a helper objective which is the average off andv. Our ultimate aim is to find an optimal feasible solution through finding the Pareto front. It is obvious that the optimal feasible solution to the original COP (1) is on the Pareto front. It must be mentioned that the above normalization is our new contribution, which is not used in MOEA/D [31] . Our experiments show that it plays an extremely important role in improving the performance. Without the normalization, the value of f sometimes is much larger than v and then it always dominates v. With the normalization, f and v play an equal role.
3 Multi-objective Differential Evolution for Constrained Optimisation
MOEAs
Many MOEAs have been proposed for solving MOPs. They can be classified into two categories: one aims to evolve the non-domination set and eventually to reach Pareto optimal set, such as the non-dominate sorting genetic algorithm [32] and strength Pareto evolutionary algorithm [33] . Another category focuses on solving a series of scalar optimization problems, such as the vector evaluated genetic algo-rithm [34] and MOEAs based on decomposition [31] . The algorithm below gives a general description for the MOEAs based on the dominance relation. 1: initialize a set of solutions; 2: evaluate the values of f i , i = 1, · · · , K + 1 for each solution; 3: select non-dominated solutions and construct an initial population P 0 ; 4:
generate a children population C t from the parent population P t ; 6: evaluate the values of f i , i = 1, · · · , K + 1 for each solution; 7: select non-dominated solutions in P t ∪C t and obtain the next generation population P t+1 . 8: end for
Constrained Multi-objective Differential Evolution
A MOEA based on differential evolution (DE), called CMODE [29] , is chosen to solve the above MOP (11) . Different from normal MOEAs, CMODE is specially designed for solving constrained optimization problems. Hence it is expected that CMODE is efficient in solving the MOP (11) . CMODE [29] originally is applied to solving a bi-objective optimization problem which consists of only two functions: f 1 and f 2 . However, it is easy to extend the existing CMODE to MOPs. The algorithm is described as follows. choose λ individuals (denoted by Q) from population P t ; 7: let P = P t \ Q; 8: for each individual in set Q, an offspring is generated by using DE mutation and crossover operations as explained in Section 3.3. Then λ children (denoted by C) are generated from Q; 9: evaluate the values of f and v for each individual in C and then obtain the value of f i where i = 1, · · · , m; 10: set FES = FES + λ ; 11: identify all nondominated individuals in C (denoted by R); 12: for each individual x in R do 13: find all individual(s) in Q dominated by x; 14: randomly replace one of these dominated individuals by x; 15: end for 16: let P t+1 = P ∪ Q; 17: if no feasible solution exists in R then 18: identify the infeasible solution x in R with the lowest degree of constraint violation and add x to A; 19: end if 20: if mod (t, k) = 0 then 21: execute the infeasible solution replacement mechanism and set A = / 0; 22: end
The algorithm is explained step-by-step in the following. At the beginning, an initial population P 0 is chosen at random, where all initial vectors are chosen randomly from
At each generation, parent population P t is split into two groups: one group with λ parent individuals that are used for DE operations (set Q) and the other group (set P ) with µ − λ individuals that are not involved in DE operations. DE operations are applied to λ selected children (set Q) and then generate λ children (set C).
Selection is based on the dominance relation. First nondominated individuals (set R) are identified from children population C. Then these individual(s) will replace the dominated individuals in Q (if exists). As a result, population set Q is updated. Merge population set Q with those parent individuals that are involved in DE operation (set P ) together and form the next parent population P t+1 . The procedure repeats until reaching the maximum number of evaluations. The output is the best found solution by DE.
The infeasible solution replacement mechanism is that, provided that a children population is composed of only infeasible individuals, the "best" child, who has the lowest degree of constraint violation, is stored into an archive. After a fixed interval of generations, some randomly selected infeasible individuals in the archive will replace the same number of randomly selected individuals in the parent population.
Differential Evolution
The mutation and crossover operators used in CMODE comes from DE. DE is arguably one of the most powerful stochastic real-parameter optimization algorithms in current use [35] . There exist several variants of DE. The original DE algorithm [36] is utilized in this paper. A population P t is represented by µ n-dimensional vectors:
where t represents the generation counter. Population size µ does not change during the minimization process. The initial vectors are chosen randomly from
The formula below shows how to generate an initial individual x = (x 1 , · · · , x n ) at random:
where rand is the random number [0, 1]. Three operations are used in the DE [36] : mutation, crossover and selection, which are described as follows.
• Mutation: for each target x i,t where i = 1, · · · , n, a mutant vector
is generated by
where random indexes r1, r2, r3 ∈ {1, · · · , µ} are mutually different integers. They are also chosen to be different from the running index i. F is a real and constant factor from [0, 2] which controls the amplification of the differential variation (x r2,t − x r3,t ).
• Crossover: in order to increase population diversity, crossover is also used in DE.
The trial vector u i,t is generated by mixing the target vector x i,t with the mutant vector v i,t . Trial vector u i,t = (u i,1,t , u i,2,t , · · · , u i,n,t ) is constructed as follows:
where rand j (0, 1) is a uniform random number from [0, 1]. Index j rand is randomly chosen from {1, · · · , n}. C r ∈ [0, 1] denotes the crossover constant which has to be determined by the user. In addition, the condition " j = j rand " is used to ensure the trial vector u i,t gets at least one parameter from vector v i,t .
• Selection: a greedy criterion is used to decide which offspring generated by mutation and crossover should be selected to population P t+1 . Trail vector u i,t is compared to target vector x i,t , then the better one will be reserved to the next generation.
Experiments and Results
Experimental Settings
Experiments are used to compare the performance of CMODE on the standard model with two objective and our new model with three objectives. The two-objective optimization problem is min
This problem is the same as that in [29] . CMODE in the experiments of [29] is implemented using MATLAB language. We take experimental results (see Table 2 and Table 3 ) directly taken from [29] . The three-objective optimization problem is given as follows
CMODE for three-objective optimization is is implemented using C++ language in our experiments. The C++ program of our work can be found in [40] . But the parameter setting of CMODE is the same as that in [29] . Thirteen benchmark functions were employed as the instances to perform experiments. These benchmarks have been used to test the performance of MOEAs for constrained optimization in [37] and are a part of benchmark collections in IEEE CEC 2006 special session on constrained real-parameter optimization [38] . Their detailed information is provided in Table 1 , where n is the number of decision variables, LI stands for the number of linear inequalities constraints, NE the number of nonlinear equality constraints, NI nonlinear inequalities constraints. ρ denotes the ratio between the sizes of the entire search space and feasible search space and a is the number of active constraints at the optimal solution. CMODE contains several parameters which are the population size µ, the scaling factor F in mutation, the crossover control parameter Cr. Usually, F is set within [0, 1] and mostly from 0.5 to 0.9; Cr is also chosen from [0, 1] and higher values can produce better results in most cases. In our experiments, F is randomly chosen between 0.5 and 0.6, Cr is randomly chosen from 0.9 to 0.95. Set λ = 5, and k=22. The population size µ = 180. The tolerance value δ for the equality constraints was set to 0.0001. The maximum number of fitness evaluations FES max is set to two values: 5 · 10 4 and FES max = 5 · 10 5 . As suggested in [38] , 25 independent runs are set for each benchmark function. Table 2 and Table 3 , taken from [29] , shows the result of function error values achieved by CMODE with two helper functions f 1 , f 2 on thirteen benchmark functions. Table 4 and Table 5 is our result of function error values achieved by CMODE using three helper functions f 1 , f 2 , f 3 on thirteen benchmark functions. Within 5·10 4 and 5 · 10 5 fitness evaluations, CMODE can produce very close to or even better than "known" optimal solutions by three helper functions f 1 , f 2 , f 3 . The results obtained by CMODE with three helper functions f 1 , f 2 , f 3 within 5 · 10 4 are much more outstanding than which obtained by CMODE with two helper functions f 1 , f 2 among all 13 benchmark functions apart from g10 and g13. Analogously, the results achieved by CMODE with three helper functions f 1 , f 2 , f 3 within 5 · 10 5 are much better in g03-10 and g13 whereas only worse in g02. Therefore CMODE using f 1 , f 2 , f 3 achieves remarkably better performance than that using f 1 , f 2 . In summary, our experimental results confirm that the performance of CMODE with three helper functions is better than that of that with only two helper functions in most benchmark functions. 
Experimental Results
Best
Median Worst Mean Std g01 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g02 4.1726E-09 1.1372E-08 1.1836E-07 2.0387E-08 2.4195E-08 g03 2.3964E-10 1.1073E-09 2.5794E-09 1.1665E-09 5.2903E-10 g04 7.6398E-11 7.6398E-11 7.6398E-11 7.6398E-11 2.6382E-26 g05 1.8190E-12 1.8190E-12 1.8190E-12 1.8190E-12 1.2366E-27 g06 3.3651E-11 3.3651E-11 3.3651E-11 3.3651E-11 1.3191E-26 g07 7.9783E-11 7.9793E-11 7.9811E-11 7.9793E-11 7.6527E-15 g08 8.1964E-11 8.1964E-11 8.1964E-11 6.3596E-18 0.0000E+00 g09 9.8225E-11 9.8225E-11 9.8111E-11 9.8198E-11 4.9554E-14 g10 6.2755E-11 6.2755E-11 6.3664E-11 6.2827E-11 2.5182E-13 g11 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g12 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g13 4.1897E-11 4.1897E-11 4.1897E-11 3.6230E-15 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g13 1.3433E-09 6.8162E-09 3.6096E-07 3.5494E-08 9.6116E-08
Conclusions
This paper proposes a new multi-objective model for solving constrained optimization problems. Besides the standard model with two objectives: to minimize the original objective function and the sum of degrees of constraint violation, other helper fitness functions are constructed from weighted sums of the normalized original objective and the normalized degree of constraint violation.
The new model is compareed with the standard model using the same CMODE for solving MOPs. Experimental results show that CMODE with three fitness func- 
Best
Median Worst Mean Std g01 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g02 1.4301E-08 2.5307E-02 6.9972E-02 2.5188E-02 1.8275E-02 g03 4.4936E-13 3.5689E-12 2.3674E-11 5.2828E-12 5.0102E-12 g04 -7.2760E-12 -7.2760E-12 -7.2760E-12 -7.2760E-12 0.0000E+00 g05 -1.8190E-12 -1.8190E-12 -1.8190E-12 -1.8190E-12 0.0000E+00 g06 -1.6371E-11 -1.6371E-11 -1.6371E-11 -1.6371E-11 0.0000E+00 g07 -1.4566E-13 8.6366E-12 7.3598E-09 7.4716E-10 1.8301E-09 g08 2.7756E-17 2.7756E-17 2.7756E-17 2.7756E-17 0.0000E+00 g09 -1.1369E-13 -1.1369E-13 -1.1369E-13 -1.1369E-13 0.0000E+00 g10 -5.4570E-12 -3.6380E-12 5.0022E-11 -6.1846E-13 1.2234E-11 g11 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g12 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 g13 -1.9429E-16 -1.9429E-16 -1.9429E-16 -1.9429E-16 0.0000E+00 tions obtains remarkable better performance than that with the standard two fitness functions [29] on most benchmark functions (12/13) . This confirms our expectation that adding more helper functions may significantly improve the performance of MOEAs for COPs. The new model is extremely encouraging since our method is able to compete with other leading methods [37, 13, 39, 29] . Our next step is to test it on more benchmarks functions and to make a full size comparison with other leading methods.
