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We investigate the interplay between confinement and the fermion doubling problem in Dirac-like
Hamiltonians. Individually, both features are well known. First, simple electrostatic gates do not
confine electrons due to the Klein tunneling. Second, a typical lattice discretization of the first-
order derivative k → −i∂x skips the central point and allow spurious low-energy, highly oscillating
solutions known as fermion doublers. While a no-go theorem states that the doublers cannot be
eliminated without artificially breaking a symmetry, here we show that the symmetry broken by
the Wilson’s mass approach is equivalent to the enforcement of hard-wall boundary conditions, thus
making the no-go theorem irrelevant when confinement is foreseen. We illustrate our arguments
by calculating the following: (i) the band structure and transport properties across thin films of
the topological insulator Bi2Se3, for which we use ab-initio density functional theory calculations to
justify the model; and (ii) the band structure of zigzag graphene nanoribbons.
I. INTRODUCTION
Topological insulators (TIs) constitute a class of ma-
terials that exhibit the ubiquitous property of being an
insulator in their bulk, while presenting metallic states
on their edges or surfaces [1–4]. The key ingredient for
the underlying physics of the TIs is a strong spin-orbit
interaction, which generically leads to a Dirac-like spec-
trum. At low energy, the effective Hamiltonians for the
edge/surface states are linear in the momentum, yielding
a massless Dirac spectrum. The resulting helical band
structure is topologically protected against backscatter-
ing, thus providing perfect conducting channels that are
potentially useful for future electronic devices [5, 6],
quantum computation [7], and optical applications [8].
The numerical approach to investigate the proper-
ties (e.g., transport, dynamics, confinement) [9–11] of
these systems often requires a lattice discretization of
the Hamiltonian. Unfortunately, standard finite differ-
ence descriptions of the first-order derivatives of linear in
momentum ~k Hamiltonians are infected by the fermion
doubling problem (FDP). This yields spurious low-energy
states, as exemplified in Fig. 1(a). Even though the en-
ergy dispersion is well described by the discrete Hamil-
tonian at small k, the doublers appearing for large k
will affect the transport and dynamics of the system.
There are many ways to eliminate the doublers [12, 13],
e.g., staggered fermions [14–17], Wilson’s mass [18–21],
non-local discretizations [22–24], and extra artificial di-
mensions [25–28]. Each of them presents its own advan-
tages and disadvantages. There is, however, a common
and seemingly unsolvable problem: As required by the
Nielsen-Ninomiya theorem (NNT) [29, 30], all these ap-
proaches introduce a symmetry breaking or nonlocality.
The k-linear models also display the Klein tunneling
“paradox” [31, 32], which states that simple electrostatic
barriers are transparent and cannot confine massless elec-
trons. This is a consequence of the constant Fermi veloc-
ity of the linear dispersion, which allows perfect matching
of the injected and transmitted waves. Consequently, to
(a) (b)E(k)
k0
Figure 1. (a) In a discrete lattice with spacing a, the linear
dispersion ε = ±~vF k of the continuous model (solid black
line) is replaced by ε = ±~vF (2a)−1 sin(ka) (dashed red line),
yielding the “doublers” at the Fermi energy εF (black dots).
A finite Wilson’s mass term ∝ wk2 eliminates the doublers by
opening a gap at k = ±pi/a (dotted blue line). (b) Quantized
energies of the linear spectrum due to hard-wall confinement
as a function of the Wilson mass w. The numerical solu-
tions (solid lines) approach the exact solutions (red dots) in
the range |ε| < 2w/a2 (black dashed lines). For w → 0 the
numerical solutions merge to form the doublers.
attain confinement, one needs to either open a gap by
breaking a symmetry in the outer region [21, 33–38], or
invoke finite-size effects [39].
In this Rapid Communication we ask whether it is pos-
sible to eliminate the FDP in a finite system by breaking
the same symmetry that provides the confinement. The
answer is yes. The short argument is as follows: Since the
symmetry is already broken by the confinement, there is
no harm in introducing a Wilson’s mass that breaks the
same symmetry. More interestingly, here we show that
the Wilson’s mass not only eliminates the doublers, but
also defines the type of hard-wall confinement that is im-
posed by vanishing boundary conditions. To present this
argument, we start with a simple unidimensional model
that captures its essence. Here, we solve the linear Hamil-
tonian with vanishing flux hard-wall boundaries [35, 37],
and compare it with the solutions obtained by introduc-
ing a parabolic Wilson’s mass term ∝ wk2 and vanishing
wave-function hard-wall boundaries. We find that the
solutions match for a small, but finite, Wilson’s mass w,
while for w → 0, one recovers the spurious doublers.
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2Next, we discuss the surface states of the three-
dimensional (3D) topological insulator Bi2Se3 as a proto-
type model to illustrate our findings. Here, we consider
two different forms of the Wilson’s mass term to show
that it can either break time-reversal symmetry (TRS),
as in Refs. [21, 37, 38], or a sublattice chiral symmetry.
Its consequences for the energy levels and degeneracies
of a quantum dot, and the transport properties across a
ribbon are discussed. We use a modified version of the
effective Hamiltonian for the Bi2Se3 from Refs. 40 and
41 fitted to first-principles calculations from the VASP
code [42] (details in Appendix A). The effective model
is then implemented numerically using the KWANT code
[44]. Additionally, we briefly present the case of zigzag
graphene nanoribbons, which is a challenging case for ef-
fective models [17].
II. FERMION DOUBLING.
To establish our arguments, let us first consider a sim-
ple one-dimensional Dirac-like model given by the Hamil-
tonian Hξ = ~vFMξk, where vF is the Fermi velocity, k
is the momentum along a generic coordinate ξ, andMξ is
a unitary Hermitian matrix. The exact energy spectrum
of Hξ is ε = ±~vF k, which is the Dirac cone illustrated
in Fig. 1(a). However, if one desires to find the spec-
trum numerically via finite differences, the momentum
~k = −i~∂ξ takes a discrete form. To keep H Hermitian,
one typically chooses the symmetric finite difference ap-
proach, leading to an expression that skips the central
point, i.e., ∂ξψ(ξj) ≈ [ψ(ξj+1) − ψ(ξj−1)]/2a, where the
integer j labels the points in the discrete lattice of spacing
a. Consequently, it allows for low-energy, highly oscillat-
ing states of a topological origin [29, 30], thus yielding
the doublers shown in Fig. 1(a).
III. WILSON’S MASS.
Here, we choose the Wilson’s mass approach [18–21]
to eliminate the doublers. The idea is to introduce a
parabolic correction HW = wMck2 to Hξ → Hξ + HW.
For small k, the linear terms dominate and HW does
not significantly affect the band structure. However, this
term eliminates the doublers as its discretization couples
all three points j, and j ± 1, thus opening a gap 2w/a2
at k = ±pi/a, as shown in Fig. 1(a). The penalty for
using HW is that it breaks a chiral symmetry of the lin-
ear Hξ. Next, we argue that this penalty is irrelevant if
one chooses Mc to be the same unitary matrix that the
defines the hard-wall confinement.
IV. HARD-WALL BOUNDARY CONDITIONS.
The hard-wall boundary condition for Hξ (without
HW) is imposed by the limit α → ∞ of the confining
potential HC = αMcΘ(|ξ|−ξ0), where Θ(ξ) is the Heav-
iside step function defining the walls at ξ = ±ξ0. The uni-
tary matrix Mc must break a symmetry of Hξ to open
a gap 2α in the outer region (|ξ| > ξ0). At the inter-
face, the spinor is discontinuous [33, 34], and integrating
Hξψ = εψ across the interface we obtain the boundary
condition [35, 37](
± iMξ +Mc
)
ψ(ξ0) = 0, (1)
where the matrices (±iMξ +Mc) are singular, thus al-
lowing nontrivial solutions. Notice that we have used the
same matrix Mc to define here this boundary condition
for linear Hξ, and above to introduce the Wilson’s mass
parabolic term HW. This assures that both approaches
will break the same symmetry of Hξ.
In contrast to Eq. (1), the Wilson’s mass model
Hξ + HW allows trivial vanishing boundary conditions
ψ(±ξ0) = 0. Therefore, now we have two different ap-
proaches to apply a hard-wall confinement. Moreover,
our choice of a simple Hξ allows for analytical solutions
(up to a transcendental equation) for the boundary con-
dition from Eq. (1), thus avoiding the discretization and
the FDP all together. In Fig. 1(b) we compare these solu-
tions with a numerical finite difference model forHξ+HW
with vanishing boundary conditions as a function of the
Wilson’s mass w. For w → 0, pairs of eigenstates merge
to form the degenerate doublers, but are split for finite w.
An appropriate value for w can be chosen such that the
energy window of interest lies within the Wilson’s mass
gap 2w/a2 [see Fig. 1(a)], and preserves the dominance
of the linear term over the parabolic correction, which
yields 12a
2|ε| < w < (~vF )2/|ε| (see Appendix C).
V. Bi2Se3 THIN FILMS.
Next, we apply our approach to model thin films of
the topological insulator Bi2Se3. Bulk Bi2Se3 is com-
posed of van der Waals interacting quintuplelayers (QLs).
Each QL is formed by an alternation of covalent bonded
hexagonal monolayers of Se-Bi-Se-Bi-Se. The effective
Hamiltonian for both the bulk and its surface states
are well known [37, 40, 41]. Here, we choose to write
it on the basis of surface states of semi-infinite solu-
tions from the top (T) and bottom (B) surfaces, i.e.,
{ϕT↑(r), ϕT↓(r), ϕB↑(r), ϕB↓(r)}, where {↑, ↓} refers to
the spin along z. Up to linear order in k = (kx, ky) the
Hamiltonian reads (see Appendix B)
H = ε0 +~vF (kxγ3y−kyγ3x)+Fγ30 +∆γ10 +Bγ0z, (2)
where γij = τi ⊗ σj , σ and τ are su(2) operators act-
ing on spin and surface subspaces, ε0 is the energy ref-
erence, F represents the intensity of a structural inver-
sion asymmetry (SIA) field, ∆ is the hybridization cou-
pling between the surfaces, and B is a generic Zeeman
field. We extract these parameters from DFT simulations
3[45] (see Appendix A). For a pristine Bi2Se3 stacking of
seven QLs, the Dirac bands are well defined and we find
vF = 479 nm/ps [46], ε0 = −12 meV, F = ∆ ≈ 0. Addi-
tionally, in the Appendix A we analyze the band struc-
ture of Bi2Se3 contacted by a Ti metallic lead. At this
interface, a charge transfer yields a bias field F ≈ 95 meV
and a shift of the Dirac cones ε0 ≈ −150 meV. Moreover,
these are coupled to metallic bands near the Fermi level,
which will allow us to use the wide-band approximation
later on.
A finite F splits the Dirac cones from the top and bot-
tom surfaces without opening a gap, while ∆ opens a gap
hybridizing the surfaces, and B opens a gap by break-
ing TRS. Therefore, there are two possible Wilson mass
terms that can be added to H to eliminate the doublers
and define the types of hard-wall boundary conditions.
These are
HB = mB
a2
4
k2γ0z, and H∆ = m∆
a2
4
k2γ10. (3)
Hereafter we will refer to mB and m∆ as the Wilson
masses for a B-type and ∆-type hard-wall confinements.
These break the same symmetries as B and ∆. Similarly
to the range of w above, the appropriate range for mB/∆
is |ε|/2 < |mB/∆| < (2~vF /a)2 /|ε| (see Appendix C).
VI. CHIRAL SYMMETRIES.
A chiral symmetry [47–49] is defined by an operator
P that anticommutes with H. Consequently, it assures
that for every eigenstate of H with energy ε, there is a
chiral partner with energy −ε. For the Bi2Se3 H above,
we find four candidate operators for chiral symmetries
that obey
{P0z, H − ε0} = 2B + 2∆γ1z + 2Fγ3z, (4)
{P10, H − ε0} = 2Bγ1z + 2∆, (5)
{P20, H − ε0} = 2Bγ2z, (6)
{P3z, H − ε0} = 2Bγ30 + 2Fγ0z, (7)
where Pij ≡ γij . For simplicity, we omit the Wilson
masses mB and m∆, but their contributions follow the B
and ∆ terms above. In accordance with the NNT [29, 30],
a finite mB or m∆ breaks some chiral symmetries. Par-
ticularly, mB 6= 0 breaks them all. However, we find that
combining the P operators above with the TRS operator
T = −iγ0yK (K is complex conjugation) as P ′j = PjT ,
one obtains similar anticommutation relations indepen-
dent of B (see Appendix D).
VII. CIRCULAR DOT.
To illustrate the ∆- and B-type confining potentials
and the chiral symmetries, we consider a circular quan-
tum dot of radius R on a Bi2Se3 thin film modeled by
(a) (b)
Figure 2. Spectrum of a circular Bi2Se3 thin-film quantum
dot as a function of the total angular momentum jz. The up-
(blue) and down-pointing (red) triangles refer to the chiral
charge q1z = ±1. (a) For the ∆-type confinement both the
chirality (εjz ,−q1z = −εjz ,q1z ) and TRS (ε−jz ,−q1z = εjz ,q1z )
are preserved. (b) The B-type confinement breaks both chiral
and TRS, but preserves their product (ε−jz ,q1z = −εjz ,q1z ).
H in Eq. (2) and the Wilson masses in Eq. (3). For
this geometry, the z-component Jz = Lz + Sz of the to-
tal angular momentum is conserved [37], which allows
us to label the states by its eigenvalues jz = (m +
1
2 )~,
where m is an integer. The discrete spectrum of this
quantum dot for ∆-type (m∆ = −500 meV) and B-type
(mB = −500 meV) confining potentials are shown in
Fig. 2 as a function of jz. For simplicity, in both cases,
ε0 = F = B = 0, ∆ = −5 meV, and vF = 479 nm/ps.
The eigenvalues are obtained using a square lattice in
which the sites are connected only for r ≤ R = 50 nm,
and N = 100 sites along the diagonal.
For the ∆-type confinement shown in Fig. 2(a), P20
and P3z are chiral symmetries. These combine to de-
fine the chiral charge Q1z = −iP20P3z = γ1z, such
that [Q1z, H] = 0. Together with jz, the eigenval-
ues q1z = ±1 of Q1z are used to label the eigenener-
gies as εn,jz,q1z , where n is an extra index that labels
the different solutions with the same jz and q1z. Since
{P, H} = 0, [P, Jz] = 0 and {Pj ,Q1z} = 0, every state
with energy εn,jz,q1z has a chiral partner with energy
εn,jz,−q1z = −εn,jz,q1z . Similarly, the TRS produces the
Kramer partners with energies εn,−jz,−q1z = εn,jz,q1z .
Combined, these two symmetries produce the X-shaped
spectrum of Fig. 2(a). In contrast, Fig. 2(b) shows the
spectrum for the B-type confinement, for which the chi-
ral symmetries P and TRS are broken. Here, the time-
reversal chiralities P ′20 and P ′3z are preserved. These
combine to give the same chiral charge Q1z. However,
now {P ′, Jz} = 0 and [P ′,Q1z] = 0. Consequently, a
state with energy εn,jz,q1z has a time-reversal chiral part-
ner with energy εn,−jz,q1z = −εn,jz,q1z , yielding the sin-
gle linear branch and the shifted bands in Fig. 2(b). The
agreement between these exact relations and the numer-
ical results in Fig. 2 show that our approach does elim-
inate the doublers without any harm to the chiralities
that remain in the presence of confinement.
4VIII. CONDUCTANCE ACROSS A RIBBON
DEVICE.
As another example of our main result, let us now
calculate the conductance across the Bi2Se3 surface.
We consider a geometry that was recently realized ex-
perimentally [50], where the leads are contacted with
metal electrodes, while the scattering region is pristine
Bi2Se3. The conductance peaks reflect the degeneracy
of the states, which are directly affected by the sym-
metry breaking discussed previously. In the leads, the
hybridization between the topmost QLs Bi2Se3 and the
metal [51] puts the chemical potential within an energy
window composed of Bi2Se3 surface and Ti states (see
Appendix A). Therefore, we can judiciously assume that
the effect of the leads is essentially to broaden the dis-
crete Fabry-Perot resonances in the confined central re-
gion. Within this simplified description, we introduce
the self-energies Σj`(E) with ` = L,R (for left and right)
and j = T,B (for top and bottom), which in the wide-
band limit are Σj`(E) = −iΣ¯j`(EF )Θ(D − |E − EF |); see
Fig. 3(a). Here, Σ¯j`(EF ) is a real quantity giving the
broadening of the sites interfacing the `th TI lead, and
D is some suitable cutoff energy. This rather crude sim-
plification is very suitable for numerical simulations of
realistically sizable systems. Nonetheless, it gives qual-
itatively plausible results for the conductance as com-
pared to those obtained with a complete model.
(b) (c) (d)
(a)
Figure 3. (a) Illustration of the top and bottom Bi2Se3 sur-
faces coupled by ∆, biased by F , and contacted by effective
leads introduced by the self-energies Σj` . (b) Conductance vs
Vg for ∆ = 0. The Vg ∼ 7.6 mV peak is shown in detail in
(c) for ∆ = 0, and (d) for ∆ = 0.1 meV. Red (blue) lines cor-
respond to ∆-type (B-type) confinement, and solid (dashed)
lines refer to the NL = 2 (4) terminal model.
For the scattering region we consider square surfaces
of pristine Bi2Se3 of side W = 100 nm, discretized into a
20 × 20 site grid. A two-terminal case (NL = 2) is built
with the top left and right (` = L and R) leads with sym-
metric broadening Σ¯T` = 1 meV. Moreover, despite the
reduced coupling to the metal contact, a four-terminal
(NL = 4) case is also considered with Σ¯
B
` = 1 meV. Fig-
ure 3(b) shows the conductance G versus gate voltage
Vg for ∆ = 0, NL = 2(4) as solid (dashed) lines, and
both ∆-type (blue lines, m∆ = −100 meV) and B-type
(red lines, mB = −100 meV) confinements. Figures 3(c)
and 3(d) zoom to show details of the Vg ∼ 7.6 mV peaks.
For the NL = 2 case with the ∆-type confinement, we ob-
serve that the peaks reach 2G0, where the factor 2 results
from the TR pair of degenerate states (symmetric and an-
tisymmetric combinations of the top and bottom surface
states) that contribute as independent conducting chan-
nels. These peaks are not substantially affected by the
presence of small ∆ 6= 0, as we see in Fig. 3(d). In con-
trast, for the B-type confinement the conductance peaks
reach only G0 in Fig. 3, for ∆ = 0. Indeed, here TRS is
broken and one would already expect a single conduct-
ing channel. More interestingly, a finite ∆ = 0.1 meV
splits this peak, showing G = 0 in the middle. This can
be understood in terms of the P ′ chiral symmetries and
the conserved chiral charge Q1, which assures that for
∆ = 0, every state located in one surface has a degener-
ate partner in the other surface (see Appendix D 2). A
finite ∆ couples these partners, producing two coherent
channels that interfere destructively (G = 0) for some
particular value of Vg. For NL = 4, the conductance is
still calculated between the top terminals (dashed lines
in Fig. 3). Overall, this yields a decrease of G whenever
the top and bottom surfaces are coupled (∆-type confine-
ment or ∆ 6= 0). In this situation, the channels involving
the bottom surface states are broadened by the bottom
contacts, therefore they act as incoherent channels, de-
stroying the perfect inference.
IX. ZIGZAG GRAPHENE NANORIBBON.
As a final application of our proposal, we present the
band structure of a zigzag graphene nanoribbon around
its K point in Fig. 4. This is a particularly interesting
case as it allows us to compare the numerical results di-
rectly with well known analytical solutions [52–55], which
are shown as black solid lines in Fig. 4(c). For the numer-
ical approach we start with graphene’s effective model
around K, HK = ~vFσ · (k −K), where k is measured
from the origin at Γ¯ in Fig. 4(b), and ky → −i∂y is
discretized into N = 100 sites. Around K ′ one obtains
HK′ replacing σy → −σy and K → K ′, which compose
our block-diagonal H0 = HK ⊕ HK′ . To regularize the
boundary conditions for the zigzag nanoribbon we con-
sider a Wilson mass term HZ = mz
a2
4 k
2
y(τx⊗ σy), where
τx couples the K and K
′ subspaces, and mz is chosen
within the range set by the inequalities discussed previ-
ously. The agreement between the numerical band struc-
ture and the exact solution shown in Fig. 4(c) is patent,
which illustrates the effectiveness of our approach.
X. CONCLUSIONS.
We have shown that the Wilson mass not only elim-
inates the doublers in Dirac-like Hamiltonians, but also
allows us to control the hard-wall boundary conditions.
This contrasts with the high-energy physics, where nei-
5x
y W
(a) (c)
(b)
Figure 4. (a) A graphene nanoribbon with zigzag termina-
tions and width W . (b) The first Brillouin zone of bulk
graphene and its projection (shaded area) along the nanorib-
bon’s kx. (c) Band structure around K¯ for a W ≈ 71 nm
ribbon comparing the analytical solution (black solid lines)
and our numerical approach with a Wilson mass (blue dots).
ther the broken symmetry nor confinement are desirable.
Therefore, for confined solid state systems, the NNT is
easily bypassed. Interestingly, these effects were over-
looked in models that already include the parabolic terms
[11, 21, 56, 57]. Indeed, in the Bernevig-Hughes-Zhang
(BHZ) model [56], for instance, the term −Bk2σz plays
the role of the Wilson mass, with the Pauli matrix σz act-
ing on the E1/H1 subspace, yielding a Dirac mass-type
hard wall [57]. In contrast, graphene models are usu-
ally restricted to the linear terms, which limits its use.
Here, we have seen that a zigzag termination can be well
modeled by incorporating an appropriate Wilson’s mass.
For the armchair case, one can directly combine Ref. [35]
with our approach.
Applying our model to model Bi2Se3 quantum dots,
we have shown that numerical results satisfy all symme-
try constraints that are compatible with the chosen type
of confinement. Particularly, the ∆-type confinement is
compatible with thin films [11], yielding noninteracting
conductance peaks G = 2 e2/h, which is a necessary in-
gredient for the Kondo regime suggested in Ref. 50. As a
final remark, notice that Ref. 21 considers only a B-type
mass, which breaks TRS, and the confinement properties
are not discussed. Therefore, our model generalizes and
improves their results.
The authors acknowledge the financial support from
the Brazilian Agencies CNPq, CAPES, and FAPEMIG.
Appendix A: DFT Model and Results
The calculations were performed based on the DFT ap-
proach, as implemented in the VASP code [42]. The ex-
change correlation term was described using the GGA ap-
proach in the form proposed by Perdew, Burke and Ernz-
erhof (PBE) [58]. The Kohn-Sham orbitals are expanded
in a plane wave basis set with an energy cutoff of 400
eV. The 2D Brillouin Zone (BZ) is sampled according to
the Monkhorst-Pack method [59], using a 8×8×1 mesh.
The electron-ion interactions are taken into account us-
ing the Projector Augmented Wave (PAW) method [60].
All geometries have been relaxed until atomic forces were
lower than 0.025 eV/A˚. The van der Waals interactions
(vdW-DF2 [61]) were included to correctly describe the
system. In all cases, we have considered a vacuum region
of at least 24 A˚ to avoid periodic-image interactions.
The metal/topological-insulator interface, Bi2Se3/Ti
[50], was modeled by considering a Ti-ω hexagonal slab of
14 atomic layers stacked over the hexagonal Bi2Se3 (001)
surface, which in turn is described by a slab composed by
7 quintuple layers (QLs), Fig. 5(a). At low temperatures
(∼ 16 mK) the ω phase of Ti is the most stable [62], with
a lattice parameter a = 4.57 A˚ [62]. This remains true
despite the ∼ 8% compression needed to accommodate
the lattice parameter a = 4.21 A˚ of Bi2Se3.
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Figure 5. (a) Structural geometry and local DOS of Bi2Se3
(Bi2Se3/Ti) in the left (right) for E near the Dirac points.
Purple, green and blue circles are for Bi, Se and Ti atoms.
Spin projected band structure (|〈#QL|n,k〉|2) with red (blue)
dots labeling sign(〈Sy〉) = +1 (−1) for (b) Bi2Se3 7QL, (c)
Bi2Se3/Ti 1QL, (d) Bi2Se3/Ti 6QL, (e) Bi2Se3/Ti 7QL. The
lines in (b)-(d) are fits to the surface states model, Eq. (2),
with the color code matching the DOS in panel (a).
The band structure of pristine Bi2Se3 near Γ shows
the Dirac-like energy dispersion for states localized into
the topmost QL (7QL), as seen in Fig. 5(b), for which
we find vF = 479 nm/ps, ε0 = −12 meV, F = ∆ ≈
0. There, the dot size represents its localization into
the surface, while the color refers to the spin up (blue)
and down (red) projections, which evidences its helical
nature. The bottommost QL is degenerate with this one,
but with opposite spin projections. It is known that a
better description of the surface states below the Fermi
level for Bi2Se3 requires a GW calculation [45], which
is computationally expensive. However, despite Bi2Se3
surface states below the Fermi energy been imperfectly
described by DFT, the states above the Fermi energy
are correctly described [45]. In this way by fitting the
ab initio band structure with the model Eq. (2) for the
states within E > Ef we obtain a Fermi velocity of 479
nm/ps, which is only ∼ 6% greater than the experimental
observation [46].
We find quite a different picture upon the formation
of the Bi2Se3/Ti interface. At the equilibrium geometry,
the topmost Se atoms of Bi2Se3/Ti break the bond with
Bi to attach covalently to the metal surface, Fig. 5(a).
6We can see this scenario by the increase of the Bi-Se
bond length dBiSe = 2.86 → 3.40 A˚ at the interface re-
gion, followed by the formation Se-Ti chemical bonds,
with dSeTi = 2.63 A˚ close to the sum of their covalent ra-
dius (2.52 A˚). Such change in the Bi2Se3 surface impacts
the electronic structure of the topological states. Indeed,
charge transfers at the Bi2Se3/Ti interface create a SIA
field (F = 95 meV, and ε0 = −150 meV) that splits
the degenerate Dirac bands. The states of the 1QL are
mostly unaffected (∆ ≈ 0), Fig. 5(c), since their coupling
to the metal is negligible. On the other hand, the states
of the topmost QLs hybridize with the metal, Fig. 5(d),
spreading-out the density of states (DOS) peak of the
pristine case from the 7QL into the metal and the 6QL,
Fig. 5(a). The spin-polarized Dirac dispersion is now lo-
cated in 6QL, Fig. 5(d)-(e), but shows small gaps due
to the hybridization with the metal bands. Nonetheless,
we can still define a Dirac-like dispersion near the Fermi
level, where the coupling to the metal is weak [63]. In
this case we find vF = 338 nm/ps.
In Fig. 6 we present the Projected Density of States
(PDOS) for the leads Bi2Se3/Ti. We can see that the
1QL orbitals (black line) maintain a quasi constant Den-
sity of States (DOS) in the range −0.2 < E < 0.05 eV,
which is consistent with the preservation of the linearly
dispersive band. Figure 6(b) shows the PDOS close to the
Fermi energy, where the PDOS from the 6QL and 7QL
display smooth fluctuations. Such a picture of PDOS
near the Fermi energy are in accordance with the wide
band limit approximation used in the section Conduc-
tance across a ribbon device of the main text.
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Figure 6. (a) Projected density of states of Bi2Se3/Ti into
the Metal (brown), 1QL (black), 6QL (red) and 7QL (green)
orbitals. (b) Dashed blue rectangle of (a).
Appendix B: Effective model for surface states
Near the Γ point, the states around the Fermi energy
of Bi2Se3 are described by two Bi and Se hybridized pz
orbitals {|p1+z ; ↑〉 , |p2−z ; ↑〉 , |p1+z ; ↓〉 , |p2−z ; ↓〉}, where the
sign ± defines the parity under inversion, {1, 2} corre-
spond to the hybridization of two Bi and Se pz orbitals
in the unit cell, and ν = {↑, ↓} is the z component of the
spin. Onto this basis, the bulk Hamiltonian acquires the
form
H =
C +M A1kz 0 A2k−A1kz C −M A2k− 00 A2k+ C +M A1kz
A2k+ 0 A1kz C −M
 , (B1)
where C, M , A1, A2 are the symmetry allowed finite
parameters up to linear order in k = (kx, ky, kz), and
k± = kx ± iky. For simplicity, let us consider C = 0.
For kx = ky = 0, the Schro¨dinger equation Hψ = ε0ψ
splits into two blocks that can be easily solved for k
(±)
z =
iq± = ±iA−11
√
M2 − ε20, where we keep the eigenen-
ergy ε0 as a parameter to be defined by the boundary
conditions. The four eigenstates associated with q± are
ψ±,ν(z) = φ±,νe−q±z, with
φ±,↑ =

±(ε0 +M)√
ε20 −M2
0
0
 , φ±,↓ =

0
0
∓(ε0 +M)√
ε20 −M2
 . (B2)
Next, let us use this basis to obtain the z = 0 surface
states on the semi-infinite domain z ≥ 0. The hard-wall
boundary condition (iMnˆ +Mc)ψ(0) = 0 (see Eq. (1))
for a confinement given by the M terms of Eq. (B1) is
set by
Mnˆ =
 0 −1 0 0−1 0 0 00 0 0 −1
0 0 −1 0
 , (B3)
Mc =
+1 0 0 00 −1 0 00 0 +1 0
0 0 0 −1
 . (B4)
For the ψ±,ν(z) basis, this boundary condition can only
be satisfied for ε0 = 0, thus q± = ±|M |/A1 defines sur-
face states with penetration lengths ` = A1/|M |. Since
we are looking for semi-infinite surface states at the z = 0
interface, the solutions must vanish at z →∞, which se-
lects the q+ states as the only physical solutions. The
general solution for the z = 0 surface reads
ψ0(z) = e
−z/`
c1
−i10
0
+ c2
00i
1

 , (B5)
where c1 and c2 are arbitrary coefficients.
7The same procedure can be applied to obtain the z = L
surface state solutions in the domain z ≤ L. Here the
normal to the interface has the opposite sign from the
z = 0 solution, hence Mnˆ → −Mnˆ. The confinement
matrix Mc remains the same. In this case, the general
solution reads
ψL(z) = e
(z−L)/`
c3
i10
0
+ c4
 00−i
1

 (B6)
where c3 and c4 are arbitrary coefficients.
Combining ψ0(z) and ψL(z) to form an approximate
fourfold basis for a thin film on the domain 0 ≤ z ≤ L, we
project the full H from Eq. (B1) to obtain our effective
Hamiltonian [Eq. (2)],
H = ε0+~vF (kxγ3y−kyγ3x)+Fγ30+∆γ10+Bγ0z, (B7)
where ~vF = A2, ∆ is an hybridization term that con-
nects c1 to c4 and c2 to c3 via the confinement potentials,
F is a diagonal structural inversion asymmetry (SIA)
term that may arise either from an external electric field,
or due to internal polarization fields as in the interface
between Bi2Se3 and the metalic lead. The su(2) opera-
tors σ and τ are introduced to simplify the notation as
γij = τi ⊗ σj . These act, respectively, on the spin space
spanned by the (c1, c3) up (↑) states and (c2, c4) down
(↓) states, and the top/bottom surfaces spanned by the
(c1, c2) states (z = 0) and (c3, c4) states (z = L).
Appendix C: Wilson’s mass range
In order to use the Wilson’s mass approach to eliminate
the doublers, one must choose the value of the Wilson’s
mass appropriately. A too small value will not eliminate
the doublers, while a too large value will deform the low
energy spectrum. In this section we establish the approx-
imate lower and upper limits for the Wilson’s masses used
in the main text.
Let us start with the simple unidimensional case de-
fined by Hξ +HW , where
Hξ = ~vFMξk, (C1)
HW = wMck2, (C2)
where Mξ and Mc are unitary matrices, k is the mo-
mentum along an arbitrary coordinate ξ, vF is the Fermi
velocity, and w is Wilson’s mass. In a discrete lat-
tice of spacing a, the spectrum of Hξ + HW has a gap
∆ε = 2w/a2 at |k| = pi/a, as shown in Fig. 1(a). This
energy dispersion approaches the exact linear solution
ε(k) = ±~vF k of Hξ only for |ε|  ∆ε. This estab-
lishes the lower bound w  12a2|ε|. Next, the upper
(a)
(b)
a
a
Figure 7. Range of appropriate values of the Wilson mass
(shaded areas) for different energies |ε| and discrete lattice
step a. (a) For the unidimensional model the range of a is
set by Eq. (C3), here we set ~vF = 1 and a = {0.2, 0.5, 1}
(following the arrow). (b) For Bi2Se3 the range for the Wilson
masses m = mB or = m∆ are set by Eq. (C6), with a =
{3, 5, 10} nm, and vF = 479 nm/ps.
bound is obtained by requiring HW to be a small pertur-
bation to Hξ is in low energy range. That is, we want
|Hξ|  |HW | for small ε and k. In this limit we can use
|ε| ≈ ~vF k to eliminate k from the inequation an obtain
w  (~vF )2/|ε|. Combining these we obtain the range
1
2
|ε|  w
a2

(
~vF
a
)2
1
|ε| . (C3)
In Fig. 1(b) of the main text, the dashed lines correspond
to the lower bound rewritten as |ε| < 2w/a2, while the
upper bond does not show up in the range of the figure.
In Fig. 7(a) we plot this inequation for different values of
a.
Now let us discuss the range for mB or m∆ for the
Bi2Se3 suraface states from Eqs. (2) and (3). For sim-
plicity, consider ε0 = F = ∆ = B = 0 without lack of
generality, such that
H = ~vF (kxγ3y − kyγ3x), (C4)
Hm = m
a2
4
k2γm, (C5)
where (m, γm) = (mB , γ0z) for the B-type confinement,
or (m, γm) = (m∆, γ10) for the ∆-type confinement. All
γij matrices are unitary, and k
2 = k2x + k
2
y. The factor
a2/4 is included so that the mass m have energy units,
and labels the gap at |kx| or |ky| = pi/a as ∆ε = 2m.
8Equivalently to the previous case, we want to focus on
energies ε  ∆ε, which give us the lower bound m 
|ε|/2. The upper bound is then obtained requiring |H| 
|Hm|, i.e. |ε|  |Hm|. The intensity |Hm| ≈ ma2k2/4,
and we can use |ε| ≈ ~vF |k| to replace k2 and obtain
m  4(~vF /a)2/|ε|. Combining the inequations we get
the range
1
2
|ε|  m
(
2~vF
a
)2
1
|ε| , (C6)
which only differs from Eq. (C3) by the factor 2 in ~vF ,
which is a consequence of the first case beeing a one di-
mensional model, while the current one is 2D. This range
is illustrated in Fig. 7(b) for the Bi2Se3 parameters.
Appendix D: Symmetries
Let us discuss the symmetries of our model Hamilto-
nian H from Eq. (2) and Eq. (B7) for the Bi2Se3 surface
states. For simplicity, we ommit the Wilson mass terms
mB/∆ from Eq. (3) since, regarding the symmetries be-
low, these terms play the same role as the Zeeman field
B and surface coupling ∆ terms.
The time-reversal operator is T = e−ipi2 γ0yK =
−iγ0yK, where K is the complex conjugation. For the
Bi2Se3 Hamiltonian, [H, T ] = −2Bγ0xK. Therefore only
a finite Zeeman term B breaks time-reversal symmetry
(TRS) as expected.
A chiral symmetry operator P is a unitary operator
that obeys
{P, H} = 0, PP† = 1, P2 = 1, (D1)
where {P, H} = PH + HP is the anti-commutator.
The chirality yields a symmetry in the energy spectrum.
Given an eigenstate φ with energy ε, there must also exist
another eigenstate ϕ = Pφ with energy −ε. Aditionally,
if H admits two chiral symmetries P and P ′, one can
define a conserved chiral charge Q = PP ′ such that it
commutes with H, i.e. [Q, H] = QH −HQ = 0. There-
fore, the eigenvalues q of Q can be used to classify the
eigenstates and block-diaginalize H.
Here we find four candidates for chiral operators:
P0z = γ0z, P10 = γ10, P20 = γ20, and P3z = γ3z. These
obey
{P0z, H − ε0} = 2B + 2∆γ1z + 2Fγ3z, (D2)
{P10, H − ε0} = 2Bγ1z + 2∆, (D3)
{P20, H − ε0} = 2Bγ2z, (D4)
{P3z, H − ε0} = 2Bγ30 + 2Fγ0z, (D5)
where the rigid shift ε0 only affects the energy symmetry
point. Notice that a finite B (or mB) breaks all chiral-
ities above. Which of these operators represent chiral
symmetries of H depend on which terms (B, F , and ∆)
are zero. Additionally, these chiral operators transform
by TRS as
{P0z, T } = 0, (D6)
[P10, T ] = 0, (D7)
{P20, T } = 0, (D8)
{P3z, T } = 0. (D9)
1. Chiralities
In the main text, Fig. 2(a) show the energy spectrum
for a circular quantum dot with ∆-type hard-wall con-
finement and B = F = 0. In this case P20 and P3z are
chiral symmetries of H. Additionally, TRS and the total
angular momentum Jz are preserved. This allow us to
define a chiral charge Q1z = −iP20P3z = γ1z, whose
eigenvalues are q1z = ±1. Both chiralities commute
with Jz, [P20, Jz] = [P3z, Jz] = 0, and anti-commute
with Q1z, {P20,Q1z} = {P3z,Q1z} = 0. Consequently,
a state |jz, q1z〉 with energy εjz,q1z has a chiral partner
|jz,−q1z〉 with energy εjz,−q1z = −εjz,q1z , the same angu-
lar momentum jz and opposite chirality −q1z. The TRS
anti-commutes with both Jz and Q1z, i.e. {T , Jz} =
{T ,Q1z} = 0. Therefore, the Kramer partner of |jz, q1z〉
is the state |−jz,−q1z〉 with energy ε−jz,−q1z = εjz,q1z .
These parters are illustrated in Fig. 8(a).
In contrast with the case above, the energy spectrum
in Fig. 2(b) refers to a circular quantum dot with a B-
type hard-wall confinement. Here, the finite Wilson mass
mB breaks both TRS and all chiral symmetries above.
However, the product P ′j = PjT of each Pj above with
the time-reversal operator T is preserved. We refer to
these as “time-reversal chiralities”, which obey
P ′jP ′j† = 1, P ′j2 = ∓1, (D10)
where the sign ∓ on the second expression refer to the
cases where [Pj , T ] = 0, or {Pj , T } = 0, respectively. No-
tice that if Pj commutes (anti-commutes) with T , then
P ′j anti-commutes (commutes) with T . From the four
chiral candidates Pj above, only P10 commutes with T ,
yielding P ′102 = −1, which does not fall into the chiral
classification [47–49]. The three other P ′j are candidates
for chiral operators. For completeness, we write the anti-
commutation of all four P ′j with H as
{P ′0z, H − ε0} = (−2∆γ1x − 2Fγ3x)K, (D11)
{P ′10, H − ε0} = (−2i∆γ0y)K, (D12)
{P ′20, H − ε0} = 0, (D13)
{P ′3z, H − ε0} = (−2Fγ0x)K. (D14)
Interestingly, these anti-commutators do not depend
upon B, and P ′20 is always a chiral operator, indepen-
dent of the model parameters.
9(b)(a)
Figure 8. Energy-angular momentum diagram of the eigen-
states of the cylindrical dot. The up (down) triangles label
the chiral charges q1z = ±1 as in Fig. 2 of the main text. (a)
For the ∆-type confinement at least one chiral symmetry Pj
and TRS T are present. As indicanted in the diagram, the
chiral operators Pj transform the states fliping their chiral
charge and energy, but preserve the total angular momen-
tum jz, while TRS connects the Kramer partners. (b) For
the B-type confinement both TRS and the Pj symmetries
are broken, but their product P ′j = PjT is preserved as a
“time-reversal chiral” symmetry that connects states preserv-
ing their charge, but flipping both jz and energy. In (a) the P ′j
is also present, since its components are preserved symmetries
as well.
For the case of Fig. 2(a) we have F = 0, m∆ = 0,
∆ 6= 0 and mB 6= 0. Therefore, the chiral operators are
P ′20 and P ′3z. These combine to define the same chiral
charge as before, i.e. Q1z = −iP ′20P ′3z = γ1z. However,
now they anti-commute with Jz, {P ′20, Jz} = {P ′3z, Jz} =
0, and commute with Q1z, [P ′20,Q1z] = [P ′3z,Q1z] = 0.
Consequently, the state |jz, q1z〉 with energy εjz,q1z has a
chiral partner |−jz, q1z〉 with energy ε−jz,q1z = −εjz,q1z
and the same charge, as illustrated in Fig. 8(b). Since
TRS is broken by mB , there’s no Kramer partners in
this case.
2. Surface localization
Apart from Jz, all other symmetries discussed above
for the cylindrical quantum dot holds for the transport
properties discussion that follows Fig. 3 in the main text.
Additionally, since there ∆ is either zero or small, it is in-
teresting to discuss the localization of the surface states.
For such, let us define the surface operator S = γ30,
whose eigenvalues s = ±1 refer to the top and bottom
surfaces. Evidently, s is a good quantum number only if
∆ (and m∆) are zero, otherwise
[H,S] = 2i∆γ20. (D15)
Let us consider the B-type confinement and [H,S] = 0.
Since TRS is broken by mB , the relevant chiralities are
P ′20 and P ′3z, thus yielding the conserved charge Q1z, i.e.
[H,Q1z] = 0. However, since {S,Q1z} = 0, there are
no common basis between H, Q1z, and S. In the pre-
vious discussion regarding the chiral symmetries on the
} }0
Figure 9. Energy diagram of the eigenstates |λ, s〉, where
λ = ±1 labels the energy sign and s are the eigenvalues of
the surface operator S = γ30, with s = +1(−1) for the top
(bottom) surface. On the left, for ∆ = 0, the chirality P ′20
transform the states flipping the sign of λ in a fixed surface
s, while P ′3z flips both λ and the surface s. On the right a
finite ∆ hybridizes the surfaces, thus splitting the degenerate
levels.
cylindrical quantum dot we have used a common basis
between H, Q1z and Jz. Instead, hereafter we shall con-
sider a common basis between H and S, which we label as
|λ, s〉, where s = ±1 is the surface eigenvalue, and λ = ±1
will distinguish the chiral partners. Interestingly, we find
[P ′20, S] = 0 and {P ′3z, S} = 0, which tell us that each
|λ, s〉 have two chiral partners: (i) |−λ, s〉 = P ′20 |λ, s〉 in
the same surface, but with energy ε−λ,s = −ελ,s; and
(ii) |−λ,−s〉 = P ′3z |λ, s〉 in the opposite surface and en-
ergy ε−λ,−s = −ελ,s. Moreover, combining these two
symmetries, the relation {S,Q1z} = 0 give us a fourth
state, which we dub as a “charge” partner given by
|λ,−s〉 = Q1z |λ, s〉 in opposite surface and degenerate
in energy, i.e. ελ,−s = +ελ,s. These transformations are
illustrated in Fig. 9. For a small, but finite ∆, the degen-
erate eigenstates hybridize and split as seen in Fig. 3(b)
in the main text.
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