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Label-Free Optical Imaging of Chromophores and  
Genome Analysis At the Single Cell Level 
 
Abstract 
        Since the emergence of biology as a quantitative science in the past century, a lot of 
biological discoveries have been driven by milestone technical advances such as X-ray 
crystallography, fluorescence microscopy and high-throughput sequencing. Fluorescence 
microscopy is widely used to explore the nanoscale cellular world because of its superb 
sensitivity and spatial resolution. However, many species (e.g. lipids, small proteins) are non-
fluorescent and are difficult to label without disturbing their native functions. In the first part 
of the dissertation, we explore using three different contrast mechanisms for label-free 
imaging of these species – absorption and stimulated emission (Chapter 2), heat generation 
and diffusion (Chapter 3) and nonlinear scattering (Chapter 4). We demonstrate label-free 
imaging of blood vessels, cytochromes, drugs for photodynamic therapy, and muscle and 
brain tissues with three dimensional optical sectioning capability.  
        With the rapid development of high throughput genotyping techniques, genome analysis 
is currently routinely done genome-wide with single nucleotide resolution. However, a large 
amount of starting materials are often required for whole genome analysis. The dynamic 
! iv!
changes in DNA molecules generate intra-sample heterogeneity. Even with the same genome 
content, different cells often have very different transcriptome profiles in a functional 
organism. Such intra-sample heterogeneities in the genome and transcriptome are often 
masked by ensemble analysis. In this second part of the dissertation, we first introduce a 
whole genome amplification method with high coverage in sequencing single human cells 
(Chapter 6). We then use the technique to study meiotic recombinations in sperm cells from 
an individual (Chapter 7). We further develop a technique that enables digital counting of 
genome fragments and whole genome haplotyping in single cells (Chapter 8). And we 
introduce our ongoing efforts on single cell transcriptome analysis (Chapter 9). In the end, we 
introduce our initial effort in exploring the genome accessibility at the single cell level 
(Chapter 9). Through the development of techniques probing the single cell genome, 
transcriptome and possibly epigenome, we hope to provide a toolbox for studying biological 
processes with genome-wide and single cell resolution.  

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Part I (Chapters 1-4): 
 
Label-Free Optical Imaging of Chromophores 
 
Introduction 
Optical imaging is an essential tool for biomedical research because of its unique properties 
— high resolution, in-vivo detection capability and versatile contrast mechanisms. 
Fluorescence Microscopy has been widely used to explore the nanoscale cellular world 
because of its superb sensitivity and the availability of modern labeling technologies. 
However, many species (e.g. lipids, nucleic acids, small proteins) are difficult to label without 
affecting their native functions. To study the intracellular dynamics of these species, label-
free imaging techniques need to be developed with high sensitivity and resolution. Most of 
these species have undetectable fluorescence under visible illumination. Therefore new 
contrast mechanisms need to be explored for label-free imaging of these species. 
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In this part of the thesis, we explore three different contrast mechanisms for label-free 
imaging of biological materials — absorption and stimulated emission (Chapter 2: Stimulated 
Emission Microscopy), heat generation and diffusion (Chapter 3: Two-Photon Excited 
Photothermal Lens Microscopy), and nonlinear scattering (Chapter 2: Near-Degenerate Four-
Wave-Mixing Microscopy).  We demonstrate label-free imaging of blood vessels, 
cytochromes, drugs for photodynamic therapy, muscle and brain tissues with three dimension 
optical sectioning capability.  
 
Contributions 
This part of the thesis involved close collaboration with Dr. Wei Min.  
 
In Chapter 2: Stimulated Emission Microscopy, Dr. Min, I and Prof. Xie conceived the idea 
and designed the experiments. Dr. Min, I and Shasha Chong performed experiments and 
analyzed data. Dr. Rahul Roy constructed the E. Coli cells expressing chromoproteins, Dr. 
Holtom and S. Chong helped to construct the laser systems. 
 
In Chapter 3: Two-photon Photothermal Lens Microscopy, Dr. Min, I and Prof. Xie conceived 
the idea and designed the experiments. Dr. Min, I and S. Chong performed the experiments 
and analyzed data. Dr. Holtom helped with the laser source. 
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In Chapter 4: Near-Degenerate Four-Wave-Mixing Microscopy, Dr. Min, I and Prof. X. 
Sunney Xie conceived the idea and designed the experiments. Dr. Min and I performed the 
experiments and analyzed data. Dr. Markus Rueckel and Dr. Gary R. Holtom helped with the 
laser source and the microscope setup.  
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Chapter 1 
 
Introduction to Label-Free Optical Imaging 
 
1.1 The Interaction of Light and Matter 
The interaction of light and matter is one of the most fundamental forms of interaction in 
nature. Light as particles interacts with matter by transferring quantized energy and 
momentum, and light as waves interacts through electric and magnetic field driving the 
oscillation of the matter (McHale, 1998).  In the presence of an external field, the response of 
the matter (represented by the dipole moment) can be expanded in a power series of the 
electric field: 
 
µ

= µ0
 
+α ⋅E

+ 12 β :E

E

+ ...                                   (1.1) 
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The constant term  µ0
 
 is the permanent dipole moment, which does not respond to the field. 
The linear term introduces linear polarizability α , which is related to the linear scattering and 
absorption of light. The nonlinear terms represent higher order polarizability of the matter, 
which are often negligible under normal light intensity but can be significant with high power 
pulse laser.  
 
Looking into the molecular detail of the matter, the polarizability of the system can be 
described by a collection of N elections, each with a harmonic frequency ω j .  
α = e
2
m
fi
ω j
2
j
∑                                                  (1.2)                                
 
The quantity fi  is the oscillator strength. In the case where the filed is a function of time and 
has a frequency of ω , after solving the equation of a driven harmonic oscillator, the 
polarizability of the system can be described as:  
α (ω ) = e
2
m
fi
ω j
2 −ω 2 − iω /τj∑                             (1.3) 
 
The quantity τ  represents the relaxation time for damping of the induced dipole, which 
correspond to the state lifetime in quantum mechanical description of molecular states. The 
oscillator strength fi  is related to the transition dipole of the states: 
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α (ω ) = e
2
m
f0 j
ω 0 j
2 −ω 2 − iω / tj∑    with      
f0 j =
2mω 0 jµ0 j2
3e2               (1.4) 
If we have the information of these molecular details, i.e., the quantities described above, in 
principle the linear scattering Re[α (ω )]and the absorption Im[α (ω )]can be calculated. They 
are related by the Kramers-Kronig relations. Vice versa, by measuring the linear scattering or 
absorption, molecular properties such as the energy states and transition dipole strength can 
be inferred.  This sets up the foundation for optical microscopies based on linear scattering 
and absorption (Pawley, 2006).  
 
1.2 Fluorescence Imaging. Why and Why Not Enough? 
Although linear scattering and absorption have been widely used to study molecular 
spectroscopy (McHale, 1998), the usage of these contrast mechanisms for ultra-sensitive 
optical imaging has been hampered by several technical difficulties. First, the optical signal 
exists as a modulation of the input optical field, and the signal needs to be detected in the 
background of the input light. As a rough estimation, the absorption cross section of a 
molecule is on the order of (0.1nm)^2, and the optical resolution limit is about (300nm)^2. 
When a tightly focused optical field passes through a molecule sitting at the focus of the field, 
only about (0.1nm)^2/(300nm)^2~ 10^-7 of the photons are absorbed by the molecule, which 
is normally undetectable in the background of the incidence optical field. Second, absorption 
and linear scattering do not naturally offer 3-D optical sectioning, and the detected optical 
! 7 
signal reflects a cumulative effect along the input optical field unless using complex 
interference methods (Huang et al., 1991). Therefore, the images are often blurred when 
dealing with thick biological specimen. 
 
Fluorescence offers a natural solution to these technical issues (Lakowicz, 2006). As is shown 
in Figure 1.1, fluorescence photons exhibit lower energy compared to the input excitation 
photon. By using an optical filter to selectively detect the fluorescence wavelength, 
fluorescence detection can be done essentially background-free. Fluorescence detection was 
demonstrated to have single molecule sensitivity in room temperature (Trautman et al., 1994; 
Xie and Dunn, 1994), which has been widely used to study molecular dynamics in vitro 
(Selvin and Ha, 2007) and in vivo (Li and Xie, 2011).  
 
! 8 
Figure 1.1 Jabcoski diagram showing the processes of absorption and fluorescence 
The relatively long excited state lifetime (~ns) of the fluorescence molecules was used to 
saturate the mission that allowed breaking the resolution limit in optical microscopy (Hell and 
Wichmann, 1994). The single molecule detection sensitivity was later used to significantly 
simplify the instrumentation for super resolution imaging (Betzig et al., 2006; Rust et al., 
2006) which is currently widely used to study biological dynamical structure that were no 
resolvable before (Huang et al., 2010). The background-free nature of the fluorescence 
detection also allows 3-D optical sectioning by the development of confocal fluorescence 
microscopy (2006) and two-photon fluorescence microscopy (Denk et al., 1990), which is 
essential in imaging through thick biological specimen.  
 
Another major reason for the wide usage of fluorescence in biological research is the versatile 
pool of labeling techniques developed for different species. The developments of fluorescence 
proteins allow genetically encodable labeling with high specificity in living cells and animals 
(Chalfie et al., 1994; Tsien, 1998). The recent developments of techniques for labeling small 
protein and other molecules such as RNA is also quickly expanding the pool of available 
labeling tools (Paige et al., 2012).  
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Despite the wide usage in biological research, fluorescence has limitations that necessities the 
development other optical techniques. First, most molecular species are intrinsically non-
fluorescent or have very weak fluorescence. Fluorescence labeling is often very challenging 
for species such as small peptides, metabolites, lipids, and drugs. It is also difficult to 
guarantee the labeling does not affect the normal function of the molecules, especially when 
the size of the label exceeds that of the molecules under study. Moreover, for medical 
applications especially in human studies, it is preferable no external labels are applied because 
of the toxicity and side effects of fluorescence dyes. 
 
1.3 Contrast Mechanisms and Label-Free Optical Imaging 
The various forms of light-matter interactions offer a variety of contrast mechanisms for 
label-free optical imaging (Min et al., 2011).  The linear polarizability α  gives rise to linear 
scattering and absorption, which offers the contrast mechanism for Optical Coherence 
Tomography (Huang et al., 1991), a method now widely used for in vivo medical imaging of 
the 3-D structure of various biological tissues such as retina.  
 
With the developments of ultrafast high power laser systems, higher order terms of equation 
1.1 were explored to offer different contrast mechanisms for label-free chemical imaging 
(Boyd, 2008). The second order polarizability gives rise to second harmonic generation 
(SHG), which was used to image highly ordered structures such as collagen (Campagnola et 
! 10 
al., 2002). SHG is surface sensitive and was also used to image the electric activities on 
cellular membranes (Dombeck et al., 2004). 
 
The third order polarizability gives rise to phenomena such as third harmonic generation, 
coherent Raman scattering and two-photon absorption (Boyd, 2008). Coherent anti-stokes 
Raman scattering (CARS) microscopy was developed to have molecular selectivity based on 
its Raman spectrum (Zumbusch et al., 1999), and has been widely used to study lipids and 
other substances (Cheng and Xie, 2004; Evans and Xie, 2008). The sensitivity of coherent 
Raman scattering microscopy is further improved by measuring stimulated Raman scattering 
(SRS), and was demonstrated to be able to distinguish different types of lipids (Freudiger et 
al., 2008). SRS has been demonstrated to have video rate scanning speed in thick human 
tissues (Saar et al., 2010), which allows in vivo chemical imaging in living animals and 
humans.  
 
1.4 An Overview of Chapters 2-4 
In Chapter Two, we explore the usage of linear polarizability as a contrast mechanism for 
sensitive high resolution imaging.  As discussed in 1.2, absorption and linear scattering 
detection are not background-free in microscopy and often have low sensitivity and 
resolution.  Therefore, instead of measuring absorption directly, we measure the reverse 
process stimulated emission, and we use the modulation transfer method to suppress the 
fluctuation of the background light. The achieved high sensitivity and 3-D sectioning 
! 11 
capability allow us to demonstrate imaging non-fluorescent proteins, drug distribution and 
microvascular structures (Min et al., 2009a).  
 
In Chapter Three, we continue the study of using absorption for label free imaging. Here we 
explore using the heat effect of the absorption as a contrast mechanism for imaging heme 
derivatives such as cytochromes and hemoglobin. Unlike in chapter two, we do not need 
synchronized ultrafast laser systems and therefore the technique can be used as a general 
detection scheme for absorption detection in microscopy (Lu et al., 2010).  
 
In Chapter Four, we explore using a new contrast mechanism, near degenerate four-wave 
mixing, for label free imaging of the molecules that have low absorption coefficient in the 
visible wavelengths. We demonstrate imaging thick biological samples such as muscles and 
brain tissues (Min et al., 2009b). 
! 12 
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Chapter 2 
 
Stimulated Emission Microscopy  
 
2.1 Introduction 
Fluorescence has been generally considered to be more sensitive than absorption 
measurement in optical imaging (Pawley, 2006). However, many important biological 
chromophores, such as cytochromes and hemoglobin, absorb light but have undetectable 
fluorescence, because the spontaneous emission is dominated by their fast non-radiative decay 
rates (Turro, 1991). However, conventional one-beam absorption measurement exhibits low 
sensitivity, lack of three-dimensional sectioning capability, and complication by linear 
scattering of heterogeneous samples. Here we use stimulated emission, which competes 
effectively with the nonradiative decay to make these chromophores detectable, and we report 
a new contrast mechanism for optical microscopy.  
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In a pump-probe experiment, upon photoexcitation by a pump pulse, the molecules is 
stimulated down to the ground state by a time-delayed probe pulse, the intensity of which is 
concurrently increased. We modulate the intensity of the pump beam at a high megahertz 
frequency, and we extract the miniscule intensity increase of the probe beam with shot-noise-
limited by using a lock-in amplifier. The signal is generated only at the laser focus owing to 
the nonlinear dependence on the input intensities, which provides intrinsic three-dimensional 
optical sectioning capability. We demonstrate various applications of stimulated emission 
imaging, such as visualizing chromoproteins, non-fluorescent variants of the green fluorescent 
protein, monitoring lacZ gene expression with a chromogenic reporter, mapping transdermal 
drug distributions without histological sectioning, and label-free microvascular imaging based 
on endogenous contrast of hemoglobin. For all these applications, sensitivity is orders of 
magnitude higher than for spontaneous emission or absorption contrast, permitting 
nonfluorescent reporters for molecular imaging. The descriptions in this chapter is based on a 
previously published work (Min et al., 2009) 
 
2.2  Stimulated Emission and Estimation of Signal Strength 
The phenomenon of stimulated emission was first described by Einstein in 1917 (Einstein, 
1917). A molecule in its excited state can be stimulated down to the ground state by an 
incident light field if the energy of the light field matches with the energy difference between 
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molecular states, resulting in the creation of a new coherent photon identical to those in the 
incident field. Stimulated emission was later used as a fundamental principle for light 
amplification in the laser (Seigman, 1986). The depopulation aspect of stimulated emission 
has been used for population dumping from excited states (Hamilton et al., 1986), super-
resolution fluorescence microscopy (Hell and Wichmann, 1994), and fluorescence lifetime 
imaging (Dong et al., 1995). Here we use the light-amplification aspect of stimulated 
emission as a contrast mechanism for sensitive imaging of chromophores that have 
undetectable fluorescence. These chromophores have very short-lived excited states with 
much faster non-radiative decay rates than their spontaneous emission rates. As a result, their 
feeble fluorescence is overwhelmed by backgrounds such as stray light, solvent Raman 
scattering, and detector dark counts.  
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Figure 2.1: Principle of using stimulated emission to compete with the fast non-radiative 
decay rate of the chromophores. For these molecules, spontaneous emission is very weak 
because of the domination of non-radiative decay rate. However if the stimulated emission 
field is strong enough during the lifetime of S1, the rate of stimulated emission can be 
much faster than non-radiative decay rate.  
 
Our solution to this problem is to conduct a dual-beam system to probe the short-lived excited 
state by stimulated emission, which can compete with the non-radiative decay under a strong 
enough stimulating field (Figure 2.2). The resulting ‘amplification’ of the stimulation beam 
can then be detected in the presence of the background signals. 
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Figure 2.2: A simple scheme of the stimulated emission microscope. We used two beams 
to excite and to induce stimulated emission of the molecule.  
 
Considering the optical excitation at frequency  (Figure 2.2), the absorption cross section 
 is ~ 10-16 cm2 for a single chromophore at room temperature (Cantor and Schimmel, 
1980; Lakowicz, 2006). As shown in Figure 2.2, under a tightly focused laser beam with a 
waist area of S (~ 10-9 cm2 for visible light focused by a high N.A. objective), the integrated 
intensity attenuation of the excitation beam, , is proportional to the ratio between 
 and S: 
                                                                                (2.1) 
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where N0 is the number of molecules in the ground state.  is on the order of 10-7 for a 
chromophore with large absorption cross section. Such small attenuation cannot be detected 
by conventional absorption microscopy. We note that single molecule absorption was 
previously achieved in cryogenic temperatures using a frequency modulation method 
(Moerner and Kador, 1989) which is however difficult to implement at room temperature 
because of the broad molecular absorption spectrum. Instead of detecting the direct absorption, 
here we detect the stimulated emission followed by the excitation of the molecule. 
 
According to Einstein (Einstein, 1917), the molecular cross section  for stimulated 
emission is comparable to , because of microscopic reversibility. Unlike the absorption 
that results in intensity attenuation, the stimulation beam experiences an intensity gain after 
interacting with the molecules 
                                                                              (2.2)  
N2 is the number of excited molecules probed by the stimulation pulses. For a single 
chromophore residing in the excited state,  is also ~10-7. Without special techniques, 
such a small signal would be again buried in the noise (~1%) of the stimulation beam.  
 
2.3  Detection Scheme and Experimental Setup 
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To overcome this noise problem for detecting stimulated emission from a small number of 
molecules in microscopy, we implemented a high-frequency (> 1 MHz) phase-sensitive 
detection technique, as shown in Figure 2.3. 
 
Figure 2.3: The detection scheme of a stimulated emission microscope. As the intensity of 
the excitation beams is modulated on and off over time, the corresponding stimulated 
emission signal is also modulated at the same frequency, which can be demodulated with 
a lock-in amplifier. The stimulated pulses are made to lag behind the excitation pulses by 
a Δt ~ 1ps. 
 
In so doing, the laser intensity fluctuation, which occurs primarily at low frequencies (kHz to 
DC), can be circumvented, as has been previously applied in other spectroscopic (Ye et al., 
1998) and microscopic applications (Freudiger et al., 2008). The intensity of the excitation 
beam is modulated at 5 MHz, and this creates a modulation of the stimulated emission signal 
at the same frequency, because only when the excitation beam is present can the gain of the 
stimulation beam occur. Such an induced modulation signal can then be extracted by a lock-in 
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amplifier referenced to this high frequency. In this way, the dual beam modulation transfer 
scheme detects the stimulated emission signal against the vanishing laser noise at a high 
frequency, offering a superior sensitivity over the direct one-beam absorption detection 
scheme. We use a ~200 fs (FWHM) pulse train for excitation, and another ~200 fs pulse train 
for stimulation. The time delay between these two pulse trains is chosen to be ~300 fs, which 
is shorter than the excited state lifetime (sub-ps) of the chromophores. This delay also 
eliminates contributions from other instantaneous optical processes, such as two photon 
absorption (Fu, 2007), cross phase modulation and stimulated Raman scattering (Freudiger et 
al., 2008).  
 
Figure 2.4: The detailed experimental setup of a stimulated emission microscope. 
Another scheme of operation is to use a Ti-sapphire oscillator to pump two Optical 
parametric oscillators, which was used in the early phase of this project. 
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Specifically, a 10W solid-state 532nm green laser (Millennia, Spectral-Physics) is used to 
pump a Ti-sapphire oscillator (Mira, Coherent) to produce a 2W mode-locked 100fs 76MHz 
pulse train at 830nm. This pulse train is then split and used to synchronously pump two fs 
optical parametric oscillators (OPOs) simultaneously: the first OPO’s (Mira-OPO basic, 
Coherent) output wavelength is tuned by tuning the color of the pump Ti-sapphire output 
(under 830nm Ti-sapphire pumping, this OPO signal wave is at 1180nm), and the second 
OPO (Mira PP-OPO, Coherent) is tuned by adjusting the cavity length of the OPO (the range 
of the signal wave is between 1100nm and 1400nm). The two independent frequency-doubled 
outputs from these two OPO signal waves, in the wavelength range of 560 to 700 nm with 
pulse widths around 200 fs, serve as the either excitation or stimulation pulse trains. A pulse 
compressor consisting of a pair of SF11 prisms is built to control the pulse width. Collinear 
excitation and stimulation beams are combined and focused with a high numerical aperture 
(NA=1.2) objective onto a common focal spot. The temporal delay between the synchronized 
excitation and stimulation inter-pulse is adjusted to between 0.2 and 0.3 ps. The intensity of 
the excitation beam is modulated by an acousto-optical modulator (Crystal technology) at 5 
MHz.  A condenser with a N.A.=0.9 is used to collect the forward propagating stimulation 
beam, which is spectrally filtered before detected by a photodiode. To acquire images with a 
laser scanning microscope (FV300, Olympus), we used a 100 µs time constant for a lock-in 
amplifier (SR844, Stanford Research) and pixel dwell time of 190 µs. 
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For imaging of chromoproteins, X-gal hydrolysis product and TBO drug distributions, the 
first OPO output is frequency doubled outside the cavity by a BBO crystal to generate a fs 
pulse train around 590nm as the excitation beam, and the second OPO is intra-cavity doubled 
to generate its second harmonic signal between 550nm and 700nm as the stimulation beam. 
For imaging blood vessels, 830nm Ti-sapphire serves as the excitation beam and the 
frequency-doubled Mira PP-OPO around 600nm served as the stimulation beam.  
 
The excitation beam and the stimulation beam are spatially overlapped with a dichroic beam 
splitter. Temporal delay between two excitation and stimulation pulse trains is set with a 
translation delay-stage and measured with an autocorrelator (APE GmbH). The exact time 
zero is adjusted by optimizing the coherent anti-Stokes Raman scattering signal around 
534nm generated by the pump beam at 590nm and Stokes beam at 660nm.  
 
The excitation beam is modulated by an acousto-optical modulator (AOM) (model 3080-122, 
Crystal technology) at 5 MHz which is driven by a square-wave function generator.  We note 
that the AOM crystal adds significant chirp to the pulses. To compensate for this, a pulse 
compressor consisting of a pair of SF11 prisms (Thorlabs) is built into the excitation beam 
path to control its pulse width.  
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Excitation and stimulation beams are coupled into a modified laser scanning inverted 
microscope (IX71, FV300, Olympus). The beam size is matched to fill the back-aperture of 
objective. A 60X 1.2 N.A. water objective (UPlanSApo, Olympus) is used for excitation, and 
a 20X 0.95 N.A. long-working distance objective (XLUMPlanFI, water, Olympus) is used as 
a condenser. Another lens is used to image the scanning mirrors onto a silicon amplified 
photo-diode (PDA36A, Thorlabs) to avoid beam movement during laser scanning. Two high 
OD bandpass filters (HG650/45X, Chroma Technology; Brightline fluorescence filter 655/40, 
Semrock) are used together to block the excitation beam completely and only transmit the 
stimulation beam. For imaging blood vessels, high OD filters (3RD800SP and 3RD 760SP, 
Omega Optical) are used together to block the excitation beam completely.       
 
The output of the photodiode is bandpass filtered (15542, DC-48MHz low-pass filter, Mini-
Circuits) to suppress the strong signal at the pulsing repetition rate (76 MHz), and then 
terminated with 50Ω. A high-frequency lock-in amplifier (SR844, Stanford Research) is used 
to demodulate the stimulated emission signal. The analog on phase component x-output of the 
lock-in amplifier is fed into the A/D converter of the microscope input. The time constant is 
set for 1 sec and 100 µs under spectroscopy and microscopy experiments, respectively.    
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We conduct the experiment under a non-saturating condition of the four-level system shown 
in Figure 2.1. Under this condition, N2 in equation 2.1 originates from a linear excitation: 
. This relation, together with equation 2-2, indicates that the final 
signal  is linearly dependent on both  and , 
                      (2.3) 
The overall quadratic power dependence, as is experimentally demonstrated (Figure 2.5), 
would allow three-dimensional (3D) optical sectioning, as in many other multi-photon 
techniques (Denk et al., 1990; Evans and Xie, 2008). Moreover, it offers, in principle, a 
spatial resolution of twice as high (in spatial frequency) as in conventional fluorescence 
microscopy. 
 
 
 
 
 
 
Figure 2.5 Linear dependence of stimulated emission signal, ΔIS, on the product of 
excitation beam power, IE, and stimulation beam power, IS. 
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2.4  Signal Characterization  
We first look at the stimulated emission signal as a function of the time-delay between the 
excitation and stimulation pulses. The initial rise is due to vibrational relaxation shown in 
Figure 2.1, while the subsequent decay indicates the short excited state lifetime (~0.6 ps) of 
the molecule, which underlies the non-detectable fluorescence. Such a short lifetime also 
reduces the probability of going into the triplet state, effectively protecting the molecule from 
photo-bleaching. 
 
Figure 2.6 Time response of the stimulated emission signal measured by tuning the 
time delay between the pump and the probe beam 
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We then look at the spectrum of the stimulated emission signal (Figure 2.7), recorded by 
tuning the wavelength of the stimulated beam.  
 
Figure 2.7. The spectrum of the stimulated emission signal measured by tuning the 
wavelength of the stimulation beam. The 590nm excitation is fixed while the 
stimulation wavelength is canned by tuning the other optical parametric oscillator 
wavelength. A time delay of 0.3ps is used. 
 
The wavelength dependence is consistent with the reported emission spectrum of crystal 
violet in glycerol (Du, 1998) in which the high viscosity increases the fluorescence quantum 
yield. 
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Figure 2.8. The stimulated emission signal scales linearly with the crystal violet 
concentration in aqueous solution. Continuous flow of the sample is used to replenish 
molecules. Wavelengths are 590nm and 660nm for excitation and stimulation beam, 
respectively, and the time delay of 0.3ps is used. Error bar show 1 s. d. of the signals 
from a 30s recording. The detection limit was determined to be 60nM with a signal-
to-noise ratio of 1:1.  
 
Figure 2.8 shows that the stimulated emission signal depends linearly on analyte 
concentration, as predicted by equation (2.3). This allows straightforward quantitative 
analysis. The limit of detection ( ~10-7) is ~60 nM for crystal violet with 1 sec 
integration time. Approaching the shot noise limit, this sensitivity corresponds to a few (<5) 
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molecules in focus, which has surpassed the detection limit of recently reported for resonant 
nonlinear scattering microscopy by two orders of magnitude (Du, 1998).   
 
High purity crystal violet powder is used as purchased (Sigma Aldrich). Aqueous solutions 
are prepared with de-ionized water. For spectroscopy, we built a flow-cell from two No.1 
coverslips and a spacer to allow quick concentration exchange without moving the sample 
position or focusing depth inside the sample. The absolute concentration is checked by a UV-
vis spectrophotometer. 
 
2.5  Three Dimensional Optical Sectioning 
The general intensity dependence of stimulated emission is quadratic; therefore, we expect a 
steep decrease of signal moving away from the focus, which gives 3-D optical sectioning 
capability. Here we demonstrate the 3-D sectioning using a hematoxylin and eosin (H&E) 
stained slice of gray matter from a mouse brain. We took a one-micron step for each z-section 
to construct the 3-D image. 
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Figure 2.9 Three dimensional sectioning capability of stimulated emission 
microscope. Here we show a z-stack constructed 3-D image from the gray matter of a 
mouse brain stained by Hematoxylin and eosin. 
  
 
2.6  Imaging Non-Fluorescent Chromoproteins and Chromogenic Reporter  
As the first biological application, we image distributions of chromoproteins in live E. coli 
cells. Genetically encodable chromoproteins, such as gtCP (Gurskaya, 2001) and cjBlue 
(Chan, 2006) , are variants of green fluorescent proteins (Zhang et al., 2002), and only absorb 
light but do not fluoresce. When the gene encoding for gtCP is expressed in E. coli cells, 
tetrameric gtCP can be clearly visualized to reside homogeneously inside cytoplasm by 
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stimulated emission microscopy. Similarly, the distribution of another chromoprotein, cjBlue, 
can be imaged. Stimulated emission microscopy opens the possibility of utilizing 
chromoproteins as genetically encodable imaging probes.  
 
 
Figure 2.10 Imaging non-fluorescent chromoproteins by stimulated emission. 
Imaging distributions of cytoplasmic chromoproteins gtCP (a) and cjBlue (c) in live 
E. coli cells, respectively, by stimulated emission microscopy, overlapped with the 
corresponding wide-field transmission images. (b) shows the fluorescence yield for 
gtCP is low, therefore the image quality is low due to stray light and high gain of the 
PMT.   
 
Chromoprotein gtCP was expressed in the DH10B E. coli using pQE30 expression vector 
without induction. After cell growth in LB medium at 37 °C to A600 of 0.6, the culture was 
moved to 22°C shaker for 24 -36 hrs to ensure complete maturation of the chromophore. 
cjBlue was overexpressed from a pRSETB vector in BL21(DE3) E. coli cells. After grown in 
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LB at 37 °C, expression was induced with 1mM IPTG at A600 of 0.6 and moved to 22 °C 
shaker for 36 -48 hrs. 
 
Next, we show the stimulated emission imaging of lacZ gene expression in live E. coli cells. 
lacZ has been used as a classic reporter gene in various prokaryotic and eukaryotic cells 
(Miller, 1972). Its protein product, β-galactosidase, catalyzes the glycosidic linkage cleavage 
of X-gal, a popular chromogenic substrate to form a bluish product. Traditionally, the X-gal 
hydrolysis product has to accumulate in sufficient amount for its blue color to be visible 
(Miller, 1972).  
 
Wild-type E. coli cells are incubated with 50 µM X-gal solution in 37ºC for 30 min, and then 
concentrated and sandwiched between two No. 1 coverslips. No inducer for lacZ gene is 
added.   
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Figure 2.11  Imaging non-fluorescent chromoproteins by stimulated emission. 
Imaging distributions of cytoplasmic chromoproteins gtCP (a) and cjBlue (c) in live 
E. coli cells, respectively, by stimulated emission microscopy, overlapped with the 
corresponding wide-field transmission images. (b) shows the fluorescence yield for 
gtCP is low, therefore the image quality is low due to stray light and high gain of the 
PMT.   
 
With the significant improvement of the detection sensitivity of stimulated emission, the basal 
level lacZ gene expression in the absence of inducer can now be monitored (Figure 2.10). The 
inhomogeneous distribution of X-gal hydrolysis product inside individual cells is consistent 
with the fact that this product is insoluble and tends to form localized precipitates. In contrast, 
the corresponding transmission image shows no signs of any color within the cell. We note 
that an assay using a fluorogenic substrate has been recently developed (Cai et al., 2006), but 
it requires a microfluidic container to enclose individual cells because the hydrolysis product 
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is quickly pumped out by the cell.  Hence, stimulated emission microscopy allows monitoring 
lacZ reporter gene activity with ease and with superb sensitivity.   
 
2.7  Imaging the Distribution of a Drug for Photodynamic Therapy  
In this section, we show another application of the stimulated emission microscopy. Here we 
monitor the transdermal delivery of non-fluorescent drug with intrinsic 3D optical sectioning. 
Specifically, we show the mapping of a cationic thiazine dye toluidine blue O (TBO) at both 
the cellular and tissue levels. Having a selective affinity for cancer cells in vivo, TBO is an 
actively explored photosensitizer in photodynamic therapy (Chelvanayagam and Beazley, 
1997; Tremblay, 2002). Subcellular localization of photosensitizers is crucial since it 
influences both the level and the kinetics of inducing apoptosis. However, it is difficult to 
image the true distribution of TBO, because its fluorescence is quenched when bound to tissue 
substrates and only the non-specific stain residue in the tissue retains the native fluorescence 
(Chelvanayagam and Beazley, 1997). Being free of the complication and artifact from 
fluorescence contrast, stimulated emission microscopy is an ideal method of imaging the drug 
distribution with high fidelity. 
  
Toluidine blue O (TBO) is used as purchased (Sigma Aldrich). Human embryonic kidney 
(HEK) 293 cell line was obtained from American Type Culture Collection (ATCC, Rockville), 
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HEK 293 cells are maintained in DMEM (ATCC) supplemented with 10% fetal bovine serum 
(ATCC) at 37 ºC in a humidified 5% CO2 air incubator. Cells are cultured on uncoated glass 
bottom dishes (P35G-1.0-14-C, MatTek Cooperation). The image is taken one hour after 
incubating the cells with 10 µM TBO/PBS solution. The stimulated emission image of TBO 
inside the cancer cells after incubation clearly shows its local accumulation inside the 
cytoplasm (Figure 2.12).  
 
Figure 2.12  Imaging the Subcellular distribution of TBO, a drug widely used for 
photodynamic therapy by stimulated emission. The blue images present the 
distribution imaged by stimulated emission, compared with the fluorescence image 
showing quench of the fluorescence of TBO when binding to the substrate. 
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Here we show the distribution of TBO in tissue. Mouse skin tissue from wild-type white mice 
is obtained from Harvard Mouse Facility. Thin ear is harvested for drug incubation 
immediately after sacrificing the mouse. Approximately 25 µl of a 10 µM TBO/PBS solution 
is pipetted onto a 5X5 mm piece of skin surface, and the tissue is then incubated at 37 ºC and 
saturating humidity for one hour. The whole ear tissue is then placed between two No. 1 
coverslips for imaging. When topically applied to skin tissue, being hydrophilic and water 
soluble, TBO is enriched in the center of the protein phase of the polygonal stratum corneum 
cells rather than in the intercellular space which is in lipid phase (Figure 2.13). At a 20 µm 
deeper depth, TBO displays a rich subcellular distribution in the cytoplasm of viable 
epidermis where cellular proliferation actively takes place. These imaging results support the 
hydrophilic delivery pathway as well as the recent hypothesis of TBO binding to cytoplasmic 
RNA to initiate apoptosis (Tremblay, 2002).  
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Figure 2.13 Transdermal drug distribution in three-dimension and microvascular 
imaging. Here shows the drug delivery of TBO to the same area of freshly cut mouse 
ear skin at two different depths, 30 minutes after topical application of 10uM TBO/PBS 
solution. At the surface layer of epidermis, TBO accumulates in the protein phase of 
the polygonal cells rather than in the lipid-rich intercellular space. At the layer of 
epidermis, a rich TBO distribution following the Subcellular cytoplasm of nucleated 
basal keratinocytes is shown.  
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These images support the ‘hydrophilic path’ as a main pathway for transdermal drug delivery 
of TBO. Stimulated emission microscopy offers a new approach for studying 
pharmacokinetics in situ. 
 
2.8  Label-Free Microvascular Imaging  
Finally, we demonstrate label-free microvascular imaging based on endogenous contrast from 
non-fluorescent hemoglobin. Blood vessel structure and hemodynamics play a major role in 
many biomedical processes such as angiogenesis in tumors (McDonald and Choyke, 2003) 
and cerebral oxygen delivery in brain (Grinvald et al., 1986; Kleinfeld et al., 1998). However, 
established techniques such as MRI, CT, PET, ultrasound, confocal and two-photon 
fluorescence microscopy either lack the resolution needed for resolve individual micro-
capillaries, or require invasive procedures or exogenous contrasting agents. Here we perform 
ex vivo stimulated emission imaging of the well-developed vascular network from a nude 
mouse ear, by exciting the Soret band of hemoglobin through two-photon absorption (Clay et 
al., 2007) and subsequently stimulating the emission from its Q band. As shown in Figure 
2.14, the single capillaries (~5 µm in diameter) could be clearly identified by the individual 
blood cells lining within. The spatial interplay between the blood vessels and sebaceous 
glands is also apparent as the capillaries branch and loop around the tissue structures. Further 
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imaging of blood oxygenation level by distinguishing oxy- and deoxy- hemoglobin would 
help to address broad physiological and pathological problems (Wang, 2000). 
 
  
Figure 2.14  Ex vivo imaging of microvasculature network of a mouse ear based on 
endogenous hemoglobin contrast.  The stimulated emission image (red channel, 
maximum intensity project) shows the blood vessel network surrounding sebaceous 
glands (cyan channel, simultaneously recorded by confocal reflectance). Individual red 
blood cells can be resolved within a single capillary. 830nm and 600nm are used for 
two photon excitation of the Soret band and one-photon stimulated emission of the Q 
band of hemoglobin, respectively. Pulse widths of both excitation and stimulation 
beams are about 0.2ps with a ~0.2ps time delay between them.  
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To summarize, stimulated emission microscopy allows detection and imaging of non-
fluorescent chromophores in living cells and tissues with intrinsic 3D optical sectioning and 
high sensitivity, and extends the repertoire of reporters for biological imaging beyond 
fluorophores.  
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Chapter 3 
 
Two-Photon Excited Photothermal Lens Microscopy 
 
3.1 Introduction 
In Chapter Two, we introduced using absorption and stimulated emission as a contrast 
mechanism for imaging. Although with high sensitivity, the complex experimental setup 
compromises the general usage of such microscopic technique. In this chapter, we continue 
the exploration of using absorption as a contrast mechanism for high-sensitivity 3-D imaging.  
 
As described before, absorption results in intensity loss, which is difficult to be detected in the 
microscopic setting due to high background and lack of 3-D information. Here we try to 
detect the ‘secondary’ effect of light absorption, that is, the generation of heat. Light as 
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particles contain energy, and the energy transfer from light to matter ultimately results in heat 
dissipation, which can be detected using another beam of light with a different color.    
 
To detect the photothermal effect with 3-D resolution, we employ the two-photon excited 
photothermal effect as a contrast mechanism to map heme proteins distribution. Particularly, 
both a thermal lens scheme and a high-frequency modulation are utilized to enhance the 
signal-to-noise ratio of the detection. We demonstrate label-free imaging of individual red 
blood cells, mitochondria in live mammalian cells, and the micro-vascular networks in mouse 
ear tissue and in a zebrafish gill.  
 
Heme proteins, such as hemoglobins and cytochromes, are important biological molecules in 
most living organisms, as they participate in crucial processes such as electron and oxygen 
transport and apoptosis (Dawson, 1988)(Choi et al., 1996). To be able to image the 
distribution of these proteins with high sensitivity and selectivity could greatly facilitate 
biomedical studies such as tumor angiogenesis and apoptosis signaling (McDonald and 
Choyke, 2003; Jiang and Wang, 2004). In particular, medical applications such as blood 
vessel imaging require three-dimensional and high spatial resolution, ideally down to single 
capillaries. Image contrast generated by endogenous means would be preferable to exogenous 
contrast agents (Zhang et al., 2006). However, although heme proteins strongly absorb visible 
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light in their Soret and Q bands, they exhibit extremely weak fluorescence quantum yields 
(<10-5) (Champion and Perreault, 1981; Jimenez and Romesberg, 2002). Therefore, 
developing a label-free non-fluorescence optical imaging technique to visualize these 
chromophores in their natural physiological environment is both a rewarding and a 
challenging endeavor.  The descriptions in this chapter are based on a previously published 
work (Lu et al., 2010).  
!
3.2 Photothermal Lensing Effect 
The photothermal lensing effect was previously reported and its microscopic application relies 
on the detection of local heating generated by optical absorption of molecules (Bialkowski, 
1995; Tokeshi et al., 2001; Boyer et al., 2002; Cognet et al., 2003; Brusnichkin et al., 2007). 
Photothermal microscopy is an emerging technique to detect absorbing microscopic objects, 
and is particularly suitable for imaging metal particles (Boyer et al., 2002; Cognet et al., 2003; 
Brusnichkin et al., 2007) and it may overcome the difficulty of the poor sensitivity of direct 
absorption measurements. 
 
To retain the 3-D resolution capability for photothermal microscopy, we explore the usage of 
two photon excited photothermal effect as a contrast mechanism to image heme proteins with 
high sensitivity. Ultrafast spectroscopy experiments have shown that heme proteins have 
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extremely fast internal conversion rates upon photo-excitation and therefore exhibits ultra- 
short excited state lifetime (<50 femtoseconds) of Soret band (Champion and Perreault, 1981; 
Jimenez and Romesberg, 2002). The accompanied high conversion efficiency (close to 100%) 
from optical absorption to heat dissipation suggests that the photothermal effect could be an 
ideal contrast mechanism for imaging heme proteins. 
 
3.3  Instrumentation  
In all reported photothermal imaging schemes, one-photon linear absorption of the laser beam 
is used to induce local heating, which is then read out by a second probe beam. In contrast, we 
use two-photon nonlinear excitation by a near infrared (NIR) ultrafast laser as the heating 
source for heme proteins. This excitation scheme offers a number of different useful features. 
First, two photon absorption confines the absorption to the exact focal region instead of along 
the entire beam path, as a consequence of the nonlinear intensity dependence. This is 
analogous to using two photon excited fluorescence for three dimensional imaging (Denk et 
al., 1990). Therefore, as shown in Figure 3.1, compared to the conventional case using one-
photon excitation, the resulting two-photon excited thermal gradient is less “dilute” and much 
more concentrated along the z- axis, which would enhance the readout signal generated by the 
probe beam. 
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Figure 3.1: Comparison of heat generation by one-photon and two-photon absorption 
processes. The two-photon absorption is more concentrated in the light focus, therefore it 
enables photothermal imaging with 3-D sectioning.  
 
The second important feature for two-photon excitation is that, compared to one-photon 
visible excitation, NIR light has much deeper penetration depth in scattering tissue and causes 
much less damage on biological samples. Specifically for heme protein, the intense Soret 
band (~415nm) of heme proteins has recently been shown to exhibit a large and specific two 
photon absorption cross section near 830nm (Clay et al., 2007).These desirable features of 
two photon excited photothermal detection enable imaging heme proteins in living cells and 
in highly scattering tissues with superb sensitivity. 
 
The schematic of the laser scanning microscope is depicted in Figure 3.2. A near IR laser 
beam at 830nm with repetition rate of 76MHz pulse train (~200 femtosecond pulse width) 
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serves as the excitation beam, while a stable continuous wave light at 785nm serves as the 
probe beam. After collinearly combination by a dichroic mirror, these two beams are focused 
coaxially into the specimen by a microscope objective. The forward propagating beam is 
collected by a condenser. The probe beam is collected by the condenser-lens pair, spectrally 
cleaned by a filter, and focused onto a large- area Si photodiode. 
  
Figure 3.2: Instrumentation setup of a two-photon photothermal lens microscope. The incident 
ultrafast excitation (~200fs at 830nm) and continuous wave probe beams at 785nm are 
spatially overlapped and focused onto the sample. A modulator switches the intensity of the 
excitation beam on-and-off at ~100kHz. While the collinear excitation and probe beams are 
raster scanned across the sample, the spectrally filtered probe beam is collected by the 
condenser-lens pair, de-scanned onto an iris diaphragm with adjustable position and aperture, 
and is refocused onto a large-area photodiode, and demodulated by a lock-in amplifier to 
create the image contrast.  
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The detailed instrument setup for the two photon photothermal lens microscope is as follows. 
To generate 200fs 830nm laser beams, a high power Yb laser was modified to operate at 
75MHz. The homemade Yb laser can produce pulses ranging from 100fs to 1ps, at power 
levels of 6 to 11W at a wavelength of 1040nm. More than 60% conversion to the second 
harmonic generation at 520nm is routinely achieved with an angel tuned LBO crystal at room 
temperature (theta=90 degrees, phi=13 degrees, 4mm long, Casix). The doubled 520nm is 
then used to pump a homemade optical parametric oscillator (OPO), which uses a temperature 
tuned 6mm long LBO crystal. By changing the temperature of the crystal, the signal wave is 
tunable from 680nm to 1000nm, and the idler wave is available at wavelengths from 1080nm 
to more than 2000nm. In the current work, 300mW of 200fs 830nm beam is generated from 
the OPO signal wave, and the power at the focus is reduced to less than 10mW to avoid 
photodamage. For the current work, the homemade laser and OPO can also be replaced with a 
commercial ultrafast Ti: Sapphire laser. The femtosecond excitation beam and the CW probe 
laser beam (785nm, Sacher Lasertechnik, TEC510-785) are spatially overlapped with a 
dichroic mirror. The excitation beam is modulated by an acoustic-optical modulator (AOM) 
(model 3080-122, Crystal technology) at 100kHz which is driven by a square-wave function 
generator.  
 
Excitation and probe beams are coupled into a modified laser scanning inverted microscope 
(IX71, FV300, Olympus). The beam size is matched to fill the back-aperture of objective. A 
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60X 1.2 N.A long-working distance objective (UPlanSApo, water, Olympus) is used for 
excitation for all cell images (red blood cells and cytochrome imaging) ; A 20X 0.75 N.A 
objective (UPlanSApo, air, Olympus) is used for excitation for all tissue. A 20X 0.95 N.A. 
long-working distance objective (XLUMPlanFI, water, Olympus) is used as a condenser. 
Another lens is used to image the scanning beams onto a silicon amplified photodiode 
(PDA36A, Thorlabs) to avoid beam movement during laser scanning. Two high OD low pass 
filters (3RD800SP, Omega) are used together to block the excitation beam completely and 
only transmit the probe beam. An iris diaphragm with adjustable aperture is mounted on a two 
dimensional translational stage and is placed in the probe beam path. 
The output of the photodiode is low-pass filtered ( DC-1.9MHz, Mini-circuits) to suppress the 
strong signal at the pulsing repetition rate (76MHz), and is terminated into 50Ω. A high-
frequency lock-in amplifier (SR844, Stanford Research) is used to demodulate the stimulated 
emission signal. The analog on phase component x-output of the lock-in amplifier is fed into 
the A/D converter of the microscope input. The time constant is set for 100us for the imaging 
experiments. All images are collected with 200µs pixel dwell time, which takes about 13 
seconds for a 256×256 pixels image. 
    
3.4 Characterization of the Two-Photon Photothermal Signal 
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A thermal lens detection scheme, which is among the most sensitive methods of the family of 
photothermal spectroscopy approaches (Bialkowski, 1995; Tokeshi et al., 2001) is adopted in 
our method  to enhance the sensitivity of probe beam.  We wish to detect the refractive index 
gradient generated by the excitation beam. To do so, an iris diaphragm with an adjustable 
aperture size and position is installed in front of the detector. Only the central portion of the 
probe beam instead of the entire beam is allowed to pass through the iris to be detected. The 
final two photon excited photothermal lens signal can be estimated as:  
                                   (3.1) 
  and  are the intensity of the excitation beam and the probe beam, respectively,  is 
the two-photon absorption cross section,  is the sample concentration,  is the yield of 
heat dissipation,  is the wavelength of the probe beam,  is the thermal conductivity, and 
 is the refractive index temperature coefficient at constant pressure. 
 
To significantly reduce the detection noise, we implement a high-frequency (> 50 kHz) phase-
sensitive detection scheme. By doing this, the probe laser intensity fluctuation, which 
primarily occurs at low frequency (DC to 10 kHz), can be circumvented, as has been 
previously applied in other spectroscopic and microscopic techniques (Freudiger et al., 2008; 
Min et al., 2009). In the scheme shown in Figure 3.3, the intensity of the excitation beam is 
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modulated by an acoustic-optical modulator, creating a modulation of the photothermal signal 
at the same frequency. Such an induced modulation signal can then be sensitively extracted by 
a lock-in amplifier referenced to this modulation frequency. In this way, the photothermal 
signal is detected against a vanishing laser noise, offering superb sensitivity.  
 
Figure 3.3: Modulation of the excitation laser causes the in-phase change of the intensity of 
the probe laser. Such intensity modulation can be picked up by a lock-in amplifier.  
 
To verify the image contrast is indeed the result of the two-photon photothermal effect, we 
probe the photothermal signal of 100uM hemoglobin solution under different pump and probe 
laser power (Figure 3.4).  
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Figure 3.4: Dependence of photothermal signal on the pump and the probe laser power in 
100uM hemoglobin solution 
 
As is expected, the overall signal scales quadratically with the power of the pump laser and 
linearly with the power of the probe laser, which indicates the detected signal is indeed due to 
two photon photothermal effect. 
 
The accumulation of heat due to photoabsorption changes the refractive index of the material, 
and thereby modulate the property of the propagation such as the divergence of the probe 
beam. However, the total intensity of the probe beam should not change due to modulation of 
refractive index. Therefore, we expect no signal if we collect all the laser power of the probe 
beam. Such effect is shown in Figure 3.5. We placed an iris in front of the detector, when the 
iris diaphragm is fully open to collect all the intensity of the forward propagating probe beam, 
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the photothermal image, is essentially blank. However, when the iris is partially closed to 
block the peripheral portion of the probe beam, the corresponding image clearly reveals 
individual red blood cells.  
 
Figure 3.5: photothermal images with iris partially closed and iris widely open. Shown here 
are individual red blood cells freshly prepared on a microscope slide.  
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The signal has a sensitive dependence on the collection aperture size (shown in Figure 3.6), 
which is a manifestation of the underlying thermal lens effect.      
 
Figure 3.6: photothermal images with iris partially closed and iris widely open. Shown here 
are individual red blood cells freshly prepared on a microscope slide.  
 
The Modulation frequency of the phase sensitive detection is another crucial parameter in 
photothermal microscopy. As shown in Figure 3.7, the absolute signal strength increases as 
the modulation frequency is reduced, because it takes time for the thermal gradient to build up 
due to finite thermal conductivity. However, the laser noise of the probe beam also starts to 
increase for the slower modulation frequency. In addition, pixel dwell time has to be 
significantly longer than the modulation period to be able to demodulate reliably for each 
pixel. Therefore, based on the balancing between the signal size, the noise level and the 
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imaging speed, we choose ~100 kHz modulation frequency as the optimum for scanning 
microscopy.   
      
 
Figure 3.7: Dependence of photothermal signal and signal to noise ratio (S/N) on the 
modulation frequency from 50kHz to 1MHz. To maintain high signal, low noise and 
reasonably fast imaging speed, the modulator is set at ~100kHz for all of the following 
images. 
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3.5 Bioimaging with Two-Photon Photothermal Lens Microscopy 
Here we demonstrate the application of this microscopy in live cell imaging. Human 
embryonic kidney (HEK) 293 cell line was obtained from American Type Culture Collection 
(ATCC, Rockville), HEK 293 cells are maintained in DMEM (ATCC) supplemented with 
10% fetal bovine serum (ATCC) at 37oC in a humidified 5% CO2 air incubator. Cells are then 
plated on uncoated glass bottom dishes (P35G-1.0-14-C, MatTek Cooperation) for imaging. 
 
Mitochondria contain membrane-bound cytochromes which have important roles in electron 
transport and controlling of apoptosis. Cytochromes are small protein molecules (~12kD) and 
are difficult to label without affecting their normal physiology. They contain heme group as 
their key structural components, and therefore can be imaged in this label-free manner. As 
shown in Figure 3.8, the asymmetric cellular distribution of cytochromes is shown and 
individual mitochondria can be clearly resolved. This technique could allow study of fusion-
fission mitochondrial dynamics in live cells in a label-free manner (Detmer and Chan, 2007). 
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Figure 3.8: Imaging distribution of cytochromes in live HEK-293 cells, in comparison with 
the transmission image of the probe beam (gray)  
       
Finally, we demonstrate label-free imaging of micro-vascular network based on endogenous 
contrast from hemoglobin. Structure and hemodynamics of blood vessels play a major role in 
many biomedical processes such as angiogenesis in tumors (McDonald and Choyke, 2003). 
However, established techniques such as MRI, CT, PET, ultrasound, and more recently, 
photoacoustic tomography (Stein et al., 2009), confocal, two-photon microscopy (Schaffer et 
al., 2006) and fluorescence microendoscopy (Monfared et al., 2006) either lack the spatial 
resolution needed to resolve individual red blood cells, or require exogenous contrast agents. 
Figure 3.9 shows the image of vascular network from a mouse ear. Mouse skin tissue from 
wild-type white mice is obtained from Harvard Mouse Facility. A mouse ear is harvested for 
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imaging soon after sacrificing the mouse. The mouse ear tissue is then sandwiched between 
two No.1 coverslips with a drop of water for imaging. The capillaries are seen to wrap around 
the sebaceous glands shown in the transmission image.  
 
Figure 3.9   Imaging of the micro-vascular network in mouse ear tissue based on hemoglobin 
contrast. The image shows the blood vessel network surrounding sebaceous glands. Individual 
blood cells are shown to be lined up within a single capillary (<5µm in diameter). 
Transmission image is generated by detecting the CW probe beam of the same tissue region. 
 
Furthermore, we can also perform imaging on a whole organism level. Zebrafish, whose 
larvae are relatively transparent in early development, provides an ideal vertebrate model for 
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cancer progression and angiogenesis and is readily amenable to genetic and pharmacological 
screening (Stoletov et al., 2007). Figure 3.10 shows a 3D reconstruction of the blood vessel of 
a larval zebrafish gill. In contrast with the transmission image, two-photon photothermal 
contrast allows deep penetration in scattering tissue.  
 
Figure 3.10  3-D reconstruction of blood vessel network in zebrafish gill compared with the 
transmission image of zebrafish gill by the CW probe beam. In all two-photon excited 
photothermal imaging experiments, the power of 200fs 830nm excitation beam and 785nm 
CW probe beam are kept to be ~10mW and ~20mW, respectively, at the focus of the 
objective, with laser modulation frequency at 100kHz and pixel dwell time ~200µs. 
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From the perspective of instrumentation, this microscopy can be readily configured from a 
standard two-photon fluorescence microscope, which is already equipped with the two-photon 
excitation source. The only additional elements required are a CW probe laser and a 
modulator/demodulator. We note that other femtosecond pump-probe techniques have 
recently been employed to image hemoglobin by using two synchronized femtosecond lasers 
(Fu et al., 2007), which is however technically complex and more expensive.    
 
To summarize, two-photon excited photothermal lens microscopy enables label-free high-
resolution imaging of heme protein in live cells, tissues and organisms with intrinsic 3D 
optical sectioning and high sensitivity. The technique opens up further possibilities of 
functional imaging of heme proteins such as the oxygenation level of hemoglobin and redox 
state dynamics of cytochromes, both in cellular and in tissue/organism levels.   
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Chapter 4 
 
 
Near Degenerate Four-Wave Mixing Microscopy  
 
 
4.1 Summary and Introduction 
Fluorescence microscopy has been widely used because of its high sensitivity (Pawley, 2006), 
but it is limited to fluorescent samples. Hence, various sensitive spectroscopic contrasts have 
been explored for imaging non-fluorescent species (1996; Kneipp et al., 1997; Boyer et al., 
2002; Dudovich et al., 2002; Sfeir et al., 2004; Hiki et al., 2006; Ignatovich and Novotny, 
2006; Armani et al., 2007; Fu et al., 2007; Lasne et al., 2007; Li et al., 2008; Evans and Xie, 
2008). In the previous chapters, we have introduced two different methods of using 
modulation transfer to do 3-D imaging based on absorption contrast (Min et al., 2009a; Lu et 
al., 2010). These methods, however, do require the molecules to have detectable absorption, 
 66 
preferably in the visible wavelengths of light.  
 
Nonlinear coherent spectroscopies, such as CARS, second harmonic generation (SHG) and 
third harmonic generation (THG), offer powerful contrast mechanism for sensitive detection 
and imaging of non-fluorescent molecules (Shen, 1988; Boyd, 2008). First, as in two-photon 
fluorescence microscopy (Denk et al., 1990), nonlinear coherent spectroscopies offer intrinsic 
3D optical sectioning. Second, the nonlinear wave mixing could generate a signal at a color 
different from that of the incident laser, creating a nearly background-free situation. Third, 
coherent amplification could occur due to constructive interference among all the nonlinear 
induced dipoles. However, one or more virtual states are often involved in the underlying 
optical transition, which limits the maximum nonlinear coherent signal generation. In 
addition, symmetry and phase matching condition often limit the harmonic generation 
microscopies. In particular, SHG only works for non-centrosymmetric materials (Hellwarth 
and Christensen, 1975; Gannaway and Sheppard, 1978). THG only arises from interfaces or 
small inclusions because of the large phase mismatch associated with Guoy phase shift near 
focus (Shen, 1988; Squier et al., 1998; Cheng and Xie, 2002, 2004; Barad et al., 2003; 
Débarre et al., 2006; Boyd, 2008). 
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In this chapter, we introduce using single-beam near-degenerate four-wave-mixing (ND-
FWM) as a contrast mechanism for doing nonlinear optical imagine, by detecting a coherent 
signal generated at the spectral “edge” of the incident “shaped” broadband femtosecond laser. 
ND-FWM microscopy allows label-free imaging of live cells and tissues with high sensitivity 
and spatial resolution. In particular, by achieving a nearly perfect phase matching condition, 
ND-FWM provides a contrast mechanism different from other nonlinear imaging techniques 
such as coherent anti-Stokes Raman scattering (CARS) (Dudovich et al., 2002; Evans and 
Xie, 2008; Li et al., 2008), second (Hellwarth and Christensen, 1975; Gannaway and 
Sheppard, 1978) and third (Squier et al., 1998; Barad et al., 2003) harmonic generations. We 
further develop an electronic resonant version of ND-FWM for absorbing but non-fluorescent 
molecules. Ultrasensitive chromophore detection (~50 molecules) and hemoglobin imaging 
are demonstrated, by utilizing a fully resonant enhancement of the nonlinear polarization and 
optical heterodyne detection. The descriptions in this chapter are based on a previously 
published work (Min et al., 2009c) 
 
4.2 Instrumentation 
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Figure 4.1: Experimental apparatus of ND-FWM spectroscopy and microscopy. The spectra at 
corresponding stages (after the laser, after the pulse shaper, after the sample, in front of the 
detector) are illustrated.  
 
 
As shown in Figure 4.1, the “blue” portion of the broadband Ti-Sapphire laser is sharply 
blocked by a 4-f pulse-shaper (Weiner, 2000) in its Fourier-domain. After exciting the sample 
with such a shaped pulse, ND-FWM signal is then generated at new frequencies close to the 
spectral “cut edge”. Therefore, unlike the strictly degenerate FWM, ND-FWM involves 
similar but not identical input frequencies, and the generated signal can be spectrally 
separated from the incident light. With a set of high-quality optical filter, the optical detection 
can be done in a background-free manner. 
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For detailed experimental setup of a ND-FWM microscope, a 20 fs pulse train centered 
around 800nm with 80 MHz repetition rate is generated from a commercial Ti:Sapphire 
oscillator (Micra 5, Coherent Inc.). It is then sent into a 4-f pulse shaper where a sharp razor 
blade is placed in the spectral plane to physically block the high energy side (<772nm) of the 
broad laser spectrum. A prism pair pulse compressor is installed to pre-compensate the 
positive group velocity dispersion introduced by the high N.A. objective. The shaped pulse is 
then focused by a 1.35 N.A. objective (oil, UPLANSAPO, Olympus) onto the sample (with 
an averaged power of 0.5~2 mW) in a modified inverted microscope (TE300, Nikon). The 
sample is raster scanned with a computerized x, y stage (E-500, Physik Instrumente). The 
forward going ND-FWM signal after the sample is collected by another objective (0.9 N.A. 
Zeiss), and filtered by a sharp-edge short-pass filter (770AESP, Omega Optical), and focused 
onto a red-sensitive PMT (R9110, Hamamatsu) coupled with a low-noise current preamplifier 
(SR570, Stanford Research).  
 
For measuring the spectrum of ND-FWM signal, The forward collected ND-FWM signal 
from either glass or neocyanine solution is focused onto the entrance slit of a triple 
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monochromator (XY, Horiba Jobin Yvon) equipped with a CCD spectroscopy camera 
(DU920N-BR-DD, Andor). Spectra acquisition time is 100ms. 
 
 4.3  Characterization of the ND-FWM Signal 
The general FWM arises from a third-order nonlinear interaction of four coherent optical 
fields in the material. The general form of the induced polarization at frequency  can be 
expressed as (Boyd, 2008):  
 
Pi(3)(ω 4 = ±ω1 ±ω 2 ±ω 3)∝ χ ijkl(3)(−ω 4;±ω1,±ω 2,±ω 3)Ej (ω1)Ek (ω 2 )El (ω 3)
(1,2,3)
∑
jkl
∑     (4.1) 
 
Equation 4.1 describes a coupling between four waves through the nonlinear susceptibility 
tensor . The notation  requires the relation  to be held in 
performing the summation. The frequency values of photons that are destroyed in the 
nonlinear process are written with positive signs, and the created frequencies with negative 
signs.  for ND-FWM is given by (Boyd, 2008): 
 
                         (4.2) 
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 is the full permutation operator, µ is the transition dipole moment, ω is the energy 
difference between corresponding energy levels, γ is the homogeneous linewidth of the 
associated electronic or vibrational transition.  
 
The Spectroscopy of ND-FWM can be well understood as four wave mixing events integrated 
across a continuously distributed laser spectrum. The measured ND-FWM spectrum exhibits a 
characteristic decay in frequency from small frequency shift to large shift, with respect to the 
incident spectrum, as shown in Figure 4.2.  
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Figure 4.2: The generated ND-FWM spectrum from the solvent (ethanol) and different 
concentration of neocyanine molecules under tight focus condition (N.A=1.4). The spectrum 
of the laser output and the absorption spectrum of neocyanine is compared side by side.  
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Such a decaying spectrum is due to the fact that, given the incident broadband spectrum, there 
exist more frequency combinations matching  for smaller frequency shift. 
Quantitatively, we can describe the spectrum with a continuous integration as   
 
   (4.3) 
 
in which the delta function ensures the triple integration satisfy . The 
experimental measurement agrees well with the theoretical prediction equation 4.3 which is 
numerically computed. Such a decaying spectrum is precisely the reason why we approach to 
the small frequency shifts as closely as possible by means of laser spectral shaping. 
 
ND-FWM microscopy provides a bulk-sensitive electronic nonlinear contrast mechanism that 
is different from CARS, SHG or THG. Coherent signal generation of a general FWM process 
is only efficient near the phase matching condition (Potma et al., 2000). Moreover, Gouy 
phase shift (Novotny and Hecht, 2006) has been shown to play an important role in nonlinear 
coherent microscopy, by generating a phase delay for the excitation field along the axial 
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direction of the tight focus. A modified wave-vector mismatch has been introduced to account 
for this: 
 
                 (4.4) 
 
in which  denotes the contribution from Gouy phase shift of the excitation fields (Cheng 
and Xie, 2002, 2004). Furthermore, in a forward collinear geometry, Eq. (4.4) can be 
simplified as:  
 
                  (4.5) 
 
in which  is the refractive index of the material at corresponding frequency . ND-FWM 
offers two distinct mechanisms in optimizing the phase matching condition. First, by having 
near degeneracy, the refractive index can be regarded as nearly invariant within such a narrow 
frequency range. As a result, . Second,  from Guoy phase 
shift is greatly cancelled by the negative contribution from the conjugated field . This 
ideal phase matching condition leads to a coherence length longer than the focal depth, and 
therefore a complete constructive interference within the whole focal volume from a bulk 
 75 
sample. In contrast,  from three fields in THG add up positively, which results in 
minimal THG signal from bulk homogeneous medium under the tight-focusing condition 
(Cheng and Xie, 2002, 2004; Débarre et al., 2006).  
         ND-FWM microscopy is further characterized in Figure 4.3. 
 
 
Figure 4.3: The z- scanning ND-FWM intensity profile of the water/glass/air interfaces.  
 
The z- scanning profile over water/glass/air proves that this technique is indeed bulk-sensitive 
instead of interface sensitive. This is predicted by the above theoretical discussion on the 
nearly perfect phase matching condition of ND-FWM microscopy. In contrast, SHG and THG 
signals would only arise at the interface but not inside the water or glass. As a simplest 
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demonstration, Fig. 4.4 shows the image of polystyrene beads (diameter ~ 600nm) dispersed 
on a glass surface. Meanwhile, a control image of the same area is taken when the excitation 
pulse width is stretched by tuning the prism pair pulse compressor.  
 
 
Figure 4.4: Image of polystyrene beads (d~600nm) dispersed on the glass surface, compared 
with the control image on the same area but excited with stretched excitation pulse width. 
These images demonstrate the nonlinear nature of the image contrast. 
 
 
The fact that the image contrast almost vanishes for the much longer pulse width indicates 
that the signal in Fig 4.4 is indeed from the nonlinear process instead of the linear refractive 
index variation. The measured lateral FWHM for 50nm bead is about 260nm, which is better 
than the one-photon confocal resolution of 290nm calculated as 0.61λ/1.4NA (λ~800nm), due 
to the third order intensity dependence. Visible light (e.g. 500nm) would allow resolution 
even sharper than 150nm, made possible by the near degeneracy between excitation and 
detection.  
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4.4 Bioimaging by ND-FWM 
The  for the degenerate FWM process could range from 10-8 to 10-15 cm2/W, and it is 
highly sensitive on the degree of electron delocalization in conjugated systems (Débarre et al., 
2006; Boyd, 2008), making ND-FWM a useful contrast mechanism for imaging biological 
samples without exogenous labels.  
 
 
Figure 4.5: Live human lung cancer cells (cultured A549 cell line). Cellular organelles such as 
nucleus and mitochondria are visible. Tissue morphology is demonstrated by muscle tissue 
and brain tissue slices, which were freshly cut off from a sacrificed mouse. Scale bar: 10 µm. 
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The mammalian cell image (Figure 4.5) identifies the sub-cellular organelles such as nucleus 
and mitochondria. The characteristic fiber morphology as well as cigar-shaped multinucleate 
cells is clearly visible in the muscle tissue image, and the brain images shows fiber tracts in 
the corpus callosum.  
       
4.5 Electronic Resonance in ND-FWM 
We now explore the electronic resonance version of ND-FWM, which would further enhance 
its sensitivity and specificity. According to Equation (4.2), a full resonance condition can be 
achieved when the excitation laser frequency is tuned to resonance with a molecular 
electronic transition. The resonance enhancement is not only occurring for the excitation 
frequency but also for the emission/signal frequency, because of the near degeneracy. 
Furthermore, the low-frequency electronic coupled vibronic states are also resonantly excited 
by the broadband pulse. Therefore, the triple resonance minimizes all three factors in the 
denominator of Equation (4.2), thus significantly enhancing the generation efficiency of ND-
FWM signal.  
 
Electronic resonant ND-FWM can be utilized for ultra-sensitive detection of highly absorbing 
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but non-fluorescent molecular species. In Figure 4.6, we demonstrate a micro-spectroscopy 
application on neocyanine which has an intense absorption (ε~180,000M-1cm-1) but non-
detectable fluorescence in solution due to extremely short excited lifetime (~ ps). The shaped 
incident pulse spectrum is tuned to coincide with the absorption peak of neocyanine around 
772nm. Under this resonance condition, the generated ND-FWM signal from neocyanine 
solution rapidly goes up with increasing concentration. As expected, the spectral shapes 
remain similar as increasing solute concentration.  
 
 
Figure 4.6: Concentration dependence of the ND-FWM signal. The linear dependence at low 
concentration indicates an optical heterodyne effect. The detection sensitivity is around 1 µM. 
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The measurement in Figure 4.6 indicates a detection sensitivity of about 1 µM in 100ms. This 
corresponds to ~ 50 molecules within the laser focus (whose volume is estimated to be about 
10-16 liter). This represents the highest detection sensitivity of coherent microscopy to the best 
of our knowledge, about 5 times better than the recently developed triple-resonance CARS 
micro-spectroscopy (Min et al., 2009b) due to the stronger resonance condition for 
emission/signal frequency in ND-FWM. We found that optical heterodyne detection also 
contributes to such a superb sensitivity, as suggested by the linear concentration dependence. 
This observed linear concentration dependence at the low-concentration limit is due to the 
interference between the relatively small resonant signal from the low-concentration solute 
and the strong non-resonant contribution from the ethanol solvent.  
 
Finally, we demonstrate electronic resonant ND-FWM microscopy by imaging non-
fluorescent hemoglobin in red blood cells. To be resonant with the Q band (~550nm) of 
hemoglobin absorption spectrum, a visible super-continuum is generated from a photonic 
crystal fiber with double zero dispersion wavelengths (Murugkar et al., 2007) (Figure 4.7). 
Such a super-continuum is a promising source for nonlinear imaging of chromophores in the 
visible spectrum. To generate the super-continuum excitation source, a photonic crystal fiber 
(NL-1.4-775-945, Crystal Fibre A/S, Denmark) with two closely lying zero dispersion 
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wavelength is used to generate a visible super-continuum. It is 12.5 cm long and is housed 
inside a hermetically sealed package (Femtowhite 800, Crystal Fibre A/S) that improves ease 
of light coupling and enhances long term power stability. The pump light from Ti:Sapphire 
oscillator (Micra 5, Coherent Inc.) is coupled into the fiber by a objective lens (N.A. 0.4) that 
is mounted on a stable differential 3D translational stage. Average input power of 350mW at 
810 nm was typically used to excite the fiber. Averaged power of 0.5~2 mW is used at the 
sample. The dispersion in the microscope objective is pre-compensated by the prism pair 
compressor in order to launch the shortest possible (i.e. highest intensity) pulse into the fiber. 
A home built prism/lens 4-f pulse shaper is used to create the spectral “edge”. 
 
Electronic resonant ND-FWM image clearly shows the donut shape of red blood cells. We 
note that our image exhibits much stronger contrast compared with the reported THG images 
of red blood cells (Clay et al., 2006), which could be due to the one-photon electronic 
resonance employed here. 
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Figure 
Figure 4.7: Imaging hemoglobin by electronic resonant ND-FWM microscopy.  Experimental 
apparatus for super-continuum generation from a photonic crystal fiber. The shaped super-
continuum excitation pulse is in resonant with the Q band of hemoglobin (Hb) and oxy-
hemoglobin (HbO2) absorption spectra. The spectrum of ND-FWM signal is illustrated in 
green/blue (<570nm). Shown here are red blood cells prepared from fresh blood drawn from a 
healthy volunteer. The donut shape of red blood cells is clearly illustrated. Scale bar: 10 µm. 
 
As a single-beam multiphoton imaging modality, ND-FWM microscopy provides a distinct 
nonlinear contrast mechanism based on bulk-sensitive electronic polarization. This technique 
not only allows 3D high-resolution imaging of live cells and tissues without labeling, but also 
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enables sensitive detection and mapping of biologically important chromophores such as 
hemoglobin, beta-carotene, cytochrome c and rhodopsin.  
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Part II (Chapters 5-9): 
 
Genome Analysis at the Single Cell Level 
 
Summary 
With the rapid developments of high throughput sequencing techniques, genome and 
transcriptome analyses have been routinely done in whole genome with single nucleotide 
resolution. However, challenges remain. The dynamic changes in DNA molecules generate 
intra-sample genome heterogeneity. Even with the same genome content, different cells 
originated form the same cell often have very different transcriptome profile in a functional 
organism. These information are often masked by performing ensemble analysis on genome 
and transcriptome. 
 
In this part of the thesis, we first introduce a whole genome amplification method with high 
genome coverage (~93%) in sequencing human cells (Chapter 6: Whole genome 
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amplification and sequencing of single human cells). We then use the technique to study 
meiotic recombinations in single sperm (Chapter 7: Genome-wide study of meiotic 
recombination in an individual by whole genome sequencing of single sperm cells). We 
further develop a technique that enables digital counting of genome fragments and whole 
genome haplotyping in single cells (Chapter 8: Digital whole genome amplification). And we 
finally introduce our ongoing effort on single cell transcriptome amplification and exploring 
the genome accessibility at the single cell level (Chapter 9: Single cell transcriptome and 
genome accessibility studies). Through the development of techniques probing single cell 
genome, transcriptome and possibly epigenome, we hope to provide a toolbox for studying 
biological processes with genome-wide and single cell resolution.  
 
Contributions 
This part of the thesis involved close collaborations with Dr. Chenghang Zong, Alec R. 
Chapman, Zi He, Jenny Lu at Harvard, and Wei Fan at Peking University. 
 
In Chapter 6: Whole genome amplification and sequencing of single human cells, Dr. Zong, I 
and Prof. Xie conceived the idea and initially designed the project. Dr. Zong and I performed 
most of the experiments. Dr. Zong and A.R. Chapman analyzed data. A.R. Chapman 
participated in daily discussions and helped design the project. 
 
In Chapter 7: Genome-wide study of meiotic recombination in an individual by whole 
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genome sequencing of single sperm cells, Prof. Tang and Prof. Xie conceived the idea, Prof. 
Tang, I and Prof. Xie and Dr. Zong designed the experiments. I performed the experiments 
with the help of Prof. Tang. W. Fan, A. Chapman, Prof. Ruiqiang Li, Mingyu Yang, Jinsen 
Li, Ping Zhu and I performed the data analysis. Dr. Zong and I contributed to the 
experimental method (MALBAC) used in this project and participated in discussions.  
 
In Chapter 8: Digital whole genome amplification, I conceived the general idea and discussed 
with Prof. Tang and Prof. Xie.  A. Chapman, Prof. Xie and I designed the experiments. I 
performed most of the experiments with the help of Z. He and J. Lu. A. Chapman analyzed 
the data and participated in daily discussions. Dr. Zong and I contributed to the experimental 
method (MALBAC) used in this project.  
 
In Chapter 9: Single cell transcriptome and genome accessibility studies, I and Prof. Xie 
conceived the idea. Prof. Xie, Z.He, I and A. Chapman designed the transcriptome 
experiments. Prof. Xie, I and J. Lu designed the genome accessibility experiments. Z. He and 
I performed the transcriptome experiments. J. Lu and I performed the genome accessibility 
experiments. A. Chapman, Z. He and J. Lu performed data analysis. Dr. Zong participated in 
discussion and contributed to the experimental method (MALBAC) used in this project. 
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Chapter 5 
 
Single Cell Genomics: An Overview 
 
 
5.1 Genome Analysis at the Single Cell Level  
With the consensus human genome sequenced and assembled, we have entered into the 
post-genomic era (Lander et al., 2001; Venter et al., 2001), which has enabled an explosion of 
modern high throughput genotyping technologies (Mckernan et al.; Braslavsky et al., 2003; 
Margulies et al., 2005; Gresham et al., 2008). More and more individual humans from 
different genetic backgrounds have been genotyped and widespread genetic variations (about 
one variant per kilobases) between individuals are found (Consortium, 2010; Project, 2011), 
which indicates the instable nature of the human genome. 
 
91 
On a much smaller time-scale, the genome of different cells also exhibit noticeable 
differences in the lifetime of an individual. Somatic mosaicism of genome contents such as 
copy number variations (CNVs) was found in differentiated human tissues from multiple 
individuals (Piotrowski et al., 2008). L1 retrotransposon activity was found in human neural 
progenitor cells which might have caused the CNVs observed in different regions of the aged 
human brain (Coufal et al., 2009). More surprisingly, widespread genome differences were 
found in identical twins which suppose to have identical genome (Bruder et al., 2008).  
Genome instability generates these somatic variations. Although most of time, these 
variations might not have significant functional effect, every now and then, one or few cells 
accumulate enough mutations to outgrow the other cells. And this was hypothesized to be the 
origin of tumor genesis (Hanahan and Weinberg, 2000). During the development of cancer, 
such instability often retains and it generates intratumoral genetic heterogeneity (Campbell et 
al., 2010; Yachida et al., 2010). These cells with different genome often response differently 
to drugs (Friedlander et al., 1984; Szerlip et al., 2012), which makes it difficult to treat 
cancers. To understand how these genetic heterogeneities are generated, especially when we 
are trying to analyze the rare variants in a heterogeneous sample, we must first be able to 
profile the genome at the single cell level, because the rare variants are often submerged in the 
ensemble sequencing data because of the limitation on sequencing depth and accuracy 
(Shendure and Ji, 2008). Single cell genome analysis has been applied successfully to study 
breast cancer, unveiling the punctuated nature of tumor development in several human breast 
cancer cases (Navin et al., 2011).  
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Single cell genome analysis is particularly important with species that are not culturable in 
labs, such as most microbes. The approach has been successfully used to study TM7, 
candidate phylum with clinical relevance (Marcy et al., 2007), and marine microbes, etc 
(Woyke et al., 2009, 2011). Single cell genome sequencing is also necessary when the sample 
under analysis is rare, such as in the case of using IVF embryos for preimplantation screening 
(Mastenbroek et al., 2007; Harper et al., 2008) and circulating tumor cells (Cristofanilli et al., 
2005; Paterlini-Brechot and Benali, 2007).   
 
To analyze genome at the single cell level, we need a reliable method to amplify the whole 
genome from a single cell to an enough amount for downstream genetic analysis. Several 
whole genome amplification methods have been reported, such as PEP-PCR (Snabes et al., 
1994; Dietmaier et al., 1999), DOP-PCR (Kuukasjärvi et al., 1997) and Multiple 
Displacement Amplification (Dean et al., 2001, 2002). These methods however, are often 
limited by significant amplification bias and low genome coverage. To comprehensively 
study genome at the single cell level, an improved whole genome amplification method is 
needed to evenly amplify the whole genome with high accuracy. That is the focus of Chapter 
6, in which we introduce a method MALBAC with significantly improved coverage and 
evenness throughout the genome.  
 
Gametes are haploid cells that fuse with another cell during fertilization in organisms 
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undergoing sexual reproduction. Each gamete cell is very different in genome content 
compared to other gametes because of the recombination activity during gametogenesis 
(Alberts et al., 2007). In Chapter 7, using MALBAC, we examine the genome from each of 
the 99 sperm, by which we study the genome-wide distribution of an individual with high 
resolution.  
 
A challenge for genome analysis for diploid organisms is the genome phase problem (Bansal 
et al., 2011; Tewhey et al., 2011). In a cell of most higher organisms, two copies of 
homologue chromosomes coexist. The association of different genetic features on a 
chromosome, known as the phase information, is important for the correct interpretation of 
the genome, which complicates the genome analysis. This is particularly challenging for 
single cell genome analysis. In Chapter 8, we introduce a method named digital whole 
genome amplification to solve this problem without having to isolate each chromosome using 
complicated devices.  
 
5.2 Transcriptome analysis at the single cell level 
A fundamental question in biology is how a single embryo develops into a complete organism 
consisting of many types of cells with very different function (Gilbert, 2010). Although 
having identical or very similar genome, a developing embryo or tissue often consists of many 
different types of cells that are spatially organized into functional structures (Calvi et al., 
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2003; Barker et al., 2007). The cell types that are responsible for renewing the tissue or are 
essential for the structures often consist of a very small fraction of the entire tissue (Toma et 
al., 2001; Wagers and Weissman, 2004). In this situation, it is crucial to isolate individual 
cells from a tissue with complex microenvironment and study the transcriptome of each single 
cell individually.  
 
It is also becoming clear that the transcription is rather noisy for a significant portion of genes, 
exhibiting ‘bursting’ transcription dynamics (Taniguchi et al., 2010; Suter et al., 2011), which 
may be a result of the intrinsic stochasticity because of the low DNA copy number (Raj and 
van Oudenaarden, 2008) or a result of the changing microenvironment (Thattai and 
Oudenaarden, 2004). With such widespread stochasticity, it is surprising how cells maintain 
their functions in a given condition. Biochemical networks maintaining functional robustness 
in cells have been found (Shinar and Feinberg, 2010), and studying the transcriptome at the 
single level can contribute to testing these networks, and finding new players, and even 
finding new networks conferring robustness of cellular functions (Stelling et al., 2004; Kærn 
et al., 2005).  
 
Polymerase chain reactions (PCR) was invented in the 1980s (Saiki et al., 1988) and had 
quickly revolutionized molecular biology since then (Sambrook and Russell, 2001). PCR has 
been used to amplify DNA and RNA molecules from single cells for genetic testing 
(Handyside et al., 1992; Wells et al., 2002) and gene expression studies (Eberwine et al., 
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1992; Brand and Perrimon, 1993), which reveal different subpopulations with distinct 
transcription profile. These studies, however, are often limited by the throughput of the testing 
loci. With the development of microfluidic chips, it is now possible to measure tens to 
hundreds of genes simultaneously in a single cell (Wheeler et al., 2003; Dalerba et al., 2011). 
 
With the development of modern high throughput genotyping techniques, thousands or even 
the complete ~20,000 genes can be measured simultaneously (Mckernan et al.; Braslavsky et 
al., 2003; Margulies et al., 2005; Gresham et al., 2008). The further development of high 
throughput transcriptome sequencing provides information that cannot be accessible by other 
methods (Mortazavi et al., 2008). These genotyping techniques require large amount of 
starting materials (~1 microgram of RNA, corresponding to ~10^7 mammalian cells). 
Transcriptome amplification to microgram level of DNA is required for these high throughput 
genotyping studies on single cells (Kurimoto et al., 2006, 2007; Tang et al., 2009; Islam et al., 
2011).  
 
Due to the amplification unevenness and bias from ~100 femtogram of mRNA to the 
microgram level, inferring the relative gene expression level in a single cell is often tricky and 
must be carefully designed with controls for these high throughput genotyping experiments 
(Tang et al., 2010, 2011). In Chapter 9, we introduce a new amplification method for 
transcriptome analysis from single human cells. We further use this method to study genome 
and transcriptome of the same single human cells. 
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Epigenetic factors, such as methylation (Bird, 2002) and histone modifications (Strahl et al., 
2000) are fundamental in shaping the transcriptome profile of mammalian cells. However, 
there is currently no established method for studying these epigenetic factors genome-wide at 
the single cell level. In Chapter 9, we introduce our initial efforts to fill in this ‘missing link’ 
between single cell genome and transcriptome analysis. Using the method we introduce in 
Chapter 8, we are studying the genome-wide chromosome accessibility of single human cells.  
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Chapter 6 
 
Whole Genome Amplification and Sequencing of Single 
Human Cells  
 
6.1 Summary and Background 
As the basic unit of life, a single cell carries the blueprint of life that consists of individual 
DNA molecules of specific sequences (Krebs et al., 2009). Genomic instability results in 
variation of DNA molecules originating from the same lineage, which underlies important 
biological processes such as evolution and tumor genesis (Futuyma, 2009; Hanahan and 
Weinberg, 2011) . However, such genetic variations are often masked by ensemble genetic 
analysis such as whole genome sequencing using large amount of starting materials. 
Identifying these genomic differences among cells and studying genome comprehensively 
with very limited starting materials (such as a single cell) are fundamental to many biological 
investigations and are important for many medical applications.  
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Single-cell whole-genome amplification methods have been reported but are hindered by 
amplification bias, resulting in low genome coverage. In this chapter, we introduce a new 
amplification method: Multiple Annealing and Looping Based Amplification Cycles 
(MALBAC) that achieves ~93% genome coverage ≥ 1x for a single human cell at ~30x mean 
sequencing depth. We demonstrate probing digitized copy number variations as well as 
detection of single nucleotide variations (SNVs) with an overall ~76% efficiency for a single 
human cancer cell. By sequencing three descendent cells from a single cell, we call SNVs 
with a low false positive rate similar to that of bulk sequencing, which allows us to directly 
measure the genome-wide mutation rate in the cancer cell line.  
     
Single molecule and single cell studies have been routinely revealing individual behaviors 
that are otherwise hidden in bulk measurements (Elowitz et al., 2002; Li and Xie, 2011). In a 
human cell, the genetic information is encoded in 46 single DNA molecules—chromosomes. 
The variations occurring in these single molecules, such as single nucleotide variations 
(SNVs) and copy number variations (CNVs) (Negrini et al., 2010), are the driving forces in 
important biological processes such as evolution and tumor genesis (Futuyma, 2009; Hanahan 
and Weinberg, 2011). Such dynamic variations are reflected in the genomic heterogeneity 
among a population of cells, which demands characterization of genomes at the single cell 
level. This is particularly the case for cancer because of the well-established intratumoral 
genetic heterogeneity among cells (Lengauer et al., 1998; Campbell et al., 2010; Yachida et 
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al., 2010). Single cell genomics analysis is also particularly necessary when the number of 
cells available is limited to few or one, such as prenatal testing samples (Lo et al., 2010; 
Kitzman et al., 2012), circulating tumor cells (Nagrath et al., 2007), and forensic specimens 
(Hanson and Ballantyne, 2005).  
 
Prompted by rapid developments of the next generation sequencing techniques (Metzker, 
2010), there have been several reports of single cell whole genome sequencing (Fan et al., 
2011; Navin et al., 2011; Wang et al., 2012). The prevailing method is using whole genome 
amplification (WGA) before sequencing (Telenius et al., 1992; Zhang et al., 1992, 2006; 
Dean et al., 2002; Lao et al., 2008). However, due to the amplification unevenness and bias, 
single-cell sequencing is hindered by low genome coverage. Polymerase chain reaction (PCR) 
has been a gold standard for DNA amplification of specific sequences (Saiki et al., 1988). 
PCR-based WGA relies on exponential amplification with random primers, which introduces 
strong sequence-dependent bias. Multiple Displacement Amplification (MDA) with phi29 
DNA polymerase has provided improvements over the PCR-based methods, but still exhibits 
considerable bias due to nonlinear amplification (Dean et al., 2002).  
 
6.2  Multiple Annealing and Looping Based Amplification (MALBAC) 
We have developed a new WGA method named Multiple Annealing and Looping Based 
Amplification Cycles (MALBAC), which introduces close-to-linear preamplification to 
reduce the bias pertinent to nonlinear amplification. Picograms of DNA fragments (~10 to 
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100kb) from a single human cell serve as templates for amplification with MALBAC (Figure 
6.1).  
 
Figure 6.1: Multiple Amplification and Looping-based Amplification Cycles (MALBAC). 
The DNA templates are dehybridized onto single-stranded DNA molecules at 94°C, 
MALBAC primers anneal randomly to single-stranded DNA molecules at 0°C and are 
extended by a polymerase with displacement activity at elevated temperatures, creating semi-
amplicons. In the following m temperature cycles, single stranded amplicons and the genomic 
DNA are used as template to produce full amplicons and additional semi-amplicons, 
respectively. For full amplicons, the 3’ end is complementary to the sequence on the 5’ end. 
The two ends hybridize will form the looped DNA, which can efficiently prevents the full 
amplicon from being used as template, therefore warrant a linear mechanism of amplification. 
After the five cycles of linear preamplification, only the full amplicons can be exponentially 
amplified by PCR, generating microgram level of DNA material for sequencing experiments. 
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The amplification is initiated with a pool of random primers, each having a fixed anchor 
sequence at the 5’ end and eight degenerate nucleotides at the 3’ end, that evenly hybridize to 
the templates at 0oC. At elevated temperature 65oC, DNA polymerases with strand 
displacement activity are used to generate semi-amplicons with variable lengths, which are 
then melt off from the template at 94oC. In the following five cycles of pre-amplification, the 
full amplicons, each with the complimentary ends, allow the formation of DNA loops to 
prevent the amplicons from further amplification as well as self and cross hybridization. The 
linear MALBAC pre-amplification is followed by exponential amplification of the full 
amplicons by PCR in order to generate micrograms of DNA required for next generation 
sequencing (Figure 6.2).  
 
 
Figure 6.2: High throughput sequencing of a single cell. Lysis of a single cell is followed by 
dehybridization of genomic DNA molecules into single-stranded DNAs. MALBAC pre-
amplification prior to additional PCR amplification is performed before high-throughput 
sequencing.  
 
In detail, we obtained the SW480 colorectal adenocarcinoma cell line from American Type 
Culture Collection (ATCC, Rockville). SW480 cells are maintained in ATCC-formulated 
Leibovitz’s L-15 Medium supplemented with 10% fetal bovine serum (ATCC), 100 I.U./ml 
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Penicillin and 100 mg/ml Streptomycin (ATCC). The cells are treated with 0.25% Trypsin-
EDTA, followed by washing and dilution in PBS. Single cells are then mouth pipetted into 
individual PCR tubes. After briefly spinning down the single cells to the bottom of PCR 
tubes, 5µl of freshly prepared cell lysis buffer containing QIAGEN protease is prepared 
according to manufacturer’s specifications and added into each tube. The lysis of the single 
cell is performed by the following temperature steps: 50°C 3 hours, 75°C 20 minutes, 80°C 5 
minutes. Isolation of single cells can also be performed with other techniques such as laser 
dissection, microfluidic devices, or flow cytometry. Avoiding DNA contamination from 
environment and operators is critical for single cell SNV analysis.  
 
The amplification products have a size distribution of ~500bp to 1500bp, and are then used 
for preparing sequencing libraries for Illumina and SOLiD sequencing platforms. The DNA 
product from MALBAC amplification can be directly used in constructing the sequencing 
library for both Illumina and SOLiD with standard procedures. For Illumina sequencing, ~3ug 
DNA material are provided to a vendor for standard library preparation and sequencing. For 
SOLiD sequencing, we performed the library preparation and sequencing following the 
standard protocol of SOLiD 4 system. 3ug DNA material is used as the starting material. We 
used EZ bead system for emulsion PCR and enrichment. The platform for Illumina 
sequencing is Hiseq-2000. 
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6.3 Performance Characterization of MALBAC 
Before we used high throughput sequencing to fully characterize the amplification properties. 
We first used qPCR to check on 11 unique human genome loci. Shown in Table 6.1 are the Ct 
numbers for a typical MALBAC amplification from a single cell, compared with 
amplification using ~500pg as a positive control. 14 out of the 16 loci were evenly amplified, 
indicating the amplification is even at most of the genome positions. We therefore decided to 
sequence the whole genome of these cells.  
 
 
qPCR Chr1 Chr2 Chr3 Chr4 Chr5 Chr6 Chr7 Chr9 
Single Cell 22.5 24.4 36.5 24.8 25.4 26.9 25.5 25.2 
Positive Control 22.2 24.5 29.6 24.4 24.4 24.4 25.5 25.1 
qPCR Chr12 Chr13 Chr13 Chr15 Chr16 Chr17 Chr18 Chr19 
Single Cell 25.8 23.9 39.0 24.7 21.3 24.3 24.2 27.0 
Positive 
Control 26.4 26.3 30.0 23.8 20.0 25.8 23.7 22.5 
 
Table 6.1: quantitative PCR result of a typical single cell whole genome amplification 
reaction using MALBAC. Shown here are the Ct numbers of randomly selected 16 loci each 
on a different chromosome. The single cell results are consistent with the positive control 
containing 500pg of DNA as starting materials. 14 out of the 16 loci are amplified evenly. 
The qPCR result is consistent with the ~90% genome coverage with 30x sequencing depth for 
single cells. Ct numbers of negative controls are all larger than 30 cycles for the above q-PCR 
primer pairs.  
 
With ~25x mean sequencing depth, we consistently achieved ~85% of genome coverage at 
≥1x depth and ~93% coverage with 30x mean sequencing depth. As a comparison, we 
 108 
performed MDA on a single cell from the same cancer cell line. At 25x mean sequencing 
depth, MDA covered 72% of the genome at ≥1x coverage.  While significant variations of the 
coverage have been reported for MDA (Zhang et al., 2006; Hou et al., 2012; Wang et al., 
2012; Xu et al., 2012), The MALBAC coverage is consistently reproducible.  
 
The higher amplification coverage of MALBAC is reflected in the evenness of amplification 
shown in Figure 6.3, in which the amplification coverage map is plotted for both MALBAC 
and MDA on a single cell. While the MDA exhibits ‘spiky’ amplification showing local over 
and under amplification of random regions, the single cell amplified with MALBAC is even 
at a global scale, and exhibits much less local amplification variations as well.  
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MDA:  
 
 
MALBAC: 
 
Figure 6.3: The histogram of reads (chromosome 1) of MALBAC compared with MDA 
amplification of a single SW480 cell. The average sequencing depth is ~25x for both 
methods.    
 
We used Lorenz curves to evaluate coverage uniformity along the genome. Here, we plotted 
the cumulative fraction of the total reads possessed by a given cumulative fraction of genome 
(Figure 6.4). The diagonal line indicates a perfectly uniform distribution of reads, and 
deviation from the diagonal line indicates an uneven distribution of reads. We compared the 
Lorenz curves for bulk sequencing, MALBAC, and MDA at ~10x mean sequencing depth. It 
is evident that MALBAC outperforms MDA in uniformly covering the genome.  
 110 
 
 
Figure 6.4: Lorenz curves of MALBAC, MDA and bulk sample. A Lorenz curve gives the 
cumulated fraction of reads as a function of the cumulated fraction of genome. Perfectly 
uniform coverage would result in a diagonal line and a large deviation from the diagonal is 
indicative of a biased coverage. All samples are down sampled at 10x depth. The arrows 
showed the percentage of genome uncovered at 10x sequencing depth. 
 
We also plotted the power spectrum of read density variations to show the spatial scale at 
which the variations take place, which is important for copy number variation analysis of 
single cells. Figure 6.5 shows that MALBAC has a power spectrum similar to that of the 
unamplified bulk. In contrast, the power spectrum of MDA has significantly higher variations 
in the range of tens of kilobases to tens of megabases.  
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Figure 6.5: Power spectrum of read density throughout the genome (as a function of spatial 
frequency).  MALBAC performs similarly to bulk, while the MDA spectrum contains a large 
amount of low-frequency components, demonstrating that regions of several megabases suffer 
from under- and over- amplification. This observation is consistent with the histogram of read 
depth shown in Figure 6.3.  
 
6.4  Detection of Copy Number Variations (CNVs) in Single Cells 
Copy number variation (CNV) is a major form of genome variations and is commonly found 
in different human individuals (Sebat et al., 2004; Redon et al., 2006). At the single cells 
level, CNVs are due to insertions, deletions, or multiplications of genome segments, which 
are frequently observed in almost all categories of human tumors (Beroukhim et al., 2010; 
Navin et al., 2011; Stephens et al., 2011). MALBAC’s immunity to such large-scale bias 
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makes it amenable to probe CNVs in single cells. We determined the digitized CNVs across 
the whole genomes of individual cells from the SW480 cancer cell line (Figure 6.6). There are 
distinct CNV differences among the three individual cancer cells as well as the bulk result, 
which are difficult to resolve by MDA.  
 
Figure 6.6: CNVs of single cancer cells. Digitized copy numbers across the genome are 
plotted for two single cells as well as the bulk sample from the SW480 cancer cell line. The 
bottom panel shows the result based on MDA amplification. The single cells are sequenced at 
only 0.8x depth, while the bulk and MDA are done at 25x. 
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For the MALBAC data, we used a hidden Markov model to quantify the CNVs. We 
confirmed the gross features of CNVs detected by MALBAC using spectral karyotyping 
(Rochette et al., 2005). For example, both MALBAC-based quantification of CNVs and 
spectral karyotyping show that chromosome 18 has only one copy while chromosome 17 has 
three copies in the SW480 cancer cell line.  Although the majority of copy numbers are 
consistent between single cells, we also observe cell-to-cell variations as indicated by the 
green arrows in Figure 6.6. 
 
6.5  Detection of Single Nucleotide Variations (SNVs) in Single Cells 
There were several attempt recently to call SNVs from a single cell by whole genome 
amplification using MDA (Hou et al., 2012; Wang et al., 2012; Xu et al., 2012). The first 
challenge in accurate SNV calling from a single cell is substantial human contamination from 
the environment and the operators, given picograms of DNA from a single human cell. The 
second challenge is the low detection yield (high false negative), particularly allele dropouts 
due to amplification bias. The third challenge is false positives associated with amplification 
and sequencing errors, either by random or systematic (MacArthur, 2012). 
 
In meeting with the first challenge, we took special precautions to decontaminate the reagents 
and PCR tubes with UV radiation (Woyke et al., 2011) before each experiment was conducted 
in a restricted clean room. An alternative approach to reduce contamination is by using 
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microfluidics to isolate cells and perform whole genome amplification (Blainey and Quake, 
2011). 
 
In response to the second challenge, MALBAC allowed us to call 2.4 x 106 single cell SNVs 
out of 2.8 x 106 detected SNVs in bulk, yielding an 82% detection efficiency, compared to the 
41% with MDA (Table 6.2).  
 
 
 
Heterozygous 
SNVs 
Homozygous 
SNVs 
Total SNVs 
Bulk 
SNVs 911,958 1,930,204 2,842,162 
Single cell MDA 
SNVs 
Detection 
efficiency  
93,140 (2,828)* 
10% 
1,238,286 (1,973) 
63% 
1,331,426 (4,801) 
41% 
Single cell MALBAC  
SNVs 
Detection 
efficiency  
756,812 (108,481) 
71% 
1,539,326 (6,821) 
 80% 
2,296,138 
(115,302) 
76% 
 
Table 6.2: Comparison of Single cell SNVs and allele dropout for bulk, MDA and MALBAC. 
The number in the bracket indicates the number of false positives. 
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In Table 6.2, we listed the heterozygous and homozygous SNVs separately. We then 
calculated the allele dropout rate for MALBAC compared with MDA. The 7,288 SNVs 
genotyped as homozygous mutations by MALBAC are actually heterozygous in bulk, which 
corresponds to a ~1% allele dropout rate in MALBAC. In contrast, with MDA we found 
172,563 incorrect homozygous calls, corresponding to an allele dropout rate of ~65%.  
 
The estimation of allele dropout rate is as follows. Here we denote the allele dropout rate as 
α and N as the number of the heterozygous SNV positions that have enough reads covered for 
SNV analysis. The number N is related to the coverage of amplification methods. For the 
sequencing data with MDA, we found 172,565 SNVs that are called homozygous SNVs based 
on single cell data, but are heterozygous SNVs based on bulk data. This indicates allele 
dropout of the reference allele. Here we assume the cell is diploid for simplification, and then 
we have Nα(1−α) =172,565 . In MDA, we also called 93,140 SNVs as heterozygous, which 
follows N(1−α)(1−α) = 93,140 . With the two above equation, we estimate the allele dropout 
a of MDA is ~65%. Similarly, we estimated the allele dropout rate for MALBAC is ~1%. 
This efficiency of amplifying both alleles is contributed by the multiple annealing and 
amplification cycles in MALBAC.  
 
We now discuss the false positive rate of SNVs. Our MALBAC data contains 1.1x105 false 
positives (Table 6.2), which corresponds to ~10-4 false positive rate. Although improving 
polymerase’s error rate is possible, it is not likely such rate can be lower than ~10-6. It is 
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therefore necessary to have two or three replicates to reduce the false positive. We obtained 
these replicates by sequencing two or three descendent cells derived from the same cell. The 
simultaneous appearance of an SNV in the descendent cells would indicate a true SNV. The 
false positive rate due to random errors can be reduced to ~10-8 with two descendent cells and 
~10-12 with three descendent cells. The false positives due to systematic sequencing and 
amplification errors were inspected by comparing two unrelated single cells that are not from 
the same lineage. After removing both types of errors, we estimated the number of false 
positives to be less than one per genome with three descendent cells (Table 6.3).  
 
 Heterozygous 
SNVs 
Homozygous 
SNVs 
Total SNVs 
Two descendent cells 
SNVs   
Detection efficiency 
Newly acquired 
SNVs 
615,387  
67% 
145 (~110)* 
1,322,555  
68% 
3 (0) 
1,937,942 
68% 
148 (~110) 
Three descendent cells 
SNVs   
Detection efficiency 
Newly acquired 
SNVs 
660,246 
72% 
30 (~0) 
1,577,798 
81% 
5 (0) 
2,238,044 
80% 
35 (~0) 
 
Table 6.3: MALBAC calling of total SNVs and newly acquired SNVs using two and three 
descendent cells. The number in the bracket indicates the number of false positives. 
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Figure 6.7: Experiment design for calling newly acquired SNVs and estimation of mutation 
rate of a cancer cell line SW480. A single ancestor cell is chosen and cultured for ~20 
generations. The vast majority of cells are used to extract DNA for bulk sequencing to 
represent the ancestor cell’s genome.  A single cell from this culture is chosen for another 
expansion of four generations. The descendent cells are isolated for single cell whole genome 
amplification. Single cell sample C1, C2, and C3 are used for high-throughput sequencing. 
Sample C4, C5, and C6 are used for varying SNVs with Sanger sequencing. 
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With the goal of detecting the genomic difference between cells, we designed an experiment 
shown in Figure 6.7. First, we clonally expanded a single ancestor cell picked from a 
heterogeneous population of the SW480 cancer cell line for 20 generations. Then we 
extracted DNA from this single cell clonal expansion for bulk sequencing, which reflects the 
genome of the ancestor cell. We then picked a single cell from this clone with the goal of 
detecting the unique SNVs newly acquired by this cell during the expansion. We grew the 
cells for another four generations to obtain the descendent cells denoted C1 to C16. We 
individually sequenced three descendent cells, C1, C2, and C3 after MALBAC amplification, 
which allows us to remove random amplification errors. Figure 6-8 shows the screening of 
amplification errors in the case of a pair of descendent cells which resulted in 110 unique 
SNV candidates (red dots not on the xy axes). The random amplification errors can be further 
reduced to less than one per genome with improved fidelity of the polymerases. Instead we 
show that random amplification errors can be eliminated with an additional cell.  
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Figure 6.8: The 2D p-value plot of a one-sided binomial test for SNV candidates summed 
from all pairs of the three descent cells. The cumulated probability of the number of reads of 
the mutant allele and the total number of reads covering each SNV position is calculated. The 
grey dots are the SNVs present in the bulk data; the red dots SNVs not present in the bulk. 
The circled red dots are the 35 newly acquired SNVs during the 20-generation of clonal 
expansion. We note that all the homozygous SNVs all locate at (1,1) position. 
 
 
We further filtered out the systematic errors due to homopolymer and tandem repeat 
sequences. After applying these filters, we detected 35 unique SNVs (circled red dots in 
Figure 6.8). Their distribution on the chromosomes is shown in Figure 6.9.  
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Figure 6.9: The distribution of the 35 newly acquired SNVs on the chromosomes of a single 
cell 
 
We randomly chose 8 out of total 35 unique SNVs and confirmed that they are not false 
positives by Sanger sequencing C4-C6, nor false negatives by Sanger sequencing the bulk. As 
an example, Figure 6.10 shows the MALBAC and Sanger sequencing results of one such 
SNV. 
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 Figure 6.10: Example of a newly acquired SNV. The SNV (CG) exists in the high 
throughput data of all three descendent cells but not in the bulk data. The Sanger sequencing 
of single cells C4, C5, and C6 confirms that this SNV is not a false positive, and the Sanger 
sequencing of the bulk confirms that this SNV is not a false negative. 
 
The 35 unique SNVs we identified were newly acquired during the 20 cell divisions, which 
allows us to estimate the mutation rate of the cell line under normal culturing condition. After 
adjusting for a detection efficiency of 72% for heterozygous SNVs, we estimate that ~49 
mutations occurred in the 20 generations, yielding a mutation rate of ~2.5 nucleotides per cell 
generation. This is the first time a genome-wide mutation rate per cell generation has been 
directly measured for human somatic cells. Interestingly, the mutation rate of this cancer cell 
line is compatible with the mutation rates based on germ line studies (Roach et al., 2010; 
Project, 2011). 
 
 122 
Surprisingly, we found that the transition/transversion (Ts/Tv) ratio for the 35 newly acquired 
SNVs detected is ~0.30, whereas the ratio for the total SNVs of this cell line is 2.01, as 
expected for common human mutations (Consortium, 2010). To further confirm that this 
observation is not due to single cell amplification, we sequenced the bulk DNA of the original 
heterogeneous cultureWe found out that the Ts/Tv for SNVs detected in the single cell 
expanded bulk but not in original heterogeneous bulk is ~0.75. Both the significantly lower 
Ts/Tv values indicate that transition is not favored over transversion for newly acquired SNVs 
in this cancer cell line. While understanding the underlying mechanism of this phenomenon 
will require similar measurements in other systems, with the ability of precise characterization 
of CNVs and SNVs, MALBAC can shed light on the individuality, heterogeneity, and 
dynamics of the genomes of single cells, the basic units of life. 
 
 123 
 
References: 
 
Beroukhim, R., Mermel, C.H., Porter, D., Wei, G., Raychaudhuri, S., Donovan, J., Barretina, 
J., Boehm, J.S., Dobson, J., Urashima, M., et al. (2010). The landscape of somatic copy-
number alteration across human cancers. Nature 463, 899–905. 
Blainey, P.C., and Quake, S.R. (2011). Digital MDA for enumeration of total nucleic acid 
contamination. Nucl. Acids Res. 39, e19–e19. 
Campbell, P.J., Yachida, S., Mudie, L.J., Stephens, P.J., Pleasance, E.D., Stebbings, L.A., 
Morsberger, L.A., Latimer, C., McLaren, S., Lin, M.-L., et al. (2010). The patterns and 
dynamics of genomic instability in metastatic pancreatic cancer. Nature 467, 1109–1113. 
Consortium, T.1000 G.P. (2010). A map of human genome variation from population-scale 
sequencing. Nature 467, 1061–1073. 
Dean, F.B., Hosono, S., Fang, L., Wu, X., Faruqi, A.F., Bray-Ward, P., Sun, Z., Zong, Q., Du, 
Y., Du, J., et al. (2002). Comprehensive human genome amplification using multiple 
displacement amplification. PNAS 99, 5261–5266. 
Elowitz, M.B., Levine, A.J., Siggia, E.D., and Swain, P.S. (2002). Stochastic Gene 
Expression in a Single Cell. Science 297, 1183–1186. 
Fan, H.C., Wang, J., Potanina, A., and Quake, S.R. (2011). Whole-genome molecular 
haplotyping of single cells. Nature Biotechnology 29, 51–57. 
Futuyma, D. (2009). Evolution, Second Edition (Sinauer Associates, Inc.). 
Hanahan, D., and Weinberg, R.A. (2011). Hallmarks of Cancer: The Next Generation. Cell 
144, 646–674. 
 124 
Hanson, E.K., and Ballantyne, J. (2005). Whole genome amplification strategy for forensic 
genetic analysis using single or few cell equivalents of genomic DNA. Anal. Biochem. 346, 
246–257. 
Hou, Y., Song, L., Zhu, P., Zhang, B., Tao, Y., Xu, X., Li, F., Wu, K., Liang, J., Shao, D., et 
al. (2012). Single-Cell Exome Sequencing and Monoclonal Evolution of a JAK2-Negative 
Myeloproliferative Neoplasm. Cell 148, 873–885. 
Kitzman, J.O., Snyder, M.W., Ventura, M., Lewis, A.P., Qiu, R., Simmons, L.E., Gammill, 
H.S., Rubens, C.E., Santillan, D.A., Murray, J.C., et al. (2012). Noninvasive Whole-Genome 
Sequencing of a Human Fetus. Sci Transl Med 4, 137ra76–137ra76. 
Krebs, J.E., Goldstein, E.S., and Kilpatrick, S.T. (2009). Lewin’s Genes X (Jones & Bartlett 
Publishers). 
Lao, K., Xu, N.L., and Straus, N.A. (2008). Whole genome amplification using single-primer 
PCR. Biotechnol J 3, 378–382. 
Lengauer, C., Kinzler, K.W., and Vogelstein, B. (1998). Genetic instabilities in human 
cancers. Nature 396, 643–649. 
Li, G.-W., and Xie, X.S. (2011). Central dogma at the single-molecule level in living cells. 
Nature 475, 308–315. 
Lo, Y.M.D., Chan, K.C.A., Sun, H., Chen, E.Z., Jiang, P., Lun, F.M.F., Zheng, Y.W., Leung, 
T.Y., Lau, T.K., Cantor, C.R., et al. (2010). Maternal Plasma DNA Sequencing Reveals the 
Genome-Wide Genetic and Mutational Profile of the Fetus. Sci Transl Med 2, 61ra91–61ra91. 
MacArthur, D. (2012). Methods: Face up to false positives. Nature 487, 427–428. 
Metzker, M.L. (2010). Sequencing technologies — the next generation. Nature Reviews 
Genetics 11, 31–46. 
 125 
Nagrath, S., Sequist, L.V., Maheswaran, S., Bell, D.W., Irimia, D., Ulkus, L., Smith, M.R., 
Kwak, E.L., Digumarthy, S., Muzikansky, A., et al. (2007). Isolation of rare circulating 
tumour cells in cancer patients by microchip technology. Nature 450, 1235–1239. 
Navin, N., Kendall, J., Troge, J., Andrews, P., Rodgers, L., McIndoo, J., Cook, K., Stepansky, 
A., Levy, D., Esposito, D., et al. (2011). Tumour evolution inferred by single-cell sequencing. 
Nature 472, 90–94. 
Negrini, S., Gorgoulis, V.G., and Halazonetis, T.D. (2010). Genomic instability--an evolving 
hallmark of cancer. Nat. Rev. Mol. Cell Biol. 11, 220–228. 
Project,  the 1000 G. (2011). Variation in genome-wide mutation rates within and between 
human families. Nature Genetics 43, 712–714. 
Redon, R., Ishikawa, S., Fitch, K.R., Feuk, L., Perry, G.H., Andrews, T.D., Fiegler, H., 
Shapero, M.H., Carson, A.R., Chen, W., et al. (2006). Global variation in copy number in the 
human genome. Nature 444, 444–454. 
Roach, J.C., Glusman, G., Smit, A.F.A., Huff, C.D., Hubley, R., Shannon, P.T., Rowen, L., 
Pant, K.P., Goodman, N., Bamshad, M., et al. (2010). Analysis of Genetic Inheritance in a 
Family Quartet by Whole-Genome Sequencing. Science 328, 636–639. 
Rochette, P.J., Bastien, N., Lavoie, J., Guérin, S.L., and Drouin, R. (2005). SW480, a p53 
double-mutant cell line retains proficiency for some p53 functions. J. Mol. Biol. 352, 44–57. 
Saiki, R.K., Gelfand, D.H., Stoffel, S., Scharf, S.J., Higuchi, R., Horn, G.T., Mullis, K.B., and 
Erlich, H.A. (1988). Primer-directed enzymatic amplification of DNA with a thermostable 
DNA polymerase. Science 239, 487–491. 
Sebat, J., Lakshmi, B., Troge, J., Alexander, J., Young, J., Lundin, P., Månér, S., Massa, H., 
Walker, M., Chi, M., et al. (2004). Large-Scale Copy Number Polymorphism in the Human 
Genome. Science 305, 525–528. 
 126 
Stephens, P.J., Greenman, C.D., Fu, B., Yang, F., Bignell, G.R., Mudie, L.J., Pleasance, E.D., 
Lau, K.W., Beare, D., Stebbings, L.A., et al. (2011). Massive Genomic Rearrangement 
Acquired in a Single Catastrophic Event during Cancer Development. Cell 144, 27–40. 
Telenius, H., Carter, N.P., Bebb, C.E., Nordenskjöld, M., Ponder, B.A., and Tunnacliffe, A. 
(1992). Degenerate oligonucleotide-primed PCR: general amplification of target DNA by a 
single degenerate primer. Genomics 13, 718–725. 
Wang, J., Fan, H.C., Behr, B., and Quake, S.R. (2012). Genome-wide Single-Cell Analysis of 
Recombination Activity and De Novo Mutation Rates in Human Sperm. Cell 150, 402–412. 
Woyke, T., Sczyrba, A., Lee, J., Rinke, C., Tighe, D., Clingenpeel, S., Malmstrom, R., 
Stepanauskas, R., and Cheng, J.-F. (2011). Decontamination of MDA Reagents for Single 
Cell Whole Genome Amplification. PLoS ONE 6, e26161. 
Xu, X., Hou, Y., Yin, X., Bao, L., Tang, A., Song, L., Li, F., Tsang, S., Wu, K., Wu, H., et al. 
(2012). Single-Cell Exome Sequencing Reveals Single-Nucleotide Mutation Characteristics 
of a Kidney Tumor. Cell 148, 886–895. 
Yachida, S., Jones, S., Bozic, I., Antal, T., Leary, R., Fu, B., Kamiyama, M., Hruban, R.H., 
Eshleman, J.R., Nowak, M.A., et al. (2010). Distant metastasis occurs late during the genetic 
evolution of pancreatic cancer. Nature 467, 1114–1117. 
Zhang, K., Martiny, A.C., Reppas, N.B., Barry, K.W., Malek, J., Chisholm, S.W., and 
Church, G.M. (2006). Sequencing genomes from single cells by polymerase cloning. Nature 
Biotechnology 24, 680–686. 
Zhang, L., Cui, X., Schmitt, K., Hubert, R., Navidi, W., and Arnheim, N. (1992). Whole 
genome amplification from a single cell: implications for genetic analysis. Proc Natl Acad Sci 
U S A 89, 5847–5851. 
 
 
! 127!
 
 
 
Chapter 7 
 
Genome-wide Study of Meiotic Recombination in an 
Individual by Whole Genome Sequencing of Single Sperm 
Cells 
 
7.1 Summary and Background 
In Chapter 6, we introduced a whole genome amplification method that allows genome-wide 
analysis using individual cells. In this chapter, we explore a specific application of single cell 
genomics. 
 
Meiotic recombination is essential to the proper segregation of homolog chromosomes, which 
results in the exchange of genetic information through crossover events and creates diversity 
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for evolution (Coop and Przeworski, 2006). Population analysis is widely used in studying 
human recombination, but yields results that are averaged among individuals and complicated 
by natural selection. Here we perform whole genome sequencing on 99 individual sperm cells 
from an Asian male using the newly developed MALBAC method described in Chapter 6. 
This allows us to construct a phased genome of the individual and determine the crossover 
positions in each sperm with high resolution, from which we build a personal map of 
recombination. We provide crucial evidence that the decrease in recombination rates near 
transcription start sites is intrinsic to the meiosis process, rather than due to selection. 
Furthermore, we find a significant propensity of autosomal aneuploidy with decreased 
crossover activity during spermatogenesis.  
 
Meiosis plays a crucial role in sexual reproduction, in which homologue chromosomes are 
segregated to generate haploid gametes. This segregation requires establishment of physical 
connections and recombinations that result in crossovers between homologue chromosomes 
(Petronczki et al., 2003). Failure to form crossovers results in aneuploidy, which is the leading 
cause of miscarriage and birth defects (Epstein, 2007). Crossovers also create new 
combinations of alleles and contribute to genetic diversity and evolution (Jeffreys and May, 
2004). 
 
In human, Meiotic recombination has been mainly studied using population-based studies, 
such as by linkage disequilibrium (LD) of DNA markers (Ardlie et al., 2002; Myers et al., 
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2005). The principle is shown in Figure 7.1.  
 
Figure 7.1 Linkage disequilibrium of DNA markers on the genome indicates different 
recombination frequencies differences across the human genome.  
 
 
These population studies such as linkage disequilibrium (LD) and pedigree studies showed 
that the distribution of recombination is highly uneven across the human genome (Myers et 
al., 2005; Paigen and Petkov, 2010). Substantial recombination active regions are not 
conserved between humans and chimpanzees (Ptak et al., 2005; Winckler et al., 2005; Auton 
et al., 2012) and among different human populations (Kong et al., 2010; Hinch et al., 2011), 
suggesting these regions are quickly evolving and may even be individual-specific (Jeffreys 
and May, 2004).  
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This necessitates studying recombination genome-wide at the single human level, which 
could be in principle achieved by genotyping lots of offspring from the tested individual. 
However, unlike yeast and mouse, it is both unethical and infeasible to generate enough 
offspring for mapping recombinations. Another approach is to genotype individual gametes, 
but it requires a reliable whole genome amplification method for single cells. Such an effort 
will provide a deeper understanding of not only recombination and evolution, but also of the 
clinical relevance of recombination, such as in germline aneuploidy and infertility (Ferguson 
et al., 2007; Torres et al., 2008). 
 
Despite the importance, studying meiotic recombination genome-wide at the individual level 
has been very challenging. Pedigree studies are often limited by the number of offspring 
(Kong et al., 2002) and sperm-typing experiments are often loci specific (Sarbajna et al., 
2012). Whole genome amplification (WGA) of single sperm cells was proposed decades ago 
for mapping recombination (Zhang et al., 1992), and with the development of high throughput 
genotyping technologies (Lockhart and Winzeler, 2000; Metzker, 2010), whole-genome 
mapping of personal recombination events has become achievable and was recently 
demonstrated by performing WGA using Multiple displacement amplification (MDA) (Dean 
et al., 2002) on single sperm cells followed by genotyping using DNA microarray (Wang et 
al., 2012). However, due to the amplification unevenness and insufficient marker density, the 
resolution of crossover detection was limited to ~150kb on average. This study also relied on 
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prior knowledge of the somatic genome phase information, which is experimentally difficult 
to obtain and is currently available to only a few individuals (Levy et al., 2007; Peters et al., 
2012; Wang et al., 2012). 
 
In this chapter we demonstrate a more general approach to study recombination in single 
sperm cells of an individual, without assuming prior knowledge of the somatic phase 
information. The method is based on whole genome amplification and sequencing of single 
sperm cells, and is generally applicable to males from humans and other species.  
 
 
Figure 7.2 An outline of using whole genome sequencing of single sperm cells to study 
meiotic recombination of an individual. 
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An outline of the project is shown in Figure 7.2. We first amplify and sequence the whole 
genome of ~100 single sperm cells from an individual. We identify heterozygous SNPs 
(hetSNPs) from the bulk genome and their correspondent genotype from each single sperm, 
which allows us to build a phased-resolved human genome. We then identify the positions of 
crossovers and perform statistical analyses with the position information.  
 
7.2  Whole Genome Amplification and Sequencing of Individual Sperm 
Cells 
Experimentally, we first isolated single sperm cells from a normal Asian male donor at his 
late 40s. The donor has healthy offspring of both genders and normal clinical semen analysis 
result. The sperms were diluted to ~ 1/mm^2 using PBS+1%BSA on a petri-dish before 
mouth pipetting to isolate each single sperm into a reaction tube. The sperms were washed 
twice by PBS+1%BSA before lysed 3 hours in the Lysis Buffer as described previously in 
Chapter 6. We performed WGA on single cells using the recently developed method Multiple 
Annealing and Looping Based Amplification Cycles (MALBAC) described in Chapter 6. 
MALBAC provides significantly improved amplification evenness compared with the 
prevailing WGA methods, such as multiple displacement amplification (MDA) (Dean et al., 
2002; Jiang et al., 2005; Lasken, 2007).  
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We generated ~2 micrograms of DNA for whole genome high throughput sequencing using 
an Illumina HiSeq 2000 sequencing platform. We sequenced 93 cells at ~1x depth and 6 cells 
at ~5x and achieved genome coverages of ~23% and ~43% respectively. 3 out of the 99 
sperm samples were found to contain more than one haploid cell and were filtered out in 
downstream analysis (Figure 7.3). The average mapping rate of sequencing reads from single 
sperm is ~89%, which is close to that of a typical human resequencing project. This indicates 
the lack of spurious sequences from MALBAC amplification. 
 
 
 
Figure 7.3: An example of the cells containing more than one haploid cell. There are multiple 
big genome fragments containing haplotypes that are contributed by both parents, indicating 
the analyzed sample contains more than a haploid genome. The 3 cells in this category are 
filter out to ensure accuracy in the following analyses.  
 
 
! 134!
We further sequenced the diploid genome of the donor at ~70x depth for obtaining a high 
quality personal genome. DNA molecules were extracted from freshly drawn blood using 
QIAGEN blood DNA extraction kit. About 10 microgram of DNA was extracted from the 
blood sample from the donor and his parents, which is then used for preparing sequencing 
libraries using standard Illumina protocol and were sequenced on an Illumina HiSeq 2000 
sequencing platform.  
 
We identified ~2.8 million single nucleotide polymorphisms (SNPs), ~1.4 million being 
heterozygous (hetSNPs). We then checked the genotype of each sperm on these sites. Among 
the hetSNP sites, ~500k (35%) and ~300k (20%) could be genotyped with Q20 threshold 
(error rate <1%) for the high coverage (5x) and low coverage (1x) sperm cells, respectively. 
 
7.3 Whole Genome Haplotyping by Sequencing Individual Sperm  
Phase information is crucial for the correct description and interpretation of the human 
genome (Bansal et al., 2011; Tewhey et al., 2011) and is essential for mapping crossovers. We 
phased the hetSNPs into chromosome-level haplotypes by comparing the SNP linkage 
information across all sperm cells (Figure 7.4).  
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Figure 7.4: Principle of whole genome phasing of an individual using the SNP linkage 
information from individual sperm cells. We sequenced the diploid genome and identified 
five heterozygous SNPs with unknown linkage information shown in purple. Individual sperm 
cells were sequenced after MALBAC amplification, from which SNP linkage information in 
each sperm was used to infer the phase information in the diploid genome. 
 
In brief, crossovers (such as the A-C link in SP5) and false SNP identification (such as the 
highlighted T in SP4) are low probability events, therefore most SNP linkage information 
identified in a sperm reflects the true SNP linkage in the somatic genome. These SNP 
linkages were calculated statistically by comparing across all sperm cells.  
 
We developed a two-stage method to phase the diploid heterozygous SNPs (hetSNP) into 
chromosome-level haplotypes. First, we used a small subset (~10%) of the hetSNPs that are 
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covered by more than 40 sperm SNPs (quality >= Q20) to generate a framework of the 
haplotypes. The number of links for each of the 4 combinations was counted between all 
neighboring hetSNP sites. For example, if the genotype of one hetSNP is “CT”, and the 
genotype of its neighboring hetSNP is “AG”, then in one sperm, there would exists one of the 
“C-A” “C-G” “T-A” “T-G” links, in which two are true links and two others are false links. 
Assuming the rates of false SNP calling and recombination are low, the true links will appear 
much more frequently than the false links, which is the foundation of our method to infer the 
haplotype with sperms. We required at least 10 true links (the major type of links) for a 
neighboring hetSNP pair, and the number of false links (the minor type of links) must be less 
than 1/5 of the true links. The hetSNPs satisfying these criteria were phased into one of the 
two haplotypes. At the second stage, we attempted to fill in the other hetSNPs into the 
haplotype framework. For the sequencing reads covered a hetSNP site, we inspected five of 
the phased hetSNP sites (from the first stage) upstream and downstream. A hetSNP site can 
be phased if more than 80% of the inspected SNPs belong to the same haplotype. In addition, 
we require at least 2 sperms cover a hetSNP site, and there is no significant conflict in the 
result from different sperm cells (major# > 3x minor#).  
 
By doing this, we phased ~1.1M (~82%) hetSNPs with high confidence into two sets of 
chromosome haplotypes. To verify the accuracy of phasing somatic genome using SNP 
linkage information in sperm, we lightly sequenced the genomes from the donor’s parents 
(~10x each) and inferred the SNPs from the parents with Q20 threshold. We took an 
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independent approach to phase the hetSNPs by comparing the genotypes of the donor and his 
parents. For example, if the genotype of a hetSNP site is C/T from the donor, then one of the 
parents must have contributed a “C”, and the other parent must have contributed a “T”. 
Except for the case of both parents being C/T, the hetSNP site can be phased into either 
paternal or maternal origin.  
 
We obtained ~99.5% consistency of the two methods, indicating the high accuracy of our 
approach in phasing hetSNPs into chromosome-level haplotypes. We note that the percentage 
of phased hetSNPs can be further improved with higher sequencing depths from each sperm 
(currently only ~1x). 
 
Several methods for haplotyping individual humans have been reported (Suk et al., 2011; 
Kitzman et al., 2012; Peters et al., 2012), However these methods often involve labor-
intensive sample preparations such as cloning and have limited haplotype block size (<1Mb).  
Our method enables whole genome phasing into haplotypes of a complete chromosome, 
without requiring cell culture and sophisticated instrumentation or devices for separating 
metaphase chromosomes (Ma et al., 2010; Fan et al., 2011; Yang et al., 2011). 
 
7.4 Crossover Distribution in Each Sperm  
With the diploid genome phased into haplotypes of single chromosomes, we mapped the 
crossover positions of each sperm by identifying the SNP linkages crossing the border of the 
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two haplotypes. We used a hidden Markov model to accurately determine the positions for 
most crossovers and manually identified the crossovers for the remaining low confidence 
regions, and here we show an example of the identified crossovers from a sperm in Figure 7.5.  
 
 
Figure 7.5: Identifying crossover positions in individual sperm cells. Parental haplotype 
contributions are determined by comparing the percentage of reads covering the paternal or 
maternal SNPs, and crossover positions are detected by identifying the crossing locations of 
the two parental haplotypes by a hidden Markov model. 
 
 
We identified 2368 autosomal crossover events in the sperm cells that had a complete haploid 
genome. The average of ~26.0 crossovers per cell is consistent with the reported pedigree 
studies (Kong et al., 2002; Coop et al., 2008). With the improved amplification evenness of 
MALBAC, we achieved high resolution in detecting crossovers with only ~1x sequencing 
depth from each sperm, as is shown in Figure 7.6. About 93%, 80% and 45% of the 
crossovers can be confidently determined to intervals of 200 kb, 100 kb, and 30kb, 
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respectively, compared to 59%, 37% and 13% from the recently reported single sperm study 
(Wang et al., 2012). This resolution is also significantly better than some pedigree studies 
(Kong et al., 2002; Myers et al., 2005). Of the crossovers resolvable within a 10kb interval, 
~40% of the crossovers are found to overlap with the male-specific recombination hotspots 
inferred from the deCODE project (Kong et al., 2010). About 45% of the crossovers are close 
to the PRDM9 binding motif CCnCCnTnnCCnC (Berg et al., 2010; Parvanov et al., 2010), 
which is consistent with the previous studies in the population (Coop et al., 2008; Baudat et 
al., 2010; Kong et al., 2010). 
 
 
Figure 7.6: Resolution of crossover determination. Here shows the number and the cumulative 
fraction of the crossovers that can be resolved into a certain size of interval. ~60% of the 
crossovers can be determined within intervals of 50kb. 
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The high resolution of crossover detection in sperm cells allows detailed inspection of local 
recombination features with negligible selection effect. It is known that recombination rates 
correlate positively with gene density both in yeast and human (Petes, 2001; Coop et al., 
2008) . However, at a finer scale, recombination rates are observed to be actually lower close 
to genes and higher tens or hundreds of kilobase away from the transcription start sites (TSS) 
in the population (Myers et al., 2005; Coop et al., 2008; Kong et al., 2010). However, it is not 
clear whether this distinct feature is general to all human beings and really reflects the 
recombination variation during meiosis or is mainly an effect of selection.  With the ability to 
precisely identify crossovers in single sperm cells, we derived the recombination rate relative 
to the TSS of the individual directly without selection effect. We included only the crossovers 
resolvable within 30kb for the analysis.  
 
As shown in Figure 7.7, we compared the results from our sperm data and from a previous 
population study (Coop et al., 2008). The recalculated the male-specific recombination 
distribution in the previous study (Coop et al., 2008). 
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Figure 7.7: Distribution of recombination rate relative to transcription start sites (TSS). 
Recombination rates are recalculated from (Coop et al., 2008) on male individuals only (top 
panel). We compare this to the recombination rates derived from the sperm data (bottom 
panel). 
 
 
 
 We observed lower recombination rate close to the TSS and higher rate tens of kilobase away 
from the TSS, which is consistent with the previous population studies (Myers et al., 2005; 
Coop et al., 2008; Kong et al., 2010), indicating the lower recombination rate close to TSS is 
primarily due to the variation of recombination probability during meiosis rather than 
selection on variations of offspring viability.  
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7.5 Genome-wide Distribution of Recombination   
Recombination events are known to have a non-uniform distribution across the genome by 
previous population studies (Petes, 2001; Paigen and Petkov, 2010). By binning the crossover 
incidence into units of three megabases in autosomes, we constructed a personal genetic map 
of recombination, and we compared it to a population-based sex-averaged map (HapMap) 
(Myers et al., 2005) and a pedigree-based male-specific map (deCODE) (Kong et al., 2010) 
(Figure 7.8).  
 
 
Figure 7.8: Genome-wide distribution of recombination (A) Comparison of the sperm 
recombination rates to the HapMap and deCODE (male-specific) genetic maps across the 
human genome. We used a 3Mb statistical window size and a 1Mb moving step. 
 
 
We obtained correlation coefficients of 0.71 and 0.77 of the sperm derived recombination 
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rates with HapMap and DeCODE respectively. We also plot out the cumulative distribution of 
recombinations along a chromosome (Figure 7.9). The map derived from HapMap shows 
significant deviation from the other two because female has significantly higher 
recombination rate than male in general, and the rate of recombination inferred from HapMap 
is sex-averaged.  
 
 
Figure 7.9: A personal genetic map of recombination. Relations of physical and genetic length 
of selected chromosomes 
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In some of the 3Mb statistical bins, we observed a significant difference between HapMap 
and the donor (Table 7.1). They can be explained by sex-specific recombination variations 
(Kong et al., 2010). 
 
 
 
Chr 
ID 
Start End Crosso
ver 
events 
Sperm 
recombination 
rate 
HapMap 
recombination 
rate 
P-value 
Chr1
2 
3,000,00
1 
6,000,00
0 
26 28.57% 8.57% 6.3x10-6 
Chr1
9 
54,000,0
01 
57,000,0
00 
23 25.27% 11.47% 6.9x10-2 
 
Table 7.1: 3Mb bins that showed significant difference in recombination rate between 
population (HapMap) and the donor (inferred by crossovers in sperm). These differences can 
be explained as sex-specific recombination active regions. The P-values were corrected for 
multiple testing (~1000 tests). 
 
 
A previous study reported crossover active regions that are specific to an individual exist at a 
megabase scale (Wang et al., 2012). Such finding, if true, would imply extraordinary rapid 
evolution of human recombination across the genome, even at a large megabase scale. Indeed, 
we also found 9 bins showing significant differences between the donor and deCODE (Table 
7.2).  
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Chr 
ID 
Start End Crosso
ver 
events 
Sperm 
recombination 
rate 
deCODE 
recombination 
rate 
P-value 
Chr3 195,000,
001 
198,000,
000 
5 5.49% 0.33% 6.8x10-4 
Chr9 138,000,
001 
141,000,
000 
11 12.09% 3.05% 2.1x10-2 
Chr1
1 
132,000,
001 
135,000,
000 
9 9.89% 0.98% 2.6x10-5 
Chr1
4 
21,000,0
01 
24,000,0
00 
9 9.89% 2.12% 2.5x10-2 
Chr1
4 
63,000,0
01 
66,000,0
00 
7 7.69% 1.26% 2.2x10-2 
Chr2
0 
57,000,0
01 
60,000,0
00 
12 13.19% 0.05% 1.6x10-12 
Chr2
0 
60,000,0
01 
63,000,0
00 
9 9.89% 0% 0 
Chr2
1 
45,000,0
01 
48,000,0
00 
9 9.89% 0.61% 2.8x10-7 
Chr2
1 
48,000,0
01 
51,000,0
00 
12 13.19% 1.90% 2.1x10-5 
 
Table 7.2: 3Mb bins that showed significant difference in recombination rate between 
population (deCODE male specific) and the donor (inferred by crossovers in sperm). The first 
and last 3MB was removed from the comparison for poor marker density in deCODE. The P-
values were corrected for multiple testing (~1000 tests). We note that most of these regions 
are at the ends or close to the centromere region in which the accuracy for inferring 
crossovers is low in deCODE. Therefore, we tend not to interpret them as being personal 
recombination active regions. 
 
 
 
However, we note that most of these regions are very close to the centromere or the ends of 
the chromosomes, where the estimation of the recombination rates was considered not reliable 
and excluded in deCODE (Kong et al., 2010). Therefore, we suspect these differences mainly 
reflect the incompleteness of the deCODE database. Our results suggest the distribution of 
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recombination in the individual generally agrees with the population average at a megabase 
scale, which indicates a general consistency of large-scale recombination distribution in 
human evolution. 
 
Although we did not see large-scale variations between the individual and the population. We 
cannot exclude the possibility that small-scale variations (such as in several kilobases) exist 
between different individuals. To see variations at smaller scale requires sequencing more 
sperm from the individual. With the rapid development of sequencing technologies, such 
effort is becoming feasible financially in the near future, and more sperm can be analyzed 
from different individuals to look into fine-scale recombination variations in a population, or 
in different pathological states. We estimated the number of sperm required for seeing these 
differences with statistical significance in Figure 7.10. 
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Figure 7.10: Estimations of the number of sperm required for detecting the differences on 
recombination rates, between an individual and the population average if such differences 
exist. For example, if the recombination rate of deCODE is 0.1cM/Mb in a 1Mb window, the 
recombination rate of the individual will need to be ~0.9cM/Mb in order to be detected from 
1000 sperms with statistical significance (P=0.05, corrected for multiple testing).  
 
 
7.6 Pseudoautosomal Region and Crossover Interference   
Obtaining the genome sequence of each sperm also allows us to examine the crossover events 
in the pseudoautosomal region (PAR) of the sex chromosomes (Figure 7.11). Human PAR 
contains ~3 megabases of homologous sequences that are located in both ends of the sex 
chromosomes PAR is essential in establishing crossover of the sex chromosomes in males, 
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due to the requirement of sequence similarity for homologue recombination (Flaquer et al., 
2008; Otto et al., 2011).  
 
 
 
Figure 7.11: Crossover identified in the Pseudoautosomal Region (PAR) of each sperm 
 
 
 
PAR contains limited microarray markers and a high percentage of repetitive sequences and 
was therefore excluded in previous pedigree and single sperm studies. By identifying the 
parental contribution of the hetSNPs in the uniquely mappable regions, we determined the 
crossover positions in PAR for each sperm. We detected on average ~0.6 crossovers per 
sperm. Interestingly, we did not see any two crossovers coexist on the same sperm, indicating 
a crossover tends to avoid the occurrence of another crossover in proximity, which is 
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consistent with the phenomenon known as crossover interference (Broman and Weber, 2000; 
Kleckner et al., 2004). Such an effect is also reflected in our observation on autosomes that 
crossovers tend to be separated by longer distance than would have been expected by random 
chance shown in Figure 7.12.  
 
 
Figure 7.12: Distribution of the distance of coexisted crossover events on a chromosome. The 
histogram is fitted with gamma distribution and we obtain coefficient α~3.35. The significant 
deviation from random distribution indicates a crossover event tend to avoid other crossover 
events from happening in its proximity. In comparison, we generated random crossovers 
based on physical and genetic distances. 
Distance between two neighboring crossovers (Mbp)
0 50 100 150 200
0
0.
5
1
1.
5
2
De
ns
ity
 (1
×
10
−8
)
Real data,α = 3.353476
Random data based on physical distance
Random data based on genetic distance
! 150!
 
 
In humans, crossovers (CO) exhibit positive interference along chromosomes, resulting in 
more evenly spaced distribution than would be expected from random distribution (Broman 
and Weber, 2000; Kotwaliwale, 2012). Whole genome mapping of the CO sites from multiple 
sperm cells allows direct genome-wide study of the CO interference effect (Figure 7.12). Out 
of the 2420 CO events we identified, 819 pairs coexist on the same chromosome. We plotted 
the number of events with the physical distances between two COs and fitted with a gamma 
distribution. We observed a substantial deviation from the random distribution (α=3.35, 
random distribution α=1), indicating a CO tends to avoid the occurrence of another CO in 
proximity. We further compare the gamma distribution coefficient α of different 
chromosomes (Figure 7.13).  
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Figure 7.13: Comparison of the crossover interference effects on different chromosomes, the 
α value shows negative correlation with the size of the chromosome.  
 
 
α shows the deviation from random distribution and can be used as a quantitative 
measurement of the strength of CO interference. We notice an anti-correlation of α with 
chromosome size, indicating a stronger CO interference effect with the shorter chromosomes, 
which is consistent with a previous report using fluorescence labeling (Lian et al., 2008). We 
further inspected the crossover events coexisted across the centromere, and we confirm that 
the interference of crossovers exist across the centromere.  
 
 
 
 
 
! 152!
 
 
Crossover interference: 
           crossing the centromere:                           not crossing the centromere:             
 
 
Figure 7.14: Crossover interference through centromere. Here we should the gamma 
distribution fit for Crossover pairs that are separated by centromere compared with those that 
are not separated by centromere. Significant deviation from random distribution were 
observed in both cases, indicating Crossover interference exists through centromere. 
 
 
A previous study reported that substantial double crossovers occurring close together (e.g. 1-5 
Mb) (Fledel-Alon et al., 2009). Although we have much higher resolution, we did not see 
either on autosomes or sex chromosomes, suggesting such phenomenon is likely not general 
and may only exist in certain populations. 
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7.7 Chromosome Segregation Error and Crossover 
Failure of forming crossovers during meiosis gives rise to chromosome segregation errors that 
result in aneuploidy. Autosomal aneuploidy is often lethal to embryos, with the exception of a 
few chromosomes that result in severe health consequences early in development (i.e. 
Trisomy 21, Down Syndrome) (Gardiner et al., 2000). Reduced recombination activity is 
often found to associate with male infertility and sperm aneuploidy in pathological conditions 
(Ferguson et al., 2007). However, it is not clear whether in the sperm cells from males with 
normal fertility, chromosome aneuploidy is associated with reduced recombination activity. 
Whole genome sequencing allows simultaneously detecting chromosome aneuploidy with 
recombination positions. By comparing the coverage depth and SNPs along the genome of the 
sperm cells, we detected four cells either missing or having additional autosomes (Figure 
7.15).  
! 154!
S30: Missing a large terminal fragment in chr8 
 
 
S39: Missing chr 19 
 
 
 
Figure 7.15  Sperm cells that show aneuploidy in autosomes. The four samples show very 
distinct pattern where only one or two chromosomes are abnormal while all other 
chromosomes have high purity of parental haplotype contributions.  
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S41: Missing chr14 and chr16 
 
 
 
S65: Having an additional chr6: 
 
 
 
Figure 7.15 (continue): Sperm cells that show aneuploidy in autosomes. 
 
 
The rate of chromosome mis-segregation in the sperm cells is consistent with the reported 
imaging studies on selected loci of human spermatocytes (Spriggs et al., 1995; Downie et al., 
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1997). We then compared the crossover number of the aneuploid sperm cells to the normal 
group, the result is shown in Figure 7.16. 
 
 
Figure 7.16. Detecting aneuploidy and crossover in the same sperm. Distribution of the 
autosomal crossover number of the normal cells. Blue arrows indicate the number of 
crossover in sperm cells with autosomal aneuploidy.  
 
Interestingly, sperm cells with aneuploid autosomes exhibit significantly fewer crossovers 
than normal cells on average (p=0.01). Our result suggests that autosomal segregation error is 
not generated randomly during spermatogenesis. Instead, the error rate is higher in the 
spermatocytes with relatively repressed crossover activity. However, such a trend does not 
seem to be significant for sex chromosome aneuploidy, as we observed a sperm with 30 
autosomal crossovers but no sex chromosome. Indeed, the crossover probability in the PAR 
! 157!
region of the sex chromosomes has no noticeable correlation with that of the autosomes 
(Table 7.3), suggesting a different mechanism of crossover generation for autosomes and sex 
chromosomes, which is consistent with an earlier study in mice (Kauppi et al., 2011).  
 
Sper
m ID 
Autoso
me 
PA
R 
Sper
m ID 
Autoso
me 
PA
R 
Sper
m ID 
Autoso
me 
PA
R 
Sper
m ID 
Autoso
me 
PA
R 
S01 34 1 S24 21 0 S51 22 0 S77 25 0 
S02 24 1 S25 21 1 S52 31 1 S78 23 1 
S03 20 1 S26 26 0 S53 31 0 S79 35 0 
S04 24 1 S28 23 0 S54 28 1 S80 24 1 
S05 25 1 S29 24 0 S55 22 0 S81 19 1 
S06 25 1 S31 34 1 S56 26 1 S82 23 1 
S07 21 1 S32 30 1 S58 28 0 S83 21 1 
S08 22 1 S33 20 0 S59 27 0 S84 30 1 
S09 29 0 S34 28 0 S60 17 0 S85 32 0 
S10 31 0 S35 23 1 S61 23 1 S86 25 0 
S11 25 0 S36 25 0 S62 28 1 S88 33 1 
S12 32 0 S37 21 1 S63 25 1 S89 28 0 
S13 28 1 S38 29 0 S64 30 1 S90 29 1 
S14 30 1 S40 28 1 S66 30 1 S91 23 1 
S15 20 1 S42 35 0 S67 23 1 S92 31 1 
S16 24 1 S43 28 1 S69 19 0 S93 31 1 
S17 22 0 S44 24 1 S70 27 1 S94 29 0 
S18 21 0 S45 26 0 S71 31 1 S95 20 1 
S19 26 0 S46 29 0 S72 25 0 S96 22 1 
S20 32 1 S47 26 1 S73 20 0 S97 28 0 
S21 31 1 S48 19 0 S74 35 1 S98 30 1 
S22 25 0 S49 26 1 S75 30 1 S99 18 1 
S23 24 0 S50 30 0 S76 20 0    
 
 
Table 7.3:  Crossover numbers called in each sperm. The average autosomal crossover 
number for sperm cells with crossover in PAR is 26.2, compared to 26.0 for all sperm cells. 
The difference is not statistically significant, indicating there is no noticeable correlation of 
crossover frequency between autosomes and sex chromosomes. 
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In summary, our approach of whole genome amplifying and sequencing single sperm cells 
from an individual enables direct examination of simultaneous chromosome segregation error 
together with crossovers in single sperm cells, in a whole genome, non-invasive and label-free 
manner.  
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Chapter 8 
 
Digital Whole Genome Amplification 
 
8.1 Motivations and Summary 
With the rapid development of next-generation sequencing techniques (Shendure and Ji, 
2008; Metzker, 2010), genetic analysis has been routinely done genome-wide with single 
nucleotide resolution (Dewey et al., 2012). However, several challenges remained. First, when 
the analyzed samples are heterogeneous in their genetic content, especially when the 
frequency of the genetic variants is low, it is difficult to distinguish these variants in the 
background of sequencing and mapping artifacts (Devonec et al., 1990; Bhatia et al., 2012). 
Second, when the sample is very rare, such as in certain forensic and archeological 
applications (Thomas, 1993; Hanson and Ballantyne, 2005), as well as medical applications 
such as monitoring circulating tumor cells (Cristofanilli et al., 2004; Paterlini-Brechot and 
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Benali, 2007) and performing preimplantation screening (Mastenbroek et al., 2007; Harper et 
al., 2008), it is often difficult to obtain enough genetic materials for a comprehensive analysis 
of the whole genome.  
 
To account for these challenges in whole genome analysis, single cell genome amplification 
methods were developed (Dean et al., 2002; Lao et al., 2008) and were demonstrated in 
analyzing tumor (Navin et al., 2011), sperm (Wang et al., 2012) and microbes (Yoon et al., 
2011) etc. In Chapter 6, we introduced a method MALBAC with significantly improved 
amplification evenness, which allowed us to analyzed copy number variations (CNVs) and 
single nucleotide variations (SNVs) of single cells. The problem is, however, significant 
amplification bias and randomness still exist compared to the bulk samples that are not 
amplified, which makes it difficult for copy number variation analyses when the variant size 
is small (e.g. several kilobases). The amplification error generated in the first several cycles 
sometimes renders results that are not distinguishable with true variants. 
 
Another challenge in single cell genomics as well as genetic analysis in general is the genome 
phase problem. The genome of a typical somatic human cell is diploid, which means there are 
two copies of very similar chromosome sequences each inherited from one of the parents 
(Alberts et al., 2007). It is therefore challenging to separate these two chromosomes in genetic 
analysis when using large amount of starting materials. There are several methods in the 
literature now on phasing individual genomes, however, they often required time-consuming 
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sample preparations such as cloning (Zhang et al., 2006; Levy et al., 2007; Kitzman et al., 
2011; Suk et al., 2011), or complex instrumentation or devices to separate individual 
chromosomes in samples that are active in mitosis (Ma et al., 2010; Fan et al., 2011; Yang et 
al., 2011). It is therefore not very likely these methods are scalable and can be a general tool 
for whole genome analysis in general.  
 
In this Chapter, we attempt to solve the problems mentioned above by performing digital 
whole genome amplification. By doing some preliminary experiments and with the 
preliminary data we have got from the sequencing runs, I hope to convey a message that this 
method could potentially change the way single cell genome is analyzed. Being totally 
independent of the amplification bias and unevenness, digital whole genome amplification 
(dWGA) can potentially reveals genome instabilities such as copy number variations at a 
much smaller scale. dWGA also enables whole genome phasing with minimal instrumentation 
requirement, which can be in principle done even in your kitchen. 
 
8.2  The Genome Phase: an Introduction 
One central goal of modern human genetics is to characterize the genetic variations of 
individuals, and to study their relations with various human phenotypes (Morley et al., 2004; 
Consortium, 2010). Human gene structure is complex, often contains multiple coding and 
regulatory regions, and whether the genetic variations are associated on the same chromosome 
(in cis), or on opposite homolog chromosomes (in trans) have different phenotypic 
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consequences. One example is the well-established phenomenon of cis and trans compound 
heterzygosity (Van Driest et al., 2004; Ingles et al., 2005), where the two heterozygous non-
synonymous mutations in a certain gene can result in either one normal version (as in cis) or 
no normal version (as in trans) of the gene, as is shown in Figure 8.1.  
 
 
Figure 8.1: The importance of the phase information in the correct interpretation of human 
genome. The phase information is often loss in bulk genome analysis. Here we list two 
different scenarios in which the phenotypic consequences are completely different, but they 
are often indistinguishable in sequencing the bulk genome. 
 
 
 
Such phenomenon is further complicated by the complex structure of human genes. The 
length of the functional unit of a human gene ranges from ~10kb to ~1Mb. These units often 
contain multiple exon fragments, variable promoter sequences and enhancer/insulators 
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(Watson et al., 2007; Krebs et al., 2009). The human genome has about one single nucleotide 
variant per one kilobase (Altshuler et al., 2010; Consortium, 2010), which corresponds to 
about 10 to 1000 variants per functional unit. These variants as a whole determine the 
function of the gene (Montgomery et al., 2010; Pickrell et al., 2010). Allele-specific 
expression has been found common in human genes and related to diseases such as cancer and 
neurological disorders (Chen et al., 2008; Palacios et al., 2009; Chamberlain and Lalande, 
2010), and recent studies have shown that cis-acting sequence variations significantly 
influences methylation patterns and gene expression (McDaniell et al., 2010; Zhang et al., 
2010). A complete understanding of these phenomena and their consequences in human 
variations and diseases cannot be obtained without resolving the combination of alleles at 
different loci on the same chromosome, that is, the haplotypes (Consortium, 2005; Frazer et 
al., 2007). Without the haplotype information, the description of individual human genome is 
incomplete and the interpretation is error-prone. 
 
Population-level haplotype information can be inferred from pedigree studies and linkage 
disequilibrium data (Ardlie et al., 2002; Roach et al., 2010). However, these population based 
studies often fail to predict the haplotype structure of rare, individual variants or regions with 
high recombination rate. Determination of the haploid structure of an individual at a whole 
genome scale is challenging and currently lacking cost-effective approaches. Mate-pair 
Sanger sequencing was first used for phasing an individual’s whole genome (Levy et al., 
2007), but it is too costly and labor-intensive. Fosmid pool-based genome sequencing was 
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demonstrated in whole genome haplotyping (Kitzman et al., 2011; Suk et al., 2011), but is 
limited by the time-consuming and costly cloning steps and requires large amount of input 
materials. Haplotype analysis has also been demonstrated by physically separating single 
human chromosomes before amplification and genotyping (Ma et al., 2010; Fan et al., 2011; 
Yang et al., 2011). However, besides the extra instrumentation complexity and being time 
consuming, these methods require cells in metaphase, and are therefore not suitable for 
specimens that are either not active in mitosis or not culturable in labs, such as frozen human 
tissues. We note that a recent report described a method to perform haplotyping by diluting 
DNA fragments before whole genome amplifying and sequencing each fragment (Peters et 
al., 2012). However, this study required ~10-20 cells with high sequencing depth (~100x in 
total). 
 
8.3 Genome Phasing by Digital Whole Genome Amplification (dWGA) 
Here we report a method named digital Whole Genome Amplification (dWGA) for whole 
genome sequencing single somatic human cells with resolved haploid structure. dWGA uses 
minimal input material (1-3 single cells), does not require live cells, cell culturing and 
complicated instruments and devices for separating chromosomes, and does not significantly 
increase the cost for whole genome sequencing. We also note that performing single cell 
analysis by dWGA can in principle reveal cell-to-cell variations with haploid resolution in 
genetically heterogeneous specimens, such as in cancer (Bhatia et al., 2012). 
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Here we describe the procedure of dWGA. We obtained isolated single cells by several 
different methods for different samples. For the blood sample from an anomalous individual, 
we first lysed the cellular membrane by mild detergent treatment. After the treatment, only the 
nuclei of the nucleated cells are visible under the microscope. We then used mouth pipetting 
to isolate each single nucleus into a separate reaction well. For culture cells such as a cancer 
cell line SW480 and a human B-lymphoblast cell line GM12878, we stained the DNA with a 
living cell stain Vybrant Ruby and used a flow cytometer to select for the diploid population.  
 
The isolated single cells were then lysed with protease treatment and were separated into 
multiple reaction wells simply by pipetting, as is shown in Figure 8.2. The DNA molecules 
(~150 kb after lysis) from each well were separately amplified by a recently developed whole 
genome amplification method MALBAC (Multiple Annealing and Looping Based 
Amplification Cycles) (Chapter 6) and were sequenced with barcodes on a Illumina HiSeq 
2000 platform. Then we mapped the sequences from different reaction wells separately to the 
human reference genome (Figure 8.2).  
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Figure 8.2: The procedure of dWGA using MALBAC amplification. The DNA molecules 
from single cells are individually barcoded, sequenced and mapped onto the human genome. 
Shown here in colors (blue and red), are the homologue chromosome fragments that are 
separated into different reaction wells, they represent different haplotype contribution of the 
paternal and maternal heritages.  
 
 
 
By dividing single cell genome into multiple portions before DNA amplification, the two 
homologous DNA molecules are statistically separated. The chance of the homologous DNA 
molecules not separated into different wells is 1/N, with N being the number of wells used in 
the experiment. Therefore, genetic features identified (such as single nucleotide variants 
(SNVs) and small insertions and deletions (indels)) within each ‘amplification blocks’ are 
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homozygous and are linked on the same chromosome. 
 
He we show the preliminary sequencing result in Figure 8.3. After sequencing and mapping 
the DNA molecules from the blood samples from an individual, we obtained sequencing reads 
covering four heterozygous SNVs G/C, A/C, A/G, T/C, but we do not know which 4 SNVs 
are associated on the same chromosome. From sequencing the ‘single fragment amplified’ 
genomes in two reaction wells and identify the SNVs in each well, we can safely infer that the 
four SNVs CCAT are associated and GAGC are associated on the opposite chromosome.  
 
Figure 8.3: An example showing the principle of using dWGA to phase the SNPs identified in 
bulk genome sequencing.  
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By doing this, we obtained haplotype blocks of ~100kb. For getting longer haplotype blocks, 
we ‘stitched’ the amplification blocks into much longer haplotype blocks (~1Mb) by 
comparing other reaction wells from the same cell, as is shown in Figure 8.4, the experimental 
data is shown in Figure 8.5. 
 
 
 
Figure 8.4: The procedure of comparing all reaction wells from a single cell to reconstitute a 
much larger haplotype block  
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Figure 8.5: The experimental data showing how small fragments can be ‘stitched’ together to 
form much bigger fragments by sequencing a single cell.   
 
 The Haplotype block size can be further increased by comparing the resolved haplotypes 
between different cells, as in shown in Figure 8.6. 
 
 
Figure 8.6: By comparing the resolved haplotype blocks from about 3-4 cells, the haplotype 
blocks can be further extended to several megabases.  
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To verify the phasing results by dWGA on single cells, we lightly sequenced the genome 
from the parents of the anonymous donor (Figure 8.7). Genome phase information can be 
inferred using the family trio information and we confirmed they are consistent with the result 
we obtained from dWGA.  
 
We note that the sample preparation before sequencing for dWGA can be completely in <3 
days by a single technician at a cost of ~$500, which is significantly lower than the cost of 
whole genome sequencing. The procedure also does not require any complicated devices or 
instrumentation, which can be done in principle anywhere in the world.  
 
 
Figure 8.7: Phasing using the family trio information, the results compare well with phasing 
using dWGA. 
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8.4  Digital Counting of Copy Number Variations (CNVs) by dWGA 
Now we explore another aspect of dWGA. As we discussed in Chapter 6, when the sample for 
genome analysis is heterogeneous or rare, single cell genome amplification and sequencing is 
necessary to comprehensively analyze the genome. However, even with the improved method 
MALBAC, there are still substantial amplification variations compared with an unamplified 
sample, which may complicate the analysis such as CNV profiling. This is less of a problem if 
the CNV spans a big genome fragment (several megabases to a whole chromosome), because 
the sequencing reads can be binned into huge statistic window at the price of sacrificing 
resolution. However, most newly generated CNVs are small (Hussein et al., 2011) and may be 
masked by the amplification noise from single cell WGA. 
 
Being independent of the amplification noise, dWGA counts the absolute number of the 
genome fragments. Assume we dilute the single cell genome into N number of reaction wells, 
assuming N is large, then a three-copy region should shows sequencing reads in three of the 
reaction wells. Although the three copies may be amplified differently due to amplification 
noise, it does not affect counting digitally the number of copies (Figure 8.8).  
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Figure 8.8: A three-copy region of the genome reflected by the fact that sequencing reads are 
mapped to such region in three reaction wells. 
 
As a summary, dWGA separates homologous chromosome and enables a comprehensive 
analysis of single cell genome with resolved haplotype structure. dWGA also bypasses 
problem of unevenness amplification in single cell genome analysis, enabling high-resolution 
CNV analysis in a single cell.  
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Chapter 9 
 
Single Cell Transcriptome and Genome Accessibility 
Studies  
 
9.1 Motivations  
Most organisms originate from a single cell. However, instead of simply replicating itself, the 
single cell develops into a complex organism that often consists of different cell types (Keller 
et al., 2008; Gilbert, 2010). It is the interactions of these descendent cells that provide normal 
function for the organism. There are thousands of different cell types in a single human being. 
They have very different appearances and functions, but they all come from a single cell and 
have the same (or very similar) genome. To study how identical genome generates functional 
differences between cells requires pushing single cell techniques beyond genome analysis 
tan(Tang et al., 2009). In this chapter, we introduce our recent efforts in transcriptome 
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profiling of single cells. We further ask why different cells have different transcriptome and 
how they are regulated, and these questions prompted us to further study the genome 
accessibility (Bell et al., 2011), at the single cell level. The work described here are ongoing 
projects; we are in the process of performing sequencing and data analysis. Here we present 
preliminary data as a proof-of-principle demonstration of our efforts on studies of 
transcriptome and genome accessibility of single cells.   
 
9.2 Genome Instability and Consequences 
Our effort in studying single cell transcriptome started when we observed that the single 
cancer cells we have studied often exhibit different genome with other cancer cells (Yachida 
et al., 2010; Navin et al., 2011)(Chapter 6). Actually, genome instability is not a specific 
problem to cancer. It has been reported in almost every different cell types, such as in 
embryonic stem cells (Lefort et al., 2008, 2009), neurons (Rehen et al., 2005; Yurov et al., 
2007), gamete cells (Downie et al., 1997; Wang et al., 2012). It was found that identical twins 
and different tissues (Hall, 1988; Youssoufian and Pyeritz, 2002) often have copy number 
variations in certain parts of their genomes, indicating that genome instability does exist very 
early in development.  
 
One key question, however, is whether these genome changes really have functional 
consequences, and if so, how does the genome instability shape the transcriptome or the 
proteome of different cells (Williams et al., 2008; Habermann et al., 2011). It was known that 
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tumor originates from one or few cells with a set of key mutations that disrupt the normal 
cellular function (Hanahan and Weinberg, 2011). However, associated with these ‘driver’ 
mutations, there are other ‘passenger’ mutations with insignificant functions, and it is often 
difficult to distinguish them (Greenman et al., 2007; Akavia et al., 2010). Recently, it was 
found that in human embryonic stem cells (Lefort et al., 2008) and induced pluripotent cells 
(Gore et al., 2011; Hussein et al., 2011) , there are multiple point mutations and copy number 
variation generated in the early cycles before being selected out in the subsequent passages, 
which indicates these genome variations change the viability and thus the function of the 
cells. Since mutations happen in the unit of single cells, it is important to capture both the 
genome and the transcriptome of the same cell and study their correlations.  
 
9.3  Genome and Transcriptome of the Same Cell 
It seems technically impossible to get both the transcriptome and the genome from a single 
cell, because it is extremely difficult to separate DNA and RNA molecules based on their 
chemical and physical properties (Metzenberg, 2007; Nelson and Cox, 2008). Luckily, mother 
nature provides a natural solution to the problem. In mammalian cells, DNA and RNA 
molecules have very different distribution pattern. Genome DNA molecules are exclusively 
confined in the cellular nuclei and matured mRNA molecules preferentially locate in the 
cytoplasm. We used this to first separate DNA and mRNA molecules from a single cell, as is 
shown in Figure 9.1. 
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 Figure 9.1  The procedure of obtaining both the genome and the transcriptome of a single cell 
 
After isolating a single cell by mouth pipetting, flow cytometry, or laser dissection, we treated 
the cell with low percentage of mild detergents with controlled duration of time to remove the 
cellular membrane. The nuclear membrane remains intact because of the protection of the 
much denser protein structure in the nuclear envelope (2010).  
 
We then centrifuged the reaction tube in high speed to separate the nucleus with the 
cytoplasm based on the difference of density. We then used the nucleus to do whole genome 
amplification and sequencing using the method MALBAC introduced in Chapter 6. And we 
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use the supernatant containing most cytoplasmic RNA to perform transcriptome analysis on 
the same cell. 
 
Single cell transcription analysis has been routinely used to study the cellular heterogeneity in 
gene expression on specific genes (Chiang and Melton, 2003; Tietjen et al., 2003; Dalerba et 
al., 2011). With the rapid developments of the high throughput genotyping methods such as 
microarray (Heller, 2002) and next generation sequencing (Metzker, 2010), single cell 
transcription analysis is becoming high-throughput and the whole transcriptome can be 
analyzed at the single cell level.  
 
Several methods have been reported on sequencing the whole transcriptome on single cells 
(Kurimoto et al., 2006; Tang et al., 2009; Islam et al., 2011). We first try using the method 
described in (Tang et al., 2009) to perform whole transcriptome analysis on the isolated 
cytoplasm of the single cells. In brief, the method contains five steps: First, the poly-A (+) 
mRNA molecules are reverse transcribed using a primer containing a fixed common 
sequences (UP1) at its 5’ end and a poly-T at its 3’ end. Then after removing the free primers, 
we treated the first strand cDNA with terminal transferase and adenine.  Then a second primer 
with another common sequences (UP2) at 5’end and a poly-T at 3’end extends the second 
strand cDNA. After doing this, we have a double-strand cDNA generated from the original 
RNA template, each end with a common sequence to be further amplified by PCR to enough 
amount for whole transcriptome sequencing.  
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We sequenced both the genome and the transcriptome of six cells from a cancer cell line 
SW480 (ATCC), and we aimed to look at the correlation between them. For example, it is 
known in Drosophila, dosage compensation maintains the transcript quantity between male 
and females through epigenetic regulation (Baker et al., 1994). Similar situations happen on 
the X chromosome in humans, in which one of the X chromosomes are imprinted to maintain 
transcription balance in females, known as X- chromosome inactivation (Avner et al., 2001). 
We want to look at whether such compensation effects exist in autosomes, and how the 
cellular transcriptome is going to respond to an extra copy of certain chromosome fragments. 
 
We sequenced the genomes with low coverage aiming for analyzing copy number variations, 
and we sequenced the transcriptome at ~100x trying to detect the variations of transcriptome 
between cells (Morozova et al., 2009). However, we failed to see the correlation of the copy 
number in the genome and the transcriptome profile of the same cell (Figure 9.2). 

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Figure 9.2 Sequencing both the genome and the transcriptome of six single cells. Shown here 
are the copy number profiles of different chromosomes in the human genome. And we plot 
the mappable read number of a list of genes on the transcriptome, with darker color 
representing higher depths of sequencing reads. 
 
 
Such result could indicate two possibilities: One, the transcriptome is extremely noisy for 
cancers, different cells at a certain time point are completely different regardless of their DNA 
contents (Blake et al., 2003; Taniguchi et al., 2010). Or it could mean the method for whole 
transcriptome analysis is not valid, or not good enough to pick up such differences. 
 
 189 
To verify whether the ‘noise’ is biological or technical. We spiked in synthesized mRNA 
molecules in the single cells and perform whole transcriptome amplification and sequencing. 
We sequenced six technical replicates to characterize the technical variations due to single 
cell transcriptome amplification and sequencing.  
 
 
 Figure 9.3 Sequencing of the spike-in mRNA molecules. The blue curve represents the 
expected sequencing coverage from each molecule, and the colored bars connected six 
technical replicates.   
 
For mRNA molecules with more than a thousand copies, the variation of the six replicates is 
less than 10 fold. However, at lower copy numbers (tens of copies), the technical variations 
span ~ 3 orders of magnitude. It is therefore not very likely we can see the transcriptional 
differences due to copy number variations because of the technical noise generated in mRNA 
amplification.  
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9.4  Analyzing the Transcriptome of Single Cells by MALBAC 
In Chapter 6, we discussed a method named MALBAC aiming to amplify and sequence the 
whole genome of a single cell. Here we slightly modify this method for amplification and 
sequencing the transcriptome of a single cell.  
 
There are two main challenges we have to deal with when we try to amplify very small 
amount of genetic materials, such as a single cell. First is the efficiency of amplification. In 
the previously mentioned single cell transcriptome method (Tang et al., 2009), there are five 
reaction steps before a full amplicon representing a single mRNA transcript can be made, 
which harms the efficiency. The second consideration is the amplification ‘noise’, meaning 
given a full amplicon, what is the variation of total concentration after being amplified to an 
enough amount for downstream genetic analysis such as high throughput sequencing. PCR is 
known for robust amplification of hundreds of molecules (Saiki et al., 1988). However, when 
the starting amount is down to several copies, the variations of the total molecular 
concentration after amplification can be huge due to the kinetic variations in the first several 
PCR cycles (Shiroguchi et al., 2012).  
 
The unique properties of MALBAC solve both of these problems.  First, we simplified the 
reaction to only two steps: A reverse transcription step that converts the mRNA templates to 
cDNA molecules, and a MALBAC step to amplify all the cDNA molecules that are 
converted. One potential caveat here is the contamination from the genome DNA, and we 
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confirmed that a simple centrifugation step successfully separate the DNA and the 
cytoplasmic mRNA in >90% of the cells. Second, MALBAC provides a close-to-linear pre-
amplification step, which creates about 100 molecules per input template before exponential 
amplification. Therefore the amplification noise is expected to be significantly reduced.  
 
We amplified five single-cell level mRNA replicates, together with the spike-in internal 
controls for ten cells. Five of them we used MALBAC (red +), and the other half by the 
reported single cell transcriptome method (black dots) (Tang et al., 2009). 
 
Figure 9.4 Comparison of the transcriptome amplification evenness using MALBAC and a 
reported amplification method (Tang et al., 2009). x-axis shows different genes with their 
estimated copy number and length. Y axis shows the relative amount estimated by qPCR. We 
set a threshold at Ct=30, points below this threshold are considered not amplified because of 
the rare amount in the total amplified products.  
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Figure 9.5 Comparison of the transcriptome amplification evenness using MALBAC and a 
reported amplification method (Tang et al., 2009). x-axis shows different spike-in mRNA 
molecules with their estimated copy numbers and lengths. Y axis shows the relative amount 
estimated by qPCR. We set a threshold at Ct=30, points below this threshold are considered 
not amplified. 
 
Compared with the previous method (Tang et al., 2009), MALBAC is significantly better in 
both sensitivity (the percentage of transcripts that are amplified with Ct<30) and variability 
(how close the ‘dots’ are). In Figure 9.6, we compare the sensitivity (right) and technical 
variations (left) by the two methods. 
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Figure 9.6 Comparison of the transcriptome amplification efficiency and evenness using 
MALBAC and a reported amplification method (Tang et al., 2009). x-axis shows the copy 
number of the genes under analysis. (Left) Y axis shows the coefficient of variance of the two 
amplification methods; (Right) Y axis shows the percentage of genes that are amplified by the 
two methods.  
 
 
 
Interesting, we observed a correlation of gene length and amplification efficiency by either of 
the two methods. The Tang method selectively amplified shorter genes, and MALBAC 
amplified longer genes (>2.5 kb) better than shorter genes. ~70% of the oncogenes and tumor 
suppressor genes are >2.5kb, to profile these genes in single cells, MALBAC provide superb 
sensitivity and low variability.   
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Figure 9.7 Comparison of the transcriptome amplification efficiency for genes longer than 
2.5kb using MALBAC and a reported amplification method (Tang et al., 2009). x-axis shows 
the copy number of the genes under analysis. Y axis shows the percentage of genes that are 
amplified by the two methods.  
 
 
9.5 The Missing Link: Epigenetics at the Single Cell Level 
One key question that is fundamental to biology is how variations at the genome level change 
the cellular functions. At the single cell level, although the tools are not perfect yet, we have a 
set of tools to study genome (Dean et al., 2001; Lasken, 2007; Chapter 6) and transcriptome 
variations (Klein et al., 2002; Tang et al., 2009; Dalerba et al., 2011). However, transcriptome 
variations are normally not directly caused by genome variations.  Epigenetic factors such as 
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DNA methylation (Li et al., 1993; Bird, 2002) and histone modifications (Strahl et al., 2000; 
Berger, 2002) have significant effects on the transcriptome of a cell. For example, 5-
methylcytosine (5-mC) replacements of the unmethylated cytosine in a gene promoter are 
often associated with silencing of the gene, which is often correlated with the silence histone 
marker such as H3K27me3 (Barski et al., 2007).  
 
These Epigenetic factors, together with the genetic factors, shape the transcriptome, and thus 
the function of a cell, which are shown to be very dynamic in lots of important biological 
processes, such as early development of an embryo (Mikkelsen et al., 2007; Smith et al., 
2012) and cancer metastasis (Szyf et al., 2004; Gupta et al., 2010). However, to our 
knowledge, there is no current method enables genome-wide epigenetic analysis on single 
cells.  And we can never understand the functional correlation of genome and transcriptome 
without dealing with the epigenetic factors at the single cell level. 
 
Single cell genome-wide epigenetic analysis is extremely challenging. Not only do we have to 
deal with the amplification unevenness problem in single cell amplification, we have to also 
figure out a way to ‘encode’ the epigenetic information into the ‘sequencing reads’ containing 
AGCT, which are the only output we can get from a typical sequencing run. In ensemble 
genome sequencing, the information of methylation can be extracted by bisulfite sequencing, 
in which the unmethylated cytosines are converted into uracils, which are read out as 
thymines, while the methylated cytosines remain unchanged (Frommer et al., 1992). 
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However, bisulfite conversion damages 90% of the DNA templates (Grunau et al., 2001), 
which is not a problem if we have a large amount of starting materials, but is deadly to single 
cell analysis. Indeed, we obtained less than 1% genome coverage after performing bisulfite 
conversion and MALBAC amplification on single cells. Similarly, chromatin 
immunoprecipitation sequencing (ChIP-seq), which is widely used to profile the genome-wide 
chromatin state, is not likely to work in single cells, because of the low efficiency of the 
immunoprecipitation process.
 
We therefore seek other route for single cell analysis. DNaseI sensitivity profiling has been a 
well-established essay to study the accessibility of chromatin structures (Sabo et al., 2006; 
Degner et al., 2012). The regions exhibit hypersensitivity of DNaseI are often promoters of 
highly expressed genes, indicating these sensitive sites can be also accessed by transcription 
initiating complex such as RNA polymerases and transcription factors (Boyle et al., 2008).  
 
We then explore the possibility of getting the genome-wide chromatin accessibility 
information on single cells, by treating single cells with DNaseI before whole genome 
amplification using MALBAC. The idea is simple, those regions digested by the DNase 
should not show up in the sequencing reads, therefore we should be able to see less reads 
mapped to a certain region if such region is sensitive to DNaseI. We lightly sequenced five 
DNaseI treated cells with no DNaseI control, and we mapped the reads across the human 
genome, as is shown in Figure 9.7. 
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Figure 9.8 The initial test run of single cell DNaseI sensitivity assay. Here shows the density 
of reads mapped to different chromosomes on the reference genome. The control cells without 
DNase treatment shows much less variation across the genome and the single cells that were 
treatment show larger variations. These data might reflect to some degree the chromosome 
level genome accessibility differences across genome on different cells, but we tend not to 
draw any conclusion from this data because of the amplification noise.  
 
 
Unfortunately, due to the noise of single cell whole genome amplification, we were not able 
to identify the DNase-sensitive region with confidence. The diploid nature of genome makes 
the problem even more complicated. A particular site that is cut on the paternal strand does 
not necessarily means the same site is cut on the maternal strand. Therefore, the cutting 
information is diluted and often masked by the opposite strand, making the data interpretation 
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much more difficult than would have been with a haploid genome. 
 
In Chapter 8, we introduced a method of digital counting of DNA fragments with resolved 
haploid structure. The same principle can be used here to count the DNase cutting sites 
digitally, with resolved allele specific information, as is shown in Figure 9.8. 
 
 
Figure 9.9 Digital counting of DNaseI sensitive sites by digital whole genome amplification 
(Chapter 8). A single cell is isolated in a reaction tube and treated with DNaseI before lysed to 
expose its DNA molecules. The DNA molecules are randomly distributed to 24 reaction wells 
and amplified by MALBAC before barcoded sequenced on an illumina HiSeq 2000 platform. 
The DNase sensitive sites are then counted digitally by identifying the borders of the 
fragments from each tube.  
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By doing this, the fragments are identified independent of the amplification noise. The 
homolog alleles are also separated which yields allele-specific information on chromatin 
accessibility. As an example shown in Figure 9.8, the red allele is less sensitive than the blue 
allele.  
 
As a summary, to study the function of genome at the single cell level, we are trying to study 
single cell beyond the linear sequence. We developed a new whole-transcriptome 
amplification method with significantly improved sensitivity and reproducibility. To 
understand the link between genome and its function (transcriptome), we are exploring the 
possibility of studying genome accessibility genome-wide at the single cell level. 
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