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A CHARACTERIZATION OF CONNECTED SELF-AFFINE
FRACTALS ARISING FROM COLLINEAR DIGITS
KING-SHUN LEUNG AND JUN JASON LUO
Abstract. Let A be an expanding integer matrix with characteristic polynomial
f(x) = x2 + px+ q, and let D = {0, 1, . . . , |q| − 2, |q|+m}v be a collinear digit set
where m > 0,v ∈ Z2. It is well known that there exists a unique self-affine fractal
T satisfying AT = T + D. In this paper, we give a complete characterization on
the connected T . That generalizes the previous result of |q| = 3.
1. Introduction
Given an n× n integer matrix A, we assume it is expanding, i.e., its eigenvalues
all have moduli strictly larger than 1. Let D = {d1, . . . ,dk} ⊂ Rn be a digit set. It
is well known that there exists a unique attractor T := T (A,D) [14] satisfying:
T = A−1(T +D) =
{ ∞∑
i=1
A−idji : dji ∈ D
}
. (1.1)
We often call T a self-affine fractal. If moreover, | det(A)| = k and the interior of T
is nonempty, then T can tile the whole space Rn by translations. We call such T a
self-affine tile.
The fundamental theory and applications of self-affine fractals/tiles have been
extensively studied in the literature ([10],[14],[15],[16],[6],[7],[3]). In the studies,
people found that, given a matrix A, the structures of digit set D strongly influence
the topological properties of T (A,D), such as connectedness and disk-likeness (see
[1],[2],[4],[5],[8],[11],[12],[13],[18],[19],[20],[22],[23]). Among all the researches, the
collinear digit sets perhaps attracted the most attentions. Say D is collinear if
D = {d1, . . . , dk}v for some vector v ∈ Rn and d1 < d2 < · · · < dk. If moreover,
di+1−di = 1 for all i, D is said to be consecutive collinear (CC). If di+1−di = 1 for all
i except one i0 where di0+1−di0 > 1, then D is said to have a jump. The study on the
connected self-affine fractals/tiles arising from CC digit sets has been an interesting
topic. Hacon et al. [7] first proved that a self-affine tile T is always pathwise
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connected when k = 2. Lau and his coworkers ([9],[12],[13],[18],[21]) developed this
direction and systematically studied the topology of self-affine tiles for any k. The
connectedness of self-affine fractals with CC digit sets was also concerned in [19],[23].
However, there are very limited results on the collinear digit set D with jumps.
In [19], the authors made a first attempt in this area, especially we proved that
Theorem 1.1. Let A be an expanding integer matrix with characteristic polynomial
f(x) = x2 + px ± 3, and let D = {0, 1, b}v where 2 6 b ∈ Z such that {v, Av} is
linearly independent. Then we have
(i) when b = 2, T is always a connected self-affine tile;
(ii) when b > 4, T is always a disconnected self-affine fractal;
(iii) when b = 3, T is connected if and only if (p, q) ∈ {(±1,−3), (±2, 3), (±3, 3)}.
For an expanding 2×2 integer matrix A, it is known by [3] that the characteristic
polynomial of A is given by
f(x) = x2 + px+ q, with |p| 6 q, if q > 2; |p| 6 |q + 2|, if q 6 −2. (1.2)
In the paper, we will give a complete characterization on the connectedness of T
arising from a collinear digit set with a jump. As for |q| = 2 and D = {0,v}, T is
always a connected self-affine tile ([7] or [12]). So we will exclude this trivial case.
Theorem 1.2. Let A be an expanding integer matrix with characteristic polynomial
f(x) = x2 + px + q where |q| > 3, let D = {0, 1, . . . , |q| − 2, |q| + m}v, where
0 6 m ∈ Z and v ∈ Z2 such that {v, Av} is linearly independent. Then
(i) when m > 1, T is always disconnected;
(ii) when m = 0, T is connected if and only if
(p, q) ∈ {(p, q) ∈ Z2 : 2|p| = |q + 2|} ∪ {(±1,−3), (±2, 3), (±3, 3), (±4, 4)}.
(See Figure 1)
Figure 1. The domain of (p, q) for connected self-affine fractals.
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The proof is elementary although it contains lots of calculations and multiple
discussions. The main idea is to fully use the radix expansion like (1.1) and Cayley-
Hamilton theorem (see basic tools in Section 2). Moreover, we remark that when
m = −1, D becomes a CC digit set and T is always connected [12]. We also mention
that the theorem still holds if the jump occurs elsewhere. Actually the proof is the
same irrespective of the location of the jump occurs for the disconnected cases as it
does not involve finding the exact radix expansion. For the connected cases when
m = 0, D −D is unchanged wherever the jump occurs.
For the organization of the paper, we provide some useful lemmas in Section 2
and prove Theorem 1.2 by five parts in Section 3.
2. Basic lemmas
In this section, we prepare several basic results that will be used frequently in the
next section. Let (A,D) be given as in the assumption of Theorem 1.2. Denoted by
D = {0, 1, . . . , |q| − 2, |q|+m} and 4D = D −D, then D = Dv and 4D = 4Dv.
First we provide a simple but useful criterion for connectedness of T (A,D) (we
refer to [8] or [12] for its general version and proof).
Lemma 2.1. T := T (A,D) is connected if and only if v ∈ T − T and (m + c)v ∈
T − T for some c ∈ {2, 3, . . . , |q|}.
Let ∆ = p2 − 4q be the discriminant of the polynomial f(x) = x2 + px + q, and
define αi, βi by
A−iv = αiv + βiAv, i = 1, 2, . . .
From the Cayley-Hamilton theorem f(A) = A2+pA+qI = 0, where I is the identity
matrix, the following lemma is immediate.
Lemma 2.2. [17] Let αi, βi be defined as the above. Then qαi+2 + pαi+1 + αi = 0
and qβi+2 + pβi+1 + βi = 0, i.e.,[
αi+1
αi+2
]
=
[
0 1
−1/q −p/q
]i [
α1
α2
]
;
[
βi+1
βi+2
]
=
[
0 1
−1/q −p/q
]i [
β1
β2
]
and α1 = −p/q, α2 = (p2 − q)/q2; β1 = −1/q, β2 = p/q2. Moreover for ∆ 6= 0, we
have
αi =
q(yi+11 − yi+12 )
∆1/2
and βi =
−(yi1 − yi2)
∆1/2
,
where y1 =
−p+∆1/2
2q
and y2 =
−p−∆1/2
2q
are the two roots of qx2 + px+ 1 = 0.
Write
α˜ :=
∞∑
i=1
|αi|, β˜ :=
∞∑
i=1
|βi|.
Then the α˜, β˜ are finite numbers as |y1| < 1, |y2| < 1. The following are their values
or estimates in detail.
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Lemma 2.3. [23] If ∆ = p2 − 4q > 0. Then
α˜ =

|p|−1
q−|p|+1 q > 0
|p|+1
|q|−|p|−1 q < 0;
β˜ =

1
q−|p|+1 q > 0
1
|q|−|p|−1 q < 0.
On the other hand, if ∆ < 0, then
|αi| 6 2q|y
i+1
1 |
|∆1/2| =
2q−(i−1)/2
(4q − p2)1/2 and |βi| 6
2|yi1|
|∆1/2| =
2q−i/2
(4q − p2)1/2 .
The upper bounds of α˜, β˜ are estimated by:
α˜ 6
n−1∑
i=1
|αi|+ 2q
−(n−1)/2
(1− q−1/2)(4q − p2)1/2 ,
β˜ 6
n−1∑
i=1
|βi|+ 2q
−n/2
(1− q−1/2)(4q − p2)1/2 .
We can find very accurate upper bounds of α˜ and β˜ by taking proper n. This is the
most important tool in our proofs.
Let L := {γv + δAv : γ, δ ∈ Z} be the lattice generated by {v, Av}. For
l ∈ L \ {0}, T + l is called a neighbor of T if T ∩ (T + l) 6= ∅. It is easy to
see that T + l is a neighbor of T if and only if l can be expressed as
l =
∞∑
i=1
biA
−iv ∈ T − T, where bi ∈ 4D.
Suppose T + l is a neighbor of T , where l =
∑∞
i=1 biA
−iv := γv + δAv, then
|γ| 6 max
i
|bi|α˜ and |δ| 6 max
i
|bi|β˜. (2.1)
Multiplying A on both sides of the expression of l and applying f(A) = 0, it
follows that T + l1 is also a neighbor of T satisfying l1 = Al − b1v = γ1v + δ1Av
with γ1 = −(qδ + b1) and δ1 = γ − pδ. Continuing this process, we can construct a
sequence of neighbors of T : {T + ln}∞n=0, where l0 = l and ln = γnv + δnAv, n ≥ 1
by the following neighbor-generating formula:[
γn
δn
]
= An
[
γ
δ
]
−
n∑
i=1
Ai−1
[
bn+1−i
0
]
. (2.2)
Moreover, |γn| 6 maxi |bi|α˜ and |δn| 6 maxi |bi|β˜ hold for any n > 0. Our main
idea of proof in the next section is to find contradictions with (2.1) by using the
neighbor-generating formula (2.2).
We remark that by using the neighbor language, Lemma 2.1 can be rewritten as:
T is connected if and only if both T + v and T + (m + c)v are neighbors of T for
some c ∈ {2, 3, . . . , |q|}.
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Lemma 2.4. Let T1 = T (A,D) and T2 = T (−A,D). Then T1 + l is a neighbor of
T1 if and only if T2 + l is a neighbor of T2. Hence T1 is connected if and only if T2
is connected.
Proof. If l ∈ T1 − T1, then
l =
∞∑
i=1
biA
−iv =
∞∑
i=1
b2i(−A)−2iv +
∞∑
i=1
(−b2i−1)(−A)−2i+1v.
Hence l ∈ T2 − T2 and vice versa. The second part follows from Lemma 2.1. 
The last lemma is a special case of Theorem 1.3 in [19].
Lemma 2.5. Under the same assumption of Theorem 1.2. If p = 0, then T is
connected if and only if D = {0, 1, . . . , |q| − 1}v.
3. Proof of the main theorem
The proof of Theorem 1.2, which consists of five parts, is given in this section.
Parts I and II deal with the case when m > 1 while parts III to V the case m = 0.
In view of Lemmas 2.4, 2.5 and Theorem 1.1, it suffices to show the theorem under
the assumption that |q| > 4 and p > 1.
• Part I
In this part we assume that f(x) = x2 + px + q where q > 4 and p > 1. Let
D = {0, 1, 2, . . . , q−2, q+m} where m > 1. The proof here is then divided into two
cases: ∆ = p2 − 4q > 0 and ∆ < 0. Moreover, in Part I, we will explain carefully
how to use the neighbor-generating formula (2.2) to get contradictions, then we shall
omit the details in the remaining parts for simplification.
Case A: ∆ > 0
Since A is expanding, q > p by (1.2). By Lemma 2.3 and (2.1), for any l :=
γv + δAv ∈ T − T , we have
|γ| 6 (q +m)(p− 1)
q − p+ 1 , |δ| 6
q +m
q − p+ 1 . (3.1)
Now suppose
(m+ c)v =
∞∑
i=1
biA
−iv ∈ T − T, where c > 2, bi ∈ 4D. (3.2)
By multiplying A, then
(m+ c)Av − b1v ∈ T − T.
If (m+ c)p− c < (m+ c− 1)q, then m+ c > q +m
q − p+ 1 contradicting (3.1). Hence
(m+ c)v /∈ T − T . If
(m+ c− 1)q 6 (m+ c)p− c. (3.3)
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By multiplying A again, we have
(m+ c)A2v − b1Av − b2v ∈ T − T.
Applying f(A) = A2 + pA+ qI = 0 to reduce the left term above, it follows that
− [p(m+ c) + b1]Av − [q(m+ c) + b2]v ∈ T − T. (3.4)
By (3.1), then
|p(m+ c) + b1| 6 q +m
q − p+ 1 . (3.5)
When q = p, (3.5) becomes |q(m+ c) + b1| 6 q +m. So
b1 6 q +m− q(m+ c) = −q −m(q − 1)− q(c− 2) < −q −m,
which implies b1 /∈ 4D and thus (m+ c)v /∈ T −T . When q > p+ 1, we can deduce
from (3.5) that |p(m+ c) + b1| 6 q +m
2
. So
b1 6
q +m
2
− p(m+ c)
6 q +m
2
− q(m+ c− 1)− c (by (3.3))
= −q − q
(
m+ c− 5
2
)
+
m
2
− c
6 −q − 4
(
m+ c− 5
2
)
+
m
2
− c
= −q − 7m
2
− 5(c− 2)
< −q −m,
implying b1 /∈ 4D. Thus (m+ c)v /∈ T − T and T is disconnected by Lemma 2.1.
Case B: ∆ < 0
Since the conditions ∆ < 0 and q = p imply q < 4, we only need to consider the
case that q > p + 1. When q = p + 1, there are two possibilities: (p, q) = (3, 4) or
(4, 5).
In the case that (p, q) = (3, 4), we can estimate the upper bound β˜ < 0.56 by
using the formulas in Section 2. Then |δ| < 0.56(4 +m). The assumption of (3.2) is
invalid because for any m > 1 and any c > 2 we have 0.56(4 + m) < m + c. Hence
(m+ c)v /∈ T − T .
In the case that (p, q) = (4, 5), we find β˜ < 0.6. We can deduce from (3.4) that
−(4(m+ c) + b1)Av − (5(m+ c) + b2)v ∈ T − T.
Then |4(m + c) + b1| < 0.6(5 + m) by (3.1). So b1 < −5 − m as c > 2, implying
b1 /∈ 4D. Hence (m+ c)v /∈ T − T .
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When q = p + 2, the possible (p, q)’s are: (2, 4), (3, 5), (4, 6) and (5, 7). In the
case that (p, q) = (2, 4), we calculate β˜ < 0.5 and so |δ| < 0.5(4 + m). Under the
assumption of (3.2), we get (m+ c)Av− b1v ∈ T −T as before. While 0.5(4 +m) <
m+ c holds for any m > 1 and c > 2, contradicting (3.1). Hence (m+ c)v /∈ T − T .
Similarly we can do the other three cases by the upper bounds of β˜ to be 0.4, 0.4, 0.34,
respectively. We can also get (m+ c)v /∈ T − T .
When q > p+ 3, we can obtain
|δ| 6 q +m
q − p− 1 (3.6)
and
|γ| 6

(q +m)(p− 1)
q − p− 1 if p
2 > q
(q +m)(qp− 2p2 + q)
q(q − p− 1) if p
2 < q.
(3.7)
In order to derive (3.6) and (3.7), it suffices to show
α˜ 6 p− 1
q − p− 1 and β˜ 6
1
q − p− 1 .
Indeed, by Lemma 2.2, we have qβi+2 + pβi+1 + βi = 0, and hence |q||βi+2| ≤
|p||βi+1|+ |βi|. Summing the inequality for i = 1, 2, 3 . . ., we get |q|(β˜−|β1|−|β2|) ≤
|p|(β˜ − |β1|) + β˜. Note that |β1| = 1/q, |β2| = p/q2. It follows that
(|q| − |p| − 1)β˜ ≤ (|q| − |p|)|β1|+ |q||β2| = 1.
Using a similar method, we obtain (q−p−1)α˜ 6 (q−p)|α1|+q|α2|. By substituting
α1 = −p/q and α2 = (p2 − q)/q2 into the inequality, we will get the desired upper
bound for α˜.
(a) p2 > q.
If 2p < q, then
p− 1
q − p− 1 < 1. It follows from (3.4) and (3.7) that q(m+ c) + b2 <
q + m. So b2 < −m(q − 1) − q(c − 1) < −m − q, implying b2 /∈ ∆D. Hence
m + c /∈ T − T . If q 6 2p. Notice first that 0 < p
2
4
< q 6 2p and q > p + 3, hence
the possible (p, q)’s are
(3, 6), (4, 7), (4, 8), (5, 8), (5, 9), (5, 10), (6, 10), (6, 11), (6, 12), (7, 13), (7, 14).
By calculating the upper bounds of β˜’s one by one carefully, we can take β˜ < 0.3
for the first five (p, q)’s and β˜ 6 0.2 for the last six ones. Moreover, for each case
|δ| < m+ c always holds. Hence (m+ c)v /∈ T − T .
(b) p2 < q.
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(i) p = 1. From (3.6), we have
|δ| 6 q +m
q − 2 6 1 +
m+ 2
2
< m+ c.
So (m+ c)v /∈ T − T .
(ii) p = 2. From (3.7), we have
|γ| 6 (q +m)(3q − 8)
q(q − 3) = 3 +
3m+ 1
q − 3 −
8m
q(q − 3) < 3 + 3m.
Hence |q(m + c) + b2| < 3 + 3m and thereby b2 < 3 − qc − m(q − 3) < −q − m,
implying b2 /∈ ∆D. So (m+ c)v /∈ T − T .
(iii) p > 3. From (3.7), we have
|γ| 6 (q +m) [q(p+ 1)− 2p
2]
q(q − p− 1) =
(p+ 1)q2 + [(p+ 1)m− 2p2] q − 2p2m
q(q − p− 1)
=
(p+ 1)q2 − (p+ 1)2q + [(p+ 1)m− 2p2 + (p+ 1)2] q − 2p2m
q(q − p− 1)
= p+ 1 +
(p+ 1)m− p2 + 2p+ 1
q − p− 1 −
2p2m
q(q − p− 1)
< p+ 1 +
(p+ 1)m+ 2(p+ 1)
q − p− 1
< p+ 1 +m+ 2 (as q > p2 > 2p+ 2 for p > 3, ie. p+ 1 < q − (p+ 1))
6 q +m.
Hence |q(m + c) + b2| 6 q + m and thereby b2 6 −m(q − 1) − q(c − 1) < −m − q,
implying b2 /∈ ∆D. So (m + c)v /∈ T − T . We prove that T is disconnected by
Lemma 2.1.
• Part II
In this part we assume that f(x) = x2 + px− q, where q > 4. Since A is expanding,
p 6 q − 2 by (1.2). We also see that ∆ = p2 + 4q > 0 always holds. Let D =
{0, 1, 2, . . . , q − 2, q +m} where m > 1. Note that
α˜ =
p+ 1
q − p− 1 , β˜ =
1
q − p− 1 .
Hence
|γ| 6 (q +m)(p+ 1)
q − p− 1 , |δ| 6
q +m
q − p− 1 .
Assume (m+c)v =
∑∞
i=1 biA
−iv ∈ T−T where c > 2. So (m+c)Av−b1v ∈ T−T .
If p(m + c) + (2m + c) < q(m + c − 1) then |δ| ≤ q +m
q − p− 1 < m + c, impossible.
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Thus (m+ c)v /∈ T − T . On the other hand, we consider the case
q(m+ c− 1) 6 p(m+ 2) + (2m+ c). (3.8)
Analogously to Part I, by using the neighbor-generating formula (2.2), we can deduce
from (m+ c)v ∈ T − T that
−[(m+ c)p+ b1]Av + [(m+ c)q − b2]v ∈ T − T.
Thus
|(m+ c)p+ b1| 6 q +m
q − p− 1 and |(m+ c)q − b2| 6
(q +m)(p+ 1)
q − p− 1 .
There are two subcases to be considered here: (a) q = p+ 2 and (b) q > p+ 3.
(a) In this case |γ| 6 (q + m)(p + 1) = (q + m)(q − 1) and |δ| 6 q + m. Since
(m+ c)v =
∑∞
i=1 biA
−iv ∈ T − T , it follows from (2.2) that
[(m+ c)(p2 + q) + pb1 − b2]Av − [qp(m+ c) + qb1 + b3]v ∈ T − T. (3.9)
As |(m+ c)(p2 + q) + pb1 − b2| 6 q +m, so
pb1 6 q +m− (m+ c)(p2 + q) + b2
6 q +m− (m+ c)p2 − (m+ c)q + q +m
6 −mq − (m+ 2)p2 + 2m.
Thus for any q > 4 we have
b1 6
−mq
p
− (m+ 2)p+ 2m
p
=
−mq
q − 2 − (m+ 2)(q − 2) +
2m
q − 2 < −q −m,
implying b1 /∈ ∆D. Hence (m+ c)v /∈ T − T for all integers c > 2.
(b) In this case we have
|γ| 6 (q +m)(p+ 1)
q − p− 1 6
(q +m)(p+ 1)
2
and |δ| 6 q +m
q − p− 1 6
q +m
2
.
From (3.9), we have |(m+ c)(p2 + q) + pb1 − b2| 6 q +m
2
. So
pb1 6
q +m
2
− (m+ c)(p2 + q) + b2
6 q +m
2
− (m+ 2)(p2 + q) + b2
6 −
(
m+
1
2
)
q − (m+ 2)p2 + 3m
2
(as b2 6 q +m).
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Hence for m > 1 and q > 4 we have
b1 6
− (m+ 1
2
)
(p+ 3)
p
− (m+ 2)p+ 3m
2p
6 −
(
m+
1
2
)
− 3
(
m+ 1
2
)
p
− (m+ 1)q + 2(m+ 1) + 3m
2p
by (3.8)
= m+
3
2
− 3m+ 1
2p
− (m+ 1)q
< m+
3
2
− (m+ 1)q
< −q −m,
implying b1 /∈ ∆D. Therefore, (m+ c)v /∈ T − T for all integers c > 2.
• Part III
In this part we assume that f(x) = x2+px+q with ∆ = p2−4q > 0, where 1 6 p 6 q
and q > 4. Let D = {0, 1, . . . , q− 2, q}, then 4D = {0,±1, . . . ,±(q− 1),±q}. Here
we consider the following cases one by one:
(a) q = 2p− 2 and p > 3
(b) q > 2p− 2
(c) q = p > 4
(d) 2p− 2 > q > p > 3
(a) Notice first that 0 = f(A) = A2 + pA + qI = (A + I)[A + (p− 1)I] + (p− 1)I.
So A+ (p− 1)I = −(p− 1)(A+ I)−1 and then
Av + (p− 1)v = −(p− 1)(A−1 − A−2 + A−3 − · · · )v.
Hence
v = −(p− 1)A−1v +
∞∑
i=2
(−1)i−1(p− 1)A−iv, (3.10)
which implies that v ∈ T − T . Moreover, by q = 2(p− 1), we get
2v = −qA−1v +
∞∑
i=2
(−1)i−1qA−iv ∈ T − T.
Hence T is connected by Lemma 2.1. (See Figure 2(a))
(b) By Lemma 2.3, then α˜ =
p− 1
q − p+ 1 and β˜ =
1
q − p+ 1. Also |γ| 6
q(p− 1)
q − p+ 1
and |δ| 6 q
q − p+ 1 < 2.
Suppose 2v =
∑∞
i=1 biA
−iv ∈ T − T . Then 2Av − b1v =
∑∞
i=2 biA
−iv ∈ T − T .
This is impossible as |δ| < 2. Hence 2v /∈ T − T . Similarly we can show that
kv /∈ T − T for k > 2. Hence T is disconnected by Lemma 2.1.
10
(c) In this case |γ| 6 q(q − 1) and |δ| 6 q. Suppose kv = ∑∞i=1 biA−iv ∈ T − T
where k > 2. By (2.2), then
−(kq + b1)Av − (kq + b2)v ∈ T − T.
|kq+b1| 6 q is only possible when k = 2. In this case b1 = −q, so −qAv−(2q+b2)v ∈
T − T . By using (2.2) again, we have
(q2 − 2q − b2)Av + (q2 − b3)v ∈ T − T.
Since |q2 − 2q − b2| 6 q and |q2 − b3| 6 q(q − 1), we have q2 − q > b2 > q2 − 3q =
q(q − 3) > q, where the last equality holds when q = 4. Thus if q = p > 5, then
b2 > q, impossible. So 2v /∈ T − T .
If q = p = 4, then by 0 = f(A)(A− I) = A3 + 3A2 − 4I we have A2 + 2A = 2I =
2(A+ I)−1. It follows that
v = −2A−1v + 2A−2v + 2A−3v − 2A−4v + 2A−5v − 2A−6v + · · · ∈ T − T
and
2v = −4A−1v + 4A−2v + 4A−3v − 4A−4v + 4A−5v − 4A−6v + · · · ∈ T − T.
Hence T is connected by Lemma 2.1.
(d) Let q − p = r > 1. In this case |γ| 6 q(q − r − 1)
r + 1
and |δ| 6 q
r + 1
. Suppose
2v =
∑∞
i=1 biA
−iv ∈ T − T . By (2.2), then
−(2p+ b1)Av − (2q + b2)v ∈ T − T.
Since |2p+b1| 6 q
r + 1
and |2q+b2| 6 q(q − r − 1)
r + 1
, we have − q
r + 1
6 2(q−r)+b1 6
q
r + 1
. Thus
b1 ≤ q
r + 1
− 2(q −m) = −(2m+ 1)q
m+ 1
+ 2m < −q,
as 2(r + 1) < q (ie. q < 2p− 2). That is impossible, hence 2v /∈ T − T .
Now suppose kv =
∑∞
i=1 biA
−iv ∈ T −T for k > 3. As |kp+ b1| 6 q
r + 1
, we have
b1 6
q
r + 1
− kp = q
r + 1
− k(q − r)
<
q
2
− kq + k
(q
2
− 1
)
(as q > 2(r + 1))
6 −q − k < −q,
impossible. So kv /∈ T − T which implies that T is disconnected by Lemma 2.1.
(See Figure 2(b))
• Part IV
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In this part we assume that f(x) = x2+px+q with ∆ = p2−4q < 0, where q > p > 0
and q > 4. Let D = {0, 1, 2, . . . , q − 2, q}, then 4D = {0,±1, . . . ,±(q − 1),±q}.
The proof of this part is divided into the following three cases:
(a) q = p+ 1; (b) q = p+ 2; and (c) q > p+ 2.
(a) Notice that 0 > p2−4(p+1) = (p−2)2−8. Now p = 1, 2, 3, 4. The corresponding
q’s are 2, 3, 4, 5. As the cases (p, q) = (1, 2) and (2, 3) have been solved, we need
only study (p, q) = (3, 4) and (4, 5).
When (p, q) = (3, 4), we can deduce from 0 = f(A) = A2 + 3A+ 4I that A+ 2I =
−2(A+ I)−1. It in turn implies that
v = −2A−1 − 2A−2 + 2A−3 − 2A−4 + 2A−5 − 2A−6 + · · · ∈ T − T
and
2v = −4A−1 − 4A−2 + 4A−3 − 4A−4 + 4A−5 − 4A−6 + · · · ∈ T − T.
Hence T is connected.
When (p, q) = (4, 5), we can calculate the upper bounds β˜ < 0.6 and |δ| < 3 by
using the formulas in Section 2. Now suppose kv =
∑∞
i=1 biA
−iv ∈ T − T where
k > 2. By (2.2), then
−(4k + b1)Av − (5k + b2)v ∈ T − T,
in which |δ| = |4k + b1| < 3, but it is impossible for k > 2 and |b1| 6 5. Hence
kv /∈ T − T , and T is not connected. (See Figure 2(b))
(b) ∆ = p2 − 4q < 0 gives 0 > p2 − 4(p+ 2) = (p− 2)2 − 12. Thus p = 2, 3, 4, 5 and
so q = 4, 5, 6, 7, respectively. We now discuss them in detail.
In the case that (p, q) = (2, 4), we get the upper bounds β˜ < 0.43 and |δ| < 1.72.
Now suppose kv =
∑∞
i=1 biA
−iv ∈ T − T . Then kAv − b1v ∈ T − T , while |δ| < 2,
a contradiction. Thus kv /∈ T − T . Similarly for the case (p, q) = (3, 5), we get
β˜ < 0.38, and |δ| < 1.9 < 2. Hence kv /∈ T − T .
For the case (p, q) = (4, 6), it follows from 0 = f(A) = A2 + 4A + 6I that
A+ 3I = −3(A+ I)−1. Then we have
v = −3A−1v − 3A−2v + 3A−3v − 3A−4v + 3A−5v − · · · ∈ T − T
and
2v = −6A−1v − 6A−2v + 6A−3v − 6A−4v + 6A−5v − · · · ∈ T − T.
So T is connected by Lemma 2.1. (See Figure 2(a))
For the case (p, q) = (5, 7), we can get β˜ < 0.4 and |δ| < 2.8. Now suppose
kv =
∑∞
i=1 biA
−iv ∈ T − T . Then kAv − b1v ∈ T − T . By (2.2), so
−(5k + b1)Av − (7k + b2)v ∈ T − T.
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Since |5k+ b1| < 2.8, we have −12.8 < b1 < −7.2, then b1 /∈ 4D. Thus kv /∈ T −T .
(c) Notice that
|δ| 6 q
q − p− 1 and |γ| 6

q(p− 1)
q − p− 1 if p
2 − q > 0
qp− 2p2 + q
q − p− 1 if p
2 − q < 0.
(3.11)
Now suppose kv =
∑∞
i=1 biA
−iv ∈ T − T . As before, by (2.2), then
− (kp+ b1)Av − (kq + b2)v ∈ T − T. (3.12)
Since q > p+ 2, from (3.11), we obtain
|kp+ b1| 6 q
q − p− 1 6
q
2
.
Hence kv /∈ T − T provided that q < 4p
3
. For the case q > 4p
3
. Here we consider
two subcases: (i) p2 > q and (ii) p2 < q.
(i) From (3.11), it follows that |kq + b2| 6 q(p− 1)
q − p− 1. If q > 2p then b2 6
q(p− 1)
q − p− 1 − 2q < −q. Thus kv /∈ T − T and T is disconnected. If 2p > q >
4p
3
, we
can find all possible (p, q)’s as follows:
(2, 4), (3, 4), (3, 6), (4, 6), (4, 7), (4, 8), (5, 7), (5, 8),
(5, 9), (5, 10), (6, 10), (6, 11), (6, 12), (7, 13), (7, 14).
Except the solved cases, we only need to study the following ones:
(3, 6), (4, 7), (4, 8), (5, 9), (5, 10), (6, 11), (6, 12), (7, 13), (7, 14).
By calculating the upper bounds of β˜’s one by one carefully, we can take β˜ < 0.3
for (3, 6); β˜ < 0.26 for (4, 7); β˜ < 0.21 for (4, 8), (5, 9); β˜ < 0.17 for (5, 10), (6, 11);
β˜ < 0.15 for (6, 12), (7, 13); β˜ < 0.13 for (7, 14). While in each case |δ| < 2 always
holds. Thus kv /∈ T − T .
(ii) From (3.11), we have |kq + b2| 6 qp− 2p
2 + q
q − p− 1 . So b2 6
qp− 2p2 + q
q − p− 1 − kq 6
qp− 2p2 + q
q − p− 1 − 2q. It can be shown that
qp− 2p2 + q
q − p− 1 − 2q < −q ⇔ 2 + 2p
(
1− p
q
)
< q.
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Now for any p > 3 we have p2 −
[
2 + 2p
(
1− p
q
)]
= (p− 1)2 − 3 + 2p
2
q
> 0. So
2 + 2p
(
1− p
q
)
< p2 < q. Thus kv /∈ T − T and T is disconnected. We then study
what will happen when p = 1 or 2.
In the case that p = 1, p2 − q = 1− q < 0 and q > 4p
3
=
4
3
. Then
|γ| 6 2q − 2
q − 2 = 2 +
2
q − 2 6 3
for any q > 4 whereas the equality holds when q = 4. Also
|δ| 6 q
q − 2 = 1 +
2
q − 2 6 2
whereas the equality holds when q = 4. Now suppose kv ∈ T − T . By (3.12), it
follows from |kq + b2| 6 3 that b2 6 3 − kq 6 3 − 2q < −q, then b2 /∈ 4D. Hence
kv /∈ T − T and T is disconnected.
In the case that p = 2, p2 − q = 4− q < 0. So q > 5. Then |γ| 6 3q − 8
q − 3 < 4 and
|δ| 6 q
q − 3 = 1 +
1
q − 3. Now suppose kv ∈ T − T . By (3.12), then
−(2k + b1)Av − (kq + b2)v ∈ T − T.
From |kq + b2| < 4, it follows that b2 < 4 − kq 6 4 − 2q < −q. Then b2 /∈ 4D.
Hence kv /∈ T − T and T is disconnected.
-4 -2 0 2 4 6 8
-1.0
-0.5
0.0
0.5
(a) (p, q) = (4, 6)
-4 -2 0 2 4 6
-1.5
-1.0
-0.5
0.0
0.5
1.0
(b) (p, q) = (4, 5)
Figure 2. (a) is connected while (b) is not connected.
• Part V
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In this part we assume that f(x) = x2 + px − q, where q > p > 1 and q > 4. Let
D = {0, 1, 2, . . . , q−2, q}. As A is expanding, q > p+2 by (1.2). Since α˜ = p+ 1
q − p− 1
and β˜ =
1
q − p− 1, we have
|γ| 6 q(p+ 1)
q − p− 1 and |δ| 6
q
q − p− 1 .
Under the assumption that p > 1, we divide the proof into the following cases:
(a) q = 2p+ 2; (b) q > 2p+ 2; and (c) 2p+ 2 > q > p+ 2.
(a) Notice that 0 = f(A) = A2 + pA− (2p+ 2)I. So
(p+ 1)I = [A+ (p+ 1)I](A− I)
⇒ A+ (p+ 1)I = (p+ 1)(A− I)−1 = (p+ 1)
∞∑
i=1
A−i
⇒ v = −(p+ 1)A−1v +
∞∑
i=1
(p+ 1)A−i−1v ∈ T − T.
Moreover, 2v = −qA−1v +∑∞i=2 qA−iv ∈ T − T . Thus T is connected.
(b) Notice that q − p− 1 > p+ 1. We get
|γ| < q (3.13)
Now suppose kv =
∑∞
i=1 biA
−iv ∈ T − T where k > 2. By (2.2), then
−(kp+ b1)Av + (kq − b2)v ∈ T − T.
By (3.13), we know |kq− b2| < q. Then |b2| > (k− 1)q > q, contradicting b2 ∈ 4D.
Thus kv /∈ T − T .
(c) In this case |γ| 6 q(p + 1) and |δ| 6 q. Suppose kv = ∑∞i=1 biA−iv ∈ T − T .
Then −(kp+ b1)Av + (kq − b2)v ∈ T − T , which then implies that
[p(kp+ b1) + (kq − b2)]Av − [q(kp+ b1) + b3]v ∈ T − T.
Since |p(kp+b1)+(kq−b2)| 6 q, we have p(2p+b1)+q 6 p(kp+b1)+q 6 b2. When
q < 2p, as −2p < −q 6 b1, then q < b2, contradicting b2 ∈ 4D. Thus kv /∈ T − T .
When 2p 6 q < 2p+ 2, which means (i) q = 2p or (ii) q = 2p+ 1.
(i) Notice that |p(kp + b1) + (kq − b2)| < q. So
∣∣∣q
2
(kq
2
+ b1) + (kq − b2)
∣∣∣ < q,
implying that
q
2
(q + b1) + q 6 q2(
kq
2
+ b1) + (k − 1)q < b2. Since b1 > −q, we have
q < b2, and b2 /∈ 4D. Hence kv /∈ T − T .
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(ii) Notice that |p(kp + b1) + (kq − b2)| 6 q
q − p− 1 = 2 +
2
q − 1. Seeing that∣∣∣∣ 2q − 1
∣∣∣∣ < 1, hence |p(kp+ b1) + (kq − b2)| 6 2. Now
p(2p+ b1) + 2q − b2 6 p(kp+ b1) + kq − b2 6 2
⇒ q − 1
2
(q − 1 + b1) + 2q − b2 6 2
⇒ (q − 1)
2
2
+
q − 1
2
b1 + 2q − 2 6 b2
⇒ (q − 1)
2
2
− q(q − 1)
2
+ 2q − 2 6 b2 (as − q ≤ b1)
⇒ 3q
2
− 3
2
6 b2
⇒ q < b2 (as q > 3),
and b2 /∈ 4D. Therefore, kv /∈ T − T and T is not connected.
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