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1Center for Bioinformatics and Department of Molecular Biosciences, The University of Kansas, Lawrence, KansasABSTRACT The protein-protein docking problem is one of the focal points of activity in computational biophysics and structural
biology. The three-dimensional structure of a protein-protein complex, generally, is more difficult to determine experimentally
than the structure of an individual protein. Adequate computational techniques to model protein interactions are important
because of the growing number of known protein structures, particularly in the context of structural genomics. Docking offers
tools for fundamental studies of protein interactions and provides a structural basis for drug design. Protein-protein docking
is the prediction of the structure of the complex, given the structures of the individual proteins. In the heart of the docking meth-
odology is the notion of steric and physicochemical complementarity at the protein-protein interface. Originally, mostly high-res-
olution, experimentally determined (primarily by x-ray crystallography) protein structures were considered for docking. However,
more recently, the focus has been shifting toward lower-resolution modeled structures. Docking approaches have to deal with
the conformational changes between unbound and bound structures, as well as the inaccuracies of the interacting modeled
structures, often in a high-throughput mode needed for modeling of large networks of protein interactions. The growing number
of docking developers is engaged in the community-wide assessments of predictive methodologies. The development of more
powerful and adequate docking approaches is facilitated by rapidly expanding information and data resources, growing compu-
tational capabilities, and a deeper understanding of the fundamental principles of protein interactions.INTRODUCTIONProteins recognize each other, typically in a crowded
environment, and bind in a highly specific fashion. This
process involves diffusion through a densely populated
milieu of different proteins and other biomolecular struc-
tures, and binding (docking) to their designated protein
partner in a structurally unique and precise way. Given
the large size of these macromolecules, the great struc-
tural diversity, and the high density of the biomolecular
environment, this constantly reoccurring process is truly
remarkable.
Protein docking—prediction of the structure of a protein-
protein complex from the structures of the individual pro-
teins—has evolved significantly since its early days, by
incorporating more adequate energy functions and powerful
techniques to sample the energy landscapes, and by taking
advantage of the rapidly growing body of knowledge on pro-
tein structures and interactions. Our current knowledge of
protein interaction principles is far greater than before, help-
ing design better docking approaches. The spectacular prog-
ress in computing hardware has obviously played a major
role as well, opening new ways of thinking about modeling
of protein interactions, and often allowing implementation
of old but unfeasible at the time ideas. Still, some basic
docking principles remain surprisingly unchanged, due to
their true nature. Steric and physicochemical complemen-Submitted July 14, 2014, and accepted for publication August 27, 2014.
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as it was in the beginning of the docking field.BEGINNINGS
The origins of the protein docking field can be traced to the
earlier days of molecular modeling. Back than in the 70s,
the force fields were simpler, the minds not clouded by
the power of computers, and the goals clearer (e.g., to fold
proteins from the sequence based on the physical forces
alone).
The first docking approaches dealt not with protein-pro-
tein complexes per se, but rather with protein interactions
with other ligands at predetermined binding sites (1–4).
Despite the early times in molecular modeling, the ap-
proaches were remarkably sophisticated, implementing
flexible docking, taking into account the internal coordi-
nates of not only the ligand, but in some cases also the re-
ceptor—a challenging task largely avoided even in today’s
community, with all its computing power and the history
of methodology development. Protein-protein docking ap-
proaches followed shortly, implementing the global search
for the docking pose in rigid-body approximation (5,6).
A significant uptake in the development of protein docking
techniques (that continues to this day) occurred in the early
90s. Among most influential and consequential approaches
put forward at that time were those based on efficient sam-
pling techniques borrowed from computer science (7,8).
The docking approach based on correlation by fast Fourierhttp://dx.doi.org/10.1016/j.bpj.2014.08.033
1786 Vaksertransform, commonly known as FFT docking (7), developed
back then by an interdisciplinary group of biologists,
chemists, physicists, and computer scientists, has become
arguably the most popular protein docking algorithm, imple-
mented over the years in many groups (9). The reason for its
popularity is that, as opposed to employing a particular
search strategy that may or may not lead to the global mini-
mum (native complex), it allows computationally feasible
exhaustive search of the full six-dimensional docking space.
Although the space, for the purpose of the exhaustive sam-
pling, has to be discretized, the atomic-size grid steps still
provide the ‘‘comprehensive’’ solution to the rigid-body
docking problem.DOCKING FOUNDATIONS
The protein-protein docking problem can be formulated as
the prediction of the structure of the complex, given the
structures of the individual proteins. In the general case,
no information other than the structure of these individual
proteins is available. Fig. 1 shows major steps in the proper
development of a docking approach, involving scan (global







FIGURE 1 The general scheme of protein docking methodology devel-
opment. The scan (global search for complementarity) is performed on a
simplified/coarse-grained representation of proteins (e.g., digitized on a
grid, or discretized/approximated in other ways). The scan can be explicit
(free) or based on similarity to known cocrystallized complexes (compara-
tive). The refinement is supposed to bring back all or some structural reso-
lution lost in the coarse-graining (e.g., by gradual transition from s
smoothed intermolecular energy landscape to the one based on a physical
force field, while tracking the position of the global minimum). The validity
of the approach is determined by systematic benchmarking on representa-
tive sets of structures. To see this figure in color, go online.
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to a higher resolution (local search), and systematic evalua-
tion on comprehensive benchmark sets and blind commu-
nity-wide assessments.
In the heart of the docking methodology is the notion of
steric complementarity at the protein-protein interface. These
interfaces are indeed tightly packed, as observed in cocrystal-
lized complexes in the Protein Data Bank (PDB). The steric
complementarity has been the major driving force in the
development of docking approaches, often with the addi-
tion of physicochemical complementarity—hydrophobicity,
electrostatics, etc. (10,11), and statistics-based propensities
(12,13). The structural complementarity has been observed
at different resolutions, from the atomic to ultralow (14–18).
The conformations of the protein within the complex
(bound structure) and the one outside the complex (unbound
structure) are different. In some cases, this difference can be
neglected or approximated (rigid body docking), or taken
into account through conformational search (flexible dock-
ing). The rigid body docking involves six degrees of
freedom of the two rigid bodies system (e.g., three transla-
tions and three rotations in the Cartesian coordinates). The
flexible docking involves a much greater number of coordi-
nates, given the conformational search in the internal coor-
dinates of the proteins. However, this search typically does
not involve solving the elusive ‘protein folding problem’,
but rather can be restricted to a much more tractable un-
bound-to-bound conformational transition.
Originally, mostly the high-resolution, experimentally
determined (primarily by x-ray crystallography) structures
were considered. However, more recently, the focus has
been shifting toward lower resolution modeled structures.
The correct prediction of the complex does not mean the
exact native (cocrystallized) complex per se, which is math-
ematically/computationally impossible, but rather a near-
native approximation.
The general question is: what is the necessary level of
structural accuracy for predicted protein complexes? In pro-
tein-protein interactions, many experimental and theoretical
studies require simple knowledge of the residues at the inter-
faces (e.g., for further experimental analysis) and have no
use for atomic resolution structural details of the complex
(specific atom-atom, or even residue-residue contacts across
the interface). For the interface (binding site) prediction, the
high-resolution protein structures, generally, are not needed.
That has been extensively shown by systematic studies over
a number of years (15). Still, a high-resolution structure of
the complex is required for a number of studies (e.g., for
estimation of the binding affinity, certain approaches to in-
hibition of protein interactions, and such).BOUND AND UNBOUND DOCKING
The bound docking problem, where the proteins within a
cocrystallized complex are separated and redocked by a
FIGURE 2 Structures with the increasing level of inaccuracy. The model
structures (cyan) are overlapped with the x-ray structure (light brown). To
see this figure in color, go online.
Protein-Protein Docking 1787computational procedure, is a useful tool for the develop-
ment of new docking approaches, but obviously has no prac-
tical value for biology. Docking becomes useful when it is
able to predict complexes from the separately determined
protein structures (unbound docking), thus becoming a
tool for generating new knowledge.
Bound docking is the easiest docking case, because by
definition it does not involve conformational change.
Thus, the structures match ideally at the interface and the
rigid body approach is the only tool required to deliver the
correct solution. The bound docking problem has been
considered solved for a number of years, in the sense that
the existing docking approaches reliably and routinely
deliver the near-native structures of the complex among
the top predictions.
The approaches to the unbound docking problem have
to deal with the conformational difference between the
unbound and the bound structures. The change from the un-
bound to the bound conformation is the basis of the protein’s
function in its interactions with other proteins. The inter-
molecular energy landscapes are characterized by confor-
mational properties of the interacting proteins (19–21).
One basic direction in the docking methodology involves
coarse-graining (22,23). At lower levels of structural
resolution, the difference between unbound and bound
conformations is less significant (24,25), and ultimately dis-
appears at ultralow (but still structurally meaningful) resolu-
tion (15,24,26). Such approaches allow prediction of the
gross features of the complex, due to the large structural
recognition factors, and the related funnel in the intermolec-
ular energy landscape (27–29). However, prediction of the
higher resolution structural details of interface requires
modeling of the structural flexibility, at least at the interface
regions.
Still, the majority of protein complexes in the nonredun-
dant benchmark sets have small Ca root mean-square devi-
ation (RMSD) between bound and unbound structures.
Indeed, 71% of the DOCKGROUND set (30,31) has RMSD be-
tween superimposed unbound and bound proteins <2 A˚ for
71% of the complexes (31). The benchmark set fromWeng’s
group (32) has unbound/bound interface Ca RMSD (be-
tween Ca atoms of the interface residues only) <2.2 A˚ for
86% of complexes. In a number of cases, when the RMSD
is large, the conformational change upon binding is a
domain shift. The domains themselves do not undergo a sig-
nificant conformational change. Thus, this docking still can
be addressed by a rigid body approach (33).
Because most docking cases can be resolved by account-
ing for the flexibility of the surface side chains, the statistics
of side-chain conformational changes is important. The re-
sults of a systematic large-scale study indicate that short
and long side chains have different propensities for the
conformational changes (34). Long side chains with three
or more dihedral angles are often subject to large conforma-
tional transition. Shorter residues with one or two dihedralangles typically undergo local conformational changes not
leading to a conformational transition. Most side chains
undergo larger changes in the dihedral angle most distant
from the backbone. The binding increases both polar and
nonpolar interface areas. However, the increase of the
nonpolar area is larger, suggesting that the protein asso-
ciation perturbs the unbound interfaces to increase the hy-
drophobic contribution to the binding free energy (34).
Analysis of ensembles of bound and unbound conforma-
tions points to conformational selection as the binding
mechanism for proteins. The bound and the unbound spectra
of conformers also significantly overlap (35). An elastic
network model, accounting for the mass distribution, was
used to compare the binding site residues fluctuations with
other surface residues, showing that, on average, the inter-
face is more rigid (36).
Discretization of the conformational space into rotameric
states is useful for the sampling of the conformational space
in flexible docking (37,38). Such rotameric libraries for the
surface side chains in bound and unbound proteins were
generated and used to calculate the probabilities of the ro-
tamer transitions upon binding (38). The stability of amino
acids was quantified based on the transition maps. Most side
chains changed conformation within the same rotamer or
moved to an adjacent rotamer. The highest percentage of
the transitions was observed primarily between the two
most occupied rotamers (38).DOCKING OF MODELS
The docking problem is further complicated if the interact-
ing proteins are models rather than the experimentally deter-
mined structures. The errors in such ‘double modeling’ (first
of the individual proteins, then of the complex) accumulate,
which presents a greater challenge, especially in higher
resolution docking (Fig. 2). Thus, the use of approaches to
dock these structures should be assessed by thorough bench-
marking, specifically designed for protein models (39). To
be credible, such benchmarking has to be based on carefully
curated sets of structures with levels of distortion typical forBiophysical Journal 107(8) 1785–1793
1788 Vaksermodeled proteins. A suite of models was generated for the
benchmark set of the x-ray structures from the DOCKGROUND
resource (http://dockground.bioinformatics.ku.edu) by a
combination of homology modeling and the nudged elastic
band method (40). For each monomer, six models were
generated with predefined Ca RMSD from the native struc-
ture (1, 2,., 6 A˚). The sets and the accompanying data pro-
vide a comprehensive resource for the development of
docking methodology for modeled proteins (41). A new
approach, implementing only actual modeling of new pro-
tein structures as in the real case scenario, was used by
the same group of authors to generate a larger set of models
(165 complexes, with full arrays of models for each).PHYSICS VERSUS KNOWLEDGE-BASED
DOCKING
Solving the equations of motion for two proteins in arbitrary
relative orientation, using atomic resolution force fields,
does not dock them in the correct configuration. The reason
is the extreme complexity of the energy landscape of the
system—its span in multidimensional space of its coordi-
nates and the multiplicity of the energy minima (24,42)—
all compounded by the approximate nature of the landscape,
with error bars that are often larger than the relative depth of
the energy basins.
Still, if one is interested just in the location of the global
minimum of the free energy, corresponding to the native
structure of the complex, with no regard to the binding
pathways, there are nonphysical sampling protocols that
efficiently search the landscape and deliver the solution.
These protocols treat the problem as global optimization,
and find the global minimum through various nonlinear pro-
gramming techniques, including the most trivial (and effec-
tive) one—systematics search (7). The main reason for their
success, given the complexity of the landscape, is that the
global minimum is significantly different from the local
minima. It is not just deeper, as it is supposed to be by defi-
nition, but deeper by a significant margin (43), and has a
number of other distinguishing characteristics, such as
size and ruggedness (28,42). Thus, the unavoidable common
approximations of the energy landscapes, although distort-
ing the local minima hierarchy, are not approximate enough
to eliminate the difference between the global and the local
minima (or at least to remove the actual global minimum
from the top candidates). Although such minimization pro-
tocols are nonphysical, because the landscape represents
physics-based energy (even in its simplest form of steric
complementarity, which is none other than the minimum
of van der Waals energy) such approaches still pass as phys-
ical (often among nonphysicists, and physicists who know
biology). Still, in many such approaches, the only physical
concept is the trivial steric complementarity, and the rest
are techniques borrowed from computer science and other
engineering disciplines (pattern recognition, optimization,Biophysical Journal 107(8) 1785–1793machine learning, etc.). Such approaches have been domi-
nant in the protein docking field since its inception.
The whole notion of physics though goes out the window
altogether with the recent docking approaches based solely
on similarity to the existing experimentally determined
complexes/templates. If two similar pairs of proteins gener-
ally bind in a similar way, and one of them is cocrystallized,
for the other pair there may be no need to sample the ex-
tremely complex intermolecular landscape—one can simply
get straight to the presumed global minimum (the correct
structure of the complex) by assuming similarity to the
experimentally determined complex.
Structural modeling by similarity (comparative mod-
eling) of individual proteins has been around for a long
time, since the establishment of the correlation between
sequence and structure similarity in the 80s (44). Such sim-
ilarity suggested that if the sequence of protein A, the struc-
ture of which is to be modeled, is similar to the sequence of
protein A0, the structure of which is known, one can put pro-
tein A in the same fold as protein A0. That provided a dra-
matic improvement in terms of prediction reliability over
the proverbial ‘protein folding problem’ where the protein
structure is supposed to be modeled based on the amino
acid sequence alone. The atomic resolution prediction of
the protein structure was reduced to the repacking of the
side chains, and tweaking of the backbone (often involving
flexible loops)—a difficult, but quite tractable task, incom-
parable with the ultimate complexity of the structure predic-
tion from the sequence alone. The critical aspect of such
approach is the availability of the experimentally deter-
mined (largely by x-ray crystallography) templates. One
can date the emergence of the comparative modeling to
the expansion of the PDB that at the time had become large
enough to provide a meaningful pool of templates.
Currently, with the rapid growth of PDB, the template-based
modeling of individual proteins is a dominant approach to
the prediction of protein structures (45). The modeling of
the folding-related physical processes is still a big chal-
lenge, and may well remain so in the future. However, the
on-going expansion of PDB will arguably keep further
simplifying the nonphysical prediction shortcut to the equi-
librium structure, given the limited structural scope of the
protein universe (46), which causes the reduction of the
pool of proteins with the new fold (45).
In protein-protein docking, the similarity between pro-
teins in complexes can be assessed through comparison/
alignment of sequences (47–49), sequences and structures
(threading) (50–52), or just the structures (52–58) because
the structures of the protein to be docked are assumed to
be known by the very definition of docking. However, the
protein docking field, as opposed to the prediction of indi-
vidual proteins, largely has not been taking advantage of
the template-based modeling. One reason is that protein-
protein docking is younger and thus less advanced (the pro-
tein docking community is also significantly smaller than
FIGURE 3 Structural similarity of the binding modes versus structural
similarity of the interacting proteins. The structural similarity of the binding
modes is described by interaction RMSD (47). The structural similarity of
the interacting proteins is described by min TM-score—the lowest of the
two components protein TM-scores (62). The sharp transition to small
interaction RMSD occurs at the 0.4 value of structural similarity. To see
this figure in color, go online.
FIGURE 4 Benchmarking of template-based docking. The distribution
of predicted complexes accuracies is shown relative to the cocrystallized
structure. The benchmarking of PDB complexes released in 2009–2011
was based on template structures from 2008 and earlier. In 36% of
the complexes, the predicted structure is close to the native (interface
RMSD <5 A˚). To see this figure in color, go online.
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number of participants in the community-wide prediction
assessments (~200 in CASP vs. ~40 in CAPRI) and predic-
tion targets (45,59).
Another reason has been the relative success of the tradi-
tional template free (ab initio) docking, as opposed to the ab
initio modeling of the individual proteins. The rigid-body
docking (six degrees of freedom) is a meaningful, working
approximation for many complexes, whereas any practical
approximation in protein folding involves the conforma-
tional search space of far greater dimensionality.
Still, the main reason for the almost complete dominance
of the ab initio docking arguably has been the presumed lack
of protein-protein templates. Protein-protein complexes are
generally more difficult to crystallize than single proteins,
limiting the number of templates. Moreover, proteins poten-
tially participate in multiple protein-protein interactions,
making the number of protein-protein prediction targets
larger than that of the individual proteins. The large-scale
efforts to determine the structures of proteins, like the
Protein Structure Initiative (60), which established a high-
throughput structure determination pipeline, provided a sub-
stantial amount of structural information (and a significant
portion of prediction targets for the community assessment
of structure prediction CASP (45)). However, it has been
much less instrumental in supplying the structures of pro-
tein-protein complexes (including the lack of targets to the
community assessment of predicted interactions CAPRI
(59)), presumably because of the relative difficulty of crys-
tallizing protein complexes.
Thus, the general notion in the protein docking field has
been that although the comparative docking may be more
reliable and accurate than the traditional free docking,
similar to the comparative modeling for individual protein
modeling, the lack of the templates relegates the practical
use of this approach to some future time. That was until
the presumption of the lack of templates was actually
checked on the existing PDB. The systematic study (61)
showed that, surprisingly, docking templates are readily
available for complexes representing almost all known pro-
tein-protein interactions, provided the components them-
selves have a known structure or can be homology built.
The study is based on 126,897 protein interactions
involving pairs of proteins in 771 species. The structure
alignment-based models of complexes were generated by
TM-align (62). The structural similarity of two complexes
was evaluated by the min TM-scores (the smallest of the re-
ceptor and the ligand TM-scores (62)). Fig. 3 shows how the
interaction RMSD (47), a measure of the binding mode sim-
ilarity, correlates with the min TM-score, a measure of the
structural similarity between the complexes, in an all-to-
all pairwise comparison of 989 cocrystallized complexes.
The phase transition occurs near min TM-score ¼ 0.4,
with binding modes mostly similar above, and mostly
different below.To assess its predictive value, in the way the prediction
would happen in a real case scenario, the approach was
tested on newer protein-protein structures in PDB released
in 2009–2011, using older template structures released
before 2009. Fig. 4 shows the distribution of the interface
RMSD (calculated between the ligand native interface in
the x-ray and the predicted positions after superimposing
receptors), with 36% of the modeled complexes close to
the native structure of the complex (interface RMSD
<5 A˚).
To determine the extent to which template-based docking
can be used to model known protein interactions in whole
genomes, homology models of individual proteins were
built, and templates of their complexes searched for in
PDB. Remarkably, structural templates were found for
nearly all (99%) the complexes in which the structure ofBiophysical Journal 107(8) 1785–1793
1790 Vakserboth components is known experimentally or could be built
by homology (Fig. 5). As shown in Fig. 4 more than one-
third of them are estimated to be correct. Thus, when no
template was found for the complex, there were no tem-
plates to build models for one or both of its components.
The coverage should therefore improve as more individual
proteins have their structure determined.COMMUNITY-WIDE EVALUATION
When a research group develops a new docking approach
and shows that it successfully predicts the structure of a pro-
tein-protein complex, the true value of this contribution to
biological science is still unknown. To be properly evalu-
ated, the approach has to be a), successful enough for all
protein-protein complexes with known structure (or for a
certain class of protein complexes, if it is specific to, e.g.,
antigen-antibody or enzyme-inhibitor complexes); and b),
objectively compared to other existing approaches. It may
not be always realistic to have both (a) and (b) evaluations
at the same time, but they are the essential parts of an objec-
tive assessment. For practical reasons, and to avoid overrep-
resentation of certain complexes in PDB, which may not
reflect their frequency in vivo, the (a) part most often is per-
formed on a statistically significant nonredundant, represen-
tative subset of complexes (docking benchmark sets). The
(b) part is performed by comparison of the performance of
different approaches on these benchmark sets and in blind
community-wide assessments.
The protein-docking community began to organize and
actively develop such community-wide activities at the First
Conference on Modeling of Protein Interactions (MPI) at
Charleston, SC, 2001 (63). These activitieswere further devel-
oped at the subsequent MPI (http://www.bioinformatics.ku.
edu/mpi-conference) and CAPRI (http://capri.ebi.ac.uk) con-
ferences and other meetings.
The widely used benchmark sets of protein-protein com-
plexes were developed in Weng’s group (32) and Vakser’s
group (31). Both contain more than a hundred complexes
of cocrystallized proteins and their separately crystallized
components (unbound structures). The idea behind theFIGURE 5 Structural coverage of protein interactions for five genomes
with the largest number of known interactions. Complexes with the x-ray
structure are in red, complexes with a sequence template are in green,
and complexes for which the structure of the monomers is known are in
blue—structural templates are found for ~100% of such complexes. >1/3
of these templates are estimated to be correct (Fig. 4). To see this figure
in color, go online.
Biophysical Journal 107(8) 1785–1793benchmark is to provide pairs of unbound structures with
the correct match known (cocrystallized complex) for the
development of unbound docking algorithms.
Several groups put together decoy sets of protein-protein
complexes. These sets contain false positive matches of pro-
teins and are useful in the development of better potentials
and scoring functions for the discrimination of false positive
predictions (thus they are sometimes called scoring bench-
marks). An early set of protein-protein docking decoys
was compiled in Vakser’s group in the 90s. The current
version is based on the DOCKGROUND resource (64). Other
decoy sets are available from Weng’s group (http://zdock.
umassmed.edu/software), and others. Fig. 6 shows an
example of the docking decoys from the DOCKGROUND set
for one complex.
The community-wide experiments on Critical Assessment
of Structure Prediction (CASP; http://predictioncenter.org)
and Critical Assessment of PRedicted Interactions (CAPRI;
http://capri.ebi.ac.uk) allow a comparison of different
computational methods on a set of prediction targets (exper-
imentally determined structures unknown to the predictors).
The protein-protein docking category was introduced at
CASP2 (43,65) and has been successfully continued in
CAPRI. CAPRI solicits yet unpublished structures of cocrys-
tallized protein-protein complexes from experimentalists
(primarily, x-ray crystallographers) and distributes the sepa-
rately crystallized structures of the components, or their
homologs, to the predictors’ community. The participants
are groups of researchers (who often use available biological
information on the targets to narrow down the docking
search) and automated servers. A separate prediction cate-
gory is scoring of the docked complexes. CAPRI is conduct-
ed on a continuing basis (currently in its 30th round), upon the
availability of the targets. CAPRI generated great interest in
the scientific community and has led to significant progress in
the docking methodologies.FIGURE 6 Example of docking decoys. Matches represented by the li-
gand’s center of mass are shown for 1bui enzyme-substrate complex. The
receptor (in green) and the ligand (in cyan) are shown in cocrystallized
configuration. The native match is in yellow, 10 near-native matches are
in red, and 100 nonnative matches are in blue. To see this figure in color,
go online.
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Most challenging docking tasks address large-scale (up to
the level of the entire genome) modeling of protein interac-
tion networks (52,66–69), where most proteins have to be
models themselves, and the docking has to be performed
by high-throughput (and thus less accurate) approaches
(67). The approaches to genome-wide structural modeling
of protein interactions are either traditional free docking
(70,71) or the template-based docking (54,61,72). Modeling
templates are available for a significant part of soluble pro-
teins in genomes (73), including those in known protein in-
teractions (61,74). For systematic evaluation of potential
accuracy in high-throughput modeling of binding sites, a
statistical analysis of target-template sequence alignments
was performed for a representative set of protein complexes
(75). For most of the complexes, alignments containing all
residues of the interface were found. The full interface
alignments were obtained even in the case of poor overall
alignments where a relatively small part of the target
sequence (as low as 40%) aligned to the template sequence,
with a low overall alignment identity (<30%). Although
such poor overall alignments might be considered inade-
quate for modeling of whole proteins, the alignment of the
interfaces was strong enough for docking. Overall, about
half of the complexes with the interfaces modeled by
high-throughput techniques had accuracy suitable for mean-
ingful docking. This percentage should grow with the
increasing availability of cocrystallized protein-protein
complexes.CHALLENGES
Determination of the static protein interactome, restricted to
the most energetically stable (and potentially crystallizable)
equilibrium configurations of the complexes, is already
within reach, at least at the low-resolution, first-pass approx-
imation. Protein complexes are more difficult to crystallize
than the individual proteins, and thus are less represented in
PDB. However, the structural diversity of the stable protein
interactions is limited to such an extent, that it is already
covered by the current PDB, for interacting proteins with
known structures (61). High-quality (according to an unbi-
ased a priori evaluation) structural templates are available
for virtually all such complexes, and more than one-third
of them reproduce the cocrystallized targets in comprehen-
sive benchmarking. Leaving aside speculations that the re-
maining two-thirds, or some part of it, may correspond to
the noncrystallizable (or not crystallized yet) interacting
modes of the given proteins, one can safely assume that
with further growth of PDB the current one-third portion
will grow as well. Based on the current statistics, one can
also extrapolate that for most of the newly determined
(experimentally or by homology) protein structures, their in-
teractions already will have had structural homologs inPDB. Thus, the remaining challenge for the determination
of the static interactome is a), determination of the interac-
tors (both the fact that protein A interacts with protein B,
and their respective structures—currently 85% of all inter-
acting proteins in Escherichia coli and 39% in yeast (61)),
rather than the structure of the interaction; and b), the refine-
ment of the interaction to the atomic resolution, when
needed.
These challenges will have to be addressed in the coming
years. However, conceptually, in terms of the broader pic-
ture, the focus is inevitably shifting toward more dynamic
and realistic representation of the protein interactome
in vivo, beyond the cocrystallizable subset. Experimental
techniques other than x-ray crystallography, such as nuclear
magnetic resonance spectroscopy, electron microscopy, and
a number of low-resolution methodologies (76) will play an
increasing role in providing directions and constraints for
the modeling. The new frontier for structural modeling is
the cell itself, including molecular association and dissocia-
tion rates and molecular crowding (77–79), and other as-
pects of biomolecular interactions in cellular environment,
involving myriads of intermolecular encounters (80) and
conformational changes associated with them.
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