In patients with depression, the use of 5-HT reuptake inhibitors can improve the condition. Topological fingerprints, ECFP4, and molecular descriptors were used. Some SERT and small molecules combined prediction models were established by using 5 machine learning methods. We selected the higher accuracy models(RF, SVM, LR) in five-fold cross-validation of training set to establish an integrated model (VOL_CLF). The training set is from Chembl database and oversampled by SMOTE algorithm to eliminate data imbalance. The unbalanced data from same sources (Chembl) was used as Test set 1; the unbalanced data with different sources(Drugbank) was used as Test set 2 . The prediction accuracy of SERT inhibitors in Test set 1 was 90.7%~93.3%(VOL_CLF method was the highest); the inhibitory recall rate was 84.6%-90.1%(RF method was the highest); the non-inhibitor prediction accuracy rate was 76.1%~80.2%(RF method is the highest); the non-inhibitor predictive recall rate is 81.2%~87.5% (SVM and VOL_CLF methods were the highest) The RF model in Test Set 2 performed better than the other models. The SERT inhibitor predicted accuracy rate, recall rate, non-inhibitor predicted accuracy rate, recall rate were 42.9%, 85.7%, 95.7%, 73.3%.This study demonstrates that machine learning methods effectively predict inhibitors of serotonin transporters and accelerate drug screening.
membrane, mast cells and serotonergic neurons presynaptic membrane [6] . SERT is a component of the synapse at the nerve endings of the presynaptic membrane at the nerve endings. It re-enters the 5-HT of presynaptic neurons from the synaptic cleft, directly reducing the concentration of serotonin in the synaptic cleft [7] , preventing the occurrence of adverse reactions. SERT removes 5-HT from the synaptic cleft and affects the number and duration of postsynaptic receptor-mediated signaling, which plays a key role in the fine-tuning of overall pulse delivery [8] .
If the SERT structure changes during physiological processes, the synthesis, clearance, and function of the 5-HT and 5-HT receptors will be greatly affected. These changes have important clinical implications for SERT inhibitors. The mechanism of action of selective serotonin reuptake inhibitors (SSRIs) in antidepressants is selective inhibition of the reuptake effect of 5-HT in central nervous system presynaptic membranes, increasing the 5-HT concentration in the synaptic cleft, exciting the brain, thereby achieving an antidepressant effect. It is characterized by strong specificity and selectivity for 5-HT, limited effect on other neurotransmitters, good oral absorption and less adverse reactions [9] . In general, studying molecular biology and pharmacological properties of SERT and exploring SSRIs with selective high affinity for SERT have brought bright prospects for the treatment of these diseases.
In this research, the machine learning methods were used to predict the binding ability of the ligand molecule and the SERT protein, based on the molecular descriptors and the molecular fingerprints, and the obtained model can be applied to the drug screening. In the process, the cost of the experiment can be reduced and the drug development cycle is shortened. This work has certain practical application value.
Materials and methods

Data acquisition and processing
This study selected the training set, validation set and Test set 1 data from the Chembl database. The experimental model of the selected data was Hek293 cells. The experimental method was the isotope [3H] labeling method, and all the molecular smiles provided by the Chembl database were read and written by the RDkit package in Python, and the standard smiles were generated and the duplicate data was removed. Considering that the half-inhibitory concentration IC50 of the drugs that have significant inhibition of SERT protein published in the Drugbank database is less than 500 nmol·L -1 , and in order to make the established model have better generalization performance, this study will regard the molecules with IC50 smaller than 500 nmol·L -1 as inhibitors of SERT protein, and molecules with IC50 greater than 1000 nmol·L -1 as non-inhibitors of SERT protein, which is similar to the method has been reported [10] .. We screened 812 inhibitors and 400 non-inhibitors using the above method; 162 inhibitors and 80 non-inhibitors were randomly selected as Test set 1. Since many machine learning algorithms are sensitive to unbalanced data, we used the SMOTE algorithm for oversampling the remaining 650 inhibitors and 320 non-inhibitors to eliminate data imbalance [11] . Finally, we obtained 960 samples of inhibitor and 960 samples of non-inhibitor, and then used machine learning methods to establish several classification models, and verified the models by five-fold cross-validation.
The test set 2 is an external data set. The test set 2 was constructed using compounds which were reported by Drugbank and not used in the training set. Seven IC50s with IC50 less than 500 nmol·L -1 SERT were found, and 30 drugs without SERT protein binding ability were selected as non-inhibitors of SERT protein. Both Test Set 1 and Test Set 2 are unbalanced data sets that can be used to test the robustness and generalization capabilities of the model. The molecular smiles of the training data set, the test 1 data set, and the test 2 data set are in supplementary materials ( Supplementary Table 1-3 ).
The chemical space
We obtained the ECFP4 fingerprint of the molecule, and then randomly selected 100 molecules in all data sets to find the Tanimoto correlation coefficient between every two molecules [12] [13] . We finally found the average Tanimoto correlation coefficient of 100 molecules. The Tanimoto correlation coefficient can effectively measure the similarity between molecules, which in turn reflects the size of the chemical space occupied by the data. In the training data set, we calculated the relative molecular mass (MW), the lipid-water partition coefficient (ALogP), the hydrogen bond acceptor number (nHBAcc), the hydrogen bond donor number (nHBDon) , and the number of rotatable keys(nRotB), according to the Lipinski rules of five [14] [15] [16] . MW and ALogP are used to plot scatter plots between data with different labels. The Lipinski rules of five are plotted into a radar chart to observe the chemical space distribution of the compound molecules [17] . The calculation of the five properties is done by the "rcdk" package in the R language (3.5.3) [18] .
Extraction of molecular features
In this study, 115 descriptors of molecules were extracted using the RDkit package as a characterization of molecular properties [19] , using topological fingerprints and circular fingerprints (ECFP4) [20] , [21] as molecular structure characterization. Here we do not use traditional hash coding methods for molecular fingerprints. When the molecular fingerprint is obtained, the molecular fingerprint appearing in all the molecules of the training set is taken as the complete set U, and one-hot encoding is performed, and the fingerprint features related to the complete set U are obtained in the test set 1 and the test set 2, such as the formula(1) (2).
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The number of samples in the training set was n. was the fingerprint feature k of the molecule i. Then m was the number of features of the molecule i. And 、 、……、 were the sets of all fingerprint features of each molecule in the training set. Finally, 79 topological fingerprints and 1323 circular fingerprints were obtained.
Machine learning methods
In this study, the classification models were built using the support vector machine (SVM), logistic regression (LR), random forest (RF), and k nearest neighbor (KNN). An in-depth description of these four methods can be obtained from some excellent works and research papers. Here, only the main ideas of the four methods are briefly described.
LR uses the idea of maximum likelihood estimation to minimize the loss function of the regression to obtain the unknown parameters [22] . Using the sigmoid function on the final result of the binary classification problem, the predicted value range is mapped to [0, 1], and finally, the classification is realized.
SVM is a machine learning method based on the principle of structural risk minimization [23] . It maps the input variables to higher-dimensional spaces by changing the kernel function, and then uses the so-called "support vector" to find the maximum interval in the new space, and clarifies the optimal classification hyperplane. Finally, the SVM completes the classification of the input data. The SVM model of this study uses a linear kernel function.
RF is a collection of multiple decision trees. The process of RF establishment is to construct multiple decision trees by randomly extracting different features and different samples, that is, multiple weak classifiers. The results of multiple weak classifiers are voted to get the final result. For out-of-bag data that has not been extracted, it can be used to test the generalization performance of the model [24] .
KNN is based on the idea of maximum likelihood estimation and finds the distance between the new input sample point and the training sample points in the multidimensional space formed by the features. First, the n training sample points closest to the new sample point are selected, and then the distance between the samples and the number of labels of each category in the n training sample points are comprehensively considered to determine the final classification result [25] .
In addition, this study builds the voting classification model VOT_CLF based on the idea of ensemble learning. Considering the class probability of the predictions of multiple models, the result with the largest class probability is the final classification result. The study of Bauer et al [26] shows that when the classification principles of multiple sub-classifiers are different and the performance is good enough, the voting model often has the performance improvement.
Prediction results evaluation
In the classification problem, for the A category molecular, the accuracy of the A category in the final result is: the number of real A in the molecules predicted as A category/the number of the moleculars predicted as A category; the recall rate is: the number of predicted A in the real A moleculars/ the number of the real A moleculars; f1-score is: f1=2×precision×recall÷(precision+recall). The f1 score is the harmonic mean of the accuracy and recall rate. In the drug screening problem, the recall rate of SERT protein inhibitor (SERTI) is usually more concerned. In addition, the overall accuracy rate = the number of correct samples in all the classification results / the total number of samples.
In this study, we first performed five-fold cross-validation on the training set. With the overall accuracy rate, we selected a better classifier for the generation of the voter and predict the results of the test 1 and test 2 data sets.
Structural alerts
We use python's library "bioalerts" [27] to find substructures related to molecular neutralization activity. This method searches and counts substructures in a molecule by setting a certain search radius. The molecular fingerprint used in the search for substructures is ECFP4. The number of occurrences of a molecular substructure can be seen as obeying the hypergeometric distribution [28] . When the number of occurrences of a molecular substructure in inhibitors is significantly higher than the number of occurrences in non-inhibitors, it can be considered that this substructure plays an important role in the binding process with SERT protein. We used the training data set before oversampled to find structural alerts.
Results and discussion
The distribution of the chemical space
The number of molecules in the data set is shown in Table 1 . The heat map of the Tanimoto correlation coefficient of 100 randomly selected molecules is shown in Fig. 1 . The average Tanimoto correlation coefficient is 0.192, which indicates that the differences between molecules are large, and the model trained may have strong generalization ability. In the radar chart, the inside is a small value and the outside is a large value. It can be seen from Fig. 2 that the molecular distribution of the training set is broad and does not exhibit preference, whether it is a discrete variable or a continuous variable, which is consistent with the results of the Tanimoto correlation coefficient. From the scatter plot ( Fig. 3 ), we can see that there is no difference in the distribution of inhibitors and non-inhibitors between the two continuous indicators of MW and ALogP. This suggests that it is difficult to successfully distinguish between the two types of molecules by simply relying on these simple chemical properties, and the methods we used in this study can solve this problem. 
Cross-validation result
In the different machine learning models, the training set was spilt with the ratio 1:4 five times to complete the cross-validation. The results of the cross-validation are shown in Table 2 .
Based on the overall accuracy criteria, the RF, SVM, and LR models were selected to construct the ensemble voter VOT_CLF, and the five-fold cross-validation was also performed. The cross-validation accuracy of all models can reach more than 90%, indicating that the feature extraction method of molecular fingerprints combined with molecular descriptors can fully characterize the molecules to some extent, which can provide more effective information than just using fingerprints or descriptors.
Test set 1 results
After cross-validation, we trained the models with all the data of the training set. The ratio of SERT protein inhibitors to non-inhibitors in the test set 1 was close to 2:1, which is an unbalanced data set. The relevant prediction results are shown in Table 3 . The RF model performed best in the SERTI recall rate, and the VOT_CLF model performed best in the SERTI accuracy rate. In non-SERT protein inhibitors (non-SERTI), the SVM and VOT_CLF models have higher recall rates, and the RF model has higher accuracy. In the Receiver Operating Characteristic Curve (ROC) ( Fig. 4 
Test set 2 results
The ratio of SERT protein inhibitor to non-inhibitor in the test set 2 was 7:30, which was also an unbalanced data set, and the negative sample accounted for the majority. The relevant prediction results are shown in Table   4 . The RF model has the best performance in the SERTI recall rate, and the RF model has a high accuracy and recall rate in the non-SERTI, so the RF model may be better used in the drug screening process. The test set 2 and the training set are from different databases, so the generalization performance and robustness of the RF model are better than the other three models.
At present, how to find the possible active drug from the severe imbalance data is a major problem in machine learning to predict the combination of protein and small molecule [29] , [30] , the researchers tried to solve this problem, and then adopted oneshot-learning method, etc [31] . It can be seen from Test Set 1 and Test Set 2 that the RF model has a higher recall rate than the SVM, LR, and voting models. This indicates that the RF model is more conducive to processing unbalanced data sets characterized by molecular fingerprints and molecular descriptors. This is consistent with some literature results [32] , [33] . 
The wrongly predicted drugs
In Test Set 2, the RF model of this study successfully predicted six molecules ( Fig.5 ). in 7 SERTIs and erroneously predicted one molecular (Fig.6 ). The reasons for Cocaine's wrong prediction may be as follows:
The lack of compounds containing nitrogen bridged rings in the training samples, that is, the limited space of the training samples, makes the extracted molecular fingerprints more limited, and it is difficult to characterize the molecular structure of the aza bridges. The lack of descriptors in the molecular descriptors used to accurately characterize the properties of the aza bridges makes the model's predictive ability limited and limited coverage of predicted compounds. Therefore, it is possible to explore new descriptors, enhance data collection, increase training samples, or develop model application domain assessment methods to effectively define the application scope of the model and improve model performance. In addition, we will try other combinations of nonlinear features that are more in line with molecular structural features to further improve the efficiency of machine learning.
Molecular structural alerts for SERT protein
It can be seen from these structures( Table 5 ) that when the molecular structure tends to shift to piperidine (S2-S5) or tends to form a conjugated structure (S6, S9, S11), it has a higher binding ability to the SERT protein. At this time, the molecule is more basic and more easily forms a hydrogen bond with the amino acid residue on the SERT to function. Many inhibitors of enzymes also contain imidazole structures [34] , which is very similar to S12. In summary, these 12 important substructures can provide a reference for the structural design of SERT inhibitors. 
Conclusion
Studies have shown that for ligand-based SERTI prediction problems, the use of machine learning methods, especially random forests, has a higher recall rate for new test sets. The RF model is robust to unbalanced data and data sets from different sources and has a high generalization ability. The model obtained by the institute can be applied to the initial screening process of the drug. But so far, the SERTI training data is still very limited, the sample space is small, and the Fig.4 Receiver operating characteristic curves for four models molecular descriptors are not comprehensive. However, we believe that in the near future, with the accumulation of data and the improvement of molecular characterization methods, this shortcoming will gradually be solved. Besides, the improvement of the machine learning method to get higher accuracy and recall rate of SERTI will effectively solve the effective drug-protein binding prediction problem, making the machine learning method a powerful tool in the drug development process. 
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