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Abstract
Recent years have seen a surge of interest in layered materials, mainly because
of their numerous applications, prominently in gas sorption. These materials are
highly anisotropic, because of the coexistence of covalent bonds within the individ-
ual layers and weak van der Waals (vdW) interactions between layers. Although the
anisotropy makes layered materials appealing for many technological applications,
it also makes their full theoretical and experimental description difficult. This study
has addressed some of the major gaps in our understanding of layered materials
using a combination of theoretical and experimental techniques. Computationally,
newly developed functionals able to treat both short and long range interactions
within density functional theory have been used to look at the structure, energet-
ics, dynamics and adsorption properties of layered materials. Neutron scattering
experiments have been used to further our understanding of the atomic dynamics
in graphite and to set up a preliminary study of the hydrogen adsorption in doped
graphite.
The present results underline strong similarities of the vdW-dominated prop-
erties of the systems examined. The interlayer binding energies and the hydrogen
adsorption capabilities have been found to be surprisingly similar. Analysis shows
that this is due to a fine balance between attractive and repulsive forces and, more
specifically between atomic polarizabilities and volumes of the material components.
The comparison between experimental and predicted atomic displacements in
graphite highlights that the carbon dynamics is affected by nuclear quantum effects
at temperatures lower than 300 K. These temperatures are common for many techno-
logical applications, especially those related to gas adsorption. Thus, the presented
results pose some questions on what could be the correct model and computational
technique to use in order to gain a better understanding of the sorptive properties
of layered materials, especially carbon based, and move forward in the design of new
gas storage materials.
3
Publication
The work presented in this thesis has led to the following publications:
• "Improved description of soft layered materials with van der Waals density
functional theory" G. Graziano, J. Klimeš, F. Fernandez-Alonso and A. Michaelides,
J. Phys.: Condensed Matter 24, 424216 (2012).
• "Theoretical and experimental assessment of carbon dynamics in graphite"
G. Graziano, M. J. Guttmann, A. Michaelides, F. Fernandez-Alonso, in prepa-
ration.
4
Acknowledgements
I would like to express my gratitude to all the amazing people I have met over
these four years who, consciously or not, have helped, supported and always taught
me something. First of all I would like to massively thank my supervisors Angelos
Michaelides and Felix Fernandez-Alonso for their constant guidance, for all the pre-
cious discussions and insights and, most of all, for believing in me and encouraging
me throughout my PhD.
I wish to thank Jiří Klimeš and Matthias Gutmann for their input into this
project, specifically for their contribution to Chapter 3 and Chapter 4, for their
valuable explanations of many aspects of this scientific field and for their patience in
answering to all of my (mostly silly) questions. A special thank goes also to Andrew
Seel and Svemir Rudic for their big help before, during and after the experiments at
ISIS. I also would like to thank Chis Howard and Felicty Dear for the preparation
of the samples and the precious help during my very last experiment.
I also feel so lucky to have spent these four years being part of the ICE group.
Xinzheng, Thor, Ming, Jiri, Brent, Erlend, Nanaxhi, Wei, Philipp, Chiara, Yasmine,
Steve and Gabriele: it has been a privilege for me working with you. Questioning
our work together, helping and supporting each other, not to mention, having great
fun together showed me the beauty of working in a solid team and I can say with
confidence that you have not been just my colleagues, but my family during this
time. I will always be grateful to you all for being there for me.
I would like also to thank my friends, Antonella, Teresa, Cecilia and Ivan for
always being present and always being able to relieve me from tough times.
A special thank goes to my parents for encouraging and believing in me no
matter what, and to my brother Gianluca, who “ordered” me to buy the one way
flight ticket to London four and half years ago without which I would never have had
the most amazing years of my life. Finally a huge thank goes to my husband Marco
who has embraced with the same passion this adventure with me, for being always
supportive and very (very!) patient, and simply for being part of these amazing four
years.
5
Contents
1 Introduction 15
2 Methods 21
2.1 Quantum mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2 Born-Oppenheimer approximation . . . . . . . . . . . . . . . . 22
2.1.3 Density functional theory . . . . . . . . . . . . . . . . . . . . 23
2.1.3.1 Exchange-correlation functionals . . . . . . . . . . . 24
2.1.3.2 Basis functions and Bloch’s theorem . . . . . . . . . 28
2.1.3.3 Description of the core electrons . . . . . . . . . . . 29
2.1.4 Static and dynamic calculations . . . . . . . . . . . . . . . . . 29
2.1.4.1 Molecular dynamics . . . . . . . . . . . . . . . . . . 30
2.1.4.2 Zero point energy: Phonon calculations . . . . . . . . 31
2.1.4.3 Path integral molecular dynamics . . . . . . . . . . . 32
2.2 Experimental techniques . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.1 Basics of neutron scattering . . . . . . . . . . . . . . . . . . . 34
2.2.2 Elastic neutron scattering: Diffraction . . . . . . . . . . . . . 37
2.2.3 Inelastic neutron scattering: Spectroscopy . . . . . . . . . . . 38
3 Structural and energetic assessment of soft layered materials using
van der Waals density functional theory 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.1 Graphite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Hexagonal -boron nitride . . . . . . . . . . . . . . . . . . . . . 49
3.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . 52
6
4 Theoretical and experimental study of the dynamics of carbon
atoms in graphite 56
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Experimental details . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1.1 Structure refinement . . . . . . . . . . . . . . . . . . 59
4.2.2 DFT and phonon calculations . . . . . . . . . . . . . . . . . . 59
4.2.3 Ab initio molecular dynamics simulations and path integral
molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1 Graphite lattice constant and thermal expansion . . . . . . . . 62
4.3.1.1 Graphite phonon dispersion relation . . . . . . . . . 64
4.3.2 Anisotropic displacement parameters . . . . . . . . . . . . . . 67
4.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . 75
5 Beyond graphite and h-BN: The role of van der Waals interactions
in other layered materials and in their hydrogen uptake 78
5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.1 Interlayer binding energies . . . . . . . . . . . . . . . . . . . . 85
5.2.2 Adsorption energy of hydrogen on layered materials . . . . . . 87
5.3 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 90
6 Exploring NoMan’s Land: Hydrogen Uptake by Potassium-intercalated
Graphite 98
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3.1 The substrates: KC24 and KC28 . . . . . . . . . . . . . . . . . 106
6.3.2 Hydrogen absorption in KC28 and KC24 . . . . . . . . . . . . . 108
6.4 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 115
7 Summary and Outlook 117
A Measurement of the graphite vibrational density of states: TOSCA
experiment 121
7
B Momentum distribution of carbon atoms in graphite: VESUVIO
experiment 124
C News from nowhere: Exploring new sorption regimes in alkali-
graphite intercalates 128
8
List of Figures
2.1 Geometry of a general scattering experiment. . . . . . . . . . . . . . . 34
3.1 Binding energies as a function of interlayer distance in graphite. . . . 46
3.2 Binding energies as a function of interlayer distance in hexagonal -
boron nitride. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Decomposition of the interlayer binding energies of graphite and h-
BN obtained with the optB88-vdW functional. . . . . . . . . . . . . . 55
4.1 Convergence test for the number of carbon path integrals replicas
need for the PIMD simulations. . . . . . . . . . . . . . . . . . . . . . 62
4.2 Neutron diffraction patterns of single crystal graphite at 300 K. . . . 63
4.3 Phonon dispersion relation and vibrational density of state of graphite
calculated with the optB88-vdW functional. . . . . . . . . . . . . . . 65
4.4 Interlayer binding energy as a function of the interlayer distance of
graphite in the fixed unit cell. . . . . . . . . . . . . . . . . . . . . . . 66
4.5 X-ray diffraction patterns of single crystal graphite at 300 K. . . . . . 69
4.6 Single crystal graphite diffraction pattern at different temperatures
calculated with optB88-vdW functional. . . . . . . . . . . . . . . . . 69
4.7 Atomic displacement of carbon atoms in graphite: comparison of the-
ory and experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.8 In–plane anisotropic displacement parameters (ADPs) of the carbon
atoms ( u11 and u22): Comparison of theory and experiment. . . . . . 72
4.9 Single crystal graphite diffraction pattern at 300 K calculated by sub-
tracting the out–of–plane modes of vibration. . . . . . . . . . . . . . 73
4.10 out–of–plane ADP, u33, of the carbon atoms in graphite: comparison
between theory and experiment. . . . . . . . . . . . . . . . . . . . . . 75
9
5.1 Representative unit cells, as well as top and front views of the bulk
graphite, h-BN, molybdenum dichalcogenides (MoX2), tungsten disul-
fide (WS2) and titanium diselenide (TiSe2). . . . . . . . . . . . . . . . 82
5.2 Initial configurations of hydrogen on the surface of layered materials. 84
5.3 Interlayer binding energy as function of the lattice constant c for the
transition metal dichalcogenides. . . . . . . . . . . . . . . . . . . . . . 87
5.4 Decomposition of the adsorption energy of the hydrogen on the sur-
face of the layered materials obtained with the optB88-vdW functional. 93
5.5 Schematic description of the overlap of the hydrogen and surface atom
volume overlap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1 Interlayer binding energy of pristine graphite and hydrogen interca-
lation energy calculated with the optB88-vdW functional. . . . . . . 99
6.2 Stacking sequence in the KC24. . . . . . . . . . . . . . . . . . . . . . 100
6.3 Different structures proposed for the KC24. . . . . . . . . . . . . . . . 101
6.4 Unit cell for the KC24 and KC28. . . . . . . . . . . . . . . . . . . . . 103
6.5 Initial configurations of hydrogen in the intercalated gallery of the
KC28. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.6 Initial configurations of hydrogen in the intercalated gallery of the
KC24. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.7 final configurations and charge density difference of KC24 and KC28 . 107
6.8 Intercalation energy calculated with the PBE functional as a function
of the cell dimension in the z direction, for the case of the KC28. . . . 108
6.9 Optimised configurations of hydrogen in the intercalated gallery of
the KC28. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.10 Charge density difference for hydrogen one molecule absorbed in KC28.110
6.11 Absorption energy as a function of hydrogen concentration in KC24
and KC28 calculated with the optB88-vdW functional. . . . . . . . . 113
6.12 Optimised configurations of hydrogen in the intercalated gallery of
the KC24. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.1 Diffraction pattern of HOPG measured by the TOSCA spectrometer. 122
A.2 Inelastic neutron scattering spectrum of HOPG at different orienta-
tions of the c axis with respect to the incident beam. . . . . . . . . . 123
B.1 Powder graphite Compton profile measured at 300 K. The main peak
at 340 μs refers to the graphite and that at 380 μs refers to the tin can. 125
10
C.1 Diffraction patterns of the KC8 and H2 at different temperatures. . . 129
C.2 Inelastic spectra of the KC8 and H2 at different temperatures. . . . . 130
11
List of Tables
3.1 C–C bond lengths and atomization energies for a single layer of graphite. 45
3.2 Interlayer distances, interlayer binding energies, and elastic constant,
C33, of graphite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 B–N bond lengths and atomization energies for a single layer of h-BN. 49
3.4 Interlayer distances and interlayer binding energies of h-BN . . . . . . 51
4.1 Graphite lattice constants a, b and c as a function of temperature ob-
tained with single crystal neutron diffraction experiment.
63
4.2 Comparison of the phonon frequencies calculated with the optB88-
vdW functional and experimental values reported in the literature.
68
5.1 Lattice constants, cell heights and interlayer binding energies for the
layered materials predicted using the optB88-vdW functional. . . . . 88
5.2 Adsorption energies and hydrogen–substrate distances for hydrogen
adsorbed on the layered materials calculated with the optB88-vdW
functional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Adsorption energies and hydrogen–substrate distances of hydrogen
adsorbed on the layered materials calculated with different functionals. 92
5.4 Summary of the result of the PBE-TS calculations of the hydrogen
adsorption on different layered materials. . . . . . . . . . . . . . . . . 95
6.1 Results for the interlayer spacing of the full gallery of the KC28 and
absorption energies at different hydrogen concentration per potassium
atom and configurations. . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Results for the interlayer spacing of the full gallery of KC24 and ab-
sorption energies at different hydrogen concentration per potassium
atom and configurations. . . . . . . . . . . . . . . . . . . . . . . . . . 114
12
B.1 Experimental and calculated second moments of the momentum dis-
tribution (σ) and mean kinetic energies (Ek) per carbon atom. . . . . 127
13
Nomenclature
AIMD Ab initio molecular dynamics
DFPT Density functional perturbation theory
DFT Density functional theory
DOE Department of Energy
h-BN hexagonal-boron nitride
INS Inelastic neutron scattering
optB88-vdW optimized Becke88 van der Waals
PIMD Path integral molecular dynamics
QNE Quantum nuclear effect
TOF Time–of–flight
v–DOS Vibrational density of states
vdW van der Waals
vdW-DFs van der Waals density functionals
ZPE Zero point energy
14
Chapter 1
Introduction
Since the discovery of graphene [1], material science has seen a surge of interest in
layered materials and the possibility of generating new 2D materials with unexplored
and exciting properties. Besides graphene and graphite, the list of layered materials
is quite remarkable and it includes: hexagonal -boron nitride (h-BN), also known
as inorganic or “white” graphite, the class of the transition metal dichalcogenides
with formula MX2 (with M=Mo,W, Ti and X=S, Se, Te), layered oxides and more.
The popularity of this class of materials mainly arises from their strong anisotropy
which results from the covalent bond of the atoms within a layer, and the weak
interactions, mainly due to van der Waals (vdW) forces between the layers.
It is exactly the coexistence of strong and weak bonds affecting not only the
mechanical properties but also the chemistry and physics of these materials, which
makes them appealing for many technological applications. Because of the weak
interactions between the layers they are easy to exfoliate: for example the common
every day process of writing with a pencil is nothing but an exfoliation of graphite,
where the layers are left as a mark on the paper. More sophisticated uses of graphite
and other layered materials have been explored over the years. They have been
extensively used as lubricants, especially at high temperature [2, 3, 4, 5]. Because of
their ability to expand their interlayer distance, it is possible to intercalate atoms or
small molecules within the layers. In fact outstanding and highly studied application
comes from the intercalation of single atoms, like lithium, in graphite and some
transition metal dichalcogenides which has made these materials very promising as
anodes for lithium-ion based batteries [6, 7], now widely used in most electronic
devices.
In addition the ability of layered materials to intercalate small molecules has also
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been exploited to develop small transistors used as gas sensors. As an example, it
has been found that transistors based on different numbers of layers of MoS2 are
able to sense NO, NO2, NH3, H2S and more complex molecules like dopamine and
glucose [8, 9, 6, 10]. It is then natural to think of these materials not only as gas
sensors, but also as gas storage devices. In fact the last couple of decades especially
the porous carbon based materials (layered, and metal-organic frameworks) have
been addressed as promising solution for the hydrogen storage problem. Despite
the prolific work in this field, from both theoretical and experimental perspectives,
still major gaps remain in the full understanding of the fundamental chemistry and
physics of the interaction between the hydrogen and the substrates. In this work
the interaction between hydrogen and layered materials has been studied in detail.
In particular, attempts to tackle the role of weak forces, like vdW, in the physical
adsorption (physisorption) of the hydrogen in and on different layered substrates
have been made.
In order to understand the motivations behind this work, a short review of the
state of the art in the hydrogen storage field needs to be presented.
Hydrogen is the most abundant element in nature and exists as a stable homonu-
clear molecule H2. Recent studies show how hydrogen could be one of the most
promising clean energy carriers, able to replace fossil fuels [11, 12]. Indeed, hydro-
gen has been recognized as an ideal and green energy vector, since its combustion
releases just heat and water which represents an important prerequisite for a sus-
tainable low-CO2 economy. However, due to its unfavorably low volumetric energy
density, it is extremely difficult to store hydrogen unless cryogenic temperatures and
very high pressures are used [13, 14]. The transport industry is the main sector in-
volved in the replacement of fossil fuels with cleaner and more sustainable resources
like hydrogen. By 2015 it is expected that hydrogen powered vehicles will be avail-
able on the market and they will be based on a high pressure (70 MPa) carbon
composite tank system [15]. Of course this is just the beginning and still a lot of
research is needed to improve the safety and the efficiency of the refueling system,
to improve the consumption and to reduce the costs for the commercialization of
these vehicles [15, 16]. Because of this, many studies over the last twenty years in
this area have focused on new materials that can store hydrogen, trying to match
all the safety and technological requirements stated by the United States (DOE).
According to one of the more recent reviews in the field [16], it is possible to group
materials for hydrogen storage in three classes, namely reversible metal hydrides,
chemical hydrogen stores and hydrogen sorbents or porous materials.
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• Reversible metal hydrides: Metal alloys, such as LaNi5, TiFe, and MgNi, were
the first materials proposed for H2 storage since they easily form metal hy-
drides. Hydrogen can then be released by dehydrogenation of the hydrides [17].
The hydrogenation process is direct, with no intermediate steps and is also
spontaneous with a very high enthalpy. The high enthalpy is translated into
a great heat released by the hydrogenation process which makes the on-board
refueling dangerous and difficult [15]. In addition, metal hydrides are very
stable products, thus a great amount of energy is necessary to dehydrogenate
them. Transition metal hydrides can improve the thermodynamics of the
hydrogenation–dehydrogenation process, making it more reversible. However
they require the inclusion of other elements, such as rare-earth metals, that
make these materials heavy and expensive and not so promising for commercial
production [18, 15].
• Chemical hydrogen stores: Compounds like ammonia borane and its deriva-
tives belong to this class and they have a high volumetric and gravimetric
density. Their dehydrogenation is a multiple–step process and it is favoured
by the presence of the protic (partially positive and bound to nitrogen) and
hydric (partially negative and bound to boron) hydrogens. Nevertheless the
dehydrogenated nitrogen and boron polymerise, hindering the rehydrogenation
step [15].
• Porous materials: Graphitic materials, zeolites and metal-organic frameworks
(MOFs) belong to this class and they match with the highest number of prereq-
uisites defined by the DOE [15]. It has been found that low density nanoporous
materials can store hydrogen by physisorption, which does not involve any
chemical changes to the material (substrate) or to hydrogen (adsorbate), and
allows faster loading and unloading dynamics. Nanoporous carbon materials
seem to be promising candidates for this purpose because they can combine
low-weight with fast kinetics for gas charging and discharging [13, 19, 20].
However, since the physisorption of H2 on a substrate is dominated by weak
vdW forces, only a small amount of gas can be stored at room temperature.
Thus cryogenic temperatures (77 K) are required to increase the quantity of
hydrogen stored in carbon based materials. Nevertheless, even the use of such
a low temperature only brings the capacity of these materials to 1% per weight
which is still too low if compared to the requirement of 6.5%, as defined by
DOE [21, 13, 17]. Many approaches have been suggested in order to increase
17
the strength of the substrate–adsorbate interaction within the physisorption
regime [22, 23]. In fact the stronger the adsorbate interaction, the higher
the ability of the substrate to hold hydrogen and increase the quantity of
gas stored. Most work to date shows how the dimensional scale (nanomet-
ric regime [13]) and surface area [19, 24, 20], the shape (nanotubes [22, 25],
nanohorns [13, 26], nanoscrolls [27], pillared structures [18]) and metal inter-
calation (alkali metal intercalation [21, 28, 29, 30]) play very important roles
in the interaction between H2 and porous materials. Other kinds of inter-
actions between physisorption and chemisorption, like those investigated by
Kubas [31, 32], seem to be also encouraging solutions for the hydrogen storage
problem. Kubas interactions are in fact stronger than pure vdWs but still
weaker then the chemical bonds in the hydrates. They are based on the for-
mation of a σv–pi complex between the hydrogen molecule and a metal active
site on the surface of the porous material. In this way the hydrogen bond is
elongated but still no new chemical bonds are formed and in principle this
can guarantee good performances in the hydrogen adsorption also at room
temperature [24].
In this work we focused particularly on the class of porous materials, because al-
though these are good candidates as hydrogen sorbents, the physisorption process
still need to be optimised. In order to do so a fundamental understanding of general
adsorption is needed. As mentioned earlier the physisorption process is due to weak
interactions, mainly vdW forces, between the adsorbate and the substrate. In addi-
tion, vdW forces are also fundamental for the structure of the substrate itself in this
case. Nevertheless a theoretical description of these forces was not achievable until
the last decade, unless very computationally expensive methods were used. In recent
years, much effort has been made in order to develop theoretical tools able to treat
properly long–range interactions, such as vdWs, at reasonable computational cost.
The accurate description of vdW forces is an exceptionally active area of research
within the framework of density functional theory (DFT) [33, 34, 35]. Indeed, DFT
is the most popular method for electronic structure predictions in the condensed
phase and although it is in principle exact, relies upon approximations made in the
exchange–correlation functionals, that in most cases neglect long–range interactions.
However, a large number of new functionals have recently been proposed to include
the long–range interactions [35]. Thus this work has made extensive use of DFT,
especially of vdW–inclusive functionals, to gain a deeper understanding not only
of the physisorption of hydrogen on layered materials, but also of the structure,
18
energetic and dynamical properties of layered materials in general.
In the next chapter a detailed explanation of DFT and the main exchange–
correlation functionals used in this study will be reported, in addition to discussion
of neutron scattering experimental techniques that have also been used throughout
this project to benchmark and design the theoretical prediction. This will be followed
by Chapter 3, where results of the structural and energetic properties of graphite
and h-BN studied by using several density functionals are reported. Here the perfor-
mances of different functionals has been compared to experiment and high–accuracy
theoretical predictions, where values were available. These results assess that espe-
cially one of the new vdW-DFs, namely the (optB88-vdW) [36, 37] predicts values
in good agreement with experiment and higher–accuracy theory. For this reason
optB88-vdW has been the main functional to further study layered materials and
their interaction with hydrogen.
Before looking at the interaction between different layered materials and hydro-
gen, particularly the graphite substrate has been further investigated. Chapter 4
focuses on the study of the carbon dynamics in graphite as a function of tempera-
ture. Although graphite is ubiquitous and has been the subject of a large body of
experimental and theoretical studies, a consistent physical picture describing carbon
motion does not exist. Here we try to understand the nature of this dynamics by
looking at the contribution of the harmonic, anharmonic and high order nuclear
quantum effects to the carbon displacement in graphite. The anisotropic displace-
ment parameters at different temperatures as obtained from a single crystal neutron
scattering experiment (reported in Chapter 4) and deep inelastic neutron scattering,
as well as the measured vibrational density of states (reported in the Appendices
A and B) have been compared to theoretical predictions from DFT. This compar-
ison has highlighted that above 300 K the carbon displacement shows classical,
anharmonic behaviour and that below 300 K quantum nuclear effects may be not
negligible.
In Chapters 5 and 6 the interaction between hydrogen and layered materials is
discussed. Chapter 5 tries to fill some of the gaps in our understanding of the role
of vdW in solids and adsorption on surfaces. This issue has been tackled with a
systematic DFT study of hydrogen adsorption on a range of layered materials. One
of the findings is that on all substrates analysed the hydrogen physisorption ener-
gies are surprisingly similar. This observation is in line with recent calculations of
interlayer binding energies of these materials [38, 39, 40]. Analysis shows that this
arises from a delicate interplay between the polarizability and volume of the atoms.
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This balance may give some overall insight into the extent and nature of the ph-
ysisorption process in general. Finally in Chapter 6 the optB88-vdW functional has
been used to investigate the absorption of the hydrogen in graphite intercalated sys-
tems. As mentioned earlier the intercalation of alkali metals within graphite layers
has been recognised as a promising way to increase the strength of the absorption
energy between hydrogen and a substrate, whilst still being in the physisorption
regime. In particular, the intercalation of potassium in graphite in a concentration
of KC24 not only expands the graphite interlayer distance so that it can easily ab-
sorb hydrogen, but it also polarizes the hydrogen molecule leading to a stronger
H2–substrate interaction which can increase the quantity of hydrogen stored in car-
bon based materials [21, 29, 30, 41, 42]. The calculations reported here shed light
on the structure of the pristine substrate, the concentration of the hydrogen and the
optimal configurations of the molecules within the substrate.
Chapter 7 concludes this work with a summary and outlook.
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Chapter 2
Methods
In this chapter the theory behind the computational and experimental techniques
used in this work will be described. The greater part of the results presented and
discussed in the next chapters have been achieved by performing calculations within
the framework of density functional theory (DFT). DFT is quantum mechanical
theory used to solve and investigate the electronic structure of materials. It makes
use of the electron density as the main variable, in such a way it cuts down on the
computational cost, whilst still satisfying a good level of accuracy. This is the reason
why DFT became such a popular computational tool in the last decades and the
scientific community is still very active in developing and increasing the accuracy
versus computational cost ratio. Different properties of layered materials have been
explored from an experimental perspective, by using neutron scattering techniques.
One of the main advantages of using neutrons is that they interact directly with the
nuclei of the atoms and therefore “neutrons tell us where atoms are and how they
move”, just to cite Clifford G. Shull, pioneer of the neutron scattering technique with
Bertam Brockhouse. The theory behind neutron scattering techniques will also be
briefly discussed in the final sections of this chapter.
2.1 Quantum mechanics
2.1.1 Schrödinger equation
The complete description of a system is achieved by solving the Schrödinger equa-
tion:
Hˆψ(r,R) = Eψ(r,R), (2.1)
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where ψ is the many-body wavefunction expressed as a function of the electronic and
nuclear coordinates, respectively r and R, with energy E. Hˆ is the non-relativistic
Hamiltonian which, for a system of M nuclei and N electrons, can be expressed as:
Hˆ = −1
2
N∑
i
∇2i −
1
2
M∑
A
∇2i
MA
+
−
N∑
i
M∑
A
ZA
|ri −RA| +
N∑
i
N∑
j>i
1
|ri − rj| +
M∑
A
M∑
B>A
ZA − ZB
|RA −RB| , (2.2)
where MA and ZA are respectively the mass and the atomic number of the nucleus
A. The first two terms refer to the kinetic energy of the electrons and nuclei, while
the remaining terms refer to the Coulomb interaction between electrons and nuclei,
electrons and other electrons, and nuclei and other nuclei respectively. Despite the
simplicity of the Schrödinger equation, its solution is very difficult to achieve. In
fact the number of variables increases exponentially with the size of the system and
approximations have to be made in order to get closer to the exact solution of the
Schrödinger equation.
2.1.2 Born-Oppenheimer approximation
The Born-Oppenheimer approximation is used in order to reduce the dimension-
ality of the Schrödinger equation by splitting it into a nuclear and electronic part
[43]. This is possible because the nuclei are much heavier than the electrons and
their dynamics are much slower compared to the electron dynamics, so they can be
considered static with respect to the electrons motion. Thus the two parts of the
Schrödinger equation can now be written as:
Hˆeψe(r,R) = Eelψe(r,R) (2.3)
for the electronic equation and
Hˆnψn(R) = Enψn(R) (2.4)
for the nuclear one.
Also the electronic and nuclear Hamiltonian (Hˆe and Hˆn) are now simplified
compared to Eq.2.2:
22
Hˆe = −1
2
N∑
i
∇2i −
N∑
i
M∑
A
ZA
|ri −Ra| +
N∑
i
N∑
j>i
1
|ri − rj| , (2.5)
Hˆn = −1
2
M∑
A
∇2i
MA
+ Eel(R) +
M∑
A
M∑
B>A
ZA − ZB
|RA −RB| . (2.6)
In Hˆe the nuclear kinetic energy is neglected and the nuclear Coulomb repulsion is
approximated to a constant for a given nuclear configuration. In Hˆn all the electronic
terms are neglected but for Vel(R) which is the potential of the electrons acting on
the nuclei.
We are interested in calculating the electronic energy and DFT is one of the most
powerful computational techniques in this regard.
2.1.3 Density functional theory
DFT reduces the dimensionality of the electronic Schrödinger equation even more
because it expresses the ground state energy of a system as a function of the electron
density. DFT is in principle exact, because there exists a one-to-one correspondence
between the the ground state energy of the system and its density, as the first
Hohenberg and Kohn theorem states [33]. The energy of the ground state as a
function of the density, ρ, reads as:
Eel0 [ρ] = T
el[ρ] + V el−n[ρ] + V el−el[ρ], (2.7)
where T el[ρ] is the kinetic energy of the electrons, V el−n[ρ] is the nuclear potential
acting on the electrons and V el−el[ρ] is the potential arising from the electron-electron
interaction. The definition of Eel0 [ρ] by Kohn and Sham [34] overcomes the inaccu-
racy of the very first attempt by Thomas and Fermi of determining the ground state
energy as a function of the density [44, 45]. In the Thomas-Fermi model the kinetic
energy of electrons is obtained from the treatment of a system with a homogeneous
electron density, like the uniform electron gas. All the many-body interactions such
as the electron-electron and electron-nucleus interactions are treated as classical.
In the Kohn-Sham equation, T el[ρ] is the kinetic energy of the non-interacting elec-
trons, and all the many-body interactions are then included in the V el−el[ρ] potential
which is defined as:
V el−el[ρ] = EHartree[ρ] + Exc[ρ], (2.8)
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where the EHartree[ρ] accounts for the Coulomb repulsion between the electrons and
the Exc[ρ] accounts for the exchange and electron correlation.
The sum of V el−n[ρ] in Eq. 2.7 and V el−el[ρ] describes the potential due to all
the electron interactions which is felt by a single electron. Thus it is possible to
write the Schrödinger equation for a single electron as:(
−1
2
∇2 + V eff (r)
)
φi0(r) = E
i
0(r)φ
i
0(r), (2.9)
where φi0(r) is the Kohn-Sham orbital of the electron i, and V eff (r) is:
V eff (r) =
δ
δρ(r)
{
V el−n[ρ] + V el−el[ρ]
}
= V el−n(r) +
ˆ
ρ(r′)
|r− r′|d
3r′ +
δExc[ρ]
δρ(r)
. (2.10)
The density at the position r is, then, the sum of the the Kohn-Sham orbitals
over all the electrons:
ρ(r) =
N∑
i
|φi0(r)|2. (2.11)
The total electronic energy is calculated iteratively by solving equations 2.9 and
2.11. Second theorem of Hohenberg and Kohn [33] states, in fact, that the ground
state electron energy can be calculated by using the variational principle. This
means that the energy coming from the electron density of the ground state will
always be the lowest.
So it seems that we have a solid theory to solve exactly the Schrödinger equation
within the Born-Oppenheimer approximation. However this is not possible because
an explicit expression of the last term in Eq. 2.10, that is the exchange-correlation
functional, is not known. In the next section some of the most popular exchange-
correlation functionals developed over the last decades will be discussed.
2.1.3.1 Exchange-correlation functionals
A large number of exchange-correlation functionals have been proposed over the
years and still there is a lot of ongoing research to develop functionals that tackle
different systems and processes.
The very first approximation proposed by Kohn and Sham makes use of the local
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electron density, and is referred to as the local density approximation (LDA). Here
the space is represented as a 3 dimensional grid, where the electron density within
each infinitesimal cell is uniform. The exchange-correlation energy is then calculated
as the energy of the uniform electron gas with that particular density, and the total
exchange-correlation energy reads as:
ELDAxc =
ˆ
ρ(r)xc(ρ(r))d
3r, (2.12)
where xc(ρ(r)) is the exchange-correlation energy of the individual space unit. The
LDA exchange energy is know exactly, while the formalism of the correlation energy
is more complex and usually comes from the interpolation of quantum Monte Carlo
values obtained for different densities of the uniform electron gas. Perdew and
Zunger (PZ81) [46], Vosko, Will and Nusair (VWN) [47], and Perdew and Wang
(PW91) [48] developed some of the most common functionals within the LDA. Al-
though LDA is one of the most popular approximations because of its reasonable
performance in describing solid sate at a low computational cost, it fails for systems
where the density changes rapidly. This is the reason why it is inappropriate for the
study of atoms and molecules.
The next level of approximation, known as the generalized gradient approxima-
tion (GGA) [49, 50, 51, 52], tries to overcome the failure of the LDA by adding the
gradient of the electron density, ∇ρ(r), for each infinitesimal volume. The formalism
of the GGA functionals is:
EGGAxc =
ˆ
ρ(r)xc(ρ(r))∇ρ(r)d3r. (2.13)
Perdew, Burke and Ernzerhof developed the PBE functional [53] which is mostly
used in solid state and surface calculations. Also the combination of the exchange
energy from the Becke’s functional (B88) [54] and the correlation from the functional
of Lee, Young and Parr (LYP) [55], or from the P86 functional of Perdew [56], are
highly used especially for molecular systems. GGA functionals perform better than
LDA in predicting the atomization energies, but the description of the structural
properties, such as bond lengths and lattice constants, is still not optimal.
The subsequent improvement comes from adding the second derivative or Lapla-
cian, of the electron density gradient, ∇2[ρ(r)], in the expression of the exchange-
correlation energy. This is a feature of the meta-GGA class of functionals. The
revised-TPSS (rev-TPSS) [57] is one of the latest functionals of these, and it yields
a better description of atomization energies and structural properties with respect
25
to LDA and GGA [58].
Local or semi-local exchange-correlation functionals lead to a large delocalization
of the electrons which results in underestimation of the band gap of insulators and
semiconductors. This has been recognized as one of the major pitfalls of standard-
density functionals together with the lack of description of long range interactions. In
the following paragraphs some of the solutions that have been proposed to alleviate
these drawbacks of exchange-correlation functionals will be discussed, however a
comprehensive perspective on DFT can be found in Ref. [59] and [60].
One practical solution to the delocalization problem comes from the class of
hybrid functionals, wherein a certain fraction of the GGA exchange energy is mixed
with the Hartee-Fock (exact) exchange. In contrast to LDA and GGA functionals,
the Hartree-Fock approximation localizes the electrons, therefore the combination
of the two approximations leads to a better description of band gaps [61]. The most
popular hybrid functionals are PBE0 [62], HSE [63] and B3LYP [55, 47, 64].
Mixing DFT and Hartree-Fock approximations however does not solve the lack
of description of the long range interactions, commonly referred to as van der Waals
(vdW). They arise from the interaction between an instantaneous dipole and the
consequently induced dipole in another region of space. The vdW interactions are
weak and attractive, which decay as −1/r6, where r is the distance between two
atomic entities. The inability of standard DFT to treat the vdW interactions has
prevented for years the use of this method to study systems where these are im-
portant, such as biomolecules (e.g. proteins, DNA base pairs), liquids, solids or
processes like molecular adsorption. Note, some of the standard methods do re-
produce the weak binding between molecules, like in the case of the LDA, but this
is because of an inadvertent cancellation of errors. Although in some cases LDA
predicts the minimum of the potential surface fairly right, it does not predict the
correct potential shape. In fact, the standard methods describe the interatomic or
intermolecular interactions coming from the density overlap, which decays expo-
nentially with r and does not follow the typical −1/r6 trend which arises from the
dispersion interactions. Therefore the work reported in this thesis would not have
been possible if new functionals, able to account properly for dispersion forces, were
not designed. The recent review in Ref. [35] reports the developments in the field
over the last decades, here we used two of the vdW methods for which the details
will be reported in the next paragraphs.
The first class of functionals makes use of a correction term that accounts for
the dispersion energy, which is added to the total energy calculated with one of the
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standard functionals. The general formulation of the dispersion energy is:
Edis = −
∑
A,B
f(rAB, A,B)
CAB6
r6AB
, (2.14)
where r6AB is the distance between pair of elements A and B, and CAB6 is the dis-
persion coefficient that depends on the pair, A and B. f(rAB, A,B) is the damping
function which is used to bring the dispersion energy to zero at low values of r.
The functionals within this class differ from one to another for the formulation of
the CAB6 coefficient. In 2004 Grimme developed the DFT-D functional [65] where
the C6 coefficients are calculated using experimental atomic polarizabilities. These
coefficients are constant for different hybridization states of the atoms, so they do
not account for the different chemical environments. The DFT-D2 functional [66]
was then designed to be more general, using both the atomic polarizabilities and
the ionization potentials of single atoms. The chemical environment is then taken
into account in the DFT-D3 functional [67], where the C6 coefficients have been
calculated for several pairs of atoms in different hybridization states. Tkatchenko
and Scheﬄer also proposed a functional known as vdW(TS) [68], which still makes
use of the C6 coefficients calculated from the atomic polarizabilities, but it includes
the chemical environment by looking at the volume of the atoms. Thus, during each
calculation the C6 coefficient is scaled according to a factor obtained by comparing
the electron density of an atom in the system to the density of the free atom.
The second class of functionals does not correct a posteriori the total DFT
energy, but it calculates the dispersion interactions from the electron density. This
is done by expressing the exchange-correlation energy as follow:
Exc = E
GGA
x + E
LDA
c + E
nl
c , (2.15)
where the first term is the exchange energy of one of the GGA functionals, the
second is the local-correlation coming from LDA, and Enlc is the non-local energy
which accounts for the long range interactions. Enlc is defined as the double integral
of the electron density over space:
Enlc =
ˆ ˆ
ρ(r1)ϕ(r1, r2)ρ(r2)dr1dr2, (2.16)
and ϕ(r1, r2) is the correlation kernel that ensures the right form of Enlc at small
and large distances.
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The original formulations proposed by Dion et al. in 2004 [69] uses the exchange
energy from the revPBE functional [70], and it is referred to as the vdW-DF. This
functional however overestimates the binding distance between the molecule and
subsequently underestimates the binding energies. With this in mind, a new func-
tional was proposed, the vdW-DF2 [71], where both the exchange and formulation
of the non-local correlation energy were changed. The vdW-DF2 gives a better de-
scription of the intermolecular binding distance and energy, but its prediction of the
C6 coefficients is not optimal [72]. Functionals like optB88-vdW and optPBE-vdW
[36, 37] have been designed in order to improve even further the description of the
dispersion forces. These functionals still belong to the class of vdW-DFs given that
the exchange-correlation energy is the same as in Eq. 2.15 and the non-local cor-
relation energy is the same as in Eq. 2.16, but the exchange energy comes from
an optimized version of B88 and of PBE, respectively. The use of a less repulsive
exchange energy results in an improved prediction of the intermolecular binding
energy and distance for several systems [36, 37, 73].
In the two classes of dispersion-inclusive functionals just discussed the total dis-
persion energy arises from the sum of pairwise interactions, only meaning that many-
body effects are neglected. The random phase approximation (RPA) [74] is a method
based on the adiabatic-connection fluctuation dissipation theorem (ACFDT) which
is able to account for the dispersion forces and the many-body effects, however its
high computational cost has prevented this functional from becoming widely used in
the condensed matter field. Very recently a new formulation of the vdW(TS) method
has also been proposed in order to include many-body effects [75] at a reasonable
computational cost.
2.1.3.2 Basis functions and Bloch’s theorem
In order to practically perform a DFT calculation we need to choose a function which
represents the electronic orbitals. These can be described by localized Gaussian
functions (commonly used to study molecular systems) or plane waves (commonly
used to study solid systems). Because of the nature of the systems that were studied
in this work, plane waves were used to describe the electronic orbitals. The periodic
shape of this function is particularly useful to describe the orbital of an electron in
a solid which constantly experiences a potential with the same periodicity of the
crystal. Thus, as Bloch’s theorem states, the wavefunction of a single electron can
be expressed as the product of a plane wave function and a function which has the
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same periodicity of the potential felt by the electron:
φn,k(r) = exp(ik · r)fn,k(r). (2.17)
exp(ik ·r) is nothing but the Fourier transform of the orbital in reciprocal space, k is
a vector in reciprocal space, and n is the index of a set of possible wavefunctions for a
given k, which form an electronic band. k can be chosen within the entire reciprocal
space, however since the energy eigenvalues are periodic, that is εn(k) = εn(k+K)
where K is a vector of the reciprocal space, k is usually limited to the first Brillouin
zone. The k -space is continuous for an infinite crystal, but for practical calculations
we need to use a discrete number of k points. Here the Monkhorst-Pack scheme
[76] was used to sample the k -space.
2.1.3.3 Description of the core electrons
In the previous section it was shown that it is possible to describe the orbitals using
the plane wave functions. Now, in order to have a good description of the electrons
close to the nucleus, which are characterized by fast oscillations, a large number
of plane wave functions is required, and this is quite computationally demanding.
The first solution to this problem is known as the pseudopotentetial approximation.
Here the core and valence electrons are separated and the potential felt by the
valence electrons is replaced with a pseudopotential, which acts within a radial cut-
off from the nucleus. The pseudopotential can be norm conserving, which means
that the norm of the pseudo and real orbitals is the same; alternatively ultrasoft
pseudopotentials [77] can be used. In the latter case, the norm of the pseudo and
real orbitals is not conserved and this difference can be corrected by adding an
extra charge density in the region within the cut-off. Another way of describing the
core electrons is by using the projector augmented wave (PAW) method [78]. In
this case the wavefunction is calculated from a starting pseudo wavefunction, and
it is used to correct the approximated terms which have been calculated from the
pseudo wavefunction. Thus the PAW is an all-electron method, but it requires a
much smaller radial cut-off compared to the pseudopotential approximation.
2.1.4 Static and dynamic calculations
DFT has been discussed as a very useful tool to look at the properties of materials
when the atoms are in static configurations and furthermore dynamical properties
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of atoms can also be explored. Ab initio molecular dynamics (AIMD) is one of
the most popular techniques to calculate dynamical properties of systems with a
reasonable number (hundreds) of atoms. It couples MD methods to generate the
dynamical trajectory of the atoms in a system with DFT, which is used to calculate
the forces acting on the atoms in different configurations. Various methods to couple
the dynamics and the force calculations exist, and the most popular ones are the
Born–Oppenheimer and the Car–Parrinello [79, 80] approaches. In this work only
the former has been used. AIMD yields a pure classical description of the nuclei,
and it neglects any quantum behavior of the nuclei. Although this approximation
has been shown to give a good description of many systems, it breaks down when
we want to look at the dynamics of light nuclei, such as hydrogen but also carbon
as will be shown in the next chapters. The first order quantum nuclear effect which
is the zero point energy (ZPE) can be included by simply looking at the lattice
dynamics with phonons calculations. Path integral molecular dynamics (PIMD) is
an efficient way to incorporate higher order quantum nuclear effects (QNE) than
ZPE into dynamical simulations [81]. In the next sections a brief description of MD,
ZPE calculations and PIMD will be reported.
2.1.4.1 Molecular dynamics
MD is a technique where the trajectory of a N-particle system is calculated by a
time integration of the Newton’s equation of motion, which is defined as:
Fi = mi
d2ri
dt2
, (2.18)
where mi and ri are the mass and the coordinate of the atom i, and Fi is the force
acting on the i -th atom as a result of the interaction with the other N-1 atoms in
the system. Therefore it can be calculated from the potential energy, V (r1, ..., rN),
as:
Fi = −∇iV (r1, ..., rN). (2.19)
Equations 2.18 and 2.19 can be solved numerically for a series of small time steps,
and an integration algorithm needs to be employed. Among the various algorithms
that have been proposed the velocity-Verlet has been used for the calculations in
this work. With this algorithm the positions and the velocities are calculated at
the same time. It is time-reversible, symplectic and it guarantees good stability.
Particular attention needs to be payed to the selection of the time step: it has to
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be short enough to preserve a good accuracy of the simulation, but sufficiently long
to prevent a steep rise of the computational cost. Generally an appropriate time
step should be small enough to sample the fast frequency modes of vibration of the
system being examined, and for the study of the solid states a value of 1–2 fs is
usually appropriate.
Throughout the MD simulation the number of particles (N), the volume (V)
and the total energy of the system (E) are conserved. The trajectory is generated in
what is known as the microcanonical ensamble, or NVE. In some cases a control over
the temperature is advisable and often trajectories are produced in the canonical
ensamble, NVT, where the temperature (T) is kept constant.
In order to control the temperature many thermostats have been proposed, how-
ever in this work we made use of the Nosé-Hoover thermostat. In this case a heat
bath is connected to the system and the heat transfer between the two preserves the
temperature of the systems from any drift.
2.1.4.2 Zero point energy: Phonon calculations
Standard MD simulations rely on the classical description of nuclei and neglect
their quantum nature. First order quantum nuclear effects (QNEs) appear in the
zero point energy (ZPE) associated with the energy of the ground state of a system.
The ZPE arises from the natural fluctuations of the atoms in a systems even if this
is at 0 K. Assuming that the interatomic potential is harmonic, the ZPE is expressed
as:
ZPE =
~ω
2
, (2.20)
where ~ is the reduced Plank’s constant and ω is the frequency of a certain mode of
vibration of a system.
DFT predicts the energies and forces for the ions at 0 K at the minimum of the
potential energy surface thus not including the ZPE contribution. However in order
to have information about the thermodynamic properties of a system at a finite
temperature, the vibrational contribution can be included in the form of ZPE. One
efficient way to calculate the vibrational energies in condensed matter is to integrate
the phonon (i.e. vibrational) density of states of a crystal. Phonons are referred
to as quasi–particles since they are quantization of the normal vibrational modes in
the specific case of a crystal and phonon vectors and frequencies can be obtained
from DFT calculations as follows.
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The calculated interatomic potential energy is a function of the instantaneous
position of the nuclei, thus it can be expanded by adding to the energy for the atoms
at the equilibrium position, Vequi, the value of the energy for the atomic displacement
(uli) from the equilibrium position:
V = Vequi +
1
2
∑
liα,l′jβ
Φliα,l′jβuliαul′jβ (2.21)
where Φliα,l′jβ is the force–constant matrix and uliα and ul′jβ are the displacements
of the atoms i and j in the cells l and l’ along the Cartesian components α and β.
The force–constant matrix relates the forces and the atomic displacements, if the
potential is assumed to be harmonic and the anharmonic terms are ignored. The
phonon frequencies are then obtained form the diagonalisation of the dynamical
matrix which is nothing but a Fourier transform of the force–constant matrix.
The two common methods to obtain the coefficients of the force–constant matrix
are known as the finite displacement and the linear response method or density
functional perturbation theory (DFPT) [82].
The finite displacement method is very simple: each atom is displaced by a small
amount and the forces acting in the new configuration of the atoms are calculated.
The elements of the force–constant matrix can then be obtained from the propor-
tionality between the forces and the displacements. This approach requires the use
of a supercell so that the effect of a single displacement is negligible at the bound-
aries of each repeated cell. The use of a supercell can be avoided by calculating
the force constant matrix within the framework of DFPT. This approach makes use
of the Hellmann-Feymann theorem to show that a linear order perturbation on the
crystal corresponds to variation of the electron density of the system, that in turn
corresponds to a variation of the energy up to the second order of the perturbation.
This implies that it is possible to calculate the energy of a perturbed state using just
the wavefunction of the unperturbed state. The same concept can be used when
the perturbation is a phonon, and the dynamical matrix can be calculated for any q
vector in the reciprocal space for a given unit cell, without the need of a supercell.
More details on DFPT and phonon calculations can be found in Ref. [82].
2.1.4.3 Path integral molecular dynamics
PIMD is one of the methods to account for higher order quantum nuclear effects than
ZPE. A complete description of the approach can be found in Ref. [83] . However in
brief this technique is based on the idea of the Feynmam path integral which states
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that the path of a single quantum particle can be determined as the weighted sum
of the infinite possible paths of the classical particle [84]. In other words a quantum
particle can be described as an infinite number of replica of classical particles, all
connected by harmonic springs. This can be depicted as a ring-polymer where every
classical replica is referred to as a bead. The method used in PIMD to sample the
phase space of this classical ring-polymer is molecular dynamics. As opposed to
phase space, the time space is imaginary. This means that each bead represents
an imaginary time segment and MD is merely used to sample configuration states.
Real time information, such as structural details of the system can then be achieved
by averaging over configurations in imaginary time.
2.2 Experimental techniques
In the previous sections some of the most popular computational tools to describe
the structure and dynamics of materials have been briefly discussed. Of course these
properties of materials can be determined also experimentally, exploiting the interac-
tion between the atoms and a radiation beam, which can consist of electromagnetic
radiation or subatomic particles like electrons or neutrons. In this study neutrons
have been selected as the optimal probe to look at layered materials. There are sev-
eral advantages in using neutrons with respect to other probes like X-rays with the
main reason being that neutrons interact directly with the nuclei of the atoms, thus
there is no correlation between the atomic number and the power of the scattering
event. This is in contrast with X-rays, where the photons interact with the electron
cloud and the power of the scattering event is proportional to the atomic number.
This is why neutrons are a better choice when looking at systems containing light
atoms. In addition, neutrons have a spin so they can interact with the magnetic
moments in the sample, being in this way a good probe also for magnetic properties
of materials.
Neutrons can be scattered from an atom such that their energy is conserved,
this is called elastic scattering and it gives rise to a diffraction process which is used
to look at the structure of materials. The energy of neutrons can also change after
interacting with an atom, this is called inelastic neutron scattering (INS) and it
leads to spectroscopy which is used to study the dynamics of atoms.
In the next sections a general overview of elastic and inelastic neutron scattering
and of the instruments that have been exploited in this study will be reported. More
detailed explanations of neutron scattering can be found in Ref. [85, 86, 87, 88]
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2.2.1 Basics of neutron scattering
A general neutron scattering experiment can be described as a flux of incoming
thermal neutrons (Φ) incident on a sample and scattered in solid angle, dΩ, in the
directions defined by the angles θ and φ, as it is pictured in Fig. 2.1.
Figure 2.1: Geometry of a general scattering experiment, where an incident neutron
beam is scattered by the target (sample) in a solid angle dΩ, defined by the in–plane
angles θ and φ. This graph has been customised from Ref. [87].
The quantity measured during a neutron scattering experiment is expressed in
terms of scattering cross section, σvtotal, defined as:
σtotal =
total no. of neutrons scatterd per second
Φ
, (2.22)
which is nothing but the effective area of a single nucleus that directly interacts
with the incident neutrons. Since the nuclear diameter is ∼ 105 smaller than the
wavelength of the incoming neutrons, it is possible to treat the nuclei as point
scatterers which scatter neutrons isotropically. Thus it is possible to express the
incident and scattered wavefunctions as spherically symmetric waves, as reported in
Eq. 2.23 and 2.24:
Ψi = e
(ikz), (2.23)
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Ψf = −
(
b
r
)
e(ikz), (2.24)
where k is the magnitude of the wavevector k, z is the position of the incoming
neutrons along the axis parallel to the k wavevector, r is the distance between the
nucleus and the scattered waves and b is the scattering length which is a measure
of the strength of the neutrons–nuclei interaction. This last parameter is related to
the total scattering cross section by the relation:
σ = 4pib2.
The total cross section can also be defined as the integral of the scattering cross
section over all the small solid angles as:
σtotal =
ˆ
dσ
dΩ
dΩ, (2.25)
where
(
dσ
dΩ
)
is referred to as differential cross section. Let us assume a system
characterised by an initial state λ and final state λ′ and that the initial neutron
wavefunction is ψk and the final one is ψk′ , it is then possible to calculate the
differential cross section as follows:(
dσ
dΩ
)
=
1
Φ
1
dΩ
∑
k′ in dΩ
Wk,λ → Wk′,λ′ , (2.26)
where Φ is the flux of incident neutrons and Wk,λ → Wk′,λ′ are the transition per
second from the initial to final state. The terms of the sum in Eq. 2.26 can be de-
termined by using the Fermi’s Golden rule in conjunction with the Fermi pseudopo-
tential. This pseudopotential is the potential between the nuclei and the neutrons
which is assumed to be much weaker than the energy of the incoming neutrons and
it allows to assume that the scattered wavefuctions are spherical S-waves. Thus
bearing these assumptions in mind it is possible to reformulate the differential cross
section as: (
dσ
dΩ
)
λ→λ′
=
k
k′
∣∣∣∣ˆ bjeiQ·rjdr∣∣∣∣2 , (2.27)
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where bj is the scattering length of the nucleus j in the position rj and Q is the
scattering vector defined as Q = ki − kf .
So far no energy exchange between the sample and the incident neutrons has
been taken into account. Let us assume that the incident neutrons have energy
E, that the scattered neutrons have energy E ′ and that the difference between the
initial and final energy is E − E ′ = ~ω, where ω are vibrational frequencies. In
this case the partial differential cross section is the ration between the number of
neutrons with initial energy E and the number of the scattered neutron in the solid
angle dΩ with a final energy between E ′ and E ′ ± dE ′, NdΩdE′ and it reads as:
d2σ
dΩdE ′
=
NdΩdE′
ΦdΩdE ′
, (2.28)
where Φ is the flux of incident neutrons. It is possible to use the same assumptions
as for the differential cross section and so one can express the partial differential
cross section as:
d2σ
dΩdE ′
=
k
k′
1
2pi~
∑
jj′
bjbj′
ˆ ∞
−∞
〈
e−iQ·rj′ (0)eiQ·rj(t)
〉
e−iωtdt, (2.29)
where bj and bj′ are the scattering lengths for the nucleus j and j’ respectively and
the first term of the integral is the average over all the starting times of observation
of the system in the range from 0 to time t.
It is also possible to express the partial differential cross section considering the
correlation between the particles of the system. In this case Eq. 2.29 will read as:
d2σ
dΩdE ′
=
k
k′
1
2pi~
 b
2
j
∑
jj′
´∞
−∞
〈
e−iQ·rj′ (0)eiQ·rj(t)
〉
e−iωtdt +
(b¯2j − b2
∑
j
´∞
−∞
〈
e−iQ·rj′ (0)eiQ·rj(t)
〉
e−iωtdt
 , (2.30)
where the first term in the square brackets is known as coherent scattering and
refers to the correlation between the different nuclei on the system, which causes
interferences effects and provides information about the structure of the sample.
The second term is known as incoherent scattering and is related to the correlation
between the position of the same nucleus at different time, so it provides information
about the dynamics of the system.
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2.2.2 Elastic neutron scattering: Diffraction
The diffraction process can be described as the results of the collision between radi-
ation - in this case a neutron beam - and a particle, that occurs when the normal to
one of the planes of a crystal and the incident radiation form a specific angle. Thus
if we assume that the wavelength of the neutron beam is comparable to the inter-
atomic distance in a material, and that the beam is scattered in the same way by the
atoms of the same species (coherent scattering), then it is possible to use Bragg’s
diffraction law to gain information about the structure of a material. Bragg’s law
states that the distance between two planes (d) in a crystal is proportional to an
integer multiple (n) of the wavelength of the incident radiation (λ):
nλ = 2d sin θ, (2.31)
where θ is the the angle between the incident and scattered beam.
One of the most popular approaches to determine d is known as time–of–flight
(TOF), which involves measuring the time taken by a neutron to go from the source
to the detector, passing through the sample. By combining the de Broglie equation
and Bragg’s law, λ can be determined as:
λ =
ht
mL
= 2d sin θ, (2.32)
where m is the mass of the neutron, h is Planck’s constant and t is the time for
a neutron to cover a distance L, which is the distance between the source and the
detector. Consequently d can be calculated as:
d =
ht
2mL sin θ
. (2.33)
So for each detector, which is fixed at a specific Bragg’s angle θ, the intensity of
the radiation is calculated as a function of the TOF.
The intensity of the scattered beam is expressed as the weighted average of the
square of the total scattering ρ(Q):
S(Q) =
〈|ρ(Q)|2〉 = ∑
i,j
bibj 〈exp(iQ · (ri − rj))〉 , (2.34)
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where bi and bj are the scattering lengths, (ri− rj) is the distance between the pair
of particles i and j, and Q, is the scattering vector. Since the diffraction process
is elastic, that is the energy between the incident and scattered remain unchanged,
the scattering vector Q is defined as the difference between the incident wave vector
ki and the scattered vector ks:
Q = ki − kf , (2.35)
with |ki| = |kf |.
Single-crystal diffractometer SXD [89] at the ISIS spallation neutron source was
used in this work to look at the structure and displacement of the atoms of graphite.
Here a polychromatic neutron beam is scattered by a single crystal sample and
the scattered radiation is analysed by large-area position sensitive detectors. The
Bragg’s peaks are then obtained by looking at the neutron TOF. However the in-
tensity of the Bragg peaks is attenuated by the thermal motion of the atoms and it
appears as intensity away from the Bragg condition, called diffuse scattering. The
atomic displacement, u, is related to the Debye-Waller factor [90, 91], DW, by the
following relation:
DW = 〈exp(iQ · ui)〉2 , (2.36)
where ui is the displacement of the atom i from its average position, and the brack-
ets denote a thermal average. The Debye-Waller factor is a Gaussian envelope
that describes the decrease of the intensity of the Bragg peaks with increasing Q.
Thus in order to reduce the effect of the Debye-Waller factor one can either reduce
the atomic displacement by performing neutron scattering experiments at very low
temperatures, or reduce Q by looking at small diffraction angles. Although diffuse
scattering is generally neglected, it contains together with the Debye-Waller factor
useful information about the dynamics of the atoms in the crystallographic network
as will be shown in Chapter 4.
2.2.3 Inelastic neutron scattering: Spectroscopy
The scattering process can be used to explore the dynamics of the atoms in a system
by looking at the energy difference between the incident and scattered beam. In the
case of INS, the scattering vector is defined as in Eq. 2.35 with |ki| 6= |ks|, however
the total energy and the momentum are conserved.
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We now look how to relate the energy difference between the incident and scat-
tered radiation to the atoms dynamics. Eq. 2.34 refers to the scattering intensity
in the case of all pairs of atoms scattering at the same time, however scattering at
different times reflects into a change of the energy of the scattered beam of E = ~ω,
where ω is a specific frequency of vibration of the atoms in the system. Thus the
integration of the total scattering ρ(Q, t) over the time yields the complete form of
the scattered beam intensity which reads as:
S(Q, ω) =
∑
i,j
bibj
ˆ 〈
exp(iQ · ri(0)) exp(−iQ · rj(t))
〉
exp(−iωt)dt. (2.37)
One can note that Eq. 2.37 is the time Fourier transform of the scattered inten-
sity, so that the it can be measured in the energy or frequency domain.
In vibrational spectroscopy neutrons interacts with the vibrations of the atoms
in the crystal, by gaining or losing energy in the form of a phonon, which are
quanta of the lattice vibrations. As already mentioned in the previous section, the
atoms moves around their average position in the crystal, and ui is the measure of
the displacement, so the instantaneous position of the i -th atom at time t can be
defined as:
Ri(t) = ri + ui(t).
Taking into account the instantaneous positions of the atoms, the function which
describes the scattering involving a single phonon becomes:
S(Q, ω) =
∑
i,j
bibj exp(iQ·(ri − rj)Ti(Q)Tj(Q)
×
ˆ 〈
[Q · ui(t)]
[
Q · uj(0)
]〉
exp(−iωt)dt, (2.38)
where Ti(Q) and Tj(Q) are the temperature factors, which are a reformulation of
the Debye-waller factor in Eq. 2.36.
The TOSCA INS spectrometer at the ISIS neutron spallation source is an exam-
ple of an instrument that can be used to gain information about molecular vibrations.
It is an indirect geometry spectrometer, which means that it keeps |ks| fixed, and
it is used to explore the molecular region of the mid-infrared region (32-4000 cm−1)
[92, 93, 94]. The TOSCA spectrum shares the same resolution of a Raman or in-
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frared spectrum, however, since the neutrons interacts with the nuclei, the neutron
spectroscopy does not follow any selection rule and it can access modes of vibrations
which are forbidden in the Raman and infrared spectroscopy.
INS can be also used to study nuclear quantum dynamics by looking at the atomic
momentum distribution of individual atoms in a system. This can be achieved by
exploiting the interaction between high energy neutrons (with energies > 1 eV)
and the sample, and the high momentum transfer. This technique is called deep
inelastic neutron scattering (DINS) [95] and it can be performed using the VESUVIO
spectrometer [96] at the ISIS neutron spallation source.
At the other extreme, it is possible to use “cold neutrons” to explore molecular
dynamics in a longer time-frame such as rotation or diffusion processes. OSIRIS
[97, 98, 99] is the inverted-geometry spectrometer at the ISIS facility which allows
to perform low-inelastic or quasi-elastic spectroscopy.
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Chapter 3
Structural and energetic assessment
of soft layered materials using van
der Waals density functional theory
3.1 Introduction
In the previous chapter it was largely discussed how the accurate description of
vdW forces within DFT is currently one of the most active areas of research in
computational physics and chemistry. The fervent research into vdW forces is also
driven by a desire to overcome the challenge they represent for theoretical approaches
based on density functional theory (DFT). Indeed several schemes within DFT have
now been proposed that account for dispersion in one way or another [100, 101,
102, 103, 69, 67, 68, 104, 105]. Although the accuracy of these methods has been
established in many circumstances – particularly for purely vdW bonded systems
– how they perform in the description of systems where both strong (covalent and
ionic) and weak (vdW) bonding is involved is less clear. Layered materials are the
perfect template to benchmark the performances of these new functional within
DFT. Their anisotropic nature, with strong covalent intralayer bonds and much
weaker interlayer bonds, dominated by vdW interactions, makes them challenging
and intriguing materials to explore with theory. Here results on the structural and
energetic properties of two layered materials, graphite and hexagonal -boron nitride
(h-BN), are presented.
Graphite and h-BN are interesting materials to compare because, despite their
different chemical composition, their interlayer spacings are essentially the same,
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but why this is so is not completely understood. Furthermore, these two materials
are also technologically appealing because of their characteristic anisotropy which
is, of course, also key to many applications (e.g. lubrication [2], batteries [21], or
gas storage [21, 29, 30, 106, 17]).
Graphite and h-BN have been widely examined before with theoretical methods
and are increasingly being considered as model benchmark systems against which
new methods are tested [107, 108, 109, 110, 111, 104]. By now, it is largely rec-
ognized that the PBE functional within the generalized–gradient approximation
(GGA) fails to reproduce any significant interlayer bonding and that LDA gives
bulk properties that are closer to experiment [107, 108, 109, 110, 112]. However,
the superior performance of LDA in this regard has been explained in Chapter 2
to be fortuitous, as LDA relies on a local description of exchange and correlation
and does not account for non–local interactions. Several of the functionals de-
veloped to give a more accurate treatment of vdW forces, (e.g. the approaches
based on C6 corrections to DFT [65, 68] and vdW-DF and vdW-DF2) have already
been applied to graphite and h-BN and do, on the whole, offer improved perfor-
mance [103, 113, 114, 115, 65, 116]. Also, highly expensive approaches based on the
random phase approximation (RPA) [74] and quantum Monte Carlo (QMC) have
been applied, yielding interlayer binding energies in good agreement with experi-
ment [104, 117, 111].
A study of the intralayer and interlayer binding of graphite and h-BN obtained
with the optB88-vdW and optPBE-vdW functionals as well as several others (LDA,
PBE, PBE with the empirical dispersion correction of Grimme [66] and vdW-DF2)
is presented in the following sections. Results from a variety of other functionals and
theoretical methods are also brought together so that a clear picture of the current
state of the field can be obtained. Moreover, a brief analysis of the nature of the
interlayer bonding in both materials is presented.
3.2 Computational details
The DFT calculations have been performed with the periodic plane–wave basis set
code VASP 5.2 [118, 119, 120] and six different exchange-correlation functionals,
namely, LDA, PBE, PBE with an empirical dispersion correction of Grimme (DFT-
D2), vdW-DF2, optB88-vdW, and optPBE-vdW. The calculations with the vdW
correlation functional have been carried out self–consistently using an implementa-
tion [37] of the vdW-DF method [69] in VASP with the scheme of Román–Pérez
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and Soler [121].
PAW potentials have been used, with LDA–based PAW potentials for the LDA
calculations and PBE potentials for the PBE and all the various vdW–DF based
calculations. For the calculations with the optB88-vdW functional both LDA and
PBE potentials have been used and it was found that the bond lengths and energies
obtained differed by <0.001 Å and <1 meV, respectively. This suggests that for
the systems considered here it is not necessary to generate new PAW potentials
for the various vdW-DFs. The vdW-DFs treat the exchange–correlation energy as
defined by Eq. 2.15 where the first two terms, the exchange and LDA correlation
energies, are calculated considering all the electrons within the PAW method as
in the PBE calculations. While the last term, the non–local correlation energy, is
calculated within a pseudopotential approximation, it has been shown to represent a
valid approximation on a wide range of systems [37]. All results reported have been
obtained with hard potentials using a very high 900 eV plane–wave cut–off. Tests
with standard PAW potentials and a 600 eV cut–off yielded very similar results.
Specifically differences in calculated distances were . ±0.002 Å and differences in
calculated energies were . ±0.02 eV for the atomization energy and ±2 meV for
the interlayer binding when normal and hard PAWs were compared. However the
somewhat extreme settings used in this study are justified by the desire to provide
a well–converged set of results.
Two atom 7 Å high unit cells were used to calculate bond lengths and bond
strengths within the isolated two–dimensional graphite or h-BN layers. The unit
cells used to calculate the interlayer distances in bulk graphite and h-BN contained
two AB-stacked layers. Periodic boundary conditions have been applied and thus
the two layers in the unit cell are representative of the entire periodic crystal. The
interlayer distance was changed by varying the cell dimensions along the z -axis over
the range 5–14 Å. The h-BN calculations were also performed using an AA’ stacking
sequence where boron and nitrogen were placed on top of each other. We used a
Monkhorst-Pack k-point grid of 24 × 24 × 2 per (1 × 1) unit cell for graphite and
8×8×2 per (1×1) unit cell for h-BN, which ensured that bond lengths and energies
were converged to within 0.01 Å and 1 meV, respectively.
Atomization energies (Eatom) are defined as:
Eatom =
Elay − Eisolated
2
, (3.1)
where Elay is the total energy of a single layer of graphite or h-BN in the 2 atom
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unit cell, and Eisolated is the total energy of the isolated atoms in the gas phase. The
energies of the isolated atoms were obtained from spin-polarized calculations in a
12× 14× 16 Å3 box with Γ-point sampling of k space.
The interlayer binding energies of the bulk materials have been calculated by
subtracting twice the energy of an isolated monolayer of graphite or h-BN (Elay)
from the energy of a graphite or h-BN bulk slab (Ebulk) and dividing this value by
the total number of atoms (N) in the unit cell:
Einter =
Ebulk − 2Elay
N
. (3.2)
Because of the periodic boundary conditions, the calculated interlayer binding en-
ergy represents the energy difference per layer between the bulk and the isolated
layers. Hanke [116] and Björkman et al. [38] have shown, based on additivity ar-
guments, that the interlayer binding energy is equivalent to the exfoliation energy.
The latter is the energy required to take off the top layer from the material surface
as measured by Zacharia et al. for graphite [122].
The effects of zero–point–energy (ZPE) on the interlayer binding energy and
binding distance have been estimated by considering a first–order harmonic correc-
tion to the interlayer potential energy. In this case, the ZPE is simply given by half
the characteristic vibrational frequency. This ZPE contribution is added to the total
dissociation energy which assumes static (i.e., infinitely heavy) atomic nuclei. The
displacement due to ZPE motions has been estimated by calculating the average
distance of the ZPE level on the binding energy curves reported in Figs. 3.1 and
3.2. Overall, as shown in Tables 3.2 and 3.4, ZPE effects are small in these systems
(. 5 meV and . 0.05 Å on interlayer binding energies and distances) and insensitive
to the functional used.
The elastic constant in the c–direction (C33) has been calculated for both ma-
terials from the second derivative of the interlayer binding curve with respect to
interlayer spacing c using:
C33 =
2c0√
3a20
∂2E
∂c2
. (3.3)
Here, c0 is the interlayer distance corresponding to the minimum,
√
3a20 is the area
of the unit cell, and E is the total energy.
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3.3 Results
3.3.1 Graphite
Table 3.1 reports results for the C–C bond length and atomization energies for a
single layer of graphite (graphene) obtained with the various functionals used in
this study. From Table 3.1 it can been seen that all functionals considered give
similar values for C–C bond lengths, 1.41 − 1.42 Å in very good agreement with
experiment. Turning to the atomization energies, LDA substantially overestimates
the atomization energy by almost 20%, in line with previous calculations [107]. The
other functionals offer much better agreement with experiment, coming within about
5% of the experimental value. The optB88-vdW functional performs particularly
well in this regard, predicting an atomization energy essentially the same as the
zero point energy corrected experimental value of −7.5 eV/atom.
Table 3.1: C–C bond lengths and atomization energies for a single layer of
graphite (graphene) obtained in this work along with a comparison with other
theoretical results and experiment. The experimental value for the atomization
energy with zero point energy (0.16 eV) [123] removed is reported in square brackets.
Method Bond length (Å) Eatom (eV/atom)
This work:
optB88-vdW 1.422 −7.55
optPBE-vdW 1.426 −7.65
vdW-DF2 1.428 −6.95
DFT-D2 1.424 −7.99
LDA 1.412 −8.96
PBE 1.424 −7.93
Other work:
LDA 1.413 [107] −8.89 [107]
vdW-DF for layered materials 1.426 [103] –
RPA – ∼ −7.0 [104]
Experiment 1.421 [124] ∼ −7.37 [107] [−7.53]
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Figure 3.1: Binding energies as a function of interlayer distance in graphite. The
discrete computational data (symbols) have been fitted to the potential: E =
a0 exp(−b0x) + e0/x4 [125]. As the LDA considers atomic attraction to be depen-
dent on electron–density overlap, the LDA fit (dark blue line) shows that the 1/x4
asymptotic behavior is not recovered. Better agreement is obtained when the second
term is replaced by a1 exp(−b1x) (dashed dark blue line). Experimental values are
taken from Ref. [124] for the interlayer distance and from Ref.[122] for the energy.
The experimental interlayer spacing of graphite is well established at 3.33 Å [124].
The interlayer binding energy (exfoliation energy) is less well established and has
been estimated to be −52 ± 5 meV/atom from extrapolations based on tempera-
ture programmed desorption experiments of polycyclic aromatic hydrocarbons from
the basal plane of graphite [122]. Accurate explicitly correlated electronic struc-
ture techniques (QMC [111] and RPA [104]) agree well with the experimental in-
terlayer spacing (Table 3.2) and predict interlayer binding energies which straddle
the experimental value (−48 to −56 meV/atom), suggesting that the estimated ex-
perimental value is reasonable. The results for graphite interlayer distances and
interlayer binding energies obtained with the various functionals considered in this
study are reported in Table 3.2 and Figure 3.1. These show, as seen before, that
PBE gives essentially no binding between the layers, except for a very shallow min-
imum (∼ 2 meV/atom) at around 4 Å. Fortuitously, LDA predicts a binding energy
minimum in good agreement with the experiment (3.31 Å). However, the binding
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energy is underestimated (−20 meV/atom) and the energy incorrectly decays expo-
nentially as the layer separation is increased (Figure 3.1), since LDA does not take
explicit account of long–range interactions. Turning now to the functionals which
account for dispersion, clear improvements are observed. DFT-D2 reproduces very
well the interlayer binding energy, predicting a value of −52 meV/atom but slightly
underestimates the interlayer distances by ∼ 3% (3.21 Å). vdW-DF2 also predicts
the interlayer binding energy in good agreement with experiment (−48 meV/atom),
but overestimates the interlayer spacing by ∼ 6% (3.54 Å) in the reported calcu-
lations. The optB88-vdW functional gives both an interlayer distance and binding
energy in reasonable agreement with experiment: 3.36 Å and −65 meV/atom, re-
spectively. Still better agreement is obtained with optPBE-vdW for the binding
energy (−60 meV/atom), but in this case the interlayer distance is overestimated by
∼ 5% (3.46 Å). In previous vdW-DF calculations, using either the original Dion et
al. version of vdW-DF or vdW-DF2, good values for the interlayer energy were
obtained but the interlayer distances were overestimated by about 0.2 Å [113] and
0.1 Å [114, 126], respectively, and in line with the results obtained with vdW-DF2
in this work. Hence, it is shown here that the optB88-vdW and optPBE-vdW func-
tionals offer a slight improvement over previous vdW-DF calculations. Likewise
for this system the new vdW functionals outperform the Tkatchenko–Sheﬄer (TS)
correction scheme, which although often very accurate, predicts a large interlayer
binding energy of −85 meV/atom.
47
Table 3.2: Interlayer distances, interlayer binding energies, and elas-
tic constant, C33, for graphite obtained in this work along with a
comparison with other calculations and experiment. Values in square
brackets have been corrected for ZPE effects as described in the text.
Method Interlayer distance (Å) Einter (meV/atom) C33 (GPa)
This work:
optB88-vdW 3.36 [3.39] −65 [−61] 38
optPBE-vdW 3.46 [3.48] −60 [−56] 32
vdW-DF2 3.54 [3.58] −48 [−44] 33
DFT-D2 3.21 [3.27] −55 [−52] 36
LDA 3.31 [3.36] −24 [−21] 31
PBE ∼ 4 ∼ −2 –
Other work:
LDA 3.29 [107] – –
3.30 [111] −24 [111] –
3.33 [117] −24 [117] –
– – 29 [127]
vdW-DF 3.76 [103] −24 [103] –
for layered materials 3.76 [128] −22 [128] –
vdW-DF 3.59 [113] −53 [113] –
vdW-DF2 3.47 [114] −53 [114] –
3.48 [126] −53 [126] –
TS-PBE 3.33 [116] −85 [116] –
DFT-D3 – −49 [65] –
RPA 3.34 [117] −48 [117] –
QMC 3.35 [111] −56 [111] –
Experiment 3.33 [124] −52 ± 5 [122] 36± 1 [127]
In addition, the elastic constant in the c direction, C33, has been calculated for
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each functional (except for PBE for which essentially no binding is obtained). The
results in Table 3.2 show that all functionals predict a value within ±4 GPa of
experiment (36± 1GPa) [127]. Particularly good is the performance of the DFT-D2
and optB88-vdW functionals which yield values of 36 and 38 GPa, respectively.
3.3.2 Hexagonal-boron nitride
Let us now turn to h-BN and consider how the various functionals perform for B–
N bond length and atomization energies, and then interlayer binding. Table 3.3
reveals that, as with graphite, all functionals give values for the B–N bond length
(∼ 1.45 Å) in very good agreement with experiment. [129] From the computed
atomization energies, LDA gives a slightly large value (−8.1 eV/atom) in line with
previous LDA calculations [130] and vdW-DF2 slightly underestimates this energy.
All other functionals give similar atomization energies of around −7.0 eV/atom.
Table 3.3: B–N bond lengths and atomization energies for a sin-
gle layer of hexagonal -boron nitride obtained in this work along
with a comparison with other theoretical results and experiment.
Method Bond length (Å) Eatom (eV/atom)
This work:
optB88-vdW 1.449 −7.04
optPBE-vdW 1.452 −6.91
vdW-DF2 1.455 −6.66
DFT-D2 1.450 −7.08
LDA 1.437 −8.03
PBE 1.450 −7.02
Other work:
LDA 1.420 [130] −8.09 [130]
1.435 [131] –
vdW-DF for layered materials 1.449 [103] –
Experiment 1.446 [129] –
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Concerning interlayer distances, the experimental value is the same as graphite,
3.33 Å [132]. For the interlayer binding energy, experimental values are not available,
however some preliminary considerations can still be made. The results for h-BN
interlayer distances and interlayer binding energies calculated with the functionals
considered in this study are reported in Table 3.4 and Fig. 3.2. The results show
that, as with graphite, PBE does not reproduce any binding between layers, except
for a negligible minimum (∼ −2 meV/atom) at around 4 Å. LDA gives better
results than PBE since it predicts a clear interlayer binding minimum at 3.21 Å of
−28 meV/atom. vdW-DF2 predicts an interlayer binding energy in the same range
as for graphite but, as in the case of graphite, overestimates the interlayer spacing
by ∼ 5%. The optPBE-vdW and optB88-vdW functionals reproduce interlayer
distances in good agreement with experiment, ∼ 3.3 − 3.4 Å, and the calculated
interlayer binding energies obtained are around 60 − 65 meV/atom. Quite large
values for the binding energy are also obtained in our DFT-D2 calculations, ∼
−80 meV/atom, and a rather poor interlayer separation of 3.08 Å is obtained. Indeed
the interlayer binding energy predicted by DFT-D2 is almost 20 meV larger than it
is for graphite. This is inconsistent with the other approaches (all the vdW-DFs and
PBE-TS) and due to the particular choice of C6 coefficients used in the DFT-D2
scheme, as discussed in the next section. The computed binding energies cannot
at this point be compared to experiment but they can, of course, be compared to
previous theoretical work with vdW-corrected DFT approaches. This reveals that
the values obtained sit roughly in the middle of a broad range which extends from
−26 to −86 meV/atom. The −26 meV/atom value comes from the vdW-DF for
layered materials introduced in Ref. [103]. This appears to be an unrealistically
low value for the binding energy since it is similar to LDA and also associated
with a large interlayer spacing of 3.6 Å. The vdW-DF and vdW-DF2 functionals
also predict rather large interlayer spacings of 3.54 and 3.44 Å, respectively, with
interlayer binding energies both of −51 meV/atom, in line with the calculations
performed with the vdW-DF2 functional in this work. At the upper end of the
range is the PBE-TS scheme. It seems likely that, as was the case with graphite,
this functional slightly overestimates the interlayer binding energy. However, the
interlayer spacing predicted by PBE-TS coincides exactly with the experimental
value.
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Table 3.4: Interlayer distances and interlayer binding energies for
hexagonal -boron nitride obtained in this work along with a compari-
son with other calculations and experiment. Values in square brack-
ets have been corrected for ZPE effects as described in the text.
Method Interlayer distance (Å) Einter (meV/atom) C33 (GPa)
This work:
optB88-vdW (AB) 3.30 [3.31] −65 [−60] –
(AA’) 3.30 [3.32] −65 [−60] 34.4
optPBE-vdW (AB) 3.40 [3.41] −60 [−56] –
(AA’) 3.41 [3.42] −60 [−56] 28.1
vdW-DF2 (AB) 3.51 [3.54] −47 [−43] –
(AA’) 3.49 [3.55] −47 [−43] 28.3
DFT-D2 (AB) 3.07 [3.10] −79 [−74] –
(AA’) 3.08 [3.11] −77 [−71] 55.0
LDA (AB) 3.21 [3.29] −28 [−24] 32.4
PBE ∼ 4 ∼ −2 –
Other work:
LDA (AA’) 3.24 [130] – –
(AB) 3.24 [131] – –
(AA’) 3.25 [131] – –
vdW-DF
for layered materials 3.63 [103] −26 [103] –
vdW-DF 3.54 [114] −51 [114] –
vdW-DF2 3.44 [114] −51 [114] –
TS-PBE (AA’) 3.33 [115] −86 [115] –
RPA+ 3.31 [133] – –
Experiment (AA’) 3.33 [132] – 32.4 [134]
Also for h-BN the C33 constant has been evaluated (Table 3.4). In this case the
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spread of results for each functional is larger than we saw for graphite. LDA performs
particularly well, predicting a value in very good agreement with experiments. The
DFT-D2 functional, that performed very well for graphite, predicts a C33 (55.0
GPa) ∼ 70% larger than experiment (32.4 GPa) [134]. The optPBE-vdW and the
vdW-DF2 functionals predict values about 4 GPa smaller than experiment while
optB88-vdW predicts a value 2 GPa larger.
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Figure 3.2: Binding energies as a function of interlayer distance in hexagonal -boron
nitride with the AA’ stacking. The discrete computational data (symbols) have been
fitted to the potential: E = a0 exp(−b0x)+e0/x4. [125] As the LDA considers atomic
attraction to be dependent on electron-density overlap, the LDA fit (dark blue line)
shows that the 1/x4 asymptotic behavior is not recovered. Better agreement is
obtained when the second term is replaced by a1 exp(−b1x) (dashed dark blue line).
The experimental value of the interlayer distance (indicated by the vertical line) is
taken from Ref. [132].
3.4 Discussion and conclusion
It is interesting at this stage to compare the values obtained for the interlayer bind-
ing energy of graphite and h-BN. Looking at the results from all the functionals
considered in this study and in previous work, almost all predict that the interlayer
binding energy of graphite and h-BN is the same to within a few meV. The excep-
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tion is the DFT-D2 approach which, because of the larger average C6 coefficient
of boron and nitrogen compared to carbon 1, predicts an interlayer binding energy
∼ 30% larger for h-BN compared to graphite. The interlayer separation predicted
by DFT-D2 for h-BN is also considerably shorter than the values obtained from
the other functionals and so it looks likely that DFT-D2 is overestimating the inter-
layer h-BN interaction. Since all the other approaches predict such similar interlayer
binding energies, it is interesting to consider why this is the case. To this end we de-
composed the various contributions to the interlayer binding energies obtained from
optB88-vdW. Specifically we decomposed the interlayer binding energy, Einter(tot) in
to:
Einter(tot) = Elocal(c) + Enl(c) + Erest, (3.4)
where Elocal(c) is the local correlation contribution to the total interlayer binding
energy, Enl(c) is the non–local correlation energy to it, and Erest is the remaining
contribution to the binding energy coming from all other components of the Kohn-
Sham energy. The results obtained from this decomposition for the optB88-vdW
functional at an interlayer separation of 3.3 Å are reported in Fig. 3.3. The first
thing to notice from Fig. 3.3 is that all the components of the total energy are very
similar and that there are no dramatic differences between the two materials in terms
of the overall bonding decomposition. Looking more closely, however, one can see
that the local correlation energy contribution is almost the same for both graphite
and h-BN (∼ 1 meV larger for h-BN) while the non–local correlation energy is ∼
6 meV more negative (i.e., more attractive) for graphite than for h-BN. On the other
hand the rest of the energy where the exchange and the electrostatic contributions
are included, is ∼ 8 meV larger for graphite (i.e., more repulsive). Although all
these energy differences are small, it is clear therefore that graphite and h-BN have
similar interlayer binding energy because the stronger electrostatic interaction of h-
BN (due to the polarity of the material) is compensated for by the stronger dispersive
1The relevant C6 coefficients in DFT-D2 are: CB6 = 3.13, CC6 = 1.75, CN6 = 1.23 (see Ref [66]).
This leads to a CBN6 coefficient ∼ 10% larger than CCC6 , which agrees very well with the observed
9 meV difference between interlayer binding energies of graphite and h-BN. In contrast, the optB88-
vdW and optPBE-vdW functionals reproduce almost the same interlayer binding energy for both
materials. We therefore compared the non–local corrections for graphite and h-BN obtained with
the optB88-vdW functional with the D2 corrections for both materials. The non–local corrections
for graphite and h-BN are Enlc (G) = 116 meV and Enlc (BN) = 110 meV, respectively. In order
to compare these values with the D2–corrections, DFT-D2 calculations with the LDA correlation
energy have been performed since the non-local correction contains some PBE–like semilocal cor-
relation (see Eq. 2.15). We observed also in this case that the D2–correction for h-BN is ∼ 9 meV
larger than that for graphite, while the van der Waals scheme produced non–local corrections
∼ 6 meV smaller.
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interaction in graphite. This analysis is consistent with the excellent recent study of
by Björkman et al. [38], which found similarities in interlayer binding energies for a
large class of layered materials. In agreement with our analysis, this was attributed
to a balance between repulsion and attractive interactions.
Finally, to conclude, we have presented results from a range of exchange–correlation
functionals for the binding in graphite and h-BN. This has included results from
the new optB88-vdW and optPBE-vdW functionals and a comparison with previ-
ous dispersion–corrected DFT studies on graphite and h-BN. Overall it is possible
to conclude that the optB88-vdW and optPBE-vdW functionals provide a fairly
computationally inexpensive means (e.g., compared to PBE, the calculation of bulk
graphite takes ∼ 24% more time) of obtaining reasonably accurate interlayer and in-
tralayer structural and energetic properties for both graphite and h-BN. These func-
tionals offer better performance than the original vdW-DF of Dion et al. for graphite
and h-BN. An improved agreement with the experimental values has been obtained
especially in the description of structural parameters, intralayer bond lengths and
interlayer spacings. Recent studies have found that these improvements also ap-
ply to graphene interacting with metal surfaces and for bulk metals [37, 135, 136].
This, along with previous work with the optB88-vdW and optPBE-vdW function-
als [36, 37, 73, 137, 138, 139, 140], suggests that a much broader range of systems
can now be tackled with confidence with these functionals. There is, of course, much
scope for improvement with regard to dispersion–corrected DFT studies of metals
and semi–metals, in particular in understanding the role of many body correla-
tion [35, 75, 141]. Despite the obvious differences, it was shown that graphite and
h-BN have similar interlayer spacings and interlayer binding energies. The analysis
of the various contributions to the interlayer binding energy reveals that this results
from a cancellation of two terms. The polar nature of the h-BN means that the
electrostatic contribution to the binding energy is more favorable than in graphite,
an effect which is compensated for by the slightly greater dispersive contribution to
interlayer binding in graphite. In Chapter 5 it will be shown that a similar compen-
sation of electrostatic and dispersion applies to the adsorption of small molecules not
only on the surface of graphite and h-BN, but also on the surface of other layered
materials.
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Figure 3.3: Decomposition of the interlayer binding energies of graphite and h-BN
obtained with the optB88-vdW functional for an interlayer distance of 3.3 Å. The
columns on the left are the total interlayer binding energies (Einter(tot)), which are
decomposed into local correlation (Elocal(c)), non–local correlation (Enl(c)) and the
remaining Kohn-Sham energy (Erest) respectively.
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Chapter 4
Theoretical and experimental study
of the dynamics of carbon atoms in
graphite
4.1 Introduction
Graphite has been studied so far in numerous ways, from both experimental and
theoretical perspectives. Most of the time these studies have highlighted impor-
tant physical and chemical properties of graphite that have then been exploited
for sophisticated technological applications, from lubricant [2] to the use in battery
technology [142], just to mention two of them. However still major gaps remain in
the full physical description and understanding of some properties of graphite. For
example, in Chapter 3 it was discussed that a feasible theoretical approach within
DFT, which allows to look properly at the structure and energetics of the intra–
and inter–layer bonds in graphite, became available only in the last decade. This
approach can now be used to look at the dynamics of the carbon atoms in and out
of the hexagonal network, which is still not completely understood.
An experimental description of the phonon dispersion in graphite has been re-
ported in the literature, where inelastic X-ray and Raman spectroscopy have been
used to get an accurate determination of the frequencies of vibration [143, 144,
145, 146, 147, 148, 149, 150, 151, 152, 153]. Theoretical works based on ab initio
methods have also been reported in the literature [154, 127, 155]. Wirtz and Ru-
bio [154], and Mounet and Marzari [127] predicted the phonon dispersion relation
of graphite in good agreement with experiment using DFT at the local and semi–
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local level of approximation (LDA and GGA). These predictions were then used to
deeply understand the features of the phonon dispersion relation of graphite, like
the electron-phonon coupling [155, 149, 156] which affects the high frequency modes
of vibration in graphite, or to extract information about other properties like the
thermal expansion [127]. The following study is instead devoted to investigate the
nature of the carbon dynamics in graphite, especially along the c direction of the
crystallographic cell. The contribution of the harmonic, anharmonic and higher
order nuclear quantum effects in the modes of vibration as a function of tempera-
ture have been explored. In order to gain an in depth understanding of the carbon
dynamics in graphite, anisotropic displacement parameters (ADPs) at different tem-
peratures have been explored with a combination of experimental and theoretical
techniques.
ADPs are defined as the second moment of the atomic probability distribution
function, related to the displacement of the atoms in a crystal with respect of their
average positions [157]. These parameters can be easily extracted by structure re-
finement of X-ray or neutron diffraction patterns by looking at the thermal diffuse
scattering, which arises in a perfect crystal form the displacement of the atoms
from their average position due to atomic vibrations. ADPs, by containing infor-
mation about the atomic motion, can be used as additional parameters to explore
the stability of certain bonds in materials as a function of temperature and spatial
direction [158]. This is strictly connected with the study of phase transitions [159]
and the degree of disorder of different materials [160]. In addition, the atomic
displacement as a function of temperature is of great importance for the study of
thermal and electronic transport in thermoelectric materials [161, 162, 163]. How-
ever, an accurate measurement of the ADPs requires high quality single crystals
and powerful diffractometers. Single crystals are needed in order to access directly
the atomic displacement along the three spatial directions. This process would be
otherwise more complex and less accurate in the case of a powder where the atomic
displacement is averaged along the different spatial directions. In addition in order
to get a good resolution of the Bragg peaks powerful diffractometers are also needed.
These are the main reasons why ADPs have not generally been measured, in fact
a single crystal neutron scattering measurement of graphite is still not reported in
the literature.
In the next sections the results of an accurate single crystal neutron diffraction
(SXND) experiment will be discussed. These measurements were performed in or-
der to obtain information about the ADPs of graphite as a function of temperature.
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The experimental results have also been compared with theoretical predictions. Gut-
mann et al. implemented a formalism to extract ADPs from the eigenvectors and
frequencies computed using DFT [159]. This new implementation overcomes the
limitations of the standard calculations of ADPs based on the rigid-body model
that in most cases does not account for the correlation between the internal modes
of vibration and the translational modes [157, 159]. However there are several other
approaches for examining the dynamics of solids from which ADPs can be computed.
An estimate of the atomic displacement has been obtained also by using ab initio
molecular dynamics (MD) and ab initio path integral molecular dynamics (PIMD).
The availability of high quality experimental data allows us to compare and evalu-
ate the different approaches to look at the solid dynamics. Indeed the comparison
between the theoretical and experimental ADPs has highlighted not only that the
carbon dynamics is highly anharmonic, especially along the c direction, but that
it is also affected by higher order quantum nuclear effects, beyond the zero point
energy.
The experimental and computational settings used for this study are reported
in the Section 4.2. Section 4.3 show the results of the SXND experiment and DFT
calculations which is then followed by a discussion and conclusion in Section 4.4.
4.2 Methods
4.2.1 Experimental details
The diffraction pattern of a single crystal graphite of 2 mm width from Nanotech
Innovation was investigated at different temperatures, namely 5, 50, 100, 200 and
300 K, using the SXD diffractometer at the ISIS pulsed neutron source in the UK.
SXD is located on the 50 Hz S3 beamline of the first target station at ISIS. The
sample environment is positioned at 8.3 m from the moderator and is shined on by a
polychromatic neutron beam (wavelengths in the range of 0.2–10 Å) with a section
of 12 mm in diameter. 11 large–area–position–sensitive detectors, which are placed
at fixed angles collect the scattered neutrons as a function of their time–of–flight
(TOF). Each detector consists of 64×64 optically encoded ZnS scintillators, with
an active area of 192×192 mm2 and a 3×3 mm2 resolution. The large detectors
together with the possibility of rotating the sample along two different axes allow
a large section of reciprocal space to be mapped. The detector positions and the
distance of the sample from the detectors were previously calibrated by looking at
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the positions of the Bragg peaks of a sample with a known unit cell. A V/Nb sphere
was also used to establish the incident neutron flux viewed by the detectors [89].
The single crystal graphite was mounted on a conic metallic support using a
silver-glue and wrapped with a thin aluminium foil. The sample was accurately po-
sitioned at the centre of the rotational system and at the centre of the neutron beam,
by using a laser that aligned along the neutron beam direction and an equipment
that replicates the geometry of the sample. Once the sample was carefully posi-
tioned, the instrument was evacuated and the diffraction patterns were measured
for several crystal orientations (0◦, 30◦, 50◦, 70◦, 90◦, 110◦ and 130◦); this procedure
allows a complete sampling of the first Brillouin zone.
4.2.1.1 Structure refinement
The data for each temperature and orientation were treated with the SXD2001 soft-
ware [164]. The lattice parameters were obtained by refining the position of the
measured Bragg peaks and the structure factors (i.e. intensities of the Bragg peaks)
by using the procedure that follows. Possible Bragg peaks were searched for each of
the collected frames of data. Then the matrix U which describes the orientation of
the cell axes with respect to the laboratory coordinate system, and the matrix B,
which represents the lattice vectors in an orthonormal setting, were generated in or-
der to account for most of the peak positions based on the expected crystal unit cell.
The UB matrices, cell constants and other experimental parameters were then re-
fined using all the identified Bragg peaks in order to optimise the agreement between
observed and expected position of the peaks [89]. The ADPs along with the atomic
coordinates were refined with the JANA2006 software [165], which is based on the
Levenberg-Marquart least squares algorithm, using the structure factors obtained
form SXD2001.
4.2.2 DFT and phonon calculations
The DFT calculations were performed with the periodic plane–wave basis set code,
VASP 5.3 and six different exchange-correlation functionals: LDA, PBE, PBE-D2,
vdW-DF2, optB88-vdW, and optPBE-vdW. Hard PAW potentials using a cut–off
of 900 eV were used, with LDA–based PAW potentials for the LDA calculations and
PBE potentials for the other functionals. A four atom unit cell was first optimised
so that the forces acting on the atoms were converged to within 1×10−3 eV/Å and
the total energy for each geometrical step was converged to within 1×10−7 eV.
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Reciprocal space was sampled using a Monkhorst-Pack k-point grid of 24×24×2 per
(1×1) unit cell of graphite.
The real–space force constants were calculated in a 2×2×1 supercell using den-
sity functional perturbation theory (DFPT) [82], and eigenvectors and phonon fre-
quencies were extracted using the Phonopy software [166]. From the computed
eigenvectors and frequencies it was possible to extract the ADPs. The ADP, ukl,n
for a specific atom, n is the element of the thermal displacement tensor in the di-
rections defined by the indexes k and l and it can be calculated as the integral of
the phonon frequencies, ω~q, and the eigenvectors ~e~qk,n,
ukl,n =
1
2mn
ˆ
~
ω~q
[~e~qk,n · ~e∗~ql,n] coth
( ~ω~q
2kBT
)
dωdq. (4.1)
Heremn is the atomic mass of carbon, ~e∗~ql,n is the eigenvector complex conjugate, and
coth
(
~ω~q
2kBT
)
accounts for the phonon population as a function of the temperature.
The intensity ITDS(~q) of the thermal diffuse scattering can be calculated as fol-
lows:
ITDS(~q) = C
nbranches∑
j=1
1
ω~qj
coth
( ~ω~q
2kBT
)
· |Fj(~q)|2, (4.2)
where Fj is the one-phonon structure factor and reads as:
F (−→q ) = ∑natomsn=1 bn√mn · exp(−12∑3k=1∑3l=1 ukl,nqkql
×(−→q · −→e q,n,j) · exp(−i−→q · −→x n),
) (4.3)
where mn, bn and −→x are respectively the mass, the neutron scattering length and
the coordinate in an orthonormal crystal basis of the nth atom in the unit cell.
4.2.3 Ab initio molecular dynamics simulations and path in-
tegral molecular dynamics
Ab initio MD simulations have been performed at 50, 100, 200 and 300 K in a
8×8×1 supercell. The systems were first equilibrated by running a simulation in
the canonical ensemble for about 30 ps with a time step of 2 fs. The Nosé-Hoover
thermostat has been selected and the wavefunction was calculated using the optB88-
vdW functional and the CP2K code [167]. After the equilibration, the simulations
ran for about 40-50 ps with a time step of 2 fs and using the microcanonical ensemble.
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The trajectories of the atoms were extracted and for each of them the variance of
the position was calculated. An estimate of the ADPs was then calculated as the
average of the variance of all the atoms.
Quantum nuclear effects have been taken into account by running PIMD simu-
lations at 50 and 200 K in a 8×8×1 graphite supercell, for 5 ps with a time step of
1 fs. These simulations were performed using the i-PI code [168] for the calculation
of the nuclear dynamics and the CP2K code for the calculation of the forces, again
using the optB88-vdW functional. The i-PI code makes use of the coloured-noise,
generalized Langevin equation thermostat [169, 170, 171] and it is designed to re-
duce the number of replicas in the quantum simulations. Thus it was possible to
use only 16 replicas and still obtain a good picture of the carbon nuclear quantum
dynamics at 50 and 200 K. This number of replicas was decided upon after running
test calculations of the out–of–plane ADP, u33, of graphene at 50 K as a function of
the number of beads. The simulations were performed using the i-PI code for the
calculation of the nuclear dynamics and the LAMMPS code [172] for the calculation
of the forces, using the Tersoff graphene potential [173, 174] optimised by Lindsay
and Broido [175]. By using the force field approach for the calculation of the forces
it was possible to run simulation for 30 ps with a time steps of 1 fs, on a graphene
sheet of 960 atoms and using up to 64 replicas of the system. Fig. 4.1 shows that 16
replicas is a good compromise between convergence and computational cost. The
ADPs were then calculated as of the average of the variance of all the atoms for
each replica. It must be noted that the u33 obtained for graphene are almost one
order of magnitude larger than graphite (Fig. 4.10). This can be due to a higher
out–of–plane mobility of the carbon atoms in graphene, where the vibrations of the
atoms will be less hindered because of the absence of neighbouring layers [176].
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Figure 4.1: u33 calculated for different numbers of path integral replicas, from 8 to
64 at 50 K. The simulations were performed using the i-PI code for the calculation
of the nuclear dynamics and the LAMMPS code for the calculation of the forces,
using the optimized Tersoff graphene potential.
4.3 Results
4.3.1 Graphite lattice constant and thermal expansion
From the SXND experimental data, like the one reported in Fig. 4.2, it has been pos-
sible to extract the lattice constants of graphite at different temperatures. Table 4.1
shows that the unit cell of graphite expands with temperature, however because of
its anisotropy, the expansion along the c axis (0.60%) is larger than that along the
a and b axis (0.06%).
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Figure 4.2: Graphite diffraction patterns at 300 K obtained on the SXD diffractome-
ter at the ISIS neutron source facility in Didcot. The left panel shows diffraction
along the hk0 crystallographic direction, the panel one shows diffraction along the
0kl direction and the panel on the right shows diffraction along the h0l direction.
Table 4.1: Graphite lattice constants a, b and c as a function of tem-
perature obtained with single crystal neutron diffraction experiment.
Temperature (K) a = b ( Å) c ( Å)
5 2.4610±0.0015 6.6719±0.0060
50 2.4613±0.0016 6.6768±0.0056
100 2.4616±0.0016 6.6808±0.0060
200 2.4624±0.0016 6.6958±0.0062
300 2.4615±0.0016 6.7117±0.0064
The experimental results in Table 4.1 are in line with previous X-ray single
crystal diffraction measurements performed as a function of temperature [177, 178].
Baskin and Meyer found c lattice constants of 6.672±0.001 Å, 6.676±0.001 Å and
6.708±0.001 Å at 4.2, 78 and 297 K, respectively [177]. The measurements of Nelson
and Riley focused more on the expansion of graphite at higher temperature, however
they found a c lattice constant of 6.7117±0.0001 Å, and an a lattice constant of
2.45626±0.0001 Å at 288 K [178], which agrees with the values at 300 K in Table 4.1.
Interestingly Nelson and Riley looked for the first time at the negative expansion of
the a lattice constant in the range of temperatures from 288 to 873 K. This effect
is due to the anisotropic expansion of the cell, that is larger along c than within
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the layer. In fact in this range of temperature the thermal energy activates the
vibrations of the atoms out–of–plane, thus the projection of the atomic positions on
the ab plane results in a contraction of the in–plane lattice constants. Whereas at
higher temperature the thermal energy is equally absorbed by the phonons along
both directions, balancing the expansion of both lattice constants [178]. The results
reported here have been obtained at low temperatures, where the a lattice constant
is barely affected by such a small thermal energy exchange. However the values of a
between 200 and 300 K might indicate the observation of a small lattice contraction
in the present measurements.
In Chapter 3 the performance of different functionals (standard and vdW inclu-
sive ones) in describing the structure of graphite was assessed. All the functionals
used in this study predict the in–plane lattice constants within 0.5% of the experi-
mental value at 5 K, (Tables 3.2). This lattice constant is a measure of the length
of the covalent bond of carbon atoms in graphite and the prediction of such a struc-
tural feature is accurate for standard exchange–correlation functionals. Turning to
the out–of–plane properties, Tables 3.2 has shown that optB88-vdW gives the best
description; for this reason most of the calculations presented in the next sections
are performed using this functional.
4.3.1.1 Graphite phonon dispersion relation
Once it was assessed that both experiment and theory yield a good description of
the structure of graphite, the carbon dynamics were analysed, specifically looking
at the phonon properties. Fig. 4.3 shows the phonon dispersion distribution of
graphite, that is the phonon frequencies for each q point of the Brillouin zone as
computed with optB88-vdW. The phonon properties were calculated also with the
other functionals and the left part of Fig. 4.3 reports the results of the vibrational
density of states (v–DOS) obtained with optB88-vdW and the other functionals.
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Figure 4.3: (Right) Phonon dispersion relation of graphite calculated with the
optB88-vdW functional. The frequencies of each phonon branch as a function of
the q point of the Brillouin zone are in cm−1. The high symmetry points of the
Brillouin zone are highlighted on the x axis. (Left) The vibrational density of state
(v–DOS) calculated with different functionals is represented on the left panel.
Fig. 4.3 reveals that the description of low frequency modes of vibrations is not
significantly affected by the choice of the exchange–correlation functional. This
result is somehow counterintuitive because of the different performance of the func-
tionals in the prediction of the structure and energetics of graphite, especially where
long range vdW interactions are important. In fact, Fig. 3.1 in Chapter 3 shows the
different descriptions of the interlayer binding energy as a function of the interlayer
distance in graphite, obtained with different functionals. However looking closer
one can notice that although the position of the potential minimum is different for
each functional, the amplitude of the curves, that is the amplitude of the expan-
sion of all graphite layers is very similar. This similar curvature of the potential
curves could explain the similarity of the phonon dispersion curves. However this
still does not explain why PBE completely fails in the description of the inter–layer
energetics but gives reasonable values for the phonon eigenvectors and frequencies,
if the lattice parameters are constrained to the experimental values. This has been
investigated by looking at an extremely large displacement of the layers resembling
the out–of–plane acoustic mode of vibration (ZA) in graphite. The results of the
interlayer binding energy as a function of the fractional coordinates of one of the
layers in graphite unit cell are reported in Fig. 4.4. Despite the different values of
the energy, the shape of the potentials is similar for all the functionals tested and
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this can explain the similarity of the v–DOS at low frequencies.
At high frequencies the v–DOS appears to be slightly more affected by the choice
of the functional. The high frequency modes of vibration are related to the in–plane
dynamics of the atoms, and they are more sensitive to the value of the bond length,
as previously shown by Mounet and Marzari [127]. LDA slightly underestimates the
carbon–carbon bond length (∼2.45 Å) compared to the other functionals (∼2.46 Å)
and this is reflected in a ∼ 4% overestimation of the average value of the high
frequency optical phonon modes, as it can be seen from the dark purple curve in
Fig. 4.3. On the other extreme there is the vdW-DF2 which overestimates the
carbon–carbon bond length (∼ 2.47 Å) compared to the other functionals and to
experiment. This leads to a ∼ 3% underestimation of the high frequency optical
phonon modes, as showed from the yellow curve in Fig. 4.3.
Figure 4.4: Interlayer binding energy as a function of the interlayer distance in the
fixed unit cell. The discrete computational data point have been fitted to a harmonic
potential. Although the energy is very much dependent on the functional, the shape
and amplitude of the potential energy is not.
The graphite v–DOS has also been measured experimentally using the TOSCA
spectrometer at ISIS. The results of this experiment are still under examination and
more details about it are reported in Appendix A. However it is still possible to
benchmark the present phonon calculations by comparing the phonon frequencies
calculated with optB88-vdW with the experimental values in Ref. [145, 179, 154,
150]. Table 4.2 shows that the low frequency modes, that is ZA, TA, and LA are
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predicted within a few cm−1, usually no more than ∼ 10 cm−1, of the experimental
values especially around the A and Γ points. The high frequency modes, that is
LA, TO, and LO are not described as well by this functional and by standard DFT
in general. Table 4.2 shows that the high frequency optical mode of vibration,
TO and LO at the Γ point are ∼ 18 cm−1 lower than the experiment. At the M
point the predictions of the frequency of the LA and TO modes are overestimated by
∼ 43 cm−1 and ∼ 15 cm−1 respectively with respect to the experiment. The opposite
trend is observed for the LO mode, which is ∼ 57 cm−1 lower than the experimental
value. Finally at the K point the prediction of the LA mode is closer to experiment,
however the prediction of the frequencies of the TA and TO modes are ∼ 40 cm−1
overestimated and underestimated respectively. This is due to the known failure of
standard DFT in capturing the Kohn anomalies in graphite, which are described
as the attenuations of the phonon frequencies due mostly to the electron-phonon
coupling [155, 127]. Mauri and coworkers show that approaches beyond standard
DFT are needed in order to grasp a very accurate description of the electron-phonon
coupling [155, 127]. However it will be shown in the next section that this poor
performance of the standard DFT functionals is not going to affect the final results
and conclusions of this study.
4.3.2 Anisotropic displacement parameters
We now discuss the ADPs at different temperatures which have been calculated
from the computed eigenvectors and frequencies and have been compared to exper-
iment. The experimental ADPs were extracted from the single crystal diffraction
pattern at different temperatures after the structure refinement procedure. Atomic
displacements are closely related to the thermal diffuse scattering which is visible
around the Bragg reflections in X-ray and neutron diffraction patterns, as shown in
Figs. 4.5 and 4.2. The temperature increase induces a larger atomic displacement
which in turn increases the thermal diffuse scattering in the diffraction pattern.
Fig. 4.6 shows the simulated diffraction patterns of single crystal graphite at dif-
ferent temperatures calculated from Eq. 4.2 using the eigenvectors and frequencies
obtained from the phonon calculations with the optB88-vdW functional. Here the
effect of temperature on the diffuse scattering is evident. Because of the anisotropy
of graphite, the carbon displacement along the c lattice vector, i.e. in the h0l plane,
is more distinctive than along the a and b vectors (hk0 plane). The same behaviour
is then reflected in the values of the ADPs.
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Table 4.2: Comparison of the phonon frequencies calculated with the
optB88-vdW functional and experimental values reported in the literature.
q point Mode ω (cm-1) ω (cm-1) Exp.
A ZA 101 ∼92 [145, 179]
TA 32 ∼38 [145, 179]
LA 32 ∼38 [145, 179]
ZO 861 –
TO 1559 –
LO 1559 –
Γ ZA 143 ∼129 [145, 179]
TA 0 –
LA 45 43 [150]
ZO 859 868 [154], ∼863 [145]
TO 1564 1582 [154]
LO 1564 1582 [154]
M ZA ∼470 ∼460 [145]
TA ∼628 ∼629 [145]
LA 1333 1290 [154], 1290 [145]
ZO ∼628 ∼629 [145]
TO 1337 1323 [154]
LO 1333 1390 [154]
K ZA 547 ∼565 [145]
TA 963 1008 [145]
LA 1224 1194 [154], ∼1209 [145]
ZO 547 ∼565 [145]
TO 1224 ∼1265 [154]
LO 1438 –
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Figure 4.5: Graphite diffraction patterns at 300 K obtained on the BW5 high-energy
X-ray diffractometer at the HASYLAB/DESY in Hamburg. The left panel shows
diffraction along the hk0 crystallographic direction. The panel on the right shows
diffraction along the h0l crystallographic direction, where the characteristic graphite
layered structure along the c axis is apparent, from the arrangement of the Bragg
peaks along equally spaced horizontal lines.
Figure 4.6: Single crystal graphite diffraction pattern at different temperatures (5,
50, 100, 200, 300 K), calculated with optB88-vdW functional. The upper panels
show the atom diffraction along the hk0 crystallographic plane, where the typical
hexagonal pattern is depicted. The upper panels show the atom diffraction along
the h0l crystallographic plane, where the typical layered structure is depicted. The
diffraction pattern show how the diffuse scattering increase with the temperature.
The thermal diffuse scattering has been calculated from Eq. 4.2, using the eigenvec-
tors and frequencies from the phonon calculations using the optB88-vdW functional.
The atomic displacement is usually described by ellipsoids, where the amplitude
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in the three spatial dimensions are the ADPs, u11, u22 and u33. The experimental
thermal displacement of the carbon atoms in graphite is reported in Fig. 4.7, where
one can see how the ellipsoids become more elongated along the c axis with tem-
perature. The results of the computed and experimental ADPs are summarized in
Fig. 4.8 and Fig. 4.10. Let us look first at the ADPs of the atoms in the in-plane
directions, namely u11 and u22 reported in Fig. 4.8. The u11 and u22 at 5, 50, and
100 K calculated from Eq. 4.1 are in very good agreement with experiment. At
higher temperatures (200 and 300 K) this theoretical prediction overestimates the
experimental ADPs by as much as ∼ 50%, especially at 300 K. This disagreement
can be explained as the failure of the harmonic approximation at higher temperature,
where the atomic vibrations can no longer be safely assumed to be harmonic.
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Figure 4.7: Atomic displacements at different temperatures can be represented by
an ellipsoid, where the amplitude in the three dimensions are the ADPs, u11, u22
and u33. The blue ellipsoids represent the experimental atomic displacement. The
green and yellow ellipsoids are obtained from the ADPs, extrapolated from the
phonon calculations and ab initio MD simulations at different temperatures (using
the optB88-vdW functional). The width of each ellipsoids represents the u11 and
u22, while the height represents the u33.
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Figure 4.8: In–plane anisotropic displacement parameters (ADPs) of the carbon
atoms, namely u11 and u22, are reported as a function of temperature calculated with
the optB88-vdW functional (solid lines). The computed ADPs are compared to the
single crystal neutron diffraction experiment results (dashed line). Blue triangular
data points refer to the standard ADPs calculation from the computed eigenvectors
and frequencies within the harmonic approximation. Magenta triangles correspond
to quasi–harmonic results, obtained by performing phonon calculations in unit cells
with (temperature dependent) experimental lattice parameters.
Moving to the ADPs along the out–of–plane direction, u33, reported in Fig. 4.10
it is possible to observe that the theoretical values are constantly and substantially
underestimated by almost a factor of two with respect to experiment. In addition
Fig. 4.7 highlights that the overall shape of the atomic displacement predicted by
the simulations is substantially different from what found experimentally. There
are several possible reasons for such disagreement, the first is related to the cell
dimension. The ADPs have been calculated for the optimized unit cell structure
at 0 K, however the experiment shows that the unit cell expands with temperature
especially along the c direction. Thus in order to check this effect, the quasi–
harmonic approximation has been used. For each temperature the cell dimensions
have been set to the experimental values and the entire process leading to the ADPs
has been repeated using the optB88-vdW functional. Results in Fig. 4.10 show that
taking into account the thermal expansion of the cell has a very small effect on the
ADPs and does not improve the prediction of u33. It is also possible to argue that
the disagreement between the theoretical and experimental u33 might come from an
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inaccurate description of some vibrational modes from standard DFT, as discussed
in 4.3.1.1. Fig. 4.9 shows the results of a test where the diffuse scattering has been
calculated subtracting the contribution of the main out–of–plane modes of vibration,
namely LA, ZA and ZO. One can observe that those modes are mainly responsible
for the great part of the diffuse scattering in graphite and, according to the results
in Table 4.2, are predicted within a few cm−1 of experiment. So this test shows that
the poor description of the high frequency modes from DFT is not the main reason
for the disagreement between the theoretical and experimental u33.
Figure 4.9: Single crystal graphite diffraction pattern at 300 K, calculated from
Eq. 4.2, using the eigenvectors and frequencies from the phonon calculations using
the optB88-vdW functional. (a) and (f) represent the total thermal diffuse scatter-
ing in the plane h0l and hk0 respectively. In (b) and (g) the diffuse scattering is
calculated from Eq. 4.2, subtracting the contribution of the LA mode. In (c) and
(h), and in (d) and (i) the contribution of the ZA and ZO modes are neglected,
respectively. (e) and (l) represent the thermal diffuse scattering in the plane h0l and
hk0 if the contributions of the all three modes are neglected.
As mentioned for the case of u11 and u22 the harmonic approximation can play
an important role in the description of the dynamics of the atom, especially when
vibrational modes become softer, as in the case of the out–of–plane vibrations. It
has already been shown that the quasi–harmonic approximation is not enough to ac-
count properly for the displacement along the c direction. The comparison between
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experiment and ab initio MD simulations highlights the extent of the anharmonicity
in the carbon dynamics in graphite. The results of the ab initio MD in Fig. 4.10
clearly show that the inclusion of the anharmonicity improves the description of
the u33 at high temperatures: the value at 300 K is in fact in perfect agreement
with the experiment, and the prediction at 200 K is slightly improved with re-
spect to the extrapolation from the phonons. At low temperature (50 K), however,
the performance of ab initio MD is even worse than the extrapolation from the
phonons. Here the inclusion of the quantum nuclear effects are as much impor-
tant as the anharmonic effects, and PIMD simulations predict u33 finally in better
agreement with experiment. The preliminary results of the PIMD simulations at
200 K reported in Fig. 4.10 suggest that QNEs might still be important at higher
temperatures. Although the inclusion of the anharmonicity improves the prediction
of the out–of–plane displacement with respect to the harmonic approximation, it is
still underestimated compared to experiment. This disagreement can arise from the
complete neglect of the QNE in ab initio MD simulations. However still a better
convergence (in term of simulation length) needs to be reached in the case of the
PIMD simulation at 200 K in order to safely state what the role of QNE is at such
a temperature.
Finally we note that classical and quantumMD simulations have not been used to
predict the in–plane ADPs at high temperatures because these values are numerically
very small and they are highly affected by many computational parameters: cell
dimension, potential energy cut-off and number of replicas in the case of PIMD.
The calculation of the accurate value of the u11 and u22 requires expensive and long
simulations, and this goes beyond the purpose of this work.
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Figure 4.10: Anisotropic displacement parameters (ADPs) of the carbon out–of–
plane ADP, u33, as a function of temperature calculated with the optB88-vdW
functional (solid lines). The computed ADPs are compared to the single crystal
neutron diffraction results (red dashed line). Blue triangular data points refer to
ADPs calculated from the computed eigenvectors and frequencies. Magenta triangles
correspond to quasi–harmonic results, obtained by performing phonon calculations
on the unit cell derived from experimental data. Green stars are the results of ab
initio MD simulations and black squares are the results of PIMD simulations.
4.4 Discussion and conclusion
The results reported here have shown that the complete picture of the carbon dy-
namics in graphite is achievable if a combination of static and dynamic DFT is
used. The in–plane ADPs at low temperature can be safely extracted from phonon
eigenvectors and frequencies calculated within the harmonic approximation. This
approximation, however, fails at high temperature and for the description of the
out-of–plane displacement of carbon atoms in graphite. In the case of the out–of–
plane ADPs, the major contributions come from the transversal acoustic modes of
vibration, which are soft modes and highly anharmonic. This is the reason why
extrapolation of u33 from the phonon calculations disagrees with the experiment at
all temperatures. Ab initio MD performs better than the harmonic approximation
in describing u33 at higher temperatures but it is worse at low temperature. Ab
initio MD does not rely on the harmonic approximation, but it does rely on a clas-
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sical description of the nuclei. Thus the improvement coming from the inclusion
of anharmonicity is counterbalanced by the classical treatment of the nuclei, which
results in an underestimation of u33. In fact in this range the extrapolation of the
ADPs from phonon calculations yields better agreement with experiment than ab
initio MD because the first order QNE, that is the zero point energy, is taken into
account in the last term of Eq. 1.
The out–of–plane displacement of graphite carbon atoms can be split in to two
regimes, by applying the Einstein solid model [180, 181]. In this case a solid is
assumed to be composed by independent harmonic oscillators, so the mean squared
displacement of a single particle can be assumed to be quantum and harmonic at
low temperature and classical and harmonic at high temperature. The harmonic
regime can be identified by the linear trend of the ADPs at high temperature and,
in the case of the harmonic oscillator, the linear extrapolation yields to a zero
mean square displacement at 0 K. Any deviation from such a linear extrapolation
highlights anharmonicity in the atomic dynamics in the solid. In the case of graphite,
the linear extrapolation of the experimental u33 at 100, 200 and 300 K does not yield
a zero displacement at 0 K. This confirms that above 50 K the carbon dynamics
are anharmonic and the harmonic approximation is no longer applicable. The u33
at temperatures below 50 K, on the other hand, belongs to the quantum regime,
confirming the results from PIMD simulations.
This study shows that the carbon displacement in graphite is highly anisotropic
and its accurate description is not straightforward. In fact although the in–plane
dynamics can be safely treated within the harmonic approximation for temperature
below 50 K, the out–of–plane dynamics needs more careful treatments. These results
also highlight that the general picture of the carbon atom as a classical nucleus,
breaks down at temperatures lower than 300 K. This can be of high importance for
future studies of processes at low temperature where carbon dynamics needs to be
taken into account, like studies of molecular diffusion on carbon based materials and
the investigation of electric and thermal transport properties.
Further studies about the carbon dynamics in graphite are currently ongoing.
Specifically, additional experiments have been performed by using the VESUVIO
spectrometer at ISIS which are in the process of being analysed in detail. The
VESUVIO spectrometer provides direct access to the momentum distribution of the
individual atoms without the need of a structure refinement procedure, as opposed
to the measurement of the ADPs from the diffraction pattern. Knowing the momen-
tum distribution of the individual atoms allows to obtain their mean kinetic energy
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and therefore a straightforward measurement of the ZPE of the atoms. The com-
parison between experimental and predicted values will then be used to benchmark
even further the computational procedures discussed so far. More details about
the measurement of the momentum distribution and some preliminary results are
reported in Appendix B.
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Chapter 5
Beyond graphite and h-BN: The role
of van der Waals interactions in
other layered materials and in their
hydrogen uptake
In the previous chapters it was discussed how the accurate description and under-
standing of vdW dispersion forces in chemical and physical systems is one of the
most active areas of research in contemporary computational science [35]. Despite
the large number of recent studies examining vdW-dominated systems [182, 183, 37,
184, 38, 39], there are still major gaps in our understanding, precisely when it comes
to the role of the vdW forces in processes like adsorption on surfaces.
Particular attention has been devoted during the years to the study of phys-
ical adsorption, or physisorption, of small molecules on different kinds of materi-
als [73, 185, 186, 187]. The physisorption of gas molecules on surfaces does not
involve any breaking and formation of chemical bonding between the adsorbate and
the substrate, but relies on very weak interactions due to vdW forces [187]. It is
exactly this feature that makes the physisorption process a very appealing answer to
problems like gas-storage, because it can promise fast load–unload kinetics [13, 188].
In addition layered materials are also very promising as part of the solution
for gas–storage problems, as discussed in Chapter 1 [189, 190]. The characteristic
anisotropy of these materials enables them to expand, creating the possibility of
adsorption on the surface and absorption between the layers of small molecules
like hydrogen. Despite the large number of layered materials, mainly graphite and
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its derivatives have driven attention so far for their interaction with hydrogen. A
remarkable number of theoretical works has been reported in the literature where
mainly the adsorption of the hydrogen molecule on graphene [191, 192, 193, 194, 195,
196, 197] or on graphite nanofibers [198, 199, 196] has been investigated. Most of
them report studies using Møller-Plesset second order perturbation theory (MP2)
to study the physisorption of hydrogen on polycyclicaromatic hydrocarbons, like
coronene, usually taken as a model for graphite in MP2 calculations in order to
reduce the computational cost [196, 197, 195]. Only a few works have taken into
proper account vdW forces for the study of the periodic system [193, 194]. Very few
theoretical and experimental studies are reported about the interaction of hydrogen
and the remaining layered materials, first of all the graphite inorganic analog, h-
BN [200] and the class of transition metals dichalcogenides [201, 202, 203, 204].
Recent studies reported by Björkman et al. show that most layered materials
are characterized by very similar interlayer binding energies, despite the different
atomic composition and geometry [38, 39, 40]. This similarity has been explained
as a balance between repulsive and attractive interactions between the layers. Thus
it is interesting to test if the same behaviour is maintained also in the case of
another process dominated by vdW forces, which is hydrogen adsorption on layered
materials.
As discussed in the previous chapters, the recent availability of new functionals
within DFT able to properly treat the long range interactions, expand the appli-
cability of DFT to systems and processes where weak interactions are important,
like physisorption. Here different functionals which properly treat the long–range
interactions have been used in first instance to calculate and compare the interlayer
properties of some transition metal dichalcogenides, namely molybdenum disulfide
(MoS2), molybdenum diselenide (MoSe2), molybdenum ditelluride (MoTe2), tung-
sten disulfide (WS2) and titanium diselenide (TiSe2), in addition to the interlayer
properties of graphite and h-BN already discussed in Chapter 3. Then, the same
functionals have been used to investigate hydrogen adsorption on the surface of
these transition metals dichalcogenides and on the surface of graphite and h-BN.
The substrates in this study have been selected in order to look at the effects of sev-
eral different variables on hydrogen adsorption. The first is the class of materials,
that is graphite–like or transition metal dichalcogenides. The second is the role of
the different atomic composition of each material. Within graphite–like substrates,
graphite and h-BN have been selected. These materials have very similar structures
and intra– and interlayer energies, but different atomic compositions that can affect
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the strength of the hydrogen adsorption. For the transition metal dichalcogenides,
for a given transition metal (Mo in this case) the effect of the different chalcogen
(X=S, Se, Te), and for a given chalcogen (X=S) the role of the transition metal
(M=Mo, W) on the hydrogen adsorption has been investigated. Finally the effect
of different structures in the case of the MoX2 and TiSe2 has also been explored.
In the following sections details of the computational method are reported. Re-
sults of the interlayer binding energies, cell parameters and adsorption energies of
hydrogen on different surfaces are shown in section 5.2. This chapter is then con-
cluded with a discussion in section 5.3.
5.1 Methods
The DFT calculations have been performed with the periodic plane–wave basis set
code VASP 5.3 and five different exchange-correlation functionals, namely, optB88-
vdW, optPBE-vdW, vdW-DF2, DFT-D2 and TS-PBE. The calculations have been
carried out self–consistently using an implementation of the vdW-DF method in
VASP with the scheme of Román–Pérez and Soler, and the implementation of the
Tkatchenko-Scheﬄer correction by Bučko et al. [205]. PBE–based PAW potentials
have been used and all results reported have been obtained with standard potentials
using a 600 eV plane–wave cut–off. For each structure a Monkhorst-Pack k-point
grid of 8× 8× 2 per unit cell has been used.
Molybdenum transition metal dichalcogenides, are layered materials where each
layer is composed of a transition metal covalently bonded to two chalcogen atoms,
forming a sandwich structure as shown in Fig. 5.1. The class of the molybdenum
dichalcogenides and WS2 are characterized by the same structure and the layers
follow the AB stacking, as the case of the graphite. The TiSe2 has a slightly different
structure which is characterized by the AA stacking of the layers, as the case of h-
BN. The bulk properties of each material have been optimized using a multiple step
procedure. For the MoS2, MoSe2, MoTe2 and WS2 a six atom hexagonal unit cell has
been used, and for TiSe2 a three atom unit cell has been used, as shown in Fig. 5.1.
First a full relaxation of the ions, cell shape and volume has been performed. The
values obtained for the in–plane lattice constant (a) and height of the cell (c) have
been used as a first guess for the subsequent step. The out–of–plane lattice constant,
c, has then been optimized by changing systematically the height of the cell in a
range of ±0.5 Å from the initial guess, while the in–plane lattice constant a was
kept fixed and the ions were relaxed. The value of c corresponding to the minimum
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energy has been used to optimize the a lattice constant. In this case c has been
kept constant and a has been systematically changed in a range of ±0.5 Å from
the initial guess. The procedure was iterated until a common minimum was found.
Generally one iteration was sufficient to find the two minima.
For each material the interlayer binding energy (Einter) was calculated by sub-
tracting twice the energy of an isolated monolayer (Elay) from the energy of the bulk
(Ebulk) and dividing this value by the area of the cell (A) to obtain it in meV/Å2.
Einter =
Ebulk − 2Elay
A
. (5.1)
The interlayer binding energy and the c for each material has been obtained by
interpolating the data using a Morse potential.
The cell parameters obtained by the unit cell optimization were used to optimize
a slab of 3 layers transition metal dichalcogenides as showed in Fig. 5.1, that was
then used as substrate for the hydrogen adsorption calculations. In this case the
3 × 3 supercells containing 3 layers of each transition metal dichalcogenides were
used. Also slabs of 4 layers graphite and h-BN were optimized using a 3 × 3 × 2
supercell. In all cases vacuum of ∼ 15 Å has been added to avoid any interaction
with the periodic image. All the structures were optimized by fully relaxing all the
ions.
The optimized slab was used as a substrate to calculate the adsorption energy
of a single hydrogen molecule on the surface of each material. The optB88-vdW
functional has been used to explore any preferential position or orientation for the
hydrogen molecule adsorbed on the layered materials. Different starting configura-
tions of the hydrogen molecule on the layered materials have been chosen on the
basis of pure symmetry arguments and are reported in Fig. 5.2. For all the con-
figurations the H2 has been set initially at about 3 Å and relaxed as well as the
first layer of the substrate, while the remaining layers were kept fixed. For each
configuration the adsorption energy (EAds) has been calculated by subtracting from
the total energy of the system (EH2/Sub) the energy of an isolated hydrogen molecule
(EH2) and that of the bare substrate (ESub):
EAds = EH2/Sub − EH2 − ESub (5.2)
All the other functionals, namely the optPBE-vdW, vdW-DF2, DFT-D2 and the
TS-PBE, were used to calculate the adsorption energies of the hydrogen molecule
just on the hollow site of the different materials. Note that the hydrogen adsorption
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Figure 5.1: In (a) and (b) the representative unit cells, top and front views of the
bulk graphite and h-BN are shown. In (c) the representative unit cell, top and front
view of molybdenum dichalcogenides (MoX2) and of the tungsten disulfide (WS2)
are reported, where transition metals are in purple and the chalcogens are in yellow.
The unit cell, top and front view of titanium diselenide (TiSe2) are reported in (d),
where the titanium atoms are represented in silver and selenium in orange.
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on WS2 was not calculated using the DFT-D2 and TS-PBE functional, because of
the lack of C6 and vdW radius for the tungsten in the VASP code.
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(f) (g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
(s) (t) (u) (v) (w)
Figure 5.2: Initial configurations of hydrogen on the surface of various layered ma-
terials. In the first row, configurations of the hydrogen molecule on the graphite
surface. (a), (b) and (c) represent the hydrogen molecule parallel to the surface on
the hollow, top and bridge site of graphite. (d) and (e) represent the molecule on
the hollow and top sites respectively, but perpendicularly oriented to the surface.
The same configurations, from (f) to (l) have been analysed for h-BN, considering
the additional top site due to the presence of the B and N atoms on the surface.
In the third row different configurations of the hydrogen molecule adsorbed on the
molybdenum dichalcogenides (MoX2) and tungsten disulfide (WS2) are reported. In
(o), (p) and (q) the hydrogen molecule is parallel on the surface while in (r), (s)
and (t) the gas molecule is perpendicular. In the last row the configurations of the
hydrogen molecule oriented parallel and perpendicular on the surface of the TiSe2
are shown.
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5.2 Results
5.2.1 Interlayer binding energies
The interlayer binding energies and the geometrical properties of the selected tran-
sition metal dichalcogenides (MoS2, MoSe2, MoTe2, WS2 and TiSe2) have been
calculated using the optB88-vdW functional. Fig. 5.3 reports the interlayer binding
energy as a function of the out–of–plane lattice constant (c) for the transition metal
dichalcogneides analysed here. From the graph it can be seen that the interlayer
binding energies are all very similar and they lie in the range of −17 to −25 meV/Å2.
Looking at the results in more detail, one can observe that the choice of the
transition metal, as in the case of the MoS2 and WS2, does not significantly affect
the structure or the interlayer binding energy. Indeed the binding curves in Fig. 5.3
for these two transition metal dichalcogenides basically overlap. In addition Ta-
ble 5.1 shows that also the calculated in–plane lattice constant (a) does not change
much moving from the molybdenum to the tungsten. This similarity is confirmed
also by the experimental values for the lattice constants and by the random phase
approximation (RPA) calculations of the interlayer binding energies performed by
Björkman et al. [39].
Let us look at the role of the chalcogen atom in the case of the molybdenum
dichalcogenides. Fig. 5.3 shows that although the lattice constant c expands go-
ing from the sulfur to the tellurium, the interlayer binding energy does not change
dramatically, and it lies in the range from −25 to −28 meV/Å2. From Table 5.1
one can observe that a also expands moving from MoS2 to MoTe2 and this trend
is in agreement with the experimental lattice constants. It seems that the increas-
ing polarizability of the chalcogen atoms is balanced by the expansion of the unit
cells, that turns into comparable interlayer binding energies. Furthermore the insert
in Fig. 5.3 summarises and highlights that a very similar physics governs the in-
terlayer interactions in these transition metal dichalcogenides. This graph actually
shows that the binding curves normalised by the minimum interlayer binding energy
and the corresponding optimized lattice constant for the MoX2 and WS2 perfectly
overlap. The normalised curve for the TiSe2 is slightly broader with respect to the
curves for MoX2 and WS2. It must be noted, however, that TiSe2 is characterized
by a a different structure compared to the other transition metal dichalcogenides, in
addition to the different atomic composition. Despite the slightly different structure
and atomic composition, it still shows a similar interlayer binding energy with re-
85
spect to MoX2 and WS2. This result is confirmed also by experiment and the RPA
calculations as it is reported in Table 5.1 and exactly the same trend has also been
reported in the following Ref. [38, 39, 40].
The interlayer binding energy of graphite and h-BN obtained from optB88-vdW
has been discussed in detail in Chapter 3. Table 5.1 reports the lattice constants and
the interlayer binding energy for these layered materials as well as the comparison
with the experimental lattice constants and the RPA interlayer binding energies. Al-
though the lattice constants predicted by optB88-vdW are in good agreement with
experiment, the interlayer binding energies are slightly overestimated compared to
the RPA calculations. This trend has already been addressed and discussed in
Chapter 3. However from a pure qualitative analysis of the results, Table 5.1 high-
lights that even though graphite and h-BN are characterized by a complete different
structure compared to the transition metal dichalcogenides, which is reflected in the
shape of the normalised interlayer binding curve, the interlayer binding energies are
still very similar. These results are in full agreement with those of Björkman et
al. [38].
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Figure 5.3: Interlayer binding energy as a function of the lattice constant c for
the transition metal dichalcogenides. TiSe2 has AA stacking and its unit cell can be
defined by a single layer, the other transition metal dichalcogenides are characterized
by AB stacking and their unit cell is composed of two layers. In order to make a
reasonable comparison of the structural properties of the materials, the TiSe2 lattice
constant has been doubled. The insert shows the same curves normalised for the
minimum interlayer binding energy, Einter(min) and the corresponding optimal lattice
constant, cmin.
5.2.2 Adsorption energy of hydrogen on layered materials
The adsorption of molecular hydrogen on graphite, h-BN, MoS2, MoSe2, MoTe2,
WS2 and TiSe2 has been examined using the optB88-vdW functional. Different
starting positions and orientations of hydrogen on top of the layered materials have
been explored, as illustrated in Fig. 5.2. However the optimization process does not
lead to major changes in the initial configurations of the hydrogen molecule.
The results summarised in Table 5.2 show that the hydrogen adsorption energy
does not change dramatically on the different surfaces, spanning from a maximum
of −84 meV/H2 in the case of graphite to a minimum of −57 meV/H2 in the case of
MoTe2. By looking first to the simpler layered materials, that is graphite and h-BN,
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one can observe that they physisorb hydrogen in a very similar manner. On both
surfaces a strong preferential orientation for the gas molecule is not highlighted,
since the adsorption energies differ no more than ∼ 7 meV from one configuration
to another. However both materials show a slight preference to physisorb hydrogen
on the hollow site, parallel to the surface. Although the adsorption energies and
the distances from the surface are similar, hydrogen is more strongly adsorbed by
graphite, with a value of −84 meV/H2. Although this energy is somehow larger
than the experimental value of −52 meV/H2 found by Mattera and coworkers [206],
this trend is in line with previous theoretical works where hydrogen physiorption on
nanostructured graphite and BN are compared. Wang et al. [207], Zhou et al. [208]
and Krishnan et al. [209] all show that the physisorption energy of hydrogen is larger
on nanostructured graphite than on nanostructured BN.
Let us turn to the transition metal dichalcogenides. Also in this case a preferen-
tial position or orientation is not heavily highlighted and the adsorption energies for
the different configurations differ by a few meV for each material. Table 5.2 shows
also that although hydrogen adsorption energies on the different transition metal
dichalcogneides are very similar, it is possible to define a trend that is almost in
line with the trend of interlayer binding energies calculated with the optB88-vdW
functional. The different transition metal, in the case of the MoS2 and WS2, does
not affect either the adsorption energy or the distances of the centre of mass of the
hydrogen molecule from the surface, which are respectively ∼ −64 meV/H2 and
∼ 3.1 Å. The choice of the chalcogen atom has a greater impact on the adsorption
energy. That is because the chalcogen atoms are at the interface and directly inter-
act with the hydrogen molecule. Moving from MoS2 to MoTe2 it can be seen that
the hydrogen–substrate distance increases from ∼ 3.1 to ∼ 3.4 Å. The increasing
distance correlates with a decrease of the adsorption energy from ∼ −64 meV/H2
in the case of the MoS2 to ∼ −56 meV/H2 in the case of the MoTe2. The hydro-
gen adsorption energy seems to be not affected by the different structure of the
TiSe2, where the energy and distance are in line with the other transition metal
dichalcogenides.
Other functionals have also been used to calculate the adsorption energy of the
hydrogen on the hollow site of the different layered materials for both the parallel and
perpendicular orientations of the gas molecule with respect to the surface. The re-
sults obtained with the optPBE-vdW, vdW-DF2, DFT-D2 and TS-PBE functionals
are summarised in Table 5.3. All functionals predict the distances of the hydrogen
centre of mass from the surface in good agreement with each other, within about
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0.1 Å for each system. On the other hand more evident fluctuations can be identified
for the adsorption energies. Among the vdW-DFs, the optPBE-vdW predicts the
highest hydrogen adsorption energies, ranging from ∼ −100 mev/H2 on graphite to
∼ −72 mev/H2 on MoTe2. vdW-DF2 predicts the lowest adsorption energies, rang-
ing from ∼ −70 meV/H2 in the case of graphite to ∼ −40 mev/H2 for MoTe2. The
optB88-vdW, DFT-D2 and TS-PBE are within these limits as can be observed from
Table 5.3. A closer look at the results reveals also that, although the adsorption
energies predicted by the different functionals are different, their trend is always
repeated. Since a comprehensive experimental study of the adsorption energies of
hydrogen on the layered materials is not reported in the literature, it is difficult to
state about the accuracy of the functionals tested here. However the qualitative
analysis seems to highlight that all the functionals predict the highest adsorption
energies for graphite and h-BN among the materials studied. The adsorption energy
on the transition metal dichalcogenides seems to be overall homogeneous, although
it is slightly sensitive to the different chalcogen atoms. All the functionals predict a
reduction of the adsorption moving from the sulfur to the tellurium.
5.3 Discussion and Conclusion
Similar adsorption energies of the hydrogen molecule on the surface of different
layered materials can be explained as a balance of attractive and repulsive interac-
tions. This balance has already been addressed as the reason for similar interlayer
binding energy of the layered materials [38, 39, 40] as has also been shown in Chap-
ter 3. Fig. 5.4 shows the decomposition of the adsorption energies into the repulsive
and attractive contributions, similar to the decomposition of the interlayer bind-
ing energies reported in Chapter 3. Local and non–local correlation energies are a
measure of the attractive interactions and the exchange energy, added to all other
components of the Kohn-Sham energy can express the repulsive interactions. From
Fig. 5.4 it can be seen that for all the layered materials the local correlation con-
tributes marginally to the total adsorption and that the attractive energy is almost
purely due to the long–range interactions. The non–local correlation energy and the
repulsive energy have larger impact on the total adsorption and they vary among
the layered materials. For all systems these variations cancel each other resulting in
overall similar adsorption energies and TiSe2 is a clear example of such a balance.
On the other hand it can also be observed that the higher adsorption energies of
the hydrogen on graphite and h-BN seem to be mostly due to their slightly higher
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non–local correlation energies.
Figure 5.4: Decomposition of the adsorption energy of the hydrogen on the surface
of the layered materials obtained with the optB88-vdW functional. The negative
values are due to the correlation energy, specifically to the non–local (green bars)
and local (purple bars). The positive values refer to the exchange and the remaining
Kohn-Sham energy (blue bars).
Although the energy decomposition explains the general reason for the similar
hydrogen adsorption energy, it does not clarify however the subtle trend for the
different layered materials. Essentially, it does not explain why the hydrogen ad-
sorption energy on materials characterized by higher polarizabilities is similar or
even lower than the adsorption energy on less polarizable materials.
In order to have a clearer idea of the relation between the different polarizabilities
of the substrate on the hydrogen adsorption energy, results of the PBE-TS functional
have been analysed in more detail. Indeed the method developed by Tkatchenko
and Scheﬄer aims to calculate the dispersion energy using reference atomic polar-
izabilities and C6 coefficients of the free atoms. The chemical environment of the
specific atom is also taken into account by looking at the effective atomic volume,
which is used to obtain the environment specific dispersion coefficient [68]. Let us
look first at the PBE-TS results for the hydrogen adsorbed on graphite and h-BN
reported in the Table 5.4. On both materials the adsorption energy of the hydrogen
perpendicularly oriented on the top site is about −69 meV/H2 and the distance of
the hydrogen centre of mass from the surface is ∼ 3.16 Å. These results are due to
the very similar polarizability (∼ 6.91 a.u./Å3 for graphite and ∼ 6.29 a.u./Å3 for
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h-BN) and structure of the two materials, as shown in the first two columns of Ta-
ble 5.4. More interesting is the case of the transition metal dichalcogenides. Looking
at Table 5.4 one can observe that for MoX2 the polarizability of the material slightly
increases moving from sulfur to tellurium. The increasing polarizability is balanced
at the same time by both the in– and out–of plane expansions of the material. A
similar effect is resembled in the case of the hydrogen adsorption: the increasing
polarizability of the chalcogen atoms on the surface is balanced by a larger distance
of the hydrogen centre of mass from the surface. This results in a slight lowering, of
about 7 meV/H2, of the hydrogen adsorption energy moving from MoS2 to MoTe2.
Looking closer at the atomic volumes, particularly at the vdW radii of the chalcogen
atoms, it is possible to see that although they increase moving from the sulfur to
the tellurium, the overlap between the hydrogen and the chalcogen atomic volumes
is kept constant.
Figure 5.5: Schematic description of the overlap of the hydrogen and surface atom
volume overlap. The grey circles represent the section of the atomic volumes, and
the darker grey area is their overlap. ro refers to the maximum height of the overlap
section.
Table 5.4 reports the vdW radii of the free atoms (R0) and of the radii optimised
for the chemical environment (R0(optim.)), in addition to the overlap of the vdW
radii for the free and optimised atoms, namely ro and ro(optim.). Fig. 5.5 reproduces
a simplified description of the overlap of the atomic vdW radii. The values of ro
are similar for all the transition metal dichalcogenides, especially when the atomic
volumes, and the the vdW radii, are adjusted for the chemical environment. In
this case ro(optim.) lies in a very narrow range, from 0.42 to 0.47 Å for all the
transition metal dichalcognides studied. It is also surprising that analogous values
for ro(optim.) have been found for graphite and h-BN, 0.41 and 0.51 Å respectively.
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The slightly different value for hydrogen on the h-BN can be explained by the
presence of two different atomic species on the same surface. This is a different
scenario compared to the transition metal dichalcogenides and graphite, where the
surface is occupied by a single atomic species.
These ro seem to suggest that there is an optimal value for the overlap of atomic
vdW radii that guides the height of the hydrogen on the surface and that eventually
affects the adsorption energy. Thus the stronger polarizability of some atomic species
is cancelled out by their larger atomic volume. This affects the position of the
hydrogen molecule on the surface, that has to reach an optimal value for the atomic
volume overlap in order to minimize the repulsion between the substrate and the
adsorbate. Another interesting feature that can be highlighted from Table 5.4, is
that also the overlap of the free atom volumes is similar for almost all the materials
investigated (with the exception of the h-BN, due to the two–species surface). This
result could in principle mean that it would be possible to predict within 0.1 Å
accuracy the height of the hydrogen physisorbed on the surface knowing the atomic
radii of the species and the averaged value of the radii overlap. Recently Alvarez
has performed a comprehensive study about the vdW radii and the distribution
of the distances of different elements physi- and chemisorbed to a particular probe
element [210]. One finding of this study is that vdW interactions are characterised
by a distance between two species which is 0.7 Å shorter than the sum of the vdW
radii of the single species. This value refers to the free atoms and encouragingly
agrees with the value of ro obtained here for the overlap of the volumes of the free
atoms.
The results reported in this chapter have shown that two of the vdW–dominated
properties of the layered materials analysed here are very similar. Specifically it was
discussed that interlayer binding energies and hydrogen adsorption energies span
over a very narrow range of values. This seems to be due to a balance between the
atomic polarizabilities and volumes. One of the findings of this study is that this
balance, particularly in the hydrogen adsorption process, translates to an optimal
value of the atomic volume overlap that consequently defines the distance of the
hydrogen molecule from the surface and the energy of adsorption. Certainly more
systems need to be analysed, including different surfaces and different adsorbates
to further generalize this result. It would also be interesting to assess the perfor-
mances of the best polarisable force fields [211] with respect to the semi-empirical
and ab-initio vdW corrected density functionals. This will then be useful to set up
accurate force field simulations in order to look also at the dynamics of the hydrogen
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adsorption process on the different layered materials. However it is worthwhile to
highlight that this finding can not only form the basis for further studies focused on
understanding the adsorption process, but could also give insight for the design of
new adsorbing materials.
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Chapter 6
Exploring No Man’s Land: Hydrogen
Uptake by Potassium-intercalated
Graphite
6.1 Introduction
Chapter 5 has shown that the adsorption energy of molecular hydrogen on different
layered materials is not greatly affected by the atomic composition of the substrate.
Despite the similarity of the hydrogen adsorption energy on the layered materials
analysed, graphite had the strongest interaction with the gas molecule, and here
the absorptive properties of a particular type of modified graphite will be further
discussed.
Because of its anisotropy, graphite can absorb small molecules between the layers,
however this process is not spontaneous. Fig. 6.1 shows that in order to absorb one
hydrogen molecule, graphite needs to expand the interlayer spacing by ∼ 30% lead-
ing to an interlayer distance of 5.50 Å. This occurs at an energetic cost which makes
the absorption process in bare graphite unfavorable. However it is possible to interca-
late other atoms between the graphite layers, that can penetrate graphite more easily
and that can tune the interlayer spacing close to the optimal value. In the last thirty
years, many studies showed how alkali metals, potassium, cesium and rubidium, can
be easily intercalated in to graphite and they can increase the interlayer spacing even
more than the ∼ 30% [28, 212, 29, 213, 214, 215, 41]. Furthermore, a one electron
donation from the metal to the graphite has been observed theoretically and exper-
imentally, and this property is meant to be responsible for a stronger interaction
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between the hydrogen molecule and the substrate [28, 216, 217, 218, 29, 42, 213].
Here a theoretical study is reported for hydrogen uptake in one particular graphite–
intercalated–compound (GICs), namely the potassium compound KC24.
Figure 6.1: Interlayer binding energy of pristine graphite (red curve) and hydro-
gen intercalation energy (blue curve) calculated with the optB88-vdW functional.
Graphite interlayer distance needs to expand up to 5.5 Å in order to absorb the
hydrogen molecule, as shown in the upper panel of the figure. The blue curve shows
that this process it is not spontaneous, and it arises at a high energy cost of ∼1
eV. The interlayer binding energy has been calculated using Eq. 3.2. The hydrogen
intercalation energy has been calculated by subtracting the energy of an isolated
hydrogen molecule (EH2), and the energy of the pristine graphite (EGraph) from the
total energy of the system (EGraph−H2): EInterH2 = EGraph−H2 − EH2 − EGraph.
Despite the influence of the GICs in the absorption of hydrogen for storage
purposes, a full understanding of their properties and their interaction with the gas
molecule is still missing. This is especially true in the case of the KC24. Indeed for
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this material a definitive structure is still not available. It is known that the KC24 is
defined as a so–called stage–2 material because the potassium atoms are absorbed
every two graphite layers, bringing an alternation of full and empty interlayer areas
(galleries, in jargon and hereafter). The empty galleries maintain the interlayer
spacing of 3.33 Å and the A|B stacking sequence, while the full galleries expand to
5.4 Å [219, 29] and adopt an A|A stacking sequence. The reason for such a stacking
of the full galleries is due to the potassium which is positioned in the hollow site of
the first layer. This preferential position of the potassium atom drives the second
layer to overlap exactly the first one. Then the third layer, which forms the empty
gallery with the second one, overlaps following the natural stacking of the graphite,
A|B [21].
Figure 6.2: Stacking sequence in the KC24. Figure from the J. Purewal, Doctoral
thesis, California Institute of Technology (2010) [220].
The in–plane structure, on the other hand, is not well defined. At high tem-
perature potassium atoms adopt a disordered, liquid–like structure [221] caused by
a disorder–order transition found experimentally at about 126 K [222, 223, 224].
At low temperature, there is still not a full agreement between the X-ray diffrac-
tion pattern and the proposed models. The first proposed structure reported in
Fig. 6.3 is obtained by populating the graphite layers with potassium atoms, form-
ing a periodic triangular lattice and ensuring the KC24 stoichiometry. This structure
is described as (
√
12 ×√12)-R30◦ where the potassium lattice is incommensurate,
that is rotated by 30◦ with respect to graphite. Although the (
√
12 × √12)-R30◦
structure reproduces the right stoichiometry and has been used as model for some
theoretical studies [225], it is not consistent with X-ray diffraction [224]. Another
incommensurate structure, the (
√
7×√7)-R19.11◦, has been proposed on the basis
of the low temperature in–plane structure of RbC24 and CsC24. These two materi-
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als have a domain structure, where the (
√
7×√7)-R19.11◦ periodicity is observed.
This kind of periodicity leads to a KC28 stoichiometry, which is balanced by a more
dense concentration of potassium atoms in the boundary regions between the do-
mains, that guarantees the final KC24 stoichiometry [224, 21]. Also this model is
fully used in the theoretical studies, although experimental evidence has still not
been found in the case of KC24. The last structure is called relaxed closed–packed
where the potassium atoms have been positioned at distances of 2a,
√
7a and 3a and
were allowed to relax in the nearest hexagons centres. The resulting structure has a
diffraction pattern more similar to the experiment, but due to the high number of
atoms required for its description, it is not very used for the theoretical studies.
Figure 6.3: Different structures proposed for KC24. (a) refers to the (
√
12 × √12
)-R30◦ structure with a KC24 stoichiometry. (b) refers to the (
√
7 × √7)-R19.11◦
with a KC28 stoichiometry. (c) shows the relaxed close–packed structure that is
characterized by a liquid–like structure. Figure from the J. Purewal, Doctoral thesis,
California Institute of Technology (2010) [220].
Here both the stoichiometric, KC24, and the structure of the domain with KC28
stoichiometry have been used to investigate the interaction between the substrate
and the hydrogen, within the DFT framework. Other theoretical studies have been
reported in the literature where the same hydrogen–KC24 interaction has been stud-
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ied [30, 219, 29, 226]. However these studies were performed within the generalised
gradient approximation, neglecting the vdW forces that must play a role in the hy-
drogen physisorption process. In addition an extensive study about the absorption
energy as a function of the hydrogen concentration has still not been performed
theoretically.
In the next sections a complementary study to the ones already reported in the
literature will be presented, where the physisorption of hydrogen in KC24 has been
studied as a function of the hydrogen concentration and including vdW interactions
in the modeling of such process.
6.2 Methods
As in the other chapter, DFT calculations have been performed with the periodic
plane–wave basis set code VASP 5.2 and the optB88-vdW exchange–correlation
functional. PBE–based PAW potentials have been used and all the results reported
have been obtained with hard potentials using a 900 eV plane–wave cut–off.
The convergence of the results to k-point sampling has been checked for KC24.
A Monkhorst-Pack k-point grid of 4× 4× 2 per (√12×√12) unit cell ensured that
the intercalation energies were converged to within 0.02 meV.
Two different unit cells have been used for the KC24 and KC28 as reported in
Fig. 6.4. The KC24 has been described using a (
√
12×√12)-R30◦ unit cell containing
48 carbon and 2 potassium atoms. The KC28 has been described using a (
√
7×√7)-
R19.11◦ unit cell containing 28 carbon atoms and 1 potassium atom. In both cases
the cell contains two layers of graphite in order to reproduce an AB|BA stacking.
Geometry optimisation was performed in order to find the interlayer spacing of
the intercalated and empty galleries. The interlayer spacings have been calculated
changing the height of the unit cell in the range between 8.2 and 9.2 Å. In each cell
the carbon atoms of one graphite layer have been fixed in all directions, while in the
second layer they were fixed in the x and y directions and they were relaxed in the
z direction. The potassium atoms were relaxed in all directions.
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(a) KC24 (b) KC28
Figure 6.4: Unit cell for KC24 and KC28. (a) shows the (
√
12×√12)-R30◦ cell and
(b) shows the (
√
7×√7)-R19.11◦ cell.
The interaction of hydrogen with the potassium-intercalated compounds has
been investigated for both substrates. The hydrogen molecules have been placed
in the centre of the empty hexagonal rings in KC28 and KC24 and the hydrogen
concentration per potassium atom has been changed up to the complete saturation
of the two unit cells, so KC28–(H2)x , with 1 ≤ x ≤ 6 and KC24–(H2)x , with 1 ≤ x ≤ 5
have been analysed. For KC28–(H2)x and KC24–(H2)x, with 1 ≤ x ≤ 3 the absorption
energies for three different initial configurations of the hydrogen molecules have
been calculated. The hydrogen molecule was initially positioned perpendicular with
respect to the graphite layers and forming a T–shape with the potassium atom
(H⊥T ), parallel to the graphite layer forming a T–shape with the potassium (H‖T )
and aligned with the potassium atom (H‖K). In every configuration the molecules
were positioned in the hollow site of the graphite layer at an initial distance of
∼ 3 Å. All the initial configurations are reported in Fig. 6.5 and 6.6. A geometry
optimization was then performed in order to obtain the final configuration of the
hydrogen molecules and the final interlayer spacing.
The intercalation energy for the KC24 and KC28 (EInt) has been calculated by
subtracting the energy of an isolated potassium atom (EK) multiplied by the number
of the potassium atoms per unit cell (N), and the pristine graphite (EGrap) from
total energy of the intercalated system (EKCx) and dividing by N :
EInt =
EKCx −N × EK − EGrap
N
(6.1)
The energies of graphite have been calculated using the same cells described before,
without the potassium atoms and setting the interlayer spacing at 3.36 Å. The energy
of the isolated potassium atom was obtained from calculations in a 12× 12× 12 Å3
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Figure 6.5: Initial configurations of hydrogen in the intercalated gallery of KC28.
(a) Different positions and orientations for the system KC28–(H2), where H⊥T de-
scribes the hydrogen molecule perpendicular to the substrate, forming a T–shape
with the potassium atom, H‖T and H‖K describe the hydrogen molecule parallel to
the substrate and forming T–shape with the potassium aligned to it respectively.
(b) and (c) report the same configurations for the hydrogen molecules for KC28–
(H2)2 and KC28–(H2)3, respectively. (d), (e) and (f) show the H‖T configuration for
KC28–(H2)4, KC28–(H2)5 and KC28–(H2)6, respectively.
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Figure 6.6: Initial configurations of hydrogen in the intercalated gallery of the KC24.
(a) Different positions and orientations for the system KC24–(H2), where H⊥T de-
scribes the hydrogen molecule perpendicular to the substrate, forming a T–shape
with the potassium atom, H‖T and H‖K describe the hydrogen molecule parallel to
the substrate and forming T–shape with the potassium aligned to it respectively.
(b), (c), (d) and (e) show the H‖T configuration for KC24–(H2)2, KC24–(H2)3, KC24–
(H2)4 and KC24–(H2)5, respectively.
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box with Γ-point sampling.
The absorption energy for the hydrogen molecules in KC28 and KC24 (EAbs) has
been calculated by subtracting the energy of an isolated hydrogen molecule (EH2)
multiplied by the number of molecules per unit cell (N), and the energy of the
substrate (EKCx) from the total energy of the system (EKCx−H2) and dividing by N :
EAbs =
EKCx−H2 −N × EH2 − EKCx
N
(6.2)
The energies of KC28 and KC24 have been calculated using the same cells de-
scribed before, without the hydrogen molecules and setting the interlayer spacing at
5.40 Å. The energy of the isolated hydrogen molecule was obtained from calculations
in a 12× 12× 12 Å3 box sampled at the Γ-point.
An estimate of the zero point energy (ZPE) was calculated using the harmonic
approximation for frequencies obtained from the finite displacement method. For
the whole system (i.e. carbon, potassium and hydrogen) vibrations were evaluated
for the potassium and hydrogen atoms, while all the carbon atoms were fixed. Then
the final ZPE was calculated by subtracting of the contributions of KCx, where
vibrations were evaluated for the potassium atoms while all the carbon atoms were
fixed, and the isolated hydrogen molecule. Then the ZPE has been subtracted from
all calculated absorption energies.
6.3 Results
6.3.1 The substrates: KC24 and KC28
The first set of calculations focused on finding what are the different structural
and energetic features of KC24, described with a (
√
12×√12)-R30◦ cell, and KC28,
described with a (
√
7×√7)-R19.11◦ cell (Fig. 6.4), and if one of the two structures
is energetically preferred. Fig. 6.7 shows the results of the geometry optimisation
for both cells using the optB88-vdW functional. One can observe that the predicted
interlayer spacings for the full and empty galleries for both materials are very similar,
5.36 Å and 5.33 Å for the full gallery of KC24 and KC28 respectively, and 3.34 Å
for the empty galleries in both cases. These interlayer spacings for the intercalated
galleries are in both cases in good agreement with the experimental value of 5.35±
0.01 Å obtained by neutron diffraction [29]. However the calculated intercalation
energies, −6.00 eV for KC24 and −6.80 eV for KC28, show a large difference of
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∼ 0.8 eV between the two. Fig. 6.7(c) and Fig. 6.7(d) show charge density difference
plots for both structures, obtained by subtracting from the charge density of the KCx
the charge densities of graphite and potassium. From these pictures one can observe
that there is an electron transfer from the potassium atom to the graphite atoms,
a phenomenon which has already been observed experimentally [216, 217, 227] and
makes the potassium atom positively charged. The Bader analysis reveals that
the number of the valence electrons on the intercalated potassium atom is reduced
from 9 to ∼ 8.15 and this extra charge is delocalised on the surrounding carbon
atoms. This could be one of the possible reasons for the larger stability of the KC28
structure, where the positively charged potassium atoms are separated by 6.52 Å,
compared to the case of KC24 where they are at shorter distance of 4.94 Å. In fact a
rough estimate of the Coulomb potential energy difference of two systems composed
by two positive charges separated by 6.52 Å in one case and by 4.94 Å in the other,
gives a value of ∼ 0.7 eV, which is in line with the calculations.
Figure 6.7: (a) and (b) show the final configurations from the geometry optimization
of KC24 and KC28, respectively. In (c) and (d) plots of the charge density difference
at ∆ρ = ±0.013 e/Å3 for both materials are reported. The blue areas represent an
electron charge depletion, the red ones an electron charge gain.
Looking at the substrate structure also provided the opportunity to examine the
107
role of vdW forces in the description of these materials. Calculations with the PBE
functional, have been performed on two structures: KC14, where the empty galleries
have been neglected and KC28. The PBE functional predicts the right interlayer
spacing for KC14, where the two graphite layers are held together by the presence of
the charged potassium atoms. The presence of the empty galleries in KC28, where
the graphite layers are held together by pure vdW forces, makes the intercalation
energy impossible to converge as a function of the unit cell dimension along the z
direction, as can be seen in Fig. 6.8. These results suggest that the inclusion of
vdW dispersion forces is essential for the accurate description of these particular
intercalated compounds.
Figure 6.8: Intercalation energy calculated with the PBE functional as a function of
the cell dimension in the z direction, for the case of KC28. The energy continuously
drops as the lattice expands because of the neglect of the vdW forces in PBE.
6.3.2 Hydrogen absorption in KC28 and KC24
Once the two substrates, KC28 and KC24 have been optimised, their interaction with
hydrogen has been investigated by looking at different hydrogen configurations and
concentrations. Let us look first at hydrogen absorption in the case of the more stable
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KC28 substrate. Here the absorption energy has been calculated using Eq. 6.2 for
three different starting configurations of the hydrogen molecule, as shown in Fig. 6.5.
The optimised structures for one molecule per potassium atoms are reported in
Fig. 6.9, where one can see that the optimal configuration for the hydrogen molecule
is to form a T–shape with the potassium. The geometry optimisation of the H‖K
configuration (where the hydrogen molecule is parallel to the graphite plane and
aligned to the potassium atom), in fact, still results in the hydrogen molecule forming
a T–shape with the potassium atom, as illustrated in Fig. 6.9. The same behaviour
has been observed for higher hydrogen concentrations.
From Table 6.1 the largest absorption energy is obtained when the hydrogen
is oriented perpendicular to the surface, forming a T–shape with the potassium
atom, and positioned in the hollow site at a distance of ∼ 2.90 Å from the closest
potassium atom. This result agrees with elastic and inelastic neutron scattering
experiments [217, 227, 29] and previous theoretical calculations [228, 227, 29, 30].
(a) H⊥T (b) H‖T (c) H‖K
Figure 6.9: Optimised configurations of hydrogen in the intercalated gallery of KC28.
Here only the cases of one hydrogen molecule per potassium atom are reported.
Similar results have been observed for the other hydrogen concentrations and the
hydrogen absorption energies and the optimised interlayer distances are reported in
Table 6.1. The interlayer distances for the intercalated galleries are also showed.
The reported results show also that the different configurations are non–degenerate
as opposed to hydrogen adsorbed on pristine graphite, as shown in Chapter 5. In-
deed hydrogen is free to move and rotate on the surface of pristine graphite, as it
was found experimentally [229], however molecular rotations are already hindered if
the shape of the carbon substrate is modified, as it was observed in the case of the
carbon nanohorns [230]. Table 6.1 shows that the energy differences of the different
orientations for a single hydrogen molecule per potassium are about 10-15 meV. The
hindering of the rotation of the hydrogen molecule in the case of the intercalated
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systems agrees with neutron scattering experiments, that found the hydrogen ro-
tation to be obstructed when the molecule interacts with KC24 [227, 29]. This is
due to the presence of the permanent quadrupole moment and an induced dipole
in the hydrogen molecule caused by the electron transfer from the potassium to
the graphite layers, which exposes the hydrogen molecule to a positively charged
particle, as reported in Fig. 6.10. This result is in line with previous DFT calcula-
tions [30, 29, 226] in the case of KC14, and it explains the preferential orientation of
the hydrogen molecule. It must be noted that previous calculations were performed
on the PBE level of approximation, however the inclusion of vdW interactions does
not change the description of the electron transfer and the consequent induced dipole
on the hydrogen molecule.
Figure 6.10: Plot of the charge density difference at ∆ρ = ±0.001 e/Å3 for hydrogen
one molecule absorbed in KC28. The red areas represent an electron charge depletion,
the blue an electron charge gain.
Table 6.1 shows that moving to higher hydrogen concentrations, namely two
and three molecules per potassium atom, the rotation of the molecule is even more
obstructed, leading to a larger difference of about 20-25 meV between the most
stable configuration, H⊥T and the less stable ones, H‖T and H‖K . This is the reason
why for hydrogen concentrations higher than three molecules per potassium atom,
only the H⊥T configuration has been investigated.
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Table 6.1: Results for the interlayer spacing of the full gallery of the KC28
and absorption energies at different hydrogen concentration (x) per potas-
sium atom and configurations. The different configurations are named according
the Fig. 6.5. The energies have been corrected for the zero point energy (∼ 50 meV).
x Interlayer spacing (Å) Absorption energy (meV)
H⊥T H‖T H‖K H⊥T H‖T H‖K
1 5.51 5.48 5.42 -121 -107 -112
2 5.64 5.54 5.61 -151 -125 -127
3 5.77 5.84 5.71 -147 -126 -126
4 5.75 -11
5 5.72 81
6 5.73 127
The absorption energies as a function of the hydrogen concentration in Table 6.1
show that the largest values are obtained for the medium concentrations, that is two
and three hydrogen molecules per potassium atom. This means that the optimal
capacity of KC28 is between two and three hydrogen molecules per potassium atom,
as shown in Fig. 6.11. Also this result is in line with the experiments reported in
the literature. Works by Watanabe et al. [231], Lovell et al. [29] and also Purewal et
al. [219] found a concentration slightly higher than two hydrogen molecules (∼ 2.10)
per potassium atom. Within this range of concentrations the average distance be-
tween the centre of mass of the hydrogen molecules close to the potassium atoms is
about 3.26 Å, which is very much in line with the distance corresponding to the min-
imum of the H2–H2 intermolecular potential (∼ 3.25 Å) [13, 232]. Thus, it is possible
to assume that within this range of concentrations, in addition to the interaction
between hydrogen and the substrate are attractive, also the H2–H2 interactions are
attractive, therefor stabilise the adsorption energies.
The present DFT calculations predict the interlayer spacing of the full galleries
in the cases of the medium concentrations to be 5.64 and 5.77 Å, for two and three
hydrogen molecules per potassium, respectively. These values are in line with the
experimental value of 5.64 ± 0.01 Å, corresponding to the saturation state, that
is ∼ KC28–(H2)2 [29]. It is also interesting to note that the intercalated galleries
expand even further during the absorption process, going from 5.36 Å to about
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5.75 Å for high hydrogen concentrations. This further expansion of the galleries
has been also claimed to have a role in the thermodynamics of the whole hydrogen
absorption process [217, 231].
Let us look closely at the energies of absorption. A value for the enthalpy of
absorption of ∼ −93 meV at half coverage (that we believe to correspond to ∼ KC28–
(H2)1 in our case) has in fact been obtained from isotherms in the temperature range
of 63 and 196 K [233, 231]. The optB88-vdW functional predicts a ZPE corrected
adsorption energy of a single hydrogen molecule per potassium of ∼ −121 meV,
which is overestimated by ∼ 30% compared to the experiment. Previous calculations
were performed by using the PBE functional for the KC14 system, where the empty
galleries were neglected, and predict an absorption energy of −78 meV [30, 226].
The ZPE correction reported for the PBE calculations, however is almost four times
smaller than the ZPE in the present calculations. In the former case, only the motion
of the hydrogen centre of mass has been evaluated, as opposed to the present study
where the entire system has been assessed. It must also be noted that both DFT
calculations of the absorption energies have been performed at 0 K. In order to have
a proper comparison against the experimental value, the effect of the temperature
needs to be taken into account. It can be estimated by correcting the calculated
value by RT, where R is the Botzmann constant and T is the temperature. For the
temperature on the experimental range, RT is ∼ 11 meV, and it brings the optB88-
vdW adsorption energy closer to the experiment with a value of ∼ −110 meV, while
it makes the PBE prediction worse, leading to an adsorption energy of ∼ −68 meV.
The difference between the results of this work obtained with the optB88-vdW and
the PBE results in Ref. [30, 226] is due to the lack of the long range correlation
contribution to the absorption energy in the case of the PBE calculations. It was
also found that the inclusion of the empty galleries does not seem to be relevant
for the value of the absorption energy. Indeed the absorption energy of a single
hydrogen molecule in KC14 (-121 meV) using optB88-vdW is very much in line with
the absorption energy in KC28 (-121 meV) at 0 K.
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Figure 6.11: Absorption energy as a function of hydrogen concentration in KC24
and KC28 calculated with the optB88-vdW functional.
A similar investigation of the hydrogen absorption has been performed for KC24,
with the complete configuration analysis for one, two and three hydrogen molecules
per potassium atom. From Table 6.2 and from Fig. 6.12 it can be seen that in spite of
the starting hydrogen molecule configurations, a hydrogen molecule prefers to form
a T–shape with the potassium atom in the final optimised structures. Table 6.2
shows that for hydrogen concentrations larger than one molecule per potassium
atom, the optimized structures are basically degenerate. The largest difference in
the absorption energy is ∼ 17 meV, which is reported just for the case of one hydro-
gen molecule per potassium atom. For concentrations higher than three hydrogen
molecules per potassium atom, that is KC24–(H2)4 and KC24–(H2)5 only H⊥T and
H‖T starting configurations have been investigated. Results in Table 6.2 show that
also the intercalated gallery of the KC24 expands up to ∼ 6% as it was found in
the case of the KC28. Fig. 6.11 shows that the most stable system has a hydrogen
concentration between one and two hydrogen molecules per potassium atom. This
result is lower than the value of 2.10 hydrogen molecules per potassium atom found
experimentally. The absorption energy of −67 meV in the case of the KC24–(H2)1
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is slightly underestimated with respect to the experimental value of ∼ −93 meV in
the temperature range of 63 and 196 K [233, 231]. This difference between theory
and experiment is even more dramatic when the temperature effect is taken into
account by including the RT correction, which in this case brings the prediction of
the adsorption energy to ∼ −57 meV.
(a) H⊥T (b) H‖T (c) H‖K
Figure 6.12: Optimised configurations of hydrogen in the intercalated gallery of the
KC24. Here only the case of one hydrogen molecule per potassium atom is reported.
Similar results have been observed for the other hydrogen concentrations and the
hydrogen absorption energies and the optimised interlayer distances are reported in
Table 6.2. The interlayer distances for the intercalated galleries are also showed.
Table 6.2: Results for the interlayer spacing of the full gallery of KC24 and
absorption energies at different hydrogen concentration (x) per potassium
atom and configurations. The different configurations are named according to
Fig. 6.5. The energies have been corrected for the zero point energy (∼ 50 meV).
X Interlayer spacing (Å) Absorption energy (meV)
H⊥T H‖T H‖K H⊥T H‖T H‖K
1 5.49 5.40 5.44 -67 -50 -67
2 5.64 5.54 5.61 -90 -98 -72
3 5.70 5.70 5.66 -19 -22 24
4 5.70 5.71 36 49
5 5.69 5.67 85 99
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6.4 Discussion and Conclusion
The results reported here show a preliminary analysis of the interaction between
hydrogen and the KC24 GIC using the optB88-vdW functional. The first set of
calculations show how it is possible to discriminate between two of the most used
structural models of KC24 in the computational studies, namely the (
√
12 ×√12)-
R30◦ that corresponds to a stoichiometry of KC24, and (
√
7×√7)-R19.11◦ domains
structure that corresponds to a local stoichiometry of KC28. The intercalation energy
of the domains structure, KC28, is ∼ 0.8 eV lower than the energy of the KC24, due
to a larger separation of the positive potassium atoms in the galleries, that stabilises
this structure. In addition it was also checked that the inclusion of dispersion forces
is essential for the description of this material, due to the presence of the empty
galleries of graphite which are held together by pure vdW forces. Indeed, unless
the empty galleries are neglected, the PBE functional fails in the description of this
material.
KC24 and KC28 show different behaviour when it comes to the hydrogen adsorp-
tion, with the latter substrate showing closer properties to the ones measured in the
experiment. This suggests that the proposed structure formed by domains of KC28,
similar to the structure found for CsC24 and RbC24, is a good model for the still not
fully determined structure of KC24. The optB88-vdW functional performs well in
the description of this system, predicting the right concentration of absorbed hydro-
gen in KC24 (in this case KC28) of about two molecules per potassium atom. The
preferential configuration of the hydrogen molecule is a T–shape with the potassium
atom. This is due to the presence of the permanent quadrupole moment and the
dipole moment induced on the H2 molecule due to the charge migration towards
the potassium atom. The calculated K+–H2 distance of ∼ 2.90 Å and the inter-
layer spacing of the intercalated galleries of ∼ 5.64 Å are in good agreement with
experiment [29]. The absorption energy calculated for half of the saturate state
(KC28–(H2)1), that is one hydrogen molecule per potassium atom is −110 meV,
slightly overestimated compared to experimental value of ∼ −93 meV, but in better
agreement if the temperature effect is taken into account. The PBE prediction of the
hydrogen absorption energy is underestimated compared to experiment [29, 226, 30].
This indicates that the inclusion of vdW forces needs to be taken into account to
proper predict the interaction between the hydrogen and the substrate.
This study is the first attempt in describing hydrogen physisorption in KC24 by
including all the relevant physical properties such as vdW interactions, ZPE and
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a good model of the substrate and hydrogen concentration. This forms a basis
for a good model in order to further investigate the finer details of this process
like the proposed quantum delocalization of the single hydrogen molecule in the
system [29, 219] or the role of the potassium concentration in tuning the strength
of the hydrogen absorption.
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Chapter 7
Summary and Outlook
This work focused on the study of different features of layered materials: structure,
bond energetics, atomic dynamics and adsorptive properties. The newly developed
vdW–inclusive functionals within the DFT framework have been exploited in order
to understand the role of the long–range dispersive forces, that is the vdWs, in the
aforementioned properties of these materials. Here the findings of this work will be
joined together in order to draw a general conclusion and highlight how these results
can open up new questions and form the basis for new studies.
Two of the most popular layered materials, graphite and the isoelectronic h-
BN, have been used to benchmark several of the newly developed vdW–inclusive
density functionals. The results in Chapter 3 show that, among the functionals used,
optB88-vdW gives the best prediction of the structure and bond energetics of the
two materials. This result has been verified for both the covalent bonds between the
atoms within the layer and vdW interactions between the layers. Strong similarities,
especially between the interlayer distances and binding energies of graphite and h-
BN, have also been highlighted. The decomposition of the interlayer binding energies
into the different contributions revealed that this is due to a balance between the
repulsive electrostatic interactions (collected in the exchange correlation energy) and
the attractive vdW interactions (summed in the non–local correlation energy).
The same similarity of the interlayer binding energies have been found for other
layered materials, like transition metal dichalcogenides as reported in Chapter 5
and in other works in the literature [40, 38, 39]. More interestingly, physisorption of
molecular hydrogen has been found to be surprisingly similar on the surface of the
layered materials investigated. Hydrogen physisorption is another process mostly
driven by vdW forces, and our findings show that this is not significantly affected
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by different atomic composition, structure and polarizability of the surface. Also
in this case, this similarity results from a balance between repulsive and attractive
contributions to the adsorption energy. More precisely the larger polarizability of
atoms on the surface is counterbalanced by a larger vdW radius. This leads to an
optimal overlap of the vdW radius of the atoms on the surface and the vdW radius
of the hydrogen that is about 0.7 Å. It seems that the overlap of the atomic volumes
define the distance of the hydrogen molecule from the surface and consequently the
adsorption energy. Although our finding is in line with what has been reported
recently by Alvarez [210], still more studies are needed to confirm this value as a
constant that can be used to predict the distance of molecules from surfaces in the
physisorption regime. Indeed, this finding needs to be tested against more complex
adsorbates (from water to large organic molecules) and different substrates.
It will also be interesting to explore if a similar trend seen for the hydrogen ad-
sorption on the surface of layered materials, is still verified for hydrogen physisorp-
tion in a confined space, like between the layers. The vast plethora of substrates
that can be investigated not only includes, graphite, h-BN, all the transition metal
dichalcogenides, layered oxides and other inorganic layered materials, but also the
newly proposed vdW heterostruscutres [234]. Because of the easy exfoliation of lay-
ered materials, it is possible to combine different layers to form heterostructures,
which are characterised by different electronic and optical properties compared to
the single components [234]. Furthermore these properties can be tuned by the com-
bination of the different layers and by the different number of layers of each single
component. It would be interesting to study the behaviour of hydrogen also in this
sort of asymmetric confined environment.
Hydrogen absorption between two layers has been investigated in this thesis for
the particular case of potassium intercalated graphite. This system has been chosen
because of its promising technological application in the hydrogen storage field. In
fact the intercalation of potassium in graphite up to a concentration of KC24 can
expand the natural interlayer spacing of graphite, reducing the H2–intercalation en-
ergy barrier. In addition, the alkali metal polarises the hydrogen molecule leading
to a stronger H2–substrate interaction which can increase the quantity of hydrogen
stored in these layered materials, as discussed in Chapters 1 and 6. Although this
system has been extensively studied experimentally [226, 28, 42, 29, 219, 30], still
some details need to be understood. One of the main questions is related to the defi-
nition of the orientation of the hydrogen molecule and the extent of the translational
delocalisation. Different theoretical studies have been reported to complement the
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experiments [29, 30, 226], which however have not been able to shed much light on
the translational delocalisation. These works made use of various approximations,
more specifically on the model of the substrate, the neglect of the vdW forces, and
quantum nuclear effects (QNE). In Chapter 6 the role of some of these approxi-
mations in the theoretical description of the physisorption of hydrogen in KC24 was
addressed by using a complete description of the substrate and by explicitly including
the vdW forces. The absorption energy of the hydrogen molecule in KC24 has been
investigated as a function of the hydrogen concentration and configurations in two
different models of the substrate, namely KC24 and KC28. The encouraging agree-
ment of the results of the hydrogen concentration and adsorption energy reported
in Chapter 6, suggests that the model proposed here for hydrogen physisorption in
KC24 can be used for further investigation of this process.
QNE has been claimed to be responsible for the orientation and translational
delocalisation of hydrogen in KC24, and it needs to be included in the simulations to
reconcile theory and experiment [226]. Although higher order QNEs (more than the
zero point energy contribution) have not been included in the description of hydrogen
physisorption in graphite, results in Chapter 4 reveal that this is important not only
for a good description of the hydrogen molecule, but it can also be important for
the accurate description of the substrate itself. By comparing experimental values
to different theoretical approaches, it was shown that QNEs can affect the dynamics
of the carbon atoms. In particular it was shown that the in–plane and out–of–plane
carbon displacements cannot be predicted with the same level of accuracy within
the harmonic approximation. Furthermore it was highlighted that the description of
the carbon atom as a classical nucleus is no longer valid at temperatures lower than
300 K. Thus particular care is needed for the prediction of the quantum dynamics
of small molecules like hydrogen on top and in between graphite layers at such low
temperatures, where the hydrogen physisorption occurs.
In Chapters 3, 4, 5 and 6 it was highlighted that the effect of vdW forces and
the role of quantum dynamics need strictly to be taken into account if we want
to explore by theory not only layered materials themselves, but also some of their
applications. In Chapters 5 and 6 layered materials have been investigated as sub-
strates for the hydrogen storage. In fact the safe and efficient storage of hydrogen for
mobile applications remains an unsolved challenge. Particularly in Chapter 6 it was
discussed how potassium intercalation in graphite is one promising solution to this
problem, however it is still not the definitive one. Even at 77 K only physisorbed hy-
drogen reaches only 1%wt, however KC24 is the perfect template in order to achieve
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a molecular understanding of the physisorption process driven by stronger interac-
tions than the vdW. In fact in this substrate there is only one site for the hydrogen
adsorption and it can be easily studied using both theory and experiment.
One of the other fascinating properties of potassium intercalated compounds
that is worth further study, is related to the possibility of tuning the strength of
the hydrogen adsorption by changing the potassium concentration. In fact the con-
centration of the metal in the substrate can control whether chemical adsorption
or physisorption of the hydrogen takes place. High concentration of potassium in
the graphite (KC8) leads to the breaking of the hydrogen molecule and the forma-
tion of new covalent bonds between H atoms and the substrate. On the other side
low concentrations of potassium (KC24) lead to the physisorption of the gas. The
absorption process at the intermediate potassium doping remains still unexplored.
On the basis of this trend, it is possible that new sorption regimes, which would
imply stronger H2–substrate interactions compared to physisorption, but still not
so strong as in the chemisorption regime, may arise from intermediate potassium
concentrations. The lack of information about the intermediate concentration has
been obstructed by practical difficulties in tuning of the potassium concentration in
this regime. However, recently Howard et al. have been able to tune the potassium
doping in graphene and few layer (1-4) graphene (FLG) specimens [235], resulting in
the formation of expanded, stage-1 intercalated compounds (that is, the alkali metal
will occupy all layers). The results in Chapter 6 have shown that the inclusion of
the empty gallery does not affect the nature of the hydrogen–adsorption. Therefore,
this substrate can be safely used to look at hydrogen absorption as a function of
potassium concentration. Furthermore our very recent quasi–elastic neutron scat-
tering experiment confirms that the hydrogen adsorption process on the expanded
KC8 are in line with the previous study of unexpanded KC8 [42, 213] (see Appendix
C). Of course other kinds of substrates and interactions need to be further investi-
gated. Beyond layered materials, metal organic frameworks for example have been
shown to be good porous sorbents but deeper analysis are still necessary. In addition
Kubas interactions based on the formation of metal–hydrogen complexes are also
very fascinating because their strength can be tuned by changing the number of the
metal sites and their oxidation state [24].
Overall, we hope that this work has contributed to a deeper understanding of
the fundamental properties of layered materials and that the models proposed here
can form the basis for further study including the large technological application of
these materials.
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Appendix A
Measurement of the graphite
vibrational density of states: TOSCA
experiment
The graphite vibrational density of state (v–DOS) has been measured experimentally
using the TOSCA spectrometer at ISIS neutron spallation source.
Various experimental measurements of different regions of the phonon dispersion
relation are reported in the literature, from which it is possible to describe most of
the graphite lattice vibrations. First and second order Raman spectroscopy has
been used to look at some of the prominent features of graphite dynamics, i.e.
the in–plane bond stretching modes and the out–of plane shearing mode [143, 148,
153, 152, 150, 151], which are compatible with the selection rules of the technique.
Other precise measurements of the optical in–plane vibrations of graphite have been
carried out by means of X-ray diffraction by Maultzsch et al. [144] in 2004 while a
more complete pictures of the phonon dispersion relation was provided by Mohr et
al. [145] in 2007. The longitudinal acoustic modes have been measured by inelastic
neutron scattering in 1962 by Dolling et al. [236] and in 1971 by Nicklow et al. [179].
These last two experiments obtained the frequencies of the longitudinal acoustic
modes in the [001] direction, and limited information on the other modes (optical
and in-plane vibrations); moreover, these experiments were limited by the quality
of the sample, which showed a quite high angular spread of the c axis, and by the
quality of instrumentation. A complete spectrum of the lattice vibrations of graphite
obtained with only one kind of technique is still not reported in the literature.
The lack of selection rules for the neutron probe and the large energy range that
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Figure A.1: Diffraction pattern of HOPG measured by the TOSCA spectrometer.
can be analyzed using this technique will allow a fingerprint of the material to be
obtain with a single measurement, overcoming the limits of the other techniques such
as IR- and Raman spectroscopy and X-ray diffraction. In addition, the excellent
resolution of the TOSCA instrument makes it a very powerful tool and a very
unique technique to look a the v–DOS of graphite. Thus the main objective of this
experiment was to use the TOSCA spectrometer in order to obtain complete high-
resolution inelastic neutron scattering spectra for highly oriented pyrolytic graphite
(HOPG). This material is characterized by the ordered orientation of the graphite
planes along the c axis, and a disordered orientation of the planes along the a and
b axis. That is why it can be treated as a powder along the in–plane direction
and a single crystal along the out–of–plane. The accurate information that can be
obtained, especially for the out–of–plain dynamics, can therefor used to benchmark
even further the computational techniques most commonly used to simulate the
atoms dynamics, in a similar vein of the study reported in Chapter 4.
During the experiment, a HOPG plate (30 mm x 40mm x 2mm in size) has been
investigated using the TOSCA spectrometer at a temperature of 10 K. HOPG was
aligned using TOSCA’s diffraction bank in order to have the c axis of the material
parallel with respect to the incident beam. The alignment of the sample was achieved
by tracking the intensity of the (006) Bragg reflection at specific diffraction detectors
over an angular range of 20 degrees. A representative diffraction pattern is shown
in Figure A.1.
Following this alignment procedure, inelastic neutron-scattering spectra were
collected at a series of orientations of the c axis relative to the incident neutron
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Figure A.2: Inelastic neutron scattering spectrum of HOPG at different orientations
of the c axis with respect to the incident beam.
beam, namely at 0.0◦, 22.5◦, 45.0◦ and 67.5◦. A representative spectrum is shown
in Figure A.2.
However an accurate analysis of these data including a comparison with theo-
retical predictions of the TOSCA spectra are currently underway.
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Appendix B
Momentum distribution of carbon
atoms in graphite: VESUVIO
experiment
The momentum distribution of carbon atoms in graphite has been measured at
different temperatures using the VESUVIO spectrometer at the ISIS neutron spal-
lation source facility. As already mentioned in Chapter 4, VESUVIO spectrometer
allows to look directly at the momentum distribution of the individual atoms. This
means that this information can be accessed circumventing a structure refinement
procedure, and thus they can complement the measurement of the ADPs arising
from the refinement of the diffraction patterns.
During the experiment powder graphite and HOPG were analysed at 4 K and
300 K, in order to obtain the isotropic momentum distribution from the measurement
of powder graphite and the directional contributions, that is along the plane and
out–of–plane of graphite, to the isotropic momentum distribution from HOPG. It
must to be noted that a similar experiment was performed in 1998 by Fielding
et al. [237] using the previous configuration of VESUVIO. In that instance the
measurements were performed just at 300 K, in addition the samples were mounted
in aluminium cells making difficult the separation between the signal coming from
the sample and that coming from the cell. In the present experiment the samples
were mounted in bespoke tin cans in order to make the sample and the cell peaks
more separable.
The signal obtained experimentally reported in Fig. B.1 is the Compton profile,
J (y), that is the probability distribution to measure y (which is the projection
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Figure B.1: Powder graphite Compton profile measured at 300 K. The main peak
at 340 μs refers to the graphite and that at 380 μs refers to the tin can.
of the nuclear momentum along the scattering vector), along a given direction of
the momentum transfer. In deep inelastic neutron scattering measurements, the
Compton profile can be approximated to a Gaussian, and the standard deviation, σ,
corresponds the second moment of the momentum distribution. It can be calculated
as the integral of the phonon frequencies, ω~q, and the eigenvectors ~e~qk,n, along a
direction defined direction (−→q ) as follows:
σn(
−→q )2 = mn
Nq~2
ˆ
ω~q[~e~q,n · ~e∗~q,n] coth
( ~ω~q
2kBT
)
dωdq, (B.1)
where mn is the atomic mass of the nucleus, Nq is the total number of q points sam-
pled in the Brillouin zone, ~e∗~q,n is the eigenvector complex conjugate, and coth
(
~ω~q
2kBT
)
accounts for the phonon population as a function of temperature.
The isotropic value of the width of the momentum distribution is then given by
the average of σ along the three spatial direction x, y, z :
σ2iso =
σ(xˆ)2 + σ(yˆ)2 + σ(zˆ)2
3
. (B.2)
The second moment of the momentum distribution can be predicted following
a procedure very similar to the calculation of the ADPs from the computed eigen-
vectors and frequencies from DFT simulations. Knowing the second moment of the
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momentum distribution of the individual atoms allows to obtain their mean kinetic
energy from the simple relation:
〈Ek(qˆ)〉 = 3~σ
2
2mn
, (B.3)
and therefor a straightforward measurement of the ZPE of the atoms.
The comparison between experimental and predicted values of the second mo-
ment of the momentum distribution and the kinetic energy as reported in Table B.1
will be used to assess even further the adequacy of first principles models within the
harmonic approximation in the description of the carbon dynamics as a function of
temperature. However the preliminary results in Table B.1 anticipate a trend of the
in–plane and out–of–plane properties, especially at low temperature, in line with
the trend of the ADPs discussed in Chapter 4.
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Appendix C
News from nowhere: Exploring new
sorption regimes in alkali-graphite
intercalates
The safe and efficient storage of hydrogen for mobile applications remains an un-
solved challenge. Amongst those materials able to store reasonable amounts of hy-
drogen, potassium-doped graphite intercalates are characterized by a rather unique
feature, as they can either physisorb or chemisorb molecular hydrogen depending on
the level of metal doping. Molecular hydrogen is either physisorbed at low potas-
sium doping (e.g., KC24) or chemisorbed as a hydride (following bond breaking) at
three times this potassium concentration (KC8). Here quasielastic neutron scatter-
ing experiment performed using the OSIRIS spectrometer at the ISIS pulsed neutron
source in the UK, was used to gain a deeper understanding of the role of the substrate
porosity in the hydrogenation process of the KC8.
Recently, Howard et al. proposed a new protocol to produce alkali-metal inter-
calated graphite [235]. This improved synthesis protocol involves first exfoliating
the graphite to give very low density expanded substrate. The exfoliated graphite,
which consists mainly in a few graphene layers, is then doped with potassium. We
looked at the specific case of the exfoliated-KC8 and we compared the hydrogenation
process with the previously studied unexfoliated-KC8.
First the diffraction pattern of the pristine substrate was measured at different
temperatures, namely: 10, 20, 40, 77, 150, 200, 250 and 300 K. The 008 reflection
of the KC8 moves from ∼2.65 Å to ∼2.68 Å with the temperature, because of the
expansion along the c direction of the KC8. Hydrogen was then loaded in the sample
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Figure C.1: Diffraction patterns of the KC8 and H2 at different temperatures.
cell and its interaction with the KC8 was monitored at the same set of temperatures.
Fig. C.1 shows a summary of the diffraction pattern of the KC8 and hydrogen at
different temperatures. At base temperature (∼1.5 K) hydrogen solidifies following
the substrate template, as showed by the features at 2.9, 3.1 and 3.4 Å in the
red spectrum. At 20 K hydrogen is liquid, thus the only outstanding reflections
come from the substrate. At higher temperature, hydrogen is in the gas phase and
no appreciable interaction with the KC8 can be highlighted from the diffraction
pattern. The temperature needed to be raised up to 340 K in order to hollow
KC8 to chemisorb hydrogen and form the hydrides. The hydrides formation is then
illustrated by the new peaks at ∼3.0 and ∼4.0 Å in the diffraction pattern.
The peaks at 0 meV at different temperatures of the inelastic spectra in fig. C.2
show an intense peak in the case of solid hydrogen and a broader one in the case of
liquid hydrogen. No particular differences are appreciable in the case of the hydrides
at 340 K compared to the gas interacting with the substrate. This suggests that the
percentage of the hydrogen that has reacted with the substrate is very low and that
probably the substrate was just partially hydrogenated.
These results are in line with the previous study of the unexfoliated-KC8 by
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Figure C.2: Inelastic spectra of the KC8 and H2 at different temperatures.
Lovell and co–workers. In that case it was found that KC8 chemisorbs H2 between
250 and 290 K, if the system is pressurised at 2.90 bar [213]. These results suggest
that, in addition to the role of the substrate porosity, further studies need to be
run in order to understand the role of the potassium concentration in the regime
between KC8 and KC24 in the hydrogen adsorption.
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