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, $0$ 1 $Z$ $\mathrm{P}\mathrm{r}\{Z\leq t\}=F_{0}(t)$ . $\mu 0(>0)$
. ,
. , $X$
, $\mathrm{P}\mathrm{r}\{X\leq t\}=p_{f}(t)$ , $\lambda_{f}(>0)$ . .
. ,
, . $Y$ ,
$\mathrm{P}\mathrm{r}\{\mathrm{Y}\leq t\}=F_{a}(t)$ . $\mu$ $(>0)$ . ,
.
. . $T$
. , $T$ , $F_{r}(t)$ , to $(>0)$
. $T$ , ,













Dohi $[6,7]$ , 1
$A_{1}(t_{0})= \frac{\mu 0+\int^{0}\overline{F}_{f}(t)dt}{\mu_{0}+\mu_{\text{ }}F_{f}(t_{0})+\mu_{\text{ }}\overline{F}_{f}(t_{0})+\int_{0}^{t_{0}}\overline{F}_{f}}$ (2)
. , $\overline{F}_{f}(\cdot)=1-F_{f}(\cdot)$ .
22 2
1 . ,
. , , ,
,
. , 1
, 2 . ,
2 $\min\{Z+t_{0}, Z+X+\mathrm{Y}\}$ . .
.
$A_{2}(t_{0})=\overline{\mu 0+\mu}$
$+ \mu_{0}\int 0\overline{F}_{f}(t)dt\mu_{\text{ }}F_{f}(t_{0})+t_{0}\int_{0}^{t_{0}}\overline{F}_{f}(t)dt$ (3)
3.
. ,
. , $p_{f}(t)$ (scaled total






$F_{f}^{-1}(p)= \inf\{t_{0;}F_{f}(t_{0})\geq p\}$ , $0\leq p\leq 1$ (5)
. , $F_{f}(t)$ IFR (DFR)
, $\phi(p)$ $P\in[0,1]$ ( ) . (2) (3)
$F_{f}(t)$ , $[6,7]$ .
1 $i(i=1,2)$ , $A_{i}(t_{0})$
, $p^{*}(0\leq p^{*}\leq 1)$ .
$\max\underline{\phi(p)+\alpha}$ (6)
$0\leq p\leq 1$ $p+\eta_{\dot{*}}$
,
$\alpha$ $=$ $\mu_{0}/\lambda_{f}$ (7)
$\eta_{1}$ $=$ $\mu_{c}/(\mu_{a}-\mu_{c})$ (8)
$\eta_{2}$ $=$ $\mu_{\mathrm{c}}/\mu_{a}$ (9)
1 , $F_{f}(t)$ , lg $t_{0}^{*}=F_{f}^{-1}(p^{*})$
. , $p^{*}(0\leq p^{*}\leq 1)$ 2 $(-\eta:, -\alpha)\in(-\infty,0)\mathrm{x}(-\infty,0)$
$(\mathrm{p}, \phi(p))\in[0,1]\mathrm{x}[0,1]$ , $x$ $p^{*}$
.
4.
, , $\mu_{\mathrm{c}}$ , \mu
$F_{f}(t)$ . ,
, . ,






x(6 h\iota ‘‘4\neq \llcorner ‘T^‘ BT#\epsilon ae\epsilon g\epsilon : \emptyset .$\ovalbox{\tt\small REJECT} \text{ }\simeq$-ae*g A\sim 0F’xf((t1))’
$x_{(j)}$ $(j=0,1,2, \cdots, n)$
$F_{n}(x)=\{$
$j/n$ for $x_{(j)}\leq x\leq x_{(j+)}$.
1 tor $x_{(n)}\leq x$
.(10)
. , ,
(scaled total time on test statistics) .
$\phi_{nj}=\psi_{j}/\psi_{n}$ (11)
,
$\psi_{j}=\sum_{k=1}^{j}(n-k+1)(x_{(k\rangle}-x_{(k-1)})$ $j=1,2,$ $\cdots,n$ ; Cbo $=0$ (12)
[12]. , $(j/n, \phi_{nj})(j=0,1,2, \cdots,n)$ 2
, , (scaled total time on test plot) .





Rectangular $\frac{1}{2}$ for $|t|<1,0$ otherwise
Gaussian $\frac{1}{\sqrt{2\pi}}e^{-(1/2)t^{2}}$
Triangular $1-|t|$ for $|t|<1,0$ otherwise
Biweight $\frac{15}{6}1(1-t^{2})^{2}$ for $|t|<1,0$ otherwise
Epanechnikov 2 $(1- \frac{1}{5}t^{2})/\sqrt{5}$ for $|t|<\sqrt{5},0$ otherwise
$x_{(2)}\leq\cdots\leq x_{(n)}h^{\{}\text{ }\mathrm{m}\mathrm{j}\text{ }\hslash \text{ }\mathrm{A}^{\mathrm{a}}\text{ }.\text{ }’\backslash \triangleleft’-\text{ _{}2\text{ _{}7J\mathrm{s}i(i=12)|_{\llcorner}^{-}\text{ }\mathrm{A}^{\mathrm{a}}\text{ },\mathrm{R}\text{ }ae\text{ }\dagger\ovalbox{\tt\small REJECT}|^{-*}}}\overline{\cdot}\cdot\backslash \mathrm{f}\text{ ^{}1J\vec{\tau}\text{ }}n(>0)$ \epsilon {Eg\emptyset \star \rightarrow \mbox{\boldmath $\pi$}|\llcorner \rightarrow 4\tau \tau ^6--S \Phi \emptyset ‘ ffi # \hslash 5Xf--\leftarrow J’$\text{ }|\mathrm{b}_{\text{ }^{}\leq}x_{(1}$
$t_{0}^{*}$ , . .
$j’= \{j|_{0}\max_{\leq j\leq n}\frac{\phi_{nj}+\alpha}{j/n+\eta_{i}}\}$ (13)







. (kernel density estimation)
.
$x_{1},$ $x_{2},$ $\cdots,x_{n}$ $f_{f}$ . ,
(kernel density estimator) [13-16].
$\hat{f}_{f}(y)=\frac{1}{nh}\sum_{:=1}^{n}K(\frac{y-x_{i}}{h})$ (14)
, $h(>0)$ . $K(\cdot)$ (kernel function) ,
.
$\int K(t)dt=1$ , $\int tK(t)dt=0$ , $\int t^{2}K(t)dt=r^{2}\neq 0$ (15)







. $(p, \phi\kappa \mathrm{D}\mathrm{E}(p))$ $(P_{)}\emptyset(P))$ , 1
, .
3 $i(i=1,2)$ , $n(>0)$ $x_{1},$ $x_{2},$ $\cdots,$ $x_{n}$
. $A_{i}(t_{0})$
$\hat{t}_{0}^{*}$ $p^{*}(0\leq p^{*}\leq 1)$ .




3 , $F_{f}(t)$ ,
$\hat{t}_{0}^{l}=\hat{F}_{j}^{-1}(p^{*})$ . , 3
1 .
, (14) h
. Duin [17] Habbema [18]
. , $h^{*}$
.














. , $\gamma=4.0$ . $\theta=0.9$ . ,
$\mu 0=\mathit{2}.0,$ $\mu$ $=0.04,$ $\mu_{c}=0.03$ . 3.











. 20 , (20)
$h^{*}=0.130622$ . 3(a) 1
. 20 $(p, \phi\kappa \mathrm{D}\mathrm{E}(p))$
, $(-\eta_{1}, -\alpha)=(-3.0,- 2.3797)$ (0.1477, 0.6555)
. , $\hat{t}_{0}^{*}=\hat{F}_{f}^{-1}(0.1477)=0.56493$ ,
$A_{1}(\hat{i}_{0}^{*})=0.98781$ . , 2 , 3(b)
$(-\eta_{2}, -\alpha)=(-0.75,- 2.3797)$ $(p, \phi\kappa \mathrm{D}\mathrm{E}(p))$
(0.0172, 0.4512) , $\hat{t}_{0}^{*}=0.37993$ ,
$A_{2}(\hat{t}_{0}^{*})=0.98727$ .
, 2 ,
4, 5 . , Kernel density, Empirical distribution
, , $[6, 7]$
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