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DYNAMIC SYSTEM CHARACTERIZATION AND DESIGN 
 
USING MECHANICAL IMPEDANCE REPRESENTATIONS 
 
ALEXANDRA C. KARLICEK 
 
ABSTRACT 
 Vibration testing is a critical aspect in the qualification of fieldable hardware as 
dynamic environments are typically design drivers. However, it is difficult to provide 
representative boundary conditions for component testing and the presence of an ill-
matched boundary condition can alter the test outcomes. To achieve more realistic 
boundary conditions, test fixtures could be strategically designed such that they emulate 
the impedance of the next level of assembly. The body of work presented herein proposes 
various strategies for matching the drive point impedance of a target frequency response 
function (FRF) using undamped lumped parameter emulators.  Two primary techniques 
have been developed to accomplish this impedance matching: a constrained exhaustive 
search algorithm and a constrained optimization algorithm. The constrained exhaustive 
search exploits newly identified high and low frequency limits in order to minimize the 
number of parameters that must be searched. The optimization algorithm provides an 
innovative methodology for the identification of a comprehensive and bounded design 
space and presents a novel implementation of particle swarm optimization that produces 
an optimized set of parameters for every identified physically realizable topology. This 
resultant emulator design space provides a basis from which low-complexity, low-cost 
fixtures can be constructed, thus offering an attainable path for better matching of 
boundary conditions and more representative vibration testing.  
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1 INTRODUCTION 
1.1 Background 
1.1.1 Brief History and Development of Vibration Test Standards 
 The modern history of the experimental study into the vibration of structures dates 
back to the 1920’s when German scientists developed test machines and techniques to 
evaluate structures and determine whether they were suitably rigid to survive their 
anticipated service environment. This technology made its way to the United States 
(U.S.) in the late 1930’s, right around the time of World War II (WWII). The 
technological advancements brought about during WWII increased the demand for 
vibration testing and in turn, the number of test machines and laboratories grew over the 
course of the war. Following the conclusion of WWII, vibration testing became a regular 
part of the qualification process for components, as evidenced by the establishment of test 
standards such as MIL-STD-303 and Army Air Force Specification No. 41065.  The 
purpose of these qualification tests was and is to ensure that the tested component will 
meet performance objectives and remain structurally intact when deployed in its 
operational field environment. Despite the existence of these specifications, the actual 
standardization of qualification testing was inadequate as the various military branches 
each developed their own specifications, causing there to be as many as twelve different 
procedures for executing the same test [1]. 
 With the advent of the US nuclear weapons and space program, the US 
government was the lead manufacturer of advanced technologies that required vibration 
testing, which spurred a desire to develop a uniform standardization for qualification 
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testing. “The objective…was to provide a common vibration test standard for 
qualification – one that could be used by all agencies, would result in repeatable 
laboratory tests and would save money…while testing to real world conditions” [1]. The 
result of this effort was the creation of MIL-STD-810, which provides standardized test 
inputs and methodologies for a variety of environments, including vibration [1]. It should 
be noted that the vibration test environments are typically specified as a function of 
frequency. Typically, this is in terms of peak G levels for sinusoidal inputs and in G2/Hz 
for random vibration power spectral density (PSD) inputs, where G is the gravitational 
constant, which represents the average acceleration due to gravity at Earth’s surface.   
 This early methodology of vibration testing is commonly referred to as Single 
Input Single Output (SISO) vibration testing. This test approach entails attaching the test 
object, or device under test (DUT), to a large vibration shaker table and controlling the 
shakers’ motions such that the input test specification levels are achieved [2].  In order to 
ensure that the multi-axial nature of the field environment is addressed, SISO vibration 
testing is conducted sequentially in three mutually orthogonal axes, where the test input 
levels may be specified uniquely for each axis [2]. An example of a typical test setup is 
shown in Figure 1, where the vertical axis setup is shown on the left and the horizontal 
axis setup is shown on the right.   Despite various advancements in vibration shaker 
technology and advanced control algorithms, this testing approach is still common 
practice in industry today due to the relative ease with which it can be executed.  
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Figure 1 Typical test setup for SISO testing showing both (a) vertical and (b) horizontal 
axes. Adapted from [3]. 
1.1.2 Shortfalls of Current Widespread Practices 
Although SISO vibration testing is still in widespread use today, it has been well 
documented that this test approach results in both over-testing and under-testing of the 
DUT, across both the structure itself and the tested frequency regime [2, 4]. This 
mismatch between tested vibration levels and those experienced in service can be directly 
attributed to the nature of the SISO testing configuration, as test fixtures do not typically 
simulate the in-service boundary condition and the excitation mechanism is not 
necessarily representative of the field excitation source [2].  This phenomenon is 
exacerbated by the fact that common fixture design guidelines dictate that the component 
test fixture shall provide a rigid boundary condition [4]. Although this fixture design 
philosophy mitigates the concern of modal coupling between the test fixture and DUT by 
eliminating fixture dynamics within the tested frequency band, it ultimately provides an 
unrealistic dynamic interface [2, 4]. The existence of this unrealistic boundary condition 
is often referred to as the “impedance-mismatch” problem [4]. 
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This non-representative boundary condition is highlighted in Figure 2, which 
illustrates the stark difference between the field environment and SISO test environment. 
As depicted in image (a), the field environment represented by v1, is often a non-uniform, 
multi-axial base input.  Additionally, due to the presence of a compliant parent structure, 
the velocity profile v2 at the interface to the component does not match v1. On the 
contrary, the SISO test setup depicted in image (b) presents a uniform, uni-directional 
input, 𝑣𝑣1∗, at the base of the rigid fixture. In the extreme case of ideal fixture rigidity, the 
velocity profile at the interface, 𝑣𝑣2∗, is nearly an exact match to the input profile 𝑣𝑣1∗.  
 
Figure 2 Sketch comparing the (a) field environment and (b) SISO test configuration 
1.1.3 State of the Art in Vibration Testing  Many researchers have investigated methods to help mitigate the shortfalls of 
SISO vibration testing, which fall into three primary categories: 1) input or energy 
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limiting methods, 2) multi-axis and/or multi-shaker testing, and 3) fixture design 
strategies.  
Energy limiting methods attempt to mitigate over-testing due to impedance 
mismatching by providing techniques to limit the test inputs according to suspected or 
predicted maximum inputs when the DUT is integrated into the final assembly. The 
introduction of this technique dates back to the late 1980’s when Sweitzer published 
guidelines for notching acceleration inputs using a mechanical impedance correction 
technique [5]. With the advancement of sensing technology, in particular the piezo-
electric force transducer, the idea outlined by Sweitzer was further developed and 
documented by Scharton [6]. Scharton’s technique, referred to as force limited vibration 
testing, has been widely adopted by the aerospace community and is the recommended 
testing strategy for space flight hardware, as outlined by The National Aeronautics and 
Space Administration (NASA) in their Technical Handbook, NASA-HDBK-7004C [7]. 
The other widespread alternative to SISO vibration testing is Multi-Input Multi-
Output (MIMO) testing. The general concept behind this test approach is to either utilize 
multiple shaker excitation sources or provide simultaneous excitation to the structure in 
multiple axes, or both. Around 1980, Smallwood published papers developing and 
refining an algorithm for multi-shaker random vibration control [8, 9]. Although these 
algorithms provided the mathematical framework for MIMO testing, the existing 
computational power was insufficient for real-time implementation of the algorithms 
[10]. MIMO testing has continued to be further developed over the decades alongside 
advancements in sensing and computing technology. The current state of the art in 
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MIMO testing is the Impedance Matched Multi-Axis Testing (IMMAT).  This technique 
utilizes approximately nine to twelve small shakers in order to emulate the responses 
across the entire test object, which allows a single test to meet multi-axis test inputs while 
also providing a better match to the field environment [11, 12]. It should be noted that 
due to the setup configuration of IMMAT, the test object may readily remain mounted to 
its parent structure, thus providing a more representative interface than is typically 
afforded by other SISO or MIMO vibration techniques [11, 12, 13]. 
 Another emerging approach to overcome the shortfalls of SISO testing attempts to 
better emulate the dynamics of the parent structure as a means to bring the component 
test environment into better alignment with the true field environment.  It has been 
documented both conceptually [14] and experimentally [15, 16] that utilization of a test 
fixture which is geometrically representative of the parent structure, results in component 
test responses that are more representative of field responses. Scharton’s approach entails 
designing a multimodal test fixture that simulates the average point force impedance of 
the interface, by consideration of key characteristics such as modal separation and modal 
density. Based on Scharton’s observations he recommends the primary part of the fixture 
simulate the geometry of the actual mounting interface and that secondary structure be 
utilized to “modally enrich” the response, such that the point impedance of the fixture 
emulates the behavior of the actual mounting structure [15]. Hall presents an (N+1) 
testing approach, whereby the test article N is mounted to the “+1”, or next level of 
primary structure [16]. Hall argues that this approach provides “a simple way to recreate 
impedance at and between any attachment points, and also provides a more representative 
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path for the input of vibration energy to the component assuming the vibration is 
structure borne” [16]. 
1.2 Problem Statement 
A sketch of the motivating problem is provided in Figure 3, where the target 
assembly, depicted by (a), represents the ideal test condition, in which the component to 
be tested, B, is mounted to the actual parent structure, A.  In reality, structure A could be a 
satellite bus and B could be the payload, or A could be an aircraft wing and B could be an 
externally mounted sensor.  Shown on the right of Figure 3 is a depiction of a typical test 
configuration, where the parent structure, A, is replaced by a test fixture, A’. Within the 
context of this illustrative example the objective is to design a physically realizable 
system A’, which emulates the dynamic behavior of A, such that 𝑣𝑣2 𝑣𝑣1⁄ = 𝑣𝑣2′ 𝑣𝑣1⁄ . 
 
Figure 3 Depiction of the motivating problem with the (a) target assembly and (b) 
emulator assembly  
The depiction of the motivating problem is simplified by treating the parent 
structure A as well as the emulator structure A’ as two port networks, where each node of 
the two-port network represents the average behavior across the associated interface. 
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Here each node is assigned two key characteristic variables, applied velocity and 
associated interface force. A sketch using this two-port network simplification is 
provided in Figure 4, which is annotated to highlight the characteristics associated with 
SISO vibration testing. These annotations emphasize that velocity and force profiles are 
functions of frequency and clearly indicate the uni-axial nature of the excitation.  
 
Figure 4 Simplified depiction of motivating problem in the context of 
SISO testing, illustrated in the y-axis, for the (a) target system and (b) 
emulator system 
The two-port network system depiction of Figure 4 provides motivation and 
context for consideration of mechanical impedance (Z), which is generically defined as 
the ratio of force to velocity.  A system of equations representing the target system from 
Figure 4 in terms of impedance is provided in Eq. (1), where F2 has been set to zero, as 
there is no external forcing applied at the location of v2.  
�𝐹𝐹1 0 � = �𝑍𝑍11 𝑍𝑍12𝑍𝑍21 𝑍𝑍22 + 𝑍𝑍𝐵𝐵� �𝑣𝑣1𝑣𝑣2� (1) 
Dependences on ω and y are suppressed in Eq. (1) and other following equations, 
unless required for clarity. The bottom equation of the system indicated in Eq. (1) can be 
rewritten as provided in Eq. (2).  
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𝑣𝑣2
𝑣𝑣1
= − 𝑍𝑍21
𝑍𝑍22 + 𝑍𝑍𝐵𝐵  (2) 
As ZB is an inherent property of system B it can be extracted from the problem 
statement and the ratio 𝑣𝑣2 𝑣𝑣1⁄  depends only on Z21 and Z22. In other words, System A has 
been isolated as the crux of the problem statement. This isolated two-port system is 
represented mathematically by Eq. (3) and depicted in Figure 5. 
�
𝐹𝐹1 𝐹𝐹2� = �𝑍𝑍11 𝑍𝑍12𝑍𝑍21 𝑍𝑍22� �𝑣𝑣1𝑣𝑣2� (3) 
 
 
Figure 5 Two-port network 
representation of target 
system  
As previously demonstrated, both the Z21 and Z22 impedance parameters must be 
considered when evaluating the desired velocity ratio of the integrated assembly. In terms 
of an isolated two-port network, each of these impedance metrics represents a different 
set of boundary conditions. From inspection of Eq. (3), the transfer impedance Z21 is the 
ratio of the output force to the input velocity with the output velocity fixed at zero, while 
the drive point impedance Z22 is the ratio of the output force to the output velocity with 
the input velocity fixed at zero. These definitions are represented mathematically by Eqs. 
(4) and (5) and illustrated in Figure 6. 
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In practice, the constraints required for measurement of Z21 are much less 
practical than those required for measurement of Z22. Assuming that the constrained 
interface could be properly identified, measurement of Z21 would require sensors to be 
placed at two different interfaces, which can represent a rather extensive setup, especially 
for large structures. Conversely, measurement of Z22 requires a co-located measurement 
of both the velocity and force, thus representing a more logistically feasible setup. 
𝑍𝑍12 = 𝐹𝐹2𝑣𝑣1�𝑣𝑣2=0 (4) 
𝑍𝑍22 = 𝐹𝐹2𝑣𝑣2�𝑣𝑣1=0 (5) 
 
Figure 6 Depiction of boundary conditions for two-port 
network representation of (a) Z21 transfer impedance and 
(b) Z22 drive point impedance 
Due to the relative ease with which Z22 can be experimentally measured, the 
boundary conditions represented in image (b) of Figure 6 is the assumed configuration, 
thus implying that only Z22 measurements of the target system are available.  
A side-by-side illustration of the target and emulator systems representing this 
boundary condition assumption is presented in Figure 7. Given these constraints, the 
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problem statement is to create a physically realizable system A’ that emulates A, such that 
𝐹𝐹2
′ 𝑣𝑣2
′⁄ = 𝐹𝐹2 𝑣𝑣2⁄  or 𝑍𝑍22 = 𝑍𝑍22′ .  
Although it is assumed that measurement of the transfer impedance, Z21, will not 
be available in practice, for the analytical studies explored within this research, the 
implications of matching Z22 on obtaining a matched Z21 is investigated.  
 
Figure 7 Sketch of two-port impedance network representations 
of the (a) target and (b) emulator configurations subject to fixed 
base constraint 
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Problem Statement 
Given: 
The complex valued drive point impedance FRF of a lightly damped system, which 
fulfills the criteria specified below:  
1. Represents measurement at the interface of the structure of interest with the 
base “fixed” to ground. 
2. Is well resolved in the frequency domain [frequency spacing ≤ 1Hz].  
3. Includes low frequency limiting behavior [lowest measured frequency approx. 
15% of lowest modal frequency]. 
4. All system modes are within the frequency band over which impedance data is 
provided. 
Find: 
The design space that consists of physically realizable mass-spring lumped parameter 
emulators for up to five modal frequencies (5DOFs) and provide the following 
outputs for each system: 
1. The topology or connectivity; 
2. Values of each individual lumped element; 
3. RMS error. 
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1.3 Significance 
As discussed in 1.1, there is a desire for more realistic representation of boundary 
conditions for component vibration testing. As presented in 1.1.3, it has been 
demonstrated that inclusion of a portion of the parent structure yields a more realistic 
testing condition; however designing a test fixture that matches the often-complex 
geometry of the parent structure can be time consuming and cost prohibitive.  
As outlined in 1.2, matching the drive point impedance of the parent structure 
offers a more realistic representation of the compliant boundary condition seen by the 
DUT as this impedance characteristic is a critical component of matching the relative 
velocities between the shaker excitation interface and the interface to the DUT. The 
identification of physically realizable lumped-parameter drive point impedance emulators 
offers a design space from which a simplistic structure, whose dynamic characteristics 
emulate the desired compliant boundary condition, could be created.  
Ultimately, the identification of lumped parameter systems that emulate the drive 
point impedance FRF of a target parent structure will provide a design space for the 
creation of low-complexity, low-cost fixtures, which provide more realistic boundary 
conditions for vibration testing.  
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2 LITERATURE REVIEW 
This motivating problem falls into a general class of problems involving system 
identification, for which various solutions approaches are documented in the literature. 
The three primary methodologies presented herein are 1) modal analysis, 2) mechanical 
system realization, and 3) network synthesis.  
2.1 Modal Analysis 
 The field of modal analysis is concerned with characterizing the dynamic 
behavior of a system in the frequency domain via identification of modal frequencies, 
mode shapes, and damping factors. The discussion beings with consideration of the 
spatial model of a linear viscously damped system, described by the equations of motion 
presented in Eq. (6) where [M], [C], and [K] are NxN mass, damping, and stiffness 
matrices [17]. [𝑀𝑀]{?̈?𝑥} + [𝐶𝐶]{?̇?𝑥} + [𝐾𝐾]{𝑥𝑥} = {𝐹𝐹(𝑡𝑡)} (6) 
Note that here N refers to the number of system equations, or number of degrees 
of freedom, of the system. Additionally, {?̈?𝑥}, {?̇?𝑥}, and {𝑥𝑥} are Nx1 vectors of time variant 
acceleration, velocity, and displacement responses while {F} is an Nx1 vector of time 
varying external excitation forces. If {𝐹𝐹(𝑡𝑡)} = {𝐹𝐹�}𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖, then the particular solution to Eq. 
(6) can be represented by a solution of the form {𝑥𝑥(𝑡𝑡)} = {𝑥𝑥�}𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖, where 𝑥𝑥� and 𝐹𝐹� 
represent complex amplitudes.  Hence, the alternate expression given by Eq. (7) offers a 
frequency domain representation of the system represented in Eq. (6).  
�(𝑖𝑖𝑖𝑖)2[𝑀𝑀] + 𝑖𝑖𝑖𝑖[𝐶𝐶] + [𝐾𝐾]�{𝑥𝑥�} = {𝐹𝐹�} (7) 
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The discussion of modal analysis proceeds with the assumption that the system 
represented in Eq. (6) is undamped and not subject to any external forcing, as indicated in 
Eq. (8).  [𝑀𝑀]{?̈?𝑥} + [𝐾𝐾]{𝑥𝑥} = {0} (8) 
Using the process outlined in the previous paragraph, Eq. (8) can be rewritten in 
the frequency domain as expressed in Eq. (9). This expression for the free response of the 
system represents a generalized eigenvalue problem. ([𝐾𝐾] − 𝑖𝑖2[𝑀𝑀]){𝑥𝑥�} = {0} (9) 
The non-trivial solution to Eq. (9) can be found from evaluation of the system 
characteristic equation, which is found via Eq. (10), where det represents the matrix 
determinant.  det([𝐾𝐾] − 𝑖𝑖2[𝑀𝑀]) = {0} (10) 
The solutions of this characteristic equation yields the solutions 𝑖𝑖12, 𝑖𝑖22,..., 𝑖𝑖𝑁𝑁2 , 
which are the eigenvalues of Eq. (9).  The values of ω1, ω2,…, ωN correspond to the 
undamped natural frequencies of the system.  Each of these natural frequencies can be 
substituted into Eq. (9) and solved for {𝑥𝑥�}, which results in N potential vector solutions {𝜓𝜓𝑛𝑛} (n=1,2,…, N). These vector solutions,{𝜓𝜓𝑛𝑛}, are known as the mode shapes of the 
system, which represent an arbitrary scaling of the system eigenvectors. The combination 
of these solutions, expressed explicitly in Eqs. (11) and (12), provides a full description 
of the dynamic behavior of the system.  This description of the system is referred to as 
the modal model. 
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�
⋱
𝑖𝑖𝑛𝑛
2
⋱
� =
⎣
⎢
⎢
⎡
𝑖𝑖1
2 0 ⋯ 00 𝑖𝑖22 ⋯ 0
⋮ ⋮ ⋱ ⋮0 0 ⋯ 𝑖𝑖𝑁𝑁2 ⎦⎥⎥
⎤ (11) 
[Ψ] = [{𝜓𝜓1} {𝜓𝜓2} ⋯ {𝜓𝜓𝑁𝑁}] (12) 
 The mode shape vectors represented by Eq. (12) possess a variety of 
orthogonality properties, which can be utilized to obtain the diagonal modal mass (mn) 
and modal stiffness (kn) matrices as expressed in Eqs. (13) and (14). 
[Ψ]𝑇𝑇[𝑀𝑀][Ψ] = �⋱𝑚𝑚𝑛𝑛
⋱
� (13) 
[Ψ]𝑇𝑇[𝐾𝐾][Ψ] = �⋱𝑘𝑘𝑛𝑛
⋱
� (14) 
In order to eliminate the ambiguity associated with the arbitrary scaling of the 
mode shape vectors {𝜓𝜓𝑛𝑛}, they are often scaled using the modal mass matrix mn. This 
mass-normalized matrix of eigenvectors, [Φ], is obtained via Eq. (15). 
[Φ] = [Ψ] �⋱𝑚𝑚𝑛𝑛
⋱
�
−1 2⁄  (15) 
The orthogonality properties expressed in Eqs. (13) and (14) can now be rewritten 
in terms of the mass-normalized system, as presented in Eqs. (16) and (17), where [I] is 
the identity matrix.  [Φ]𝑇𝑇[𝑀𝑀][Φ] = [𝐼𝐼] (16) 
[Φ]𝑇𝑇[𝐾𝐾][Φ] = �⋱𝑖𝑖𝑛𝑛2
⋱
� (17) 
  
17 
The spatial model for the undamped, free response of the system, represented by 
Eq. (8), can now be expressed in terms of modal coordinates, {q(t)}, using the coordinate 
transformation in Eq. (18). {𝑥𝑥(𝑡𝑡)} = [Φ]{𝑞𝑞(𝑡𝑡)} (18) 
The substitution of Eq. (18) into Eq. (8) yields the equations of motion in terms of 
modal coordinates as represented in Eq. (19). Pre-multiplication of Eq. (19) by [Φ]T, 
combined with identities expressed in Eqs. (16) and (17) allows this expression to be 
simplified as indicated by Eq. (20).  
 [𝑀𝑀][Φ]{?̈?𝑞(𝑡𝑡)} + [𝐾𝐾][Φ]{𝑞𝑞(𝑡𝑡)} = {0} (19) 
{?̈?𝑞(𝑡𝑡)} + �⋱𝑖𝑖𝑛𝑛2
⋱
� {𝑞𝑞(𝑡𝑡)} = {0} (20) 
This coordinate transformation is quite powerful, as it has allowed for the MDOF 
system represented by Eq. (8) to be rewritten as a set of N uncoupled SDOF equations of 
motion, as represented in Eq. (20).  
Applying this coordinate transformation the damped system represented by Eq. 
(7), assuming {F(t)}=0, results in the expression given by Eq. (21). Again 
premultiplication by [Φ]T, along with application of the orthogonality relationships 
indicated by Eqs. (16) and (17), results in a simplified expression as shown in Eq. (22).  [𝑀𝑀][Φ]{?̈?𝑞(𝑡𝑡)} + [𝐶𝐶][Φ]{?̇?𝑞(𝑡𝑡)} + [𝐾𝐾][Φ]{𝑞𝑞(𝑡𝑡)} = {0} (21) 
{?̈?𝑞(𝑡𝑡)} + [Φ]𝑇𝑇[𝐶𝐶][Φ]{?̇?𝑞(𝑡𝑡)} + �⋱𝑖𝑖𝑛𝑛2
⋱
� {𝑞𝑞(𝑡𝑡)} = {0} (22) 
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In general, the viscous damping matrix [C] is a fully populated NxN matrix, 
which indicates that the damping is providing additional coupling between the equations 
of motion that is not decoupled via coordinate transformation. However, this coupling 
can be eliminated through application of the proportional damping assumption, where [C] 
is directly proportional to either the stiffness or mass matrix, or a linear combination of 
both, as represented by Eq. (23), where ε and ν are proportionality constants.  [𝐶𝐶] = 𝜀𝜀[𝐾𝐾] + 𝜈𝜈[𝑀𝑀] (23) 
 Substitution of Eq. (23) into Eq. (21), along with premultiplication by [Φ]T, and 
the orthogonality relationships of Eqs. (16) and (17), leads to Eq. (24), where ξn , the 
damping ratio, is mathematically described by Eq. (25).  
{?̈?𝑞(𝑡𝑡)} + �⋱2𝜉𝜉𝑛𝑛𝑖𝑖𝑛𝑛
⋱
� {?̇?𝑞(𝑡𝑡)} + �⋱𝑖𝑖𝑛𝑛2
⋱
� {𝑞𝑞(𝑡𝑡)} = {0} (24) 
𝜉𝜉𝑛𝑛 = 𝜈𝜈2𝑖𝑖𝑛𝑛 + 𝜀𝜀𝑖𝑖𝑛𝑛2  (25) 
Although damping is not generally proportional, Eq. (24) is often used to describe 
structures that are lightly damped.  For these structures it is assumed that damping does 
not couple the modes, and thus it is acceptable to neglect the off diagonal terms of [C] 
without a substantial loss of solution accuracy. 
As the previous discussion addressed the free response of the system, the 
remainder of modal analysis addresses the forced response of a system, as expressed in 
Eq. (7).  Solving Eq. (7) for {𝑥𝑥�} reveals a relationship between {𝑥𝑥�} and {𝐹𝐹�} in terms of a 
newly defined matrix [𝛼𝛼(𝑖𝑖)], as indicated in Eq. (26). 
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{𝑥𝑥�} = �−𝑖𝑖2[𝑀𝑀] + 𝑖𝑖𝑖𝑖[𝐶𝐶] + [𝐾𝐾]�−1{𝐹𝐹�} = [𝛼𝛼(𝑖𝑖)]{𝐹𝐹�} (26) 
This NxN matrix is known as the receptance matrix, where each element αjk 
corresponds to a FRF that relates the response at a particular coordinate j and a single 
force excitation applied at point k. The receptance matrix [𝛼𝛼(𝑖𝑖)] is another model of the 
system that is referred to as the response model.  
In addition to this matrix representation of the frequency dependent response 
vector {𝑥𝑥�}, due to the forcing vector {𝐹𝐹�}, a summation representation may be realized due 
to the various orthogonality principles of the system eigenvectors. This modal sum is 
provided in Eq. (27), where it should be noted that each {𝜙𝜙𝑛𝑛} signifies the mass 
normalized eigenvector of the nth mode.      
{𝑥𝑥�} = � {𝜙𝜙𝑛𝑛}𝑇𝑇{𝐹𝐹�}{𝜙𝜙𝑛𝑛}
𝑖𝑖𝑛𝑛2 + 2𝑖𝑖𝜉𝜉𝑛𝑛𝑖𝑖𝑛𝑛𝑖𝑖 − 𝑖𝑖2𝑁𝑁
𝑛𝑛=1
 (27) 
In summary, modal analysis theory provides a framework by which the spatial 
model of a system, given by Eqs. (6) and (7) can be related to both the modal model, Eqs. 
(22) and (24), as well as the response model described by Eqs. (26) and (27).  A graphical 
representation of the interrelationships between these models is provided in Figure 8. 
The implementation of modal analysis theory for system identification is 
widespread in the literature. Various mathematical fitting models are exercised on the 
FRFs in order to identify physical mass, stiffness and damping matrices as presented by 
Shye and Richardson [18] as well as Chen et. al. [19].  In addition to full system 
identification, similar techniques based in modal theory are applied to identification of 
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unknown system parameters for model updating [20] as well as problems in structural 
health monitoring [21]. 
 
Figure 8 Interrelation between the various dynamic models of a system 
2.2 Mechanical System Realization 
 The other matrix based approach to converting a desired input-output relationship 
into a system of interconnected mechanical elements is known as the mechanical 
realization problem [22].  Such an input-output relationship for a second order system is 
presented in Eq. (28) where x is an nx1 vector of displacements, u is an mx1 vector of 
inputs, such as external forces, and F is the nxm input influence matrix. The px1 output 
vector y can be written in terms of the output influence matrices of acceleration, Ha, 
velocity, Hv, and displacement, Hd [22].    [𝑀𝑀]{?̈?𝑥} + [𝐶𝐶]{?̇?𝑥} + [𝐾𝐾]{𝑥𝑥} = [𝐹𝐹]{𝑢𝑢(𝑡𝑡)} 
(28) {𝑦𝑦} = [𝐻𝐻𝑎𝑎]{?̈?𝑥} + [𝐻𝐻𝑣𝑣]{?̇?𝑥} + [𝐻𝐻𝑑𝑑]{𝑥𝑥} 
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Techniques for resolving the mechanical realization problem for undamped or 
proportionally damped systems are well documented in the literature. These solution 
approaches, as detailed by Falk [23], O’Hara and Cunniff [24], and Garvey et. al [25,26] 
employ transformations of the mass, stiffness, and damping matrices to satisfy the 
mechanically realizable constraint while preserving the desired input-output relationship. 
Chen et al. [22] builds off the work conducted in this field in order to provide a technique 
for building lumped parameter realizations to function as scale models of equipment and 
machinery such that the input-output behavior of the model matches the full scale 
structure. Chen’s methodology utilizes the physical system matrices as the inputs and 
conducts a series of congruent coordinate transformations that preserve the desired 
behaviors of the system and characteristics of the matrices (i.e. symmetry). Additional 
matrix operations are performed, such as Givens rotations, to obtain a solution space of 
mechanically realizable models [22].     
2.3 Network Synthesis 
Network synthesis is a system identification technique utilized to synthesize an 
electrical network, such as an inductor-capacitor (LC) circuit, based on transfer function 
characteristics.  Basic network synthesis theory begins with the evaluation of a transfer 
function, such as the rational expression provided in Eq. (29), where the complex 
frequency variable 𝑝𝑝 = 𝜎𝜎 + 𝑗𝑗𝑖𝑖 [27]. 
𝐻𝐻(𝑝𝑝) = 𝑎𝑎𝑛𝑛𝑝𝑝𝑛𝑛 + 𝑎𝑎𝑛𝑛−1𝑝𝑝𝑛𝑛−1 + ⋯𝑎𝑎0𝑝𝑝0
𝑏𝑏𝑚𝑚𝑝𝑝𝑚𝑚 + 𝑏𝑏𝑚𝑚−1𝑝𝑝𝑚𝑚−1 + ⋯𝑏𝑏0𝑝𝑝0 (29) 
 The first step of network synthesis analysis involves application of realizability 
theory, which evaluates various conditions that a function or matrix must possess such 
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that it can be physically realized, or constructed, using specified building blocks. For 
instance, if one is looking to perform synthesis of a passive lumped electrical network, 
then key component of realizability theory states that the function be positive real valued 
function, or in other words H(p) is real for p real, and Re H(p)>0 for Re p>0. A variety of 
mathematical corollaries provide a framework by which the fulfillment of the positive 
real condition of H(p) can be evaluated [27].  
 Assuming the criteria specified by realizability theory are fulfilled for the given 
set of problem constraints, the appropriate synthesis technique can then be applied. As an 
example, for the case of a passive LC circuit the synthesis technique involves the 
extraction of the system poles and zeros as well as various fraction expansion techniques, 
from which the fully defined transfer function H(p) can be expressed as an electrical 
network. Here the full definition of the network includes the following: the element type 
(i.e., inductor versus capacitor); the associated value of each realized element; and the 
required connectivity of all realized elements. It should be noted that in order to fully 
deduce the equivalent electrical network the values of all the coefficients of an, an-1,…, a0 
as well as bn, bn-1, …, b0 of Eq. (29) must be known [27].  
 Although this technique has been explained in the context of electrical networks, 
it could be readily mapped onto lumped parameter dynamic systems using mechanical-
electrical analogies between: inductance and mass; resistance and damping; and 
compliance and capacitance.  In fact, the mechanical-electrical analogies can be extended 
to the primary power variables; namely, the mechanical variables of force and velocity 
map to the electrical variables of voltage and current. From these mapped variables an 
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analogy of impedance, which is generically the ratio of an effort variable to a flow 
variable, can be readily provided. For electrical applications, impedance becomes the 
ratio of voltage to current while the mechanical impedance becomes the ratio of force to 
velocity.  
Recent applications of network synthesis include problems in mechanical control as 
discussed by Chen and Smith [28] as well as Jiang and Smith [29], impedance matching 
for design problems in wireless communication [30], and the design of impedance 
matched piezoelectric transducers [31]. 
2.4 Relation to Present Work 
The objective of the problem statement detailed in 1.2 shares similarities with the 
techniques presented in 2.1 through 2.3, however the proposed approach is distinct from 
those demonstrated in the literature. Unlike modal analysis, which requires multiple 
FRFs, or mechanical system realization, which requires a priori knowledge of system 
matrices, the proposed system identification technique requires only a single input FRF. 
Although this is similar to the required input for application of network synthesis, the 
proposed technique differs as it identifies multiple representative systems from a target 
FRF with unknown coefficients. Overall, the utilization of the system drive point 
impedance FRF to identify multiple potential representative systems, rather than a single 
solution, represents a uniquely posed input-output solution approach.  
  
  
24 
3 COMPUTATION OF DRIVE POINT IMPEDANCE 
This chapter provides an overview of the various mathematical approaches that can 
be utilized for computing drive point impedance and presents representative generic 
expressions for impedance derived using these techniques. Additionally, the various 
limiting behavior deduced from these expressions is discussed.  
3.1 Methods for computation of drive point impedance 
There are three common approaches for computation of the drive point impedance 
of a lumped parameter system: 1) matrix formulation using the equations of motion, 2) 
formulation of a rational expression using electrical circuit analogies, and 3) four-pole 
parameter matrices.  
3.1.1 Matrix methods  A matrix representation of the mechanical impedance of a system can be derived 
from the spatial model of the equations of motion for a viscously damped system, 
presented in Eq. (7). First, Eq. (7) is rewritten in terms of the complex valued dynamic 
stiffness matrix, [D(ω)], which is equivalent to the ratio of force to displacement, as 
deduced from Eq. (30). [𝐷𝐷(𝑖𝑖)]{𝑥𝑥�(𝑖𝑖)} = {𝐹𝐹�(𝑖𝑖)} (30) 
When the left hand side of Eq. (30) is rewritten in terms of velocity, Eq. (31) 
results where the impedance matrix is [Z(ω)] =[D(ω)] /(iω). [𝑍𝑍(𝑖𝑖)]{𝑉𝑉�(𝑖𝑖)} = {𝐹𝐹�(𝑖𝑖)} (31) 
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To find the drive point impedance from this matrix representation, it is assumed 
that the force is applied at a single point such that {𝐹𝐹�(𝑖𝑖)} has only one non-zero element. 
More specifically, {𝐹𝐹�(𝑖𝑖)} = 𝐹𝐹�𝑑𝑑(𝑖𝑖){𝑒𝑒𝑛𝑛}, where {en} is a vector whose only non-zero 
element represents the nth degree of freedom at which the driving force is applied. When 
this is substituted into Eq. (31) the nth element of the velocity vector {𝑉𝑉�(𝑖𝑖)}𝑛𝑛 becomes 
the drive point velocity, 𝑉𝑉�𝑑𝑑, and can be written as indicated in Eq. (32). {𝑉𝑉�(𝑖𝑖)}𝑛𝑛 ≡ 𝑉𝑉�𝑑𝑑(𝑖𝑖) = ([𝑍𝑍(𝑖𝑖)]−1)𝑛𝑛𝑛𝑛𝐹𝐹�𝑑𝑑(𝑖𝑖) (32) 
Eq. (32) can be manipulated to form an expression for the drive point impedance 
as presented in Eq. (33).  
𝑍𝑍𝑑𝑑(𝑖𝑖) ≡ 1([𝑍𝑍(𝑖𝑖)]−1)𝑛𝑛𝑛𝑛 = 𝐹𝐹�𝑑𝑑(𝑖𝑖)𝑉𝑉�𝑑𝑑(𝑖𝑖) (33) 
Assuming that [Z] is invertible, its inverse can be found by dividing the adjugate 
of [Z] by the determinant of [Z]. Combining this property with Eq. (33), an equivalent 
expression for drive point impedance can be written as shown in Eq. (34) . 
𝑍𝑍𝑑𝑑(𝑖𝑖) = det [𝑍𝑍]𝑎𝑎𝑎𝑎𝑗𝑗[𝑍𝑍]𝑛𝑛𝑛𝑛 (34) 
3.1.2 Electrical Circuit Analogies 
As an alternative to matrix representations, closed form expressions for 
mechanical impedance can be derived using analogies to electrical circuits. Under this 
framework the mechanical impedance of lumped elements representing mass, m, 
stiffness, k, and damping, c, can be expressed as detailed in Eqs. (35) through (37), as 
presented by Hixson [32].  
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𝑍𝑍𝑚𝑚𝑎𝑎𝑚𝑚𝑚𝑚(𝑖𝑖) = 𝑖𝑖𝑖𝑖𝑚𝑚 (35) 
𝑍𝑍𝑚𝑚𝑠𝑠𝑠𝑠𝑖𝑖𝑛𝑛𝑠𝑠(𝑖𝑖) = 𝑘𝑘𝑖𝑖𝑖𝑖 (36) 
𝑍𝑍𝑑𝑑𝑎𝑎𝑚𝑚ℎ𝑠𝑠𝑝𝑝𝑖𝑖 = 𝑐𝑐 (37) 
The drive point impedance of a network can be obtained via evaluation of the 
connectivity of the lumped elements, as the classification of connectivity dictates the 
mathematical equivalence of the element combination. The equivalent impedance of 
mechanical elements deemed to be in parallel, Zp, i.e. having the same relative velocities 
between their connections, is simply a sum of the individual impedances per Eq. (38). For 
mechanical elements in series, Zs, i.e. having different relative velocities between their 
connections, the equivalent mechanical impedance is the reciprocal of the summed 
reciprocal impedance of individual elements per Eq. (39) [32].  
𝑍𝑍𝑠𝑠(𝑖𝑖) = �𝑍𝑍𝑛𝑛𝑁𝑁
𝑛𝑛=1
(𝑖𝑖) (38) 1
𝑍𝑍𝑚𝑚(𝑖𝑖) = � 1𝑍𝑍𝑛𝑛(𝑖𝑖)𝑁𝑁
𝑛𝑛=1
 (39) 
3.1.3 Four-pole parameters 
The four-pole parameter approach for computation of drive point impedance 
begins with reframing the relationship between the input and output forces and velocities 
of a two-port system, as illustrated in Figure 5. This four-pole parameter relationship is 
expressed in Eq. (40), where α11, α12, α21, and α22 represent the parameters of the four-
pole model. The four-pole parameters for the various lumped parameters of a system are 
compiled in Table 1 [32]. 
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�
𝐹𝐹1
𝑣𝑣1
� = �𝛼𝛼11 𝛼𝛼12𝛼𝛼21 𝛼𝛼22� �𝐹𝐹2𝑣𝑣2� (40)  
α parameter Mass (m) Spring (k) Dashpot (c) 
α11 1 1 1 
α12 iωm 0 0 
α21 0 iω/k 1/c 
α22 1 1 1 
Table 1: Four-pole parameters for lumped elements 
For series connected systems the equivalent four-pole parameters are found from 
direct multiplication of the 2x2 four-pole parameter α-matrices, while systems connected 
in parallel require more elaborate manipulation of these 2x2 matrices.  A schematic of the 
series connected system and the associated reduced system is shown in Figure 9, while a 
schematic of the parallel-connected system and the associated reduced system is shown in 
Figure 10.  
 
Figure 9 Series connected four-pole parameter elements illustrating the 
(a) series connection and (b) reduced system representation  
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Figure 10 Parallel-connected four-pole parameter elements 
illustrating the (a) parallel connection and (b) reduced 
system representation  
The four-pole matrices for each element of the schematics in Figure 9 and Figure 
10 are compiled in Table 2. Additionally, the equations required to compute the reduced 
matrix αjk are provided in Eq. (41) for series connected systems and Eq. (42) for parallel-
connected systems [32]. 
𝜶𝜶𝒋𝒋𝒋𝒋
′  𝜶𝜶𝒋𝒋𝒋𝒋′′  𝜶𝜶𝒋𝒋𝒋𝒋 
�
𝜶𝜶𝟏𝟏𝟏𝟏
′ 𝜶𝜶𝟏𝟏𝟏𝟏
′
𝜶𝜶𝟏𝟏𝟏𝟏
′ 𝜶𝜶𝟏𝟏𝟏𝟏
′ � �
𝛼𝛼11
′′ 𝛼𝛼12
′′
𝛼𝛼21
′′ 𝛼𝛼22
′′ � �
𝛼𝛼11 𝛼𝛼12
𝛼𝛼21 𝛼𝛼22
� 
Table 2: Four-pole parameter matrices associated with Figure 9 and Figure 10  
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𝛼𝛼11 = 𝛼𝛼11′ 𝛼𝛼11′′ + 𝛼𝛼12′ 𝛼𝛼21′′  𝛼𝛼12 = 𝛼𝛼11′ 𝛼𝛼12′′ + 𝛼𝛼12′ 𝛼𝛼22′′  
(41) 
𝛼𝛼21 = 𝛼𝛼21′ 𝛼𝛼11′′ + 𝛼𝛼22′ 𝛼𝛼21′′  𝛼𝛼22 = 𝛼𝛼22′ 𝛼𝛼22′′ + 𝛼𝛼21′ 𝛼𝛼12′′  
 
𝛼𝛼11 = 𝐴𝐴𝐵𝐵 𝛼𝛼12 = 𝐴𝐴𝐶𝐶𝐵𝐵 − 𝐵𝐵 
(42) 𝛼𝛼21 = 1𝐵𝐵 𝛼𝛼22 = 𝐶𝐶𝐵𝐵 
𝐴𝐴 = �𝛼𝛼11(𝑘𝑘)
𝛼𝛼21
(𝑘𝑘)𝑛𝑛
𝑘𝑘=1
 𝐵𝐵 = � 1
𝛼𝛼21
(𝑘𝑘)𝑛𝑛
𝑘𝑘=1
 𝐶𝐶 = �𝛼𝛼22(𝑘𝑘)
𝛼𝛼21
(𝑘𝑘)𝑛𝑛
𝑘𝑘=1
 
 
3.2 System topologies and generalized rational expressions 
3.2.1 System topologies and nomenclature 
It is prudent to introduce some basic lumped parameter system schematics and 
associated terminology prior to the presentation of rational expression derivation, such 
that an initial familiarity with the physically realizable design space is attained. Each of 
these physically realizable systems can be represented using a topology, which provides 
the physical arrangement and connectivity of lumped parameter elements. 
First, it is noted that for a system with N modes there are a variety of N-DOF 
topologies that can provide the appropriate number of resonances. This array of 
topologies must be considered as each topology has the potential to provide a low error 
impedance match. The most simplistic topology is a 1D chain, in which the initial SDOF 
spring-mass system is connected to ground and each subsequent spring-mass pair is 
connected to the N-1 spring mass pair. Other topologies include fully coupled systems, 
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fully grounded systems and partially connected systems. In a fully coupled system, each 
mass is connected to all other masses as well as ground via spring elements while in a 
fully grounded system each mass in the chain is connected back to ground via spring 
elements. Partially connected systems represent subsets of the fully connected system 
where some, but not all, masses in the chain are connected to non-adjacent masses or 
ground using spring elements. Example schematics of the various topologies for a 3DOF 
system is provided in Figure 11, where multiple partially connected systems are shown to 
demonstrate the variety of manners in which this topology can be achieved.   
 
Figure 11 Sample illustration of system topologies shown for a 3DOF example 
3.2.2 Generalized expressions for MDOF systems 
The expression for impedance of any N degree of freedom mass-spring system can 
be written in fractional form, using either Eq. (34) or Eqs. (35) thru (39), where the form 
of the polynomial expressions in both the numerator and denominator can be readily 
predicted. This generic form of this rational expression can be most readily 
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conceptualized from consideration of Eq. (34), where each element of [Z] has the form 
𝑖𝑖𝑖𝑖𝑚𝑚 + 𝑘𝑘 𝑖𝑖𝑖𝑖⁄ , as indicated by Eq. (7) and Eq. (31). Thus, the determinant of [Z] has even 
powers in ω, with the highest power of ω equal to 2N and the adjugate of [Z] has odd 
powers in ω, with the highest power of ω equal to 2N-1. Substitution of this result into 
Eq. (34) yields the general expression represented by Eq. (43), where the various 
coefficients are represented as generically as possible. Again, this result can also be 
realized from utilization of Eq. (35) thru (39), where matrix operations are not required 
and thus computational advantages could be realized for large values of N.  
|𝑍𝑍𝑑𝑑(𝑖𝑖)| = ∑  𝑎𝑎𝑛𝑛𝑖𝑖2𝑛𝑛𝑁𝑁𝑛𝑛=0∑ b𝑛𝑛𝑖𝑖2𝑛𝑛+1𝑁𝑁−1𝑛𝑛=0  (43) 
When expanded, Eq. (43) can be rewritten for MDOF systems as shown in Eq. 
(44), where the highest and lowest powers in both the numerator and denominator have 
been isolated as their coefficients are of particular interest. For any of the topologies 
presented in 3.2.1, the coefficients of the highest powers in both the numerator and 
denominator possess only mass terms while the coefficients of the lowest powers possess 
only stiffness terms. The coefficients of the intermediate powers, an and bn, are dependent 
upon combinations of both mass and stiffness terms.  
|𝑍𝑍𝑑𝑑(𝑖𝑖)| =
⎩
⎪⎪
⎨
⎪⎪
⎧
𝑎𝑎0𝑖𝑖
2𝑁𝑁 + ∑  𝑎𝑎𝑛𝑛𝑖𝑖2𝑛𝑛𝑁𝑁−1𝑛𝑛=1 + 𝑎𝑎𝑁𝑁𝑖𝑖0
𝑏𝑏0𝑖𝑖2𝑁𝑁−1+𝑏𝑏𝑁𝑁−1𝑖𝑖1     for 𝑁𝑁 ≡ 2
𝑎𝑎0𝑖𝑖
2𝑁𝑁 + ∑ 𝑎𝑎𝑛𝑛𝑖𝑖2𝑛𝑛𝑁𝑁−1𝑛𝑛=1 + 𝑎𝑎𝑁𝑁𝑖𝑖0
𝑏𝑏0𝑖𝑖2𝑁𝑁−1 + ∑ 𝑏𝑏𝑛𝑛𝑖𝑖2𝑛𝑛+1𝑁𝑁−2𝑛𝑛=1 +𝑏𝑏𝑁𝑁−1𝑖𝑖1     for 𝑁𝑁 ≥ 3
 (44) 
As stated above, the high frequency behavior is mass dominated while the low 
frequency behavior is stiffness dominated, which is expressed mathematically as 
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𝑎𝑎0 𝑏𝑏0 = 𝑓𝑓({𝑚𝑚}⁄ ) and  𝑎𝑎𝑁𝑁 𝑏𝑏𝑁𝑁−1 = 𝑓𝑓({𝑘𝑘}⁄ ). Utilizing these ratios as approximations for 
impedance magnitude at the extremes of the frequency domain yields equivalent 
expressions in terms of target impedance modulus, frequency, and stiffness or mass, as 
shown in Eqs. (45) and (46).  
𝛾𝛾 = �𝑍𝑍𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑡𝑡𝑖𝑖(𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛)� ∗ 𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛 ≅ 𝑎𝑎𝑁𝑁𝑏𝑏𝑁𝑁−1 ≅ 𝑓𝑓({𝑘𝑘}) (45) 
𝛽𝛽 = �𝑍𝑍𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑡𝑡𝑖𝑖(𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚)�
𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚
≅
𝑎𝑎0
𝑏𝑏0
≅  𝑓𝑓({𝑚𝑚}) (46) 
3.2.3 Generalized expressions for 1D chain topologies 
The expressions derived in 3.2.2, which are valid for any undamped N-DOF 
lumped system, can be further refined for the 1D chain topology. This topology is of 
particular interest due to the ease with which it can be constructed, thus representing the 
most readily leverageable basis for fixture design. The more specific form of Eq. (44) for 
the 1D chain topology is presented in Eq. (47). As indicated by Eq. (47), the a0 and b0 
coefficients are products of the mn discrete mass values while the aN coefficient is a 
product of the discrete kn stiffness values. The bN-1 coefficient is slightly more 
complicated as it involves evaluation of various stiffness combinations. For example, 
when the expression for bN-1 is evaluated for the 3DOF chain illustrated in Figure 11 the 
result is k1k2+k1k3+k2k3.  
|𝑍𝑍𝑑𝑑𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑖𝑖)| =
⎩
⎪
⎪
⎨
⎪
⎪
⎧
∏ 𝑚𝑚𝑛𝑛
𝑁𝑁
𝑛𝑛=1 𝑖𝑖
2𝑁𝑁 + ∑  𝜂𝜂𝑛𝑛𝑖𝑖2𝑛𝑛𝑁𝑁−1𝑛𝑛=1 + ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1
∏ 𝑚𝑚𝑛𝑛
𝑁𝑁−1
𝑛𝑛=1 𝑖𝑖2𝑁𝑁−1 + 𝑖𝑖1 ∑ ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1
𝑛𝑛≠𝑁𝑁
𝑁𝑁
𝑛𝑛=1
𝑓𝑓𝑓𝑓𝑓𝑓 𝑁𝑁 ≡ 2
∏ 𝑚𝑚𝑛𝑛
𝑁𝑁
𝑛𝑛=1 𝑖𝑖
2𝑁𝑁 + ∑  𝜂𝜂𝑛𝑛𝑖𝑖2𝑛𝑛𝑁𝑁−1𝑛𝑛=1 + ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1
∏ 𝑚𝑚𝑛𝑛
𝑁𝑁−1
𝑛𝑛=1 𝑖𝑖2𝑁𝑁−1 + ∑ Η𝑛𝑛𝑖𝑖2𝑛𝑛+1𝑁𝑁−2𝑛𝑛=1 + 𝑖𝑖1 ∑ ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1
𝑛𝑛≠𝑁𝑁
𝑁𝑁
𝑛𝑛=1
𝑓𝑓𝑓𝑓𝑓𝑓 𝑁𝑁 ≥ 3 (47) 
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This result allows closed form representations of Eqs. (45) and (46) to be written, 
where Eq. (48) holds exclusively for the 1D chain topology, and Eq. (49) is applicable to 
any of the topologies described in 3.2.1. 
𝛾𝛾 = �𝑍𝑍𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑡𝑡𝑖𝑖(𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛)� ∗ 𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛 ≅ ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1∑ ∏ 𝑘𝑘𝑛𝑛𝑁𝑁𝑛𝑛=1
𝑛𝑛≠𝑁𝑁
𝑁𝑁
𝑛𝑛=1
 (48) 
𝛽𝛽 = �𝑍𝑍𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑡𝑡𝑖𝑖(𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚)�
𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚
≅ 𝑚𝑚𝑁𝑁 (49) 
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4 GENERATION OF RESEARCH DESIGN SPACE 
The generation of the research design space involves two primary processes: 
derivation of the driving equations for systems with between 2 DOF and 5 DOF and 
determination of all physically realizable systems for each NDOF system.     
4.1 Derivation of vectorized rational expressions 
As presented in 3.1 there are various mathematical approaches available for the 
derivation of system drive point impedance. However, utilization of the rational 
expression formulation of drive point impedance, as presented in 3.2 offers an advantage 
in terms of computational efficiency. This advantage is realized due to fact that the 
rational expression naturally lends itself to vectorized computation, which is inherently 
efficient due to its ability to execute multiple computations simultaneously, rather than 
serially.  
The rational expressions to be derived for the scope of this research are established 
for the fully coupled topology for each of the aforementioned DOFs. The fully coupled 
schematics for the 2 DOF, 3 DOF, 4 DOF, and 5 DOF systems are presented in Figure 
12. The derivation of the rational expression for each of these systems provides the most 
comprehensive representation of the system, as all other physically realizable topologies 
can be realized by simply setting the desired stiffness values to zero.  
The rational expressions for each of the systems illustrated in Figure 12 can be 
readily derived by applying the matrix methods presented in 3.1.1 to symbolic 
representations of the applicable impedance matrix. This is accomplished using 
MATLAB’s symbolic engine, whereby the symbolic impedance matrix can be operated 
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upon in the same fashion as a numeric matrix. As shown in Eq. (33), the drive point 
impedance is obtained by retrieving the relevant element of the matrix inverse, which is 
now represented as a rational expression of ω, whose polynomial coefficients are in mass, 
mn, and stiffness, kn, variables and frequency.   
The MATLAB code associated with the process is included in APPENDIX A. 
Matrix_database_symbolic.m contains the symbolic mass and stiffness matrices for 
each of the systems in Figure 12 and zdrive_mat.m is the function that computes the 
rational expression for drive point impedance given the symbolic mass matrix, symbolic 
stiffness matrix, and the drive point degree of freedom. 
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Figure 12 Fully coupled schematic of (a) 2DOF, (b) 3DOF, (c) 4DOF, and (d) 5DOF 
systems 
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4.2 Defining the design space of physically realizable systems 
The generation of the design space for systems with between 2 DOFs and 5 DOFs 
begins with review of the fully coupled topology for each system, whose schematics are 
represented in Figure 12. To ensure a physically realizable system, the computation of all 
additional topologies assumes that the system must have a spring element between 
adjacent masses and between the lowest mass and ground. In other words, every possible 
topology must contain the chain topology as the base structure. With this established 
assumption, the total number of optional spring elements is determined for each system 
and listed in Table 3. 
# DOFs Total Parameters # Masses # Springs # Optional Springs 
2 5 2 3 1 
3 9 3 6 3 
4 14 4 10 6 
5 20 5 15 10 
Table 3 Characteristic parameters for systems with between 2DOF and 5DOF 
 As the optional springs are not required to obtain a physically realizable system, 
each one of these springs can take on one of two values: a null value or a positive real 
value. This binary possibility for each element is similar to the canonical coin toss 
probability problem, whereby each coin toss can result in either heads or tails. Thus, 
when considering n optional springs there are 2n possible outcomes, where each outcome 
represents a topology.  Thus, the resultant number of possible topologies for each system 
can be readily computed and the results are presented in Table 4.      
  
38 
 2 DOF 3 DOF 4 DOF 5 DOF 
Unique Topologies 2 8 64 1024 
Table 4 Topology count for systems with between 2 DOF and 5 DOF  
To tabulate all possible topologies for each system, where each unique topology is 
represented by a row of logical operators (1 or 0) for each parameter, it is useful to first 
review Pascal’s triangle as shown in Figure 13. Here Pascal’s triangle is presented using 
binomial coefficient notation, detailed in Eq. (50).  
�
𝑛𝑛
𝑘𝑘� = 𝐶𝐶𝑘𝑘𝑛𝑛 = 𝑛𝑛!𝑘𝑘! (𝑛𝑛 − 𝑘𝑘)! (50) 
In combination theory, Eq. (50) is often exercised as a means to compute the total 
number of ways that k elements can be chosen from n options, thus each row of Pascal’s 
triangle provides a representation of how to compute the number of ways to create 
different combinations for a given number of variables. For example, the 3 DOF system 
has three optional springs, therefore from the third row of Pascal’s triangle it can be 
determined that there are 𝐶𝐶03  ways to select none of the optional springs, 𝐶𝐶13  ways to 
select one of the optional springs, 𝐶𝐶23  ways to select two of the optional springs, and 
𝐶𝐶33  ways to select all of the optional springs. This results in one way to select none of 
the optional springs, three ways to select one of the optional springs, three ways to select 
two of the optional springs, and one way to select all of the optional springs, for a total of 
eight possible distinct topologies, as predicted earlier and presented in Table 4. 
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Figure 13 Pascal’s triangle with binomial coefficient notation 
With an understanding of how the topology count is obtained from Pascal’s 
triangle, a simple algorithm was developed to tabulate representations of all topologies 
for each system size. First, a qxr combination matrix is created where each row q 
represents one instance of how k number of springs could be selected, where k ranges 
from zero to the number of optional springs, r, for the applicable system. Once this 
matrix is generated, each row of the matrix is evaluated using the MATLAB perms 
function, which outputs all the possible ways to arrange the elements contained within the 
qth row vector. These permutations are concatenated into an Qxr permutation matrix, 
where Q is the total number of topologies.  
An illustrative graphic representing this process for the 3 DOF example is provided 
in Figure 14, where the presence of a zero indicates there is no spring in the dedicated kr 
position and a one indicates the presence of a spring in the kr position.  
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Figure 14 Illustration of combination and permutation matrices for 3 DOF system where 
zero indicates null spring and one indicates spring presence 
 
To obtain the topology matrix that represents all possible physically realizable 
systems, a matrix that represents the assumed chain topology must be concatenated with 
the permutation matrix representing the additional optional stiffness parameters. This 
matrix is compiled by generating Q rows of a vector s, where s is a row vector of ones 
with length of 2*DOFs and Q is equal to the number of unique topologies. An annotated 
illustration of this topology matrix depicting the results for the 3 DOF example is shown 
in Figure 15 and the associated set of schematics are presented in Figure 16.  
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Figure 15 Topology matrix illustrated for 3 DOF system with annotations for generic 
matrix dimensions  
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Figure 16 Schematics of the permutations illustrated for the 3 DOF example where (a) 
represents the result of 3C0, (b) represents the results of 3C1, (c) represents the results of 
3C2, and (d) represents the results of 3C3 
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5 TWO DEGREE OF FREEDOM CASE STUDY 
An investigation into impedance matching of 2 DOF systems is pursued utilizing the 
rational expressions derived using the process in 4.1 along with the definition of the 
design space established in 4.2. 
5.1 Direct solution approach 
Inspection of Eqs. (43), (44), and (47) raises the question of whether solving for the 
roots of the polynomials in both the numerator and denominator would yield a fully 
determined system of equations from which the target parameters can be solved. To 
explore this postulation Eqs. (47) through (49) are more closely investigated for the most 
trivial case of the 2 DOF chain topology, illustrated on the left of Figure 17. 
 
Figure 17 Schematics of possible 2 DOF topologies, 
illustrating (a) 2 DOF chain system and (b) 2 DOF fully 
connected system  
The rational expression for the drive point impedance of the 2 DOF chain was 
derived using the process detailed in 4.1, where the value of k3 was set to zero. The 
resultant expression is presented in Eq. (51). As anticipated based on the analysis in 3.2.2 
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the highest power of the numerator is four (2N), while the highest power of the 
denominator is three, (2N-1). Additionally, the form of this expression is consistent with 
the generic expression presented in Eq. (47). The explicit forms of the high and low 
frequency limits for the 2 DOF chain topology are presented in Eqs. (52) and (53).  
|𝑍𝑍𝑑𝑑(𝑖𝑖)| = �𝑖𝑖[−𝑚𝑚1𝑚𝑚2𝑖𝑖4 + 𝑖𝑖2(𝑘𝑘1𝑚𝑚2 + 𝑘𝑘2𝑚𝑚1 + 𝑘𝑘2𝑚𝑚2) − 𝑘𝑘1𝑘𝑘2]𝑖𝑖(−𝑚𝑚1𝑖𝑖2 + 𝑘𝑘1 + 𝑘𝑘2) � (51) 
|𝛾𝛾| ≅ 𝑘𝑘1𝑘𝑘2
𝑘𝑘1 + 𝑘𝑘2 (52) 
𝛽𝛽 ≅ 𝑚𝑚2 (53) 
To more readily obtain the roots of the polynomial in the numerator of Eq. (51) a 
simple substitution of variables is made, whereby λ=ω2, such that the resultant 
polynomial is quadratic. The roots of the resultant quadratic polynomial can easily be 
computed using the quadratic formula as indicated in Eq. (54). Additionally, the roots of 
the denominator, signified by ϖn can be found mathematically using Eq. (55).  
It is important to recognize that the roots of the numerator correspond to the 
resonances of the system, while the roots of the denominator correspond to the anti-
resonances of the system. The numerical values of these parameters can be computed for 
the target system using modal analysis. Additionally, the numerical values of γ and β can 
be retrieved from the target dataset using Eqs. (48) and (49), where 𝛾𝛾 =|𝑍𝑍_𝑡𝑡𝑎𝑎𝑓𝑓𝑡𝑡𝑒𝑒𝑡𝑡 (𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛)| ∗ 𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛 and 𝛽𝛽 = |𝑍𝑍_𝑡𝑡𝑎𝑎𝑓𝑓𝑡𝑡𝑒𝑒𝑡𝑡 (𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚 )|/𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚. 
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𝜆𝜆1,2 = 𝑖𝑖1,22 = −𝐵𝐵 ± �(𝐵𝐵)2 − 4𝐴𝐴𝐶𝐶2𝐴𝐴  (54a) 
(54) A=−𝑚𝑚1𝑚𝑚2 (54b) 
𝐵𝐵 = 𝑘𝑘1𝑚𝑚2 + 𝑘𝑘2𝑚𝑚1 + 𝑘𝑘2𝑚𝑚2 (54c) 
𝐶𝐶 = −𝑘𝑘1𝑘𝑘2 (54d) 
𝜛𝜛 = �𝑘𝑘1 + 𝑘𝑘2
𝑚𝑚1
  (55) 
 
The system of equations represented by Eqs. (52) through (55) can be 
algebraically manipulated such that Eq. (54) can be rewritten in terms of known 
numerical quantities γ, β, ω1, ω2, ϖ and the unknown quantity k2. This is accomplished by 
first solving Eq. (52) for k1, solving Eq. (55) for m1 and then substituting the expression 
for k1 into the equation for m1. The applicable results of this process are as shown in Eqs. 
(56) and (57). The final step to obtain the desired result is substitution of Eqs. (56) and 
(57) into (54), which yields Eq. (58).  
𝑘𝑘1 = |𝛾𝛾|𝑘𝑘2𝑘𝑘2 − |𝛾𝛾| (56) 
𝑚𝑚1 = 𝜛𝜛2𝑘𝑘22𝑘𝑘2 − |𝛾𝛾| (57) 
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𝜆𝜆1,2 = 𝑖𝑖1,22 = −𝐵𝐵 ± �(𝐵𝐵)2 − 4𝐴𝐴𝐶𝐶2𝐴𝐴  (58a) 
(58) 
𝐴𝐴 = � 𝜛𝜛2𝑘𝑘22
𝑘𝑘2 − |𝛾𝛾|�𝛽𝛽 (58b) 
𝐵𝐵 = � |𝛾𝛾|𝑘𝑘2
𝑘𝑘2 − |𝛾𝛾|� 𝛽𝛽 + � 𝜛𝜛2𝑘𝑘23𝑘𝑘2 − |𝛾𝛾|� + 𝛽𝛽𝑘𝑘2 (58c) 
𝐶𝐶 = − 𝛾𝛾𝑘𝑘22
𝑘𝑘2 − |𝛾𝛾| (58d) 
 
There are two potential options for solving the system of Eqs. (56) through (58). 
The first option is to explicitly solve Eq. (58) for the positive real values of k2 and utilize 
the results to compute associated values of k1 and m1 using Eqs. (56) and (57). The 
second option would be to conduct a sweep over possible values of k2 and find a solution 
such that the error associated with satisfying the entire system of equations is minimized.  
To explore the direct solution approach further, a similar process is explored for 
the fully coupled 2 DOF topology. This evaluation produces the results of Eqs. (59) 
through (62), which are similar to those presented for the 2DOF chain topology. 
However, the presence of the additional variable, k3, prevents the actualization of a fully 
determined system of equations. This is evident from consideration of Eq. (62), which is 
now a function of two unknown variables, thus representing an underdetermined system.   
  
|𝑍𝑍𝑑𝑑(𝑖𝑖)| = �𝑖𝑖[−𝑚𝑚1𝑚𝑚2𝑖𝑖4 + 𝑖𝑖2(𝑘𝑘1𝑚𝑚2 + 𝑘𝑘2𝑚𝑚1 + 𝑘𝑘2𝑚𝑚2 + 𝑘𝑘3𝑚𝑚1) − (𝑘𝑘1𝑘𝑘2 + 𝑘𝑘1𝑘𝑘3 + 𝑘𝑘2𝑘𝑘3)]𝑖𝑖(−𝑚𝑚1𝑖𝑖2 + 𝑘𝑘1 + 𝑘𝑘2) � (59) 
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𝑘𝑘3 = |𝛾𝛾| − 𝑘𝑘1𝑘𝑘2𝑘𝑘1 + 𝑘𝑘2 (60) 
𝑚𝑚1 = 𝑘𝑘1 + 𝑘𝑘2𝜛𝜛2  (61)  
𝜆𝜆1,2 = 𝑖𝑖1,22 = −𝐵𝐵 ± �(𝐵𝐵)2 − 4𝐴𝐴𝐶𝐶2𝐴𝐴  (62a) 
(62) 
𝐴𝐴 = �𝑘𝑘1 + 𝑘𝑘2
𝜛𝜛2
�𝛽𝛽 (62b) 
𝐵𝐵 = 𝑘𝑘1𝛽𝛽 + 𝑘𝑘1 �𝑘𝑘1 + 𝑘𝑘2𝜛𝜛2 � + 𝑘𝑘2𝛽𝛽 + �|𝛾𝛾| − 𝑘𝑘1𝑘𝑘2𝑘𝑘1 + 𝑘𝑘2� �𝑘𝑘1 + 𝑘𝑘2𝜛𝜛2 � (62c) 
𝐶𝐶 = −𝑘𝑘1𝑘𝑘2 + 𝑘𝑘1 �|𝛾𝛾| − 𝑘𝑘1𝑘𝑘2𝑘𝑘1 + 𝑘𝑘2� + 𝑘𝑘2 �|𝛾𝛾| − 𝑘𝑘1𝑘𝑘2𝑘𝑘1 + 𝑘𝑘2� (62d) 
As the target data set represents a real physical system, it is assumed that a solution 
to the underdetermined system exists, therefore implying that there are infinitely many 
solutions. To obtain a solution, stiffness values can be bounded such that they are 
physically realizable and a method such as least squares solution could be exercised. The 
results of such a numerical method would yield a set of values representing all mn and kn 
parameters, whereby the error between the synthesized and target drive point impedance 
is minimized.  This numerical study is explored in the form of an exhaustive search over 
the unknown variables, where the high and low frequency limits are leveraged to 
minimize the number of parameters that must be discretized.  
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5.2 Exhaustive search solution approach 
5.2.1 Overview of exhaustive search algorithm 
The investigation into obtaining the lowest error system using an exhaustive 
search technique is explored for a 2 DOF system. The overall process to execute this 
algorithm, specifically in the context of a 2 DOF system, is detailed below: 
1. Obtain values of ω1, ω2, and ϖ  of the target drive point impedance FRF, as 
annotated in Figure 18, using modal theory (MATLAB function modalfit.m). 
a. MATLAB’s function modalfit.m identifies the modal parameters, 
namely modal frequencies and damping ratios [33]. For these case studies 
the peak-picking algorithm was selected as the identification method. This 
algorithm utilizes the concept of the modal sum as the underlying 
mathematical principle, which assumes that each peak within the FRF 
corresponds to exactly one natural mode [33]. 
b. The value of ϖ, the system anti-resonance, is obtained from application of 
modalfit.m to the drive point impedance transfer function, Z(ω). 
c. Values of ω1 and ω2, the system resonances, are found from application of 
modalfit.m to the mobility transfer function, ℳ(𝑖𝑖), which is 
mathematically expressed as indicated in Eq. (63). 
ℳ(𝑖𝑖) = 1
𝑍𝑍(𝑖𝑖) (63) 
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Figure 18 FRFs of (a) drive point impedance and (b) mobility, highlighting the 
peaks and valleys that correspond to resonance and anti-resonance values 
2. Retrieve the high and low frequency values for β ≈ m2 and γ from evaluation of 
the target drive point impedance FRF using Eqs. (45) and (46).  
3. Create discretized vectors {k1} and {k2} which contain realizable stiffness values.  
4. Generate all possible combinations of {k1} and {k2} elements. 
5. Compute k3 for each combination using Eq. (60). 
6. Remove any stiffness combinations that are not physically realizable (i.e. possess 
negative stiffness values). 
7. Compute m1 value associated with the stiffness combination under evaluation 
using Eq. (61). 
8. Substitute all parameter values (m1, m2, k1, k2, and k3) into the rational expression 
for drive point impedance to obtain synthesized system output using Eq. (59). 
9. Compute the root mean squared (rms) error between the target FRF and the 
synthesized FRF using Eq. (64), where ℳ𝑙𝑙
𝑚𝑚𝑠𝑠𝑛𝑛is the mobility of the synthesized 
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system at the lth frequency point and ℳ𝑙𝑙
𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑡𝑡𝑖𝑖is the mobility of the target system 
at the lth frequency point.  
This error metric was developed based on consideration of the desired key 
performance characteristics of the emulator system. First, a perfect broadband 
match between the synthesized (emulator) and target datasets should yield a ratio 
of unity at every evaluated frequency point. Due to the higher energy transfer at 
the system resonances, a heightened importance is placed on matching the drive 
point impedance minima over the maxima. Mathematically speaking, this 
weighted significance is readily obtained from evaluation of the error metric on 
the system mobility, ℳ(𝑖𝑖). 
𝑅𝑅𝑀𝑀𝑅𝑅 𝐸𝐸𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = �1
𝐿𝐿
��
ℳ𝑙𝑙
𝑚𝑚𝑠𝑠𝑛𝑛
ℳ𝑙𝑙
𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖ℎ − 1�2𝐿𝐿
𝑙𝑙=0
 (64) 
10. Retrieve parameter values for m1, m2, k1, k2, and k3 associated with minmum error. 
The MATLAB code associated with this process is included in APPENDIX A, where 
exhaustive_calc_kN_m1.m is the primary execution file and rms_error.m is the 
function called within the primary routine for error computation.  
5.2.2 Generation of simulated data for 2 DOF systems 
In order to exercise the algorithm outlined in 5.2.1, simulated data was generated 
to establish as the target system. Two target datasets were generated, one corresponding 
to each of the 2 DOF systems represented in Figure 17.  The parameter values utilized to 
generate this simulated data are provided in Table 5. 
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Target 
system topology 
k1 
(lb/in) 
k2 
(lb/in) 
k3 
(lb/in) 
m1 
(lb-sec2/in) 
m2 
(lb-sec2/in) 
Chain 12310 13025 0 0.15 0.20 
Fully coupled 14025 11023 16873 0.15 0.20 
Table 5 Parameter values for 2 DOF simulated target datasets 
5.2.3 Implementation of algorithm for two degree of freedom systems 
For this 2 DOF case study, the target dataset spans from 5-2,000 Hz (~31-12,566 
rad/s) with frequency spacing of 1Hz. The synthesized drive point impedance is 
computed for the same frequency values as the target dataset using the process outlined in 
5.2.1. For this case study, potential values for k1 and k2 are generated by the creation of 
discretized vectors. There are four discretization schemes for {k1} and {k2} considered 
for this case study: 
1. Coarse: range of 5,000-20,000 lb/in increments of 1,000 lb/in (4 values), 
2. Medium 1: range of 2,000-20,000 lb/in increments of 2,000 (10 values), 
3. Medium 2: range of 1,000-20,000 lb/in increments of 1,000 (20 values), 
4. Refined: range of 100-20,000 lb/in increments of 100 (200 values). 
Combinatorics are utilized to determine all of the possible combinations of one 
element from k1 and one element from k2. The total number of ways that k elements can 
be chosen from n options is computed using Eq. (50). For example, in the case of 
choosing one value from the medium discretization of {k1}, there are twenty possible 
combinations. As {k2} is equal to {k1}, there are also twenty possible combinations for 
choosing a single k2 value from {k2}.  
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The total number of possible combinations that results from  choosing n discrete 
values from {k1} and n discrete values from {k2} is the product of nCk from {k1}and nCk 
from {k2}. For the trivial instance of n=1 the total number combinations is the product of 
the lengths of the various vectors, ℒ{𝑉𝑉𝑖𝑖}.  This is represented by Eq. (65), where I is the 
total number of discretized vectors V.  
𝐶𝐶𝑓𝑓𝑚𝑚𝑏𝑏𝑖𝑖𝑛𝑛𝑎𝑎𝑡𝑡𝑖𝑖𝑓𝑓𝑛𝑛 𝑐𝑐𝑓𝑓𝑢𝑢𝑛𝑛𝑡𝑡 = �ℒ{𝑉𝑉𝑖𝑖}𝐼𝐼
𝑖𝑖
 (65) 
The matrix of all combinations of an element of {k1} and an element of {k2} is 
constructed by creating twenty repetitions of {k1}, where each instance of {k1} is paired 
with the ith element of {k2}.  This is represented by Eq. (66), where the resultant matrix 
is illustrated for the medium discretization scheme.  The combination count for each 
discretization scheme is presented in Table 6. 
𝐶𝐶𝑓𝑓𝑚𝑚𝑏𝑏𝑖𝑖𝑛𝑛𝑎𝑎𝑡𝑡𝑖𝑖𝑓𝑓𝑛𝑛𝐶𝐶 = �{𝑘𝑘1} {𝑘𝑘2(𝑖𝑖)}⋮ ⋮{𝑘𝑘1} {𝑘𝑘2(𝐼𝐼)}� =
⎣
⎢
⎢
⎢
⎢
⎢
⎡�
1000
⋮20,000� �1000⋮1000�
⋮ ⋮
�
1000
⋮20,000� �20,000⋮20,000�⎦⎥⎥
⎥
⎥
⎥
⎤ (66) 
 
Discretization 𝓛𝓛{𝒋𝒋𝟏𝟏}  𝓛𝓛{𝒋𝒋𝟏𝟏} Combination 
Count  
Coarse 4 4 16 
Medium 1 10 10 100 
Medium 2 20 20 400 
Refined 200 200 40,000 
Table 6 Combination count for various discretization schemes 
  
53 
5.3 Exhaustive search analytical results  
The analysis results to be presented include the values of the lumped parameters 
for the lowest error fit, the associated rms error, and overlays of the drive point 
impedance FRFs.  Results of the exhaustive search algorithm are presented for each of 
the target systems that were discussed in 5.2.2. 
5.3.1 Chain topology target system 
The first target data set considered for the 2 DOF case study was generated 
assuming the 2 DOF chain topology illustrated in Figure 17. The best fit parameters 
associated with the lowest error for each discretization scheme are presented in Table 7 
and an overlay of the impedances using the best fit results from the refined discretization 
are shown in Figure 19. 
System 
Description 
m1 
(lb-sec2/in) 
m2 
(lb-sec2/in) 
k1 
(lb/in) 
k2 
(lb/in) 
k3 
(lb/in) 
RMS 
Error 
Target 0.150 0.200 12310 13025 0 - 
Coarse 0.119 0.199 10000 10000 1092 0.177 
Medium 1 0.143 0.199 12000 12000 92 0.070 
Medium 2 0.095 0.199 5000 11000 2654 0.050 
Refined 0.095 0.199 5000 10900 2663 0.048 
Table 7 Parameters from lowest error fit of 2 DOF chain topology using exhaustive 
search techniques 
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Figure 19 Drive point impedance overlay of target and best-fit system for 2 DOF chain 
topology using exhaustive search techniques with refined discretization 
5.3.2 Fully coupled topology target system 
The additional target data set considered for the 2 DOF case study was generated 
assuming the 2 DOF fully coupled topology illustrated in Figure 17. The best fit 
parameters associated with the lowest error for each discretization scheme are presented 
in Table 8 and an overlay of the impedances using the best fit results from the refined 
discretization are shown in Figure 20. 
System 
Description 
m1 
(lb-sec2/in) 
m2 
(lb-sec2/in) 
k1 
(lb/in) 
k2 
(lb/in) 
k3 
(lb/in) 
RMS  
Error 
Target 0.150 0.200 14025 11023 16873 - 
Coarse 0.119 0.199 10000 10000 17819 0.063 
Medium 1 0.192 0.199 20000 12000 15319 0.037 
Medium 2 0.096 0.199 7000 9000 18881 0.037 
Refined  0.184 0.199 18200 12500 15408 0.035 
Table 8 Parameters from lowest error fit of 2 DOF fully coupled topology using 
exhaustive search techniques 
  
55 
 
Figure 20 Drive point impedance overlay of target and best-fit system for 2 DOF fully 
coupled topology using exhaustive search techniques with refined discretization 
5.3.3 Observations from two degree of freedom case study 
Overall the exhaustive search algorithm was successful in identifying low error 
lumped parameter drive point impedance emulators that span the design space. However, 
review of Table 7 and Table 8 reveal a trend that indicates an inverse relationship 
between the discretization resolution and the minimum error. To explore this relationship 
further each dataset is fit with a two term exponential, as indicated in Eq. (67), where y is 
the RMS error and x is the combination count..  
𝑦𝑦 = 𝑎𝑎𝑒𝑒𝑏𝑏𝑚𝑚 + 𝑐𝑐𝑒𝑒𝑑𝑑𝑚𝑚 (67) 
The coefficients associated with each of the target datasets as well as the R2 
“goodness of fit” metric are presented in Table 9. The results from 5.3.1 and 5.3.2 are 
plotted along with the associated exponential fit in Figure 21. As demonstrated by the 
exponential trend highly refined discretization is required to drive the rms error to zero. 
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The necessity for refinement of these parameter vectors requires particularly large 
allocations of memory, which could prevent simulations from being run on some 
traditional personal computers.  
Target 
system topology 
a b c d R2 
Chain 0.1805 -0.0221 0.0502 -1.119E-5 1.000 
Fully coupled 0.0595 -0.0518 0.0371 -1.542E-5 0.9997 
Table 9 Coefficients of two-term exponential fit of error for each target dataset  
 
Figure 21 Exponential fit of error for (a) 2 DOF chain topology and (b) 2 DOF fully 
coupled topology  
As demonstrated, the roots of the polynomials from the rational expression, along 
with the high and low frequency limiting behavior can be utilized to execute a 
constrained exhaustive search, where the number of parameters to discretize is reduced 
due to the established limiting behavior. Unfortunately, this approach has a fundamental 
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shortfall in that it is not readily scalable, as summarized by the following reasons. First, 
closed form expressions for the polynomial roots exist only for polynomials of orders one 
through four.  Using the previously presented substitution of variables, this corresponds 
to polynomials of ω8, or systems with up to four degrees of freedom. This system size 
limitation prevents this approach from being able to satisfy the problem statement as 
presented in 1.2. Secondly, the exhaustive search algorithm requires refined discretization 
of multiple variables in order to minimize error and obtain the best-fit parameters. This 
refinement becomes computationally prohibitive as the number of degrees of freedom 
increases.  For instance, a fully coupled four degree of freedom system possesses four 
mass elements and ten spring elements, as depicted in Figure 12. After application of the 
relationships derived from the high and low frequency limits and polynomial roots, there 
are still twelve parameters to discretize.  For a relatively coarse discretization of ten 
options for each parameter, this represents one trillion synthesized systems for which 
error much be computed.  Computation time and required memory allocation for this 
combination count becomes rather unfavorable, as specialized resources could be 
required. Due to the prohibitive computational nature of this exhaustive search algorithm, 
alternative mathematical algorithms, such as optimization, are explored for systems 
beyond two degrees of freedom. 
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6 PARTICLE SWARM OPTIMIZATION (PSO) 
As mentioned in 5.3.3 the exhaustive search methodology has various limitations 
driven by both explicit polynomial root finding and computational memory. To overcome 
these limitations it is desirable to leverage the mathematical efficiency of optimization 
theory. In general, optimization aims to maximize or minimize an objective function by 
strategically choosing input values until the objective function target threshold is 
obtained [34]. Particle swarm optimization was selected for two primary reasons. First, it 
allows for the definition of a bounded search space, which in the context of this research 
problem ensures that physically realizable systems with reasonable parameter values are 
obtained. Second, the stochastic nature of the algorithm increases the likelihood that the 
global minimum is identified rather than local minima.  
6.1 Particle swarm optimization introduction and theory 
Particle swarm optimization is a population-based algorithm whereby the 
behavior of the population of agents behaves as a swarm. PSO is population based as it 
initializes and maintains a set of prospective solutions, where each potential solution 
represents a unique point in the objective problem search space. Within the context of 
PSO, each of these candidate solutions is referred to as a particle. The swarm behavior of 
the algorithm is discussed in proceeding paragraphs [34], [35]. 
The position of these particles within the n-dimensional space, defined as the 
potential solution domain, evolves over time. The position of particles progresses 
according to a specific mathematical formula, which updates the velocity, and 
consequently the position, of each particle such that convergence to the best position is 
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obtained.  In general, the evolution of the particle position can be accomplished by 
evaluation of the following three metrics: 
1. pbest: the best solution, or position, that a specific particle has obtained, 
2. lbest: the best solution, or position, obtained by any of the neighbor particles, 
3. gbest: the global best solution, or position, of the entire swarm [34], [35]. 
The PSO algorithm updates the position of each particle using a weighted sum of two 
or more of the metrics described above. Due to the fashion in which the algorithm 
updates the position of the particles, the behavior of the population resembles artificial 
life [35]. In particular, the movement of the particles can be likened to birds flocking or 
fish schooling, in which the motion of the group is influenced by both self-adjustment 
factors, pbest, and social adjustment factors, lbest and gbest [35]. Although there are 
many variants of the PSO algorithm [34], the specifics of the MATLAB Global 
Optimization Toolbox PSO algorithm are briefly discussed in the proceeding section, as 
this algorithm was utilized for this research problem.  
6.2 MATLAB particleswarm 
The MATLAB function particleswarm.m is based on the algorithm described in 
Kennedy and Eberhart [35] using modifications suggested in Mezura-Montes and Coello 
[36] and Pedersen [37]. This algorithm finds an output vector x, which possesses a 
specified number of variables, nvars, where x represents a minima of the objective 
function, fun [38]. This function call is represented by Eq. (68), where certain optional 
inputs are included, as they were exercised in the implementation of particleswarm.  
𝑥𝑥 = 𝑝𝑝𝑎𝑎𝑓𝑓𝑡𝑡𝑖𝑖𝑐𝑐𝑝𝑝𝑒𝑒𝐶𝐶𝑝𝑝𝑎𝑎𝑓𝑓𝑚𝑚(𝑓𝑓𝑢𝑢𝑛𝑛,𝑛𝑛𝑣𝑣𝑎𝑎𝑓𝑓𝐶𝐶, 𝑝𝑝𝑏𝑏,𝑢𝑢𝑏𝑏, 𝑓𝑓𝑝𝑝𝑡𝑡𝑖𝑖𝑓𝑓𝑛𝑛𝐶𝐶) (68) 
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Here lb and ub represent user defined vectors which contain the lower and upper 
bounds, respectively, for each of the scalar parameters of the solution vector x. The 
options input allows the user to specify additional parameters by which to tune the 
performance of the algorithm as well as define stopping criterion. To obtain the solution 
x, particleswarm executes the following steps [38, 39]:  
1. Initialize the swarm by creating the InitialSwarmMatrix of particles and assign 
each particle an initial velocity. 
a. The InitialSwarmMatrix is an Mxnvars matrix, which represents the 
initial population of particles to be evaluated, where M is the SwarmSize 
and each row of the InitialSwarmMatrix represents a particle. By 
default, the initial particles and initial particle velocities are distributed 
at random uniformly according to the bounds of the algorithm 
2. Evaluate the objective function (fun), for each particle and determine the lowest 
function value and the associated particle position.   
3. Compute new particle velocities using Eq. (69) where the following variables 
are utilized: 
𝑣𝑣∗ = 𝑊𝑊 ∗ 𝑣𝑣 + 𝑦𝑦1𝑢𝑢1 ∗ (𝑝𝑝 − 𝑥𝑥) + 𝑦𝑦2𝑢𝑢2 ∗ (𝑡𝑡 − 𝑥𝑥) (69) 
a.  The previous velocity v. 
b. The difference between the current position and the best position the 
particle has seen p-x. 
c. The difference between the current position and the best position in the 
current neighborhood g-x. 
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d. The SelfAdjustmentWeight y1.  
e. SocialAdjustmentWeight y2. 
4. Update the particle positions using the computed velocities, ensuring that the 
position of each particle remains within the prescribed bounds. 
5. Iterate through steps 2-5 until the stopping criterion is satisfied [38]. 
6.3 Overview of solution algorithm using particle swarm optimization 
The investigation into obtaining the lowest error lumped parameter system using 
an exhaustive search technique was explored for systems with 2 DOF through 5 DOF. 
The overall process to execute this algorithm is detailed below: 
1. Obtain the total number of target DOFs by finding the overall count of modal 
frequencies, ωn, using modal theory (MATLAB modalfit.m, reference 5.2.1.). 
2. Retrieve mN using the high frequency limit of the target drive point impedance 
FRF as detailed in Eq. (49). 
3. Generate lower bound vector and upper bound matrix to represent the bounded 
design space of physically realizable lumped parameter emulators. 
a. Using the target DOF count obtained from modal analysis in step 1, 
compile all the potential physically realizable system topologies for the 
determined number of DOFs, per process outlined in 4.2. 
b. Utilize the user provided limits for upper and lower bounds of parameter 
values to generate the design space based on the results of step 3.a. 
i. The lower bound parameter vector is a row vector whose elements 
are as follows:  
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1. Columns 1 to (DOF-1) are the user defined lower bounds 
for mass values. 
2. Column DOF is 0.9*β to provide a lower bound on mN 
based on the high frequency limit.  
3. Columns (DOF+1) to (2*DOF) are user defined minimum 
values for the chain spring stiffness values. 
4. Columns (2*DOF+1) to nvars are zeros to represent the 
minimum stiffness values for the optional springs.  
ii. The upper bound matrix is created by multiplying columns 1 to 
DOF of the topology matrix by the user defined maximum mass 
value and multiplying columns (DOF+1) to nvars of the topology 
matrix by the user defined maximum stiffness value.  
4. Execute particleswarm.m function such that each potential topology, whose 
parameters are bounded as detailed in 3.b, is subject to five optimization trials, 
where only the lowest error output vector is stored. 
a. The objective function is to minimize error between synthesized and target 
drive point impedance FRF using Eq. (64). 
b. Each topology is evaluated multiple times due to stochastic fashion in 
which the algorithm initializes the swarm and chooses particles to 
evaluate. As these operations are both randomized, there is a variability in 
optimized result and thus it is advantageous to execute multiple trials to 
increase the likelihood that a favorable initialization is obtained.   
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5. Report the optimized parameter set and associated error for each topology and 
identify the overall lowest error solution. 
An example of the MATLAB code for implementation of the particle swarm optimization 
algorithm for a 2 DOF system is provided in APPENDIX A. The applicable reference 
files are as follows: optimize_master.m, optimize_2DOF_sweep.m, 
z_opt_2DOF_vec.m, and rms_error.m.  
6.4 Parameters for execution of the particle swarm optimization case studies 
The PSO algorithm was executed for various simulated target data sets with 
between 2 DOF and 5 DOF. For each of these case studies the upper design bounds were 
set to 0.500 lb-sec2/in for mass and 50,000 lb/in for stiffness, while the lower bound of 
chain stiffness values was set to 1,000 lb/in. Additionally, the following MATLAB 
options from particleswarm.m function were utilized: 
1. The ObjectiveLimit stopping criterion, which establishes the minimum objective 
value, was set to zero. 
2. The UseVectorized option was set to true, which dictates that the objective 
function called by particleswarm.m is computed in a vectorized fashion. 
a. The activation of this option is critical to achieving reasonable 
computation time as the objective function is calculated simultaneously 
for the entire swarm matrix rather than for a single particle at a time.    
6.5 Computation of transfer impedance Z21 
Once the vector of best-fit parameters associated with the lowest error emulator 
was obtained, the transfer impedance, Z21, was computed for both the target system and 
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emulator system. The computation of Z21 is accomplished using matrix methods, however 
it should be noted that the transfer impedance matrix is not the same as the drive point 
impedance matrix due to the different boundary conditions associated with each 
impedance definition, reference Figure 6. 
Similar to the mathematical derivation presented in 3.1.1, an expression for the 
transfer impedance in terms of matrix operations can be obtained. However, rather than 
considering the nth element of the velocity vector {𝑉𝑉�(𝑖𝑖)}𝑛𝑛, the transfer impedance is 
concerned with the n=1 element, or {𝑉𝑉�(𝑖𝑖)}1. With this assumption in mind, Eq. (33) can 
be rewritten such that the transfer impedance from the top, or Nth, degree of freedom, can 
be computed using Eq. (70). 
𝑍𝑍𝑁𝑁1(𝑖𝑖) ≡ 1([𝑍𝑍(𝑖𝑖)]−1)1𝑁𝑁 = 𝐹𝐹�𝑁𝑁(𝑖𝑖)𝑉𝑉�1(𝑖𝑖)  (70) 
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7 PARTICLE SWARM OPTIMIZATION ALGORITHM RESULTS 
Case studies were carried out for a variety of simulated datasets ranging from 
between 2DOF and 5DOF. For each number of DOFs there were two different simulated 
target datasets: one created from the chain topology and one created using the fully 
coupled topology. These two topologies were selected as they represent the two extreme 
ends of system connectivity and thus span the potential space of simulated data. For each 
target system, the best-fit parameters associated with the three lowest error emulators are 
presented along with overlays of the drive point and transfer impedances of the target and 
best-fit systems.  The topology associated with the tabulated results can be readily 
determined from evaluation of the schematics presented in Figure 12. 
7.1 Two degree of freedom case studies 
As there are only two potential topologies for a 2 DOF system, all best-fit results 
are presented in 7.1.1.  The best-fit drive point impedance FRF, as well as the associated 
transfer impedance FRF, are overlaid with the target system FRFs in 7.1.2.   
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7.1.1 Tabulated Results 
System 
m1 m2 k1 k2 k3 RMS  
Error (lb-sec2/in) (lb/in) 
Target  0.146 0.189 17249 20138 0 n/a 
Best fit 1 0.146 0.189 17248 20138 0.260 6.533E-08 
Best fit 2 0.146 0.189 17249 20138 0 8.148E-08 
Table 10 Parameters from lowest error fits of 2 DOF chain topology using PSO 
algorithm 
System 
m1 m2 k1 k2 k3 RMS  
Error (lb-sec2/in) (lb/in) 
Target  0.146 0.189 15249 20138 16873 n/a 
Best fit 1 0.316 0.189 46934 29620 7391 4.36E-08 
Best fit 2 0.347 0.172 50000 32954 0 3.44E-01 
Table 11 Parameters from lowest error fits of 2 DOF fully coupled topology using PSO 
algorithm 
7.1.2 Graphical Results 
 
Figure 22  Overlays of 2 DOF chain topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21 
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Figure 23  Overlays of 2 DOF fully coupled topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21  
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7.2 Three degree of freedom case studies 
Although there were eight possible topologies for each 3 DOF optimization case study, for brevity only the three lowest 
error emulator fits are presented in 7.2.1.  The best-fit drive point impedance FRF, as well as the associated transfer impedance 
FRF, are overlaid with the target system FRFs in 7.2.2. 
7.2.1 Tabulated Results 
System 
m1 m2 m3 k1 k2 k3 k4 k5 k6 
RMS  
Error 
(lb-sec2/in) (lb/in)  
Target Sys  0.150 0.200 0.100 20000 15000 12000 0 0 0 n/a 
Best fit 1 0.150 0.200 0.100 20000 15000 12000 0 0 0 2.56E-06 
Best fit 2 0.077 0.194 0.100 7355 10573 11819 0 3798 181 4.20E-06 
Best fit 3 0.169 0.128 0.100 11748 14744 9103 3186 710 0 0.031 
Table 12 Parameters from lowest error fits of 3 DOF chain topology using PSO algorithm 
System 
m1 m2 m3 k1 k2 k3 k4 k5 k6 RMS  
Error (lb-sec2/in) (lb/in) 
Target Sys  0.150 0.200 0.100 16000 11000 12500 500 2000 5000 n/a 
Best fit 1 0.400 0.281 0.100 49964 21554 14811 1068 0 2121 1.45E-07 
Best fit 2 0.064 0.274 0.100 1490 8848 14562 816 14072 2622 5.74E-07 
Best fit 3 0.375 0.414 0.100 46924 23882 18000 0 8508 0 8.74E-07 
Table 13 Parameters from lowest error fits of 3 DOF fully coupled topology using PSO algorithm 
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7.2.2 Graphical Results 
  
Figure 24  Overlays of 3 DOF chain topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21   
  
Figure 25  Overlays of 3 DOF fully coupled topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21 
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7.3 Four degree of freedom case studies 
Although there were sixty-four possible topologies for each 4 DOF optimization case study, for brevity only the three 
lowest error emulator fits are presented in 7.3.1.  The best-fit drive point impedance FRF, as well as the associated transfer 
impedance FRF, are overlaid with the target system FRFs in 7.3.2. 
7.3.1 Tabulated Results 
System 
m1 m2 m3 m4 k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 RMS  
Error (lb-sec2/in) (lb/in) 
Target  0.20 0.15 0.10 0.18 10000 12000 14000 16000 0 0 0 0 0 0 n/a 
Best fit 1 0.19 0.13 0.10 0.18 8593 10427 12460 15984 0 586 193 0 0 131 0.009 
Best fit 2 0.24 0.08 0.06 0.18 6842 5751 5897 12714 1982 2124 1621 0 0 0 0.009 
Best fit 3 0.20 0.15 0.10 0.18 10061 12042 13912 16320 0 0 0 0.02 0 0 0.009 
Table 14 Parameters from lowest error fits of 4 DOF chain topology using PSO algorithm 
System 
m1 m2 m3 m4 k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 RMS  
Error (lb-sec2/in) (lb/in) 
Target  0.20 0.15 0.10 0.18 10000 12000 14000 20000 10000 12000 14000 16000 9000 6500 n/a 
Best fit 1 0.11 0.25 0.23 0.18 15558 14799 20000 11319 19277 13934 20000 19719 17325 0 0.011 
Best fit 2 0.10 0.09 0.10 0.18 13752 17748 2160 17489 15475 11171 279 0 0 18871 0.026 
Best fit 3 0.10 0.13 0.07 0.18 16101 18064 1002 15901 18304 11896 0 0 0 17635 0.032 
Table 15 Parameters from lowest error fits of 4 DOF fully coupled topology using PSO algorithm 
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7.3.2 Graphical Results  
 
Figure 26  Overlays of 4 DOF chain topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21  
  
Figure 27  Overlays of 4 DOF fully coupled topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21   
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7.4 Five degree of freedom case studies 
Although there were one thousand twenty-four possible topologies for each 5 DOF optimization case study, for brevity 
only the three lowest error emulator fits are presented in 7.4.1.  The best-fit drive point impedance FRF, as well as the 
associated transfer impedance FRF, are overlaid with the target system FRFs in 7.4.2. 
7.4.1 Tabulated Results  
System m1 m2 m3 m4 m5 RMS  
Error (lb-sec2/in) 
Target  0.17 0.15 0.1 0.13 0.16 n/a 
Best fit 1 0.24 0.12 0.02 0.01 0.16 0.037 
Best fit 2 0.14 0.14 0.10 0.14 0.16 0.039 
Best fit 3 0.18 0.16 0.11 0.14 0.16 0.040 
Table 16 Mass parameters from lowest error fits of 5 DOF chain topology using PSO algorithm  
System 
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11 k12 k13 k14 k15 RMS  
Error (lb/in) 
Target  13026 12594 14759 16347 17555 0 0 0 0 0 0 0 0 0 0 n/a 
Best fit 1 5584 9083 2463 1000 1739 0.21 0 0 0.62 14335 0.28 0 0 0.11 0 0.037 
Best fit 2 10506 10622 14413 17236 18090 0 0 1E-04 0 0 0 0 0 502 0 0.039 
Best fit 3 13993 12946 16123 18007 18228 8E-07 0 0 0 0 0 0 0 0 2E-03 0.040 
Table 17 Stiffness parameters from lowest error fits of 5 DOF chain topology using PSO algorithm 
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System m1 m2 m3 m4 m5 RMS  
Error (lb-sec2/in) 
Target  0.21 0.08 0.1 0.13 0.15 n/a 
Best fit 1 0.13 0.21 0.17 0.50 0.15 0.011 
Best fit 2 0.15 0.10 0.30 0.42 0.15 0.017 
Best fit 3 0.22 0.36 0.18 0.03 0.15 0.020 
Table 18 Mass parameters from lowest error fits of 5 DOF fully coupled topology using PSO algorithm  
System 
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11 k12 k13 k14 k15 RMS  
Error (lb/in) 
Target  10112 12034 11059 13167 15555 5064 9933 8076 6459 9964 5632 4390 3034 5221 5743 n/a 
Best fit 1 7050 13728 24750 15935 42326 0 40522 0 0 0 0 49444 29061 6614 2259 0.011 
Best fit 2 35008 1094 13494 39428 36844 34241 1E-04 2495 0 4970 0 28520 29709 0 0 0.017 
Best fit 3 14221 44030 29773 12545 1218 9198 0 4388 0 17592 22322 32309 0 0 5E-04 0.020 
Table 19 Stiffness parameters from lowest error fits of 5 DOF fully coupled topology using PSO algorithm   
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7.4.2 Graphical Results 
 
Figure 28  Overlays of 5 DOF chain topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21  
 
Figure 29  Overlays of 5 DOF fully coupled topology target system and best-fit emulator 
impedance FRFs for (a) drive point impedance Z22 and (b) transfer impedance Z21    
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7.5 Observations from particle swarm optimization case studies 
Overall, the PSO algorithm was successful in producing low error drive point 
impedance emulators for all of the case studies of lumped parameter systems investigated 
in chapter 7. Additionally, there are instances for which the optimized fit of drive point 
impedance yields a representative fit for the Z21 transfer impedance. This observation 
appears to hold true for instances in which the lowest error emulator matches the 
topology of the target system. Examples of this can be seen for the 2 DOF and 3 DOF 
target chain topologies, where the lowest error fits possess null or very near null values 
for the optional stiffness parameters. Mathematically speaking, when the target and 
synthesized systems have identical topology it ensures that the transfer impedance 
matrices are identically populated. In other words, this topology match guarantees that 
both transfer impedance matrices possess null values in the same position and positive 
real values in the same position. This similarity in matrix population ultimately translates 
into matching of transfer impedance characteristics due to the resultant similarity of the 
matrix determinants.  Although it is possible to obtain similarity in transfer impedance 
matrix population for unmatched topologies, it is not probable due to the fashion in which 
stiffness parameters couple the equations of motion and thus influence the impedance 
matrix. 
 A comprehensive review of the results from the PSO algorithm case studies 
reveals that lower error results tend to be associated with smaller system sizes, as indicted 
in Table 20.  This result suggests that the larger design space resulting from an increase 
in the number of lumped parameters poses a more challenging optimization problem. 
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Although the errors obtained from the current PSO algorithm are quite low, it is feasible 
that implementation of one of the variants of PSO theory could yield even lower error 
results.  
# 
DOF 
Chain 
Topology  
Lowest Error 
Fully Coupled 
Topology 
 Lowest Error 
2 6.53E-08 4.36E-08 
3 2.56E-06 1.45E-07 
4 0.009 0.011 
5 0.037 0.011 
Table 20 Summary of RMS error results for PSO case studies 
The final noted observation is that although the lowest RMS error values for a 
particular DOF design space do not vary greatly, the topology and parameter values may 
vary drastically. This phenomenon is particularly evident in the results for the 4DOF 
chain target system as shown in Table 14. These results highlight the value of searching 
the entire design space in order obtain a favorable parameter set that produces a low error 
drive point impedance emulator.  
7.6 Preliminary investigation of fitting a continuous system  
To investigate the performance of the algorithm in the context of real world 
systems, and provide a merit basis for future development of the algorithm, a brief 
evaluation of a continuous system was conducted. This analysis aims to provide insight 
into the influence of damping and out of band modes on algorithm performance, as the 
continuous system has infinitely many damped modes. The presence of these out of band 
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modes provides residual dynamic effects that are not present in the previously evaluated 
target systems, as these were idealized undamped discrete systems.  
7.6.1 Description of test object and finite element model 
The system used for this preliminary investigation was the Bruel & Kjaer WA 
0812 vibration test object, which is a simple aluminum plate, approx. 10.2”x 1.2” x 
0.153”, with attachment points for the addition of small steel masses, approx. 0.2 lbs. 
each. This structure was chosen because it is a standard test object that is available to the 
research community.  The evaluated configuration of the test object had a mass pair 
attached to the primary plate as indicated in Figure 30. A FEM was constructed using as 
measured properties of the pictured structure. The FEM consisted of 1,107 plate elements 
(CQUAD4 and CTRIA3) to model the aluminum plate, two mass elements (CONM2) to 
represent the mass pair, two rigid constraint elements (RBE) to attach to masses to the 
plate, and a rigid element (RBE) to transmit loads to the structure.  
 
Figure 30 Comparison showing (a) photograph of test object showing two orientations 
and (b) screenshot of test object FEM showing two orientations 
 A modal frequency response analysis (NX Nastran SOL111) was conducted, 
which subjected the test object FEM to an applied load of one lbf in the y-direction from 
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6.28-6,283 rad/s, where residual modal effects were accounted for out to 15,708 rad/s.  
Additionally, a damping ratio of ~0.03, or 3%, was applied across the excitation 
bandwidth to represent the assumption of a lightly damped system. The drive point FRF 
of the test object was obtained by taking the frequency dependent ratio of the force to the 
velocity at the input/excitation node.  
7.6.2 Particle swarm optimization results 
The initial investigation into fitting the FEM data focused on the first two y-axis 
modes of the structure. To accomplish this the bandwidth of 6.28-2,890 rad/s was 
extracted from the FEA drive point impedance FRF, such that the third mode present 
within the evaluated bandwidth was clipped from the data set.  This analysis utilized the 
following optimization constraints: lower mass bound of 1E-4 lb-sec2/in, lower stiffness 
bound of zero lb/in for optional stiffness parameters, a lower stiffness bound of 1 lb/in for 
the required chain stiffness values, an upper stiffness bound of 5,000 lb/in, and an upper 
mass bound of 0.03 lb-sec2/in.  
The drive point impedance FRF from this optimized emulator is overlaid with the 
test object FRF in Figure 31, plot (a).  This optimized result provides a decent match to 
the second mode, however does not provide a good approximation of the first mode. 
There are a few potential root causes for this result, which include potential inefficiency 
of the objective function for evaluated data set, which could be due to the presence of 
damping in the FEM, or ill-posed bounds for the lumped parameter values. To explore 
the former, the objective function provided in Eq. (64) was modified slightly to consider 
two other possible RMS error metrics. The first alternate objective function computed the 
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RMS error of the impedance FRF as shown in Eq. (71), while the second alternate 
objective function computed the average of the mobility RMS error and impedance RMS 
error using Eqs. (64) and (71).  
𝑅𝑅𝑀𝑀𝑅𝑅 𝐸𝐸𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑍𝑍 = �1𝐿𝐿�� 𝑍𝑍𝑙𝑙𝑚𝑚𝑠𝑠𝑛𝑛𝑍𝑍𝑙𝑙𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖ℎ − 1�2𝐿𝐿𝑙𝑙=0  (71) 
The optimized emulator drive point impedance FRFs that resulted from 
application of these objective functions are provided in Figure 31 plots (b) and (c). As 
demonstrated by these results, the 2 DOF lumped parameter emulator yields a better 
approximation of the test object drive point impedance in the cases where the alternate 
objective functions have been implemented. 
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Figure 31 Drive point impedance FRF overlays of test object and 2 DOF lumped 
parameter emulator for minimization of various RMS error objectives: (a) mobility, (b) 
impedance, and (c) average of mobility and impedance 
To determine whether the results observed for the 2 DOF case study extend beyond a 
single example, an additional exploration was conducted using the first three modes of 
the test object. This corresponds to an FRF bandwidth between 6.28-5,404 rad/s. The 
parameter constraints detailed for the 2 DOF system were also applied to the optimization 
of the 3 DOF system. The resultant drive point FRF overlays of the optimized emulator 
for each objective function are overlaid with the test object FRF in Figure 32. Again, the 
alternate RMS error objective functions produced emulator designs that are more 
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representative of the test object drive point impedance FRF. Overall, these results 
indicate that the underlying framework of the algorithm can be extended to real-life, 
continuous systems, however future research into alternative formulations of the error 
computation are warranted to obtain a more desirable approximation of the target FRF.  
 
Figure 32 Drive point impedance FRF overlays of test object and 3 DOF lumped 
parameter emulator for minimization of various RMS error objectives: (a) mobility, (b) 
impedance, and (c) average of mobility and impedance 
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8 CONCLUSIONS 
The body of work presented within this thesis provided various techniques by which 
the drive point impedance of a target FRF could be matched using undamped lumped 
parameter emulators. To accomplish this objective the following techniques were 
developed: (1) an innovative method for deriving the comprehensive symbolic rational 
expression of a lumped parameter system; (2) a mathematical framework for defining the 
physically realizable design space for a given number of DOFs; (3) a constrained 
exhaustive search algorithm that leverages high and low frequency limits of the target 
FRF; and (4) implementation of an optimization algorithm to efficiently identify the 
lumped parameter values of the lowest error emulator for each physically realizable 
topology. 
The constrained exhaustive search algorithm was employed in a 2 DOF case study, 
which explored fitting two different target drive point FRFs. The results of this study 
demonstrated the capability of the algorithm to identify the parameters associated with 
the lowest error fit for each of the potential realizable systems. The resultant error of each 
emulator was shown to be dependent upon the discretization of the search space as finer 
resolution of the parameter vectors yielded lower error solutions. This result indicated 
that although the constrained exhaustive search algorithm does converge to a low error 
result, it is not favorable for implementation in larger systems due to the large number of 
required evaluations.  
The optimization algorithm was utilized to explore drive point impedance matching 
for idealized discrete systems with between 2 DOF and 5 DOF. The results of these 
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studies demonstrated the effective implementation of PSO to obtain optimized results for 
each potential system topology that was identified using the presented mathematical 
framework. One of the key features of the PSO algorithm is the ability to define lower 
and upper limits for each of the parameters, thus ensuring the resultant system possesses 
physically realizable parameters. The results from the explored case studies established 
the capability of the algorithm to identify low error drive point impedance emulators for a 
variety of target system sizes and topologies however, the performance of the algorithm 
appears to slightly diminish as the system size, or number of DOFs, increases. 
Lastly, the merit of future development of the optimization algorithm was 
demonstrated via analysis of a continuous system modelled using finite element analysis. 
Although the results of this preliminary investigation provided only an approximation of 
the target drive point FRF, they indicated that refinement of the objective function error 
metric offers potential to develop lumped parameter emulators of continuous systems.  
8.1.1 Uniqueness of drive point FRF system identification problem statement 
Although the objectives of the system identification problem statement shares 
similarities with the some of the techniques presented in the literature and discussed in 
Chapter 2, the utilization of a single input FRF whose rational expression has unknown 
coefficients represents a unique specification of the required input for comprehensive 
system identification.  
Despite the fact that the electrical network synthesis methodology for system 
identification requires only the drive point FRF, in order to determine the values of the 
lumped parameters the coefficients of the polynomials contained within the rational 
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expression of the FRF must be known. The objective of the proposed methodology is 
essentially to identify these coefficients through the identification of the best-fit 
parameters.  
On the contrary, modal analysis requires multiple, strategically measured FRFs in 
order to identify both the modal frequencies (eigenvalues) and mode shapes 
(eigenvectors), as required in for derivations of the desired system matrices. Although the 
utilization of only a single FRF prevents the multi-axial or cross-axial behavior from  
being explicitly matched, it still offers a significant advantage in terms of experimental 
investment.  In general, the overall level of effort associated with obtaining the drive 
point FRF is significantly lower than that associated with a modal test and associated 
analysis, as less equipment and time are needed. Additionally, the resultant system 
matrices obtained from modal analysis represent only one potential system representation 
rather than a design space of potentially representative systems.  
Although Chen’s approach for system identification presented in 2.2 provides 
multiple physically realizable systems that emulate the desired dynamic relationship, the 
technique requires a priori knowledge of the truth system matrices. The system 
identification approach proposed herein produced the emulator system matrices without 
requiring a detailed model of the truth system, as the drive point FRF is the sole required 
measured input.  
Overall, the utilization of a single drive point impedance FRF with completely 
unknown system parameters, in order to identify multiple physically realizable emulator 
systems represents a novel input-output problem statement.  
  
85 
8.1.2 Contributions to the field 
Both of the algorithms presented within this thesis fulfill the objective of offering 
an attainable path for the design of test fixtures that better represent the compliant 
boundary conditions presented to a component by the parent structure. This is 
accomplished through the identification of a design space of lumped parameter drive 
point impedance emulators that offer low-complexity representations of the desired 
dynamic behavior. In addition to demonstrating the success of these algorithms for 
systems with between 2 DOF and 5 DOF, the underlying mathematical techniques 
required to execute these algorithms for an arbitrary number of DOFs have been 
provided, thus offering a foundation from which future work could be readily explored.  
8.1.3 Future Work 
Overall, the techniques and algorithms presented represent a unique input-output 
problem statement and the results achieve the objective of providing a design space from 
which low-complexity, low-cost fixtures can be constructed, thus offering an attainable 
path for better matching of boundary conditions. However, as with many areas of 
research there are opportunities to further develop and strengthen the contributions that 
have been made. Suggestions for future work include:  
1. Additional exploration of the implications of matching drive point impedance 
on accurately matching transfer impedance. 
2. Further investigation of alternate objective functions to determine which error 
metric is best suited to obtaining desired fits of continuous systems.  
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3. Expanding the problem statement such that the constraint of requiring all 
modes to be contained within the measured frequency range is eliminated. 
This expansion would essentially explore the implications of modal 
truncation, which will be present to varying degrees in experimental settings.  
4. Expanding the optimization algorithm such that cross-axial coupling, or out 
of axis transfer impedances are considered.   
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APPENDIX A 
This appendix contains MATLAB code utilized for this research. Below is a brief 
description of the included files. 
Matrix_database_symbolic.m: This file contains the symbolic mass and stiffness 
matrices for the fully coupled lumped parameter systems  
Zdrive_mat.m: This function provides the expression for drive point impedance given 
the mass and stiffness matrices as well as the drive point degree of freedom.  
exhaustive_calc_kN_m1.m: This file contains the code for execution of the exhaustive 
search algorithm exercised for the 2 DOF case study presented in 5.2.  
rms_error.m: This function computes the rms error between two vectors. It is called in 
both exhaustive search and optimization routines 
Optimize.m: This is the primary code which is called as part of the optimization routine. 
Once the number of DOFs is determined the applicable subroutine is called. 
Example code is provided for 2 DOF system; however, 2 DOF code is 
representative code executed for 3 DOF, 4 DOF and 5 DOF systems.  
optimize_2DOF_sweep.m: This function is the subroutine for the 2DOF optimization 
algorithm where the bounded search space is established and inputs are passed to 
particleswarm.  
z_opt_2DOF_vec.m: This is the objective function for the 2 DOF optimization which is 
passed to particleswarm.m. This function accepts an matrix of input parameter 
vectors and a target drive point impedance FRF and returns the rms error for each 
set of input parameter through execution of rms_error.m 
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% Filename: Matrix_database_symbolic.m 
% This m-file contains symbolic matrices to represent fully coupled lumped 
% parameter spring-mass systems 
% Authored by Alexandra Karlicek 
% Last revised: Feb 6,2020 
 
syms m1 m2 m3 m4 m5 k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11 k12 k13 k14 k15 
 
% 2DOF 
k2_all=[k1+k2 -k2;... 
    -k2 k2+k3]; 
 
m_2=[m1 0;... 
    0 m2]; 
 
% 3DOF 
k3_all=[k1+k2+k4 -k2 -k4;... 
    -k2 k2+k3+k5 -k3;... 
    -k4 -k3 k3+k4+k6]; 
 
m_3=[m1 0 0;... 
    0 m2 0;... 
    0 0 m3]; 
 
% 4DOF 
k4_all=[k1+k2+k6+k7 -k2 -k6 -k7;... 
    -k2 k2+k3+k8+k5 -k3 -k5;... 
    -k6 -k3 k3+k4+k9+k6 -k4;... 
    -k7 -k5 -k4 k4+k10+k5+k7]; 
 
m_4=[m1 0 0 0;... 
    0 m2 0 0;... 
    0 0 m3 0;... 
    0 0 0 m4]; 
 
% 5DOF 
k5_all=[k1+k2+k6+k7+k8 -k2 -k6 -k7 -k8;... 
        -k2 k2+k3+k9+k10+k12 -k3 -k9 -k10;... 
        -k6 -k3 k3+k4+k6+k11+k13 -k4 -k11;... 
        -k7 -k9 -k4 k4+k5+k7+k9+k14 -k5;... 
        -k8 -k10 -k11 -k5 k5+k8+k10+k11+k15]; 
 
m_5=[m1 0 0 0 0;... 
    0 m2 0 0 0;... 
    0 0 m3 0 0;... 
    0 0 0 m4 0;... 
    0 0 0 0 m5]; 
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function [zdrive] = zdrive_mat(m,k,D) 
% zdrive=zdrive_mat(m,k,D) 
%   This code outputs the drive point impedance at the specified DOF(D) of 
%   a lumped paramater mechanical system given the symbolic or numeric 
%   matrices for mass(m) and stiffness(k) 
 
% Compile impedance matrix z 
syms w 
z=m*1i*w+k./(1i*w); 
 
% Compute matrix inverse 
invZ=inv(z); 
 
% Retrive the drive point impedance at the specified DOF 
zdrive=1/invZ(D,D); 
end 
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% Filename: exhaustive_calc_kN_m1.m 
% This code performs an exhaustive search to fit 2DOF lumped parameter 
% systems to find the system parameters that represent the lowest error fit 
% of a given drive point impedance FRF. This algorithm utilized discretized 
% stiffness vectors as well as high and low frequency behavior to minimize 
% the search space 
 
% Authored by: Alexandra Karlicek 
% Last Revised: Feb 1, 2020 
 
% Load in truth dataset which contains frequency variable omega as a column 
% vector and complex valued drive point impedance variable ztruth 
filename='z_sys1_truth.mat'; 
load(filename) 
 
% Compute the natural frequencies using modal analysis peak picking 
% algorithm on the mobility (1/Z) 
fn=modalfit(1./abs(ztruth)',omega,omega(2)-omega(1),2,'FitMethod','PP'); 
wbar=modalfit(abs(ztruth)',omega,omega(2)-omega(1),2,'FitMethod','PP'); 
DOF=nnz(~isnan(fn)); 
antinode=nnz(~isnan(wbar)); 
 
% Compute the values of individual parameters 
m2=abs(ztruth(end))/omega(end); % high frequency limit mN 
g=abs(ztruth(1))*omega(1); % gamma: low frequency stiffness limit 
 
% Discretize k vectors 
k1=1000:1000:20000; 
k2=1000:1000:20000; 
 
% Generate combinations of stiffness vectors 
[cc, cd]=ndgrid(k1,k2); 
combs=[cc(:),cd(:)]; 
 
% Calculate k3 such that gamma is exactly matched for each stiffness combo 
k3_calc=zeros(length(combs),1); 
for ii=1:length(combs) 
    k3_calc(ii)=g-(combs(ii,1)*combs(ii,2))/(combs(ii,1)+combs(ii,2)); 
end 
 
% Combine k1, k2, and k3 into a single stiffness matrix 
stiffness=[combs k3_calc]; 
 
% Remove elements from stiffness matrix that have a negative value and thus 
% are not physically realizable using passive elements 
stiffness(stiffness(:,2)<0,:)=[]; 
stiffness(stiffness(:,3)<0,:)=[]; 
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% Retrive stiffness combinations and compute drive point impedance 
zeq=zeros(length(stiffness),length(omega)); 
rms_err_mat=zeros(length(stiffness),1); 
 
% Preallocate variables & loop through stiffness values to find the error 
% between the FRF synthesized for each input parameter vector x and the 
% target FRF, ztruth 
 
zd=zeros(size(stiffness,1),length(omega)); 
 
for ii=1:length(stiffness) 
 
    % Define input parameter vector 
    m1=(stiffness(ii,1)+stiffness(ii,2))/wbar(1)^2; % high frequency limit 
    x=[m1 m2 stiffness(ii,:)]; % input parameter vector 
    w=omega; 
 
    % Compute drive point impedance 
    zd(ii,:)=-(x(:,3).*x(:,4).*1i + x(:,3).*x(:,5).*1i +... 
        x(:,4).*x(:,5).*1i - x(:,3).*x(:,2).*w.^2.*1i -... 
        x(:,4).*x(:,1).*w.^2.*1i - x(:,4).*x(:,2).*w.^2.*1i -... 
        x(:,5).*x(:,1).*w.^2.*1i + x(:,1).*x(:,2).*w.^4.*1i)./... 
        (w.*(- x(:,1).*w.^2 + x(:,3) + x(:,4))); 
 
    % Call function to compute rms error 
    rms_err_mat(ii)=rms_error(1./abs(ztruth),1./abs(zd(ii,:))); 
end 
 
% Retrive lowest error value and associated parameters 
min_ind=find(rms_err_mat==min(rms_err_mat)); 
k1_best=stiffness(min_ind,1) 
k2_best=stiffness(min_ind,2) 
k3_best=stiffness(min_ind,3) 
m1_best=(k1_best+k2_best)/wbar(1)^2 
rmse_min=min(rms_err_mat) 
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function [error] = rms_error(v1,v2) 
% rms_error(v1,v2) Computes the rms error of the ratio between the measured 
% row vector(v2) and the target/truth vector v1. 
% 
% NOTE: v2 can be an (mxn) matrix where each measured vector corresponds to 
% the mth row of the matrix. 
%   rms_error=rms(|(v2./v1)-1|) 
 
error=zeros(size(v2,1),1); 
for n=1:size(v2,1) 
    error(n,1)=rms(abs((v2(n,:)./v1)-1)); 
end 
end 
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% Filename: Optimize.m 
% This code accepts user inputs for target impedance FRF as well 
% as upper and lower design bounds and determines the appropriate number of 
% target DOFs for downstream optimization. Once determined the appropriate 
% subroutines are called to optimize applicable topologies 
 
% Authored by: Alexandra Karlicek 
% Last Revised: Feb 18, 2020 
 
% Gather user input 
filename='sim_data.mat'; % target variables: omega & ztruth 
                                   % omega: row vector of freqs (rad/s) 
                                   % ztruth: row vector of complex FRF 
m_max=0.003; % user constraint on maximum value for single mass element 
k_max=10000;% user constraint on maximum value for single stiffness element 
k_min=0;% user constraint on minimum value for single stiffness element 
 
%Load file and retrieve data required for optimization 
%load(filename) 
m_N=0;%abs(ztruth(end))/omega(end); % min val for Nth mass due to high 
                                 % frequency limit 
 
% Compute the natural frequencies using modal analysis peak picking 
% algorithm on the mobility (1/Z) to determine the number of DOFs 
fn=modalfit(1./abs(ztruth)',omega,omega(2)-omega(1),6,'FitMethod','PP'); 
DOF=nnz(~isnan(fn)); % Count number of values to get 
 
if DOF==2 
    run('optimize_2DOF_sweep.m') 
elseif DOF==3 
    run('optimize_3DOF_sweep.m') 
elseif DOF==4 
    run('optimize_4DOF_sweep.m') 
elseif DOF==5 
    run('optimize_5DOF_sweep.m') 
else 
    disp('The target input FRF did not contain the required 2-5DOF') 
end 
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% Filename: optimize_2DOF_sweep.m 
% This code iterates through all of the possible 2DOF topologies using 
% particle swarm optimization (PSO) to compute lowest error impedance 
% emulator for every physically realizable system 
 
% Authored by: Alexandra Karlicek 
% Last Revised: Jan 30, 2020 
 
% Establish number of variabls, create vector of lower bounds, and create 
% matrix of upper bounds 
params=5;%number of parameters for fully coupled 2DOF system 
         %(2 masses, 3 springs) 
lb=zeros(1,params); % preallocate and set optional spring min value 
lb(1,DOF)=0.9*m_N;% high frequency limit 
lb(1,DOF+1:DOF+DOF)=1000; % lower bounds for chain springs 
ub_mat=[repmat(m_max*ones(1,DOF),... 
    2^(params-2*DOF),1) repmat(k_max*ones(1,DOF),... 
    2^(params-2*DOF),1) binary_combos(k_min,k_max,params-2*DOF)]; % upper 
                                                                  % bounds 
% Set PSO Parameters and call objective function 
options = optimoptions('particleswarm','ObjectiveLimit',0,'UseVectorized',true); 
fun=@(x)zopt_2DOF_vec(x,filename); % objective function 
 
%preallocate variables 
x_min=zeros(size(ub_mat,1),size(ub_mat,2)); % matrix of lowest error 
                                          % parameters for each topology 
err_best=zeros(size(ub_mat,1),1); % column vector of lowest error for each topology 
 
% Loop over design space and excute optimization 5 times for each 
% topoology 
for n=1:size(ub_mat,1) 
    err_min=inf; % initailize error 
    x=zeros(1,params); % initilize parameter vector 
    for m=1:5 
        ub=ub_mat(n,:); 
        [x,fval]=particleswarm(fun,params,lb,ub,options); %optimize 
        if fval<err_min==1 % store lowest error result 
            err_min=fval; 
            err_best(n,1)=fval; 
            x_min(n,:)=x; 
        else 
        end 
    end 
end 
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function [error] = zopt_2DOF_vec(x,filename) 
% zopt_2DOF_vec(x,filename) computes the error between a synthesized drive 
% point impedance computed from vector x and a target drive point impedance 
% data set retrieved from filename 
 
%   x is an mxn input matrix where each row contains the values of the 
%   parameters that are used to synthesize the drive point impedance of a 
%   lumped parameter system. For a fully coupled 2DOF lumped parameter 
%   system the number of parameters(n) is equal to 5 and the first 2 
%   elements of x represent masses, while the additional elements represent 
%   springs, or stiffness values. For a 2 DOF system, columns 3-4 must have 
%   non-zero values as these elements ensure that all masses are connected 
% 
%   filename is a string that references a .mat file that contains 2 
%   vectors: omega and ztruth, where omega represents the frequencies, in 
%   rad/s, that the drive point impedance was measured and ztruth contains 
%   the complex valued target drive point impedance 
 
%   Example: [error]=zopt_2DOF_vec([m1 m2 k1 k2 k3],'input.mat') 
%                   where each m# element represents a mass value and each 
%                   k# value represents a stifness value 
 
% Load target data 
load(filename); 
 
% Provide frequency vector and compute zdrive(w) where w=omega 
w=omega; 
zd=-(x(:,3).*x(:,4).*1i + x(:,3).*x(:,5).*1i + x(:,4).*x(:,5).*1i -... 
     x(:,3).*x(:,2).*w.^2.*1i - x(:,4).*x(:,1).*w.^2.*1i -... 
     x(:,4).*x(:,2).*w.^2.*1i - x(:,5).*x(:,1).*w.^2.*1i +... 
     x(:,1).*x(:,2).*w.^4.*1i)./... 
    (w.*(- x(:,1).*w.^2 + x(:,3) + x(:,4))); 
 
 
% Compute error relative to truth data 
error=rms_error(1./abs(ztruth),1./abs(zd)); 
end 
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