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CONVERGENCE TO SEPARATE VARIABLES SOLUTIONS FOR A
DEGENERATE PARABOLIC EQUATION WITH GRADIENT SOURCE
PHILIPPE LAURENC¸OT AND CHRISTIAN STINNER
Abstract. The large time behaviour of nonnegative solutions to a quasilinear degenerate diffusion
equation with a source term depending solely on the gradient is investigated. After a suitable rescaling
of time, convergence to a unique profile is shown for global solutions. The proof relies on the half-
relaxed limits technique within the theory of viscosity solutions and on the construction of suitable
supersolutions and barrier functions to obtain optimal temporal decay rates and boundary estimates.
Blowup of weak solutions is also studied.
1. Introduction
Qualitative properties of nonnegative solutions to
∂tu−∆pu = |∇u|
q , (t, x) ∈ Q := (0,∞)× Ω ,(1.1)
u = 0 , (t, x) ∈ (0,∞)× ∂Ω ,(1.2)
u(0) = u0 , x ∈ Ω ,(1.3)
vary greatly according to the relative strength of the (possibly nonlinear and degenerate) diffusion
∆pu := div (|∇u|
p−2 ∇u) and the source term |∇u|q which is measured by the exponents p ≥ 2 and
q > 0. More precisely, if q ∈ (0, p−1), the comparison principle fails to be valid for the corresponding
stationary equation [3] and the existence of non-zero steady states is expected. The latter is known to
be true for p = 2 and q ∈ (0, 1) for a general bounded domain Ω [5, 16] and for p > 2 and q ∈ (0, p−1)
if Ω = B(0, 1) is the open unit ball of RN [6, 23]. A complete classification of nonnegative steady
states seems nevertheless to be lacking in general, except in space dimension N = 1 [16, 23] and
when Ω = B(0, 1) for radially symmetric solutions [6]. In these two particular cases, there is a
one-parameter family (wϑ)ϑ∈[0,1] of stationary solutions to (1.1)-(1.2) with the properties w0 = 0 and
wϑ < wϑ′ in Ω if ϑ < ϑ
′. In addition, each nonnegative solution to (1.1)-(1.3) converges as t → ∞
to one of these steady states [6, 16, 23] and the available classification of the steady states plays an
important role in the convergence proof. The classification of nonnegative steady states to (1.1)-(1.2)
and the large time behaviour of nonnegative solutions to (1.1)-(1.3) thus remain unsolved problems
when q ∈ (0, p− 1) and Ω is an arbitrary bounded domain of RN , N ≥ 2.
The situation is more clear for q ≥ p−1 as the comparison principle [3] guarantees that zero is the
only stationary solution to (1.1)-(1.2). Convergence to zero of nonnegative solutions to (1.1)-(1.3)
is then expected in that case but the dynamics turn out to be more complicated as the gradient
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source term |∇u|q induces finite time blowup for some solutions. More precisely, when p = 2, global
existence and convergence to zero for large times of solutions to (1.1)-(1.3) are shown in [8, 22, 24]
when either q ∈ [1, 2] or q > 2 and ‖u0‖C1 is sufficiently small. The smallness condition on u0
for p = 2 and q > 2 cannot be removed as finite time gradient blowup occurs for “large” initial
data in that case [21]. The blowup of the gradient then takes place on the boundary of Ω [22] and
additional information on the blowup rate and location of the blowup points are provided in [13, 17].
In addition, the continuation of solutions after the blowup time is studied in [4] within the theory of
viscosity solutions. Coming back to the convergence to zero of global solutions, still for p = 2, the
temporal decay rate and the limiting profile are identified in [8] when q ∈ (1, 2] and shown to be that
of the linear heat equation.
To our knowledge, the slow diffusion case p > 2 has not been studied and the main purpose of this
paper is to investigate what happens when q ≥ p− 1 and p > 2. Our results may be summarized as
follows: let Ω be a bounded domain of RN with smooth boundary ∂Ω (at least C2) and consider an
initial condition u0 having the following properties:
(1.4) u0 ∈ C0(Ω¯) := {z ∈ C(Ω¯) : z = 0 on ∂Ω} , u0 ≥ 0 , u0 6≡ 0 .
Then
(a): if q = p − 1, there is a unique global (viscosity) solution u to (1.1)-(1.3) and t1/(p−2)u(t)
converges as t → ∞ to a unique profile f which does not depend on u0. In addition,
u∞ : (t, x) 7−→ t
−1/(p−2) f(x) is the unique solution to (1.1)-(1.2) with an initial condi-
tion identically infinite in Ω, see Theorem 1.2 below. The availability of solutions having
infinite initial value in Ω (also called friendly giants) and their stability are well-known for
the porous medium equation ∂tz−∆z
m = 0, m > 1, the p-Laplacian equation ∂tz−∆pz = 0,
p > 2, and some related equations sharing a similar variational structure, see [18, 20, 25]
for instance, but also for the semilinear diffusive Hamilton-Jacobi equation with gradient
absorption ∂tz −∆z + |∇z|
q = 0, q > 1 [10].
(b): if q ∈ (p−1, p], there is a unique global (viscosity) solution u to (1.1)-(1.3) and t1/(p−2)u(t)
converges as t → ∞ to a unique profile f0 which does not depend on u0. In that case,
(t, x) 7−→ t−1/(p−2) f0(x) is the unique solution to the p-Laplacian equation ∂tz − ∆pz = 0
with homogeneous Dirichlet boundary conditions and an initial condition identically infinite
in Ω, see Theorem 1.3 below. Therefore, the gradient source term |∇u|q does not show up in
the large time dynamics.
(c): if q > p and u0 is sufficiently small, there is a unique global (viscosity) solution u to (1.1)-
(1.3) and t1/(p−2)u(t) converges as t → ∞ to f0 as in the previous case, see Theorem 1.3
below.
(d): if q > p and u0 is sufficiently large, then there is no global Lipschitz continuous weak
solution to (1.1)-(1.3), see Proposition 5.3 below. Let us point out that, since the notion of
solution used for this result differs from that used for the previous cases, it only provides an
indication that the smallness condition is needed in case (c).
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Before stating precisely the main results, we point out that (1.1) is a quasilinear degenerate
parabolic equation which is unlikely to have classical solutions. It turns out that a suitable framework
for the well-posedness of the initial-boundary value problem (1.1)-(1.3) is the theory of viscosity
solutions (see, e.g., [1, 2, 9]) and we first define the notion of solutions to be used throughout this
paper.
Definition 1.1. Consider u0 ∈ C0(Ω¯) satisfying (1.4). A function u ∈ C([0,∞)× Ω¯) is a solution
to (1.1)-(1.3) if u is a viscosity solution to (1.1) in Q and satisfies
u(t, x) = 0 , (t, x) ∈ (0,∞)× ∂Ω and u(0, x) = u0(x) , x ∈ Ω¯ .
We begin with the case p > 2 and q = p− 1.
Theorem 1.2. Assume that p > 2, q = p−1, and consider u0 ∈ C0(Ω¯) satisfying (1.4). Then, there
is a unique solution u to (1.1)-(1.3) in the sense of Definition 1.1 and
(1.5) lim
t→∞
∥∥t1/(p−2) u(t)− f∥∥
∞
= 0 ,
where f ∈ C0(Ω¯) is the unique positive solution to
(1.6) −∆pf − |∇f |
p−1 −
f
p− 2
= 0 in Ω, f > 0 in Ω , f = 0 on ∂Ω .
Moreover, f ∈ W 1,∞(Ω).
Let us emphasize here that Theorem 1.2 not only gives a description of the large time behaviour of
u, but also provides the existence and uniqueness of the positive solution f to (1.6). To investigate
the large time behaviour of u, no Liapunov functional seems to be available and we instead use the
half-relaxed limits technique [7, 9]. To this end, several steps are needed, including a comparison
principle for (1.6) which is established in Section 2 and upper bounds which guarantee on the one
hand that the solutions to (1.1)-(1.3) decay at the expected temporal decay rate and on the other
hand that there is no loss of boundary conditions as discussed for instance in [4]. The latter is
achieved by the construction of suitable barrier functions. Also of importance is the positivity of the
half-relaxed limits which allows us to apply the comparison lemma from Section 2.
We next turn to the case q > p− 1 and establish the following result.
Theorem 1.3. Assume that p > 2, q > p − 1, and consider u0 ∈ C0(Ω¯) satisfying (1.4). If q > p,
assume further that
(1.7) u0(x) ≤
f(x)
‖∇f‖∞
, x ∈ Ω¯ ,
where f is the unique positive solution to (1.6). Then, there is a unique solution u to (1.1)-(1.3) in
the sense of Definition 1.1 and
(1.8) lim
t→∞
∥∥t1/(p−2) u(t)− f0∥∥∞ = 0 ,
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where f0 ∈ C0(Ω¯) is the unique positive solution to
(1.9) −∆pf0 −
f0
p− 2
= 0 in Ω, f0 > 0 in Ω , f0 = 0 on ∂Ω .
For q ∈ [p − 1, p], the well-posedness of (1.1)-(1.3) easily follows from [11] as already noticed in
[4] for p = 2. For q > p and an initial condition u0 satisfying (1.7), it is a consequence of the
Perron method and the comparison principle [9]. As for the large time behaviour, the existence and
uniqueness of f0 is shown in [18] and the main contribution of Theorem 1.3 is the convergence (1.8).
The convergence proof follows the same lines as that of Theorem 1.2 but a new difficulty has to be
overcome in the case q = p for the boundary estimates. We also show that, when q ∈ (p − 1, p],
powers of the positive solution f to (1.6) with an exponent in (0, 1] allow us to construct separate
variables supersolutions to (1.1)-(1.2).
Finally, the announced blowup result is proved in Section 5.3 by a classical argument [14, 19].
For further use, we introduce some notations: for ξ ∈ RN and X ∈ S(N), S(N) being the space
of N ×N real-valued symmetric matrices, we define the functions F0 and F by
F0(ξ,X) := −|ξ|
p−2 tr(X)− (p− 2) |ξ|p−4 〈Xξ, ξ〉 ,(1.10)
F (ξ,X) := F0(ξ,X)− |ξ|
q .(1.11)
2. A comparison lemma
An important tool for the uniqueness of the positive solution to (1.6) and the identification of the
half-relaxed limits is the following comparison lemma between positive supersolutions and nonnega-
tive subsolutions to the elliptic equation in (1.6).
Lemma 2.1. Let w ∈ USC(Ω¯) and W ∈ LSC(Ω¯) be respectively a bounded upper semicontinuous
(usc) viscosity subsolution and a bounded lower semicontinuous (lsc) viscosity supersolution to
(2.1) −∆pζ − |∇ζ |
p−1 −
ζ
p− 2
= 0 in Ω ,
such that
w(x) = W (x) = 0 for x ∈ ∂Ω ,(2.2)
W (x) > 0 for x ∈ Ω .(2.3)
Then
(2.4) w ≤W in Ω¯ .
Proof. For n ≥ N0 large enough, Ωn := {x ∈ Ω : d(x, ∂Ω) > 1/n} is a non-empty open subset of Ω.
Since Ωn is compact and W is lower semicontinuous, the function W has a minimum in Ωn and the
positivity (2.3) of W in Ωn implies that
(2.5) µn := min
Ωn
{W} > 0 .
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Similarly, the compactness of Ω¯\Ωn and the upper semicontinuity and boundedness of w ensure that
w has at least one point of maximum xn in Ω¯ \ Ωn and we set
(2.6) ηn := w(xn) = max
Ω¯\Ωn
{w} ≥ 0 ,
the maximum being nonnegative since ∂Ω ⊂ Ω¯ \ Ωn and w vanishes on ∂Ω by (2.2). We claim that
(2.7) lim
n→∞
ηn = 0 .
Indeed, owing to the compactness of Ω¯ and the definition of Ωn, there are y ∈ ∂Ω and a subsequence
of (xn)n≥N0 (not relabeled) such that xn → y as n→∞. Since w(y) = 0, we deduce from the upper
semicontinuity of w that
lim
ε→0
sup {w(x) : x ∈ B(y, ε) ∩ Ω¯} ≤ 0 .
Given ε > 0 small enough, there is nε large enough such that xn ∈ B(y, ε)∩ Ω¯ for n ≥ nε from which
we deduce that
0 ≤ ηn = w(xn) ≤ sup {w(x) : x ∈ B(y, ε) ∩ Ω¯} , n ≥ nε .
Therefore,
0 ≤ lim sup
n→∞
ηn ≤ sup {w(x) : x ∈ B(y, ε) ∩ Ω¯} ,
and letting ε→ 0 allows us to conclude that zero is a cluster point of (ηn)n≥N0 as n→∞. The claim
(2.7) then follows from the monotonicity of (ηn)n≥N0 .
Now, fix s ∈ (0,∞). For δ > 0 and n ≥ N0, we define
zn(t, x) := (t + s)
−1/(p−2) w(x)− s−1/(p−2) ηn , (t, x) ∈ [0,∞)× Ω¯ ,
Zδ(t, x) := (t + δ)
−1/(p−2) W (x) , (t, x) ∈ [0,∞)× Ω¯ .
It then follows from the assumptions on w and W that zn and Zδ are respectively a bounded usc
viscosity subsolution and a bounded lsc viscosity supersolution to
∂tζ −∆pζ − |∇ζ |
p−1 = 0 in (0,∞)× Ω ,
and satisfy
Zδ(t, x) = 0 ≥ −s
−1/(p−2) ηn = zn(t, x) , (t, x) ∈ (0,∞)× ∂Ω .
Moreover, if
(2.8) 0 < δ <
[
µn
1 + ‖w‖∞
]p−2
s ,
it follows from (2.5) and (2.8) that, for x ∈ Ωn,
Zδ(0, x) = δ
−1/(p−2) W (x) ≥ δ−1/(p−2) µn ≥ s
−1/(p−2) ‖w‖∞ ≥ zn(0, x) ,
and from (2.6) that, for x ∈ Ω¯ \ Ωn,
Zδ(0, x) ≥ 0 ≥ s
−1/(p−2) (w(x)− ηn) = zn(0, x) .
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We are then in a position to apply the comparison principle [9, Theorem 8.2] to conclude that
(2.9) zn(t, x) ≤ Zδ(t, x) , (t, x) ∈ [0,∞)× Ω¯ ,
for any δ > 0 and n ≥ N0 satisfying (2.8). According to (2.8), the parameter δ can be taken to be
arbitrarily small in (2.9) from which we deduce that
(t+ s)−1/(p−2) w(x)− s−1/(p−2) ηn ≤ t
−1/(p−2) W (x) , (t, x) ∈ (0,∞)× Ω¯ ,
for n ≥ N0. We next pass to the limit as n→∞ with the help of (2.7) to conclude that
(t + s)−1/(p−2) w(x) ≤ t−1/(p−2) W (x) , (t, x) ∈ (0,∞)× Ω¯ .
We finally let s→ 0 and take t = 1 in the above inequality to obtain (2.4). 
A straightforward consequence of Lemma 2.1 is the uniqueness of the friendly giant.
Corollary 2.2. There is at most one positive viscosity solution to (1.6).
Arguing in a similar way, we have a similar result for the p-Laplacian:
Lemma 2.3. Let w ∈ USC(Ω¯) and W ∈ LSC(Ω¯) be respectively a bounded usc viscosity subsolution
and a bounded lsc viscosity supersolution to
(2.10) −∆pζ −
ζ
p− 2
= 0 in Ω ,
satisfying (2.2) and (2.3). Then w ≤W in Ω¯.
3. Well-posedness: q ∈ [p− 1, p]
Proposition 3.1. Assume that q ∈ [p− 1, p] and consider u0 ∈ C0(Ω¯) satisfying (1.4). Then, there
is a unique solution u to (1.1)-(1.3) in the sense of Definition 1.1.
Proof. Since the comparison principle holds true for (1.1)-(1.3) by [9, Theorem 8.2], Proposition 3.1
follows at once from [11, Corollary 6.2] provided that Σp− = Σ
p
+ = (0,∞) × ∂Ω, where the sets Σ
p
−
and Σp+ are defined as follows: denoting the distance d(x, ∂Ω) from x ∈ Ω¯ to ∂Ω by d(x), d is a
smooth function in a neighbourhood of ∂Ω in Ω¯ and (t, x) ∈ (0,∞)× ∂Ω belongs to Σp− if either
(3.1) lim inf
(y,α)→(x,0)
[
F
(
∇d(y) + oα(1)
α
,−
∇d(y)⊗∇d(y) + oα(1)
α2
)
+
oα(1)
α
]
> 0 ,
or
(3.2) lim inf
(y,α)→(x,0)
[
F
(
∇d(y) + oα(1)
α
,
D2d(y) + oα(1)
α
)
+
oα(1)
α
]
> 0 .
Similarly, (t, x) ∈ (0,∞)× ∂Ω belongs to Σp+ if either
(3.3) lim sup
(y,α)→(x,0)
[
F
(
−∇d(y) + oα(1)
α
,
∇d(y)⊗∇d(y) + oα(1)
α2
)
+
oα(1)
α
]
< 0 ,
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or
(3.4) lim sup
(y,α)→(x,0)
[
F
(
−
∇d(y) + oα(1)
α
,−
D2d(y) + oα(1)
α
)
+
oα(1)
α
]
< 0 .
Now, consider t > 0 and x ∈ ∂Ω. For y ∈ Ω¯ sufficiently close to x and α ∈ (0, 1), we have
αp
[
F
(
∇d(y) + oα(1)
α
,−
∇d(y)⊗∇d(y) + oα(1)
α2
)
+
oα(1)
α
]
= |∇d(y) + oα(1)|
p−2 (|∇d(y)|2 + oα(1)) + (p− 2) |∇d(y) + oα(1)|
p−4 (|∇d(y)|4 + oα(1))
−αp−q |∇d(y) + oα(1)|
q + αp−1 oα(1)
= (p− 1) |∇d(y)|p − αp−q |∇d(y)|q + oα(1) .
Since |∇d(x)| = 1 and p ≥ q, the right-hand side of the above inequality converges as (y, α)→ (x, 0)
either to p − 1 if q < p or to p − 2 if q = p, both limits being positive since p > 2. Therefore, the
condition (3.1) is satisfied so that (t, x) belongs to Σp−. Similarly, for y ∈ Ω¯ sufficiently close to x
and α ∈ (0, 1), we have
αp
[
F
(
−∇d(y) + oα(1)
α
,
∇d(y)⊗∇d(y) + oα(1)
α2
)
+
oα(1)
α
]
= −|∇d(y) + oα(1)|
p−2 (|∇d(y)|2 + oα(1))− (p− 2) |∇d(y) + oα(1)|
p−4 (|∇d(y)|4 + oα(1))
−αp−q |∇d(y) + oα(1)|
q + αp−1 oα(1)
= −(p− 1) |∇d(y)|p − αp−q |∇d(y)|q + oα(1) ,
from which we readily infer that the condition (3.3) is satisfied. Therefore, (t, x) belongs to Σp+ and
we have thus shown that ΣP− = Σ
p
+ = (0,∞)× ∂Ω as expected. 
4. Large time behaviour: q ∈ [p− 1, p]
As already mentioned in the Introduction, the proofs of Theorems 1.2 and 1.3 involve several
steps: we first show in the next section (Section 4.1) that the temporal decay rate of ‖u(t)‖∞ is
indeed t−1/(p−2). To this end we construct suitable supersolutions which differ according to whether
q = p− 1 or q > p− 1. In a second step (Section 4.2), we prove boundary estimates for large times
which guarantee that no loss of boundary conditions occurs throughout the time evolution. Here
again, we need to perform different proofs for q ∈ [p − 1, p) and q = p. The half-relaxed limits
technique is then employed in Section 4.3 to show the expected convergence after introducing self-
similar variables, and the existence of a positive solution f to (1.6) as well. The final result states
that, if u0 is bounded from above by B f
β for some B > 0 and β ∈ (0, 1], a similar bound holds true
for u(t) for positive times but with a possibly lower exponent β (Section 4.4).
4.1. Upper bounds.
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Lemma 4.1. Assume that q = p − 1. There is C1 > 0 depending only on p, q, Ω, and ‖u0‖∞ such
that
(4.1) u(t, x) ≤ C1 (1 + t)
−1/(p−2) , (t, x) ∈ (0,∞)× Ω¯ .
Proof. Consider x0 6∈ Ω¯ and R0 > 0 such that Ω ⊂ B(x0, R0). For A > 0, R > R0, t ≥ 0, and
x ∈ RN , we put r = |x− x0|,
S(t, x) := A (1 + t)−1/(p−2) σ(r) , σ(r) :=
p− 1
p
(
epR/(p−1) − epr/(p−1)
)
,
and assume that
(4.2) A ≥ max
{(
epR/(p−1)
(p− 1)(p− 2)
)1/(p−2)
,
‖u0‖∞
σ(R0)
}
.
Since x0 does not belong to Ω¯, the function S is C
∞-smooth in [0,∞) × Ω¯ and, it follows from
(4.2) that, for (t, x) ∈ Q,
(1 + t)(p−1)/(p−2)
{
∂tS(t, x) + F (∇S(t, x), D
2S(t, x))
}
= −
A
p− 2
σ(r)− Ap−1 |σ′(r)|p−1
−(p− 1) Ap−1 |σ′(r)|p−2 σ′′(r)− (N − 1) Ap−1
|σ′(r)|p−2σ′(r)
r
= A
[
Ap−2
(
p− 1 +
N − 1
r
)
epr −
σ(r)
(p− 2)
]
≥ A
(
(p− 1) Ap−2 −
epR/(p−1)
(p− 2)
)
≥ 0 .
Therefore, the condition (4.2) guarantees that S is a supersolution to (1.1) in Q. In addition, since
|x− x0| < R0 < R for x ∈ Ω, we have
u(t, x) = 0 ≤ A (t+ 1)−1/(p−2) σ(R0) ≤ S(t, x) , (t, x) ∈ (0,∞)× ∂Ω ,
and
u0(x) ≤ ‖u0‖∞ ≤ A σ(R0) ≤ S(0, x) , x ∈ Ω¯ ,
by (4.2). The comparison principle then implies that u(t, x) ≤ S(t, x) for (t, x) ∈ [0,∞) × Ω¯, and
Lemma 4.1 follows from this inequality. 
Lemma 4.2. Assume that q > p − 1. There is C1 > 0 depending only on p, q, Ω, and ‖u0‖∞ such
that
(4.3) u(t, x) ≤ C1 (1 + t)
−1/(p−2) , (t, x) ∈ (0,∞)× Ω¯ .
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Proof. Consider x0 6∈ Ω¯ and R0 > 0 such that Ω ⊂ B(x0, R0). For A > 0, δ > 0, R > R0, t ≥ 0, and
x ∈ RN , we put r = |x− x0|,
S(t, x) := A (1 + δt)−1/(p−2) ϕ(r) , ϕ(r) :=
p− 1
p
(
Rp/(p−1) − rp/(p−1)
)
,
and assume that
A =
(
N
2R
q/(p−1)
0
)1/(q−p+1)
, R =
(
R
p/(p−1)
0 +
p‖u0‖∞
(p− 1)A
)(p−1)/p
, δ =
N(p− 2)Ap−2
2Rp/(p−1)
.
Since x0 does not belong to Ω¯, the function S is C
∞-smooth in [0,∞)× Ω¯ and, it follows from the
properties Ω ⊂ B(x0, R0) and q > p− 1 that, for (t, x) ∈ Q,
(1 + δt)(p−1)/(p−2)
{
∂tS(t, x) + F (∇S(t, x), D
2S(t, x))
}
= −
Aδ
p− 2
ϕ(r) +N Ap−1 −Aq (1 + δt)−(q−p+1)/(p−2) rq/(p−1)
≥ Ap−1
[
N − Aq−p+1 R
q/(p−1)
0 −
δRp/(p−1)
(p− 2)Ap−2
]
≥ 0 .
Therefore, the function S is a supersolution to (1.1) in Q and the choice of A and R also guarantees
that
u0(x) ≤ ‖u0‖∞ ≤ A ϕ(R0) ≤ S(0, x) , x ∈ Ω¯ .
Finally,
u(t, x) = 0 ≤ A (1 + δt)−1/(p−2) ϕ(R0) ≤ S(t, x) , (t, x) ∈ (0,∞)× ∂Ω ,
since |x− x0| < R0 < R for x ∈ Ω and we infer from the comparison principle that u(t, x) ≤ S(t, x)
for (t, x) ∈ [0,∞)× Ω¯. Lemma 4.2 then follows from this inequality. 
4.2. Lipschitz estimates.
Lemma 4.3. Assume that q ∈ [p− 1, p). Then there is L1 > 0 such that
|u(t, x)| = |u(t, x)− u(t, x0)| ≤
L1
(1 + t)1/(p−2)
|x− x0| , (t, x, x0) ∈ [1,∞)× Ω¯× ∂Ω .
Proof. Since the boundary ∂Ω of Ω is smooth, it satisfies the uniform exterior sphere condition by
[12, Section 14.6], that is, there is RΩ > 0 such that, for each x0 ∈ ∂Ω, there is y0 ∈ R
N satisfying
|x0 − y0| = RΩ and B(y0, RΩ) ∩ Ω = ∅.
We fix positive real numbers A, M , and δ such that
(4.4) A := max
{
M,
eC1
e− 1
,
(
4ep−1
p− 2
)1/(p−2)}
, M :=
21/(p−2)‖u0‖∞
21/(p−2) − 1
,
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and
(4.5) 0 < δ < min
{
1,
(p− 2)RΩ
N − 1
,
(
1
2Aq−p+1
)1/(p−q)}
, Ωδ := {x ∈ Ω : d(x, ∂Ω) > δ} 6= ∅ ,
the constant C1 being defined in Lemma 4.1 if q = p− 1 and Lemma 4.2 if q ∈ (p− 1, p).
We next consider t0 ≥ 1, x0 ∈ ∂Ω, and let y0 ∈ R
N be such that |x0−y0| = RΩ and B(y0, RΩ)∩Ω =
∅. We define the open subset Uδ,x0 of R
N by
Uδ,x0 := {x ∈ Ω : RΩ < |x− y0| < RΩ + δ} ,
and the function
Sδ,x0(t, x) :=
A
(1 + t)1/(p−2)
(
1− e−(|x−y0|−RΩ)/δ
)
+
M
(1 + t)1/(p−2)
−
M
(1 + t0)1/(p−2)
for (t, x) ∈ [0, t0] × Uδ,x0. Since y0 6∈ Uδ,x0, the function Sδ,x0 is C
∞-smooth in [0, t0] × Uδ,x0. For
(t, x) ∈ (0, t0)× Uδ,x0, we set r := |x− y0| −RΩ ∈ (0, δ) and compute
(1 + t)(p−1)/(p−2)
Ap−1
(∂tSδ,x0 −∆pSδ,x0 − |∇Sδ,x0|
q) (t, x)
= −
1− e−r/δ
(p− 2)Ap−2
−
(N − 1)e−(p−1)r/δ
(r +RΩ)δp−1
+
(p− 1)e−(p−1)r/δ
δp
−
e−qr/δ
δq
Aq−p+1
(1 + t)(q−p+1)/(p−2)
−
M
(p− 2)Ap−1
≥
e−(p−1)r/δ
δp
[
p− 1−
N − 1
r +RΩ
δ −
Aq−p+1 δp−q
e(q−p+1)r/δ
−
δpe(p−1)r/δ
(p− 2)Ap−2
−
Mδpe(p−1)r/δ
(p− 2)Ap−1
]
≥
e−(p−1)r/δ
δp
[
p− 1−
N − 1
RΩ
δ − Aq−p+1 δp−q −
ep−1
(p− 2)Ap−2
−
Mep−1
(p− 2)Ap−1
]
≥
e−(p−1)r/δ
δp
[
1− Aq−p+1 δp−q −
2ep−1
(p− 2)Ap−2
]
≥ 0 ,
the last two inequalities being a consequence of the choice (4.4) and (4.5) of δ, A, and M . Therefore,
Sδ,x0 is a supersolution to (1.1) in (0,∞)× Uδ,x0. Moreover, since t0 ≥ 1, we have
Sδ,x0(0, x) ≥M −
M
21/(p−2)
= ‖u0‖∞ ≥ u0(x) , x ∈ Uδ,x0 ,
by (4.4). It also follows from (4.1) and (4.3) that u(t, x) ≤ C1 (1 + t)
−1/(p−2) for t ≥ 0 and x ∈ Ω¯.
Then, if (t, x) ∈ (0, t0)× ∂Uδ,x0 , either x ∈ ∂Ω and u(t, x) = 0 ≤ Sδ,x0(t, x). Or r = |x− y0| −RΩ = δ
and it follows from (4.4) that
Sδ,x0(t, x) ≥
A(1− e−1)
(1 + t)1/(p−2)
≥
C1
(1 + t)1/(p−2)
≥ u(t, x) .
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We then deduce from the comparison principle [9, Theorem 8.2] that u(t, x) ≤ Sδ,x0(t, x) for t ∈ [0, t0]
and x ∈ Uδ,x0. In particular, for t = t0,
u(t0, x) ≤
A
(1 + t0)1/(p−2)
(
1− e−(|x−y0|−RΩ)/δ
)
, x ∈ Uδ,x0 .
Consequently,
0 ≤ u(t0, x)− u(t0, x0) = u(t0, x) ≤
A
(1 + t0)1/(p−2)
(
1− e−(|x−y0|−RΩ)/δ
)
, x ∈ Uδ,x0 ,
whence, since |x0 − y0| − RΩ = 0,
(4.6) 0 ≤ u(t0, x)− u(t0, x0) ≤
A
δ(1 + t0)1/(p−2)
|x− x0| , x ∈ Uδ,x0 .
Consider finally x ∈ Ω and x0 ∈ ∂Ω. If |x− x0| ≥ δ/2, it follows from (4.1) that
|u(t0, x)− u(t0, x0)| = u(t0, x) ≤
2C1
δ(1 + t0)1/(p−2)
|x− x0| .
If |x − x0| < δ/2, let y0 ∈ R
N be such that |x0 − y0| = RΩ and B(y0, RΩ) ∩ Ω = ∅. Since x ∈ Ω,
|x− y0| > RΩ and
|x− y0| ≤ |x− x0|+ |x0 − y0| < RΩ + δ .
Consequently, x ∈ Uδ,x0 and we infer from (4.6) that
|u(t0, x)− u(t0, x0)| ≤
A
δ(1 + t0)1/(p−2)
|x− x0| .
We have thus established Lemma 4.3 with L1 := max {2C1, A}/δ for (t, x, x0) ∈ [1,∞)×Ω×∂Ω. The
extension to [1,∞)× Ω¯× ∂Ω then readily follows thanks to the continuity of u up to the boundary
of Ω. 
The previous proof does not apply to the case q = p as the term Aq−p+1 δp−q cannot be made
arbitrarily small by a suitable choice of δ. Still, a similar result is valid for q = p but first requires a
change of variable.
Lemma 4.4. Assume that q = p. Then there is L1 > 0 such that
|u(t, x)| = |u(t, x)− u(t, x0)| ≤
L1
(1 + t)1/(p−2)
|x− x0| , (t, x, x0) ∈ [1,∞)× Ω¯× ∂Ω .
Proof. We define h := eu/(p−1) − 1 and notice that
(4.7)
u
p− 1
≤ h ≤
eu/(p−1)
p− 1
u .
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By (1.1)-(1.3) and [2, Corollaire 2.1] (or [1, Proposition 2.5]), h is a viscosity solution to
∂t
[(
1 + h
p− 1
)p−1]
−∆ph = 0 in Q ,(4.8)
h = 0 on (0,∞)× ∂Ω ,(4.9)
h(0) = eu0/(p−1) − 1 in Ω .(4.10)
We fix positive real numbers A, M , and δ such that
(4.11) A := max
{
1,M,
eC1
(p− 1)(e− 1)
eC1/(p−1)
}
, M :=
21/(p−2)e‖u0‖∞/(p−1)
21/(p−2) − 1
,
and
(4.12) 0 < δ < min
{
1,
(p− 2)RΩ
N − 1
,
(
p− 2
2ep−1
)1/p (
3
p− 1
)−(p−2)/p}
, Ωδ 6= ∅ ,
the constant C1 and the set Ωδ being defined in Lemma 4.2 and (4.5), respectively.
We next consider t0 ≥ 1, x0 ∈ ∂Ω, and let y0 ∈ R
N be such that |x0−y0| = RΩ and B(y0, RΩ)∩Ω =
∅, the definition of RΩ and the existence of y0 being stated at the beginning of the proof of Lemma 4.3.
We still define the open subset Uδ,x0 of R
N by
Uδ,x0 := {x ∈ Ω : RΩ < |x− y0| < RΩ + δ} ,
and the function
Sδ,x0(t, x) :=
A
(1 + t)1/(p−2)
(
1− e−(|x−y0|−RΩ)/δ
)
+
M
(1 + t)1/(p−2)
−
M
(1 + t0)1/(p−2)
for (t, x) ∈ [0, t0] × Uδ,x0. Since y0 6∈ Uδ,x0, the function Sδ,x0 is C
∞-smooth in [0, t0] × Uδ,x0. For
(t, x) ∈ (0, t0)× Uδ,x0, we set r := |x− y0| −RΩ ∈ (0, δ) and compute
(1 + t)(p−1)/(p−2)
Ap−1
(
∂t
[(
1 + Sδ,x0
p− 1
)p−1]
−∆pSδ,x0
)
(t, x)
= −
(1− e−r/δ)
(p− 2)(p− 1)p−2
(1 + Sδ,x0)
p−2
Ap−2
−
M
(p− 2)(p− 1)p−2
(1 + Sδ,x0)
p−2
Ap−1
+
(p− 1)e−(p−1)r/δ
δp
−
(N − 1)e−(p−1)r/δ
(r +RΩ)δp−1
≥
e−(p−1)r/δ
δp
[
p− 1−
N − 1
RΩ
δ −
δp e(p−1)r/δ
(p− 2)(p− 1)p−2
(
1 + 2A
A
)p−2
−
Mδpe(p−1)r/δ(1 + 2A)p−2
(p− 2)(p− 1)p−2Ap−1
]
≥
e−(p−1)r/δ
δp
[
1−
2δp ep−1
(p− 2)
(
3
p− 1
)p−2]
≥ 0 ,
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the last two inequalities being a consequence of the choice (4.11) and (4.12) of δ, A, andM . Therefore,
Sδ,x0 is a supersolution to (4.8) in (0,∞)× Uδ,x0. Moreover, since t0 ≥ 1, we have
Sδ,x0(0, x) ≥M −
M
21/(p−2)
= e‖u0‖∞/(p−1) ≥ h(0, x) , x ∈ Uδ,x0 ,
by (4.11). It next follows from (4.3) and (4.7) that
(4.13) h(t, x) ≤
eu(t,x)/(p−1)
p− 1
u(t, x) ≤
C1e
C1/(p−1)
p− 1
(1 + t)−1/(p−2) , (t, x) ∈ [0,∞)× Ω¯ .
Then, if (t, x) ∈ (0, t0)× ∂Uδ,x0 , either x ∈ ∂Ω and h(t, x) = 0 ≤ Sδ,x0(t, x). Or r = |x− y0| −RΩ = δ
and it follows from (4.11) and (4.13) that
Sδ,x0(t, x) ≥
A(1− e−1)
(1 + t)1/(p−2)
≥
C1e
C1/(p−1)
(p− 1)(1 + t)1/(p−2)
≥ h(t, x) .
We then deduce from the comparison principle [9, Theorem 8.2] that h(t, x) ≤ Sδ,x0(t, x) for t ∈ [0, t0]
and x ∈ Uδ,x0. In particular, owing to (4.7), for t = t0,
u(t0, x)
p− 1
≤ h(t0, x) ≤
A
(1 + t0)1/(p−2)
(
1− e−(|x−y0|−RΩ)/δ
)
, x ∈ Uδ,x0 ,
and we argue as in the proof of Lemma 4.3 to complete the proof. 
We next proceed as in [15, Theorem 5] to deduce the Lipschitz continuity of u(t) from Lemma 4.3
and Lemma 4.4.
Corollary 4.5. Assume that q ∈ [p− 1, p]. Then there is L2 > 0 such that
|u(t, x)− u(t, y)| ≤
L2
(1 + t)1/(p−2)
|x− y| , (t, x, y) ∈ [1,∞)× Ω¯× Ω¯ .
4.3. Convergence. Let U be the solution to the p-Laplacian equation with homogeneous Dirichlet
boundary conditions
∂tU −∆pU = 0 , (t, x) ∈ Q ,(4.14)
U = 0 , (t, x) ∈ (0,∞)× ∂Ω ,(4.15)
U(0) = u0 , x ∈ Ω .(4.16)
Owing to the nonnegativity of |∇u|q, the comparison principle [9, Theorem 8.2] ensures that
(4.17) 0 ≤ U(t, x) ≤ u(t, x) , (t, x) ∈ [0,∞)× Ω¯ .
We introduce the scaling variable s = ln t for t > 0 and the new unknown functions v and V
defined by
u(t, x) = t−1/(p−2) v(ln t, x) , (t, x) ∈ (0,∞)× Ω¯ ,(4.18)
U(t, x) = t−1/(p−2) V (ln t, x) , (t, x) ∈ (0,∞)× Ω¯ ,(4.19)
14 PHILIPPE LAURENC¸OT AND CHRISTIAN STINNER
Then v is a viscosity solution to
∂sv −∆pv − e
−(q−p+1)s/(p−2) |∇v|q −
v
p− 2
= 0 , (s, x) ∈ Q ,(4.20)
v = 0 , (s, x) ∈ (0,∞)× ∂Ω , ,(4.21)
v(0) = u(1) , x ∈ Ω .(4.22)
In addition, owing to (4.1) (if q = p− 1), (4.3) (if q > p− 1), Corollary 4.5, and (4.17), we have
V (s, x) ≤ v(s, x) ≤ C1 , (s, x) ∈ [0,∞)× Ω¯ ,(4.23)
|v(s, x)− v(s, y)| ≤ L2 |x− y| , (s, x, y) ∈ [0,∞)× Ω¯× Ω¯ .(4.24)
We next define for ε ∈ (0, 1)
wε(s, x) := v
(s
ε
, x
)
, (s, x) ∈ [0,∞)× Ω¯ ,
and the half-relaxed limits
w∗(x) := lim inf
(σ,y,ε)→(s,x,0)
wε(σ, y) , w
∗(x) := lim sup
(σ,y,ε)→(s,x,0)
wε(σ, y) ,
for (s, x) ∈ (0,∞)× Ω¯. Observe that w∗ and w
∗ are well-defined according to (4.23) and indeed do
not depend on s > 0. In addition, it readily follows from (4.21) and (4.24) that
(4.25) w∗(x) = w
∗(x) = 0 , x ∈ ∂Ω .
Also, wε is a solution to
ε ∂swε −∆pwε − e
−((q−p+1)s)/((p−2)ε) |∇wε|
q −
wε
p− 2
= 0 in Q ,(4.26)
wε = 0 on (0,∞)× ∂Ω ,(4.27)
wε(0) = u(1) in Ω .(4.28)
At this point, we distinguish the two cases q = p− 1 and q ∈ (p− 1, p]:
Case 1: q = p − 1. We use the stability of semicontinuous viscosity solutions [9, Lemma 6.1] to
deduce from (4.26) that
w∗ is a supersolution to (2.1) in Ω ,(4.29)
w∗ is a subsolution to (2.1) in Ω .(4.30)
In addition, as V (s)→ f0 in L
∞(Ω) as s→∞ by [18, Theorem 1.3], it also follows from (4.23) and
the definition of w∗ and w
∗ that
(4.31) f0(x) ≤ w∗(x) ≤ w
∗(x) ≤ C1 , x ∈ Ω¯ .
Since f0 > 0 in Ω by [18, Theorem 1.1], we deduce from (4.31) that w∗ and w
∗ are positive and
bounded in Ω and vanish on ∂Ω by (4.25). Owing to (4.29) and (4.30), we are then in a position to
apply Lemma 2.1 to conclude that w∗ ≤ w∗ in Ω¯. Recalling (4.31), we have thus shown that w∗ = w
∗
in Ω¯. Setting f := w∗ = w
∗, we infer from (4.25), (4.29), (4.30), and (4.31) that f ∈ C0(Ω¯) is a
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positive viscosity solution to (2.1) so that it solves (1.6). We have thus proved the existence of a
positive solution to (1.6), its uniqueness being granted by Corollary 2.2. A further consequence of the
equality w∗ = w
∗ is that ‖wε(1)− f‖∞ → 0 as ε→ 0 (see, e.g., [2, Lemme 4.1] or [1, Lemma 5.1.9]).
In other words,
(4.32) lim
s→∞
‖v(s)− f‖∞ = 0 ,
which implies (1.5) once written in terms of u.
Finally, a straightforward consequence of (4.24) and (4.32) is that |f(x) − f(y)| ≤ L2 |x − y|
for (x, y) ∈ Ω¯ × Ω¯. Consequently, f is Lipschitz continuous in Ω¯ which completes the proof of
Theorem 1.2.
Case 2: q ∈ (p − 1, p]. We use once more the stability of semicontinuous viscosity solutions [9,
Lemma 6.1] to deduce from (4.26) that
w∗ is a supersolution to (2.10) in Ω ,(4.33)
w∗ is a subsolution to (2.10) in Ω .(4.34)
In addition, as V (s)→ f0 in L
∞(Ω) as s→∞ by [18, Theorem 1.3], it also follows from (4.23) and
the definition of w∗ and w
∗ that
(4.35) f0(x) ≤ w∗(x) ≤ w
∗(x) ≤ C1 , x ∈ Ω¯ .
Since f0 > 0 in Ω by [18, Theorem 1.1] and a solution to (2.10), we apply Lemma 2.3 to conclude
that w∗ ≤ f0 in Ω¯. Recalling (4.35), we have proved that w∗ = w
∗ = f0 in Ω¯. We then complete the
proof of Theorem 1.3 for q ∈ (p− 1, p] in the same way as that of Theorem 1.2.
4.4. Improved upper bounds. Interestingly, the positive solution f to (1.6) can be also used to
construct supersolutions to (1.1)-(1.2) for q > p − 1. We first consider the case q ∈ (p − 1, p] and
postpone the case q > p to Section 5.1 where it is a crucial argument for the global existence of
solutions.
Proposition 4.6. Assume that q ∈ (p− 1, p] and there are β ∈ (0, 1] and B > 0 such that
(4.36) u0(x) ≤ B f(x)
β , x ∈ Ω¯ .
Then there is γ ∈ (0, β] such that
(4.37) u(t, x) ≤
‖f‖1−γ∞
γ
(
‖f‖p−2∞ + γt
)1/(p−2) f(x)γ ≤ f(x)γγ‖f‖γ∞ , (t, x) ∈ [0,∞)× Ω¯ .
Proof. We fix γ ∈ (0, 1) such
(4.38) γ ≤ min
{
p− 2
p− 1
, β,
1
B‖f‖β∞
}
,
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and, for (t, x) ∈ [0,∞)× Ω¯, we define
Σ(t, x) =
Af(x)γ
γ(1 + δt)1/(p−2)
with A :=
1
‖f‖γ∞
and δ =
γ
‖f‖p−2∞
.
We claim that
(4.39) Σ is a supersolution to (1.1) in Q for q ∈ [p− 1, p] .
Indeed, let φ ∈ C2(Q) and consider (t0, x0) ∈ Q where Σ−φ has a local minimum. Since Σ is smooth
with respect to the time variable, this property implies that
(4.40) ∂tφ(t0, x0) = −
δA
γ(p− 2)
f(x0)
γ
(1 + δt0)
(p−1)/(p−2)
,
and that x 7→ Σ(t0, x) − φ(t0, x) has a local minimum at x0. In other words, the function x 7→
f(x)γ−γ (1 + δt0)
1/(p−2) φ(t0, x)/A has a local minimum at x0 and we infer from (1.6), the positivity
of f in Ω, and [2, Corollaire 2.1] (or [1, Proposition 2.5]) that g := f γ is a viscosity solution to
−∆pg −
(1− γ)(p− 1)
γ
|∇g|p
g
− |∇g|p−1 −
γp−1
p− 2
g(1−(1−γ)(p−1))/γ = 0 in Ω .
Consequently,
−
γp−1
Ap−1
(1 + δt0)
(p−1)/(p−2) ∆pφ(t0, x0)−
(1− γ)(p− 1)γp−1
Ap
(1 + δt0)
p/(p−2) |∇φ(t0, x0)|
p
f(x0)γ
−
γp−1
Ap−1
(1 + δt0)
(p−1)/(p−2) |∇φ(t0, x0)|
p−1 −
γp−1
p− 2
f(x0)
1−(1−γ)(p−1) ≥ 0 ,
from which we deduce, since γ ∈ (0, 1),
−∆pφ(t0, x0) ≥
(1− γ)(p− 1)
A
(1 + δt0)
1/(p−2) |∇φ(t0, x0)|
p
f(x0)γ
(4.41)
+ |∇φ(t0, x0)|
p−1 +
Ap−1
p− 2
f(x0)
1−(1−γ)(p−1)
(1 + δt0)
(p−1)/(p−2)
.
By (4.40) and (4.41), we have
(4.42) ∂tφ(t0, x0)−∆pφ(t0, x0)− |∇φ(t0, x0)|
q ≥
|∇φ(t0, x0)|
p−1
f(x0)γ
R1 +
Ap−1f(x0)
1−(1−γ)(p−1)
(1 + δt0)
(p−1)/(p−2)
R2
p− 2
,
with
R1 :=
(1− γ)(p− 1)
A
(1 + δt0)
1/(p−2)|∇φ(t0, x0)|+ f(x0)
γ − f(x0)
γ |∇φ(t0, x0)|
q−p+1 ,
R2 := 1−
δ
γAp−2
f(x0)
(1−γ)(p−2) .
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On the one hand, (4.38) guarantees that (1− γ)(p− 1) ≥ 1 which, together with Young’s inequality
and the assumption q ∈ (p− 1, p], leads us to
R1 ≥ ‖f‖
γ
∞ |∇φ(t0, x0)|+ f(x0)
γ − (q − p+ 1) f(x0)
γ |∇φ(t0, x0)| − (p− q) f(x0)
γ ≥ 0 .
On the other hand, the choice of A and δ gives
R2 = 1−
(
f(x0)
‖f‖∞
)(1−γ)(p−2)
≥ 0 .
Combining the previous two inequalities with (4.42) completes the proof of the claim (4.39).
Now, u = Σ = 0 on (0,∞)× ∂Ω while, since β ≥ γ, we infer from (4.38) and the choice of A that,
for x ∈ Ω¯,
u0(x) ≤ B f(x)
β =
Af(x)γ
γ
γBf(x)β−γ
A
≤ Σ(0, x)
γB‖f‖β−γ∞
A
≤ Σ(0, x) .
We then deduce from the comparison principle [9, Theorem 8.2] that u(t, x) ≤ Σ(t, x) for (t, x) ∈
[0,∞)× Ω¯ and the proof of Proposition 4.6 is complete. 
5. Well-posedness and blowup: q > p
5.1. Well-posedness. We finally turn to the case q > p and first show that a suitable multiple of
the positive solution f to (1.6) allows us to construct a supersolution (1.1) when q > p which vanishes
identically on the boundary of Ω.
Lemma 5.1. Assume that q > p − 1. Recalling that f ∈ C0(Ω¯) is the unique positive solution to
(1.6), the function
F(t, x) :=
f(x)(
‖∇f‖p−2∞ + t
)1/(p−2) , (t, x) ∈ [0,∞)× Ω¯ ,
is a supersolution to (1.1) in Q.
Proof. Let φ ∈ C2(Q) and consider (t0, x0) ∈ Q where F−φ has a local minimum. Since F is smooth
with respect to the time variable and Lipschitz continuous with respect to the space variable, this
property implies that
∂tφ(t0, x0) = −
1
p− 2
f(x0)(
‖∇f‖p−2∞ + t0
)(p−1)/(p−2) ,(5.1)
|∇φ(t0, x0)| ≤
‖∇f‖∞(
‖∇f‖p−2∞ + t
)1/(p−2) ≤ 1 ,(5.2)
and that x 7→ F(t0, x) − φ(t0, x) has a local minimum at x0. In other words, the function x 7→
f(x)− (‖∇f‖p−2∞ + t0)
1/(p−2)
φ(t0, x) has a local minimum at x0 and we infer from (1.6) that
−
(
‖∇f‖p−2∞ + t0
)(p−1)/(p−2)
∆pφ(t0, x0)−
(
‖∇f‖p−2∞ + t0
)(p−1)/(p−2)
|∇φ(t0, x0)|
p−1 −
f(x0)
p− 2
≥ 0 ,
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which, together with (5.1), gives
(5.3) ∂tφ(t0, x0)−∆pφ(t0, x0)− |∇φ(t0, x0)|
p−1 ≥ 0 .
We then infer from (5.2), (5.3), and the property q > p− 1 that
∂tφ(t0, x0)−∆pφ(t0, x0)− |∇φ(t0, x0)|
q ≥ |∇φ(t0, x0)|
p−1
(
1− |∇φ(t0, x0)|
q−p+1
)
≥ 0 ,
which completes the proof of Lemma 5.1. 
Proposition 5.2. Assume that q > p and
(5.4) u0(x) ≤
f(x)
‖∇f‖∞
, x ∈ Ω¯ .
Then there is a unique solution u to (1.1)-(1.3) in the sense of Definition 1.1 and it satisfies
(5.5) u(t, x) ≤
f(x)(
‖∇f‖p−2∞ + t
)1/(p−2) ≤ f(x)‖∇f‖∞ , (t, x) ∈ [0,∞)× Ω¯ .
Proof. On the one hand, the solution U to the p-Laplacian equation (4.14)-(4.16) is clearly a subso-
lution to (1.1) in Q. On the other hand, the function F defined in Lemma 5.1 is a supersolution to
(1.1) in Q by Lemma 5.1 and is thus also a supersolution to (4.14). Since U = F = 0 on (0,∞)×∂Ω
and U(0, x) = u0(x) ≤ F(0, x) for x ∈ Ω¯ by (5.4), the comparison principle [9, Theorem 8.2] applied
to the p-Laplacian equation (4.14) ensures that U ≤ F in [0,∞)× Ω¯. This property and the simulta-
neous vanishing of U and F on (0,∞)× ∂Ω allow us to use the classical Perron method to establish
the existence of a solution u to (1.1)-(1.3) in the sense of Definition 1.1 which satisfies (5.5). The
uniqueness next follows from the comparison principle [9, Theorem 8.2]. 
5.2. Large time behaviour. We first recall that Lemma 4.2 is also valid in that case. It next
readily follows from the Lipschitz continuity of f and (5.5) that
0 ≤ u(t, x) = u(t, x)− u(t, x0) ≤
‖∇f‖∞
(‖∇f‖p−2∞ + t)1/(p−2)
|x− x0| , (t, x, x0) ∈ [0,∞)× Ω¯× ∂Ω ,
and we proceed as in [15, Theorem 5] to show that Corollary 4.5 remains true (with a different
constant L2). The convergence proof is then the same as that performed in Section 4.3 for q ∈
(p− 1, p].
5.3. Blowup. Let us first recall that, by a weak solution to (1.1)-(1.3), we mean a nonnegative
function u ∈ C([0,∞)× Ω¯) which belongs to L∞(0, T ;W 1,∞(Ω)) and satisfies
(5.6)
d
dt
∫
Ω
u(t, x) ψ(x) dx =
∫
Ω
(
−|∇u(t, x)|p−2 ∇u(t, x) · ∇ψ(x) + |∇u(t, x)|q ψ(x)
)
dx
for any ψ ∈ H10 (Ω) and T > 0. We now show that such a solution cannot exist for all times if q > p
and u0 is sufficiently large.
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Proposition 5.3. Assume that q > p and define r := q/(q − p). There is a positive real number κ
depending on Ω, p, and q such that, if ‖u0‖r+1 > κ, then (1.1)-(1.3) has no global weak solution.
Proof. We argue as in [14, Theorem 2.4] and use classical approximation arguments to deduce from
(5.6) and Ho¨lder’s and Young’s inequalities that
1
r + 1
d
dt
‖u‖r+1r+1 =
∫
Ω
ur |∇u|q dx−
q
q − p
∫
Ω
ur−1 |∇u|p dx
≥
∫
Ω
ur |∇u|q dx−
q
q − p
|Ω|(q−p)/q
(∫
Ω
ur |∇u|q dx
)p/q
≥
∫
Ω
ur |∇u|q dx−
p
q
∫
Ω
ur |∇u|q dx−
(
q
q − p
)p/(q−p)
|Ω|
≥
q − p
q
∫
Ω
ur |∇u|q dx−
(
q
q − p
)p/(q−p)
|Ω|
≥
q − p
q
(
q − p
q − p+ 1
)q ∫
Ω
∣∣∇ (u(q−p+1)/(q−p))∣∣q dx−( q
q − p
)p/(q−p)
|Ω|
We now use the Poincare´ inequality to obtain that
1
r + 1
d
dt
‖u‖r+1r+1 ≥ κ1
∫
Ω
ur+q dx− κ2
for some constants κ1 > 0 and κ2 > 0 depending only on Ω, p, and q. Since q > 1, we use again
Ho¨lder’s inequality to deduce
1
r + 1
d
dt
‖u‖r+1r+1 ≥
κ1
|Ω|(q−1)/(r+q)
‖u‖r+qr+1 − κ2 .
Since q > 1, this clearly contradicts the global existence as soon as ‖u0‖r+1 is sufficiently large. 
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