Abstract-The primary idea behind deploying sensor networks is to utilize the distributed sensing capability provided by tiny, low powered, and low cost devices. Multiple sensing devices can be used cooperatively and collaboratively to capture events or monitor space more effectively than a single sensing device. The realm of applications envisioned for sensor networks is diverse including military, aerospace, industrial, commercial, environmental, and health monitoring. Typical examples include: traffic monitoring of vehicles, cross-border infiltration detection and assessment, military reconnaissance and surveillance, target tracking, habitat monitoring, and structure monitoring, to name a few. Most of the applications envisioned with sensor networks demand highly reliable, accurate, and fault-tolerant data acquisition process. In this paper, we focus on innovative approaches to deal with multivariable, multispace problem domains (data integrity, energy-efficiency, and fault-tolerant framework) in wireless sensor networks and present novel ideas that have practical implementation in developing power-aware software components for designing robust networks of sensing devices.
I. INTRODUCTION

W
IRELESS sensor networks have received much attention due to their broad areas of applications. Most of the applications have high demands for efficient performance of the deployed sensing devices. The integrity of data can have tremendous effects on the performance of any such data acquisition system. Due to the low manufacturing cost, the sensors lend themselves to be deployed in large numbers with a high spatial distribution. The importance of having a group of systems working together as opposed to a single system is to increase the capability and robustness of the network; and to enhance its situational awareness. Such a large deployment scheme often generates an enormous amount of data that needs to be efficiently summarized and delivered for analysis and processing.
In-network data compression, data aggregation/fusion, and decision propagation are some of the processes that deal with huge data issues. A hierarchical data aggregation scheme is shown to be a highly effective and energy efficient means to deliver decision milestones to the end-user [1] . The sensing devices are also prone to failure due to the inherent characteristics such as construction and deployment. It is thus necessary to devise a fault-tolerant mechanism with a low computation overhead to validate the integrity of the data obtained from the sensors. Moreover, a robust diagnostics and decision making process should aid in monitoring and control of critical parameters to efficiently manage the operational behavior of a deployed sensor network.
This paper is organized as follows. This section introduces the problem domains and motivation for this research, followed by research areas that are related to our proposed approach and states any working assumptions used in this paper. Section II gives a detailed description of diagnosing a deployed sensor network based on the acquired data. It explains in detail our solutions to the various multispace problem domains discussed in this section. Section III introduces the concept of a fault-tolerant data acquisition framework for sensor network. Section IV provides an experimental evaluation of the proposed algorithms on commercially available sensor platforms [2] .
A. Motivation and Problem Domains
Sensor network applications often require minimal human intervention, thereby exhibiting autonomous behavior. For an autonomous system to operate normally, it is necessary to monitor it continuously or at predetermined time intervals. To monitor the integrity and performance degradation in a cost-effective way, it is first necessary to probe the integrity of data acquired from the sensors (diagnostics). Thus, the capability of a data acquisition system must have a high degree of accuracy and efficiency in acquiring and interpreting data from multiple information sources. In this paper, we provide innovative solutions to each problem domain-efficient data acquisition, large data processing, decision making and monitoring-that all help in optimizing the performance of the given sensor network in real-world deployment scenarios.
B. Related Research Work
The research area in sensor networks is relatively broad and interdisciplinary; predominantly dealing with computation and communication. Most of the challenges and bottlenecks in sensor network research deal with energy efficient design and development of software and/or hardware components [3] . The focus of this research paper is to present novel ideas that have practical implementation in developing power-aware software components for designing robust networks of sensing devices.
We identify at least four major research areas-data acquisition and information processing, fault-tolerant algorithms, decision making, and diagnostics that directly relate to the proposed approach presented in this paper.
C. Working Assumptions
We consider multiple heterogeneous sensors (such as, temperature, pressure, humidity, etc.) on a single sensor board. Such a multisensor platform, often referred to as a sensor node, has limited computation and communication capabilities. These nodes when densely deployed in a region of interest, offer a spatially distributed sensing capability. The resultant network of these nodes is often clustered in order to efficiently manage and implement information routing, data aggregation, event localization, etc., a divide and conquer strategy. Several different clustering algorithms for sensor networks have been proposed [4] - [6] . An important feature of clustering is that it enables a hierarchical organization of sensor nodes, with different functional capabilities at each level. Sensing can be done at the lowest level of hierarchy and decision making at higher levels, such as at a cluster-head level, gateway level, or base-station level. A base station is assumed to have higher processing and communication capabilities compared to sensor nodes.
A cluster head can represent the information and operational characteristic for a cluster of sensor nodes. By information characteristic, we mean that information generated from several sensor nodes can be fused at the cluster head to obtain an aggregated data or a decision milestone. By operational characteristic, we mean that the operation of each sensor in that particular cluster is validated by examining the quality or integrity of data. In this paper, we assume that the sensor nodes are grouped into different clusters.
II. PROPOSED METHODOLOGY
Devising efficient data acquisition process for information processing is the foremost priority for analyzing or diagnosing the status of a deployed sensor network. Data acquisition is simply the process of acquiring raw data from different sources of interest for data analysis and processing. In large distributed systems, there is an enormous amount of data delivered to the central processing unit. Particularly, in sensor networks (as mentioned previously) due to the low manufacturing cost, the sensors lend themselves to be deployed in large numbers with a high spatial distribution, generating huge data that needs to be efficiently delivered for data processing. Efficiency is the key issue in terms of energy consumption, fault tolerance, and relevancy of the sensor data. In Section II-A, we propose a novel and innovative way to acquire fault-tolerant data from distributed embedded sensors and then summarize the acquired data hierarchically in an energy efficient manner to enhance the performance of the data acquisition and delivery process. 
A. Fault-Tolerant Data Aggregation
Multisensor data aggregation is an important application in data acquisition systems with low communication power [7] . Parallel fused data from multiple sensors can represent decision milestones which will incur less communication cost than serially processing raw data acquired by individual sensors. It is an intractable problem to actually detect if a sensor is faulty by looking at the raw data acquired from the sensors [8] . However, because of faulty sensors, the fused data will deviate from the actual physical value being sensed. In order to reduce the impact of faulty information prior to fusing, we propose a novel method to aggregate the data from the distributed sensors.
1) Hierarchical Data Aggregation:
Consider three overlapping sensing regions, where the region of interest is the aggregated data obtained around the region of the intersection of these sensing regions. For a large deployment scenario, these sensing regions can be extended to cluster regions. The idea here is to parallel process rather than serial process data from each sensor node. Data aggregation [9] can be either flat or hierarchical. In a flat structure, all the sensor information is fused to produce a global estimate of the sensor data. This fusion or aggregation method has higher computation overhead on the aggregation or fusion node. In a hierarchical structure, sensor information is fused in each cluster to produce a local estimate which is then fused to obtain a global estimate of the sensed information. Several fusion steps are needed in each cluster; however, each of these local estimates can be performed in parallel as conceptually shown in Fig. 1 . Weighted adaptation can be easily managed resulting in more reliable information from each sensor/cluster head.
Data aggregation is a process in which data or information from different sources is expressed in a summary form. Data aggregation and data fusion are often interrelated and interchangeable. The importance of data aggregation arises from the fact that there is need for reducing redundant data and number of transmissions (network packets) in sensor networks. Data fusion is a broad area which could include aggregation as a subprocess and focuses on information rather than data with the use of several interdisciplinary techniques such as signal processing, statistical analysis, machine learning, and probability. Reference [10] including references therein, provide detailed information on data fusion architectures and methods.
Common aggregation operators found in literature are max, min, median, quasi-arithmetic mean, weighted min, weighted max, weighted average, and ordered weighted average. Although most of these aggregation methods offer reduction in data, they generally incur data loss and do not represent the actual physical phenomenon being sensed by the sensors. For example, max and min operators do not perform well when the standard deviation of the given data set is large. Operators such as quasi-arithmetic means are not stable under positive linear transformation [11] , i.e., it does not satisfy the following equation: (1) where is the aggregation operator. However, with an aggregation operator such as weighted average, the user can set weights and thus can control the aggregation process. In fact, more advanced aggregation operators such as Choquet and Sugeno integrals [12] are special cases of weighted average method. Since weighted average is stable and not computationally intensive, it is well suited for data aggregation in sensor networks.
In Fig. 2 , we investigate our weighted average data aggregation method.
Each sensor node has a weighting factor at any instance of time , given by . In the event of sensor failure, the proposed algorithm adaptively decreases the weight for sensors which have failed or demonstrate likelihood to fail. At the same time, weighting factors for neighboring sensor nodes increases. Hence, every reading from each sensor is weighted at each predetermined time interval , and weight updates are computed as follows: (2) In traditional neural networks, the change in weight is the difference between the expected reading and actual reading. However, in sensor nodes, we do not know the expected or desired reading a priori. In order to estimate the weight change , we use the concept of spatial correlation. Sensor reads the same event value (with minimal variation) as the neighboring sensors which are closely deployed. In order to estimate , we propose the following model:
where , the adaptation parameter, is given by (4) where is the reading from the th sensor, is the number of neighboring sensors, and , the scaling factor, is a small value and is chosen appropriately for a given application. The scaling factor ensures that . An algorithm for updating the weights is presented in the following.
Algorithm 
Theorem 1:
The weighting factor is increased only if the sensor reading is correlated with the -neighboring sensor readings.
Proof: In other words, we need to prove that for the th sensor when its reading agrees with the majority of the neighboring sensors in the given event region. Alternatively, we prove that if [and in turn, given in (3)] is minimum for all sensors, then we increase the weighting factor (proving 4a) of the algorithm). Case 1) Consider the case when the reading of the th sensor perfectly correlates with the -neighboring sensors, i.e., for all sensors. evaluates to , and thus , which means that does not change. Case 2) In the second case, we consider a situation where majority of sensors (say sensors) in the set of sensors are reporting same sensor reading (say ) as the th sensor. This means that the sensor is correlated with sensors in subset .
It should be noted that in (3) simply represents the difference between a desired output and an actual output. This absolute value of the difference (desired output-actual output) will be a value that is closer to zero (but not necessarily zero) and thus minimum in the set of and . Therefore, when the sensor reading correlates with the majority of sensors in the event region, its corresponding adaptation parameter is minimum in the set and thus we increase the weighting factor. Case 3) In this case, we consider a situation where sensors in the set are reporting the same sensor reading (say ) as the th sensor. This subset of sensors is much smaller than the remaining sensors in the set , i.e., . This means, sensor is uncorrelated with a majority of sensors in the event region. The difference value [from (3)] evaluates to value that is maximum in the set of . Therefore, the weighting factor is reduced as the sensor reading does not correlate with the majority of the neighboring sensors. Corollary 1: In spatially correlated sensor networks, the adaptation parameter , is proportional to the posterior probability of nearest neighbor rule.
Proof: Consider neighboring sensors. Let be the sensors report same sensor reading in a given event as sensor node . Let be the subset of sensors that are uncorrelated, and remaining sensors report a value , then (3) evaluates to
According to -nearest neighbor rule, the posterior-probability estimate that a reading is equal to value is given by . gives the posterior probability estimate that nodes read the sensor reading , in the groups of sensors.
2) Advantages of This Approach:
The proposed model considers spatial correlation while computing the adaptation parameter . By using the adaptation parameter, we increase or decrease the weights on the sensor reading dynamically. The model does not zero-out the faulty sensors, but decreases the weight on the reading, which decreases the "contribution" of the faulty sensor to the aggregation. This helps in identifying any intermittent faults or communication faults that might occur for only a small interval of time. If the sensor reading gets correlated with the neighboring sensors in the next time interval, then the weights are dynamically increased due to the adaptation parameter. This approach can be easily extended to all sensors within a cluster and the cluster-head acting as the fusion node to aggregate the data.
3) Sensor Network Protocols for Data Aggregation: An important issue for data aggregation in sensor networks is time synchronization. To this end, several protocols are developed to reduce communication cost and also achieve synchronization during the aggregation process. Directed diffusion [9] , SPIN [13] , TAG [14] , explicit clock synchronization [15] , and cascading timeouts [16] protocols have been proposed to achieve either explicit time synchronization or simple timeout mechanism to guarantee "data freshness" [16] , [17] . The timeout mechanism best suits our proposed aggregation process.
4) Importance of Data Aggregation in Sensor Networks:
We stress the issue of energy conservation as the major factor while designing computational or communication intensive operations in sensor networks. Most of the energy is consumed in communication-transmitting sensed information from sensors to the gateway or base station for information processing.
Sensor networks are primarily used where focus is on aggregated query. For example, a query such as "what is the chemical concentration in that area?" is common compared to a query such as "what is the chemical concentration reported by a single sensor?" Such queries often cause several sensors to report information from the area of interest to the base station. This, in turn, incurs high communication costs with possible network congestion, thereby decreasing the expected lifetime of the network. Therefore, it is necessary to summarize (aggregate) information obtained from different sensors before delivery to the final destination. Such in-network hierarchical aggregation helps in reducing redundant information, minimizing the number of transmissions (or packets), and thus conserving energy [18] .
B. Performance Degradation
With fault-tolerant hierarchical data aggregation, we can ensure relatively high data integrity and energy-efficient data delivery process. Our next key issue is to focus on a cost-effective way of prioritizing critical parameters of a given sensor network while maintaining high data integrity. With in-network data aggregation, there is always an energy-latency tradeoff. Data aggregation incurs end-to-end delay (network latency). By carefully analyzing the network and node parameters, we can control the process of data aggregation. For example, consider a decision making problem in which a cluster is to be selected to aggregate data based on critical parameters such as level of network congestion, power level of the aggregating node, data criticality, event levels, etc. In such situations, a feedback mechanism, often used in control theory can help to efficiently monitor the current state of a given cluster and to determine appropriate actions (say, to aggregate or not) to improve the operational performance. By dynamically changing the operations of the nodes based on a changing environment, we can extend the performance (for example network lifetime) of a given network. Specifically, we represent the ideal state of each cluster as a reference input to our controller. The ideal state for a sensor cluster would depend on the threshold limit on the operating values for parameters such as, network congestion, number of dead nodes, activity in the region, and overall energy (power) consumption.
1) Need for State Feedback:
Designing a state-space model for managing the parameters for sensor networks is difficult, simply because of unpredictable state and uncertainties in the operation of the network. One such way to handle uncertainties in the system and to characterize the behavior of the system (sensor network) using human knowledge and experience is by fuzzy logic. Fuzzy logic provides an alternative solution to nonlinear control; control and decisions are handled by rules, membership functions, and inference process. Conventional controller such as proportional-differential (PD) or proportional-integral-differential (PID) relies heavily on understanding the physical system (full knowledge of a mathematical model), and being able to define its transfer function mathematically [19] .
2) Fuzzy Logic-Based Controller: We consider four parameters-network congestion, data burst due to activity in the region, data criticality, and battery power, as critical parameters that evaluate the state of the given network of unattended sensors. These parameters are fed to a fuzzy logic controller running on a base station, which gives an estimate based on the expertise or knowledge of the current state of the dynamic system (see Fig. 3 ). For instance, fuzzy rules can be designed to adaptively change the routing of the query based on the traffic (or congestion) in the network. Simple commonsense rules can be devised, such as "IF traffic is HIGH and battery is LOW, then delay query is HIGH." The controller makes "intelligent" analysis of the state of each cluster by considering the parameters and also their combinatorial effect, so as to idealistically distribute the information to all the nodes.
Typical fuzzy logic system consists of fuzzication, inference, and defuzzification process [20] . Fuzzification creates fuzzy variables from crisp inputs that are then fed into the inference system. Fuzzy rule base drive the inference system to produce fuzzy outputs, which are defuzzified to get system outputs. The fuzzy rule base consists of fuzzy rules (IF antecedent, THEN consequent) that are devised by an expert knowledge base or through system input-output learning. The core of fuzzy system is this rule base which mimics human reasoning [21] .
The reference inputs to the fuzzy system helps in designing the membership functions for fuzzification as shown in Fig. 4 . The crisp inputs to the fuzzy systems are the critical parameters-level of congestion, battery level, data criticality, and burst. Level of congestion plays an important role in routing our query from base station to the sensor nodes in the event region. We borrow the definition of depth of congestion from [22] , to define level of congestion as the level in the routing hierarchical tree at which the backpressure message has traversed before a noncongested node is encountered. Whenever congestion occurs, the source node simply sets the congestion bit and sends the message back to the parent node (in the routing tree) as a backpressure message.
In our proposed approach, fuzzy rules have multiple consequents to achieve the following goals.
1) Minimizing congestion-Avoid overloading of a given node or cluster of nodes. Related work on congestion control can be found in [23] - [25] . 2) Optimizing density-Optimal number of sensor nodes in a given cluster without loss of information quality. 3) Optimizing power-Optimal use of sensor nodes by conserving battery power. The fuzzy rule-based approach provides a simplified approach to multiparameter problem that is persistent in sensor network. Even though fuzzy inference is not new in control/decision making, its application is a significant contribution to provide an approximate reasoning in sensor networks (where the system state is uncertain as shown in Fig. 5 ).
3) Fuzzy Inference Engine: We define the following rules for different functionality of our estimator.
For For Power Control: Define P as battery power, E as events detected in the region, delay query as delaying the query from base station to event region (caching the query/data), and decrease nodes as putting the nodes to sleep so as to sustain the lifetime of network (or decrease the sleep time of the nodes). Here, we assume that sensor nodes are not powered by a central power unit, but each sensor node is driven by its own power, thereby having a distributed power supply for the entire network.
R8: IF P is low and E is high, THEN delay query is high and decrease nodes is zero. R9: IF P is high and E is high, THEN delay query is low and decrease nodes is zero. R10: IF P is low and E is low, THEN delay query is medium and decrease nodes is zero. R11: IF P is high and E is low, THEN delay query is zero and decrease nodes is high. For Congestion Control: Define LC as level of congestion, P as battery power.
R12: IF LC is zero and P is low, then delay query is zero and decrease nodes is zero. R13: IF LC is medium and P is low, then delay query is medium and decrease nodes is zero. R14: IF LC is high and P is low, then delay query is high and decrease nodes is zero. R15: IF LC is zero and P is high, then delay query is zero and decrease nodes is high. R16: IF LC is medium and P is high, then delay query is medium and decrease nodes is high. R17: IF LC is high and P is high, then delay query is high and decrease nodes is high. A simulation scenario of the previously proposed fuzzy rules can be found in [26] .
4) Hierarchical Fuzzy Scheme:
In Section II-B3, we organized the fuzzy rules based on functionality. However, a more efficient scheme to organize the rules is in hierarchical fashion based on criticality; top-level being highly critical to the system as shown in Fig. 6 .
The controller can be easily adapted to varying application scenarios by changing the fuzzy rules. Having a continuous monitoring system such as the one proposed here, helps in sustaining a longer network lifetime by appropriately balancing critical parameters thereby ensuring survivability of the network. Efficient routing decisions can be adaptively made based on the congestion, power level, and activity level in the region of interest.
5) Protocol Design for Multisensor Nodes:
In order to realize an implementation of such a monitoring method for sensor networks, it is necessary to develop a protocol. Such a protocol aids in message passing of critical parameters from the sensor field to the base station. In this section, we describe in detail the high-level communication message structure and a protocol to communicate and interpret the message to and from the sensor network.
We consider two types of messages: beacon message and a report message. Beacon message is a broadcast type message sent by the base station. Beacon messages act like stimuli for the sensor nodes to report their current operational status back to the cluster heads. In order to save on the costly communication to and from the sensor network, the cluster heads can make simple but effective analysis of the sensor node reported information.
If there is no substantial change in the information reported or there is no adverse conditions (say high congestion, low battery, etc.) reported, the cluster head does not report back the information to the base station. This reduces considerable amount of packets in the network, thereby reducing communication cost as well as congestion and latency within the network.
Each beacon message is sent at a predetermined time interval from the base station. These beacon messages traverse from the base station to sink nodes to cluster heads and finally to the sensor nodes. A sample illustration of such a tree structure is seen in Fig. 7 . Cluster heads are generally sensor nodes with higher functional capabilities than simply sensing the environment. Once a beacon message is received, each sensor node sends a message to its respective cluster head. This message consists of current sensor reading of interest, along with important header information. The message structure is as shown in Fig. 8 .
Node ID uniquely identifies each of the sensor nodes in the network. Group ID uniquely identifies the cluster to which the sensor node belongs. Request/Reply bit can take the value 0 or 1. 0 signifies a beacon or cluster head request and 1 signifies a reply to a request from the sensor nodes. The congestion bit is set to 1 if the sensor node is overloaded. If the sensor node is acting like a message router involved in message hopping, then there is high likelihood that the sensor node can be overloaded. Power level indicator identifies the power at which the sensor node is working. It could be simply a battery voltage level or power usage represented as percentage of total power available to the sensor node. Last, the queue length signifies the messages that occupy the queue and waiting to be transmitted. This message header can be implemented without much difficulty in real-world sensor nodes that provide high level programming capabilities (such as TinyOS running on Crossbow motes [2] ).
The beacon request sent from the base station is forwarded down the routing tree to the sensor nodes. Each of the sensor nodes reply back to the cluster head (or their parent in the routing tree) with the message which contains the sensed data and appropriately setting the header. The number of sensor nodes deployed varies, depending on the given application. The fuzzy inference engine can be run either on the base station, if there is a single cluster of sensor nodes or run hierarchically on the cluster heads. If there are several clustered sensor nodes, each cluster head can run fuzzy rules, based on the header information in the message, and send its recommendations to the base station. The base station in turn runs its fuzzy logic controller for the recommendations received from all the cluster heads in order to determine the best possible parameter estimate for the entire sensor network. This is critical since a recommendation from one cluster might be varying or conflicting with its neighboring cluster.
When such conflicting recommendations exist, it is generally desirable to automate the decision making process. In this paper, we have proposed how approximate reasoning techniques can aid in monitoring and decision making based on the current working conditions of a given sensor network. Such reasoning techniques can replace human intervention in constantly monitoring the behavior of sensors. A robust mechanism that can supplement such reasoning technique is a cost-effective way to automate the decision making process. For example, with decision making techniques one can select the right cluster for managing the critical parameters. To address this issue, our focus in the Section II-C is on multicriteria decision making in sensor networks.
C. Multicriteria Decision Making
Multicriteria decision making (MCDM) [27] is the study of discrete decision problems involving two or more criteria (sometimes conflicting) or objectives. In MCDM problems, the goal is to select an alternative (choice or a system) from a set of relevant alternatives by evaluating a set of criteria. For example, consider the problem of selecting a car from a set of three cars (which represents our alternatives) based on a set of criteria {fuel efficiency, price, luxury}.
Let and be set of alternatives and set of criteria, respectively. The decision making process proceeds by formulating a matrix with set of criteria and set of alternatives . . . . . . . . . . . .
Each entry denotes the degree to which the criterion is satisfied by the alternative . The idea is to now reduce the multicriteria problem into a single global criterion problem by aggregating all the elements of matrix A, given by , where is the aggregation operator. Most common aggregation operator is the weighted arithmetic mean; however, this operator does not model interaction among criteria. We apply the Choquet integral as an aggregation operator for the MCDM problem in sensor networks.
1) Fuzzy Measure and Choquet Integral: A fuzzy measure [28] on a set of criteria ( ) is defined as a mapping function
, where is the power set of . Additionally, should satisfy the following properties. 1) and , where represents the null-set. 2) If is a subset of , then . For example, consider a set . Power set of is given by, . The fuzzy measure on the elements of set , for example, can be defined as: and . If is the fuzzy measure on (set of criteria), then Choquet integral [29] of a function with respect to is defined as (5) where indicates that the indices have been permuted such that and . If the fuzzy measure is additive, then represents discrete Lebesgue integral [30] .
2) Basic Architecture:
The autonomous sensor nodes embedded in the environment are generally low powered devices. High events in the environment usually require constant monitoring and dense deployment for precisely localizing the threat events. In order to capture all important events, we would ideally want more nodes deployed in the region of event compared to other regions in the environment. Any dying nodes would also require a replacement (redeployment) in order to sustain the lifetime of entire network.
The decision making problem is to efficiently decide which node (or cluster of nodes) to manage first. The decision maker is challenged with equally "important" tasks to address in order to fulfill its goal. Given a deployed embedded network of sensors, the task is to select the sensor nodes based on several competing criteria. For example, a node could have critical data that needs to be collected. At the same time, another node may be dying due to low battery power, requiring immediate attention. We formulate such multicriteria problem in sensor network by first identifying the set of alternatives and criteria as follows:
Criteria: -set of criteria; {distance-to-node, battery power, event level, data criticality}; Alternatives: -set of systems on which criteria is to be evaluated; set of sensor nodes; Goal: Evaluate the set of systems/alternatives based on set of criteria ; Select a sensor node to be reached first.
in Table I , are evaluation results based on the current criteria and interaction among the criteria. The methodology used to obtain is by using Choquet integral. A simple pair-wise comparison between two The goal of the decision maker is to select a node that is nearest (low distance value), has low battery power, and has high events registered. The alternatives are three nodes ( , and ) to be evaluated. We define the fuzzy membership function for each criterion as shown in Fig. 9 .
, and are the fuzzy sets obtained which expresses goal and conditions in terms of available systems , and
The decision maker's solution is obtained by max-min inference [31] on the three sets , and . Note that does not denote an addition operator but serves as a set element delimiter described as Zadeh's notation [19] . is obtained from min of each system and represents a fuzzy characterization of the concept of desired system. Using max, we can obtain a preference of a given system over another system. In this case, sensor node is the most desired system.
Case 2: Criteria Are Crisp Variables With Interaction:
A detailed description of interaction among criteria is discussed in [32] , which gives correlation, complementary, and preference dependency as three different forms of interaction among criteria. In our case study on sensor network, criteria such as power level and capturing events are correlated and complementary. For example, in order to capture critical environmental events, a deployed sensor should ideally have a low sleep time and high sampling frequency. This means that power consumed by the sensor is high, suggesting that power consumption and events are correlated and complementary.
Recall from Section II-C1 that Choquet integral is defined over the function . This function is often called the utility function or score [33] . The utility function is required to make the criteria comparable, since criteria generally are not measured on a common scale. By using the utility function we map the criteria to a common scale, making them commensurable criteria as shown in Fig. 10 .
Given the three criteria/attributes related to a sensor nodedistance, battery power and events registered, we can generate the utility function as shown in Fig. 11 . From Fig. 11 , for example, a shorter distance to a given node, generates a high score or utility function. For example, a distance of 1 m, will generate a score . Similarly, if the number of events generated is high (say 40), then the score is high . The overall evaluation of different alternatives (sensor nodes) is obtained by aggregating the utility functions using Choquet integral with appropriate fuzzy measure (which acts like a weighting factor). The weights, fuzzy measure, and resultant Choquet integral for three sensor nodes at varying distances, battery level, and event (activity) level are tabulated as shown in Table II .
Since C-1 is greater than C-2 and C-3, the decision maker will decide to go to sensor-1. The decision making is evident Fig. 11 . Generating utility function.
TABLE II EVALUATION OF CHOQUET INTEGRATION. (a) PAIR-WISE COMPARISON MATRIX. (b) IDENTIFIED FUZZY MEASURES. (c) INPUT VALUES AND COMPUTED CHOQUET INTEGRATED VALUES
from the fact that, for sensor-1 the distance score (distance to sensor node very near) is set to 0.9 (refer to Fig. 11 ). The pair-wise comparison matrix gives the importance or priority of a criterion over another criterion in the evaluation process. The -fuzzy measure is set to 0.9 suggesting a positive interaction.
A positive interaction or positive synergy [34] between two criteria and represents some degree of opposition between two , and the Choquet integral reduces to weighted average with fuzzy measures acting as weighting factors.
Common aggregation operators are compared for three sensor nodes with the same criteria: distance, battery, and events. It is evident from Fig. 12 , that Choquet integral and weighted average help to better evaluate the alternatives (systems) based on the aggregated values. Weighted average can be considered as a special case of Choquet integral with an interaction degree .
III. FAULT-TOLERANT FRAMEWORK
The algorithms discussed for decision making and approximate reasoning in sensor networks rely on the data acquired from the sensors. Faulty data acquisition can have effects on decision making and sensor data fusion [35] - [37] . Most of the fault-tolerant techniques in sensor networks [38] - [41] either assume prior knowledge of the sensor reading or have a desired reference to compute the error of the sensor reading. A redundancy feature (deployment of multiple nodes) can sometimes help in validating the sensor reading. Validation mechanism can be performed as follows. Consider three sensor readings , and from three redundant sensors. Two sensor readings are averaged (
, and ) at each predetermined time interval. The actual reading is set to the value at which the majority of the three averaged values agree upon-a majority voting principle. This helps to eliminate the faulty sensor in the group of the three sensors under consideration.
In situations where the redundancy feature is not available, fault detection can be performed by embedding relatively simple logic in a given node to determine the performance degradation of a specific sensor. These types of embedded test mechanisms have been studied extensively as built-in self test (BIST) or continuous built-in test (CBIT) [42] in combinational and sequential logic, memories, and other embedded logic blocks. In our approach to fault detection, we assume that each sensor within a node is assumed to operate within a usable threshold window [min,max]. A built-in test (BIT) is said to have passed if the sensor reading is within this window. That is, reading should follow the equation
, where min and max are chosen appropriately for a given sensor and given application, which constitutes the operational behavior of the sensor. Every sensor is guaranteed to work "correctly" within a given operating range specified by the manufacturer. For example, a manufacturer could specify an operating range for a temperature sensor as 25 C to 125 C. Similarly, a chemical sensor (such as carbon monoxide sensor) can have an operating range from 0 to 500 ppm (parts per million). We call this operating range as guaranteed window. This window is usually obtained from the sensor manufacturer. The usable threshold window [min, max] will incorporate the guaranteed window for a given sensor. That is, min of the usable threshold window will be less than the minimum range of operation defined by the guaranteed window and max will be greater than the maximum operating range of the sensor. For example, we can define 40 C to 150 C as a usable threshold window for a temperature sensor that is guaranteed to sense temperature within the range 25 C to 125 C with a specified accuracy. The sensor might still work outside this guaranteed window, however, with a much lesser accuracy. By using the concept of an added usable window versus a guaranteed window alone, we are trading off the performance optimization of the individual sensor versus optimizing the operating performance range of the sensor network. We consider two different test methods to utilize the windowing effect to detect faulty behavior of a sensor.
1) Boolean Test:
The BIT can be a simple pass or fail test for each sensor on a sensor node. Such tests can often be run on a sensor node since each node offers limited computation. The base station sends out a beacon message, possibly carrying a query to the cluster heads. The cluster heads in turn send out their respective beacon messages to all the nodes within their cluster. The node, when interrogated, transmits an encoded message that contains sensed information for each of the sensors on-board. This hierarchical structure distributes the computation burden of decoding the messages from the sensors on to local cluster heads. 2) Weighted Method: A robust BIT mechanism is to determine the performance degradation of a sensor based on how close the reading gets to min or max of the usable window. This will help the decision making process to evaluate the likelihood of the sensor failure. It should be noted that, as a preventive measure for sensor failure (or a complete node failure), redundant sensors (or nodes) can be deployed in the region. This is, however, an expensive solution. The idea behind this second method is to assign a weighting factor to each of the sensors in a sensor node based on the reading . Depending on how close the reading is to the usable window boundaries, the weight can be adaptively decreased. As described earlier, each sensor can operate within a guaranteed window and the weight is set to 1, if the output of the sensor is within this window, i.e., , where signifies the sensor node number and signifies the sensors on-board the th sensor node. If the sensor reading goes beyond the guaranteed window and approaches the usable window boundary, the weights are decreased. A simple methodology is to use a bell-function as shown in Fig. 13 , where the weight exponentially decreases as the reading deviates from the guaranteed window. Since such a method imposes a heavy computation burden on the sensor node, the BIT is performed for each sensor in a given node on the cluster head or at higher level in the cluster hierarchy. An algorithm for the weighted method is presented as follows. Algorithmic Design: Input: Define min and max as threshold window. and as guaranteed window. Output:
, weighting factor for each sensor within the given cluster.
, likelihood of failure of sensor in the given sensor node . The BIT methods discussed help to answer the likelihood of component failure in any fault-tolerant design technique. Although BIT methods such as Boolean test, do not provide a foolproof mechanism to validate the accuracy of a given sensor, they provide a mechanism to capture any intermittent faults. The weighted method helps achieve failure prediction (or likelihood to failure) and provides gradual performance degradation between usable and guaranteed windows, thereby extending the performance characteristics of a given sensor in a multisensor network environment. The overall architecture of different methods discussed here is pictorially represented as shown in Fig. 14 . 
IV. EXPERIMENTAL EVALUATION
First, we will validate (by benchmarking) the weight update algorithm discussed in Section II-A using vibration sensors and by means of simulation. Second, we implement the data aggregation algorithm on-board three wireless sensor boards (MTS420 from Crossbow) running TinyOS [43] and are placed sufficiently close to each other in order to demonstrate spatial correlation. Fig. 15 shows the experimental setup with real-hardware platforms. We use temperature sensors (Sensirion SHT11 temperature/humidity sensor) onboard the MTS420 sensor board to collect data for experimentation. The data aggregation algorithm is performed online on a sensor node before transferring the information to the base station.
1) Benchmarking:
In this experimental setup, we collect the data for a period of 0.2 s sampled at 500 Hz (sampling time of 0.002 s). We run the algorithm offline on stand-alone computer rather then online computation on a sensor node.
Discussions: Fig. 16(a) shows the raw sensor readings from three sensors. Fig. 16(b) gives the polynomial interpolation (curve fitting) of the raw sensor reading. This is performed in order to obtain better visualization of the sensor reading. It is clear from the figure that sensor-2 and sensor-3 are more correlated initially than sensor-1 and this can be observed from the data obtained from the sensors. Also, from the experimental setup, it is evident that sensor-1 is deployed in an area where there is more vibration in the structure compared to sensor-2 and sensor-3. The absolute error shown in Fig. 16(c) gives the error between our proposed aggregation algorithm and aggregation without fault tolerance (simple average). The weight updates for each sensor based on the spatial correlation is shown in Fig. 16(d) . Our algorithm reduces the weighting factor for sensor-1 (or contribution of sensor-1) based on the correlation with sensor-2 and sensor-3.
2) On-Line Data Aggregation: As shown in Fig. 17 , three temperature sensors deployed closed to each other in a laboratory setting is used to collect data and aggregate on a cluster head. A service layer (middleware) is implemented on the cluster head to aggregate data from different sources. We first perform aggregation (simple averaging) of the three temperature readings on the cluster head. We then introduce a uniform noise in one of the sensors (sensor-3) and compare the performance of our proposed algorithm (aggregation with spatial correlation), and averaging without correlation against ground truth.
The temperature reading for three sensors are plotted at various time samples. Fault (noise) is introduced in one of sensors (sensor-3). The actual aggregation before the any fault is introduced represents our ground truth. As seen from Fig. 17 , the aggregated temperature drastically reduces when the fault/noise is seen in any or all of the sensors. Our proposed weighted aggregation method compensates the faulty behavior by appropriately adjusting the weights. Therefore, the aggregated value steadily approaches the ground truth as seen from Figs. 17 and 18(a).
As seen from Fig. 18(a) , as the aggregated value approaches ground truth (actual aggregated value), the error in the algorithm performance decreases and eventually becomes zero [see Fig. 18(b) ]. The weight updates in Fig. 18(c) shows the decrease in weight for faulty sensor-3 thereby reducing its contribution in the aggregation process.
3) Fuzzy Inference: As before, we use the same experimental setup with three temperature sensors. Specifically, we develop fuzzy rule base to determine the data criticality depending on two input parameters of the sensor nodes-temperature and battery voltage. This criticality quantifies as to whether the data needs to be aggregated or not. The fuzzy inference engine evaluates simple commonsense rules such as, "If activity (temperature) is high and battery power is low, then criticality is high." A high data criticality signifies a low chances to perform data aggregation so as to ensure "data freshness."
Based on the operating battery voltage of the sensors and the room temperature, fuzzy membership functions are designed as shown in Fig. 19 .
Output of the fuzzy system (in this case, criticality) can be fed into MCDM process as described in Section II-C. The im- plementation of Choquet integral on a node will be considered as a future work. 
4) BIT Simulation:
We experiment both Boolean test and weighted method for a temperature sensor using simulated data Fig. 20(a) shows simulated sensor data reading and the corresponding compensated reading obtained from Boolean test and weighted method. In the weighted method, when the temperature reading is within the guaranteed window, the weighting factor is set to 1. As the temperature crosses the limits of the guaranteed window and approaches the limits of usable window, weighting factor is adaptively decreased [as shown in Fig. 20(b) ] and the corresponding sensor reading also decreases [ Fig. 20(a) ]. An interesting factor to analyze is that the slope of weighting factor ( ), as shown in Fig. 20(b) , helps in failure prediction of the given sensor. However, the slope decrease could also be a result of sudden increase or decrease in the sensor reading. Fig. 20(c) shows the probability of failure over time indicating the performance degradation of the given sensor. As seen from the previous results, at time interval 8-9, the sensor reading jumps from very low ( 10 C) to a high value ( 120 C). There is thus an uncertainty as to whether the sensor has actually recorded a high event or has failed. This uncertainty is well demonstrated in probability of failure [refer Fig. 20(c) ].
5) Effect of BIT on Data Aggregation:
In the second benchmarking scenario, we consider three homogenous sensors (temperature sensors) with guaranteed and usable windows set as before. We aggregate the data obtained from all three sensors and compare the actual aggregated value with the aggregated value obtained from the weighed method. As the temperature reading from any one of the sensors approaches the limits of the usable window, the corresponding reading is decreased by an appropriate weighting factor. Hence, the aggregated value obtained from the weighted method decreases, thus indicating the decrease in the "contribution" of the faulty sensor to the fusion (aggregation) process. This scenario is demonstrated in Fig. 21 .
We see that sensor-1 consistently reports a high temperature value ( 180 C) outside the usable window. Reading from sensor-2 gradually approaches the limits of the usable window, thereby suggesting that there is high probability of failure. Our proposed weighed method incorporates the degradation of sensor-2 and failure of sensor-1 during the aggregation process, and thus has a lower aggregated value compared to aggregating the actual sensor readings.
V. CONCLUSION
In this paper, we investigated multigrain problems in sensor networks and provided innovative solution or design methodology pertaining to each problem. To the best of our knowledge, there has been very few directed research relating to decision making and fuzzy control/monitoring in sensor networks. The key to each solution proposed, is the performance achieved both in terms of data integrity and the operation of the deployed sensors. The techniques described in this paper are generic in nature and can be applied to various multisensor applications. As a future work, the middleware developed for hierarchical data aggregation can be extended to perform various BITs to ensure data integrity and to analyze the scalability and sensitivity of the system under various decision making conditions. 
