INTRODUCTION
In recent years, there has been considerable evolution in the field of fault diagnosis of induction machines with the aid of expert systems and artificial intelligence algorithms. Many condition monitoring techniques have been successfully developed and implemented. Bearing faults are among the more prominently occurring faults [1] and hence their diagnosis forms an essential part in condition monitoring of induction machines. Large number of detection techniques have been developed based on signature analysis of either stator current or vibration signals.
Among this, vibration signals have been proven to be more reliable for diagnosing mechanical faults either invasively or non-invasively. Condition monitoring of bearing faults with pattern recognition involves feature extraction, feature selection, feature reduction and their classification. Typically, pattern recognition methods are applied to diagnose the faults with time domain features like peak value, crest factor, kurtosis, etc. [2] [3] .Prior researches in this area using time domain features like mean, standard deviation, shape factor, etc. have been found to yield poor results [4] . Investigations using frequency domain features like power spectrum, power spectral density, periodograms etc. [5] [6] relies on the differences in frequency characteristics of fault conditions [7] . These differences are non-significant and hence difficult to diagnose. As vibration signals are non-stationary in nature, time-frequency domain analysis like spectrogram, wavelets transforms(WT) etc. have been used for extracting features to identify the bearing faults [7] [8] [9] [10] [11] [12] . This analysis using WT methodology [13] suffers a major setback due compared the results thus obtained for variation in parameters like accuracy, sensitivity and specificity with that obtained using LDA classifier. The results evince that time domain features identify the bearing faults with good accuracy compared to other features considered in the literature [2] , [13] [14] , [17] [18] [19] [20] [21] [22] . Overall 63 feature set combinations from 6 features have been employed for bearing fault diagnosis of 5 groups of data involving 15 datasets which has been drawn in combinations of location of fault and load condition. Though condition monitoring schemes of bearing faults involve Feature extraction, feature selection, features reduction and classification processes which will be handled by various methodologies like WT for feature extraction and minimum-redundancy maximum-relevancy method for feature selection and differential evolution algorithm for classification [21] and spectrum imaging has been implemented for feature extraction and enhancement [22] in previous works. The present work focuses on the simplest scheme development to serve the purpose;
hence Feature extraction and classification alone are implemented. It should be noted that the approach is not limited to these 6 features. Other features, such as MAV slope, log detection, peak factor, etc. can be also used. Detailed discussions of which type of features are more useful than others for bearing fault diagnosis are beyond the scope of this paper.
METHODOLOGY

Dataset Description
The vibration recordings from experiments conducted using a 2 HP Reliance Electric motor by CWRU (Bearing vibration dataset, 0000) has been used to derive five groups (A-E). The drive end (DE) bearing (6205-2RS JEM SKF make) and fan end (FE) bearing (6203-2RS JEM SKF bearing) are selected as the test bearings. Motor bearings were seeded with faults using electric discharge machining (EDM). Fault depths of 0.007 inch, 0.014 inch and 0.021inch with 0.040 inch of diameter were artificially created at the inner raceway (IR), rolling element (RE) and outer raceway (OR).
Faulted bearings with respect to all 3 faults (3F) were reinstalled into the test motor and vibration data was recorded for motor loads of 0 to 3 HP (motor speeds of 1797 to 1730 RPM) individualistically. Vibration data have been collected using accelerometers, which were placed at 12 O' clock position at DE and FE of the motor housing at a sampling rate of 12kHzfor a duration of 10 seconds. The data recorder had been equipped with a low -pass filter at the input stage for antialiasing. The benchmark study made by [23] indicates that the central load zone is at 6 O' clock position. In addition, the study revealed the fact that some of the vibration signals recorded on DE and FE positions were non useable due to lack of clarity, clipping of the data, and contamination of data due to the presence of significant electrical noise signals. The five groups (A-E) derived are as shown in Table1 with varying combinations of bearing fault depth in milli inches (FD) Whereas, datasets B-ii and B-iv are implemented with 10 and 7 working conditions respectively for each load condition.
Group C considers the working conditions of same bearings with all 3Fof FD7 and 21to perform a 6 class classification for every load condition. Hence, group C includes 2 datasets, one for DE and one for FE respectively. A similar analysis is performed with group D wherein, the datasets are for all 3Fwithsame FD over DE and FE. Therefore one dataset is for FD of 7 and other for FD of 21 respectively. Group E, includes N and all 3F for FDs of 7,14 and21 of DE for every load condition. Therefore, 10 working conditions are employed of for a 10 class classification.
Feature Extraction
The temporal characteristics, hidden in the vibration signals are extracted using newly attempted time domain features such as mean absolute value, simple sign integral, waveform length, Willison amplitude, zero crossing, and slope sign for bearing fault diagnosis. The mathematical description of proposed features is presented in this section.
Mean Absolute Value (MAV):
Mean absolute value is the average of absolute value of data for a segment of Impact Factor (JCC): 6.8765 NAAS Rating: 3.11 length L and is defined in equation (1) . MAV is similar to average rectified value and can be calculated using the moving average of full-wave rectified vibration signal.
(1)
Simple Sign Integral (SSI): Simple sign integral is the integral of square of data samples. It determines the energy of the data segment and is computed using equation (2). (2) Waveform Length (WL): Waveform length is the cumulative length of the waveform over the time segment. It is related to amplitude, time and frequency information of the data segment and is calculated using equation (3). (3) Willison Amplitude (WAMP): Willison amplitude is the number of times the difference between amplitude of adjacent samples exceeds a predefined threshold value. It is calculated using equation (4) and (5). (4) where (5) and is the threshold value and chosen as 0.5.
Zero Crossing (ZC):
Zero crossing is the number of times the signal crosses zero. This is a feature, provides information about frequency of the signal and is calculated from (6) which satisfy equation (7).
To abstain from the background noise a small threshold of =0.5 is chosen.
Slope Sign Change (SSC):
Slope sign change is another feature that characterizes the frequency and is computed using equation (8) and satisfying equation (9).
Slope sign change indicates the number of changes between positive and negative slope among three consecutive segments. A threshold =0.5 is used for avoiding the interference in vibration signal. for each segment thus resulting in a feature length of 128 for every feature pertaining to respective working condition.
Based on the experimental motor bearing data discussed in section 2.1, the analysis results are drawn in section 3 to verify the effectiveness of these 6 features in 63 combinations for bearing fault diagnosis, with respect to accuracy, sensitivity and specificity.
Classification
LDA classifier
Linear discriminant analysis is the most common technique used for data classification and dimensionality reduction.
Linear discriminant analysis easily handles the case where the within-class frequencies are unequal and their performances have been examined on randomly generated test data. LDA approach for classification considers posterior probability, prior probability and cost of classifying an observation to a particular class. Thus the objective is to minimize the classification cost and the minimization function is defined as (11) where is the predicted class.
N is the number of classes.
is the posterior probability of class k for observation X.
cost(c|k) is the cost of classifying an observation as c when its true class is k.
The posterior probability that an observation X belongs to class k given as (12) Where P(k) represents the prior probability of class k.
P(X) is a normalization constant, that is, the sum over k of P(X|k)P(k) P(X|k) is the multivariate normal density function and is given as (13) Where is the covariance matrix of k th class.
and is the mean of k th class.
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The LDA classifier steps can be summarized as to estimate the prior probabilities, mean and covariance matrix for each class. Further, for a new observation X estimate the class using equation (11) .
NB classifier
Naive Bayes is based on Bayes theorem suited to solve the high dimensional problems. Parameter estimation for naive Bayes models uses the method of maximum likelihood and performs better in many complex real world situations
The advantage of NB classifier is it requires a small amount of training data to estimate the parameters. The algorithm for implementation of NB classifier is as follows:
If there are 'm' classes: C 1 ,C 2 ,C 3 …C m , and the feature vector X : [x 1 ,x 2 ,x 3 ,…. x n ], for n number of features, the naive Assumption of class conditional independence computed using equations (15) and (16).
NB classifier predicts that X belongs to Class Ci iff (17) The maximum posteriori hypothesis can be stated as
where P(C i ) is class prior probability.
P(X) is the prior probability of X.
P(C i /X) is the posterior probability. P(X/C i ) is the posterior probability of X conditioned on Ci.
With many attributes, it is computationally expensive to evaluate P(X/C i ). Being conditionally independent and computationally expensive are the only drawbacks of this classifier.
Performance Metrics
Classification of bearing conditions for groups A to E are employed with 63 feature set combinations and the performance is assessed for 50% training and 50% testing sizes respectively. The performance is evaluated for all FS combinations based on accuracy, sensitivity, specificity of LDA and NB classifiers. Sensitivity, SE is defined as the rate of overall number of true positives (TP) (correctly classified patterns) to the total number of actual positive patterns (TAp)
Specificity, SP is defined as the rate of total number of true negative (TN) to the total number of actual negative patterns(TAn) : 
However, the overall accuracy contributed by every feature depends even on positive prediction value and negative prediction value, that is, even if sensitivity is 1 or specificity is 1 accuracy is not necessary to be achieved as 100%.
RESULTS
The classification performance of a classifier is investigated with 3 parameters in this work as discussed in section 2.4. Hence, Figure. 1 and figure. 2 shows a plot of Accuracy, Sensitivity and specificity as a function of the FS number for a four class classification of N, IR, OR, RE with a fault depth of 7,14 and21 using LDA and NB classifiers respectively for group A. It is observed that the accuracy is 100% of the data sets I and II for all individual features except ZC and SSC.
The performance of these features does not improve even in combined form. In data set iii the accuracy is 40% to 80%
with the same features which had excelled in performance for data set I and ii whereas the features ZC and SSC have given accuracy of 95-100%. However in data set v performances of all features are better than dataset iii, and it is noticed that the feature WL, which had given the least accuracy in dataset iii exhibits maximum accuracy in this dataset. It is seen that as the number of features grouped increases the performance also improves and the accuracy reaches 100%. It can be witnessed that ZC and SSC are the features resulting in maximum accuracy when implemented in combination with any other feature for datasets iii to vi. Table 2 , presents the number of features required for attaining maximum accuracy for every dataset of group A. It is interesting to note that both in LDA and NB classifications as seen in figure 1 and 2, the sensitivity and specificity dips for the features ZC and SSC, both for individual and combined cases thus resulting in poor accuracy levels in the classification. But ZC and SSC when combined with any other feature will excel in performance and exhibit maximum accuracy. Therefore, it is important to analyze all parameters of a feature before either considering or rejecting it for classification. The classification with NB as shown in figure 2 ,shows better results when compared to LDA in figure 1, as the patterns do not get scattered. 
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Figure 3: (i)Accuracy, (ii)Sensitivity and (Iii)Specificity as a Function of Feature Set Number for a Four Class Classification of N, IR, OR, RE is Dataseted Irrespective of Load, and with Respect to Each Load for (a) FD-7,FD-14 and FD-21, and (b) FD-7 and FD-21 Using LDA, (c) and (d) Using NB for Group B. In General, NB is Better than LDA.
In figure 3 , (a) and (b) are for LDA and; (c) and (d) are for NB, which clearly shows LDA has scattered accuracy patterns along with less sensitivity, whereas average specificity remains same for LDA and NB respectively. Figure 4, shows accuracy, sensitivity and specificity for group C and it is observed that LDA performance is slightly better than NB.
In addition to this, it can be observed that for NB sensitivity does not show considerable improvement as number of features combined increases like in other groups. However, its value is less in FSs where feature WL, WAMP, ZC exist individually or in combination. Mainly when feature WL, WAMP and WL, ZC combination exists with any other feature poor sensitivity and is attained. Conversely, specificity is good for all FSs when compared to LDA, as it improves with the number of features combined and reaches maximum at the earliest. Therefore NB classifier performs better than LDA except for load 0HP condition. Table 4 presents the number of features required to attain maximum accuracy for datasets of group C. It is clear from the table that good accuracy ranges are obtained for dataset C-i, as it deals with DE data.
However, in datasetC-ii the accuracy ranges have not reached 100% with any FS, as it deals with FE data. In which, certain data files are either non diagnosable or having electrical noises or the signal is clipped off as stated in the benchmark study made by [23] . Therefore, it can be observed from figure 4 that the accuracy of classification is less for dataset C-ii of load 2HP condition and the same can be seen in figure 5 , for dataset D-i of load 2HP condition. As C-ii and D-i of load 2HP condition employs the same file which has more noise, the accuracy of classification is less. However, when the signals were processed for complete 10 seconds instead of 5.4 seconds as considered in this work earlier, the accuracy levels are considerably improved as seen in table 4 and 5 for the respective datasets. Table 5 presents the number of features required to attain maximum accuracy for datasets of groups D and E. For the datasets of group E accuracy, sensitivity and specificity are plotted figure 6, and the figure illustrates that among the existing 63 FS, the dips are formed due to the FSs and for some datasets single feature is sufficient as seen in figure 7 . Therefore the present approach is simple and computationally cost effective. 
DISCUSSIONS
The statistical time domain features MAV, SSI, WL, WAMP, ZC, SSC is introduced for bearing fault diagnosis using LDA and NB classifiers. Even though some studies have been performed [3] , where time domain features are applied but the feasibility of above discussed features for bearing fault diagnosis has not been investigated so far. Our findings with the datasets derived with a new set of features are in agreement with the previous studies. The investigations performed disclose the fact that features considered will perform well for the combination of features associated with time and frequency. To be precise, the feature SSC is associated with time and the feature ZC is associated with the frequency of a signal, when these 2 features are employed together then it leads to maximum accuracy. However, the parameter sensitivity, specificity, positive prediction and negative prediction values and others to be considered before choosing the combination of features to develop the scheme for automated bearing fault diagnosis, which can provide best discrimination with less computation time. It is perceived that features ZC and SSC exist as main features in determining the maximum accuracy for almost all the data sets discussed above. Either feature ZC and SSC together or ZC and SSC along with WL will give maximum accuracy. But, overall4 features are sufficient for the authors to get maximum accuracy in all datasets of groups A to E. Though in dataset B for certain load conditions 5 features are providing maximum accuracy, it is not exhibiting considerable improvement. Therefore the FS of SSI, WL, SSC and ZC features will provide maximum accuracy for all datasets of group A-E. The application of these features for bearing fault diagnosis has a number of benefits over other methods proposed so far. Such as, the features selected are one dimensional simple and fast to estimate and also they are less in number. This avoids the need for feature selection and reduction processes. Secondly, For the comparison between results obtained from the proposed method and the existing methods in literature, only the works which have used identical dataset are considered. However, the differences exist with respect to the vibration data considered is 12kHz or 48kHz and the number of channel inputs taken into consideration. Few authors have chosen single channel input, either DE or FE data like in present work for diagnosis and some authors consider both DE and FE data for every working condition. The accuracy obtained from the proposed method gives the best accuracy for group A, and it is equivalent to the best presented. This is in corroboration with earlier reporting's [18, 21] . Specifically datasets A-II, which is a four class classification for FD of 7 being, irrespective of load is implemented by authors in [21] excluding load 0HP condition. Further WPD for feature extraction and mRMR for feature selection and DE-EAM for classification are employed and average accuracy of 96.1% is obtained. Similarly spectrum imaging and feature enhancement is applied for feature extraction, and classification is realized using ANN by the authors in [22] for dataset Ai with 2HP load and obtains an accuracy of 96.9%. Data setA-iii is assessed for load 0, 1 and 2HP using 20 features by authors in [18] and attained an accuracy of 99.56%,100%,99.89% respectively. But100% accuracy is obtained in the present work for all datasets of group A by using a maximum of 3 features. For group B, identical implementation of dataset B-i is performed by authors in [17] and in [19] . In the former work the authors would generate feature vectors using characteristics of the feature ZC and classify the fault using working condition, whereas in [13] the window length is 3000 and 10seconds of complete data is processed. Group E is for a 10 class classification of all 3F of 3 FDs and N for each load condition. Although the authors in [2] have implemented a 10 class classification by LDA same as group E for a load of 3HP, using 9 time domain features and 5 time-frequency features for the vibration data of 48kHZ and have developed TR-LDA1 and TR-LDA2 algorithms to achieve 100% classification accuracy in classification and also has presented a comparison by implementing with different classifiers. It is observed LDA exhibits 98% of accuracy, and the same is achieved in present work using 4 features by LDA and NB classifiers. A similar implementation is performed by former authors for load conditions of 1 and 2 HP in [14] with the aid of K-means clustering and the implementations are identical to dataset E L-2 and E L-3 in present work.
Correspondingly the authors have obtained 98.5% and 98.9% It is interesting to note that in the present work combination of four features are sufficient to obtain an AC of 92% as given in table 5, which once again illustrates that a combination of few good features are sufficient rather than a complicated algorithm for diagnosing the bearing faults, with minimum computational cost.
CONCLUSIONS
Fault diagnosis is a crucial part of condition monitoring of bearings to avoid unprepared repairs and cost-effective damages caused by failures. The condition monitoring scheme involves suitable feature extraction, feature reduction, feature selection and classification processes, among which feature extraction and classification play important role in the scheme. Once the feature extracted are effective enough to reveal all the characteristics of fault condition then feature reduction and feature selection processes can be evaded.
In this paper, for the first time statistical time domain features MAV, SSI, WL, WAMP, ZC, SSC is employed for the identification of the mechanical faults using LDA and NB classifiers. In this study the effectiveness of each feature is investigated pertaining to accuracy, sensitivity and specificity in 63 combinations for 15 datasets which are drawn from 5
groups. The FS of SSI, WL, SSC and ZC will contribute for maximum accuracy in all the cases. However, for many datasets FS of one, two and three features are giving better accuracy in which the features are WL, SSC and ZC. It is studied from the results that increasing the number of features will not contribute to improve the classification accuracy;
instead if a feature represent time characteristics of a fault condition and another feature for frequency then their combinations are giving best accuracy results, conversely combining many features which are redundant in characteristics will not contribute much to improve classification accuracy therefore investigations are to be conducted to find the best feature combination and then employ classification with minimal number of features which reduces the overheads of dimensionality reduction schemes like feature selection and feature reduction. In addition, to this the present approach avoids the computational burden on classifiers. The low computational complexity of these features constitutes it a highly favorable feature to be employed as part of a system for real-time automated fault diagnosis schemes. The success of the present approach is verified through comparing the performance of classification problems from other researchers. It can be concluded that the features employed newly with NB classifier achieves more satisfactory results to discriminate the fault condition from vibration signal than the other methods do. While our system can achieve promising results for handling the fault diagnosis of roller bearings, our future work might focus on the following issues to improve the present approach (1) diagnosing the fault severities of each fault individually and even when present in combinations. (2) Diagnosing and investigating OR fault for different load zone conditions and to localize the OR faults. (3) Finally, to indicate the severity of fault and by defining certain fault level indicators, this aids in bearing performance prognostics in future.
