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where ∈ , and are twice differentiable functions from into and , respectively, and is an × positive semi-definite (symmetric) matrix.
Recently, Zhang and Mond [5] formulated a general second-order dual model for nondifferentiable programming problems (P):
where , , ∈ , ∈ , ⊂ = {1, 2, . . . , }, = 0, 1, 2, . . . , with ⋃ =0 = and ∩ = ∅ if ̸ = .
Zhang and Mond [5] gave weak, strong and converse duality theorems for first order and second order nondifferentiable dual models under generalised convexity. In particular, they proved the following second order converse duality theorem. If for all feasible ( , , , , ),
is second order pseudoinvex and ∑ ∈ (·), = 1, 2, . . . , is second order quasincave with respect to the same , then * is an optimal solution to (P).
We note that the matrix
* is positive or negative definite in the assumption (A1) of Theorem 1.1, and the result of Theorem 1.1 implies * = 0, see [5, proof of Theorem 6]. It is obvious that the assumption and the result are inconsistent. In this note, we shall give appropriate modifications for the deficiency in Theorem 1.1.
Second order converse duality
In the section, we shall present a second order converse duality theorem which corrects Theorem 1.1.
Theorem 2. (Converse duality) Let (
* , * , * , * ) be an optimal solution of (GD) at which (A1) for all = 1, 2, . . . , , either (a) the × Hessian matrix is negative definite and If, for all feasible ( , , , , ),
Proof: Since ( * , * , * , * ) is an optimal solution of (GD), by the generalised Fritz John necessary conditions, there exists, 0 ∈ , ∈ , ∈ , = 1, 2, . . . , , ∈ , ∈ , such that
( 0 , 1 , 2 , . . . , , , , ) ̸ = 0. (15) Because of Assumption (A2), (10) gives (16) * + = 0 = 0, 1, 2, . . . , .
Multiplying (8) by
* , ∈ , = 1, 2, . . . , and using (11), we have [4]
From (11), it follows that
Using (2) in (6), we have
From (16), it follows that
That is
If for all = 0, 1, 2, . . . , , = 0, then = 0 from (16), = 0 from (7) and (8) and = 0 from (9) and (12); that is, ( 0 , 1 , 2 , . . . , , , , ) = 0, contradicts (15). Thus, there exists an ∈ {0, 1, 2, . . . , }, such that > 0. We claim that * = 0. Indeed, if * ̸ = 0, then (16) gives ( − ) * = 0, = 1, 2, . . . , , .
This implies = > 0, = 1, 2, . . . , ,. So, (16) and (17) which contradicts to assumption (A1). Hence, * = 0. Based on (16) and * = 0, we have = 0. In view of (A3), * = 0 and > 0 for some ∈ {0, 1, 2, . . . , }, (18) implies = > 0, ∀ ∈ {0, 1, . . . , }. Now from (7) and (8), it follows that
Therefore ( * ) ⩾ 0 since ⩾ 0 and > 0, = 0, 1, 2, . . . , . Thus, * is feasible for (P), and the objective functions of (P) and (GD) are equal. Multiplying (19) by * , ∈ 0 and using (13), it follows that 0 * ( * ) = 0, ∈ 0 .
By 0 > 0, it follows that If > 0, then (12) gives
