Embedded Runge-Kutta Methods Applied to a Convertor-Coupled Dynamic Finite Element Model of a Switched Reluctance Motor by Geldhof, Kristof et al.
Embedded Runge-Kutta Methods Applied to a Converter-Coupled
Dynamic Finite Element Model of a Switched Reluctance Motor
K.R. Geldhof, J.A.A. Melkebeek, L. Vandevelde
Department of Electrical Energy, Systems and Automation (EESA)
Ghent University (UGent), Sint-Pietersnieuwstraat 41, B-9000 Gent, Belgium
phone: +32 (0)9 264 3442, fax: +32 (0)9 264 3582, e-mail: Kristof.Geldhof@UGent.be
Abstract— This paper discusses the use of embedded Runge-
Kutta methods for the time-domain simulation of a dynamic finite
element model of a switched reluctance motor. It is shown that
both low-speed and high-speed operation of the motor can be
simulated in a computationally efficient way, without the need to
change solver parameters. Embedded Runge-Kutta schemes offer
features such as step size control and interpolator polynomials.
These can be used to accurately take into account the discrete
effects of pulse width modulated (PWM) current control on the
drive dynamics.
I. INTRODUCTION
In conventional switched reluctance motor drives a PWM
current controller is used to control the motor torque. This
controller uses both current and rotor position measurements at
a prescribed sampling rate to calculate duty ratios for the PWM
supply. Accordingly, when a model of the drive is solved in the
time domain, the solver has to take into account the discrete
sampling and discontinuous PWM dynamics. Furthermore,
the solving method should be able to solve the model at
all operating conditions of the drive without the need to
manually adjust solver parameters, such as the used step size.
This is especially the case with switched reluctance motor
(SRM) drives. At low speeds these drives exhibit mainly
discontinuous dynamics due to the current control. At high
speeds however the dynamics are mainly continuous as single-
pulse voltage control is used. This paper describes how an
embedded Runge-Kutta method allows to solve the SRM
drive model efficiently over the complete speed range without
the need for adjusting solver parameters. Variable step size
control is used to calculate continuous dynamics. Runge-Kutta
interpolators are used to obtain sampled current and position
measurements.
II. SRM DRIVE MODEL
A. Continuous Modelling of Motor Dynamics
In this paper a switched reluctance motor is modelled by a
dynamic finite element model. Contrary to the use of a static
lookup table based on the magnetizing curve of one SRM
phase, a dynamic FE model includes the mutual coupling
between adjacent phases and dynamic effects such as eddy
currents and core losses.
In case of a two-dimensional geometry a nodal vector
potential method will lead to the following set of finite element
equations:
S(A)A + TM
dA
dt = K
T
MR
−1
M
VM + KSIS (1)
where A is the vector with nodal vector potential values, S(A)
is the (nonlinear) stiffness matrix, TM is the conductivity
matrix of the massive inductors (i.e. the inductors in which
eddy currents can occur), KS and KM are the connectivity
matrices of stranded and massive inductors respectively, RM
is the (diagonal) matrix with the resistances of the massive
inductors, VM and IS are the voltages over the massive induc-
tors and currents through the stranded inductors respectively.
These finite element equations can be combined with electrical
network equations expressed in terms of fundamental loop
currents Il:
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dIl
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VS + D
T
Ml
VM (2)
In (2) VV contains the a priori known voltage sources, DVl,
DSl and DMl are dimensionless loop connection matrices
and Rl, Ll are loop resistance and loop inductance matrices
respectively. The voltages and currents of the inductors in the
finite element model are related by the following equations:
VS(t) = RSIS(t) + KS
dA
dt (3)
VM(t) = RMIM(t) + KM
dA
dt (4)
Elimination of VS, IS and IM from (1)–(4) leads to the
following set of first-order differential equations:
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The combined electrical network/finite element model (5)
can be solved by means of a time-stepping method. The nodal
vector potential values A contain the information about the
magnetic condition of the machine. The fundamental loop
currents Il can be used by a current controller.
It should be noted that (5) can be written in the following
general form:
T
dy
dt = f(t,y) (8a)
y(t0) = y0 (8b)
The matrix T is singular and (8) is a set of differential-
algebraic equations (DAE) of index one. As a result an implicit
timestepping method has to be used in order to solve these
equations. A commonly used numerical scheme when applying
sinusoidal voltages to the windings of electrical machines is
the β scheme [1]–[3]. If yn is an approximation of the state
y(tn) at the beginning of a time step, then the approximation
yn+1 of the state y(tn + h) at the end of the time step is
obtained by a weighted sum of the derivatives of y evaluated
at the beginning and end of the time step:
yn+1 = yn + h
(
β
dy
dt
∣∣∣∣
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+ (1 − β)
dy
dt
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tn
)
(9)
When solving the coupled network/finite element equations
(5), the β scheme is unconditionally stable for β ∈]0.5; 1] [2].
B. Discrete Model of Converter
As the power-electronic converter supplies the machine with
voltage pulses, a discrete model for the converter is used. In
this model switches and diodes can have only two states: on
and off. The numerical scheme has to cope with the discrete
behaviour as follows. Suppose the state of a switch changes
at time tn + h. Then the calculated state yn+1 at this time is
saved. As the topology of the electrical circuit changes at the
switching time, a change in the structure of equation (8a) has
to be taken into account for the calculation of the next time
step. In this new time step the saved solution yn+1 has to be
used as initial condition (8b).
III. EMBEDDED RUNGE-KUTTA METHODS
A. General Runge-Kutta Terminology
When a Runge-Kutta method [4] is applied to the DAE (8),
approximations Yi and Y
′
i of the state y and its derivative
y′ are calculated at different time instants tn + cih within the
time step:
TY
′
i = f(t+ cih,Yi), i = 1, . . . , s (10)
In (10) s is the number of stages of the Runge-Kutta method.
The dependence of the stage values Yi on the stage derivatives
Y
′
j found at other stages is expressed by a matrix A with
elements aij :
Yi = yn + h
s∑
j=1
aijY
′
j , i = 1, . . . , s (11)
After having solved (10)–(11) for all stages i = 1, . . . , s the
approximation yn+1 at the end of the time step is found by a
weighted sum of the stage derivatives:
yn+1 − yn = h
s∑
i=1
biY
′
i (12)
The coefficients aij , the time fractions bi and the weights
ci uniquely characterize the Runge-Kutta method. They are
represented in a partitioned tableau, of the form
c A
bT
. (13)
The coefficients of the tableau are chosen so that the RK
method has good stability properties and achieves a certain
order. The scheme has order κ if the relative error made in
one time step varies with the power κ of the used step size:
|yn+1 − y(tn+1)|
h
= C · hκ (14)
where C is a constant.
B. Interpolator Polynomials
In (12) a weighted sum of stage derivatives Y′i was used to
find the state at tn+1. The same stage derivatives can be used
to calculate the state at an intermediate time instant t (tn ≤
t ≤ tn + h):
y(tn + σh) ≈ yn + σh
s∑
i=1
bi(σ)Y
′
i, 0 ≤ σ ≤ 1 (15)
with bi(σ) constant-coefficient polynomials in σ. These poly-
nomials can be used to calculate the state at any time within
the time step by filling out the according time fraction σ in
(15). Using the polynomials is computationally efficient as the
time step does not have to be recalculated. The polynomials
are also useful when discontinuities have to be detected, e.g.
the blocking of a diode when its current traverses the zero
level. In this specific case one has to select the time step at
the end of which the current through the diode has become
negative. For this time step (15) with y(tn + σh) = 0 has to
be solved for σ, the fractional time at which the blocking will
occur. An application where interpolator polynomials are used
to detect discontinuities is given in [5].
C. Embedded Runge-Kutta Schemes
An embedded RK-scheme combines two RK-methods of
different orders. If ŷn+1 and yn+1 are the high-order and low-
order solutions respectively, an estimation of the local error
committed in the time step [tn, tn+1] is given by:
yerr = ŷn+1 − yn+1 (16)
This estimation is used to control the step size in order to
maintain a user-defined error tolerance. Thus variable step
sizes can be applied automatically according to the instan-
taneous dynamics of the system.
Fig. 1. geometry of the switched reluctance motor and finite element mesh
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IV. FINITE ELEMENT MODEL
To illustrate the numerical methods a two-dimensional ge-
ometry of a switched reluctance motor is considered, see
Fig. 1. The stator windings were modelled as stranded in-
ductors with a resistance of 5 Ω each. A finite element mesh
with 5400 nodes was constructed. In Fig. 1 the rotor is aligned
with one of the stator poles. This situation corresponds to a
rotor angle of θ = 0o. The unaligned position is at θ = −45o.
In order to model the rotor movement in the finite element
model a fixed mesh for the stator and rotor geometry is used.
A thin ring in the airgap is used as an interface between
stator and rotor mesh. As the stator nodes at the outer edge of
the ring will move in respect to the rotor nodes at the inner
edge the airgap ring (“moving band”) has to be remeshed at
every position of the rotor in order to get regular-shaped mesh
triangles. As a result of the fixed stator and rotor mesh the
Maxwell equations stay valid in both geometries and thus the
finite element equations derived in section II-A remain valid.
However, the stiffness matrix S in (6) will contain a position-
dependent submatrix Sring(θ):
S(A, θ) = Sstator(A) + Srotor(A) + Sring(θ) (17)
V. COMPARISON BETWEEN β AND EMBEDDED
RUNGE-KUTTA SCHEME
The embedded scheme from table I was used as Runge-
Kutta method for solving the combined network/finite element
differential-algebraic equations (5), or equivalently (8). The
low-order method of this scheme uses the first two stages
(rows) of the matrix A. The second row of A also equals
the low-order weight vector bT . The high-order method uses
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Fig. 2. Local error of β scheme (β = 1) and Runge-Kutta schemes
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Fig. 3. Local error of β scheme (β = 1) and Runge-Kutta schemes with
compensation of computational cost
all four stages (rows) of A. The fourth row of A equals the
high-order weight vector b̂T .
The scheme in table I has been developed in [6] to solve
index 1 differential-algebraic equations of the form
T(t,y)
dy
dt
= f(t,y) with T singular (18)
and is thus suitable to solve (8). It is shown in [6] that the low
and high-order methods have 3rd and 4th order respectively.
Both methods are L-stable. This means that, if one of the
schemes of table I is applied to the test problem y′ = λy
using a time step h, the following relationship is valid for
successive state estimates yn and yn+1:
lim
Re(hλ)→−∞
|yn+1/yn| = 0 (19)
For the above-mentioned test problem the local orders of the
low-order and high-order scheme are shown in Fig. 2. Also
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Fig. 4. Current control of one SRM phase at 200 rpm. Reference current:
8A. Turn-on angle: −41o . Turn-off angle: −5o.
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Fig. 5. Zoom window of PWM control. Calculated Runge-Kutta steps (RK),
samples and interpolators.
shown is the local order of a β method (β = 1) applied to
this problem. This method, also called the backward Euler
method, has order 1. Although the Runge-Kutta method is
more accurate than the β method, its application requires a
computational effort which is higher than when the β scheme
is applied, because 4 stages instead of 1 have to be calculated.
If we assume that the 3rd and 4th-order Runge-Kutta schemes
require computational times that are three and four times larger
than the 1st-order β method, we can make a correction for
the computational cost by dividing the Runge-Kutta step sizes
for the RK methods by 3 and 4 respectively. This results in
Fig. 3 which depicts the local order with compensation of
computational cost. Although the relative advantage of using
the RK methods has decreased, their use is still preferable.
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Fig. 6. Zoom window of phase switch-off. Calculated Runge-Kutta steps
(RK), samples and interpolation points.
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Fig. 7. Calculated Runge-Kutta steps, current samples and interpolators
for SRM single-pulse operation at 3000 rpm. Turn-on angle: −45o, turn-off
angle: −22.5o.
VI. SIMULATION
As discussed previously, the Runge-Kutta method offers
interpolator polynomials which can be used to evaluate the
solution at any time instant within a time step. Therefore an
estimation of the current can be easily obtained at prescribed
sampling times. The time instants at which Runge-Kutta
calculations occur do not have to coincide with these sampling
times. Therefore the solver can take large time steps if the
dynamics of the system allow it. The current samples obtained
in this way are used by the current controller to calculate duty
ratios for the PWM supply. These duty ratios are used for the
calculation of the converter switching times. The step size is
adapted accordingly.
Simulation results for low-speed SRM operation are shown
in Fig. 4–5. The speed of the machine is 200 rpm whereas
the base speed is 1240 rpm. The current in one phase of the
switched reluctance motor (Fig. 1) is controlled at its nominal
value of 8 A. The DC bus voltage is 270 V and the current
control is purely proportional with a gain of 0.6 and a PWM
frequency of 10 kHz. The prescribed minimum accuracy of
the solution is 0.01 %. Figs. 5 and 6 show zoom plots of the
current control and the switching-off of the phase.
Simulation results for high-speed SRM operation at 3000
rpm are shown in Fig. 7. As the speed of the motor lies
well above its base speed the e.m.f. of motion reaches values
larger than the DC bus voltage. The current cannot be held at
its nominal value anymore and the control reduces to single-
pulse voltage control. It can be seen that the solver applies
relatively large time steps as the dynamics are continuous
during turn-on of the phase voltage. The phase is turned-
off in the PWM period following the measurement of a rotor
position exceeding the prescribed turn-off angle. Contrary to a
fixed-step solver, such as the β method, the embedded Runge-
Kutta scheme determines which time step should be used
in order to maintain the prescribed accuracy tolerances. No
manual correction has to be made dependent on the operation
condition of the drive.
VII. CONCLUSION AND FURTHER RESEARCH
We have discussed the use of an embedded Runge-Kutta
method to simulate a dynamic finite element model of a
switched reluctance motor. The method is very well adapted
for the simulation of the drive model, as no solver param-
eters have to be adjusted to calculate the solution over the
complete speed range of the drive. Interpolators are used to
obtain sampled measurements and variable step size control
is optimally exploited during continuous dynamics to save
computation time.
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