The gravitational-wave signal from inspiralling neutron-star-neutron-star (or black-hole-neutronstar) binaries will be influenced by tidal coupling in the system. An important science goal in the gravitational-wave detection of these systems is to obtain information about the equation of state of neutron star matter via the measurement of the tidal polarizability parameters of neutron stars. To extract this piece of information will require to have accurate analytical descriptions of both the motion and the radiation of tidally interacting binaries. We improve the analytical description of the late inspiral dynamics by computing the next-to-next-to-leading order relativistic correction to the tidal interaction energy. Our calculation is based on an effective-action approach to tidal interactions, and on its transcription within the effective-one-body formalism. We find that second-order relativistic effects (quadratic in the relativistic gravitational potential u = G(m1 + m2)/(c 2 r)) significantly increase the effective tidal polarizability of neutron stars by a distancedependent amplification factor of the form 1 + α1 u + α2 u 2 + · · · where, say for an equal-mass binary, α1 = 5/4 = 1.25 (as previously known) and α2 = 85/14 ≃ 6.07143 (as determined here for the first time). We argue that higher-order relativistic effects will lead to further amplification, and we suggest a Padé-type way of resumming them. We recommend to test our results by comparing resolution-extrapolated numerical simulations of inspiralling-binary neutron stars to their effective one body description.
I. INTRODUCTION
Inspiralling binary neutron stars are among the most promising sources for the advanced versions of the currently operating ground-based gravitational-wave (GW) detectors LIGO/Virgo/GEO. These detectors will be maximally sensitive to the inspiral part of the GW signal, which will be influenced by tidal interaction between the two neutron stars. An important science goal in the detection of these systems (and of the related mixed black-hole-neutron-star systems) is to obtain information about the equation of state of neutron-star matter via the measurement of the tidal polarizability parameters of neutron stars. The analytical description of tidally interacting compact-binary systems (made of two neutron stars or one black hole and one neutron star) has been initiated quite recently [1] [2] [3] [4] [5] [6] [7] [8] . In addition, these analytical descriptions have been compared to accurate numerical simulations [5, [9] [10] [11] , and have been used to estimate the sensitivity of GW signals to the tidal polarizability parameters [11] [12] [13] [14] [15] .
Here, we shall focus on one aspect of the analytical description of tidally interacting relativistic binary systems, namely the role of the higher-order post-Newtonian (PN) corrections in the tidal interaction energy, as described, in particular, within the effective one body (EOB) formalism [16] [17] [18] [19] . Indeed, the analysis of Ref. [5] , which compared the prediction of the EOB formalism for the binding energy of tidally interacting neutron stars to (nonconformally flat) numerical simulations of quasi-equilibrium circular sequences of binary neutron stars [20, 21] , suggested the importance of higher-order PN corrections to tidal effects, beyond the first postNewtonian (1PN) level, and their tendency to significantly increase the "effective tidal polarizability" of neutron stars.
In the EOB formalism, the gravitational binding of a binary system is essentially described by a certain "radial potential" A(r). In the tidal generalization of the EOB formalism proposed in Ref. [5] , the EOB radial potential A(r) is written as the sum of three contributions, are present, while for mixed neutron-starblack-hole systems only one term, corresponding to the neutron star, is present; see below]. Here, we consider a binary system of (gravitational) masses m A and m B , and denote
(1. 2) [A labelling of the two bodies by the letters A and B will be used in this Introduction for writing general formulas. We shall later use the alternative labelling A = 1, B = 2 when explicitly dealing with the metric generated by the two bodies.] The binary black-hole (or point mass) potential A BBH (r) is known up to the third post-Newtonian (3PN) level [18] , namely with c being the speed of light in vacuum and G the Newtonian constant of gravitation. It was recently found [22, 23] that an excellent description of the dynamics of binary black-hole systems is obtained by augmenting the 3PN expansion Eq. (1.3) with additional 4PN and 5PN terms, and by Padé resumming the corresponding 5PN Taylor expansion.
The tidal contributions A Here, the label "electric" refers to the gravito-electric tidal polarization induced in body A by the tidal field generated by its companion, while the label "magnetic" refers to a corresponding gravito-magnetic tidal polarization. On the other hand, the label LO refers to the leading-order approximation (in powers of u) of each (electric or magnetic) multipolar radial potential. For instance, the gravito-electric contribution at multipolar order ℓ is equal to [5] (1.7)
Here, R A denotes the radius of body A, and k
(ℓ)
A denotes a dimensionless "tidal Love number". [ 
Note that k (ℓ)
A was denoted k A ℓ in our previous work. Here we shall always put the multipolar index ℓ within parentheses to avoid ambiguity with our later use of the labelling A, B = 1, 2 for the two bodies.] The corresponding leading-order radial potential of the gravito-magnetic type is proportional to u 2ℓ+3 (instead of u 2ℓ+2 ), and to j
, where j (ℓ)
A denotes a dimensionless "magnetic tidal Love number". It was found [3, 4] that both types of Love numbers have a strong dependence upon the compactness C A ≡ G m A /(c 2 R A ) of the tidally deformed body, and that both k (ℓ)
A and j
(ℓ)
A contain a factor 1 − 2 C A , so that they would formally vanish in the limit where body A becomes as compact as a black hole (i.e. C A → C BH = 1 2 ). This is consistent with the decomposition (1.1), where the binary black-hole radial potential A BBH (r) is the only remaining contribution when one formally takes the limit where both C A and C B tend to the black-hole value C BH = 1/2. Finally, the supplementary factors A where u is defined by Eq. (1.4) above.
The main aim of the present investigation will be to compute the electric-type amplification factors A
A electric , for ℓ = 2 (quadrupolar tide) and ℓ = 3 (octupolar tide), at the second order in u, i.e. to compute both α A(ℓ) 1 electric and α
A(ℓ)
2 electric . We shall also compute the magnetic-type amplification factor A (ℓ)
A magnetic , for ℓ = 2, at the first order in u.
The analytical value of the first-order electric amplification coefficient α A(ℓ) 1 electric was computed some time ago for ℓ = 2 (see Ref. [29] in [5] ) and was reported in Eq. (38) of [5] , namely α A(ℓ=2) 10) where X A ≡ m A /(m A + m B ) is the mass fraction of body A. The analytical result (1.10) has been recently confirmed [6] . On the other hand, several comparisons of the analytical description of tidal effects with the results of numerical simulations have indicated that the amplification factor A (ℓ=2)
A electric (r) is larger that its 1PN value 1 + α A(ℓ=2) 1 electric u, and have suggested that the higher-order coefficients α A(ℓ) 2 electric , . . . take large, positive values. More precisely, the analysis of Ref. [5] suggested (when taking into account the value (1.10) for α 1 ) a value of order α A(ℓ=2) 2 electric ∼ + 40 (for the equal-mass case) from a comparison with the numerical results of Refs. [20, 21] on quasi-equilibrium adiabatic sequences of binary neutron stars. Recently, a comparison with dynamical simulations of inspiralling binary neutron stars confirmed the need for such a large value of α A 2 electric [9, 10] . [Note that, while the comparison to the highest resolution numerical data suggests the need of even larger values of α A(ℓ=2) 2 electric , of order + 100, the comparison to approximate resolution-extrapolated data only call for α 2 values of order + 40. See Fig. 13 in [10] .]
II. EFFECTIVE ACTION APPROACH TO TIDAL EFFECTS
It was shown long ago [24] , by using the technique of matched asymptotic expansions, that the motion and radiation of N (non-spinning) compact objects can be described, up to the fifth post-Newtonian (5PN) approximation, by an effective action of the type
where R(g) represents the scalar curvature associated with the metric g µν , with determinant −g, and where
is the leading order skeletonized description of the compact objects, as point masses. Here dτ A denotes the proper time along the worldline y To give meaning to the notion of point mass sources in General Relativity one needs to use a covariant regularization method. The most convenient one is dimensional regularization, i.e. analytic continuation in the value of the spacetime dimension D = 4 + ε, with ε ∈ C being continued to zero only at the end of the calculation. The consistency and efficiency of this method has been shown in the calculations of the motion [25, 26] and radiation [27] of binary black holes at the third post-Newtonian (3PN) approximation.
It was also pointed out in [24] that finite-size effects (linked to tidal effects, and the fact that neutron stars have, contrary to black holes, non-zero Love numbers k
(ℓ)
A ) enter at the 5PN level. In effective field theory, finite-size effects are treated by augmenting the pointmass action (2.2) by nonminimal worldline couplings involving higher-order derivatives of the field [28] [29] [30] . In a gravitational context this means considering worldline couplings involving the 4-velocity u 2 ) together with the Riemann tensor R αβµν and its covariant derivatives. To classify the possible worldline scalars that can be constructed one can appeal to the relativistic theory of tidal expansions [31] [32] [33] . In the notation of Refs. [32, 33] the tidal expansion of the "external metric" felt by body A can be entirely expressed in terms of two types of external tidal gradients evaluated along the central worldline of this body: 
where U (X) is the Newtonian potential and ∂ L ≡ ∂ i1 ∂ i2 . . . ∂ i ℓ represents multiple ordinary space derivatives. The magnetic-type ones H A L are defined (in lowest PN order) as repeated gradients of the gravitomagnetic field c 3 g 0a . With these normalizations the coefficients µ A in the nonminimal action (2.3) both have dimensions [length] 2ℓ+1 /G.
They are related to the dimensionless Love numbers k (ℓ) A and j
A , and to the radius of body A, via [3] Gµ (ℓ)
Note that the coefficients associated with the first time derivatives of
A . The nonminimal action (2.3) has a double ordering in powers of R A and in powers of 1/c 2 . The lowest-order terms in the R A expansion are proportional to R
5
A and correspond to the electric and magnetic quadrupolar tides, as measured by G A ab and H A ab , respectively.
We have written the most general nonminimal action (2.3) in terms of the irreducible symmetric trace-free spatial tensors (with respect to the local space associated with the worldline y µ A (τ A )) describing the tidal expansion of the "external metric" felt by body A, as defined in [32] . These tidal tensors played a useful role in simplifying the (1PN-accurate) relativistic theory of tidal effects. In our present investigation, it will be convenient to express them in terms of the Riemann tensor and its covariant derivatives. Eq. (3.40) in [32] shows that (in the case where one can neglect corrections proportional to the covariant acceleration of the worldline) the first two electric spatial tidal tensors, G ab and G abc , are simply equal (modulo a sign) to the non-vanishing spatial components (in the local frame) of the following spacetime tensors (evaluated along the considered worldline)
Here the notation G αβ for (minus) the electric part of the curvature tensor should not be confused with the Einstein tensor, Sym αβγ denotes a symmetrization (with weight one) over the indices α β γ, while ∇ ⊥ α ≡ P (u) µ α ∇ µ denotes the projection of the spacetime gradient ∇ µ orthogonally to u µ (P (u)
[Note that in the Newtonian limit u µ ≃ c δ µ 0 so that the Newtonian limit of G αβ is − c 2 R α0β0 , where the factor c 2 cancels the O(1/c 2 ) order of the curvature tensor.] By contrast, the presence of the extra term − 3 c −2 E * a E * b on the right-hand side of Eq. (3.40) in [32] shows that the ℓ = 4 electric spatial tidal tensor G abcd = ∂ abc E * d would differ from the symmetrized spatial projection of (∇ α ∇ β R γµδν ) u µ u ν by a term proportional to G αγ G βδ . [Here, the angular brackets denote a (spatial) symmetric trace-free projection.] In addition, the electric time derivatives, such asĠ ab can be replaced by corresponding spacetime tensors such as u µ ∇ µ G αβ . Similarly to Eqs. (2.7), (2.8), one finds that the ℓ = 2 and ℓ = 3 magnetic tidal tensors (as defined in Refs. [32, 33] ) are equal to the nonvanishing local-frame spatial components of the spacetime tensors
9)
where R * µναβ ≡ 1 2 ǫ µνρσ R ρσ αβ is the dual of the curvature tensor, ǫ µνρσ denoting here the Levi-Civita tensor (with ǫ 0123 = + √ g). Note the factor +2 entering the link between the magnetic tidal tensors H αβ , . . . (normalized as in Refs. [32, 33] ) and the dual of the curvature tensor, which contrasts with the factor −1 entering the corresponding electric tidal-tensor links, Eqs. (2.7), (2.8) . [The definition of B A αβ in the text below Eq. (5) of [5] should have included such a factor 2 in its right-hand side. On the other hand, the corresponding magneticquadrupole tidal action, Eq. (13) there, was computed with H ab and was correctly normalized.] Let us also note that the expressions (2.7)-(2.10) assume that the Ricci tensor vanishes (e.g. to ensure the tracelessness of G αβ ). One could have, alternatively, defined G αβ etc. by using the Weyl tensor C αµβν instead of R αµβν . However, as discussed in [29] , the terms in an effective action which are proportional to the (unperturbed) equations of motion (such as Ricci terms) can be eliminated (modulo contact terms) by suitable field redefinitions.
Finally, the covariant form of the effective action describing tidal interactions reads
where S 0 and S point mass are given by Eqs. (2.1), (2.2), and where the covariant form of the nonminimal worldline couplings starts as
where
In principle, one can then derive the influence of tidal interaction on the motion and radiation of binary systems by solving the equations of motion following from the action (2.11), (2.12). More precisely, this action implies both a dynamics for the worldlines where the geodesic equation is modified by tidal forces (coming from δS nonminimal /δ y µ A (τ A )), and modified Einstein equations for the gravitational field of the type 
The task of solving the coupled dynamics of the worldlines and of the gravitational field, both being modified by tidal effects, at the 2PN level, i.e. at the next-tonext-to-leading order in tidal effects, and then of computing the looked for higher-order terms in the amplification factors (1.8), (1.9) is quite non-trivial. Happily, one can drastically simplify the needed work by using a general property of reduced actions. Indeed, we are interested here in knowing the influence of tidal effects on the reduced dynamics of a compact binary, that is the dynamics of the two worldlines y µ A (τ ), y µ B (τ ), obtained after having "integrated out" the gravitational field (i.e. after having explicitly solved g µν (x) as a functional of the two worldlines). When considering, as we do here, the conservative dynamics of the system (without radiation reaction), it can be obtained from a reduced action, which is traditionally called the "Fokker action". See [28] and references therein for a detailed discussion (using a diagrammatic approach) of Fokker actions (at the 2PN level, and with the inclusion of scalar couplings in addition to the pure Einsteinian tensor couplings). If we denote the fields mediating the interaction between the worldlines y = {y A , y B } as ϕ (in our case ϕ = g µν ), the reduced worldline action S red [y] (a functional of the worldlines y) that corresponds to the complete action S[ϕ, y] describing the coupled dynamics of y and ϕ is formally defined as: 
where ǫ denotes a "small parameter". In our case, ǫ can be either a formal parameter associated with all the nonminimal tidal terms in S nonminimal , Eq. (2.12), or, more concretely, any of the tidal parameters entering (2.12): µ
, etc. As said above, when turning on ǫ, the equations of motion, and therefore the solutions of both ϕ and y get perturbed by terms of order ǫ :
. . but a simplification occurs when considering the reduced action (2.14). Indeed, it is true that the field equation (2.15) for ϕ gets modified into 17) so that its solution ϕ sol [y] gets perturbed:
However, when inserting the perturbed solution (2.18) into the complete (perturbed) action (2.16) one finds 19) because, by definition, ϕ
sol is a solution of δ S (0) /δ ϕ = 0. The final result is therefore
In words: the order O(ǫ) perturbation ǫ S
(1)
of the reduced action is correctly obtained, modulo terms
of the complete (unreduced) action the field ϕ by its unperturbed solution ϕ
sol [y]. In our case, the ordering parameter ǫ is either the collection µ
A c −2 , . . ., or the corresponding sequence of powers of R A and
. . The terms quadratic in ǫ would therefore involve at least ten powers of the radii (and would mix with higher-than-quadratic worldline contributions akin to (2.4)). Neglecting such terms, we conclude that the higher-PN corrections to the tidal effects are correctly obtained by replacing in Eq. (2.12), considered as a functional of g µν (x) and y µ A (τ A ), the metric g µν (x) by the point-mass metric obtained by solving Einstein's equations with point-mass sources. [This was the method used by one of us (T.D.) to compute the 1PN coefficient (1.10) from the calculation by Damour, Soffel and Xu of the 1PN-accurate value of G ab [34, 35] .]
III. THE 2PN POINT-MASS METRIC AND ITS REGULARIZATION
The result of the last Section allows one to compute the tidal corrections to the reduced action for two tidally interacting bodies A, B with the same accuracy at which one knows the metric generated by two (structureless) point masses m A , y µ A ; m B , y µ B . The metric generated by two point masses has been the topic of many works over many years. It has been known (in various forms and gauges) at the 2PN approximation for a long time [36] [37] [38] . Here, we shall use the convenient, explicit harmonicgauge form of Ref. [39] , with respect to the (harmonic) coordinates x µ = (x 0 ≡ ct, x i ), i.e. the metric
where, at 2PN, the metric components are written as
Here, as below, we sometimes use the alternative notation ǫ ≡ 1/c for the small PN parameter. We used also the
The various 2PN brick potentials V, V i ,Ŵ ij ,R i andX are the (time-symmetric) solutions of
where ∂ t denotes a time derivative (while we remind that ∂ i , for instance, denotes a spatial one), and where the compact-supported source terms are [40] σ
with T µν being the stress-energy tensor of two point masses:
Here, v The explicit forms of the (time-symmetric) 2PN-accurate brick potentials V , V i , etc. are [39] 
Here r 1 ≡ x − y 1 , r 1 ≡ |r 1 |, n 1 ≡ r 1 /r 1 , r 2 ≡ x − y 2 , etc., y 12 ≡ y 1 − y 2 , r 12 ≡ |y 12 |, n 12 ≡ y 12 /r 12 , v 12 ≡ v 1 − v 2 , (n 12 v 1 ) ≡ n 12 · v 1 , while the quantity S denotes the perimeter of the triangle defined by x, y 1 and y 2 , viz S ≡ r 1 + r 2 + r 12 .
(3.12)
In all the PN expressions, the spacetime points x µ , y [24, 41] that, at 2PN, dimensional regularization is equivalent to the Riesz' analytic regularization, and is a technical shortcut for computing the physical answer obtained by the matching of asymptotic expansions. In addition, because of the restricted type of singular terms that appear at 2PN (see Eqs. (25), (30) and (33) in [24] ), the analytic-continuation regularization turns out to be equivalent to Hadamard regularization (used, at 2PN, in [38, 39, 42] ), see below. Here, it will be technically convenient to use Hadamard regularization (which is defined in D = 4) because the explicit form (3.7)-(3.11) of the 2PN metric that we shall use applies only in the physical dimension D = 4 and has lost the information about its dimensionally continued kin in D = 4 + ε.
Let us summarize here the (Hadamard-type) definition of the regular part of any field quantity ϕ(x) (which might be a brick potential, V (x), V i (x), . . ., a component of the metric g µν (x), or a specific contribution to a tidal moment, G αβ , . . .). We consider the behavior of ϕ(x) near particle 1, i.e. when r 1 = |x − y 1 | → 0. To ease the notation, we shall provisionally put the origin of the (harmonic) coordinate system at y 1 (at some instant t), i.e. we shall assume that y 1 = 0, so that r 1 = |x| ≡ r and n 1 = r 1 /r 1 = x/r ≡ n. We consider the expansion of ϕ(x) in (positive and negative) integer powers k of r 1 = r, and in spherical harmonics of the direction
(uniquely) decompose the field ϕ(x) in a regular part (R) and a singular one (S),
by defining (n ∈ N)
Note that R [ϕ(x)] can be rewritten as a sum of infinitely differentiable terms of the typex
, is strictly positive), or, one of its (repeated) spatial derivatives, tends towards infinity as r → 0. Note also that the R + S decomposition commutes with linear combinations (with constant coefficients), as well as with spatial derivatives, in the sense that
By contrast, the R + S decomposition (as defined above, in the Hadamard way) does not commute with nonlinear operations (e.g.
. This is a well-known inconsistency of the Hadamard regularization, which created many ambiguities when it was used at the 3PN level [43, 44] . One might worry that our present calculation (which aims at regularizing nonlinear quantities quadratic in R µανβ ∼ ∂ 2 g + g −1 ∂g ∂g) might display such ambiguities already at the 2PN level. Actually, this turns out not to be the case because of the special structure of the 2PN metric which is at work in the Riesz-analytic-continuation derivation of the 2PN dynamics in [24] . Let us first recall why the Riesz-analytic-continuation method, or, equivalently (when considering the regularization of the metric and its derivatives), the dimensional-continuation method, is consistent under nonlinear operations. The dimensional-continuation analog of (3.14)-(3.16) consists of distinguishing, within ϕ(x), the terms that (in dimension 4 + ε) contain powers of r of the type r k−nε , with n = 1, 2, 3, . . . (which define the ε-singular part of ϕ(x)), and the terms that are (formally) C ∞ in 4 + ε dimensions (which define the ε-regular part of ϕ(x)). It is then easily seen in dimensional continuation (simply by considering the continuation to large, negative values of the real part of ε) that the ε-singular terms give vanishing contributions when evaluated at r → 0, and that they do so consistently in nonlinear terms such as ∂ϕ ∂ψ. Let us now indicate why the special structure of the 2PN metric ensures that the decomposition into ε-singular parts and ε-regular parts of the various brick potentials
, . . .) in the four-dimensional case. This is trivially seen to be the case for most of the 2PN contributions to the brick potentials (because one easily sees how those contributions smoothly evolve when analytically continuing the dimension). However, the most nonlinear contributions to the 2PN metric, namely the terms, sayX (V V V ) , inX that are generated by the cubically nonlinear terms contained in the last source term,Ŵ (V V ) ij ∂ ij V , on the right hand-side of the last Eq. (3.3) (whereŴ
is the part ofŴ ij generated by −∂ i V ∂ j V ) are more delicate to discuss. Actually, among the contributionX (V V V ) , only the terms proportional either to m A .] The problem is that the power of 1/r 1 in this ε-singular term becomes an even integer when ε → 0. When inserting the Taylor expansion of
, some of the terms in the ε-singular contribution f (x)/r (2+2ε) 1 might be of the form r
, with n ′ = n − 1 ≥ 0, and might then contribute to the Hadamard-regular part ofX (V1V1V2) in the limit ε → 0. This would mean that the Hadamard-regular part ofX (V1V1V2) would not coincide with its ε-regular part. We already know from Refs. [38, 39] ), which used Hadamard regularization to derive the 2PN-accurate dynamics and found the same result (modulo gauge effects) as the analytic-continuation derivation of Ref. [24] , that this is not the case for the regularized values ofX (V1V1V2) and of its first derivatives on the first worldline. [Indeed, these quantities enter the computation of the equations of motion.] On the other hand, the computations that we shall do here involve higher spatial derivatives ofX, and it is important to check that we can safely use Hadamard regularization to evaluate them. This can be proven by using the techniques explained in [24] , based on iteratively considering the singular terms inŴ
(V V V ) generated by the singular local behaviour (near the first worldline) of their respective source terms. One finds then that the smooth function f (x) entering the dangerous terms f (x)/r
denotes the ℓ-th tidal gradient (considered near the first worldline) of the V potential generated by the second worldline. When working (as we do) at the 2PN accuracy, we can take V at Newtonian order, and
it is immediately seen that, in the limit ε → 0, the potentially dangerous term f (x)/r (2+2ε) 1 inX (V1V1V2) does not give any contribution to the Hadamard-regular part ofX. This means that we can compute the ε-regularized reduced tidal action (2.12) by replacing, from the start, the brick potentials
Summarizing:
The A-worldline part of the tidal action (2.12) can be obtained by computing all its elements
As a check on our results we have also computed the reduced action by effecting the Hadamard regularization only at the end, i.e. by computing, e.g.,
Note that this second calculation involves a more nonlinear mixing of Hadamard-regular and Hadamard-singular parts than the first one. However, as the Hadamard-delicate terms, at 2PN, in G αβ G αβ are of the type ∂ ij V ∂ ijX (V1V1V2) , one can check (using the special structure of the dangerous terms inX (V1V1V2) given above) that effecting the Hadamard regularization at the end will agree with the first method where the Hadamard regularization is done on the brick potentials. This result hods true also for the higher multipolar tidal-action terms such as G αβγ G αβγ . [Note in passing that this might no longer be the case if one were considering the regularization of a term cubic in the tidal potentials, such as G αβ G βγ G
•α
γ .] In the present case, our final results were indeed found to be the same, thereby checking the many complicated algebraic operations necessary to derive them.
Let us now give some indications on the computation of the regular parts of the various brick potentials V (x), V i (x), . . . The situation is very simple for the "linear potentials" V and V i , which satisfy linear equations with delta-function sources (see Eqs. (3.3)). Near, say, the particle A = 1, the A-regular parts of V and V i are the terms in Eqs. (3.7), (3.8) which are generated by the source terms ∝ δ(x − y 2 ) of the second particle. It is indeed easily seen (from the definition (3.15)) that the 1-regular part of all the terms explicitly written in Eq. (3.7) vanishes, while all the non-explicitly written terms obtained by the 1 ↔ 2 exchange are regular near the particle 1. The same is true for V i , Eq. (3.8). A simple rule for obtaining these results is to note that, from the definition (3.16), any term of the form
where f (x) is a smooth function of x µ (near x = y 1 at fixed instant t), and where the power of r 1 is odd, is purely singular.
The situation is more complicated for the higher-order potentialsŴ ij andR i , whose sources contain both compact terms ∝ δ(x−y A ), and quadratically nonlinear noncompact ones ∝ ∂V ∂V , and still more complicated for theX potential whose source even depends on the previousŴ ij potential. 
and where P (n 12 ) ij ≡ δ ij − n i 12 n j 12 denotes the projector orthogonal to the unit vector n 12 . [The decomposition (3.18) simply corresponds to the decomposition of Eq. (3.10) into an explicitly written term and its 1 ↔ 2 counterpart.] Here we see that there appear (modulo x-independent factors, such as r
where we recall that S ≡ r 1 + r 2 + r 12 . Near particle 1, n i 2 is a smooth function, while n 
where f (x) denotes a generic smooth function near particle 1. [As we always consider the neighbourhood of particle 1 we do not add an index to f (x) to recall that it is 1-regular, but might be singular near particle 2.] Because S = r 1 + r 2 + r 12 is a function of "mixed character" (partly regular and partly singular), it is not immediate to decompose the functions (3.22) into 1-regular and 1-singular parts. [This mixed character of S is deeply linked with the fact that it enters the 2PN metric because of the basic fact that a solution of ∆g = r
2 is g = ln S.] A simple (though somewhat brute force) way of extracting the regular parts of the functions (3.22) consists of decomposing S into
with
(note that S 0 is a smooth function near particle 1), and then expanding S −n in powers of r 1 /S 0 . Namely 26) and more generally
Using these expansions, together with the rule that terms of the form (3.17) are purely singular, it is easy to derive the following results for the 1-regular parts of functions of the type (3.22), and, more generally, of the types
Here we use a lower R subscript (ϕ(x)) R to denote the 1-regular part of a function ϕ(x) (above denoted as
[We omit to decorate R with a label 1, but one should remember we are always talking about the 1-regular part of ϕ(x).] Note that, as indicated, all the terms above have the simple property that the regular-projection operator R commutes with the multiplication by a smooth function, e.g.
Beware that this property is only true for the special singular terms considered here. We shall later see that more complicated singular terms (entering theX potential) do not satisfy this simple commutativity property.
Note that the number of terms one needs to retain in the above expansions depends on the quantity one wants to evaluate on the first worldline. For instance, when evaluating G 1 αβ , which involves the curvature tensor, and therefore two spatial derivatives of the metric (and, in particular, of R [Ŵ ij ]) we need to include enough terms to ensure that R [Ŵ ij ] is C 2 near x = y 1 . Actually, we shall push our calculations up to the level of G 1 αβγ , which depends on the first covariant derivative of the curvature tensor, and we shall therefore need all the brick potentials to be at least C 3 near x = y 1 .
The application of the above results yields the following explicit expressions for the 1-regular part of the two As the potentialR i has a source of the same type aŝ W ij (namely δ(x − y A ) terms plus a non-compact term quadratic in the V potentials), the calculation of its regular part can be done in exactly the same way asŴ ij .R i contains terms ∝ m 2 ) one is purely regular, while the O(m 1 m 2 ) one is a mix of regular and singular terms. As above, we can decompose the m 1 m 2 part ofR i in two pieces, sayR
Applying the above results then yields the following expressions for the 1-regular parts of these quantities:
(3.38)
One should substitute the expansions (3.28)-(3.31) into these results to get their explicit forms.
Finally m1m2] in two pieceŝ
we have the following results for their regular parts:
One should substitute the expansions (3.28)-(3.31) into the corresponding terms in Eqs. (3.40) , (3.41) . However, these equations involve new types of terms, not discussed above. These new terms are of the form
The fact that we have a specific combination of r
(3.44) When summing these two equations we see that the terms ∝ 1/r 2 1 cancel. We shall deal later with these terms, which turn out to be delicate to handle but, anyway, in the sum of (3.43) and (3.44) they cancel out. The remaining terms either contain an odd power of r 1 (and are therefore purely singular, Eq. (3.17)) or a positive, even power of r 1 (which makes them purely regular). As a consequence, the regular part of the combination (3.42) reads
Note that, thanks to the cancellation of the 1/r 2 1 terms, we have again a property of commutativity
, for the special type of terms ϕ(x) entering Eq. (3.42).
Concerning the m 1 m 2 2 contribution toX, it is the sum ofX Both Q and P are of the form f (x)/r 2 1 (but we shall see that Q is special compared to P ). The computation of the regular part of f (x)/r 2 1 is a bit subtle. It can, however, be done by brute force, namely by replacing the smooth function f (x) by its Taylor expansion around y 1 : 
As one sees on Eq. (3.54) (and as can be proven to all orders), all the terms on the right-hand side of (3.54) are derivatives of the Laplacian of f (x) (taken at x = y 1 ). As a consequence, in the particular case where ∆f (x) = 0, the regular part of f (x)/r 2 1 is exactly zero. This is the case for the term Q inX 
On the other hand, this is not the case for the term P , Eq. (3.51). The evaluation of the regular part of P needs to appeal to the result (3.54) and yields (modulo terms of order O(r 4 1 ) that will not be needed in our calculations) Summarizing: We have explicitly displayed all the rules needed to compute (near particle 1) the regular parts of the various brick potentials V, V i ,Ŵ ij ,R i ,X entering the 2PN metric. By replacing V → V R , . . . ,X → X R , in Eq. (3.2), we define a regularized version of the 2PN metric generated by two point masses, g
, which is smooth near particle 1.
IV. COMPUTATION OF THE INVARIANTS ENTERING THE TIDAL ACTION
As we explained above, when neglecting terms quadratic in the tidal parameters µ (ℓ) etc., the tidal part of the two-body action is simply obtained by evaluating the S nonminimal , Eq. (2.12), as a function of the worldlines, by replacing the metric g µν (x) entering the righthand side of (2.12) by the (regular part of the) pointmass metric g point mass µν
(x, y 1 , y 2 , m 1 , m 2 ). This reduced action is a sum over the various tidal parameters, µ
A , . . .. We can therefore compute separately the part of the reduced action associated with each of them. This is what we shall do in this Section for the actions associated with the parameters µ
A=1 . [We shall only explicitly write down the results for A = 1 but, evidently, they also yield the results for A = 2 by exchanging 1 ↔ 2.] First, let us note that each action, say associated with the parameter µ 1 related to the first worldline, is of the form
where the Lagrangian L µ1 is the product of a geometrical invariant by dτ 1 /dt. For instance
We shall separately evaluate each geometrical invariant, G 2 ab , G 2 abc , . . ., before multiplying it by the (regularized) proper-time redshift factor dτ 1 /dt ("Einstein time dilation"). Note also that we systematically work with the order-reduced 2PN metric, i.e. in which the higher time derivatives of y 1 and y 2 have been expressed in terms of positions and velocities only (y 1 , y 2 , v 1 , v 2 ) by iterative use of the (harmonic-gauge) equations of motion. As has been discussed long ago, such an order reduction of the action is allowed, when it is understood that it corresponds to a certain additional change of coordinate gauge [45] [46] [47] . As we shall ultimately be interested in computing gauge-invariant quantities associated with the EOB reformulation of the dynamics, we do not need to keep track of this coordinate change.
Let us start by discussing the simplest (and physically most important) geometric invariant, namely the one associated with the electric-type quadrupolar tide, say
where u
Using two independently written codes (one based on the Maple system, and the other one based on the Mathematica one supplemented by the package xAct [48] ) we have computed the right-hand side of (4.3) within the (regularized) 2PN metric. [Actually, the Mathematica code regularized,à la Hadamard, the value of J a computed with the full (non-regularized) 2PN metric.]
As the PN expansion of the quadrupolar tidal tensor (2.7) starts as .
(4.4)
Similarly, we computed the geometrical invariants
and
Note the factor The result (4.4), after multiplication by the redshift factor
which evaluates to (we use again the notation ǫ ≡ 1/c, and henceforth often set Newton's constant to one) In view of their complexity, the results (4.4), (4.7), (4.8), which provide the action for general orbits, are not very useful as they are. In the following, we shall extract the physically most useful information they contain by: (i) focussing our attention on circular orbits, and (ii) reformulating our results in terms of the EOB description of binary systems. Note in passing that though circular orbits are only special solutions of binary dynamics, they are the ones of prime physical importance in many situations, most notably radiation-reaction driven inspiralling binary systems.
In the following, we shall therefore restrict our attention to circular motions. [However, we shall show below how this restricted result can crucially inform the EOB description of tidally interacting binary systems.] We shall also focus on the relative dynamics in the center of mass frame. As we see on Eqs. (4.4), (4.7), (4.8), (4.10), the various Lagrangians depend only on the relative position y 12 = y 1 − y 2 and start depending on (individual) velocities only at 1PN (for general orbits), and even at 2PN for the invariants themselves (in the case of circular orbits). This implies that we shall not really need to use to its full 2PN accuracy the relation between centerof-mass variables y Here and below we use the notation
13) (recall that M ≡ m 1 + m 2 so that X 1 + X 2 = 1). In our calculations below the ǫ 4 = 1/c 4 contributions in Eqs. (4.11), (4.12) do not matter, and can be neglected from the start.
Using such an additional circular (and center-of-mass) reduction, we get a much simplified result for the electricquadrupole invariant J a , Eq. (4.3), namely
In a similar manner, one gets much simplified results for the other (subleading) geometrical invariants of tidal significance, namely the magnetic quadrupolar term J b , Eq. (4.6), the electric octupolar term J d , Eq. (4.5), and also for the time-differentiated electric-quadrupole coupling,
Among these invariants, the 2PN accurate metric allows (like for G To complete the above results, and allow one to compute the corresponding associated Lagrangians, let us note that the circular value of the redshift factor is
Let us also quote the value of the inverse redshift factor, Γ 1 (analog to a Lorentz γ-factor γ = 1/ 1 − v 2 /c 2 ), namely
12
(X 1 − 1)(X 
V. EOB DESCRIPTION OF THE TIDAL ACTION
We have computed above the effective actions associated with the tidal parameters µ Before the restriction to circular motions (in the centerof-mass frame) they have the general form
where µ 1 denotes a generic tidal parameter, and y 12 = y 1 − y 2 . In this Section we discuss how one can describe the actions (5.1) within the EOB formalism. Let us recall that the EOB formalism [16] [17] [18] [19] replaces the (possibly higher-order) Lagrangian dynamics of two particles by the Hamiltonian dynamics of an "effective particle" embedded within some "effective external potentials". For non-spinning [64] bodies the original (velocitydependent) two-body interactions become reformulated (and simplified by means of a suitable contact transformation in phase space) in terms of three "EOB potentials": A(r eff ),B(r eff ) and Q(r eff , p eff ). The first two potentials, A(r eff ) andB(r eff ), parametrize an "effective metric"
and its associated Hamilton-Jacobi equation, while the third potential Q(r eff , p eff ) (which necessarily appears at 3PN [18] ) describes additional contributions to the (Hamilton-Jacobi) mass-shell condition
(where µ ≡ m 1 m 2 /M ≡ νM is the reduced mass of the binary system) that are higher than quadratic in the effective momentum p eff . Following the EOB-simplifying philosophy of Ref. [18] , we shall assume that the third potential has been reduced (by a suitable canonical transformation) to a form where it vanishes with the radial momentum p eff r . In addition, EOB theory introduces a dictionary between the original dynamical variables (positions, momenta, angular momentum, energy) and the effective ones. A crucial entry of this dictionary is a non-trivial transformation between the original "real" energy, i.e. the value of the original (total) Hamiltonian H, and the "effective" energy −p eff 0 ≡ H eff entering the mass-shell condition (5.3). Because of this transformation, the final EOB-form of the (original, real) Hamiltonian reads (here we set c = 1 for simplicity)
where H eff = H eff (x eff , p eff ) is given by
Here J eff ≡ x eff ×p eff denotes the effective orbital angular momentum, which, by the EOB dictionary, is actually identified with the original, total (center of mass) orbital angular momentum J of the binary system: J eff ≡ J. 
The main difficulty in finding the perturbed EOB potentials A µ1 ,B µ1 and Q µ1 that encode the dynamics of L µ1 is that such a dynamical equivalence is obtained only after some a priori unknown phase-space contact transformation between the EOB phase-space coordinates, say ξ eff = (x eff , p eff ) and the original (harmonic-coordinaterelated) ones, say ξ h = (y 12 , v 12 ). For simplicity, we assume that we have already performed the reduction of the original harmonic-coordinate dynamics to its centerof-mass version, in which one can express v 1 and v 2 in terms of the relative velocity v 12 ≡ v 1 − v 2 and of y 12 ≡ y 1 − y 2 . On the other hand, we do not immediately assume that the original Lagrangian dynamics is expressed in Hamiltonian form. [Let us recall that, as was found long ago [24, 49] , starting at the 2PN level, the harmonic-coordinate dynamics does not admit an ordinary Lagrangian L(y,ẏ) but only a higher-order one L(y,ẏ,ÿ). In order to express the 2PN dynamics in Hamiltonian form one already needs some (higher-order) contact transformation. However, this transformation is well-known, e.g. [46] , and we do not need to complicate our discussion by explicitly mentionning it. It will be, however, taken into account in our calculations below.]
The transformation T between ξ eff and ξ h will have the general structure
The unperturbed part T 0 (ξ eff ) is known from the previous EOB work [16, 18] , but the O(µ 1 ) perturbed part T µ1 (ξ eff ) is unknown, and, actually, is part of the problem which must be solved for reformulating the (perturbed) harmonic-coordinate dynamics in EOB form. This means, in particular, that it would not be correct to try to compute A µ1 ,B µ1 and Q µ1 , by simply replacing in the tidal action (5.1) the harmonic variables ξ h by their unperturbed expression T 0 (ξ eff ) in terms of the effective variables ξ eff .
For the general case of non-circular orbits, a universal, correct method for transforming the original Lagrangian
in EOB form consists (as explained in [16] ) of the following steps: (i) to transform the original Lagrangian L(ξ h ) in Hamiltonian form H(ξ H ) = H 0 (ξ H ) + µ 1 H µ1 (ξ H ), where ξ H = (q, p) are canonical coordinates; (ii) to extract the gauge-invariant content of H(ξ H ) by expressing it in terms of action variables I a = 1 2π p a dq a , which yields the Delaunay Hamiltonian H(I) = H 0 (I) + µ 1 H µ1 (I); (iii) to do the same thing for the EOB Hamiltonian, i.e. to compute, as a functional of the unknown EOB potentials, its Delaunay form H EOB (I) = H EOB 0 (I) + µ 1 H EOB µ1 (I); and finally (iv) to identify the known H(I) to H EOB (I), which depends on the unknown functions A µ1 ,B µ1 , Q µ1 . This last step yields (functional) equations for A µ1 ,B µ1 , Q µ1 and thereby allows one to determine them. [In practice, the functional dependence on A,B, Q is replaced by a much simpler parameter-dependence by using the method of undetermined coefficients for parametrizing general forms of A,B, Q.] An alternative (and equally universal) method for transforming L(ξ h ) in EOB form (as used in [18] ) is to add the transformation ξ h = T (ξ eff ) to the list of unknowns (using the method of undetermined coefficients), and to directly solve the set of constraints for T, A,B and Q coming from the requirement that H EOB (ξ eff , A,B, Q) = H(T (ξ eff )). [One must then take into account that T is constrained to be a canonical transformation.]
The 2PN-accurate results, given for several tidal interactions in the case of general orbits, in the previous Section, can, in principle, be transformed within the EOB format by using any of the two methods we just explained. However, from the point of view of current astrophysical applications, one is mainly interested in knowing the EOB description of (quasi) circular motions. In this case, we a priori know that it is only the A radial potential which matters. Knowing this, the question arises to compute the tidal perturbation A µ1 of the EOB A potential in the most efficient manner; possibly without having to go through the rather involved, general universal methods recalled above. Fortunately, it is possible to do so by using the following facts.
The first useful fact concerns the relation between the tidal perturbation (in harmonic coordinates) of the Lagrangian of the binary system, say
to the corresponding tidal perturbation (in harmonicrelated phase-space coordinates) of the Hamiltonian, say
[Strictly speaking, as we recalled above, the harmonicrelated (q, p) = (y h , p h ) phase-space coordinates involve a supplementary O(1/c 4 ) gauge transformation linked to the order reduction of
.] Note that here and in the following the notation δQ(ξ) will always refer to the tidal contribution to some function of specified variables, i.e. δQ(ξ) ≡ Q full (ξ) − Q tidal-free (ξ). One has to be careful about which variables are fixed as, for instance, the transformation between Lagrangian (q,q) and Hamiltonian (q, p) coordinates does contain a tidal contribution (because δ tidal L(y h ,ẏ h ) does depend on velocities). This being made clear, we have the well-known universal result about first-order deformations of Lagrangians by small parameters,
which follows from the properties of the Legendre transform.
Let us now apply the second method recalled above for transforming the "harmonic" Hamiltonian
This second method for mapping H
Rewriting the full transformation T full as the composition T ′ • T 0 of the known unperturbed (tidal-free) contact transformation ξ
) is the first-order generating function associated with the canonical transformation T ′ ], and expanding all functions in Eq. (5.11) into unperturbed plus tidal
where δG(ξ
) is part of the unknown functions that must be looked for when writing the condition (5.12). However, another simplifying fact occurs in the case where one focusses on circular motions: the supplementary term {δG, H h } happens to vanish. Indeed, δG(ξ 0
flow, which clearly vanishes along circular motions. This allows one to conclude that, along circular motions, we have the simple condition
where the left-hand-side is, in principle, fully known. Let us now evaluate the right-hand side of Eq. (5.13). When restricting the definition (5.4), (5.5) 14) and
In terms of these variables the explicit expression of H EOB full circ reads
Varying A(u) in (5.16) then yields the following explicit expression for the right-hand side of (5.13):
In addition, one must take into account the constraint coming from the reduction to circular motions, namely, fromṗ
2 )] = 0, i.e. the fact that j 2 is the following function of u (using a prime to denote the u-derivative)
Note that this relation depends on the value of the radial potential A(u). If one is considering the full, tidallyperturbed circular motions one must use A full (u) = A 0 + δA in Eq. (5.18). On the other hand, as we are now interested in considering the (first-order) tidal perturbations δH h and δH EOB , and their link in Eq. (5.13), we can evaluate δH EOB circ with sufficient accuracy by replacing in the coefficient of δA(u), on the right-hand side of Eq. (5.17), A(u) and j 2 by their unperturbed, tidal-free expressions A 0 (u) and j 2 A0 (u) (i.e. by replacing A → A 0 on the right-hand side of (5.18)).
Combining our results (5.9), (5.13) and (5.17) we finally get a very simple link between the tidal variation of the harmonic-coordinate Lagrangian δL(y h , v h ) and the corresponding tidal variation δA(u) of the EOB A potential, namely
(5.20)
Here, the superscript "circ" means that j 2 must be replaced by j 
As we said, it is enough to replace A(u) → A 0 (u) in the above results. In addition, as we computed δL only to the 2PN fractional accuracy, it is sufficiently to use a value of F (u) which is also only fractionally 2PN-accurate. One might a priori think that this would mean using for A(u) = A 0 (u) in (5.22) the 2PN-accurate expression of the point-mass A potential, namely A 2PN 0 (u) = 1 − 2 u + 2 ν u 3 . However, the contribution 2 ν u 3 = 2 ν(GM/(c 2 r EOB )) 3 is O(1/c 6 ) compared to one, which is the leading-order value of F (u), that starts as
2 ). The same consideration applies toÃ(u). [The situation would have been different if F (u) had been, say, ∝ A ′ (u).] This means that, at the 2PN fractional accuracy, we can use the value of F (u) obtained from the leading-order, "Schwarzschild-like" value of A 0 (u), namely A 1PN 0 2 ), we could as well use the 2PN-accurate series expansion of (5.23), say
. However, it is better to retain the information contained in (5.23) that, in the test-mass limit ν → 0 (where A 0 (u) → 1 − 2 u) the exact value of F (u) becomes 1 − 3 u (see later).
There remains only one missing piece of information to be able to use our result (5.19) for computing the various tidal contributions to A(u). We need to work out the explicit form of the unperturbed transformation T 0 between r EOB and r h .
A first method for getting the transformation T 0 (at 2PN) is to compose the transformation ξ 0 h → ξ ADM (obtained at 2PN in [46] , and at 3PN in [50] ) with the transformation ξ ADM → ξ EOB (obtained at 2PN in [16] , and at 3PN in [18] ). For our present purpose, it is enough to restrict these transformations to the circular case, i.e. to transformations r h → r ADM and r ADM → r EOB .
The transformation h → ADM starts at 2PN, i.e. y
given, e.g., in Eq. (4.5) of [50] . Its circular, and center-of-mass, reduction (with n 12 ·p A = 0, → r EOB one could think of using Eq. (6.22) of [16] . However, this equation needs to be completed by the knowledge of the circularity condition relating (p ADM /µ) 2 to GM/r ADM 12 at the 1PN level included. This 1PN-accurate circularity condition can, e.g., be obtained from combining the 1PN-accurate r ADM = r ADM (j) relation given in [51] (see below), with the fact that (setting
, and therefrom the relation between r ADM and r EOB . Another method (that we have checked to give the same result) for determining the r ADM 12 → r EOB transformation, which does not use Eq. (6.22) of [16] , consists in directly eliminating the dimensionless angular momentum j between the two relations r ADM = r ADM (j) and r EOB = r EOB (j). The former relation was derived at 3PN in Ref. [51] and reads, at 2PN,
while the latter one is obtained by inverting the 2PN-accurate version of Eq. (5.18), namely, using 
We have written the transformation (5.28), (5.29) so as to exhibit the exact form of the transformation r h → r EOB in the extreme mass ratio limit ν → 0, namely
Summarizing: The (first-order) tidal contribution δA(u) = µ 1 A µ1 (u) to the main EOB radial potential, associated with any tidal parameter µ 1 (= µ 
VI. EOB DESCRIPTION OF TIDAL ACTIONS
We have explained in the previous Section how to convert each contribution ∼ µ 1 L µ1 (y h , v h ) to the (reduced) tidal action into a corresponding additional contribution µ 1 A µ1 (u) to the main EOB radial potential A(u). For instance, if we consider the dominant tidal parameter, i.e. the electric quadrupolar one, µ
, after exchanging 1 ↔ 2), the combination of the result (4.2) for the associated Lagrangian, with Eq. (5.19) yields
(6.1) In other words, apart from a (negative) numerical coefficient, and the rescaled tidal parameter µ
is the reduced mass of the system), the corresponding tidal contribution to A(u) is the product of three factors: F (u), dτ 1 /dt and the geometrical invariant associated with the considered tidal parameter, e.g. [G αβ G αβ ] 1 for the electric quadrupole along the first worldline. In addition, two of these factors, dτ 1 /dt and the geometrical invariant must be reexpressed as functions of the EOB coordinates by using Eq. (5.28).
Let us start by applying this procedure to the dominant tidal action term: the electric-quadrupole one (6.1). We have given above, in Eq. (4.14), the 2PN-accurate value of J a ≡ [G αβ G αβ ] 1 in harmonic coordinates. Using the transformation (5.29) to replace 1/r h 12 in terms of 1/r EOB leads to
In addition the reexpression of the time-dilation factor dτ 1 /dt, Eq. (4.19), in terms of 1/r EOB yields
Their product yields the electric-quadrupole tidal Lagrangian (stripped of its prefactor
1 ) in EOB coordinates, at the 2PN accuracy, namely
Adding the further factor F (u), as well as the prefactor, leads to the corresponding contribution to the EOB A potential, namely
and (23), (25) of [5] ), using the link
The term of order u (i.e. 1PN) in the relativistic amplification factorÂ (2) 1 electric (u), Eq. (6.8), coincides with the result computed some time ago (see Eq. (38) in [5] ). By contrast, the (2PN) term of order u 2 inÂ
1 electric (u) is the main new result of our present work. Let us discuss its properties.
Similarly to the 1PN coefficient α In other words, the distance-dependent amplification factor of the electric quadrupole reads, in the equal-mass case Â (2) 1 electric (u)
We will comment further below on these results for A (2) 1 electric (u) and on the recent comparisons between numerical simulations and the EOB description of tidal interactions. For the time being, let us give the corresponding results of our analysis for some of the sub-leading tidal interactions.
The EOB-coordinate value of the electric octupole, J (circ) d , Eq. (4.17), reads
its corresponding action (stripped of its prefactor) is
while the corresponding contribution to the EOB A potential reads
1 electric (u) , (6.18) where 19) and
Here, both results (6.21) and (6.22) are new. Note that, contrary to the quadrupolar case where α 1 and α 2 were always both positive (so thatÂ (2) 1 (u) was always an amplification factor) the electric-octupole factorÂ which is similar to its corresponding quadrupolar counterpart Eq. (6.14). Let us finally give the corresponding results for the magnetic quadrupole and time-differentiated electric quadrupole. For the magnetic quadrupole (at the 1PN fractional accuracy) we found 
29)
30)
32)
We have indicated in these results the expansions in powers of the inverse harmonic radius r h as checks of our 2PN-accurate results, written in harmonic coordinates, see Eqs. (4.14), (4.16)-(4.18). In the following, we shall focus on the transformation of the exact test-mass geometrical invariants above into corresponding contributions to the EOB A potential. As explained before, Eqs. (5.19), (6.1), apart from the universal prefactor − 2/(M ν c 2 ), and the specific original tidal coefficient multiplying the considered geometrical invariant (such as 1 4 µ (2) 1 for the electric quadrupole), the contribution to A(u) associated with some given invariant is obtained by multiplying it by two extra factors: (i) the time-dilation factor dτ 1 /dt and (ii) the EOB-rooted factor F (u). Let us discuss their values in the test-mass limit m 1 ≪ m 2 that we are now considering.
The first factor is the square-root of 
The exact test-mass limit of the second factor is obtained by taking the limit ν → 0 in the exact expression (5.22). In this limit, A(u) → 1 − 2 u, so that A(u) → 1 − 3 u, and
In addition, as the EOB coordinates reduce to Schwarzschild coordinates in the test-mass limit ν → 0, and M = m 1 + m 2 → m 2 , we have simply
In other words, the two extra factors (6.41), (6.42) become both equal to √ 1 − 3 u. As a consequence the A contribution corresponding to the various geometrical invariants (6.36)-(6.39) is obtained (apart from a constant prefactor) by multiplying these invariants by 
(6.47) One easily sees that the various exact, test-mass amplification factorsÂ(u) exhibited here, are compatible with the X 1 → 0 limit of the 2PN-expanded ones
A striking feature of all the amplification factors present in Eqs. (6.44)-(6.47), such aŝ
is that they all formally exhibit a pole ∝ 1/(1 − 3 u) mathematically located at 3 u = 1, i.e. corresponding to formally letting particle 1 tend to the last unstable circular orbit, located at 3 G m 2 /c 2 ("light ring" orbit). This behavior has a simple origin.
The invariant simplest to consider in order to see this is J a = G 2 ab . From Eq. (4.3) its covariant expression reads
Let us study its mathematical behavior in the formal limit where particle 1 tends to the light ring orbit. Using the language of Special Relativity, we consider the Schwarzschild coordinates as defining a "lab-frame". With respect to this lab-frame, particle 1 becomes ultrarelativistic as it approaches the light ring. More precisely, near the light ring the lab-frame components of the four-velocity u µ = (dt/dτ 1 )(c, v i ) tend towards infinity proportionally to dt/dτ 1 = Γ 1 = 1/ √ 1 − 3 u, while the lab-frame components of R αµβν (and the metric) stay finite. As G 2 ab is quartic in the lab-frame components of u µ , it will tend towards infinity like Γ A different way of phrasing this result uses the law of transformation of the electric and magnetic components of the Weyl tensor, G ab and H ab under a boost. Using, for instance, the fact that, under a boost with velocity β = tanh ϕ in the x direction, the complex tensor F ab = G ab + i H ab undergoes a complex rotation of angle ψ = i ϕ in the yz plane [52] , one easily finds that the transverse traceless components of F ab (in the yz plane) acquire, under such a boost, a factor of order cos
. Because of the special structure of the tensor F ab ∝ diag (−1, −1, 2), with the third axis z labelling the radial direction, this reasoning shows that boosts in the radial (z) direction leave F ab invariant. However, we are mainly interested here in boosts in a "tangential" direction, say x, associated with the fast motion of a circular orbit, and therefore orthogonal to the radial direction, which do introduce a factor Γ 2 1 in some of the boosted components of F ab . For completeness, let us indicate that, because of this special structure of F ab , the invariant J a = G 
where 
1 ) because of the special geodetic-precession properties of the proper-time derivative operator ∇/dτ = u λ ∇ λ (see, e.g., Section 3.6 of [53] ).
Having understood that the formal pole-like behavior, ∼ (1 − 3 u) −1 , in the test-mass limit of the electricquadrupole A potential is linked to simple boost properties of G ab near the light ring orbit, and knowing that the EOB formalism predicts the existence of a formal analog of the usual Schwarzschild light ring at the EOB dimensionless radiusr LR ≡ 1/u LR , defined as the solution of 55) withÃ(u) defined in Eq. (5.21), it is natural to expect the (unknown) exact two-body version of the electricquadrupole A potential to mathematically exhibit an analogous pole-like behavior of the form ∼ (1 −r LR u) −1 . As we shall discuss elsewhere, such a mathematical behavior, linked to considering (within the EOB-simplifying approach advocated in [18] ) what would happen if one formally considered (unstable) circular orbits with u → u LR , does not mean that there is a real physical singularity in the EOB dynamics near u = u LR , but it indicates that higher-than-2PN contributions to the electricquadrupole amplification factorÂ (2) 1 electric (u) = 1+α a 1 u+ α a 2 u 2 +α a 3 u 3 +· · · will probably be slowly convergent, and will tend to further amplify the corresponding tidal interaction. Such an extra amplification might, for instance, be physically important in the last orbits of comparablemass neutron-star binaries (which will reach contact for values of u smaller than u LR ).
This leads us to suggest that a more accurate value (for u < u LR ) of the electric-quadrupole amplification factor is the following "resummed" version of Eq. (6.8) Let us finally discuss several possible approximate values forr LR in the proposed Eq. (6.56). The simplest approximation consists of using the "Schwarzschild" valuer S LR = 3. However, a better value might be obtained by taking a solution of Eq. (6.55) that incorporates more physical effects. This might require solving Eq. (6.55) numerically, with A(u) being the full A potential (containing both Padé-resummed two-point-mass effects and the various tidal contributions). In order to have a feeling for the modification ofr LR brought by incorporating these changes, let us consider solving Eq. (6.55) when using the following approximation to the full A potential:
Here the term + 2 ν u 3 is the 2PN-accurate point-mass modification of A(u), while the term −κ u 6 is the leadingorder tidal modification. Note that they have opposite signs. The corresponding expression ofÃ(u) reads
The corresponding value of u LR ≡ 1/r LR is the solution close to 1/3 of the equation
If we could treat both ν and κ as small deformation parameters, this would imply that, to first order in these two deformation parameters, the value of u LR (ν, κ) would be obtained by inserting the leading-order value u LR ≃ 1/3 in the right-hand side of Eq. (6.62) Note that while comparable-mass effects (∝ ν) have the effect of decreasingr LR , tidal ones (∝ κ) have the opposite effect of increasingr LR . Let us focus on the tidal effects, and consider the equal-mass case with R 1 = R 2 and k = 0.09 being typical for C 1 = 1/6; see, e.g., Table II in [5] .] On the other hand, ifR 1 ≡ R 1 c 2 /(Gm 1 ) is slightly smaller than 6, δ tidalr LR will quickly become much smaller than 1, while ifR 1 is slightly larger than 6, δ tidalr LR will quickly become formally large (thereby invalidating the first-order analytical estimate (6.63) which assumed δr LR ≪ 3). These rough estimates indicate that, in many cases, tidal effects onr LR will be quite important and will significantly increase the numerical value ofr LR . Note that an increased value ofr LR will, in turn, increase the effect of the conjectured resummed 2PN contribution α a 2 u 2 /(1 −r LR u) toÂ (2) 1 electric (u).
VII. SUMMARY AND CONCLUSIONS
Using an effective action technique, we have shown how to compute the additional terms in the reduced (Fokker) two-body Lagrangian L(y 1 , y 2 ,ẏ 1 ,ẏ 2 ) that are linked to tidal interactions. Thanks to a general property of perturbed Fokker actions (explained at the end of Section 2, see Eq. (2.20)), the additional tidal terms are correctly obtained (to first order in the tidal perturbations) by replacing in the complete, unreduced action S[g µν ; y 1 , y 2 ] the gravitational field g µν by the solution of Einstein's equations generated by two structureless point masses m 1 , y 1 ; m 2 , y 2 . This allowed us to compute in a rather straightforward manner the reduced tidal action at the second post-Newtonian (2PN) fractional accuracy, by using the known, explicit form of the 2PN-accurate two-point-mass metric [36] [37] [38] [39] . The main technical subtlety in this calculation is the regularization of the self-field effects associated with the computation of the various nonminimal tidal-action terms ∼ dτ (R αµβν u µ u ν ) 2 + . . ., where, e.g., R αµβν (x; y 1 , y 2 ) is to be evaluated on one of the worldlines that generate the metric g µν (so that R αµβν (y 1 ; y 1 , y 2 ) is formally infinite). We explained in detail (in Section 3) one (algorithmic) way to perform this regularization, using Hadamard regularization (which is equivalent to dimensional regularization at the 2PN level). We then computed the regularized values, obtainable from the 2PN metric, of several of the geometrical invariants entering the nonminimal worldline tidal action terms. See Eqs. (4.4)-(4.10) for the 2PN-accurate Lagrangians (for general orbits) of the three leading tidal terms (electric quadrupole, electric octupole and magnetic quadrupole). We then focussed on the physically most useful information contained in these actions, namely the corresponding contributions to the effective-one-body (EOB) main radial potential, A(u), with u = G(m 1 +m 2 )/(c 2 r EOB ). Our Eqs. (5.19), (5.20), (5.28) gave the explicit transformation between the previously derived harmonic-coordinates tidal Lagrangians and their corresponding contributions to the EOB A potential. Using this transformation, we could finally explicitly compute the most important tidal contributions to the EOB A potential to a higher accuracy than had been known before: namely, we computed the quadrupolar (ℓ = 2) and octupolar (ℓ = 3) gravito-electric tidal contributions to 2PN fractional accuracy, i.e. with the inclusion of a relativistic distance-dependent factor of the type u 2ℓ+2 (1 + α 1 u + α 2 u 2 ), see Eqs. (6.6)-(6.10) and (6.18)- (6.22) . We also computed the quadrupolar gravito-magnetic tidal contribution, as well as a newly introduced time-differentiated electric quadrupolar tidal term, to 1PN fractional accuracy, see Eqs. where one sees that the 2PN (O(u 2 )) contribution is numerically comparable to the 1PN one. This suggests that the PN-expanded form of the tidal amplification factor A (2) 1 electric (u) is slowly converging and could get comparable, or even larger, contributions from higher powers of u (i.e. 3PN and higher terms). In order to get a feeling about the possible origin of this slow convergence of the PN expansion, we followed the approach of [54] , i.e. we looked for the existence of a nearby pole (in the complex u plane) within the formal analytic continuation of the considered functionÂ (2) 1 electric (u). [Ref. [54] considered the energy flux F as a function of x = (GM Ω/c 3 ) 2/3 ; it pointed out that F (x) had (in the test-mass limit) a pole at the light-ring value x = 1/3, and recommended to improve the PN expansion of F (x) (for x < 1/3) by a Padé-type resummation incorporating the existence of this pole in F (x).] By computing the exact test-mass limit of the functionÂ (2) 1 electric (u), we found that it did formally exhibit a pole located at the light-ring value u test mass LR = 1/3, see Eq. (6.44) . Such a pole is also present in other amplification factors, see Eqs. (6.45)-(6.47), and we discussed its origin. [Note that two equal-mass neutron stars will get in contact before reaching this pole. However the idea here is that the "hidden" presence of this pole in the analytical continuation of the function A (2) 1 electric (u) is behind the bad convergence of the Taylor expansion of this function in powers of u.] This led us to suggest that one might get an improved value of the tidal amplification factorsÂ (2) 1 electric (u) by formally incorporating the presence of this pole in the following "Padé-resummed" manner In particular, for the "typical" compactness C 1 = C 2 ∼ 1/6 considered above, and when using the unperturbed value ofr LR , i.e.r We recalled in the Introduction that several comparisons between the analytical (EOB) description of tidal effects and numerical simulations of tidally interacting binary neutron stars [5, 9, 10] have suggested the need for significant amplification factorsÂ (2) 1 electric (u), parametrized by rather large value of α a 2 . However, up to now, the numerical results that have been used have been affected by numerical errors that have not been fully controlled. In particular, in the recent comparisons [9, 10] , one did not have in hand sufficiently many simulations with different resolutions for being able to compute and subtract the finite-resolution error. We hope that such a more complete analysis will be performed soon. We recommend to compare resolution-extrapolated numerical data to the pole-improved amplification factor (7.2). As discussed in Section VI, it might be necessary to use as value of r LR the improved estimate obtained from the full (tidally modified) value of the A potential. This suggests (especially for compactnesses C 1 1/6) as discussed above thatr LR might be significantly larger than 3, thereby further amplifying the effective value of α a 2 during the last stages of the inspiral.
The present study has focussed on the 2PN tidal effects in the interaction Hamiltonian. There is also a 2PN tidal effect in the radiation reaction which has contri-
