and obtained explicit leading asymptotics for general (k, l) as well as general (real) z. Except for (k, l) ∈ {(1, 0), (2, 0), (4, 0), (1, 1)} (when z = 1) and (k, l) ∈ {(1, 0), (2, 0), (1, 1) , (∞, ∞)} (for z = 2), there are no known "nice" expressions for S (z) k,l (n) in terms of n. Of course, using the Young-Frobenius formula one can always express it as a multi-sum of hypergeometric terms, but, in general with k + l − 1 sigma signs. The next best thing to a closed-form formula is a linear recurrence. It follows from the Fundamental Theorem of Wilf-Zeilberger theory ( [3] ) that for any specific (k, l) and positive integer z, the sequence A(n) = S (z) k,l (n) is holonomic (alias P -recursive), in other words it satisfies a (homogeneous) linear recurrence equation with polynomial coefficients. This means that there exists a positive integer L, and polynomials
Furthermore there exist algorithms for computing these recurrences, but they are rather slow for multi-sums. Since we know a priori that such a recurrence exists, we may just as well find it empirically by asking the computer to compute the first 60 (or whatever) terms and then guess the recurrence by undetermined coefficients. This is done by the command listtorec in Bruno Salvy and Paul Zimmermann's Maple package gfun (but we prefer to have our own version). While there is a "theoretical" possibility that the guessed recurrence is not the "right" one, this is very unlikely, and besides, using the recurrence one can extend the sequence very fast, and check whether the continuation matches, and if it does (say for the next 20 terms), then this is a semi-rigorous proof, good enough for us. We know that we have the option to find a fully rigorous proof by the multivariable Zeilberger algorithm [1] (that alas, will take much longer, and for larger (k, l) may not terminate in a reasonable amount of time) but why bother?. The beauty of knowing a linear recurrence is that one can use the Poincaré-Birkhoff-Trjitzinsky method to derive higher-order asymptotics for the sequence. This method, described in [4] , is fully implemented in Doron Zeilberger's Maple package http://www.math.rutgers.edu/~zeilberg/tokhniot/AsyRec . The drawback of that method is that it does not output the constant factor, that must be determined empirically, in general. Luckily, thanks to [2] , we know that constant exactly (expressed in terms of π), and this enables the computation of very refined asymptotics of the sequences S (z) k,l (n) for the most interesting cases z = 1 and z = 2, and for k + l ≤ 5.
The Output: Recurrences and asymptotics for S (1) k,l (n) and S
All the necessary algorithms have been implemented in the self-contained Maple package HOOKER, kindly written by Doron Zeilberger, and available from http://www.math.rutgers.edu/~zeilberg/tokhniot/HOOKER .
Detailed output files, with lots of terms in the sequences, and asymptotics to order 10, can be viewed in the webpage of this article:
http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/hooker.html . Here we only list (for the record) the output for (k, l) ∈ {(2, 1), (2, 2)} and z = 1, 2, and even for these, we only list the first few terms, the annihilating operator and the refined asymptotics to order 3. Below N denotes the shift-operator in n, so, for example, the annihilating operator for the Fibonacci sequence is N 2 − N − 1 and for n! is N − n − 1. 
