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En esta nota re-examinamos una importante y bella construccio´n matema´tica:
el llamado completamiento de Dedekind-MacNeille, DM(P ), de un conjunto
ordenado (P,≤). Dicho completamiento, tambie´n conocido como completa-
miento normal de P , fue originalmente propuesto por H. M. MacNeille en
1937 [8] como una generalizacio´n de la famosa construccio´n de los nu´meros
reales a partir de los racionales publicada por R. Dedekind 65 an˜os antes, en
1872 [4].
Presentamos varias maneras diferentes, aunque equivalentes, de deﬁnir
DM(P ) y enunciamos sus propiedades fundamentales. Nos hemos esforzado
por obtener las demostraciones ma´s directas y elegantes posibles, simpliﬁ-
cando algunos argumentos y conceptos corrientemente utilizados. Nuestro
propo´sito es enriquecer y complementar los tratamientos que de esta cons-
truccio´n matema´tica fundamental se hacen en la literatura.
En la primera seccio´n ofrecemos una visio´n histo´rica del tema y en la u´ltima
nos referimos a la caracterizacio´n catego´rica de DM(P ), para aquellos lecto-
res familiarizados con la teor´ıa de categor´ıas.
1 Perspectiva histo´rica.
Richard Dedekind fue, sin duda, uno de los matema´ticos ma´s notables del
siglo XIX. Algunas de sus ideas, al igual que las de su estimado amigo Georg
Cantor, eran revolucionarias para su e´poca y so´lo fueron comprendidas y
adoptadas despue´s de su muerte. Junto con Galois, es considerado adema´s
como uno de los fundadores del a´lgebra moderna.
Dedekind —alumno doctoral de Gauss en Gotinga— fue el primer matema´tico
en construir expl´ıcitamente los nu´meros reales a partir de los racionales y el
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primero en destacar la importancia de la “completez” o “completitud”. Cons-
ciente de lo trascendental de su descubrimiento, e´l mismo registro´ la fecha
exacta en su memoria [4]: 24 de noviembre de 1872. Segu´n Dedekind, la
completitud, llamada por e´l “continuidad”, se obtiene de la siguiente manera
(ve´ase [5]):
“Sepa´rense todos los puntos de la l´ınea en dos clases, de tal manera
que cada punto de la primera clase esta´ ubicado a la izquierda de
cada punto de la segunda clase; entonces existe un y so´lo un punto
que produce esta particio´n de todos los puntos en dos clases, cortando
as´ı la l´ınea en dos trozos”.
Con esta formulacio´n de continuidad, Dedekind procede a deﬁnir los nu´meros
reales como “cortes en Q”.
Pasaron ma´s de sesenta an˜os para que estas ideas se presentaran en el con-
texto ma´s general de las estructuras ordenadas. Fue el norteamericano H. M.
MacNeille quien, en 1935, presento´ en su tesis doctoral ante la Universidad
de Harvard, Extensions of partially ordered sets, la construccio´n que es mo-
tivo del presente art´ıculo. La tesis doctoral de MacNeille se publico´ luego,
con algunos resultados adicionales, en forma de art´ıculo, [8].
2 El completamiento de Dedekind-MacNeille.
Suponemos que el lector esta´ familiarizado con las nociones ba´sicas de cota
superior, cota inferior, supremo (o sup) e ı´nﬁmo (o inf) de subconjuntos de
conjuntos ordenados. Una excelente referencia sobre estructuras ordenadas
es [3].
Si (Q,≤) es un conjunto ordenado y P ⊆ Q, con la relacio´n ≤ restringida a
P , (P,≤) es tambie´n un conjunto ordenado. Diremos en tal caso que Q es
una extensio´n de P .
Sean (P,≤) y (Q,≤) conjuntos ordenados; una funcio´n ϕ : P → Q se dice
que es mono´tona si x ≤ y en P implica ϕ(x) ≤ ϕ(y) en Q. La funcio´n ϕ es
una inmersio´n de orden si
x ≤ y en P ⇐⇒ ϕ(x) ≤ ϕ(y) en Q.
Un isomorfismo de orden es una inmersio´n de orden sobreyectiva (y por lo
tanto, biyectiva).
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Si (P,≤) es un conjunto ordenado y A ⊆ P , con A↑ denotaremos el conjunto
de las cotas superiores de A y con A↓ el conjunto de las cotas inferiores de A.
Esta notacio´n no es del todo esta´ndar, pero es muy natural y sugestiva. Si
A ⊆ L ⊆ P , A↑L representa A↑ ∩ L, es decir, el conjunto de cotas superiores
de A en L. Ana´logamente se deﬁne A↓L .
Un subconjunto S ⊆ P se llama conjunto inferior (o conjunto decreciente
o ideal de orden) si y ≤ x ∈ S implica y ∈ S para x, y ∈ P . Entre los
conjuntos inferiores se destacan los llamados ideales principales: para x ∈ P ,
↓x := {y ∈ P : y ≤ x} es el ideal principal generado por x.
Dualmente, un subconjunto S ⊆ P se llama conjunto superior (o conjunto
creciente o filtro de orden) si y ≥ x ∈ S implica y ∈ S para x, y ∈ P . Como
caso particular, el conjunto ↑x := {y ∈ P : y ≥ x} es un conjunto superior
para todo x ∈ P .
Un conjunto ordenado (P,≤) es un ret´ıculo completo (o reticulado completo)
si para todo subconjunto S de P existen
∨
S = supS y
∧
S = inf S. Si se
quiere resaltar el papel de P se escribe
∨
P S y
∧
P S, respectivamente. Se
puede demostrar fa´cilmente (ve´ase [3], por ejemplo) que (P,≤) es un ret´ıculo
completo si y so´lo si P tiene un elemento ma´ximo (necesariamente u´nico) y
existe
∧
S para todo S ⊆ P , S = ∅. Ana´logamente, (P,≤) es un ret´ıculo
completo si y so´lo si P tiene un elemento mı´nimo y existe
∨
S para todo
S ⊆ P , S = ∅.
Todo conjunto ordenado (P,≤) induce un ret´ıculo completo: el ret´ıculo O(P )
de los subconjuntos inferiores o ideales de P , con el orden de la contenencia.
Es un ret´ıculo completo porque las uniones y las intersecciones arbitrarias de
conjuntos inferiores son conjuntos inferiores. Ma´s aun, la correspondencia
(P,≤) −→ (O(P ),⊆)
x −→ ↓x
es claramente una inmersio´n de orden; es decir, (O(P ),⊆) es un completa-
miento natural de (P,≤). Este hecho sugiere la siguiente pregunta: ¿existe
algu´n objeto que pueda ser considerado “el ma´s pequen˜o ret´ıculo completo
que contiene una copia isomorfa de P”? La respuesta es aﬁrmativa y tal
objeto cano´nico —el completamiento de Dedekind-MacNeille— se deﬁne a
continuacio´n.
2.1. Definicio´n por cotas.
DM1(P ) := {A ⊆ P : A↑↓ = A}.
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2.2. Definicio´n por ideales principales.
DM2(P ) :=
{
A ⊆ P : ∆A ⊆ A}, donde ∆A =⋂{↓y : y ∈ A↑}.
2.3. Definicio´n por cortaduras. Una cortadura de P es un par (A,B) de
subconjuntos A y B de P tales que A↑ = B y B↓ = A.
DM3(P ) := {A ⊆ P : (A,B) es una cortadura de P para algu´n B ⊆ P}.
2.4. Teorema. Las definiciones 2.1, 2.2 y 2.3 son equivalentes; es decir,
definen el mismo objeto:
DM1(P ) = DM2(P ) = DM3(P ).
Demostracio´n. Obse´rvese primero que
z ∈ A↑↓ ⇐⇒ z es cota inferior de A↑
⇐⇒ z ≤ y, para todo y ∈ A↑
⇐⇒ z ∈↓y, para todo y ∈ A↑
⇐⇒ z ∈
⋂
{↓y : y ∈ A↑}.
De lo anterior se deduce que
A↑↓ =
⋂
{↓y : y ∈ A↑} = ∆A. (2.1)
Puesto que la contenencia A ⊆ ∆A es siempre va´lida, se concluye que
DM1(P ) = DM2(P ).
Mostraremos ahora que DM3(P ) = DM1(P ). Sea A ∈ DM3(P ); entonces
A↑ = B y B↓ = A para algu´n B ⊆ P . Por lo tanto, A↑↓ = B↓ = A; es
decir, A ∈ DM1(P ). Por otro lado, si A ∈ DM1(P ), entonces (A,A↑) es una
cortadura de P ya que A↑↓ = A. Esto muestra que DM3(P ) = DM1(P ).
El conjunto DM1(P ) = DM2(P ) = DM3(P ) se denomina completamiento
de Dedekind-MacNeille de P o completamiento normal de P y se denota por
DM(P ). Cabe anotar que MacNeille tomo´ como deﬁnicio´n de completamien-
to el conjunto de todas las cortaduras (A,B) de P . La deﬁnicio´n DM3(P ),
en la que se consideran so´lo las primeras componentes de las cortaduras,
simpliﬁca la construccio´n.
Las cortaduras de un conjunto ordenado, tal como se han deﬁnido en 2.3, se
pueden caracterizar completamente. Esto se hace en la siguiente proposicio´n.
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2.5. Proposicio´n. Toda cortadura de (P,≤) es de la forma (∆A,A↑) con
A ⊆ P . Por consiguiente, DM(P ) se puede definir tambie´n como
DM(P ) = {∆A : A ⊆ P}.
Demostracio´n. Sea (A,B) una cortadura de P ; entonces A = B↓ y B = A↑.
Usando la igualdad (2.1) se tiene
A = B↓ = A↑↓ = ∆A.
Es decir, (A,B) = (∆A,A↑); de donde
DM(P ) = DM3(P ) = {∆A : A ⊆ P}.
2.6. Ejemplo. Sea (P,≤) un conjunto totalmente ordenado (esto incluye
P = Q pero tambie´n los casos en que P es ﬁnito o no-enumerable, acotado o
no-acotado). ¿Co´mo son las cortaduras de P ? En primer lugar, si (A,B) es
una cortadura, A ∪ B = P ya que si x ∈ P entonces x < b para todo b ∈ B
(en cuyo caso x ∈ B↓ = A) o x ≥ b para algu´n b ∈ B = A↑ (en cuyo caso
x ∈ A↑ = B). Hay dos tipos de cortaduras, dependiendo de si A y B son
disyuntos o de si A ∩B = ∅.
Caso 1. A ∩ B = ∅. Puesto que A ⊆ B↓ y B ⊆ A↑, se tiene que a ≤ b
para todo a ∈ A y todo b ∈ B. La interseccio´n A ∩ B se reduce a un punto:
si x1, x2 ∈ A ∩ B entonces x1 ∈ A = B↓ de donde x1 ≤ x2. Similarmente,
x2 ≤ x1; por lo tanto x1 = x2. Sea entonces A ∩ B = {z}; a continuacio´n
demostramos que
z = supA = inf B.
Se cumple que z ≥ a para todo a ∈ A porque z ∈ B = A↑. Adema´s, si
y ∈ A↑ entonces y ≥ z porque z ∈ A. As´ı que z = supA y un razonamiento
ana´logo muestra que z = inf B. Entonces (A,B) = (↓z, ↑z).
Caso 2. A ∩ B = ∅. Puesto que A ⊆ B↓ y B ⊆ A↑, se tiene que a < b para
todo a ∈ A y todo b ∈ B. Adema´s, supA no existe ya que, en caso contrario,
supA ∈ A↑ = B y, por otro lado, supA ≤ b para todo b ∈ B (porque supA
es la mı´nima cota superior de A y b ∈ B = A↑); es decir, supA ∈ B↓ = A. Se
tendr´ıa supA ∈ A ∩ B contradiciendo A ∩ B = ∅. Un razonamiento similar
muestra que inf B tampoco existe.
Al construir R a partir de Q, el caso 1 da lugar a los nu´meros racionales y el
caso 2 a los irracionales.
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2.7. Ejemplo. Sea (P,≤) el siguiente conjunto ordenado:
•a
•c
•e
• b
• d














Podemos obtener DM(P ) usando la caracterizacio´n de la Proposicio´n 2.5, es
decir, DM(P ) = {∆A : A ⊆ P}:
∆{a} =↓a = {a}, ∆{b} =↓b = {b},
∆{c} =↓c ∩ ↓e = {a, c}, ∆{d} =↓d = {a, b, d},
∆{e} =↓e = {a, b, c, e}, ∆{a, b} =↓d ∩ ↓e = {a, b},
∆{c, d} = ∩∅ = P, ∆∅ = ⋂
x∈P
↓x = ∅.
Para todos los dema´s subconjuntos A ⊆ P , ∆A coincide con alguno de los
anteriores. Por consiguiente, DM(P ) es el siguiente ret´ıculo completo:
•{a}
•
•{a, b, c, e}
{a, c}
•
• {b}
{a, b, d}
• {a, b}
•
•
















P
∅
3 Propiedades de DM(P ).
En esta seccio´n expondremos las propiedades fundamentales de DM(P ). El
primer teorema establece que DM(P ), con el orden de contenencia, es un
ret´ıculo completo, en el cual P esta´ sumergido regularmente.
3.1. Teorema. (i) ↓x ∈ DM(P ) para todo x ∈ P .
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(ii) (DM(P ),⊆) es un ret´ıculo completo.
(iii) La correspondencia ϕ : P → DM(P ) dada por ϕ(x) = ↓ x es una
inmersio´n de orden de (P,≤) en (DM(P ),⊆). Esta inmersio´n es re-
gular, es decir, preserva los infs y los sups existentes en P .
Demostracio´n. (i) ↓ x ∈ DM1(P ) = DM(P ) para todo x ∈ P ya que es
inmediato que (↓x)↑↓ = ↓x.
(ii) Sea {Ai}i∈I una familia no vac´ıa de subconjuntos de DM(P ). Se tiene
claramente que
(⋂
i∈I
Ai
)↑
=
⋂
i∈I
A↑i ,
(⋂
i∈I
Ai
)↓
=
⋂
i∈I
A↓i .
Por consiguiente, si cada Ai ∈ DM(P ), es decir, si A↑↓i = Ai para todo i ∈ I,
(⋂
i∈I
Ai
)↑↓
=
(⋂
i∈I
A↑i
)↓
=
⋂
i∈I
A↑↓i =
⋂
i∈I
Ai.
De donde,
⋂
i∈I Ai ∈ DM(P ). Puesto que P ∈ DM(P ), se concluye que
DM(P ) es un ret´ıculo completo ya que es cerrado para intersecciones arbi-
trarias.
(iii) Es muy fa´cil ver que ϕ es una inmersio´n de orden. Supo´ngase ahora
que A ⊆ P y que ∧A existe. Claramente, ϕ(∧A) ≤ ϕ(a) para todo a ∈ A,
porque ϕ es mono´tona. Sea Y ∈ DM(P ) una cota inferior arbitraria de
ϕ(A); es decir, Y ⊆ ↓ a para todo a ∈ A. Esto signiﬁca que Y ⊆ A↓, de
donde, Y ⊆ A↓ ⊆ ↓∧A = ϕ(∧A); esto prueba que ∧ϕ(A) = ϕ(∧A).
Por otro lado, supo´ngase que A ⊆ P y que ∨A existe; mostraremos que
ϕ(
∨
A) es la mı´nima cota superior de ϕ(A) en DM(P ), o sea que,
∨
ϕ(A) =
ϕ(
∨
A). Puesto que ϕ es mono´tona, ϕ(a) ≤ ϕ(∨A) para todo a ∈ A;
por lo tanto, ϕ(
∨
A) es cota superior de ϕ(A). Sea Y ∈ DM(P ) una cota
superior arbitraria de ϕ(A), es decir, Y ⊇ ↓ a para todo a ∈ A, lo cual
implica que A ⊆ Y . Como ∨A existe, de la igualdad (2.1) se concluye que
A↑↓ =
⋂{↓y : y ∈ A↑} = ↓∨A. Tenemos entonces
ϕ
(∨
A
)
= ↓∨A = A↑↓ ⊆ Y ↑↓ = Y.
Esto demuestra que
∨
ϕ(A) = ϕ(
∨
A).
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En [7] se demuestra una generalizacio´n de la parte (iii) del anterior teorema,
a saber:
3.2. Teorema (Harding). Un ret´ıculo dado se puede sumergir regularmen-
te en el completamiento de Dedekind-MacNeille de un ret´ıculo distributivo.
La demostracio´n del Teorema 3.2 es bastante intrincada —muy lejos de la
sencillez y transparencia del teorema 3.1— por lo que la inmersio´n de Harding
esta´ muy lejos de ser “natural”.
Sea (Q,≤) una extensio´n de P y x ∈ Q. Para simpliﬁcar la notacio´n, en lo
sucesivo (↓x)P representa (↓x) ∩ P y (↑x)P representa (↑x) ∩ P , es decir,
(↓x)P := {y ∈ P : y ≤ x}, (↑x)P := {y ∈ P : y ≥ x}.
3.3. Definicio´n. Sea (Q,≤) una extensio´n de P . Se dice que P es sup denso
en Q si para todo x ∈ Q existe A ⊆ P tal que x = ∨Q A. Dualmente, P es
inf denso en Q si para todo x ∈ Q existe A ⊆ P tal que x = ∧Q A.
En la siguiente proposicio´n se presentan propiedades muy u´tiles, equivalentes
a las nociones de subconjunto sup e inf denso, respectivamente.
3.4. Proposicio´n. Sea P un subconjunto de un conjunto ordenado (Q,≤).
(i) P es sup denso en Q si y so´lo si x =
∨
Q(↓x)P para todo x ∈ Q.
(ii) P es inf denso en Q si y so´lo si x =
∧
Q(↑x)P para todo x ∈ Q.
Demostracio´n. (i) La direccio´n (⇐) es inmediata. Sean x ∈ Q y A ⊆ P tales
que
∨
Q A = x. Vamos a demostrar que
∨
Q A es la mı´nima cota superior de
(↓ x)P en Q, es decir,
∨
Q(↓ x)P =
∨
Q A = x. Claramente, x es una cota
superior de (↓ x)P en Q. Sea y ∈ Q una cota superior arbitraria de (↓ x)P .
Puesto que A ⊆ (↓ x)P , se tiene y ≥ a para todo a ∈ A, o sea y ∈ A↑; de
donde
∨
Q A ≤ y.
(ii) La demostracio´n es ana´loga a la de (i).
Los siguientes dos resultados son importantes aplicaciones de la Proposi-
cio´n 3.4 y conducen a la caracterizacio´n presentada en el Teorema 3.7.
3.5. Proposicio´n. Dado (P,≤), el subconjunto P = {↓ x : x ∈ P} de
DM(P ) (el cual es isomorfo a P segu´n el Teorema 3.1) es sup e inf denso
en DM(P ).
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Demostracio´n. Sea A ∈ DM(P ), es decir, A ⊆ P , A↑↓ = A. Por la igualdad
(2.1), P es inf denso en DM(P ) ya que ↓ y ∈ DM(P ) para todo y ∈ P y las
intersecciones son infs en el ret´ıculo (DM(P ),⊆).
Para probar que P es sup denso en DM(P ) recurrimos a la Proposicio´n 3.4
y al hecho de que
⋃
a∈A
↓ a = A↑↓ = A. (3.1)
Es inmediato que A ⊆ ⋃a∈A ↓a lo cual establece la contenencia ⊇ de (3.1).
Para probar la otra contenencia, sea x ∈ ⋃a∈A ↓ a y y ∈ A↑. Claramente,
x ≤ a ≤ y, lo cual implica ⋃a∈A ↓ a ⊆ A↑↓. Como en el ret´ıculo (DM(P ),⊆)
las uniones son sups, de la igualdad (3.1) se concluye que P es sup denso en
DM(P ).
3.6. Lema. Sea Q un ret´ıculo completo, A ⊆ P ⊆ Q, siendo P sup e inf
denso en Q.
(i) A↑P ↓P = (↓∨QA)P .
(ii) Si x ∈ Q entonces (↓x)↑P ↓PP = (↓x)P . Esto quiere decir que (↓x)P ∈
DM(P ).
Demostracio´n. (i) Puesto que A↑P = (↑∨Q A)P , se deduce que A↑P ↓P =
[(↑∨Q A)P ]↓P . Sea z = ∨Q A; como P es inf denso en Q, se sigue de la
Proposicio´n 3.4(ii) que
∧
Q(↑ z)P = z. De donde [(↑ z)P ]↓P = (↓ z)P . En
conclusio´n,
A↑P ↓P = [(↑∨QA)P ]↓P = [(↑z)P ]↓P = (↓z)P = (↓∨QA)P .
(ii) Como P es sup denso en Q, por la Proposicio´n 3.4(i) se tiene
∨
Q(↓x)P =
x. Aplicando la parte (i) del presente lema, con A = (↓x)P , concluimos que
(↓x)↑P ↓PP = (↓x)P .
3.7. Teorema. Salvo isomorfismo, DM(P ) es el u´nico ret´ıculo completo
en el cual P es sup e inf denso. Ma´s precisamente, si P es un subconjunto
sup e inf denso de un ret´ıculo completo Q, entonces existe un isomorfismo
ψ : DM(P )→ Q.
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Demostracio´n. La Proposicio´n 3.5 aﬁrma que P = {↓x : x ∈ P}, el cual
es isomorfo a P , es sup e inf denso en DM(P ). Sea ahora Q un ret´ıculo
completo en el cual P ⊆ Q es sup e inf denso. Se deﬁne ψ como
ψ : DM(P ) −→ Q
A −→ ψ(A) = ∨QA.
ψ resulta ser una inmersio´n de orden; es decir, para A,B ⊆ P tales que
A↑P ↓P = A y B↑P ↓P = B,
A ⊆ B ⇐⇒ ∨QA ≤ ∨QB. (3.2)
La direccio´n (⇒) de (3.2) es inmediata. Para mostrar la otra direccio´n,
obse´rvese primero que
∨
QA ≤
∨
QB es equivalente a ↓
∨
QA ≤ ↓
∨
QB; por
consiguiente, usando el Lema 3.6(i) se tiene
A = A↑P ↓P = (↓∨QA)P ⊆ (↓∨QB)P = B↑P ↓P = B,
lo que demuestra la direccio´n (⇐) de (3.2).
Supo´ngase ahora que P es sup e inf denso en Q y sea x ∈ Q. Por la Pro-
posicio´n 3.4(i),
∨
Q(↓ x)P = x, y por el Lema 3.6(ii), (↓ x)P ∈ DM(P ).
Entonces ψ((↓ x)P ) = x. Esto muestra que ψ es sobreyectiva y por tanto
DM(P )  Q.
4 Caracterizacio´n catego´rica de DM(P ).
Suponemos que el lector esta´ familiarizado con los conceptos fundamentales
de la teor´ıa de categor´ıas. Una excelente referencia sobre el tema es [1].
Tomando como objetos los conjuntos ordenados y como ﬂechas (o morﬁsmos)
los morﬁsmos de orden se forma la categor´ıa P de los conjuntos ordenados.
Se puede demostrar que en la categor´ıa P los epimorﬁsmos son exactamente
las funciones mono´tonas sobreyectivas mientras que los monomorﬁsmos son
exactamente las funciones mono´tonas 1 a 1 o inyectivas.
En [2], Banaschewski y Bruns se proponen caracterizar catego´ricamente
la nocio´n de completamiento de MacNeille tomando como punto de partida el
Teorema 3.7. As´ı, si se deﬁne la nocio´n abstracta de extensio´n de MacNeille
de un conjunto ordenado P como una extensio´n Q de P tal que P es sup e
inf denso en Q, ¿se puede caracterizar catego´ricamente dicha nocio´n?
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4.1. Definicio´n. Las siguientes nociones se deﬁnen en una categor´ıa cual-
quiera.
(i) Un objeto C es inyectivo si para toda inmersio´n A
m−→ B y cualquier
morﬁsmo A
f−→ C, existe un morﬁsmo B g−→ C que extiende a f , es
decir, tal que el tria´ngulo








A B
C
m
gf
conmuta.
(ii) Un monomorﬁsmo f : P → Q es estricto si para cualquier morﬁsmo
g : T → Q y cualquier par de morﬁsmos u, v : Q → S que satisfacen
u ◦ f = v ◦ f implica u ◦ g = v ◦ g,
existe h : T → P tal que g = f ◦ h.
(iii) Un objeto es estrictamente inyectivo si satisface la condicio´n de inyec-
tividad (i) con respecto a monomorﬁsmos estrictos.
(iv) Un monomorﬁsmo P → Q es esencial si es estricto y si cualquier
morﬁsmo g : E → Q, tal que g ◦ f es un monomorﬁsmo estricto, es
tambie´n un monomorﬁsmo estricto.
Se puede demostrar (ve´ase [2]) que un morﬁsmo de orden f : P → Q es una
inmersio´n si y so´lo si f es un monomorﬁsmo estricto.
El siguiente teorema establece la caracterizacio´n catego´rica.
4.2. Teorema (Banaschewski-Bruns). Sea P un conjunto ordenado. Una
extensio´n E de P es una extensio´n de MacNeille de P si y so´lo si E es una
extensio´n esencial estrictamente inyectiva de P .
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