Relations between harnesses ([Ham67], [Wil80]) and initial enlargements of the filtration of a Lévy process with its positions at fixed times are investigated.
Introduction
In order to model long-range misorientation within crystalline structure of metals, Hammersley [Ham67] introduced various notions of processes which enjoy particular conditional expectation properties. Among these, harnesses will be of particular interest. Let us precise the definition :
Definition 1 : Let (H t ; t ≥ 0) be a measurable process such that for all t, E[|H t |] < ∞, and define for all t < T :
H t,T := σ {H s ; s ≤ t; H u ; u ≥ T } H is said to be a harness if, for all a < b < c < d
One might also define the notion of (F t,T ) t<T -harness as soon as H t,T ⊂ F t,T , with obvious hypothesis on a "past-future" filtration F, which may be just as useful as the notion of Brownian motion with respect to a filtration. The equality may be reformulated as follows : H is a harness if and only if for all s < t < u 
Then for any given T > 0, there is the decomposition formula :
where 
For further results along this line, see Exercise 6.19 in [CY03] which provides a few references about harnesses. In the particular case of a Brownian motion ξ, formula (3) may be attributed to Itô [Itô78] but was already sketched by Lévy [Lév44a] and [Lév44b] . See also Jeulin-Yor [JY79] . Our motivation for writing this note is that harnesses -through formula (3)-seem to become more topical; indeed some recent works ( [DNMBOP04] and [KHa04] ) develop financial models of markets with well informed agents (also called insiders) where formula (4) plays a key-role. Some other papers ( [FFNV] or [FN] ) also deal with some notions of harness derived directly from the pioneering work of Hammersley, but are apparently far from the preceding discussion. This note is organized as follows :
• First we prove part (ii) of the theorem.
• Section 3 is devoted to an alternative proof of the decomposition formula (3) of Jacod-Protter [JP88] thanks to the absolute continuity of the law of a Lévy process and its bridge.
• In Section 4, we develop the more general notion of past-future martingale and provide as many examples as possible.
Relations between Lévy bridges and harnesses
(2.1) Let (B t ; t ≥ 0) be a 1-dimensional Brownian motion; it is well known that a realization of the Brownian bridge over the time interval [0, T ], starting at x and ending at y, is:
Moreover, the semimartingale decomposition of this bridge is also well-known; it is the solution of the SDE :
where (β t ; t ≤ T ) is a standard Brownian motion. This decomposition formula (6) is, in fact, equivalent to the semimartingale decomposition of (B t ; t ≤ T ) in the enlarged filtration B
, where B t = σ{B s ; s ≤ t} :
where (γ
t ; t ≤ T )-Brownian motion; in particular, it is independent of B T . See [Itô78] and [JY79] for a discussion of (6) and (7).
(2.2) It has been shown by Jacod-Protter [JP88] that formula (7) in fact extends to any integrable Lévy process (ξ t ; t ≥ 0) in the following way :
Then, the harness property implies
Indeed, if r < s < t < T , then
It only remains to prove formula (9). The assumed decomposition formula (4) yields to
Hence, s and T being fixed, φ(t) := E [H t − H s |H s,T ] solves the following first order linear differential equation :
φ(t) = t s dv T − v (H T − H s ) − t s dv T − v φ(v); s ≤ t ≤ T
But this equation admits only one solution vanishing at s and a standard computation yields to φ(t) = H T −H s T −s (t − s) which is formula (9).

Remark 3 : Contrary to the very definition of harness, this proposition exhibits a privileged direction of time. So a similar representation property with the opposite time-direction can be derived. Namely, a measurable process H is a harness on [0, T ], if and only if, for all
3 A Girsanov proof of the decomposition formula (3.1) It is well known (see e.g. [FPY93] ) that the law of the bridge of a Markov process is locally equivalent to the law of the "good" Markov process, more precisely, if X is a Markov process with p t (x, y) as its semigroup density from x to y, then the following absolute continuity relationship between P t x→y , the law of the bridge of length t from x to y and P x the law of X starting at x holds :
If ξ is a Lévy process, φ t ( ) will denote the density of the law of ξ t , assuming it exists (see [Sat99] for conditions on a Lévy process to have such a density). The equality (11) then becomes :
We now stay in the context of a Lévy process. Proof : Let (M y t ; t ≤ T, y ∈ R) be such a family of P T x→y -martingales; then, for all s < t < T and
This implies, for any bounded Borel function f ,
a P x -martingale with respect to the filtration enlarged with ξ T .
(3.2) If we suppose, without any loss of generality, that E[ξ 1 ] = 0, then ξ is a P xmartingale (in any other case, we will study the Lévy process ξ t − dt where d is the drift term of ξ). We shall denote (σ 2 , ν) its local characteristics (Brownian term and Lévy measure) and L its infinitesimal generator. For the sake of simplicity, note thatL, the infinitesimal generator of the time-space process (t, ξ t ) satisfies
Thanks to the Girsanov theorem and the absolute continuity relationship (12), the process
defines a P T x→y -martingale and therefore
is a P x -martingale with respect to the filtration enlarged with ξ T ; this process will now be compared with (M (T ) t ) t≤T in part (ii) of Theorem 2. Namely, we aim to prove that
that is, with our notation :
[This computation is quite easy once we note that (t, x) → φ T −t (y − x) is a space-time harmonic function.] The following lemma concludes the proof :
Lemma 5 : For any integrable Lévy process with local characteristics (σ 2 , ν) and transition probability density φ,
Proof : From the very definition of the Lévy exponent, we have : with the expression in (15) and noting that
we obtain : is a past-future martingale.
• Note that past-future martingales are reverse martingales indexed by the intervals of R
