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Abstract
This paper presents a combinatorial approach to the tempered representation theory of a
graded Hecke algebra H of classical type B or C, with arbitrary parameters. We present
various combinatorial results which together give a uniform combinatorial description of what
becomes the Springer correspondence in the classical situation of equal parameters. More
precisely, by using a general version of Lusztig’s symbols which describe the classical Springer
correspondence, we associate to a discrete series representation of H with central character
W0c, a set (W0c) of W0-characters (where W0 is the Weyl group). This set (W0c) is shown
to parametrize the central characters of the generic algebra which specialize into W0c. Using
the parabolic classiﬁcation of the central characters of Hˆt (R) on the one hand, and a truncated
induction of Weyl group characters on the other hand, we deﬁne a set (W0c) for any central
character W0c of Hˆ
t
(R), and show that this property is preserved. We show that in the equal
parameter situation we retrieve the classical Springer correspondence, by considering a set U
of partitions which replaces the unipotent classes of SO2n+1(C) and Sp2n(C), and a bijection
between U and the central characters of Hˆt (R). We end with a conjecture, which basically
states that our generalized Springer correspondence determines Hˆt (R) exactly as the classical
Springer correspondence does in the equal label case. In particular, we conjecture that (W0c)
indexes the modules in Hˆt (R) with central character W0c, in the following way. A module M
in Hˆt (R) has a natural grading for the action of W0, and the W0-representation (M) in its
top degree is irreducible. When M runs through the modules in Hˆt (R) with central character
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W0c, (M) runs through (W0c). Moreover, still in analogy with the equal parameter case, we
conjecture that the W0-structure of the modules in Hˆt (R) can be computed using (generalized)
Green functions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this article we study combinatorics which conjecturally describe the irreducible
tempered representations with real central character, of (specialized) graded Hecke al-
gebras of type B and C. The graded Hecke algebra was introduced by Lusztig in [10],
where he showed it to play an important role in the representation theory of afﬁne
Hecke algebras.
Let R = (R0, X, Rˇ0, Y,0) be a root datum. Let W be the associated afﬁne Weyl
group, and S the set of simple reﬂections of W. Let l be the length function on W. Given
a number q > 0 and for every s ∈ S a number fs ∈ R such that fs = fs′ if s ∼W s′,
put q(s) = qfs for s ∈ S. To these data, one can associate a unital associative C-algebra
H = H(W, q) called the afﬁne Hecke algebra. It has a C-basis {Tw | w ∈ W }, subject
to the relations TwTw′ = Tww′ if l(w)+ l(w′) = l(ww′) and (Ts +1)(Ts −q(s)) = 0 for
all s ∈ S. It is well known that such an object exists and is unique. The afﬁne Hecke
algebra is equipped with a natural trace  determined by  : Tw → w,1.
These algebras arise naturally in the representation theory of a reductive p-adic group
G. In this setting, the best-known case is when G is the group of F-rational points
of a split connected reductive group deﬁned over F, fs = 1 for all s and q = q, the
cardinality of the residue ﬁeld of the p-adic ﬁeld F. Then the irreducible representations
of H are in bijection with the irreducible admissible representations of G having an
Iwahori-ﬁxed vector. Moreover, there exists a Plancherel measure preserving bijection
between the Iwahori-spherical part of Gˆ and Hˆ (cf. [3]).
More generally, afﬁne Hecke algebras H with non-equal labels q(s) arise if one
considers unipotent rather than Iwahori-spherical representations of G (see [13]). In
this case as well, one is led to the question for a parametrization of the irreducible
tempered representations, as well as for the Plancherel measure (the measure on Hˆ
giving the decomposition of ) of H.
In the equal label case where G is of split adjoint type, a parametrization of Hˆ
was obtained by Kazhdan and Lusztig in [7], including criteria to select the tempered
representations among Hˆ. For afﬁne Hecke algebras with arbitrary labels q(s), Opdam
has determined the Plancherel formula in [17], as well as the classiﬁcation of the
central characters in the support of the Plancherel measure. It remains an open question,
however, to determine the set of irreducible tempered representations of H which have
a given central character.
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A ﬁrst step is to consider the case of real central character. In this case, by results of
Lusztig, one can solve the problem of ﬁnding the irreducible tempered representations
of H by solving the corresponding problem for a related (correctly specialized) graded
Hecke algebra associated to the same root system. The graded Hecke algebra contains
parameters k, for simple  ∈ R0, depending on the parameters q(s) (see (2.8) below).
Let H denote a graded Hecke algebra associated to R and parameters k. That is, if
t∗ = X⊗ZC, deﬁne H = C[W0]⊗S[t∗] with cross relations x ·s−s ·s(x) = k〈x, ˇ〉
for x ∈ t∗, and  simple. If all k = k, an important role in the classiﬁcation of the
irreducible tempered representations of H is played by the Springer modules. Indeed,
then the set Hˆt (R) of equivalence classes of irreducible tempered H-representations
with real central character is given by a set of representing modules {M |  ∈ Wˆ0},
such that
(1) The module M is a naturally graded W0-module whose top degree is ;
(2) The bijection  → M is completely determined by requiring that  occurs in
M |W0 for all ;
(3) M and M′ have the same central character if and only if  and ′ are Springer
correspondents of the same unipotent class of Gˆ, the complex simply connected
reductive group with root system R0;
(4) Let Mi be the degree-i part of M |W0 . The multiplicity (Mi,) is given by (a
coefﬁcient of) a Green function.
In this article, we conjecture an analogue of (1)–(4) for a graded Hecke algebra attached
to a root system R0 of type Bn (or, equivalently, Cn) but with unequal labels. Suppose
that k1 is the label of the long roots and k2 the label of the short roots. We will
always assume that k1 
= 0. If k2 = mk1 for m ∈ 12Z, the conjecture basically states
that (1)–(4) still hold, although of course in (3) the set of unipotent class must be
replaced by a combinatorial analogue. If k2 is arbitrary, the conjecture explains how to
retrieve Hˆt (R) from the corresponding description for k2 = mk1, where m ∈ 12Z and
|k2/k1 −m| < 12 .
We could have also stated this conjecture for the afﬁne Hecke algebra, but it is
more natural to state it for the graded algebra. Indeed, by theorems of Lusztig (cf.
[10]), the irreducible representations of H with given central character are in bijection
with the irreducible representations of a certain graded Hecke algebra. We may obtain
isomorphic graded Hecke algebras for central characters of differently labelled afﬁne
Hecke algebras.
The structure of this article is as follows. In Section 2, we explain in more de-
tail the above-mentioned relation between the afﬁne and the graded Hecke algebra
obtained by Lusztig. We recall the notion of residual subspace (for H), resp. resid-
ual coset (for H) introduced by Heckman and Opdam, resp. Opdam. We are then
able to state the characterization, obtained by Opdam, of the set of central charac-
ters of irreducible tempered representations of the afﬁne Hecke algebra as the union
of tempered forms of real residual cosets. Using Lusztig’s theorems we transfer this
characterization to the graded Hecke algebra. From then on we focus on the graded
algebra.
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In Section 3, we explain the determination of Hˆt (R) in the equal label cases, using
the Springer correspondence and Green functions.
In Section 4, we generalize the combinatorial description of this machinery to apply
to arbitrary k2 = mk1. In this description we use a generalization of Lusztig’s symbols,
which we call m-symbols, and of the Green functions. These are a particular choice
of the ones used by Shoji in [20] in the context of complex reﬂection groups. We
use the m-symbols to associate a set of Springer correspondents m(W0c) to a central
character W0c of Hˆ
t
(R). We then show that m(W0c) is in bijection with the set
of central characters of the generic algebra which specialize into W0c, if we choose
k2 = mk1. This bijection yields a combinatorial explanation of the m-symbols in terms
of Young tableaux. It supports the belief that for generic parameters, the modules in
Hˆ
t
(R) are separated by their central character (for type B and C). Then we deﬁne a
set of partitions Um(n) which replaces the set of unipotent conjugacy classes of G, and
a (Springer-like) map associating a set of Weyl group characters to each  ∈ Um(n).
We show that, as in the equal label case, our “unipotent classes” are in bijection with
the set of central characters of Hˆt (R). Therefore, as in the equal label case, we may
also view the Springer correspondents as attached to a unipotent class, instead of to a
central character.
In Section 5, we state our conjecture on the parametrization of Hˆt (R), and how the
generalized Green functions compute the W0-structure of the modules in Hˆ
t
(R).
We end in Section 6 by giving some explicit examples of the combinatorial con-
structions and a particular case of the conjectures.
2. The graded and the afﬁne Hecke algebra
In this section we recall the deﬁnitions of both types of Hecke algebras, in order
to describe the set of central characters of irreducible tempered representations of the
graded Hecke algebra. This is a translation of the corresponding description, due to
Opdam in [17], for the afﬁne Hecke algebra. This translation is done by using Lusztig’s
results in [10], which describe the relation between the (representation theory of) the
graded and the afﬁne Hecke algebra.
2.1. The graded Hecke algebra
We begin by ﬁxing some notation and introducing the graded Hecke algebra.
2.1.1. Deﬁnition
Let R = (R0, X, Rˇ0, Y,0) be a reduced root datum. This means that X and Y are
ﬁnitely generated free abelian groups with a perfect pairing 〈·, ·〉. The set R0 ⊂ X
forms a reduced root system in the real vector space a∗ = X ⊗Z R. Let a∗ have inner
product (·, ·) and let Q = ZR0 ⊂ X. Then a∗ = a∗0 ⊕ (a∗0)⊥ where a∗0 = Q ⊗Z R.
The set of coroots Rˇ0 ⊂ Y satisﬁes 〈, ˇ〉 = 2(, )/(, ) for  ∈ R0 and 〈x, ˇ〉 = 0
for x ∈ (a∗0)⊥. Suppose rank(Q) = dim(a∗0) = n. The set 0 ⊂ R0 (the simple roots)
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is a choice 1, . . . , n such that every  ∈ R0 can be written as a non-negative or
non-positive Z-linear combination of the i ∈ 0. We deﬁne the degenerate root datum
associated to R to be Rdeg = (R0, a∗, Rˇ0, a,0).
Let t∗ = X ⊗Z C and t = Y ⊗Z C. Notice that t∗ (resp. t) has distinguished real
form a∗ (resp. a = Y ⊗Z R). This real form plays a crucial role in the deﬁnition of
tempered representations (see below).
Every  ∈ R0 determines a reﬂection s : X → X : x → x−〈x, ˇ〉. The Weyl group
W0 deﬁned as W0 = 〈s |  ∈ R0〉 is known to be generated by the simple reﬂections,
i.e., W0 = 〈s |  ∈ 0〉. Put I = {1, 2, . . . , n}.
Choose formal parameters k for  ∈ 0 such that k = k if  and  are conjugate
under W0. We denote by k the function  → k. Then the graded (also called degen-
erate) Hecke algebra H˜ = H˜(Rdeg, k) is by deﬁnition the cross product of algebras
H˜ = C[W0] ⊗ S[t∗] ⊗ C[k], (2.1)
subject to the cross relations that the k are central and that
x · s − s · s(x) = k〈x, ˇ〉 (2.2)
for all x ∈ t∗,  ∈ 0.
Notice that H˜ is a graded algebra if we put t∗ and the k in degree one and C[W0]
in degree zero.
We will be concerned with certain specializations of this algebra. Choose k ∈ R
such that k = k if  is W0-conjugate to . Let k denote the function  → k. Then
we deﬁne
H(Rdeg, k) = H˜(Rdeg, k)⊗C[k] Ck, (2.3)
where Ck denotes the one-dimensional evaluation module on which k acts by k. It
is common to refer to this algebra as graded Hecke algebra as well. The goal of this
article is to make a conjecture on the tempered representation theory of H(Rdeg, k).
2.1.2. Parabolic algebras
Let P ⊂ I generate the standard parabolic root system RP ⊂ R0 and let aP ⊂ a be
the real span of RˇP . Then we deﬁne two degenerate root data RdegP = (RP , a∗P , RˇP , aP ,
P ) and RP,deg = (RP , a∗, RˇP , a,P ). Let kP denote the restriction of k to RP . Given
H = H(Rdeg, k), we deﬁne HP = H(RdegP , kP ) and HP = H(RP,deg, kP ).
2.1.3. Tempered representations
Let us review some well-known facts about the representation theory of the special-
ized algebra H = H(Rdeg, k).
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If V is a ﬁnite-dimensional H-module, then the abelian algebra S[t∗] induces a weight
space decomposition
V =
⊕
∈t
V,
where
V = {v ∈ V | ∀x ∈ t∗, (x − (x))Nv = 0 for some N ∈ N}.
The  for which V 
= {0} are called the weights of V. If V is irreducible, then by
Dixmier’s version of Schur’s lemma, the center Z of H acts by a character. Using the
cross relations one can show [10] that Z = S[t∗]W0 . It follows that any irreducible
representation is ﬁnite-dimensional, since H is ﬁnitely generated over Z. Let  ∈ t be
such that for all p ∈ Z and v ∈ V , we have p · v = p()v. Notice that  is determined
up to W0-orbit only. We call W0 (or any of its elements) the central character of V.
We can now deﬁne the notion of temperedness. We deﬁne
a∗+ = { ∈ a∗ | 〈, ˇi〉0 for all i ∈ I },
and its antidual
a− = { ∈ a | 〈, 〉0 for all  ∈ a∗+}.
Then we deﬁne
Deﬁnition 2.1. Let V be a ﬁnite dimensional H-module.
(i) V is called tempered if every weight 	 of V satisﬁes Re(	) ∈ a−.
(ii) V is called a discrete series representation if, for every weight 	 of V, Re(	) lies
in the interior of a−.
It follows that discrete series representations can only exist if rank(R0) = rank(X).
We will be interested in the following set:
Deﬁnition 2.2. If (
, V ) is an irreducible representation of H with central character
W0, then we say that (
, V ) has real central character if W0 ⊂ a. We denote the set
of equivalence classes of irreducible tempered representations of H which have real
central character by Hˆt (R).
Remark 2.3. Notice that HP = HP ⊗ S[tP∗], where tP is the orthogonal complement
in t of tP = YP ⊗C. In particular, the tempered representations of HP are obtained as
U ⊗ C where U is a tempered representation of HP and C is the one-dimensional
tP -module belonging to  ∈ iaP∗.
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Remark 2.4. It is easy to see that for all  ∈ C∗, the linear map  : H(Rdeg, k) →
H(Rdeg, k) which is uniquely determined by x → −1x and w → w, is in fact an
algebra isomorphism.
We will only use such scaling isomorphisms in the case when they are well-behaved
with respect to the notion of temperedness, i.e., when a∗+ is preserved. This means
that in the study of the tempered dual of H(Rdeg, k), we only need to consider k up
to scaling by positive integers.
In the case where R0 contains an irreducible component which has two root lengths,
we can multiply the short roots in this component with a unique integer p ∈ {2, 3}
such that we again obtain a root system R′0. If we deﬁne k′ by multiplication of
the corresponding root label by p then we can easily check that the identity map
(on the level of vector spaces)  : H(Rdeg, k) → H(R′deg, k′) is in fact an algebra
isomorphism. For example, the graded Hecke algebra of type Bn with k1 = kei±ej and
k2 = kei is isomorphic to the graded Hecke algebra of type Cn and labels kei±ej = k1
and k2ei = 2k2. Thus, the graded Hecke algebra of type Bn and labels k2 = 12k1 is
isomorphic to the graded Hecke algebra of type Cn with equal labels.
Remark 2.5. Let  be a linear character of W0. Deﬁne (k) by (k) = (s)k.
Deﬁne  : H(Rdeg, k) → H(Rdeg, (k)) induced by (w) = (w) and (x) = x. It
is easy to check that this deﬁnes an isomorphism. Moreover one easily checks that this
isomorphism respects the notion of temperedness and discrete series representation.
Notice that if M is a tempered module for H(R, k) which has W0-decomposition
M|W0 =
∑
∈Wˆ0 n, then M is also a tempered module for H(R, (k)), with W0-
decomposition
∑
∈Wˆ0 n(⊗ ), and vice versa.
For example, let  =  be the sign character of W0, suppose rank(R0) = rank(X)
and consider the trivial representation M of H(Rdeg, k) deﬁned by si → 1, i → ki
(for simple i). Then M is also a module for H(Rdeg,−k) with si → −1; i → ki =
−(−ki ). If all k < 0, then these are discrete series modules. Thus, for k < 0, the
trivial representation of W0 is the unique one-dimensional representation of W0 which
extends to a discrete series representation of H. If all k > 0, then this statement is
true for the sign representation.
2.1.4. Residual subspaces
In our approach towards a classiﬁcation of the tempered irreducible representations
of the graded Hecke algebra, we use (following [4,17]) certain afﬁne subspaces L ⊂ a
which describe their central characters. These subspaces are deﬁned as follows. Let
L ⊂ a be an afﬁne subspace. Deﬁne the parabolic root subsystem RL ⊂ R0 by
RL = { ∈ R0 | (L) = constant}.
Then we call L a residual subspace if and only if
|{ ∈ RL | (L) = k}| = |{ ∈ RL | (L) = 0}| + codim(L). (2.4)
K. Slooten /Advances in Mathematics 203 (2006) 34–108 41
In particular, a itself is residual. It is clear that the notion of residual subspace is
W0-invariant, since w(RL) = RwL. The following property was proved in [4].
Lemma 2.6. If L ⊂ a is an afﬁne subspace with codim(L) = rank(RL) then, putting
aL = RˇL ⊗Z R, we have L = cL + aL, where cL = L ∩ aL, and aL = a⊥L . We call cL
the center of L. Then L is a residual subspace if and only if codim(L) = rank(RL)
and its center cL is a residual point with respect to the graded Hecke algebra HL =
H(RdegL , kL), attached to the data RdegL = (RL, a∗L, RˇL, aL,L) and labeling function
kL, the restriction of k to RL.
Therefore the classiﬁcation of residual subspaces boils down to the classiﬁcation of
residual points. This classiﬁcation has been done for all root systems in [4]. We remark
that by Lemma 7.10 of [17] and induction on the rank of R0, it is not hard to see that
there are only ﬁnitely many residual subspaces.
The importance of the residual subspaces lies in the following fact, that we will
prove below using the afﬁne Hecke algebra. For a residual subspace L = cL + aL, let
Ltemp = cL + iaL ⊂ t = aC be the corresponding tempered form of L, which we call
a tempered residual subspace.
The following theorem, which we will prove in the next paragraph, is the starting
point for the combinatorics in chapter 4.
Theorem 2.7. The collection ∪LLtemp of all tempered residual subspaces of H is equal
to the set of central characters of irreducible tempered representations of H. Moreover,
the set of central characters of discrete series representations is equal to the set of
W0-orbits of residual points.
Notice that in particular, since k ∈ R, all discrete series representations have real
central character.
2.2. The afﬁne Hecke algebra
The proof of Theorem 2.7 relies on its analogue (Theorem 2.11) for the afﬁne Hecke
algebra, due to Opdam and Delorme-Opdam, and on a theorem of Lusztig (Theorem
2.12) which establishes an important connection between the graded and the afﬁne
Hecke algebra.
2.2.1. Deﬁnitions
Recall the root datum R = (R0, X, Rˇ0, Y,0). The elements of X act on X by
translation, and it is easy to see that this action is normalized by the action of W0.
We deﬁne the extended afﬁne Weyl group to be the product W = W0X. Clearly
W contains the normal subgroup Wa = W0Q generated by the afﬁne reﬂections sa ,
where a = (ˇ, k) ∈ R := Rˇ0 × Z, deﬁned by
s(ˇ,k)(x) = x − (〈x, ˇ〉 + k).
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We call R the afﬁne root system. Let Rˇmin0 denote the set of minimal coroots with
respect to the dominance ordering. Deﬁne the simple afﬁne roots to be the elements
of  = {(ˇ, 0) |  ∈ 0} ∪ {(ˇ, 1) | ˇ ∈ Rˇmin0 }. Then Wa is a Coxeter group on
generators {sa | a ∈ }. We call Wa the afﬁne Weyl group. We have a decomposition
W = Wa, where X/Q.
Notice that the Dynkin diagram of the afﬁne root system is the afﬁne extension of
the Dynkin diagram of the coroot system of each irreducible component of R0. In
particular, if the root system R0 is irreducible of type Bn, then the afﬁne root system
R has Dynkin diagram of type Caffn . In this case, depending on the choice of X one
has two or three orbits of simple afﬁne roots under the action of W; if ˇ ∈ 2Y then
there are three orbits.
The afﬁne Hecke algebra is a deformation of the group algebra of W. In order
to deﬁne it we choose positive real numbers qa for every a ∈ R, such that qa =
qwa for every a ∈ R,w ∈ W . Let l be the length function of W; that is, the ex-
tension of the length function of the Coxeter group Wa to W by putting l() =
0 for all  ∈ . Deﬁne, for a simple reﬂection sa of W, the number q(sa) =
qa+1. In view of the assumptions on the qa , there exists a unique q : W → R>0
such that q(ww′) = q(w)q(w′) if l(ww′) = l(w) + l(w′), and q() = 1 for all
 ∈ .
Deﬁnition 2.8. We denote by H = H(R, q) the afﬁne Hecke algebra associated to
(R, q), i.e., the unique complex associative algebra with C-basis (Tw)w∈W satisfying
the following relations:
{ If l(ww′) = l(w)+ l(w′) then Tww′ = TwTw′ ,
If a ∈ , s = sa, then (Ts + 1)(Ts − q(s)) = 0.
(2.5)
It is well-known that such an object exists and is indeed unique. It admits a de-
composition H = H0 ⊗ A, where H0 is the algebra spanned by Tw,w ∈ W0 and A
is a commutative algebra which is isomorphic to C[X] through x → x ∈ A. The
cross relations are known as the Bernstein–Zelevinsky–Lusztig relations. To write them
down, it is convenient to deﬁne root labels for the possibly non reduced root system
Rnr , where
Rnr = R0 ∪ {2 | ˇ ∈ Rˇ0 ∩ 2Y }. (2.6)
We then label the coroots of Rnr . If ˇ ∈ Rˇnr ∩ Rˇ0 then we put qˇ = q(ˇ,0) and if
ˇ/2 ∈ Rˇnr\Rˇ0 then we deﬁne
qˇ/2 =
q(ˇ,1)
q(ˇ,0)
. (2.7)
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If  ∈ R0, 2 /∈ Rnr then we deﬁne qˇ/2 = 1. With this notation, we have for
s = s,  ∈ 0 and x ∈ X:
xTs − Tss(x) = ((qˇ/2qˇ − 1)+ q1/2ˇ/2(qˇ − 1)−)
x − s(x)
1 − −2 .
By an unpublished result of Bernstein (see [10]), the center Z of H can be identiﬁed
to be Z = AW0 .
Let T = Hom(X,C∗), then Spec(Z) = T/W0. In an irreducible representation (
, V )
of H, there exists a t
 ∈ T such that any z ∈ Z acts by 
(z) = z(t
)1V . We call W0t
,
or by abuse of terminology, any of its elements, the central character of (
, V ).
The torus T has polar decomposition T = TuTrs = Hom(X, S1)Hom(X,R>0).
Deﬁnition 2.9. Let (
, V ) be a ﬁnite dimensional representation of H.
(i) We call V a tempered representation if all A-weights t of V satisfy |t (x)|1 for
all x ∈ X+ = {x ∈ X | 〈x, ˇ〉0 ∀  ∈ 0}.
(ii) We call V a discrete series representation if all A-weights of V satisfy |t (x)| < 1
for all 0 
= x ∈ X+.
Deﬁnition 2.10. Let Hˆt (R) denote the set of equivalence classes of irreducible tem-
pered representations of H, whose central character lies in Trs .
2.2.2. Residual cosets
By theorems of Opdam (cf. [17]) and Delorme–Opdam (cf. [2]), the set of central
characters of irreducible tempered representations of H can be described in terms of
the afﬁne analog of the residual subspaces for H. Let L ⊂ T be a coset of a subtorus
T L ⊂ T . Put RL = { ∈ R0 | (T L) = 1} and WL = W0(RL). Deﬁne
R
p
L = { ∈ RL | (L) = −q1/2ˇ/2 or (L) = q1/2ˇ/2qˇ}
and
RzL = { ∈ RL | (L) = ±1}.
By deﬁnition, we call L a residual coset if and only if
|RpL| = |RzL| + codim(L).
A zero-dimensional residual coset is called a residual point. Sometimes we will also
say “residual point” for “W0-orbit of residual points”. By Theorem 3.29 and Corollary
3.30 in [17], a residual point is the common central character of a non-empty set of
irreducible discrete series representations of H. Conversely, the central character of an
irreducible discrete series representation is always a residual point.
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For tempered representations in general, we need the notion of tempered form of a
residual coset. Suppose that L is a residual coset, and let TL be the subtorus of T whose
Lie algebra is spanned by RˇL. Then we may choose rL in L such that L = rLT L and
rL ∈ L ∩ TL. We call rL the center of L. The tempered form of L is deﬁned to be
Ltemp = rLT Lu . Let L be the set of residual cosets (it is not hard to see that L is
ﬁnite). We have
Theorem 2.11 (Opdam, Delorme–Opdam).
∪L∈LLtemp = {central characters of irr. tempered representations of H}.
Proof. The inclusion ⊂ follows from [17, Theorems 3.29 and 4.23]. The other follows
from [2] where it is shown that every irreducible tempered representation occurs in the
support of the Plancherel measure for H. 
For a residual coset L with center rL, it is not hard to see that in the polar decom-
position rL = sLcL ∈ TuTrs , the real part cL is independent of the choice of rL. We
call a residual coset real if we can choose sL = 1.
Let L = rLT L be a real residual coset, and let cL = log(rL) ∈ Lie(TL,rs). Then
cL + Lie(T Lrs ) is a residual subspace for H(Rdeg, k) with root labels k as in (2.8)
below, and vice versa.
2.2.3. Parabolic subalgebras
The proof of Theorem 2.7 uses the parabolic nature of the classiﬁcation of residual
subspaces. Therefore we ﬁx some more notation here. Let RL be a standard parabolic
root subsystem of R0 with simple roots L ⊂ 0. Then RL = (RL,X, RˇL, Y,L) is
a root datum. Deﬁne also
YL = Y ∩ RRˇL and XL = X/(X ∩ (RˇL)⊥).
Then RL = (RL,XL, RˇL, YL,L) is a root datum satisfying rank(RL) = rank(XL).
On RL,nr := QRL ∩ Rnr we deﬁne root labels qL,ˇ = qLˇ by restricting q from Rnr
to RL,nr . We extend qL, resp. qL, to W0(RL)XL, resp. W0(RL)X. Then we deﬁne
HL = H(RL, qL) and HL = H(RL, qL). Note that HL can naturally be identiﬁed
with a subalgebra of H.
2.2.4. Lusztig’s reduction theorem
In [10], Lusztig establishes the connection between the representation theory of the
afﬁne and graded Hecke algebra. Since these reductions play an essential role, we will
explain them in some detail. It will be necessary to slightly adapt his constructions.
Suppose the parameters of H depend on those of H as follows (in view of [17, (7.8)]):
k = log(qˇq1/2ˇ/2). (2.8)
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Now ﬁx a real central character W0t of an irreducible representation of H. Denote the
corresponding maximal ideal of Z by It , and let Zˆt be the It -adic completion of Z .
Furthermore, we put
Hˆt = H ⊗Z Zˆt .
Denote the set of irreducible representations of H with central character W0t by Irrt (H).
Then
Irrt (H) ←→ Irr(Hˆt ), (2.9)
which follows from the fact that
H/ItHHˆt /IˆtHˆt ,
where Iˆt denotes the maximal ideal of Zˆt corresponding to It .
Analogously, for W0	 the W0-orbit of 	 ∈ a, after carrying out the analogous con-
structions for H we have
Irr	(H) ←→ Irr(Hˆ	). (2.10)
Let Hˆ(R) denote the set of equivalence classes of irreducible representations of H with
real central character, and analogously for Hˆ(R). We can now prove the following:
Theorem 2.12 (Lusztig). There exists a natural bijection
{irr. representations in Hˆ(R)} ↔ {irr. representations in Hˆ(R)}.
Proof. This is basically Lusztig’s second reduction theorem (Theorem 9.3 in [10]). We
explain how to adapt his construction, since he works with the different assumptions
that the root labels qˇ are of the form qˇ = qn for some q ∈ C∗ and n ∈ N, and
moreover that for all t ′ ∈ W0t , one has (t ′) ∈ 〈q〉 (the group in C∗ generated by q)
if ˇ /∈ 2Y , and (t ′) ∈ ±〈q〉 if ˇ ∈ 2Y .
Fix a real central character W0t ⊂ Trs . Since the exponential map, restricted to
a, yields a W0-equivariant isomorphism exp : a → Trs , it gives rise to a bijection
W0	 → W0t , where 	 ∈ a is such that exp(	) = t . In Lusztig’s notation, this means
that t0 = 1. Our assumption that all qˇ > 1 then implies that Lemma 9.5 still holds.
Hence, Theorem 9.3 still holds: the algebras Zˆt and Zˆ	 are isomorphic, and moreover
HˆtHˆ	.
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This isomorphism is compatible with the ZˆtZˆ	-structures. We therefore ﬁnd a natural
bijection between the irreducible representations of Hˆt and the irreducible represen-
tations of Hˆ	. Combining with (2.9), (2.10) and the fact that this holds for any real
central character W0t , we ﬁnd the desired result. 
It is clear from the constructions that if the H-module V corresponds to the H-module
U under this bijection, then V is a tempered (resp. discrete series) module if and only
if U is a tempered (resp. discrete series) module. Therefore we obtain in particular a
bijection
Hˆt (R) ←→ Hˆt (R). (2.11)
Lemma 2.13. Let V be an irreducible discrete series representation of H with central
character 	. Then 	 ∈ a, i.e., V has real central character.
Proof. We apply the analogue of Lusztig’s ﬁrst reduction theorem ([10, Theorem 8.6])
to H (instead of H). We adapt his deﬁnition of the root subsystem Rc, and use the
parabolic root system R	 of [17], (4.15) instead. Explicitly, R	 = R0 ∩ a∗	 , where a∗	
is the R-span of { ∈ R0 | (	) ∈ {0,±k}}. We choose 	 in its W0-orbit such that
R	 = RP , a standard parabolic subsystem and put c = WP 	. Let  ⊂ W0 be the group
{w ∈ W0 | w(c) = c and w(R+P ) = R+P }, and n = |W0	|/|WP 	|. Then  acts on HP
and on the completed algebra HˆP	 by means of diagram automorphisms. We deﬁne
Hˆ
P
	 [] = ⊕g∈Hˆ
P
	 · g with multiplication (a, g)(a′, g′) = (ag(a′), gg′). According to
[10] (see also [17, Theorem 4.10]) we have
Hˆ	(Hˆ
P
	 [])n, (2.12)
where Hˆ	 is the completed algebra as in (2.10), and the right-hand side denotes the
algebra of n × n-matrices with entries in HˆP	 []. The upshot is that V = IndHHP []U ,
where U is an irreducible HP []-module. Furthermore, by Lusztig’s explicit description
of the isomorphism (2.12), we obtain the following formula for the set Wt(V ) of
weights of V:
Wt(V ) =
⋃
w∈WP
w · Wt(U), (2.13)
where WP denotes the set of coset representatives of W0/WP of minimal length.
Suppose that 	 /∈ a, then R	(= RP ) 
= R0. The assumption that V is a discrete
series module implies that 	′ ∈ Wt(U) satisﬁes Re(	′) ∈ ∑i∈I R<0ˇi . Let wP (resp.
wP ) be the longest element of WP (resp. WP ), then Re(wP 	′) /∈ ∑i∈I R<0ˇi while
on the other hand by (2.13), wP 	′ ∈ Wt(V ). This is a contradiction, so the Lemma
follows. 
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2.2.5. Proof of Theorem 2.7
Let Ltemp = 	L+ iaL be a tempered residual subspace of H, and let 	L+ ix ∈ Ltemp.
Then rL = exp(	L) is a residual point for HL, and by [17] it is then the central character
of a non-empty set WLrL of discrete series representations of HL. Since rL is real,
we can invoke 2.12 to see that 	L is the central character of a set of discrete series
representations of HL, which is in natural bijection with WLrL . It follows that 	L+ ix
is the central character of a tempered representation of HL, and (by induction) also
of H.
Conversely, let V be an irreducible tempered representation of H with central char-
acter W0	. Let the set of weights of V be Wt(V ). We then deﬁne, analogous to the
analysis in [2] of (weak) constant terms of tempered representations of the afﬁne Hecke
algebra, the sets
E0P (V ) = { ∈ Wt(V ) | Re() ∈ RRˇP },
where P ⊂ I . Now let P be minimal such that E0P (V ) 
= ∅. Then it is easy to see
that
V P =
∑
∈E0P (V )
V
is a non-zero tempered HP -module, and minimality of P implies that for all  ∈
Wt(V P ) = E0P (V ), we have  ∈
∑
∈P R<0ˇ. Now take an irreducible subquotient U
of V P , then Wt(U) ⊂ Wt(V P ), so U is an irreducible, tempered HP = HP ⊗ S[tP∗]-
module, which implies (see Remark 2.3) that U = UP ⊗C, where UP is an irreducible
discrete series module of HP . Since U is a tempered HP -module, Re()|tP∗ = 0, so
 ∈ iaP . By Lemma 2.13, UP has real central character WP . We choose 	 in its
W0-orbit such that 	 =  + . Finally, we apply Lusztig’s Theorem 2.12, combined
with [17, Theorem 3.29], to conclude that  is a residual point for HP . It follows that
	 ∈ + iaP , i.e., indeed 	 lies in a tempered residual subspace of H. 
Corollary 2.14. The set Hˆt (R) is ﬁnite.
Proof. There are only ﬁnitely many equivalence classes of irreducible discrete series
representations of H whose central character is a prescribed residual point. Therefore,
the number of residual points being ﬁnite, there are only ﬁnitely many equivalence
classes of irreducible discrete series representations of H. Secondly, every irreducible
tempered representation V of H occurs as a summand of the unitary induction of a
representation U ⊗ C of some HP , where U is a discrete series representation of
HP . If V has real central character, then  = 0. So the ﬁnitely many summands of
IndH
HP
(UP ⊗ C0) (with P ⊂ I and UP an irreducible discrete series representation of
HP ) exhaust the set Hˆt (R). 
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3. Hˆt (R) and Springer correspondence in the equal label case
In this section, we recall the description of Hˆt (R) in the classical case where the
root labels k are all equal. In this case, there are |Wˆ0| such modules. They are in fact
none other than the Springer modules, hence they have a natural grading as W0-module.
One can compute their W0-structure in every degree with Green functions.
3.1. The Springer correspondence
In the equal label case, Hˆ has been determined by Kazhdan and Lusztig in [7]. They
assume that X = P . In view of Lusztig’s theorem and in particular the bijection (2.11),
we give their description for H rather than for H. Let H have labels qˇ = q > 1 for
all  (notice that X = P implies that all qˇ/2 = 1), put k = log(q) (in view of (2.8))
and let H be the associated graded Hecke algebra with k = k for all .
Let Gˆ be the complex reductive group whose root system is (R0, X, Rˇ0, Y,0). For
a unipotent u ∈ Gˆ, let Bu be the variety of Borel subgroups of Gˆ containing u. Putting
dim(Bu) = du, the highest non-vanishing cohomology group of H(Bu) is H 2du(Bu).
Springer has shown that H(Bu) is a W0-module, and that the action of W0 respects
the grading. The group A(u) = C
Gˆ
(u)/Z
Gˆ
C
Gˆ
(u)0 also acts on H(Bu), such that the
actions of W0 and A(u) commute. Let, for  ∈ Aˆ(u), H(Bu) be the -isotypic part
in H(Bu). Springer has shown that (i) if H 2du(Bu) 
= 0, then it is an irreducible
W0-module (whose character we will denote by u,); (ii) If u, = u′,′ then (u, )
and (u′, ′) are conjugate under Gˆ; (iii) for every  ∈ Wˆ0 there exists a pair (u, )
such that  = u,.
Given u, we denote by Aˆ(u)0 the set of irreducible characters  ∈ Aˆ(u) for which
H(Bu) 
= 0. In general, Aˆ(u)0 is strictly smaller then Aˆ(u), but never empty: it is
known to always contain the trivial representation. We write
I0 := {(u, ) | u ∈ Gˆ unipotent,  ∈ Aˆ(u)0}, (3.1)
where we identify conjugate pairs. Then I0 ↔ Wˆ0; this bijection is called the Springer
correspondence. Given a unipotent class C ⊂ Gˆ, we denote the set of its Springer
correspondents by
(C) = {u, |  ∈ Aˆ(u)0, u ∈ C} ⊂ Wˆ0.
Theorem 3.1 (Kazhdan and Lusztig [7]). Hˆt (R) is naturally parametrized by I0 (and
hence also by Wˆ0). Let Mu, be the H-module which corresponds to (u, ) ∈ I0. Then
Mu, and Mu′,′ have the same central character if and only if u = u′.
We will also write M for Mu, if, through the Springer correspondence,  = u,.
In fact, the restrictions to W0 of the M yield the Springer modules:
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Theorem 3.2 (Lusztig [11,14]). In the above setting, we have
Mu, |W0= ⊗H(Bu). (3.2)
In particular the elements of Hˆt (R), viewed as W0-modules, are graded (by homo-
logical degree).
It follows from Theorems 2.7 and 3.1 that in the equal label cases, the central
characters of Hˆt (R) are indexed both by the W0-orbits W0cL of the centers of the
residual subspaces L of H, and by the unipotent conjugacy classes in Gˆ. Therefore,
there exists a bijection between these two sets, such that if W0cL corresponds to the
unipotent class C ⊂ Gˆ, then the modules in Hˆt (R) with central character W0cL are
the modules Mu, such that u ∈ C. From [17, Appendix] we recall the description of
this bijection. It is the map
u → W0	(u) ⊂ a, (3.3)
where 	(u) is determined from u as follows: suppose that the weighted Dynkin diagram
of u is labeled (x1, . . . , xn), then 	(u) ∈ a is determined by the equations i (	(u)) =
k
2xi .
This map is such that if u corresponds via the Bala–Carter classiﬁcation (cf. [1,
Theorem 5.9.5]) to the pair (L, PL) where L is a Levi subgroup of Gˆ and PL is a
distinguished parabolic subgroup of the semisimple part of L, then W0	(u) = W0cM
where M is the residual subspace with root system RM = RL and center cM . In
particular, we obtain a bijection between distinguished unipotent classes of Gˆ and
W0-orbits of residual points of H.
3.2. Green functions
Let q = ps for a prime p. Let k be an algebraically closed ﬁeld of characteristic
p. Let G be a connected reductive algebraic group deﬁned over k, with a split Fq -
structure, and corresponding Frobenius map F. Then GF is a ﬁnite group of Lie
type. We assume that G and GF have root system (R0, X, Rˇ0, Y,0) of classical
type.
Let C be a unipotent class in G, then, since we assume that G is split, C is F-stable.
It is known (by [18]) that there exists a representative u ∈ CF , unique up to GF -
conjugacy modulo the center of G, such that F acts trivially on the component group
A(u) = CG(u)/CG(u)0, and the set of GF -conjugacy classes in CF is in bijective
correspondence with the set A(u)/ ∼ of conjugacy classes of A(u). We denote by ua a
representative of the GF -conjugacy class in CF represented by a ∈ A(u)/ ∼. Finally,
let Bu denote the variety of Borel subgroups of G containing u. Since Gˆ and G have
the same root datum, we have H(Bu) = H(Bu) (where for simplicity u also denotes
the corresponding unipotent element in Gˆ which has the same Jordan decomposition
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as u ∈ G). For w ∈ W0 we deﬁne the Green function Qw as
Qw(g) =
du∑
l=0
Tr((w, a),H 2l (Bu))ql, (3.4)
if g ∈ GFuni is GF -conjugate to ua .
In [9], Lusztig ﬁnds an algorithm to compute the Green functions as solutions of
a matrix equation. We brieﬂy review it here. Let  ∈ Wˆ0, and let  ↔ i ∈ I0 under
the Springer correspondence. Then one deﬁnes a function Qi = Q, also called Green
function, by
Q = 1|W0|
∑
w∈W0
(w)Qw.
Deﬁne for each i = (u, ) ∈ I0, a GF -invariant function Yi on GFuni by
Yi(g) =
{
(a) if g is GF − conjugate to ua,
0 if g /∈ CF ,
where u ∈ C. It has been shown by Lusztig [9] that there exist 
ji such that
Qi =
∑
j∈I0

jiYj . (3.5)
Proposition 3.3 (Lusztig [12], Shoji [19]). There exist polynomials ij in Z[t], which
are independent of q, such that 
ij = ij (q).
Proof. In view of (3.4) and (3.5), if j = (u, ) and Qi = Q then the entry 
ji can
be expressed as

ji =
∑
l0
〈H 2l (Bu), ⊗ 〉ql, (3.6)
where 〈H 2l (Bu),  ⊗ 〉 denotes the multiplicity of  ⊗  in H 2l (Bu). Moreover, it is
known that the structure of H 2l (Bu) as a W0 ×A(u)-module is independent of p. 
Given a unipotent u ∈ G, we denote the unipotent class in which it lies by Cu. We
deﬁne a pre-ordering on I0 such that i = (u, ) i′ = (u′, ′) if Cu ⊂ Cu′ . Let ∼ be
the associated equivalence relation i ∼ i′ ⇐⇒ Cu = Cu′ , and reﬁne the pre-ordering
into a total one.
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Let t be an indeterminate. For a class function f on W0, we deﬁne R(f ) by
R(f ) = (t − 1)nP0(t) 1|W0|
∑
w∈W0
(w)f (w)
det(t id − w),
where P0(t) is the Poincaré polynomial,  is the sign character of W0 and the determi-
nant is taken in the natural reﬂection representation of W0. For an irreducible character
 ∈ Wˆ0, R() is the fake degree of . We deﬁne the matrix  = (ij )i,j∈I0 to be the
matrix whose entries are
ij = tNR(i ⊗ j ⊗ ),
where N is the number of positive roots in R0.
Theorem 3.4 (Lusztig [9]). Let P = (Pij )i,j∈I0 and  = (ij )i,j∈I0 be matrices of
unknowns, subject to
⎧⎪⎪⎨
⎪⎪⎩
ij = 0 unless i ∼ j,
Pij = 0 unless either i < j and i /∼ j, or i = j,
Pii = tdu , i = (u, ),
P tP = .
(3.7)
This equation has unique solution matrices. The matrix P satisﬁes Pij (q) = 
ij . In
particular, Pij ∈ Z[t].
4. Combinatorial generalization of the Springer correspondence
For a root system of classical type, the Springer correspondence and Eq. (3.7) can all
be written in terms of combinatorial objects. In this section we review this description
and then generalize it, for a graded Hecke algebra of type B or C with arbitrary labels.
Note that a graded Hecke algebra of type A or D only exists with equal labels.
First we establish some notation. For m0, let m be the smallest integer at least
equal to m and let m be the biggest integer at most equal to m. We write   n to
denote that  is a partition of n. We write Pn,2 for the set of double partitions of n,
that is, the set of pairs (, ) where  and  are partitions such that || + || = n.
Let Pn be the set of partitions of n. We will usually write the parts of a partition in
increasing order; parts of length zero are allowed.
Let W0 be the Weyl group of type Bn and Wˆ0 the set of its irreducible characters.
It is well known that Wˆ0 is in bijection with Pn,2. We adopt the explicit choice of this
bijection, where the representation indexed by (, ) has a basis indexed by standard
Young tableaux of shape (, ), as in [5]. In particular, the trivial representation is
indexed by (n,−) and the sign representation by (−, 1n). We denote an irreducible
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representation of W0 by (
A, VA) for A ∈ Pn,2, and its character by A or sometimes
simply by A. We will sometimes also write  for (−,1n), the sign character.
4.1. Special and generic parameters
One may also use (2.4) to deﬁne residual subspaces for the generic algebra H(Rdeg,
k). Upon specialization k → k, we distinguish between the following possibilities.
Deﬁnition 4.1. Let H = H(R, k). For P ⊂ I , let HP = H(RdegP , kP ) and let the
generic algebra H˜P (RdegP , kP ) have residual points {WPcP,1(k),WP cP,2(k), . . . ,
WP cP,iP (k)}. Then we call the parameters k generic if, for all P ⊂ I , the evalu-
ation map WPcP,i(k) → WPcP,i(k) is a bijection onto the residual points of HP .
Otherwise, we call them special.
Example 4.2. We give the special parameters for the root systems of type Bn,Cn.
Let V be an n-dimensional real vector space with orthonormal basis e1, . . . , en and
consider R0 = {±ei ± ej } ∪ {±ej }, the root system of type Bn. Let the set 0 of
simple roots consist of i = ei − ei+1 for i = 1, . . . , n − 1 and n = en. Choose root
labels k1 = k±ei±ej and k2 = k±ei .
The parameters k1, k2 are shown to be special in [4] if
k1k2
2(n−1)∏
j=1
(2k2 − jk1)(2k2 + jk1) = 0, (4.1)
and generic otherwise.
In particular, notice that in view of Section 2.4, we may view these special values
as the union of the integral relations k2 = jk1, resp. k′2 = jk′1 (j = 1, . . . , n − 1), for
the graded Hecke algebras of type Bn, resp. Cn.
Since the choices k1 = k2 resp. k1 = 2k2 give rise to a graded Hecke algebra with
equal labels (of type B resp. C), we call any of these cases an equal label case.
4.2. Symbols
The Springer correspondence for classical groups of type B,C has been described
by Lusztig (in [8]) in terms of certain objects which he calls symbols. These have
been generalized by Malle (see [16]) and Shoji (see [20]) in order to apply to complex
reﬂection groups. We will use a certain type of these generalized symbols.
Fix n and let m1m2n be positive integers. Furthermore choose two non-negative
integers r, s. Deﬁne 1 = (0, r, 2r, . . . , (m1 − 1)r) ∈ Rm1 and 2 = (r + s, 2r +
s, . . . , (m2 − 1)r + s) ∈ Rm2 . Let (, ) ∈ Pn,2, and let (by adding zeroes if necessary)
l() = m1 and l() = m2. Then we denote by r,sm1,m2(, ) the array with two rows,
whose upper row consists of the entries of 1 +  and whose lower row consists of
K. Slooten /Advances in Mathematics 203 (2006) 34–108 53
the entries of 2 + ; the entry of i is written to the right of the entry of i . For
example, if (, ) = (13, 2), then
2,16,5(, ) =
(
0 2 4 7 9 11
1 3 5 7 11
)
.
In fact we are not so much interested in these symbols, but rather in their equivalence
classes generated by the shift operation (m1,m2) → (m1 + 1,m2 + 1). Putting m =
m1 − m2, we denote the equivalence class of r,sm1,m2(, ) by ¯
r,s
m (, ). We call this
class, or any of its elements, the symbol of (, ). We will use the following speciﬁc
choices of symbols:
Deﬁnition 4.3. For (, ) ∈ Pn,2 and m ∈ 12Z0, we deﬁne
m(, ) =
{
2,0n+m,n(, ) if m ∈ Z
2,1
n+m′,n(, ) if m /∈ Z
and ¯m(, ) =
{
¯
2,0
m (, ) if m ∈ Z,
¯
2,1
m′ (, ) if m /∈ Z,
where, for m /∈ Z, we deﬁne m′ = m+ 12 .
We will call ¯m(, ) or any of its representatives the m-symbol of (, ). The m-
symbols generate an equivalence relation on Wˆ0. For A,B ∈ Pn,2, we say that A ∼m B
if ¯m(A) and ¯m(B) have representatives which contain the same entries with the same
multiplicities. Denote the equivalence class of A by [A]m. We transfer this equivalence
relation to Wˆ0 in the obvious way.
The Springer correspondence for SO2n+1(k) (resp. Sp2n(k)) (for char(k)
=2) has been
described by Lusztig [8] in terms of m-symbols with m = 1 (resp. m = 12 ). In this
description, the sets of Springer correspondents of the various unipotent classes are the
equivalence classes under ∼m in Wˆ0.
Deﬁnition 4.4. Let (, ) ∈ Pn,2, with  = (0 < 12 · · · l ),  = (0 <
12 · · · l′). Denote the entry of i in m(, ) by em(i ), and analogously
for em(j ).
Notice that em does not descend to a function on ¯m(, ). However, we will be
only interested in differences of the form em(i ) − em(j ), which are independent of
the choice of representative of ¯m(, ).
4.3. The a-function and truncated induction
An important tool related to symbols is the a-function. For (, ) ∈ Pn,2, m(, )
can be written as m(−,−)+ (, ). Then we deﬁne
am(, ) =
∑
x,y∈m(,)
min(x, y)−
∑
x,y∈m(−,−)
min(x, y).
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This function is invariant for the shift operation, and thus it induces a function on the
m-symbols ¯m(, ). We denote it by am as well. Clearly, am is constant on similarity
classes. We also transport am to Wˆ0.
We use am to deﬁne an ordering m on Wˆ0. First we choose a partial order on
Wˆ0 by demanding that  m ′ implies that am()am(′), and that similarity classes
form intervals. Then we arbitrarily reﬁne this partial ordering into a total one.
We use the a-function to deﬁne a truncated induction that we will need later. Let
W ′ ⊂ W0 be a subgroup and let ′ be a character of W ′. Let
IndW0
W ′ (
′) =
∑
∈Wˆ0
n′,, (4.2)
and suppose that 0 ∈ Wˆ0 satisfying n′,0 > 0 is such that n′, > 0 implies
am()am(0). Then we deﬁne
trm − IndW0W ′ (′) =
∑
:am()=am(0)
n′,. (4.3)
4.4. Residual points
If R0 is of type Bn then a standard parabolic root subsystem RL ⊂ R0 contains
irreducible factors of type A and at most one of type B. Therefore, we ﬁrst review the
classiﬁcation of the residual points for these types. This has been done in [4]. First
consider type An−1. Let V be an n-dimensional real vector space with root system
R0 = {ei − ej ; i, j = 1, . . . , n}. Let k = k for all . Then the only residual point in
V has coordinates (up to Weyl group action)
cn(k) =
(
−n− 1
2
,−n− 3
2
, . . . ,
n− 3
2
,
n− 1
2
)
k. (4.4)
Now consider a root system of type Bn with labels k1, k2 as in Section 4.1. Then,
according to [4, Proposition 4.3], the W0-orbits of residual points in V are in bijection
with set Pn of partitions of n. Let  ∈ Pn. We consider its Young diagram T. The
content of a square  with coordinates (i, j) is deﬁned to be c() = i − j . An
example of a Young tableau where each square is ﬁlled with its content is given in
Fig. 1.
Let c(, k1, k2) be the point in V with coordinates c()k1 + k2 where  runs over
the squares of T. Then, by [4], for generic parameters the points c(, k1, k2) where 
runs through Pn form a complete set of representatives for the W0-orbits of residual
points of H. At special parameters, one may have c(, k1, k2) = c(, k1, k2) even if
 
= , and the c(, k1, k2) need not be residual any more. Let k2 = mk1 with m ∈ 12Z.
K. Slooten /Advances in Mathematics 203 (2006) 34–108 55
0 1
1 40
0 1 2
-1
-1
-2
-3
2 3
Fig. 1. Content tableau of (1445).
Since W0 acts by permutations and sign changes, we may write c(, k,mk) as
(pk, . . . , pk,︸ ︷︷ ︸ (p − 1)k, . . . , k, 0, . . . , 0︸ ︷︷ ︸) ∈ Rn
Mp times M0 times
(4.5)
if m is integer, or as
(
pk, . . . , pk,︸ ︷︷ ︸ (p − 1)k, . . . , k, 12k, . . . , 12k︸ ︷︷ ︸
)
∈ Rn
Mp times M 1
2
times
(4.6)
if m is not integer. The conditions under which such a point remains residual have
been investigated in [4]. We list the results here:
Condition 4.5 (Heckman and Opdam [4]). Let k 
= 0 and m ∈ 12Z0.
• If m = 0 then the point (4.5) is residual if and only if (i) Mp = 1, (ii) Ml ∈
{Ml+1,Ml+1 + 1} for l > 0, and (iii) M0 = M1+12 .• If 0 
= m ∈ Z then pm and the point (4.5) is residual if (i) Mp = 1, (ii) Ml ∈
{Ml+1,Ml+1 + 1} for all lm, (iii) Ml ∈ {Ml+1 − 1,Ml+1} for l = 1, 2, . . . , m− 1,
and ﬁnally (iv) M0 = M12 ;• If m /∈ Z then pm and the point (4.6) is residual if (i) Mp = 1, (ii) Ml ∈
{Ml+1,Ml+1 + 1} for all lm, (iii) Ml ∈ {Ml+1 − 1,Ml+1} for l = 12 , 32 , . . . , m− 1.
Moreover, the residual points among these specialized points exhaust the W0-orbits of
residual points for H with parameters k2 = mk1, k1 = k 
= 0.
4.5. The m-tableau
We translate this algebraic condition to a condition on Young tableaux. Deﬁne
Deﬁnition 4.6. For m0 and   n, let Tm() be the Young tableau of  where square
 is ﬁlled with |c()+m|. We call Tm() the m-tableau of .
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1 2 3 4
0 1 2 3
1
2 3 4 5 6
Fig. 2. T2() for  = (1445).
An example is given in Fig. 2. The entries of Tm() arranged in non-increasing order,
multiplied with k, form the vector c(, k,mk) in the form (4.5) or (4.6).
Deﬁnition 4.7. Let   n,m ∈ 12Z0. We deﬁne the extremities of Tm() to be the
numbers in the following list. If m ∈ Z (resp. m /∈ Z), the extremities are the entries of
every last square of the rows of Tm() which lies on or above the zero-diagonal (resp.
the upper 12 -diagonal), and the entries of every last square of the columns of Tm()
which lies on or below the zero-diagonal (resp. the lower 12 -diagonal).
Notice that it may happen that a number occurs twice as extremity. In particular,
zero can only occur twice as extremity.
On the other hand, let c be a residual point chosen in its W0-orbit to take the form
(4.5) or (4.6). Then c is clearly determined by the following numbers:
Deﬁnition 4.8. Let k 
= 0,m ∈ 12Z0 and let W0c be residual such that c is in form(4.5) or (4.6). We deﬁne the jumps of c to be those lm such that Ml = Ml+1 + 1,
and those l ∈ {1, 2, . . . , m − 1} (resp. in { 12 , 32 , . . . , m − 1}) such that Ml = Ml+1. It
will be convenient to have m + 2r jumps for some r ∈ Z0. Therefore, we add 0
(for m ∈ Z) or − 12 (for m /∈ Z) as a jump if necessary. We write J (W0c) for the set
of jumps of c, and J+(W0c) for the set of positive jumps of c. We write the jumps in
increasing order: j1 < j2 · · · < jm+2r .
For this deﬁnition to make sense, it remains to be seen that there are enough positive
jumps.
Lemma 4.9. In the notation of Deﬁnition 4.8, we have |J+(W0c)| = M1 + m − 1 if
1m ∈ Z, |J+(W0c)| = M 1
2
+m− 12 if m /∈ Z, and |J+(W0c)| = M1 if m = 0.
Proof. (i) Let m = 0. Then j ∈ J+(W0c) gives rise to a sequence {j, j − 1, . . . , 1} in
(4.5).
(ii) If m ∈ Z then mj ∈ J (W0c) corresponds to a subsequence {j, j − 1, . . . , m}k
in (4.5). Therefore Mm = |{j ∈ J (W0c) | jm}|. Since l < m is a jump if and only
if Ml+1 = Ml , it follows that Mm − M1 = |{i ∈ {1, 2, . . . , m − 1} | i /∈ J (W0c)}|, i.e.
K. Slooten /Advances in Mathematics 203 (2006) 34–108 57
|J+(W0c)| = |{j ∈ J (W0c) | jm}| + |{1jm − 1 | j ∈ J (W0c)}| = Mm + (m +
1 −Mm +M1) = m+ 1 +M1.
(iii) If m /∈ Z then mj ∈ J (W0c) corresponds to a subsequence {j, j − 1, . . . , m}k
in (4.6). Therefore Mm = |{j ∈ J (W0c) | jm}|. Since l < m is a jump if and
only if Ml+1 = Ml , it follows that Mm − M1/2 = |{i ∈ { 12 , 32 , . . . , m − 1} | i /∈
J (W0c)}|, i.e., |J+(W0c)| = |{j ∈ J (W0c) | jm}|+ |{ 12jm− 1 | j ∈ J (W0c)}| =
Mm + (m+ 12 −Mm +M1/2) = m+ 12 +M1/2. 
Therefore we can indeed, by deﬁning 0 or − 12 to be a jump, arrange to have m+2r
jumps. Note that if m 
= 0, then 0 (resp. − 12 ) occurs as jump if and only if M1 (resp.
M 1
2
) is even. Notice also that if 12Z0  m > n− 1, then |J (W0c)| = m.
Lemma 4.10. Let m ∈ 12Z0 and   n. Let Ml be the multiplicity of l in Tm(). Then
we have
(i) Mp ∈ {Mp+1,Mp+1 + 1,Mp+1 + 2} for pm;
(ii) Mp ∈ {Mp+1 − 1,Mp+1,Mp+1 + 1} for p = 1, 2, . . . , m− 1 resp. p = 12 , 32 , . . . ,
m− 1;
(iii) If 0 
= m ∈ Z, then M0 ∈ {M12 , M12 };
(iv) If m = 0, then M0 ∈ {M1+12 }, M1+12 }.
Proof. (i) This follows because p and p + 1 occur in two diagonals, an upper and a
lower one:
p
p ?
p+1
p
p
p+1
p
p
?
p
p
p+1
p+1
p+1p+1
In the squares marked with ?, we may or may not have a p + 1.
(ii) Here, things change for the upper diagonal as we always have a p + 1 above
the ﬁrst p:
p
p
?
p
p
p+1
p
p ?
p+1
p
p
p+1
p+1
p+1
p+1
p+1
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(iii) This follows from the fact that the zeroes occur as indicated:
?
?
1
0 1
01
1
0 1
01
(iv) As in case (iii), but the top square containing a one is not present now. 
Corollary 4.11. Let   n such that c(, k,mk) is residual. Then for all x occurring as
entry in Tm() we have: x is a jump ⇐⇒ x is an extremity.
Proof. (i) Suppose x > 0. Since c(, k,mk) is residual, the sequence covered by Tm()
satisﬁes Condition 4.5, and therefore in the ﬁgures of the proof of parts (i) and (ii) of
Lemma 4.10, at least one of the squares containing a ? are occupied by Tm(). But
then we have that x is a jump ⇐⇒ only one square containing a ? is occupied ⇐⇒
there is an extremity square having entry x.
(ii) Suppose x = 0. Then there is an extremity square with entry zero ⇐⇒ only
one square ﬁlled with ? in the proof of Proposition 4.10(iii) is occupied ⇐⇒ m 
= 0
and M1 is even, or m = 0 and M1 is odd. 
Corollary 4.12. Let   n and m ∈ 12Z0. Then c(, k,mk) is residual if and only if
Tm() has distinct extremities.
Proof. This follows from Condition 4.5, Lemma 4.11 and Corollary 4.12. 
It follows again that our notion of special parameters coincides with the one in [4]:
Corollary 4.13. Let m ∈ R. The points c(, k,mk) are all residual and distinct if and
only if m /∈ ±{0, 12 , 1, . . . , n− 32 , n− 1}.
Proof. In view of the preceding Corollary, it sufﬁces to check for which m every
Tm() has distinct extremities. Indeed, it is easy to see that if there are ,   n such
that c(, k,mk) and c(, k,mk) are both residual and c(, k,mk) = c(, k,mk), then
there is also a   n such that c(, k,mk) is not residual. Let m ∈ R0 and write
m = l + , with l ∈ Z0 and 0 < 1. Then Tm() is drawn on squared paper ﬁlled
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as follows:
    
   
    
l+1+ε l+3+ε
l 1+ε l+1+ε l+2+ε
l 1+ε
l+ε
l+ε
 l+ε l+1+εl 2+ε
l+2+ε
2+ε  1+ ε 3+ε
1-ε 1+ε 2+ε
2- ε 1 -ε 1+ε
3-ε 2-ε 1 -ε
ε
 ε 
 ε 
 ε 
There are no repetitions in l+f + , l+ (f −1)+ , . . . , 1+ , , 1− , 2− , . . . , unless
l + f +  = d −  for some f, d . This means that  ∈ {0, 12 }. Clearly, we can reduce
to the case where the multiple extremity is either 0 or 12 . But such an extremity can
occur precisely for m ∈ ±{0, 12 , 1, . . . , n− 32 , n− 1}. 
4.6. Specialization of residual points
In this section we show that a generically residual point specializes for all parameters
values into the central character of a tempered representation.
First we describe, for P ⊂ I , the residual points of HP . Suppose RP has type
A1−1 ×· · ·×Ar−1 ×Bl = A×Bl . Then HP = H(A1−1)⊗· · ·⊗H(Ar−1)⊗H(Bl).
Thus, a residual point for HP is speciﬁed by choosing a residual point in each factor
separately. A graded Hecke algebra of type A−1 with root label k1 
= 0 has only one
residual point, namely c(k1) as in (4.4). Therefore up to WP -action the residual points
of HP are given as
c,(k1, k2) = c1(k1)× · · · × cr (k1)× c(; k1, k2), (4.7)
where   l is such that c(; k1, k2) is residual. By this notation, we mean that the ﬁrst
1 coordinates of c,(k1, k2) are those of c1(k1) with  = 1, its next 2 coordinates
are those of c2(k1), etc, until the last l coordinates which are those of c(; k1, k2).
Deﬁnition 4.14. Let H have parameters k2 = mk1 and k1 
= 0. Let Lm(n) denote
the set of W0-orbits of residual subspaces of H. We say that W0L ∈ Lm(n) has type
(, ) ∈ Pn,2, if we can choose cL in WLcL such that it takes form (4.7). Notice
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that for special parameters,  need not be uniquely determined by L since several
residual points c(, k1, k2) may coincide with each other for k2 = mk1. We denote by
Cm(n) = {W0cL | W0L ∈ Lm(n)} the set of central characters of Hˆt (R).
Sometimes we will abuse notation and write L ∈ Lm(n) instead of W0L ∈ Lm(n),
if it is clear that we are only interested in L up to W0-orbit.
Proposition 4.15. Let   n and let k 
= 0,m ∈ 12Z0. Then there exists W0L ∈ Lm(n)
such that
W0c(, k,mk) = W0cL ∈ Cm(n).
Let L have type (, ). Then  consists of the lenghts of the hooks in Tm() ending on
equal extremities, and  is obtained by deleting these hooks from . In particular, the
parts of  are all different. If m is integer they are odd, otherwise they are even. We
write spm() = (, ).
Proof. This boils down to showing that the entries of Tm() can be written as the
union of the entries of a residual tableau Tm() for some partition  whose Young
diagram is contained in that of , and a number of sequences of the form (l, l, l −
1, l−1, . . . , 1, 1, 0) (resp. (l, l, l−1, l−1, . . . , 12 , 12 )) if m is integer (resp. not integer),
with l0. We assume that m is integer, the other case being analogous. The entries of
Tm() form the vector
(p, . . . , p,︸ ︷︷ ︸ (p − 1), . . . , 1, 0, . . . , 0︸ ︷︷ ︸) ∈ Rn
Mp times M0 times
We want to prove the proposition by induction on n. If n = 1, the assertion is trivial.
Now suppose n > 1, and the proposition holds for all partitions of weight less than n.
Take the maximal l, for which ml and ml+1 do not satisfy Condition 4.5. There are
three cases:
(i) We have lm, and Ml = Ml+1 + 2. Then both squares with a ? in Lemma
4.10 are not occupied, and this means that there are both a row and column ending
on l. Together, they contain the sequence (l, l, l − 1, l − 1, . . . , 1, 1, 0) if m ∈ Z, and
(l, l, l − 1, l − 1, . . . , 12 , 12 ) otherwise. We remove this row and column, and push the
disconnected piece one square northwest to reconnect it. This does not change the
content of any square, and we ﬁnd the m-tableau of a smaller partition. The claim
follows by induction.
(ii) We have l ∈ {1, 2, . . . , m− 1} and Ml = Ml+1 + 1. This means that both squares
containing ? in part (ii) of Lemma 4.10 are not occupied. Again, this means there is
both a row and a column ending on l, and we can remove them as in the case (i).
(iii) If m ∈ Z,m 
= 0 (resp. m = 0) and M0 = M12  (resp. M0 = M1+12 ), then
both squares containing a ? in case (iii) (resp. (iv)) of Lemma 4.10 are not occupied.
We can therefore remove the last square containing a zero. 
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In view of this Proposition, we will often encounter strips of length t, whose squares
contain entries ((t−1)/2, (t−3)/2, . . . , 1, 0, 1, . . . , (t−3)/2, (t−1)/2) (if t is integer)
or ((t − 1)/2, (t − 3)/2, . . . , 12 , 12 , . . . , (t − 3)/2, (t − 1)/2) (if t is not integer). We call
such a strip an A-strip (of length t).
The following fact allows us to focus on the centers of the residual subspaces, i.e.,
on the central characters of Hˆt (R), instead of on the residual subspaces.
Proposition 4.16. For all parameters k1, k2, the map
Lm(n) → Cm(n) : W0L → W0cL
is a bijection.
Proof. First we remark that this statement is known to hold for the equal label case,
for any root system (cf. [4, Remark 3.12]).
Suppose that the parameters are generic. Then W0L is indexed by Pn,2 by associating
to (, ) the orbit of residual subspaces W0L, such that L, has standard parabolic
root system RL, of type A×B|| and center c,(k1, k2). It remains to check that the
c, are all distinct. Notice that the coordinates in c, corresponding to the A-factors
are given by c1(k1)× · · · × cr (k1), independently of k2. Therefore, if k2 /∈ 12Zk1, the
required bijection follows from Corollary 4.13, in combination with the corresponding
fact for type A root systems. If k2 = mk1 with m > n− 1 and m ∈ 12Z, then consider
c,. Let || = l. Then in − l. Therefore, the coordinates of c(k1) are all at
most equal to n−l2 , whereas those corresponding to c(, k,mk) are all at least equal to
n − l + 1. This means that, again using Corollary 4.13 that we can reconstruct  and
 from c, and the claim follows.
Next let k2 = mk1 with m ∈ 12Z. If k1 = 0, then all orbits W0c(, 0, k2) coincide
with each other into W0(k2, . . . , k2), which is not residual. A generically residual point
in HL with RL = A×Bl and l 
= 0 therefore does not specialize into a residual point.
If RL = A then its center specializes into cL = 0, which is also not residual. Thus
Cm(n) is empty and, using Lemma 2.6, Lm(n) as well.
Finally suppose that the parameters are special with k2 = mk1, k1 
= 0 with m ∈
1
2Z. Put k = k1. We suppose for simplicity that m ∈ Z, the other case being analo-
gous. Suppose that W0L1,W0L2 are such that W0cL1 = W0cL2 =: W0c. We choose
c in its W0-orbit to take form (4.5). Let Li have type ((i), (i)). We may assume
that (1) and (2) have no parts in common. Suppose that for p ∈ Z0, pk oc-
curs Mp times as coordinate of c. Recall that c is a residual point if and only if
Condition 4.5 holds for M = (M0,M1, . . . ,Mp). In this case, we are done. Oth-
erwise, since W0c ∈ Cm(n) it follows from Condition 4.5 and the fact that every
non-zero entry occurs twice in the coordinates of c which correspond to an A-factor,
that there is exactly one way to decompose M into the coordinates of a residual
point, together with series of the form (l, l, . . . , 1, 1, 0) corresponding to type A-factors.
Therefore, (1) = (2) and c((1), k,mk) = c((2), k,mk). This implies that W0L1 =
W0L2. 
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Remark that this bijection only holds on the level of W0-orbits, and not on the level
of residual subspaces and their centers. Indeed, in general one may have 1 
= w ∈ W0
such that w(cL) = cL but w(L) 
= L.
We expect that for generic parameters, the representations in Hˆt (R) are separated by
their central characters, and that there are |Wˆ0| such. Therefore we remark
Lemma 4.17. Let k1, k2 be generic and put m = k2/k1. Then |Cm(n)| = |Wˆ0|.
Proof. Associate to (, ) ∈ Pn,2 the residual subspace of type (, ). Since the pa-
rameters are generic, these are distinct. Now use Proposition 4.16. 
It remains to be shown that generically, for every residual point c, there is exactly one
irreducible discrete series representation of H with central character W0c. For regular
c, this is not hard (see [21]), but for singular c, it remains an open problem.
4.7. Classical Springer correspondence, combinatorially
We recall the combinatorial description of the Springer correspondence in the equal
label cases. The set of unipotent conjugacy classes of SO2n+1(C) is parametrized by
the elementary divisors partitions
U1(n) = { = (1r1 2r2 . . .)2n+ 1 | ri is even if i is even}.
Similarly for Sp2n(C), we have the set
U 1
2
(n) = { = (1r1 2r2 . . .)2n | ri is even if i is odd}.
The distinguished unipotent classes among these are the ones parametrized by partitions
which consist of distinct parts.
Lusztig has deﬁned maps, which we denote by m: Um(n) → Pn,2 such that
m(C) = [m()]m. These have the following form. Let  ∈ Um(n). If m = 12
we make sure that  has an even number of parts by adding a part equal to zero if
necessary. Then we deﬁne a partition ∗ by putting ∗i = i + (i − 1). We deﬁne two
partitions ∗ and ∗ by letting the odd parts of ∗ be 2∗1 + 1 < 2∗2 + 1 < . . . and by
letting the even parts of ∗ be 2∗1 < 2∗2 < . . . . Finally we deﬁne i = ∗i − (i − 1)
and i = ∗i − (i − 1). Then by deﬁnition m() = (, ).
We now describe the bijection Um(n) ↔ Lm(n) of (3.3), by giving explicitly the
map f BCm : Um(n) → Lm(n) implementing it (BC standing for Bala–Carter).
Lemma 4.18. If u ∈ Gˆ lies in a distinguished unipotent class C, then the jumps of
	(u) as in (3.3) are equal to i−12 .
Proof. This follows easily from the deﬁnition of the weighted Dynkin diagram of C
(cf. [1, p. 395]). 
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It follows (cf. the description in [6]) that f BCm is as follows: for  ∈ Um(n), let
l1 < l2 < · · · be the parts that occur an odd number of times. If we remove each part
li from  we obtain a partition in which all parts have even multiplicity. Remove each
second part and let the remaining partition be . Then f BCm () = W0c,(k,mk) (as in
(4.7)) where  is chosen such that the residual point c(, k,mk) has jumps li−12 .
We can thus transfer the Springer correspondents from the unipotent classes Um(n)
to the central characters Cm(n) by
m(f
BC
m ()) = [m()]m. (4.8)
4.8. Generalized deﬁnition of Springer correspondents
Let m ∈ 12Z0, k2 = mk1 with k1 
= 0. Let c be a residual point with jumps
j1 < j2 < · · · jm+2r . If m is integer then we deﬁne
(W0c) = (j1, j3, . . . , j2r+1, j2r+2 − 1, j2r+3 − 2, . . . , j2r+m − (m− 1)),
(W0c) = (j2 + 1, j4 + 1, . . . , j2r + 1),
and if m /∈ Z then we deﬁne
(W0c) = (j1 + 12 , . . . , j2r+1 + 12 , j2r+2 − 12 , j2r+3 − 32 , . . . , j2r+m − (m− 1)),
(W0c) = (j2 + 12 , j4 + 12 , . . . , j2r + 12 ).
For the classical values, we have
Lemma 4.19. Let m ∈ { 12 , 1} and suppose that W0c = f BCm () for a distinguished
unipotent conjugacy class C. Then ((W0c), (W0c)) = m().
Proof. This follows from Lemma 4.18. 
Deﬁnition 4.20. Let H have parameters k2 = mk1 with k1 
= 0 and m ∈ 12Z0.(i) We deﬁne the set of Springer correspondents of a residual point W0c ∈ Cm(n) to be
m(W0c) = [((W0c), (W0c))]m.
(ii) Let W0L ∈ Lm(n) with RL = A×Bl be such that cL = c1(k1)×· · ·×cr (k1)×c,
and c is a residual point for H(Bl). Then we deﬁne the set of Springer correspondents
of WLcL as
m(WLcL) = (1)⊗ · · · ⊗ (r )⊗ m(W0(Bl)c) = triv ⊗ m(W0(Bl)c),
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viewed as representations of W0(RL). In other words, we tensor the Springer corre-
spondents in each component of cL.
(iii) In the setting of (ii), we deﬁne m(W0cL) to be the set of all irreducible characters
which appear in
trm − IndW0W0(RL)(m(WLcL)).
That is, we truncatedly induce the Springer correspondents of the residual point WLcL
to obtain those of W0cL.
In the equal label cases, the representations in Hˆt (R) with central character W0cL =
f BCm () are in bijection with the set m(C) of Springer correspondents of C. We will
show that the number of centers of generically residual cosets which specialize into
W0cL is equal to the numbers of Springer correspondents of C. Therefore we deﬁne
the sets, for m ∈ 12Z0 and L ∈ Lm(n),
Cm(W0cL) = {W0cL′ | L′ gen. res. subspace s.t. W0cL′ = W0cL if k2 = mk1}.
Notice that, by 4.15 and 4.17, we have
⋃
L∈Lm(n)
|Cm(W0cL)| = |Wˆ0|.
We will show that m(W0cL) is a similarity class for ∼m in Wˆ0 which is in bijection
with Cm(W0cL) (natural up to at most an involution), and that in the equal label cases
we retrieve the already existing Springer correspondence, i.e., (4.8) holds.
4.9. Splitting and joining
Let
Pm(W0c) = {  n | W0c(, k,mk) = W0c}.
We identify Pm(W0c) with Cm(W0c). We now deﬁne a map Sm : Pm(W0c) → Pn,2
which will implement, using this identiﬁcation, a natural bijection between Cm(W0c)
and m(W0c).
Deﬁnition 4.21. Let m0,   n and consider Tm(). We divide Tm() into blocks as
follows. Locate the maximal entry of Tm(), and draw a block from its square up to
the top left square. This is either a horizontal or a vertical block. Subsequently, look
for the maximal remaining entry and enclose it in vertical or horizontal block, such
that the formed blocks form the diagram of a partition. This induces a splitting of
Tm() into horizontal and vertical blocks. A 1 × 1-block is considered as horizontal if
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1 2 3 4
0 1 2 3
1 0 1
2
1 2 3 4
0 1 2 3
1 0 1
2
1 2 3
210
101
2
3
4
210
101
2
3
4
1 2 3
Fig. 3. Examples: S1(1344) = (244, 2) and S1(1333) = (222, 6).
(22,26):(24,24) 1 2 3 4
0 1 2
01
12
3
1 2 3
210
01
12
3
4
Fig. 4. Examples: J1(24, 24) = (12234), J1(22, 26) = (112233).
it lies above the zero (resp. on or above the upper 12 )-diagonal, and as vertical if it
lies below the zero-diagonal (resp. on or below the lower 12 )-diagonal. Let , resp. ,
be the partition whose parts are the lengths of the horizontal, resp. the vertical, blocks.
Then we deﬁne Sm() = (, ). Examples are given in Fig. 3.
Lemma 4.22. The procedure Sm is well-deﬁned on   n if and only if the point
c(, k,mk) is residual.
Proof. In view of Corollary 4.12 it remains to check that for m ∈ Z we do not get
1 × 1-blocks containing a zero. Such a block can only arise as the last block under
Sm. But then in the situation of Lemma 4.10(iii)–(iv), the squares marked with ? do
not belong to Tm(), which implies that c(, k,mk) is not residual. 
We also deﬁne the inverse “joining” map Jm.
Deﬁnition 4.23. Let m0 and (, ) ∈ Pn,2. We place horizontal blocks of length i
and vertical blocks of length j such that we obtain the m-tableau of a partition, in the
following way. Each time, we look for the block which can reach the maximal number
in the m-tableau. The blocks are nested in the sense that after every step the placed
blocks form the diagram of a partition. We repeat this process until we have placed
all blocks. The end result is the m-tableau Tm() of the partition  := Jm(, ). Two
examples for m = 1 are provided in Fig. 4.
This map is also well-deﬁned:
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Lemma 4.24. For arbitrary parameter values k2 = mk1 and k1 
= 0, Jm is well deﬁned
on m(W0c) for every residual point c.
Proof. (i) For generic parameters, this follows analogously to Corollary 4.13.
(ii) Now suppose that m ∈ 12Z0. First we observe that it follows from the deﬁnition
of m(W0c) that all the entries in the m-symbols of m(W0c) are mutually distinct.
(iia) First we assume m ∈ Z. Let J (W0c) = {j1, . . . , jm+2r}. Then Jm is not well-
deﬁned if after placing h horizontal and v vertical blocks, both the horizontal block of
length r+m−h and the vertical block of length r−v can reach the same number x in the
m-tableau. After h horizontal and v vertical blocks, the next block will start on a square
containing |m−h+v|. Suppose ﬁrst that mh−v. Then the square under consideration
lies above the zero diagonal and hence we ﬁnd that we have r+m−h = x−(m−h+v)+1
and r−v = x + (m − h + v) + 1, i.e., that r+m−h = r−v − 2(m − h + l). But then
em(r+m−h) = em(r−v), which is a contradiction. The case m < h−v is treated along
the same lines.
(iib) Now suppose that m /∈ Z. Let J (W0c) = {j1, . . . , jm+2r}. Again, Jm is not
well deﬁned if after placing h horizontal and v vertical blocks, both the horizontal block
of length r+ 12 +m−h and the vertical block of length r−v can reach the same number
x in the m-tableau. The next placed blocks starts on a square containing |m − h + v|.
Suppose for the moment that m > h−v, then this square lies on or above the upper 12 -
diagonal, and we ﬁnd that the block lengths r+m+ 12 −h and r−v satisfy r+m+ 12 −h =
x − (m − h + v) + 1 and r−v = x + (m − h + v) + 1. But again, this means that
em(r+m+ 12 −h) = em(r−v). The case where m < h − v can be treated in the same
way. 
4.10. Conﬂuence of residual points
We want to show that Sm(Pm(W0c)) = m(W0c). First we show the existence of a
canonical “balanced” m-tableau of a partition (W0c) ∈ Pm(W0c).
Lemma 4.25. Let m ∈ 12Z0, and let W0c be a residual point for H with k2 = mk1,
k1 
= 0. Then (W0c) = Jm((W0c), (W0c)) ∈ Pm(W0c).
Proof. (i) Suppose m ∈ Z and let c have jumps j1 < j2 < · · · < jm+2r . The lengths of
the parts of ((W0c), (W0c)) are j1 < j2 + 1 · · · j2r−1 < j2r + 1j2r+1j2r+2 −
1 · · · j2r+m−(m−1). This means that if we carry out the map Jm (see Fig. 5), we
ﬁrst place a horizontal block of length j2r+m− (m−1), which contains (m,m+1,m+
2, . . . , jm+2r ). Next will be a horizontal block of length jm+2r−1 − (m− 2) containing
(m − 1,m,m + 1, . . . , j2r+m−1). If r = 0 the procedure stops after having placed at
most m − 1 horizontal blocks. Suppose now that r > 0. Then, after having placed
the m − 1 horizontal blocks, we still have to place r + 1 horizontal blocks of length
j1, j3, . . . , j2r+1 and r vertical blocks of length j2+1, j4+1, . . . , j2r+1 on a 1-tableau.
We ﬁrst get a horizontal block of length j2r+1. This is clear since we can reach j2r+1
with a horizontal block and only j2r − 1 < j2r+1 with a vertical block. The (m+ 1)th
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2 3 4
1 2 3
0
1
2
2 3
4
0
1
1
jm+2r
jm+2r 1
j2r+2
j
j2r-1
m m+1 m+2
m-1 m m+1
2r+1
j2r-2
j2r
Fig. 5. Construction of (W0c) = Jm((W0c), (W0c)).
block will have length j2r + 1, which is placed vertically and contains (0, 1, . . . , j2r ).
For the (m+ 2)th block, we ﬁnd after a similar consideration that we get a horizontal
block of length j2r−1, containing (1, 2, . . . , jm+2). Notice that as j2r−1 + 1 < j2r+1,
the intermediate diagram we have obtained is still that of a partition. In the same way
the (m + 3)th block is vertical of length j2r−2 + 1, with content (0, 1, 2, . . . , j2r−2).
We continue in this way to place all blocks. In the end, we have a diagram covering
a sequence with jumps j1, j2, . . . , jm+2r , together with a zero for every second block
containing a one, which is the right amount.
(ii) Now suppose that m /∈ Z. Then the idea of the proof for integer m carries over
without modiﬁcation: if r = 0 we need at most m− 12 horizontal blocks, and if r > 0
we ﬁnd the same alternating pattern of horizontal and vertical blocks after the ﬁrst
m− 12 horizontal ones. 
This gives us a starting point for the 1-1 correspondence, because from Fig. 5 it is
clear that also Sm((W0c)) = ((W0c), (W0c)).
Let  ∈ Pm(W0c). From  we can construct another partition  in Pm(W0c) by
cutting off a piece of  and reattaching it elsewhere. Recall that the extremities of 
are jumps for c. Therefore, consider the case where it is possible to cut from  a block
which contains the sequence (jp−1 + 1, jp−1 + 2, . . . , jp) in Tm(), and that it can be
reattached elsewhere. Then there is a unique other position where it may be reattached:
to the extremity of Tm() containing jp−1. Let the new partition thus obtained be .
Since  is uniquely determined by  and p, we write  = Fp().
We show that these ﬂips do not change the similarity class of the split tableaux.
Denote, for a block i which appears in Sm(), by j (i ) the extremity on which block
i ends.
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 j
j
’
i
'
 
x x-1 1 0 1
x+1
jp
After
Before
x x-1 1 0 1
jp-1
jp-1
jp-1 jp
x+1
ξ
iξ
η
η
Fig. 6. Example of ﬂip.
Proposition 4.26. Let m0 and W0c a residual point as before. Let  ∈ Pm(W0c). If
Fp() exists, then Sm() ∼m Sm(Fp()).
Proof. Denote Sm() = (, ) and Sm(Fp()) = (′, ′). Notice that Fp() can only
exist if n− 1 > m ∈ 12Z0. We therefore only need to consider such m.(i) Suppose m ∈ Z. We consider the ﬂip of a part of length l = jp − jp−1 from i
to j . Since j (i ) = jp and j (j ) = jp−1, it is clear that i and j are neighbors in
the sense that block j is selected by Sm immediately after block i . Since there are
m+ r − i horizontal and r − j vertical blocks above j , it follows that i starts on a
square containing x := |m− (m+ r − i)− (r − j)| = |i − j |. Suppose for the moment
that ij , the case i > j being similar. Then the starting square of i lies to the left
of the zero-diagonal, and the ﬂip is visualized in Fig. 6.
We see that we have i = x+jp+1, j = jp−1−x and ′i = x+jp−1, ′j = jp−x+1.
In order for the m-symbol to be preserved, we need to show that i + 2(i − 1) =
′j + 2(j − 1). But this is equivalent to x + jp + 1 + 2(i − 1) = jp − x + 1 + 2(j − 1)⇐⇒ 2x = 2(j − i) which is the case. The case where j < i is treated with a similar
calculation, which we omit here.
(ii) Suppose that m /∈ Z. The proof carries over directly. 
Next we show that using these ﬂips, we can construct any partition in Pm(W0c),
starting from (W0c).
Proposition 4.27. Let  ∈ Pm(W0c). Then there is a sequence i1, i2, . . . , if such that
 =∏fa=1 Fia ((W0c)).
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Proof. If the parameters are generic, then  = (W0c). We thus only need to consider
n − 1 > m ∈ 12Z0. We treat the case where m ∈ Z, the other case being analogous.
Let (, ) = Sm(). Let the blocks of (, ) emerge from the splitting procedure in the
order b1, b2, . . . , bm+2r . Notice that it may happen that some blocks are empty, i.e.,
there are less than m + 2r blocks. The non-empty blocks all end on a jump. We put
j (bi) to be the jump on which block bi ends, where j (bi) := 0 if bi is empty. The
diagram (W0c) is the unique diagram for which
j (1)j (1)j (2) · · · j (r )j (r )j (r+1)j (r+2) · · · j (r+m).
If we look at the corresponding series for  
= (W0c), this series of inequalities will be
violated in a number of places. However, we always have j (1)j (2) · · · j (m+r )
and j (1)j (2) · · · j (r ). Now take the ﬁrst violated inequality, for simplicity
we assume that
j (1)j (1)j (2) · · · j (i−1)j (i−1)j (i )j (i ), (4.9)
the case where the ﬁrst violated inequality is of the kind j (i )j (i+1) admitting a
similar consideration.
This means that the part i is too big. We now show that Fi () exists. Say j (i ) = jp,
then i ends on a series of squares containing (jp−1 +1, jp−1 +2, . . . , jp), and we can
cut off these squares while still maintaining the graph of a partition if j (i−1) 
= jp−1.
But this inequality holds, since if j (i−1) = jp−1, we would have jp−1j (i−1)jp,
which is impossible. So we cut off the rectangle. Since jp−1 is a jump, it follows from
Lemma 4.11 that there are now two extremity squares containing jp−1, unless jp−1
does not appear in Tm(). But if that were true, then jp is the smallest jump appearing
as extremity, giving a contradiction to (4.9). Thus, after cutting off the rectangle, we
have two extremities equal to jp−1, one in the former block i and one other. This
latter one cannot belong to a horizontal block, since in that case again we would have
j (l ) = jp−1 for some l < i, and we would ﬁnd an earlier violated inequality. So we
attach the rectangle vertically to this square, which is the last square of l for some
l. If l < i, then jp−1 = j (l ) < j (i ) = jt , so p − 1 < t . On the other hand, we
also have jp = j (i ) > j (i ) = jt so p > t . This is a contradiction and so we see
that l i. After the ﬂip, we still have the diagram of a partition if js = j (l+1) > jp,
i.e., if s > p. But before the ﬂip we had js = j (l+1) > j (l ) = jp−1, so s > p − 1.
Since s 
= p, it follows that indeed we still have the diagram of a partition after this
ﬂip, and moreover the inequality we were looking at, is less or no longer violated by
Fi (). We keep applying this procedure until we reach (W0c). 
In m(W0c), we can do something similar. First we deﬁne
Deﬁnition 4.28. Consider a m-tableau Tm() such that Sm() has blocks bi . We denote
by em(bi) the entry of block bi in the m-symbol of Sm().
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Notice that em depends on the chosen lengths of the rows of the symbol. However,
we will only be interested in the difference of two entries, which is independent of
this choice.
It now turns out that the m-symbol of (, ) ∈ m(W0c) determines the order in
which the parts of  and  are placed when applying Jm:
Proposition 4.29. If we apply Jm to (, ), then the blocks are laid down in the
order of decreasing entries in the m-symbol, i.e., block bi is placed before block bj if
em(bi) > em(bj ).
Proof. Again, for simplicity we only treat the case where m ∈ Z is integer. We use
induction on the number of blocks already placed. Suppose this is zero, then we either
place r+m or r , and r+m will be selected if and only if it can reach a higher
number than r , which is the case if and only if m + r+m − 1 > r − m − 1 ⇐⇒
r+m + 2(r +m− 1) > r + 2(r − 1), which is what we wanted.
Now suppose that we have placed already k horizontal blocks r+m, r+m−1, . . . ,
r+m−k+1 and l vertical blocks r , r−1, . . . , r−l+1. Then the next block starts on a
square containing |m − k + l|. First we assume that mk − l, i.e., the square under
consideration is above the zero-diagonal. Then the next block to be placed will either
be r+m−k or r−l , and it will be r+m−k if and only if
m− k + l + r+m−k − 1 > r−l −m+ k − l − 1
⇐⇒ m+m−k + 2(m− k) > r−l − 2l
⇐⇒ r+m−k + 2(r +m− k − 1) > r−l − 2(r − l − 1).
Second, assume that m < k − l, then the starting square for the next block is below
the zero-diagonal. In this case, the next block will be r+m−k if and only if
r+m−k − (−m+ k − l)− 1 > r−l −m+ k − l − 1
⇐⇒ r+m−k + 2(m− k) > r−l − 2l
⇐⇒ r+m−k + 2(r +m− k − 1) > r−l − 2(r − l − 1).
This proves the induction step and therefore the claim. 
Then a ﬂip in the m-symbol this corresponds to the following:
Lemma 4.30. In the situation of Fig. 6 we have em(i ) > em(i ) and em(j ) <
em(i ) < em(j+1). Therefore the ﬂip interchanges em(i ) with the unique entry on the
other row of the m-symbol with which it can be interchanged.
Proof. In the notation of the proof of Proposition 4.26, i = j − i + jp + 1 and j =
jp−1 − j + i, therefore em(i )−em(j ) = i +2(i−1)−j −2(j −1)2. For j+1 we
know that j+1jp+1−(x+1)+1, and therefore em(j+1)−em(i )jp+1−jp+12.
Finally, since j i, ij i and so also em(i )em(i ). 
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On the other hand, given any m-symbol of a partition in m(W0c), we can change
it into the similar symbol with the same, but increasing entries, i.e., where em(1) <
em(1) < em(2) < · · · < em(r−1) < em(r ) < em(r+1) < · · · < em(m+r ). We
can for example achieve this by ﬁnding the ﬁrst violated inequality, e.g. say em(i ) >
em(i ), and then interchanging em(i ) with em(j ) for the unique j such that em(j ) <
em(i ) < em(j+1). We denote the permutation where em(i ) is moved to the bottom
row, where it takes the place of entry em(j ), by F↓i (, ) = F↑j (, ).
On the level of m-tableaux, such a permutation of the m-symbol corresponds to a
ﬂip:
Lemma 4.31. Let (, ) ∈ m(W0c) and let  = Jm(, ). Suppose em(1) < em(1) <
em(2) < · · · < em(i−1) < em(i ) but em(i ) > em(i ). Then we have Jm(F↓i (, ))
= Fp() if the block of i ends on jump jp in Tm().
Proof. Let j be such that em(j ) < em(i ) < em(j+1). Then clearly j i. From
Proposition 4.29 it follows that j is placed after i . Since em(i−1) < em(j ) it
follows that j is placed immediately after i . Say block i ends on x = jp and block
j ends on y < x, then we can cut a rectangle containing y+1, y+2, . . . , x off i and
attach it to j provided j (i−1) 
= y and j (j+1) 
= x. But this would contradict the
fact that Jm is well deﬁned on m(W0c). As we have seen in the proof of Proposition
4.27, this ﬂip of i to j corresponds with the interchange of em(i ) and em(j ) in
the m-symbol. 
Finally, we can show
Theorem 4.32. Let m ∈ 12Z0 and let W0c be a residual point for H with parameters
k2 = mk1, k1 
= 0. Then Sm and Jm implement a bijection Pm(W0c) ↔ m(W0c).
Proof. Let  ∈ Pm(W0c), then it follows from 4.25 and 4.27 that Sm() ∈ m(W0c).
Since it is easy to see that Sm is injective it remains to show that the image of Sm
is all of m(W0c). Take (, ) ∈ m(W0c), then there is a sequence of permutations
F↓lj such that
(, ) =
∏
j
F↓lj ((W0c), (W0c)).
Therefore, by Lemma 4.31, there is a sequence of jumps tj such that
(, ) =
∏
j
F↓lj ((W0c), (W0c)) =
∏
j
F↓lj (Sm((W0c)))
= Sm
⎛
⎝∏
j
Ftj ()
⎞
⎠ ∈ Sm(Pm(W0c)).
This proves the claim. 
72 K. Slooten /Advances in Mathematics 203 (2006) 34–108
4.11. Transitivity of truncated induction
We want to prove the transitivity of the truncated induction trm − Ind. We ﬁrst
consider its analogue on Pn. For a partition   n, the analogue of the m-symbol is 
itself. In this section only, until we go back to trm − Ind, we will write (as is more
common) the parts of a partition in decreasing order. The a-function reduces to the
well-known
n() =
∑
i
(i − 1)i =
∑
i
(
′i
2
)
, (4.10)
where ′ denotes the partition conjugate to .
In this case, the partial ordering deﬁned by the a-function reﬁnes the dominance
ordering, in which by deﬁnition  if
1 + 2 + · · · + i1 + 2 + · · · + i for all i ∈ {1, 2 . . . , n}. (4.11)
Lemma 4.33. For all ,   n,  ⇒ n()n().
Proof.  ⇐⇒ ′′ ⇒∑i (′i2 )∑i (′i2 ) ⇐⇒ n()n(). 
Now let us see how the a-function behaves under induction. Recall the Littlewood–
Richardson rule (cf. [15] for a proof). For a partition   n we denote by V the
corresponding irreducible Sn-module. If   k and   l, then
IndSk+lSk×Sl (V ⊗ V) =
∑
  n
cV. (4.12)
In this formula c is the number of ways the Young tableau of  can be made into
the Young tableau of  by means of a strict -expansion. This means the following.
We add || squares to the tableau of  to obtain the tableau of , by ﬁrst adding 1
squares ﬁlled with a 1, then adding 2 squares ﬁlled with a 2, etc. until ﬁnally we
add n squares ﬁlled with n. After each of these steps, we must still have the diagram
of a partition, and no two squares in the same column may have the same entry. It
now remains to explain when such an expansion is called strict. Suppose we read the
added squares from right to left, and from top to bottom. We then have a sequence of
numbers a1a2 . . . al . Now the expansion is called strict if for any intermediate sequence
a1a2 . . . ai (1 i l), any of the occurring integers 1kn occurs at least as many
times as the next integer k + 1.
Lemma 4.34. Let   k and   l. Then
tr − IndSk+lSk×Sl (V ⊗ V) = V∪.
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Proof. First we check that  =  ∪  indeed occurs in the induction, by constructing
its Young tableau as a strict -expansion of the Young tableau of . Fill the part i in 
with i’s. Then we obtain a series of l = l() horizontal bars in , ﬁlled with 1 up to l.
Now move the contents of the ﬁlled squares as far down as possible. Then the unﬁlled
squares make up a tableau of shape  in , so that we obtain  as a -expansion of .
This expansion is strict since if we have a square ﬁlled with i, then i − 1 occurs more
often than i in the preceding blocks of the expansion, by construction. Thus indeed
 :=  ∪  occurs in (4.12). Now we show that its a-value is maximal. This follows
from 4.33, since
n() = n( ∪ ) =
∑
i
(
( ∪ )′i
2
)
=
∑
i
(
′i + ′i
2
)
,
but for any  
=  occurring in (4.12), ′ < ′ ∪ ′. 
Corollary 4.35. The truncated induction is transitive in the sense that for all   k,   l,
 m, we have
tr − IndSk+l+mSk×Sl+m(V ⊗ tr − Ind
Sl+m
Sl×Sm(V ⊗ V)) = tr − Ind
Sk+l+m
Sk×Sl×Sm(V ⊗ V ⊗ V).
Proof. The argument of the previous Lemma generalizes immediately to any number
of partitions, which implies that both sides are equal to V∪∪. 
We want to prove that this also holds for trm−Ind. Let us ﬁrst see how the a-value
of a partition is related to am(, ).
Lemma 4.36. Let  and  be such that n()n(). Then am(, )am(, ) and
am(, )am(, ) for all m ∈ 12Z0 and all partitions .
Proof. Notice that am(, ) = n() where  is the partition whose parts are the entries of
the m-symbol of (, ). The lemma therefore follows from the fact that n(∪)n(∪)
for all , if n()n(). 
We check what happens in case  has only one part:
Proposition 4.37. Let k2 = mk1 with k1 
= 0,m ∈ 12Z0. For (, ) ∈ Pn,2,
trm−IndW0(Bn)W0(Bl)×St ((, )⊗ (t)) =
∑
i
( ∪ ti,1,  ∪ ti,2),
where i runs over an indexing set containing one or two elements, i.e., for one or two
decompositions ti,1 + ti,2 = t .
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Proof. Suppose that in a constituent A of maximal am-value, t1,1 squares are added
to  and t1,2 to . Then by Lemmas 4.34 and 4.36, A = ( ∪ t1,1,  ∪ t1,2), and thus
A occurs with multiplicity one in the induction. The entries em(t1,j ) corresponding
to t1,1, t1,2 in the m-symbol of ( ∪ t1,1,  ∪ t1,2) are equal or have a difference of
one. Suppose we are in the latter case and em(t1,1) = em(t1,2) + 1. Then, if B with
B = ( ∪ (t1,1 − 1),  ∪ (t1,2 + 1)) occurs in the induction, we have am(A) = am(B).
Put t2,1 = t1,1 − 1 and t2,2 = t1,2 + 1. 
Now we investigate the transitive behaviour of trm−Ind:
Lemma 4.38. Let (, ) ∈ Pl,2, and a, b ∈ N. Suppose that ( ∪ a1,  ∪ a2) occurs in
trm−IndW0(Bn)Sa×W0(Bl)((a)⊗(, )) and that (∪b1, ∪b2) occurs in trm−Ind
W0(Bb+l )
Sb×W0(Bb)((b)⊗
(, )). Then (, ) ∪ (a1, a2) ∪ (b1, b2) occurs in
trm−IndW0(Bn)Sa×Sb×W0(Bl)((a)⊗ (b)⊗ (, )). (4.13)
Conversely, any constituent of (4.13) is of this form.
Proof. We may suppose that ab. Let A(a, b) = {(x1, x2, y1, y2) | x1y1, x2y2,
x1 + x2a, y1 + y2b}. Then we have
IndW0(Ba+b)Sa×Sb ((a)⊗ (b)) =
∑
(x1,x2,y1,y2)∈A(a,b)
n(x1,x2,y1,y2)((x1y1), (x2y2)),
where the multiplicity n(x1,x2,y1,y2) can be computed with the Littlewood–Richardson
rule. Therefore,
Ind((a)⊗ (b)⊗ (, )) =
∑
(x1,x2,y1,y2)∈A(a,b)
n(x1,x2,y1,y2)(((x1y1), (x2y2))⊗ (, )).
Now we claim that
trm − Ind((x1y1), (x2y2))⊗ (, ) = ( ∪ x1 ∪ y1,  ∪ x2 ∪ y2).
Indeed, from Corollary 4.35 and Lemma 4.36 it follows that am(′, )am(∪x1∪y1, )
for all ′|| + x1 + y1 which is a strict (x1y1)-expansion of . In particular, we have
am(
′, ′)am( ∪ x1 ∪ y1, ′) for every partition ′|| + x2 + y2 which is a strict
(x2, y2)-expansion of , and also that am(′, ∪ x2 ∪ y2)am(∪ x1 ∪ y1, ∪ x2 ∪ y2).
Similarly, it follows that am(′, ′)am(′, ∪x2 ∪y2) and am(∪x1 ∪y1, ′)am(∪
x1 ∪ x2,  ∪ x2 ∪ y2). Together, it follows that am(′, ′)am( ∪ x1 ∪ y1,  ∪ x2 ∪ y2).
It is easy to see that equality only holds for (′, ′) = ( ∪ x1 ∪ y1,  ∪ x2 ∪ y2). This
proves the claim.
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Thus, we need to know for which (x1, x2, y1, y2) ∈ A(a, b) the am-value of ( ∪
x1 ∪ y1, ∪ x2 ∪ y2) is maximal. It is easy to see that for such (x1, x2, y1, y2) we have
x1 + x2 = a, y1 + y2 = b. Moreover, the entries of y1, y2 in the m-symbol of (∪ x1 ∪
y1,  ∪ x2 ∪ y2) will satisfy |em(y1) − em(y2)|1, and likewise |em(x1) − em(x2)|1.
This implies that ( ∪ x1,  ∪ x2) occurs in the induction Ind((, ) ⊗ (a)) and that
( ∪ y1,  ∪ y2) occurs in the induction of Ind((b)⊗ (, )).
Suppose that am( ∪ x1,  ∪ x2) is not maximal in the induction Ind((a) ⊗ (, )).
Then, since we have seen that |em(y1)− em(y2)|1, it would follow that also am( ∪
x1 ∪y1, ∪x2 ∪y2) would not be maximal. This is a contradiction. We reason similarly
w.r.t. am( ∪ y1,  ∪ y2). It follows that for any representation which occurs in the
truncated induction (4.13) is of the desired form.
Conversely, it is easy to see that all ( ∪ a1 ∪ b1,  ∪ a2 ∪ b2) as in the claim arise
in (4.13). Notice that they all have multiplicity one in the induction. 
Corollary 4.39. Let k2 = mk1, k1 
= 0 be such that m ∈ 12Z0, and consider (, ) ∈Pl,2. Let a + b + l = n. Then
trm−IndW0(Bn)Sa×W0(Bb+l )((a)⊗ trm−Ind
W0(Bb+l )
Sb×W0(Bl)((b)⊗ (, )))
= trm−IndW0(Bn)Sa×Sb×W0(Bl)((a)⊗ (b)⊗ (, )).
Proof. By the above lemma, both sides are equal to
∑
i,j (, )∪(ai,1, ai,2)∪(bj,1, bj,2)
for certain ai,1 + ai,2 = a, bj,1 + bj,2 = b. 
By repeated application of this corollary, we get:
Proposition 4.40. Let k2 = mk1, k1 
= 0 and m ∈ 12Z0. Let (, ) ∈ Pl,2 and   n−l.
Then
trm−IndW0(Bn)S×W0(Bl)(triv ⊗ (, )) =
∑

( ∪ ,  ∪ (− )), (4.14)
where  ranges over a set of partitions whose Young diagrams are contained in the
one of , which depends on (, ) and m.
4.12. Conﬂuence of residual subspaces
In this section we show that Cm(W0cL) ↔ m(W0cL) and that m(W0cL) is a full
similarity class.
4.12.1.
First we treat the case where a generically residual point is no longer residual at
a given special value, but coincides with the center of a higher-dimensional residual
subspace:
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Proposition 4.41. Let k 
= 0,m ∈ 12Z0, and suppose that W0c(, k,mk) = W0cL for
L ∈ Lm(n) of type (, ). Then the set m(W0cL) of Springer correspondents of W0cL,
i.e., all the irreducible representations of W0 which appear in∑
{′|Sm(′)∼mSm()}
trm−IndW0(Bn)S×W0(Bl)(triv ⊗ Sm(′)),
satisﬁes
m(W0cL) = [Sm+()]m = [Sm−()]m.
Moreover, we have a bijection
m(W0cL) ←→ Cm(W0cL).
Proof. We will prove the Proposition by induction. Therefore we introduce, for i =
0, 1, . . . , l = l():
(i) = (1, . . . , i ); (i) such that spm((i)) = ((i), ),
i.e., (i) is the partition obtained by removing the A-strips of length i+1, . . . , l from
Tm(). Let L(i) be the residual coset of type ((i), ).
We will use induction on i. Suppose that i = 0. Then the statement reduces to
Theorem 4.32.
Therefore we take i+1 and suppose that the Proposition holds for i. That is (putting
|(i)| = ni), m(W0cL(i) ), the set of all irreducible characters occurring in∑
{′|Sm(′)∼mSm()}
trm−IndW0(Bni+l )Sni×W0(Bl)(triv(i) ⊗ Sm(
′)),
satisﬁes the bijection
m(W0cL(i) ) ↔ Cm(W0cL(i) ),
and
m(W0cL(i) ) = [Sm+((i))]m = [Sm−((i))]m.
Suppose that i+1 = t and pick (, ) ∈ m(W0cL(i) ). In view of Corollary 4.39, we
consider
trm − IndW0(Bni+1+l )St×W0(Bni+l )((t)⊗ (, )) (4.15)
and we will show that it consists of two elements, which belong to [Sm((i+1))]m.
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In view of the following implication
(, ) ∼m (′, ′) ⇒ trm − Ind((t)⊗ (, )) ∼m trm − Ind((t)⊗ (′, ′)),
we may assume that (, ) ∈ Sm±((i)). Doing so, we will calculate explicitly both
(4.15) and Sm±((i+1)) and show that they agree. Recall from 4.15 that an A-strip
of length t is found inside Tm() as a hook-shaped strip, whose extremities contain
 t2 (recall also that t is necessarily odd). For m ±  the splitting procedure Sm± is
well-deﬁned; the square in the corner of the hook belongs to a horizontal block in one
splitting, and to a vertical one in the other.
We are going to construct the constituents (′, ′) whose m-symbol has maximal
am-value in the induced representation (4.15).
(i) Recall that the Littlewood–Richardson rule implies that the diagrams of ′ resp.
′ are obtained from those of  resp.  by means of strict expansions. In this case, this
means that there are no two new squares in the same column. Suppose that l() = m+r ,
l() = r . Then we write  = (0 = 01 · · · r+m),  = (0 = 01 · · · r ),
and ′ = (′0 · · · ′m+r ), ′ = (′0 · · · ′r ). We have
i′ii+1, i′ii+1, (4.16)
and (, ) has m-symbol
(
0 1 + 2 . . . r + 2r r+1 + 2(r + 1) . . . r+m + 2(r +m)
0 1 + 2 . . . r + 2r
)
which we have to expand in such a way that we maximize the a-value.
(ii) Now we describe the splittings Sm±((i+1)). Suppose for convenience that
(, ) = Sm+((i)). Recall that by j (b) we denote the extremity on which the block
b ends. Since the A-strip of length t ﬁts into Tm((i)), there exist a+1, a, b+1, b
such that j (a+1) >  t2, j (b+1) >  t2, while j (a) <  t2, j (a) <  t2. Several of
these blocks may be empty, in which case we consider these equalities to hold, since
this can only happen for the inner- or outermost blocks.
The A-strip is thus inserted in Tm((i)) in the place of (a, b). Since there are
m + r horizontal blocks and r vertical ones, this means that the corner of the A-strip
is positioned on a square containing |a−b|, as seen before. Therefore, Sm±((i+1)) =
Sm±((i)) ∪ (′a, ′b), where (′a, ′b) is given by
(i)−
{
′a =  t2 − (a − b)
′b =  t2 + (a − b)
for m+  or (ii)−
{
′a =  t2 − (a − b)
′b =  t2 + (a − b)
for m− .
(4.17)
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(iii) Now we show that we also ﬁnd (4.17) when we calculate (4.15). By 4.37, a
constituent (′, ′) with maximal a-value is of the form (′, ′) = (, ) ∪ (x, y) with
x + y = t . It remains to show that x and y are as in (4.17).
We have to add t squares to (, ), such that am is maximized. Suppose that
(, ) occurs in the (full) induction (4.15). Let m(, ) (resp. m(, )) have en-
tries x′1x′2 · · · x′2n+m (resp. x1x2 · · · x2n+m). Let s(,) be such that x′i = xi
for i = 1, 2, . . . , s(,) and x′s(,)+1 
= xs(,)+1. Then, by 4.33, if (′, ′) occurs in
(4.15) then s(′,′) is maximal among {s(,) | (, ) occurs in Ind((t) ⊗ (, )}; i.e.,
the truncated induction changes the parts of (, ) whose entries are “as small as
possible”. Since we write the parts of  and  in increasing order, we therefore lo-
cate a pair (i , j ) such that i + j is maximal among the pairs {(i, j) | (i , j ) 
=
(′i , ′j ), am(
′, ′) is maximal}.
For example, if t > m+r + r , then we cannot perform the induction without
enlarging either m+r or r and we ﬁnd (i , j ) = (r+m, r ). In general, there are
two analogous situations possible.
(iiia) Suppose we have a sequence
em(f+1) > em(k) > em(k−1) · · · > em(l )em(f ) (4.18)
which is as long as possible, i.e., em(k+1) > em(f+1) and em(l−1) < em(f ), in
which
k + f+1 t > l + f .
Some of these parts may not exist, in which case we delete the relation in which
they occur. We check if, and how, we need to change parts (i , j ) into (′i , ′j ).
First we consider f and one of the parts l , . . . , k . We do not need to change k
if t − (k + f ) < em(k) − em(f ) = k − f + 2(k − f ). In that case we check
if we have to change k−1, etc. This means that we have to look for the smallest
p ∈ {0, 1, . . . , k − l} such that
t2k−p + 2(k − p − f ). (4.19)
In fact, since t is odd, this will be a strict inequality. Suppose for a moment that
such p exists. Then we calculate how the parts of k−p and f should be changed,
in order to maximize the a-value. This means that we distribute the t − k−p − f
squares of the strip, which need to be added to k−p and f , in such a way that
we increase the entries em(k−p) and em(f ) minimally. This produces the equations
′k−p = k−p + x, ′f = f + y, x + y = t − k−p − f and em(′k−p) = em(′f ). One
checks that these equations lead to the following:
(i)−
{
′k−p =  t2 − (k − p − f )
′f =  t2 + (k − p − f ) or (ii)−
{
′k−p =  t2 − (k − p − f ),
′f =  t2 + (k − p − f ). (4.20)
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It remains to show that a = k−p, b = f , for then we recover (4.17). This can be shown
as follows: if p > 0, then (4.19) and minimality of p imply that k−p t2−(k−p−f )
and k−p+1 t2−(k−p−f ). Also em(f ) < em(k−p) implies f <  t2+(k−p−f )
and em(f+1) > em(k−p+1) implies f+1 >  t2 + (k − p − f ). Thus by (4.16) both
(4.20)(i)–(ii) are allowed, unless k−p+1 =  t2 − (k − p − f ). If k−p+1 
= 0, then it
starts on a square containing |k−p− f + 1|, hence ends on  t2, which is impossible.
Therefore k−p+1 ends on more than  t2 and k−p on less. On the other hand, if
k−p+1 = 0, then it follows that the block of length f starts on more than  t2,
from which we see that an A-strip of length t cannot be ﬁtted into the m-tableau
Tm((i)), which is a contradiction. Again because of 4.29, we see from (4.18) that if
f+1 
= 0, then j (f+1) >  t2, and j (f ) <  t2. This means that, as we wanted to
show, a = k−p and b = f . The upshot is that we ﬁnd two 2-partitions with maximal
a-value, because the A-strip of length t ﬁts into the diagram. The new entries in the
m-symbol are consecutive.
Notice that k−p+1 t2−(k−p−f ) implies that em(k−p+1) t2+(k−p+f )+1.
In equality holds, then the corresponding block of length k−p+1 ends on  t2, and
the A-strip of length t can not be ﬁtted into Tm((i)). In that situation only (4.20)(i)
is possible, since (4.20)(ii) would yield two consecutive entries in the top row of the
m-symbol, which is impossible. Then the entries of ′k−p, ′f and 
′
k−p+1 form three
consecutive numbers, i.e., an interval in the sense of Lusztig (see [1]) is formed.
We still have to check the case p = 0. Then t > 2k+2(k−f ), so k t2−(k−f ),
and tk + f+1 then implies f+1 t2 + (k − f ). Since em(f )em(k), we also
ﬁnd f  t2+ (k− f ) and ﬁnally em(k+1)em(f+1) implies k+1 t2− (k− f ).
This shows that indeed both (4.20)(i)–(ii) are allowed. As in the case p > 0, here also
a = k − p and b = f , which can be shown similarly.
The last possibility in situation (4.18) is that there is no p ∈ {0, 1, . . . , k−l} satisfying
(4.19). Then we have t2l+2(l−f ), so l t2−(l−f ). In this case we do not have
to change l , but we have to change f , since t > l + f . From em(f ) > em(l−1)
it follows that l−1 t2 − (l − f − 1). This means (as it did in (4.19)) that we have
to change the pair (l−1, f ). Calculating the extension which maximizes the a-value
yields (4.17) with a = l − 1, b = f . Since f resp. l start on a square containing
|l− f − 1| resp. |l− f |, the blocks of length f resp. l end on at least, resp. at most
 t2. Therefore indeed a = l − 1, b = f , and both extensions are allowed since there
is no block ending on  t2.(iiib) The other possibility is that we have a sequence of the form
em(f+1) > em(k) > . . . em(l ) > em(f ) (4.21)
such that em(k+1) > em(f+1), em(l−1) < em(f ), and
f+1 + k t > l + f .
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In this situation, we can do computations analogous to the ones of situation (4.18). We
ﬁrst check if there is p ∈ {0, 1, . . . , k − l} such that
t2k−p + 2(k − p − f ). (4.22)
If such p exists, take the smallest such. Then we ﬁnd that a = f, b = k − p and that
both (4.17)(i)–(ii) are allowed, where we need to know that there is no extremity equal
to  t2 if i > 0. Otherwise, we have to change (f , l−1). Again the a-value is always
maximized by (4.17).
(iv) Suppose that in (iii) we have changed the parts i and j . We check when it is
necessary to increase the entries of i−1 and j−1. Since we have placed t − i − j
squares, there now remain i + j to be placed. It is easy to see that (4.16) implies
that all ′k = k+1 (k = 1, . . . , i − 1) and ′k = k+1 (k = 1, . . . , j − 1), and ﬁnally
′0 = 1, ′0 = 1. This is also what we found in (ii). We conclude that indeed (′, ′) =
(, ) ∪ (x, y) with x, y as in (4.17).
(v) Suppose that (, ), (˜, ˜) are two different members of m(W0cL(i) ), that (′, ′)
appears in trm − Ind((t)⊗ (, )), and similarly for (˜′, ˜′). Then it is easy to see that
(′, ′) 
= (˜′, ˜′). Therefore we ﬁnd that |m(W0cL(i+1) )| = 2|m(W0cL(i) )|. On the
other hand, it is also clear that
|Cm(W0cL(i+1) )| = 2|Cm(W0cL(i) )|,
thus the required bijection between Cm(W0cL(i+1) ) and m(W0cL(i+1) ) follows. More-
over, we have already seen that m(W0cL(i+1) ) ⊂ [Sm±(i+1)]m, and it is not hard to
see that |[Sm±((i+1))]m| = 2|[Sm±((i))]m|, thus it follows from the induction hy-
pothesis that indeed m(W0cL(i+1) ) = [Sm±((i+1))]m. This proves the induction step,
and therefore also the Proposition if m is integer.
(vi) If m /∈ Z, we can apply the same type of reasoning. We brieﬂy state the results in
this case. Now t must be even. The A-strip contains the entries ( t−12 ,
t−3
2 , . . . ,
1
2 ,
1
2 , . . . ,
t−3
2 ,
t−1
2 ). Again, we consider (, ) ∈ Sm±((i)). Suppose that blocks a+1 and b+1
end on more than t−12 , and a and b end on less. Then the A-strip will account for
the entries (′a, ′b), taking the place of (a, b). Since the corner square of the strip
contains this time the value |a − b − 12 |, we ﬁnd the following analogue of (4.17):
{
′a = t2 − (a − b)+ 1
′b = t2 + (a − b)− 1
for m+  or
{
′a = t2 − (a − b)
′b = t2 + (a − b)
for m− . (4.23)
This time the entries in the m-symbol are em(i ) = i + 2i and em(i ) = i + 2i + 1,
which means that if we are in situation (4.18), this time we need to ﬁnd the smallest
p ∈ {0, 1, . . . , k − l} such that
t2k−p + 2(k − p − f )− 1. (4.24)
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In situation (4.21), we have to ﬁnd the smallest p for which
t2k−p + 2(k − p − f )+ 1. (4.25)
Then it turns out, that in the same way as for integer m, we ﬁnd the same (′, ′) as
obtained in (4.23), where the fact that both 2-partitions occur in the induction is due
to the fact that the A-strip of length t can be inserted into Tm(). 
4.12.2.
Now we can consider the general situation. Let L ∈ Lm(n) be a residual coset.
Then we choose M ∈ Lm(n) of minimal dimension among those M such that W0cM ∈
Cm(W0cL). Suppose M has type (, ), and spm() = (, ). Putting  =  ∪ , it
follows that L is of type (, ). It follows from the minimality of dim(M) that an
A-strip of length i cannot be incorporated into Tm(). This means that:
Lemma 4.42. Let m ∈ 12Z0. An A-strip of length t cannot be inserted into Tm() if
and only if one of the following holds:
(i) m is integer and t is even, or m is not integer and t is odd;
(ii) One of the extremities of Tm() is equal to  t2;(iiia) m > 0, l() < m and  t2 < m− l();(iiib) m < 0, l(′) < m and  t2 < m− l(′);
Proof. This is straightforward. 
Now suppose that we consider a residual subspace of type ((t), ). Then, as in
Proposition 4.41, we look for the constituent in Ind((t) ⊗ Sm()) with maximal a-
value. Then we observe that such a constituent is unique precisely when there is no
conﬂuence:
Proposition 4.43. Let ,  be partitions, and let (, ) ∈ m(W0cL) where L ∈ Lm(n)
has type spm() = (, ). Suppose that A-strips of length i cannot be inserted into
Tm(). Then trm−Ind(triv⊗(, )) = (′, ′) for some (′, ′) ∈ Pn,2 with n = ||+||.
Proof. We adopt the notation of Proposition 4.41 and its proof. We suppose that m ∈
Z0, the other case being analogous. First we remark that if an A-strip of length t
cannot be inserted into Tm(), then it can also not be inserted into Tm(). Let t be odd,
such that  t2 < m− l(). If  = ∅ then  t2 < m− l(), else there is an extremity of
 equal to  t2.
Suppose that  = ∅. In this case, it is clear that am is maximal for (, ). The reader
may verify that this is also the 2-partition obtained in the proof of 4.41. Therefore if
 = ∅, we are done.
Next, suppose that  
= ∅. We can now go through the proof of 4.41. The only dif-
ference is that there may be pairs of equal entries in the m-symbol of (, ). Therefore,
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in part (iii), the sequence (4.18) now reads
em(f+1)em(k) > em(k−1) · · · > em(l )em(f ) (4.26)
which is as long as possible, i.e., em(k+1) > em(f+1) and em(l−1) < em(f ), in
which
k + f+1 t > l + f . (4.27)
The other possibility is that one ﬁnds a sequence
em(f+1)em(k) > · · · em(l )em(f ) (4.28)
such that em(k+1) > em(f+1), em(l−1) < em(f ), and
f+1 + k t > l + f . (4.29)
Notice that there is a unique sequence (4.26) satisfying (4.27) or else a unique sequence
(4.28) satisfying (4.29).
In each case, one obtains two potential Springer correspondents given by (4.17) for
some a, b. However, if the A-strip of length t cannot be ﬁtted into the diagram, then
only one of them is a 2-partition, and conversely. For even t, the two possibilities for
(′i , ′j ) of 4.41 reduce to one. Therefore in this case as well, we are done. 
Now we show that indeed we ﬁnd the desired result:
Theorem 4.44. Let m ∈ 12Z0 and let H have parameters k2 = mk1, k1 
= 0. Let
L ∈ Lm(n) be a residual subspace for H. Then m(W0cL) forms a similarity class in
Wˆ0/ ∼m, and there is a bijection
Cm(W0cL) ←→ m(W0cL).
Proof. Let L have type (, ) and let , ,  be as described in the introduction to
this subsection. If  = ∅ then we have already treated this case in Proposition 4.41.
Suppose therefore that we have  
= ∅. Let (, ) be a Springer correspondent of the
residual subspace of type (, ). By Proposition 4.43 above, (, ) leads (by inducing
triv ⊗ (, )) to exactly one Springer correspondent (′, ′) of W0cL. It remains to
check that the thus obtained (′, ′) are mutually different and in the same similarity
class. This is however not difﬁcult to see.
The fact that m(W0cL) is a full similarity class in bijection with Cm(W0cL) fol-
lows from the corresponding fact in Proposition 4.41. Indeed, let M be the residual
subspace of type (, ), then m(W0cM) is in bijection with Cm(W0cM) by 4.41. But
|m(W0cL)| = |m(W0cM)| by Proposition 4.43, and |Cm(W0cL)| = |Cm(W0cM)| as
well by deﬁnition of M and L. 
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4.13. Deformed symbols
Thus far, the m-symbols only apply to parameters k2 = mk1 with k1 
= 0 and
m ∈ 12Z0. However, we can use them as well to apply to any choice of parameters
with k1 
= 0 if we deform them slightly. Choose m ∈ 12Z0 and let  > 0 be very
small. Let (, ) ∈ Pn,2. Then we deﬁne the (m+ )-symbol (resp. the (m− )-symbol)
of (, ) to be the m-symbol of (, − ) (resp. the m-symbol of (, + ). By ± 
we mean the partition whose parts are i ± . Let am±(, ) = am(,  ∓ ) be the
corresponding a-value, with corresponding truncated induction trm± − Ind. Let L be
the generically residual subspace of type (, ), then it is not hard to show that
m±(W0cL) = trm± − IndW0(Bn)S×W0(Bl)(triv ⊗ Sm±())
consists of exactly one element (, ) ∈ m(W0cL), and moreover that we obtain
bijections
⋃
W0cL′ ∈Cm(W0cL)
m+(W0cL′) ←→ m(W0cL) ←→
⋃
W0cL′ ∈Cm(W0cL)
m+(W0cL′).
Finally, one checks that we can now deﬁne x(W0cL) for any x ∈ R, since the Springer
correspondence is constant between two consecutive m ∈ 12Z0:
Proposition 4.45. Let m,m′ ∈ 12Z0 with m−m′ = 12 . Let L be a generically residual
subspace. Then
m−(W0cL) = m′+(W0cL).
Therefore, for m > x > m′, we put x(W0cL) = m−(W0cL) = m′+(W0cL).
Proof. This boils down to going through the proof of 4.41 and checking that for both
m and m′ the same of the two possibilities in (4.20) or (4.23) is obtained by trm−−Ind
and trm′+ − Ind. For details, see [21]. 
4.14. Unipotent classes
In the classical cases, we have the bijection Cm(n) ↔ Um(n), such that the Springer
correspondents of W0cL are those of the corresponding unipotent class. We will show
that we can deﬁne a set Um(n) with the analogous properties for every m ∈ 12Z0.
Furthermore, by also deﬁning the generalizations f BCm and m, we will show that our
generalized Springer correspondence reduces to the classical one in case m ∈ { 12 , 1}.
Recall that in this case, for a residual point c with jumps ji the partition  of the
corresponding unipotent class has parts 2ji +1. We therefore calculate what the weight
of the corresponding partition for arbitrary m is:
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Lemma 4.46. Let k 
= 0,m ∈ 12Z0 and let c = c(, k,mk) be residual with jumps
{ji}. Deﬁne  to be the partition with parts 2ji +1. If m is integer, then || = 2n+m2,
otherwise || = 2n+m2 − 14 .
Proof. (i) Suppose that m is integer. First consider 12 · · · p with pm− 1.
Then Sm() = (,−), and the jumps of c are {m + p − 1,m + p−1 − 2, . . . , m +
1 − p,m− p − 1,m− p − 2, . . . , 1, 0}. Therefore, indeed
∑
i
2ji + 1 =
l∑
i=1
(2(m+ i − i)+ 1)+
m−p−1∑
i=0
(2i + 1)
= 2mp + 2n− 2p(p + 1)
2
− 2 (m− p − 1)(m− l)
2
+ (m− p)
= m2 + 2n.
Now consider the general situation, where we may (and will) assume that Tm() is
in standard position, i.e., that Sm() = ((W0c), (W0c)) as in 4.25. Hence, Sm()
consists of m − 1 horizontal blocks (r+2, . . . , r+m) = (p−m+2, . . . , p), followed
by a series of alternating horizontal and vertical blocks. Then (tr, ), with tr =
(1, 2, . . . , r+1), is the m-tableau of a residual point for m = 1. Therefore we know
that
∑2r+1
i=1 (2ji + 1) = 2(
∑
i<p−m+2 i )+ 1. Thus
∑
i
(2ji + 1) =
2r+1∑
i=1
(2ji + 1)+
m∑
i=2
(2(i + p−m+i − 1)+ 1)
= m2 + 2n.
(ii) If m /∈ Z, we ﬁnd that if l() = pm− 12 that the jumps are {m+ p − 1,m+
p−1 − 2, . . . , m + 1 − p,m − p − 1,m − p − 2, . . . , 32 , 12 }, which after a similar
computation yields
∑
i 2ji + 1 = m2 + 2n − 14 . The general case is treated analogous
to integer m as well. 
Deﬁnition 4.47. Let m ∈ 12Z0. If m ∈ Z we deﬁne
Um(n) := { = (1r1 2r2 . . .)2n+m2 |
ri is even if i is even and
∑
i odd(ri mod 2)m}.
That is, we consider partitions of 2n+m2 in which even parts have even multiplicity
and which have at least m odd parts with odd multiplicity.
For m /∈ Z we deﬁne
Um(n) := { = (1r1 2r2 . . .)2n+m2 − 14 |
ri is even if i is odd and
∑
i even(ri mod 2)m− 12 }.
That is, we consider partitions of 2n+m2− 14 in which odd parts have even multiplicity,
and which have at least m− 12 even parts with odd multiplicity.
K. Slooten /Advances in Mathematics 203 (2006) 34–108 85
Notice that in the equal label cases m = 12 , 1 we indeed recover the old Um(n).
We now deﬁne a map f BCm : Um(n) → Cm(n), associating a central character of
Hˆ
t
(R) to  ∈ Um(n).
Deﬁnition 4.48. Let m ∈ 12Z0 and suppose  ∈ Um(n).(i) If m ∈ Z, let l1 < l2 < · · · < ls be the parts that occur an odd number of
times in , and put n0 := ∑j lj . All lj are odd and sm. Notice that n0 ≡ m(2).
Let l = (n0 − m2)/2. By removing each lj once from , we obtain a partition where
every part occurs an even number of times. If we remove each second part, we ﬁnd a
partition . The associated residual subspace L of H with parameters k1 
= 0, k2 = mk1
has root system RL of type A × Bl , whose center is the residual point in tL whose
Bl-part is the residual point with jumps li−12 . Then W0cL := f BCm ().(ii) If m /∈ Z, let l1 < · · · < ls be the parts of  that occur an odd number of times.
Now all li are even, and sm − 12 . Let n0 =
∑
j lj and put l = (n0 − m2 + 1/4)/2.
By removing each lj once from  we obtain a partition where each part has even
multiplicity. Remove each second part to obtain a partition . Let H have parameters
k1 
= 0, k2 = mk1 and let L be the residual subspace of H which has root system RL
of type A ×Bl , whose center is the residual point in tL whose Bl-part is the residual
point with jumps lj−12 . Then W0cL := f BCm ().
Lemma 4.49. The map f BCm is a bijection, i.e., Um(n) parametrizes the central char-
acters of Hˆt (R) with parameters k2 = mk1, k1 
= 0.
Proof. Consider a residual subspace L with RL of type A×Bl . The residual points in
Bl are characterized by their jumps ji . From 4.9 we know that the parts 2ji + 1 form
a partition ˜ of 2l+m2 (resp. 2l+m2 − 12 ) which has at least m (resp. at least m− 12 )
distinct odd (resp. even) parts. Since || = n− l, by adding two parts i to ˜ for every
i, we obtain  ∈ Um(n). Clearly f BCm () = W0cL. Therefore f BCm is a bijection between
Um(n) and Cm(n). 
We now deﬁne the generalized m : Um(n) → Wˆ0/ ∼m. Later we show that m() =
m(f BCm ()).
Deﬁnition 4.50. Let m ∈ 12Z0 and consider  ∈ Um(n). Its parts are written in
increasing order. If m /∈ Z then we ensure that l() = m − 12 + 2r for some r ∈ Z0
by putting 1 = 0 if necessary.
(i) For m ∈ Z (resp. m /∈ Z), replace in the last m (resp. m + 12 ) parts of  each
pair of even (resp. odd) consecutive entries (x, x) by (x + 1, x − 1), to obtain an
n-composition .
(ii) Deﬁne ∗i = i + (i − 1) for i = 1, 2, . . . , 2r and ∗2r+i = 2n+i + 2r for i =
1, 2, . . . , m if m ∈ Z; resp. ∗i = i+(i−1) (i = 1, 2, . . . , 2r) and ∗2r+i = i+(2r−1)
for i = 1, 2, . . . , m− 12 if m /∈ Z.
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(iii) Form the 2-composition (∗, ∗) where ∗ contains the i2 for even i , and ∗
contains the i2  for odd i (in the order they appear in ∗).(iv) Deﬁne the 2-composition (, ) by i = ∗i − (i − 1) and i = ∗i − (i − 1). If
m /∈ Z, then readjust the lengths of  and  to l() = l()+m+ 12 .(v) Finally, m() = [(, )]m = {(, ) ∈ Pn,2 | (, ) ∼m (, )}.
Notice that for m ∈ { 12 , 1}, we recover m of Section 4.7. For every m, the m-symbol
of (, ) (of part (iv) in Deﬁnition 4.50) is increasing. This follows easily from the
corresponding, known, fact for m ∈ { 12 , 1}. However, it may happen that (, ) /∈ Pn,2
since  need not be a partition.
We want to show that m establishes a bijection between Um(n) and Wˆ0/ ∼m.
Therefore we deﬁne the candidate inverse map m = −1m :
Deﬁnition 4.51. Let m ∈ 12Z0. For (, ) ∈ Pn,2, deﬁne  = m(, ) as follows.(i) If m ∈ Z, let (, ) be the 2-composition such that m(, ) is the increasing
rearrangement of m(, ). If m /∈ Z, let (˜, ) be the 2-composition such that m(˜, )
is the increasing rearrangement of m(, ), and then deﬁne (, ) by putting i = ˜i+1
(notice that ˜1 = 0 since we consider the m-symbol with lengths (n + m + 12 , n), cf.
Deﬁnition 4.3).
(ii) Let ∗i = i + (i − 1) and ∗i = i + (i − 1). Note that ∗i still is in general a
composition rather then a partition.
(iii) Let ∗ be the following composition. If m ∈ Z, let (∗1, ∗2, . . . , ∗2n+1) be the
increasing rearrangement of (2∗1 + 1, 2∗2 + 1, . . . , 2∗n+1 + 1, 2∗1, 2∗2, . . . , 2∗n), and
let ∗2n+i = 2∗n+i + 1 for i = 2, . . . , m. If m /∈ Z, let (∗1, . . . , ∗2n) be the increasing
rearrangement of (2∗1 + 1, . . . , 2∗n + 1, 2∗1, . . . , 2∗n) and let ∗2n+i = 2∗n+i + 1 for
i = 1, . . . , m− 12 .(iv) Deﬁne the n-composition . If m ∈ Z then i := ∗i −(i−1) for i = 1, 2, . . . , 2n
and 2n+i = ∗2n+i − 2n for i = 1, 2, . . . , m. If m /∈ Z then i = ∗i − (i − 1) for
i = 1, 2, . . . , 2n and 2n+i = ∗2n+i − (2n− 1) for i = 1, 2, . . . , m− 12 .(v) Replace any pair of consecutive entries of the form (x + 1, x − 1) by (x, x) to
obtain  := m(, ).
Remark 4.52. m factors through ∼m and thus we can deﬁne m() := m(, ) for
(, ) ∈  ∈ Wˆ0/ ∼m. In the equal label cases where m ∈ { 12 , 1}, we recover the
inverse of m of Section 4.7.
Both m and m are easily seen to be injective. Hence, to prove that m and m
realize a bijection Um(n) ↔ Wˆ0/ ∼m, it sufﬁces to show that m() ∈ Um(n). To do
so, we ﬁrst prove a lemma.
Lemma 4.53. Let (, ) ∈ Pn,2 and let m ∈ 12Z0. Write  = (1, . . . , n+m) and
 = (1, . . . , n).
(i) Suppose that em(n+i+1) > em(n)em(n+i ) for some 1 im. Let tr =
(1, . . . , n+i ), and suppose that m(, ) = . If m ∈ Z then i (tr, ) = tr =
(1, 2, . . . , 2n+i ). If m /∈ Z then i−1/2(tr, ) = tr = (1, 2, . . . , 2n+i ).
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(iia) Suppose m ∈ Z and em(n)em(n+m). Let tr = − n+m and tr = − n.
Suppose m(, ) = . Then m(tr, tr) = tr = (1, . . . , 2(n−1)+m).
(iib) Suppose m /∈ Z and em(n)em(n+m+ 12 ). Let tr =  − n+m+ 12 and tr =
− n. If m(, ) = , then m(tr, tr) = (1, . . . , 2(n−1)+m− 12 ) = tr .
Proof. (i) This is clear, since if we denote the corresponding 2-compositions with
increasing m-symbols by (, ) ∼m (, ) and (tr, ) ∼i (tr, ) (resp. ∼i− 12 ), then
 = tr ∪ (n+i+1, . . . , n+m).
(iia) Let  = (1, . . . , n+m) and  = (1, . . . , n) be such that (, ) ∼m (, ) and
the entries of 2,0n+m,nm+n,n(, ) increase when read from left to right. Likewise, let
′ = (′1, . . . , ′n+m−1) and ′ = (′1, . . . , ′n−1) be such that (′, ′) ∼m (tr, tr) and
2,0m+n−1,n−1(, ) has increasing entries. By Lemma 4.52, we may compute m(
′, ′)
on 2,0n+m−1,n−1(
′, ′). Then, if we write
m+n,n(, ) =
(
x1 . . . xn−1 xn xn+1 . . . xn+m
y1 . . . yn−1 yn
)
, (4.30)
it follows that
2,0m+n−1,n−1(
′, ′) =
(
x1 . . . xn−1 xn yn xn+1 . . . xn+m−2
y1 . . . yn−1
)
. (4.31)
It follows that ′i = i for 1 in, ′n+1 = n−2, ′n+j = n+j−1−2 for 2jm−1;
and ′ = (1, . . . , n−1). Thus,
′ = (1, . . . , n, n − 2, n+1 − 2, . . . , n−2+m − 2), ′ = − n,
′∗ = (∗1, . . . , ∗n, ∗n − 1, ∗n+1 − 1, . . . , ∗n+m−2 − 1), ′∗ = ∗ − ∗n.
By deﬁnition, (∗tr,1, . . . , ∗tr,2n−1) consists of 2
∗
1 + 1, . . . , 2∗n + 1, 2∗1, . . . , 2∗n−1,
arranged in increasing order. The ﬁrst 2n − 1 parts of ∗ are the ﬁrst 2n − 1 parts of
the increasing rearrangement of 2∗1+1, . . . , 2∗n+1+1, 2∗1, . . . , 2∗n. Since the symbols
(4.30) and (4.31) are increasing, ∗i ∗i ∗i+1 + 1 for all i = 1, . . . , n, where at least
one inequality is strict. Likewise, ∗i 
∗
i+1 + 1∗i+1 where at least one inequality is
strict. This implies that if ∗k = 2∗j + 1, then either ∗k+1 = 2∗j+1 + 1, ∗k+1 = 2∗j
or ∗k+1 = 2∗j−1 but in the latter case, ∗k+2 = 2∗j . Analogously, if ∗k = 2∗j , then
either ∗k+1 = 2∗j+1, ∗k+1 = 2∗j+1 + 1 or ∗k+1 = 2∗j + 1; but in the latter case,
∗k+2 = 2∗j+1 + 1. In particular, we have ∗tr,i = ∗i for i ∈ {1, . . . , 2n − 2}. It also
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follows that
∗2n+1 = max({2∗n+1 + 1, 2∗n}), (4.32)
∗2n = max({2∗n+1 + 1, 2∗n, 2∗n + 1}\{∗2n+1}), (4.33)
∗2n−1 = max({2∗n+1 + 1, 2∗n, 2∗n + 1, 2∗n−1}\{∗2n+1, ∗2n}), (4.34)
∗tr,2n−1 = max({2∗n + 1, 2∗n−1}). (4.35)
From the deﬁnition of m it is easy to check that 2n+i = 2n+i +2i−1 for 2 im.
Likewise, tr,2(n−1)+i = 2′n−1+i + 2i − 1 for 2 im, from which it follows that
tr,2n+i = 2n+i for 2 im, and also that
∗tr,2n+1 = 2∗n+1 − 1, (4.36)
∗tr,2n = 2∗n − 1. (4.37)
Since tr,i = i for i2n − 2 and i2n + 2, it remains to calculate i and tr,i for
i ∈ {2n− 1, 2n, 2n+ 1} and then to compare tr to . We distinguish between various
cases.
(A) Suppose that em(n) = em(n). Then (∗2n−1, ∗2n, ∗2n+1) = (2∗n, 2∗n+1, 2∗n+1+
1), hence (2n−1, 2n, 2n+1) = (2n, 2n, 2n+1 + 1). Since n = n, there is no pair
(x+1, x−1) in this triple. Now, (∗tr,2n−1, ∗tr,2n, ∗tr,2n+1) = (2∗n+1, 2∗n−1, 2∗n+1−1)
so (tr,2n−1, tr,2n, tr,2n+1) = (2n+1, 2n−1, 2n+1 +1). Thus (2n−1, 2n, 2n+1) =
(tr,2n−1, tr,2n, tr,2n+1) = (2n, 2n, 2n+1 + 1).
(B) Suppose that em(n) < em(n) < em(n+1). Then ∗n < ∗n∗n+1. Thus,
(∗2n−1, ∗2n, ∗2n+1) = (max(2∗n+1, 2∗n−1), 2∗n, 2∗n+1+1), and (2n−1, 2n, 2n+1) =
(∗2n−1 − (2n− 2), 2n − 1, 2n+1 + 1), which is the same as for tr .
(C) Suppose that em(n) = em(n+1). Then n = n+1 + 2 and ∗n = ∗n+1 +
1. It follows that (∗2n−1, ∗2n, ∗2n+1) = (max(2∗n + 1, 2∗n−1), 2∗n+1 + 1, 2∗n) and
(2n−1, 2n, 2n+1) = (∗2n−1 − (2n − 2), 2n+1 + 2, 2n − 2) and these parts are the
same in . On the other hand, (tr,2n−1, tr,2n, tr,2n+1) = (2n−1, 2n + 1, 2n+1 + 1)
so tr,2n = 2n = tr,2n+1 = 2n+1 = 2n − 2 = 2n+1 + 2.
(iib) Let (˜, ) ∼m (, ) and (˜′, tr) ∼m (tr, tr) have increasing m-symbol. Then
l(˜) = n+m+ 12 and l() = n. By deﬁnition 4.51(i), we deﬁne  with l() = n+m− 12
by i = ˜i+1, and ′ with l(′) = n+m− 32 by ′i = ˜
′
i+1 for i = 1, 2, . . . , n+m− 32
(notice that ˜1 = ˜′1 = 0). Then one checks, using the obvious analogues of (4.30) and
(4.31), that
′ = (1, . . . , n−1, n − 1, n − 2, . . . , n+m− 12 −2 − 2), tr = (1, . . . , n−1),
′∗ = (∗1, . . . , ∗n−1, ∗n − 1, ∗n − 1, . . . , ∗n+m− 12 −2 − 1), 
∗
tr = (∗1, . . . , ∗n−1).
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By deﬁnition, (∗tr,1, . . . , ∗tr,2n−2) consists of the increasing rearrangement of 2
′∗
1 +
1, . . . , 2′∗n−1 + 1, 2′1, . . . , 2′n−1, whereas (∗1, . . . , ∗2n−2) consists of the ﬁrst 2n− 2
terms of the increasing rearrangement of 2∗1 + 1, . . . , 2∗n + 1, 2∗1, . . . , 2∗n. Since
both (˜, ) and (˜′, ′) have increasing m-symbols, we have ∗i−1∗i 
∗
i + 1 and
∗i 
∗
i + 1∗i+1 + 1, where at least one of either equalities is strict. Thus, if ∗k =
2∗j + 1, then ∗k+1 = 2∗j+1 + 1, ∗k+1 = 2∗j+1 or ∗k+1 = 2∗j , but in the latter
case, ∗k+2 = 2∗j+1. Likewise, if ∗k = 2∗j then ∗k+1 = 2∗j+1, ∗k+1 = 2∗j + 1 or
∗k+1 = 2∗j−1 + 1 but in the latter case, ∗k+2 = 2∗j + 1. It follows that ∗tr,i = ∗i for
1 i2n− 3.
One checks that 2n+i = 2n+i+2i for 1 im− 12 , and tr,2(n−1)+i = 2′n−1+i−2i
for i1. For i2, this implies that tr,2n+i−2 = 2′n−1+i − 2i = 2(n−2+i − 2)− 2i =
2n+(i−2) − 2(i − 2). In particular, 2n+j = tr,2n+j for j1.
Thus, it remains to compare (∗tr,2n−2, ∗tr,2n−1, ∗tr,2n) to (∗2n−2, ∗2n−1, ∗2n). Note
that ∗tr,2n−2 = max(2∗n−1 + 1, 2∗n−1) and ∗2n = max(2∗n + 1, 2∗n). We have
∗2n = max({2∗n + 1, 2∗n}), (4.38)
∗2n−1 = max({2∗n + 1, 2∗n, 2∗n−1 + 1}\{∗2n}), (4.39)
∗2n−2 = max({2∗n + 1, 2∗n, 2∗n−1 + 1, 2∗n−1}\{∗2n, ∗2n−1}), (4.40)
tr,2n = 2n, (4.41)
tr,2n−1 = 2n, (4.42)
∗tr,2n−2 = max({2∗n−1 + 1, 2∗n−1}). (4.43)
(A) Suppose that em(˜n) = em(n). Then n−1 = n + 1, ∗n−1 = ∗n. Thus (∗2n−2,
∗2n−1, ∗2n) = (2∗n, 2∗n−1 + 1, 2∗n + 1), and (2n−2, 2n−1, 2n) = (2n + 1, 2n−1 −
1, 2n). On the other hand, (∗tr,2n−2, ∗tr,2n−1, ∗2n) = (2∗n−1 + 1, 2∗n − 1, 2∗n − 1),
hence (tr,2n−2, tr,2n−1, tr,2n) = (2n−1, 2n, 2n). Therefore (tr,2n−2, tr,2n−1) =
(2n−2, 2n−1) = (2n−1 − 1, 2n + 1) and 2n = tr,2n.
(B) Suppose that em(˜n) < em(n) < em(˜n+1). In this case, n−1 < n + 1
and n < n + 1, so ∗n−1 < ∗n and ∗n < ∗n + 1. Thus, (∗2n−2, ∗2n−1, ∗2n) =
(max({2∗n−1 + 1, 2∗n−1}), 2∗n, 2∗n + 1) and it follows that (tr,2n−2, tr,2n−1, tr,2n) =
(2n−2, 2n−1, 2n).
(C) Suppose that em(˜n) = em(˜n+1). Then n = n + 1 and ∗n = ∗n + 1. Therefore,
(∗2n−2, ∗2n−1, ∗2n) = (max(2∗n−1 +1, 2∗n−1), 2∗n+1, 2∗n) and (2n−2, 2n−1, 2n) =
(tr,2n−2, 2n + 1, 2n − 1). On the other hand, (tr,2n−2, tr,2n−1, tr,2n)) = (tr,2n−2,
2n, 2n). Since n = n + 1, it follows that (2n−2, 2n−1, 2n) = (tr,2n−2, tr,2n−1),
tr,2n). 
Proposition 4.54. Suppose (, ) ∈ Pn,2. Then m(, ) ∈ Um(n).
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Proof. (i) Let m ∈ Z. Let the 2-composition (, ) of n be the one described in part (i)
of the deﬁnition of m. Following the procedure m, we ﬁnd that, since we consider
 as having n+m parts and  as having n parts:
|m(, )| =
n+m∑
i=1
2(i + (i − 1))+ 1 +
n∑
i=1
2(i + (i − 1))−
2n−1∑
k=1
k − 2nm = 2n+m2,
so indeed  := m(, )2n + m2. It remains to be shown that even parts in  occur
with even multiplicity and that there are at least m odd parts in  with odd multiplicity.
Notice that although (, ) is in general a 2-composition rather than a 2-partition, 
and tr = (1, . . . , n+1) are partitions. On (tr, ), m acts as 1, so (1, . . . , 2n+1)
is a partition where even parts have even multiplicity. Since 2n+i = 2n+i + 2i − 1,
the last m parts of  are all odd. In the ﬁnal step  → , we create pairs of equal
(even) parts, so in  = m(, ) even parts have even multiplicity.
Now let us show that m(, ) contains at least m odd parts with odd multiplicity.
We have seen that 2n+i = 2n+i + 2i − 1 (1 im) so if  = , then we are
done. If  
= , let i be maximal such that (n+i , n+i+1) = (n+i − 1, n+i+1 + 1).
Then n+i = n+i+1 + 2 and em(n+i ) = em(n+i+1). Suppose that in m(, ) the
corresponding entries are em(j ) = em(n+l ).
Then there exists p ∈ {l, . . . , m} such that em(n+p+1) > em(n)em(n+p) (where
the second inequality is strict if j 
= n, in view of our assumption that we con-
sider the biggest pair of equal entries in m(, )). Then the last m − p entries of
 are all odd and distinct by Lemma 4.53(i). Therefore, we may consider m−p
on ((1, . . . , n+p), (1, . . . , n)) instead. Thus, we are reduced to the case where
em(n)em(m+n). Let tr = (1, . . . , 2n−2), tr = (1, . . . , n+m−1), tr = (1, . . . ,
n−1). By Lemma 4.53(iia), we have m(tr, tr) = tr . It is sufﬁcient to show that
tr has m odd parts with odd multiplicity. Combining these arguments, we can reduce
ourselves to the case of (, ) without pairs of equal entries em(j ) = em(n+i ). But
for such (, ), the statement holds.
(ii) Suppose that m /∈ Z. Let (, ) be the 2-composition whose m-symbol is similar
to the one of (, ) and increasing. Then, by deﬁnition of m we have |m(, )| =∑n+m−1/2
i=1 (2(i+(i−1))+1)+2
∑n
i=1 2(i+(i−1))−
∑2n
i=1(i−1)−(2n−1)(m− 12 ) =
2n+m2 − 1/4. Again, it remains to be seen that odd parts have even multiplicity and
that there are at least m− 12 distinct even parts with odd multiplicity. Analogous to the
case m ∈ Z, this follows from the fact that the statement is true for m = 12 , combined
with 2n+i = 2n+i + 2i for i1 and Lemma 4.53. 
Now we can show that the maps we have deﬁned lead to the desired result:
Theorem 4.55. Let H have parameters k1 
= 0, k2 = mk1 and m ∈ 12Z0. We have(i) bijections
Cm(n) ←→ {m(W0cL) | W0L ∈ Lm(n)} ←→ Wˆ0/ ∼m; (4.44)
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(ii) the identity
(f BCm ◦ m ◦ m)(W0cL) = W0cL for all W0cL ∈ Cm(n). (4.45)
Proof. (i) In view of Theorem 4.44, we need to show that if W0cL 
= W0cL′ , then
m(W0cL) 
= m(W0cL′). However, since Um(n) ↔ Cm(n) via f BCm , and Um(n) ↔
Wˆ0/ ∼m via m, the statement follows from (ii).
(ii) Consider L ∈ Lm(n) of type (, ). We prove the Proposition by induction on
l().
(a) First we assume that m ∈ Z. If l() = 0, then W0L = W0c is a residual point.
Let J (W0c) = {j1, j2, . . . , j2r+m}. Then, by Deﬁnition 4.20, we have m(W0c) =
[((W0c), (W0c))]m, where (W0c) = (j1, j2, . . . , j2r+1, j2r+2−1, j2r+3−2, . . . , j2r+m
− (m − 1)) and (W0c) = (j2 + 1, j4 + 1, . . . , j2r + 1). Since m((W0c), (W0c)) is
an increasing m-symbol, we apply the deﬁnition of m to ﬁnd ∗ = (j1, j3 + 1, j5 +
2, . . . , j2r+1 + r, j2r+2 + r, . . . , j2r+m + r) and ∗ = (j2 + 1, j4 + 2, . . . , j2r + r),
hence ∗ = (2j1 + 1, 2j2 + 2, 2j3 + 3, 2j4 + 4, . . . , 2j2r+1 + 2r + 1, 2j2r+2 + 2r +
1, . . . , 2j2r+m + 2r + 1), and  = m(, ) = (2j1 + 1, 2j2 + 1, . . . , 2j2r+m + 1).
Therefore, f BCm () = W0c.
(b) Now suppose that the statement is true for every L′ ∈ Lm(n) of type (, ) with
l() < l = l(), i.e., in particular for M of type (− l , ). Put t = l , then
m(W0cL) = trm − IndW0(Bn)St×W0(Bn−t )((t)⊗ m(W0cM)).
Let (, ) ∈ m(W0cM) and (′, ′) ∈ trm− Ind((t)⊗ (, )) ⊂ m(W0cL). Recall from
(the proof of) 4.41 that (′, ′) = (, )∪ (′i , ′j ) for some decomposition t = ′i +′j .
By the induction hypothesis, f BCm (m(, )) = W0cM .
To compute m(, ), deﬁne (′, ′) (resp. (, )) to be the 2-composition such that
m(
′, ′) (resp. m(, )) is the increasing rearrangement of (′, ′) (resp. (, )).
We want to know to which parts of (′, ′), the parts (′i , 
′
j ) correspond. There
are three possibilities for the position of the entries em(′i ), em(
′
j ) in m(
′, ′):
either (em(′i ), em(
′
j )) = (em(′l ), em(′l )) for some 0 ln, or (em(′i ), em(′j )) =
(em(
′
l+1), em(′l )) for some 0 ln, or (em(′i ), em(j )) = (em(′l ), em(′l+1)) for some
l > n. This last possibility does not occur in the equal label cases.
Let m(, ) =  and m(′, ′) = ′. We need to show that ′ = ∪ (tt). We claim
that to do so it sufﬁces to compute the parts of ′ which are derived from the parts
(′i , 
′
j ). Indeed, with (
′, ′) as above, write ′b := m(′a) if ′a gives rise to part ′b,
and similarly for ′. Then one easily checks that m(′, ′) = m(, )∪m(′i )∪m(′j )
in each of the above three cases. Therefore, it is sufﬁcient to show that m(′i ) =
m(
′
j ) = t .
Let us consider these possibilities one by one. In the ﬁrst case, notice that by
rearranging the m-symbol, we preserve the sum ′l + ′l = ′i + ′j = t . Thus, if t is
odd, we have (′l , ′l ) = ( t2,  t2). Hence, ′∗l =  t2 + (l − 1), ′∗l =  t2 + l − 1, and
′∗2l−1 = 2 t2 + 2(l − 1)+ 1 = t + 2(l − 1), ′∗2l = 2 t2 + 2(l − 1) = t + 2l − 1. Then
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′2l−1 = ′∗2l−1 − (2l − 2) = t and ′2l = ′∗2l − (2l − 1) = t , so ′2l−1 = ′2l = t as
desired. If t is even, then (′l , ′l ) = ( t2 , t2 ), (′∗l , ′∗l ) = ( t2 + l − 1, t2 + l − 1), and so
′∗2l−1 = t + 2l − 2, ′∗2l = t + 2l − 1 which again yields ′2l−1 = ′2l = t .
In the second case, one has (′l+1, ′l ) = ( t2,  t2) or (′l+1, ′l ) = ( t2 − 1, t2 + 1)
and the claim follows analogously.
Finally consider the third possibility where the new entries in (′, ′) are two entries
of ′. Then (′, ′) = (, ) ∪ (′n+i , ′n) for some i2. One has ′n+i =  t2 − i
and ′r =  t2 + i, so em(′n+i ) = ′n+i + 2(n + i − 1) =  t2 − i + 2(n + i − 1) =
 t2 + 2n + i − 2, em(′r ) =  t2 + i + 2(r − 1) =  t2 + 2n + i − 2. In the increasing
rearrangement m(′, ′) of m(′, ′), these entries are em(′n+i−1), em(′n+i ). Thus,
′n+i−1 = em(′n+i−1) − 2(n + i − 2) =  t2 − i + 2 and ′i =  t2 − i. It follows that
′2n+i−1 = 2′n+i−1 + 2(i − 1) − 1 = 2 t2 + 1, and likewise ′2n+i = 2 t2 − 1. If t is
even then (′2n+i−1, ′2n+i ) = (t + 1, t − 1) hence (′2n+i−1, ′2n+i ) = (t, t), and if t is
odd then (′2n+i−1, ′2n+i ) = (t, t), hence (′2n+i−1, ′2n+i ) = (t, t) as well.
(c) If m /∈ Z, the proof is analogous. 
Corollary 4.56. If m ∈ { 12 , 1}, and the central character W0cL for L ∈ Lm(n) cor-
responds to the unipotent class C, then m(W0cL) = m(C). Thus, we retrieve the
classical Springer correspondence.
Proof. For residual points, this has been remarked already. The Corollary follows since
the maps f BCm ,m,m which we have deﬁned for general m, reduce to the classical
ones in the equal label cases. 
4.15. Generalized Green functions
Shoji has deﬁned in [20] a matrix of functions P = (PA,B)A,B∈Pn,2 as the solution
matrix of the following equation. Recall the order m of Section 4.3 on Pn,2 which is
obtained from the m-symbols. Let t be a formal variable. Then we consider matrices
Pm,m of unknowns such that,
⎧⎪⎪⎨
⎪⎪⎩
mA,B = 0 unless A ∼m B,
PmA,B = 0 unless either A m B and A /∼m B, or A = B,
PmA,A = tam(A),
Pmm tPm = .
(4.46)
Here,  is as in (3.7) (i.e.,  = (AB) and AB = ij if A ↔ i, B ↔ j ). Shoji shows
that (4.46) has unique solution matrices Pm,m with entries in Q(t), and conjectures
that moreover A,B ∈ Z[t], PA,B ∈ Z0[t]. For m = 12 resp. m = 1, it is known
that am() = dim(Bu) if  = u, and that if C ⊂ C¯′ then am()am(′) for all
 ∈ m(C), ′ ∈ m(C′). Thus, in these cases one recovers the (indeed polynomial)
Green functions of Sp2n(Fq) resp. SO2n+1(Fq) for char(Fq )
= 2: one has
PmA,B = 
ji if A ↔ i, B ↔ j. (4.47)
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Therefore the PmA,B are in general also called Green functions. On the other hand,
they are a generalization of Kostka functions K,(t) in the sense that they form the
transition matrix between (appropriately deﬁned, cf. [20]) Schur functions and Hall–
Littlewood polynomials.
Our objective is to use these Green functions to describe the W0-structure of Hˆt (R)
for all parameters k1, k2 with k1 
= 0. By Remarks 2.4 and 2.5, it is sufﬁcient to
determine Hˆt (R) with k10, k2 = mk10, for every m0.
5. Conjectures
5.1. The graded Hecke algebra
Recall that in the equal label cases, Hˆt (R) is parametrized by Wˆ0. We transfer this
parametrization to Pn,2 by writing MmA for M if  = A, where m = 1 if k1 = k2
(the Bn-case) and m = 12 if k2 = 12k1 (the Cn-case). As a W0-module, MmA is naturally
graded, and we write Mm;lA for its degree-l part. Fix j = (u, ) ∈ I0 and let (with
notation as in paragraph 3.2)
H 2l (Bu) $
∑
∈Wˆ0
nlj,V,
for l = 0, 1, . . . , du (it is known that all odd cohomology vanishes).
Suppose that we write the Green polynomial 
ji as

ji(q) =
∑
l0

lj iq
l . (5.1)
Then clearly, if  ↔ i, it follows that

lj i = nlj,.
If we write PmB,A as P
m
B,A(q) =
∑
l0 P
m;l
B,Aq
l
, then by (3.2), (3.6), (4.47),
M
m;l
A =
∑
B
P
m;l
B,AVB ⊗ .
We can now state our conjecture.
Conjecture 5.1. Let k2 = mk1 with k1 > 0 and m ∈ 12Z0. Let H be the graded
Hecke algebra associated to a root system of type Bn, whose root labels are k1, k2.
Then we conjecture that
(i) the Green functions PmA,B are polynomials with non-negative coefﬁcients of degree
am(B), i.e., can be written as PmA,B(q) =
∑am(B)
l=0 P
m;l
A,Bq
l with Pm;lA,B ∈ Z0;
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(ii) We have a bijection
Hˆ
t
(R) ←→ Wˆ0,
written as MmA ↔ A ∈ Pn,2, which is uniquely determined by requiring that A ⊗ 
occurs in MmA (viewed as a W0-module), for all A ∈ Pn,2.
(iii) The W0-modules MmA can be viewed as graded modules, via a grading inherited
from the Green functions PmBA, as follows. We write its degree-l part as Mm;lA . It is
given by the formula
M
m;l
A $
∑
B
P
m;l
B,AVB ⊗ 
(iv) MmA has central character W0c if and only if A ∈ m(W0c); that is, MmA has
central character f BCm (m(A)).
Corollary 5.2. The bijection in (ii) is obtained by taking the top degrees of the MmA ,
i.e., we have Mm;maxA = A ⊗ .
Corollary 5.3. Every irreducible tempered representation of H with real central char-
acter has a multiplicity free W0-type.
Proof. Granted the Conjecture, we have
(VA ⊗ ,MmA |W0) =
⎛
⎝VA ⊗ ,∑
l0
P
m;l
BA VB ⊗ 
⎞
⎠ = ∑
l0
P
m;l
AA = 1.
hence the W0-module VA ⊗  occurs exactly once in MmA . 
Although there may be several W0-characters occurring with multiplicity one in a
given V ∈ Hˆt (R), there is a unique such character V ⊗  ∈ Wˆ0 for every V ∈ Hˆt (R),
if we demand that Hˆt (R) → Wˆ0 : V → V ⊗  is injective. Then V ⊗  forms the top
degree of V|W0 , and V is a Springer correspondent of the central character of V. If V
runs through the modules in Hˆt (R) with central character W0c then V runs through
m(W0c).
Remark 5.4. Conjecture 5.1 together with Remark 2.5 gives a description of Hˆt (R)
for all parameters k1, k2 with k1 
= 0. On the other hand, we can deﬁne Green functions
P−m and Springer maps −m,−m, f BC−m for H with parameters k2/k1 = −m ∈ 12Z0
such that Conjecture 5.1 can be extended to these parameters. This is done as follows.
We ﬁx m ∈ 12Z0. Let, for (, ) ∈ Pn,2, (, ) = (, ) = (, ) ⊗ (−, n) (viewed
as Weyl group characters). We deﬁne the (−m)-symbol as
−m(, )=
{
2,0n,n+m(, ) if m ∈ Z
2,1
n,n+m′(, ) if m /∈ Z
and ¯−m(, )=
{
¯
2,0
m (, ) if m ∈ Z,
¯
2,1
m′ (, ) if m /∈ Z,
(5.2)
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where, for m /∈ Z, we deﬁne m′ = m + 12 . We write the entry of i to the left of the
entry of i , e.g.
−2(23, 3) =
(
2 5
0 2 4 9
)
.
If m = 0, then we obtain two symbols, denoted by +0(A) and −0(A).
It follows directly that a−m(A) = am((A)) for all A ∈ Pn,2. Let c be a residual point
for H(±k1,±k2). Then there exists a unique residual point c′ for H(±k1,∓k2) with
J (c) = J (c′). One checks that this induces a bijection between the residual subspaces
of H(±k1,±k2) and those of H(±k1,∓k2), such that L of type (, ) corresponds to
L′ of type (, ′), where ′ is the conjugate partition of . We denote this bijection
by L ↔ (L), and we write (W0cL) = W0c(L). This enables us to deﬁne, for L of
type (, ) with || = l,
−m(L) = [tr−m − IndW0S×W0(Bl)(triv ⊗ S−m())]−m.
Since S−m() = (Sm(′)), it is easy to see that we have
−m((L)) = (m(L)). (5.3)
Putting U−m(n) = Um(n), we deﬁne f BC−m() = (f BCm ()) and −m(A) = m((A)).
One can check that with these deﬁnitions, (4.45) also holds for m ∈ 12Z0 and that
the deﬁnitions for m = 0 are unambiguous.
We use (4.46) to deﬁne Green functions P−mA,B . Using the deﬁning equation, it is easy
to see that these satisfy, for all A,B ∈ Pn,2,
P−mA,B = Pm(A),(B). (5.4)
This identity means that 5.1(iii) and (iv), applied to −m, are compatible. Let k1 <
0, k2 = mk1,m ∈ 12Z0. Choose MmA ∈ Hˆ
t
(k1, k2;R) and let its central character be
W0cL = f BCm (m(A)). By Remark 2.5, MmA ⊗ (−, n) is the W0-restriction of M−mC in
Hˆ
t
(k1,−k2;R) with central character (W0cL). By (5.4),
∑
B
PmB,AVB ⊗ V(−,n) =
∑
B
PmB,AV(B) =
∑
B
Pm(B),AVB =
∑
B
P−m
B,(A)VB,
so by 5.1(iii), C = (A). This is compatible with 5.1(iv) since f BC−m(−m((A))) =
(f BCm (m(A))) = (W0cL), and (A) ∈ −m((W0cL)) by (5.3). Thus, we can
extend Conjecture 5.1 to apply to all m ∈ 12Z. According to this conjecture we can
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label the modules in Hˆt (R) with Pn,2 such that for any m ∈ 12Z, MmA has central
character f BCm (m(A)) and W0-decomposition
M
m;l
A =
⎧⎨
⎩
∑
B P
m;l
BA VB if k1 < 0,∑
B P
m;l
BA VB ⊗  if k1 > 0.
(5.5)
If we replace k2 by −k2 then we have (MmA ) = M−m(A), in every degree. In particular,
(M0;lA ) = M0;l(A) for all l, hence, if A = (A), the W0-module M0A is invariant
for  in every graded part. In this situation, H contains the graded Hecke algebra
H(Dn) associated to the sub-root system of R0 consisting of the long roots, which is
of type Dn, as a sub-algebra. One can restrict a module of Hˆ
t
(R) to H(Dn) to obtain a
tempered H(Dn)-module. The above formulas suggest that M0A $W0(Dn) M0(A) remains
irreducible unless A = (A), in which case it splits into two irreducible components.
We do not necessarily assume in Conjecture 5.1 that the parameters are special.
Indeed, the equivalence classes in Wˆ0 under ∼m are singletons if m > n − 1. This
means that for such parameters, the members of Hˆt (R) are separated by their central
character. Thus, we recover the special parameters (4.1) computed in [4].
Remark 5.5. For B3 and B4, and special parameters, Conjecture 5.1 has been shown
to be true, thanks to the explicit calculations of the appropriate Green functions by
Gunter Malle, and the determination of Hˆt (R). See Section 6.4 for an example.
Notice that we may also formulate Conjecture 5.1 as follows, if we transfer the
Springer correspondents of Cm(n) to Um(n) by putting m() = m(W0cL) if W0cL =
f BCm ():
Conjecture 5.6. Let H be the graded Hecke algebra associated to the root system of
type Bn with parameters k1, k2 such that k1 > 0 and k2 = mk1 for m ∈ 12Z0. Then
Hˆ
t
(R) has the following description. For  ∈ Um(n), let m() = [m()]m be the set
of Springer correspondents of  ∈ Um(n).
Then Hˆt (R) has a set of representing modules
{Mm;(,) |  ∈ Um(n), (, ) ∈ m()},
where this indexation is uniquely characterized by the requirements
• The central character of Mm;(,) is W0cL = f BCm ().
• The W0-module Mm,(,) contains the irreducible W0-character (,) ⊗ .
Moreover, given this parametrization, the multiplicity of (, ) ⊗  in the W0-module
Mm;(,) is equal to one.
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In the notation of Conjecture 5.1, we have MmA = Mm;A. In the above formulation,
the modules Hm,(,) are presented as the analogue of the Springer modules H(Bu),
where  replaces u and (, ) replaces . Indeed, in the classical case, the character 
can be read off from the symbol of (, ).
5.1.1. Special case: A = (−, 1n)
In the equal label cases, the W0-module H(Bu) is for u = 1 isomorphic to the
coinvariant algebra (with degrees doubled). The only Springer correspondent of C =
{1} is the sign representation, indexed by (−, 1n). For arbitrary m, the conjecture shows
that the module Mm(−,1n) is isomorphic to the coinvariant algebra as well, and the W0-
grading has undergone a shift:
Lemma 5.7. Let 0m ∈ 12Z0. Then, with  = (−, 1n) the sign representation, we
have PmA,(t) = tn(m−1)P 1A,(t) if m ∈ Z, and PmA,(t) = tn(m−1/2)P 1/2A, (t) if m /∈ Z.
Proof. Suppose that m ∈ Z. One checks that the am-value is maximal among Pn,2.
Therefore one can show, analogous to Lemma 7.2 in [20] that t−am()R()PmA, = R(A)
(where we identify Wˆ0 with Pn,2 and R is as in Section 3). On the other hand one
checks with an easy computation that am() = n2 + n(m− 1). The proof for m /∈ Z is
analogous. 
5.1.2. Generic parameters
We also conjecture the structure of Hˆt (R) at generic parameters:
Conjecture 5.8. Suppose that the parameters are generic, say k2 = tk1 where t =
m +  or t = m − , k2 = mk1 with k1 
= 0 are special parameters and  > 0 is such
that there are no special parameter values between k2 = mk1 and k2 = tk1. Recall
from Theorem 4.44 that we have a bijection m(W0cL) ↔ Cm(W0cL). Let L′ be a
generically residual subspace of type (, ) such that W0cL′ ∈ Cm(W0cL). Suppose it
has Springer correspondent (, ) = t (W0cL′) ∈ m(W0cL). Then, for H with labels
k2 = tk1, the irreducible tempered module Mt(,) with central character W0cL′ has
W0-structure given by
Mt
(,) |W0= IndW0W0(RL′ )(triv ⊗M
m
St ()). (5.6)
In other words, the Springer correspondent for k2 = tk1 of W0cL′ is obtained by
truncatedly inducing triv ⊗ St () (the Springer correspondent of WLcL′ ), whereas the
entire module Mt
(,) is obtained as the induction of the whole corresponding module.
We give an example in Section 6.3.
5.2. The afﬁne Hecke algebra
We note that Conjecture 5.1 applies to the afﬁne Hecke algebra as well:
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Remark 5.9. Let R = (R0, X, Rˇ0, Y,0) be a root datum such that R0 has type Bn.
Let the simple roots be 1, . . . , n. Let k1, k2 be the root labels of the long, resp.
short roots and consider H = H(Rdeg, k). In view of Remark 2.4 and Eq. (2.11), we
can transfer the conjecture on Hˆt (R) to Hˆt (R), where H = H(R′, q) is the afﬁne
Hecke algebra associated to R′ = (R′0, X′, Rˇ′0, Y ′,′0) and root label function q, in the
following two cases:
• R0 = R′0, 0 = ′0, rank(X) = rank(X′) and (2.8) holds, i.e., k1 = log(qˇ1),
k2 = log(qˇnq1/2ˇn/2);
• R′0 has type Cn, R′0 (resp. ′0) is obtained from R0 (resp. 0) by multiplying
the short roots by 2, rank(X) = rank(X′) and (2.8) holds, that is, k1 = log(qˇ′1),
k2 = log(q1/2ˇ′n ).
In these cases, Hˆt (R) is in bijection with Hˆt (R), and under the correspondence of
Hˆ0 → Wˆ0 obtained in the limit q1/2ˇ → 1, the statements on the W0-structure of
the modules in Hˆt (R) carry over to the H0-structure of the corresponding modules in
Hˆt (R).
6. Examples
We end by giving some examples of the conjectures and the constructions in the
previous sections.
6.1. Splitting and joining
Let n = 22,m = 2, k 
= 0 and let c be the residual point with coordinates
(7, 6, 6, 5, 5, 4, 4, 4, 3, 3, 3, 3, 2, 2, 2, 2, 1, 1, 1, 1, 0, 0)k, then J (W0c)=(0, 1, 3, 4, 6, 7).
Therefore m(W0c) is the m-equivalence class of(
0 3 10 12
2 7
)
. (6.1)
The 2-symbol (6.1) is the symbol of (366, 25). There are (62) possible 2-symbols with
these entries, i.e., there are 15 generically residual points c(i , k1, k2) (i = 0, 1, . . . , 14)
which, when k2 = 2k1 
= 0, become equal to c. The partitions i can be determined by
applying J2 to all double partitions whose 2-symbols is similar to (6.1). We construct
ﬁrst (W0c), obtained from (6.1). It is obtained as (W0c) = J2((366, 25)) and shown
in Fig. 7. Now let us demonstrate how we can, given an arbitrary  ∈ P2(c), reach
(W0c) through a series of ﬂips. We take  = (2832). We need to rearrange the 2-
symbol of S2() into (6.1), by interchanging the ﬁrst entry which is bigger than its
successor with the unique entry in the other row with which it can be interchanged
(the entries in each row must remain increasing). In the following ﬁgure, we carry this
out.
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Fig. 7. J2((366), (25)).
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Fig. 8. T2().
Observe that each permutation in the symbol corresponds to a ﬂip of one part of 
to a part of , until we reach the initial partition (W0c). Notice also that we have at
every step 4 horizontal and 2 vertical extremities.
6.2. Calculation of Springer correspondents
Let n = 35,m = 2 and consider the residual subspace L of type ((3, 6, 9), ) where
 = (1462). We will describe the sets Cm(W0cL) and m(W0cL), as well as the partition
 ∈ Um(n) such that f BCm () = W0cL. We start with constructing m(W0cL) by using
the deﬁnition of truncated induction. We observe by drawing T2() that one can insert
A-strips of length 3 and 9 into T2() to obtain a partition . Then T2() is as in
Fig. 8.
We calculate m(W0cL). Put  = (39),  = (7),  =  ∪  = (379) as in 4.12.2. We
adopt the notation of Proposition 4.41. We start with
trm − IndW0(B25)S9×W0(B16)((9)⊗ (66, 4)).
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The 2-symbol of (, ) = (66, 4), written with l() = 4, l() = 2 is
(
0 2 10 12
0 6
)
.
Recall that  = (0, . . . , 3) and  = (0, 1). With t = 9, we have
e2(3) > e2(2) > e2(1) > e2(1),
and 2 + 1 = 10 > t > 1 + 1 = 4. Thus, we are in situation (4.21) with k = 1, l =
1, f = 1. Since t > 21, it follows that (4.20) applies with p = 0 and we obtain
(′1, ′1) = (4, 5) or (5, 4). The resulting 2-partitions (0466, 45) and (0566, 44) have
2-symbols
(
0 6 10 12
4 7
)
and
(
0 7 10 12
4 6
)
.
Notice that they are indeed similar. We proceed with the second induction, choosing
(0466, 45) (the outcome does not depend on this choice), i.e., we calculate
trm − IndW0(B32)S7×W0(B25)((7)⊗ (466, 45)).
We put t = 7 and consider the 2-symbol of (, ), where we have put l() = 5, l() = 3
and both indexations starting with zero:
(
0 2 8 12 14
0 6 9
)
.
Then we have
e2(4) > e2(3) > e2(2) > e2(2) > e2(1) > e1(1) > e2(0)e2(0),
while 2 + 1 = 8 > t > 1 + 1 = 4. Thus, we are in situation (4.21) with f = 1, k =
l = 1. We have t < 21, hence we ﬁnd (′1, ′0) = (3, 4) or (2, 5). However, the latter
is impossible since 1 = 4. This is an illustration of how the impossibility of ﬁtting
the A-strip of length seven into T2(), implies that this induction does not change the
number of Springer correspondents. Thus we ﬁnd the 2-partition (03466, 445). Finally,
we consider the induction
trm − IndW0(B35)S3×W0(B32)((3)⊗ (3466, 445)).
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We start from (, ) = (003466, 0445) with 2-symbol
(
0 2 7 10 14 16
0 6 8 11
)
.
Observe also the interval 6,7,8 which has been formed due to the induction of the
factor A6 which could not be ﬁtted into T2(). We have t = 3,
e2(5) > e2(4) > e2(3) > e2(3) > e2(2) > e1(2) > e2(1) >
e2(1) > e2(0)e2(0),
and 1 + 1 = 4 > t > 1 + 0. Thus we are in situation (4.18) with f = 0, k = l = 1.
We have 21 + 2 < t and hence (′1, ′0) = (0, 3) or (1, 2). Indeed, both are possible.
Thus we obtain the 2-partitions (3466, 3445) and (13466, 2445) with 2-symbols
(
0 2 7 10 14 16
3 6 8 11
)
and (
0 3 7 10 14 16
2 6 8 11
)
.
We conclude that m(W0cL) = [(13466, 2445)]m. Let us check that this is also what
we ﬁnd by applying m to , the partition corresponding to L. This partition consists
of the parts 2ji + 1 where the ji are the jumps of c(, k,mk), and the parts (t, t) for
every At−1, hence  = (1, 32, 73, 92, 13, 15). Using the deﬁnition of m, one easily
checks that m() = (13466, 2445).
Finally we check the bijection between m(W0cL) and Cm(W0cL). Since l() =
2,m = 2, r = 1, we have |m(W0cL)| = 22
(2+2·1
1
) = 16.
The corresponding 2-symbols are found as follows. It is not hard to see that there
are exactly three other partitions 1, 2, 3 such that S2(i ) ∼2 S2(). We display them
in Fig. 9 where we insert also the blocks of length 3 and 9 to obtain 1, 2, 3.
One checks that {S2+(i ); i = 1, 2, 3} = {(1236, 268), (1234, 26 10), (34566, 4)}.
Applying
trm − IndW0(B35)S7×W0(B28)((7)⊗ (, )),
where (, ) = S2±(i ) yields the other 2-partitions in 2(W0cL). One easily checks
that to 1 the following 2-partitions are associated: we have(
0 3 6 8 11 16
2 7 10 14
)
,
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Fig. 10. T7/2().
and those resulting by interchanging 2 and 3, and/or 10 and 11; similarly from 2 we
ﬁnd (
0 3 6 8 11 14
2 7 10 16
)
,
and those resulting by interchanging 2 and 3, and/or 10 and 11; and ﬁnally from 2
we ﬁnd (
3 6 8 11 14 16
0 2 7 10
)
,
and those resulting by interchanging 2 and 3, and/or 10 and 11. One checks that these
16 2-partitions exhaust a similarity class.
We give another example for non-integer m. Let m = 72 , n = 35 and consider
Um(n)   = (1 1 4 7 7 10 12 13 13 14). An application of f BCm yields that 
corresponds to L ∈ Lm(n) of type ((7, 13), ) where c = c(, k,mk) is a residual point
for B14 with jumps J (W0c) = { 32 , 92 , 112 , 132 }, as in Fig. 10.
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We apply m. According to the deﬁnition, ﬁrst we need to add a zero to  and to
replace the parts (13 13) by (14 12). Then we have  = (0 1 1 4 7 7 10 12 14 12 14),
∗ = (0 2 3 7 11 12 16 19 21 19 21), (∗, ∗) = (1 3 5 9 10 9 10, 0 1 6 8), and
(, ) = (1236644, 0045) whose lengths are readjusted to form (, ) = (123644, 045)
in the 72 -symbol, which reads:(
1 4 7 12 14 14 16
1 7 10
)
.
We replace it by (
1 4 7 10 12 14 16
1 7 14
)
,
which is the symbol of (1234444, 49) = m().
We now check that we also ﬁnd m() by computing m(W0cL) using truncated
induction. Thus, using again the notation of Section 4.12.2 and Proposition 4.41, we
have  = ,  = ∅,  =  = (1 7 13). We start with computing
trm − IndW0(B27)S13×W0(B14)((13)⊗ (2444,−)).
The symbol of (02444, 0) is (
0 4 8 10 12
1
)
,
such that with t = 13 we have
em(4) > em(3) > em(2) > em(1) > em(0) > em(0),
and t > 1 +0. That is, we are in situation (4.18) with f = 0, k = 4, l = 3. In (4.24),
we get p = 3 since 23+6−1 = 13. According to (4.23) we thus ﬁnd (′3, ′0) = (4, 9).
We thus obtain the 2-partition (24444, 9). We proceed to calculate
trm − IndW0(B34)S7×W0(B27)((7)⊗ (24444, 9)).
The symbol of (024444, 09) is(
0 4 8 10 12 14
1 12
)
,
such that
em(5) > em(1)em(4) > em(3) > em(2) > em(0) > em(0),
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and 1 + 4 = 13 > 7 = t > 1 + 0. Analogous to the ﬁrst induction we ﬁnd this time
that the a-value is maximal for (234444, 49). The last step, the induction
trm − IndW0(B35)S1×W0(B34)((1)⊗ (234444, 49))
yields analogously that indeed
m(W0cL) = [(1234444, 49)]m = m()
as expected.
6.3. Tempered modules at generic parameters
Let n = 6, m = 1 and consider L of type A0 × A2 × B2(2). Then one checks
that 1(W0cL) = {W0cL1 , . . . ,W0cL4} where L1, L2, L3, L4 are of type, respectively,
B6(222), A0 × B5(122), A2 × B3(12), A0 × A2 × B2(2) (see the ﬁgure below). From
0
1
2
0
1
1
Deﬁnition 4.20 it follows that 1(W0cL) = {(122, 1), (112, 2), (22, 11), (12, 12)}. Using
the deformed symbols of Section 4.13, we ﬁnd the following a-values around m = 1:
(, ) (1 ± )− symbol a1−(, ) a1+(, )
(122, 1)
(
1 4 6
∓  3 ∓ 
)
7 + 2 7 + 
(22, 11)
(
0 4 6
1 ∓  3 ∓ 
)
7 +  7 + 2
(112, 2)
(
1 3 6
∓  4 ∓ 
)
7 +  7 + 2
(12, 12)
(
0 3 6
1 ∓  4 ∓ 
)
7 7 + 3
The modules in Hˆt (R) with k2 = k1 
= 0 with central character W0cL are denoted
{M1
(,) | (, ) ∈ 1(W0cL)}. Let V 01 , . . . , V 04 denote the W0-types of M1(122,1), . . . ,
M1(12,12) (in the order above) respectively. We have calculated these W0-modules via
Lusztig’s theorem (3.4) and the explicit knowledge of the Green functions, computed
by G. Malle.
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Now we compute the W0-structure of the modules M1±(,) for (, ) ∈ m(W0cL). We
denote these W0-modules by V ±1 , . . . , V
±
4 (in the same order as above). For example,
1−(W0cL4) = (122, 1). Then, according to (5.8),
V −1 = M1−(122,1) |W0= IndW0W0(RL4 )((1)⊗ (3)⊗M
1
(2,−)),
and it turns out that in fact V −1 $ V 01 ⊕ · · · ⊕ V 04 .
If L′ = L3 and m = 1 +  then 1+(W0cL3) = (22, 11). According to (5.6),
V +2 = M1+(22,11) |W0= IndW0W0(RL3 )((3)⊗M
1
(12,−)),
and it turns out that V +2 $ V 02 ⊕ V 04 .
Continuing, one checks that according to Conjecture 5.6 we ﬁnd the following mod-
ules for m = 1 − ,m = 1,m = 1 + .
L M1−m−(W0cLi ) |W0 m = 1 M
1+
m+(W0cLi )
|W0
L1 V
0
4 − V 01
L2 V
0
4 ⊕ V 03 − V 01 ⊕ V 02
L3 V 04 ⊕ V 02 − V 03 ⊕ V 01
L4 V
0
1 ⊕ V 02 ⊕ V 03 ⊕ V 04 {V 01 , V 02 , V 03 , V 04 } V 01 ⊕ V 02 ⊕ V 03 ⊕ V 04
Thus, in this example, generically (around m = 1), the representation with central
character W0cL′ for L′ of type A0 ×A2 ×B2(2) is irreducible. At m = 1, it splits into
four irreducible components. At generic parameters around m = 1, the other modules
in Hˆt (R) with central character W0cL′′ for L′′ ∈ m(W0cL) are direct sums of these
components, as W0-modules.
6.4. Calculation of Hˆt (R)
To illustrate Conjecture 5.1 we consider a root system of type B3. We consider the
special parameters k2 = mk1 with m = 2 and k1, k2 > 0. Then we order P3,2, reﬁning
the order given by the a-value, and such that similarity classes form intervals. In this
case, we have
(, ) a2(, )
(−, 111) 12
(−, 12) 8
(1, 11) 6
(−, 3) 5
(1, 2) 4
(, ) a2(, )
(11, 1) 3
(111,−) 3
(2, 1) 2
(12,−) 1
(3,−) 0
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and also (11, 1) ∼2 (111,−); we therefore keep this ordering. The matrix (P 2A,B) has
been computed by G. Malle. The results are as follows. For all A = (, ) ∈ Pn,2, we
tabulate the partition  = 2(, ) ∈ U2(3) of which it is a Springer correspondent, the
residual subspace L such that W0cL = f BC2 () and for all l the degree-l component
M
2;l
A of M
2
A viewed as W0-module.
(, ) 2(, ) type of L l M
2;l
(,)
(−, 111) (173) ∅ 3 (3,−)
4 (2, 1)
5 (1, 2)+ (12,−)
6 (−, 3)+ (11, 1)+ (2, 1)
7 (1, 11)+ (1, 2)+ (12,−)
8 (−, 12)+ (11, 1)+ (2, 1)
9 (1, 11)+ (1, 2)+ (111,−)
10 (−, 12)+ (11, 1)
11 (1, 11)
12 (−, 111)
(−, 12) (13223) A1 3 (3,−)
4 (2, 1)
5 (1, 2)+ (12,−)
6 (−, 3)+ (11, 1)+ (2, 1)
7 (1, 11)+ (1, 2)
8 (−, 12)
(1, 11) (155) B1 2 (12,−)+ (3,−)
3 (11, 1)+ (2, 1)
4 (1, 2)+ (111,−)+ (12,−)
5 (11, 1)+ (2, 1)
6 (1, 11)
(−, 3) (133) A2 2 (3,−)
3 (2, 1)
4 (1, 2)
5 (−, 3)
(1, 2) (1225) A1 × B1 2 (12,−)+ (3,−)
3 (11, 1)+ (2, 1)
4 (1, 2)
(11, 1) (1235) B2, (11) 2 (12,−)
3 (11, 1)
(111,−) (1235) B2, (11) 3 (111,−)
(2, 1) (137) B2, (2) 1 (12,−)+ (3,−)
2 (2, 1)
(12,−) (37) B3, (12) 1 (12,−)
(3,−) (19) B3, (3) 0 (3,−)
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Notice that the decomposition into graded parts of the regular representation (which
we obtain for the center 0 of the subspace L = a which has RL = ∅), is the one of
the coinvariant algebra with a degree shift, as seen in Section 5.1.1.
We have veriﬁed by explicit calculation that the rightmost column indeed contains
the W0-types of the modules in Hˆ
t
(R). For details, see [21].
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