This paper discusses the scalability of Cholesky, LU, and QR factorization routines on MIMD distributed memory concurrent computers. These routines form part of the ScaLAPACK mathematical software library that extends the widely-used LAPACK library to run e ciently on scalable concurrent computers. To ensure good scalability and performance, the ScaLAPACK routines are based on block-partitioned algorithms that reduce the frequency of data movement between di erent levels of the memory hierarchy, and particularly between processors. The block cyclic data distribution, that is used in all three factorization algorithms, is described. An outline of the sequential and parallel block-partitioned algorithms is given. Approximate models of algorithms' performance are presented to indicate which factors in the design of the algorithm have an impact upon scalability. These models are compared with timings results on a 128-node Intel iPSC/860 hypercube. It is shown that the routines are highly scalable on this machine for problems that occupy more than about 25% of the memory on each processor, and that the measured timings are consistent with the performance model.
1 Introduction ing communication tasks that arise frequently in parallel linear algebra computations. In the ScaLAPACK routines all interprocessor communication takes place within the distributed BLAS and the BLACS, so the source code of the top software layer of ScaLAPACK looks very similar to that of LAPACK.
Requirements of Scalable Libraries
In developing a library of high-quality subroutines for performing dense linear algebra computations the design goals fall into three broad classes:
performance goals ease-of-use goals range-of-use goals These design goals will be discussed in the following three subsections.
Performance
Two important performance metrics are concurrent e ciency and scalability. We seek good performance characteristics in our algorithms by eliminating, as much as possible, overhead due to load imbalance, data movement, and algorithm restructuring. The way in which the data is distributed (or decomposed) over the memory hierarchy of a computer is of fundamental importance to these factors. Concurrent e ciency, , is de ned as the concurrent speedup per processor 26] , where the concurrent speedup is the execution time, T seq , for the best sequential algorithm running on one processor of the concurrent computer, divided by the execution time, T, of the parallel algorithm running on N p processors. When direct methods are used, as in LU factorization, the concurrent e ciency depends on the problem size and the number of processors, so on a given parallel computer and for a xed number of processors the running time should not vary greatly for problems of the same size. Thus, we may write, (N; N p ) = 1 N p T seq (N) T(N; N p ) (1) where N represents the problem size. In dense linear algebra computations most of the computational work involves operations on oating-point numbers, so the sequential execution time is usually proportional to the oating-point operation count. Thus, the concurrent e ciency is related to the performance, G, measured in oating-point operations per second, by G(N; N p ) = N p t calc (N; N p )
2 where t calc is the time for one oating-point operation. For routines that iterate, such as eigensolvers, the number of iterations, and hence the execution time, depends not only on the problem size, but also on other characteristics of the input data, such as condition number. A parallel algorithm is said to be highly scalable 29, 36] if the concurrent e ciency depends on the problem size and number of processors only through their ratio. This ratio is simply the memory requirement of the problem per processor, often referred to as the granularity. Thus, for a highly scalable algorithm the concurrent e ciency is constant as the number of processors increases while keeping the granularity xed. Alternatively, Eq. 2 shows that this is equivalent to saying that for a highly scalable algorithm the performance depends linearly on the number of processors for xed granularity. The degree of scalability may be gauged by the isoe ciency function, (N p ), which is de ned to be the problem size necessary to maintain some xed e ciency, , as the number of processors, N p , varies. Thus, if (N p ) depends linearly on N p then the concurrent e ciency is a function of the grain size, g = N=N p . Such algorithms are highly scalable. Algorithms for which (N p ) is a rapidly increasing function of N p are said to scale poorly. The scalability of a parallel algorithm can be assessed by plotting the isoe ciency function for di erent values of , that is by plotting curves in the (N p ; N) plane on which is constant. On any particular machine we are usually interested in how an algorithm scales within a \window" in the (N p ; N) plane. This is shown schematically in Figure 1 in which the window is bounded to the right by the number of processors in the parallel machine, below by the size of the smallest problem of interest, and to the left and above by either the memory size per processor or runtime considerations. For some algorithms there may also be an upper bound on the problem size imposed by considerations of stability and/or accuracy. In Figure 1 we have assumed that the memory requirements scale linearly with the problem size. The runtime bound turns over as N p increases as the concurrent e ciency falls o . In designing an algorithm for a scalable library we seek one that is scalable within the windows of interest of as large a set of machines as possible. It should be noted that scalability studies conducted on small machines are of little use if the problem sizes considered are below the minimum size of interest. In the absence of an accurate performance model it is not valid to infer that an algorithm that scales well on one machine will also scale well on another machine, or even on the same machine for a larger number of processors. It is also important to note the distinction between good scalability and high e ciency. Suppose we have two algorithms with the same order of computational complexity that perform the same task. Algorithm 1 is e cient and scalable for some number of processors N p N , but loses scalability as the number of processors increases further. Algorithm 2 is less e cient than Algorithm 1 for a given problem size in the N p N regime, but maintains good scalability for all N p . In this case it is unclear which algorithm is \best" overall. For a su ciently small number of processors Algorithm 1 is preferable, but for a larger machine Algorithm 2 is better. Such dilemmas raise the possibility of using polyalgorithms, that is applying di erent algorithms on di erent machines or for di erent regions of the (N p ; N) plane. The de nition of scalability that we have adopted here is based on the performance per processor at xed memory per processor. An alternative approach is to measure scalability in terms of performance per processor at xed computational work per processor. This latter approach provides a useful scalability metric when runtime constrains the problem size 30, 31] . Large, dense linear algebra computations mostly arise in three-dimensional boundary element problems 24] , and for such problems memory, rather than runtime, usually constrains the problem size 42]. As noted by Cwik, Patterson, and Scott, \simulations using integral equation methods are fundamentally limited by the amount of available memory," which has led them to develop an out-of-core solver for their electromagnetic scattering problem 11]. Moreover, the largest dense LU factorization problems run in-core on the Intel Delta system are solved in less than 12 minutes 13]. In Figure 1 memory constrains the problem size and forms the lefthand boundary of the window-of-interest. There are, of course, many problems in which the runtime constraint lies below the memory constraint, but for the problems and machines currently of interest to us we believe this not to be the case. For matrix problems the problem size is O(N 2 ), so the memory constraint in the (N p ; N) plane is a straight line. The runtime is O(N 3 ), so the runtime constraint is a curve of the form N 2=3 p . Thus, for a su ciently large number of processors runtime will constrain the problem. The critical question is at what number of processors does this crossover occur? Alternatively, we could ask whether there is a signi cant number of dense linear algebra problems whose solution is so important that we are prepared to put up with very long runtimes. We believe that such a class of problems is of practical interest, and that for these problems the crossover takes place at machine sizes that are signi cantly larger than those currently available. Whether this continues to be the case in the future depends on how the technology advances. Thus, we scale the problem size with xed memory per processor in our de nition of scalability.
Ease-Of-Use
Ease-of-use is concerned with factors such as portability and the user interface to the library. Portability in its most inclusive sense means that the code is written in a standard language, such as Fortran, and that the source code can be compiled on an arbitrary machine to produce a program that will run correctly and e ciently. In our modular approach to ScaLAPACK it is assumed that the distributed Level 3 BLAS and the BLACS that form the building blocks of the library routines are available in optimized form for each target platform, and are linked in during compilation. Thus, only the upper layers of the ScaLAPACK library are fully portable in the source code sense. Ease-of-use is also related to the user interface, and is enhanced if implementation details are largely hidden from the user, for example, through the use of an object-based interface to the library. In addition to the LAPACK-compatible interface, we are also experimenting with developing interfaces for LAPACK and ScaLAPACK that are compatible with Fortran 90 9] and C++ 20].
Range-Of-Use
Range-of-use may be gauged by how numerically stable the algorithms are over a range of input problems, and the range of data structures the library will support. For example, LAPACK deals with dense matrices stored in a rectangular array, packed matrices where only the upper or lower half of a symmetric matrix is stored, and banded matrices where only the nonzero bands are stored. 3 The ScaLAPACK E ort
Algorithms to be Included
Over the past three years the LAPACK linear algebra library has been designed and implemented for a wide range of shared memory supercomputers. When complete, ScaLAPACK will extend LAPACK to distributed memory concurrent computers. This section gives an overview of the functionality provided by LAPACK. LAPACK, which is based on the successful LINPACK 14] and EISPACK 27, 41] libraries, is portable and e cient across the range of large-scale, sharedmemory, general-purpose computers. This portability and e ciency is achieved through the use in LAPACK of a set of basic linear algebra subroutines (called the Level 1, 2, and 3 BLAS) which perform basic operations such as scalar-vector, matrix-vector, and matrix-matrix multiplication. These subroutines, especially the matrix-matrix operations, can be optimized for each machine while the Fortran code that calls them remains identical and hence portable across all the machines. This approach lets us extract most of the performance that each machine has to o er, while restricting machine-dependent code to the BLAS and a few integer \tuning parameters." LAPACK provides approximately the same functionality as LINPACK and EISPACK together, namely, solution of systems of simultaneous linear equation, least-squares solution of overdetermined systems of equations, and solution of matrix eigenvalue problems (standard and generalized). The associated matrix factorizations (LU, Cholesky, QR, SVD, Schur, generalized Schur) are also provided, as are related computations such as reordering of the factorizations and condition numbers (or estimates thereof). Dense and band matrices are provided for, but not general sparse matrices. In all areas, similar functionality is provided for real and complex matrices. LAPACK includes routines for solving systems of linear equations for di erent types of matrices. In addition to general solvers for dense, banded, and tridiagonal matrices, special solve routines exist for symmetric/Hermitian inde nite and positive de nite matrices, complex symmetric matrices, and positive de nite banded and tridiagonal matrices. For the symmetric and Hermitian 6 cases, versions exist that assume packed storage, thereby halving the memory required to store the matrix. In addition to the linear system solvers, LAPACK includes routines for solving linear least squares problem, computing the singular value decomposition, for the eigenvalue problem (general, symmetric, and generalized problem).
Target Architectures
The EISPACK and LINPACK software libraries were designed for supercomputers in use in the 1970's and early 1980's, such as the CDC-7600, Cyber 205, and Cray-1 computers 35]. These machines featured multiple functional units that were pipelined to get good performance. The CDC-7600 was basically a high-performance scalar computer, while the Cyber 205 and Cray-1 were early vector computers. The development of LAPACK in the late 1980's was intended to make the EISPACK and LIN-PACK libraries run e ciently on shared memory, vector supercomputers. The ScaLAPACK software library extends the use of LAPACK to distributed memory concurrent supercomputers. The development of ScaLAPACK began in 1991 and is expected to be completed by the end of 1994. The underlying concept of both the LAPACK and ScaLAPACK libraries is the use of blockpartitioned algorithms to minimize data movement between di erent levels in hierarchical memory. Thus, the ideas discussed in this paper for developing a library for performing dense linear algebra computations are applicable to any computer with a hierarchical memory that (1) imposes a su ciently large startup cost on the movement of data between di erent levels in the hierarchy, and for which (2) the cost of a context switch is too great to make ne grainsize multithreading worthwhile. Our target machines are, therefore, medium and large grainsize advanced-architecture computers. These include \traditional" shared memory, vector supercomputers, such as the Cray Y-MP and C90, and MIMD distributed memory concurrent supercomputers, such as the Intel Paragon, and Thinking Machines' CM- 5 43] , and the more recently announced IBM SP1 and Cray T3D concurrent systems. Since these machines have only very recently become available most of the ongoing development of the ScaLAPACK library is being performed on a 128-node Intel iPSC/860 hypercube and on the 512-node Intel Touchstone Delta system. Future advances in compiler and hardware technologies in the mid to late 1990's are expected to make the multithreading paradigm a viable approach for masking communication costs. Since the blocks in a block-partitioned algorithm can be regarded as separate threads our approach will still be applicable on machines that exploit medium and coarse grainsize multithreading. 
Data Distribution Schemes
The fundamental data object used in the ScaLAPACK library is the block-partitioned matrix.
In this section, we describe the block-cyclic method for distributing such a matrix over a twodimensional mesh of processes, or template. In general, each process has an independent thread of control, and with each process is associated some local memory directly accessible only by that process. The assignment of these processes to physical processors is a machine-dependent optimization issue. An important property of the class of data distribution we shall use is that independent decompositions are applied over rows and columns. We shall, therefore, begin by considering the distribution of a vector of M data objects over P processes. This can be described by a mapping of the global index, m, of a data object to an index pair (p; i), where p speci es the process to which the data object is assigned, and i speci es the location in the local memory of p at which it is stored. We shall assume 0 m < M and 0 p < P. Two common decompositions are the block and the cyclic decompositions 26, 45] . The block decomposition assigns contiguous entries in the global vector to the processes in blocks.
where L = dM=Pe. The cyclic decomposition (also known as the wrapped or scattered decomposition) assigns consecutive entries in the global vector to successive di erent processes, m 7 ! ( m mod P; bm=Pc ) (4) Examples of the block and cyclic decompositions are shown in Figure 2 . The block cyclic decomposition is a generalization of the block and cyclic decompositions in which blocks of consecutive data objects are distributed cyclically over the processes. In the block cyclic decomposition the mapping of the global index, m, can be expressed as m 7 ! (p; b; i), where p is the process number, b is the block number in process p, and i is the index within block b to which m is mapped. Thus, if the number of data objects in a block is r, the block cyclic decomposition may be written, 33] , and has been previously used, in one form or another, by several researchers (see 4, 5, 6, 8, 19, 22, 32, 37, 38, 40, 44] for examples of its use). The block cyclic decomposition is illustrated with an example in Figure 3 . In decomposing an M N matrix we apply independent block cyclic decompositions in the row and column directions. Thus, suppose the matrix rows are distributed with block size r over P processes by the block cyclic mapping r;P , and the matrix columns are distributed with block size s over Q processes by the block cyclic mapping s;Q . Then the matrix element indexed globally by (m; n) is mapped as follows, m 7 ?! (p; b; i) n 7 ?! (q; d; j) ( 
7)
The decomposition of the matrix can be regarded as the tensor product of the row and column decompositions, and we can write, (m; n) 7 ! ( (p; q); (b; d); (i; j) ) (8) The block cyclic matrix decomposition given by Eqs. 7 and 8 distributes blocks of size r s to a mesh of P Q processes. We shall refer to this mesh as the process template, and refer to processes by their position in the template. Equation 8 says that global index (m; n) is mapped to process (p; q), where it is stored in the block at location (b; d) in a two-dimensional array of blocks. Within this block it is stored at location (i; j). The decomposition is completely speci ed by the parameters r, s, P, and Q. In Figure 4 an example is given of the block cyclic decomposition of a 36 80 matrix for block size 3 5 and a process template 3 4. The block cyclic decomposition can reproduce most of the data distributions commonly used in linear algebra computations on parallel computers. For example, if Q = 1 and r = dM=Pe the block row decomposition is obtained. Similarly, P = 1 and s = dN=Qe gives a block column decomposition.
Core ScaLAPACK Routines
In this section we describe sequential, block-partitioned versions of the dense Cholesky, LU, and QR factorization routines that form the core of the ScaLAPACK library. The parallel algorithms for these routines will also be described.
LU factorization
We seek a factorization A = LU, where A and L are M N matrices, and U is a N N matrix. L is lower triangular with 1's on the main diagonal, and U is upper triangular. Suppose the system is partitioned as follows, A 00 A 01 A 10 1 1,2 1,3 1,0 1,1 1,2 1,3 1,0 1,1 1,2 1,3 1,0 1,1 1,2 1,3 2 6,0 6,4 6,8 6,12 6,1 6,5 6,9 6,13 6,2 6,6 6,10 6,14 6,3 6,7 6,11 6,15 9,0 9,4 9,8 9,12 9,1 9,5 9,9 9,13 9,2 9,6 9,10 9,14 9,3 9,7 9,11 9,15 1, 0 1,4 1,8 1,12 1,1 1,5 1,9 1,13 1,2 1,6 1,10 1,14 1,3 1,7 1,11 process template. Each small rectangle represents one matrix block { individual matrix elements are not shown. In (a), shading is used to emphasize the process template that is periodically stamped over the matrix, and each block is labeled with the process to which it is assigned. In (b), each shaded region shows the blocks in one process, and is labeled with the corresponding global block indices. In both gures, the black rectangles indicate the blocks assigned to process (0; 0). 11 (15) we obtain the LU factorization of the original M N matrix A. For an in-place algorithm, A is overwritten by L and U { the 1's on the diagonal of L do not need to be stored explicitly. Similarly, when A is updated by Eq. 14 this may also be done in place. After k of these K steps the rst kr columns of L and the rst kr rows of U have been evaluated, and matrix A has been updated to the form shown in Figure 5 , in which panel B is (M ?kr) r and C is r (N ? (k ? 1)r).
Step k + 1 then proceeds as follows,
factor B to form the next panel of L, performing partial pivoting over rows if necessary.
This evaluates the matrices L 0 , L 1 , and U 0 in Figure 5 .
2. solve the triangular system L 0 U 1 = C to get the next row of blocks of U.
3. do a rank-r update on the trailing submatrix E, replacing it with E 0 = E ? L 1 U 1 .
The LAPACK implementation of this form of LU factorization uses the Level 3 BLAS routines xTRSM and xGEMM to perform the triangular solve and rank-r update. We can regard the algorithm as acting on matrices that have been partitioned into blocks of r r elements.
The parallel implementation of the block partitioned LU factorization proceeds as follows: assume A is distributed over a P Q process template with a block cyclic distribution and a block size of r r. Assume that k panels of width r have been factored, and the remainder of the matrix has been updated accordingly, as illustrated in Figure 5 .
Step k + 1 then proceeds as follows:
1. the process in the process template that holds the column block k + 1, i.e., panel B in Figure 5 , performs an LU factorization of this panel, performing pivoting if necessary, and overwriting the corresponding entries of A with L 0 , L 1 , and U 0 . 2. the panel (L 0 and L 1 ) is communicated to all other columns of the process template by broadcasting the appropriate pieces of the panel along rows of the template. 3. processes in columns of the template collaborate to apply pivoting to the portion of the matrix outside the factored panel, thereby a ecting regions U 1 , E, and L. 4 . appropriate portions of U 1 are broadcast along columns of the process template.
5. the rank-r update E 0 = E ? L 1 U 1 is performed. If we assume that we know how to factor A 00 as in Eq. 17, then the triangular system Eq. 18 can be solved to give L 10 . Finally, we re-arrange Eq. The parallel implementation of the block partitioned Cholesky factorization proceeds as follows: assume the lower triangle of A is distributed over a P Q process template with a block cyclic distribution and a block size of r r. Assume that k panels of width r have been factored, and the remainder of the matrix has been updated accordingly. Figure 5 again applies, but only the lower triangular portion of the matrix is stored.
Cholesky Factorization
1. the process in the process template that holds the diagonal block k + 1, i.e., the rst block of panel B in Figure 5 , performs a where we have made use of the fact Q 2 has no a ect on the rst r rows of R. Equation to perform the various parts of the application of (I ? V k+1 T k+1 V T k+1 ) to C. Turning now to the parallel implementation of the block-partitioned QR factorization algorithm, assume A is distributed over a P Q process template with a block cyclic distribution and a block size of r r. Assume again that k panels of width r have been factored, and the remainder of the matrix has been updated accordingly.
1. the column of the process template that holds panel k + 1 performs a QR factorization of this panel, storing the Householder vectors as described before. 2. the same processes collaborate to form T k+1 , leaving this upper triangular matrix on the node that holds the diagonal block of A corresponding to the current panel.
3. matrix V k+1 is communicated to all other columns of the process template by broadcasting the appropriate pieces of this matrix along template rows.
4. matrix T k+1 is broadcast along the row of the process template in which it lies.
5. columns of the process template collaborate to form pieces of V T k+1 C, leaving the result distributed over the template row that holds T k+1 .
6. processes in the template row that holds T k+1 independently update their portion of V T k+1 C. 7 . appropriate pieces of T k+1 V T k+1 C are broadcast along columns of the process template.
8. the rank-r update C = C ? V k+1 (T k+1 V T k+1 C) is performed.
Performance and Scalability
In this section, we develop approximate models of the performance and scalability behavior of the parallel implementations of the three algorithms described in the previous section. We demonstrate that this behavior is observed in practice by reporting the performance attained on the 128-node Intel iPSC/860 hypercube at Oak Ridge National Laboratory.
Run Time Estimates and Scalability
Rather than concentrating on exact models for the performance of each of the algorithms, we develop approximate models by retaining only the leading terms a ecting concurrent performance, e ciency, and scalability, and we shall concentrate on the information that can be extracted from these models. It is customary to model the time for sending a message of length n items (in our case double precision numbers) between two nodes by + n where denotes the latency, and the inverse of the bandwidth. For square N N matrices, the execution times of sequential implementations of the factorization algorithms are given by T seq = C alg N 3 + O(N 2 ) where is the time for a oating point operation, and the constant depends on the algorithm: C LU = 2=3, C Chol = 1=3, and C QR = 4=3. Ideally, in the absence of concurrent overhead, we would expect the execution time for a logical mesh of P Q processors to be C alg N 3 P Q + 1 P Q O(N 2 ) Instead the run time of the parallel LU factorization is estimated to be (see Appendix A),
The rst term is due to the parallelization of the rank-r update. The second term is mainly due to load imbalance during the rank-r update, the panel factorization, which utilizes only P processes, and the simultaneous triangular solve, which utilizes only Q processes, all of which computations lie in the critical path of execution. The term is due to the communications necessary for pivoting and broadcasting. The nal term is due to the volume of communication that lies in the critical path of execution. In 32], it is shown theoretically that the minimum communication required for an LU factorization that balances the workload is (P + Q)=(P Q)O(N 2 ) . The logarithmic factor in the last term of Eq. 25 can be removed by using a more sophisticated broadcast like the EDST algorithm in 34], at the expense of a higher cost for communication startup.
To examine scalability, rst assume that P = 1. In this case, the matrix is column-wrapped over a one-dimensional array of processors, and the run time estimate becomes
In this case, if we wish to maintain e ciency, , we must grow N with Q in the following way: (27) Notice that in order to maintain e ciency, N must grow proportional to Q. Given the fact that memory requirements grow as N 2 , this approach has rather poor scalability properties. Next, assume a general P Q process template, with P > 1. Then to maintain e ciency, the following must hold:
Const: = (N; P Q) = T seq (N)=(P Q T(N; 1 Q)) = h 1 + O((P + Q)=N) + O(log 2 (P)(P Q)=N 2 ) = +O(log 2 (P)(P + Q)=N) = ] ?1 (28) Consider the case where P = Q. Once the number of nodes is large, log 2 (P) grows very slowly and only mildly degrades the e ciency. If the variation of log 2 (P) is ignored, constant e ciency can be maintained by letting N grow with P, the square root of the number of nodes.
The net result is that e ciency can be approximately maintained when the memory requirements for the matrix per node are kept constant.
Thus, according to the de nition of scalability given in Section 2.1, our implementation of dense LU factorization, using a two-dimensional block cyclic data distribution, is expected to exhibit good scalability. The other algorithms lead to similar results, with di erent constants. Notice that the estimated execution time is a function of many parameters. In particular, the following parameters can be chosen to optimize the performance of the parallel implementations:
1. template dimensions, P Q, which we will here assume correspond in some way to the physical dimensions of a grid that can be embedded in the given architecture.
2. block size, r, and 3. problem size, M N.
As a rule, massively parallel architectures are used to solve massive problems, so we can assume that the problem size is large enough to ll a large portion of available memory. For such problems it is always advantageous to add compute nodes. This leaves the user with the decision of how to choose the ratio P=Q, and r, that optimizes performance on a particular machine. It is tempting to try to construct a more precise model of execution time, and hence to compute the optimal values of r and P=Q. In practice, however, the performance of the algorithm as a function of r depends much more on the size of the cache, the memory bandwidth, and the details of the CPU. Indeed, changing the blocksize by one can easily a ect the performance on a single compute node by a factor of two 44]. As a result, r should be treated as a constant that depends on the implementation of the matrix-matrix multiply, and the hardware. The optimal ratio P=Q could be predicted by the model. For our algorithms, communication within rows can be pipelined, and therefore partially hidden by computation. Computation within a column of the template is tightly coupled, making communication more di cult to hide. As a result, an optimal ratio will be attained when P < Q 44].
Experiments on the iPSC/860
In this section, we show how experimental results support the theoretical scalability results by reporting performance attained by our algorithms on the Intel iPSC/860. The Intel iPSC/860 is a parallel architecture with up to 128 processing nodes. Each node consists of an Intel i860 processor, each with 8 Mbytes (on the ORNL machine). The interconnection network forms a hypercube. Logical grids of nodes can be embedded by having columns and rows form subcubes. On each node all computation was performed in double precision arithmetic, using assembly coded BLAS (Level 1, 2, and 3), which are part of a math library implemented by Kuck and Associates and provided by Intel. As mentioned in the previous section, if the logarithmic factors in our performance model are ignored, our implementations based on two dimensional data decompositions allow e ciency to be retained when the memory use per node is held constant as the number of nodes is increased.
We report performance as a function of the number of nodes in Figures 7{10. In these gures, the largest problem size per node of 6.25 Mbytes corresponds to the memory constraint in Figure  1 , while the size of the Intel iPSC/860 (128 nodes) corresponds to the machine size constraint. In our timing experiments we were not constrained by run time, stability, or minimum problem size considerations, so the other constraints in Figure 1 are not relevant here. The graphs that report performance attained per node clearly show the initial reduction, followed by a leveling, of the e ciency. This initial reduction is occurs as the e ciency falls from 1 for a single node to some approximately constant lower e ciency for more than one node. This behavior is consistent with the behavior predicted by the performance models. For the total performance graphs, the linearity of the plots when the number of nodes is increased as the memory usage is held constant, also illustrates the good scalability behavior of the algorithms on the Intel iPSC/860. For the timing experiments reported on in Figures 7{9 , the concurrent e ciencies, as de ned by Eq. 1, lies in the range 0.5{0.6, 0.55{0.65, and 0.7{0.8, for the Cholesky, LU, and QR factorization algorithms, respectively. The smaller e ciencies correspond to smaller problem sizes per node. These e ciencies are quite impressive, since the bulk of the computation is being done by optimized, assembly-coded Level 3 BLAS routines, rather than by compiled Fortran code. Thus, the algorithms exhibit good scalability at acceptably high e ciency. As the gures show, the single node performance ranges from about 22 to 32 M ops for these dense factorization routines. The peak performance of the Level 3 BLAS matrix-matrix multiplication routine on a single node is approximately 36.5 M ops, which we regard as the peak performance of the i860 processor. The bulk of the computation in all algorithms is in the rank-r update. We would expect the choice of the optimal block size to depend on the implementation of this BLAS operation. The block size for both LU and QR factorization is r = 6. For the Cholesky factorization, only the lower triangular portion of the matrix is updated. This poses a problem for the parallel algorithm, since the portion of the matrix on each node does not form a lower triangle, or other shape for which a single call to a Level 3 BLAS routine su ces. As a result, panels must be updated individually and, to get good performance from the BLAS, the width of the panels must increase. As a result, the optimal panel size for the Cholesky factorization is r = 28 for large matrices. Since the bulk of the communication for the LU and QR factorizations is the same, the optimal grid size, P Q, for these factorization is the same: on the Intel iPSC/860 hypercube best performance is attained when P=Q 1=2. Experimental results show the Cholesky factorization to perform best when the dimensions are (approximately) equal. This can be explained in part by the fact that the communication in Step 5 of Section 4.2 is greatly simpli ed when P = Q. The relative performance of the algorithms is given in Figure 10 . The di erence in performance between the QR and LU factorizations is due to the more favorable ratio of computation to communication in the rst. Similarly, the Cholesky factorization runs at a slower rate (as measured in oating-point operations per second) than both the LU and QR factorizations for the same reason. However, notice that for the single node implementation, the Cholesky factorization performs at 22{25 M ops, compared with 28{32 M ops for the LU and QR factorizations. Thus, even in the single node case, the Cholesky factorization performs signi cantly worse in terms of M ops that the other two algorithms, although the actual runtime for Cholesky factorization, for a matrix of given size, is still less than the runtime for LU factorization, since the former involves about half as much computation as the latter. The relatively poor M op rate of the Cholesky factorization is due to the fact that the symmetric rank-r update is performed one panel at a time, even for the single node implementation, yielding an inferior performance of the BLAS. It should be noted that the LAPACK implementation does a single call to perform the symmetric rank-r update, yielding performance comparable to the LU and QR factorizations.
6 Conclusions and Future Work
The ScaLAPACK routines for performing linear algebra computations on distributed memory concurrent computers use distributed versions of the BLAS for performing most of the computational tasks, and the BLACS for communicating data. The use of block-partitioned algorithms improves scalability by reducing the frequency of data movement between processors. The computation performed by each processor within the distributed BLAS can itself be performed using assembly coded sequential BLAS routines, which results in good performance. The ScaLAPACK routines assume a block cyclic data distribution, and their performance can be tuned by the user on any given platform by varying the block size and the aspect ratio, P=Q, of the process template.
In this paper we have demonstrated the good performance and scalability characteristics of the Cholesky, LU, and QR dense factorization routines of the ScaLAPACK library on the Intel iPSC/860 hypercube. In addition, the ScaLAPACK library also currently includes routines for the concurrent solution of triangular systems. The message passing performed in these routines is based on the PICL interface 28], however, when the Message Passing Interface (MPI) standard 18] is complete we intend to rewrite the distributed BLAS and BLACS in terms of this, which should make the library more easily portable. We also intend to add more routines to ScaLAPACK, particularly those concerned with the estimation of condition numbers and the solution of dense eigenproblems, as discussed in Section 3. 
