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por  ultra‐som  exige  um  conjunto  confiável  de  circuitos  e  componentes  eletrônicos,  de 
forma  a  excitar  os  transdutores  ultra‐sônicos  e  também  receber  os  sinais  refletidos  de 
forma  rápida  e  robusta. Entretanto, há  também  a necessidade da utilização de  softwares 
capazes de processar os sinais ultra‐sônicos e gerar as imagens de maneira eficiente. Esse 
trabalho  teve  como  objetivo  primário  o  desenvolvimento  de  um  software  código  aberto 







software  de  geração  de  imagens  bidimensionais  por  ultra‐som,  batizado  de  ImageB,  foi 
desenvolvido  em  linguagem  C++  com  Qt  Toolkit  4,  com  estrutura  modular,  pode  ser 
estendido por meio de plug‐ins além de ser multiplataforma e de licença livre.   Além dos 
algoritmos  clássicos para  conversão do  sinal de RF para  imagem  em  escala de  cinza,  o 
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software  incorpora  também as  técnicas de abertura e  focalização sintética  (SAFT e SF). O 
software  e  o  hardware  desenvolvidos  nesse  trabalho  foram  testados  com  um  transdutor 
matricial  linear de doze elementos, com  freqüência central de  ressonância de 1MHz. Foi 
possível observar que os circuitos foram capazes de defletir e focalizar o feixe acústico e o 
software  ImageB  foi  capaz  de  gerar  imagens  dinâmicas  de  uma  estrutura  conhecida 















of  organs  and  tissues  in  a  non‐invasive,  real  time  way  and  without  using  ionizing 
radiation. The construction of ultrasound imaging systems requires a set of reliable circuits 
and  electronic  components,  for  exciting  the  ultrasonic  transducers  and  receiving  the 
reflected  signals  in a  fast and  robust way. However, one has  to use  software capable  to 
efficiently  process  the  received  ultrasound  signals  and  generate  images.  This  work,  as 
primary objective, aimed at  the development of an open‐source  software  for ultrasound 
image  formation,  employing  techniques  for  real  time  ultrasound  image  formation.  The 
acoustic beam produced by array transducers can be steered and/or focused by electronic 
activation of the elements of the transducer. As secondary objectives, digital circuits were 
developed  to generate  the  sequence of activation of  the  transducer elements  in order  to 
steer  and  focus  the  acoustic  beam  electronically  over  the  region  of  interest  at  a  given 
distance or angle from the face of the transducer array. These digital circuits were created 
using FPGA’s. The software to generate two‐dimensional ultrasound images, ImageB, was 
developed  in  C++  with  Qt  Toolkit  4,  has  been  designed  in  a  modular  form,  can  be 
extended  via  plug‐ins  and  is  multiplatform  and  freeware.  Besides  the  traditional 
algorithms  for  conversion  of  the  RF  signal  to  grayscale  image,  the  software  also 
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incorporates the techniques of aperture and synthetic focus (SAFT and SF). The hardware 
and  software  developed  in  this  work  were  tested  using  a  1  MHz  12‐element  array 
transducer.  It was possible  to notice  that  the circuits were capable  to steer and  focus  the 







































“O erro ensina o caminho do acerto 
 e o fracasso mostra o caminho da segurança.” 
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formação  de  imagens  para  diagnóstico  médico,  na  qual  as  ondas  ultra‐sônicas  são 
utilizadas  para  criar  uma  representação  em  forma  de  imagem  do  tecido  biológico  sob 
investigação. (Yao, 1997; Szabo, 2004). 
As modalidades de diagnóstico médico por  imagens, de  forma geral, podem  ser 
divididas  em  cinco  tipos  principais:  raios‐X,  tomografia  computadorizada  por  raios‐X 
(TC),  ressonância  nuclear  magnética  (RNM),  ultra‐som  e  medicina  nuclear.  Mais 
recentemente,  tem  havido  crescente  interesse  no  ressurgimento  da  tomografia  por 
impedância elétrica. Cada modalidade apresenta características particulares que justificam 
sua aplicação em casos específicos de diagnóstico por  imagem  (Webb, 1988). Todavia, o 
diagnóstico  médico  por  ultra‐som  vem  sendo  amplamente  difundido,  tornando‐se 
referência  em  alguns  exames  clínicos,  destacando‐se  as  imagens  bidimensionais  (2D)  e 
tridimensionais (3D), capazes de representar a anatomia de tecidos e órgãos de forma não‐
invasiva (Dantas, 2004). 
Dessa  forma,  a  ultra‐sonografia  tem  sido  largamente  utilizada  no  auxílio  ao 
diagnóstico médico  em obstetrícia  e ginecologia, neurologia,  cardiologia,  oftalmologia  e 















Nos  dois  gráficos  apresentados  é  possível  perceber  que  o  ultra‐som  é  o  mais 
utilizado quando comparado às outras modalidades de diagnóstico por  imagem. Alguns 







provenientes  da  interação  da  onda  ultra‐sônica  com  diferentes  interfaces,  que  são 
posteriormente  exibidas  em  um  monitor  de  vídeo  (Jensen  e  Leeman,  1994).  Um 




recepção  e  amplificação dos  sinais  captados, uma unidade de  controle  e processamento 
sendo utilizada na configuração de parâmetros das unidades de transmissão e recepção e 
uma  unidade  de  visualização  dos  dados  processados,  ou  seja,  a  imagem  do  alvo  em 
questão (Wells, 1977).  
O desenvolvimento de hardware dedicado à formação de  imagens por ultra‐som é 
um processo  lento  e  caro  (Yongmin  et  al., 1997); no  entanto muitos  esforços vêm  sendo 
aplicados  no  desenvolvimento  de  sistemas  ultra‐sônicos  capazes  de  gerar  imagens  em 
“tempo real” de uma determinada região do corpo humano. Nesses sistemas geralmente 
empregam‐se  arrays  de  transdutores  acoplados  ao  corpo.  Os  elementos  transdutores 
convertem pequenos pulsos de corrente em correspondente onda de pressão acústica. Pela 




do  feixe  ultra‐sônico. Na  focalização  ocorre  a  convergência  do  feixe,  proporcionando  a 




tal  como  em  óptica  (Wells,  1977).  Uma  outra  possibilidade  de  focalização  consiste  na 
utilização de um sistema eletrônico e um transdutor phased‐array (formado por conjunto de 
elementos  piezoelétricos  posicionados  lado  a  lado  em  uma  mesma  base),  ou  anular 
(formado por um conjunto de anéis concêntricos).  
O  transdutor matricial  phased‐array  é  similar  ao  linear  quanto  à  construção, mas 
difere quanto à operação. O feixe ultra‐sônico de um phased‐array pode ser defletido e/ou 
focalizado  na  transmissão  e  recepção  através  do  controle  eletrônico  dos  atrasos  (Jinbo, 







um  transdutor  phased‐array  torna‐se  possível  ainda  a deflexão do  feixe  acústico  em  um 
determinado ângulo.  
 A deflexão do  feixe pode ser obtida aplicando‐se a cada elemento do  transdutor 




posição,  diminuindo  erros  de  medida  e  eliminando  a  necessidade  de  movimentos 
desnecessários do transdutor (Arthur et al., 1999). 
Existe  um  grande  interesse  na  pesquisa das  linhas de  atraso  programáveis  para 
formação  de  feixe  acústico  (Jian‐Yu  et  al.,  1994).  Em  1983,  verificou‐se  que  o 
desenvolvimento das  linhas de atraso  representa o  fator determinante mais significativo 
no desempenho e no  custo do equipamento que utiliza essa  técnica  (Von Ram e Smith, 
1983).  
Os sinais de reflexão recebidos pelo transdutor, quando exibidos em um gráfico de 
tempo por  amplitude,  são  chamados de  sinais de  linha‐A ou ultra‐som modo‐A  (modo 




vídeo  (Loew  et  al.,  2000).  Os  sinais  de  eco  podem  ser  dinamicamente  focalizados  no 
momento de sua recepção por meio de técnicas como a SAFT (Synthetic Aperture Focusing 
Tecnique) que consiste no controle do feixe ultra‐sônico através da inserção de atrasos nos 







demanda  de  programas  computacionais  capazes  de  efetuar  processamentos  de  forma 
robusta e objetiva.  
A  popularização  da  utilização  do  ultra‐som  em  diagnóstico  médico  motivou  a 
elaboração desse  trabalho, que apresenta um software para  formação e processamento de 













em  Modo‐B.  Como  pré‐requisito,  o  software  deveria  ser  projetado  para  ser 
multiplataforma e livre de licença.  
Adicionalmente,  como  objetivos  secundários,  mas  não  menos  importantes,  foi 
desenvolver programas para formação de feixe acústico, o controle de um sistema pulso‐































bidimensional,  pode  ser  considerado  uma  modalidade  tomográfica  (embora  não 
relacionada com a forma de reconstrução de imagem em tomografia computadorizada por 
raio‐x),  onde  a  imagem  obtida  está  relacionada,  quanto  à  forma,  à  seção do  tecido  sob 
investigação.  
Firestone  (1946) percebeu que  as propriedades das  reflexões dos  sinais de ultra‐
som,  poderiam  ser  aplicadas  para  avaliação  não  destrutiva  de  materiais  e  criou  um 




 As  reflexões  (ecos),  dos  diferentes  objetos  ou  interfaces  eram  amplificadas  e 
mostradas  em um  osciloscópio. A  exibição dos  ecos dessa  forma  ficou  conhecida  como 
Linha‐A,  ou  Modo‐A,  onde  “A”  representa  a  amplitude,  uma  vez  que  os  dados  eram 







A  Figura  2(A)  ilustra  um  transdutor  ultra‐sônico  emitindo  pulsos  de  energia 
acústica que se propagam em um meio qualquer. As setas na imagem representam o pulso 
ultra‐sônico e sua  interação com diversas  interfaces, sua  largura  indica a  intensidade do 
sinal acústico sendo possível perceber a diminuição da intensidade à medida que a onda 
se propaga devido à atenuação do sinal. O gráfico da Figura 2(B) representa um sinal de 







Basicamente,  as  imagens  bidimensionais  Modo‐B  são  formadas  a  partir  de  um 
conjunto de  sinais unidimensionais de Linha‐A. Cada Linha‐A  é produzida  a partir da 
excitação de um transdutor e transmissão de um pulso de onda acústica (pressão) sobre o 
objeto  em  investigação,  sendo  que  uma  porção  do  pulso  transmitido  é  refletida  nas 
interfaces de meios com diferentes impedâncias acústicas.  Linhas‐A adjacentes podem ser 
obtidas defletindo‐se o  feixe acústico  sob a  região de  interesse, mecanicamente para um 


















Para  gerar uma  imagem  em modo‐B  os  sinais de Linha‐A  são processados para 
obtenção do envelope do sinal1, após uma compressão logarítmica e conversão em escala 
de  cinza,  são  exibidos,  não  mais  em  um  osciloscópio,  mas  em  um  monitor  de  vídeo, 
verticalmente  (de  cima  para  baixo)  em  forma  de  traçado.  Pelo  fato  do  brilho  em  cada 
traçado  ser  proporcional  à  amplitude  dos  ecos,  essa  forma  de  apresentação  ficou 
conhecida  como  Modo‐B,  onde  “B”  significa  brilho  (Costa  e  Maia,  2000;  Thrush  e 
Hartshorne, 2005).   
Nos  aparelhos  de  ultra‐som  mais  modernos  os  transdutores  são  compostos  por 
dezenas de elementos piezoelétricos que podem ser acionados individualmente.  
Os  sinais  retroespalhados  de  linha‐A  de  cada  elemento  do  transdutor  são 




















imagens  estáticas  são  produzidas  e  exibidas  em  tela  a  uma  taxa  de  28  quadros  por 
segundo, dando noção de movimento. A visualização da  imagem em  tempo  real possui 
três  vantagens  principais:  primeiramente,  permite  que  eventos  fisiológicos  sejam 







Ultimamente,  o  diagnóstico  de  imagens  por  ultra‐som  baseia‐se  na  análise  de 
imagens exibidas em tempo real em um monitor de vídeo. As imagens geradas devem ter 
precisão  e  qualidade  suficientes  para  que  se  torne  possível  sua  análise  e  permita  o 
diagnóstico pelo médico. 
As  formas mais  comuns de medir  a qualidade de uma  imagem  são:  a  resolução 
espacial,  resolução  de  contraste,  resolução  temporal  e  relação  sinal/ruído  (Smith,  1983; 
Yao, 1997). 
Resolução  espacial  é  definida  como  a  distância  mínima  em  que  dois  pontos 
refletores  podem  ser  distinguidos.  Essa  distância  representa  parâmetro‐chave  para 
detectar e distinguir pequenas estruturas pelo sistema de imagem. 
Em  imagens  por  ultra‐som,  a  resolução  espacial  tem  basicamente  três 
componentes. O componente axial, ou longitudinal, é medido ao longo da distância entre a 











um  parâmetro  importante  em  imagens  médicas,  pois  a  diferença  de  impedância  entre 





























array.  Também  chamados  de  transdutores  matriciais,  são  constituídos  por  vários 
elementos diminutos, separados entre si. A Figura 5, ilustra o sistema de coordenadas de 
um  array  linear de  8  elementos,  onde D  é  a  largura  total do  transdutor, L  a  altura dos 













eletrônica  na  recepção  em  vários pontos  visando  a melhora da  resolução  no  campo de 


















de  atraso.  Nesse  caso,  o  primeiro  elemento  a  ser  excitado  é  o  da  base  do  transdutor 
(elemento número 5). Este produz uma forma de onda circular que se propaga para direita 
no meio de interesse. Passado um curto período de tempo o elemento seguinte é excitado e 
assim  sucessivamente  até  que  o  último  elemento  do  transdutor  tenha  sido  excitado 
(elemento  número  1).  Após  a  excitação  de  todos  os  elementos  do  array  as  ondas 















































Para  um  transdutor  de  elemento  único  (sem  focalização  eletrônica),  a  distância 
entre  a  face do mesmo  até  a  região ZTR  é  conhecida  como  campo próximo  ou  zona de 
Fresnel. A partir dessa região tem‐se o campo distante ou zona de Fraunhöfer. O chamado 





Esse  tipo  de  excitação  faz  com  que  as  frentes  de  onda  esféricas  convirjam  para  um 
















F n dt tn oc F








Para obtenção do perfil de  excitação para  focalizar  e defletir o  feixe ultra‐sônico 
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N,  ntΔ  é O atraso a ser aplicado na excitação de cada elemento n=0,...,N‐1,  N = (N‐1)/2, d é 
a distância entre os elementos do  transdutor, F é o ponto focal com relação ao centro do 
array,  sθ   é  o  ângulo de deflexão  com  relação  ao  centro do  array  e  c  é  a  velocidade de 
propagação  do  ultra‐som  no  meio.  Essa  generalização  da  equação  é  válida  para 
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O  SAFT  é  o  método  clássico  de  abertura  sintética,  que  aplica  a  técnica  de 
defasagem no  tempo dos pulsos na  recepção do sinal, onde um único elemento por vez 
atua  como ativo para  transmissão e  recepção e o mesmo processo é  repetido para os N 










A  Figura  8 mostra  a  geometria de um  transdutor matricial  com um ponto  focal 
definido de distância r e ângulo θ, os elementos do transdutor com espaçamento entre eles 
















Nx i d−⎛ ⎞= −⎜ ⎟⎝ ⎠                                  (7) 
 
A distância  ri’ do  elemento  xi  ao ponto  (r,θ) pode  ser determinada pela Lei dos 
Cossenos (Yao, 1997): 
 





























resulta  em  uma  imagem  de  alta  qualidade  (Holm  e  Yao,  1997).  A  Figura  9  mostra  a 
geometria do transdutor e a forma de excitação e aquisição que, diferentemente do SAFT, 
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∑∑                    (10) 
 
P(x,z),  representa  o  pixel  da  posição  (x,z),  xi  representa  a  posição  do  elemento 
emissor e xj representa a posição do elemento receptor. O primeiro termo entre parênteses 
corresponde ao tempo que leva para a onda ir do elemento i até a posição (x,z) e o segundo 
termo  corresponde  ao  tempo  que  a  onda  leva  para  ir  do  ponto  (x,z)  até  o  elemento  j  
(Liebgott et al., 2005; Andrade et al., 2006; Cannata et al., 2006). 
No  SF,  o  processamento  do  volume  de  dados  armazenados  em  memória  para 
reconstrução de  imagens,  é  bastante  complexo  e  representa um  grande  empecilho para 
geração  de  imagens  dinâmicas  ou  em  “tempo  real”.  Com  o  aumento  no  número  de 
elementos do  array,  a  complexidade  aumenta  juntamente  com  o  número de  aquisições, 










Biomédica  da  UNICAMP  (CEB/UNICAMP)  é  um  protótipo  de  equipamento 
construído tendo como objetivo principal a geração de imagens por ultra‐som. O Sistema 
de  ultra‐som  utiliza  um  conjunto  de  hardware  capaz  de  excitar  transdutores  matriciais 
lineares,  receber  os  ecos  de  retorno  e  processar  seu  respectivo  envelope. Os  dados  são 
processados  em  tempo  real  em  um  microcomputador  ou  armazenados  para  serem 


























Ao  Sistema  de  Ultra‐som  (2)  é  conectado  um  transdutor  matricial  linear  de  12 
elementos (1) também construído no LUS em parceria com o Laboratório de Ultra‐som do 
Departamento  de  Mecatrônica  e  Sistemas  Mecânicos  da  Escola  Politécnica  da 
Universidade de São Paulo. O microcomputador  (5)  também é conectado ao Sistema de 
Ultra‐som  (2), 




armazenado  e/ou  processado  no  microcomputador.  Paralelamente,  a  saída  do  sistema 
pode ser visualizada também em um osciloscópio. 
Os sinais fornecidos pelo transdutor são adquiridos e processados em “tempo real” 
no microcomputador  fazendo uso do  software desenvolvido neste  trabalho, o  ImageB. A 
taxa de quadros por segundo obtida na geração das imagens dinâmicas em “tempo real”, é 











































1.  PIC  –  circuito  auxiliar  de  controle  utilizando  microcontrolador  PIC  ®  (Programmable 






seqüência  de  excitação  usando  o  PIC,  esse  módulo  contém  esquemas  pré‐definidos  de 
excitação dos elementos do transdutor. No entanto, diferentemente do uso do PIC, com o 






uso  de  FPGA  foi  possível  criar  perfis  de  excitação  não‐lineares  para  a  deflexão  e 
focalização do feixe acústico. 
 
3.  Chaveador  Eletrônico:  esse  circuito  de  chaveamento  eletrônico  foi  utilizado  para 
selecionar qual  circuito de  excitação  (1 ou  2)  será utilizado na geração da  seqüência de 
excitação  utilizada  pelo  pulso‐eco.  O  circuito  de  chaveamento  recebe  os  12  canais  do 
circuito  PIC  (1)  e  mais  12  canais  do  circuito  FPGA  (2).  Uma  chave  mecânica,  externa 
localizada no painel do sistema, é utilizada para acionar o chaveador eletrônico que por 
sua vez alimenta o  circuito de  transmissão/recepção  com os  sinais de  excitação gerados 
pelo PIC ou pelo FPGA de acordo com a posição da chave. 
 
4.  Pulso‐Eco:  circuito  de  excitação/recepção  para  transdutores  matriciais  lineares  de  12 
elementos.  Esse  sistema  aplica  pulsos  de  alta  voltagem  aos  elementos  cerâmicos  do 










saída o envelope do  sinal de entrada. Esse  recurso pode  ser utilizado para minimizar o 
processamento  da  imagem  via  software.  Entretanto,  devido  à  imprecisão  na  geração  da 



















11.  Transdutor:  transdutor  matricial  linear  no  qual  o  sistema  irá  aplicar  os  pulsos  de 
excitação para geração do ultra‐som e recepção das reflexões acústicas.  
O  transdutor utilizado nesse  trabalho é um array  linear de 12 elementos. Em sua 
construção, o material piezoelétrico utilizado  foi uma  cerâmica PZT 5A,  com  freqüência 




















os  circuitos,  fontes  de  alimentação,  integração  e  montagem  dos  componentes  foram 
efetuadas pela equipe do Laboratório de Apoio à Pesquisa e Desenvolvimento (APD/CEB) 
do Centro de Engenharia Biomédica da UNICAMP. 
  A  contribuição  efetiva  do  presente  trabalho  perante  a  estrutura  de  hardware 
disponível, foi a pesquisa de métodos para formação de feixe acústico e a implementação 






Para  focalizar  e/ou  defletir  o  feixe  ultra‐sônico  produzido  pela  excitação  dos 
elementos  do  transdutor,  foi  desenvolvido  um  circuito  digital  programado  em  FPGA. 
Utilizou‐se um FPGA da Altera®, família MAX7000S modelo EPM7128SLC84‐15. Todos os 
modelos  de  circuitos  digitais  apresentados  neste  trabalho  foram  projetados  no  software 
MAXPLUS‐II e posteriormente programados no FPGA.  
Sistemas  para  formação  de  feixe  acústico  já  foram  desenvolvidos  anteriormente 
criando‐se  sistemas digitais  com FPGA’s. HU  et  al. desenvolveram em 2004 um  sistema 
para formação de feixe acústico utilizando‐se um FPGA da empresa Xilinx modelo Virtex‐
E,  esse  FPGA  era utilizado para  gerar  os  atrasos para  cada  elemento do  transdutor,  os 







esse  sinal  são  ativadas  e um novo  conjunto de operações  se  inicia. Essas operações  são 
executadas  paralelamente  e  cada  uma  delas  leva  um  determinado  tempo  para  ser 
concluída. Após a execução, cada parte atualiza sua respectiva porta de saída. Se o valor se 
modificar, pode ativar outras partes e assim por diante. 
A  implementação  de  circuitos  digitais  pode  ser  feita  via  uma  HDL  (hardware 
description  language). HDL’s  são  linguagens de descrição de  hardware. Dentre  as  várias 
linguagens  de  descrição  de  hardware  existentes,  as mais  usadas  são  a VHDL  (VHSIC4 
Hardware  Description  Language)  e  a  Verilog.  Ambas  seguem  padrões  industriais  e  são 
suportadas  pela  grande  maioria  das  ferramentas  de  software  para  circuitos  digitais. 
Entretanto, para este projeto optou‐se por não utilizar uma HDL pois, como todo o projeto 
foi baseado no FPGA da empresa Altera, optou‐se por desenvolver os programas com o 
Editor Gráfico do  software  fornecido pela  empresa para programar  seu FPGA. O Editor 
gráfico  permite  incluir  componentes  de  forma  simples  e  intuitiva  com  ambiente  de 
desenvolvimento mais amigável e não menos confiável que as tradicionais HDL’s. 
O circuito geral, implementado no FPGA, foi dividido em módulos onde cada um 






entre  um  canal  e  outro  com  objetivo  de  focalizar  ou  defletir  o  feixe  ultra‐sônico.  Para 
exemplificar o  funcionamento do circuito utilizou‐se o componente projetado para gerar 




                                                 








O  componente  de  focalização  f40mm  possui  duas  entradas  (CLK  e  CLR)  e  seis 
saídas (CH1 ...CH6). É alimentado pelo clock base do FPGA (40 ns). O pino de entrada CLR 
é  o  controlador  de  ativação  do  componente.  Enquanto  o  CLR  estiver  como  GROUND 




O  esquemático  é  composto  de  um  contador  de  8  bits  (8count),  seis  operadores 
lógicos do tipo AND com seis entradas (AND6) e inversores (NOT). Os operadores AND 
juntamente com os inversores determinam em quantos ciclos de clock do contador 8count 
























Um  sinal de  clock derivado provém de um  sinal de  clock  conhecido. Um  circuito 




O  componente Divisor de Freqüência  (divfreq),  conforme mostrado na Figura  15, 
tem  função de  fracionar a  freqüência base de 25,7MHz e  fornecê‐la em  freqüências mais 





























O  componente  Controlador  de  Taxa  de  Repetição  (taxa_repeticao),  controla  o 
intervalo de tempo entre uma excitação e outra, assim como duração da excitação, ou seja, 

















O  esquemático  do  circuito  possui  dois  componentes  de  divisão  de  freqüências 
divfreq  e  dois  contadores  de  8  bits  8count.  Para  melhor  se  adequar  às  características 
funcionais do  equipamento  era necessário  que pulsos mais  estreitos  fossem  gerados no 
mesmo intervalo de tempo. Visando contornar esse problema mais um contador 8count foi 
adicionado  no  circuito,  porém  trabalhando  em  uma  freqüência maior  que  do  primeiro 























mapeamento  acústico  do  transdutor  como  da  formação  de  imagens  por  ultra‐som 
utilizando esse sistema.  
A  distância  de  propagação  do  ultra‐som  no  meio  pode  ser  obtida  por  meio  da 
equação: 
 






O  pulso  de  saída  do  componente  gerador  de  taxa  de  repetição  irá  alimentar  o 
componente gerador de atrasos que por sua vez, iniciará a ativação dos canais dentro da 
janela de tempo em que o sinal do gerador de taxa de repetição estiver em nível lógico ‘1’. 
Nos diferentes perfis de  excitação  calculados nesse  trabalho, o  tempo máximo que  leva 







elementos  do  transdutor.  A  seqüência  de  excitação  é  transmitida  ao  circuito  pulso‐eco 




O  fator  limitante  nesse  trabalho  se  refere  à  resposta  em  freqüência  do  circuito 
pulso‐eco  construído  por  Zanella  (2006).  O  sistema  pulso‐eco  não  foi  projetado  para 
responder  a  pulsos  rápidos  gerados  pelo  FPGA  de  largura  de  40ns.  Devido  a  essa 




para que  os pulsos gerados pelo FPGA  tivessem  o dobro da  largura,  ou  seja,  80ns que 





que  o  clock  obtido  do  divisor  de  freqüências  (que  passou  para  80ns).  Mesmo  com  a 







Essa  seção  tem  como objetivo apresentar o  software de  formação de  imagens por 
ultra‐som e também sua derivação, o software para formação de imagens em “tempo real”. 
Os programas são em código aberto (open source) e de licença livre (freeware). 
O programa  foi divido  em duas versões visando manter  sua  compatibilidade de 
execução em várias plataformas. Devido a características muito específicas do programa 



















O Qt  ToolKit  é  um  conjunto  de  bibliotecas  para  desenvolvimento  de  aplicativos 
gráficos  utilizando  C++.  Os  programas  criados  empregando  essa  tecnologia  são  multi‐
plataforma, ou  seja, podem  ser executados  tanto em  sistemas operacionais proprietários 
como o Microsoft Windows (2000 e XP) e MAC OS X, quanto em sistemas  livres como o 
Linux.  O  uso  do  Qt  Toolkit  em  sistemas  MS‐Windows  é  livre  e  os  aplicativos 
































Na  metodologia  de  desenvolvimento  Orientada  a  Objetos  o  programa  é 
estruturado na forma de um grupo de objetos que trabalham juntos. Os objetos são criados 
a  partir  de  modelos  ou  templates  chamados  de  classes.  As  classes  contêm  os  dados  e 










Acquisition:  classe  base  que  retrata  a  matriz  de  sinais  para  processamento.  Tem 
como atributos as características do sinal amostrado, tais como: freqüência de amostragem, 
número de canais, velocidade de propagação do ultra‐som no meio e etc. 
imageProc:  contém  funções  de  manipulação  da  classe Matrix,  acessa  as  linhas  e 
colunas,  implementa  os  algoritmos  de  FFT  (Fast  Fourier  Transform),  transformada  de 
Hilbert para obtenção da envoltória do  sinal, além de  sub‐rotinas para normalização de 


























ImageB:  suas  funcionalidades  são utilizadas em  conjunto  com a  classe  imageProc. 
Essa classe implementa funções para conversão do sinal de RF em uma imagem de ultra‐
som Modo‐B. Geração de imagem linear e SAFT. 
Setup  Signal:  classe  utilizada  no  processamento  do  sinal.  Suas  funcionalidades 
básicas  compreendem  corte do  sinal no  tempo,  atenuação de partes do  sinal, ganho no 
tempo (TGC – Time Gain Control) e corte por limiar de amplitude.  
ModuleBase: essa classe deve ser herdada por qualquer classe que  implemente um 
plugin. Contém métodos  que descrevem  como  os dados  são  acessados  pela  aplicação  e 
como são disponibilizados para o plugin.  
Signal Processing e Signal Cut: possuem métodos para manipular a interface gráfica 
dos  programas  de  forma  que  o  usuário  possa  configurar  e  utilizar  os  recursos  de 
processamento de sinal da classe Setup Signal. 
 Proc SAFT: essa classe é composta pela agregação das classes imageProc e ImageB. 

















































por uma placa de  aquisição. O  sinal  é  armazenado  em um microcomputador  (bloco  2), 















O  ImageB possui a característica de abrir arquivos  tanto em  formato ASCII como 
em formato binário. Formato ASCII com separadores: vírgula, ponto e vírgula e tabulação 
além  de  arquivos  tipo  texto  de  duas  colunas  (sinal  e  tempo). Os  arquivos  em  formato 
binário podem ser abertos desde que seja informado o número de amostras por registro e 
o  número  de  bytes  por  amostra  de  dado  do  arquivo. O  objeto  da  classe  imageProc  fica 
responsável pelo tratamento de dados, leitura dos sinais de RF dos diferentes formatos de 
arquivos  e  enquadrá‐los  na  estrutura  de  dados  mais  conveniente  para  sua  posterior 
utilização. O brilho e  contraste da  imagem podem  ser  facilmente alterados por meio da 
ferramenta  de  ajuste.  A  ferramenta  (Figura  23)  possui  dois  controles  do  tipo  slide  que 































binários.  Nesse  programa  são  informados  dados  tais  como:  número  de  elementos  do 
transdutor,  freqüência de amostragem do  sinal, atraso do  sinal no  tempo, amostras por 
registro, espaçamento entre elementos e velocidade do  som no meio para que os dados 
possam  ser  processados  e  a  imagem  gerada  empregando  a  técnica  de  abertura  e 
focalização  sintética  SF.  A  interface  do  programa  para  processamento  de  imagens 
utilizando SF pode ser observada na Figura 26. 
Adicionalmente, foi criada uma interface para efetuar a operação de corte do sinal 

















O  ImageB  Player  é  um  programa  para  formação  de  imagens  por  ultra‐som  em 




especificamente para  trabalhar  em  conjunto  com  o  Sistema de Ultra‐som desenvolvido. 
Contudo,  o programa pode  ser  adaptado  e utilizado  com  outros  sistemas de  geração  e 
recepção de ondas ultra‐sônicas. 
Uma das  características dos  equipamentos de ultra‐som  é  a  capacidade de gerar 
imagens em “tempo real” de modo que se possa verificar a movimentação de um feto ou 



































Na  Figura  28,  bloco  1,  alguns  dados  referentes  a  aquisição  são  informados  ao 














de  dois  processos  que  trabalham  paralelamente,  o  primeiro,  chamado  de  processo 
Produtor, é responsável por adquirir os dados, seja de uma placa de aquisição ou do disco 



















transdutor.    O  processo  de  “alimentar”  o  buffer  com  dados,  é  mais  rápido  que  o  de 
processar  os  dados,  por  isso  o  Produtor  é  um  processo  que  está  sempre  à  frente  do 
Consumidor. O processo Consumidor por sua vez,  irá gerar uma  imagem com os dados 
fornecidos  pelo  processo  Produtor  em  forma  de  frame  que  é  exibido  na  tela  do 
computador.  O  Consumidor  só  poderá  acessar  os  elementos  da  lista  que  já  estiverem 
preenchidos  com  dados  (blocos  em  cinza).  Esse  processo  se  repete  enquanto  o  ImageB 
Player estiver em execução no modo play. Os frames produzidos pelo processo consumidor 
são exibidos na  tela de modo a dar  impressão de movimento obtendo‐se assim  imagens 
dinâmicas de ultra‐som modo‐B. A Figura 30 mostra o programa em execução. A barra de 



















O  software  desenvolvido  ImageB  pode  ser  estendido.  Novas  funcionalidades 
podem  ser  adicionadas  à  sua  estrutura  base  por  meio  de  bibliotecas  dinâmicas 
compartilhadas atuando como plugins. Quando iniciado, o ImageB faz uma varredura do 








é  composta  de  três  métodos:  setData()  para  transferir  dos  dados  de  processamento  ao 
plugin, getData() de acesso aos dados e process() rotina de processamento da imagem.  


























• O  plugin  Mirror  que  espelha  a  imagem  está  sendo  utilizado  como  exemplo 
conforme apresentado na Figura 32. Primeiramente, o ImageB carrega a biblioteca 
dinâmica na memória, em seguida passa para a biblioteca dinâmica a imagem em 
forma  de  uma matriz  numérica. O  ImageB  envia  uma mensagem  para  o  plugin 
processar  os  dados,  este  por  sua  vez  retorna  a  matriz  numérica  processada  ao 






























imagem original,  já na  imagem da Figura 33(b),  foi aplicado o plugin Shadow High Light 
para  corrigir  o  aspecto  enegrecido  da  imagem.  A  possibilidade  de  criar  novas 











O  ImageB  está  disponível  na  página  do  Centro  de  Engenharia  Biomédica  da 
UNICAMP, Área de Pesquisa e Desenvolvimento, Laboratório de Ultra‐som, no endereço: 
http://www.ceb.unicamp.br (link ImageB Source Package) e também no GitHub no seguinte 
endereço:  https://github.com/eitikimura/ImageB.  O  pacote  compreende  todo  o  código 
















































desenvolvido  apresenta  uma  não‐linearidade  na  amplificação  dos  sinais  de  eco.  Para 

















excitação do  transdutor e aquisição de dados. Foi  implementado um  circuito digital em 
FPGA  para  trabalhar  a  partir  do  recebimento  do  sinal  de  um  trigger  externo,  para 







hidrofone  cerâmico  pontual  (JP  WEIGHT  –  Ultrasonic  Instrumentation)  de  0,6  mm  de 
diâmetro. Os sinais referentes ao campo foram amplificados por um pré‐amplificador de 
10  dB,  do  mesmo  fabricante,  e  foram  adquiridos  por  uma  placa  de  aquisição  PDA12 
(Signatec)  de  12  bits  e  125MHz  de  freqüência  de  amostragem  máxima,  instalada  no 



































Para  testar  a  aplicação  da  técnica  de  abertura  sintética  SAFT  foi  utilizado  o 
conjunto  de  dados  do  wire  phantom  obtidos  no  LUS/CEB/UNICAMP.  Já  para  testar  a 
aplicação  da  técnica  de  focalização  SF,  utilizou‐se  um  conjunto  de  dados  em  formato 
binário  armazenado no  arquivo  heart.dat, os quais  foram  adquiridos  e  armazenados  em 
memória pelos pesquisadores do BUL (Biomedical Ultrasonics Laboratory) da Universidade 
de Michigan, utilizando um transdutor array linear unidimensional de 64 elementos.  
Os  dados  disponibilizados  pelos  pesquisadores  do  BUL,  têm  sido  amplamente 















































É possível perceber nas  figuras de mapeamento  acústico  algumas  “manchas”  ao 
longo  do  campo.  Esse  aspecto  manchado  se  deve  a  falhas  no  sistema  de  trigger,  de 
aquisição  e  sincronização  do  Sistema  de  Ultra‐som  desenvolvido  com  o  Sistema  de 
Mapeamento de campos acústicos do LUS POLI‐USP. No entanto, em nada influencia na 
análise dos resultados, pois é perfeitamente possível verificar a deflexão e/ou focalização 




































Para  focalizar o  feixe acústico do  transdutor matricial  linear,  foram utilizados 10 
elementos. Foram  calculados  os  tempos de  atraso  entre  a  excitação dos  elementos para 
uma distância focal de 20 mm, com relação à face do transdutor, sem fator de deflexão. O 
perfil de excitação pode ser observado no gráfico da Figura 46, no qual os círculos são os 
tempos  calculados  e  os  triângulos  os  valores  múltiplos  de  oitenta  implementados  no 
FPGA. 
O mapeamento do campo acústico focalizado em 20 mm é apresentado na Figura 





















Uma das  características do ponto  focal do  feixe  acústico  é  a  alta  intensidade de 
energia acústica e o estreitamento do  feixe, aumentando a resolução  lateral nessa região. 
Para validar a  focalização do  feixe acústico no campo apresentado  foram  realizados  três 





















Para  se calcular o ângulo de deflexão do campo acústico é possível  fazer  relação 



















































dados da  imagem da Figura  51. Na  imagem gerada utilizando‐se o  SAFT  (Figura  52)  é 










A  imagem  apresentada  na  Figura  53  foi  gerada  a  partir  do  conjunto  de  dados 
heart.dat, adquirido pelos pesquisadores do BUL da Universidade de Michigan6. Foi obtida 
aplicando‐se  a  técnica  de  abertura  e  focalização  sintética  SF.  Para  o  processamento  de 

















do  processamento  utilizando  a  técnica  SF  para  mais  dois  conjuntos  de  dados 
disponibilizados  pelos  pesquisadores  do  BUL.  A  Figura  54  é  referente  ao  dataset 
acuson17.dat, que  representa  os dados  obtidos de um  phantom  tipo wire;  já  a Figura  55 
corresponde ao dataset geabr_0.dat, que por sua vez, representa os dados obtidos de um 
phantom com estruturas de densidades e tamanhos diferentes7. 













capacidade  de  gerar  imagens  do  software  desenvolvido  e  verificar  quantitativamente  a 
semelhança  dessas  imagens  quando  comparadas  com  imagens  geradas  por  aplicativos 






Os algoritmos de  formação de  imagem  e  técnicas de  focalização  e abertura  focal 
foram implementadas num aplicativo proprietário, no caso o programa MATLAB. 






























Na  avaliação  da  geração  de  imagens  utilizando  a  técnica  SF  o  valor  de  desvio 

























































Os sinais  (a) e  (b)  foram  isolados para aplicação da  técnica de correlação cruzada 
conforme  apresentado  nos  gráficos  da  Figura  61  onde  o  sinal  (a)  representa  a  face  do 
transdutor e o sinal (b) representa o eco no qual se deseja verificar a diferença de tempo 








do  vetor  de  atrasos  que  por  sua  vez  indica  qual  a  diferença  temporal  entre  as  duas 
amostras,  ou  seja,  entre  o  sinal  de  referência  e  o  sinal  de  eco  da  primeira  interface. A 
Figura 62 mostra os sinais no tempo em sobreposição e sua função de correlação cruzada. 
















se  a  velocidade do  ultra‐som  na  água  como  sendo de  1500 m/s). O  valor medido  pelo 
paquímetro  (ver  Figura  59)  foi  de  61,35mm.  Tomando‐se  como  referência  este  último 
valor,  a medição  com  o  sistema ultra‐sônico  apresenta um desvio de  2%. No modo de 
























Os  experimentos  de  formação  de  imagem  foram  realizados  utilizando‐se  um 
transdutor de  elemento único,  ao  invés do  transdutor matricial  linear de  12  elementos, 
pois  o  sistema  de  hardware  responsável  por  excitar  os  elementos  do  transdutor,  foi 
danificado  durante  os  experimentos  de  mapeamento  de  campo  acústico.  Todavia,  o 
software de formação de imagem não é dependente do número de elementos transdutores 
utilizados no experimento, de forma que é indiferente para o elemento de software quantos 
transdutores  foram  necessários  para  gerar  um  determinado  sinal.  Portanto  torna‐se 
perfeitamente possível testar o sistema de geração de imagens por ultra‐som empregando‐
se um transdutor circular de elemento único. 
A  Figura  63(b)  ilustra  um  transdutor  a  um  cilindro  de  acrílico  utilizando‐se 









O  segundo  experimento  foi  realizado  em um aquário  com  água  em  temperatura 
ambiente (25ºC). O transdutor foi posicionado acima de um cilindro de aço conforme pode 
ser  observado  na  Figura  64(b). O  software  ImageB Player  fica  em  constante  processo de 
aquisição de  sinal e processamento de  imagem. A Figura 64(a) é exibida em  tela a uma 
taxa de aproximadamente 9 quadros por segundo. A taxa de exibição das imagens na tela 



























O  gráfico  da  Figura  66 mostra  as  curvas  de  atraso  para  cada  elemento,  valores 















 circuito  digital  de  formação  de  feixe  acústico  construído  com  FPGA mostrou‐se 
funcional. Foi possível o desenvolvimento de circuitos digitais capazes de executar 
a excitação defasada dos elementos do transdutor matricial para focalização e deflexão do 










de  excitação,  circuito pulso‐eco  e  transdutor  respondiam  satisfatoriamente  aos objetivos 
















circuito  ganhe  mais  versatilidade  com  armazenamento  de  maior  número  de  perfis  de 
excitação por circuito digital. Na literatura é possível verificar a utilização de FPGA’s em 
projetos  de  hardware  para  equipamentos  de  ultra‐som.  Observa‐se  que  alguns  modelos 
funcionam em freqüências superiores a 100MHz proporcionando uma variedade maior de 
perfis de excitação do transdutor, quando utilizado para esse fim. 
Em  trabalhos  futuros, esforços podem  ser direcionados no  sentido de adaptar os 
circuitos digitais para formação de feixes acústicos para hardwares mais velozes e robustos, 
de  forma  que  se  tenha  uma  vasta  gama  de  perfis  para  focalização  e  deflexão  do  feixe 
acústico sintetizados em um único chip capaz  também de efetuar varreduras com passos 




o  algoritmo  linear  de  formação  de  imagem  e  os  algoritmos  de  focalização  e  abertura 
sintética SAFT e SF. A  imagem gerada pode ser estática  (usando o  ImageB com base em 
sinais de RF adquiridos e armazenados em memória, como os dados da Universidade de 












se desvio de  2,45% para  a primeira distância do  phantom da Figura  58  e  10,25% para  a 
segunda distância medida. Ainda, para o phantom da Figura 59, o desvio foi de 2% para a 
distância entre transdutor e primeira face do bloco de acrílico. 
O  programa  conseguiu  gerar  as  imagens  de  modo  satisfatório  tanto  para  um 
conjunto  de  dados  adquiridos  em  laboratório  quanto  para  um  conjunto  de  dados 
amplamente  conhecido  e  difundido  como  os  da  base  de  dados  da  Universidade  de 




de  imagens  de  ultra‐som,  mas  pode  ser  utilizado  também  como  plataforma  de 
desenvolvimento no processamento de imagens em geral. 
O  ImageB  tem  a  vantagem  de  ser  código  aberto,  multiplataforma,  pode  ser 
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s  técnicas  de  estimativa  de  atraso  no  tempo,  conhecidas  como  TDE  (time  delay 
estimation)  podem  ser  aplicadas  em  diferentes  áreas,  tais  como  biomedicina, 
comunicações,  geofísica,  radar,  sonar  e  ultra‐som  (Nandi,  1995; Dooley  e Nandi,  1998). 
Existem várias  técnicas para estimativa de atraso entre sinais. Por exemplo, a  técnica de 
detecção  por  limiar,  feita  através  da  diferença  de  tempo  em  que  os  sinais  de  eco 
ultrapassam  certo  nível  de  amplitude.  Essa  técnica  apresenta  baixa  precisão, 
principalmente  quando  os  ecos  passam  por  um  meio  de  alta  atenuação,  o  que  resulta 
geralmente  na  alteração  de  suas  formas.  A  técnica  de  correlação  cruzada  é  muito 




absoluto  da  função  de  correlação.  Porém,  como  geralmente  os  sinais  são  discretos  no 
tempo, a resolução fica limitada ao intervalo da amostragem. Dessa forma não é plausível 




sinal de  referência  r(n), mais  ruído gx(n), enquanto que o  sinal  s(n)  consiste do  sinal de 
A 
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referência  atrasado  no  tempo  r(D  ‐  n), mais  ruído  gs(n), matematicamente,  esses  sinais 
podem ser representados pelas equações: 
 
( ) ( ) ( )x n r n gx n= +                  (1) 




















































= +− ∑             (5) 
    











e  o  segundo  vetor  (t)  corresponde  ao  valor  temporal  em  que  as  amostras  do  sinal  se 
encontram.  Dessa  forma,  é  possível  representar  um  sinal  variando  no  tempo  (volts  x 
tempo). 
Para extrair o valor de atraso no tempo entre a Amostra 1, representando x(n), e a 







A  função  de  correlação‐cruzada  é  um  vetor  formado  a  partir  dos  dados 
correlacionados,  e  seu  tamanho  é  igual  à  soma  dos  tamanhos  dos  vetores  das  duas 
amostras menos 1. A Figura A.3 ilustra a função de correlação entre os vetores de Amostra 


















pelo  índice no vetor  lag  (‐159) corresponde diretamente ao  índice do vetor de  tempo do 















%carrega os sinais das amostras 
amostra1 = load('SAMPLE01.CSV'); 
amostra2 = load('SAMPLE02.CSV'); 
 




%ponto máximo da função (dif. de tempo) 
delay_eva = lag(delay); 















As  chamadas  extensões ou  plugins  são grande  tendência no desenvolvimento de 
software  modular.  Por  meio  dos  plugins,  o  desenvolvedor  pode  adicionar  novas 




desenvolvidos  por  terceiros.  Por  intermédio  dos  plugins,  o  navegador  pode  assumir 
comportamento  variado  como,  por  exemplo,  de  um  tocador  de  músicas  digitais, 






espera‐se  que  esse  tutorial  possa  ser  utilizado  como  referência  para  desenvolvedores 
utilizando o software apresentado nesse projeto. Para exemplificar a  interação do  ImageB 






O  plugin  apresentado  aqui  foi  criado  no  ambiente  Windows  XP  SP1  utilizando 
como compilador para C++  livre de  licença MinGW8 versão 5.0.2. Para criar um plugin, é 
necessário  que  este  herde  as  características  de  uma  classe  base  (moduleBase),  para  que 













acessar  a  classe Matrix  que  descreve  um  objeto  para  manipular  matrizes  de  até  duas 
dimensões.  Há  a  necessidade  desses  dois  arquivos  auxiliares,  pois  os  plugins  utilizam 
objetos da classe Matrix para manipular as representações matriciais da imagem. 
  Para  o  desenvolvimento  do  plugin Grid  Image  há  a  necessidade  de  se  criar  dois 
arquivos: um cabeçalho (m_Grid.h) e um de implementação (m_Grid.cpp). No arquivo 
de cabeçalho estão definidos parâmetros que  caracterizam a classe como uma biblioteca 










  // exportação para biblioteca dll 





  #define EXPORT __declspec(dllexport) 
#else 
  //importação de excutável 
  #define EXPORT __declspec(dllimport) 
#endif 
 
/*classe do plugin herdando o moduleBase*/ 
class m_Grid : public moduleBase 
{ 
 //métodos públicos 
 public: 
    m_Grid();    
   ~m_Grid();    














//método construtor do objeto 
m_Grid :: m_Grid (): moduleBase() 
{ 
  setName("Grid Image"); //seta o nome do plug-in 
} 
 
m_Grid::~m_Grid (){  
; }//método destruidor do objeto 
 
//rotina de processamento 
void m_Grid::process() 
{ 
  Matrix mat = this->getData();//obtém a imagem em forma de matriz 
   
  int w,h; //obtém a dimensão da matriz 
  w = mat.nRow(); h = mat.nCol(); 
 
  //cria nova matriz de mesma dimensão 
  Matrix matproc = mat; 
   




  /*estrutura de repetição para desenho das colunas*/ 
  for (int i=1; i<=w; i+=grid_size) 
    { 
      for (int j=1; j <= h; j++) 
           matproc(i,j) = 255; 
    } 
 
  /*estrutura de repetição para desenho das linhas */ 
  for (int j=1; j <= h; j+=grid_size) 
    { 
      for (int i=1; i<=w; i++) 
           matproc(i,j) = 255; 
    } 
  this->setData(matproc); //seta dado processado 
} 
 
/*função de exportação do objeto para biblioteca dinâmica*/ 
extern "C" EXPORT moduleBase *Create() 
{ 
    return new m_Grid; 
} 
 
O  arquivo de  implementação m_Grid.cpp  inicia  com  a  inclusão do  arquivo de 
cabeçalho, m_Grid.h. No  construtor m_Grid() é  chamado o método setName(‘Grid 
Image’) e esse é o nome do plugin que aparecerá no menu do ImageB.  








na  tela a  imagem processada.  Isso é  feito através da chamada ao método da classe base 
setData(Matrix) passando como parâmetro os dados processados. 







Para  compilar  os  arquivos  envolvidos  na  composição  do  plugin  utilizou‐se  o 
seguinte comando: 
 
g++ -c -DBUILD_DLL *.cpp 
 
Esse  comando  invoca  o  compilador  g++  passando  como  argumento  a  flag  –
DBUILD_DLL que indica que os arquivos serão compilados objetivando a criação de uma 
biblioteca.  Para  empacotar  os  arquivos  já  compilados  em  forma  de  uma  biblioteca 
dinâmica, utilizou‐se a seguinte linha de compilação: 
 




Para  utilizar  a  biblioteca  no  software  ImageB  basta  copiar  o  plugin  m_Grid.dll 
para a pasta plugins localizada junto ao programa executável do ImageB. A biblioteca será 
automaticamente carregada no menu assim que o ImageB for iniciado, ou então, pode ser 




















O  software  ImageB  foi  desenvolvido  com  o  Toolkit  Qt  4  que  atribui  a  ele  a 











Linux  com  o  compilador  GCC  versão  4.1.2,  pode‐se  utilizar  as  respectivas  linhas  de 
comando: 




g++ -shared -Wl,-soname,libGrid.so -o libgrid.so *.o 
 
  Vale ressaltar  também que a utilização de outro compilador  implica em modificações nas 
classes  para  que  seja  possível  gerar  uma  biblioteca  dinâmica  de  acordo  com  os  parâmetros 
requeridos pelo compilador utilizado. 
