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Many-body localization transition in a periodically driven quantum system is investigated using
a solution of a matching Bethe lattice problem for Floquet states of a quantum random energy
model with a generalization to more realistic settings. It turns out that an external periodic field
can both suppress and enhance localization depending on field amplitude and frequency which leads
to three distinguishable regimes of field enhanced, controlled and suppressed delocalization. The
results can be verified experimentally in systems of cold atoms and/or interacting spin defects in
semiconductors.
PACS numbers: 73.23.-b 72.70.+m 71.55.Jv 73.61.Jc 73.50.-h 73.50.Td
Many body localization (MBL) suggests the lack of
thermalization in interacting quantum systems if a many-
body (or non-linear) interaction is sufficiently weak [1].
This phenomenon is important in quantum informatics
since delocaization and thermalization erase quantum
memory [2]; it has been considered in many physical
systems including interacting localized electrons [3–11],
quantum defects in a 4He crystal [12], tunneling two level
systems (TLSs) in amorphous solids [13, 14], anharmonic
vibrations in polyatomic molecules [15–17] and spin ex-
citations in semiconductors and chains of trapped ions
[18–22].
MBL can take place in a non-stationary regime under
the presence of a periodic drive [23–30]. This regime is
fundamentally and practically significant in the specific
case of periodic sinusoidal drives because such drives are
widely used experimentally to determine system response
functions [14, 31–33] and to control a system quantum
state [34–36]. It has been recently suggested that a peri-
odic drive can create novel phases of matter with broken
time-translational symmetry [21, 37, 38].
Currently it has been demonstrated both numerically
and analytically that external drive can substantially
suppress localization if the field amplitude ~δ exceeds its
quantization energy ~ω [18, 26–28, 39, 40]. Yet an MBL
transition in periodically driven systems is not fully un-
derstood because of the obvious limitation of numerical
studies to relatively small systems and the lack of the an-
alytical theory (notice, however, the remarkable progress
attained in Ref. [41]).
Consequently the development of the analytical theory
would be beneficial for characterizing an MBL transition
in the presence of a periodic drive. Here the step to-
wards such development is proposed for a random energy
quantum spin glass model [42, 43] with a sinusoidal peri-
odic drive (the generalization to a binary discontinuous
drive [27, 44] is addressed qualitatively in the end of the
present work). The localization transition is described
in this model (see Eq. (5) and Figs. 2, 3 and Figs. S5,
S6 in Supplementary Materials) in a wide range of field
amplitudes ~δ and frequencies ω. Three distinguishable
field effects on delocalization are revealed in different pa-
rameter domain including field enhanced, field controlled
and field suppressed delocalization. These results can be
extended to more realistic settings with possible modifi-
cations of logarithmic factors in Eq. (5) (see discussion
after Eq. (5)).
Consider a random energy spin glass model in the
transverse field [43] driven by a sinusoidal periodic lon-
gitudinal field that can be described by the Hamiltonian
Ĥ = Φ({σ̂zi })− Γ
N∑
i
σ̂xi −
~δ cos(ωt)
2
N∑
i
σ̂zi ,
P (Φ) =
1√
2πW
e−
Φ2
2W2 . (1)
The first term in the Hamiltonian represents a random
term diagonal in the basis of product states with fixed
spin projections to the z-axis and with sequence depen-
dent random energies Φ ∼ W uncorrelated in differ-
ent states and characterized by a Gaussian distribution
P (Φ). Second and third terms stand for constant trans-
verse and sinusoidal, periodic (with a frequency ω) lon-
gitudinal fields with amplitudes Γ and ~δ, respectively
[28, 40, 43]. The typical random energy W scales with
the number of spins as W = w
√
N , where w is a char-
acteristic diagonal energy per spin (w = 1/
√
2 in Ref.
[43]).
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FIG. 1. (a) A Bethe lattice model for connectivity K = 3.
(b) Spin flip transitions involving different Floquet states.
Consider the localization problem for states with en-
ergies close to zero corresponding to an infinite tempera-
ture. In the absence of a drive the problem, Eq. (1), can
be matched with the localization problem on the Bethe
lattice [43, 45]. Each Bethe lattice site a is determined
2by an N spin projection sequence a = {σzi = σia} repre-
senting an Ising model eigenstates (see Fig. 1.a). Each
site is connected by the transverse field Γ to K other sites
ak (k = 1, ...N) different from the given state by a single
spin flip (σzk = −σka) where K = N is a Bethe lattice
coordination number. The interference between different
paths (spin flips taken in a different order) absent in an
exact Bethe lattice problem and existing in a spin glass
model can be approximately neglected for a large num-
ber of spins K ≫ 1 [43, 45]. In the absence of a periodic
drive an accurate solution for the localization threshold
at zero energy expressed in terms of a minimum trans-
verse field Γc0 needed for delocalization of states with
energy E = 0 takes the form (see Refs. [43, 45–47] and
Supplementary Materials, Sec. S1, remember that the
coordination number K is equal to the number of spins
N in a random energy model)
Γc0 ≈ 1
4P (0)K ln(K)
. (2)
The localization threshold reaches the minimum at a zero
energy [43] and this minimum, Γc0, will be used below as
a reference point.
In a periodically driven system, Eq. (1), quasi-
energies and Floquet states should be used instead of
eigenenergies and eigenstates. For a single site a a
wavefunction amplitude ca for a Floquet state char-
acterized by a quasi-energy ǫ (−~ω/2 < ǫ < ~ω/2)
can be expressed within the rotating frames with a
time-dependent rotation frequency [14, 31, 48] as ca =
e−iǫt/~+
iδσa sin(ωt)
2ω
∑
n cane
iωnt, where σa =
∑N
i=1 σai is
the projection of the total spin in the product state a
to the z-axis. In this representation one can express the
Shro¨dinger equation for the wavefunction can as [14]
(ǫ−m~ω − Φa)cam = Γ
∑
k,n
Jm−n(δσak/ω)ckn. (3)
For a sufficiently small frequency ω ≪ W/~ Floquet
states with different quasi-energies corresponds to close
random energies and their localization and delocalization
occur approximately simultaneously so one can charac-
terize the MBL transition using the states with ǫ = 0. At
larger frequencies localization threshold depends on the
quasi-energy in a random energy model similarly to Ref.
[43]. Since this dependence does not show up in more re-
alistic settings [45] its consideration for a random energy
model is moved to Supplementary Materials, Secs. S1,
S3.
The localization threshold depends on the parameters
δ, ω,W andK. In the case of a small driving field, δ ≪ ω,
one has Jm−n(δσak/ω) ≈ δmn where δmn is a Kronecker
delta symbol [26, 28, 49]. Then Eq. (3) becomes ap-
proximately insensitive to the drive and the localization
transition at a zero quasi-energy is determined by Γc0,
Eq. (2).
In the remaining case δ > ω one can qualitatively ap-
proximate Bessel functions in Eq. (3) as [14, 49]
Jn(δσak/ω) ≈
{√
ω/δ, if n < δ/ω,
0, otherwise.
, δ > ω. (4)
Using this approximation for the Bessel functions deter-
mining Floquet states interaction one can qualitatively
describe the localization transition and determine the lo-
calization threshold with the accuracy to numerical fac-
tors of order of 1. This qualitative derivation is given
below while the more accurate analysis employing the
Green function method is reported in Supplementary Ma-
terials (Sec. S2). Asymptotic analytical dependencies for
different parameter domains are given in Eq. (5) and in
Fig. 3 and they are consistent with the more accurate
numerical solution derived in Supplementary materials
(Eq. S31). These numerical solutions are shown in Figs.
2, 3.
The localization threshold behaves differently in dif-
ferent parameter domains including intermediate drive
(W/K < ~δ < W ), strong drive at low frequency (~ω <
W < ~δ), strong drive at high frequency (W < ~ω < ~δ)
and weak drive (~ω < ~δ < W/K). At an intermedi-
ate driving field, W/K < ~δ < W , each coupling Γ of
two states splits into nF = δ/ω couplings ΓJm(δ/ω) ∼
Γ/
√
nF (|m| < nF ) of a given state to different Floquet
states (see Fig. 1. b and Eq. (4)). A resonant interac-
tion can take place for each out of nF couplings under the
condition |Φk−Φa−m~ω| < Γ/√nF . If resonant interac-
tions can be considered as independent the probability of
resonance increases by the factor
√
nF compared to the
system without periodic drive. Since delocalization takes
place in the presence of an approximately one resonance
per state [43, 45, 46, 50] one can expect the reduction
of localization threshold as Γc ∼ Γc0/√nF ∼ Γc0
√
ω/δ.
Under this condition resonances can be indeed treated
as independent since their energy splitting ~ω exceeds
the coupling strength Γc
√
ω/δ. Indeed, using Eq. (2)
and the initial assumption W/K < ~δ one can see that
Γc
√
ω/δ ∼ Γc0ω/δ < ~ω(W/(K~δ)) ≪ ~ω. The change
in delocalization mechanism compared to the system
without periodic drive suggests the modification of the
logarithmic factor in the definition of the localization
threshold given by ln(K)−1 in Eq. (2). In the self-
consistent theory of localization the argument of loga-
rithm is given by the ratio of the maximum detuning
from resonance (W in the absence of an external drive)
and the minimum detuning (Γ2/W ) needed to avoid a
strong modification of the real part of self-energy [46].
The logarithm of the ratio of upper and lower limits yields
ln(K) at Γ ∼ Γc0. Here the maximum detuning is given
by the field quantization energy ~ω since at larger detun-
ing the other Floquet resonance will be dominating. The
minimum detuning is determined by the reduced cou-
pling strength (see Fig. 1. b, Eq. (4)), as Γ2ω/(δW ).
These modified upper and lower integration limits deter-
mine the ratio ln(K)/ ln(ξ) in Eq. (5) (second and third
lines). The analysis of localization threshold in Supple-
mentary Materials employing the Green function method
3(Sec. S2) determines the numerical factors as well, and
these factors are included in Eq. (5).
Thus in this intermediate regime,W/K < ~δ < W , the
delocalization is always enhanced by the external drive
so it can be referred as a field enhanced delocalization
(FED). The reduction of the localization threshold in this
regime compared to Eq. (2) is shown in Fig. 2 at large
random energies W and in Fig. 3 (dashed lines) at small
and intermediate field amplitudes.
In the case of a large field, yet a small frequency, ~ω ≪
W ≪ ~δ, the number of delocalization channels gets fixed
at n1F ∼ W/~ω because the probability to find reso-
nances at energies exceeding W is exponentially small,
Eq. (1). Yet the coupling strength is reduced by the
factor 1/
√
nF suggesting Γc ∼ Γc0n1F /√nF ∼ ~
√
δω/K.
Thus the delocalization transition is almost insensitive to
the characteristic system energy W except for the weak
logarithmic dependence, so this regime can be referred
as a field controlled delocalization (FCD). It corresponds
to intermediate random energies in Fig. 2 or large am-
plitudes in Fig. 3 (dotted lines there). The logarithmic
dependence, Eq. (5), leads to a slow reduction in Γc with
increasing W .
In the case of a large quantization energy compared
to a typical random energy, δ > ω > W/~, a reso-
nant interaction can only take place between states with
identical Floquet indices n in Eq. (3). Indeed, the
probability of resonance with different Floquest state
P (~ω) ∼ e−(~ω/W )2/2, Eq. (1), is exponentially small.
This reduces the problem in Eq. (3) to the quantum ran-
dom energy model without periodic drive [43] and with
a modified transverse field Γ1 = ΓJ0(δ/ω) similarly to
Ref. [51]. Consequently the localization threshold in-
creases by the factor |J0(δ/ω)|−1, see Eq. (5) and Figs.
2, 3. This regime can be referred as a field suppressed
delocalization (FSD). The expression for the localization
threshold should be modified near Bessel function zeros,
J0(δ/ω) = 0, where the localization threshold formally
approaches infinity. The upper constraint for the local-
ization threshold is determined is Supplementary Mate-
rials (Sec. S3) and included into Eq. (5), fourth line
there.
Finally consider the remaining case of a small driving
field, ~δ ≪ W/K, Eq. (2). The analysis below follows
the earlier consideration [41] and leads to qualitatively
similar behaviors with an advantage that the phenomeno-
logical parameters introduced there are determined here.
The driving field is capable to stimulate a transition be-
tween states with energies separated by the distance less
than ~δ [41] where a real level crossing by the periodic
drive takes place. The minimum energy splitting between
the given state and the one of the adjacent states in Fig.
1. a can be estimated as W/K, which exceeds ~δ in the
case of small fields. Level crossing can take place with
one of Kp states in the p
th coordination sphere, Kp ≈ Kp
(it is assumed that p ≪ K, see Sec. S4 in Supplemen-
tary Materials for detail), if the field amplitude
√
p~δ
exceeds a minimum energy splitting W/Kp (cf. the es-
timate e−p/ξ in Ref. [41] and the factor of
√
p describes
the average change in the total spin after p flips). Con-
sequently, p ≈ ln(W/~δ)/ ln(K) for 1≪ p≪ K.
Assume that Γ < Γc0. Then in the absence of a peri-
odic drive the probability of resonant interaction within
the pth coordination sphere can be expressed as (Γ/Γc0)
p.
The drive effect on resonant interactions can be estimated
assuming that there is no level crossing by the periodic
field in the previous p− 1 spheres. Then the probability
of resonance due to level crossings in the pth sphere will
be increased compared to the stationary problem by the
factor of
√
δ/ω similarly to the case of intermediate fields
~δ > W/K, Eq. (5). Then one can estimate the number
of resonances as
√
δ/ω(Γ/Γc0)
p. Setting this number to
be equal unity leads to the localization threshold esti-
mate in Eq. (5) corrected by the logarithmic factor L∗
derived in Supplementary Materials. Since in the present
case a delocalization is also enhanced by the field this is
another regime of a field enhanced delocalization. The
consideration is applicable to the random energy model
if the driving field amplitude exceeds the minimum level
splitting, W/2K ≪ ~δ, while at smaller field its effect on
the localization is negligible since it cannot induce level
crossings.
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FIG. 2. Localization threshold vs. a typical spin-flip energy
W . The dependencies are found solving numerically Eq. S31
in Supplementary Materials for W/K < δ and ~ω < W or
otherwise using asymptotic solutions, Eq. (5)).
The results of the above considerations can be summa-
4rized as
Γc
Γc0
≈

(
ω
δ
) ln(K)
2 ln(W/~δ) ln(K)
ln(ξ1)
, ω < δ < W
~K ,
1√
δ/ω+0.61
ln(K)
0.6 ln(ξ) ,
W
~K < δ <
W
~
,
π~
√
δω
2W
ln(K)
ln(ξ) , ω <
W
~
< δ,
1
max
(
|J0(δ/ω)|, 6
1/4√piW
~
√
2ωδ ln(K)
) , W
~
< ω,
ξ =
K2~δ2W
ω(W 2 + (~δ)2)
, ξ1 =
K√(
ω
δ
) ln(K)
2 ln(W/~δ) + ~δW
. (5)
These asymptotic behaviors are consistent with more ac-
curate numerical solutions obtained in Supplementary
Materials and shown in Figs. 2, 3 (see also Figs. S5,
S6 in Supplementary Materials). Strong oscillations of
the localization threshold at high frequency are due to
the Bessel function quasi-periodic behavior with a pas-
sage through zero. These order of magnitude oscillations
can be used to switch the system between localized and
delocalized regime using a small change in an external
drive.
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FIG. 3. Change in a localization threshold due to a periodic
drive vs. the drive amplitude. The dependencies shown by
solid lines were found similarly to those in Fig. 2. The dashed
and dotted lines show asymptotic behaviors for field enhanced
(FED) and field controlled (FCD) delocalization regimes (sec-
ond and third lines in Eq. (5)), while a field suppressed regime
(FSD) (fourth line) takes place at the highest frequency.
The random energy model is not very realistic because
the interaction there is of an infinite range and therefore
localization threshold in Eqs. (2), (5) vanishes in a ther-
modynamic limit N → ∞. Can the results be extended
to real systems with finite-range interactions?
Consider parameters determining localization thresh-
old, Eq. (2). They include the characteristic energy
difference of two neighboring states in the Bethe lattice
W ∼ 1/P (0) ∼ √N and the effective coordination num-
ber K equal to the number of spins N approaching infin-
ity in a thermodynamic limit.
In a more realistic model with a finite-range interac-
tion and delocalization still determined by the transverse
field Γ the energy difference of two “neighboring” states
is given by a spin flip energy W , which remains finite
in a thermodynamic limit N → ∞ [45]. The resonance
probability is still determined by the distribution func-
tion p(0) ∼ 1/W of these flip energies at a zero energy
[45, 52]. In the case of a finite-range interaction the coor-
dination number K of a matching Bethe lattice problem
is also expected to be finite. It can be determined by
a single particle localization length or interaction radius
l [6–8, 53, 54]. For instance in a d dimensional system
with an average distance a between single particle local-
ized states one would expect K ∼ (l/a)d while K ∼ 1
for a nearest neighbor interaction [40]. If K ≫ 1 (l ≫ a)
then the problem still matches the Bethe lattice local-
ization problem [6–8] where the localization threshold,
Γc0 ∼ W/(K ln(K)), remains finite in the thermody-
namic limit.
Similarly to a random energy model the effect of a
periodic sinusoidal drive on a delocalization can be de-
scribed in terms of the increased coordination number
and reduced coupling strength. For instance, one would
expect K → KF ∼ Kδ/ω and Γ → ΓF ≈ Γ
√
ω/δ in
the case of intermediate fields, W/K < ~δ < W , Eq.
(4), and consequently Γc ∼ Γc0
√
ω/δ (ω ≪ δ). Accord-
ingly, Eq. (5) should remain valid at least qualitatively in
systems with short-range interactions if one replaces Γc0
with the localization threshold for the related problem
without drive.
The case of a periodic binary drive with a discontin-
uous longitudinal field equal to ±~δ/2 in the first and
second halves of each period, respectively, can be treated
similarly to the sinusoidal drive (see Supplementary Ma-
terials, Sec. S6). One can also specify three delocaliza-
tion regimes there in the same parameter domains as for
a sinusoidal drive with modified localization threshold
behaviors (Eq. S51).
In summary, the external drive influence on MBL tran-
sition has been investigated and three different regimes
of the field enhanced, controlled and suppressed delocal-
ization have been revealed. Strong oscillations of local-
ization threshold at large field amplitudes can be used to
control the system state by small changes in the drive.
The results call for the experimental verification particu-
larly using spin excitations in arrays of cold atoms where
the perodic sinusoidal drive has been already realized ex-
perimentally [18, 21].
The consideration of MBL transition has been re-
stricted to infinite temperature states. It is not clear
[24, 55] whether a periodic drive would heat these states
to an infinite temperature even if infinite temperature
states are delocalized. Energies of infinite temperature
states differ from those at a finite temperature by macro-
5scopic energy [43] and it is not obvious whether the pe-
riodic drive can overcome the associated barrier. This
problem is beyond the scope of the present work.
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I. SUPPLEMENTARY MATERIALS
S1. Energy dependent localization threshold in a random energy model in the absence of an external drive
The localization threshold in a random energy model can be investigated using the Green function method [46]. A
single site Green function can be defined as Ga(E) =< a|(E − Ĥ)−1|a > where states |a > are the states with fixed
spin projections to the z axis and the Hamiltonian is taken without a time-dependent field
Ĥ = Φ({σ̂zi })− Γ
N∑
i
σ̂xi , P (Φ) =
1√
2πW
e−
Φ2
2W2 . (S1)
Diagonal Green functions can be expressed as Ga(E) = (E − Φa − Σa)−1 where Σa is a self-energy. For the large
coordination number K = N ≫ 1 imaginary parts of self-energies satisfy the self-consistent equations [46]
ImΣa(E) = Γ
2
K∑
k=1
|Gk|2ImΣk(E), (S2)
where the sum is taken over all neighboring sites k obtained from the given site a by a flip of the kth spin.
The delocalization transition takes place at the critical transverse field Γc0(E) where Eq. (S2) acquires a first
non-zero solution. To estimate this field one can use the procedure of Ref. [46] as
〈exp(−tImΣa(E))〉 =
〈
exp
(−KtΓ2|Gk(E)|2ImΣk(E))〉 , (S3)
where averaging is performed over all random energies Φ and the parameter t is greater than 0 and considered in the
limit t→ 0. Using the anzatz [45, 46] 〈exp(−tImΣa(E))〉 ≈ 1 −
√
tF (E), one can obtain the self-consistent equation
for amplitudes F (E) in the form F (E) = KΓF (E) < |Gk(E)| > which determines the localization threshold as
1 = KΓc0(E) < |Gk(E)| > . (S4)
To evaluate the right hand side in Eq. (S4) one can approximate the Green function there by its zeroth order expression
Gkn ≈ 1/(ǫ−Φk) except for the energy domain |E−Φk| < Γc0(E)2/W , where the associated correction to the real part
of the self-energy exceeds the characteristic energy W . This domaiun can be excluded with the logarithmic accuracy,
which is justified in the case of a large coordination number K ≫ 1. Then the average Green function absolute value
can be estimated as
< |Gk(E)| >=
∫
D
P (Φ)dΦ
|E − Φ| , (S5)
where the integration domain D is determined by the inequality Γc0(E)
2/W < |Φ− E|.
Using the definition of the distribution function P (Φ) = e−Φ
2/(2W 2)/(
√
2πW ) and substituting the integration
variable as Φ =Wx one can approximate the integral in Eq. (S5) as
< |Gk(E)| >= 1√
2πW
∫ ∞
h
(
e−
(ξ+x)2
2 + e−
(ξ−x)2
2
)
dx
x
, h =
W 2
Γ2
, ξ =
|E|
W
. (S6)
This integral can be evaluated by parts as
< |Gk(E)| >= −
(
e−
(ξ+h)2
2 + e−
(ξ−h)2
2
)
√
2πW
ln(h) +
1√
2πW
∫ ∞
h
(
e−
(ξ+x)2
2 (ξ + x) + e−
(ξ−x)2
2 (x− ξ)
)
ln(x)dx. (S7)
7According to the localization threshold estimate, Eq. (S9), one can always assume Γc0(E)≪ W and h≪ 1. Then
the first term in Eq. (S7) can be approximated by 4P (E) ln(W/Γ) within the logarithmic accuracy. In the second
term one can set the lowest integration limit approximately to 0. Then the average absolute value of the Green
function can be expressed as
< |Gk(E)| >= 4P (E) ln(W/Γ) + f(E/W )
W
;
f(ξ) =
1√
2π
∫ ∞
0
(
e−
(ξ+x)2
2 (ξ + x) + e−
(ξ−x)2
2 (x− ξ)
)
ln(x)dx. (S8)
The numerical evaluation of the function f(ξ) shows (see Fig. S1) that it can be well approximated by 1/ξ in the
case of ξ ≫ 1. For ξ ≤ 1 the first term in Eq. (S7) dominates and the second term can be ignored. Then one can
approximately represent the average Green function in the form 4P (E) ln(W/Γ) + θ(|E| −W )/|E|. The localization
threshold can be defined as
Γc0(E) ≈ 1
K(4P (E) ln(W/Γ) + θ(|E| −W )/|E|) . (S9)
Here θ(x) is a Heaviside theta function. The behaviors Γc0(0) ≈ 1/(4KP (0) ln(W/Γ)) for zero energy and Γc0(E) ≈
|E|/K at large absolute value of energy corresponding to a finite temperature (remember that K = N) are both
consistent with Ref. [43] with the accuracy to the numerical factor e/2. The difference e/2 between the prefactors
in the definitions of localization thresholds has the same origin as in two different estimates in Ref. [46] where the
integration constraint is included (Sec. 6 there) or ignored (Sec. 5 there). The integration constraint is included in
the present work since it gives a better estimate for the localization transition in the Bethe lattice [46]. The addition
of a similar constraint to Ref. [43] will change the estimate for the localization threshold by the same factor so two
considerations are technically equivalent.
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FIG. S1. The numerical evaluation of the second term in Eq. (S7) for different eigenstate energies.
8S2. Investigation of the localization threshold for Floquet states using a Green function method
To obtain an accurate estimate of the localization threshold it is convenient to use the Green function method [46].
The Green functions Gabmn(ǫ) can be introduced using the generalized equation (common dependence of quasi-energy
is skipped in all Green function notations)
(ǫ −m~ω − Φa)Gabmp = Γ
∑
k,n
Jm−n(δσak/ω)Gkbnp + δabδmp, (S10)
where indices a, b, k enumerates the states with fixed spin projections to the z axis, each state k (k = 1, ..K) differ from
the state a by the flip of a single spin k with the projection σak in the state a and m, n, p are Floquet state indices.
Below the case δ > ω is always considered since in this case the periodic drive significantly affects the localization.
1. Derivation of the self-consistent equation in the diagonal approximation
Below the self-consistent equation for the Green functions is derived using methods of Refs. [46, 56]. The equation
for the Green function diagonal with respect to the site a, Gamp = G
aa
mp, can be written as
(ǫ+m~ω − Φa)Gamp = δmp + Γ
∑
k,n
Jm−n(δσak/ω)Gkanp. (S11)
Equation for Green functions in the right hand side of Eq. (S11) can be expressed similarly as
(ǫ+m~ω − Φk)Gkamp = Γ
∑
n
Jm−n(−δσak/ω)Ganp + Γ
∑
k′,n
Jm−n(δσak′/ω)Gkk
′,a
np , (S12)
where states kk′ are obtained from the state a using two spin k and k′ flips.
Considering the first sum in the right hand side of Eq. (S12) as inhomogeneity one can formally solve this equation
for Gkamp using the Green functions G
kk
mn (in the Bethe lattice problem this Green function is taken for connectivity
K − 1 [46] which should not be important for K ≫ 1) as
Gkamp = Γ
∑
n,n′
GkmnJn−n′(−δσak/ω)Gan′p. (S13)
This self-consistent approximations neglects the interference of different paths (spin flips taken in different orders).
The interference can be neglected in the case of a large coordination number K [6, 43, 56] (large number of spins N)
where the forward approximation is applicable.
Substituting Eq. (S13) into the right hand side of Eq. (S12) one obtains the self-consistent equation for the single
site Green function
(ǫ−m~ω − Φa)Gamp = δmp + Γ2
∑
k,n,n′,p′
Jm−n(δσak/ω)Gknn′Jn′−p′(−δσak/ω)Gap′p. (S14)
Below this self-consistent equation is analyzed in the case of a large driving field amplitude and yet sufficiently
small field quantization energy satisfying the conditions (remember that δ > ω)
~δ >
W
K
, ~ω < W. (S15)
The case of large quantization energies, ~δ > ~ω > W , is considered separately in Sec. I S3 and the case of small fields
is considered in Sec. I S4. It is shown below that if the inequalities in Eq. (S15) are satisfied then one can restrict
the consideration in Eq. (S14) to the only Green functions diagonal with respect to Floquet indices in the vicinity of
the localization threshold, Γc. The consideration is made in the vicinity of the localization threshold estimated in the
main text and below as
Γc ∼
√
ω
δ
W
K
,
W
K
< ~δ < W (S16)
or as
Γc ∼
√
ωδ
K
, ~ω < W < ~δ. (S17)
9The diagonal approximation is a natural extension of a forward approximation which is expected to be valid in the
non-adiabatic regime in the Bethe lattice with the large connectivity, where it represents the first non-vanishing
contribution to the imaginary part of the self-energy (cf. Ref. [34]). Indeed, in both cases of interest Eqs. (S16),
(S17), level crossing induced by the periodic field occurs in a non-adiabatic Landau-Zener regimes.
One can represent the formal solution of Eq. (S14) for the Green function as
Ĝa =
[
(ǫ− Φa)Î − ~ωn̂− V̂
]−1
(S18)
with the operator V̂ defined by its matrix elements in a Floquet indices representation as
Vmp =
∑
k,n,n′
Jm−n(δσak/ω)Gknn′Jn′−p(−δσak/ω). (S19)
where Î and n̂ are diagonal unity matrix and number operator, respectively, in the Floquet state representation. The
off-diagonal operator V̂ possesses the symmetry Vmm′ = Vm′m that is the consequence of the properties of Bessel
functions with integer indices Jn(x) = J−n(−x) [49]. Therefore one can use the standard perturbation theory to
evaluate the Green functions.
The diagonal Green function can be approximately evaluated using the perturbation theory with respect to the
off-diagonal perturbation V̂ . Off-diagonal Green functions in the first non-vanishing order in Γ can be expressed using
Eq. (S18) as
Ĝamm′ = G
a
mVmm′G
a
m′ , m 6= m′, (S20)
where the notation is introduced Gam = G
a
mm for fully diagonal Green functions. Since off-diagonal Green functions
contain the small perturbation V̂ one can leave only diagonal Green functions in the definition of matrix elements
Vmm′ which yields
Ĝamm′ ≈ GamGam′
∑
k,n
Jm−n(δσak/ω)Jn−m′(−δσak/ω)Gkn. (S21)
One can represent the diagonal Green function in the standard form introducing the self-energy Σam as
Gam =
1
ǫ−m~ω − Φa − Σam
. (S22)
The self-energy Σam can be expanded up to the second order of perturbation theory in the form
Σam = Vmm +
∑
n6=m
V 2mn
~ω(m− n) . (S23)
Since off-diagonal Green functions contain small matrix elements of the perturbation V̂ (cf. Eq. (S20)) the first and
second order (in V ) contributions to the self-energy can be represented as
Σam = Σ
a
m,1 +Σ
a
m,2,
Σam,1 = Γ
2
∑
k,n
Jm−n(δ/ω)2Gkn,
Σam,2 = Γ
2
∑
k,n,n′(n6=n′)
Jm−n(δσk/ω)Jn′−m(−δσak/ω)Gknn′
+Γ4
∑
k,n(n6=m)
(∑
pG
k
pJm−p(δσak/ω)Jp−n(−δσak/ω)
)2
~ω(m− n) . (S24)
Below it is demonstrated that the second correction, Σam,2, can be neglected compared to the first order term if Eq.
(S15) is satisfied. In this case the equation for the consideration is restricted to diagonal Green functions only.
To estimate the second order correction consider the first contribution to Σam,2, Eq. (S21) (the second term can
be treated similarly and it is comparable to the first term). This contribution should be considered separately for
intermediate, Eq. (S16), and large Eq. (S17) driving fields.
In the case of an intermediate driving field the second order correction includes the sum of contributions of K
possible flips of different spins k and there are nF = δ/ω significant Floquet states for each spin so the total number
10
of terms is given by KnF (remember that Jn(δ/ω) ∼
√
ω/δ for n < nF = δ/ω and this function can be approximately
neglected for larger n). The typical value for the minimum denominator of the Green function Gkn in the sum in Eq.
(S21) can be estimated as W/(KnF ) and the term with the minimum denominator gives a reasonable estimate for
the typical value of the whole sum (see e. g. the analysis of Ref. [57]) in the form
Ĝam|m′ ∼ ηmm′GamGam′
KΓ2
W
, (S25)
where ηmm′ is a sign variable function of order of unity. Substituting this result into the first term of the second order
correction to the self-energy yields
KΓ2
W
Γ2
∑
k,n,n′(n6=n′)
ηnn′Jm−n(δσak/ω)Jn′−m(−δσak/ω)GknGkn′ . (S26)
The sum is determined by the minimum denominator (|ǫ−Φk− s~ω| ≤W/(KnF )) in one out of two Green functions
in Eq. (S26) (either s = n or s = n′). Moreover the most important contribution to the localization threshold comes
from the domain |ǫ − Φk − s~ω| ≤ ω. In that case the absolute value of the second Green function can be estimated
as 1/(~ω|n − n′|). Since the series in Eq. (S26) is sign variable the main contribution comes from the terms with
n′ − n ∼ 1. Then the expression in Eq. (S26) can be estimated as
KΓ2
W~ω
× Γ2
∑
k,n
ηnn′Jm−n(δσak/ω)Jn−m+1(−δσak/ω)Gkn ∼
KΓ2
W~ω
× Σakm,1, (S27)
since the second factor in the product possesses a similar structure to the first order correction to the self-energy in
Eq. (S24).
The first factor, KΓ2/(W~ω), in Eq. (S27) estimates the relative value of the second order correction to the self-
energy and if it is much less then unity then this correction can be neglected. Using Eq. (S16) one gets KΓ2/(W~ω) ∼
(Γ/Γc)
2W/(K~δ)≪ 1, which proves the weakness of the second order correction for intermediate fields.
The similar consideration can be applied to large fields, ~δ > W . In this case the number of terms contributing
to the second order correction, Eq. (S24), is given by KW/(~ω) since the probability to find the resonant state with
random energy exceeding W is exponentially small. Consequently, the first order approximation in Eq. (S24) is valid
if the inequality KΓ2/(~2ωδ)≪ 1 is satisfied near the localization threshold. According to Eq. (S17) this inequality
is always satisfied near the localization threshold at K ≫ 1.
Notice that in both cases one can express the ratio of the second order correction to the first order term in the form
of the product (Γ/Γc)× (Γ/(~
√
ωδ)). The first factor in the product is of of order of 1 near the transition point while
the second factor is much smaller then 1 for non-adiabatic level crossings in a full accord with the initial expectation
that the perturbation theory expansion is applicable in the non-adiabatic regime [34].
If the second order correction to the self-energy in Eq. (S24) can be neglected compared to the first order contribution
Σam,1 one can use the diagonal approximation suggesting that
Gam =
1
ǫ −m~ω − Φa − Γ2
∑
k,n Jm−n(δ/ω)2Gkn
. (S28)
Consequently the imaginary part of the self-energy obeys the self-consistent equation
ImΣam = Γ
2
∑
k,n
|Gkn|2Jm−n(δ/ω)2ImΣkn (S29)
and the self-energy Σam is independent of random energy Φa of the state a in the Bethe lattice approximation.
2. Analysis of the localization threshold
The delocalization transition takes place at the critical transverse field Γc where Eq. (S29) acquires a non-zero
solution for imaginary parts of self-energies. To estimate this field one can employ the procedure of Ref. [46] to Eq.
(S29) as
〈exp(−tImΣam)〉 =
〈
exp
(
−tΓ2
∑
n
|Gkn|2Jm−n(δ/ω)2ImΣkn
)〉K
, (S30)
11
where averaging is performed over all random energies Φ and the parameter t is greater than 0 and considered in
the limit t → 0. The left hand side in Eq. (S30) can be taken in the form [45, 46] 〈exp(−tImΣam)〉 ≈ 1 −
√
tFm(ǫ).
To evaluate the right hand side in Eq. (S30) one can approximate the Green functions there by their zeroth order
expressions Gkn ≈ 1/(ǫ − n~ω − Φk). This is well justified in the case of a large coordination number K ≫ 1 if the
denominator is not extremely small so the associated correction to the real part of the self-energy is smaller than the
typical random energy, Γ2Jm−n(δ/ω)2/|ǫ− n~ω − Φk| ≪W [46].
In the case of interest, Eq. (4), the exponent in the right hand side of Eq. (S30) strongly depends on a random
energy Φk. Since all imaginary parts of self-energies for n < nF are of the same order of magnitude (see Eq. (S29))
the main contribution to the exponent in the right hand side of Eq. (S30) at a certain random energy Φk is given by
the closest nth resonance |ǫ − Φk − n~ω)| < ~ω/2. Then one can replace the sum in exponent in Eq. (S30) with the
contribution of those resonances expressing the integral over a random energy in the right hand side of Eq. (S30) as
the sum of resonant contributions from the domains |ǫ− Φk − n~ω)| < ~ω/2. Each contribution can be evaluated as
[46]
−
√
tΓFn(ǫ)|Jm−n(δ/ω)|
∫ ǫ−(n−1/2)~ω
ǫ−(n+1/2)~ω
P (Φ)dΦ
|ǫ− n~ω − Φ|θ(|ǫ − n~ω − Φ| − Γ
2Jm−n(δ/ω)2/W ). (S31)
The Heaviside theta function is introduced to avoid corrections to a real part of self-energy exceeding the typical
energy W [46]. Then the logarithmic integral can be approximately evaluated as ln(W~ω/(Γ2Jm−n(δ/ω)2) and near
the localization thresholds, Eqs. (S16), (S17), one can replace the argument of logarithm by the common expression
ξ = K
2
~δ2W
ω(W 2+(~δ)2) covering both regimes with the logarithmic accuracy. This results in the self-consistent definition of
the localization threshold by the equation
Fm(ǫ) = 2 ln(ξ)KΓ
∑
n
|Jm−n(δ/ω)|P (ǫ− ~ωn)Fn(ǫ). (S32)
The delocalization takes place when Eq. (S32) acquires a first non-zero solution.
The numerical solution of Eq. (S32) has been used in the main text to calculate dependencies of the localization
threshold shown in Figs. 2 and 3 in the case ~δ > W/K, ~ω < W and to sketch Figs. S3, S4, S5, S6 below.
In either case of ~δ ≪ W or ~δ ≫ W one can assume Fm(ǫ) to be approximately independent of a Floquet index
m at small m which defines the localization threshold as
Γc =
1
2K ln(ξ)
∑
m |Jm(δ/ω)|P (ǫ −m~ω)
. (S33)
The sum in Eq. (S33) can be evaluated analytically in different asymptotic limits as derived below. The asymptotic
results are consistent with the numerical solution of Eq. (S32) shown in Figs. 2 and 3 in the main text and in Figs.
S4, S3 here in Supplementary Materials.
3. Asymptotic analytical behaviors of localization threshold
Consider the solutions of Eq. (S33) in the limits ~δ < W and ~δ > W separately for ǫ = 0. In the first case the
function P changes very smoothly with n on the scale of the significant change of the Bessel function n~ω ∼ ~δ ≪W
so it can be approximately replaced with the constant P (0). Then the localization threshold can be estimated as
Γc =
1
2P (0) ln(ξ)
∑
m |Jm(δ/ω)|
, ξ =
~δ2
ω(W + ~δ)
. (S34)
According to the Bessel function asymptotic behavior [49] at large argument one can expect that the infinite sum has
δ/ω contributions of order of
√
ω/δ so it can be estimated as
√
δ/ω. The numerical analysis (see Fig. S2) gives the
more accurate estimate ∑
m
|Jm(x)| ≈ 0.735 + 1.2169
√
δ
ω
, (S35)
used within the main text.
In the opposite limit of ~δ > W (remember that ǫ = 0) the sum in the denominator of Eq. (S33) is determined
by Bessel functions of order m ≪ δ/ω. Then one can approximately replace Bessel functions, Jm(x), in Eq. (S33)
12
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FIG. S2. Analytical asymptotic fit of the infinite sum of absolute values of Bessel functions S(x) =
∑
m
|Jm(x)|.
with their average value with respect to their order < |Jm(δ/ω)| >m. Consequently, the localization threshold can be
defined as
Γc =
1
2K ln(ξ) < |Jm(δ/ω)| >m
∑
m P (m~ω)
≈ ~ω
2K ln(ξ) < |Jm(δ/ω)| >m , N ≫ 1. (S36)
The average Bessel function can be estimated using its asymptotic behavior at large argument [49]
Jm(x) ≈
√
2
πx
cos(x−mπ/2− π/4), x≫ m. (S37)
To characterize the general trend in the field and frequency dependencies of the localization threshold one can perform
continuous averaging of the asymptotic expression Eq. (S37) with respect to its index m as
< |Jm(x)| >m=
√
2
πx
1
M
∫ M/2
−M/2
| cos(x−mπ/2− π/4)|dm = (2/π)
3/2
√
x
, 1≪M ≪ x. (S38)
More sophisticated approximation can be constructed using explicitly the analytical dependence in Eq. (S37). This
yields
< |Jm(x)| >m≈
√
1 + | cos(2x)|√
2πx
. (S39)
In Fig. S3 the numerical solution of Eq. (S32) is compared to the average and accurate asymptotic solutions. The
match between numerical and asymptotic oscillations clearly exists, but it is far from perfect possibly because of an
inaccuracy of the asymptotic expression in Eq. (S38). Therefore the average solution is used in the main text to
represent the localization threshold behavior.
In Fig. S4 the numerical solution of the self-consistent equation, Eq. (S32), is compared to the asymptotic analytical
approximations for two different relationships between the characteristic spin flip energy and the field quantization
13
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FIG. S3. The drive induced modification of the localization threshold vs. the drive amplitude in the case ~ω < W < ~δ. The
numerical solution of Eq. (S32) for Γc/Γc0 shown by the blue line (oscillating with the smallest amplitude) is compared to
the average solution, Eq. (S38), shown by the green line (nearly straight) and the solution obtained using the Bessel function
asymptotic behavior, Eq. (S39), shown by the yellow line (oscillating with the largest amplitude).
energy. It is clear that the asymptotic expressions describe the solution quite accurately except for the crossover
regime ~δ ≈W .
S3. Localization threshold at high frequency ~ω > W near Bessel function zeros
In the case of a large quantization energy compared to a random energy, ~ω ≫ W , the coupling of states with
different Floquet indices n (Γ
√
ω/δ) is much smaller than their energy splitting, ~ω, near the localization threshold
in accordance with the localization threshold estimate in this regime. Consequently it can be treated as a small
perturbation compared to the coupling ΓJ0(δ/ω) conserving the Floquet index provided that the ratio δ/ω is not close
to one of the zeros of the Bessel function. Then the localization threshold can be estimated as Γc ≈ Γc0/|J0(δ/ω)| ∼√
δ/ωΓc0 where Γc0 is the threshold in the absence of the drive.
In the case of strongly suppressed coupling, J0(δ/ω) → 0, virtual transitions through states having a non-zero
Floquet index n should be included perturbatively to generate a non-zero coupling. In the first non-vanishing approach
the perturbation theory generates the coupling to the second coordination sphere (states obtained from the state a
flipping two spins k and k′), which can be estimated as (see e. g. Ref. [58])
Γkk
′
2 = Γ
2
∞∑
n=−∞
[
Jn(σkaδ/ω)J−n(σk′aδ/ω)
n~ω +Φk − Φa +
Jn(σk′aδ/ω)J−n(σkaδ/ω)
n~ω + Φk′ − Φa
]
. (S40)
If random energy terms (Φk − Φa) are ignored in the denominator compared to the quantization energies then the
expression is equal zero because the replacement n→ −n changes the sign of the term to the opposite one. Therefore
the expansion should be made with respect to the small energy difference which leads to the estimate
Γkk
′
2 =
2Γ2(Φk +Φk′ − 2Φa)
(~ω)2
∞∑
n=1
(−1)n(σkaσk′a)n|Jn(δ/ω)|2
n2
. (S41)
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FIG. S4. Localization threshold dependence on the driving field. Straight lines show numerical solutions of Eq. (S32) for
W = 10~ω and 100~ω, dashed lines show approximate analytical solutions, Eq. (S33), and dotted lines show asymptotic
behaviors (see Eq. (5) in the main text).
Using the Bessel function asymptotic expression Eq. (S37) and the Euler formula
∑∞
n=1
1
n2 =
π2
6 one can evaluate
the coupling energies in Eq. (S41) at Bessel function zeros as
Γkk
′
2 = −
π
2
σkaσk′aΓ
2(Φk +Φk′ − 2Φa)
~ωδ
. (S42)
This result is consistent with the numerical evaluation of the sums in Eq. (S41) evaluated in Bessel function zeros
taken from Ref. [59].
Consequently in the case J0(δ/ω) = 0 the localization threshold can be determined by the alternative problem
for the Bethe lattice with the coupling Γ2, coordination number K
2 and characteristic random energy distribution
P ∼ 1/W . The localization threshold for the quasi-energy equal to zero can be then estimated using the equation [46]
1 = 4K2P (0) < |Γkk′2 | > ln(K2) = 4
√
6K2
Γ2
~2ωδ
ln(K). (S43)
The localization threshold in the case of the ratio δ/ω corresponding to the Bessel function zero can be expressed as
Γc,pert =
~
√
ωδ
2K61/4
√
ln(K)
. (S44)
This expression gives the upper constraint for the localization threshold near the Bessel function zeros. It exceeds
the “typical” localization threshold
√
δ/ωW/N by the factor ~ω/W , which can be potentially made much greater
than unity. The common expression for the localization threshold in the case of a large frequency ω > W/~ can be
summarized in the form
Γc ≈ Γc0
max
(
|J0(δ/ω)|, 61/4
√
πW
~
√
2ωδ ln(K)
) , (S45)
used in the main text. The quasi-energy dependence of the localization threshold can be described following the
derivation in Sec. I S1, Eq. (S9). The localization threshold at a finite quasi-energy ǫ can be determined replacing
Γc0 with Γc0(ǫ) in Eq. (S45).
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S4. Case of a small driving field ~δ < W/K.
Here some detail of the localization threshold estimate in the case of a small driving field, ~δ ≪ W/K, and low
frequency, ω ≪ δ, are given, which are complementary to the main text derivation. The localization threshold is
estimated setting the number of resonant interactions of the given product state (the state with given spin projections
to the z axis) with other states to unity. Assume that the system is localized in the absence of a periodic drive so the
delocalization can be only due to resonant interactions induced by this drive.
Consider the probability of a resonant interaction for two coupled states in the presence of a periodic sinusoidal
field. The effective Hamiltonian for such coupling can be written as
Ĥp = −∆σz − V σx − ~δ∗ cos(ωt)σz , (S46)
where δ∗ is the effective field amplitude depending on both states σz = ±1 and ∆ is a random difference of two states
diagonal energies with a typical scale W . As in the main text it is assumed that δ∗ ∼ δ > ω.
Since the system is localized in the absence of a driving field one can ignore its resonances and assume, ∆ > V .
If one considers the coupling, V , as a perturbation then the effective coupling between nearly resonant Floquet
states is given by V Jk(δ∗/ω) where k ≈ ∆/(~ω) estimates the number of quanta needed to compensate the energy
splitting of two states. In the case ∆ > ~δ∗ (remember, that ω ≪ δ) the Bessel function is exponentially small
(Jk(δ∗/ω) ∼ e−|∆| ln(|δ∗|/ω)/(~ω) [49]) and one can ignore resonances in this case. Consequently, the only situation
where a driving field results in level crossing, ~δ∗ ≥ ∆, is of interest [29]. In this case the coupling strength can be
estimated as [49] V∗ = V
√
ω/δ∗. For a small coupling, V∗ < ~ω (non-adiabatic regime), the interaction V∗ can lead
to δ∗/ω resonances with the total probability Pres ∼ P (0)|V |
√
δd/ω where P (0) ∼ 1/W is the distribution function
of energy differences ∆ in Eq. (S51) near zero energy. The assumption of a small coupling will be confirmed by the
final estimate of the localization threshold.
Since the field amplitude is small, ~δ ≪W/K, there is a negligible amount of crossings induced by the drive between
the given state and the K neighboring states different from the given state by a single spin flip. Level crossings takes
place in the pth coordination sphere containing Kp/p! states different from the given states by p spin flips, where
Wp!/Kp ∼ ~δ. Consequently the number of the relevant coordination sphere can be estimated using the Stirling
formula, ln(n!) ≈ n ln(n/e), as
p ≈ ln(W/(~δ))
ln(eK/p)
. (S47)
In the case of interest p≪ K one can approximate this number as p = ln(W/(~δ))/ ln(K) and this result, consistent
with Ref. [29] is used in the main text. Consequently one has to assume ~δ ≫W/2K ; in the opposite limit the drive
amplitude is less than the typical minimum level splitting of the given state with 2K states available in a random
energy model (K = N). In this case the drive is obviously too weak to disturb any localized state.
The coupling V in Eq. (S51) between states separated by p spin flips is determined by the contribution of p! paths
for flips of p spins corresponding to p! permutations in spin flip orders, which can be expressed as the sum of p! terms
taken within the forward approximation as
Vp =
∑
P
Γp∏n−1
i=1 (Φi(p) − Φa)
, (S48)
where P enumerates permutations and Φi(P ) is the energy of the state obtained from the initial state by flipping first
i spins in the permutation P and Φa is the energy of the state under consideration. All denominators in Eq. (S48)
exceeds ~δ since level crossings are expected only for p or more spin flips and therefore intermediate Floquet states
are not important. The effective field amplitude, δ∗, in Eq. (S51) for states different by p spin flips can be estimated
as
√
pδ where δ describes the longitudinal alternating field introduced in the main text.
Consequently the total probability of resonance can be estimated summing up all probabilities for Kp/p! possible
couplings which yields
Pres,tot ∼ K
p
p!
√√
pδ
ω
P (0) < |Vp| > . (S49)
The localization threshold can be estimated setting this probability to unity. Since near the localization threshold
the Floquet state coupling strength < |Vp| >
√
ω/δ ∼ ~ωWp!/(~δKp) does not exceed the field quantization energy
~ω different Floquet state resonances can be. indeed, count as independent.
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Averaging of coupling in Eq. (S48) over random energies can be performed assuming that the sum there is deter-
mined by the largest term [43, 45] which yields
< |Vps| >≈
∑
P
〈∣∣∣∣∣ Γp∏n−1
i=1 (Φi(p) − Φa)
∣∣∣∣∣
〉
. (S50)
Each term in Eq. (S50) diverges logarithmically. This logarithmic divergence can be overcome introducing cutoffs for
intergrals over energies. The upper cutoff is given by |Φi−Φa| < W due to the finite widthW of the energy distribution.
The lower cutoff is determined in Ref. [46] by the requirement of avoidance of large contributions to real parts of
self-energies (perturbation theory breakdown) expressed by the constraint |Φi − Φa| > Γ2/W . Additional restriction
|Φi − Φa| > ~δ∗ is required for the validity of the forward approximation Eq. (S48); otherwise the intermediate
Floquet states should be included into the perturbation theory series. Statistically they cannot be important since
the probability of level crossing |Φi−Φa| < ~δ∗ with the state located closer than the pth coordination sphere is much
smaller than unity.
Then averaging over intermediate energies in Eq. (S50) leads to the equation determining the localization threshold
in the form
(2KP (0)ΓcL1)
p
√
δ∗
ω
= 1, L1 = ln(ξ1), ξ1 =
K√(
ω
δ
) ln(K)
2 ln(W/~δ) + ~δW
. (S51)
Accordingly the localization threshold can be estimated as
Γc =
1
2KP (0)L1
(ω
δ
) 1
2p ≈ Γc0
(ω
δ
) 1
2p ln(K)
ln(ξ1)
, (S52)
where Γc0 stands for the localization threshold in the absence of a periodic drive. This result is used within the main
text. The factor p1/(4p) has been neglected since it approaches unity for p > 1. Although the estimate in Eq. (S52)
is based on a simple delocalization criterion that the number of resonances is of order of one so it skips numerical
and/or logarithmic factors [46], the final answer will contain these factors being raised to the power 1/p, which makes
them negligible in the case p≫ 1.
The proposed consideration is applicable only for p≪ K suggesting that the driving field amplitude is much greater
than the interstate energy splitting W/2K [26].
S5. Complementary graphs presenting the results of the present work
The system phase diagram is shown in Fig. S5 in a δ - ω plane at the fixed critical transverse field Γc = rΓc0
(r = 1/4) and it can be compared to the analogous phase diagram in Ref. [40] (Fig. I there, see also Ref. [41]). At
small fields ~δ < W the transition frequency increases with the amplitude consistently with Ref. [40]. Eq. (S52)
results in the power law scaling ω ∝ δη, η = 1+2 ln(r−1)/ ln(K), at ~δ < W/K changing to the direct proportionality
ω ∝ δ at intermediate amplitudes W/K < ~δ < W . At larger fields (not considered in Refs. [40, 41]) the border-line
frequency decreases with increasing the amplitude indicating the change in the field effect on localization at ~δ ∼W
from field enhanced to field controlled delocalization regimes. There is no field suppressed delocalization regime since
it requires Γc > Γc0, while here the regime Γc = Γc0/4 is considered. It will be interesting to verify these predictions
numerically extending simulations of Ref. [40] to larger amplitudes and experimentally using the setup of Ref. [60].
Fig. S6 shows the localization threshold dependence on the drive frequency. Both field enhanced and field con-
trolled delocalization regimes are characterized by the same frequency dependence Γc ∝
√
ω so they can hardly be
distinguished. The field suppressed regime is characterized by the strong oscillations of the localization threshold
that can change by order of magnitude between maxima and minima of the Bessel function J0(δ/ω) determining the
localization threshold behavior in this regime.
S6. Periodic discontinuous binary drive
Here the localization is discussed in the case of periodic binary drive by the longitudinal field ~δf(t), where f is a
periodic function with the period T = 2π/ω and it is equal to 1/2 for first halves of each nth period (nT, (n+1/2)T )
and −1/2 for second halves. The coupling strength between Floquet states different by a single spin flip, σ = ±1,
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FIG. S5. Phase diagram in δ − ω plane showing three distinguishable behaviors determined by the numerical solution of
Eq. (S32) and by asymptotic behaviors, Eqs. (S45) and (S52). The exponent η determining the phase boundary scaling at
small drive frequencies and amplitudes is defined as η = 1 + 2 ln(r−1)/ ln(K). Dashed lines indicate crossovers at ~δ = W/K
(left) and ~δ = W (right). The latter crossover represents the transition from field enhanced (FED) to field controlled (FCD)
delocalizations. The question mark designates the domain δ ∼W/N that is described only qualitatively.
taken within the rotation frames as in the case of a sinusoidal field can be then expressed as
Γn = ΓAn =
Γ
T
∫ T/2
−T/2
dte−i|t|δσ−inωt =
Γδσω
iπ
1− (−1)ne−iσpiδω
δ2 − n2ω2 . (S53)
In the case δ ≪ ω one has An ≈ Γδn0 and localization transition is almost insensitive to the drive. In the opposite
case ω ≪ δ one can use Eq. (S33) to determine localization thresholds in cases of intermediate and large fields, yet
small frequency, ~ω ≪ W , while at a high frequency the localization threshold can be estimated generalizing the
consideration of Sec. I S3. Then at a reasonably large drive amplitude δ > W/K one can obtain the localization
threshold in the form
Γc ≈

π
2K ln(ξ) ln(δ/ω)P (0) ,
Γc0
~
< δ < W
~
,
π~δ
K ln(ξ) , ω <
W
~
< δ, ξ = ~δ
2
ω(W+~δ) ,
2πδΓc0
ω
√
1+| sin(πδ/ω)| ,
W
~
< ω < δ.
(S54)
The first, second and third lines in Eq. (S54) correspond to field enhanced, field controlled and field suppressed
delocalization regimes similarly to the case of a sinusoidal drive, with modified analytical behaviors of Γc.
The case ω < δ < Γc0
~
is more complicated and needs a separate consideration, though preliminary estimates suggest
that the localization threshold is getting reduced by the factor ln(δ/ω)
1
2p with p =
ln(W~δ )
ln(K) similarly to Eq. (S52).
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FIG. S6. Localization threshold change due to an external drive vs. a drive frequency calculated combining the numerical
solution of Eq. (S32) for ~δ > W/K and ~ω < W with asymptotic behaviors, Eqs. (S45) for ~ω > δ and (S52) for ~δ < W/K or
Eq. 5 within the main text. The domains of field enhanced (FED), field controlled (FCD) and field suppressed delocalizations
are designated (see discussion in the text).
