We consider the problem of designing a distributed algorithm that, given an arbitrary connected graph G of nodes with unique labels, converts G into a sorted list of nodes. This algorithm should be as simple as possible and, for scalability, should guarantee a polylogarithmic runtime as well as at most a polylogarithmic increase in the degree of each node during its execution. Furthermore, it should be selfstabilizing, that is, it should be able to eventually construct a sorted list from any state in which the graph is connected. It turns out that satisfying all of these demands at the same time is not easy.
Introduction
Due to their many applications, peer-to-peer systems have recently received a lot of attention both inside and outside of the research community. Peer-to-peer systems are usually dynamic in nature, that is, peers continuously enter and leave the system. Also, peers may fail. In order to handle such a situation, distributed algorithms are needed that can quickly and reliably recover a peer-to-peer system from any inconsistent state. Systems with such a property are also known
The subset L is problem-specific. Often, it is assumed that L is closed, i.e. every non-faulty move from a state in L ends in a state in L. An algorithm is said to be self-stabilizing if it promotes self-stabilization of the system. A locally self-stabilizing algorithm is a self-stabilizing algorithm that runs locally at each node and that only assumes local knowledge of the network by the nodes (e.g., the algorithm does not assume that nodes know or have an estimate on the number of nodes in the network).
It turns out that the crux of designing truly selfstabilizing algorithms for many structured overlay peerto-peer networks such as Chord and skip graphs is to find a self-stabilizing protocol that can convert an arbitrary connected graph into a sorted list or ring.
For scalability, such algorithms should converge to a sorted list in at most a polylogarithmic number of rounds. A distributed algorithm for arranging the nodes of an arbitrary connected graph into a sorted list in a polylogarithmic number of rounds and with polylogarithmic work for each node is already known [1] , but the algorithm is not locally self-stabilizing. In fact, under certain conditions it can run into a deadlock (i.e., the nodes cannot escape a certain invalid state). Hence, there exists the need for developing truly (locally) selfstabilizing algorithms that can converge to a sorted list from an arbitrary initial state in polylogarithmic time.
We are now ready to formally state the problem we consider in this paper. We are given an arbitrary connected graph G(V, E), |V | = n, with node labels which induce a total order on V . For nodes u and v, we say that u < v (resp., u > v), whenever the label of node u is smaller (resp., greater) than that of node v. For simplicity, we assume that all the node labels are distinct. We consider the problem of designing a distributed, locally self-stabilizing algorithm that converts G into a sorted list H({v 1 , . . . , v n }, E H ), where v i ∈ V , and v i−1 < v i and {v i−1 , v i } ∈ E H for all i.
The idea of self-stabilization in distributed computing first appeared in a classical paper by E.W. Dijkstra in 1974 [6] in which he looked at the problem of self-stabilization in a token ring. Since Dijktra's paper, self-stabilization has been studied in many contexts, including communication protocols, graph theory problems, termination detection, clock synchronization, and fault containment. For a recent survey see, e.g., [4] , and a very comprehensive list of papers can be found in Herman's Self-Stabilization Bibliography from 2002 [8] .
For more information about self-stabilizing algorithms we also recommend the book by Dolev [7] .
Self-stabilization issues have also been considered for peer-to-peer networks. In the technical report of the Chord system [10] , for example, several techniques such as the weak stabilization protocol and the strong stabilization protocol are presented that allow the Chord network to recover quickly from various kinds of degenerate states which the authors call pseudo-trees or loopy states. However, the running time of these algorithms depends on the degree of distortion of the degenerate state, and can be as high as linear on the number of nodes. Moreover, no technique is given that allows the Chord network to recover from an arbitrary connected state. Instead, to prevent Chord from ever running into a state outside of pseudo-trees or loopy states, it is suggested that each node keeps Θ(log n) successor pointers instead of just one. In this way, nodes can recover their successor pointers with high probability even if the nodes in the system fail with constant probability. Though this protects against faulty nodes, it is known that this technique will not protect against adversarial nodes [3] , and therefore it is still important to understand how to recover from an arbitrary state.
In a technical report on skip graphs [2] the authors propose a self-stabilization protocol in which each node v periodically checks six locally checkable conditions. If one of these conditions is violated, it is locally repaired. It is shown that an overlay network forms a skip graph if and only if all of the six conditions are satisfied for all nodes. However, the local checking of the conditions does not work for arbitrary states but only for states in which the nodes form a degenerate version of a skip graph that may be created due to node faults or inconsistencies in concurrent join or leave operations. As for the Chord repair mechanisms, the total running time for repairing the conditions at each node depends on the distortion of the degenerate state and can be as high as linear.
Self-stabilizing protocols for organizing the nodes into a sorted ring have already been proposed in [5, 9] . In the Iterative Successor Pointer Rewiring Protocol (ISPRP) proposed in [5] , each node aims at maintaining correct successor pointers. If there is a local inconsistency, i.e., there are two nodes u and v with successor pointers to a node w, w asks either u or v (depending on their label) to repair its successor pointer. In the Ring Network (RN) protocol proposed in [9] , each node v periodically initiates the search for a closest successor by sending a search request to a randomly chosen neighbor. Any node w receiving such a request forwards it to the neighbor of w closest to v. This is continued until there is no such neighbor, or a neighbor is found that is closer to v than its closest successor. In the latter case, v is informed about it. Both protocols can have a very long runtime. Hence, the question remains whether there are simple self-stabilizing protocols with a polylogarithmic runtime.
Our contributions
We propose linearization as the basic technique to sort any connected graph. This technique works as follows: each node v repeatedly does the following with its neighbors:
• for its left (i.e., smaller) neighbors u 1 , . . . , u k in the order of decreasing labels, v replaces {v,
• for its right (i.e., larger) neighbors w 1 , . . . , w in the order of increasing labels, v replaces {v, w 1 }, . . . , {v, w } by {v, w 1 }, {w 1 , w 2 }, . . . , {w −1 , w }.
As shown in this paper, the linearization technique is self-stabilizing and transforms any connected graph into a sorted list, but there are graphs for which this can take a long time. Even for random graphs, the pure linearization (PL) technique appears to perform poorly. Our goal is to find self-stabilizing protocols that are guaranteed to have a polylogarithmic runtime (with high probability), or at least a polylogarithmic runtime for random graphs. Hence, we propose several extensions of the linearization technique and experimentally evaluate their performance. These are:
• Linearization with memory: Each node only linearizes the edges that it got in the previous round but also maintains ("remembers") edges to all nodes that it was connected to at any time. It uses this node list to accelerate the linearization process of the new edges. See Section 3 for details.
• Linearization with shortcut neighbors: Each node only linearizes the edges that it got in the previous round but also maintains edges to a certain set of O(log n) other shortcut nodes that it learned about over the time. Also, every node exchanges its set of shortcut nodes with every node it is connected with by a new edge. See Section 4 for details.
Though linearization with memory (LM) still has a linear runtime in the worst case, our experiments demonstrate that for random graphs the LM protocol significantly outperforms the PL protocol. LM appears to have a polylogarithmic runtime for these graphs, and the node degree seems to be polylogarithmic as well.
Since linearization with shortcut neighbors (LSN) is based on the concept of a virtual space, also this protocol can perform poorly in the worst case (extremely unevenly distributed node labels), but our experiments with LSN demonstrate that it is still much better than the LM protocol for random graphs. Thus, LSN appears to be a good candidate for further, rigorous investigations towards the goal of finding a self-stabilizing protocol with polylogarithmic runtime. 
Pure Linearization
In this section we present the pure linearization technique. We are given as input a connected undirected graph G(V, E) with node labels. At any time t during the execution of the algorithm, we will let G(V, E) denote the current configuration of graph G, after edges may have been inserted or removed from the original edge set during prior time steps. We start with some definitions:
Definition 2.1. At any time t, node v is a left (resp., right) neighbor of node u if {u, v} ∈ E at time t and v < u (resp., u < v). In the pure linearization algorithm (PL), each node repeatedly converts its left neighborhood and its right neighborhood into sorted lists at each round. More specifically, if a node u has left neighbors w 1 < w 2 < . . . < w k at the start of a left linearization step, it converts its left neighbors into a sorted list by removing the edges {u, w i }, 1 ≤ i ≤ k − 1 and adding the edges Figure 2(a) ). Similarly, if v 1 < v 2 < . . . < v j are the right neighbors of u at the start of a right linearization step, u removes the edges {u, v i }, 2 ≤ i ≤ j and adds the edges Figure 2(b) ) to the graph. Note that in a round every node first converts its left neighbors into a sorted list and then converts its right neighbors into a sorted list. If at any step there is a conflict where a node u wants to remove an edge {u, v} and an another node w wants to add this edge {u, v}, the final outcome will be that the edge {u, v} remains in the graph. Algorithm 1 summarizes the PL algorithm.
Algorithm 1 Pure Linearization (PL)
Each node u executes the following:
(Left linearization step) If w 1 < w 2 < . . . < w k are the current left neighbors of u, u removes the edges {u, w i }, 1 ≤ i ≤ k − 1 and adds the edges {w i , w i+1 }, 1 ≤ i ≤ k − 1 to the graph.
3:
(Right linearization step) If v 1 < v 2 < . . . < v j are the current right neighbors of u, u removes the edges {u, v i }, 2 ≤ i ≤ j and adds the edges {v i , v i+1 }, 1 ≤ i ≤ j − 1 to the graph.
4: end for
The following two sections provide a formal analysis of the complexity and several other properties of the PL. of the connections in order to converge to a sorted list. Hence, if we can show that the PL algorithm converges to a sorted list for any connected graph, the PL algorithm is self-stabilizing. In the following two theorems we will prove matching lower and upper bounds showing that in the worst case the PL algorithm requires (n − 2) rounds to converge to a sorted list.
Theorem 2.1. (Lower bound)
The pure linearization algorithm requires at least (n−2) rounds to generate a sorted list out of an arbitrary graph G.
Proof. Consider the example graph G(V, E), E = {{i, i + 1}|i ∈ {2, 3, ..., n − 1}} ∪ {{n, 1}} illustrated in Figure 3 . After the first round, the edge {n, 1} is removed and the edge {n − 1, 1} is added to G. After the second round, the edge {n − 1, 1} is removed and the edge {n − 2, 1} is added to G. After the third round, the edge {n − 2, 1} is removed and the edge {n − 3, 1} is added to G. The PL algorithm will take (n − 2) rounds to convert G to a sorted list since after the j th round, the edge {n−j +1, 1} is removed and the edge {n−j, 1} is added to G, 1 ≤ j ≤ n − 2. Proof. Let V = {a 1 , a 2 , a 3 , ..., a n }, where a i < a j for all i < j, i, j ∈ {1, 2, ..., n}. Recall that one round of the PL algorithm consists of a left linearization step followed by a right linearization step. The following three claims will be used in the proof of Theorem 2.2. The claims bound the number of left and right neighbors out of each node after each round of the PL algorithm.
Claim 2.1. After k rounds a n , a n−1 , a n−2 , ..., a n−k+1 will each have exactly one left neighbor for every k = 1, 2, ..., n − 2.
Proof. We will prove this claim by induction on k.
Base case: k = 1. We will show that after the first round a n will have exactly one left neighbor. During the left linearization step of the first round, a n will remove all of its left neighbors except for one. Since a n is the largest node, it does not have any right neighbors. Thus no node can add a left neighbor to a n during a left linearization step. Hence after the left linearization step, a n will have only one left neighbor, which we call b n . If b n only has one right neighbor (a n itself) after the right linearization step, the left neighbor of a n will not change. If b n has more than one right neighbor, after the right linearization step, the left neighbor of a n will change and it will be the second largest right neighbor of b n . Thus, after the first round a n will have only one left neighbor.
Inductive Hypothesis: After k rounds a n , a n−1 , a n−2 , ..., a n−k+1 will each have exactly one left neighbor, k < n − 2.
Inductive
Step: We will show that after k + 1 rounds a n , a n−1 , a n−2 , ..., a n−k+1 , a n−k will each have exactly one left neighbor, k ≤ n − 2.
We will first show that after k + 1 rounds a n , a n−1 , a n−2 , ..., a n−k+1 will still have one left neighbor each. From the inductive hypothesis, we know that after k rounds a n , a n−1 , a n−2 , ..., a n−k+1 will have only one left neighbor each. Consider node a i , n − k + 1 ≤ i ≤ n at round k + 1. Since a i only has one left neighbor it will not do anything during the left linearization step of this round. Since all nodes a j > a i have only one left neighbor each, they cannot add a left neighbor to a i . So, after the left linearization step of round (k + 1), a i will still have only one left neighbor (say b i ). If b i has no right neighbor smaller than a i , the left neighbor of a i will not change after right linearization step of round k + 1. If b i has a right neighbor smaller than a i , the left neighbor of a i will change and it will be the largest right neighbor of b i which is less than a i . Thus, after k + 1 rounds a i will have only one left neighbor, n−k +1 ≤ i ≤ n−1.
Secondly, we will show that after k + 1 rounds a n−k will also have only one left neighbor. From the inductive hypothesis, we know that after k rounds a n , a n−1 , a n−2 , ..., a n−k+1 will have only one left neighbor each. We start by showing that a n−k must have at least one left neighbor after round k + 1. Then we will show that a n−k cannot have more than one left neighbor after this round. By contradiction, assume that after k rounds a n−k has no left neighbor. Since all nodes greater than a n−k have only one left neighbor each, all of the right neighbors of a n−k must have only one left neighbor which is a n−k (if a n−k has no right neighbor the graph is disconnected.). Since the graph is connected, a n−k must have a path to a 1 . However, the right neighbors of a n−k cannot have a left neighbor smaller than a n−k (since a n−k is their only left neighbor) and similarly the right neighbors of the right neighbors of a n−k cannot have a left neighbor smaller than a n−k , and so on. Therefore, there is no path between a n−k and a 1 which is a contradiction.
Now we show that a n−k cannot have more than one left neighbor after round (k + 1). We have just seen that after k rounds a n−k has at least one left neighbor. During the left linearization step of round (k + 1), a n−k will remove all of its left neighbors except one. Since all nodes a j > a n−k have only one left neighbor, they cannot add a left neighbor to a n−k . So, after the left linearization step, a n−k will have only one left neighbor (say b n−k ). If b n−k has no right neighbor smaller than a n−k , the left neighbor of a n−k will not change during the right linearization step of round (k + 1). If b n−k has a right neighbor smaller than a n−k , the left neighbor of a n−k will change and it will become the largest right neighbor of b n−k which is less than a n−k . Hence, after k + 1 rounds a n−k will have exactly one left neighbor, completing the proof. Claim 2.2. After n − 2 rounds all nodes except a 1 will have exactly one left neighbor each.
Proof. From Claim 2.1 we know that after n − 2 rounds a n , a n−1 , a n−2 , ..., a 3 will have one left neighbor each. We show that a 2 will also have exactly one left neighbor (a 1 ). After n − 2 rounds, since the graph is connected, there must be a path between a 2 and a 1 . By contradiction, assume a 2 and a 1 are not neighbors, implying that a 2 has only right neighbors. By Claim 2.1, the right neighbors of a 2 only have right neighbors and so on. Thus we cannot reach a 1 from a 2 , a contradiction. Claim 2.3. After n − 2 rounds all nodes except a n will have exactly one right neighbor each.
Proof. This statement is the dual of Claim 2.2 and its proof is analogous. The main difference in the proof is that we start the algorithm with a left linearization, but this will not affect the proof significantly.
We are now ready to prove Theorem 2.2. We know, by Claim 2.2 and Claim 2.3, that each node a i has exactly one left and one right neighbor after n − 2 rounds of the PL algorithm. In addition, we will show that the (only) left neighbor of node a i must be a i−1 , 1 < i ≤ n. This is trivially true for i = 2. Assume that the left neighbor of a i is a i−1 , and hence the (only) right neighbor of a i−1 is a i , for all 1 ≤ i ≤ k. This trivially implies that the left neighbor of a k+1 must be a k (and the right neighbor of a k must be a k+1 ), and hence a 1 , ..., a n is a sorted list of V .
Other properties of PL
In the following claims, we will present several properties of PL algorithm regarding the degree of the nodes and the required number of rounds.
Claim 2.4. At each round of the PL algorithm, the degree of a node v increases by at most an additive constant.
Proof. Assume a node u has l left and r right neighbors at the start of a round. After the left linearization step of this round, node u will have (i) at most r+1 left neighbors, since each of its right neighbors can add at most one more left edge to u and only one of its previous left neighbors will remain; and (ii) node u will have at most r right neighbors, since each of its right neighbors will either remain or be changed to another node. In summary, after the left linearization step, node u will have at most r + 1 left and r right neighbors. Similarly, after the right linearization step of this round, node u will have at most r + 1 left and r + 2 right neighbors. Following the same argument, after the left linearization step of the next round, node u will have at most r+3 left and r + 2 right neighbors, and after the corresponding right linearization step, node u will have r + 3 left and r + 4 right neighbors. Hence, after t left and right linearizations steps, node u will have at most r + 2t − 1 left and r + 2t right neighbors.
An edge {u, w} is said to cross a node v if u ≤ v ≤ w. The following claim bounds the degree of a node v by the number of edges crossing the node. Claim 2.5. The maximum degree of a node v during the PL algorithm is bounded by the number of edges crossing it.
Proof. Linearization ensures that for any edge (u, w) converted into (u , w ) during a linearization step: u ≤ u ≤ w ≤ w.
Linearization with Memory
In this section we present an extension of the pure linearization technique called the linearization with memory (LM). In the linearization with memory algorithm, nodes remember all of their old neighbors. While placing current neighbors into sorted lists, a node u will also use its old neighbors in order to "better place" its current neighbors within the final total order, as we will show.
In the LM algorithm, nodes will place their current left and right neighbors into sorted lists by reconnecting them. When placing a left neighbor v into the sorted list, a node u will remove the edge {u, v} and edge {v, w} will be added, where w is the smallest node u remembers (w may be a current neighbor of node u) such that v < w. If v is the largest left neighbor of node u, edge {u, v} remains. When placing a right neighbor v into the sorted list, a node u will remove the edge {u, v} and edge {w, v} will be added, where w is the largest node u remembers (w may be a current neighbor of node u) such that w < v. If v is the smallest right neighbor of node u, edge {u, v} remains. For example, consider a node u that currently has left neighbors v 1 < v 2 < v 3 < v 4 and in addition remembers the nodes w 1 < w 2 < w 3 < w 4 , where w 1 < v 1 < v 2 < w 2 < v 3 < w 3 < w 4 < v 4 < u. The LM algorithm would place u's left neighbors into the sorted list by removing the edges {u, v 1 }, {u, v 2 }, {u, v 3 } and adding the edges {v 1 , v 2 }, {v 2 , w 2 }, {v 3 , w 3 }, as illustrated in Figure 4 . Algorithm 2 summarizes the LM technique.
Algorithm 2 Linearization with Memory (LM)
Node u will remember all of its neighbors
3:
For each current left neighbor v of u, u replaces edge {u, v} by edge {v, w}, where w is the smallest node u remembers such that v < w, if such a node w exists. Otherwise, u keeps the edge {u, v}.
4:
For each current right neighbor v of u, u replaces edge {u, v} by edge {w, v}, where w is the largest node u remembers such that w < v, if such a node w exists. Otherwise, u keeps the edge {u, v}. on the average running time of the PL algorithm. The major drawback of the LM technique is that the degree of a node may increase very fast, since nodes "never forget" a neighbor (see Table 2 ). The linearization with shortcut neighbors (LSN), introduced in Section 4, is a refinement of the LM technique that aims at keeping the degree of the nodes lower (and at speeding up the LM process).
We now show that LM algorithm requires n − 2 rounds to generate a sorted list of the nodes in the worst case. For any two nodes v and w, where u < w, let |w−u| denote the cardinality of the set {v : u < v ≤ w}.
Theorem 3.1. The linearization with memory algorithm still requires n − 2 rounds to generate a sorted list of the nodes in the worst-case.
Proof. The LM algorithm will behave just like the PL algorithm for the graph in Figure 3 and hence the lower bound of Theorem 2.1 also applies to the LM algorithm.
The following two claims are needed to prove that the LM algorithm requires at most n − 2 rounds to generate a sorted list of the nodes. Claim 3.1. At any round of the algorithm, if a node u remembers a node v < u (node v may be a current neighbor of u), then there exists an increasing path between u and v in the current graph, i.e. there exists a path P = v 1 , v 2 , ..., v p , where v 1 = v, v p = u, and v i is a current left neighbor of
Proof. Let v be a left neighbor that u currently remembers. We will prove by induction on |u − v|.
Base case: |u − v| = 1. Node v is thus the largest left neighbor node u has seen. According to the LM algorithm, v must still be a current left neighbor of node u, and hence P = vu.
Inductive Hypothesis: If |u − v| ≤ k, k ≥ 1, there exists an increasing path between u and v in the current graph.
Step: We will show that if |u − v| = k + 1, then there exists an increasing path P between u and v in the current graph.
If v is a current left neighbor of node u, P = vu and we are done. Thus assume that node u only remembers node v. Since v is not a current left neighbor of node u, either u reconnected node v (i.e., u replaced edge {u, v} by another edge in step 3 of the LM algorithm) or v reconnected node u, at some prior time. Without loss of generality, assume that u reconnected node v (the proof is analogous if v reconnected u), by replacing edge {u, v} by an edge {v, w}, where w was (and may still be) a current neighbor of u and v < w < u. Hence |v − w| and |w − u| are at most k (and u remembers both v and w currently). By the induction hypothesis, there must exist increasing paths P 1 and P 2 in the current graph between v and w and between w and u, respectively. Hence P 1 P 2 is an increasing path between u and v in the current graph and the induction hypothesis follows. Proof. From Claim 3.1, we know that if a node u remembers a node v, there exists an increasing path between u and v in the current graph (either v was a left neighbor of u at some prior time, or u was a left neighbor of v, and the theorem above applies). Nodes will always remember their initial neighbors. So, from Claim 3.1, there exists a current neighbor path between nodes and their initial neighbors. So, graph will always remain connected. Claim 3.2 shows that the graph will remain connected. Thus, Claims 2.1, 2.2, and Claim 2.3 all hold for the LM algorithm (taking into account only the current neighbors of a node, and not all the neighbors the node remembers). Hence, the upper bound in Theorem 2.2 also applies to the LM algorithm.
Linearization with Shortcut Neighbors
In this section we present the linearization with shortcut neighbors (LSN) technique. This technique can be seen as a variation of the LM technique. The main ideas behind the LSN algorithms are that (i) a node v only remembers at most 2(log n + 1) carefully selected shortcut neighbors, which function as representatives of exponentially increasing length intervals out of node v, and (ii) at each round, a node exchanges information about its shortcut neighbors with all of its current or shortcut neighbors at that time. Without loss of generality, we assume that each node has an arbitrary label belonging to the interval [0, 1). Each node v divides [v, 1) into the intervals I
k+1 /n > 1; and the intervals I
j /n > 0 and v − 2 j+1 /n < 0; and the intervals I , node v will remember one shortcut neighbor that belongs to the interval, if such a node exists. Hence v will remember at most 2(log n + 1) shortcut nodes. Those shortcut neighbors that v remembers will aid v in placing its current neighbors within the sorted list, in the same way as the LM algorithm. Send your shortcut neighbors to your original and shortcut neighbors 3: Receive shortcut neighbors of your neighbors.
4:
Check the shortcut neighbors u just received from its neighbors and the current neighbors u has. If there exists a node v that belongs to an interval I + i (u) or I − i (u) which was not covered by any of the prior neighbors of node u (i.e., there is no shortcut neighbor for this interval at node u), add v to u's shortcut neighbors list (if there are two or more such nodes, select one of them arbitrarily).
5:
Reconnect the current left neighbors of u, as described in Step 3 of the LM algorithm (node u only remembers its current neighbors and shortcut neighbors, at any time).
6:
Reconnect the current right neighbors, as described in Step 4 of the LM algorithm.
7: end for
The intuition behind the LSN algorithm is our hope that by using geometrically decreasing intervals near each node and collecting neighbors for these, the network topology converges quickly against something close to a hypercubic network. A hypercubic network structure would have the advantage that nearest neighbors can be found much quicker (basically in logarithmic time via binary search) than in arbitrary networks. In fact, it is not difficult to show that linearization on top of a hypercubic network would result in a sorted line within O(log n) communication rounds. Algorithm 3 describes the LSN algorithm in detail.
The LSN algorithm also performs poorly in the worst-case, since, like the PL and LM algorithm, it is based on the concept of a virtual space (an extremely unevenly distribution of node labels would hurt the algorithm). However, it is not clear what the exact worst-case complexity of the LSN algorithm is. The upper bound given by Theorem 2.2 still applies to the LSN algorithm. However, since nodes now exchange their neighbor information with each other, the example used in the proof of Theorem 2.1 no longer gives a lower bound of n − 2.
5 Experimental Results 5.1 Regular Graphs All three algorithms, PL, LM, and LSN, are implemented with Java. The runtimes of the algorithms are first compared for connected random graphs such that the expected degree of each node is 10. The random graphs are generated such that the probability of existence of each edge is 10/(n−1), where n is number of nodes in the graph. If the generated graph is not connected, a new graph is generated. We run experiments for graphs with up to 16000 nodes. Each experiment is repeated 1000 times. We calculate the average number of required rounds. The experimental results show that the LSN algorithm improves over the LM algorithm and both LM and LSN algorithms seem to have a polylogarithmic runtime (Table 1 and Figure 6 ). The former observation is somewhat surprising when taking into account that the nodes in LM may collect much more edges over time than LSN. However, the fact that LSN uses a structured approach of collecting edges still seems to give it an advantage Next, for the LM and LSN algorithms the average Table 2 ). As expected, the LM algorithm has a greater average maximum degree than the LSN algorithm. Still, the experimental results indicate that the maximum node degree might be polylogarithmic for both algorithms. Table 2 : Average maximum node degree for LM and LSN (for each node avg number of neighbors is 10)
Power Law Graphs
In recent work, it is claimed that the Internet and certain unstructured P2P network topologies satisfy the power law [11, 12, 13, 14] . We generated random power law graphs according to the Chung-Lu model [15] , with α = 2 and ran some experiments. To generate these graphs, we first generated the degrees of the nodes according to the power law. Then we considered every node pair {i, j} and selected an edge between them with probability di * dj 2m where d i is the desired degree of node i and m is number of edges in the graph (Chung-Lu model [15] Table 3 : Average number of rounds for PL, LM and LSN (graphs satisfy power law with α = 2)
As for regular random graphs, the experimental results indicate that the LM and LSN algorithms seem both to have an expected polylogarithmic runtime for random power law graphs (Table 3 and Figure 8 ).
Bounded Locality
We generated random graphs with bounded locality B, i.e. each edge in the graph crosses at most B nodes. Recall that an edge {u, v} crosses a node w if u < w < v. We generated random graphs with 1000 nodes and expected node degree of 10. We ran experiments for different values of B, by letting B = 125, 250, 500, 1000.
The experimental results also indicate that the expected running time of the PL algorithm increases linearly and that the expected running time of both the LM and LSN algorithms increase polylogarithmicly with B (Table 4, Figure 9 ). 
Conclusions
We presented distributed local self-stabilizing algorithms for converting an arbitrary graph into a sorted list. In the pure linearization (PL) algorithm, each node repeatedly converts its neighbors into a sorted list. We show that the worst-case running time of the PL algorithm is linear. Hence, we further looked at proper extensions of the PL algorithm, namely, the linearization with memory (LM) and linearization with shortcut neighbors (LSN) algorithms. Both algorithms are based on the idea of remembering old neighbors. Experimental results on random graphs, random power law graphs and random graphs with bounded locality show that the LM and LSN algorithms significantly improve the PL algorithm and that these algorithms seem to have a polylogarithmic time complexity in expectation. Moreover, the LSN algorithm has better average runtime and maximum node degree than the LM algorithm. Ultimately, we would like to provide a rigourous argument proving the expected polylogarithmic behaviour of the LSN and LM algorithms. However, this has proven to be a very challenging task and is left for future work. Table 4 : Average number of rounds for PL, LM and LSN with bounded locality Figure 9 : Average number of rounds for PL, LM and LSN with bounded locality
