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La turbulence des fluides est un phénomène omniprésent dans la nature. De tout temps
elle a fasciné l’homme suivant sa sensibilité : qu’il soit philosophe, poète, peintre, mathéma-
ticien ou physicien, l’homme a toujours été intellectuellement attiré par cet état complexe
des fluides. L’intérêt que les hommes ont porté à ce phénomène s’explique par son accessi-
bilité : nous avons tous été interpellés par les remous de l’eau à la sortie d’une cascade, par
les volutes de fumée de cigarettes qui se mélangent à l’air ambiant, par les mouvements
des feuilles des arbres arrachées par un vent violent, etc. En physique, la turbulence relève
du domaine classique, elle n’est pas sensible au caractère ondulatoire de la matière, ni à la
cinématique subtile des vitesses proches de celle de la lumière. Les observables mises en jeu
dans un écoulement turbulent (vitesse, vorticité, pression, dissipation, etc.) nous sont aisé-
ment accessibles. C’est aussi pour cela que les premières études en turbulence ont précédé
les grands avènements de la physique du 20e siècle : Léonard de Vinci au 17e représentait
déjà une vision très moderne de la turbulence comme une superposition imprédictible de
structures cohérentes (tourbillons, vortex) de toutes formes et de toutes tailles [1, 2].
Dans une description continue, un fluide parfait de viscosité ν est une population de
particules fluides de taille très grande devant l’échelle moléculaire et très petite devant
l’échelle typique des phénomènes dissipatifs (Echelle de Kolmogorov ηK que nous définirons
plus tard). Cette description, qui est celle de la mécanique des milieux continus, laisse
intrinsèquement le choix entre deux points de vue :
– Soit le fluide est considéré comme un champs de particules fluides dont les observables
(vitesse, pression, dissipation, ...) dépendent des coordonnées de l’espace et du temps :
on réalise une étude Eulérienne du fluide. A tout instant t, le fluide en un point de
l’espace pointé par un vecteur ~r correspond à une particule fluide qui se trouve être
au point ~r à l’instant t.
– Soit le fluide est considéré comme une assemblée de particules fluides et on s’intéresse
aux observables (vitesse, pression,dissipation) de chaque particule fluide au cours du
temps t : on réalise une étude Lagrangienne du fluide. La connaissance du compor-
tement de l’ensemble des particules fluides permet une description de l’ensemble du
fluide.
Ces deux descriptions sont équivalentes puisque elles s’intéressent au même objet [2].
Les équations de Navier-Stokes régissent la dynamique de la vitesse Eulérienne ~u(x, y, z, t)
d’un fluide incompressible de viscosité ν :
∂~u
∂t
+ (~u.~∇)~u = −1
ρ
~∇p+ ν∆~u et ~∇.~u = 0 ,
où p(x, y, z, t) est la pression du fluide. L’hypothèse d’incompressibilité est justifiée si on
considère que les particules fluides conservent un volume constant dans l’espace et le temps,
ce qui revient à supposer qu’il ne peut y avoir qu’une particule fluide en un point de
l’espace (pas d’aggrégation). Les équations de Navier-Stokes sont issues du raisonnement
de la mécanique Newtonienne qui stipule que l’accélération d’une particule est égale à la
somme des forces qui agissent sur cette même particule.
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Dans le jeu des variables Lagrangiennes [3], on peut définir la position à l’instant t d’une
particule initialement en un point ~r0 de l’espace : ~r(~r0, t). La vitesse de cette particule est
la dérivée temporelle de sa position : ~v(~r0, t), t) = ∂~r(~r0, t)/∂t. On peut ainsi faire le lien
formel entre la vitesse Eulérienne ~u(x, y, z, t) et la vitesse Lagrangienne ~v(~r0, t) :
~v(~r0, t) = ~u [~r(~r0, t), t] .
Selon le phénomène physique étudié, on choisira de décrire le fluide du point de vue Eulérien
(structures cohérentes, vortex, ...) ou Lagrangien (dispersion de polluants).
Les équations de Navier Stokes mettent en jeu la compétition entre deux termes : un
terme non linéaire advectif ((~u.~∇)~u) et un terme linéaire diffusif (ν∆~u). Un moyen de saisir
la prépondérance d’un terme par rapport à l’autre est de construire un nombre adimen-
sionné à partir de grandeurs caractéristiques du fluide, le nombre de Reynolds Re = UL/ν,
défini comme le rapport d’une vitesse caractéristique U , d’une longueur caractéristique L
et de la viscosité ν du fluide. Ainsi, le nombre de Reynolds d’un écoulement turbulent
athmosphérique est de l’ordre de 108 et celui de l’écoulement laminaire du sang dans les
veines de l’ordre de 10−3.
L’étude mathématique des équations de Navier-Stokes, et de certaines versions simpli-
fiées (équation d’Euler) ou ultra simplifiées (équation de Burgers [4]) est toujours d’actua-
lité notamment lorsque tous les termes sont conservés (en particulier le terme quadratique).
Suite à la publication des travaux de A. N. Kolmogorov [1, 5], la majeure partie de la com-
munauté des physiciens s’est peu à peu orientée vers une description phénoménologique
de la turbulence. Motivé par les travaux précurseurs de Richardson en 1922 [6], et de sa
vision schématique de structures grandes échelles qui cascadent en des tourbillons de plus
en plus petits jusqu’aux échelles dissipatives, Kolmogorov énonce en 1941 (K41) un pos-
tulat révolutionnaire : à des nombre de Reynolds infiniment grands, les petites échelles de
la turbulences sont statistiquement isotropes et indépendantes du mécanisme qui pro-
duit la turbulence (c’est-à-dire l’injection d’énergie). Les petites échelles de la turbulence
(temporelles ou spatiales) dont parle Kolmogorov, sont des échelles petites devant l’échelle
de longueur L (ou de temps T ) d’injection de l’énergie (typiquement la taille de la souﬄe-
rie ou celle des pales d’une machine de von Ka´rma´n dans une turbulence de laboratoire,
typiquement l’échelle du kilomètre dans le cadre d’une turbulence atmosphérique), mais
restent très grandes devant l’échelle moléculaire. Il convient ici de bien définir ces échelles.
Nous appellerons échelles inertielles, les échelles qui sont petites devant l’échelle intégrale
(caractéristique de l’injection d’énergie à grande échelle) mais qui demeurent grandes de-
vant la longueur de Kolmogorov ηK ∼ LR−3/4e (ou temps de Kolmogorov τη ∼ TR−1/2e ), à
laquelle l’énergie injectée au système se dissipe par effets Joule, et qui définit le domaine
dissipatif. L’hypothèse de grands nombres de Reynolds est nécessaire pour que ces deux
domaines soient bien distincts et suffisamment étendus : on se situe ainsi dans le cadre
d’une turbulence pleinement développée. Dans ces conditions, les hypothèses d’isotropie et
d’indépendance vis à vis de la géométrie de l’écoulement à grande échelle sont vérifiées
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et le nombre de Reynolds Re prend toute sa signification : il définit complètement l’écou-
lement turbulent homogène et isotrope dont parle Kolmogorov [5]. Ainsi, pour un même
nombre de Reynolds infiniment grand, une turbulence isotrope d’un fluide tel que l’eau est
statistiquement indiscernable d’une turbulence isotrope d’un fluide tel que l’air ou l’huile.
Comme nous allons le voir, la notion d’échelle, omniprésente dans les travaux de Kol-
mogorov, est directement reliée aux observables (mesurables !) du fluide : la physique
d’un fluide turbulent ne se résume pas à l’étude systématique de sa vitesse Eulérienne
~u(x, y, z, t) (ou Lagrangienne ~v(~r0, t)) et de ses dérivées comme la dissipation locale ǫ =
1
2
ν
∑
i,j [∂iuj + ∂jui]
2 (ou l’accélération d’une particule Lagrangienne ~a(~r0, t) = ∂t~v), mais
se situe aussi à travers les échelles, en étudiant par exemple l’évolution de la composante lon-
gitudinale de la vitesse Eulérienne sur une échelle de longueur l, δlu(x) = ux(x+ l)−ux(x),
ux étant la composante suivant x de la vitesse Eulérienne, ou bien l’incrément temporel de
vitesse Lagrangienne sur une échelle de temps τ , c’est à dire δτv(t) = vx(t+ τ)− vx(t), vx
étant par exemple la composante suivant x de la vitesse d’une particule Lagrangienne [1–3].
Kolmogorov caractéristise complètement, d’un point de vue statistique, le comportement
de ces incréments dans les échelles, en s’appuyant sur des raisonnements dimensionnels et
une relation exacte tirée des équations de Navier-Stokes : pour toutes les échelles inertielles,
l’incrément se comporte statistiquement comme une loi de puissance vis-à-vis de l’échelle
l, δlu ∼ lh, où l’exposant h est unique et égal à h = 1/3 ; remarquons que cet exposant
acquiert le statut mathématique d’exposant de Ho¨lder à la limite des échelles infiniment
petites (et donc pour un nombre de Reynolds infini). Dans une formulation Lagrangienne
du fluide, en cohérence avec les travaux de Richardson [6], les incréments temporels de
vitesse sur une échelle τ se comportent suivant une loi similaire, δτv ∼ τh, mais cette fois
avec un exposant unique h = 1/2. Les implications de cette description sur les moments
des incréments, communement appellés fonctions de structure, Mq(l) = 〈(δlu)q〉 (respecti-
vement Mq(τ) = 〈(δτv)q〉) sont immédiates : Mq(l) ∼ lζEq avec ζEq = q/3 (respectivement
Mq(τ) ∼ τ ζLq avec ζLq = q/2). Comme nous le verrons dans la suite, le fait que l’exposant
de loi de puissance h soit unique et que le spectre ζq soit linéaire conduit à une description
autosimilaire, ou encore monofractale, des fluctuations de vitesse turbulente. Dans le cadre
Lagrangien, les théories dimensionnelles à la Kolmogorov prédisent que les trajectoires des
particules sont indiscernables statistiquement d’un mouvement Brownien (à la stationnarité
de la vitesse près). Les prédictions de Kolmogorov peuvent être transposées dans le domaine
spectral, en étudiant notamment le spectre de puissance E(k) = 〈|ux(k)|2〉, où ux(k) est
la transformée de Fourier de la composante suivant x de la vitesse Eulérienne, de vecteur
d’onde k. On obtient ainsi le fameux comportement en loi de puissance E(k) ∼ k−5/3 pour
la vitesse Eulérienne [5]. L’équivalent Lagrangien est un spectre de puissance se compor-
tant comme une puissance de la fréquence ω exprimée en Hertz, E(ω) = 〈|v(ω)|2〉 ∼ ω−2
et qui est identique à celui obtenu pour le mouvement Brownien.
Expérimentalement, les implications de ces notions sont fondamentales. Les mesures
de profils spatiaux ou temporels de vitesse Eulérienne sont apparues avec la maitrise des
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anémomètres à fils chauds [7–15]. Il est ainsi devenu possible de mesurer des profils spatiaux
de vitesse en souﬄerie sous une hypothèse de turbulence "gelée", plus connue sous le nom
d’hypothèse de Taylor [1, 2], que nous discuterons largement dans la suite de ce mémoire.
Plus précisemment, il devenait possible de mesurer la composante dite longitudinale de la
vitesse, c’est-à-dire la composante de la vitesse suivant la direction de la vitesse moyenne
du flot (par exemple ux suivant x). La machine de von Kármán, dite machine "à laver", est
une autre méthode expérimentale [16–22] permettant de créer un écoulement turbulent :
elle consiste à agiter dans un volume étroit, un fluide (eau-air-sodium-gallium) entre deux
disques munis d’un mouvement de rotation autour de leur centre, de façon contra-rotative.
Dans un petit volume au centre de la machine (c’est-à-dire, loin des bords), le fluide, outre le
fait qu’il est turbulent, n’a pas de direction privilégiée. Les mesures Lagrangiennes de vitesse
sont elles beaucoup plus récentes et ont été réalisées par deux équipes expérimentales, l’une
aux USA et l’autre à Lyon. La première équipe à avoir réalisé une mesure Lagrangienne
de vitesse à grand nombre de Reynolds est celle de Bodenschatz à l’université de Cornell
[23–26]. Cette équipe est parvenue à mesurer l’accélération Lagrangienne (la variation
de vitesse durant un temps égal à la résolution temporelle de l’expérience) grace à des
"silicon strip detectors", issus de la physique des particules élémentaires, qui fournissent
chacun la position selon une direction des billes de 50µm placées dans un écoulement de
von Kármán. La deuxième expérience a été réalisée par Mordant à l’ENS de Lyon sous
la direction de Pinton [27–31]. L’écoulement généré est le même que celui de l’équipe de
Cornell (von Kármán) mais les techniques utilisées sont différentes : c’est l’écho doppler
qui ici permet d’accéder à la vitesse des billes placées dans l’écoulement en fonction du
temps. Les expériences sont complémentaires puisque seule l’accélération Lagrangienne est
accessible à Cornell, alors que le groupe de Lyon a accès à la vitesse des billes en fonction
du temps ce qui offre la possibilité d’étudier l’évolution de la statistique des fluctuations
de vitesse Lagrangienne à travers les échelles, la technique ultrasonore ne permettant pas
d’obtenir une résolution suffisante à ces nombre de Reynolds pour mesurer l’accélération.
L’avènement de l’informatique et des moyens de calcul en général, a permis la réso-
lution numérique des équations de Navier-Stokes pour des nombres de Reynolds de plus
en plus importants [32–37]. Les écoulements simulés sont 2π-périodiques, forcés en géné-
ral à grande échelle, sur un réseau de maille élémentaire de volume
(
2π
N
)3
, N étant le
nombre de points intervenant dans la discrétisation de 2π. La limitation de ces simulations
(DNS pour Direct Numerical Similations) dans la modélisation des écoulements à grands
nombres de Reynolds provient de la résolution spatiale nécessaire au calcul des dérivées
présentes dans l’équation de Navier-Stokes : la résolution des échelles dissipatives à un
nombre de Reynolds Re donné nécessite une place mémoire qui croit comme la puissance
9/4 de ce nombre, c’est-à-dire comme (L/ηK)
3 [1]. En contrepartie, les DNS donnent accès
à toutes les observables possibles de l’écoulement, aussi bien en Eulérien qu’en Lagrangien,
et ce dans tout l’espace, suivant toutes les composantes (pour les vecteurs) et à tous les
temps. Les dernières générations de super-ordinateur permettent d’atteindre des résolu-
tions N3 = (4096)3 [36], et donc de simuler des flots turbulents à des nombres de Reynolds
comparables à ceux obtenus dans des écoulements étudiés en laboratoire.
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L’ensemble des études des signaux expérimentaux et numériques effectués soit dans des
géométries différentes (souﬄeries, jets, etc), soit à des résolutions différentes , ont convaincu
l’ensemble de la communauté que la turbulence pleinement développée, homogène et iso-
trope au sens de Kolmogorov [5], dévie de façon significative du modèle monofractal pré-
disant un comportement linéaire du spectre ζq dans le régime inertiel. Malgré les effets de
nombre de Reynolds fini et la nature anisotrope de l’écoulement à grande échelle [38–41], il
est désormais clairement établi que les statistiques des incréments de vitesses Eulérienne et
Lagrangienne présentent des comportements en loi de puissance anormaux en fonction de
l’échelle, caractérisés par un spectre ζq non linéaire. L’écart à la linéarité du spectre ζq est
une manifestation d’un phénomène plus général connu sous l’appelation intermittence.
Suite à une objection de Landau [42] à la théorie de K41 [5], Kolmogorov [43] et Obukhov
[44] publient chacun en 1962, un article dans un même volume de la revue Journal of
Fluids Mechanics dans lequel ils prennent en considération les fluctuations de la dissipa-
tion moyennée sur une boule de rayon l, ǫl(~r, t) =
3
4πl3
∫
|s|≤l ǫ (~r + ~s, t) d~s. Ils estiment ainsi
les fonctions de structure des incréments de vitesse à partir des moments de la dissipation
moyennée ǫl en supposant vraie à tout ordre q, la relation dimensionnelle suivante :
〈(δlu)q〉 ∼ 〈(lǫl)q/3〉 .
Ils interprètent ainsi la non linéarité du spectre ζEq comme la conséquence de la nature
intermittente de la dissipation locale ǫ. Cette nouvelle description de Kolmogorov et Obou-
khov en 1962, plus connue sous le nom de KO62 [43, 44], est basée sur une statistique
log-normale de la variable aléatoire ǫl, c’est-à-dire sur une statistique Gaussienne de la va-
riable ln ǫl(~r, t). En 1985, Parisi et Frisch [45] proposent une interprétation du phénomène
d’intermittence dans le langage des singularités et du formalisme multifractal [1, 46–49] :
l’incrément de vitesse sur une échelle l (ou τ), δlu (ou δτv) se comporte localement comme
δlu ∼ lh, où l’exposant h caractérise les propriétés d’invariance d’échelle locale de la vi-
tesse ; les fluctuations spatiales de cet exposant sous-jacentes à la nature intermittente du
signal de vitesse sont modélisées en considérant h comme une variable aléatoire de densité
de probabilité Pl(h) ∼ l1−DE(h), où DE(h) est le spectre multifractal des singularités. Dans
la limite l → 0, c’est-à-dire pour des nombres de Reynolds infiniment grands, h et DE(h)
acquièrent respectivement le statut d’exposant de Ho¨lder et de spectre des singularités.
Dans la description log-normale de KO62 [43, 44], DE(h) est de forme parabolique. Plu-
sieurs autres formes du spectre DE(h) ont été proposées dans la littérature, parmi lesquelles
celles prédites par le "p-modèle" [50], le modèle de She-Lévêque [51], et sa généralisation
à la statistique log-Poisson [52, 53], et le modèle log-Lévy [54–56].
Aujourd’hui, si les travaux expérimentaux et numériques portant sur l’intermittence
dans le domaine inertiel sont nombreux, force est de constater que d’un point de vue théo-
rique, aucune approche quantitative du phénomène d’intermittence n’a émergée. La grande
majorité des études expérimentales en turbulence s’est focalisée sur l’étude systématique
des lois de puissance dans le domaine inertiel. D’un point de vue de l’analyse des signaux
expérimentaux et numériques, le calcul des fonctions de structure met clairement en évi-
dence un écart au comportement en loi de puissance, qui peut s’expliquer à toute petite
18
échelle par un effet de nombre de Reynolds fini (les effets dissipatifs remontent dans l’iner-
tiel) et à grande échelle par l’anisotropie de l’écoulement à l’échelle intégrale [38–41]. Afin
de mesurer correctement le spectre ζq à bas nombre de Reynolds, Benzi et ses collabora-
teurs [57–59] proposent en 1993 de mesurer la pente du graphe obtenu en représentant le
logarithme d’une fonction de structure en fonction du logarithme d’une fonction de struc-
ture d’un autre ordre. Cette technique empirique porte le nom d’auto-similarité étendue
(ESS pour Extended Self Similarity) [57–59]. Toutefois, une compréhension profonde de
la validité de cette méthodologie est toujours manquante [60] et ses conditions d’applica-
tion se limitent à des échelles supérieures à dix fois la longueur de Kolmogorov ηK [61].
Parallèlement à cette étude empirique, les travaux de Paladin et Vulpiani [62] montrent
que dans le cadre de la description multifractale, l’échelle dissipative ηK (précédemment
déterminée dimensionnellement par Kolmogorov, ηK ∼ R−3/4e ) en fait fluctue spatialement
et prend des valeurs dans un domaine d’échelles que nous appellerons le domaine dissipa-
tif intermédiaire [63–66]. Le comportement dans le domaine spectral des profils spatiaux
de vitesse dans le domaine dissipatif intermédiaire a été étudié par Frisch et Vergassola
[63] ; leur résultat principal est que le spectre de puissance est universel, dans la mesure
où lnE(k)/ ln Re est une fonction indépendante du nombre de Reynolds de ln k/ ln Re.
En 1990, Nelkin [67] prédit, grace au formalisme multifractal et en incorporant les fluc-
tuations de l’échelle dissipative, la "flatness" des dérivées de la vitesse. Ses prédictions
de l’évolution de la flatness en fonction du nombre de Reynolds sont corroborées par dif-
férentes mesures effectuées indépendement par plusieurs groupes expérimentaux [68–70].
Nous appelerons le domaine dissipatif profond, le domaine des petites échelles l (ou τ) pour
lesquelles δlux(x) ≈ l∂xux(x) (ou δτvx(t) ≈ τ∂tvx(t)). Finalement, ce n’est qu’en 1995 que
Meneveau [64] propose une généralisation du formalisme multifractal sur toute l’étendue
de la gamme d’échelles, depuis l’échelle intégrale jusqu’au domaine dissipatif profond. A
notre connaissance, il est le premier à étudier l’implication de la dispersion de l’échelle
dissipative sur la courbure des fonctions de structure, séparant les lois de puissance tri-
viales Mq(l) ∼ lq (resp. Mq(τ) ∼ τ q), des lois de puissance anormales du domaine inertiel
Mq(l) ∼ lζq (resp. Mq(τ) ∼ τ ζq).
Comme nous l’avons précédemment mentionné, la notion de cascade est omniprésente
en turbulence pleinement développée depuis les travaux originaux de Richardson [6]. Elle
est directement reliée au caractère multifractal de la turbulence, c’est-à-dire au phénomène
d’intermittence [43, 44, 71] et à l’existence de corrélations à longue portée [50, 72–80]. Ainsi,
au-delà de l’aspect analyse du signal, de nombreux travaux ont été récemment consacrés
au problème de la synthèse, c’est-à-dire à la construction de processus stochastiques de
signaux statistiquement indiscernables des profils spatiaux ou temporels de vitesse dans
un écoulement turbulent (Eulérien et Lagrangien). Nous citerons à titre d’exemple les
Brownien fractionnaires [81], les cascades discrètes [50, 82] et leur généralisation sur base
d’ondelettes [77, 83], les processus multi-affines [84], les marches multifractales [85] et leur
généralisation aux cascades continues log-infiniment divisibles [86–91].
Dans ce mémoire de doctorat, nous nous proposons d’étudier dans une première partie,
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plusieurs signaux expérimentaux et numériques de turbulence Eulérienne. La constatation
de la brisure de l’invariance d’échelle aux petites échelles, nous conduira à émettre de
nouvelles prédictions dimensionnelles concernant l’étendue du domaine dissipatif intermé-
diaire ainsi qu’à formaliser l’évolution de la statistique des fluctuations de vitesse dans le
cadre de la méthode du propagateur [9, 92–99] et du formalisme multifractal [45, 64]. Nous
calculerons la densité de probabilité d’un incrément de vitesse à l’échelle l (ou τ), c’est-
à-dire P(δlu) (ou P(δτv)), dans toute la gamme d’échelles (dissipatif profond - dissipatif
intermédiaire - inertiel), à un nombre de Reynolds Re donné (et fini) moyennant la déter-
mination d’une fonction paramétrique DE(h), où h et DE(h) seront assimilés à l’exposant
de Ho¨lder et au spectre des singularités dans la limite de Re → +∞. Nous montrons qu’il
est possible d’effectuer une description quantitative et synthétique de l’ensemble des don-
nées expérimentales et numériques avec un spectre DE(h) quadratique en accord avec la
théorie KO62. Nous aborderons ensuite le phénomène de Skewness [1–3, 100–103], et nous
montrerons qu’il est possible de rendre compte de façon très précise de son comportement
dans les échelles. Nous concluerons ce chapitre avec l’interprétation spectrale des signaux
de turbulence, en faisant le lien entre notre approche et celle de Frisch & Vergassola [63],
et en proposant une description quantitative du Bottleneck effect [104] observé dans les
spectres de puissance expérimentaux. Nous généraliserons notre étude aux statistiques des
incréments d’ordre N de la vitesse, ce qui nous permettra de repérer simplement et sans
faire d’hypothèses supplémentaires, les échelles auxquelles la dissipation d’énergie n’est
plus négligeable.
Dans une deuxième partie, nous reprendrons les raisonnements développés dans les cha-
pitres précédents pour les étendre au contexte de la turbulence Lagrangienne et à l’étude
des quantités présentant des propriétés d’invariance d’échelle temporelle. Nous montre-
rons comment il est possible de décrire de façon quantitative dans un même formalisme,
supporté par des arguments dimensionnels plus généraux, l’ensemble des mesures expéri-
mentales [23–31] et numériques [105] de vitesse Lagrangienne dans un écoulement turbulent
pleinement développé. Nous verrons que les effets dissipatifs dans le cadre Lagrangien sont
beaucoup plus importants [106] qu’en turbulence Eulérienne, au détriment du régime iner-
tiel qui se révèlera peu étendu malgré les hauts nombres de Reynolds atteints dans les
expériences. Nous mettrons en évidence le fait que des exposants h ≥ 1 peuvent exister,
des exposants pour lesquels l’incrément n’est plus adapté pour rendre compte des proprié-
tés d’invariance d’échelle locale. Nous insisterons sur le fait que l’analyse multifractale des
signaux de vitesse Lagrangienne exige l’utilisation des incréments (ou "ondelettes") d’ordre
supérieur.
Dans une troisième partie, nous établirons un lien statistique entre les fluctuations
de vitesse Lagrangienne et de vitesse Eulérienne. Des travaux précédents de Tennekes et
Lumley [2], et de Borgas et collaborateurs [107–110], permettent de relier les descriptions
multifractales (via l’estimation du spectre f(α) des singularités [46–49, 111–115]) de la
dissipation en turbulence Lagrangienne et Eulérienne. Nous calculerons les implications
de ces idées sur les spectres des singularités des vitesses Lagrangienne et Eulérienne, et
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nous confronterons ces prédictions avec les résulats issus des mesures expérimentales et
numériques présentées dans les chapitres précédents [106].
Dans une dernière partie, nous traiterons de la présence de corrélations à longue portée
dans les signaux expérimentaux et numériques de vitesse Eulérienne et Lagrangienne. Nous
rappelerons la principale conséquence d’une structure sous-jacente en cascade sur les statis-
tiques d’ordre 2 des signaux de vitesse, à savoir une décroissance très lente (logarithmique)
des corrélations d’amplitude [29, 31, 50, 72–74, 77–80]. Nous présenterons tout d’abord
les fonctions de corrélation de la turbulence Eulérienne, et l’implication fondamentale de
l’hypothèse de Taylor sur ces signaux [80, 116]. Nous discuterons de la même manière les
corrélations à longue portée présentes dans les fluctuations de vitesse Lagrangienne [29, 31]
et nous passerons en revue les différents modèles proposés dans la littérature pour rendre
compte de l’intermittence Lagrangienne [107, 109, 117–128]. Nous présenterons ensuite une
vision espace-échelle de ces corrélations à longue portée en rappelant les travaux de Cates
et Deutsch [72], ainsi que ceux de Meneveau et Chhabra [73] dans le cadre du formalisme
multifractal. Nous mentionnerons ensuite les limitations relatives des divers processus sto-
chastiques proposés pour rendre compte des mesures expérimentales et numériques, et nous
terminerons sur la notion d’intermittence dans le domaine spectral [129, 130].
Deuxième partie
Turbulence Eulérienne
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Chapitre 1
De la théorie K41 au phénomène
d’intermittence
Un signal de vitesse turbulente, par exemple le profil spatial d’une composante de la
vitesse (ux(x, y, z, t) = u(x) en fonction de x) , dans le cadre de la description Eulérienne
du fluide, est un signal d’une grande complexité (Fig. 1.1) :
– le signal apparait fortement désorganisé et présente des structures à toutes les échelles ;
– toutes prévisions détaillées (c’est-à-dire locales en espace) semblent difficiles ;
– certaines propriétés telles que les propriétés statistiques du signal (comme par exemple
les densités de probabilité) sont reproductibles et indépendantes de l’espace.
Ainsi, il apparait très difficile de prévoir quelle sera la valeur de la vitesse en un point x+ l
connaissant sa valeur au point x. Déjà en 1895, Reynolds [131] décrivait la vitesse d’un
fluide "agité" comme la somme d’une composante constante et de ses fluctuations. Une
autre façon d’appéhender la complexité d’un fluide turbulent est d’énumérer le nombre de
paramètres libres nécessaires à le décrire. On peut en effet montrer [1, 2] que le nombre de
degrés de liberté du fluide se comporte comme le nombre de Reynolds Re (Eq. (1.5)) à la
puissance 9/4. Ceci explique que le point de vue que nous adopterons dans ce manuscrit
sera fondamentalement de nature statistique.
Dans le domaine inertiel, et dans le cadre phénoménologique de la théorie monofractale
K41 [1, 3, 5], la dissipation locale d’énergie
ǫ =
1
2
ν
∑
i,j
(
∂uj
∂xi
+
∂ui
∂xj
)2
, (1.1)
où i, j sont les indices du repère cartésien et ν la viscosité du fluide, caractérise complète-
ment le comportement statistique à travers les échelles l des incréments longitudinaux de
vitesse Eulérienne, δlu(x) = u(x + l) − u(x), et ce pour tout ordre q, suivant la relation
dimensionnelle :
(δlu)
q ∼ l q3 ǫ q3 . (1.2)
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Fig. 1.1 – Profil spatial de la vitesse longitudinale u(x), normalisée par son écart-type,
enregistrée dans l’expérience de turbulence de jet de Baudet et Naert à l’ENS de Lyon
(Rλ = 380).
De plus, en supposant un comportement trivial1 pour la dissipation, on en déduit le com-
portement des fonctions de structure Mq(l),
Mq(l) = 〈δluq〉 ∼ 〈ǫ〉
q
3 l
q
3 ∼ lζEq avec ζEq =
q
3
. (1.3)
Dans le langage des singularités [1, 45], un spectre ζEq = q/3 linéaire correspond un expo-
sant de Ho¨lder h = 1/3 unique, et on peut montrer que le spectre de puissance E(k) décroit
comme k−5/3. Ces comportements en loi de puissance reflètent l’invariance d’échelle du si-
gnal turbulent dans le domaine inertiel. Ce domaine d’échelles ne dépend que de l’échelle
intégrale L du fluide et d’une vitesse caractéristique, typiquement l’écart-type2 de l’in-
crément de vitesse à cette échelle : σ =
√〈(δLu)2〉. Valable à toute échelle l, la relation
dimensionnelle (1.2) implique que
ǫ ∼ σ
3
L
, (1.4)
1La théorie K41 consiste à supposer que la dissipation ne fluctue pas, et qu’en conséquence, on peut
écrire que 〈ǫq〉 = 〈ǫ〉q = ǫq.
2Comme nous le verrons dans la suite, l’échelle intégrale L de l’écoulement, échelle caractéristique de
l’injection de l’énergie, est très proche de la longueur de décorrélation de la vitesse. Ainsi, l’écart-type σ
de l’incrément à l’échelle intégrale vaut approximativement
√
2σu, où σu =
√〈u2〉 est l’écart-type de la
vitesse.
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indépendamment de la viscosité ν et donc du nombre de Reynolds Re , que nous définissons
de la manière suivante :
Re =
σL
ν
. (1.5)
La viscosité intervient seulement dans l’expression dimensionnelle des grandeurs dissipa-
tives, telle que l’échelle de Kolmogorov ηK ∼ (ν3/ǫ)1/4. D’après les relations (1.4) et (1.5),
celle-ci est complètement déterminée par l’échelle intégrale L et le nombre de Reynolds,
ηK ∼ LR−3/4e . (1.6)
Expérimentalement, les seules mesures auxquelles nous aurons accès sont des mesures
temporelles effectuées en un point fixe de l’écoulement, par exemple à la sortie d’une
souﬄerie ou d’un jet pour lesquels la vitesse moyenne du fluide U est non nulle. L’hypothèse
de turbulence gelée, dite de Taylor [1, 2], permet de réinterpréter ces mesures temporelles
comme des mesures spatiales. En effet, dans le référentiel qui se meut à la vitesse U supposée
très grande, la sonde (en général un fil chaud) qui est fixe dans le référentiel du laboratoire,
se déplace à une vitesse très grande −U , de telle sorte que le champ de vitesse vu par cette
sonde n’évolue pas de façon appréciable durant le temps de mesure. En définissant par
u′ la vitesse du fluide dans le référentiel du laboratoire et u celle dans le référentiel de
l’écoulement moyen, l’hypothèse de Taylor consiste à assimiler :
u′(x, t+ τ) ≈ u(x− Uτ, t) , ∀τ > 0 . (1.7)
Remarquons que cette approximation est valable tant que les fluctuations de vitesse restent
négligeables devant la vitesse moyenne du fluide, c’est-à-dire, pour un taux de turbulence
I faible,
I =
σu
U
=
√〈(u− U)2〉
U
≪ 1 . (1.8)
L’échelle intégrale, présente dans la définition du nombre de Reynolds (Eq. (1.5)), est
une échelle difficile à mesurer car définie comme une échelle caractéristique de l’injection
d’énergie. Expérimentalement, il est plus commode de définir un nombre de Reynolds à une
échelle plus petite, de façon à être non pollué par les phénomènes d’anisotropie présents
aux grandes échelles [38–41] (postulat d’isotropie statistique de Kolmogorov). Cette échelle
est l’échelle dite de Taylor, notée λ, définie à partir des grandeurs intrinsèques du signal :
1
λ2
=
σ2u
〈(∂xu(x))2〉 . (1.9)
Le nombre de Reynolds construit à cette échelle s’écrit :
Rλ =
σuλ
ν
. (1.10)
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De manière phénoménologique, en s’aidant de la relation (1.4) et d’une approximation de
la dissipation ǫ ∼ ν〈(∂xu)2〉, on peut montrer que
Rλ ∼
√
Re . (1.11)
Dans ce chapitre, nous étudierons les statistiques de signaux expérimentaux de vi-
tesse Eulérienne obtenus sous l’hypothèse de Taylor. Ces signaux sont issus des travaux de
Chanal et collaborateurs [15], qui ont mesuré dans un jet d’hélium froid, la vitesse pour
plusieurs nombre de Reynolds Rλ = 89, 208, 463, 723 et 929. Nous aurons aussi à notre dis-
position les signaux de Baudet et Naert [10–13] dans un jet d’air, Rλ = 380, ainsi que ceux
de l’équipe de Gagne [9, 92] à la souﬄerie de Modane pour un nombre de Reynolds très
grand, Rλ ≈ 2500. La simulation directe des équations de Navier-Stokes (DNS pour Direct
Numerical Simulation) est une alternative aux signaux expérimentaux et permet un accès
immédiat aux profils spatiaux de vitesse Eulérienne. Comme nous l’avons mentionné dans
l’introduction, la limitation des DNS provient du fait qu’il faille résoudre les échelle dissi-
patives. Ainsi, le volume de résolution de la simulation doit être de l’ordre de η3K ∼ R−9/4e
(Eq. (1.6)). Nous effectuerons une analyse statistique des données numériques obtenues par
Lévêque [105] en DNS avec la résolution 2563 (Rλ = 140). Nous disposerons ainsi des trois
composantes de la vitesse pour plusieurs temps de retournements, l’équivalent temporel de
l’échelle de longueur intégrale L.
L’analyse des signaux de vitesse turbulente sur toute la gamme d’échelles disponible,
et plus précisemment dans le domaine inertiel, met clairement en évidence un écart aux
prédictions de Kolmogorov en 1941 [60]. Plus précisément, le spectre ζEq des exposants des
fonctions de structure mesuré, est inconstablement non linéaire et dévie significativement
spectre linéaire ζEq = q/3 (Eq. (1.3)) prédit par le modèle monofractal de K41. Ainsi, les
statistiques de la vitesse à travers les échelles se révèlèrent être multifractales, ou inter-
mittentes, et les fonctions de structures présentent des comportements en loi de puissance
dits anormaux, dans le sens où les exposants ζEq diffèrent du comportement linéaire K41.
Traditionnellement [8], l’étude statistique des profils spatiaux de vitesse consiste en l’esti-
mation des exposants du comportement en loi de puissance des fonctions de structureMq(l)
en fonction de l’échelle l, ce qui revient à mesurer la pente du logarithme d’une fonction de
structure en fonction du logarithme de l’échelle dans le domaine inertiel (l ∈ [ηK , L]). Une
autre méthode possible consiste à fixer par exemple3 ζE3 = 1, et à mesurer de manière rela-
tive les exposants ζEq par rapport à ζ
E
3 = 1 en représentant lnMq(l) en fonction de lnM3(l)
[10, 57–59, 76]. Cette procédure alternative basée sur l’hypothèse d’auto-similarité étendue
(ESS pour Extended Self-similarity), présente l’avantage de s’affranchir d’éventuels écarts
au comportement en loi de puissance observés dans les fonctions de structure aux grandes
échelles.
3En cohérence avec la relation de Karman-Howarth [3] qui stipule que 〈(δlu)3〉 ∝ l.
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Fig. 1.2 – Densité de probabilité P(δlu) des incréments de vitesse Eulérienne
sur les signaux expérimentaux de Baudet et Naert (Rλ = 380). Les den-
sités sont normalisées et une variance unité est imposée à chaque échelle.
Les densités obtenues aux échelles (respectivement de haut en bas) l/L =
0.00092, 0.0018, 0.0035, 0.0070, 0.014, 0.028, 0.056, 0.12, 0.22, 0.44, 0.8 et 1, ont été décalées
arbitrairement en ordonnée par souci de clarté. Pour l = L, nous avons tracé en trait
continu la densité Gaussienne de variance unité : P(x) = exp (−x2/2) /√2π.
Le phénomène d’intermittence est donc mis en évidence à travers la non linéarité du
spectre ζEq . De manière plus directe, et sans présupposer un comportement en loi de puis-
sance pour les fonctions de structure, le phénomène d’intermittence est responsable de
la déformation des densités de probabilité des incréments de vitesse à travers les échelles
P(δlu) [9, 92–98, 132–134]. Comme nous le voyons sur la figure 1.2, P(δlu) est de forme
Gaussienne à l’échelle intégrale L. Lorsque l’échelle l diminue, la densité de probabilité se
déforme continûment, et dévie fortement du cas Gaussien. Nous constatons ainsi que les
évènements violents, c’est-à-dire ceux tels que δlu atteint plusieurs fois l’écart-type, sont
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d’autant plus probables que l’échelle de l’incrément l est petite. Ainsi, le signal de vitesse
présente des bouffées intermittentes, dans lesquelles la vitesse varie de façon brutale sur une
distance l faible. C’est aussi pour cette raison que la dissipation (Eq. (1.1)), approximée
par le carré de la dérivée de la vitesse longitudinale [1], présente elle-même des variations
violentes. La figure 1.2 met aussi en évidence la dissymétrie des densités de probabilité,
qui s’interprète comme le fait que les incréments négatifs de vitesse longitudinale sont plus
probables que les positifs. C’est le phénomène dit de Skewness [1–3, 5], qui caractérise,
contrairement au cas Gaussien, le fait que les moments (ou fonctions de structure) impairs
sont non nuls, 〈(δlu)2q+1〉 < 0 dans le domaine inertiel (l ∈ [ηK , L]).
Chapitre 2
Le domaine inertiel
2.1 Spectre des exposants ζEq : description log-normale
de Kolmogorov et Obukhov
De manière générale, le signal de vitesse longitudinale présente des propriétés d’inva-
riance d’échelle, et on s’attend à ce que les fonctions de structures se comportent en loi de
puissance :
Mq(l) = 〈(δlu)q〉 ∼ lζEq . (2.1)
Dès 1962, Kolmogorov [43] et Obukhov [44] ont proposé un modèle non linéaire quadratique
pour le spectre des exposants ζEq , le modèle log-normal,
ζEq = c1q − c2
q2
2
, (2.2)
basé sur l’observation de fluctuations non triviales de la dissipation. Le coefficient c2 est
appelé le coefficient d’Intermittence car il rend complètement compte de la non linéarité
du spectre. Comme nous le verrons par la suite, le coefficient du terme linéaire c1 ≈ 1/3
se révèlera être très proche des prédictions dimensionnelles de Kolmogorov (K41). Ces
deux coefficients sont en fait contraints par la condition ζE3 = 1, relation exacte issue
des équations de Navier-Stokes, plus communément connue sous le nom de loi des 4/5
[1, 3, 5] :
lim
l→0
lim
ν→0
〈(δlu)3〉
l
= −4
5
〈ǫ〉 . (2.3)
Ils vérifient ainsi la relation :
c1 =
1
3
+
3
2
c2 . (2.4)
L’ensemble des données expérimentales et numériques est compatible avec un coefficient
d’intermittence universel [15, 60, 79, 80, 102] :
c2 = 0.025± 0.003 , (2.5)
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c’est-à-dire indépendant du nombre de Reynolds Re ; via la relation (2.4), cela conduit à
la valeur :
c1 = 0.37± 0.003 . (2.6)
Le comportement intermittent des fluctuations de vitesse à travers les échelles l s’ex-
plique, dans le cadre des travaux de Kolmogorov [43] et Obukhov [44], par une générali-
sation de la relation dimensionnelle (1.2), communément appelée hypothèse de similarité
raffinée (RSH pour Refined Similarity Hypothesis) [1–3, 111, 135, 136],
(δlu)
q ∼ l q3 ǫ
q
3
l , (2.7)
qui prend désormais en compte les fluctuations de la dissipation ǫl moyennée sur une boule
de taille l. Ainsi, si ~r désigne un point de l’espace,
ǫl(~r) =
3
4πl3
∫
|~r′−~r|<l
ǫ(~r′)d3r′ (2.8)
est une quantité qui a priori va dépendre du point où est centrée la boule de taille l.
Kolmogorov et Obukhov présupposent l’invariance d’échelle de la dissipation moyennée à
l’échelle l, au travers du spectre d’exposants τEq :
〈(ǫl)q〉 ∼ lτEq . (2.9)
Via la relation (2.7), on en déduit la relation suivante entre les exposants ζEq et τ
E
q [1, 111,
135] :
ζEq =
q
3
+ τEq/3 . (2.10)
Cette relation permet d’expliquer le comportement anormal1 des fluctuations de vitesse à
travers les échelles, à partir des fluctuations de la dissipation2.
Dans leur travail de pionniers, Kolmogorov [43] et Obukhov [44] proposèrent une sta-
tistique log-normale3 pour ǫl, et ce pour toutes les échelles inertielles (l ∈ [ηK , L]) :
Pǫl(ǫl)dǫl = Pln ǫl(ln ǫl)d ln ǫl =
1√
2πσ2l
exp
[
(ln ǫl −ml)2
2σ2l
]
d ln ǫl , (2.11)
1C’est-à-dire intermittent.
2Dans le cadre monofractal de la théorie K41, les fluctuations de ǫl sont indépendantes de l’échelle l,
ce qui implique τEq = 0, ∀q. On retrouve donc bien un spectre ζEq = q/3 linéaire.
3Cette hypothèse n’est pas tellement restrictive, souligne Obukhov [44], puisque la variable aléatoire ǫl
est strictement positive (Eqs. (1.1) et (2.8)). En effet, toute variable aléatoire positive peut être approximée,
au moins pour ses deux premiers moments, par une variable log-normale.
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où les paramètres ml et σ
2
l définissent respectivement la moyenne et la variance de ln ǫl.
Les moments de la variable aléatoire ǫl se déduisent naturellement de l’expression de la
densité de probabilité (Eq. (2.11)) :
〈(ǫl)q〉 =
∫ +∞
−∞
(ǫl)
qPln ǫl(ln ǫl)d ln ǫl = exp
[
1
2
q
(
qσ2l + 2ml
)]
. (2.12)
D’après les relations (1.1) et (2.8), la dissipation locale ǫ et la dissipation moyennée ǫl sur
une boule de taille l sont égales en moyenne, ce qui permet de déduire l’équation :
ml = ln〈ǫ〉 − σ
2
l
2
. (2.13)
Finalement, nous voyons que la densité de probabilité proposée dans l’équation (2.11)
ne dépend que d’un paramètre σl, et que les moments de ǫl sont donnés par la relation
suivante :
〈(ǫl)q〉 = 〈ǫ〉q exp
[
1
2
q(q − 1)σ2l
]
. (2.14)
Il suffit alors de choisir une variance σ2l proportionnelle au logarithme de l’échelle pour
obtenir des lois de puissance pour les moments de la dissipation (Eq. (2.9)) :
σ2l = 9c2 ln
L
l
, (2.15)
où c2 > 0 sera appelé le coefficient d’intermittence. L’équation (2.15) fait intervenir une
échelle caractéristique L nécessaire pour adimensionaliser l’argument du logarithme. D’un
point de vue formel, l’annexe A montre que la multifractalité impose l’existence d’une
échelle caractéristique qui se révèle être, dans ce cas précis, une échelle intégrale. Plus
simplement, la relation (2.15) n’est valable que pour les échelles l ≤ L (σ2l = 0 pour les
échelles l ≥ L). Ainsi, on obtient bien un comportement en loi de puissance aux échelles
l ≤ L, pour les moments de la dissipation :
〈(ǫl)q〉 = 〈ǫ〉q
(
l
L
)τEq
, (2.16)
avec
τEq =
9
2
c2q(1− q) . (2.17)
Le spectre ζEq des exposants des fonctions de structure de la vitesse est alors obtenu en
appliquant l’hypothèse de similarité raffinée (Eq. (2.10)) [1, 43, 44, 111, 135] :
ζEq =
(
1
3
+
3
2
c2
)
q − c2 q
2
2
. (2.18)
Remarquons qu’un coefficient d’intermittence nul, c2 = 0, nous ramène bien à une des-
cription monofractale (K41) des fluctuations de vitesse dans les échelles, c’est-à-dire à un
spectre linéaire ζEq = q/3 (Eq. (1.3)).
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2.2 Spectre DE(h) des singularités : formalisme multi-
fractal
C’est en 1985 que Parisi et Frisch [45] proposèrent une nouvelle interprétation du phéno-
mène d’intermittence dans le langage des singularités et du formalisme multifractal [1, 46–
49]. Le cadre général de l’analyse des singularités d’une distribution par la transformation
en ondelettes (généralisation de la notion d’incrément) est présenté dans les annexes B
et C [98, 112–115]. Dans ces dernières références le lecteur trouvera une généralisation
du formalisme multifractal aux distributions (mesures et fonctions incluses) à l’aide de la
transformation en ondelettes. La notion de singularité s’applique naturellement au profil
spatial de vitesse u(x),
δlu(x) = u(x+ l)− u(x) ∼ lh(x) lorsque l→ 0 , (2.19)
avec un exposant de Ho¨lder h(x) = 1/3 unique (indépendant de x) dans le cadre mono-
fractal de la théorie K41 [5]. Définissons le spectre des singularités DE(h) comme suit :
DE(h) = dF ({x0 ∈ R/h(x0) = h}) , (2.20)
où dF symbolise la dimension fractale
4. Toujours dans le cadre monofractal initié par
Kolmogorov en 1941 [5], le signal unidimensionnel de vitesse longitudinale est singulier
en chaque point avec un exposant de Ho¨lder h = 1/3 unique, c’est-à-dire que pour tout
x, l’incrément de vitesse sur une distance l, δlu(x) se comporte comme l
1/3. En d’autres
termes, l’ensemble {x ∈ R/h(x) = h} est exactement égal à R pour h = 1/3, et le spectre
DE(h) se réduit à un point DE(h = 1/3) = 1 (DE(h) = −∞ pour h 6= 1/3).
Le formalisme multifractal [45] consiste à associer une loi de probabilité à l’exposant
h qui est désormais considéré comme une variable aléatoire. Ainsi, à l’échelle l, la proba-
bilité Pil(h) que l’incrément de vitesse à cette échelle se comporte comme l
h, s’exprime en
fonction de la dimension fractale de l’ensemble des points pour lesquels cette singularité
est présente5 :
Pl(h) ∼ l1−DE(h) . (2.21)
On remarque immédiatement que, dans le cadre monofractal K41, cette probabilité est
indépendante de l’échelle et vaut 1 lorsque h = 1/3, et est nulle sinon. La multifractalité
s’inscrit naturellement dans cette description puisqu’elle est directement reliée à la non
unicité de l’exposant h. Ainsi, l’intermittence des fluctuations de vitesse se traduit par
l’existence de plusieurs exposants (ou "forces") de singularité, auxquels sont attribués une
probabilité. Comme nous le verrons, le signal de vitesse turbulente présente un continuum
d’exposants de singularité h ∈ [hmin, hmax]. Le formalisme multifractal repose donc sur une
interprétation locale des propriétés d’invariance d’échelle du signal étudié via la notion
4Plus précisément la dimension de Haussdorf de l’ensemble concerné.
5d = 1 représente la dimension cartésienne de l’espace dans lequel nous nous plaçons, c’est-à-dire
d(R) = 1 dans notre cas.
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(locale) d’exposant de Ho¨lder h(x) (Eq. (2.19)) qui fluctue d’un point à l’autre. Au cœur
de ce formalisme est la transformée de Legendre suivante, qui permet de faire le lien
statistique entre le comportement global en loi de puissance des fonctions de structure,
et donc la forme du spectre ζEq , avec le comportement singulier local du profil spatial de
vitesse :
ζEq =min
h
[
qh+ 1−DE(h)] . (2.22)
Cette relation est obtenue en appliquant la méthode du col à l’expression intégrale des
fonctions de structure dans la limite l→ 0+ :
Mq(l) = 〈(δlu)q〉 ∼ lζEq ,
∼
∫
lqh × l1−DE(h)dh ,
∼ lminh [qh+1−D
E(h)]
.
(2.23)
Nous nous limiterons à des formes de spectre DE(h) et ζEq continûment dérivables. Sous
ces conditions, la transformée de Legendre (Eq. (2.22)) peut être réécrite de la manière
suivante : {
q = dDE(h)/dh ,
ζEq = hq + 1−DE(h) . (2.24)
Nous appelerons formalisme multifractal [1, 45–49, 98, 112–115] l’approche qui consiste à
considérer le spectre DE(h) des singularités comme la transformée de Legendre (inverse)
du spectre ζEq :
DE(h) =min
q
[
1 + qh− ζEq
]
, (2.25)
que l’on peut réécrire, lorsque ζEq est continûment dérivable, sous la forme :{
h = dζEq /dq ,
DE(h) = 1 + qh− ζEq . (2.26)
Dans le cadre de la description log-normale de Kolmogorov [43] et Obukhov [44], la relation
(2.26) permet de calculer le spectre des singularités associé au spectre quadratique donné
par l’équation (2.2) :
DE(h) = 1− (h− c1)
2
2c2
. (2.27)
2.3 Modélisation probabiliste des incréments de vitesse
2.3.1 Le Propagateur
Comme nous on peut le constater sur la figure 1.2, la densité de probabilité des incré-
ments longitudinaux de vitesse à l’échelle l, Pl(δlu), dépend de l’échelle l, lorsque l < L.
Pour les échelles plus grandes que l’échelle intégrale L, Pl(δlu) est indépendante de l’échelle l
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et se confond avec PL(δLu) qui se révèle être très proche d’une Gaussienne. Lorsque l’échelle
l diminue, les densités de probabilité se déforment continûment, exhibant des queues de
forme exponentielle "étirée" (lnPl(δlu) ∼ (δlu)−α avec α < 2, lorsque δlu est grand). Cas-
taing et ses collaborateurs [9, 92–98] se sont intéressés tout particulièrement à l’évolution
dans les échelles de la forme des fonctions de densité de probabilité des incréments. Ils ont
ainsi proposé une description statistique de la turbulence pleinement développée au travers
d’une équation fonctionnelle reliant les distributions de probabilité des incréments à deux
échelles différentes. Cette description consiste à supposer que ∀l et l′ (l′ > l), Pl(δlu) peut
s’exprimer en fonction de Pl′(δl′u) de la façon suivante6 :
Pl(δlu) =
∫
Gll′(ln βll′)Pl′
(
δlu
βll′
)
d ln βll′
βll′
, (2.28)
où le noyau (ou propagateur dans les échelles) Gll′ dépend uniquement de l et l
′, et βll′ > 0.
Comme nous l’avons mentionné précédemment, les mesures expérimentales montrent que
la distribution des incréments à l’échelle intégrale L est Gaussienne. Il est ainsi possible
de réécrire la relation (2.28) en utilisant comme référence la distribution des incréments à
l’échelle intégrale l′ = L. Nous obtenons ainsi :
Pl(δlu) =
∫
Gl(ln βl)G
(
δlu
βl
)
d ln βl
βl
, (2.29)
où Gl est le propagateur entre les échelles L et l (l’indice L est omis dans la suite par souci
de clarté), et G est la fonction Gaussienne de variance σ2 = 〈(δLu)2〉 et de moyenne nulle
m = 〈δLu〉 = 0 :
G(x) = 1√
2πσ2
exp
[
− x
2
2σ2
]
. (2.30)
Il est alors possible de calculer les moments d’ordre q quelconque des incréments de vitesse :
〈(δlu)q〉 =
∫
(δlu)
qPl(δlu)dδlu ,
=
∫
(δlu)
qdδlu
∫
Gl(ln βl)G
(
δlu
βl
)
d ln βl
βl
,
=
∫
XqG(X)dX
∫
βqlGl(ln βl)d ln βl ,
= 〈δq〉〈βql 〉 ,
(2.31)
où δ est un processus Gaussien de moyenne nulle et de variance σ2 (Eq. (2.30)) et où nous
avons effectué le changement de variable X = δlu/βl dans le calcul de l’intégrale double.
6Le fait que la relation (2.28) soit valable ∀l et l′ (l′ > l) est relié à la propriété que la variable aléatoire
δlu est log-infiniment divisible [95, 137, 138] lorsque l appartient au domaine inertiel. Nous verrons dans
la suite que dans le domaine dissipatif, cette variable aléatoire perd cette propriété.
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Nous voyons donc que l’approche du propagateur revient à considérer l’incrément de vitesse
comme le produit de deux variables aléatoires indépendantes βl > 0 et δ = δLu,
δlu = βl × δ , (2.32)
avec δ ≡ N (0, σ2) variable aléatoire normale et βl une variable aléatoire positive dont le
logarithme est de densité de probabilité Gl(ln βl).
2.3.2 Propagateur et description log-normale
L’approche du propagateur permet de retrouver les statistiques log-normales pour la
vitesse en cohérence avec les travaux de Kolmogorov [43] et Obukhov [44]. Il suffit pour
cela de prendre une statistique log-normale pour la variable βl, c’est-à-dire un propagateur
Gaussien pour ln βl de la forme [9, 79, 92, 95, 98] :
Gl(ln βl) =
1√
2πλ2l
exp
[
−(ln βl −ml)
2
2λ2l
]
, (2.33)
de paramètres ml et λ
2
l qui varient linéairement avec le logarithme de l’échelle, pour les
échelles l plus petites que l’échelle intégrale L :{
ml = c1 ln(l/L) ,
λ2l = −c2 ln(l/L) , (2.34)
où c1 et c2 sont positifs. La relation (2.29) permet de calculer les moments des incréments
de vitesse :
〈(δlu)q〉 = 〈δq〉
∫ +∞
−∞
βqlGl(ln βl)d ln βl = 〈δq〉
(
l
L
)ζEq
, (2.35)
avec ζEq = c1q−c2q2/2, en accord avec l’équation (2.2). Rappelons que les moments impairs
de la Gaussienne sont nuls 〈δ2q+1〉 = 0 puisque la densité de probabilité est symétrique
par rapport à sa moyenne. Il est toutefois possible de calculer les moments pairs d’ordre
2q d’une variable Gaussienne δ de variance σ2 ;
〈δ2q〉 =
∫ +∞
−∞
x2qG(x)dx = (2q − 1)!!σ2q , (2.36)
où l’on a introduit la notation (2q−1)!! = (2q)!/(2qq!). Ainsi, le propagateur log-normal ne
rend pas compte du phénomène de Skewness [1–3, 5] lié à la valeur non nulle du moment
d’ordre 3 de l’incrément7 (Eq. (2.3)). La relation (2.36) se généralise aux moments d’ordre
q quelconque de |δ|
〈|δ|q〉 =
∫ +∞
−∞
|x|qG(x)dx = 2
q/2Γ
(
q+1
2
)
Γ
(
1
2
) σp , (2.37)
où Γ(x) =
∫ +∞
0
e−xtx−1dx est la généralisation de la fonction factorielle.
7Nous reviendrons sur ce point dans la partie du manuscrit (Section 3.6) consacrée au phénomène de
skewness. Nous verrons qu’il est possible de rendre compte de ce phénomène, en conservant l’indépendance
de βl et δ (Eq. (2.32)). En fait l’asymétrie des densités de probabilité des incréments de vitesse illustrée
dans la figure 1.2, sera introduite dans la modélisation de la densité de probabilité de δ.
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2.3.3 Propagateur et formalisme multifractal
La variable βl étant positive, on est tenté, en s’inspirant du formalisme multifractal, de
faire le changement de variable
βl =
(
l
L
)h
⇔ h = ln βl
ln(l/L)
. (2.38)
Nous pouvons ainsi réécrire le propagateur log-normal (Eq. (2.33)) avec les paramètres
ml et λl définis dans l’équation (2.34), ce qui permet de calculer la fonction densité de
probabilité de l’exposant h :
Pl(h)dh = Gl(ln βl)d ln βl =
1√
2π c2
ln(L/l)
(
l
L
) (h−c1)2
2c2
dh ∼
(
l
L
)1−DE(h)
dh , (2.39)
où DE(h) a la forme (Eq. (2.27)) du spectre des singularités du modèle log-normal de
Kolmogorov [43] et Obukhov [44]. Nous voyons donc que l’approche du propagateur (Eqs.
(2.28) et (2.29)) [9, 92–98] est équivalente à une description de l’incrément comme le
produit de deux variables aléatoires βl > 0 et δ indépendantes (Eq. (2.32)), où βl peut être
réécrite sous la forme βl = (l/L)
h, où h est une variable aléatoire stochastique de densité
Pl(h) ∼ (l/L)1−DE(h), dont la dépendance dans l’échelle l est controlée par la fonction
DE(h) qui sera assimilée au spectre des singularités du signal de vitesse dans la limite
l/L→ 0.
2.3.4 Propagateur et développement en cumulants
La notion de propagateur est directement reliée au développement en cumulants pré-
senté dans l’Annexe D [9, 79, 80, 92, 95, 139]. Comme nous l’avons vu dans les sec-
tions précédentes, le propagateur Gl(ln βl) est interprété comme la densité de proba-
bilité de la variable aléatoire ln βl. L’incrément de vitesse s’exprime comme le produit
de deux variables aléatoires indépendantes, δlu = βlδ, où δ est Gaussienne de variance
Var(δ) = σ2 = Var(δLu). Ainsi les cumulants Cn,δlu de ln |δlu| s’expriment comme la
somme des cumulants de ln βl et de ln |δ| :
Cn,δlu(l) = Cn,βl(l) + Cn,δ . (2.40)
La moyenne et la variance de ln |δlu| sont donc reliées à la moyenne et à la variance de
ln βl, c’est-à-dire à la moyenne et à la largeur à mi-hauteur du propagateur Gl(ln βl) :
C1,βl = 〈ln βl〉 = C1,δlu(l)− C1,δ =
∫
ln βlGl(ln βl)d ln βl ,
C2,βl = Var(lnβl) = C2,δlu(l)− C2,δ =
∫
(ln βl)
2Gl(ln βl)d ln βl − (C1,βl)2 .
(2.41)
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Fig. 2.1 – Représentation de la densité de probabilité Gl(ln βl) de ln βl, appellée propa-
gateur (Eq. (2.29)) à une échelle l. Dans cet exemple, nous avons utilisé le propagateur
log-normal, donné par la relation (2.33), pour le jeu de paramètres c1 = 1/3+3c2/2 = 0.37
et c2 = 0.025 (Eq. (2.34)). L’échelle utilisée est l/L ≈ 10−4.34. Dans le cadre log-normal,
cette densité est centrée sur le cumulant d’ordre 1, C1,βl = c1 ln(l/L), et sa largeur à
mi-hauteur est égale à deux fois l’écart-type, soit 2
√
C2,βl , où C2,βl = −c2 ln(l/L).
Les cumulants d’ordre supérieur sont donnés par l’équation (D.5) en annexe D, l’équation
(D.7) correspond aux cumulants de la Gaussienne. Ce résultat est illustré dans la figure 2.1.
Le fait que le propagateur soit centré en C1,βl et que sa largeur à mi-hauteur soit 2
√
C2,βl
est exact dans le cadre du modèle log-normal, et constitue une bonne approximation pour
l’ensemble des données expérimentales de vitesse Eulérienne [15, 79, 80, 102, 140]. Retenons
simplement que la largeur non nulle du propagateur est liée au phénomène d’intermittence,
et que dans une première approche, nous caractériserons cette largeur par l’écart-type du
propagateur, qu’il soit log-normal ou autre (par exemple log-Poisson [51–53]).
2.3.5 Le nombre de Reynolds local
Il est possible de définir un nombre sans dimension formé à partir des grandeurs ca-
ractéristiques de l’écoulement à l’échelle intégrale L, à savoir une vitesse caractéristique
σ =
√
(δLu)2 et la viscosité ν. On obtient ainsi le nombre de Reynolds Re = σL/ν (Eq.
38
(1.5)). De la même manière, on peut définir un nombre sans dimension à une échelle l plus
petite que l’échelle intégrale. Phénoménologiquement, ce nombre sera formé des grandeurs
caractéristiques à cette échelle, à savoir une vitesse caractéristique σβl, l’échelle l et la
viscosité ν. On obtient ainsi le nombre de Reynolds local Rl à l’échelle l [48, 50, 62, 111] :
Rl =
σβll
ν
= βl
(
l
L
)
Re . (2.42)
Ce nombre est local dans le sens où au travers de βl, il dépend de l’espace
8. En fait il s’agit
d’une variable aléatoire qui peut être caractérisée par ses moments :
〈(Rl)q〉 = (Re)q
(
l
L
)ζEq +q
. (2.43)
Remarquons que dans le cadre monofractal de K41, βl = (l/L)
1/3 est déterministe et ne
dépend pas de l’espace ; en conséquence Rl n’en dépend pas non plus. Dans le langage des
singularités [1, 45, 62], nous pouvons réécrire le nombre de Reynolds local en fonction de
l’exposant de Ho¨lder h(x) de la façon suivante :
Rl(x) =
(
l
L
)h(x)+1
Re . (2.44)
Le nombre de Reynolds caractérise la “complexité” du fluide. A l’échelle intégrale L l’écou-
lement est complètement imprédictible, et peut être assimilé à un bruit blanc : le nombre
de Reynolds Re est grand. En d’autres termes, la vitesse au point x+L est complètement
indépendante de celle au point x. Le nombre Reynolds local Rl diminue avec l’échelle l (Eq.
(2.42)), le fluide à petite échelle est moins complexe : la vitesse au point x + l, u(x + l),
dépend fortement de la vitesse u(x), ce qui est à relié au fait que la vitesse est corré-
lée à longue portée comme nous le discuterons dans la quatrième partie de ce manuscrit
consacrée aux statistiques d’ordre supérieur et aux corrélations à longue portée.
2.3.6 Dépendance du propagateur dans le nombre de Reynolds
local
Comme nous venons de le voir, la notion d’intermittence est liée à la largeur du propaga-
teur Gl(ln βl). Le cumulant d’ordre 2, C2,βl(l) caractérise totalement l’intermittence dans un
cadre log-normal (c2 6= 0 et cn = 0, ∀n > 2). Dans d’autres descriptions plus générales (log-
Poisson, ...), C2,βl(l) fournit en général une bonne approximation de ce phénomène (c2 6= 0
et ∀n > 2 , |cn| ≪ c2) [15, 79, 95, 98, 102, 141]. L’approche du propagateur permet d’ex-
pliquer la déformation des densités de probabilité des incréments longitudinaux de vitesse
dans les échelles (Fig. 1.2). La figure 2.2 permet de se représenter l’évolution de ces densités
8βl(x) dépend de l’espace au travers de l’exposant h(x) : βl(x) = (l/L)
h(x) (Eq. (2.38)).
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Fig. 2.2 – Représentation de la densité de probabilité de ln βl (ou propagateur) en fonction
du logarithme du nombre de Reynolds local Rl (Eq.(2.42)) pour différentes échelles l. Dans
cet exemple, nous avons utilisé le propagateur log-normal, donné par la relation (2.33), avec
le même jeu de paramètres que dans la figure 2.1. Les échelles utilisées sont (de gauche
à droite) log10(l/L) = −4.3429,−3.7846,−3.2262,−2.6678,−2.1094,−1.5511,−0.9927 et
−0.4343. Le nombre de Reynolds Re qui intervient dans la définition du nombre de Reynolds
local vaut Re = exp(20).
à travers la dépendance du propagateur log-normal9 Gl(ln βl) en fonction du logarithme
du nombre de Reynolds local, ln Rl = ln βl + ln(Rel/L) (Eq. (2.42)). Lorsque Rl = Re,
c’est-à-dire à l’échelle intégrale L, le propagateur a une largeur nulle (C2,βL(L) = 0), c’est
un pic de Dirac. Lorsque l’échelle diminue, la largeur augmente comme la racine carrée
du logarithme de l’échelle (C2,βl(l) = −c2 ln(l/L)). Le maximum10 du propagateur, lié à la
valeur la plus probable de ln βl, se situe en 〈ln Rl〉 ≈ C1,βl + ln(Rel/L) et se déplace à la
"vitesse"
∂〈ln Rl〉
∂ ln(l/L)
≈ c1 + 1 , (2.45)
9On rappelle que la forme précise du propagateur n’est pas importante ici, puisqu’on s’intéresse de
manière générale à un propagateur qui a une largeur non-nulle. Le modèle log-normal est le modèle le plus
simple qui présente un C2,βl(l) 6= 0.
10Ce maximum est obtenu pour lnβ∗l ≈ C1,βl ; l’égalité est exacte dans le cadre log-normal.
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dans une représentation en fonction de ln Rl (et à la "vitesse" c1 dans la représentation
en fonction de ln βl). Cette "vitesse" du maximum du propagateur quantifie la dérive
(terme de "drift") dans la modélisation par une équation de Langevin du processus ln βl
d’évolution à travers les échelles [13, 142–144]. Cette vision générale de l’intermittence
basée sur l’évolution du propagateur dans les échelles en fonction du nombre de Reynolds
local, reste à ce niveau esthétique mais se révèlera par la suite riche de physique puisque,
comme nous le verrons, les effets dissipatifs seront entièrement caractérisés par le nombre
de Reynolds local.
2.4 Analyse en cumulants des données expérimentales
et numériques d’incréments longitudinaux de vitesse
Nous présentons dans la figure 2.3 l’estimation des cumulants (Annexe D) de ln βl à
partir des profils longitudinaux de vitesse obtenus en laboratoire sous l’hypothèse de Taylor
ou simulés par résolution directe des équations de Navier-Stokes (DNS). Nous étudions ici
les signaux expérimentaux issus des différents groupes suivants :
– Baudet et Naert [10–13, 142] au laboratoire de physique de l’ENS de Lyon : jet d’air
pour un nombre de Reynolds Rλ = 380 ;
– Chanal et al. [15] au Centre de Recherche sur les Très Basses Températures (CRTBT)
à Grenoble : jet d’helium à basse température (ν(T ) → 0 quand T → Tc (Tem-
pérature critique) et donc Rλ → +∞) pour quatre nombres de Reynolds Rλ =
208, 463, 703 et 929 ;
– Gagne et al. à la souﬄerie de Modane [9, 92, 102] : très haut nombre de Reynolds
Rλ = 2500.
Nous présentons aussi les résultats obtenus avec les signaux numériques de Lévêque à
Rλ = 140, avec une résolution de 256
3, les moyennes étant effectuées sur plusieurs temps de
retournement. Etant donné que l’étendue du domaine inertiel croît comme une puissance
du nombre de Reynolds ( ∼ R3/4e ), il est opportun de renormaliser les cumulants par
ln Re comme cela est fait sur la figure 2.3, où Cn,βl/ ln Re est représenté en fonction de
ln(l/L)/ ln Re, de telle sorte que les échelles du domaine inertiel soient indépendantes du
nombre de Reynolds11. Le nombre de Reynolds (Eq. (1.5)), caractérise la complexité du
fluide à grande échelle. Expérimentalement, il est plus pratique de calculer le nombre de
Reynolds à l’échelle de Taylor Rλ (Eqs. (1.9) et (1.10)). Dans le cadre de la turbulence
homogène et isotrope, il est possible d’approximer la dissipation locale (Eq. (1.1)) par les
statisques du gradient longitudinal de la vitesse [1, 145, 146] :
ǫ ≈ 15ν〈(∂xu)2〉 , (2.46)
et qui, dimensionnellement, se comporte comme
ǫ ∼ σ3/L . (2.47)
11Dans cette représentation, le domaine inertiel au sens de Kolmogorov est le domaine [−3/4; 0], indé-
pendemment du nombre de Reynolds.
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Fig. 2.3 – Représentation des trois premiers cumulants de ln βl, normalisés par ln Re via la
relation (2.48) : (a) C1,βl = 〈ln |δlu|〉 − 〈ln |δLu|〉 ; (b) C2,βl = Var(ln |δlu|)− Var(ln |δLu|) ;
(c) C3,βl donné par l’équation (D.5), où δlu est l’incrément longitudinal de vitesse mesuré
dans différentes géométries et à des nombres de Reynolds différents (jet d’air Rλ = 380 ;
jet d’hélium Rλ = 208, 463, 703, 929 ; souﬄerie Rλ = 2500 ; DNS Rλ = 140).
Cette analyse rapide permet d’établir un lien entre le nombre de Reynolds à l’échelle
intégrale Re et le nombre de Reynolds à l’échelle de Taylor Rλ :
Re ≈ 1
15
(Rλ)
2 , (2.48)
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à un coefficient O(1) multiplicatif près12. C’est sur cette relation que nous nous sommes
basés pour renormaliser les cumulants. Dans le domaine inertiel, l’analyse en cumulants de
ces données a été effectuée dans la référence [80]. Dans le chapitre 3, nous allons étendre
cette analyse aux petites échelles, c’est-à-dire à un domaine d’échelles pour lequel l’inter-
prétation des données nécessitera de prendre en compte la physique des effets dissipatifs.
2.4.1 Le cumulant d’ordre 1
Le cumulant d’ordre 1 de ln βl, normalisé par le nombre de Reynolds calculé à partir
de Rλ via la relation (2.48), est présenté dans la figure 2.3(a) en fonction de ln(l/L)/ ln Re,
où
C1,βl = C1,δlu − C1,δ = 〈ln |δlu|〉 − 〈ln |δLu|〉 . (2.49)
Dans cette représentation, suivant les arguments dimensionnels de Kolmogorov [5], le do-
maine inertiel s’étend de ln(l/L) ≈ ln(ηK/L) = −3/4 jusqu’à l’échelle intégrale ln(L/L) =
0, où ηK = LR
−3/4
e (Eq. (1.6)) est l’échelle de Kolmogorov. En pratique, l’analyse des
signaux expérimentaux montre qu’à cause des effets de nombre de Reynolds fini, le do-
maine inertiel apparait clair sur un domaine plus restreint13 ln(l/L)/ ln Re ∈ [−0.55; 0],
dans lequel C1,βl se comporte a peu près linéairement en fonction de ln(l/L) avec une
pente c1 = 0.37 ± 0.03, valeur très proche de la prédiction monofractale c1 = 〈h〉 = 1/3
de K41 (Section 2.2). On constate toutefois une courbure prononcée aux alentours de
l’échelle intégrale L. Nous attribuons cette courbure aux effets d’anisotropie présents à
cette échelle [38–41]. En ce qui concerne les échelles inférieures à l’échelle de Kolmogorov
(ln(l/L)/ ln Re . −0.55), C1,βl se comporte désormais comme ln(l/L). Il s’agit là d’une
conséquence directe du fait que dans le domaine dissipatif, l’incrément de vitesse se com-
porte comme l’échelle, en cohérence avec le développement de Taylor :
δlu(x) = u(x+ l)− u(x) ≈ l∂xu+ o(l2) . (2.50)
On obtient bien que le cumulant d’ordre 1 se comporte comme
C1,βl = ln
(
l
L
)
+ cste(Re) , (2.51)
où la constante est déterminée par continuité du cumulant, c’est-à-dire, dans le cadre
dimensionnel de Kolmogorov,
cste(Re) ≈ (c1 − 1) ln
(ηK
L
)
≈ −2
3
ln
(
R
−3/4
e
)
=
1
2
ln Re , (2.52)
12Que nous prendrons égal à 1. Un calcul plus poussé peut-être effectué conduisant effectivement à un
nombre très proche de 1 (Section 3.6).
13Pour rendre compte de ces effets de nombre de Reynolds fini, il suffit de prendre comme échelle dissi-
pative ηK = (Re/R
∗)−3/4, où R∗ est une constante empirique estimée à partir des mesures expérimentales
(c.f. Section 3.6). Ainsi, ln ηK/ ln Re = −3/4 + 3/4(ln R∗/ ln Re) respecte les prédictions de Kolmogorov
(ln ηK/ ln Re → −3/4 lorsque Re → +∞) bien que dans la gamme des valeurs du nombre de Reynolds
concernée, ln ηK/ ln Re ≈ −0.55 varie très faiblement en fonction du nombre de Reynolds (∼ 1/ ln Re).
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ce qui donne un ordre de grandeur de la valeur du cumulant à l’échelle de Kolmogorov :
C1,βηK / ln Re ≈ −1/4. Un même calcul, en prenant en compte des effets de nombre de
Reynolds fini (ln(ηK/L) ≈ −0.55 ln Re) et c1 ≈ 0.37, donne C1,βηK / ln Re ≈ −0.20, une
valeur très proche de celle observée dans la figure 2.3(a).
2.4.2 Le cumulant d’ordre 2
Nous présentons dans la figure 2.3(b) l’estimation du cumulant d’ordre 2 de ln βl.
Comme précédemment, nous avons représenté ce cumulant normalisé par ln Re, C2,βl/ ln Re
en fonction de ln(l/L)/ ln Re, où
C2,βl = Var(ln βl) = C2,δlu − C2,δLu = Var(ln |δlu|)− π2/8 . (2.53)
En ce qui concerne les échelles inertielles (ln(l/L)/ ln Re & −0.55), C2,βl présente un com-
portement linéaire universel14 en fonction de ln(l/L), de pente −c2 = −0.025 ± 0.003
[15, 79, 80, 102]. Contrairement à C1,βl , ce comportement invariant d’échelle est beaucoup
plus marqué et bien moins pertubé par l’anisotropie des grandes échelles. On constate pour
les échelles dissipatives (ln(l/L)/ ln Re . −0.55) un écart au comportement linéaire. Ceci
est une conséquence de la dérivabilité du signal de vitesse résultant de l’effet de lissage par
la viscosité du fluide. On peut montrer en effet que C2,δlu devient indépendant de l’échelle
lorsque l/L→ 0,
C2,δlu = Var(ln |δlu|) −→
l/L→0
Var(ln |∂xu|) = C2,∂xu ; (2.54)
C2,βl tend donc vers une constante qui dépend du nombre de Reynolds. Dans le cadre mo-
nofractal de K41 [5], cette constante est égale à la valeur du cumulant à l’échelle dissipative,
C2,βl −→
l/L→0
C2,βηK = c2 ln
L
ηK
≈ 3
4
c2 ln Re . (2.55)
Dans notre représentation et en prenant en compte les effets de nombre de Reynolds fini,
on obtient
C2,βl
ln Re
−→
l/L→0
0.025× 0.55 ≈ 0.014 . (2.56)
L’analyse des signaux expérimentaux dans la figure 2.3(b) montre clairement que si C2,βl
sature à petites échelles (qui ne sont pas pour le moment accessibles à l’expérience ou à
la DNS), cette saturation se fera à des valeurs plus importantes que la valeur donnée dans
l’équation (2.56). En particulier, les signaux à Rλ = 380 et 2500, montrent clairement que
la saturation se situe plus haut que celle prédite par un simple raisonnement dimensionel.
Cette "accélération"15 de C2,βl résulte du caractère intermittent des fluctuations de vitesse
à travers les échelles. Remarquons simplement que cette accélération dépend de façon non
14C’est-à-dire indépendant du nombre de Reynolds.
15La notion d’accélération est à rapprocher de la notion de "vitesse" dans les échelles mentionée dans
l’établissement de la relation (2.45).
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triviale16 du nombre de Reynolds. Nous appelerons le domaine dissipatif profond le
domaine d’échelles où C2,βl devient indépendant de l’échelle. Ce domaine est très difficile à
atteindre expérimentalement puisqu’il nécessite une résolution temporelle17 d’autant plus
importante que le nombre de Reynolds est grand. Nous appelerons le domaine dissipatif
intermédiaire [48, 62–66], le domaine d’échelles où C2,βl subit une "accélération", c’est-
à-dire le domaine d’échelles qui sépare le comportement inertiel (C2,βl = −c2 ln(l/L)) du
comportement dissipatif profond C2,βl = Var(ln |∂xu|).
2.4.3 Le cumulant d’ordre 3
Nous présentons dans la figure 2.3(c) l’estimation du cumulant d’ordre 3 de ln βl. Nous
représentons à nouveau ce cumulant normalisé par ln Re en fonction de ln(l/L)/ ln Re, où,
en utilisant les résultats de l’annexe D,
C3,βl(l) = C3,δlu(l)− C3,δLu ≈ C3,δlu(l) + 2.10 . (2.57)
Dans le domaine inertiel (ln(l/L) . −0.55), la pente c3 du cumulant d’ordre 3 en fonction
de ln(l/L) permet de discriminer le modèle log-normal (c3 = 0) d’autres modèles proposés
pour rendre compte du phénomène d’intermittence et qui généralement conduisent à des
valeurs non nulles pour les cumulants cn d’ordre n > 2 [15, 51–56, 79, 80, 95, 98, 102, 139–
141]. Les signaux expérimentaux (Rλ = 208, 463, 703, 929) présentent un C3,βl qui se com-
porte linéairement avec ln(l/L) avec une pente c3 < 0 faible mais non nulle. Ceci contraste
avec les résultats obtenus avec les autres signaux (Rλ = 140, 380 et 2500) qui présentent
un C3,βl ≈ 0 indépendant de l’échelle, aux erreurs de mesures près, et qui confirment que
l’incrément de vitesse à l’échelle intégrale δLu reste indiscernable d’un bruit Gaussien.
Plusieurs phénomènes peuvent être mis en avant pour expliquer ces comportements. Pre-
mièrement, les signaux de Chanal et al. sont obtenus pour un taux de turbulence (Eq.
(1.8)) important [15], ce qui rend approximative l’utilisation de l’hypothèse de Taylor. Les
données de Baudet et Naert (Rλ = 380) sont elles aussi obtenues pour un taux de turbu-
lence important, mais le signal a été rééchantillonné en appliquant l’hypothèse de Taylor
locale [1, 18], qui consiste à interpréter les mesures temporelles u(t) comme un profil spatial
u(x(t)), avec18
x(t) = x0 −
∫ t
t′=0
u(t′)dt′ . (2.58)
D’un point de vue du traitement du signal, la statistique nécessaire à une bonne estimation
des cumulants Cn,βl croît avec l’ordre n du cumulant. Ainsi, pour les échelles inertielles,
16Nous montrerons dans la suite de ce manuscrit que ∂C2,βl/∂ ln(l/L) ∼
√
ln Re dans le domaine
d’échelles correspondant au domaine dissipatif intermédiaire (Eq. (3.12)).
17On rappelle que les profils spatiaux de vitesse sont obtenus sous l’hypothèse de Taylor.
18L’approximation de Taylor traditionnelle consiste à relier l’espace et le temps via x(t) = x0 − 〈u〉t, où
〈u〉 est la vitesse moyenne de l’écoulement dans le référentiel du laboratoire. Le signe moins qui intervient
dans cette dernière relation comme dans l’équation (2.58) provient du fait que la sonde visite le référentiel
de l’écoulement moyen dans le sens des x négatifs.
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les points expérimentaux dans la figure 2.3(c) sont soumis à une forte dispersion. Nous
pouvons néanmoins attribuer une pente aux différentes courbes correspondant aux dif-
férents nombres de Reynolds : c3 = −0.0010 ± 0.0005 pour les signaux de Chanal et al.,
c3 = −0.0001±0.0001 pour les autres. Le décalage en ordonnée des valeurs de C3,βl observé
pour les signaux de Chanal et al. provient de la statistique du bruit δ = δLu : cohérente
pour les deux premiers cumulants avec une statistique Gaussienne, elle s’écarte clairement
du cas Gaussien d’après la valeur finie obtenue pour C3;βl aux autres valeurs de Rλ. Du coté
des échelles dissipatives ln(l/L)/ ln Re . −0.55, on observe un écart au comportement en
loi de puissance. Comme nous le verrons dans le chapitre 3, ceci s’explique par le caractère
intermittent des fluctuations de vitesse.
2.4.4 Conclusions
L’analyse des signaux expérimentaux et numériques montrent que les incréments lon-
gitudinaux de vitesse sur une échelle l sont correctement modélisés dans le domaine iner-
tiel par le produit de deux variables aléatoires indépendantes δ et βl (Eq. (2.32)), où
δ = δLu = N (0, σ2) et βl est une variable log-normale
βl =
(
l
L
)h
, (2.59)
l’exposant h étant lui-même une variable aléatoire Gaussienne de variance
Var(h) =
c2
ln (L/l)
, avec c2 = 0.025± 0.003 , (2.60)
et de moyenne 〈h〉 = c1 = 0.37 ± 0.03, aux effets de nombre de Reynolds fini et aux
incertitudes de mesures près. La densité de probabilité de l’exposant h à l’échelle l, peut
se réécrire sous la forme :
Pl(h) =
(
l
L
)1−DE(h)
∫ (
l
L
)1−DE(h)
dh
, (2.61)
avec
DE(h) = 1− (h− c1)
2
2c2
. (2.62)
Les fonctions de structure sont alors correctement19 modélisées par des lois de puissance :
〈|δlu|q〉 = Kq
(
l
L
)ζEq
, (2.63)
19Remarquons que les lois de puissance des fonctions de structure sont fortement perturbées par des
effets de courbure dans la représentation logarithmique au voisinage de l’échelle de Kolmogorov ηK et de
l’échelle intégrale L, en cohérence avec le comportement de C1,βl (Fig. 2.3(a)). Le lien entre cumulants et
fonctions de structure est explicité dans l’Annexe D (Eqs. (D.1) et (D.2)).
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avec
ζEq = c1q − c2
q2
2
. (2.64)
Nous remarquerons que les valeurs attribuées aux coefficients du modèle log-normal
sont cohérentes avec ζE3 = 1, puisque c1 ≈ 1/3+3c2/2. Ces valeurs peuvent être comparées
avec celles prédites par le modèle de She-Lévêque [51] (statistiques log-Poisson [52, 53, 95])
(Annexe D). La prédiction de ce modèle pour le spectre ζEq peut être décomposée sous la
forme polynomiale suivante :
ζEq =
q
9
+ 2
[
1−
(
2
3
)q/3]
=
[
1
9
− 2
3
ln
(
2
3
)]
q −
+∞∑
n=2
2
3n
[
ln
(
2
3
)]n
qn
n!
,
= 0.381q − 0.0365q
2
2
− 0.005q
3
3!
−
+∞∑
n=4
2
3n
[
ln
(
2
3
)]n
qn
n!
.
(2.65)
Ainsi, les valeurs des coefficients cn prédites par ce modèle diffèrent significativement de
celles mesurées sur les signaux expérimentaux et numériques, en particulier pour ce qui
concerne le coefficient d’intermittence c2 qui est surestimé.
Dans le chapitre suivant, nous nous placerons donc volontairement et par soucis de
simplicité dans un cadre log-normal de coefficients
c1 = 0.370± 0.005 et c2 = 0.025± 0.003 . (2.66)
Chapitre 3
Les échelles dissipatives
3.1 Un constat expérimental
La figure 2.3 montre clairement que, dans le domaine dissipatif, les cumulants s’écartent
d’un comportement linéaire en fonction de ln(l/L). Nous nous proposons dans ce chapitre
de comprendre l’implication de la différentiabilité de la vitesse induite par les effets vis-
queux (δlu = l∂xu, lorsque l → 0) sur les statistiques des fluctuations de vitesse à travers
les échelles, ce qui constitue la majeure partie de ma contribution personnelle à la compré-
hension des (très) petites échelles de la turbulence.
3.2 Le nombre de Reynolds local dans le domaine dissi-
patif
Le nombre de Reynolds Re (Eq. (1.5)) caractérise la complexité de l’écoulement. Dans
les écoulements caractéristiques d’une turbulence pleinement développée, le nombre de
Reynolds est très grand (typiquement Re ∼ (Rλ)2, avec Rλ ∼ 100 − 3000). Le nombre de
Reynolds local Rl (Eq. (2.42)) caractérise lui la complexité du fluide à l’échelle l, et diminue
avec l’échelle. Lorsque l’échelle est suffisamment petite, Rl atteint des valeurs faibles de
l’ordre de O(1) : aux petites échelles (l ≤ ηK), l’écoulement est laminaire et la vitesse
varie peu. Ce comportement s’explique par les phénomènes dissipatifs qui “régularisent”
la vitesse, c’est-à-dire qui l’empêche de varier de façon significative sur de telles échelles ;
l’incrément de vitesse devient alors directement proportionnel à l’échelle
δlu(x) ≈ l∂xu −→
l→0
0 . (3.1)
Selon Paladin et Vulpiani [48, 62], on peut reprendre ces idées de manière plus formelle,
en disant que le nombre de Reynolds local Rl à une certaine échelle l = η est de l’ordre de
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l’unité1 :
Rη = 1 . (3.2)
Dans un cadre monofractal (K41), le nombre de Reynolds local ne fluctue pas spatialement
(Section 2.3.5), et donc l’échelle η est elle-même unique. Dans un cadre multifractal, le
nombre de Reynolds local fluctue et donc l’échelle η fluctue aussi. Rl peut se réécrire en
fonction de l’exposant h via la relation (2.44) :
Rη = 1 ⇒ η(h)
L
= (Re)
− 1
h+1 . (3.3)
Remarquons que l’on retrouve bien, dans le cadre du modèle K41 qui prédit un exposant
h = 1/3 unique, le comportement : ηK = η(h = 1/3) = LR
−3/4
e (Eq. (1.6)) pour l’échelle
dissipative de Kolmogorov. Le nombre de Reynolds local permet de différencier les échelles
inertielles (ln Rl > 0) des échelles dissipatives (ln Rl < 0). Dans le domaine dissipatif,
l’incrément de vitesse, c’est-à-dire βl, devient proportionnel à l’échelle. Nous obtenons
donc
ln Rl(h) = 2 ln
(
l
η(h)
)
. (3.4)
3.3 Le propagateur dans le domaine dissipatif
Comme nous l’avons vu dans la section 2.3.4, le propagateur Gl(ln βl) est, en bonne
approximation2, centré sur le cumulant d’ordre 1, C1,βl , et sa largeur à mi-hauteur est
bien approchée par 2
√
C2,βl (Fig. 2.1). Remarquons que la forme précise du propagateur
n’est pas importante dans la discussion, nous retiendrons simplement que le propagateur
n’est pas de largeur nulle et que le modèle log-normal est le modèle le plus simple auquel
nous pouvons penser pour rendre compte de la nature intermittente des fluctuations de
vitesse. Lorsque le propagateur Gl(ln βl) est représenté en fonction de ln Rl (Section 2.3.6),
le maximum de cette densité de probabilité, situé en 〈ln Rl〉 = C1,βl +ln(Rel/L), se déplace
à la vitesse c1 +1 ≈ 4/3 (Eq. (2.45) et Fig. 2.2) dans le domaine inertiel ( ln Rl ≫ 0). Dans
le domaine dissipatif profond (ln Rl ≪ 0), pour lequel βl ∼ l, le maximum du propagateur
se déplace dans cette représentation à la “vitesse” (Eq. (3.4)) :
∂〈ln Rl〉
∂ ln(l/L)
= 2 . (3.5)
1Dans une première étape, nous considèrerons que le nombre de Reynolds local est exactement égal à
1. Les mesures expérimentales et numériques montrent clairement que ce n’est pas tout à fait l’unité, mais
plutôt Rη = R
∗ ≈ 60. Nous reviendrons sur ce point dans la suite du manuscrit.
2Ces résultats sont exacts dans le cadre log-normal, et restent toutefois une très bonne approximation
dans d’autres descriptions plus générales des données expérimentales et numériques, comme par exemple
le modèle (log-Poisson) de She-Lévêque [51–53].
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0
Gl(lnβl)
l = η− l = η+
ln Rl
2
√
C2,β
η+
2
√
C2,β
η−
< ln Rη+ >< ln Rη− >
Fig. 3.1 – Représentation schématique du propagateur Gl(ln βl) en fonction de ln Rl, pour
les deux échelles l = η− et l = η+ définies dans le texte et qui délimitent le domaine
dissipatif intermédiaire.
3.3.1 Evolution du propagateur dans le domaine dissipatif inter-
médiaire
Nous voyons donc que la vitesse de déplacement vers les très petites échelles du maxi-
mum du propagateur est sensiblement plus importante que dans le domaine inertiel. En
fait, il existe un domaine d’échelles (le domaine dissipatif intermédiaire) dans lequel le
maximum du propagateur a été "accéléré". Dans la figure 3.1, nous représentons de façon
schématique le comportement du propagateur dans les échelles en fonction de ln Rl. Dans
le domaine dissipatif profond (c’est-à-dire δlu ∼ l et ln Rl ≪ 0), la largeur du propagateur
(2
√
C2,βl) devient indépendante de l’échelle puisque C2,βl → C2,∂xu − π2/8 lorsque l → 0.
Le propagateur sature dans le dissipatif profond, c’est-à-dire que dans la représentation
en fonction de ln Rl, le propagateur subit un mouvement de translation en bloc à la vi-
tesse donnée par l’équation (3.5). Nous noterons η− la plus grande échelle à laquelle la
largeur du propagateur devient indépendante de l’échelle (∀l < η−, C2,βl = C2,∂xu − π2/8).
Comme nous l’avons vu, dans le domaine inertiel (Fig. 2.2), la largeur du propagateur
augmente comme 2
√
C2,βl = 2
√
c2 ln(L/l) lorsque l’échelle diminue. Appelons η
+ la plus
petite échelle à partir de laquelle C2,βl s’écarte d’un comportement linéaire vis à vis de
ln(L/l), c’est-à-dire que ∀l < η+, C2,βl > c2 ln(L/l). Ainsi, nous pouvons définir le domaine
dissipatif intermédiaire comme le domaine d’échelles l ∈ [η−, η+] dans lequel le coeur du
propagateur pénètre par la droite (ln Rη+ > 0) à la “vitesse” c1 + 1 (Eq. (2.45)) et sort par
la gauche (ln Rη− < 0) à la “vitesse” 2 (Eq. (3.5)). Dans un cadre monofractal, le propaga-
teur est de largeur nulle (c2 = 0), ce qui définit une seule échelle dissipative ηK = LR
−3/4
e
(Eq. (1.6)). Dans le cadre multifractal qui est le nôtre, et de manière phénoménologique,
l’échelle dite de Kolmogorov ηK est telle que le propagateur à cette échelle GηK (ln βηK ) est
centré en 〈ln RηK〉 = 0. Admettons3 en première approximation que les échelles η− et η+
3Ceci revient à supposer que les échelles dissipatives fluctuent autour de ηK d’une manière logarith-
mique, c’est-à-dire 〈ln η〉 ≈ ln ηK . Dans le cadre du formalisme multifractal, ceci revient à approximer
〈ln η(h)〉 = −〈(h+ 1)−1〉 ln Re par −(〈h〉+ 1)−1 ln Re ≈ −(1/3 + 1)−1 ln Re = ln ηK .
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soient telles que 〈ln Rη−〉 ≈ −〈ln Rη+〉 (Fig. 3.1). On peut montrer4 alors que ηK est la
moyenne géométrique des échelles η+ et η− :
ηK ≈
√
η−η+ . (3.6)
Ainsi, le maximum du propagateur inertiel de largeur 2(C2,β
η+
)1/2, voyageant à la “vitesse”
c1 + 1 (Eq. (2.45)), met un “temps” ln(η
+/ηK) à atteindre l’échelle dissipative ηK :√
C2,β
η+
c1 + 1
≈ ln
(
η+
ηK
)
. (3.7)
De la même manière, le maximum du propagateur dissipatif de largeur 2(C2,β
η−
)1/2, voya-
geant à la "vitesse" 2 (Eq. (3.5)) depuis l’échelle ηK , met un "temps" ln(ηK/η
−) à atteindre
le régime dissipatif profond : √
C2,β
η−
2
≈ ln
(
ηK
η−
)
. (3.8)
Les relations (3.6), (3.7) et (3.8) permettent de calculer le facteur d’amplification du cu-
mulant d’ordre 2, C2,βl , à la traversée du régime dissipatif intermédiaire [15, 66] :
C2,β
η−
C2,β
η+
≈
(
2
c1 + 1
)2
. (3.9)
Nous appelerons5 loi des 9/4 l’amplification du cumulant d’ordre 2, car en négligeant les
corrections intermittentes6, c1 = 1/3 et donc l’amplication est de l’ordre de 9/4.
3.3.2 Dépendance de l’étendue du domaine dissipatif intermédiaire
dans le nombre de Reynolds Re
Le même raisonnement que précédemment mène à des prédictions sur la largeur [η−, η+]
du domaine dissipatif intermédiaire, ainsi que sur le comportement de C2,βl dans ce do-
maine. L’échelle η+ est définie comme la limite du domaine inertiel, mais reste toutefois
une échelle inertielle. On peut donc écrire que
C2,β
η+
= c2 ln
(
L
η+
)
≈ c2 ln
(
L
ηK
)
=
3
4
c2 ln Re , (3.10)
en utilisant la forme du C2,βl inertiel et le fait qu’à très haut nombre de Reynolds, l’échelle
η+ reste très proche7 de l’échelle de Kolmogorov ηK . D’après les relations (3.7) et (3.8), on
4C’est une conséquence directe de la note en bas de page précédente.
5Par analogie avec la loi des 4/5 régissant la fonction de structure d’ordre 3 (Eq. (2.3)) [1, 3, 5].
6La condition ζE3 = 1 impose dans un cadre log-normal c1 = 1/3 + 3c2/2 ≈ 0.37 ≈ 1/3.
7Cette approximation est justifiée a posteriori puisque nous pouvons montrer que, via la relation (3.7),
ln(η+/ηK) ∼
√
ln Re, un domaine d’échelle de largeur négligeable devant ln(L/ηK) = (3/4) ln Re.
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0
0
0
C2,βl
∼ ln Re
pente = −c2
pente = 1
∼ √ln Re
∼ ln Re
C1,βl
pente = c1 ≈ 13
pente ≈ 2
3
ln( ηK
L
) = − 3
4
ln Re
ln( l
L
)
∼ √ln Re
ln( η+
L
)ln( η−
L
)
pente ∼ √ln Re
Fig. 3.2 – Prédictions dimensionnelles pour les cumulants C1,βl et C2,βl de ln βl sur toute
la gamme d’échelles comprise entre l’échelle intégrale et le domaine dissipatif profond.
peut calculer
√
C2,β
η−
−
√
C2,β
η+
≈ 2 ln
(
ηK
η−
)
− (c1 + 1) ln
(
η+
ηK
)
≈ 1− c1
2
ln
(
η+
η−
)
. (3.11)
L’équation (3.9) permet d’aboutir à la prédiction dimensionnelle de l’étendue du domaine
dissipatif intermédiaire :
ln
(
η+
η−
)
≈
√
3c2
c1 + 1
√
ln Re . (3.12)
Nous voyons donc que l’étendue du domaine dissipatif intermédiaire (ln(η+/η−)) varie en
fonction du nombre de Reynolds comme
√
ln Re, un domaine d’échelles négligeable devant
l’étendue ln(L/ηK) ∼ ln Re des échelles inertielles dans la limite des nombres de Reynolds
infinis.
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Remarquons que dans la littérature, des considérations spectrales [63] ont été évoquées
pour estimer que le domaine dissipatif intermédiaire s’étendait plutôt entre ηmin à ηmax
(Eq. 3.3), où
ln(ηmin/L) = − 1
1 + hmin
ln Re et ln(ηmax/L) = − 1
1 + hmax
ln Re , (3.13)
avec hmin et hmax des constantes universelles
8, c’est-à-dire indépendantes du nombre de
Reynolds. On obtient alors que l’étendue du domaine dissipatif intermédiaire varie comme
ln
(
ηmax
ηmin
)
=
(
1
1 + hmin
− 1
1 + hmax
)
ln Re , (3.14)
en contradiction avec nos prédictions dimensionnelles (Eq. (3.12)) [66].
Dans la figure 3.2, nous avons essayé de résumer les différentes prédictions dimension-
nelles que nous avons établies sur le comportement des cumulants C1,βl et C2,βl en fonction
de ln(l/L). C2,βl est constant et est égal à C2,∂xu− π2/8 dans le domaine dissipatif profond
(l < η−) ; il se comporte linéairement avec une pente −c2 dans le domaine inertiel (l > η+)
et présente un taux de variation dans le domaine dissipatif intermédiaire (l ∈ [η−, η+]) égal
à :
C2,η− − C2,η+
ln
(
η+
η−
) ∼√ln Re . (3.15)
C1,βl se comporte linéairement avec une pente 1 dans le domaine dissipatif profond et une
pente c1 ≈ 1/3 dans le domaine inertiel ; il présente dans le domaine dissipatif intermédiaire
un taux de variation indépendant du nombre de Reynolds :
C1,η− − C1,η+
ln
(
η+
η−
) ≈ −2
3
. (3.16)
Nous voyons donc que le caractère différentiable de la vitesse (δlu ∼ l∂xu) et l’intermittence
des fluctuations (C2,βl > 0) du domaine inertiel ont des implications fondamentales et non
triviales sur les statistiques des incréments à travers les échelles, et ce indépendemment
de la forme précise du propagateur. Nous pouvons aussi conclure que les statistiques de la
vitesse en turbulence ne sont pas log-infiniment divisibles [95, 137, 138] dans le domaine
dissipatif. En effet, le taux de variation de C2,βl (Eq. (3.15)) à la traversée du domaine
dissipatif intermédiaire dépend du nombre de Reynolds, alors que celui de C1,βl (Eq. (3.16))
n’en dépend pas. Ainsi, il n’existe pas de fonction f(l,Re) telle que C1,βl ∝ f(l,Re) et
C2,βl ∝ f(l,Re) (c.f. Annexe D). Nous présentons dans la section suivante une formalisation
précise de ces idées dans le cadre du formalisme multifractal.
8Dans le référence [63], il est indiqué que hmin > −1, c’est-à-dire L > ηmin > 0. Traditionnellement,
hmin et hmax correspondent aux deux solutions de l’équation DE(h) = 0, à savoir hmin = c1 −
√
2c2 et
hmax = c1 +
√
2c2 dans un cadre log-normal.
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3.4 Description multifractale des échelles dissipatives
Comme nous l’avons vu dans la section 3.2, dans le contexte où les fluctuations de
vitesse à travers les échelles sont intermittentes, l’échelle dissipative η définie à partir du
nombre de Reynolds local Rl, fluctue spatialement. La relation (3.3) montre que l’échelle
η(h) est bien une fonction de l’exposant h, auquel est associé (dans le domaine inertiel) une
probabilité Pil(h) ∼ l1−DE(h) (Eq. (2.21)). Nous allons discuter dans cette section comment
étendre ces notions aux échelles l dissipatives et notament, comment se comporte dans ce
régime l’incrément de vitesse δlu et la densité de probabilité des exposants h, P
d
l (h).
3.4.1 Continuité des incréments à l’échelle l = η(h)
Dans le domaine inertiel, c’est-à-dire aux échelles l > η(h), nous avons vu que la
description statistique fournit par le formalisme multifractal est basée sur le comportement
local des incréments des signaux de vitesse étudiés [1, 45, 48]. L’approche du propagateur
[9, 92–98] permet d’écrire l’incrément de vitesse à une échelle l inertielle comme le produit
de deux variables aléatoires indépendantes (Eq. (2.32)), dont l’une δ est Gaussienne (de
densité G) et indépendante9 de l’échelle, et l’autre βl contient entièrement la dépendance
dans les échelles (Eq. (2.38)), c’est-à-dire, ∀l ≥ η(h),
βil (h) =
(
l
L
)h
, (3.17)
avec
P
i
l(h) ∼
(
l
L
)1−DE(h)
, (3.18)
où η(h) est donnée par l’équation (3.3) [62], l’exposant i signifiant que les échelles concer-
nées sont inertielles. Nous nous intéressons maintenant au comportement des incréments
aux échelles l ≤ η(h), en ayant pour ambition de décrire les statistiques des gradients10
de vitesse comme un prolongement naturel des statistiques inertielles. Dans le cadre du
modèle "β aléatoire" [1, 48, 111], Benzi et al. [132] proposèrent une expression des densités
de probabilité des incréments longitudinaux de vitesse δlu à toute échelle. Nous allons voir
que les statistiques du domaine dissipatif se déduisent des comportements inertiels par
continuité des incréments à l’échelle dissipative. C’est Nelkin [67] qui à nôtre connaissance,
fut le premier en 1990 à établir les prédictions du formalisme multifractal sur les statis-
tiques des gradients de vitesse. Nous nous proposons ici d’étendre son étude à toutes les
échelles. Dans le domaine dissipatif, l’incrément de vitesse est directement proportionnel à
l’échelle, c’est-à-dire (Eq. (2.50))
βdl (h) = cste(h)
l
L
, (3.19)
9L’indépendance vis à vis de l’échelle est vraie pour les statistiques à un point, c’est-à-dire la densité
de probabilité G(δ), les moments 〈δq〉 et les cumulants Cn,δ.
10Les gradients s’obtiennent à la limite des échelles infiniment petites, δlu/l→ ∂xu lorsque l→ 0.
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où la constante est indépendante de l’échelle et dépend a priori de l’exposant h, l’index d
référant aux échelles de nature dissipatives. Cette constante est déterminée par continuité
en remarquant que l’incrément à l’échelle η(h) est à la fois inertiel et dissipatif, ce qui
permet d’écrire, ∀l ≤ η(h) :
βdl (h) =
l
L
(
η(h)
L
)h−1
. (3.20)
En combinant les équations (3.18) et (3.20), on obtient ainsi le comportement des in-
créments à toutes les échelles. Il reste toutefois à déterminer la densité de probabilité de
l’exposant h pour complètement décrire de façon statistique les fluctuations des incréments
longitudinaux de vitesse. En cohérence avec la différentiabilité de la vitesse, la constante
intervenant dans l’équation (3.19) ne doit pas dépendre de l’échelle. Il est alors naturel de
choisir pour la densité de l’exposant h dans le domaine dissipatif, une forme indépendante
de l’échelle et qui respecte la continuité de la fonction Pi,dl (h) lorsque l = η(h). On obtient
ainsi, ∀l ≤ η(h),
βdl (h) =
l
L
(
η(h)
L
)h−1
, (3.21)
avec
P
d
l (h) ∼
(
η(h)
L
)1−DE(h)
, (3.22)
en bon accord avec les résultats particuliers de Nelkin [67]. Ainsi, les équations (3.18) et
(3.22) fournissent une description statistique des fluctuations des incréments de vitesse sur
toute la gamme d’échelles depuis l’échelle intégrale jusqu’au régime dissipatif profond.
3.4.2 Généralisation du propagateur aux échelles dissipatives
L’expression générale de la densité de probabilité du produit de deux variables indépen-
dantes est donnée par l’égalité (2.29), ce qui revient à adopter l’approche du propagateur.
Déterminons en premier lieu la constante de normalisation Z de la densité de probabilité
des exposants h. Plaçons-nous à une échelle l fixe, et déterminons les exposants h qui
participent respectivement aux statistiques inertielles et dissipatives à cette échelle parti-
culière. Nous voyons tout d’abord qu’il existe, à cette échelle, un exposant caractéristique
h∗(l/L,Re) qui délimite les comportements inertiels et dissipatifs (Eq. (3.3)) :
l = η(h∗) ⇔ h∗
(
l
L
,Re
)
= −
(
1 +
ln Re
ln(l/L)
)
; (3.23)
ainsi les exposants h ≥ h∗ correspondent à des comportements de type dissipatif (Eq.
(3.22)), et les exposants h ≤ h∗ à des comportements de type inertiel (Eq. (3.18)). Remar-
quons aussi que l’exposant caractéristique de l’échelle l varie entre −1 et +∞ :
lim
l→0+
h∗
(
l
L
,Re
)
= −1
lim
l→L−
h∗
(
l
L
,Re
)
= +∞ ,
(3.24)
55
et que l’exposant caractéristique h∗ (ηK/L,Re) à l’échelle de Kolmogorov ηK = LR
−3/4
e
(Eq. (1.6)) vaut 1/3.
On obtient ainsi la constante de normalisation (ou fonction de partition) des densités
de probabilité Pil(h) (Eq. (3.18)) et P
d
l (h) (Eq. (3.22)) :
Z(l/L,Re,DE(h)) =
∫ h∗
−1
(
l
L
)1−DE(h)
dh+
∫ ∞
h∗
(
η(h)
L
)1−DE(h)
dh , (3.25)
où η(h) est définie dans l’équation (3.3), ce qui détermine complètement la probabilité
d’avoir un exposant h à toutes les échelles :
P
d
l (h) =
1
Z
(
η(h)
L
)1−DE(h)
et Pil(h) =
1
Z
(
l
L
)1−DE(h)
. (3.26)
Ainsi, pour les échelles inertielles l ≥ η(h) (ou h ≤ h∗), le propagateur devient
Gl(ln β
i
l ) = P
i
l(h)
[
d ln βil
dh
]−1
, (3.27)
avec
ln βil = h ln
(
l
L
)
. (3.28)
De même pour les échelles dissipatives l ≤ η(h) (ou h ≥ h∗), le propagateur s’écrit
Gl(ln β
d
l ) = P
d
l (h)
[
d ln βdl
dh
]−1
, (3.29)
avec
ln βdl = ln
(
l
L
)
−
(
h− 1
h+ 1
)
ln Re . (3.30)
Nous avons représenté dans la figure 3.3, le propagateur (Eqs. (3.27) et (3.29)) en
fonction du logarithme du nombre de Reynolds local Rl (Eq. (2.42)) et ce pour plusieurs
échelles couvrant toute la gamme d’échelles inertielles et dissipatives (contrairement à la
figure 2.2 qui se limitait aux nombre de Reynolds locaux supérieurs à l’unité, et donc aux
échelles purement inertielles). Nous avons utilisé une forme parabolique pour le spectre
DE(h) (Eq. (2.27)), de paramètres c2 = 0.025 et c1 = 1/3 + 3c2/2 = 0.37 ; nous avons fixé
le nombre de Reynolds à la valeur ln Re = 20. Comme nous l’avons montré dans la section
2.3.6, lorsque les échelles varient de L à η+ (section 3.3.1), le propagateur calculé à partir des
équations (3.27) et (3.29) se déforme continûment avec une variance qui augmente comme
−c2 ln(L/l). Aux échelles l≪ η−, on constate que le propagateur sature, sa variance devient
indépendante de l’échelle (C2,βl → C2,∂xu−π2/8). Dans le domaine dissipatif intermédiaire
l ∈ [η−, η+], la partie gauche du propagateur reflète les statistiques du domaine dissipatif
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Fig. 3.3 – Représentation du propagateur Gl(ln βl) en fonction de ln Rl (Eq. (2.42)), à des
échelles purement inertielles (l > η+), purement dissipatives (l < η−), et dans le domaine
dissipatif intermédiaire (l ∈ [η−, η+]). Les points noirs correspondent au propagateur donné
par les relations (3.27) et (3.29). Ce propagateur n’est pas continu à la traversée de Rl = 1.
Le propagateur donné par les relations (3.32) et (3.33) et correspondant à la transition
C∞ de Batchelor–Meneveau [64, 147, 148] est représenté en trait continu. Le modèle utilisé
pour DE(h) est le spectre log-normal parabolique défini dans l’équation (2.27) avec comme
valeurs des paramètres c1 = 0.37 et c2 = 0.025. Le nombre de Reynolds intervenant dans
la définition du nombre de Reynolds local et dans le propagateur est ln Re = 20.
(ln Rl〈0) et la partie droite celle du domaine inertiel (ln Rl〉0). Le propagateur n’est pas
continu à la traversée de Rl = 1, car un simple calcul permet de vérifier que Gl(ln β
d
l (h =
h∗)) 6= Gl(ln βil (h = h∗)). Dans la figure 3.3 est aussi représentée en trait continu une
autre forme du propagateur qui est continue à la traversée de Rl = 1, et indiscernable
du propagateur précédent aux échelles l > η+ et l < η−. La différence majeure provient
de la transition entre les comportements inertiels (βil ∼ lh) et dissipatifs (βdl ∼ l) qui est
continue, dans la description précédente, mais pas dérivable :
βil (h = h
∗) = βdl (h = h
∗) mais
(
∂βil (h)
∂l
)
h=h∗
6=
(
∂βdl (h)
∂l
)
h=h∗
. (3.31)
Dans la suite de ce mémoire, nous proposons une forme de transition qui respecte la
continuité de toutes les dérivées de βl à toutes les échelles, et qui est inspirée des travaux
de Batchelor [147] sur la fonction de structure d’ordre 2. Le but est d’inclure dans un seul
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couple de fonctions βl et Pl(h), l’ensemble des propriétés inertielles et dissipatives. Nous
postulerons donc la forme suivante originellement proposée par Meneveau11 [64] :
βl(h,Re) =
(
l
L
)h[
1 +
(
l
η(h)
)−2](1−h)/2 , (3.32)
qui vérifie bien les limites inertielles (βl ≈ βil , pour L > l≫ η(h)) et dissipatives (βl ≈ βdl ,
pour l≪ η(h)). La fonction de densité de probabilité des exposants h à l’échelle l s’obtient
de la même manière :
Pl(h,Re,DE(h)) = 1Z
(
l
L
)1−DE(h)
[
1 +
(
l
η(h)
)−2](DE(h)−1)/2 , (3.33)
qui vérifie bien les limites inertielles (Pl ≈ Pil pour L > l ≫ η(h)) et dissipatives (Pl ≈
P
d
l pour l ≪ η(h)), la "constante" de normalisation intervenant dans la relation (3.33)
s’écrivant maintenant
Z(l/L,Re,DE(h)) =
∫ +∞
−1
(
l
L
)1−DE(h)
[
1 +
(
l
η(h)
)−2](DE(h)−1)/2dh . (3.34)
Le propagateur obtenu à partir des formes (3.32), (3.33) et (3.34) vérifiant la description
statistique des incréments longitudinaux de vitesse dans les régimes inertiel et dissipatif,
est représenté en trait continu dans la figure 3.3.
3.4.3 Description unifiée de la densité de probabilité des incré-
ments longitudinaux de vitesse
La fonction de densité de probabilité des incréments longitudinaux de vitesse δlu peut
donc être calculée à toutes les échelles, et pour un nombre de Reynolds donné, moyennant
une fonction (paramètrable) DE(h), en utilisant12 dans la relation (2.29) les expressions
(3.18) et (3.22) de Pil et P
d
l :
P(δlu) =
∫ h∗
hmin
P
i
l(h)G
(
δlu
βil (h)
)
dh
βil (h)
+
∫ hmax
h∗
P
d
l (h)G
(
δlu
βdl (h)
)
dh
βdl (h)
. (3.35)
11Les relations (11) et (13) de la référence [64] font intervenir une constante γ (en cohérence avec la
modélisation de Batchelor (Eq. (3.106))) qui n’a pas lieu d’être, comme le mentionne Meneveau lui-même :
" (this formalism) is consistent with the multifractal formalism near the transition between inertial and
viscous ranges but not in the far dissipative range, where the scaling of Nelkin should apply instead.". Il
est vrai que le "scaling" de Nelkin dans la référence [67] ne fait pas intervenir cette constante.
12On rappelle que la conservation des probabilités implique que Gi,dl (lnβ
i,d
l )d lnβ
i,d
l = P
i,d
l (h)dh.
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Comme nous l’avons vu dans la section précédente, il est plus réaliste d’utiliser une tran-
sition inertiel-dissipatif qui respecte le caractère C∞ de βl(h) en h = h∗. La densité de
probabilité13 des incréments de vitesse devient alors :
P(δlu) =
∫ hmax
hmin
Pl(h)G
(
δlu
βl(h)
)
dh
βl(h)
, (3.36)
où βl(h) et Pl(h) sont donnés par les relations (3.32) et (3.33) respectivement. Nous avons
fait apparaitre dans les expressions (3.35) et (3.36) les bornes d’intégration hmin et hmax.
Ces bornes ne dépendent pas a priori de la forme du spectre DE(h) mais sont tributaires
de l’utilisation de l’ondelette du pauvre, à savoir les incréments d’ordre un [149]. En effet,
comme cela a été remarqué dans la référence [150], l’incrément de vitesse permet d’explo-
rer qu’un domaine limité de valeurs de l’exposant h (Annexe C). Etant donnée sa forme
très singulière, l’incrément de vitesse n’est pas adapté à mesurer des exposants h négatifs
[150]. De plus, comme il n’a qu’un seul moment nul (Annexes B et C), l’incrément est
uniquement sensible aux exposants h ≤ 1 ; en d’autres termes le plus grand exposant14 vu
par l’incrément est h = 1. C’est pour cela que dans la suite de ce manuscrit, les bornes
d’intégration seront prises égales à
hmin = 0 et hmax = 1 . (3.37)
En effet, qu’ils soient de nature inertielle ou dissipative, les exposants h dont la probabilité
est significative sont tels que DE(h) ≥ 0. Les mesures expérimentales [15, 79, 80, 102]
indiquent que le spectre des singularités est positif sur un domaine h ∈ [0.1, 0.6] ; ainsi les
exposants h〈0.1 et h〉0.6 sont infiniment peu probables à la limite des échelles infiniment
petites. Nous verrons que dans la description Lagrangienne d’un fluide turbulent (Troisième
partie), les exposants h proches de l’unité ont des probabilités significatives, ce qui nous
conduira à considérer les incréments de vitesse d’ordre supérieur à 1 pour rendre compte
de l’intermittence des fluctuations de vitesse Lagrangienne. Dans la mesure où les valeurs
de h dont la probabilité est significative sont comprises dans l’intervalle hmin = 0 < 0.1 <
h < 0.6 < hmax = 1 dans le cas Eulérien, nous limiterons dans ce cas notre étude à la
statistique des incréments de vitesse d’ordre 1.
3.4.4 Expressions des fonctions de structure et des cumulants
L’expression (3.35) de P(δlu) donne accès à toutes les quantités caractérisant les statis-
tiques à un point15 comme les fonctions de structure (〈(δlu)q〉), les cumulants du logarithme
des incréments de vitesse (Cn,δlu), et le spectre de puissance
16. On obtient ainsi pour la
13Par souci de clarté, nous utilisons la notation Pl(δlu) = P(δlu).
14Plus généralement, le plus grand exposant vu par l’incrément d’ordre N , δ(N), est h = N (Annexe C)
[112, 150].
15Nous appelerons statistiques à un point, les statistiques faisant intervenir seulement la densité de
probabilité des exposants h, et non pas leur corrélation (〈h(x)h(y)〉).
16Nous reviendrons sur ce point dans la Section 3.7 consacrée à l’analyse spectrale.
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Fig. 3.4 – Représentation des cumulants du logarithme des incréments longitudinaux de
vitesse C1,βl (a) et C2,βl (b), normalisé par ln Re, en fonction de ln(l/L)/ ln Re. Les carrés
indiquent les échelles utilisées dans la figure 3.3. En trait discontinu sont représentés les
cumulants obtenus par la relation (3.40) et en trait continu ceux obtenus avec la transition
de Batchelor–Meneveau (Eq. (3.41)). Le modèle utilisé pour DE(h) est le spectre log-
normal parabolique (Eq. (2.27)), pour les valeurs des paramètres c1 = 0.37 et c2 = 0.025.
Le nombre de Reynolds est égal à Re = exp(20).
fonction de structure17 d’ordre q :
〈(δlu)q〉 =
∫ +∞
−∞
(δlu)
qP(δlu)dδlu ,
= 〈δq〉
(∫ h∗
hmin
[βil (h)]
q
P
i
l(h)dh+
∫ hmax
h∗
[βdl (h)]
q
P
d
l (h)dh
)
,
(3.38)
ou alternativement en utilisant la transition de Batchelor–Meneveau (Eq. (3.36)) :
〈(δlu)q〉 = 〈δq〉
∫ hmax
hmin
[βl(h)]
q
Pl(h)dh . (3.39)
17Dans un premier temps, on s’intéressera uniquement aux ordres q pairs (ou aux statistiques des am-
plitudes 〈|δlu|q〉), les fonctions de structure d’ordre q impair étant prédites identiquement nulles de par
le caractère symétrique de la densité G Gaussienne. Nous reviendrons sur ce point dans la Section 3.6
consacrée à la Skewness.
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De même pour les cumulants du logarithme, construits à partir des moments de ln βl
(Annexe D), on obtient à partir de l’équation (3.35) :
〈(ln βl)q〉 =
∫ h∗
hmin
[ln βil (h)]
q
P
i
l(h)dh+
∫ hmax
h∗
[ln βdl (h)]
q
P
d
l (h)dh , (3.40)
ou alternativement en utilisant la transition de Batchelor–Meneveau (Eq. (3.36)) :
〈(ln βl)q〉 =
∫ hmax
hmin
[ln βl(h)]
q
Pl(h)dh . (3.41)
Nous avons représenté dans la figure 3.4, les cumulants d’ordre 1, C1,βl = 〈ln βl〉, d’ordre
2, C2,βl = 〈(ln βl)2〉 − 〈ln βl〉2, normalisés par ln Re, en fonction de ln(l/L)/ ln Re. En trait
discontinu sont représentés les cumulants evalués via l’équation (3.40), et en trait continu
ceux obtenus en utilisant la transition de Batchelor–Meneveau (Eq. (3.41)). Dans cette
figure, les symboles carrés (¤) correspondent aux échelles présentées dans la figure 3.3.
Dans le domaine inertiel (l > η+), les deux cumulants se comportent bien linéairement en
fonction de ln(l/L), C1,βl = c1 ln l/L et C2,βl = −c2 ln(l/L), confirmant que les fonctions
de structures (Annexe D) se comportent bien comme des lois de puissance. Remarquons
que dans ce domaine d’échelles, les deux descriptions sont indiscernables, en cohérence
avec la figure 3.3. Dans le domaine dissipatif profond, l < η−, C2,βl = C2,∂xu − π2/8 est
indépendant de l’échelle et C1,βl = ln(l/L) + cste(Re). De la même manière, les valeurs des
cumulants à ces échelles sont indépendantes de la forme de la transition employée pour
βl(h) (C0 ou C∞). Dans le régime dissipatif intermédiaire, C2,βl subit une "accélération"
d’autant plus importante que la transition ne respecte pas la continuité des dérivées de βl,
et C1,βl transite continûment entre le comportement inertiel et celui du dissipatif profond.
3.4.5 Prédictions dans le régime dissipatif profond
La "flatness" de la dérivée de la vitesse
Un des estimateurs importants de la turbulence est la "flatness" F (l) [1–3], qui ca-
ractérise "l’applatissement" des densités de probabilité des incréments longitudinaux de
vitesse et qui a la propriété de tendre vers une limite finie (et a priori non nulle) lorsque
les échelles tendent vers zéro :
F (l) =
〈(δlu)4〉
〈(δlu)2〉2 . (3.42)
La première prédiction que l’on peut faire à partir du formalisme développé dans les sections
précédentes, concerne la dépendance dans le nombre de Reynolds Re de la flatness de la
dérivée de la vitesse :
lim
l/L→0
F (l) =
〈(∂xu)4〉
〈(∂xu)2〉2 . (3.43)
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Remarquons tout de suite que la flatness d’une Gaussienne est égale à 3 (Eq. (2.36)). Le
formalisme multifractal (Eq. (3.38)) permet alors de calculer la flatness à toutes les échelles,
et plus spécialement la flatness de la dérivée, en utilisant18 les relations (3.3) et (3.38) :
lim
l/L→0
F (l) = F∂xu(Re) = 3Z
∫ hmax
hmin
R
− 4(h−1)+1−DE(h)
h+1
e dh(∫ hmax
hmin
R
− 2(h−1)+1−DE(h)
h+1
e dh
)2 . (3.44)
En travaillant dans la limite Re → +∞, il est possible d’estimer l’expression (3.44) en
appliquant le théorème du col. On obtient, en négligeant les constantes additives19,
lnF∂xu(Re) ≈ − ln Re
[
min
h
(
4(h− 1) + 1−DE(h)
h+ 1
)
− 2 min
h
(
2(h− 1) + 1−DE(h)
h+ 1
)]
.
(3.45)
Dans un cadre log-normal de paramètres c1 = 1/3 + 3c2/2 = 0.37 et c2 = 0.025 (Eq.
(2.66)), il est possible d’obtenir une expression analytique (mais compliquée) des minima
intervenant dans la relation (3.45). En utilisant le fait qu’à grand nombre de Reynolds,
Rλ ∼
√
Re, on trouve que :
F∂xu(Re) ∼ R0.37λ . (3.46)
Ce résultat, déjà présent dans le travail théorique de Nelkin [67], est en bon accord avec
les mesures effectuées par différents groupes expérimentaux [68–70].
Les cumulants du logarithme de la dérivée de la vitesse - Facteur d’amplification
L’expression générale du moment d’ordre q des incréments longitudinaux de vitesse per-
met de calculer les cumulants du logarithme à tout ordre (Annexe D). Plus précisemment,
pour l≪ η−, l’équation (3.38) peut être réécrite sous la forme :
〈|δlu|q〉 =
l〈〈η−
lq〈|∂xu|q〉 = Kqσq
(
l
L
)q ∫ hmax
hmin
R
− q(h−1)+1−DE(h)
h+1
e dh∫ +∞
−1 R
− 1−DE(h)
h+1
e dh
, (3.47)
où Kq(σ/L)
q est le moment (en valeur absolue) d’ordre q d’une Gaussienne centrée de
variance (σ/L)2 (Eq. (2.37)). On peut montrer20 que dans la limite Re → +∞, Cn,∂xu =
18On utilise aussi le fait que lim
l→0+
h∗(l/L,Re) = −1 (Eq. (3.24)).
19Ces constantes sont négligeables dans la limite Re → +∞.
20Les cumulants d’une Gaussienne sont donnés dans l’Annexe D et la technique de calcul employée est
celle donnée par la relation (D.8). On remarquera aussi que la constante de normalisation est indépendante
de q et que ln〈|δlu|0〉 = 0. Un logiciel de calcul symbolique sérieux permet alors d’obtenir l’équation (3.48).
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C∞n + Cn,δ avec
C∞1 =
1− c1
1 + c1
ln Re ,
C∞2 =
4c2
(1 + c1)3
ln Re ,
C∞3 =
24c22
(1 + c1)5
ln Re ,
C∞n ∝
cn−12
(1 + c1)2n−1
ln Re pour n ≥ 2 .
(3.48)
La loi des 9/4 [15, 66] (Eq. (3.9)) obtenue de façon phénoménologique dans la section
3.3.1, stipule que le cumulant d’ordre 2 est multiplié par un facteur approximativement
égal à 9/4 à la traversée du domaine dissipatif intermédiaire. En reprenant les notations
définies dans la section 3.3.1, il est naturel d’assimiler C2,β
η−
à C∞2 . L’échelle η
+ est la plus
petite échelle inertielle, donc C2,β
η+
= c2 ln(L/η
+). En assimilant η+ à η(〈h〉) (Eq. (3.3)
avec 〈h〉 = c1), on retrouve bien :
C2,β
η−
C2,β
η+
≈ 4
(1 + c1)2
≈ 9
4
. (3.49)
3.4.6 Le régime dissipatif intermédiaire : dépendance dans le
nombre de Reynolds
Les arguments dimensionnels de la section 3.3.2 permettent d’estimer la dépendance
dans le nombre de Reynolds de l’étendue du domaine dissipatif intermédiaire, c’est-à-
dire ln(η+/η−) ∼ √ln Re (Eq. (3.12)). Comme l’étendue du régime inertiel varie comme
ln(ηK/L) ∼ ln Re, le cumulant d’ordre 2 à l’échelle η+ se comporte de la même manière
C2,β
η+
≈ C2,βηK ∼ ln Re. Comme à l’échelle η− ce cumulant se comporte toujours comme
C∞2 ∼ ln Re, une façon de caractériser ln(η+/η−) est d’étudier la variation de C2,βl avec
ln(l/L) dans le domaine d’échelles compris entre η− et η+. La figure 3.4 montre clairement
que "l’accélération" du cumulant d’ordre 2 n’est pas constante. Nous nous sommes donc
intéressés à représenter dans la figure 3.5(a), la dérivée logarithmique du cumulant d’ordre
2, ∂C2,βl/∂ ln(l/L), en fonction de ln(l/L)/ ln Re dans le régime dissipatif intermédiaire,
pour une valeur du nombre de Reynolds ln Re ≈ 30. Nous avons représenté par un trait
continu le cumulant d’ordre 2 obtenu avec la formalisation (Eq. (3.41)) de la transition
de Batchelor–Meneveau et en trait pointillé celui obtenu avec l’équation (Eq. (3.40)). On
constate que la dérivée n’est pas constante et présente un minimum. Dans la figure 3.5(b)
ce minimum, minl ∂C2,βl/∂ ln(l/L), est représenté en fonction de
√
ln Re. La linéarité des
résultats obtenus aussi bien avec la transition de Batchelor–Meneveau (¤), qu’avec la
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Fig. 3.5 – (a) Dérivée logarithmique du cumulant d’ordre 2, ∂C2,βl/∂ ln(l/L), en fonction
de ln(l/L)/ ln Re à un nombre de Reynolds donné (ln Re ≈ 30), pour la transition C0 (trait
discontinu) et pour la transition de Batchelor–Meneveau (trait continu). (b) Minimum
de la dérivée logarithmique minl ∂C2,βl/∂ ln(l/L) en fonction de
√
ln Re, obtenu avec la
transition C0 (◦) et la transition de Batchelor–Meneveau (¤). Les minima obtenus avec
cette dernière sont représentés en (b) en les décalant arbitrairement en ordonnée afin de
les comparer.
transition C0 (◦) permet de conclure21 que l’étendue du régime dissipatif intermédiaire
varie comme
√
ln Re dans la limite des nombres de Reynolds infinis :
min
l∈[η−,η+]
∂C2,βl
∂ ln(l/L)
∼
√
ln Re . (3.50)
3.4.7 Généralisation en fonction de l’ordre de l’ondelette analysa-
trice
Dans les Annexes B et C, nous présentons de façon générale la transformée en ondelettes
comme une généralisation de l’analyse des incréments pour l’étude des singularités localisées
dans les dérivées d’ordre supérieur du signal étudié [98, 112–115]. Dénotons par N l’ordre
de l’ondelette analysatrice, c’est-à-dire son nombre de moments nuls. Ainsi, l’incrément
δ
(1)
l u est une ondelette dite "du pauvre" d’ordre N = 1 [149, 150]. La discrétisation du
Laplacien δ
(2)
l u(x) = u(x + 2l) − 2u(x + l) + u(x) (Eq. (B.5)) est d’ordre N = 2. Dans le
21Nous aurions aussi pu montrer que les courbes ∂C2,βl/∂ ln(l/L), en fonction de ln(l/L)/ ln Re, obtenues
pour plusieurs valeurs du nombre de Reynolds, se superposent toutes sur une même courbe autour de leur
minimum lorsque la dérivée logarithmique du cumulant d’ordre 2 est renormalisée par
√
ln Re.
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domaine dissipatif, l’incrément δ
(1)
l u se comporte comme l’échelle l. De manière générale,
l’analycité du signal de vitesse impose que l’incrément d’ordre N se comporte comme lN .
On peut ainsi écrire que
δ
(N)
l u ∼
l→0
lN
∂Nu
∂xN
. (3.51)
Les statistiques des fluctuations de vitesse sont a priori inchangées dans le domaine iner-
tiel puisque la forme du spectre DE(h) montre que les valeurs de l’exposant h > 1 sont
infiniment peu probables. Ainsi, l’ondelette d’ordre N = 1 suffit a priori pour identifier
l’ensemble de la gamme des valeurs de l’exposant h présentes dans le signal de vitesse
turbulente. Toutefois, nous allons voir que l’utilisation des ondelettes d’ordre supérieur
permet de distinguer clairement les échelles dissipatives des échelles inertielles.
La loi des 9/4
La vitesse du maximum du propagateur (Eq. (3.5)) dans le domaine dissipatif devient,
lorsque l’ondelette analysatrice est d’ordre N ,
∂〈ln R(N)l 〉
∂ ln
(
l
L
) = N + 1 . (3.52)
La relation (3.9), appelée loi des 9/4, se généralise alors avec une ondelette d’ordre N
sous la forme
C2,β
η−
C2,β
η+
≈
(
N + 1
c1 + 1
)2
. (3.53)
Formalisme multifractal
Il est possible de généraliser le propagateur Gl(ln βl) (Eq. (2.29)) à une ondelette d’ordre
N quelconque, ce qui permet d’interpréter l’incrément d’ordre N de vitesse comme le
produit de deux variables aléatoires indépendantes (généralisation de l’équation (2.32)) :
δ
(N)
l u = β
(N)
l (h,Re)δ , (3.54)
où δ est Gaussienne de moyenne nulle et de variance σ2N = Var(δ
(N)
L u). Dans le cadre de la
transition C∞ de Batchelor–Meneveau [64, 147], la vitesse caractéristique β(N)l (h,Re) (Eq.
(3.32)) s’écrit alors sous la forme
β
(N)
l (h,Re) =
(
l
L
)h[
1 +
(
l
η(h)
)−2](N−h)/2 , (3.55)
qui vérifie bien les limites inertielles (βl ∼ lh pour L > l ≫ η(h)) et dissipatives (βl ∼ lN
pour l≪ η(h)). La fonction de densité de probabilité (Eq. (3.33)) des exposants h à l’échelle
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l reste inchangée :
Pl(h,Re,DE(h)) = 1Z
(
l
L
)1−DE(h)
[
1 +
(
l
η(h)
)−2](DE(h)−1)/2 , (3.56)
de même que la "constante" de normalisation (Eq. (3.34)) intervenant dans la relation
(3.56) :
Z(l/L,Re,DE(h)) =
∫ +∞
−1
(
l
L
)1−DE(h)
[
1 +
(
l
η(h)
)−2](DE(h)−1)/2dh . (3.57)
Il est alors possible d’obtenir la densité de probabilité P(δ(N)l u) de l’incrément longitudinal
d’ordre N de la vitesse sous la forme :
P(δ(N)l u) =
∫ h(N)max
hmin
Pl(h)G
(
δlu
β
(N)
l (h)
)
dh
β
(N)
l (h)
. (3.58)
La relation (3.58) fait intervenir les constantes hmin et h
(N)
max qui dépendent fortement de
l’ondelette analysatrice. L’incrément d’ordre N de la vitesse δ
(N)
l u n’est pas adapté pour
mesurer les exposants h négatifs. Il est orthogonal aux polynômes d’ordre N , ce qui permet
d’accéder aux exposants h ≤ N [150]. Dans la suite de ce mémoire, l’utilisation des in-
créments d’ordre N nous permettra, si nécessaire, d’étendre le domaine d’intégration dans
l’équation (3.58) aux valeurs de h comprises entre :
hmin = 0 et h
(N)
max = N . (3.59)
Flatness des dérivées d’ordre supérieur de la vitesse longitudinale
L’utilisation des incréments d’ordre N permet de mesurer la flatness des dérivées N ième
de la vitesse, étude déjà abordée par Nelkin [67] dans le cadre du formalisme multifractal.
La relation (3.44) obtenue pour un incrément d’ordre 1 se généralise de la façon suivante
F
∂
(N)
x u
(Re) =
〈
(
∂Nu
∂xN
)4
〉
〈
(
∂Nu
∂xN
)2
〉2
= 3Z
∫ h(N)max
hmin
R
− 4(h−N)+1−DE(h)
h+1
e dh(∫ h(N)max
hmin
R
− 2(h−N)+1−DE(h)
h+1
e dh
)2 , (3.60)
et la relation (3.45) devient
−
lnF
∂
(N)
x u
(Re)
ln Re
≈min
h
(
4(h−N) + 1−DE(h)
h+ 1
)
− 2 min
h
(
2(h−N) + 1−DE(h)
h+ 1
)
.
(3.61)
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Les cumulants du logarithme de la dérivée N ième de la vitesse
L’équation (3.47) se généralise de la façon suivante aux incréments d’ordre N :
〈|δ(N)l u|q〉 ∼
l≪η−
lNq〈|∂(N)x u|q〉 = Kqσq
(
l
L
)Nq ∫ h(N)max
hmin
R
− q(h−N)+1−DE(h)
h+1
e dh∫ +∞
−1 R
− 1−DE(h)
h+1
e dh
, (3.62)
où Kq(σ/L)
q est le moment (en valeur absolue) d’ordre q d’une Gaussienne centrée de
variance (σ/L)2 (Eq. (2.37)). On peut montrer que dans la limite Re → +∞, Cn,∂(N)x u =
C∞n (N) + Cn,δ, avec comme généralisation de l’équation (3.48) :
C∞1 (N) =
N − c1
1 + c1
ln Re ,
C∞2 (N) =
(N + 1)2c2
(1 + c1)3
ln Re ,
C∞3 (N) =
3(N + 1)3c22
(1 + c1)5
ln Re ,
C∞n (N) ∝
(N + 1)ncn−12
(1 + c1)2n−1
ln Re pour n ≥ 2 .
(3.63)
La loi des 9/4 généralisée à une ondelette d’ordre N dans un cadre phénomènologique
(Eq. (3.53)) stipule que le cumulant d’ordre 2 est multiplié par un facteur (N+1)2/(c1+1)
2
à la traversée du domaine dissipatif intermédiaire [66]. En reprenant les notations définies
dans la section 3.3.1, il est naturel d’assimiler C2,β
η−
à C∞2 (N). L’échelle η
+ est la plus
petite échelle inertielle, donc C2,β
η+
= c2 ln(L/η
+). En assimilant η+ à η(〈h〉) (Eq. (3.3)
avec 〈h〉 = c1), on retrouve bien :
C2,β
η−
C2,β
η+
≈ (N + 1)
2
(1 + c1)2
. (3.64)
3.5 Analyse en cumulants des données expérimentales
et numériques de vitesse longitudinale
Dans la figure 3.6, nous avons reporté les résultats de l’estimation statistique des trois
premiers cumulants Cn = Cn,δlu − Cn,δLu, en fonction de ln(l/L), obtenus à partir du
signal expérimental de Baudet et Naert [10–13, 142] (Rλ = 380) et du signal numérique
de Lévêque [105] (Rλ = 140). En fait, nous avons effectué une étude comparative des
cumulants obtenus à partir de l’incrément d’ordre un δ
(1)
l u(x) = u(x + l)− u(x) (◦), avec
ceux obtenus à partir de l’incrément d’ordre deux δ
(2)
l u(x) = u(x + 2l)− 2u(x + l) + u(x)
(¤). Dans le domaine inertiel (ln(l/L) & −4.5 pour l’expérience et ln(l/L) & −2 pour
la DNS), les cumulants obtenus avec ces deux méthodes sont indiscernables, en parfaite
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cohérence22 avec la description théorique adoptée dans ce manuscrit. Nous renvoyons le
lecteur à la section 2.4 pour une discussion détaillée du comportement des cumulants dans
le domaine inertiel. Nous nous focalisons ici principalement sur les domaines dissipatifs
intermédiaire et profond. Sur la figure 3.6, nous avons superposé sur les mêmes graphiques,
les cumulants théoriques Cn,βl obtenus à partir de l’équation (3.41), en utilisant la transition
de Batchelor–Meneveau (Eqs. (3.55) et (3.56)), pour une ondelette d’ordre N = 1 (traits
continus) et d’ordre 2 (traits discontinus). Un algorithme de minimisation des moindres
carrés sur les deux premiers cumulants C1 et C2 donne, dans un cadre log-normal, un
coefficient d’intermittence c2 = 0.023 pour l’expérience et c2 = 0.029 pour la DNS. Les
nombres de Reynolds obtenus23 par cette minimisation sont respectivement ln Re = 6.263
pour l’expérience et ln Re = 3.1773 pour la DNS. Remarquons que les échelles intégrales L
utilisées dans cette description sont supérieures à celles traditionnellement définies à partir
de la fonction d’auto-corrélation de la vitesse [1, 2] :
L > L =
∫ +∞
l=0
〈u(x)u(x+ l)〉
σ2u
dl . (3.65)
Dans le domaine dissipatif, le premier cumulant C1 devient proportionnel à ln(l/L) avec
l’incrément d’ordre un et proportionnel à 2 ln(l/L) avec l’incrément d’ordre 2, en bon ac-
cord avec nos prédictions théoriques. Le cumulant d’ordre 2 estimé à partir de δ
(1)
l u (resp.
δ
(2)
l u) est quant à lui multiplié par un facteur environ égal à 9/4 [15, 66] (resp. (9/4)
2) à la
traversée du régime dissipatif intermédiaire. Cette amplification est correctement décrite
par l’extension du formalisme multifractal (Eq. (3.64)) que nous avons présentée dans les
sections précédentes. Nous voulons insister sur le fait que l’utilisation des incréments (ou
ondelettes) d’ordre supérieur permet de distinguer clairement24 les comportements dits
inertiels (qui ne dépendent pas de l’ordre de l’ondelette), des comportements dits dissi-
patifs (qui en dépendent fortement). Le cumulant d’ordre 3 est présenté dans la figure
3.6(c) pour l’expérience et dans la figure 3.6(f) pour la DNS. Une description log-normale
impose sa nullité dans le domaine inertiel, ainsi qu’un comportement non trivial dans les
domaines dissipatifs intermédiaire et profond. Les résultats obtenus montrent clairement
un écart aux statistiques log-normales (principalement pour les résultas numériques à bas
Reynolds), aussi bien dans l’inertiel25 que dans le domaine dissipatif. Les variations pré-
dites par la présente description log-normale s’effectuent cependant dans le bon sens26,
22Les exposants h ≥ 0.6 sont infiniment peu probables (Pil(h) ≈ 0) ; de plus ni Pil(h), ni βil (h), ne
dépendent de l’ordre N de l’ondelette.
23Les nombres de Reynolds obtenus sont cohérents avec l’existence d’un nombre de Reynolds critique
R
∗ = 56 [102, 103]. La relation (3.78) permet ainsi de calculer ln Re = ln(380
2/(14 × 56)) = 5.22 pour
l’expérience et ln Re = ln(140
2/(14× 56)) = 3.22 pour la DNS.
24Et surtout de façon beaucoup plus précise que l’étude du spectre de puissance. Nous reviendrons sur
ce point dans la section 3.7 consacrée au spectre de puissance.
25C3 = c3 ln(l/L) avec c3 ≈ 0.005, comportement d’autant moins soumis à des effets de courbure dans
le domaine inertiel que l’ordre de l’incrément est élevé.
26Diminution puis augmentation du C3 vers une saturation positive (Eq. (3.63)) dans le sens des échelles
décroissantes.
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Fig. 3.6 – Représentation des trois premiers cumulants du logarithme Cn = Cn,δlu−Cn,δLu
des incréments d’ordre 1 (δ
(1)
l u(x) = u(x + l) − u(x))(◦) et d’ordre 2 (δ(2)l u(x) = u(x +
2l)− 2u(x+ l) + u(x))(¤) en fonction de ln(l/L). Signaux expérimentaux de Baudet-Naert
(Rλ = 380) : (a) C1, (b) C2 et (c) C3. Sur ces figures sont aussi représentés les cumulants
théoriques Cn,βl obtenus à partir de l’équation (3.41), en utilisant la transition de Batchelor–
Meneveau (Eqs. (3.55) et (3.56)), pour une ondelette d’ordre N = 1 (traits continus)
et d’ordre 2 (traits discontinus), dans un cadre log-normal de paramètres c2 = 0.023 et
c1 = 1/3+3c2/2 = 0.37, et pour un nombre de Reynolds ln Re = 6.263. Signaux numériques
de DNS de Lévêque (Rλ = 140) : (d) C1, (e) C2 et (f) C3. Les cumulants théoriques sont
obtenus comme précédemment, dans un cadre log-normal de paramètres c2 = 0.029 et
c1 = 1/3 + 3c2/2 = 0.38, et pour un nombre de Reynolds ln Re = 3.1773.
mais avec une amplitude plus faible que celle observée dans les données. En fait, le com-
portement de C3 dans le domaine dissipatif intermédiaire dépend sensiblement de la forme
du spectre DE(h), et notament de son terme cubique. Alors que sa saturation dans le
dissipatif profond ne dépend que de ce spectre (Eq. (3.63)), son "accélération" dans le
régime dissipatif intermédiaire dépend aussi fortement de la forme empirique de la transi-
tion de Batchelor–Meneveau. Toutefois, les résultas présentés dans la figure 3.6 permettent
de conclure que dans le cadre du formalisme multifractal [64, 66, 67], la description log-
normale permet de très bien décrire les statistiques des amplitudes des incréments |δlu|,
avec une fonction DE(h) parabolique qui ne dépend que faiblement de la géométrie de
l’écoulement (c2 universel) et qui pilote à la fois les comportements dissipatifs et inertiels,
observés respectivement à des échelles plus petites ou plus grandes que l’échelle intrinsèque
η(h) [62, 63].
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Nous nous intéresserons dans la suite de ce chapitre aux statistiques des incréments
signés, 〈(δlu)q〉, q pouvant prendre désormais des valeurs impaires. Nous allons voir que
le phénomène de "Skewness" [1, 2, 5], lié à l’asymétrie des densités de probabilité des
incréments (Fig. 1.2), peut tout à fait être modélisé dans la présente description.
3.6 Notes sur la Skewness
La figure 1.2 montre clairement que les densités de probabilité des incréments de vitesse
ne sont pas symétriques. Les incréments négatifs sont plus probables que les incréments
positifs. C’est le phénomène de Skewness [1–3, 5].
3.6.1 Mesures expérimentales et numériques
Comme l’indique la relation de Kármán-Howarth-Monin [1, 3] dérivée directement des
équations de Navier-Stokes et qui généralise en présence de viscosité finie la loi des 4/5
(Eq. (2.3)) :
〈(δlu)3〉 = −4
5
〈ǫ〉l + 6ν d〈(δlu)
2〉
dl
, (3.66)
le moment d’ordre 3 des incréments de vitesse est non nul. Remarquons dès à présent que
cette relation contient en son sein l’approximation de la dissipation locale (Eq. (2.46))
[1, 145, 146] :
〈ǫ〉 ≈ 15ν〈(∂xu)2〉 , (3.67)
puisque dans la limite27 l → 0, en approximant d〈(δlu)2〉/dl par 2l〈(∂xu)2〉, l’équation
(3.66) implique directement la relation (3.67). La Skewness S(l) quantifie l’asymétrie des
densités de probabilité des incréments de vitesse
S(l) =
〈(δlu)3〉
〈(δlu)2〉3/2 , (3.68)
et permet d’étudier, dans la limite des petites échelles, les statistiques des dérivées [1, 67],
lim
l→0
S(l) = S∂xu =
〈(∂xu)3〉
〈(∂xu)2〉3/2 . (3.69)
Dans le domaine inertiel, l’intermittence28 (Eq. (2.1)) des fluctuations de vitesse im-
plique que cette quantité dépende de l’échelle :
S(l) ∼ lζE3 − 32 ζE2 . (3.70)
Nous présentons dans la figure 3.7, l’estimation à partir des signaux expérimentaux et
27〈(δlu)3〉 → 0 dans la limite l→ 0.
28Dans la suite de ce manuscript, nous admettrons, comme une bonne approximation, que les moments
signés (δlu)
q et non signés |δlu|q se comporte dans le domaine inertiel comme lζEq (Eq. (2.1)). Des me-
sures expérimentales [9, 148, 151–154] montrent toutefois que l’exposant de ces lois de puissance pourrait
légèrement différer lorsque q est impair.
70
−0.8 −0.4 0 0.4
0
0.1
0.2
ln(l/L)/ln(R
e
 )
−
<
(δ
lu
)3
>
/
<
|
δ lu
|
3
>
Fig. 3.7 – Représentation du facteur d’asymétrie A(l) = −〈(δlu)3〉/〈|δlu|3〉 (Eq. (3.71)),
en fonction de ln(l/L)/ ln Re. Les symboles utilisés ont la même signification que dans la
figure 2.3.
numériques du facteur d’asymétrie A(l) [102, 103] défini comme le rapport adimensionné :
A(l) = −〈(δlu)
3〉
〈|δlu|3〉 . (3.71)
Sur cette figure A(l) est en fait représenté en fonction de ln(l/L)/ ln Re. Aux échelles
plus grandes que l’échelle intégrale L, le facteur d’asymétrie est nul, en cohérence avec
une statistique Gaussienne, 〈(δlu)3〉 = 0. Dans le domaine inertiel, suivant les différentes
configurations expérimentales ou numériques (effets de nombre de Reynolds fini, anisotropie
à grande échelle, effets de statistiques finies29), A(l) varie faiblement avec l’échelle et le
nombre de Reynolds. Remarquons que le signal numérique (¤) se distingue par le fait qu’il
présente une asymétrie qui dépend fortement de l’échelle, ce qui peut s’expliquer par le
relativement faible nombre de Reynolds atteint dans les DNS et donc un domaine inertiel
29Du point de vue du traitement du signal, la statistique nécessaire à une bonne convergence du moment
signé 〈(δlu)3〉 est plus importante que celle exigée par 〈|δlu|3〉.
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peu étendu. On trouve ainsi
A(l) =
L≫l>η+
0.14± 0.02 , (3.72)
indépendemment de l’échelle et du nombre de Reynolds. Dans le domaine dissipatif, où les
effets de filtrage (numérique ou expérimental) ont une influence certaine, A(l) augmente
pour saturer vers une valeur a priori supérieure à celle obtenue dans le domaine inertiel et
donnée par la limite
lim
l→0
A(l) = −〈(∂xu)
3〉
〈|∂xu|3〉 . (3.73)
3.6.2 Interprétation et modélisation
Dans l’approche du propagateur [9, 92–98], qui implique l’indépendance des variables
aléatoires βl > 0 et δ (Eq. (2.32)), il est possible de modéliser l’asymétrie observée dans
la densité de probabilité des incréments de vitesse en introduisant une asymétrie (qui va
désormais dépendre de l’échelle l) dans la densité de probabilité de la variable aléatoire δ.
L’hypothèse d’indépendance suffit en effet à prédire les comportements observés sur le fac-
teur d’asymétrie A(l) (Fig. 3.7). Dans le domaine inertiel, les moments des amplitudes des
incréments de vitesse, 〈|δlu|q〉, ou les cumulants des logarithmes, Cn,δlu, s’interprètent sans
faire intervenir les grandeurs dissipatives30 de l’écoulement. Nous allons voir que dans ce
même domaine d’échelles, la compréhension du moment d’ordre 3 signé, 〈(δlu)3〉, nécessite
la prise en compte d’une constante empirique, mesurée par Gagne et al. [103], et qui sera
interprétée comme un nombre de Reynolds critique R∗, séparant les nombres de Reynolds
locaux dissipatifs et inertiels.
Le nombre de Reynolds critique R∗
Dans la section 2.3.5, nous avons vu que le nombre de Reynolds local Rl (Eq. (2.42))
caractérise la complexité du fluide à l’échelle l. A l’échelle dissipative31 η, celui-ci atteint
une valeur critique de "l’ordre" de l’unité (et non exactement l’unité comme stipulé par
souci de simplicité dans l’équation (3.2)),
Rη = R
∗ . (3.74)
Dans le cadre du formalisme multifractal, cette relation conduit à la reformulation de
l’équation (3.3) :
η(h) = L
(
Re
R∗
)− 1
h+1
. (3.75)
30Comme nous l’avons vu dans le chapitre 2, le propagateur Gl(lnβl) du domaine inertiel ne dépend pas
de la viscosité et donc du nombre de Reynolds (Eq. (2.33)) [9].
31Comme le nombre de Reynolds local fluctue, l’échelle dissipative η fluctue aussi (Eq. (3.3)).
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Ceci entraine une nouvelle écriture des statistiques des gradients (Eq. (3.47)), et notament
du moment d’ordre 2 :
〈(∂xu)2〉 =
(σ
L
)2 ∫ hmax
hmin
(Re/R
∗)−
2(h−1)+1−DE(h)
h+1 dh∫ +∞
−1 (Re/R
∗)−
1−DE(h)
h+1 dh
≈
(σ
L
)2 Re
R∗
, (3.76)
où l’approximation effectuée résulte de la non prise en compte des corrections intermit-
tentes32. Les mesures expérimentales [103] révèlent que l’échelle de Kolmogorov ηK =
η(h = 1/3) est effectivement égale à
ηK
L
=
(
Rλ
28
)− 3
2
=
(
Re
R∗
)− 3
4
. (3.77)
L’expression de l’échelle de Taylor λ (Eq. (1.9)), qui fait intervenir la variance de la vitesse33
σ2u = 〈u2〉 et du gradient 〈(∂xu)2〉 (Eq. (3.76)), ainsi que les définitions du nombre de
Reynolds à l’échelle intégrale (Eq. (1.5)) et à l’échelle de Taylor (Eq. (1.10)), permettent
de calculer précisement le nombre de Reynolds critique et le coefficient de proportionnalité
entre Re et (Rλ)
2 :
R
∗ = 2× 28 = 56 et Re = 1
14
(Rλ)
2 , (3.78)
ce qui conforte l’utilisation de la prédiction dimensionnelle donnée par l’équation (2.48).
Prédictions du plateau inertiel
Afin de modéliser l’asymétrie des densités de probabilité des incréments longitudinaux
de vitesse, il nous faut généraliser l’écriture probabiliste de ces incréments (Eq. (2.32)) :
δlu = βl ×∆l , (3.79)
où βl est la variable aléatoire donnée par les relations (3.32) et (3.33), et ∆l est une
variable aléatoire signée, indépendante de βl, de densité de probabilité P∆l(∆l) (qui dépend
a priori de l’échelle). En admettant que (i) l’asymétrie de la densité de probabilité des
incréments longitudinaux de vitesse résulte entièrement de celle présente dans la densité de
probabilité de ∆l (Eq. (3.79)), et (ii) la partie symétrique G(∆l) = G(−∆l) est Gaussienne
et indépendante de l’échelle34, on peut alors écrire
P∆l = G + Fl , (3.80)
où Fl(∆l) = −Fl(−∆l) est antisymétrique. Fl est donc sensé complètement expliquer les
moments signés 〈(δlu)q〉 d’ordre q impair :
〈(δlu)2q+1〉 = Sl(2q + 1)〈(βl)2q+1〉 , (3.81)
32C’est-à-dire DE(h = 1/3) = 1 et DE(h 6= 1/3) = −∞. Le calcul numérique des intégrales impliquées
dans le membre de droite de l’équation (3.76) justifie largement cette approximation.
33A ne pas confondre avec σ2 = 〈(δLu)2〉 ≈ 2σ2u.
34Les mesures expérimentales et numériques confortent clairement cette hypothèse.
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où on a utilisé la notation
Sl(2q + 1) =
∫ +∞
−∞
(∆l)
2q+1Fl(∆l)d∆l . (3.82)
Parallèlement, G(∆l) contrôle le comportement des moments des incréments non signés :
〈|δlu|q〉 = Kqσq〈(βl)q〉 (3.83)
où Kq est le moment d’ordre q d’une Gaussienne N (0, 1) (Eq. (2.37)). En utilisant l’ex-
pression approchée (3.67) de la dissipation locale et l’équation (3.76) du moment d’ordre 2
du gradient de vitesse, la relation de Kármán-Howarth-Monin (Eq. (3.66)) à viscosité nulle
permet de calculer35 le facteur d’asymétrie dans le domaine inertiel :
A(l) = 3
√
2π
R∗
≈ 0.134 , (3.84)
en très bon accord avec les mesures expérimentales (Eq. (3.72) et Fig. 3.7) . Nous nous
proposons maintenant d’étendre cette étude sur toute la gamme d’échelles (échelles dissi-
patives incluses), en utilisant la relation de Kármán-Howarth-Monin (Eq. (3.66)) pour une
valeur finie de la viscosité ν.
Facteur d’asymétrie sur toute la gamme d’échelles
En reproduisant les précédentes approximations, il est possible d’écrire le facteur d’asy-
métrie A(l), en utilisant la relation (3.66) en présence de viscosité (ν finie) :
A(l) = 3
√
2π
2〈(βl)3〉Re

2
∫ hmax
hmin
(Re/R
∗)−
2(h−1)+1−DE(h)
h+1 dh∫ +∞
−1 (Re/R
∗)−
1−DE(h)
h+1 dh
l
L
− d〈(βl)
2〉
d(l/L)

 , (3.85)
où R∗ est pris en compte dans l’expression des moments d’ordre q de βl. L’évaluation
numérique de A(l) en fonction de ln(l/L)/ ln Re est représentée dans la figure 3.8, pour
plusieurs valeurs du nombre de Reynolds. Nous constatons que le plateau inertiel dépend
très faiblement du nombre de Reynolds et qu’il se situe à une valeur ≈ 0.13, très proche
de la prédiction monofractale (3.84). Dans le domaine dissipatif, le facteur d’asymétrie
augmente pour atteindre une valeur proche de 0.16, elle aussi indépendante du nombre
de Reynolds. Les résultats de la figure 3.7 montrent qu’expérimentalement, le plateau
dissipatif semble se situer à une valeur plus grande A(l→ 0) ≈ 0.25. Il s’avère qu’on peut
démontrer (par exemple par un simple développement limité lorsque l→ 0 de la relation de
Karman-Howarth-Monin (Eq. (3.85))) que la valeur de ce plateau dépend nécessairement et
fortement du spectreDE(h), mais aussi de la forme de la transition de Batchelor–Meneveau.
Ainsi, agir sur la hauteur du plateau de l’asymétrie dans le domaine dissipatif revient
à agir sur la forme de la transition entre régime dissipatif et régime inertiel. La figure 3.7
35En négligeant les corrections intermittentes et en utilisant le fait que 〈(βl)3〉 = l/L et K3 = 4/
√
2π.
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Fig. 3.8 – Représentation du facteur d’asymétrie A(l) = −〈(δlu)3〉/〈|δlu|3〉 théorique donné
par la relation (3.85), en fonction de ln(l/L)/ ln Re et ce, pour un nombre de Reynolds
critique R∗ = 56. Les nombres de Reynolds représentés s’échelonnent de droite à gauche
de Re = e
10 à Re = e
20. Les calculs ont été effectués dans un cadre log-normal (DE(h)
parabolique) avec comme paramètres c2 = 0.025 et c1 = 1/3 + (3/2)c2 = 0.37, en utilisant
la transition C∞ de Batchelor–Meneveau (Eqs. (3.32) et (3.33)).
montre clairement que la saturation dissipative dépend aussi fortement de la géométrie de
l’écoulement. Dans ce manuscrit, nous nous contenterons de la présente description qui se
révèlera suffisante pour décrire, avec une très bonne qualité, les densités de probabilité des
incréments de vitesse. Seule une étude expérimentale spécialement dédiée aux échelles dis-
sipatives, permettra de déterminer la valeur du plateau observé dans le facteur d’asymétrie
dans le régime dissipatif profond. Remarquons que celui-ci dépend aussi fortement de la dis-
sipation locale moyenne 〈ǫ〉 dont la valeur dépend elle-même de l’isotropie et l’homogénéité
de l’écoulement (Eq. (2.46)).
Modélisation des densités de probabilité des incréments longitudinaux de vi-
tesse
Dans leur travail original, Castaing et al. [9, 92] ont proposé une modélisation possible de
la densité de probabilité des incréments longitudinaux de vitesse à l’échelle l dans le régime
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inertiel. Cette modélisation est basée sur la forme suivante de la densité de probabilité de
la variable ∆l :
P∆l(∆l) =
exp

− ∆2l
2σ2

1 + aS ∆lσ√
1+
(
∆l
σ
)2




∫ +∞
−∞ exp
[
− u2
2σ2
(
1 + aS
u
σ√
1+(uσ )
2
)]
du
, (3.86)
où aS ≈ 0.18 est une constante universelle indépendante du nombre de Reynolds. Cette
constante est cohérente avec le fait que le facteur d’asymétrie est indépendant du nombre de
Reynolds dans le régime inertiel. Remarquons que la densité de probabilité (3.86) dépend
de l’échelle36 et qu’elle est bien Gaussienne à l’échelle intégrale L. L’inconvénient principal
de cette densité de probabilité réside dans le fait qu’elle ne soit pas centrée37∫ +∞
−∞
uP∆l(u)du 6= 0. (3.87)
De plus, sa partie symétrique G(∆l) n’est pas Gaussienne.
Nous proposons donc ici une autre forme pour la densité de probabilité P∆l , dont la
partie symétrique est Gaussienne, et qui a le mérite de simplifier les calculs38 et de respecter
la stationnarité de la vitesse (〈δlu〉 = 0). Nous proposons donc
P∆l = G + Fl , (3.88)
où G est une Gaussienne de moyenne nulle et de variance σ2 :
G(x) = 1√
2πσ2
exp
(
− x
2
2σ2
)
, (3.89)
et Fl est proportionnelle à la dérivée troisième d’une Gaussienne de variance α2 :
Fl(x) = −Fl(−x) = − A(l)
α7
√
2π
× x (x2 − 3α2) exp(− x2
2α2
)
. (3.90)
Remarquons dès à présent que le moment d’ordre 3 est indépendant de α,∫ +∞
−∞
x3P∆l(x)dx =
∫ +∞
−∞
x3Fl(x)dx = −6A(l) , (3.91)
ce qui indique que cette constante intervient uniquement dans les valeurs des moments
d’ordre supérieur. Nous présentons dans l’Annexe E, les fondements qui nous ont conduit
36Ainsi aS(l ≤ L) = 0.18 et aS(l ≥ L) = 0.
37Et donc que 〈δlu〉 6= 0, ce qui n’est pas acceptable puisque le signal de vitesse est stationnaire.
38Les moments d’ordre q de cette densité de probabilité seront facilement calculables.
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à choisir pour la partie antisymétrique de P∆l , la dérivée troisième de Gaussienne. Ce choix
doit être rapproché au développement de Edgeworth [155–158] d’une densité de probabilité
quelconque. On peut ainsi calculer que, de manière générale, la densité P∆l s’exprime en
fonction des dérivées d’ordre successif de la densité Gaussienne (Eq. (E.12)). Ne conserver
que la dérivée troisième de la Gaussienne dans l’expression de la partie antisymétrique de
P∆l revient à négliger les termes d’ordre supérieur dans le développement de Edgeworth.
Nous renvoyons le lecteur aux références [155, 156] pour une interprétation de cette ap-
proximation. En conséquence, la variance α2 intervenant dans l’équation (3.90) ne peut
être que très proche de la variance σ2 de la Gaussienne G (Eq. (3.89)). Remarquons enfin
que la fonction Fl ne peut pas être interprétée comme une densité de probabilité puisque
c’est une fonction antisymétrique.
Le facteur d’asymétrie A(l) est directement relié à l’amplitude de la fonction F :
A(l) = 3
√
2πA(l)
2σ3
. (3.92)
A un nombre de Reynolds Re donné, moyennant une paramétrisation du spectre DE(h),
A(l) peut donc être calculé à partir de l’expression (3.85) de A(l). La variance α2 est
complètement carcactérisée par le moment d’ordre 5 de ∆l :∫ +∞
−∞
x5P∆l(x)dx =
∫ +∞
−∞
x5Fl(x)dx = −60A(l)α2 . (3.93)
L’étude expérimentale et numérique de la quantité 〈(δlu)5〉/〈|δlu|5〉 (non reproduite dans
ce manuscrit) montre que α reste très proche39 de σ, puisque il est possible de calculer
l’expression suivante :
−〈(δlu)
5〉
〈|δlu|5〉 =
15A(l)α2
√
2π
4σ5
. (3.94)
Nous voulons porter l’attention du lecteur sur le fait que l’inconvénient principal de cette
modélisation (qui se résume à ne conserver que le premier terme du développement de
Edgeworth, c.f. Annexe E) réside dans l’existence de valeurs négatives pour la probabilité
P∆l(∆l) pour les très grandes valeurs de ∆l. Nous allons vérifier toutefois que les propriétes
statistiques des signaux expérimentaux et numériques sont correctement décrites dans ce
cadre empirique.
Nous présentons dans la figure 3.9, la description théorique des densités de probabilité
des incréments longitudinaux de vitesse obtenues à partir des signaux expérimentaux ((a),
(b) et (c)) et numériques ((d), (e) et (f)). Les amplitudes des incréments sont correcte-
ment décrites par l’approche multifractale présentée dans les sections précédentes, avec
le même jeu de paramètres que dans la figure 3.6. De plus, afin de décrire correctement
l’asymétrie des ces densités de probabilité, nous utilisons pour ∆l une densité de proba-
bilité (Eq. (3.88)), dont la partie symétrique est Gaussienne, et la partie antisymétrique
39Nous verrons que les données expérimentales et numériques suggèrent α = 0.9σ
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Fig. 3.9 – Représentation des densités de probabilité des incréments d’ordre 1 (δ(1)l u(x) =
u(x + l) − u(x)) pour plusieurs échelles l. Signaux expérimentaux de Baudet-Naert (Rλ =
380). (a) lnP(δlu) : de haut en bas, les données (•) correspondent aux échelles l/L =
0.0009; 0.0035; 0.007; 0.014; 0.056 et 0.22. Nous avons superposé sur ces données expérimentales,
les densités de probabilité théoriques (traits continus) obtenues à partir de l’équation (3.36), en
utilisant la transition de Batchelor–Meneveau (Eqs. (3.55) et (3.56)), une densité asymétrique pour
le bruit ∆l (Eq. (3.88)), de paramètres A(l) donné par l’équation (3.92) et α = 0.9σ, une ondelette
d’ordre N = 1, dans un cadre log-normal de paramètres c2 = 0.023 et c1 = 1/3 + 3c2/2 = 0.37,
et pour un nombre de Reynolds ln Re = 6.263. (b) (δlu)
3Pl(δlu) et (c) (δlu)4Pl(δlu) estimés sur
les mêmes signaux expérimentaux, aux mêmes échelles. Signaux numériques de DNS (Rλ = 140).
(d) lnP(δlu) : les échelles représentées sont de haut en bas l/L = 0.054; 0.073; 0.09; 0.14; 0.29
et 0.58. Les prédictions théoriques (traits continus) ont été obtenues à partir des mêmes équa-
tions que pour les signaux expérimentaux, dans un cadre log-normal de paramètres c2 = 0.029
et c1 = 1/3 + 3c2/2 = 0.38, et pour un nombre de Reynolds ln Re = 3.1773. (e) (δlu)
3Pl(δlu) et
(f) (δlu)
4Pl(δlu) obtenus pour ces mêmes signaux numériques. Dans toutes les figures, les courbes
ont été arbitrairement décalées en ordonnée par souci de clarté et la variance de P (δlu) a été fixée
à l’unité à toutes les échelles.
est modélisée par une dérivée troisième de Gaussienne (Eq. (3.90)). Le paramètre α in-
tervenant dans cette dernière expression est fixé à la valeur α = 0.9σ, en cohérence avec
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l’estimation de la quantité −〈(δlu)5〉/〈|δlu|5〉 à partir de ces mêmes signaux (Eq. (3.93)).
Dans la figure 3.9(a) est représenté lnP(δlu) à différentes échelles correspondant aux si-
gnaux expérimentaux de Baudet et Naert à Rλ = 140 (•). Ces données sont comparées aux
densités de probabilité théoriques (traits continus) obtenues à partir de l’équation (3.36),
en utilisant (i) la transition de Batchelor–Meneveau ; (ii) une densité asymétrique pour le
bruit ∆l (Eq. (3.88)), de paramètres A(l) donné par l’équation (3.92) et α = 0.9σ ; (iii)
une ondelette analysatrice d’ordre N = 1 ; et (iv) un spectre DE(h) log-normal de para-
mètres identiques à ceux donnés dans la figure 3.6. Pour mieux juger de l’accord entre les
prédictions théoriques et les données expérimentales, principalement en ce qui concerne
les queues des distributions, nous avons représenté (δlu)
3Pl(δlu) dans la figure 3.9(b) et
(δlu)
4Pl(δlu) dans la figure 3.9(c) en décalant arbitrairement les courbes en ordonnée par
souci de clarté. Nous constatons que s’il existe un léger écart entre les données et la des-
cription théorique aux plus petites échelles, ce qui est cohérent avec le fait que l’équation
(3.85) ne décrit que partiellement la valeur du facteur d’asymétrie A(l) lorsque l’échelle l
est dans le domaine dissipatif profond (Fig. 3.8), les distributions théoriques reproduisent
de façon très satisfaisante les distributions expérimentales. Dans les figures 3.9(d), 3.9(e) et
3.9(f), nous avons reproduit la même analyse comparative entre nos prédictions théoriques
et les densités de probabilité correspondant aux signaux numériques de DNS à Rλ = 140.
L’accord entre densités de probabilité théoriques et numériques est à nouveau spectaculaire
bien qu’il subsiste un léger écart entre les mesures et la théorie, résultant du fait que A(l)
est sensiblement perturbé par les effets de Reynolds finis.
Pour résumer cette première partie de thèse, nous mentionnerons que la statistique des
amplitudes, 〈|δlu|q〉, peut être appréhendé indépendamment de la statistique des incré-
ments signés, c’est-à-dire de la Skewness. Nous avons vu que la statistique des amplitudes,
étudiée à travers les cumulants du logarithme des incréments longitudinaux (Cn,δlu), se
décrit très bien avec l’approche du propagateur [9, 15, 66, 80, 102], que nous avons généra-
lisée, suite aux travaux de Nelkin [67] et Meneveau [64], aux échelles dissipatives profondes
et intermédiaires [66]. Ceci nous a permis de mettre en évidence l’universalité du spectre
de singularité DE(h) dont une approximation quadratique log-normale permet de rendre
compte des statistiques des amplitudes à toutes les échelles et à tous les nombres de Rey-
nolds Re explorés expérimentalement et numériquement. En ce qui concerne la statistique
des incréments signés, et la description du phénomène de Skewness, nous avons proposé
une modélisation de la partie anti-symétrique des densités de probabilité qui nous a permis
de rendre compte de façon très satisfaisante des observations expérimentales. Il apparait
toutefois nécessaire40 de raffiner la transition de Batchelor–Meneveau, pour décrire avec
plus de précision le comportement de l’asymétrie dans les échelles. C’est une étude expéri-
mentale spécialement consacrée à l’étude des échelles dissipatives, à un nombre de Reynolds
modéré, qui nous permettra de complètement modéliser cette asymétrie. Les signaux ex-
périmentaux et numériques actuels n’étant pas suffisament résolus41, ils ne permettent
40Comme nous l’avons vu, le plateau de C2,βl (Eq. (3.48)), ou celui de la Flatness (Eq. (3.45)), dans le
domaine dissipatif profond, est indépendant de la forme de la transition.
41La résolution spatiale des signaux que nous étudions, n’est pas suffisante pour observer clairement un
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pas de conclure quant à la forme précise de la transition entre statistiques inertielles et
dissipatives.
3.7 Spectre de puissance
Jusqu’à présent, nous nous sommes essentiellement interessés à décrire les statistiques
de vitesse en turbulence pleinement développée dans l’espace physique. Nous nous concen-
trerons dans cette section à étudier le signal de vitesse dans l’espace de Fourier [1], et plus
particulièrement le comportement du spectre de puissance en fonction du vecteur d’onde
k.
3.7.1 Définitions et principes du formalisme
Considérons le processus centré de vitesse u(x) dont la variance a été ramenée à l’unité,
σ2u = 〈u(x)2〉 = 1, et définissons sa transformée continue de Fourier [1, 157] de la manière
suivante :
u˜(k) =
∫ +∞
−∞
e−ikxu(x)dx , (3.95)
où la vitesse u(x) est un processus stationnaire, c’est-à-dire que sa fonction d’auto-corrélation
〈u(x)u(y)〉 = ρ(|x− y|) ne dépend que de la distance42 |x− y|. Nous nous intéressons ici à
l’énergie moyenne 〈|u˜(k)|2〉 au vecteur d’onde k. Pour cela, calculons [157] :
〈u˜(k1)u˜∗(k2)〉 =
∫∫ +∞
−∞
e−i(k1x−k2y)〈u(x)u(y)〉dxdy ,
=
∫∫ +∞
−∞
e−i(k1−k2)ye−ik1lρ(l)dldy ,
= 2πδ(k1 − k2)ρ˜(k1) ,
(3.96)
où δ est ici la distribution de Dirac, et ρ˜(k) la transformée de Fourier de la fonction d’auto-
corrélation43. Nous appelerons cette dernière le spectre de puissance E(k). Nous résumons
rapidement ses propriétés [2, 157] :
– E(k) = ρ˜(k) ;
– E(k) est paire car ρ(l) est réelle ;
– E(k) est réelle car ρ(l) est paire ;
–
∫∞
−∞E(k)dk = ρ(0) = 1 ;
– E(k) positive car ρ(l) ≤ ρ(0).
plateau du cumulant d’ordre 2 C2,βl dans le domaine dissipatif profond. A l’échelle du pixel, le signal est
fortement perturbé par le bruit expérimental ou numérique.
42La fonction d’auto-corrélation est une fonction paire.
43La fonction d’auto-corrélation et le spectre de puissance sont donc transformée de Fourier l’un de
l’autre. Cette propriété est plus connue sous le nom de "relation de Wiener-Khinchin" [1].
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Remarquons que la dernière propriété provient de l’inégalité de Schwartz. Nous pouvons
donc faire un lien formel entre les statistiques de la vitesse dans l’espace physique et celles
dans l’espace de Fourier. En effet la fonction d’auto-corrélation est directement reliée à la
fonction de structure d’ordre 2 :
ρ(l) = 〈u(x)u(x+ l)〉 = σ2u −
1
2
〈(δlu)2〉 = 1− 〈(βl)2〉 . (3.97)
Il est alors possible de montrer [1, 63] que si 〈(δlu)2〉 varie comme une loi de puissance,
〈(δlu)2〉 ∼ lζE2 (Eq. 2.1), alors le spectre de puissance se comporte lui aussi en loi de puis-
sance en fonction du vecteur d’onde, E(k) ∼ k−1−ζE2 . Nous retrouvons ainsi les prédictions
monofractales de K41 [5], puisque lorsque ζE2 = 2/3 (Eq. (1.3)), alors E(k) ∼ k−5/3. Les
propriétés de symétrie et de stationnarité de ρ(l) permettent d’écrire
E(k) = 2
∫ +∞
0
cos(kl)ρ(l)dl . (3.98)
Un modèle jouet : le mouvement Brownien stationnaire
L’approche que nous proposons ici ne tient pas compte de l’anisotropie observée à
grande échelle [38–41] sous jacente au fait que la fonction d’auto-corrélation soit C∞ par-
tout, notament à l’échelle intégrale L à partir de laquelle celle-ci s’annule. Nous travaillerons
dans la suite avec des échelles adimensionnées, l/L, en prenant l’échelle intégrale comme
référence, L = 1. Le mouvement Brownien stationnaire [157], dont la fonction d’auto-
corrélation s’écrit simplement sous la forme :
ρ(l) =
{
1− l pour |l| ≤ 1 ,
0 sinon ,
(3.99)
a un spectre de puissance que nous pouvons calculer analytiquement, en utilisant la relation
(3.98) :
E(k) =
2(1− cos(k))
k2
. (3.100)
Nous voyons donc que la discontinuité de la dérivée première de la fonction d’auto-corrélation
à l’échelle intégrale l = L = 1 implique des oscillations sur le spectre de puissance à tous
les vecteurs d’ondes k. Nous proposons donc une modélisation simpliste du "cross-over" à
l’échelle intégrale, sous la forme d’une apodisation [157] en utilisant une fenêtre de Hanning,
de forme (1− cos[π(l− 1)])/2, qui permet "d’adoucir" le comportement de ρ vers l’échelle
intégrale, sans pour autant agir sur son comportement aux petites échelles (l ≪ 1). La
fonction d’autocorrélation devient
ρ(l) =
{
(1− l)1−cos(π(l−1))
2
pour |l| ≤ 1 ,
0 sinon ,
(3.101)
et le spectre de puissance associé
E(k) =
2k4 − π2k2 + 3 cos(k)π2k2 − cos(k)π4 + π4
(−π2 + k2)2k2 =
2
k2
+ o
(
1
k2
)
, (3.102)
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qui n’est donc plus perturbé par des oscillations aux grands vecteurs d’onde. Dans la suite
de cette présentation, les fonctions d’autocorrélation seront toutes apodisées de cette façon,
et nous omettrons de le rappeler pas souci de clarté.
Estimation numérique - Transformée de Fourier discrète
Aux grands vecteurs d’ondes k, l’argument de l’intégrale dans l’équation (3.98) oscille
très rapidement. En conséquence, les algorithmes numériques d’intégration convergent très
lentement. Nous préfèrerons donc effectuer l’intégration par transformée de Fourier discrète
(TFD). La TFD de la fonction d’auto-corrélation s’écrit, pour n = 1, ..., N :
E[n] =
N∑
m=1
ρ[m]e−i2π(m−1)(n−1)/N , (3.103)
où ρ[m] = ρ(lm), avec lm correspondant aux N échelles intervenant dans la discrétisa-
tion44 de l’intervalle [0, 1− 1/N ]. En utilisant des arguments de symétrie, on aboutit à une
expression approchée du spectre de puissance (Eq. (3.98)) :
E(kn) ≈ 2Re(E[n])− ρ[1]
N
et kn = 2π(n− 1) , (3.104)
où Re signifie45 "partie réelle".
3.7.2 Spectre de puissance dans le cadre log-normal
Nous avons représenté dans la figure 3.10, les spectres de puissance calculés par TFD
(Eq. (3.104)), en utilisant la relation (Eq. (3.97)), pour plusieurs valeurs du nombre de
Reynolds, ln Re = 5; 6; 7; 8; 9; 10 et 11. La quantité 〈(βl)2〉 intervenant dans l’équation
(3.97) a été calculée à partir de l’équation (3.39) en utilisant la transition C∞ de Batchelor–
Meneveau et dans un cadre log-normal de coefficients c2 = 0.025 et c1 = 1/3+3c2/2 = 0.37.
Dans la figure 3.10(a) est représenté lnE(kn) en fonction de ln(kn) (Eq. (3.104)) pour
les sept nombres de Reynolds précedemment mentionnés. Aux petits vecteurs d’onde, le
spectre de puissance est fortement conditionné par la forme de la fenêtre de Hanning que
nous utilisons. Dans le domaine inertiel, dont l’étendue dépend du nombre de Reynolds,
le spectre de puissance décroit comme une loi de puissance dont l’exposant est très proche
de la prédiction monofractale E(k) ∼ k−5/3 de Kolmogorov (K41) [5]. Dans le domaine
des échelles dissipatives, qui débute à des vecteurs d’onde kn d’autant plus grands que le
nombre de Reynolds est grand, le spectre de puissance décroit beaucoup plus vite46 vers
zéro. Nous avons représenté dans la figure 3.10(b), le logarithme du spectre compensé,
ln
[
E(kn)k
5/3+c2
n
]
, en fonction de ln(knηK/L), où ln(ηK/L) = −(3/4) ln Re (Eq. (1.6)).
44On obtient ainsi l1 = 0, l2 = 1/N , ..., lN = 1− 1/N .
45A ne pas confondre avec le nombre de Reynolds Re.
46Dans le domaine dissipatif, 〈(δlu)2〉 ∼ l2, ce qui correspond en première approximation à une décrois-
sance du spectre en k−4. Voir aussi la référence [159] pour un étude plus précise.
82
2 4 6 8 10
−20
−10
0
(a)
−5/3
ln (k
n
 )
ln
 E
(k
n
 )
−6 −4 −2 0
0.3
0.5
0.7
(b)
ln (k
n
η
K
/L)
ln
 [
 E
(k
n
 )
k
n
 5
/
3
+
c
2
 ]
Fig. 3.10 – Représentation du spectre de puissance obtenu par TFD (Eq. (3.104)) à partir
de la fonction d’auto-corrélation (Eq. (3.97)), évaluée sur N = 215 points, en utilisant
la transition de Batchelor–Meneveau (Eqs. (3.32) et (3.33)), dans le cadre log-normal de
coefficients c2 = 0.025 et c1 = 1/3 + 3c2/2 = 0.37 et pour plusieurs nombre de Reynolds,
ln Re = 5; 6; 7; 8; 9; 10 et 11. (a) lnE(kn) en fonction de ln(kn) ; la coupure dissipative
apparait pour un vecteur d’onde d’autant plus grand que le nombre de Reynolds est grand.
(b) ln
[
E(kn)k
5/3+c2
n
]
, en fonction de ln(kn).
Dans le domaine inertiel, cette représentation permet de constater les écarts (c2 6= 0) à
une théorie monofractale puisque nous constatons l’apparition d’un plateau aux grands
nombres de Reynolds . Nous rappelons que 〈(δlu)2〉 ∼ lζE2 implique une décroissance du
spectre en k−1−ζ
E
2 , que nous pouvons réécrire dans un cadre intermittent (log-normal) de
la façon suivante
ln
[
E(k)k5/3
] ∼ −c2 ln(k) , (3.105)
où c2 = 0.025. Nous pouvons remarquer toutefois que les corrections intermittentes restent
très faibles devant les prédictions monofractales de K41. A cela se rajoute le fait que, d’un
point de vue du traitement du signal, le spectre de puissance est plus difficile à estimer
que les fonctions de structure, et que l’intermittence se quantifie de manière beaucoup plus
précise dans l’espace physique. Sur la figure 3.10(b) apparait un phénomène connu sous le
nom de Bottleneck Effect [104]. Pour les vecteurs d’onde dissipatifs, le spectre compensé
augmente légèrement avant de décroite rapidement vers zéro47. Dans la référence [104],
Lohse et Muller-Groeling ont montré que ce phénomène peut être expliqué indépendem-
ment du phénomène d’intermittence ; ils sont parvenus en effet à calculer analytiquement
le spectre de puissance à partir de la modélisation de Batchelor [147] de la fonction de
47Aux très grands vecteurs d’onde, la décroissance du spectre étant plus rapide que k−5/3−c2 , la quantité
E(k)k5/3+c2 tend rapidement vers zéro.
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structure d’ordre 2 :
〈(δlu)2〉 ∝ l
2/3η2
[1 + (1/3b)3/2(l/η)2]
2/3
, (3.106)
où b et η sont les paramètres libres du modèle. Remarquons que cette formulation permet de
décrire le comportement inertiel l2/3 et le comportement dissipatif l2. Ainsi, en supposant
que 〈(δlu)2〉 transite de cette manière entre le domaine inertiel et le domaine dissipatif,
Lohse et Muller-Groeling ont réussi à reproduire l’effet non trivial du Bottleneck. Notre
approche permet cependant d’aller un peu plus en avant, notament en permettant d’étudier
la dépendance de cet effet dans le nombre de Reynolds, en prenant en considération les
corrections intermittentes à K41. Nous voulons donc attirer l’attention du lecteur sur le fait
que cet effet dépend principalement de la forme de la transition de la fonction de structure
d’ordre 2 entre le régime inertiel et le régime dissipatif. Ainsi, une même étude numérique
effectuée avec la forme originale (transition C0) du propagateur que nous avons proposée
(Eqs. (3.27) et (3.29)), exhibe un effet Bottleneck beaucoup plus prononcé. Encore une
fois, ce seront les mesures expérimentales et les simulations numériques qui permettront
d’attribuer une forme précise à la transition entre régime dissipatif et régime inertiel.
3.7.3 Approche de Frisch-Vergassola
Dans la référence [63], Frisch et Vergassola se sont intéressés au comportement du
spectre de puissance dans le régime dissipatif intermédiaire. Comme nous l’avons vu, il y a
autant d’information dans la fonction de structure d’ordre 2, 〈(δlu)2〉, que dans le spectre
de puissance E(k) (Eqs. (3.97) et (3.98)). L’équation (6) de la référence [63] donne une ex-
pression pour cette fonction de structure valable dans le domaine dissipatif intermédiaire48 :
〈(δlu)2〉 ∼
∫
l>η(h)
dµ(h)l2h+1−D
E(h) , (3.107)
où dµ(h) représente un poids statistique49 (non donné par le formalisme multifractal) et
η(h) est la coupure dissipative de Paladin et Vulpiani [62] (Eq. (3.3)). De manière phé-
noménologique, ces auteurs définissent le domaine inertiel comme le domaine d’échelles
ηK < l < L et le domaine dissipatif intermédiaire comme le domaine
50 ηmin < l < ηK , les
échelles plus petites que ηmin définissant le dissipatif profond dans lequel le spectre de puis-
sance subit une décroissance très rapide51. Remarquons que ces définitions prédisent une
étendue du domaine dissipatif intermédiaire se comportant comme ln(ηK/ηmin) ∼ ln Re,
contrairement à nos prédictions dimensionnelles et analytiques ln(η+/η−) ∼ √ln Re (Eq.
48Dans la référence [63], le formalisme multifractal est utilisé pour une dimension d’espace d = 3. Dans
ce mémoire, nous nous plaçons dans le cadre des profils spatiaux 1D de vitesse, donc dans un espace de
dimension d = 1.
49Typiquement, dµ(h) = dh/Z, où la "constante" de normalisation Z dépend de l’échelle et du spectre
de singularités DE(h).
50ηK est l’échelle de Kolmogorov, et ηmin = η(h = hmin), où hmin est la plus petite valeur de l’exposant
h telle que DE(hmin) = 0.
51De type exponentielle, comme suggérée dans la référence [160].
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Fig. 3.11 – Représentation du logarithme du spectre de puissance normalisé par le lo-
garithme du nombre de Reynolds, lnE(k)/ ln Re, en fonction de ln(k)/ ln Re. Les traits
continus correspondent aux spectres calculés avec notre formalisme dans la figure 3.10. Le
trait discontinu correspond à la prédiction asymptotique (Eq. (3.110)) de Frisch et Vergas-
sola [63] à partir de la même forme quadratique (log-normale) du spectre DE(h) que celle
utilisée dans la figure 3.10.
(3.12)) [66]. En appliquant le théorême du col à l’intégrale présente dans la relation (3.107),
et en admettant que la contribution dominante dans le domaine dissipatif intermédiaire pro-
vient de l’exposant h∗(l/L,Re) défini par l’équation (3.23), Frisch et Vergassola concluent
aux différents comportements de la fonction de structure d’ordre 2 suivants :
〈(δlu)2〉 ∼
{
lζ
E
2 , pour l > ηK ,
l2h
∗+1−DE(h∗) , pour ηK > l > ηmin .
(3.108)
En conséquence, le spectre de puissance E(k) se comporterait de la manière suivante :
E(k) ∼
{
k−1−ζ
E
2 , pour k < (ηK)
−1 ,
k−1−[2h
∗+1−DE(h∗)] , pour (ηK)−1 < k < (ηmin)−1 .
(3.109)
Le résultat majeur de l’étude de Frisch et Vergassola [63] peut être résumé de la manière
suivante : la fonction F (k) = lnE(k)/ ln Re est une fonction universelle de θ(k) = ln k/ ln Re
aux très grands nombres de Reynolds. Plus précisemment, F (θ) est prédite se comporter
comme :
F (θ) =
{
(−1− ζE2 )θ , pour θ < 11+hK ,−2 + θDE (−1 + 1
θ
)
, pour 1
1+hK
< θ < 1
1+hmin
,
(3.110)
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où hK est très proche de 1/3. Nous avons représenté dans la figure 3.11, le logarithme du
spectre de puissance normalisé par le logarithme du nombre de Reynolds, lnE(k)/ ln Re,
en fonction de ln(k)/ ln Re. En traits continus sont représentés les spectres obtenus dans la
section précédente dont les caractéristiques sont données dans la figure 3.10 ; en trait discon-
tinu est représentée pour comparaison la fonction F (θ) donnée par la relation (3.110). Nous
voyons ainsi clairement que la prédiction phénomènologique de Frisch et Vergassola [63]
pour F (θ) ne correspond pas à la forme asymptotique (Re → +∞) de lnE(k)/ ln Re en fonc-
tion de ln(k)/ ln Re lorsque E(k) est déduit de notre formalisme. Cette divergence résulte de
plusieurs différences fondamentales entre notre approche [66] et celle de Frisch-Vergassola
[63]. Premièrement, Frisch et Vergassola ne prennent pas en compte, dans l’expression de
la fonction de structure d’ordre 2 (Eq. (3.107)), les échelles purement dissipatives l < η(h).
La contribution au spectre d’un terme proportionnel à l2 est en k−4 et apparaît donc né-
gligeable devant la contribution spectrale des échelles l > η(h) ; toutefois, à la vue de nos
résultats, ce terme dissipatif pourrait bien expliquer le fait que la décroissance rapide du
spectre dans ce domaine s’effectue à des vecteurs d’onde plus grands que ceux mis en jeu
dans la décroissance de la fonction F . D’autre part, de nombreuses approximations ont été
effectuées par Frisch et Vergassola dans la dérivation de l’expression (3.110), notamment
celle d’assimiler le vecteur d’onde k à l’inverse de l’échelle l dans le domaine dissipatif
intermédiaire. De plus, l’effet “Bottleneck” n’est pas présent dans la fonction F qui est une
fonction strictement décroissante. Toutefois, l’approche de Frisch et Vergassola a le mérite
de faire comprendre avec des arguments simples que la coupure visqueuse s’effectue sur un
continuum de vecteurs d’onde, contrairement à la description monofractale de K41 [5] qui
prédit que le spectre de puissance s’annule à partir d’un vecteur d’onde kη ∼ η−1K .
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Troisième partie
Turbulence Lagrangienne
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Chapitre 4
L’intermittence inertielle Lagrangienne
4.1 Généralités
La description Lagrangienne des fluides turbulents consiste en l’étude systématique
des observables (vitesse, accélération, pression, dissipation, ...) le long des trajectoires des
particules fluides [3, 6, 42, 161, 162]. Elle est en particulier au cœur des problèmes de
mélange et de transport dans les flots turbulents [163]. Cette description est strictement
équivalente à la description Eulérienne puisque ces deux approches caractérisent le même
objet physique, qu’il soit considéré comme un champ (continu) de particules fluides (Euler)
ou comme l’ensemble (statistique) de toutes ces particules (Lagrange). Les équations de
Navier-Stokes dans le cadre d’un écoulement incompressible peuvent être formulées pour
la vitesse Lagrangienne ~v(t) et font intervenir des non-linéarités [3, 27, 161–163] et des
couplages entre le gradient de pression et la vitesse que les mathématiques actuelles ne
permettent pas de résoudre. On peut toutefois se convaincre facilement que le mouvement
d’une particule dans un champ turbulent s’effectue le long d’une trajectoire complexe,
fortement chaotique, et non reproductible. Il apparait alors naturel de décrire de manière
probabiliste les observables d’une particule fluide, située à l’instant t0 à la position ~r0, avec
pour vitesse ~v(t0, ~r0) = ~v(t0), et qui se retrouve à la position ~r à un temps t ultérieur avec
une vitesse ~v(t, ~r0) = ~v(t). L’hypothèse d’ergodicité, largement discutée dans la référence
[2], permet de simplifier l’étude statistique des observables Lagrangiennes en assimilant les
moyennes d’ensemble sur différentes trajectoires à des moyennes temporelles le long de la
trajectoire d’une particule.
Les travaux précurseurs de Richardson [6] et de Kolmogorov [5, 43] montrent clairement
que les fluctuations de vitesse d’un écoulement turbulent peuvent être caractérisées à partir
du comportement dans les échelles de l’incrément spatial de vitesse Eulérienne δlu(x) =
u(x+ l)−u(x) ou de l’incrément temporel de vitesse Lagrangienne δτv(t) = v(t+ τ)−v(t).
Le postulat d’isotropie statistique des petites échelles spatiales (l≪ L), comme temporelles
(τ ≪ T ), de la turbulence de Kolmogorov (K41) repose sur l’indépendance de ces petites
échelles vis-à-vis du mécanisme d’injection d’énergie à grande échelle L ou T . En d’autres
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mots, la statistique des petites échelles ne dépendrait que du nombre de Reynolds Re =
σL/ν (Eq. (1.5)), où σ2 = Var(δLu). Dans la référence [2], Tennekes et Lumley montrent
1
que dans un écoulement homogène, isotrope et incompressible
σ2u = Var(u) = σ
2
v = σ
2/2 . (4.1)
En admettant2 qu’il existe une échelle intégrale spatiale L, on peut alors définir l’échelle
intégrale temporelle
T =
L
σ
, (4.2)
et réécrire le nombre de Reynolds (Eq. (1.5)) avec des grandeurs typiquement Lagran-
giennes
Re =
σ2T
ν
. (4.3)
Remarquons que la définition de l’échelle intégrale temporelle (Eq. (4.2)) est purement
dimensionnelle ; en fait, il faudrait prendre en compte l’existence d’une constante multipli-
cative (que nous avons prise égale à l’unité) et qui est a priori difficile à déterminer. Des
considérations spectrales de Corrsin [164] sur les échelles intégrales L (Eq. (3.65)) et T
définie à partir de la fonction d’auto-corrélation de la vitesse3,
T =
∫ +∞
τ=0
〈v(t)v(t+ τ)〉
σ2v
dτ , (4.4)
dont le lien avec les échelles L et T n’est pas trivial, montrent plutôt que T = L/(3σu) =√
2L/(3σ) (page 229 de la référence [2]).
Ce n’est que très récemment que les expérimentateurs sont parvenus à mesurer la vitesse
Lagrangienne −→v (t) (ou l’une de ses composantes) dans un écoulement de laboratoire ca-
ractéristique d’une turbulence homogène, isotrope et pleinement développée4. La première
équipe à être parvenue à suivre de manière distincte des tracers5 dans de tels écoulements
est celle de Bodenschatz à l’université de Cornell [23–26]. La technique repose sur des dé-
tecteurs optiques, issus de la physique des particules, qui permettent de mesurer, à haute
fréquence, la position et la vitesse d’une particule dans le temps. Etant donnée que l’échelle
de résolution temporelle est très petite, cette expérience permet d’accéder aux échelles dis-
sipatives τ ≃ O(10−1)τηK , et donc de mesurer l’accélération ~a(t) ≃ δτv(t)/τ de la particule
fluide avec une assez bonne précision. L’échelle temporelle dissipative τηK est l’équivalent
1Nous reviendrons largement sur ce point dans la quatrième partie de ce manuscrit consacrée au lien
entre intermittence Eulérienne et intermittence Lagrangienne.
2La description multifractale de l’intermittence Eulérienne implique l’existence d’une échelle intégrale
(Annexe A).
3Nous verrons que l’analyse des données expérimentales et numériques révèlent que les trajectoires
Lagrangiennes sont compatibles avec une échelle intégrale T > T [27, 28, 139].
4Typiquement une machine de von Ka´rma´n [16–22].
5Des billes de silicon de quelques dizaines de µm de diamètre.
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temporel de l’échelle de longueur dissipative de Kolmogorov ηK (Eq. (1.6)) et ne dépend
donc que des seules grandeurs qui caractérisent l’écoulement à ces échelles, à savoir la
dissipation locale moyenne 〈ǫ〉 (Eq. (1.1)) et la viscosité ν. Un argument aux dimensions
donne
τηK ∼
(
ν
〈ǫ〉
)1/2
∼ TR−1/2e , (4.5)
où nous avons utilisé le fait que 〈ǫ〉 ∼ σ3/L. Comme dans le cadre de la turbulence
Eulérienne, cette échelle sépare les échelles de temps dissipatives τ < τηK , des échelles
T ≫ τ > τηK inertielles, ce dernier domaine ayant une étendue, ln(τηK/T ) ∼ −(1/2) ln Re
(Eq. (4.5)), bien inférieure à celle du domaine inertiel Eulérien, ln(ηK/L) ∼ −(3/4) ln Re
(Eq. (1.6)). Ainsi, à nombre de Reynolds fixé, le domaine inertiel de la turbulence Lagran-
gienne est beaucoup moins étendu que celui de la turbulence Eulérienne, ou de manière
équivalente, pour des nombres de Reynolds finis, le domaine dissipatif occupe une plus
grande partie du domaine d’échelles accessible à l’expérience. La deuxième expérience a été
réalisée par Mordant, Pinton et leurs collaborateurs [27–31] au laboratoire de Physique de
l’ENS-Lyon. Les mesures de vitesse des tracers sont effectuées en exploitant le phénomène
Doppler à des fréquences bien inférieures à celles utilisées par l’équipe de Cornell, mais le
dispositif permet d’accéder à des échelles de temps inertielles τ ∈ [O(1)τηK ;O(1)T ]. Ainsi,
les deux dispositifs expérimentaux évoqués ci-dessus sont complémentaires et donnent accès
à toutes les échelles de la turbulence Lagrangienne.
Les premières simulations numériques de la turbulence Lagrangienne ont été effectuées
en 1989 par Yeung et Pope [34]. Elles consistent à suivre des points mathématiques advectés
par un champ 3D simulé en résolvant les équations de Navier-Stokes. Dans ce manuscrit,
nous analyserons les trajectoires simulées en DNS par Lévêque [31, 105] et dont le champ
Eulérien (Rλ = 140) correspondant est celui qui a été étudié dans la deuxième partie de ce
manuscrit consacrée à la turbulence Eulérienne. Nous avons représenté dans la figure 4.1,
une trajectoire typique d’une particule fluide dans un écoulement à Rλ = 740.
4.2 Evidences expérimentales et numériques de la na-
ture intermittente des fluctuations de vitesse La-
grangienne
Dans une première approche monofractale à la K41 [5], c’est-à-dire en négligeant les
fluctuations de la dissipation locale6, les fonctions de structure de la vitesse Lagrangienne
Mq(τ) = 〈(δτv)q〉 se comportent comme des lois de puissance dans le domaine inertiel :
〈(δτv)q〉 ∼ 〈ǫ〉q/2τ ζLq , (4.6)
6Dans le cadre Lagrangien, la dissipation locale ǫ(t) est la dissipation vue par la particule Lagrangienne
qui se trouve au point ~r(t) à l’instant t. Elle correspond à la dissipation ǫ(~r) définie par l’équation (1.1)
évaluée au point ~r = ~r(t).
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Fig. 4.1 – Représentation d’une trajectoire typique de l’expérience de Mordant et al. [27–
31] : v(t)/σv en fonction de t/T .
avec
ζLq =
q
2
. (4.7)
Le formalisme multifractal permet d’interpréter le comportement global des fonctions de
structure en termes de singularités locales du signal de vitesse étudié [1, 45], dont la force
est caractérisée par la valeur de l’exposant de Ho¨lder h. Ainsi, à un spectre linéaire ζLq = q/2
(Eq. (4.7)) correspond une singularité h = 1/2 unique présente a priori en tous les points
du signal. De manière générale, à un spectre d’exposants ζLq non-linéaire
7 correspond un
spectre des singularités DL(h) (section 2.2), obtenu par simple transformation de Legendre :
DL(h) =min
q
[
qh+ 1− ζLq
]
. (4.8)
En suivant la stratégie développée dans la première partie consacrée à la turbulence
Eulérienne, on peut tout à fait généraliser l’approche du propagateur de Castaing et
al [9, 92–97] aux incréments de vitesse Lagrangienne. Cela va consister à interpréter
δτv(t) = v(t + τ) − v(t) comme le produit de deux variables aléatoires indépendantes,
δτv ≡ βτ × δ, où βτ rend compte de la dépendance dans les échelles (et dans le nombre de
Reynolds Re) et δ est assimilée à une variable aléatoire Gaussienne (en cohérence avec les
mesures expérimentales et numériques). Ainsi, comme dans le cas Eulérien, si les densités
de probabilité des incréments de vitesse Lagrangienne dépendent de l’échelle τ , alors les
fluctuations de vitesse à travers les échelles sont intermittentes, ce qui se traduit par un
spectre ζLq non linéaire et, via la transformation de Legendre (Eq. (4.8)), à un spectre des
singularités DL(h) en forme de cloche dont le support est un intervalle fini de valeurs de h.
7Remarquons que dans le cadre monofractal de K41, la transformée de Legendre (Eq. (4.8)) conduit au
spectre des singularités DL(h = 1/2) = 1 et DL(h 6= 1/2) = −∞.
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Fig. 4.2 – Représentation des densités de probabilité des incréments d’ordre 1 de vitesse
Lagrangienne δ
(1)
τ = v(t + τ) − v(t). (a) log10P(δτv) pour (•) l’expérience de l’ENS Lyon
(Rλ = 740) aux échelles (de haut en bas) τ/T = 0.07, 0.16, 0.35, 1 et (◦) l’expérience de
l’université de Cornell (Rλ = 690) à l’échelle τ ≃ O(10−1)τηK et où les absisses ont été
divisées par un facteur 4 par commodité de représentation. (b) log10 P(δτv) pour les DNS
(Rλ = 140) aux échelles (de haut en bas) τ/T = 0.05, 0.11, 0.17, 0.25 et 1. En (a) et (b),
les courbes ont été arbitrairement décalées en ordonnée par souci de clarté et la variance
de P(δτv(t)) a été fixée à l’unité à toutes les échelles.
Nous représentons dans la figure 4.2, le logarithme (en base 10) des densités de pro-
babilité (pdf) des incréments de vitesse sur une échelle τ , log10 P(δτv), estimées à partir
des signaux expérimentaux (Fig. 4.2(a)) et numériques (Fig. 4.2(b)) précédemment évo-
qués. Les densités présentées sont de variance unité et ont été arbitrairement décalées par
souci de clarté. Tout d’abord, en ce qui concerne les mesures de l’équipe expérimentale de
Cornell, nous nous sommes plus particulièrement intéressés à celles décrites dans la réfé-
rence [26] dans laquelle l’accélération est approximée par δτv/τ , avec τ ≃ 0.17τηK ; nous
précisons que, par commodité de représentation, nous avons divisé par 4 les abcisses. Il est
important de remarquer que cette densité dévie très fortement d’une Gaussienne, exhibant
des probabilités significatives pour des évènements très violents8 et qu’elle est symétrique.
Les mesures de l’équipe de l’ENS-Lyon permettent de se représenter l’évolution dans les
échelles des densités de probabilité des incréments de vitesse Lagrangienne depuis l’échelle
intégrale jusqu’au domaine dissipatif via le domaine inertiel. Les densités de probabilité
des incréments de vitesse sont de la même manière fortement non-Gaussiennes mais sy-
8L’accélération peut prendre des valeurs supérieures à cinquante fois son écart-type. Nous verrons que
ce phénomène est directement relié à une intermittence Lagrangienne beaucoup plus importante que celle
observée dans les expériences et simulations de turbulence Eulérienne.
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Fig. 4.3 – Estimation du spectre d’exposants ζLq à partir des signaux expérimentaux de
vitesse Lagrangienne de l’équipe de l’ENS Lyon (Rλ = 740). (a) Représentation (trait
continu) de ln〈|δτv|q〉 en fonction de ln〈|δτv|2〉, pour les valeurs de q suivantes (de haut en
bas) : q = 1, 2, 3, 4, 5 et 6. Les courbes ont été arbitrairement décalées en ordonnée. Nous
avons indiqué par deux traits verticaux le domaine sur lequel sont effectuées les régres-
sions linéaires ; les traits discontinus correspondent aux résultats de ces régressions. (b) ζLq
en fonction de q : (◦) valeurs estimées par régression linéaire dans (a) ; (−−) prédiction
monofractale ζLq = q/2 (Eq. (4.7)) et (—) modèle quadratique log-normal (Eq. (4.9)) de
paramètre cL2 = 0.09.
métriques et ne présentent pas le phénomène de Skewness observé pour les statistiques
des incréments longitudinaux de vitesse Eulérienne (Section 3.6). Les échelles analysées
dans la figure 4.2(a) sont (de haut en bas) τ/T = 0.07; 0.16; 0.35 et 1. Remarquons que la
densité de probabilité à l’échelle intégrale τ = T est statistiquement indiscernable d’une
Gaussienne. Nous pouvons en conclure, étant données la dépendance dans les échelles et
la symétrie des densités, que la vitesse Lagrangienne est intermittente et non skewnée.
L’estimation des fonctions de structure sur ces derniers signaux confortent largement cette
conclusion puisque celles-ci exhibent des comportements en loi de puissance dont le spectre
d’exposants ζLq est significativement non-linéaire [27, 28, 31]. Dans la figure 4.3 est illustrée
l’estimation de ce spectre à partir des signaux expérimentaux de l’ENS Lyon en adoptant
une méthode traditionnelle consistant à mesurer ζq/ζ
L
2 , en estimant la pente de ln〈|δτv|q〉 en
fonction de ln〈|δτv|2〉 (Fig. 4.3(a)), afin d’adoucir les effets d’anisotropie à grande échelle.
De haut en bas sont représentées les différentes courbes obtenues pour q = 1, 2, 3, 4, 5 et
6. Une régression linéaire de ces courbes dans le domaine indiqué par les deux traits verti-
caux conduit à ζL1 = 0.56, ζ
L
3 = 1.34, ζ
L
4 = 1.60, ζ
L
5 = 1.80 et ζ
L
6 = 1.95, où l’on a supposé
ζL2 = 1 par analogie
9 avec la condition ζE3 = 1 en turbulence Eulérienne (Section 2). Nous
9La condition ζL2 = 1 est empirique et n’est pas supportée, aux jours d’aujourd’hui, par des arguments
analytiques basés sur les équations de Navier-Stokes, comme cela est le cas pour ζL3 = 1 en turbulence
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avons représenté ces résultats (◦) dans la figure 4.3(b), en superposant (trait discontinu)
la prédiction monofractale ζLq = q/2 (Eq. (4.7)). L’estimation du spectre ζ
L
q à partir des
signaux expérimentaux dévie donc significativement de la prédiction monofractale linéaire.
Nous avons indiqué pour comparaison un modèle quadratique (trait continu) pour ζLq , qui
respecte les deux valeurs fondamentales de cet exposant, ζL0 = 0 et ζ
L
2 = 1 :
ζLq =
(
1
2
+ cL2
)
q − cL2
q2
2
, (4.9)
avec cL2 = 0.09 ± 0.02. Nous tenons à faire remarquer que le domaine d’échelles dans
lequel ln〈|δτv|q〉 se comporte linéairement en fonction de ln〈|δτv|2〉 demeure limité, ce qui
explique l’erreur importante avec laquelle nous mesurons l’exposant ζLq . Nous constatons
toutefois que le phénomène d’intermittence est significativement plus important10 que dans
le cas Eulérien, puisque le coefficient d’intermittence cL2 mesuré est environ quatre fois plus
grand que celui estimé dans les expériences et les simulations de turbulence Eulérienne,
cE2 = 0.025± 0.003 (Eq. (2.66)).
Dans la figure 4.2(b) sont représentées les densités de probabilité des incréments de
vitesse Lagrangienne estimées à partir des signaux numériques de Lévêque aux échelles (de
haut en bas) τ/T = 0.05, 0.11, 0.17, 0.25 et 1. Ainsi, l’étude des signaux numériques obte-
nus par DNS conduit aux mêmes conclusions que l’étude des signaux expérimentaux (Fig.
4.2(a)), en ce qui concerne l’existence du phénomène d’intermittence : les densités de pro-
babilité dépendent fortement de l’échelle et demeurent symétriques. De la même manière,
les évènements violents sont beaucoup plus probables que dans le cas Eulérien, puisqu’en
comparant les figures 3.9(d) et 4.2(b), on constate que les incréments δτv de forte ampli-
tude (plusieurs fois l’écart-type) sont beaucoup plus fréquents que les incréments de vitesse
Eulérienne δlu de forte amplitude. Enfin, on retrouve bien le fait qu’à l’échelle intégrale,
les densités de probabilité des incréments de vitesse Eulérienne (l = L) et Lagrangienne
(τ = T ) sont indiscernables d’une Gaussienne.
4.3 Hypothèse de similarité raffinée en turbulence La-
grangienne
Comme nous venons de le voir, les fluctuations de vitesse Lagrangienne évoluent dans les
échelles de manière intermittente (Fig 4.2), dont une conséquence est l’écart observé (Fig.
4.3) dans l’estimation du spectre des exposants des fonctions de structure relativement à
la prédiction monofractale linéaire ζLq = q/2 (Eq. (4.7)). Kolmogorov [43] et Obukhov [44],
dans le contexte de la turbulence Eulérienne, expliquent que l’intermittence de la vitesse est
une conséquence des fluctuations de la dissipation locale (Eq. (1.1)) au travers de la relation
Eulérienne.
10Nous verrons, dans la quatrième partie de ce manuscrit, que cL2 ≃ (3/2)3cE2 , où cL2 et cE2 sont respecti-
vement les coefficients d’intermittence dans une description de type log-normal des fluctuations de vitesses
Lagrangienne et Eulérienne.
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de similiarité raffinée (RSH) (Eqs. (2.9) et (2.10)) qui prend en compte les statistiques de
la dissipation moyennée sur une boule de rayon l. Ces concepts s’appliquent également
de manière tout à fait naturelle aux fluctuations de vitesse Lagrangienne et conduisent à
une expression quadratique (statistique log-normale de la dissipation ǫτ moyennée sur un
intervalle de temps τ) pour le spectre des exposants des fonctions de structure :
ζLq = c
L
1 q − cL2
q2
2
, (4.10)
où les coefficients cL1 = 1/2 + c
L
2 et c
L
2 sont des coefficients positifs contraints par la pré-
diction dimensionnelle ζL2 = 1. L’approche multifractale de la dissipation lagrangienne
est largement discutée par Borgas dans la référence [108] ; toutefois celui-ci11 se concentre
uniquement sur la dissipation et n’étend pas son approche aux fluctuations de vitesse La-
grangienne sur toute la gamme d’échelles12 explorée par les expériences et les DNS.
Considérons une particule fluide qui se situe au point ~r(t) à l’instant t. Elle subit la
dissipation locale13
ǫ(t) =
1
2
ν
∑
i,j
[(
∂uj
∂xi
)
~r(t)
+
(
∂ui
∂xj
)
~r(t)
]2
, (4.11)
où ui est la ième composante cartésienne du champ de vitesse Eulérien. Durant un temps
τ , la particule voyage selon une trajectoire complexe depuis la position ~r(t) à la position
~r(t + τ), le long de la laquelle elle subit une dissipation moyenne, par analogie avec la
dissipation moyennée sur une boule de taille l (Eq. (2.8)),
ǫτ (t) =
1
τ
∫ t+τ
t
ǫ(t′)dt′ . (4.12)
Dans le contexte de la turbulence Eulérienne, l’hypothèse de similarité raffinée (Eq. (2.10))
[1, 43, 44] permet de relier les fluctuations de l’incrément δlu aux fluctuations de la dissi-
pation moyennée ǫl [1, 95, 98]. Dans le cadre lagrangien, cette relation devient :
∀q , 〈(δτv)q〉 ∼ 〈(ǫτ )q/2〉τ q/2 , (4.13)
où ǫτ (t) est une quantité qui va dépendre de manière non triviale du temps t et de l’échelle
τ . En présupposant l’invariance d’échelle de la dissipation moyennée à l’échelle τ , au travers
du spectre d’exposants τLq :
〈(ǫτ )q〉 ∼ τ τLq , (4.14)
11Borgas [108] s’intéresse plus directement au spectre multifractal fL(κ) de la dissipation. Nous renvoyons
le lecteur à la quatrième partie de ce manuscrit qui traite du lien entre statistiques Lagrangiennes et
Eulériennes.
12Une extension aux fluctuations de vitesse inertielles est néanmoins présente dans la référence [109].
13Le principe d’ergodicité de Tennekes et Lumley [2] permet de montrer que les fonctions caractéristiques
de ǫ(t) et ǫ(~r) sont identiques. Nous reviendrons longuement sur ce point dans la quatrième partie de ce
manuscrit.
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on en déduit la relation suivante entre les exposants ζLq et τ
L
q :
ζLq =
q
2
+ τLq/2 . (4.15)
Un modèle log-normal pour la variable aléatoire ǫτ conduit en première approximation à
un spectre τLq (Eq. (4.14)) quadratique et suffit à expliquer l’intermittence des fluctuations
de vitesse :
Pǫτ (ǫτ )dǫτ = Pln ǫτ (ln ǫτ )d ln ǫτ =
1√
2πσ2τ
exp
[
(ln ǫτ −mτ )2
2σ2τ
]
d ln ǫτ , (4.16)
où les paramètres mτ et σ
2
τ définissent respectivement la moyenne et la variance de ln ǫτ .
Ces paramètres sont alors complètement déterminés par le fait que 〈ǫl〉 = 〈ǫ〉 et par le
comportement en loi de puissance des moments de ǫτ (Eq. (4.14)) :
mτ = (1/2 + c
L
2 ) ln(τ/T ) et σ
2
τ = −4cL2 ln(τ/T ) , (4.17)
où cL2 > 0 est le coefficient d’intermittence. Les équations (4.16) et (4.17) conduisent alors
à l’expression :
τLq = 2c
L
2 q(1− q) . (4.18)
Via la relation (4.15), on obtient bien un spectre ζLq quadratique pour les exposants des
fonctions de structure de la vitesse Lagrangienne [27–29, 31]
ζLq = (1/2 + c
L
2 )q − cL2
q2
2
, (4.19)
qui comme nous l’avons vu dans la Section 4.2, est en bon accord avec les données expéri-
mentales du groupe de l’ENS Lyon. Ainsi, nous obtenons comme estimation du coefficient
d’intermittence la valeur cL2 = 0.09± 0.02.
4.4 Généralisation de la méthode du propagateur aux
fluctuations inertielles de vitesse Lagrangienne
La généralisation combinée de l’approche du propagateur de Castaing et al. [9, 92–97]
et du formalisme multifractal de Parisi et Frisch [1, 45] permet d’interpréter localement le
comportement de l’incrément de vitesse Lagrangienne δτv(t) dans les échelles τ inertielles,
comme le produit de deux variables aléatoires indépendantes :
δτv ≡ βτ × δ , (4.20)
où δ est une variable aléatoire de densité Gaussienne N (0, σ2 = Var(δTv)) et
βτ (h) = (τ/T )
h (4.21)
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est une variable aléatoire positive dont le logarithme est de densité de probabilité Gτ (ln βτ )
(ou propagateur) :
Gτ (ln βτ )d ln βτ = Pτ (h)dh =
(
τ
T
)1−DL(h)
∫ (
τ
T
)1−DL(γ)
dγ
dh , (4.22)
où DL(h) sera assimilé au spectre des singularités de la vitesse Lagrangienne dans la limite
τ/T → 0. Il est alors possible de calculer la densité de probabilité P(δτv) des incréments
à l’échelle τ :
P(δτv) =
∫
Gτ (ln βτ )G
(
δτv
βτ
)
d ln βτ
βτ
=
∫ hmax
hmin
Pτ (h)G
(
δτv
βτ (h)
)
dh
βτ (h)
, (4.23)
où G(x) est la fonction Gaussienne de moyenne nulle et de variance σ2. Comme nous
l’avons vu dans le Chapitre 2 traitant des fluctuations de vitesse Eulérienne, les bornes
d’intégration hmin et hmax intervenant dans l’équation (4.23) dépendent de la nature de
"l’ondelette" utilisée. Pour résumer la discussion de l’Annexe C, nous prendrons hmin = 0
et hmax = N , où N est le nombre de moments nuls de l’ondelette utilisée (N = 1 pour
l’incrément d’ordre 1, δ
(1)
τ v(t) = v(t + τ) − v(t), et N = 2 pour l’incrément d’ordre 2,
δ
(2)
τ v(t) = v(t+2τ)−2v(t+ τ)+v(t)). L’étude des fonctions de structure signées (〈(δτv)q〉)
est totalement équivalente dans le cas Lagrangien à celle des cumulants du logarithme des
incréments de vitesse (Cn,βτ ) définis dans l’Annexe D, puisque la symétrie des densités de
probabilité (Fig. 4.2) implique P(δτv) = P(−δτv) = P(|δτv|).
A ce point de la discussion, il est important de mentionner que la principale différence
entre la turbulence Eulérienne et la turbulence Lagrangienne est que pour cette dernière,
l’exposant de Ho¨lder le plus probable déduit d’arguments dimensionels, est h = 1/2, c’est-à-
dire une valeur significativement plus grande que l’exposant de Kolmogorov (K41) h = 1/3
pour les signaux de vitesse Eulérienne (Section 2.2). Le signal temporel de vitesse La-
grangienne est ainsi globalement moins "rugueux" [112] que le signal spatial de vitesse
longitudinale Eulérienne. Par contre, l’intermittence Lagrangienne est beaucoup plus im-
portante que l’intermittence Eulérienne dans la mesure ou le coefficient d’intermittence
cL2 ≫ cE2 , ce qui équivaut à dire que le spectre des singularités DL(h) est beaucoup plus
large que DE(h) et donc que la gamme des valeurs de h présentes dans les signaux de
vitesse Lagrangienne est beaucoup plus grande que celles des valeurs de h présentes dans
les signaux de vitesse Eulérienne. Ceci atteste de l’existence d’évènements rares et violents,
qui se traduisent dans l’écoulement, par des accélérations (effectivement probables et ob-
servées) gigantesques des particules Lagrangiennes de l’ordre de plusieurs dizaines de fois
l’accélération de la pesanteur g. A l’aide d’arguments dimensionels simples, nous établirons
dans la quatrième partie de cette thèse une relation analytique entre cL2 et c
E
2 qui confor-
tera les observations expérimentales. L’une des conséquences majeures de cet élargissement
notable du spectre des singularités DL(h) relativement à DE(h) et de la translation de son
maximum de hE = 1/3 à hL = 1/2, est le fait que désormais des exposants h & 1 sont
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associés à des probabilités d’apparation Pτ (h) ∼ (τ/T )1−DL(h) non négligeables (D(h) ≥ 0)
[106]. Comme nous l’avons discuté dans la Section 3.4.6, l’ondelette du pauvre [149, 150],
à savoir l’incrément d’ordre 1, δτv = δ
(1)
τ v, ne permet pas d’identifier et de mesurer les ex-
posants h & 1. En effet, comme cela est démontré dans les Annexes B et C, une ondelette
d’ordre N permet uniquement d’estimer les exposants h < N . Ceci explique pourquoi il
nous sera nécessaire, dans le Chapitre 5, d’utiliser l’incrément d’ordre N = 2
δ(2)τ v(t) = v(t+ 2τ)− 2v(t+ τ) + v(t) , (4.24)
pour caractériser statistiquement l’intermittence de la vitesse Lagrangienne.
4.5 Les cumulants du logarithme des incréments
Comme nous l’avons vu dans le cadre Eulérien (Section 2.3.4), la moyenne et la variance
de ln |δ(N)l u| sont reliées à la moyenne et à la variance de ln β(N)l , c’est-à-dire à la moyenne
et à la largeur à mi-hauteur du propagateur Gl(ln β
(N)
l ) (Fig. 2.1). De la même manière
dans le cas Lagrangien, la moyenne et la variance de ln |δ(N)τ v| sont reliées à la moyenne et à
la variance de ln β
(N)
τ , c’est-à-dire à la moyenne et à la largeur à mi-hauteur du propagateur
Gτ (ln β
(N)
τ ) :
C
1,β
(N)
τ
= 〈ln β(N)τ 〉 = C1,δ(N)τ v(τ)− C1,δ =
∫
ln β(N)τ Gτ (ln β
(N)
τ )d ln β
(N)
τ ,
C
2,β
(N)
τ
= Var(lnβ(N)τ ) = C2,δ(N)τ v(τ)− C2,δ =
∫
(ln β(N)τ )
2Gτ (ln β
(N)
τ )d ln β
(N)
τ −
(
C
1,β
(N)
τ
)2
.
(4.25)
Les cumulants d’ordre supérieur sont donnés par l’équation (D.5) en annexe D, l’équation
(D.7) correspondant aux cumulants de la Gaussienne. Le fait que le propagateur soit centré
en C
1,β
(N)
τ
et que sa largeur à mi-hauteur soit 2
√
C
2,β
(N)
τ
est exact dans le cadre du mo-
dèle log-normal. Retenons simplement que la largeur non nulle du propagateur est liée au
phénomène d’intermittence, et que dans une première approche, nous caractériserons cette
largeur par l’écart-type du propagateur, qu’il soit log-normal ou autre (par exemple log-
Poisson [51–53]). Dans le domaine inertiel, l’invariance d’échelle impose que les cumulants
du logarithme se comportent comme le logarithme de l’échelle, c’est-à-dire,
C
1,β
(N)
τ
= cL1 ln(τ/T ) ,
C
2,β
(N)
τ
= −cL2 ln(τ/T ) ,
(4.26)
où cL2 = 0.09± 0.02 et cL1 = 1/2 + cL2 = 0.59± 0.02.
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Chapitre 5
Trajectoires Lagrangiennes dans le
domaine dissipatif
5.1 Le nombre de Reynolds local Rτ
5.1.1 Définition dimensionnelle
Dans le cadre temporel de la turbulence Lagrangienne, le nombre de Reynolds Re (Eq.
(4.3)) caractérise la complexité des trajectoires des particules à grande échelle T . Il est
formé à partir des quantités qui caractérisent complètement ces trajectoires à cette échelle,
à savoir un temps T , la viscosité ν du fluide considéré et une fluctuation caractéristique de
vitesse σ2 = Var(δ
(1)
T v). De manière générale, pour une ondelette d’ordre N quelconque
1,
une fluctuation de vitesse caractéristique à l’échelle T est donnée par σ2N = Var(δ
(N)
T v), ce
qui introduit une dépendance du nombre de Reynolds R
(N)
e = σ2NT/ν en fonction de l’ordre
N (et donc de la normalisation) de l’ondelette. Il suffit alors de choisir une normalisation
appropriée des incréments d’ordre N (Annexe B) de telle sorte que σN devienne indé-
pendante de l’ordre N . Cette discussion concerne exclusivement l’amplitude du cumulant
d’ordre 1, C
1,δ
(N)
τ v
, puisqu’il est évident de montrer que les cumulants du logarithme d’ordre
supérieur sont indépendants de la normalisation de l’ondelette. Sans perte de généralité,
nous considèrerons donc que σN = σ et que donc R
(N)
e = Re.
Expérimentalement, les statistiques de δ
(N)
T v(t) à l’échelle T sont indiscernables de celles
d’une variable aléatoire Gaussienne [28]. A des échelles plus petites, la trajectoire révèle
une structure particulière, a priori fortement conditionnée par celle du champ Eulérien2.
La vitesse d’une particule fluide au temps t + τ est fortement conditionnée à sa vitesse à
1Nous allons justifier a posteriori dans la suite de ce chapitre, l’utilisation des "ondelettes" d’ordre N
quelconque, l’ondelette d’ordre N = 1 étant indaptée à l’étude des signaux expérimentaux et numériques
de turbulence Lagrangienne.
2Malgré des conditions d’isotropie et d’homogénéité, le champ Eulérien présente des structures de type
vortex [16–22, 35], dans lesquelles les particules fluides subissent de fortes variations de vitesse, aussi bien
en amplitude qu’en direction [23, 28].
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l’instant t, comme l’atteste l’existence de corrélations à longue portée (que nous étudierons
dans la cinquième partie de ce manuscript) [29, 31]. Par analogie avec l’expression proposée
en turbulence Eulérienne (Eq. (2.42)), nous définissons le nombre de Reynolds local en
turbulence Lagrangienne de la façon suivante :
Rτ =
(σβ
(N)
τ )2τ
ν
. (5.1)
A une échelle τ inertielle, Rτ va fluctuer et sa valeur moyenne va diminuer avec l’échelle.
Dans le cadre du formalisme multifractal [45, 62], on peut réexprimer Rτ dans le domaine
inertiel de manière formelle en fonction de l’exposant de Ho¨lder h(t) le long d’une trajectoire
Lagrangienne :
Rτ (t) =
( τ
T
)2h(t)+1
Re . (5.2)
En analogie avec les travaux de Paladin et Vulpiani [62], le nombre de Reynolds local
caractéristique des échelles dissipatives τη est de l’ordre de l’unité
3, Rτη = 1, ce qui conduit
à l’expression suivante4 de τη en fonction de Re et de l’exposant h :
τη(h) = TR
−1/(2h+1)
e . (5.3)
La relation (5.3) montre clairement que si les fluctuations inertielles de vitesse Lagran-
gienne sont intermittentes, c’est-à-dire si l’exposant h fluctue temporellement le long d’une
trajectoire d’une particule Lagrangienne et prend des valeurs dans un intervalle de lon-
gueur finie, alors les effets de lissage dûs à la viscosité finie du fluide, se manifestent dans
un domaine continu d’échelles [τ−η , τ
+
η ], que nous appellerons le domaine dissipatif inter-
médiaire, et que nous nous attacherons à décrire dans la suite de ce chapitre. L’échelle τ+η
est définie comme la plus petite échelle inertielle (en analogie avec l’échelle η+ du contexte
Eulérien définie dans la Section 3.3.1) alors que τ−η correspond à la plus grande échelle du
domaine dissipatif profond (en analogie avec l’échelle η− du contexte Eulérien définie dans
la Section 3.3.1). Remarquons dès à présent qu’en analogie avec l’étude des fluctuations
de vitesse Eulérienne (Eq. (2.45) et Fig. 2.2), le maximum du propagateur se déplace à la
"vitesse" (
∂〈ln Rτ 〉
∂ ln(τ/T )
)
τ≥τ+η
≃ 2
∂C
1,β
(N)
τ
∂ ln(τ/T )
+ 1 = 2cL1 + 1 ≃ 2 . (5.4)
où C
1,β
(N)
τ
est définie dans l’équation (4.25) et le coefficient cL1 dans l’équation (4.26). La
relation (5.4) est indépendante de l’ordre5 N de l’ondelette, et la largeur du propagateur
à mi-hauteur est en première approximation bien décrite par 2
√
C
2,β
(N)
τ
.
3En première approximation, nous prendrons Rτη = 1. En fait, comme nous l’avons vu dans le contexte
Eulérien, il est plus correct de prendre en compte la valeur précise R† de cette constante, ce qui revient à
renormaliser le nombre de Reynolds Re (Eq. (4.3)).
4Remarquons que l’on retrouve bien dans une description monofractale à la K41 (h = 1/2 unique),
l’expression de l’échelle dissipative τηK = τη(h = 1/2) obtenue par des arguments dimensionels (Eq. (4.5)).
5Que nous prendrons supérieur ou égal à 2 dans cette discussion, l’incrément d’ordre 1 étant inadapté
à l’étude des exposants h ≥ 1 qui sont a priori relevants dans la description des fluctuations de vitesse
Lagrangienne.
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5.1.2 Le régime dissipatif intermédiaire
Dans le domaine dissipatif profond, τ ≤ τ−η , la dépendance dans les échelles de δ(N)τ v
est trivialement donnée par le développement de Taylor (Annexe C) :
δ(N)τ v(t) ∝ τN
∂Nv
∂tN
. (5.5)
Les deux premiers cumulants du logarithme des incréments de vitesse se comportent alors
de la manière suivante :
C
1,β
(N)
τ
= N ln(τ/τ−η ) + C1,β(N)
τ
−
η
,
C
2,β
(N)
τ
= C
2,β
(N)
τ
−
η
.
(5.6)
Par analogie avec l’équation (3.52), le maximum du propagateur se déplace désormais à
"la vitesse" : (
∂〈ln Rτ 〉
∂ ln(τ/T )
)
τ≤τ−η
≃ 2
∂C
1,β
(N)
τ
∂ ln(τ/T )
+ 1 = 2N + 1 . (5.7)
A la traversée du domaine dissipatif intermédiaire, le cumulant d’ordre 2 est alors multiplié,
(par analogie avec l’équation (3.53)), par un facteur de l’ordre de
C
2,β
(N)
τ
−
η
C
2,β
(N)
τ
+
η
≃
(
2N + 1
2cL1 + 1
)2
. (5.8)
De façon plus ou moins inattendue, on retrouve la loi des 9/4 obtenue en turbulence Eu-
lérienne (Section 3.4.5) [66] puisque la relation (5.8) implique un facteur d’amplification
de l’ordre de 9/4 pour une ondelette d’ordre N = 1 et sous l’approximation monofractale
cL1 ≃ 1/2. Avec les mêmes raisonnements que ceux développés pour la turbulence Eulé-
rienne, on montre de la même manière (Eq. (3.50)) que l’étendue du domaine dissipatif
intermédiaire varie de façon non triviale avec le nombre de Reynolds [15, 66, 106], c’est-à-
dire ln(τ−η /τ
+
η ) ∼
√
ln Re. Les implications de cette prédiction sont nombreuses et ont été
largement discutées dans le chapitre 3.
5.2 Description multifractale des fluctuations de vitesse
Lagrangienne
5.2.1 Statistiques de l’accélération et des dérivées temporelles
d’ordre supérieur de la vitesse Lagrangienne
A cause du phénomène de lissage induit par les effets visqueux, le signal temporel de
vitesse Lagrangienne est C∞, c’est-à-dire que l’incrément d’ordre N se comporte dans le
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domaine dissipatif profond (τ ≤ τ−η ) comme τN (Eq. (5.5)). L’approche probabiliste permet
de prendre en compte cette propriété fondamentale du signal physique, qui implique que
la vitesse ne peut pas varier de façon significative sur des temps infiniment courts. Le
processus aléatoire ∂
(N)
t v(t) peut donc être modélisé comme le produit de deux variables
aléatoires indépendantes
∂
(N)
t v ≡ δ× lim
τ→0
β
(N)
τ
τN
, (5.9)
c’est-à-dire une Gaussienne (δ) pondérée par un "poids" lui même stochastique. Pour un
exposant h fixé, le "poids" β
(N)
τ qui se comportait comme (τ/T )h dans le domaine inertiel
τ ≥ τη(h) (Eq. (4.21)), devient proportionnel à τN à des échelles τ ≤ τη(h) dans le domaine
dissipatif. En imposant la continuité à la traversée de τη(h), en analogie avec les travaux
de Nelkin [67], on obtient aux échelles τ ≤ τη(h) :
β(N)τ (h) =
( τ
T
)N (τη(h)
T
)h−N
, (5.10)
avec comme densité de probabilité de l’exposant h à l’échelle τ :
Pτ (h) ∼
(
τη(h)
T
)1−DL(h)
. (5.11)
Les équations (5.3), (5.9), (5.10) et (5.11) permettent alors de calculer la densité de pro-
babilité de ∂
(N)
t v, et donc les moments (〈(∂(N)t v)q〉) et les cumulants du logarithme des
dérivées temporelles d’ordre supérieur de la vitesse Lagrangienne C
n,∂
(N)
t v
(Annexe D). Par
exemple, les moments d’ordre q s’expriment de la façon suivante :
〈(∂(N)t v)q〉 ∼
∫ hmax
hmin
R
− q(h−N)+1−DL(h)
2h+1
e dh . (5.12)
Dans la limite Re → +∞, l’intégrale intervenant dans l’expression précédente se simplifie
en appliquant la méthode du col. On trouve ainsi que
〈(∂(N)t v)q〉 ∼ R
χLq,N
e , (5.13)
avec
χLq,N =min
h
[
−q(h−N) + 1−D
L(h)
2h+ 1
]
. (5.14)
Les cumulants C
n,∂
(N)
t v
sont alors obtenus en développant en série entière (en fonction de
q) la fonction χLq,N ln Re.
Dans l’hypothèse où le spectre des singularités est quadratique (hypothèse qui semble
tout à fait réaliste comme nous l’avons vu dans la Section 4.2) :
DL(h) = 1− (h− c
L
1 )
2
2cL2
, (5.15)
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avec cL2 = 0.09 et c
L
1 = 1/2 + c
L
2 = 0.59, il est alors possible d’obtenir une expression
analytique (complexe) de la fonction χLq,N . En ce qui concerne l’accélération a = ∂tv (N =
1), on obtient les comportements en fonction du nombre de Reynolds suivants pour sa
variance
〈a2〉 ∼ R0.58e , (5.16)
et sa Flatness
〈a4〉
〈a2〉2 ∼ R
0.90
e . (5.17)
Remarquons que ces comportements sont cohérents aves les résultats obtenus par Sawford
et al. [110], en supposant que le spectre des singularités de la dissipation locale Eulérienne
est celui du "p-modèle" de Meneveau et Sreenivasan [50], et en remontant aux statistiques
de l’accélération Lagrangienne via la transformation donnée par l’équation (6.44) que nous
discuterons dans la quatrième partie de ce manuscrit. De manière générale, les cumulants
du logarithme des dérivées Nième de la vitesse s’expriment de la façon suivante :
C
2,∂
(N)
t v
= Var
[
ln |∂(N)t v|
]
=
(1 + 2N)2cL2
(1 + 2cL1 )
3
ln Re , (5.18)
et
C
n,∂
(N)
t v
∝
n≥2
(1 + 2N)n(cL2 )
n−1
(1 + 2cL1 )
2n−1 ln Re . (5.19)
On retrouve bien la relation (5.8) et donc la loi des 9/4 pour N = 1 [66] : le cumulant
d’ordre 2 du logarithme de l’accéleration (C2,a = C2,β1
η−
) est multiplié par un facteur de
l’ordre de 9/4 par rapport à celui de l’incrément de vitesse à la plus petite échelle inertielle
τ+η (C2,β1
η+
≃ (cL2 /(1+2cL1 )) ln Re). En fait, si l’on utilise l’approximation monofractale K41
cL1 = 1/2, on obtient exactement l’égalité :
C2,a
C2,β1
η+
=
9
(1 + 2cL1 )
2
=
9
4
. (5.20)
5.2.2 Statistiques des incréments d’ordre N de la vitesse Lagran-
gienne sur toute la gamme d’échelles
L’approche du propagateur permet d’interpréter δ
(N)
τ v comme le produit de deux va-
riables aléatoires indépendantes ; en généralisant l’équation (4.20) on obtient :
δ(N)τ v ≡ β(N)τ × δ , (5.21)
où δ est Gaussienne de variance σ2N = Var(δ
(N)
T v), et β
(N)
τ contient toute la dépendance
dans les échelles que nous allons modéliser dans le cadre du formalisme multifractal [106].
La relation (5.3) montre que l’échelle dissipative τη fluctue le long de la trajectoire d’une
particule Lagrangienne, reflétant par là les fluctuations de l’exposant h. A une échelle τ
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donnée, on peut définir, comme nous l’avons fait dans la Section 3.4 pour la turbulence
Eulérienne, un exposant caractéristique de transition :
h∗(τ/T,Re) = −1
2
(
1 +
ln Re
ln(τ/T )
)
, (5.22)
qui sépare les comportements inertiaux (h ≤ h∗), pour lesquels β(N)τ (h) = (τ/T )h (Eq.
(4.21)) avec comme densité de probabilité d’un exposant h, Piτ (h) ∼ (τ/T )1−DL(h) (Eq.
(4.22)), des comportements dissipatifs (h ≥ h∗), pour lesquels cette fois-ci β(N)τ (h) =
(τ/T )(N)(τη(h)/T )
h−N (Eq. (5.10)) et Pdτ (h) ∼ (τη(h)/T )1−DL(h) (Eq. (5.11)). Remarquons
que
lim
τ/T→0+
h∗(τ/T,Re) = −1/2 , (5.23)
et
lim
τ/T→1−
h∗(τ/T,Re) = +∞ . (5.24)
Pour l’objet physique qu’est une trajectoire Lagrangienne, il apparaît alors plus réaliste
de faire intervenir une transition de type Batchelor–Meneveau [64, 147], qui impose un
comportement C∞ à β(N)τ et Pτ vis à vis de l’échelle6 τ , tout en respectant les statistiques
du domaine inertiel (τ ≥ τ+η ) et du domaine dissipatif profond (τ ≤ τ−η ). Nous nous
proposons d’utiliser la modélisation suivante :
β(N)τ (h,Re) =
(
τ
T
)h[
1 +
(
τ
τη(h)
)−γ](N−h)/γ , (5.25)
et
Pτ (h,Re,DL(h)) = 1Z
(
τ
T
)1−DL(h)
[
1 +
(
τ
τη(h)
)−γ](DL(h)−1)/γ , (5.26)
où nous avons introduit un paramètre libre γ qui reflète en quelque sorte la force de la
transition entre domaine inertiel et domaine dissipatif. Par exemple, la modélisation de la
fonction de structure d’ordre 2 de la vitesse Eulérienne (Eq. (3.106)) de Batchelor [147]
correspond au choix γ = 2 ; dans ce cas les équations (5.25) et (5.26) peuvent être considé-
rées comme l’analogue Lagrangien de la coupure de Batchelor–Meneveau dans le contexte
Eulérien (Eqs. (3.32) et (3.33)). Remarquons que le choix γ = +∞ permet de retrouver
l’analogue Lagrangien de la coupure C0, formalisée dans l’approche du propagateur Eu-
lérien par les relations (3.27) et (3.29). La constante de normalisation Z dans l’équation
6Notamment à l’échelle de transition τ = τη(h).
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(5.26) est obtenue en intégrant sur tous les exposants h ≥ −1/2 :
Z(τ/T,Re) =
∫ +∞
−1/2
(
τ
T
)1−DL(h)
[
1 +
(
τ
τη(h)
)−γ](DL(h)−1)/γ dh . (5.27)
Les équations (5.25) et (5.26) permettent de calculer, pour un nombre de Reynolds
donné, les moments et les cumulants du logarithme de la variable aléatoire β
(N)
l à toutes
les échelles τ , moyennant une fonction paramètrable DL(h) qui sera assimilée au spectre des
singularités dans la limite des nombres de Reynolds infiniment grands. De plus, l’équation
(5.21) permet directement de calculer la densité de probabilité des incréments de vitesse :
P(δ(N)τ v) =
∫
Gτ (ln β
(N)
τ )G
(
δ
(N)
τ v
β
(N)
τ
)
d ln β
(N)
τ
β
(N)
τ
=
∫ hmax
hmin
Pτ (h)G
(
δ
(N)
τ v
β
(N)
τ (h)
)
dh
β
(N)
τ (h)
,
(5.28)
où G est la densité de probabilité d’une variable Gaussienne centrée de variance σ2N . La
relation (5.28) est la généralisation de la relation (4.23) à toutes les échelles et pour une
ondelette d’ordre N quelconque. Dans ce manuscrit, nous rappelons que nous avons fait le
choix hmin = 0 et hmax = N pour les bornes d’intégration. L’incrément d’ordre N = 1 a une
place toute particulière dans le contexte de la turbulence Lagrangienne puisqu’un modèle
quadratique pour D(h) de paramètre cL2 = 0.09 (Eq. (5.15)) montre que DL(h) . 0 pour des
exposants h & 1. Ainsi, à une échelle τ telle que h∗(τ/T,Re)〉1 (Eq. (5.22)), les exposants
inertiels h ∈ [1, h∗] relativement peu probables (mais pas infiniment peu probables comme
cela était le cas en turbulence Eulérienne) ne sont pas pris en compte dans l’intégration
de l’équation (5.28) lorsqu’on utilise une ondelette d’ordre N = 1. Plus précisemment, en
utilisant un modèle quadratique pour DL(h) (Eq. (5.15)), de paramètres cL2 = 0.09 et cL1 =
1/2 + cL2 = 0.59 en accord avec les observations expérimentales (Eq. (4.26)), on peut alors
vérifier que DL(0.95) = 0.28, DL(1) = 0.07 et DL(1.05) = −0.18, ce qui montre que négliger
les exposants h ≥ 1 dans le calcul de la densité de probabilité des incréments d’ordre N = 1
(Eq. (5.28)) demeure aventureux et approximatif. De plus, si au regard de la précision
expérimentale, on ne peut pas exclure le fait que cL2 puisse être supérieur à la valeur
estimée avec les fonctions de structure, alors DL(1) pourrait être significativement positif,
ce qui hypothèquerait définitivement la validité du calcul de la densité de probabilité des
incréments d’ordre 1. Cette discussion justifie donc l’utilisation des ondelettes analysatrice
d’ordre N > 1 pour lesquelles les exposants h > N ≥ 2 correspondent à des valeurs
définitivement négatives de DL(h) et donc ne contribuent pas de façon significative au
calcul de l’intégrale dans le membre de droite de l’équation (5.28).
Nous avons représenté dans la figure 5.1, les deux premiers cumulants de ln β
(N)
τ ,
C
1,β
(N)
τ
(τ) = 〈ln β(N)τ 〉 et C2,β(N)τ (τ) = Var(ln β
(N)
τ ) normalisés par ln Re, en fonction de
ln(τ/T )/ ln Re, calculés respectivement avec les ondelettes d’ordre N = 1 et N = 2. En
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Fig. 5.1 – Représentation des cumulants du logarithme des incréments de vitesse Lagran-
gienne C
1,β
(N)
τ
(a) et C
2,β
(N)
τ
(b) normalisés par ln Re, en fonction de ln(τ/T )/ ln (Re). Les
calculs ont été effectués à partir des équations (5.25) et (5.26) avec les ondelettes d’ordre
N = 1 et 2, en utilisant l’expression quadratique du spectre DL(h) donnée par l’équation
(5.15)), avec les valeurs des paramètres cL2 = 0.09 et c
L
1 = 1/2 + c
L
2 = 0.59. Les courbes
en trait continu correspondent aux résultats obtenus avec la transition dite de Batchelor–
Meneveau (γ = 2), en trait discontinu ceux obtenus avec la transition C0 (γ = +∞), et
en pointillés ceux correspondant à la transition douce (γ = 1). Le nombre de Reynolds est
égal à Re = exp(10).
trait continu sont représentés les cumulants calculés à partir des expressions (5.25) et (5.26)
en utilisant la transition de Batchelor–Meneveau (γ = 2), en trait discontinu la transition
C0 (γ = +∞) et en pointillés ceux correspondants à la transition "douce" (γ = 1). Ces ré-
sultats ont été établis pour un nombre de Reynolds Re = exp(10), en supposant la validité
de la description log-normale du spectre DL(h) donné par l’équation (5.15). Le domaine
inertiel −0.4 ln Re ≤ ln(τ/T ) ≤ 0 de la turbulence Lagrangienne apparaît donc beaucoup
plus petit que celui de la turbulence Eulérienne (Fig. 3.4), en cohérence avec la prédic-
tion dimensionnelle7 ln(τηK/T ) = −0.5 ln Re. Nous constatons de plus que ce domaine
d’échelles apparait fortement perturbé par les effets visqueux, puisque en particulier dans
le cas de la transition douce (γ = 1), on ne retrouve pas un comportement linéaire clair
des cumulants en fonction de ln(τ/T ), ce qui témoigne d’un écart significatif à l’invariance
d’échelle. Ainsi, l’étendue ln(τ+η /τ
−
η ) du domaine dissipatif intermédiaire apparaît d’autant
plus grande8 que le paramètre γ est petit. Nous allons voir dans la Section 5.3.1 que ce
paramètre peut être utilisé pour modéliser les effets de taille finie des particules (tracers)
7Dans la description Eulérienne du fluide, on avait ln(ηK/L) = −0.75 ln Re (Eq. (1.6)).
8Remarquons que les comportements limites des cumulants sont bien respectés aux échelles τ ≫ τ−η et
τ ≪ τ+η . Aux grands nombres de Reynolds, on retrouve que ln(τ+η /τ−η ) ∼
√
ln Re.
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utilisées dans les dispositifs expérimentaux. En effet, il sera très difficile d’observer, expéri-
mentalement comme numériquement, des comportements inertiels sur un domaine d’échelle
suffisamment étendu. En ce qui concerne le domaine dissipatif, le cumulant d’ordre 2 (Fig.
5.1(b)) "accèlère" d’autant plus sur un domaine d’autant plus petit que γ est grand. En
accord avec l’équation (5.8), C
2,β
(N)
τ
est bien multiplié par un facteur9 de l’ordre de 9/4
pour N = 1, et de l’ordre de 25/4 pour N = 2. Le cumulant d’ordre 1 (Fig. 5.1(a)) transite
bien vers le comportement trivial du domaine dissipatif ∼ N ln(τ/T ) aux échelles τ ≤ τ−η ,
l’échelle τ−η étant d’autant plus petite que γ est petit.
5.3 Description probabiliste des données expérimentales
et numériques
5.3.1 Les cumulants du logarithme des incréments d’ordre N de
la vitesse Lagrangienne
Nous avons représenté dans la figure 5.2, les résultats du calcul des trois premiers
cumulants du logarithme des incréments d’ordre N de vitesse Lagrangienne (Annexe D)
[106],
Cn = Cn,δ(N)τ v − Cn,δ(N)T v . (5.29)
Les incréments d’ordre N = 1, δ
(1)
τ v(t) = v(t + τ)− v(t) (◦), et d’ordre N = 2, δ(2)τ v(t) =
v(t + 2τ) − 2v(t + τ) + v(t) (¤) ont été estimés à partir des signaux expérimentaux de
l’ENS Lyon [28] (Figs. 5.2(a-c)), obtenus dans un écoulement de von Ka´rma´n à Rλ = 740.
Pour comparaison, nous rapportons dans les figures 5.2(d-f), les résultats obtenus à partir
des données numériques de Lévêque [31] issus de DNS des équations de Navier-Stokes à
Rλ = 140. Sur la figure 5.2, nous avons aussi représenté les prédictions théoriques pour
C
n,β
(1)
τ
en trait continu, C
n,β
(2)
τ
en trait discontinu. Ces prédictions sont issues des relations
(5.25) et (5.26), où les paramètres cL2 ,Re, T et γ ont été estimés (par la méthode des
moindres carrés) à partir des deux premiers cumulants de ln |δ(2)τ v|.
En ce qui concerne les données expérimentales (Figs. 5.2(a-c)), les cumulants calculés
à partir de l’ondelette d’ordre N = 2 sont très bien décrits dans l’approche multifractale
que nous avons développée dans la Section 5.2, avec le jeu de paramètres suivants :
cL2 = 0.0753 , c
L
1 = 1/2 + c
L
2 = 0.5753 (5.30)
et
ln Re = 9.24 , γ = 1.08 . (5.31)
Le cumulant d’ordre 1 (Fig. 5.2(a)) ne présente pas de véritable comportement linéaire en
fonction de ln(τ/T ), en particulier à grande échelle (τ ∼ T ) où les effets d’anisotropie des
9Indépendant de γ.
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Fig. 5.2 – Représentation des trois premiers cumulants du logarithme Cn = Cn,δτv−Cn,δT v
des incréments d’ordre 1 (δ
(1)
τ v(t) = v(t+ τ)− v(t)) (◦) et d’ordre 2 (δ(2)τ v(t) = v(t+ 2τ)−
2v(t+ τ)+ v(t)) (¤) en fonction de ln(τ/T ). Signaux expérimentaux de l’ENS Lyon (Rλ =
740) : (a) C1, (b) C2 et (c) C3. Les cumulants théoriques sont obtenus à partir des équations
(5.25) et (5.26) pour une ondelette d’ordre N = 1 (traits continus) et d’ordre 2 (traits
discontinus), dans un cadre log-normal de paramètres cL2 = 0.075 et c
L
1 = 1/2+ c
L
2 = 0.575,
pour un nombre de Reynolds ln Re = 9.24 et pour une valeur du paramètre de transition
γ = 1.08 (voir texte). Signaux numériques de DNS (Rλ = 140) : (d) C1, (e) C2 et (f) C3.
Les cumulants théoriques sont obtenus à partir des mêmes équations (5.25) et (5.26), dans
un cadre log-normal de paramètres cL2 = 0.086 et c
L
1 = 1/2+c2 = 0.586, et pour un nombre
de Reynolds ln Re = 5.22 et la valeur γ = 1.98.
grandes échelles (que nous n’avons pas pris en compte dans notre modélisation), sont sus-
ceptibles de briser l’invariance d’échelle. Comme nous l’avons vu précédemment, les effets
dissipatifs en turbulence Lagrangienne se manifestent "très tôt", c’est-à-dire à des échelles
(ln(τ/T ) ≈ −0.4 ln Re), ce qui limite fortement l’étendue du domaine inertiel. En consé-
quence, C1 n’exhibe pas de comportement linéaire clair en fonction de ln(τ/T ), alors que le
modèle multifractal prédit C1 = c
L
1 ln(τ/T ) (Eq. ( 4.26)) dans le domaine inertiel. Remar-
quons toutefois que les échelles dissipatives sont quant à elles très bien décrites et ceci aussi
bien lorsqu’on utilise les incréments d’ordre N = 1 que ceux d’ordre N = 2. Le cumulant
d’ordre 2 (Fig. 5.2(b)) apparait beaucoup moins sensible aux effets d’anisotropie à grande
échelle [80], et est quant à lui très bien décrit par notre approche. Nous voulons porter
l’attention du lecteur sur le fait que le formalisme que nous proposons permet de très bien
modéliser les statistiques des incréments d’ordre N ≥ 2, car la forme du spectre DL(h) que
nous obtenons à partir des données expérimentales, montre que la physique liée aux valeurs
de l’exposant h proches de l’unité (DL(h ≃ 1) & 0) ne peut être négligée contrairement
au cas de la vitesse Eulérienne (DL(h ≃ 1) ≪ 0). Nous rappelons que dans cette situa-
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tion, l’incrément d’ordre N = 1 n’est pas adapté (Annexe C) [112, 150]. Les données pour
le cumulant d’ordre 3 (Fig. 5.2(c)) sont soumises à une forte dispersion statistique et se
comportent de manière non triviale dans la partie du domaine dissipatif accessible à l’expé-
rience. La description log-normale que nous proposons (Eqs. (5.25) et (5.26)) se révèle être
en bon accord avec le comportement de C3 aussi bien dans le domaine inertiel que dans
le domaine dissipatif. Les effets dissipatifs viennent cependant perturber les statistiques
inertielles, puisque nous constatons que le cumulant théorique C
3,β
(2)
τ
est significativement
négatif (C3 ≃ −0.1) aux échelles dites inertielles (τ ≥ τ+η ). Cette observation est la consé-
quence probable d’un effet de nombre de Reynolds fini. L’équation (3.78) permet de calculer
le nombre de Reynolds à partir de Rλ : Re = (Rλ)
2/14. Nous rappellons ici que le nombre
de Reynolds (Eq. (4.3)) est défini à une constante multiplicative près dont la valeur précise
est difficile à déterminer. Cette constante provient de l’échelle intégrale T définie à partir
de l’échelle intégrale L (Eq. (4.2)). De plus, il est très difficile de mesurer le nombre de
Reynolds Rλ à l’échelle de Taylor dans un écoulement de von Ka´rma´n, ce qui peut entrainer
aussi l’existence de facteurs multiplicatifs [165]. Si l’on appelle R† cette constante multi-
plicative, on réalise que la valeur du nombre de Reynolds utilisée pour décrire les données
expérimentales (Eq. (5.31)), ln Re = 9.24 = ln[R
2
λ/(14×R†)] = ln[7402/(14×R†)], conduit
à un nombre de Reynolds critique R† = 3.5, c’est-à-dire à une valeur 16 fois plus petite
que le nombre de Reynolds critique de la turbulence Eulérienne R∗ = 56 (Eq. (3.78)).
En ce qui concerne les signaux numériques, obtenus pour un nombre de Reynolds beau-
coup plus petit (Rλ = 140), comme nous pouvons le constater sur les figures 5.2(d-f), le
domaine inertiel est largement pollué par les effets d’anisotropie à grande échelle et les
effets visqueux. En fait, on n’observe pas clairement de statistiques inertielles. Cependant,
les DNS permettent d’accéder à de très petites échelles τ ∼ τ−η . L’approche théorique que
nous avons développée dans la Section 5.2, fournit une très bonne description du compor-
tement à travers les échelles des cumulants obtenus avec l’ondelette d’ordre N = 2. Comme
précedemment pour les résultats expérimentaux, le meilleur jeu de paramètres obtenu est
cohérent avec une description log-normale du spectre DL(h) (Eq. (5.15)) :
cL2 = 0.086 , c
L
1 = 1/2 + c
L
2 = 0.586 , (5.32)
et
ln Re = 5.22 , γ = 1.98 . (5.33)
Remarquons que la valeur obtenue pour le paramètre γ est désormais très proche de 2,
en analogie avec la turbulence Eulérienne (Eqs. (3.55) et (3.56)). Nous voyons donc que
le paramètre γ permet de façon phénoménologique de rendre compte de la taille finie
des particules tracers, puisque dans le cas des mesures expérimentales, ce paramètre est
estimé voisin de l’unité, alors que dans le cas des DNS, qui consite à suivre des points
mathématiques dans le flot Eulérien, γ est trouvé plus consistant avec la valeur 2 de
Batchelor–Meneveau [64, 147]. Des mesures expérimentales supplémentaires avec des billes
de tailles différentes confortent largement cette interprétation [165]. Le nombre de Reynolds
ln Re = ln[140
2/(14 × R†)] = 5.22 est quand à lui cohérent avec un nombre de Reynolds
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critique R† = 7, c’est-à-dire une valeur 8 fois plus petite que le R∗ Eulérien. Remarquons
pour finir que le cumulant d’ordre 3 (Fig. 5.2(f)) est de la même manière très bien décrit
par notre approche, nottament dans le domaine dissipatif dans lequel son comportement
est non trivial, aussi bien avec l’incrément d’ordre N = 1 que d’ordre N = 2.
5.3.2 Les densités de probabilité des incréments
Nous avons représenté dans la figure 5.3 les densités de probabilités des incréments
d’ordre 1 (déjà présentées dans la figure 4.2), P(δ(1)τ v), ainsi que les quantités (δ(1)τ v)2P(δ(1)τ v)
et (δ
(1)
τ v)4P(δ(1)τ v) dont les intégrales correspondent respectivement aux moments d’ordre
2 et d’ordre 4 de P(δ(1)τ v). Les densités sont de variance unité, et ont été arbitrairement
décalées en ordonnée. En ce qui concerne les mesures de l’ENS Lyon (Figs. 5.3(a-c)) et les
simulations numériques (Figs. 5.3(d-f)), nous avons superposé les prédictions théoriques
pour les mêmes jeux de paramètres que ceux utilisés dans la description des cumulants
dans la Figure 5.2. Qu’il s’agisse de l’expérience ou de la simulation, force est de constater
que notre modélisation des densités de probabilité est tout à fait remarquable et ce princi-
palement en ce qui concerne l’évolution à travers les échelles des queues de ces distributions
qui est reproduite de façon quantitative avec une grande précision.
Nous avons aussi représenté dans les figures 5.3(a-c) les mesures expérimentales (◦)
de "l’accélération" effectuées à l’université de Cornell (Rλ = 690), ainsi que les courbes
théoriques obtenue avec le jeu de paramètres suivant :
cL2 = 0.079 , c
L
1 = 0.579 , (5.34)
et
ln Re = 8.96 , γ = 1.3 . (5.35)
A nouveau l’accord est excellent pour ne pas dire spectaculaire. Il est intéressant de re-
marquer que les billes utilisées dans cette expérience étant plus petites que celles utilisées
dans l’expérience de l’ENS Lyon, la valeur obtenue pour γ est légèrement supérieure que
celle estimée précedemment dans l’équation (5.31), confirmant par là que γ croit lorsqu’on
diminue la taille des billes pour éventuellement converger vers la valeur 2 de Batchelor à
la limite ponctuelle. Le nombre de Reynolds ln Re = 8.96 = ln[690
2/(14×R†)] est lui aussi
cohérent avec un nombre de Reynolds critique R† ≃ 3.5.
Nous voyons donc que les statistiques de vitesse Lagrangienne s’interprètent de la même
manière que les statistiques de vitesse Eulérienne. L’ensemble des données expérimentales
et numériques que nous avons à notre disposition sont compatibles avec un spectre des
singularités quadratique,
DL(h) = 1− (h− c
L
1 )
2
2cL2
, (5.36)
où
cL1 = 1/2 + c
L
2 = 0.58± 0.01 et cL2 = 0.08± 0.01 . (5.37)
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Fig. 5.3 – Représentation des densités de probabilité des incréments d’ordre 1 de vitesse
Lagrangienne δ
(1)
τ = v(t + τ) − v(t). (a) log10P(δτv) pour (•) l’expérience de l’ENS Lyon
(Rλ = 740) aux échelles (de haut en bas) τ/T = 0.07, 0.16, 0.35, 1 et (◦) l’expérience de
l’université de Cornell (Rλ = 690) à l’échelle τ ≃ O(10−1)τηK ; (b) (•) (δτv)2P(δτv) et (◦)
2(δτv)
2P(δτv) ; (c) (δτv)4P(δτv). (d) log10P(δτv) pour les DNS (Rλ = 140) aux échelles
(de haut en bas) τ/T = 0.05, 0.11, 0.17, 0.25 et 1 ; (e) (•) (δτv)2P(δτv) ; (f) (δτv)4P(δτv).
En (a-f), les courbes ont été arbitrairement décalées en ordonnée par souci de clarté et la
variance de P(δτv) a été fixée à l’unité à toutes les échelles. Pour les données d’accélération
(◦), les absisses ont été divisées par un facteur 4 par commodité de représentation. Nous
avons superposé (traits continus) les courbes théoriques, dont les paramètres pour la DNS
et les données expérimentales de l’ENS-Lyon sont donnés dans la figure 5.2. Nous avons
utilisé les paramètres cL2 = 0.079 , c
L
1 = 0.579 , ln Re = 8.96 et γ = 1.3 pour les données
d’accélération de l’université de Cornell.
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Quatrième partie
Formalisme multifractal et description
probabiliste unificatrice des fluctuations
de vitesses Eulérienne et Lagrangienne
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Chapitre 6
Description multifractale unificatrice
des dissipations moyennées Eulérienne ǫl
et Lagrangienne ǫτ
6.1 Approche de Tennekes-Lumley
6.1.1 Hypothèse d’ergodicité
Dans le chapitre 7 de leur ouvrage [2], Tennekes et Lumley proposent une formalisation
brillante d’une constatation physique simple : dans un écoulement turbulent stationnaire,
homogène, isotrope et incompressible, de volume V macroscopique, les particules fluides
remplissent et explorent complètement le champ Eulérien des vitesses. En d’autres termes,
les observables ponctuelles du fluide (vitesse, dissipation, pression, gradient de pression,
etc.) sont statistiquement indiscernables, qu’elles soient appréhendées en espace (champ
Eulérien) ou le long des trajectoires des particules fluides (vision Lagrangienne). Il s’agit
là des fondements de l’équivalence des descriptions Eulérienne et Lagrangienne.
Plus formellement, considérons une observable F quelconque1 de l’écoulement. Dans
une approche Eulérienne du fluide, cette observable dépend des coordonnées cartésiennes
(x, y, z) et du temps t. Etant donnée la grande complexité de l’écoulement à un grand
nombre de Reynolds, la fonction F(x, y, z, t), à un temps t fixé, peut prendre une large
gamme de valeurs et sera modélisée par une variable aléatoire stationnaire. Le principe
fondamental d’ergodicité permet d’assimiler sa moyenne d’ensemble à sa moyenne spatiale,
c’est-à-dire
〈F〉 = lim
V→+∞
1
V
∫∫∫
V
F(x, y, z, t)dxdydz , (6.1)
indépendemment du temps t puisque la grandeur F est par hypothèse stationnaire. Alter-
nativement, cette observable peut aussi être appréhendée dans le cadre Lagrangien. De la
1On suppose que cette observable ne dépend que de l’espace et du temps, et non pas de l’échelle.
117
118
même manière, elle peut prendre une large gamme de valeurs le long des trajectoires des
particules fluides. Considérons une particule fluide de l’écoulement. A l’instant t = t0, cette
particule se situe à la position ~r0 = (X0, Y0, Z0), et "voit" l’observable F(~r0). Comme le
fluide est homogène et incompressible2, il peut être assimilé à un champ continu de par-
ticules fluides repérées3 par leur volume élémentaire dX0dY0dZ0. L’hypothèse d’ergodicité
consiste alors à assimiler la moyenne d’ensemble4 de l’observable F , à la moyenne de cette
observable sur toutes les positions initiales des particules fluides :
〈F〉 = lim
V→+∞
1
V
∫∫∫
V
F(X0, Y0, Z0, t0)dX0dY0dZ0 . (6.2)
Nous pouvons tout aussi bien appliquer l’hypothèse d’ergodicité en raisonnant sur une
seule particule fluide qui se situe en ~r0 à l’instant t0, et qui se retrouve à un instant t à la
position
~r(t) = ~r0 +
∫ t
0
~v(~r0, t
′)dt′ , (6.3)
où elle "voit" l’observable F(~r(t)). Sous ces mêmes hypothèses (homogénéité, isotropie,
incompressibilité), une particule fluide explore en un temps infini l’ensemble de l’espace
R
3, ce qui permet de réécrire le principe ergotique sous la forme suivante :
〈F〉 = lim
T→+∞
1
T
∫ T
t=t0
F(~r(t))dt . (6.4)
Remarquons que l’approche que nous présentons est purement probabiliste (F est mo-
délisée par une variable aléatoire) et l’hypothèse de stationnarité implique que l’observable
F visite tout son paysage de valeurs possibles durant un temps infini le long d’une seule
trajectoire (Eq. (6.4)). Sans faire appel à l’hypothèse de stationnarité, l’hypothèse d’er-
godicité de Tennekes et Lumley [2] est formalisée au même temps t, en cohérence avec
la constation qu’à chaque instant, les particules fluides occupent tout le volume du fluide
considéré. Ainsi, l’ensemble des valeurs prises par l’observable F à l’instant t, en chaque
point de l’espace, F(x, y, z, t) ou sur l’ensemble des particules fluides de positions initiales
(X0, Y0, Z0) remplissant l’espace à l’instant initial t0 < t, est le même, c’est-à-dire
lim
V→+∞
1
V
∫∫∫
V
F(x, y, z, t)dxdydz = lim
V→+∞
1
V
∫∫∫
V
F(X0, Y0, Z0, t)dX0dY0dZ0 . (6.5)
2Deux particules fluides ne peuvent se trouver au même endroit au même temps.
3Les particules fluides sont dénombrables.
4Cette moyenne sera indépendante de l’instant t0 puisque l’observable est stationnaire.
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6.1.2 Conséquences de l’hypothèse d’ergodicité sur la fonction ca-
ractéristique de la vitesse turbulente
La transformée de Fourier de la densité de probabilité Pu(x) d’un processus aléatoire
u est appellée fonction caractéristique ϕu(k) du processus aléatoire u [1, 2, 157] :
ϕu(k) =
∫ +∞
−∞
eikxPu(x)dx = 〈eiku〉 . (6.6)
Les moments de u sont directement reliés à ϕu(k),
ϕu(k) =
+∞∑
n=0
〈un〉(ik)
n
n!
, (6.7)
qui n’est rien d’autre que son développement de Taylor (Annexe E).
Intéressons nous à une observable particulière de l’écoulement, par exemple la vitesse,
qui a la valeur ~u(~x, t) au point ~x du champ Eulérien à l’instant t. Considérons une particule
fluide de ce champ, qui se trouve en ~r0 et se meut à la vitesse ~v0 à l’instant initial t0, et
qui se retrouve en ~r(t) avec une vitesse ~v(~r0, t) à un instant t〉t0. Etant donnée la grande
complexité de l’écoulement, les vitesses ~u(~x, t) et ~v(~r0, t) seront assimilées à des variables
aléatoires de moyenne nulle et de densité de probabilité respective Pu et Pv. Les relations
(6.1) et (6.2), valables pour toutes les observables, permettent d’écrire l’égalité suivante
[2] :
∀~k ∈ R3 , 〈exp
[
i~k.~u(~x, t)
]
〉 = 〈exp
[
i~k.~v(~r0, t)
]
〉 , (6.8)
et donc de conclure que les fonctions caractéristiques (Eq. (6.6)) de la vitesse Eulérienne
~u et de la vitesse Lagrangienne ~v sont identiques. Grace aux relations (6.7) et (6.8), on en
déduit que les moments des composantes des vitesses sont égaux :
∀q , 〈uqi 〉 = 〈vqi 〉 , i = 1, 2, 3 (6.9)
où i est l’indice du repère cartésien. Comme la fonction caractéristique et la densité de
probabilité sont transformées de Fourier l’une de l’autre, alors de manière générale, on en
conclue que les processus u et v sont égaux en loi,
Pu = Pv . (6.10)
De plus, si l’on suppose que les échelles intégrales L et T sont respectivement très proches
des échelles de décorrélation spatiale et temporelle [2], on peut montrer que la variance
de l’incrément d’ordre N de vitesse Eulérienne à l’échelle intégrale L est égale à celle de
l’incrément d’ordre N de vitesse Lagrangienne à l’échelle intégrale T :
σ2N = Var(δ
(N)
L u) = Var(δ
(N)
T v) . (6.11)
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6.1.3 Conséquences de l’hypothèse d’ergodicité sur la fonction ca-
ractéristique de la dissipation locale
Dans la section précédente, nous avons montré que les fonctions caractéristiques de la
vitesse Eulérienne ϕu(k) et de la vitesse Lagrangienne ϕv(k) sont les mêmes (Eq. (6.8)). Il
en va de même en ce qui concerne la dissipation locale ǫ (Eq. (1.1)). Dans la description
Eulérienne du fluide, la dissipation locale ǫ(~x, t) dépend de l’espace et du temps. Une
particule fluide, initialement en ~r0 à l’instant t0, se retrouve à l’instant t
′ à la position ~r(t′)
(Eq. (6.3)), subissant une dissipation visqueuse ǫ(~r0, t
′). L’approche ergodique de Tennekes
et Lumley [2] permet ainsi de montrer, en utilisant les relations (6.1) et (6.2), que
∀k ∈ R , 〈exp [ikǫ(~x, t)]〉 = 〈exp [ikǫ(~r0, t′)]〉 . (6.12)
Remarquons que cette relation est indépendante des instants t et t′ étant donnée la (fonda-
mentale) stationnarité de la dissipation locale. Nous allons voir, dans la suite de ce chapitre,
que le formalisme multifractal s’applique naturellement à la dissipation moyennée ǫl sur une
boule de taille l (Eq. (2.8)). Historiquement, l’approche multifractale [46–49, 111–115] a été
formalisée pour les mesures5, à savoir des grandeurs définies positives telles que ǫl. Dans
cette description Eulérienne du fluide, Meneveau et collaborateurs [50, 73, 74, 111, 166] ont
largement contribué à convaincre la communauté de la turbulence de l’apport du forma-
lisme multifractal à la compréhension du comportement dans les échelles de la dissipation
d’énergie.
Dans l’approche Lagrangienne, nous définissons la dissipation moyenne sur un temps τ
vue par une particule fluide, initialement à la position ~r0, de la façon suivante :
ǫτ (t) =
1
τ
∫ t+τ/2
t−τ/2
ǫ(~r0, t
′)dt′ . (6.13)
Nous renvoyons le lecteur au travail de Borgas [108] pour une description multifractale en
termes de singularités de ǫτ . En s’inspirant de ce travail, nous allons, dans cette quatrième
partie de thèse, établir un lien formel entre les spectres des singularités DE(h) et DL(h)
des vitesses Eulérienne et Lagrangienne [106]. Pour ce faire, nous allons utiliser l’hypothèse
de similarité raffinée (Eqs. (2.10) et (4.15)) tout en remarquant qu’à la limite l → 0, la
dissipation moyennée correspond exactement à la dissipation locale
lim
l→0
ǫl(~r) = ǫ(~r) ; (6.14)
de même, dans la limite τ → 0, nous pourrons utiliser la relation :
lim
τ→0
ǫτ (t) = ǫ(~r0, t) . (6.15)
5Par exemple les mesures invariantes de systèmes dynamiques.
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6.2 Approche multifractale de la dissipation moyennée
Eulérienne ǫl
C’est en prenant en compte les fluctuations non triviales de la dissipation moyennée ǫl
(Eqs. (2.8), (2.16) et (2.17)) que Kolmogorov [43] et Obukhov [44] proposèrent le modèle
KO62 de cascade log-normale pour expliquer le caractère intermittent des fluctuations de
vitesse dans les échelles. Nous allons voir comment étendre aux échelles dissipatives les
notions de loi de puissance sur ǫl observées dans le régime inertiel [108, 111].
6.2.1 Spectre d’exposants τEq et spectre des singularités f
E(α)
Les fluctuations de la dissipation moyennée ǫl présentent, dans le domaine inertiel, des
propriétés d’invariance d’échelle (Eq. (2.16)) :
〈(ǫl)q〉 = 〈ǫ〉q
(
l
L
)τEq
, (6.16)
où (Eq. (2.17)) :
τEq =
1
2
µEq(1− q) , (6.17)
dans l’approche log-normale de Kolmogorov [43] et Obukhov [44]. Le coefficient µE est
appelé coefficient d’intermittence6 du modèle log-normal. Le formalisme multifractal [46–
49, 111–115] fournit une interprétation locale du comportement en loi de puissance (Eq.
(6.16)), c’est-à-dire :
ǫl = 〈ǫ〉
(
l
L
)α−1
, (6.18)
où α un exposant qui dépend a priori de la position spatiale et caractérise la force des
singularités de la mesure ǫl. Si nous appelons P
i
l(α) la densité de probabilité de α dans le
domaine inertiel, alors il est possible d’exprimer cette densité de probabilité en fonction
du spectre des singularités fE(α) de la manière suivante :
P
i
l(α) ∼
(
l
L
)1−fE(α)
. (6.19)
Le résultat central du formalisme multifractal est la démonstration que le spectre des
singularités fE(α) (Eq. (6.19)) et le spectre d’exposants τEq (Eq. (6.16)) sont transformées
de Legendre l’un de l’autre [111] :
τEq =min
α
[
q(α− 1) + 1− fE(α)]⇔ fE(α) =min
q
[
q(α− 1) + 1− τEq
]
. (6.20)
6Nous verrons dans la suite que µE est simplement relié au coefficient d’intermittence du modèle
log-normal cE2 de la vitesse longitudinale Eulérienne via l’hypothèse de similarité raffinée (Eq. (2.10)) :
µE = 9cE2 ≃ 0.225 (Eq. (2.17)).
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Dans l’approche log-normale de Kolmogorov [43] et Obukhov [44], on peut alors facile-
ment montrer que le spectre des singularités est quadratique :
fE(α) = 1−
[
α− (1 + µE/2)]2
2× µE , (6.21)
et a pour support (fE(α) ≥ 0) l’intervalle α ∈ [1 + µE/2−
√
2µE, 1 + µE/2 +
√
2µE] ; re-
marquons que cet intervalle se réduit à un point unique α = 1 dans la version monofractale
originale de K41 (µE = 0) [5].
6.2.2 Les échelles dissipatives Eulériennes
La prise en compte de la physique des échelles dissipatives nécessite l’introduction du
nombre de Reynolds local Rl (Eq. (2.42)). Nous avons vu dans le Chapitre 3 que l’échelle
dissipative η(h) (Eq. (3.3)) fluctue lorsque les fluctuations des incréments de vitesse lon-
gitudinale sont intermittentes, c’est-à-dire lorsque l’exposant h fluctue spatialement (Eq.
(2.44)). Il est tout à fait possible de paramétrer de façon alternative l’échelle dissipative en
fonction de l’exposant α. Il nous faut pour cela raisonner avec ǫl, et non plus avec δlu. Le
nombre de Reynolds (Eq. (1.5)) est défini à partir des grandeurs qui caractérisent l’écou-
lement à l’échelle intégrale L, c’est-à-dire une vitesse caractéristique 〈ǫ〉1/3L1/3, l’échelle L
et la viscosité ν. On obtient ainsi :
Re =
〈ǫ〉1/3L4/3
ν
. (6.22)
Le nombre de Reynolds local Rl (Eq. (2.42)) s’écrit, en utilisant les équations (6.18) et
(6.22),
Rl =
ǫ
1/3
l l
4/3
ν
=
(
l
L
) 3+α
3
Re , (6.23)
ce qui contraint l’échelle dissipative η à fluctuer, puisqu’à cette échelle, le nombre de Rey-
nolds local est égal à une constante R∗ = 56 (Eqs. (3.74) et (3.78)). On obtient7 donc :
η(α) = L
(
Re
R∗
)− 3
3+α
. (6.24)
Dans la limite des échelles l infiniment petites, la dissipation moyennée ǫl coincide avec la
dissipation locale ǫ (Eq. (6.14). Ainsi, la statistique de ǫl sature dans le domaine dissipatif.
Cette limite intrinsèque dans les échelles est prise en compte par le formalisme multifractal
7On remarquera que η(〈α〉 ≈ 1) ∼ LR−3/4e , en cohérence avec la prédiction monofractale K41 (Eq.
(1.6)).
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en respectant la continuité de ǫl (Eq. (6.18)) en l = η(α). On obtient alors la prédiction du
formalisme multifractal sur la dissipation locale :
lim
l→0+
ǫl = ǫ(α,Re) = 〈ǫ〉
(
η(α)
L
)α−1
, (6.25)
où α est un exposant dont la densité de probabilité est donnée par
P
d
l (α,Re, f
E(α)) ∼
(
η(α)
L
)1−fE(α)
. (6.26)
6.3 Approche multifractale de la dissipation moyennée
Lagrangienne ǫτ
Nous nous intéressons, dans cette section, aux fluctuations de la dissipation ǫτ vue par
une particule fluide le long de sa trajectoire pendant un temps τ (Eq. (4.12)).
6.3.1 Spectre d’exposants τLq et spectre des singularités f
L(κ)
De la même manière que dans le cas Eulérien (Section 6.2.1), les fluctuations dans les
échelles de la dissipation moyennée ǫτ présentent, dans le domaine inertiel, des propriétés
d’invariance d’échelle (Eq. (4.14)) :
〈(ǫτ )q〉 = 〈ǫ〉q
( τ
T
)τLq
, (6.27)
où τLq prend la forme quadratique suivante (Eq. (4.18)) :
τLq =
1
2
µLq(1− q) , (6.28)
dans l’approche log-normale de Kolmogorov [43] et Obukhov [44]. Le coefficient µL est
appelé coefficient d’intermittence8 du modèle log-normal. Le formalisme multifractal [108]
fournit une interprétation locale du comportement en loi de puissance des moments de la
dissipation moyennée (Eq. (6.27)), c’est-à-dire :
ǫτ = 〈ǫ〉
( τ
T
)κ−1
, (6.29)
où κ est un exposant qui fluctue temporellement et dont la densité de probabilité Piτ (κ)
dans le domaine inertiel est donnée en fonction du spectre des singularités fL(κ) de ǫτ de
la manière suivante :
P
i
τ (κ) ∼
( τ
T
)1−fL(κ)
. (6.30)
8Nous verrons dans la suite que le coefficient µL est simplement relié au coefficient d’intermittence
du modèle log-normal cL2 de la vitesse Lagrangienne via l’hypothèse de similarité raffinée (Eq.(4.15)) :
µL = 4cL2 ≃ 0.32 (Eq. (4.18)).
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Comme dans le cas Eulérien (Section 6.2.1), le spectre des singularités fL(κ) et le spectre
d’exposants τLq sont transformées de Legendre l’un de l’autre [108] :
τLq =min
κ
[
q(κ− 1) + 1− fL(κ)]⇔ fL(κ) =min
q
[
q(κ− 1) + 1− τLq
]
. (6.31)
Dans l’approche log-normale de Kolmogorov [43] et Obukhov [44], on retrouve bien un
spectre des singularités de forme quadratique
fL(κ) = 1−
[
κ− (1 + µL/2)]2
2× µL , (6.32)
et dont le support (fL(κ) ≥ 0) s’étale sur l’intervalle κ ∈ [1 + µL/2 −
√
2µL, 1 + µL/2 +√
2µL]. Remarquons que l’exposant κ fluctue autour de 〈κ〉 ≈ 1, valeur qui correspond à
la prédiction de la théorie monofractale originale de K41 (µL = 0) [5].
6.3.2 Les échelles dissipatives Lagrangiennes
La prise en compte de la physique des échelles dissipatives nécessite l’introduction du
nombre de Reynolds local Rτ (Eq. (5.1)). Nous avons vu que l’échelle dissipative τη(h) (Eq.
(5.3)) fluctue lorsque les fluctuations des incréments de vitesse sont intermittentes, c’est-
à-dire lorsque l’exposant h fluctue temporellement (Eq. (5.2)). Il est tout à fait possible
de paramétrer de façon alternative l’échelle dissipative en fonction de l’exposant κ. Il nous
faut pour cela raisonner avec ǫτ et non plus avec δτv. Le nombre de Reynolds (Eq. (4.3))
est défini à partir des grandeurs qui caractérisent l’écoulement à l’échelle intégrale T , c’est-
à-dire une vitesse au carré caractéristique 〈ǫ〉T , l’échelle T et la viscosité ν. On obtient
ainsi :
Re =
〈ǫ〉T 2
ν
. (6.33)
Le nombre de Reynolds local Rτ (Eq. (5.1)) s’écrit, en utilisant les équations (6.29) et
(6.33),
Rτ =
ǫττ
2
ν
=
( τ
T
)κ+1
Re , (6.34)
ce qui contraint l’échelle dissipative τη à fluctuer, puisqu’à cette l’échelle, le nombre de
Reynolds local est égal à une constante que nous prendrons égale à R†. On obtient9 donc :
τη(κ) = T
(
Re
R†
)− 1
1+κ
. (6.35)
Dans la limite des échelles τ infiniment petites, la dissipation moyennée ǫτ coincide avec la
dissipation locale ǫ (Eq. (6.15)). Ainsi, la statistique de ǫτ sature dans le domaine dissipatif.
9On remarquera que τη(〈κ〉 ≈ 1) ∼ TR−1/2e , en cohérence avec la prédiction monofractale K41 (Eq.
(4.5)).
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Cette limite intrinsèque dans les échelles est prise en compte par le formalisme multifractal
en respectant la continuité de ǫτ (Eq. (6.29)) en τ = τη(κ). On obtient alors la prédiction
du formalisme multifractal sur la dissipation locale Lagrangienne :
lim
τ→0+
ǫτ = ǫ(κ,Re) = 〈ǫ〉
(
τη(κ)
T
)κ−1
, (6.36)
où κ est un exposant dont la densité de probabilité est donnée par
P
d
τ (κ,Re, f
L(κ)) ∼
(
τη(κ)
T
)1−fL(κ)
. (6.37)
6.4 Unification des spectres des singularités fE(α) et
fL(κ) des dissipations moyennées Eulérienne et La-
grangienne
L’hypothèse d’ergodicité de Tennekes-Lumley [2] (Eqs. (6.1) et (6.2)) implique que la
fonction caractéristique de la dissipation locale Eulérienne ǫ(~x, t) et la fonction caractéris-
tique de la dissipation locale Lagrangienne ǫ(~r0, t) sont égales (Eq. (6.12)). Nous pouvons
donc en déduire que les moments d’ordre q de ces deux quantités sont eux aussi égaux :
〈[ǫ(~x, t)]q〉 = 〈[ǫ(~r0, t)]q〉 . (6.38)
Les équations (6.24), (6.25) et (6.26) permettent alors de calculer la moment d’ordre q de
ǫ(~x, t) :
〈[ǫ(~x, t)]q〉 ∼ 〈ǫ〉q
∫ αmax
αmin
(
Re
R∗
)−3 q(α−1)+1−fE(α)
3+α
dα ∼
(
Re
R∗
)min
α
[
−3 q(α−1)+1−fE(α)
3+α
]
. (6.39)
De la même manière, les équations (6.35), (6.36) et (6.37) permettent de calculer le moment
d’ordre q de ǫ(~r0, t) :
〈[ǫ(~r0, t)]q〉 ∼ 〈ǫ〉q
∫ κmax
κmin
(
Re
R†
)− q(κ−1)+1−fL(κ)
1+κ
dκ ∼
(
Re
R†
)min
κ
[
− q(κ−1)+1−fL(κ)
1+κ
]
. (6.40)
Définissons alors les exposants α′(q) et κ′(q) comme les solutions aux problèmes de mini-
misation intervenant dans les relations (6.39) et (6.40) :
min
α
[
−3q(α− 1) + 1− f
E(α)
3 + α
]
= −3q(α
′ − 1) + 1− fE(α′)
3 + α′
, (6.41)
et
min
κ
[
−q(κ− 1) + 1− f
L(κ)
1 + κ
]
= −q(κ
′ − 1) + 1− fL(κ′)
1 + κ′
. (6.42)
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L’équation (6.38) permet facilement de montrer [108] que si, ∀q,
κ′(q)− 1
κ′(q) + 1
= 3
α′(q)− 1
α′(q) + 3
et
1− fL(κ′(q))
κ′(q) + 1
= 3
1− fE(α′(q))
α′(q) + 3
, (6.43)
alors, ∀κ, les spectres des singularités fL et fE sont reliés de la manière suivante :
fL(κ) = −1
2
κ+
(
1 +
1
2
κ
)
fE
(
3κ
2 + κ
)
. (6.44)
Pour conclure la démonstration, il faut maintenant montrer que l’équation (6.44) implique
la validité des équations (6.38) et (6.43). La démonstration a été effectuée par Borgas et
nous renvoyons le lecteur à la référence [108] pour plus de détails. Remarquons enfin que
la relation (6.44) est facilement inversible, un calcul rapide conduit à la relation :
fE(α) =
1
3
α +
(
1− 1
3
α
)
fL
(
2α
3− α
)
. (6.45)
Remarque
L’équation (6.44) montre clairement que les spectres des singularités de la dissipation
moyennée, dans les contextes Eulérien et Lagrangien, sont reliés via une équation non-
linéaire. En particulier, il est facile de se persuader que si fE(α) est quadratique (Eq.
(6.21)), alors fL(κ) ne peut l’être. Ainsi, les équations (6.21) et (6.32) ne sont pas images
l’une de l’autre par la transformation (6.44) et la description log-normale ne peut s’ap-
pliquer simultanément à la dissipation moyennée Eulérienne et à sa contre-partie Lagran-
gienne.
Chapitre 7
Liens statistiques entre fluctuations de
vitesse Eulérienne et de vitesse
Lagrangienne
Comme nous l’avons vu dans le deuxième partie de ce manuscrit de thèse, l’étude des
signaux expérimentaux et numériques de vitesse Eulérienne confirme que les fluctuations de
la vitesse longitudinale sont intermittentes et parfaitement modélisables par une description
log-normale (Eq. (2.27)) avec comme valeur du paramètre d’intermittence cE2 = 0.025 ±
0.003 (Eq. (2.66)), valeur apparemment universelle dans le sens où elle ne semble pas
dépendre du nombre de Reynolds ni du dispositif expérimental [15, 79, 80, 102].
L’étude des signaux expérimentaux et numériques de vitesse Lagrangienne effectuée
dans la troisième partie de ce manuscrit, indique que les fluctuations de vitesse le long des
trajectoires de particules sont elles aussi intermittentes et compatibles avec une description
log-normale (Eq. (5.15)) de paramètre cL2 = 0.08±0.01 (Eq. (5.37)) [27–29, 31]. Nous allons
voir dans ce chapitre comment expliquer le fait que la turbulence Lagrangienne apparaisse
beaucoup plus intermittente que la turbulence Eulérienne.
7.1 Arguments dimensionnels
Dans cette section, nous allons essayer d’établir un lien dimensionnel simple entre les
coefficients d’intermittence des vitesses Eulérienne et Lagrangienne, à savoir cE2 et c
L
2 .
L’intermittence caractérise l’évolution dans les échelles des statistiques des observables
(vitesse, dissipation, ...). Nous devons donc commencer par établir un lien entre l’échelle
spatiale l et l’échelle temporelle τ pour lesquelles l’écoulement exhibe une même complexité.
Ceci revient à chercher les échelles l et τ telles que les nombres de Reynolds locaux (Eqs.
(6.22) et (6.33)) à ces échelles soient égaux, Rl = Rτ . On obtient ainsi :
l2τ−3 = (ǫτ )3/2(ǫl)−1/2 . (7.1)
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Dans une description monofractale (K41) de la turbulence, les exposants α = 1 et
κ = 1 sont uniques et les nombres de Reynolds locaux ne fluctuent pas. Les dissipations
moyennes ǫl = 〈ǫ〉 (Eq. (6.18)) et ǫτ = 〈ǫ〉 (Eq. (6.29)) ne dépendent pas des échelles.
Dans une première approche phénoménologique, admettons que l’on puisse négliger les
corrections intermittentes dans la dérivation des deux échelles l et τ caractéristiques d’une
même complexité ; l’équation (7.1) se simplifie alors de la manière suivante :
l2τ−3 ≃ 〈ǫ〉 . (7.2)
Aux échelles l et τ définies par l’équation (7.2), les dissipations moyennes ǫl et ǫτ sont
égales en loi, stipulant que l’écoulement dissipe au temps t la même quantité d’énergie sur
une échelle l que le long d’une trajectoire Lagrangienne sur un temps τ , c’est-à-dire, ∀q,
〈(ǫl)q〉 = 〈(ǫτ )q〉 . (7.3)
Les équations (6.16), (6.27) et (7.2) permettent alors de faire un lien entre les spectres
d’exposants des dissipations moyennées τEq et τ
L
q des contextes Eulérien et Lagrangien :
τLq =
3
2
τEq . (7.4)
Si l’on suppose maintenant que la relation (7.2) demeure pertinente, en première ap-
proximation, en présence d’intermittence, alors l’équation (7.4) peut être généralisée à la
description multifractale. Ainsi, dans l’approche log-normale de Kolmogorov [43] et Obu-
khov [44], à partir des expressions de τEq (Eq. (6.17)) et de τ
L
q (Eq. (6.28)), on peut facile-
ment calculer le lien entre les coefficients d’intermittence µE et µL :
µL =
(
3
2
)
µE . (7.5)
Les hypothèses de similarité raffinée dans le cas Eulérien (Eq. (2.10)) et Lagrangien (Eq.
(4.15)), permettent de généraliser l’équation (7.4) au cas des fluctuations de vitesse :
ζLq =
3
2
(
ζE3q/2 −
q
2
)
+
q
2
. (7.6)
Remarquons que l’équation (7.6) établit un lien entre les coefficients d’intermittence des
fluctuations de vitesse longitudinale Eulérienne et de vitesse Lagrangienne :
cL2 =
(
3
2
)3
cE2 . (7.7)
Nous mettrons particulièrement l’accent sur le fait que les estimations expérimentales et
numériques des coefficients d’intermittence Eulérien (cE2 = 0.025 ± 0.003) et Lagrangien
(cL2 = 0.08± 0.01) sont en très bon accord avec l’équation (7.7) : cL2 /cE2 = 3.20 ≃ (3/2)3 =
3.37.
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7.2 Transformation Euler-Lagrange des spectres des sin-
gularités de la vitesse
Dans la section précédente, nous avons obtenu une relation (Eq. (7.7)) entre les coef-
ficients d’intermittence du modèle log-normal des fluctuations de vitesse (i) en se basant
sur des arguments dimensionels (Eq. (7.1)), (ii) en négligeant les corrections intermittentes
dans l’établissement de la relation (7.2) entre les échelles caractéristiques spatiale et tem-
porelle, (iii) en exploitant une relation phénoménologique (Eq. (7.3)) et (iv) en s’appuyant
sur les hypothèses de similarité raffinée (Eqs. (2.10) et (4.15)). C’est grace à Borgas [108]
que nous allons réussir à effectuer une dérivation propre du lien entre les spectres des singu-
larités DE(h) et DL(h) des vitesses Eulérienne et Lagrangienne en se basant sur l’hypothèse
d’ergodicité de Tennekes-Lumley (Eq. (6.12)) [2] et en prenant désormais en compte les
corrections intermittentes.
Dans le contexte Eulérien, l’hypothèse de similarité raffinée (Eq. (2.10)) permet de
formuler un "dictionnaire" [1] entre la description multifractale de la dissipation moyennée
ǫl et celle de l’incrément de vitesse longitudinale δlu, qui mettent respectivement en jeu les
spectres de singularités fE(α) et DE(h) :
h =
α
3
, DE(h) = fE(α) + d− 1 et ζEq =
q
3
+ τEq/3 , (7.8)
où d est la dimension1 Euclidienne de l’espace dans lequel est appréhendé la vitesse. Dans
le contexte Lagrangien, l’hypothèse de similarité raffinée (Eq. (4.15)) permet de formuler
un "dictionnaire" analogue entre la description multifractale de la dissipation moyennée
ǫτ et celle de l’incrément de vitesse δτv, qui mettent respectivement en jeu les spectres de
singularités fL(κ) et DL(h) :
h =
κ
2
, DL(h) = fL(κ) + d− 1 et ζLq =
q
2
+ τLq/2 . (7.9)
Ainsi, à partir des relations (6.44) et (7.9), il est immédiat de montrer que, dans un espace
Euclidien de dimension d = 1,
DL(h) = −h+ (1 + h)fE
(
3h
1 + h
)
. (7.10)
En exploitant le "dictionnaire" défini par la relation (7.8), et en posant α = 3h/(1 + h),
il est possible de calculer le lien entre les spectres des singularités DE(h) de la vitesse
Eulérienne et DL(h) de la vitesse Lagrangienne :
DL(h) = −h+ (1 + h)DE
(
h
1 + h
)
. (7.11)
1Ainsi, d = 1 lorsqu’on étudie un profil spatial 1D de vitesse.
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En s’aidant des équations (6.45), (7.8) et (7.9), il est tout à fait possible d’inverser la
relation (7.11), ce qui permet d’établir la relation :
DE(h) = h+ (1− h)DL
(
h
1− h
)
. (7.12)
7.3 Interprétation et discussion de la validité de la trans-
formation Euler-Lagrange
7.3.1 Limite monofractale
Les relations (7.11) et (7.12) montrent clairement que les fluctuations de vitesse Eulé-
rienne sont monofractales si et seulement si les fluctuations de vitesse Lagrangienne sont
monofractales. Par exemple, si l’on suppose que DE(h = 1/3) = 1 et DE(h 6= 1/3) = −∞,
alors l’équation (7.11) implique que DL(h = 1/2) = 1 et DL(h 6= 1/2) = −∞.
7.3.2 Le modèle log-normal
Prenons comme hypothèse qu’en bon accord avec la description log-normale de Kol-
mogorov [43] et Obukhov [44], le spectre des singularités Eulérien DE(h) soit quadratique
(Eq. (2.27)),
DE(h) = 1− (h− c
E
1 )
2
2cE2
, (7.13)
hypothèse qui est tout à fait réaliste comme nous avons pu le voir dans la deuxième
partie de ce manuscrit. En particulier, les données expérimentales et numériques sont bien
reproduites avec le jeu de paramètres cE2 = 0.025 et c
E
1 = 1/3 + 3c
E
2 /2 ≈ 0.37 (Eq. (2.66)).
Le spectre des singularités Lagrangien DL(h) est alors donné par la transformation (7.11),
qui est non-linéaire, ce qui explique que le spectre DL(h) obtenu n’est pas quadratique
montrant par là que le modèle log-normal ne peut s’appliquer simultanément aux deux
descriptions de l’écoulement. Afin de quantifier l’écart à un modèle log-normal, il suffit
alors de calculer le spectre d’exposants ζLq , c’est-à-dire la transformée de Legendre du
spectre DL(h) (Eq. (4.8)),
ζLq =min
h
[
qh+ 1−DL(h)] . (7.14)
On obtient formellement le développement en série entière en fonction de q suivant :
ζLq =
cE1
1− cE1
q − c
E
2
(1− cE1 )3
q2
2
+ 3
(cE2 )
2
(1− cE1 )5
q3
3!
− 15 (c
E
2 )
3
(1− cE1 )7
q4
4!
+ o(q4) . (7.15)
Remarquons qu’en approximant ζLq = c
L
1 q − cL2 q2/2 + o(q2), on peut alors déterminer
cL1 =
cE1
1− cE1
, (7.16)
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et
cL2 =
cE2
(1− cE1 )3
. (7.17)
En introduisant dans le développement (7.15), les valeurs des coefficients cE1 et c
E
2 obtenues
expérimentalement et numériquement (Eq. (2.66)), on obtient ainsi :
ζLq ≈ 0.589q − 0.100
q2
2!
+ 0.019
q3
3!
− 0.006q
4
4!
+ o(q4) , (7.18)
ce qui donne comme estimation numérique des coefficients cL1 et c
L
2 prédits par la transfor-
mation (6.31), les valeurs cL1 = 0.589 (Eq. (7.16)) et c
L
2 = 0.100 (Eq. (7.17)). Remarquons
que ces valeurs sont légèrement supérieures à celles effectivement mesurées sur les signaux
expérimentaux et numériques (Eq. (5.37)), différence que l’on peut expliquer par le fait
que ces coefficients ont été mesurés en présupposant une forme quadratique du spectre des
singularités DL(h) (Eq. (5.36)).
Nous avons représenté dans la figure 7.1 le spectre des singularités DE(h) quadratique
de la vitesse longitudinale Eulérienne (Eq. (7.13)) (trait continu épais), ainsi que sa trans-
formée Lagrangienne par la relation (7.11) (trait continu fin). L’accord obtenu avec les
spectres DL(h) expérimentaux et numérique est très bon en ce qui concerne les exposants
h ≤ cL1 , ce qui semble confirmer d’une part la validité de la transformation Euler-Lagrange
(Eq. (7.11)) et d’autre part la pertinence de l’approximation quadratique pour la partie
croissante du spectre des singularités DL(h) (Eq. (5.36)) avec le jeu de paramètres donné
par l’équation (5.37). En fait, la méthode d’analyse des signaux proposée dans ce manus-
crit, qui consiste à calculer les fonctions de structure et les cumulants du logarithme des
incréments d’ordre N de la vitesse, en effectuant les moyennes sur toutes les positions (Eu-
lérien) ou sur tous les temps (Lagrangien) ne permet pas d’accéder à la partie décroissante
du spectre des singularités. En effet, dans le domaine inertiel, la transformée de Legendre
(Eq. (4.8)) montre qu’à une valeur de l’exposant h = h0 telle que(
dDL(h)
dh
)
h=h0
< 0 , (7.19)
correspond un q0 du spectre d’exposants ζ
L
q tel que
q0 < 0 . (7.20)
Or, il est facile de se convaincre que la densité de probabilité P(δ(N)τ v) des incréments de
vitesse Lagrangienne atteint son maximum aux incréments nuls, et que donc P(δ(N)τ v =
0) > 0. Ainsi, les fonctions de structures 〈|δτv|q〉 d’ordre q < −1 n’existent pas [115, 150] :
∀q < −1 ,
∫ +∞
−∞
|δ(N)τ v|qP(δ(N)τ v)dδ(N)τ v = +∞ . (7.21)
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Fig. 7.1 – Représentation des spectres des singularités des vitesses Eulérienne et Lagran-
gienne. Spectre log-normal Eulérien (Eq. (7.13)) de paramètre cE2 = 0.025 (trait continu
épais), ainsi que sa transformée DL(h) par la relation (7.11) (trait continu fin). Spectre
log-Poisson Eulérien (Eq. (7.22)) (trait discontinu épais), ainsi que sa transformée par la
relation (7.11) (trait discontinu fin). Ces spectres DL(h) obtenus par transformation Euler-
Lagrange à partir des spectres DE(h) sont comparés aux spectres DL(h) estimés (Chapitre
5) directement à partir de l’analyse des données expérimentales de vitesse Lagrangienne de
l’ENS Lyon (¤), des données expérimentales d’accélération de l’université de Cornell (▽)
et des données numériques de vitesse Lagrangienne de l’ENS Lyon (◦).
Cette divergence des fonctions de structure montre alors que le développement en cumu-
lants du logarithme (Eq. (D.4) en Annexe D) n’existe pas. Ainsi, la partie décroissante
du spectre DL(h) n’est pas accessible à une analyse "continue" des données de vitesse
expérimentale ou numérique. C’est une technique sophistiquée de traitement du signal,
développée par le groupe d’Arnéodo à Bordeaux [112–114, 150], basée sur les maxima
locaux des coefficients en ondelettes (MMTO), qui devrait nous permettre dans l’avenir
d’accéder à la partie droite des spectres des singularités. Nous voulons toutefois porter
l’attention du lecteur sur le fait que l’estimation des moments d’ordre q négatif nécessite
non seulement une statistique importante afin de pouvoir s’assurer de la convergence sta-
tistique des estimateurs, mais aussi une gamme d’échelles inertielles suffisamment étendue
pour que l’on puisse avoir confiance dans la caractérisation des propriétés d’invariance
d’échelle. Malheureusement, les données expérimentales comme numériques de vitesse La-
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grangienne disponibles à ce jour, ne remplissent pas ces conditions et il nous faudra attendre
d’autres campagnes expérimentales avant d’espérer pouvoir mesurer la partie décroissante
du spectre DL(h).
7.3.3 Le modèle Log-Poisson de She-Lévêque
Prenons comme hypothèse que le spectre des singularités de la vitesse longitudinale
Eulérienne est donné par le modèle de She-Lévêque [51], que nous transposons dans un
espace Euclidien de dimension d = 1 :
DE(h) = −1 + A(h− 1
9
)− B(h− 1
9
) ln(h− 1
9
) , (7.22)
où les constantes A et B sont données par les relations suivantes :
A = 3
(
1 + ln ln(3/2)
ln(3/2)
− 1
)
et B =
3
ln(3/2)
. (7.23)
Comme cela a été démontré dans les références [52, 53], ce modèle est une généralisation
log-Poisson de la description log-normale évoquée ci-dessus. Le spectre d’exposants ζEq peut
être calculé par transformation de Legendre du spectre DE(h) (Eq. (7.22)) ; on obtient ainsi
(Eq. (D.13)) :
ζEq =
q
9
+ 2
(
1−
(
2
3
) q
3
)
. (7.24)
La relation (7.11) permet alors de calculer l’image DL(h) du spectre Eulérien DE(h). La
transformée de Legendre permet alors de calculer le spectre d’exposants ζLq correspondant.
Un développement en série entière en fonction de q conduit à l’expression suivante :
ζLq = 0.617q − 0.154
q2
2
+ 0.078
q3
3!
− 0.061q
4
4!
+ o(q4) , (7.25)
qui prédit donc un coefficient d’intermittence cL2 = 0.154 bien plus grand que celui qui est
effectivement estimé à partir des données expérimentales et numériques (Eq. (5.37)).
Nous avons représenté dans la figure 7.1, le modèle de She-Lévêque du spectre des
singularités de la vitesse (Eq. (7.22)) (trait discontinu épais), ainsi que sa transformée
DL(h) par la relation (7.11) (trait discontinu fin). L’accord avec les données expérimentales
et numériques est bon en ce qui concerne les exposants h ≤ cL1 , mais pas du tout satisfaisant
pour les exposants h ≥ cL1 . Nous constatons donc que les prédictions pour le spectre des
singularités DL(h) de la vitesse Lagrangienne obtenues par transformation Euler-Lagrange
(Eq. (7.11)) des spectres des singularités DE(h) des modèles log-normal (Eq. (7.13)) et
log-Poisson (Eq. (7.22)) de la vitesse longitudinale Eulérienne, sont indiscernables et en
excellent accord avec les estimations expérimentales et numériques de la partie croissante du
spectre des singularités. Nous rappelons que ces estimations expérimentales et numériques
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ont été effectuées dans le cadre d’une approximation quadratique de ce spectre (Eq. (5.36))
avec le jeu de paramètres (5.37). En ce qui concerne la partie décroissante du spectre DL(h)
(h > cL1 ), la transformation Euler-Lagrange (Eq. (7.11)) d’un spectre DE(h) log-normal
ou log-Poisson entraîne un comportement qui dévie significativement d’une décroissance
parabolique comme on peut le constater sur la Figure 7.1. Une confirmation de la validité
de cette transformation nécessitera une estimation expérimentale fiable et aussi précise que
possible de la partie décroissante du spectre DL(h) à l’aide de la méthode MMTO [112–114,
150]. Pour cela, de nouvelles expérimentations devront être effectuées dans ce but précis.
Comme l’illustrent les résultats présentés dans la Figure 7.1, c’est au prix de nouvelles
prouesses expérimentales que l’on pourra décider s’il existe vraiment des exposants h ≥
1 dans les signaux de vitesse Lagrangienne correspondant, dans la limite des nombres
de Reynolds infinis, à des points (en fait des Cantors de points) où cette vitesse serait
dérivable.
Cinquième partie
Corrélations à longue portée en
turbulence Eulérienne et Lagrangienne
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Chapitre 8
Etude des corrélations à longue portée
dans les champs de vitesse Eulériens et
les trajectoires Lagrangiennes
Nous avons vu dans les premières parties de ce manuscrit, qu’il est possible de décrire
statistiquement de manière quantitative les fluctuations de vitesses Eulérienne et Lagran-
gienne d’un écoulement turbulent. Dans le cadre Eulérien, nous sommes parvenus dans la
deuxième partie de cette thèse [66], à décrire de manière tout à fait satisfaisante l’ensemble
des statistiques des incréments d’ordre N de vitesse (Annexes B et C) mesurées expérimen-
talement ou simulées en DNS. Nous appellerons dans la suite, statistiques à un point les
informations obtenues à partir du calcul des fonctions de structure de la vitesse Eulérienne,
Mq(l) = 〈(δ(N)l u)q〉, des cumulants du logarithme de la vitesse, Cn,δ(N)
l
u
(Annexe D), ou du
spectre de puissance (Section (3.7)). Ces trois quantités statistiques globales mettent en
jeu la densité de probabilité de l’exposant h(x) à l’échelle l, qui dépend d’une fonction
paramétrique, DE(h), qui s’avère être universelle, c’est-à-dire indépendante du nombre de
Reynolds Re, et qui acquiert, à la limite des nombres de Reynolds infiniment grands et aux
échelles infiniment petites, le statut mathématique de spectre des singularités. Le qualifi-
catif de statistiques à un point signifie simplement que ces quantités globales ne mettent
pas en jeu les corrélations spatiales de l’exposant h, c’est-à-dire des quantités telles que
〈h(x)h(x+ ∆x)〉.
De la même manière, nous avons pu décrire dans la troisième partie de cette thèse [106]
les fluctuations de vitesse Lagrangienne, en expliquant de manière quantitative le compor-
tement dans les échelles temporelles des fonctions de structure Mq(τ) = 〈(δ(N)τ v)q〉 et des
cumulants du logarithme des incréments d’ordre N de la vitesse, C
n,δ
(N)
τ v
. Ces quantités
globales découlent directement de la connaissance de la densité de probabilité des expo-
sants h(t) à l’échelle τ qui est entièrement gouvernée par la connaissance d’une fonction
paramétrique DL(h), qui à nouveau s’avère être universelle et donne ainsi accés au spectre
des singularités de la vitesse Lagrangienne.
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Dans la quatrième partie de cette thèse, nous avons réussi à unifier ces deux descrip-
tions statistiques en dérivant un lien entre les fonctions DE(h) et DL(h) (Eqs. (7.11) et
(7.12)). Ainsi, il est possible de déduire les statistiques des fluctuations de vitesse Lagran-
gienne à partir de la connaissance des statistiques des fluctuations de vitesse Eulérienne,
et inversement. Dans cette dernière partie du manuscrit, nous nous concentrerons prin-
cipalement sur l’étude des corrélations à longue portée présentes dans les fluctuations de
vitesse Eulérienne, en présupposant que la compréhension de ces corrélations nous per-
mettra d’anticiper la démonstration de l’existence de corrélations à longue portée dans les
fluctuations de vitesse Lagrangienne.
Nous avons vu que l’incrément de vitesse Eulérienne, δlu(x) = u(x + l) − u(x) est
parfaitement modélisé, dans le domaine inertiel, par le produit de deux variables aléatoires
indépendantes (Eq. (2.32)),
|δlu| ≡ βl × |δ| , (8.1)
où δ est de densité Gaussienne de variance σ2 = Var(δLu), et βl(x) = (l/L)
h(x) (Eqs. (2.38)
et (2.44)) contient toute la dépendance dans les échelles. La statistique de cette variable
βl est complètement caractérisée par la densité de probabilité de l’exposant h à l’échelle
l. Ainsi, le propagateur à l’échelle l [9, 92–98], G(ln βl) (Eq. (2.39)), c’est-à-dire la densité
de probabilité de ln βl, s’exprime directement en fonction de la densité de probabilité de
l’exposant h à l’échelle l :
G(ln βl)d ln βl = Pl(h)dh , (8.2)
et c’est le formalisme multifractal [1, 45, 113–115] qui permet de quantifier l’évolution dans
les échelles de la forme de la densité de probabilité des exposants h, Pl(h) ∼ (l/L)1−DE(h),
au travers du spectre des singularités DE(h). L’intermittence et donc la nature multifractale
des fluctuations de vitesse Eulérienne, se manifeste par l’existence de l’échelle intégrale L
(Annexe A), la déformation des densités de probabilité des incréments de vitesse dans les
échelles (Fig. 1.2), la dépendance dans les échelles du cumulant d’ordre 2 de l’incrément
de vitesse, C2,βl (Fig. 2.3(b)), et donc de la densité de probabilité des exposant h, et
de la non-linéarité du spectre d’exposants ζEq (Eq. (2.1)). Toutefois, nous allons voir que
l’intermittence a aussi des conséquences non triviales sur les statistiques à plusieurs points
et en particulier sur le fait que l’exposant h(x) va être fortement corrélé à l’exposant
h(x + ∆x), où ∆x est une échelle de longueur inférieure à l’échelle intégrale L et très
supérieure à l’échelle ηK de Kolmogorov (Eq. (1.6)). C’est le phénomène de corrélations à
longue-portée que nous allons étudier dans ce chapitre.
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8.1 Evidences expérimentales et numériques de l’exis-
tence de corrélations à longue portée dans les fluc-
tuations de vitesses Eulérienne et Lagrangienne
8.1.1 Fonctions de corrélation et fonction d’auto-corrélation connexe
Dans le contexte de la turbulence Eulérienne (Chapitre 1), le moment d’ordre q de la
variable βl,
〈(βl)q〉 =
(
l
L
)ζEq
, (8.3)
exhibe un comportement en loi de puissance, qui est caractérisé par le spectre d’exposants
ζEq (Eq. (2.1)) et qui reflète l’invariance d’échelle des fluctuations de vitesse Eulérienne
dans le domaine inertiel. Dans le langage du formalisme multifractal, la variable aléatoire
βl(x) s’exprime directement en fonction de l’exposant h(x) (Eqs. (2.38) et (2.44)) :
βl(x) =
(
l
L
)h(x)
, (8.4)
où l’exposant h(x) est une variable aléatoire de densité de probabilité Pl(h) dont la dépen-
dance dans les échelles est gouvernée par le spectre des singularités DE(h) (Eq. (2.39)) :
Pl(h) ∼
(
l
L
)1−DE(h)
. (8.5)
Ceci permet de réécrire le moment d’ordre q de βl (Eq. (8.3)) comme une intégrale sur tous
les exposants h possibles :
〈(βl)q〉 =
∫ (
l
L
)h
Pl(h)dh . (8.6)
Nous nous intéresserons dans la suite à caractériser les statistiques à 2 points en se
concentrant dans un premier temps sur les quantités suivantes (q1 et q2 ∈ R) :
Ml1,l2(q1, q2,∆x) = 〈[βl1(x)]q1 [βl2(x+ ∆x)]q2〉 , (8.7)
que nous appelerons fonction de corrélation à deux points [73]. Sous l’hypothèse que
ηK ≪ (l1, l2) < L, le bruit Gaussien intervenant dans l’expression (8.1), est complète-
ment décorrélé spatialement et est indépendant des valeurs prises par la variable aléatoire
βl, ce qui permet d’écrire l’égalité suivante :
〈|δl1u(x)|q1|δl2u(x+ ∆x)|q2〉 = Ml1,l2(q1, q2,∆x)〈|δ|q1〉〈|δ|q2〉 . (8.8)
Définissons maitenant la densité de probabilité jointe des deux exposants h1 = h(x) et
h2 = h(x+∆x), Pl1,l2(h1, h2,∆x), qui quantifie la probabilité
1 que βl1(x) soit égal à (l1/L)
h1
1Nous verrons dans la suite qu’il est possible d’exprimer cette densité de probabilité jointe en fonction
du spectre des singularités DE(h).
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et que βl2(x+∆x) soit égal à (l2/L)
h2 . Nous pouvons alors réécrire la fonction de corrélation
à deux points (Eq. (8.7)) de la façon suivante [73] :
Ml1,l2(q1, q2,∆x) =
∫∫ (
l1
L
)q1h1 ( l2
L
)q2h2
Pl1,l2(h1, h2,∆x)dh1dh2 . (8.9)
Remarquons que la physique décrite par l’estimateur statistique M (Eq. (8.7)) englobe
celle donnée par les fonctions de structure (Eq. (8.3)) puisque, dans la limite ∆x → 0,
nous retrouvons
lim
∆x→0
Ml,l(q1, q2,∆x) = 〈(βl)q1+q2〉 . (8.10)
De façon alternative, nous pouvons caractériser les statistiques à 2 points à partir de
la fonction d’autocorrélation connexe (FAC) [74, 77, 78, 80, 139, 140] du logarithme de la
variable aléatoire βl :
Cl1,l2(∆x) = 〈ln βl1(x) ln βl2(x+ ∆x)〉c
= 〈[ln βl1(x)− 〈ln βl1〉] [ln βl2(x+ ∆x)− 〈ln βl1〉]〉 .
(8.11)
Ceci permet de directement quantifier les corrélations2 des deux exposants h1 et h2 séparés
par la distance ∆x dans l’espace physique,
Cl1,l2(∆x) = ln(l1/L) ln(l2/L)
∫∫
h1h2Pl1,l2(h1, h2,∆x)dh1dh2 − C1,βl1C1,βl2 , (8.12)
où le cumulant d’ordre 1 de ln βl est proportionnel au logarithme de l’échelle dans le
domaine inertiel
C1,βl = 〈ln βl〉 = 〈h〉 ln(l/L) . (8.13)
La FAC (Eq. (8.11)) englobe la physique pointée par le cumulant d’ordre 2 du logarithme
de l’incrément, puisqu’il est évident de montrer que
lim
∆x→0
Cl,l(∆x) = C2,βl , (8.14)
où
C2,βl = Var(ln βl) = Var(h) ln
2(l/L) . (8.15)
La FAC des incréments de vitesse est alors égale à Cl,l(∆x), puisque le bruit δ Gaussien
(Eq. (8.1)) est décorélé spatialement et indépendant de βl ; on obtient ainsi :
〈ln |δlu(x)| ln |δlu(x+ ∆x)|〉c = Cl,l(∆x) . (8.16)
Remarquons enfin que la fonction de corrélation Ml,l(q1, q2,∆x) (Eq. (8.7)) et la FAC
Cl,l(∆x) (Eq. (8.11)) sont reliées de la manière suivante (Annexe F) :
Cl,l(∆x) =lim
q→0
1
q2
ln
(
Ml,l(q, q,∆x)
〈(βl)q〉2
)
. (8.17)
2Plus directement, aux échelles l1 = l2 = l, la Fac quantifie les corrélations des exposants h1 = h(x) et
h2 = h(x+ ∆x) définis à l’échelle l : Cl,l(∆x) = 〈h1h2〉 ln2(l/L).
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8.1.2 Etude expérimentale et numérique des FAC des incréments
de vitesses Eulérienne et Lagrangienne
Nous avons représenté dans la figure 8.1, les FAC des incréments de vitesses Eulérienne
(Eq. (8.16)) et Lagrangienne, pour plusieurs échelles spatiales l ou temporelles τ , en fonc-
tion de ln(∆x/L) ou ln(∆t/T ). Pour comparaison, nous avons aussi représenté le cumulant
d’ordre 2 de l’incrément de vitesse à une échelle l, C2,βl (Eq. (8.15)) en fonction de ln(l/L)
ou son équivalent Lagrangien C2,βτ sur un intervalle de temps τ en fonction de ln(τ/T ).
Dans tous les cas de figure, le signal de vitesse exhibe des corrélations à longue portée
qui se traduisent par des valeurs significativement positives de la FAC sur des "grandes"
distances et ce aussi bien dans la description Eulérienne de l’écoulement, l < ∆x < L, que
dans la description Lagrangienne, τ < ∆t < T . Nous constatons toutefois des différences
fondamentales entre les comportements obtenus expérimentalement et numériquement. En
effet, comme nous pouvons le constater sur les figures 8.1(b) et 8.1(d), dans le domaine
inertiel, c’est-à-dire pour des échelles l > ηK (ou τ > τηK ), la FAC obtenue sur les signaux
numériques de vitesse (DNS) coïncide avec le cumulant d’ordre 2 lorsque ∆x (ou ∆t) est
une distance supérieure à l (ou τ). Nous pouvons donc en conclure que la FAC Cl,l(∆x) se
comporte linéairement en fonction de ln(∆x/L), lorsque ηK ≪ l < ∆x < L, c’est-à-dire
C2,βl = −cE2 ln(l/L) et Cl,l(∆x) = −cE2 ln(∆x/L) , (8.18)
où cE2 = 0.025± 0.003 est le coefficient d’intermittence du modèle log-normal des fluctua-
tions de vitesse Eulérienne (Eq. (2.66)). De manière équivalente, aux échelles τηK ≪ τ <
∆t < L, la FAC des incréments de vitesse Lagrangienne Cτ,τ (∆t) coincide avec le cumulant
d’ordre 2 du logarithme C2,βτ , c’est à dire
C2,βτ = −cL2 ln(τ/T ) et Cτ,τ (∆t) = −cL2 ln(∆t/T ) , (8.19)
où cL2 = 0.08±0.01 est le coefficient d’intermittence du modèle log-normal des fluctuations
de vitesse Lagrangienne (Eq. (5.37)). Nous montrerons dans la suite de ce chapitre que
ces comportements (Eqs. (8.18) et (8.19)) sont très bien modélisés en postulant l’existence
d’une structure hiérarchique (cascade) sous-jacente aux fluctuations de vitesses Eulérienne
et Lagrangienne [29, 31, 77, 78, 80, 116, 139–141]. Il est important de remarquer que lorsque
l’échelle l est de nature dissipative (l . ηK), la FAC ne coincide plus tout à fait avec le
cumulant d’ordre 2 pour des distances ∆x inertielles. Cette remarque est tout aussi valable
en ce qui concerne les fluctuations de vitesse Lagrangienne.
Dans la figure 8.1(a) nous avons représenté la FAC des incréments de vitesse Eulérienne
obtenue à partir des signaux expérimentaux de Modane (Rλ = 2500), Cl,l(∆x) en fonction
de ln(∆x/L) pour ∆x > l, ainsi que le cumulant d’ordre 2, C2,βl en fonction de ln(l/L).
Contrairement à ce que nous avons observé pour les signaux numériques de DNS (Fig.
8.1(b) et Eq. (8.18)), la FAC et C2,βl ne coincident pas lorsque ηK ≪ l < ∆x < L. En
fait, l’étude des signaux expérimentaux de vitesse Eulérienne a été éffectuée par Delour et
collaborateurs [80, 139], qui les premiers ont mis en évidence le fait que la FAC se comporte
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Fig. 8.1 – Représentation (trait continu) de la fonction d’auto-corrélation connexe des in-
créments de vitesse Eulérienne, Cl,l(∆x) = 〈ln |δlu(x)| ln |δlu(x + ∆x)|〉c (Eq. (8.16)) pour
∆x > l, en fonction de ln(∆x/L). (a) Signal expérimental de vitesse Eulérienne, mesuré
dans la souﬄerie de Modane (Rλ = 2500) [9, 92], aux échelles l/L = 0.0003, 0.0006, 0.0011
et 0.0023 ; nous avons représenté pour comparaison (•) le cumulant d’ordre 2, C2,βl , en fonc-
tion cette fois-ci de ln(l/L). (b) Signal numérique de DNS de vitesse Eulérienne (Rλ = 140),
aux échelles l/L = 0.0313, 0.0625 et 0.1250 ; les symboles (•) représentent à nouveau C2,βl .
Représentation (trait continu) de la fonction d’auto-corrélation connexe des incréments de
vitesse Lagrangienne, Cτ,τ (∆t) = 〈ln |δτv(t)| ln |δτv(t+ ∆t)|〉c pour ∆t > τ , en fonction de
ln(∆t/T ).(c) Signal expérimental de vitesse Lagrangienne (Rλ = 740) [27–31], aux échelles
τ/T = 0.0149, 0.0347, 0.0545, 0.0744, 0.0942, 0.1140, 0.1339, 0.1537, 0.1735, 0.1933, 0.2132 et
0.2330. (d) Signal numérique de DNS de vitesse Lagrangienne (Rλ = 140), aux échelles
τ/T = 0.0500, 0.0956, 0.1822 et 0.3778. Dans (c) et (d) les symboles (•) correspondent au
comportement de C2,βτ en fonction de ln(τ/T ).
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plutôt comme3 :
Cl,l(∆x) =
cE2
ln Rλ
ln2(∆x/L) , (8.20)
un comportement qui apparait donc incohérent avec l’existence d’une structure "simple"
de cascade. Suite à cette étude, une argumentation de Castaing [116] suggère que cette
observation ne remet pas en cause la pertinence des modèles de cascade mais est plutôt une
manifestation d’une décorrélation temporelle dûe à l’utilisation de l’hypothèse de Taylor.
De manière simplifiée, l’hypothèse de Taylor (Eq. (1.7)) permet de réinterpréter la mesure
temporelle de la vitesse u′(x0, t0 +τ) d’un écoulement turbulent de vitesse moyenne U dans
le référentiel du laboratoire, comme une mesure spatiale de vitesse
u′(x0, t0 + τ) ≃ u(x0 − Uτ, t0) , (8.21)
où u est la valeur de la vitesse dans le référentiel de l’écoulement moyen. En fait, nous
avons négligé dans l’équation (8.21), la variation temporelle de la vitesse u′ pendant le
temps τ . Il serait donc plus correct d’interpréter u′(x0, t0 + τ) comme u(x0 − Uτ, t0 + τ).
En partant de l’hypothèse que la FAC des incréments de vitesse Eulérienne se comporte de
façon logarithmique (Eq. (8.18)), Castaing [116] a montré qu’en prennant en compte ces
corrections, la FAC estimée à partir des profils spatiaux de vitesse Eulérienne obtenus en
laboratoire sous l’hypothèse de Taylor, se comporte exactement comme observé expérimen-
talement (Eq. (8.20)). En particulier, son argumentation permet d’expliquer le coefficient
cE2 / ln Rλ et ainsi la dépendance des estimations expérimentales en fonction du nombre de
Reynolds Rλ rapportée par Delour et collaborateurs [80, 139].
Nous pouvons ainsi conclure que les signaux expérimentaux et numériques de vitesses
Eulérienne et Lagrangienne exhibent des corrélations à longue portée, c’est-à-dire que les
fluctuations de vitesse Eulérienne (resp. Lagrangienne) sont corrélées sur des distances
beaucoup plus grandes que l’échelle dissipative ηK (resp. τηK ). Plus précisemment, la fonc-
tion d’autocorrélation connexe Cl,l(∆x) (resp. Cτ,τ (∆t)) se comporte de manière logarith-
mique vis à vis de la distance ∆x (resp. l’intervalle de temps ∆t) (Eqs. (8.18) et (8.19)).
Dans la Section 8.2, nous allons proposer et discuter une représentation de la valeur aléa-
toire βl(x) dans le demi-plan espace-échelle (x, l) (l > 0), qui permette de rendre compte
du fait que la valeur de la variable aléatoire βl au point x conditionne fortement sa valeur
au point x+ ∆x, ou ∆x est une échelle dite inertielle (ηK ≪ ∆x < L).
8.2 Représentation espace-échelle des fluctuations de vi-
tesse Eulérienne
Nous présentons de façon schématique dans la figure 8.2, les réalisations de la variable
aléatoire βl aux points x et x+ ∆x, ainsi qu’une réalisation de la variable β∆x au point x.
3Les auteurs de la référence [80] montrent que la FAC estimée à partir des données expérimentales est
aussi compatible avec le comportement suivant : Cl,l(∆x) = (Rλ)
−a ln2(∆x/L), avec a = 0.20± 0.03.
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Nous avons vu que ces variables aléatoires interviennent dans la modélisation probabiliste
de l’incrément de vitesse (Eq. (8.1)). Pour une échelle fixée l (ou ∆x), la variable aléa-
toire βl peut être paramétrée en fonction de l’exposant h (Eq. (8.4)), qui a pour densité
de probabilité Pl(h) (Eq. (8.5)). Nous avons vu que cette variable aléatoire est corrélée à
longue-portée (Eq. (8.18)), ce qui indique que sa valeur au point x + ∆x dépend néces-
sairement et fortement de sa valeur au point x. Admettons en première approche que l’on
puisse expliquer les statistiques de la variable βl à partir de celles des variables aléatoires
βl′ , où l
′ > l. Cette hypothèse est consistante avec la notion de propagateur [9, 92–98]
que nous avons introduit dans le Chapitre 2. En effet, nous avons vu que la densité de
probabilité des incréments de vitesse à une échelle l, P(δlu), se déduit de celle à une échelle
l′ > l, P(δl′u), moyennant l’introduction d’un noyau ou propagateur Gl,l′ entre les échelles
l et l′ (Eq. (2.28)). Plus généralement, nous allons admettre l’existence d’une structure
hiérarchique ou "cascade" dans les échelles [6], qui suppose que les variations d’une obser-
vable de l’écoulement (telle que la vitesse ou la dissipation) sur une échelle l ne dépendent
exclusivement que des variations de cette même observable sur une échelle l′ > l.
x
L
β∆x(x)
βl(x) βl(x+ ∆x)
x x+ ∆x
∆x
l
l
Fig. 8.2 – Représentation du demi-plan espace-échelle (x, l). Nous indiquons par des ronds
(◦) les réalisations de la variable βl aux points x et x+∆x, ainsi qu’une réalisation de β∆x
au point x.
La fonction de corrélation à deux pointsMl1,l2(q1, q2,∆x) (Eq. (8.7)) va nous permettre
de quantifier les implications de cette structure de cascade sous-jacente en termes de cor-
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rélations à longue portée. Réécrivons cette fonction de corrélation en faisant apparaitre un
possible "ancêtre commun" aux variables aléatoires βl(x) et βl(x+ ∆x), un ancêtre qui se
situe a priori à une échelle voisine de ∆x (Fig. 8.2) :
Ml,l(q1, q2,∆x) = 〈(β∆x(x))q1(β∆x(x+ ∆x))q2
(
βl(x)
β∆x(x)
)q1 ( βl(x+ ∆x)
β∆x(x+ ∆x)
)q2
〉 . (8.22)
Les hypothèses formulées par Cates et Deutsch [72] vont permettre d’effectuer explicitement
le calcul de cette fonction de corrélation. Ces auteurs ne présupposent pas la structure
"locale"4 du demi-plan espace-échelle, mais uniquement sa structure "moyenne", c’est-à-
dire la forme de la fonctionMl,l(q1, q2,∆x) (Eq. (8.7)). Leurs hypothèse sont les suivantes :
1 Les fluctuations de vitesse (c’est-à-dire βl) sont invariantes d’échelle, ou de manière plus
précise, 〈(βl)q〉 ∼ lζEq , où ζEq est le spectre des exposants des fonctions de structure
de la vitesse Eulérienne. En admettant le phénomène d’intermittence, nous savons
qu’il existe une échelle intégrale L (Annexe A) au delà de laquelle les statistiques
multifractales ne peuvent s’étendre, ce qui permet d’écrire que pour l ≤ L,
〈(βl)q〉 = (l/L)ζEq . (8.23)
Remarquons que l’équation (8.23) implique que le processus aléatoire βL(x) est en
fait déterministe, c’est-à-dire que, ∀x, 〈(βL(x))q〉 = 1 = (βL(x))q = βL(x).
2 Dans le domaine inertiel, les fluctuations de vitesse sont invariantes d’échelle et log-
infiniment divisibles [86–91, 95, 137, 138], ce qui permet d’écrire au même point x et
pour les deux échelles l et l′ (l < l′),
〈
(
βl(x)
βl′(x)
)q
〉 =
(
l
l′
)ζEq
. (8.24)
3 Le processus aléatoire βl(x) est stationnaire à l’échelle l, c’est-à-dire, ∀x et ∀l > 0,
βl(x) ≈ βl(x+ l) . (8.25)
Remarquons que cette hypothèse est très forte, et n’a pas été retenue par Meneveau
et Chhabra [73] dans leur description des statistiques à 2 points de mesures multifrac-
tales. Tout au contraire, ces auteurs mettent en exergue que la dissipation d’énergie
locale ǫ (Eq. 1.1)) peut être modélisée par un processus multiplicatif5 discret. Dans
cette construction de cascade discrète, la mesure générée à l’échelle l ne respecte pas
la stationnarité, c’est-à-dire qu’il existe des points x tels que l’équation (8.25) n’est
4Nous allons voir dans le chapitre 9 qu’il existe de nombreux choix possibles de construction dans le
demi-plan espace-échelle.
5Nous reviendrons sur cette notion dans le chapitre 9.
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pas respectée, et plus précisemment, il existe des points x tels que la variable aléa-
toire βl(x) est totalement décorrélée de la variable aléatoire βl(x+ l). Il est important
de mentionner que les résultats rapportés dans la Ref. [74] concernant l’existence de
corrélations à longue portée dans les fluctuations de la dissipation locale obtenue à
partir de signaux expérimentaux de vitesse sous l’hypothèse de Taylor, sont tout à
fait compatibles avec les prédictions théoriques de ces modèles de cascade discrète.
4 L’ancêtre commun des mesures βl(x) et βl(x+∆x) se situe à l’échelle l ∼ ∆x, c’est-à-dire
que les variables aléatoires βl(x)/β∆x(x) et βl(x+ ∆x)/β∆x(x+ ∆x) sont totalement
décorrélées, ce qui permet d’écrire que, ∀(q1, q2),
〈
(
βl(x)
β∆x(x)
)q1 ( βl(x+ ∆x)
β∆x(x+ ∆x)
)q2
〉 = 〈
(
βl(x)
β∆x(x)
)q1
〉〈
(
βl(x+ ∆x)
β∆x(x+ ∆x)
)q2
〉 . (8.26)
Cette relation résume à elle seule la notion de cascade, et est particulièrement évidente
dans le cas particulier des modèles de cascade discrète. Nous admettrons enfin que ces
mêmes variables aléatoires βl(x)/β∆x(x) et βl(x+ ∆x)/β∆x(x+ ∆x) sont décorrélées
de la variable aléatoire β∆x(x) ≈ β∆x(x+ ∆x).
Les hypothèses précédentes ainsi que les équations (8.25) et (8.26), permettent de fac-
toriser la fonction de corrélation à deux points (Eq. (8.22)) [72] :
Ml,l(q1, q2,∆x) = 〈(β∆x)q1+q2〉〈
(
βl
β∆x
)q1
〉〈
(
βl
β∆x
)q2
〉 . (8.27)
L’invariance d’échelle (Eq. (8.23)) et la log-infinie divisibilité (Eq. (8.24)) permettent alors
de calculer la fonction de corrélation à deux points en fonction du spectre d’exposants ζEq :
Ml,l(q1, q2,∆x) =
(
∆x
L
)ζEq1+q2 ( l
∆x
)ζEq1+ζEq2
, (8.28)
que nous pouvons réécrire de la manière suivante6 [73] :
Ml,l(q1, q2,∆x) =
(
l
L
)ζE(q1,q2,ω)
, (8.29)
avec
ζE(q1, q2, ω) = ζ
E
q1
+ ζEq2 + ω
[
ζEq1+q2 − ζEq1 − ζEq2
]
, où ω =
ln(∆x/L)
ln(l/L)
. (8.30)
Nous constatons ainsi que sous les hypothèses précedemment évoquées, les statistiques à
2 points se formulent naturellement à partir des statistiques à 1 point. La relation (8.30)
montre que la généralisation à 2 points de la fonction de structure, Ml,l(q1, q2,∆x), se
6Il devient alors évident de généraliser la relation (8.29) à deux échelles l et l′ différentes.
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comporte également en loi de puissance, avec un spectre d’exposants ζE(q1, q2, ω) (Eq.
(8.29)), qui est une fonction (non-triviale) du spectre d’exposants à 1 point, ζEq .
Remarquons que si les fluctuations de vitesse étaient monofractales (K41), la linéarité
du spectre d’exposants ζEq = q/3 en fonction de q, impliquerait l’absence de corrélations à
longue portée. En effet, nous aurions alors ∀q, ζEq1+q2 = ζEq1 + ζEq2 , ce qui conduirait d’après
l’équation (8.30), à l’égalité ζE(q1, q2, ω) = ζ
E
q1
+ ζEq2 et de façon générale à la relation :
Ml,l(q1, q2,∆x) =
(
l
L
)ζEq1+ζEq2
= 〈(βl(x))q1〉〈(βl(x+ ∆x))q2〉 , (8.31)
qui traduit le fait que dans la description monofractale K41, les fluctuations de vitesse ne
sont pas corrélées sur des distances ∆x > ηK .
Il est important de noter que dans le contexte des processus de cascade multifractals
précedemment définis, l’échelle integrale L peut bien être interprétée comme une échelle
de décorrélation, puisque les relations (8.29) et (8.30) montrent que pour des distances
∆x ≥ L,
Ml,l(q1, q2, L) =
(
l
L
)ζEq1+ζEq2
= 〈(βl(x))q1〉〈(βl(x+ L))q2〉 . (8.32)
Remarquons enfin que pour une distance ∆x = l, ζE(q1, q2, ω = 1) = ζ
E
q1+q2
, ce qui conduit
à l’expression suivante de la fonction de corrélation à 2 points :
Ml,l(q1, q2, l) = 〈(βl)q1+q2〉 , (8.33)
qui peut être vue comme une conséquence de l’hypothèse de stationnarité (Eq. (8.25)).
Dans le cadre d’un modèle de cascade log-normale qui prédit un spectre d’exposants
quadratique ζEq = c
E
1 q − cE2 q2/2 (Eq. (2.2)), la relation (8.17) (démontrée en Annexe F),
permet alors de calculer7 la Fonction d’Autocorrélation Connexe Cl,l(∆x) :
Cl,l(∆x) =lim
q→0
1
q2
[
(ζE(q, q, ω)− 2ζEq ) ln(l/L)
]
= −cE2 ln(∆x/L) . (8.34)
Comme nous l’avons rapporté dans la Section 8.1.2, l’équation (8.34) est en parfait accord
avec les estimations expérimentales et numériques de la FAC et ceci aussi bien pour les
fluctuations de vitesse Eulérienne (Eq. (8.18)) que de vitesse Lagrangienne (Eq. ( 8.19)).
7Nous présentons ici le calcul de Cl,l(∆x) pour un modèle de cascade log-normale dont le spectre ζEq est
quadratique. De manière générale, il suffit de faire apparaitre le développement en série entière de ζEq , et il
devient évident de montrer que la constante devant le terme ln(∆x/L) est la valeur de la dérivée seconde
de ζEq en q = 0.
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8.3 Cascades et formalisme multifractal.
Dans cette section, nous nous proposons de discuter des diverses implications de la
factorisation de Cates et Deutsch (Eq. (8.27)) [72] sur l’organisation spatiale des exposants
h(x) caractéristiques des fluctuations de vitesse Eulérienne. Il est clair que comme dans la
section précédente, tous les résultats présentés seront également valables pour l’organisation
temporelle des exposants h(t) caractéristiques des fluctuations de vitesse Lagrangienne.
Nous avons vu que la fonction de corrélation à 2 pointsMl,l(q1, q2,∆x) (Eq. (8.7)) peut être
interprétée, dans le langage du formalisme multifractal [1, 45, 73, 74], comme la moyenne
sur tous les exposants h1 = h(x) et h2 = h(x + ∆x) de la variable aléatoire (l/L)
q1h1+q2h2
(Eq. (8.9)). De la même manière, la FAC Cl,l(∆x) (Eq. (8.11)) doit être rapprochée aux
corrélations des exposants h1 et h2 (Eq. (8.12)). Les équations (8.9) et (8.12) font intervenir
la densité de probabilité jointe Pl,l(h1, h2,∆x) de deux exposants h1 et h2 espacés de ∆x.
C’est Meneveau et Chhabra [73] qui à notre connaissance sont les premiers à avoir calculé
cette densité de probabilité.
Sous certaines hypothèses d’invariance d’échelle, de log-infinie divisibilité et de station-
narité, nous avons réussi à montrer que la fonction de corrélation à 2 points se comporte
en loi de puissance en fonction de l’échelle (Eq. (8.29)) dont le spectre d’exposants géné-
ralisé ζE(q1, q2, ω) (Eq. (8.30)) s’exprime directement en fonction du spectre d’exposants
ζEq (Eq. (2.1)). Il est alors naturel d’introduire comme généralisation du spectre des sin-
gularités DE(h), le spectre DE(h1, h2, ω) qui caractérise le comportement de la densité de
probabilité jointe en fonction de l’échelle l et de ω = ln(∆x/L)/ ln(l/L) :
Pl,l(h1, h2,∆x) =
(
l
L
)1−DE(h1,h2,ω)∫∫ (
l
L
)1−DE(h′,h′′,ω)
dh′dh′′
. (8.35)
En utilisant la définition du spectre généralisé ζE(q1, q2, ω) (Eq. (8.30))et en appliquant la
méthode du point col, on peut alors calculer le comportement de la fonction de corrélation
à 2 points (Eq. (8.7)) dans la limite ηK ≪ l≪ L :
Ml,l(q1, q2,∆x) =
(
l
L
)ζE(q1,q2,ω)
,
=
∫∫ (
l
L
)q1h1+q2h2+1−DE(h1,h2,ω)
dh1dh2∫∫ (
l
L
)1−DE(h′,h′′,ω)
dh′dh′′
,
∼
(
l
L
) min
h1,h2
[q1h1+q2h2+1−DE(h1,h2,ω)]
.
(8.36)
On montre ainsi que les spectres ζE(q1, q2, ω) et DE(h1, h2, ω) sont transformées de Le-
gendre (à deux dimensions) l’un de l’autre [73] :
ζE(q1, q2, ω) =min
h1,h2
[
q1h1 + q2h2 + 1−DE(h1, h2, ω)
]
, (8.37)
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ou inversement :
DE(h1, h2, ω) =min
q1,q2
[
q1h1 + q2h2 + 1− ζE(q1, q2, ω)
]
. (8.38)
Si par souci de simplicité, nous considérons comme hypothèse supplémentaire que le spectre
d’exposants ζEq est une fonction dérivable de q, alors il est possible de définir une fonction
h(q) telle que [45, 73, 74, 112–114] :
h(q) =
dζEq
dq
. (8.39)
Soient Q1(h1, h2, ω) et Q2(h1, h2, ω) deux fonctions complètement déterminées par le sys-
tème d’équations suivant :

(
∂[q1h1+q2h2+1−ζE(q1,q2,ω)]
∂q1
)
q1=Q1(h1,h2,ω)
= 0 ,(
∂[q1h1+q2h2+1−ζE(q1,q2,ω)]
∂q2
)
q2=Q2(h1,h2,ω)
= 0 ,
(8.40)
ce qui revient à chercher les fonctions Q1(h1, h2, ω) et Q2(h1, h2, ω) telles que{
h1 = h(Q1) + ω [h(Q1 +Q2)− h(Q1)] ,
h2 = h(Q2) + ω [h(Q1 +Q2)− h(Q2)] . (8.41)
Alors, d’après l’équation (8.38), on peut montrer que [73] :
DE(h1, h2, ω) = −1 +DE(h(Q1)) +DE(h(Q2))
+ ω
[
1 +DE(h(Q1 +Q2))−DE(h(Q2))−D(h(Q2))
]
.
(8.42)
Le spectre des singularités généralisé DE(h1, h2, ω) s’exprime donc simplement en fonction
du spectre des singularités DE(h).
Remarquons que pour des distances de l’ordre de l’échelle intégrale ∆x = L (ω = 0),
la probabilité Pl(h1, h2, L) d’avoir l’exposant h1 en x et l’exposant h2 en x+L est égale
8 à
Pl(h1, h2, L) ∼
(
l
L
)1−DE(h1,h2,0)
∼ Pl(h1)Pl(h2) , (8.43)
ce qui confirme que les exposants h1 et h2 sont bien décorrélés pour des distances supérieures
ou égales à l’échelle intégrale (Eq. (8.32)). Remarquons aussi que pour des distances ∆x = l
(ω = 1), l’équation (8.41) entraine que h1 = h2 = h(Q1+Q2), ce qui conduit à l’expression :
Pl(h1, h2, l) ∼
(
l
L
)1−DE(h1,h2,1)
∼ Pl(h1) ∼ Pl(h2) . (8.44)
8L’équation (8.41) montre plus directement qu’à des distances ∆x ≃ L, h1 = h(Q1) et h2 = h(Q2).
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Si maintenant on se place dans le cadre d’une description de l’intermittence de la vitesse
Eulérienne à l’aide d’un modèle de cascade log-normale, la nature quadratique du spectre
des singularités (Eq. (2.27)),
DE(h) = 1− (h− c
E
1 )
2
2cE2
, (8.45)
permet d’effectuer un calcul exact du spectre des singularités généralisé DE(h1, h2, ω) (Eq.
(8.42)). On obtient ainsi 
 Q1(h1, h2) =
(ω−1)cE1 +h1−ωh2
(ω2−1)cE2
,
Q2(h1, h2) =
(ω−1)cE1 +h2−ωh1
(ω2−1)cE2
,
(8.46)
et 

h(Q1) = c
E
1 − (ω−1)c
E
1 +h1−ωh2
ω2−1 ,
h(Q2) = c
E
1 − (ω−1)c
E
1 +h2−ωh1
ω2−1 ,
h(Q1 +Q2) = h(Q1) + h(Q2)− c1 .
(8.47)
Nous venons de voir que le phénomène d’intermittence est intimement lié à l’existence
de corrélations à longue portée. L’hypothèse de factorisation de Cates et Deutsch (Eq.
(8.27)) [72], qui doit être rapprochée de la notion de cascade, nous a permis de montrer
qu’une même fonction DE(h), dans le domaine inertiel (ηK ≪ l < ∆x), pilote à la fois
les statistiques à 1 point (densité de probabilité, fonctions de structure, cumulants du
logarithme, spectre de puissance) et les statistiques à 2 points (fonctions de corrélation à 2
points, fonction d’auto-corrélation connexe). S’il a été naturel et relativement aisé d’étendre
le formalisme multifractal aux échelles dissipatives l ∼ ηK (Chapitre 3), la généralisation de
l’étude des corrélations à des échelles dissipatives (0 < l≪ ηK ≪ ∆x) s’avère être délicate
et difficile car la factorisation de Cates et Deutsch nécessite la propriété de log-infinie
divisibilité (Eq. (8.24)), qui ne s’applique malheureusement pas aux fluctuations de vitesse
aux échelles dissipatives. Une autre façon de se rendre compte de la difficulté de prédire la
forme des corrélations lorsque l ≤ η− et ∆x ≤ η−, c’est-à-dire à des échelles et des distances
non inertielles (c.f. Section 3.3.1), est de raisonner dans le langage des singularités. En effet,
la densité de probabilité Pl,l(h1, h2,∆x) (Eq. (8.35)) de deux exposants h1 et h2, définis à
l’échelle l, espacés de ∆x, est difficile à généraliser aux échelles (l ou ∆x) dissipatives car
le spectre des singularités DE(h1, h2, ω), dépend à la fois de l’échelle l et de la distance ∆x.
Ce n’est que très récemment que les expérimentateurs sont parvenus à mesurer direc-
tement la vorticité9 dans l’espace de Fourier [167, 168]. Nous avons vu que quantifier le
9La vorticité ~ω(x, y, z) est le rotationnel de la vitesse. Sa transformée de Fourier ~ω(~k) est directement
reliée à celle de la vitesse : ~ω(~k) = ~k ∧ ~u(~k).
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phénomène d’intermittence dans l’espace de Fourier est difficile si l’on se réfère seulement
au spectre de puissance (Section 3.7). Dans la référence [129], Brun et Pumir ont proposé
alors d’étudier les statistiques du second ordre dans l’espace de Fourier, notamment la
Flatness des spectres, 〈|u˜(k)|4〉/〈|u˜(k)|2〉2. Ainsi, en définissant la transformée de Fourier
de la vitesse (Eq. (3.95)),
u˜(k) =
∫ +∞
−∞
e−ikxu(x)dx , (8.48)
il est alors possible de calculer [129] :
〈|u˜(k)|4〉 = 2〈|u˜(k)|2〉2 + Ξ(k) (8.49)
où
Ξ(k) =
∫∫∫∫ +∞
−∞
dx1dx2dx3dx4e
−ik(x1−x2+x3−x4)〈u(x1)u(x2)u(x3)u(x4)〉c . (8.50)
〈u(x1)u(x2)u(x3)u(x4)〉c est le cumulant de 〈u(x1)u(x2)u(x3)u(x4)〉 [129, 155] qui est relié
de manière non triviale à la fonction de corrélation à 2 pointsMl1,l2(q1, q2,∆x) (Eq. (8.7))
que nous pouvons calculer lorsque ηK ≪ l < ∆x. Toutefois, la mathématique liée aux
statistiques de Fourier est difficile et nous ne savons pas, pour l’instant, lier précisément le
coefficient d’intermittence cE2 au comportement de la fonction Ξ(k) en fonction du vecteur
d’onde k. Toutefois, nous pouvons conclure des relations (8.49) et (8.50) que les corrélations
à longue portée dans l’espace physique peuvent être à priori étudiées dans l’espace de
Fourier au travers de l’estimateur spectral 〈|u˜(k)|4〉/〈|u˜(k)|2〉2.
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Chapitre 9
De la synthèse de processus
stochastiques corrélés à longue portée à
la modélisation du caractère
intermittent des fluctuations de vitesses
Eulérienne et Lagrangienne
Dans le Chapitre 8, nous nous sommes attachés à définir certaines conditions que doit
satisfaire une représentation de la variable aléatoire vitesse u(x) dans le demi-plan espace-
échelle1 afin de reproduire le comportement caractéristique de la fonction d’auto-corrélation
connexe (FAC) de la vitesse Eulérienne (Eq. (8.18)),
Cl,l(∆x) = 〈ln |δlu(x)| ln |δlu(x+ ∆x)|〉 = −cE2 ln(∆x/L) , (9.1)
observé aussi bien dans les expériences2 que dans les DNS. Le point remarquable est que
les données sont compatibles avec un comportement linéaire en fonction de ln(∆x/L) dont
la pente est égale au coefficient d’intermittence cE2 des fluctuations de vitesse. Cette obser-
vation n’est pas spécifique à la turbulence Eulérienne, puisque les fluctuations de vitesse
Lagrangienne se comportent de la même manière, c’est-à-dire une FAC qui se comporte
linéairement en fonction du logarithme de l’intervalle de temps ∆t (Eq. (8.19)) :
Cτ,τ (∆t) = 〈ln |δτv(t)| ln |δτv(t+ ∆t)|〉 = −cL2 ln(∆t/T ) , (9.2)
où cette fois-ci cL2 est le coefficient d’intermittence de la vitesse Lagrangienne. Dans ce cha-
pitre, nous allons passer en revue un certain nombre de modèles proposés dans la littérature
pour générer des signaux multifractals susceptibles de modéliser la nature intermittente des
fluctuations de vitesse Eulérienne et de vitesse Lagrangienne.
1Il s’agit en fait de la variable aléatoire βl(x) (Fig. 8.2).
2Nous renvoyons le lecteur à la discussion de la Section 8.1.2 en ce qui concerne l’étude des profils
spatiaux de vitesse obtenus sous l’hypothèse de Taylor [116].
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9.1 Les cascades multiplicatives discrètes
Dans cette section, nous allons aborder le problème de la construction d’un processus
stochastique synthétique discret S(ti), avec i ∈ [1, 2N ], de longueur3 temporelle T = 2N , et
qui soit tel que ses incréments à une échelle τj/T = 2
−j soient égaux à un produit de deux
variables aléatoires indépendantes,
δτjS(ti) = C
j
i = βτj(ti)δ , (9.3)
où δ est par exemple une variable normale, de moyenne nulle et de variance σ2. De manière
générale, les ondelettes de Daubechies Φ((t − ti)/τj) [169], dont les facteurs de dilatation
sont des puissances de 1/2, τj/T = 2
−j, et les 2j facteurs de translation correspondant à
l’échelle j sont linéairement équi-échantillonnés, ti = iτj avec i ∈ [1, 2j], constituent une
famille de bases orthogonales usuelles de l’espace des fonctions (à temps continu) :
S(t) =
N∑
j=0
2j∑
i=1
TΦ[ti, τj]Φ
(
t− ti
τj
)
, (9.4)
où les TΦ[ti, τj] sont les coefficients en ondelettes du signal S (Annexe B). La famille des
ondelettes "du pauvre", c’est-à-dire les incréments, ne constitue pas une famille d’ondelettes
admissible pour former une base du demi-plan espace-échelle. Néanmoins, par souci de
clarté et de simplicité, nous utiliserons cette famille d’ondelettes dans la suite de cette
discussion, ce qui permettra d’assimiler les coefficients TΦ[ti, τj] aux incréments du signal
S sur une échelle τj, c’est-à-dire
TΦ[ti, τj] = C
j
i = δτjS(ti) , (9.5)
et de reconstruire le signal S en agrégeant ses incréments
S(t) =
N∑
j=0
2j∑
i=1
Cji Φ
(
t− ti
τj
)
, (9.6)
où Φ
(
t−ti
τj
)
est l’incrément sur une échelle τj et centré sur ti.
Nous voyons donc que construire une fonction revient à choisir l’ensemble des coefficients
{TΦ[ti, τj]}i,j, qui contiennent à eux seuls l’ensemble de l’information du signal S aux
différentes échelles τj. Nous nous restreindrons ici au cas des signaux S de résolution finie,
que nous décomposons par souci de simplicité sur les incréments (Eq. (9.6)). Dans ce cas,
les fonctions de stucture du signal S, 〈(δτjS)q〉, sont directement reliées aux statistiques
des coefficients Cji à l’échelle τj :
〈(δτjS)q〉 = 〈(Cji )q〉 . (9.7)
3L’échelle T sera assimilée à l’échelle intégrale.
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Il suffit alors de bien choisir les coefficients Cji de telle sorte que les fonctions de structure
se comportent en loi de puissance d’exposant ζLq :
〈|δτjS|q〉 ∼
(τj
T
)ζLq
. (9.8)
En s’inspirant des études effectuées sur les fluctuations de vitesse Lagrangienne dans le
Chapitre 4 (ou alternativement des résultats obtenus sur les fluctuations de vitesse Eulé-
rienne dans le Chapitre 2), nous choisissons les coefficients Cji comme le produit de deux
variables aléatoires indépendantes, Cji = βτj(ti)δ(ti), où les δ(ti) sont 2
j réalisations d’un
processus Gaussien de moyenne nulle et de variance σ2, et βτj(ti) les 2
j réalisations d’un
bruit positif, dont le logarithme a pour densité de probabilité le propagateur Gτj(ln βτj)
(Section 4.3). Si l’on choisit pour propagateur de ln βτj une densité de probabilité Gaus-
sienne (description log-normale) :
Pβτj (βτj)dβτj = Gτj(ln βτj)d ln βτj =
1√
2πσ2τj
exp
[(
ln βτj −mτj
)2
2σ2τj
]
d ln βτj , (9.9)
où les paramètres mτj et σ
2
τj
définissent respectivement la moyenne et la variance de ln βτj ,
alors les moments de la variable aléatoire βτj se calculent simplement :
〈(βτj)q〉 =
∫ +∞
−∞
(βτj)
qGτj(ln βτj)d ln βτj = exp
[
1
2
q
(
qσ2τj + 2mτj
)]
. (9.10)
Pour modéliser le comportement en loi de puissance des fonctions de structure, il suffit
alors de choisir le jeu de paramètres suivant :{
mτj = c
L
1 ln(τj/T ) ,
σ2τj = −cL2 ln(τj/T ) ,
(9.11)
ce qui permet de calculer complètement les fonctions de structure,
〈|δτjS|q〉 = 〈|Cji |q〉 = 〈|δ|q〉〈(βτj)q〉 = σqKq
(τj
T
)ζLq
, (9.12)
où Kq est le moment d’ordre q d’une variable Gaussienne de variance unité (Eq. (2.37))
et ζLq est le spectre d’exposants des fonctions de structure qui, sous l’hypothèse où le
propagateur est Gaussien (Eq. (9.9)), est quadratique en q (Eq. (9.8)) :
ζLq = c
L
1 q − cL2
q2
2
. (9.13)
A ce point, il est important de remarquer que si le signal S(t) ainsi reconstruit à partir
des coefficients Cji via la relation (9.6) reproduit les propriétés statistiques à un point de
la vitesse Lagrangienne, il n’en est pas de même des statistiques à deux points. En effet,
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Fig. 9.1 – Représentation des coefficients Cji dans le demi-plan espace-échelle (t, τ) selon
le modèle de cascade sur base orthogonale d’ondelettes [77–79].
il est facile de se convaincre que la FAC (Eq. (8.16)) est ici triviallement nulle car les
coefficients Cji sont des variables aléatoires indépendantes. Il est donc nécessaire de rendre
inter-dépendant les coefficients Cji dans le temps et les échelles de telle sorte que la FAC se
comporte comme le logarithme de l’écart en temps (Eq. (8.19)) comme cela a été observé
dans les expériences, comme dans les simulations numériques.
En s’inspirant des différents travaux concernant la synthèse de signaux multifractals
sur des bases orthogonales d’ondelettes [77–79, 83, 98, 139, 140], nous allons admettre,
en première approche, que les coefficients Cj+12i et C
j+1
2i+1 à l’échelle τj+1 ne dépendent
exclusivement que d’un "ancêtre commun", qui n’est autre que le coefficient Cji à l’échelle
τj immédiatement supérieure :
Cj+12i = W
j+1,j
2i C
j
i et C
j+1
2i+1 = W
j+1,j
2i+1 C
j
i , (9.14)
oùW j+1,j2i etW
j+1,j
2i+1 sont des coefficients de proportionnalité positifs que nous considèrerons
comme des réalisations d’une variable aléatoire. Cette hypothèse s’interprète géométrique-
ment dans le demi-plan temps-échelle (ti, τj) sous la forme d’une "cascade" que nous avons
illustrée dans la figure 9.1. Appelons C0 l’ancêtre commun à tous les coefficients CNi de
l’échelle τN = T2
−N . Il est élors évident de montrer que les coefficients à l’échelle τj s’ex-
priment, de manière multiplicative, en fonction du coefficient C0 :
Cji = C
0
j∏
k=1
W k,k−1ik , (9.15)
où les ik sont reliés par la relation ik+1 = 2ik ou ik+1 = 2ik + 1, selon qu’à l’étape k de la
cascade qui a conduit à Cji , la bifurcation s’est faite "à gauche" ou "à droite" (Fig. 9.1). La
suite des {ik} représente donc le "trajet" dans le demi-plan temps-échelle conduisant à Cji
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au cours du processus de cascade. La relation (9.15) peut être réécrite pour le logarithme
des coefficients, le produit devenant alors une somme :
ln |Cji | = ln |C0|+
j∑
k=1
lnW k,k−1ik . (9.16)
Si l’on suppose que le coefficient à grande échelle C0 est une variable aléatoire Gaussienne
de variance unité et que les coefficients de propotionnalité W k,k−1ik sont des réalisations
indépendantes d’une seule et même variable aléatoire W , de densité de probabilité PW ,
alors il est possible de calculer les fonctions de structure du signal S reconstruit via la
relation (9.6) en utilisant4 les coefficients Cji donnés par l’équation (9.15) [77] :
〈|δτjS|q〉 = 〈|C0|q〉〈W q〉j = Kq
(τj
T
)− log2〈W q〉
. (9.17)
Il suffit alors de choisir pour W une statistique lognormale,
PW (W )dW = PlnW (lnW )d lnW = 1√
2πσ2
exp
[
(lnW −m)2
2σ2
]
d lnW , (9.18)
de paramètres {
m = cL1 ln 2 ,
σ2 = −cL2 ln 2 , (9.19)
pour retrouver un spectre d’exposants ζLq quadratique (Eq. (9.13)), en accord avec les
observations expérimentales et numériques (Eq. (4.10)).
Intéressons-nous désormais aux statistiques à 2 points et proposons nous de calculer
par exemple la FAC (Eq. (8.16)) du signal S(ti). Par construction, le signal S(ti) synthétisé
par une cascade multiplicative sur une base d’ondelettes n’est pas stationnaire. En effet, si
l’on choisit, à la plus petite échelle de la construction τN/T = 2
−N , une paire de coefficients
(CNi , C
N
i+1) espacés de τN = 1, la covariance de leur logarithme va dépendre de la position de
leur ancêtre commun et de la position temporelle de la paire (c’est-à-dire de la valeur de i).
En effet, l’ancêtre commun de la paire (CN0 , C
N
1 ) est le coefficient C
N−1
0 , alors que l’ancêtre
commun de la paire (CN2N−1 , C
N
2N−1+1) est C
0. Cette non-stationnarité est un inconvénient
dû à l’utilisation des bases orthogonales d’ondelettes. Cependant, afin de pouvoir utiliser
ce modèle pour rendre compte des propriétés de signaux expérimentaux, qui eux sont
stationnaires, on peut en première approximation calculer la covariance du logarithme des
coefficients en ondelettes comme si le signal était stationnaire, en assimilant la moyenne
temporelle à la moyenne d’ensemble. Alors, en utilisant l’additivité des logarithmes (Eq.
(9.16)), il est alors possible de calculer analytiquement la FAC du signal synthétisé S(t) [77],
4Rappellons que la discrétisation en échelle est telle que j = − log2(τj/T ).
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en prenant en compte dans le calcul de dénombrement cette propriété de non-stationnarité,
et en posant ∆t〉τj l’intervalle de temps séparant deux coefficients :
〈ln |δτjS(ti)| ln |δτjS(ti + ∆t)|〉c = −cL2
[
ln
(
∆t
T
)
+ 2 ln 2− 2∆t
T
ln 2
]
. (9.20)
Ainsi, les signaux générés sur une base orthogonale d’ondelettes (Eq. (9.6)), de manière
multiplicative (Eq. (9.15)), par le biais d’une variable aléatoireW log-normale, sont tels que
(i) leur cumulant d’ordre 2 exhibe un comportement linéaire vis à vis de ln τj, de pente c
L
2 ,
ce qui est une conséquence du comportement en loi de puissance des fonctions de structure
(Eqs. (9.12) et (9.13)), et (ii) la FAC Cτj ,τj(∆t) (Eq. (9.20)) se comporte linéairement en
fonction de ln(∆t/T ), avec comme coefficient de proportionnalité −cL2 , en cohérence avec
l’observation expérimentale et numérique (Eq. (8.19)). Toutefois, les signaux ainsi générés
sur des bases discrètes d’ondelettes sont non stationnaires, ce qui est un inconvénient
majeur et qui est de plus à l’origine du fait que la FAC ne soit pas exactement égale à
−cE2 ln(∆t/T ). Nous allons voir dans la suite comment construire un signal stochastique
multifractal stationnaire, qui exhibe des propriétés d’invariance d’échelles continue, en
abandonnant le caractère discret du demi-plan temps-échelle et en adoptant une méthode
de type équation de Langevin : c’est le modèle de marche au hasard multifractale (MRW
pour Multifractal Random Walk) introduit originellement par Bacry, Delour et Muzy [85,
139].
9.2 Synthèse de signaux intermittents basée sur une équa-
tion de Langevin
Nous avons vu dans la Section 9.1 qu’il était possible de synthétiser un signal in-
termittent par cascade aléatoire sur des bases discrètes d’ondelettes. Une autre stratégie
permettant de construire un processus qui rend compte des statistiques à 1 et 2 points
des fluctuations de la vitesse (Lagrangienne) des particules fluides dans un écoulement
turbulent, consiste à s’inspirer d’une équation de type Langevin [170].
Plaçons nous à nouveau dans le cadre d’un processus temporel discret S(ti) de résolution
temporelle θ (ti = iθ). Appellons dW un bruit aléatoire qui rend compte des propriétés
statistiques des incréments à la plus petite échelle τ = θ :
δθS(ti) = dW (ti) . (9.21)
Dans la logique de notre approche, le bruit élémentaire dW va s’exprimer comme le produit
de deux variables alétoires, dont l’une δ est Gaussienne, et l’autre, βθ, va permettre par
agrégation de modéliser la dépendance dans les échelles :
dW ≡ βθ × δ . (9.22)
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On remarque en effet que le signal S(ti) peut être reconstruit en agrégeant ses incréments
à l’échelle de résolution θ (Eq. (9.21)) :
S(ti) =
i∑
n=0
δθS(tn) =
i∑
n=0
dW (tn), (9.23)
où l’on a fixé par souci de simplicité et sans perte de généralité, S(t0) = 0.
9.2.1 Le mouvement Brownien
Examinons pour commencer le cas où le bruit dW est un bruit blanc, décorrélé en
temps :
dW (t) ≡ N (0, θσ2) et 〈dW (t)dW (t′)〉 = δt,t′θσ2 , (9.24)
où δt,t′ = 0 si t 6= t′ et δt,t = 1. Le signal S reconstruit via la relation d’agrégation (9.23)
est bien connu sous le nom de mouvement Brownien. En définissant l’échelle τj = jθ, il est
possible de calculer les fonctions de structure5 : 〈(δτjS)2q〉 = 〈S(τj)2q〉 puisque S(0) = 0.
On obtient alors [139] :
〈S(τj)2q〉 =
j∑
k1=1
...
j∑
k2q=1
〈
k2q∏
i=k1
dW (ti)〉 . (9.25)
En remarquant que le bruit dW est décorrélé en temps (Eq. (9.24)) et que ses moments
impairs sont nuls, on peut simplifier6 l’équation (9.25) :
〈S(τj)2q〉 = 1
2qq!
∑
S∈S2q
j∑
k1=1
...
j∑
k2q=1
q∏
i=1
〈dW (kS(2i−1))dW (kS(2i))〉 , (9.26)
où S2q est l’ensemble des permutations de {1, ..., 2q}, de cardinal (2q)! . En utilisant la
propriété de décorrélation temporelle de dW (Eq. (9.24)), c’est-à-dire
〈dW (kS(2i−1))dW (kS(2i))〉 = θσ2δkS(2i−1),kS(2i) , (9.27)
on montre alors que :
〈S(τj)2q〉 = σ
2q
2qq!
∑
S∈S2q
j∑
k1=1
...
j∑
kq=1
1 =
σ2q(2q)!
2qq!
jq . (9.28)
Nous venons donc de vérifier théoriquement que le mouvement Brownien fait partie de
la classe des processus monofractals : ses fonctions de structure se comportent en loi de
puissance,
〈S(τj)2q〉 = 〈(δτjS)2q〉 =
σ2q(2q)!
2qq!
(τj
θ
)q
= σ2qKq
(τj
θ
)ζ2q
, (9.29)
5Il est évident de montrer que les moments impairs sont nuls 〈(δτjS)2q+1〉 = 0 puisque leur densité de
probabilité est symétrique.
6Il s’agit là d’une simple application du théoreme de Wick [139, 171].
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avec un spectre d’exposants linéaire
ζq = q/2 . (9.30)
L’équation (9.29) permet facilement de calculer les deux premiers cumulants du logarithme
des incréments du signal S (Eq. (D.7)), ∀τ :
C1,δτS = 〈ln |δτS|〉 = −
1
2
(ln 2 + γ) + lnσ +
1
2
ln(τ/θ) , (9.31)
où γ est la constante d’Euler et
C2,δτS = Var[ln |δτS|] =
π2
8
. (9.32)
De la même manière, il est évident de montrer que la FAC Cτ,τ (∆t) est indentiquement
nulle, car les incréments de S sont décorrélés :
Cτ,τ (∆t) = 〈ln |δτS(t)| ln |δτS(t+ ∆t|〉c = 0 . (9.33)
Remarquons que la conclusion sur la nature monofractale du mouvement Brownien est
évidente car la densité de probabilité des incréments à toutes les échelles est Gaussienne.
En effet, l’incrément à une échelle τj est l’agrégation des incréments à l’échelle θ, qui sont
eux mêmes Gaussiens. La densité Gaussienne étant stable par convolution7, l’incrément à
une échelle τj reste Gaussienne. La relation (9.29) montre aussi clairement que le signal
S ainsi construit n’est pas stationnaire puisque sa variance dépend du temps τj. Afin de
le rendre stationnaire, ce qui est effectivement observé expérimentalement pour la vitesse
Lagrangienne, il suffit alors de rajouter dans l’équation de Langevin (Eq. (9.21)) une force
de rappel où l’échelle intégrale T est assimilée à l’échelle de décorrélation, ce qui permet
de réécrire cette équation de la manière suivante :
δθS(ti) = − θ
T
S(ti) + dW (ti) . (9.34)
Nous avons représenté dans la figure 9.2(a) une réalisation d’un mouvement Brownien
stationnaire, généré à partir de l’équation (9.34), ainsi que le calcul du cumulant d’ordre
1, C1 = C1,δτS (Fig. (9.2(b))), et du cumulant d’ordre 2, C2 = C2,δτS−π2/8 (Fig. (9.2(c))).
Nous avons aussi représenté pour comparaison sur la figure (9.2(c)) le calcul de la FAC
(Eq. (9.33)). Les calculs numériques confirment bien que la FAC et C2 sont identiquement
nuls, ce qui est une propriété générale des signaux monofractals. Remarquons que la force
de rappel présente dans l’équation de Langevin (9.34) permet à C1 de saturer à l’échelle
T , la relation (9.31) montrant que sans ce terme, le signal S exhiberait une invariance
d’échelle sur un intervalle de temps infiniment grand τ ≥ θ.
7La densité de probabilité d’une somme de variables indépendantes est la convolution de leurs densités
de probabilité.
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Fig. 9.2 – Etude statistique du mouvement Brownien stationnaire, généré via l’équation de
Langevin (Eq. (9.34)), avec une force de rappel −θ/T et un bruit dW Gaussien. (a) Repré-
sentation d’une réalisation du mouvement Brownien normalisé par sa variance σ2S = Var(S).
(b) C1 = 〈ln(δτS)〉 en fonction de ln(τ/T ). (c) (◦) Cτ,τ (∆t) en fonction de ln(∆t/T ) ; nous
avons superposé en trait continu pour comparaison C2 = Var[ln(δτS)]−π2/8 en fonction de
ln(τ/T ). Les moyennes statistiques sont effectuées sur un échantillon de longueur 12800T .
9.2.2 Marche aléatoire multifractale (MRW)
Nous constatons donc que le cumulant d’ordre 2 estimé à partir des réalisations d’un
mouvement Brownien (Eq. (9.32)) ne dépend pas de l’échelle τ et garde une valeur constante
égale à π2/8. Plus précisemment, les densités de probabilité des incréments de vitesse sont
Gaussiennes quelle que soit l’échelle. Dans la Section 4.2, nous avons mis en évidence le
caractère intermittent et la nature multifractale des fluctuations de vitesse Lagrangienne,
une phénomène absent dans le mouvement Brownien. Dans la Section 8.1, nous avons
mis en évidence l’existence de corrélations à longue portée dans ces fluctuations qui nous
apparait indissociable du phénomène d’intermittence (Eq. (8.19)). En effet, la FAC (Eq. (
8.16)) des incréments de vitesse Lagrangienne exhibe un comportement logarithmique avec
l’échelle, dont le coefficient de proportionnalité n’est autre que le coefficient d’intermittence
cL2 des fluctuations de vitesse dans un cadre log-normal.
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L’équation de Langevin (Eq. (9.21)) nous a permis de réaliser qu’un signal peut être
reconstruit par agrégation à partir de ses incréments à l’échelle de résolution θ. Bacry,
Delour et Muzy [85, 139] ont montré qu’il suffit d’imposer au bruit dW (ti) une structure
corrélée à longue portée pour que le signal ainsi reconstruit soit (i) multifractal et (ii) que la
FAC des incréments du signal S exhibe bien, à toutes les échelles τi < ∆t, un comportement
logarithmique gouverné par le coefficient d’intermittence cL2 :
〈ln |δτjS(ti)| ln |δτjS(ti + ∆t)|〉c = −cL2 ln
(
∆t
T
)
, (9.35)
généralisant ainsi le mouvement Brownien à une marche aléatoire multifractale (MRW).
Pour cela, réécrivons le bruit "élémentaire" dW comme le produit de deux variables aléa-
toires indépendantes :
dW (ti) = βθ(ti)× δ(ti) , (9.36)
où δ est un bruit Gaussien et βθ une variable aléatoire positive, qui peut être interprétée
comme un écart-type stochastique de la variable Gaussienne δ. Cette variable étant positive,
elle peut être réécrite sous forme exponentielle,
βθ = exp(ω) , (9.37)
où ω est une variable aléatoire signée. Avec comme objectif de modéliser les corrélations à
longue portée observées dans les signaux financiers, Bacry et al. [85] ont proposé la forme
suivante pour la fonction de corrélation de ω :
〈ωθ[ti]ωθ[tj]〉c = −cL2 ln ρθ[ti − tj] , (9.38)
où
ρθ(k) =
{
(|k|+1)θ
T
pour |k| ≤ T
θ
− 1 ,
1 sinon .
(9.39)
Nous avons représenté dans la figure 9.3(a) une réalisation de la marche aléatoire mul-
tifractale (MRW) stationnaire, générée à partir des équations (9.34), (9.36), (9.37), (9.38)
et (9.39)). Le calcul du cumulant d’ordre 1, C1 = C1,δτS dans la figure 9.3(b), montre que
la force de rappel présente dans l’équation de Langevin (9.34) permet à C1 de saturer à
l’échelle T . Le calcul du cumulant d’ordre 2, C2 = C2,δτS−π2/8, dans la figure 9.3(c), révèle
que C2 dépend désormais de l’échelle τ . De même, la FAC (Fig. 9.3(c)) dépend désormais
de ∆t de façon logarithmique comme observé pour les signaux expérimentaux et numé-
riques de vitesse Lagrangienne [29]. En fait, on constate sur la figure 9.3(c) que lorsqu’on
représente la FAC en fonction de ln(∆t/T ) et le cumulant d’ordre 2, C2 en fonction de
ln(τ/T ), ces deux quantités se comportent bien linéairement dans la gamme τ < ∆t < T ,
avec une même pente donnée par −cL2 . Toutefois, nous constatons que C2 et la FAC ne
coincident pas exactement dans la mesure où un décalage vertical existe entre ces deux
quantités qui n’est pas un effet de résolution θ finie. En effet, en suivant les auteurs des
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Fig. 9.3 – Etude statistique du modèle MRW stationnaire [29, 85], généré via l’équation
de Langevin (Eq. (9.34)), avec une force de rappel −θ/T et un bruit dW corrélé à longue
portée (Eqs. (9.36), (9.37), (9.38) et (9.39)) de paramètre cL2 = 0.08 (Eq. (9.39)). (a)
Représentation d’une réalisation de cette marche aléatoire multifractale. (b) C1 = 〈ln(δτS)〉
en fonction de ln(τ/T ). (c) (◦) Cτ,τ (∆t) en fonction de ln(∆t/T ) pour une échelle τ ; nous
avons superposé en trait continu C2 = Var[ln(δτS)] − π2/8 en fonction de ln(τ/T ). Les
moyennes statistiques ont été effectuées sur un échantillon de longueur 12800T .
références [85, 139], on peut montrer qu’à la limite d’une résolution infinie (θ → 0), le
signal S défini de la manière suivante :
S(t) = lim
θ→0
t/θ∑
i=1
σ
√
θeωθ(ti)δ(ti) , (9.40)
est multifractal, dans la mesure où ses fonctions de structure se comportent exactement en
loi de puissance
〈|δτS|2p〉 = σ2pK2pf(cL2 , p)
( τ
T
)ζ2p
, ∀τ ≤ T (9.41)
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avec un spectre d’exposants quadratique caractéristique d’une statistique log-normale
ζp =
(
1
2
+ cL2
)
p− cL2
p2
2
, (9.42)
et où
f(cL2 , p) = T
p
p−1∏
j=0
Γ(1− 2cL2 − 2cL2 j)Γ(1− 2cL2 j)2
Γ(1− 2cL2 )Γ(2− 2cL2 (p+ j − 1))
. (9.43)
De plus, il est aussi possible de calculer la FAC dans la limite τ ≪ ∆t :
Cτ,τ (∆t) =
τ≪∆t
−cL2 ln(∆t/T ) . (9.44)
Le calcul des cumulants du logarithme des incréments découle du calcul des fonctions
de structure (Eq. (9.41)). On trouve, en effectuant un développement limité de la fonction
f(cL2 , p) (Eq. (9.43)) dans la limite c
L
2 → 0 :
C1,δτS = −
1
2
(ln 2 + γ)+lnσ+
1
2
lnT − 3
2
cL2 +(
13
6
− 4
9
π2)(cL2 )
2+(
1
2
+cL2 ) ln(τ/T )+o((c
L
2 )
2) ,
(9.45)
et
C2,δτS =
π2
8
+
3
2
cL2 +
(
2
3
π2 − 9
2
)
(cL2 )
2 − cL2 ln(τ/T ) + o((cL2 )2) , (9.46)
confirmant ainsi la présence d’une constante additive dans C2 qui n’existe pas dans la FAC
ce qui explique que C2,δτS et la FAC ne coincident pas comme nous l’avons observé dans la
figure 9.3(c). Ainsi, par rapport à un modèle multiplicatif sur une base orthogonale d’onde-
lettes (Section 9.1), le modèle MRW permet de rendre compte des propriétés d’invariance
d’échelle continue, mais l’incrément du signal S à l’échelle intégrale n’est malheureusement
pas Gaussien. Comme observé dans les expériences, au jour d’aujourd’hui, nous n’avons
pas réussi à construire un processus stochastique multifractal qui soit tel que C2,δτS et la
FAC coincident exactement. Toutefois, le modèle MRW montre de façon très claire que les
corrélations à longue portée suffisent à expliquer la multifractalité, le contraire n’étant pas
vrai puisque il existe des signaux multifractals qui soient tels que les fonctions de structure
se comportent en loi de puissance avec un spectre d’exposant ζq non linéaire mais dont la
FAC est identiquement nulle (Section 9.1) [172]. Le modèle MRW apparait donc comme
une première modélisation log-normale des signaux de vitesse Lagrangienne [29, 31]. Il
est possible de généraliser le modèle MRW à un spectre ζp non parabolique : ce sont les
modèles de cascade log-infiniment divisible qui sont l’objet d’un interêt croissant dans la
littérature [86–89, 91, 138, 139].
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9.2.3 Modélisation de l’accélération Lagrangienne par une équa-
tion de Langevin généralisée
Dans la limite de résolution infinie, θ → 0, l’équation de Langevin discrète (Eq. (9.34))
devient une équation de Langevin d’un processus continu :
∂tS = −γS(t) + σL(t) , (9.47)
où L est un bruit Gaussien de moyenne nulle et de variance unité, et γ = 1/T un coefficient
de frottement ("drift"). On peut alors montrer que le processus S est stationnaire et que
sa densité de probabilité PS(S) est l’unique solution stationnaire de l’équation de Fokker-
Planck associée [170] :
∂tP (S, t) = ∂S[−γS + σ2∂S]P (S, t) . (9.48)
On obtient ainsi :
PS(S) = 1√
2πσ2/γ
exp
(
− S
2
2σ2/γ
)
. (9.49)
De manière générale, si l’on appelle β le rapport des coefficients γ et σ2 :
β =
γ
σ2
> 0 , (9.50)
il est possible de montrer que la densité de probabilité de S conditionné à β, P(S|β) :
P(S|β) =
√
β
2π
exp
(
−βS
2
2
)
, (9.51)
est l’unique solution de l’équation de Fokker-Planck associé à l’équation de Langevin (Eq.
(9.47)). Ainsi la densité de probabilité (non conditionnée) de S s’exprime en fonction de
P(S|β) et de la densité de probabilité F(β) du coefficient β qui est désormais libre de
fluctuer :
PS(S) =
∫ +∞
0
P(S|β)F(β)dβ , (9.52)
Dans la littérature, l’équation de Langevin a été beaucoup utilisée pour modéliser les
statistiques de l’accélération en turbulence Lagrangienne. Nous renvoyons le lecteur à la
référence [128] pour une revue détaillée des différents modèles existants. Brièvement, le
modèle consistant à laisser libre de fluctuer la variable β porte le nom de Superstatistics
[119, 120, 173]. Ainsi, si β est une variable8 du χ2 d’ordre n, c’est-à-dire
F(β) = 1
Γ
(
n
2
) ( n
2β0
)n/2
βn/2−1 exp
[
− nβ
2β0
]
, (9.53)
8La variable du χ2 d’ordre n peut être interprétée comme une somme de n Gaussiennes indépendantes.
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alors le calcul de la densité de probabilité de l’accélération a (≡ S) conduit à la forme
particulière :
Pa(a) ∝ 1
(a2 + n/β0)(n+1)/2
, (9.54)
dérivée indépendemment par Tsallis dans son formalisme de mécanique statistique non
extensive [174]. Remarquons que Beck [120] est parvenu à décrire de manière quantitative
les densités de l’accélération mesurée par le groupe de Cornell [26] en imposant à la variable
aléatoire β d’être distribuée de manière log-normale. A notre connaissance, ces études
ne concernent que les statistiques à 1 point de l’accélération, c’est-à-dire sa densité de
probabilité, et aucun test de la validité de ces modèles à rendre compte des statistiques à
2 points n’a été effectué ce qui limite la portée de ces études.
Sixième partie
Conclusion
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Dans ce manuscrit, nous nous sommes attachés à généraliser le formalisme multifractal
de Parisi et Frisch [45] et l’approche du propagateur de Castaing et collaborateurs [9, 92–
99] aux échelles dissipatives, permettant ainsi une compréhension profonde de l’évolution
des statistiques des incréments de vitesse Eulérienne δlu, à travers les échelles, depuis le
domaine dissipatif profond (l≪ ηK) jusqu’à l’échelle intégrale L, en passant par le domaine
inertiel (ηK ≪ l≪ L) dans lequel les fonctions de structure exhibent des lois de puissance
anormales, 〈|δlu|q〉 ∼ lζEq , où le spectre d’exposants ζEq est non-linéaire. Cette étude nous
a permis de décrire, dans un cadre unifié, les fluctuations de vitesse Eulérienne montrant
qu’une seule et même fonction paramétrique, DE(h), permet de reproduire l’ensemble des
statistiques à 1 point exhibées par les signaux expérimentaux et numériques de turbulence
Eulérienne, à savoir les fonctions de structure (〈|δlu|q〉), les cumulants du logarithme des
incréments de vitesse (Cn,δlu), le spectre de puissance (E(k)), et plus généralement, les
densités de probabilité des incréments de vitesse à une échelle l (P(|δlu|)). Nous avons
montré que l’évolution à travers les échelles de cette densité de probabilité ne dépend que
du nombre de Reynolds Re et d’une fonction DE(h), qui acquiert le statut mathématique
de spectre des singularités dans la limite des nombres de Reynolds infiniment élevés. Nous
avons indiqué comment généraliser cette étude aux statistiques des incréments signés, et
nous avons réussi à dériver la densité de probabilité des incréments de vitesse signés,
P(δlu), qui nous a permis de rendre compte du phénomène de Skewness [1–3, 100–103]
observé dans les expériences et les simulations. Pour arriver à ce résultat, nous avons
montré que le phénomène de Skewness est intimement lié à l’étendue du domaine inertiel,
puisque la valeur du facteur d’asymétrie dans ce domaine d’échelles fait intervenir un
nombre de Reynolds critique R∗ = 56, qui délimite l’étendue du domaine inertiel, et définit
l’échelle dissipative de Kolmogorov, ηK = L(Re/R
∗)−3/4. Nous avons pu ainsi montrer
qu’un modèle quadratique pour DE(h), ou de manière équivalente un modèle quadratique
pour ζEq compatible avec la description log-normale originale de Kolmogorov et Obukhov
(KO62) [43, 44], rend compte de manière quantitative du comportement dans les échelles
des fluctuations de vitesse Eulérienne.
En s’inspirant de l’étude des signaux de vitesse Eulérienne, nous avons, de la même
manière, réussi à décrire dans un formalisme unificateur, les statistiques à 1 point exhibées
par les signaux expérimentaux et numériques de vitesse Lagrangienne [106]. Nous avons pu
ainsi montrer qu’une unique fonction paramétrique, DL(h), permet de décrire de manière
quantitative les fluctuations de vitesse Lagrangienne, depuis les échelles dissipatives pro-
fondes où l’incrément de vitesse dépend de manière triviale de l’échelle, δτv(t) = τa(t), a
étant l’accélération d’une particule fluide, jusqu’à l’échelle intégrale T , en passant par les
échelles inertielles pour lesquelles les fonctions de structure exhibent des comportements
en loi de puissance anormaux, 〈|δτv|q〉 ∼ τ ζLq , correctement approximés par un modèle log-
normal quadratique pour le spectre d’exposants ζLq . Nous avons remarqué que le spectre
DL(h) obtenu s’étale jusqu’à des valeurs de l’exposant h de l’ordre de l’unité, ce qui remet
en cause l’utilisation des incréments d’ordre 1 qui ne sont pas adaptés pour détecter et ca-
ractériser des exposants h ≥ 1. Nous avons dû ainsi généraliser notre étude aux statistiques
des incréments d’ordre N qui donnent accès à tous les exposants h < N et nous sommes
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arrivés à la conclusion que l’utilisation des incréments d’ordre N ≥ 2 est nécessaire pour
l’analyse multifractale des signaux de vitesse Lagrangienne.
Suite aux travaux de Tennekes, Lumley [2] et de Borgas [108], nous nous sommes atta-
chés ensuite à établir un lien statistique entre les fluctuations de vitesse Eulérienne et de
vitesse Lagrangienne. Nous avons ainsi réussi à établir que les spectres de singularités de la
vitesse Eulérienne DE(h) et de la vitesse Lagrangienne DL(h) sont reliés via une équation
non linéaire, qui implique qu’un modèle log-normal quadratique ne peut être pertinent
à la fois pour le spectre DL(h) et le spectre DE(h). Nous avons comparé les estimations
expérimentales et numériques du spectre DL(h) aux prédictions théoriques obtenues lors-
qu’on applique cette transformation à un spectre DE(h) quadratique dans la description
log-normale KO62 [43, 44] ainsi qu’au spectre DE(h) prédit par le modèle de Shé-Lévêque
[51]. Nous avons pû constater que si la partie croissante du spectre DL(h) est correctement
reproduite par cette transformation, par contre la partie décroissante dévie significative-
ment de notre estimation expérimentale et numérique du spectre DL(h), révélant par là
que des singularités h > 1 sont probablement présentes dans les signaux de vitesse La-
grangienne. Nous avons fait remarquer que notre méthodologie basée sur la modélisation
des incréments d’ordre N estimés en effectuant les moyennes sur l’ensemble de leur valeur
ne nous permet pas d’accéder à la partie décroissante du spectre DL(h). Une étude com-
plémentaire des signaux de vitesse Lagrangienne avec la méthode MMTO apparaît donc
nécessaire [112–115]. Cette méthode a été spécialement conçue pour mesurer la partie dé-
croissante des spectres des singularités D(h). Toutefois, elle nécessite un domaine inertiel
étendu et des statistiques importantes, deux conditions qui ne sont pas remplies par les
signaux expérimentaux et numériques actuellement disponibles.
Dans une dernière partie, nous avons étendu notre étude aux statistiques d’ordre supé-
rieur dans le domaine inertiel. L’analyse des signaux de vitesses Eulérienne et Lagrangienne
exhibent des corrélations à longue portée, jusqu’à des distances très supérieures à l’échelle
dissipative. Suite aux travaux précurseurs de Cates et Deutsch [72], Meneveau et Chhabra
[73] et Arneodo et collaborateurs [77–79], nous avons montré qu’un modèle hiérarchique
de cascade dans le demi-plan espace-échelle, permet de rendre compte de la décroissance
logarithmique de la fonction d’auto-corrélation connexe observée expérimentalement. Nous
avons ensuite fait le lien entre la notion de cascade et le formalisme multifractal, et nous
avons montré que le spectre des singularités généralisé à deux exposants h1 et h2 espacés
d’une certaine distance ∆x dans l’espace physique (ou d’un certain temps ∆t), s’exprime
directement en fonction du spectre des singularités des fluctuations de vitesse DE(h) (ou
DL(h)). Nous avons enfin présenté les récentes tentatives de construction de processus aléa-
toires multifractals à invariance continue d’échelle, en essayant de discuter leur pertinence
à modéliser les statistiques des fluctuations de vitesse le long des trajectoires de particules
Lagrangiennes.
La conclusion principale de ce manuscrit de thèse réside dans la mise en évidence de
l’universalité des très petites échelles de la turbulence, c’est-à-dire les échelles dissipatives.
171
En cohérence avec les travaux de Nelkin [67], nous avons montré que l’information sur les
statistiques des fluctuations de vitesse dans le domaine inertiel, qui est contenue dans le
spectre des singularités, est omniprésente dans le domaine dissipatif sous une forme non tri-
viale mais néanmoins accessible. C’est une étude expérimentale et numériques spécialement
dédiée aux très petites échelles, qui devrait permettre d’approfondir notre compréhension
de la physique de la turbulence pleinement développée.
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Annexe A
De l’existence d’une échelle intégrale
pour les fonctions multifractales
Nous reprenons ici une démonstration schématique basée sur l’inégalité fondamentale de
Ho¨lder [175] présente dans la thèse de Delour [139] et qui montre qu’une fonction u(x) (par
exemple la vitesse !) ne peut être multifractale que dans un domaine borné (inférieurement
ou supérieurement) d’échelles. Nous définirons une fonction multifractale, toute fonction
telle que ses fonctions de structure se comportent en loi de puissance :
Mq(l) = 〈|u(x+ l)− u(x)|q〉 = Kq
(
l
L
)ζq
, (A.1)
où L une constante qui adimensionnalise l’argument de la loi de puissance, Kq et ζq des
fonctions de q seulement (indépendantes de l et L). L’inégalité de Ho¨lder impose que,
∀l > 0, Mq(l) est une fonction convexe1 de q, en particulier Mq(L) = Kq. La convexité se
traduit par la positivité des dérivées secondes en fonction de q. Ainsi, en notant ′ la dérivée
par rapport à q,
∀q , [lnMq(l)]′′ = ζ ′′q ln
l
L
+ [lnKq]
′′ ≥ 0 . (A.2)
Dans un cadre multifractal, la dérivée seconde de ζq est non nulle, et on obtient
l ≤ L min
q
exp
(
− [lnKq]
′′
ζ ′′q
)
si ζ ′′q < 0 ou l ≥ L max
q
exp
(
− [lnKq]
′′
ζ ′′q
)
si ζ ′′q > 0 , (A.3)
ce qui donne la limite de validité de la relation (A.1). Dans le cadre log-normal du modèle
KO62 [43, 44], ζ ′′q = −c2 < 0, et Kq est le moment d’ordre q d’une Gaussienne2 (Eq.
(2.37)) ; d’après l’équation (A.3) cela implique que la fonction u ne peut être multifractale
que pour des échelles l ≤ L.
1Cet argument s’applique aussi à ln(Mq(l)) puisque le logarithme est une fonction strictement croissante.
2La relation (2.37) permet de démonter que
[lnKq]
′′ =
q→+∞
1
2q
⇒ min
q
[lnKq]
′′ = 0 .
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Annexe B
Transformation en ondelettes
Nous proposons dans ce chapitre de faire une présentation très rapide de la transformée
en ondelettes, qui est un domaine très riche et vivant des mathématiques et du traitement
du signal [98, 112, 115, 169, 176–180]. La transformée en ondelettes a été introduite au dé-
but des années 80 par deux chercheurs français, Morlet et Grossmann [181–184]. Intéressés
par l’étude de signaux sismiques intervenant dans la recherche pétrolière, ils réalisent que
les décompositions spectrales "classiques" sont inadaptées à l’analyse de signaux combinant
plusieurs échelles (ou fréquences) caractéristiques (voire un continuum). Pour y remédier,
ils proposent une transformation qui permet une représentation du signal simultanément
dans le temps (ou dans l’espace) et dans les échelles : le signal n’est plus décomposé en com-
posantes fréquentielles mais en une combinaison linéaire de fonctions élémentaires localisées
en différents points de l’espace et ayant des tailles différentes. Ces fonctions élémentaires
sont toutes construites à l’aide d’une unique fonction mère ψ, par dilatations (a > 0) et
translations (b) de celle-ci : ψb,a(x) = ψ((x − b)/a). La transformation en ondelettes d’un
signal s(x) consiste à le décomposer sous la forme d’une combinaison linéaire d’ondelettes
ψb,a pondérées par le coefficient
1
Tψ[s](b, a) =
∫
ψ((x− b)/a)s(x)dx . (B.1)
Nous nous contenterons ici d’admettre que la relation précédente est inversible si l’ondelette
est de moyenne nulle, c’est-à-dire ∫
ψ(x)dx = 0 . (B.2)
La condition d’admissibilité précédente permet un large choix d’ondelettes mères. Un choix
traditionnel est la famille des dérivées successives de la fonction Gaussienne :
ψ(N) =
dN
dxN
e−x
2/2 , (B.3)
1A un facteur multiplicatif près que nous prendrons égal à 1.
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Fig. B.1 – Représentation des "ondelettes" mères du pauvre δ(1), δ(2) et δ(3) définies dans
l’équation (B.5) [98, 150, 185].
qui sont des ondelettes C∞ qui présentent l’avantage d’être bien localisées à la fois dans
l’espace direct et dans l’espace de Fourier. Comme on peut le remarquer, plus N augmente,
plus ψ(N) est oscillante dans la mesure où ses N premiers moments nuls :∫
xqψ(N)(x)dx = 0 , 0 ≤ q < N . (B.4)
Malheureusement, ces ondelettes sont mal définies aux petites échelles (a de l’ordre du
pixel). Nous préfèrerons donc dans la suite utilisée l’ondelette dite du "pauvre" [149, 150],
c’est-à-dire l’incrément δ(1) (de moyenne nulle) et sa généralisation à N moments nuls δ(N)
[98, 150, 185] pour lesquelles le facteur de dilatation est directement relié à un nombre
de pixels2. Nous avons représenté dans la figure B.1, les ondelettes mères du pauvre δ(N)
d’ordre N = 1, 2 et 3, dont les N premiers moments sont nuls. Le coefficient en ondelettes
(Eq. (B.1)) s’exprime directement en fonction du signal s :
Tδ(1) [s](l, x) = δ
(1)
l s(x) = s(x+ l)− s(x) ,
Tδ(2) [s](l, x) = δ
(2)
l s(x) = s(x+ 2l)− 2s(x+ l) + s(x) ,
Tδ(3) [s](l, x) = δ
(3)
l s(x) = s(x+ 4l)− 2s(x+ 3l) + 2s(x+ l)− s(x) ,
Tδ(4) [s](l, x) = δ
(4)
l s(x) = s(x+ 4l)− 4s(x+ 3l) + 6s(x+ 2l)− 4s(x+ l) + s(x) .
(B.5)
Remarquons que δ
(1)
l s(x) est la dérivée numérique (par différence finie) évaluée sur l pixels
du signal s au point x et δ
(2)
l s(x) la discrètisation du laplacien évaluée sur 2l pixels.
2Remarquons que la nature hautement singulière de ces "ondelettes" ne permet pas une représentation
claire du signal dans le demi-plan espace-échelle [98].
Annexe C
Incréments, transformation en
ondelettes et analyse des singularités
Nous proposons dans cette annexe, une présentation simplifiée de l’analyse des singula-
rités par la tranformée en ondelettes. Nous renvoyons le lecteur aux références [98, 112–115]
pour plus de précisions et une bibliographie détaillée.
Un comportement singulier d’un signal s(x) en un point x0 est généralement caractérisé
par un exposant h(x0) appelé exposant de Ho¨lder. Cet exposant est défini comme le plus
grand exposant h tel qu’il existe un polynôme Pn de degré n et une constante C vérifiant
|s(x)− Pn(x− x0)| ≤ C|x− x0|h , lorsque x→ x0. (C.1)
Notons que le polynôme Pn(x−x0) n’est autre que le développement de Taylor à l’ordre n
du signal s au point x0, et que génériquement n ≤ h(x0) < n+1. En d’autres termes, h(x0)
est l’exposant qui caractérise le premier terme singulier apparaissant dans le développement
de Taylor de s en x0 :
s(x) = s(x0) + (x− x0)s(1)(x0) + ...(x− x0)
n
n!
s(n)(x0) + C|x− x0|h(x0) , (C.2)
où s(k) représente la dérivée d’ordre k de s. L’exposant de Ho¨lder h(x0) quantifie en quelque
sorte la "force" de la singularité localisée en x0 : plus h(x0) est grand plus la singularité est
faible. En fait, si h(x0) n’est pas entier, n < h(x0) < n+1, on peut se convaincre facilement
que le signal est n fois dérivable en x0 mais n’est pas n+ 1 fois dérivable.
Rappelons que l’ondelette analysatrice est par définition de moyenne nulle (Eq. (B.2)).
Dans le cas des dérivées successives de la Gaussienne ψ(N) (Eq. ( B.3)) ou de l’ondelette
du pauvre généralisée δ(N), les moments jusqu’à l’ordre N − 1 sont nuls. Cela signifie que
ces ondelettes sont orthogonales aux polynômes d’ordre strictement inférieur à N . Ainsi,
une ondelette d’ordre N va annuler les N premiers termes de la série de Taylor du signal
s au point x0 considéré. Ainsi, si h(x0) < N , le comportement dominant est celui donné
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par le terme |x− x0|h(x0) dans l’équation (C.2) et le coefficient en ondelettes de s au point
b = x0 se comporte en loi de puissance en fonction de l’échelle a = l avec l’exposant h(x0) :
|Tδ(N) [s](x0, l)| ∼ lh(x0) , lorsque l→ 0 . (C.3)
Si au contraire h(x0) > N , le comportement dominant de la série de Taylor (modulo les N
premiers moments qui sont annulés par δ(N)) devient (x−x0)N . On démontre alors comme
précédemment que la transformation en ondelettes se comporte comme
|Tδ(N) [s](x0, l)| ∼ lN , lorsque l→ 0 . (C.4)
Dans de telles conditions, l’exposant N est mesuré à la place de l’exposant h(x0). Il faudra
donc toujours s’assurer que l’on a bien choisi N suffisamment grand (N > maxx(h(x))),
afin de bien mesurer l’exposant de Ho¨lder local. En supposant cette condition réalisée,
la transformation en ondelettes Tδ(N) [s] d’un signal (de vitesse) s se comportement en l
N
autour des zones où le signal s est régulier (domaine dissipatif) et en lh ≫ lN autour
des zones singulières (domaine inertiel).
Dans le cadre de l’analyse des signaux de vitesse longitudinale en turbulence Eulérienne,
le plus grand exposant de Ho¨lder est estimé de l’ordre de hmax ≈ 0.6 [15, 79, 80, 98,
102, 139]. Ainsi, l’incrément d’ordre N = 1 suffit à mesurer l’ensemble de la gamme des
singularités : 0.1 . h . 0.6.
Dans le cadre de la turbulence Lagrangienne, le plus grand exposant de Ho¨lder est de
l’ordre de hmax ≈ 1 [29, 31, 106]. Ainsi, l’incrément d’ordre N = 1 est à la limite de ses
capacités pour mesurer l’ensemble de la gamme des valeurs prises par l’exposant h : c’est
pour cette raison qu’une ondelette d’ordre N ≥ 2, est nécessaire pour effectuer une analyse
multifractale fiable des signaux de vitesse Lagrangienne.
Annexe D
Les cumulants du logarithme des
incréments de vitesse
Comme nous l’avons mentionné dans l’introduction du chapitre 1, la méthode tradi-
tionnelle de caractérisation de l’intermittence est l’étude systématique des comportements
en loi de puissance des fonctions de structure. Cela permet de mesurer le spectre ζEq (Eq.
(2.1)) et donc le spectre de singularités DE(h) par transformation de Legendre (Eq. (2.25)).
L’étude des corrections intermittentes consiste à estimer l’écart à la linéarité du spectre
ζEq prédite par la théorie monofractale K41 (Eq. (1.2)). L’étude des cumulants Cn(l) du
logarithme des incréments permet de quantifier directement l’intermittence, sans présup-
poser des lois de puissance et une forme particulière du spectre ζEq [9, 79, 80, 92, 95, 139].
L’étude statistique porte sur la valeur moyenne de la valeur absolue des incréments. Ces
grandeurs étant positives, nous pouvons écrire 〈|δlu|q〉 sous la forme
〈|δlu|q〉 = ef(q,l) . (D.1)
En supposant que la fonction f soit développable en série entière en fonction de l’ordre q,
on obtient
f(q, l) =
+∞∑
n=0
Cn(l)
qn
n!
, (D.2)
ce qui définit le cumulant d’ordre n du logarithme de l’incrément de vitesse, Cn(l). Celui-ci
s’exprime en fonction des moments du logarithme de l’incrément :
〈|δlu|q〉 = 〈eq ln |δlu|〉 ,
= 〈
+∞∑
n=0
(ln |δlu|)n q
n
n!
〉 ,
=
+∞∑
n=0
M lnn (l)
qn
n!
,
(D.3)
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où M lnn (l) = 〈(ln |δlu|)n〉 est le moment d’ordre n du logarithme de l’incrément de vitesse.
De la même manière, à partir des équations (D.1) et (D.2), on obtient :
〈|δlu|q〉 = e
∑+∞
n=0 Cn(l)
qn
n! ,
=
+∞∑
p=0
(
∑+∞
n=0 Cn(l)
qn
n!
)p
p!
.
(D.4)
En égalisant les coefficients des deux séries entières, on exprime les cumulants en fonction
des moments,
C0(l) = M
ln
0 (l) = 1 ,
C1(l) = M
ln
1 (l) ,
C2(l) = M
ln
2 (l)−
[
M ln1 (l)
]2
,
C3(l) = M
ln
3 (l)− 3M ln2 (l)M ln1 (l) + 2
[
M ln1 (l)
]3
,
C4(l) = M
ln
4 (l)− 4M ln3 (l)M ln1 (l)− 3
[
M ln2 (l)
]2
+ 12M ln2 (l)
[
M ln1 (l)
]2 − 6 [M ln1 (l)]4 ,
Cn(l) = ...
(D.5)
On peut montrer que seul C1(l) dépend de la variance de l’incrément ; ainsi la comparai-
son des cumulants des signaux de vitesse issus de différentes expériences (numériques ou
expérimentales) est immédiate (à l’échelle intégrale près). De manière plus générale, les
cumulants du logarithme sont les coefficients du développement de Taylor du logarithme
de la fonction caractéristique du logarithme de l’incrément évaluée en −iq :
Ψ(−iq) = ln Φ(−iq) = ln〈eq ln|δlv|〉 =
+∞∑
n=0
Cn(l)
qn
n!
.
La modélisation de l’incrément fait intervenir le produit de deux variables aléatoires
indépendantes βl et δ (Eq. (2.32)), avec δ de loi Gaussiennne. Il est immédiat de montrer
que sous l’hypothèse d’indépendance,
∀n ∈ N , Cn,δlu(l) = Cn,βl(l) + Cn,δ(l) . (D.6)
Les cumulants du logarithme d’une variable Gaussienne δ se déduisent du calcul des mo-
ments suivants :
M lnn,δ =
∫ +∞
−∞
(ln |x|)n 1
σ
√
2π
e−
x2
2σ2 dx .
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On trouve1 ainsi :
C1,δ = M
ln
1,δ(l) = −
1
2
(ln 2 + γ) + lnσ ≈ −0.6352 + lnσ ,
C2,δ = M
ln
2,δ(l)−
[
M ln1,δ(l)
]2
=
3
4
ζ(2) =
π2
8
≈ 1.233 ,
C3,δ = M
ln
3,δ(l)− 3M ln2,δ(l)M ln1,δ(l) + 2
[
M ln1,δ(l)
]3
= −7
4
ζ(3) ≈ −2.10 ,
C4,δ = M
ln
4,δ(l)− 4M ln3,δ(l)M ln1,δ(l)− 3
[
M ln2,δ(l)
]2
+ 12M ln2,δ(l)
[
M ln1,δ(l)
]2 − 6 [M ln1,δ(l)]4 ,
=
π4
16
≈ 6.0881 .
(D.7)
Une autre technique de calcul des cumulants du logarithme d’une Gaussienne est le
développement en série entière du logarithme de la fonction de structure d’ordre q (Eqs.
(D.1) et (D.2)). Ainsi, on peut calculer (Eq. (2.37)),
lnKq = ln〈|δ|q〉 = ln
(
2q/2Γ
(
q+1
2
)
Γ
(
1
2
) σp
)
=
+∞∑
n=1
Cn,δ
qn
n!
. (D.8)
Comme nous l’avons mentionné, l’étude des cumulants permet de quantifier l’intermittence
d’un processus sans présupposer l’invariance d’échelle. De manière générale, la fonction de
structure est donnée par les relations (D.1) et (D.2). S’il est possible de factoriser, pour
chaque cumulant Cn(l), la dépendance en échelle l et en ordre n, c’est-à-dire Cn(l) =
g(n)h(l) + Cn,δ, alors le processus fera partie de la classe des processus log-infiniment
divisibles [95, 137, 138]. On trouve ainsi, en posant ζq =
∑+∞
n=0 g(n)
qn
n!
et Kq = 〈|δ|q〉 =
exp
[∑+∞
n=0 Cn,δ
qn
n!
]
, que
〈|δlu|q〉 = Kq exp [ζqh(l)] . (D.9)
Un processus est invariant d’échelle si et seulement si h(l) = ln(l/L), ce qui d’après l’équa-
tion (D.9) conduit bien à un comportement en loi de puissance des fonctions de structure
non signées :
〈|δlu|q〉 = Kq
(
l
L
)ζq
. (D.10)
Citons pour l’exemple deux formes particulières du spectre d’exposants ζq :
– Le processus "incrément" est invariant d’échelle et log-normal de paramètres c1 > 0
et c2 > 0, si et seulement si h(l) = ln(l/L) et g(1) = c1, g(2) = −c2, g(n) = 0,
∀n ≥ 3. On obtient alors
〈|δlu|q〉 = Kq
(
l
L
)ζq
, avec ζq = c1q − c2 q
2
2
. (D.11)
1Le calcul fait intervenir la constante d’Euler γ = lim
n→∞
(
− lnn+∑np=1 p−1), et la fonction de Rieman
ζ(n) =
∑∞
p=1 p
−n.
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– Le processus "incrément" est invariant d’échelle et log-Poisson [51–53] de paramètres
m, γ et δ si et seulement si h(l) = ln(l/L) et g(1) = m − γ ln δ, g(n) = −γ(ln δ)n,
∀n ≥ 2. On obtient alors
〈|δlu|q〉 = Kq
(
l
L
)ζq
, avec ζq = mq + γ (1− δq) . (D.12)
Remarquons que dans le modèle original de She et Lévêque [51] (SL), γ = 2 et
δ = (2/3)1/3, m étant contraint par la relation ζ3 = 1, c’est-à-dire m = 1/9. On
obtient ainsi
ζSLq = q/9 + 2
[
1− (2/3)q/3] = cSL1 q − cSL2 q22 + cSL3 q
3
3!
+ o(q3) , (D.13)
où cSL1 ≈ 0.38142, cSL2 ≈ 0.036534 et cSL3 ≈ 0.0049377.
Annexe E
Au voisinage de la densité de
probabilité Gaussienne
E.1 Cas général
Lorqu’une variable aléatoire est non Gaussienne, il est intéressant de décrire les écarts
à la Gaussianité [155–157]. Nous allons montrer que la densité de probabilité Pv(x) d’une
variable aléatoire v quelconque, s’exprime en fonction des dérivées successives de la densité
Pu(x) d’une autre variable aléatoire u.
La transformée de Fourier de la densité de probabilité Pv(x) est appelée la fonction
caractéristique ϕv(k) de la variable aléatoire v. Pv(x) et ϕv(k) sont donc transformées de
Fourier l’une de l’autre :
ϕv(k) =
∫ +∞
−∞
eikxPv(x)dx et Pv(x) = 1
2π
∫ +∞
−∞
e−ikxϕv(k)dk. (E.1)
On peut alors montrer que les moments Mv(n) = 〈vn〉 de la variable aléatoire v sont reliés
aux dérivées successives de la fonction caractéristique, ce qui permet d’écrire sa série de
Taylor comme
ϕv(k) =
+∞∑
n=0
Mv(n)
(ik)n
n!
. (E.2)
On appelle ψv(k) = lnϕv(k), la seconde fonction caractéristique de la variable aléatoire v
[155–157]. La serie de taylor de ψv(k) fait intervenir les cumulants
1 χv(n) d’ordre n de v,
ψv(k) =
+∞∑
n=1
χv(n)
(ik)n
n!
, (E.3)
1Et non pas les cumulants du logarithme de la variable aléatoire v.
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que l’on peut relier en se limitant aux quatres premiers cumulants aux moments Mv(n) de
la façon suivante :
χv(1) = Mv(1) ,
χv(2) = Mv(2)− [Mv(1)]2 ,
χv(3) = Mv(3)− 3Mv(2)Mv(1) + 2 [Mv(1)]3 ,
χv(4) = Mv(4)− 4Mv(3)Mv(1)− 3 [Mv(2)]2 + 12Mv(2) [Mv(1)]2 − 6 [Mv(1)]4 .
(E.4)
Soit ψu(k) la seconde fonction caractéristique d’une deuxième variable aléatoire u,
ψv(k)− ψu(k) =
+∞∑
n=1
[χv(n)− χu(n)] (ik)
n
n!
, (E.5)
où χu(n) est le cumulant d’ordre n de la variable aléatoire u. En introduisant les coefficients
λn définis par
exp [ψv(k)− ψu(k)] =
+∞∑
n=0
λn
(ik)n
n!
, (E.6)
il est alors possible d’exprimer la densité de probabilité de v en fonction de celle de u, de
la manière suivante :
Pv(x) =
+∞∑
n=0
λn
(−1)n
n!
dnPu(x)
dxn
, (E.7)
où les λn s’expriment en fonction des [χv(n)− χu(n)] et par là quantifient l’écart entre les
densités de probabilité de u et v.
E.2 Cas Gaussien - Développement de Edgeworth
Lorsque la variable aléatoire u est Gaussienne, de moyenne nulle et de variance σ2,
Pu(x) = G(x) = 1√
2πσ2
exp
[
− x
2
2σ2
]
, (E.8)
la relation (E.7) est appelée développement en série de Edgeworth [155, 156, 158]. On peut
alors montrer [155, 156] que
Pv(x) = G(x)
+∞∑
n=0
1
n!
λnhn(x) , (E.9)
où les fonctions hn(x) sont les polynômes d’ Hermite
2 :
hn(x) =
(−1)n
G(x)
dnG(x)
dxn
. (E.10)
2Ces mêmes polynômes interviennent dans l’étude de l’oscillateur harmonique quantique [158]. Nous
renvoyons le lecteur à la référence [186].
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Par exemple3, les quatres premiers polynômes d’Hermite ont comme expression :
h0(x) = 1 ,
h1(x) = x/σ
2 ,
h2(x) = [h1(x)]
2 − 1/σ2 ,
h3(x) = [h1(x)]
3 − 3h1(x)/σ2 .
(E.11)
Nous retiendrons que la densité de probabilité de la variable aléatoire v s’exprime en
fonction des dérivées successives de la Gaussienne :
Pv(x) =
+∞∑
n=0
λn
(−1)n
n!
dnG(x)
dxn
. (E.12)
Remarquons enfin que les dérivées successives de la Gaussienne sont traditionnellement
utilisées comme ondelette mère (c.f. Annexe B, relation (B.3)).
3Dans le cas standardisé (σ2 = 1), on peut montrer que h0(x) = 1, h1(x) = x, et hk+1(x) = xhk(x) −
dhk(x)/dx.
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Annexe F
Relation entre la fonction de corrélation
et la fonction d’auto-corrélation connexe
Nous allons démontrer dans cette annexe le lien (Eq. (8.17)) entre la fonction de cor-
rélation Ml,l(q, q,∆x) = Ml(q,∆x) (Eq. (8.7)), et la fonction d’autocorrélation connexe
(FAC) Cl,l(∆x) = Cl(∆x) (Eq. (8.11)).
Le calcul du développement limité de lnMl(q,∆x) en puissance de q, permet d’écrire
lnMl(q,∆x) = ln〈exp [q (ln βl(x) + ln βl(x+ ∆x))]〉,
= ln
[
1 + 2qC1,βl + q
2(〈ln2 βl〉+ C21,βl + Cl(∆x)) + o(q2)
]
,
= 2qC1,βl + q
2 [Cl(∆x)) + C2,βl ] + o(q2).
(F.1)
D’autre part,
ln[〈βql 〉2] = 2 ln
[
1 + qC1,βl +
q2
2
〈ln2 βl〉+ o(q2)
]
,
= 2qC1,βl + q
2C2,βl + o(q
2) .
(F.2)
Les équations (F.1) et (F.2) conduisent à la relation
ln
(Ml(q,∆x)
〈βql 〉2
)
= q2Cl(∆x)) + o(q2) , (F.3)
ce qui démontre l’équation (8.17), dans la limite q → 0 :
Cl(∆x)) =lim
q→0
1
q2
ln
(Ml(q,∆x)
〈(βl)q〉2
)
. (F.4)
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Résumé
Le formalisme multifractal de Parisi et Frisch, ainsi que l’approche du propagateur de Castaing
et collaborateurs, permettent de décrire de manière quantitative, dans le domaine inertiel, les
statistiques des incréments de vitesse longitudinale en turbulence pleinement développée. Dans
ce mémoire de doctorat, nous montrons que la physique liée aux effets dissipatifs, complètement
pilotée par le nombre de Reynolds local, a des conséquences non triviales sur les statistiques des
incréments de vitesse Eulérienne. A l’aide d’arguments dimensionnels simples, nous proposons une
formalisation précise, dans le cadre du formalisme multifractal, de "l’accélération" du propagateur
observée dans le domaine dissipatif intermédiaire, entre le domaine inertiel et le domaine dissipatif
profond dans lequel les statistiques des incréments deviennent indépendantes de l’échelle. Nous
montrons en particulier qu’il est possible, pour un nombre de Reynolds donné, de calculer la
densité de probabilité des incréments de vitesse à toutes les échelles, moyennant une fonction
paramétrable DE(h), qui sera assimilée au spectre des singularités dans la limite des nombres
de Reynolds infiniment grands. Nous discutons aussi comment adapter notre formalisme pour
rendre compte du phénomène de Skewness. Nous montrons qu’il est possible de généraliser notre
approche à une description unifiée des fluctuations de vitesse Lagrangienne. Nous comparons
nos prédictions théoriques avec des données expérimentales et numériques. Cette étude permet
d’estimer le spectre DL(h) des singularités de la turbulence Lagrangienne et d’en démontrer le
caractère universel. Nous évoquons ensuite la possibilité d’établir une transformation formelle entre
les spectres des singularités de la turbulence Eulérienne DE(h) et de la turbulence Lagrangienne
DL(h). Pour conclure, nous généralisons notre approche aux statistiques d’ordre supérieur afin de
tester divers modèles de cascade sur des données expérimentales et numériques.
Abstract
The multifractal formalism of Parisi and Frisch, and the Propagator approach of Castaing et
al., provide a quantitative description of the statistical behavior, in the inertial range, of velo-
city increments of fully developed turbulent flows. In this PhD thesis, we show that the physics
of dissipative effects, that is completely governed by the local Reynolds number, has non trivial
consequences on velocity increment statistics. Thanks to simple dimensional arguments, we pro-
pose a unified picture, in the framework of the multifractal formalism, of the "acceleration" of the
propagator observed in the intermediate dissipative range, in between the inertial range and the
dissipative range in which statistics become independent on scale. In particular, we show that it
is possible to compute, for a given Reynolds number, the probability density function of velocity
increments at every scale, a function that depends only on a single parameter function DE(h)
that acquires the mathematical status of singularity spectrum in the limit of infinite Reynolds
numbers. We discuss how to adapt our formalism in order to take into account the phenomenon
of Skewness. We show that it is possible to generalize our formalism to describe the statistics
of Lagrangian velocity fluctuations. We compare our theoretical predictions to experimental and
numerical data. This study allows us to estimate the singularity spectrum DL(h) of Lagrangian
velocity and to demonstrate its universal behavior. Then, we show that it is possible to establish
a formal transformation between the singularity spectra DE(h) of Eulerian turbulence and DL(h)
of Lagrangian turbulence. To conclude, we generalize our approach to higher order statistics in
order to test various cascade model predictions on experimental and numerical data.
