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In this paper we study the existence and uniqueness of the gen-
eralized stationary waves for one-dimensional viscous isentropic
compressible ﬂows through a nozzle with discontinuous cross sec-
tion. Following the geometric singular perturbation technique, we
establish the existence and uniqueness of inviscid and viscous sta-
tionary waves for the regularized systems with molliﬁed cross sec-
tion. Then, the generalized inviscid stationary waves are classiﬁed
for discontinuous and expanding or contracting nozzles by the lim-
iting argument. Moreover, we obtain the generalized viscous sta-
tionary waves by using Helly’s selection principle. However, due
to the choices of molliﬁed cross section functions, there may ex-
ist multiple transonic standing shocks in the generalized stationary
waves. A new entropy condition is imposed to select a unique ad-
missible standing shock in generalized stationary wave. We show
that, such admissible solution selected by the entropy condition,
admits minimal total variation and has minimal enthalpy loss
across the standing shock in the limiting process.
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1. Introduction
The purpose of this paper is to investigate the existence and uniqueness of generalized station-
ary waves for viscous compressible gas ﬂow through a nozzle with discontinuous cross section. We
consider the following one-dimensional model:
{
(aρ)t + (aρu)x = 0,
(aρu)t +
(
aρu2 + aP (ρ))x = axP (ρ) + ε(aux)x, (1.1)
where ρ,u, P , ε > 0 and a = a(x) are respectively the density, velocity, pressure, viscosity coeﬃcient
of the gas and the area of the cross section at x of the rotationally symmetric tube of the nozzle. The
pressure P is assumed to be a given function of ρ . Throughout this article, we assume P (ρ) satisﬁes
the following assumption:
(A1) P (0) = 0, P ′(ρ) > 0, P ′′(ρ) 0, P ′′′(ρ) < 0, for ρ > 0.
Note that, for polytropic gases, P (ρ) = Aργ for some A > 0, 1  γ  5/3 and satisﬁes the assump-
tion (A1). Moreover, we assume the area function a(x) is piecewise smooth and satisﬁes one of the
following assumptions:
(A2)
⎧⎨
⎩
a(x) → aL > 0 as x → 0− and a(x) → aR > 0 as x → 0+;
a(x) → a± as x → ±∞ with a− < aL < aR < a+;
ax(x) > 0, ∀x = 0 and ax(x) → 0 as x → ±∞,
or
(A3)
⎧⎨
⎩
a(x) → aL > 0 as x → 0− and a(x) → aR > 0 as x → 0+;
a(x) → a± as x → ±∞ with a− > aL > aR > a+;
ax(x) < 0, ∀x = 0 and ax(x) → 0 as x → ±∞.
The assumption (A2) means that the duct is an expanding nozzle and the area of cross section a(x)
has a discontinuity at x = 0, see Fig. 1. Similarly, the assumption (A3) implies that the nozzle is
contracting with a discontinuity at x = 0.
For the inviscid case ε = 0, system (1.1) is reduced to the compressible Euler equations
{
(aρ)t + (aρu)x = 0,
(aρu)t +
(
aρu2 + aP (ρ))x = axP (ρ), (1.2)
which can be written as the following nonlinear balance laws
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∂t
+ ∂ f (w)
∂x
= ax(x)h(a,w), (1.3)
where w = (ρ,ρu), h(a,w) = −a−1(ρu,ρu2). The existence of global weak solutions and their
asymptotic behaviors to the Cauchy problem of (1.3) were ﬁrst investigated by Liu [14]. More precisely,
the global existence results for the non-transonic case were established by using the steady-state
scheme whose building blocks consist of solutions for the following equation:
∂ f (w)
∂x
= ax(x)h(a,w). (1.4)
For the transonic case, the asymptotic states or the non-interaction wave patterns of (1.3) were also
studied by Liu [15]. It was pointed out that the asymptotic states consist of shock waves, rarefaction
waves, contact discontinuities for the Riemann problem of (1.3) with uniform ducts (ax(x) = 0) and
the standing waves of (1.3) satisfying (1.4). We notice that, the results of [14,15] were obtained under
the assumption that a(x) is Lipschitz continuous. Hence ax(x) of (1.4) is deﬁned in the distribution
sense.
Another approach to the global existence results for system (1.3) was introduced by Isaacson and
Temple [11], Hong and Temple [8] for the 2 × 2 resonant (with repeated eigenvalues) hyperbolic
systems, and by LeFloch and Liu [12], Hong [4] for the general n × n strictly hyperbolic systems. To
extend the Glimm method, system (1.3) was augmented by adding the equation at = 0 and became
∂U
∂t
+ ∂ F (U )
∂x
= ax(x)H(U ), (1.5)
where U = (a,w)T , F (U ) = (0, f (a,w))T and H(U ) = (0,h(a,w))T . Although the source term
ax(x)h(a,w) is deﬁned only in the measure sense (cf. [1,13]), the Glimm method can still be car-
ried out successfully for the existence results in both general strictly hyperbolic systems and 2 × 2
resonant systems. However, for the Riemann problem of resonant systems, due to the bifurcations
between the standing waves and zero speed shocks from nonlinear ﬁelds, there is no uniqueness of
weak solutions determined by the Rankine–Hugoniot and Lax entropy conditions. Indeed, in 2×2 res-
onant systems, there are at most three kinds of Riemann solutions for some Riemann data [8,11,15].
To overcome this diﬃculty, the so-called weighted Temple functional Lw was introduced in [8] to select
a unique entropy solution of (1.5). The desired entropy solution U was chosen along those solu-
tions if the value of Lw(U ) is minimal. However, this criterion selects the unique solution of the
Riemann problems except for some critical cases that the Riemann data located on some bound-
aries [8]. To the best of our knowledge, the uniqueness of solutions to the Riemann problem of (1.5)
is still open.
For the viscous case ε > 0, in [10], Hsu and Liu considered the transonic steady-state problem
of (1.1) for speciﬁc nozzles, which can be reduced to the following two-point boundary value problem:
εu′′ = f (x,u)′ − c(x)G(u). (1.6)
The authors of [10] gave a detailed analysis on the existence, multiplicity, local uniqueness and stabil-
ity of solutions to the boundary value problem of (1.6). Recently, following the technique of geometric
singular perturbations (GSP in short) developed in [2,3,16], Hong et al [5–7] obtained the analogous
results of [10] for the viscous proﬁles of stationary waves of (1.1) in both contracting–expanding and
expanding–contracting ducts [5–7]. Such viscous proﬁles, in the language of GSP, can be characterized
as the combination of the trajectories for the limiting slow system on the slow manifold and the tra-
jectories of limiting fast system governed by the Rankine–Hugoniot condition. Furthermore, in [6,7]
the authors obtained the existence and linear stability of some smooth proﬁles of stationary waves
from subsonic to supersonic states in the case contracting–expanding ducts. We emphasize that, the
results of [5–7] were established when a(x) in (1.1) is suﬃciently smooth.
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stationary waves when a(x) satisﬁes either (A2) or (A3). Since ax(x) is not deﬁned at x = 0, we call the
stationary waves of (1.1) as generalized stationary waves. By mollifying a(x) smoothly and imposing
an entropy condition to the sequence of regularized solutions of (1.1), we extend the GSP method
to establish the existence and uniqueness of generalized inviscid and viscous stationary waves. More
precisely, the source term of (1.1) lacks of regularity due to the discontinuity of a(x) at x = 0. To
overcome the diﬃculty, we introduce the molliﬁcation {aδ(x)} of a(x) which are governed by a family
of parameters δ and molliﬁed functions (x) (see (3.1)). The area function a(x) can be approximated
by the sequence {aδ(x)} of strictly monotone C∞ functions depending on the choice of δ and (x).
By the monotonicity of aδ , we can re-scale the variable x by aδ so that the equation for stationary
waves can be reformulated into (2.10), which means that the orbits of solutions in ρ-a plane only
depend on the choice of (x) but not on δ. Applying the GSP method, we prove the existence of
inviscid stationary waves (ρδ(x),uδ(x)) for system (1.2) under such molliﬁcation {aδ(x)}. In Section 2,
one can see that the stationary waves (ρδ(x),uδ(x)) consist of the orbits satisfying Eq. (2.10) and the
zero-speed shocks satisfying the Rankine–Hugoniot condition (2.13).
For the case that (ρδ(x),uδ(x)) either contains no jump or one jump lies outside the interval Iδ :=
(−δ, δ), according to the GSP theory, all the inviscid stationary waves (ρδ(x),uδ(x)) admit viscous
stationary waves (ρεδ (x),u
ε
δ (x)) for the viscous system (1.1), and
(
ρεδ (x),u
ε
δ (x)
) −→
ε→0
(
ρδ(x),uδ(x)
)
in L1(K ) for any compact subset K of R. Taking δ → 0, the limiting proﬁle (or admissible generalized
inviscid stationary wave)
(
ρ(x),u(x)
) := lim
δ→0
(
ρδ(x),uδ(x)
)
(1.7)
consists of either a piecewise smooth curve satisﬁes E(ρ(x),a(x)) = constant, where E(ρ,a) is the
enthalpy (see (2.11)). There is a discontinuity at x = 0, which may or may not in part correspond to a
zero-speed shock governed by the Rankine–Hugoniot condition. In particular the generalized inviscid
stationary wave has a discontinuity at x = 0. Furthermore, (ρ(x),u(x)) is independent of the choice
of δ and (x), which gives the unique proﬁle of generalized inviscid stationary wave for (1.2). Then,
applying Helly’s selection principle, we are able to select a convergence subsequence {(ρεδi (x),uεδi (x))}
of {(ρεδ (x),uεδ (x))} such that the generalized viscous stationary solution (ρε(x),uε(x)) of (1.1) can be
constructed by the following limit
(
ρε(x),uε(x)
) := lim
δi→0
(
ρεδi (x)u
ε
δi
(x)
)
. (1.8)
in L1(K ) for any compact subset K of R. On the other hand, if (ρδ(x),uδ(x)) consists of one jump
located in Iδ , then, as described in Section 3, for any δ > 0 the admissible generalized stationary wave
(ρ(x),u(x)) depends on the choice of (x). That is, the uniqueness of (ρ(x),u(x)) fails in this case due
to the different choice of (x).
The main issue of this paper is to select a unique admissible solution (ρδ(x),uδ(x)) within the
molliﬁcation {aδ(x)} for inviscid case. It can be accomplished by imposing an extra entropy condition
for (ρδ(x),uδ(x)) beside the Lax entropy condition. The entropy condition, which originated from
optimization problems, is given as follows. Given δ > 0, let Θ := {(ρδ(x),uδ(x))|: (x) satisﬁes (3.1)}
be the family of inviscid stationary solutions of (1.2) where a(x) is molliﬁed by aδ(x) depending on
the choice of (x), and {(ρ(x),u(x))|} be the family of δ-limit functions of Θ . Then, the admissible
stationary solutions (ρδ(x),uδ(x))| of (1.2) are chosen as the minimizers of the following optimization
problem
(E1) min
ρ (x)| ∈Θ
{
T .V .
(
ρδ(x)|
)− T .V .(ρ(x)|)},
δ 
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problem (E1) is unique in both cases (A2) (when the shock is suﬃciently weak) and (A3), which
means that there exists a unique ¯(x) such that (ρδ(x),uδ(x))|¯ is a minimizer of problem (E1). More-
over, (ρδ(x),uδ(x))|¯ is the only solution consistent with limiting solution (ρ(x),u(x)) as δ → 0, that
is,
lim
δ→0 T .V .
(
ρδ(x)|¯
)= T .V .(ρ(x)|¯).
On the other hand, arising from gas dynamics, the entropy condition (E1) is equivalent to the
following optimization problems (E2) and (E3):
(E2) min{(ρδ,uδ)|}
{
T .V .(ρδ(x)|)
}
, (E3) min{(ρδ,uδ)|}
{
Lδ(ρδ(x)|)|
}
,
where Lδ(ρ(x)|) (deﬁned in Section 3) describes the loss of enthalpy between the left and right states
of the standing shock in (ρδ(x),uδ(x))| . Condition (E2) can be regarded as the problem ﬁnding the
minimizers of the un-weighted Temple functional (cf. [8]), while condition (E3) directs to the problem
of ﬁnding the entropy solutions with minimal enthalpy loss along the standing shocks. In Section 3
we show those conditions are indeed equivalent, which gives a reasonable statement of imposing such
conditions. We emphasize that, the discontinuity at x = 0 for the limiting solution (ρ(x),u(x)) does
not satisfy the Rankine–Hugoniot condition. It is reasonable due to the appearance of the source term
axh in (1.4). Indeed, the discontinuity can be regarded as the composition of Rankine–Hugoniot shock
and the limit of smooth wave for (1.4). Such discontinuity also can be seen in [8,9]. In the end, using
the GSP method together with entropy condition (E1) and Helly’s selection principle, we establish the
existence and uniqueness of generalized inviscid and viscous stationary waves of (1.1) in transonic
case.
The remainder of this paper is organized as follows. In Section 2, we modify and recall the results
for inviscid and viscous steady-states of [6] when a(x) is smooth. In Section 3, we ﬁrst mollify the area
function smoothly. Then, applying the results of Section 2 combined with the limiting argument, we
classify the generalized inviscid stationary waves for expanding and discontinuous nozzles. We further
derive the unique optimal solution of (E2) and (E3), and obtain the unique generalized stationary
wave which consists of the transonic shock and satisﬁes (E1). Similar results for the case of (A3)
are discussed in Section 4. Some ﬁgures of the generalized inviscid stationary waves for contracting
nozzles are illustrated in Appendix A.
2. The inviscid steady-states for the molliﬁed system – with continuous cross section
This section concerns with the inviscid and viscous stationary waves of (1.1) through a nozzle
with smooth cross section. The steady-state problem was considered in the work [5,6] by using the
geometric singular perturbation theory. Different to the setting of [5,6], the area of cross sections is
discontinuous in our problem. Therefore, our main idea is to study our problem by mollifying the area
of the cross section smoothly. Then we can apply the results of [6] and using the limiting argument
to derive the generalized stationary waves to our problem. For completeness, we modify and recall
the results of [6] in the following of this section.
The steady-state solutions of system of (1.1) satisfy
{
(aρu)x = 0,(
aρu2 + aP (ρ)) = ax P (ρ) + ε(aux)x. (2.1)x
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of x such that a(−∞) = a− and a(∞) = a+ . Then we are interesting in ﬁnding solutions of (2.1)
subject to the following condition:
(
ρ(x;ε),u(x;ε))→ (ρ±(ε),u±(ε)) as x → ±∞. (2.2)
From the ﬁrst equation in (2.1), we know that aρu = mε for some constant mε > 0. Substituting
u =mεa−1ρ−1 into the second equation (2.1), we get
(
m2ε
aρ
+ aP (ρ)
)
x
= axP (ρ) + ε
(
a
(
mε
aρ
)
x
)
x
. (2.3)
According to the assumption of a(x), a(x) is invertible and we can treat the space variable x as a
function of a. Therefore, by changing the variable x by a and introducing the new variable
w := εa
(
mε
aρ
)
x
− m
2
ε
aρ
− aP (ρ), (2.4)
system (2.1) can be transformed to the following singularly perturbed system
{
ερ˙ = −εa−1ρ −m−1ε h(a)ρ2
(
w +m2εa−1ρ−1 + aP (ρ)
)
,
w˙ = −P (ρ), (2.5)
where “·” means d/da and h(a) := a−1x (x(a)) for a ∈ [a−,a+]. In terms of the fast scale ξ := a/ε,
system (2.5) becomes
{
ρ ′ = −εa−1ρ −m−1ε h(a)ρ2
(
w +m2εa−1ρ−1 + aP (ρ)
)
,
w ′ = −εP (ρ), (2.6)
where “ ′ ” means d/dξ . Systems (2.5) and (2.6) are called the slow and fast system respectively.
Obviously, to obtain solutions for (2.1) satisfying (2.2) is equivalent to solve the singular perturbed
problem (2.5) subjects to the following boundary condition
(
ρ(a±;ε),w(a±;ε)
)= (ρ±(ε),w±(ε)), (2.7)
where
w±(ε) := −m2εa−1± ρ±(ε)−1 − a±P
(
ρ±(ε)
)
.
To examine the problem by using the geometric singular perturbation theory, we ﬁrst consider the
inviscid or limiting systems of (2.5) and (2.6), i.e.,
{
0 = w +m20a−1ρ−1 + aP (ρ),
w˙ = −P (ρ), (2.8)
and
{
ρ ′ = −m−10 h(a)ρ2
(
w +m20a−1ρ−1 + aP (ρ)
)
,
′ (2.9)w = 0,
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ε → 0. Our purpose is to ﬁnd solutions (ρ(·;0),w(·;0)) of (2.8) which converge to (ρ±,w±) as
a → a± . Then, using the geometric singular perturbation method, we will show that the inviscid so-
lutions (or limiting solutions) (ρ(·;0),w(·;0)) admit viscous solutions (ρ(·;ε),w(·;ε)) of (2.5) (i.e.,
(ρ(·;ε),w(·;ε)) → (ρ(·;0),w(·;0)) as ε → 0) which satisfy the condition (2.7).
2.1. Properties of limiting slow system
Let’s add the redundant equation a˙ = 1 to system (2.8), then the slow manifold for the limiting
slow system (2.8) is given by
Z0 =
{
(ρ,w,a)
∣∣ w = −m20a−1ρ−1 − aP (ρ)}.
It’s obvious that Z0 is the set of equilibria of the limiting fast system (2.6) and the linearized eigen-
value λ of (2.6) in the transversal direction of Z0 is equal to
λ = ah(a)ρ2m−10
(
m20a
−2ρ−2 − P ′(ρ)).
According to the sign of λ, Z0 consists of three portions:
Zu0 :=
{
(ρ,w,a) ∈Z0
∣∣m0a−1ρ−1 >√P ′(ρ), ρ > 0, a ∈ [a−,a+]},
Z s0 :=
{
(ρ,w,a) ∈Z0
∣∣m0a−1ρ−1 <√P ′(ρ), ρ > 0, a ∈ [a−,a+]},
T := {(ρ,w,a) ∈Z0 ∣∣m0a−1ρ−1 =√P ′(ρ), ρ > 0, a ∈ [a−,a+]}.
That is Z0 =Z s0 ∪ T ∪Zu0 . The portion Z s0 is (normally) attracting, Zu0 is (normally) repelling and T is
called the set of turning points. Note that the characteristic eigenvalues of the system (1.1) with ε = 0
are
λ1(ρ,u) = u −
√
P ′(ρ) and λ1(ρ,u) = u +
√
P ′(ρ),
where
√
P ′(ρ) is the sound speed. Hence T corresponds to the sonic states and Zu0 , Z s0 correspond to
supersonic and subsonic states respectively.
According to the deﬁnition of the slow manifold Z0, w can be represented as graph of function of
ρ,a. Hence we can write the system (2.8) in terms of (ρ,a) by
ρ˙ = m
2
0a
−3ρ−1
P ′(ρ) −m20a−2ρ−2
. (2.10)
The limiting slow orbit of (2.10) can be characterized by the following lemma.
Lemma 2.1. (Cf. Lemma 2.1 of [6].) System (2.10) has an integral
E(ρ,a) = Q (ρ) + m
2
0
2a2ρ2
, where Q (ρ) =
ρ∫
P ′(s)
s
ds (2.11)
By Lemma 2.1, the dynamics of (2.8) can be completely solved through the integral (2.11) and
aρu = m0. More precisely, set z1 = (ρ1,w1,a1) and z2 = (ρ2,w2,a2), (2.10) implies that z1 and z2
can be connected by a smooth solution curve of (2.8) if either z1, z2 ∈Zu0 or z1, z2 ∈Z s0, and
E(ρ1,a1) = E(ρ2,a2).
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Moreover, from (2.10) we know that ρ is decreasing on Zu0 and increasing on Z s0. Note that the sonic
states T satisﬁes
P ′(ρ) =m20a−2ρ−2. (2.12)
By (A1) and differentiating (2.12) twice with respect to a, we have
d2ρ
da2
= 16m
6
0ρ + 8m40a2ρ4P ′′(ρ) + 6m20a4ρ7P ′′(ρ)2 − 4m40a2ρ5P ′′′(ρ)
a2(2m20 + a2ρ3P ′′(ρ))3
> 0.
Hence the projection of T on the ρ-a plane is a convex curve, see Fig. 2. Since w can be represented
as a function of ρ and a on the slow manifold, in the sequel of this section we will ignore the
variable w for points on the slow manifold. All the following graphs are described on the projection
ρ-a plane.
Lemma 2.2. (Cf. Lemmas 3.8 and 3.10 of [6].) Let (ρT−,a−) and (ρT+,a+) be the intersection points of
T ∩ {a = a−} and T ∩ {a = a+} respectively.
(1) There are exactly two points Bs+ := (ρs+,a+) ∈Z s0 and Bu+ := (ρu+,a+) ∈Zu0 on the line {a = a+} which
have the same E-level as the state (ρT−,a−), that is, E(ρs+,a+) = E(ρu+,a+) = E(ρT−,a−).
(2) The function E(ρ,a) is strictly decreasing in ρ for (ρ,a) ∈ Zu0 , and is strictly increasing in ρ for
(ρ,a) ∈Z s0 .
Let’s denote the singular orbit in Zu0 from (ρT−,a−) to Bu+ by Λu+ , and the singular orbit in Z s0
from (ρT−,a−) to Bs+ by Λs+ . By part (2) of Lemma 2.2, we know that each level curve E on the set
Zu0 below the curve Λu+ is a single connected curve; that is, two disjoint level curves correspond
to different levels. Hence two points (ρk,ak) ∈ Zu0 for k = 1,2 can be connected by a level curve
(a standing wave) of E if and only if E(ρ1,a1) = E(ρ2,a2). Similar statements hold true for level
curves of E on the set Z s0 above the curve Λs+ (cf. Fig. 2).
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Since (2.10) is singular on T , it is impossible to connect two states z1 ∈ Zu0 and z2 ∈ Z s0 through
a smooth solution of (2.10). Therefore, the limit fast orbit (called a standing shock) of (2.9) is the only
possible curve to connect z1 and z2. Hence we investigate the dynamics of the limiting fast system
(2.9) in this subsection.
According to [6], we can represent ρ ∈ Z0 in terms of w and a. More precisely, we have the
following lemma.
Lemma 2.3. (Cf. Lemmas 3.3 and 3.4 of [6].) There are functions w0(a) < 0 and ρi(w,a) > 0, i = 0,1,2 with
0 < ρ1(w,a) < ρ0(w,a) < ρ2(w,a),
√
P ′(ρ1) <m0a−1ρ−11 and
√
P ′(ρ2) >m0a−1ρ−12 such that Zu0 , Z s0
and T can be represented in the form
Zu0 =
{
(ρ,w,a)
∣∣ ρ = ρ1(w,a), w < w0(a), a ∈ [a−,a+]},
Z s0 =
{
(ρ,w,a)
∣∣ ρ = ρ2(w,a), w < w0(a), a ∈ [a−,a+]},
T = {(ρ,w,a) ∣∣ ρ = ρ0(w,a), w = w0(a), a ∈ [a−,a+]}.
Furthermore, ρ1(w,a) is strictly increasing and ρ2(w,a) is strictly decreasing in w, and as w → −∞,
ρ1(w,a) → 0 and ρ2(w,a) → +∞.
By Lemma 2.3, for any (w∗,a∗) with w∗ < w0(a∗), system (2.9) has two equilibria: (ρ1,w∗,a∗) =
(ρ1(w∗,a∗),w∗,a∗) and (ρ2,w∗,a∗) = (ρ2(w∗,a∗),w∗,a∗). The equilibrium (ρ1,w∗,a∗) is a source
and (ρ2,w∗,a∗) is a sink. Hence there is a heteroclinic orbit (limiting fast orbit) of (2.9) from
(ρ1,w∗,a∗) to (ρ2,w∗,a∗). Therefore, we can deﬁne a map J : Zu0 → Z s0 by J (ρ) = ρˆ (drop the
variables w,a) with (ρˆ,w,a) ∈Z s0 implicitly by
m20
aρˆ
+ aP (ρˆ) = m
2
0
aρ
+ aP (ρ). (2.13)
The map J is well deﬁned and there is a heteroclinic orbit (or standing shock) of system (2.9) from
(ρ,w,a) to (ρˆ,w,a). In fact, the condition (2.13) is exactly the Rankine–Hugoniot jump condition for
a standing shock of the system (2.1) with ε = 0. According to the J map, for any level curve O of E
lies in Zu0 , using the same notation, we call the corresponding curve Oˆ := J (O) belonging to Z s0 as
the jump curve of the limiting slow orbit O. The relation between the limiting slow orbits and jump
curves are described in the following lemma.
Lemma 2.4. (Cf. Lemma 3.12 of [6].)
(1) LetO ⊂Zu0 be a level curve of E and Oˆ ⊂Z s0 . Suppose B = (ρb,ab) ∈O and the curve Oˆ intersects one
level curve Λ of E at point Bˆ := (ρˆb,ab) ∈Z s0 . Then the slope of Oˆ is positive and smaller than that of Λ
at the state Bˆ.
(2) Let (ρ1,a) ∈Zu0 . Suppose (ρ2,a) ∈Z s0 and satisﬁes E(ρ1,a) = E(ρ2,a), that is, (ρ1,a) and (ρ2,a) have
the same E-level. Then J (ρ1) < ρ2 .
(3) Let Ou ∈Zu0 and Os ∈ Z s0 be two level curves of E(ρ,a) with the same level. If (ρTL ,aL) /∈Ou , then Oˆu
lies strictly belowOs .
2.3. Stationary waves for expanding and continuous nozzles
Base on the properties illustrated in previous subsections and using the geometric singular per-
turbation method, in this subsection we will present a classiﬁcation for the inviscid and viscous
stationary waves of (1.1) with smooth area of cross section.
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Let’s denote the level curve of E passing through B ∈ Z0 by OB . Suppose the level curve OB
through B = (ρ,a) intersects the line {a = a+}, then we denote the intersection point by B¯ . We also
use ρ¯ to represent the ρ-component of B¯ .
Theorem 2.5. (Cf. [6].) Assume a(x) is smooth, increasing and satisﬁes a(±∞) = a± , B− = (ρ−,a−), B+ =
(ρ+,a+) ∈Z0 .
(1) Suppose B− ∈Zu0 and B+ ∈Zu0 .
(1-1) If ρ− ∈ (0,ρT−) and ρ+ ∈ [ρu+,ρT+), then there is no inviscid steady-state from B− to B+ .
(1-2) If ρ− ∈ (0,ρT−) and ρ+ < ρu+ , then there is an inviscid steady-state Λ from B− to B+ if and only if
E(B−) = E(B+). The inviscid steady-state admits viscous proﬁles.
(2) Suppose B− ∈Z s0 and B+ ∈Z s0 .
(2-1) If ρ+ ∈ (ρT+,ρs+], then there is no inviscid steady-state from any B− ∈Z s0 to B+ .
(2-2) If ρ− > ρT− and ρ+ > ρs+ , then there is an inviscid steady-state Λ from B− to B+ if and only if
E(B−) = E(B+). The inviscid steady-state admits viscous proﬁles.
(3) Suppose B− ∈Z s0 and B+ ∈Zu0 . Then there is no inviscid steady-state connecting B− and B+ .
(4) Suppose B− ∈Zu0 and B+ ∈Z s0 . Let ˆ¯ρ− and ¯ˆρ− be the ρ-component of ˆ¯B− and ¯ˆB− respectively.
(4-1) If ρ+ ∈ (ρT+, ρˆu+), then there is no inviscid steady-state from B− to B+ .
(4-2) If ρ+ ∈ ( ˆ¯ρ−, ¯ˆρ−), then there is a state B∗ = (ρ∗,a∗) ∈ Z s0 which is the intersection point of OB+
and OˆB− . Let Bˇ∗ := J−1(B∗) ∈Zu0 . The inviscid steady-stateΛ from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ (see Fig. 3). The inviscid
steady-state admits viscous proﬁles.
(4-3) If ρ+ ∈ [ρu+, ¯ˆρ−] ∪ [ ˆ¯ρ−,∞), then there is no inviscid steady-state from B− to B+ .
2.4. Stationary waves for contracting and continuous nozzles
In this subsection, we assume a(x) is a continuous and strictly decreasing function of x such
that a(−∞) = a− and a(∞) = a+ . Following the previous arguments, the structure of the inviscid
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steady-states is almost similar to that of the expanding case. The only difference is the orientation
of the orbits, since a− > a+ . More precisely, let (ρT−,a−), (ρT+,a+) be the points of intersection
T ∩ {a = a−} and T ∩ {a = a+} respectively, then there are exactly two states Bs− := (ρs−,a−) ∈ Z s0
and Bu− := (ρu−,a+) ∈Zu0 on the line {a = a−} which have the same E-level as the state (ρT+,a+), that
is, E(ρs−,a−) = E(ρu−,a−) = E(ρT+,a+). By the same way, we have the following results.
Theorem 2.6. Assume a(x) is smooth, decreasing and satisﬁes a(±∞) = a± , B− = (ρ−,a−), B+ =
(ρ+,a+) ∈Z0 .
(1) Suppose B− ∈Zu0 and B+ ∈Zu0 .
(1-1) If ρ+ ∈ (0,ρT+) and ρ− ∈ [ρu−,ρT−), then there is no inviscid steady-state from B− to B+ .
(1-2) If ρ+ ∈ (0,ρT+) and ρ− < ρu− , then there is an inviscid steady-state Λ from B− to B+ if and only if
E(B−) = E(B+). The inviscid steady-state admits viscous proﬁles.
(2) Suppose B− ∈Z s0 and B+ ∈Z s0 .
(2-1) If ρ− ∈ (ρT−,ρs−], then there is no inviscid steady-state from any B− ∈Z s0 to B+ .
(2-2) If ρ− > ρs− and ρ+ > ρT+ , then there is an inviscid steady-state Λ from B− to B+ if and only if
E(B−) = E(B+). The inviscid steady-state admits viscous proﬁles.
(3) Suppose B− ∈Z s0 and B+ ∈Zu0 . Then there is no inviscid steady-state connecting B− and B+ .
(4) Suppose B− ∈Zu0 and B+ ∈Z s0 . Let ˆ¯ρ− and ¯ˆρ− be the ρ-component of ˆ¯B− and ¯ˆB− respectively.
(4-1) If ρ− ∈ [ρu−,ρT−), then there is no inviscid steady-state from B− to B+ .
(4-2) If ρ− < ρu− , ρ+ ∈ ( ¯ˆρ+, ˆ¯ρ+), then there is a state B∗ = (ρ∗,a∗) ∈Z s0 which is the intersection point
of OB+ and OˆB− . Let Bˇ∗ := J−1(B∗) ∈Zu0 . The inviscid steady-state Λ from B− to B+ consists of
a portion of OB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion of OB+ , see Fig. 4.
The inviscid steady-state admits viscous proﬁles.
(4-3) If ρ− < ρu−, ρ+ ∈ (ρT+, ¯ˆρ+] ∪ [ ˆ¯ρ+,∞), then there is no inviscid steady-state from B− to B+ .
See Fig. 4.
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In this section, we will consider the existence and uniqueness of generalized stationary waves of
(1.1) with expanding and discontinuous nozzles. According to the assumption of (A2), we will ﬁrst
mollify the area function a(x) into a smooth and monotonic increasing function. Suppose δ > 0, let’s
deﬁne the smooth function aδ(x) by
aδ(x) :=
{
a(x), if |x| δ,
(x), if |x| δ, (3.1)
where (x) is a smooth and increasing function on the interval [−δ, δ]. Note that (x) depends on δ,
(±δ) = a(±δ), aδ(±∞) = a± and aδ(x) → a(x) as δ → 0. Now we consider the steady-state problem
of (1.1) with the area function aδ(x), i.e.,
{
(aδρu)x = 0,(
aδρu2 + aδ P (ρ)
)
x = (aδ)x P (ρ) + ε(aδux)x.
(3.2)
Since aδ is smooth and increasing, by Theorem 2.5, we have a classiﬁcation of the inviscid steady-
states of (3.2). Suppose (ρδ(aδ),uδ(aδ)) is a solution of (3.2) such that ρδ(aδ) → ρ± and uδ(aδ) → u±
as aδ → a± (or x → ±∞). Then we consider the following two cases.
(1) Suppose B± = (ρ±,a±) ∈Zu0 or Z s0.
If ρδ(aδ) is smooth with (ρ±,a±) ∈Zu0 or Z s0, then Lemma 2.1 implies that
E
(
ρδ(aδ),aδ
)= Q (ρδ(aδ))+ m
2
δ
2a2δρ
2
δ (aδ)
= K (3.3)
for aδ ∈ [a−,a+] and some constant K > 0, where mδ =m0 = a±ρ±u± . Taking δ → 0, then the limiting
function ρ(a) := limδ→0 ρδ(aδ) satisﬁes
E
(
ρ(a),a
)= Q (ρ(a))+ m02
2a2ρ2(a)
= K . (3.4)
However, due to the discontinuity of a(x) at x = 0, the function ρ(a) is only deﬁned on a ∈ [a−,aL] ∪
[aR ,a+], or equivalently, ρ(x) = ρ(a(x)) has a discontinuity at x = 0. By (3.1), Lemma 2.1 and the
monotonicity of E(·, ·), we know that ρ(a) = ρδ(aδ) for a ∈ [a−,aL] ∪ [aR ,a+], and for any (ρ1,aL) ∈
Zu0 (or Z s0) there exist a unique (ρ2,aR) ∈Zu0 (or Z s0) such that
E(ρ1,aL) = E(ρ2,aR). (3.5)
Therefore, the condition (3.5) provides the enthalpy condition for ρ(a) of (1.1) at a = aL, aR . Since
E(ρ(aL),aL) = E(ρ(aR),aR), let Γ be the curve in E(ρ,a) = constant from BL = (ρ(aL),aL) to BR =
(ρ(aR),aR). Then the curve Λ0 deﬁned by
Λ0 :=
{(
ρ(a),a
) ∣∣ a ∈ [a−,aL]}∪ Γ ∪ {(ρ(a),a) ∣∣ a ∈ [aR ,a+]} (3.6)
is a generalized inviscid stationary waves of (1.1) with a(x) satisﬁes the assumption (A2), see Fig. 5.
Moreover, in x-coordinate, Γ corresponds to the jump of ρ(x) from ρ(aL) to ρ(aR) at x = 0.
(2) Suppose B− = (ρ−,a−) ∈Zu0 and B+ = (ρ+,a+) ∈Z s0.
Recall that for any (ρδ,aδ) ∈ Zu0 , there is exactly one (ρˆδ,aδ) = ( J (ρδ),aδ) ∈ Z s0 such that the
following jump condition holds:
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m0
aδρˆδ
+ aδ P (ρˆδ) = m
2
0
aδρδ
+ aδ P (ρδ). (3.7)
Note that J depends on aδ . Taking limit δ → 0, we obtain that
m20
aρˆ(a)
+ aP(ρˆ(a))= m20
aρ(a)
+ aP(ρ(a)), (3.8)
where ρ(a) := limδ→0 ρδ(aδ) and ρˆ(a) = J (ρ(a)). Similarly, ρ(a) is only deﬁned on the region
[a−,aL] ∪ [aR ,a+]. Therefore, we need to investigate the discontinuities of ρ(a) in a more precise
way.
Since B− = (ρ−,a−) ∈Zu0 , it’s easy to see that OˆB− ⊂Z s0 is well deﬁned for a ∈ (a−,aL]∪ [aR ,a+).
Let’s denote
BL =
(
ρ(aL),aL
) :=OB− ∩ {a = aL}, BR = (ρ(aR),aR) :=OB− ∩ {a = aR},
¯ˆBL =
( ¯ˆρ(aL),a+) :=OBˆ L ∩ {a = a+}, ¯ˆBR =
( ¯ˆρ(aR),a+) :=OBˆ R ∩ {a = a+}.
Then we consider the following three cases:
(2-1) B+ < ¯ˆBR , (2-2) B+ > ¯ˆBL, (2-3) ¯ˆBR  B+  ¯ˆBL .
(2-1) Assume B+ < ¯ˆBR .
In this case, if BT+ < B+  Bs+ then the orbit OB+ cannot intersect the curve {OˆB− | a ∈ (aR ,a+]},
and there is no inviscid steady-state connecting B− and B+ .
On the other hand, if Bs+ < B+ <
¯ˆBR then the orbit OB+ will intersect the curve {OˆB− | a ∈
(aR ,a+]} at one state B1 ∈ Z s0. Let Bˇ1 = (ρ(a1),a1) = J−1(B1), Γu be the discontinuity from BL to
BR and Γ1 be the standing shock from Bˇ1 to B1. Then the curve Λ0 deﬁned by
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Λ0 :=
{OB− ∣∣ a ∈ (a−,aL]}∪ Γu ∪ {OB− ∣∣ a ∈ (aR ,a1]}∪ Γ1 ∪ {OB+ ∣∣ a ∈ (a1,a+]}
is a generalized inviscid stationary wave of (1.1), see Fig. 6. Similarly, Λ0 admits generalized viscous
stationary waves of (1.1).
(2-2) Assume B+ > ¯ˆBL .
If B+  ¯ˆB− then the orbit OB+ cannot intersect the curve {OˆB− | a ∈ [a−,aL] ∪ [aR ,a+]}, and there
is no inviscid steady-state connecting B− and B+ .
On the other hand, if ¯ˆBL < B+ < ¯ˆB− then the orbit OB+ will intersect the curve {OˆB− | a ∈ [a−,aL)}
at one state B2 ∈Z s0. Let Bˇ2 = (ρ(a2),a2) = J−1(B2), Γs be the discontinuity from B+L :=OB+ ∩ {a =
aL} to B+R :=OB+ ∩ {a = aR} and Γ2 be the standing shock from Bˇ2 to B2. Then the curve Λ0 deﬁned
by
Λ0 :=
{OB− ∣∣ a ∈ (a−,a2]}∪ Γ2 ∪ {OB+ ∣∣ a ∈ (a2,aL]}∪ Γs ∪ {OB+ ∣∣ a ∈ (aR ,a+]}
is a generalized inviscid stationary wave of (1.1), see Fig. 6. Λ0 also admits generalized viscous sta-
tionary waves of (1.1). Similarly, in x-coordinate, Γs and Γu also represent jumps of ρ(x) from ρ(aL)
to ρ(aR) at x = 0.
(2-3) Assume ¯ˆBR  B+  ¯ˆBL .
In this case, for δ > 0, the orbit OB+ will intersect OˆB− at one point B = (ρ,a) in the region
[aL,aR ]. Note that B depends on δ and (x). Let Γ be the standing shock form Bˇ to B , then the
curve Λ deﬁned by
Λ :=
{OB− ∣∣ a ∈ [a−,a]}∪ Γ ∪ {OB+ ∣∣ a ∈ [a,a+]} (3.9)
is an inviscid transonic stationary wave of (3.2). Note B = Bˆ L or Bˆ R when B+ = ¯ˆBL or ¯ˆBR respec-
tively. However, the limiting curve Λ∗ := limδ→0 Λ is not deﬁned on the region (aL,aR). Indeed, due
to the different choices of (x) in the molliﬁed case, the shock of Λ∗ may jump to every possible state
B∗ ∈ [Bˆ R , B∗] on the line {a = aR}, where B∗ = (ρ∗,aR) is the intersection point of OBˆ L and {a = aR},
see Fig. 7.
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For any B+ ∈ [ ¯ˆBR , ¯ˆBL], it is easy to see that the curve OB+ will intersect {a = aR} at one point
B∗ = (ρ∗,aR) with ρˆR < ρ∗ < ρ∗ . Let Γ∗ be the standing shock from BL to B∗ . The curve Λ∗ deﬁned
by
Λ∗ =
{OB− ∣∣ a ∈ [a−,aL]}∪ Γ∗ ∪ {OB+ ∣∣ a ∈ [aR ,a+]}
is a generalized inviscid stationary wave of (1.1) from B− to B+ , see Fig. 7.
From Fig. 7, we know that the state B− can connect to any B+ ∈ [ ¯ˆBR , ¯ˆBL] through the transonic
shock Γ∗ . The main reason for the various paths of generalized inviscid stationary waves starting
from B− to various B+ is the different choice of (x) in (3.1), since different state B∗ corresponds
to different (x) of the molliﬁed area function aδ(x). Therefore, in physical sense, it’s necessary to
determine the unique transonic shock at x = 0 for the generalized inviscid stationary wave starting
from B− to a unique B+ .
In the following, we will investigate the problems of enthalpy loss (problem (E3)) and total varia-
tion loss (problem (E1)) when ρδ approaches to ρ and determine the unique shock which has smallest
enthalpy loss and total variation loss. In fact, for weak shocks, the transonic standing shock ρδ for the
molliﬁed system which has minimal enthalpy also has the minimal total variation (i.e., (E2) is equiv-
alent to (E3)). The limit of the optimal ρδ as δ tends to 0 will be the unique transonic standing shock
for the generalized inviscid stationary wave which has minimal enthalpy loss and total variation loss.
First, as δ > 0, we deﬁne the enthalpy loss function for Λ by
Lδ(Λ) = E(Bˇ) − E(B),
where Λ, Bˆ ∈Z s0 and B = (ρ,a) ∈Zu0 are deﬁned in (3.9).
Lemma 3.1. Suppose ¯ˆBR  B+  ¯ˆBL , then the transonic standing shocks Γ that connect from BL to BˆL have
the minimal enthalpy loss, i.e. the optimal solution of problem (E3).
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[ ¯ˆBR , ¯ˆBL]. Hence
min¯ˆBRB+ ¯ˆBL
Lδ(Λ) = E(BL) − E( ¯ˆBL).
Hence the transonic standing shock from B− through BL to B+ = ¯ˆBL has the minimal enthalpy loss.
The proof is complete. 
From Lemma 3.1, the transonic standing shock from B− through B∗ to ¯ˆBL = B¯∗ gives us the
transonic inviscid steady-state of (1.1) which has the minimal enthalpy. Physically speaking, for
isentropic gas, the energy dissipation is due to the variation of the density between different en-
thalpy lines. Therefore, it’s necessary to investigate the loss of total variation when the inviscid
transonic steady-states of system (3.2) approach to that of system (1.1). Let’s deﬁne the total vari-
ation functions of density for the inviscid steady-states Λ and Λ∗ from B− to B+ with ¯ˆBR 
B+  ¯ˆBL by
V δ(B+) := ρ+ − 2ρˇ + ρ− and V (B+) := ρ+ − 2ρL + ρ−, (3.10)
respectively. Obviously, V (B+) is an increasing function of ρ+ . Moreover, if B+ = ¯ˆBL then ρˇ = ρL
and V δ = V . This means that the total variation for the transonic steady-state of system (1.1) during
the limiting process has no loss through the molliﬁed orbit pass B+ = ¯ˆBL . Therefore, such molliﬁed
inviscid steady-state ρδ and their limit is the optimal solution of (E1). This also implies that (E1) is
equivalent to (E3).
Now we claim that V δ is a decreasing function of ρ+ . If the claim is true, then the minimum of
V δ(B+) occurs when B+ = ¯ˆBL . Thus, the molliﬁed inviscid steady-state starts from B− , through the
standing shock connecting BL and Bˆ L , to B+ gives us the unique transonic shock which has minimal
total variation, i.e., the optimal solution of (E3). Since the steady-state with the minimal enthalpy loss
is coincide with that of minimal total variation, problem (E2) is equivalent to (E3). Therefore, all the
problems (E1), (E2) and (E3) are equivalent.
Let’s prove the claim. Suppose B1+ = (ρ1+,a+), B2+ = (ρ2+,a+) ∈ [ ¯ˆBR , ¯ˆBL] such ρ1+ > ρ2+ . Let Bi =
(ρi ,ai ), i = 1,2 be the states for the intersections of OBi+ and OˆB− respectively. Then it’s easy to
see that the claim holds if and only if
ρ1+ − ρ2+ < 2(ρˇ1 − ρˇ2), (3.11)
where ρ1 and ρ2 are the densities for the intersection points of OˆB− with OB1+ and OB2+ respectively.
To prove (3.11), we need the following lemmas.
Lemma 3.2. Let Bk = (ρkδ (aδ),aδ) ∈Z s0, k = 1,2 be two smooth solutions of (3.2) with ρ1δ (aδ) < ρ2δ (aδ) for
aδ ∈ [aR ,a+]. Then ρ2δ (aδ) − ρ1δ (aδ) is decreasing on [aR ,a+].
Proof. Let’s deﬁne the function F (u, v) := P ′(u) −m20v−2u−2. By (2.8), we have
d
daδ
ρkδ (aδ) =
m20a
−3
δ (ρ
k
δ )
−1
P ′(ρk) −m2a−2(ρk)−2 =
m20a
−3
δ (ρ
k
δ )
−1
F (ρk,aδ)
. (3.12)δ 0 δ δ δ
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2
δ (aδ) and
Fu(u, v) = P ′′(u) + 2m20v−2u−3 > 0, for u, v > 0,
we have
d
daδ
ρ1δ (aδ) >
d
daδ
ρ2δ (aδ), for aδ ∈ [aR ,a+]. (3.13)
Hence the assertion follows. The proof is complete. 
Lemma 3.3. Fix an aδ ∈ [a−,aL] ∪ [aR ,a+]. Let (ρT (aδ),aδ) ∈ T , then for (ρ,aδ) ∈ Zu0 , the limit
limρ→ρT J ′(ρ) = −1.
Proof. From (2.11), we know that
m20
aδ J (ρ)
+ aδ P
(
J (ρ)
)= m20
aδρ
+ aP (ρ). (3.14)
Note that J (ρT ) = ρT . Then, by the L’Hôpital’s rule, we have
lim
ρ→ρT
J ′(ρ) = lim
ρ→ρT
F (ρ,aδ)
F ( J (ρ),aδ)
= lim
ρ→ρT
Fρ(ρ,aδ)
J ′(ρ)Fρ( J (ρ),aδ)
= lim
ρ→ρT
1
J ′(ρ)
.
Since J ′(ρ) < 0, ∀ρ ∈ (0,ρT ), so limρ→ρT J ′(ρ) = −1. The proof is complete. 
Base on the properties of the above lemmas, in the following theorem we will show that the
inequality (3.11) holds when the shock is suﬃciently weak. Hence the total variation function V δ is
decreasing in ρ+ .
Proposition 3.4. Suppose B− = (ρ−,a−) near the turning point BT− = (ρT−,a−) on the line {a = a−}. If
a+ − a− is small enough, then the total variation function V δ is decreasing on [ ¯ˆBR , ¯ˆBL].
Proof. Our goal is to show the inequality (3.11) holds. Let’s denote the intersection point of OB1+
and the line {a = a2 } by B∗1 . According to the monotonicity of the jump curve and the result of
Lemma 3.2, we have
ρ1+ − ρ2+ < ρ∗1 − ρ1 . (3.15)
Therefore, it suﬃce to show that
ρ∗1 − ρ1 < 2(ρˇ1 − ρˇ2). (3.16)
Suppose a+ − a− is small enough, by elementary computation we have
ρˇ1 − ρˇ2 ≈ −
m20a
−3
1 ρˇ
−1
1
F (ρˇ1 ,a1)
(a2 − a1)
and
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m20a
−3
1ρ
−1
1
F (ρ1 ,a1)
(a2 − a1).
Then
2(ρˇ1 − ρˇ2) − (ρ∗1 − ρ1) ≈
( 2m20a−31 ρˇ−11
|F (ρˇ1 ,a1)|
− m
2
0a
−3
1ρ
−1
1
F (ρ1 ,a1)
)
(a2 − a1)
= m
2
0(a2 − a1)
a31
(
2
ρˇ1 |F (ρˇ1 ,a1)|
− 1
ρ1 F (ρ1 ,a1)
)
= m
2
0(a2 − a1)A(ρˇ1)
a31 ρˇ1ρ1 F (ρ1 ,a1)|F (ρˇ1 ,a1)|
,
where
A(u) = 2 J (u)F ( J (u),a1)− u∣∣F (u,a1)∣∣.
Let (ρT1 ,a1) ∈ T , it is clear that A(ρT1 ) = 0, since F (ρT1 ,a1 ) = 0. Moreover, we have
A′(u) = J ′(u)(2F ( J (u),a1)+ 2 J (u)Fu( J (u),a1))− ∣∣F (u,a1)∣∣+ uFu(u,a1).
Then, by Lemma 3.3, we know that J ′(ρT1 ) = −1 and
A′
(
ρT1
)= −ρT1 Fu
(
ρT1 ,a1
)
< 0.
Therefore the inequality (3.15) holds if B− is near the sonic state. The proof is complete. 
Finally, we conclude the existence results of inviscid steady-states to the case B− ∈Z s0 to B+ ∈Zu0
with ¯ˆBR  B+  ¯ˆBL .
Theorem 3.5. Assume (A2) holds, B− ∈ Zu0 , B+ ∈ Z s0 and ¯ˆBR  B+  ¯ˆBL . If B− is near the turning state
BT− = (ρT−,a−) and a+ − a− is small enough, then we have.
(1) If B+ ∈ [ ¯ˆBR , ¯ˆBL), then there is no generalized inviscid stationary wave from B− to B+ .
(2) If B+ = ¯ˆBL , let B∗ := (ρ∗,aR) ∈ OB+ ∩ {a = aR}. Then the generalized inviscid stationary wave Λ0
of (1.1) from B− to B+ consists of the orbit OB− , followed by a shock Γ∗ from BL to B∗ and the orbit
OB+ , see Fig. 8. The generalized inviscid stationary wave Λ0 admits generalized viscous stationary wave
of (1.1).
4. The inviscid steady-states for contracting and discontinuous nozzles
In this section, we will classify the generalized inviscid stationary waves of (1.1) through a con-
tracting and discontinuous nozzle, i.e. the assumption (A3) holds. Similar to the discussion in Sec-
tion 3, we obtain the stationary waves through the techniques of molliﬁcation and limiting arguments.
More precisely, we consider three cases: B−, B+ ∈ Zu0 ; B−, B+ ∈ Z s0, and B− ∈ Zu0 , B+ ∈ Z s0. If the
Rankine–Hugoniot shock occurs on (a+,aR) ∪ (aL,a−), the generalized inviscid stationary wave from
B− to B+ can be uniquely determined. On the other hand, if the Rankine–Hugoniot shock occurs
1106 J.M. Hong et al. / J. Differential Equations 253 (2012) 1088–1110Fig. 8. Generalized inviscid stationary waves for part (2) of Theorem 3.5.
at a = aL and aR then we choose the transonic shock which is the limit of shocks for the mol-
liﬁed system that has smallest enthalpy loss and smallest total variation. Different to the case of
expanding cross section, even for strong shock, the shock of the molliﬁed system which has small-
est total variation always coincides with that has minimal enthalpy loss. The details are described as
follows.
It is clear that ¯ˆBR > ¯ˆBL . For B+ ∈ [ ¯ˆBL, ¯ˆBR ], according to Lemma 3.1, the transonic standing shock
from BL to Bˆ R have the minimal enthalpy loss.
Also, if B+ ∈ [ ¯ˆBL, ¯ˆBR ], let B = (ρ,a) be the intersection point of OB+ and OˆB− in the region[aR ,aL] for δ > 0. Denote B∗ , B∗ are intersection points of {a = aR} and OB+ , OBL respectively, see
Fig. 9.
From Fig. 9, we also deﬁne the total variation functions for the inviscid steady-states Λ and Λ∗
from B− to B+ by
V δ(B+) := 2ρ − ρ+ − ρ− and V (B+) := 2ρ∗ − ρ+ − ρ−. (4.1)
Proposition 4.1. Fix B− ∈Zu0 , then total variation function V δ is decreasing on [ ¯ˆBL, ¯ˆBR ].
Proof. Suppose B1+ = (ρ1+,a+), B2+ = (ρ2+,a+) ∈ [ ¯ˆBL, ¯ˆBR ] such that ρ1+ < ρ2+ . Let Bi = (ρi ,ai ),
i = 1,2 be the states for the intersections of OBi+ and OˆB− respectively. Since ρ1+ < ρ2+ , then ρ1 >
ρ2 . Thus
V δ
(
B1+
)− V δ(B2+)= 2(ρ1 − ρ2) + (ρ2+ − ρ1+)> 0.
Therefore, V δ is decreasing on [ ¯ˆBL, ¯ˆBR ]. 
From Proposition 4.1, the transonic steady-state ρδ starts from B− , passes Bˆ R , to B+ has the
minimal total variation. Similar to Section 3, one can verify that the transonic steady-state along such
J.M. Hong et al. / J. Differential Equations 253 (2012) 1088–1110 1107Fig. 9. The transonic shocks occur at a = a± for the case (A3).
orbit has smallest enthalpy and total variation. Then, the generalized stationary waves of (1.1) are
classiﬁed in the following theorem.
Theorem 4.2. Suppose B− ∈ Zu0 and B+ ∈ Z s0 . Let BsL = (ρsL,aL), BsR = (ρsR ,aR) are intersection points of
Λs− and {a = aL}, {a = aR} respectively, BˇsL = J−1(BsL) and BˇsR = J−1(BsR). Also, let ˜ˇBsL = ( ˜ˇρsL,a−), ˜ˇBsR =
( ˜ˇρsR ,a−) be the intersection points of {a = a−} andOBˇsL ,OBˇsR respectively.
(1) If ρ− ∈ [ρu−,ρT−), then there is no generalized inviscid stationary waves from B− to any B+ .
(2) If ρ− ∈ [ ˜ˇρsR ,ρu−). Let BM = (ρM ,aM) ∈ OB− ∩ ΛˇsL , then aM ∈ (a+,aR). There is a generalized inviscid
stationary wave from B− to B+ if and only if r+ ∈ (ρT+, ˆ¯ρ−). More precisely, there is a point B∗ = (ρ∗,a∗)
with a∗ ∈ (a+,aM) which is the intersection point of OB+ and OˆB− . The generalized inviscid stationary
wave Λ0 from B− to B+ consists of a portion ofOB− , followed by a standing shock Γ0 from Bˇ∗ to B∗ and
a portion ofOB+ (see Fig. 10 in Appendix A).
(3) If ρ− ∈ [ ˜ˇρsL, ˜ˇρsR). There is a generalized inviscid stationary wave from B− to B+ if and only if ρ+ ∈
[ ¯ˆρR , ˆ¯ρ−). More precisely,
(3-1) If ρ+ ∈ ( ¯ˆρR , ˆ¯ρ−), there is a point B∗ = (ρ∗,a∗) with a∗ ∈ (a+,aR) which is the intersection point
ofOB+ and OˆB− . The generalized inviscid stationary wave Λ0 from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ .
(3-2) If ρ+ = ¯ˆρR , the generalized inviscid stationary wave Λ0 from B− to B+ consists of a portion of
OB− , followed by shock Γ from BL to Bˆ R and a portion ofOB+ (see Fig. 11 in Appendix A).
(4) If ρ− ∈ [ρˇs−, ˜ˇρsL). Let BM = (ρM ,aM) ∈ OB− ∩ ΛˇsL , then aM ∈ (aL,a−). There is a generalized inviscid
stationary wave from B− to B+ if and only if ρ+ ∈ (ρT+, ¯ˆρL) ∪ [ ¯ˆρR , ˆ¯ρ−). More precisely,
(4-1) If ρR ∈ (ρTR , ¯ˆρL), there is a point B∗ = (ρ∗,a∗) with a∗ ∈ (aL,aM) which is the intersection point
ofOB+ and OˆB− . The generalized inviscid stationary wave Λ0 from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ .
1108 J.M. Hong et al. / J. Differential Equations 253 (2012) 1088–1110(4-2) If ρR ∈ ( ¯ˆρR , ˆ¯ρ−), there is a point B∗ = (ρ∗,a∗) with a∗ ∈ (a+,aR) which is the intersection point
ofOB+ and OˆB− . The generalized inviscid stationary wave Λ0 from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ .
(4-3) If ρ+ = ¯ˆρR , the generalized inviscid stationary wave Λ0 from B− to B+ consists of a portion of
OB− , followed by shock Γ from BL to Bˆ R and a portion ofOB+ (see Fig. 12 in Appendix A).
(5) If ρ− ∈ (0, ρˇs−). There is a generalized inviscid stationary wave from B− to B+ if and only if ρ+ ∈
( ¯ˆρ−, ¯ˆρL) ∪ [ ¯ˆρR , ˆ¯ρ−). More precisely,
(5-1) If ρ+ ∈ ( ¯ˆρ−, ¯ˆρL), there is a point B∗ = (ρ∗,a∗) with a∗ ∈ (aL,a−) which is the intersection point
ofOB+ and OˆB− . The generalized viscous stationary wave Λ0 from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ .
(5-2) If ρ+ ∈ ( ¯ˆρR , ˆ¯ρ−), there is a point B∗ = (ρ∗,a∗) with a∗ ∈ (a+,aR) which is the intersection point
ofOB+ and OˆB− . The generalized viscous stationary wave Λ0 from B− to B+ consists of a portion
ofOB− , followed by a standing shock Γ from Bˇ∗ to B∗ and a portion ofOB+ .
(5-3) If ρ+ = ¯ˆρR , the generalized viscous stationary wave Λ0 from B− to B+ consists of a portion of
OB− , followed by shock Γ from BL to Bˆ R and a portion ofOB+ (see Fig. 13 in Appendix A).
Moreover, all the above generalized inviscid stationary waves admit generalized viscous stationary waves of
(1.1).
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Appendix A
Fig. 10. Generalized inviscid stationary waves for part (2) of Theorem 4.2.
J.M. Hong et al. / J. Differential Equations 253 (2012) 1088–1110 1109Fig. 11. Generalized inviscid stationary waves for part (3) of Theorem 4.2.
Fig. 12. Generalized inviscid stationary waves for part (4) of Theorem 4.2.
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