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SUMMARY
Biological signal processing can help us gain knowledge about i logical complex-
ity, as well as using this knowledge to engineer better system . Three areas are identified as
critical to understanding biology: 1) understanding DNA, 2) examining the overall biolog-
ical function and 3) evaluating these systems in environmental (ie: turbulent) conditions.
DNA is investigated for coding structure and redundancy, and new tandem repeat
region, an indicator of a neurodegenerative disease, is discovered. The linear algebraic
framework can be used for further analysis and techniques. The work illustrates how signal
processing is a tool to reverse engineer biological systems, and how our better understand-
ing of biology can improve engineering designs.
Then, the way a single-cell mobilizes in response to a chemical gradient, known as
chemotaxis, is examined. Inspiration from receptor clustering in chemotaxis combined
with a Hebbian learning method is shown to improve a gradient-source (chemical/thermal)
localization algorithm. The algorithm is implemented, andits performance is evaluated in
diffusive and turbulent environments. We then show that sensor cross-correlation can be
used in solving chemical localization in difficult turbulent scenarios. This leads into future
techniques which can be designed for gradient source tracking. These techniques pave the




In the 1950’s, speech signal processing was born out of the need to automate speech analy-
sis and synthesis. Models of the vocal tract were paralleledto lectrical transmission lines,
making the estimation of speech parameters possible througlinear methods. At the same
time, Watson and Crick discovered DNA as the code to life and described its structure. It
was inevitable for DNA to be paralleled to computational circu try.
First, scientists deciphered the genetic code, the way DNA maps three nucleotides to
an amino acid which is the intermediary step to making a protein. In the past few decades,
biologists are slowly deciphering genomic sequences and with improved electronics, whole
genomes can now be mapped quickly. Only in recent years has the human genome project
spurred the engineering community to solve biological problems such as gene discovery
and protein interaction pathways.
DNA sequence analysis is an interesting yet limited field since the sequence only tells
us the code and not function. Environmental factors and biolog cal pathways resulting
from this code have just as much weight as their DNA predecessor, resulting in a which-is-
more-important the chicken-or-the-egg argument. A good review of the move from DNA
to whole function study can be found in [30]. Functional genomics encompasses many
challenging problems, and future work will shift to this field as the fine details of genomic
sequences are completed.
One of the first processes well-understood through functional genomics is chemotaxis.
Chemotaxis is the mechanism by which a cell senses and respond directionally to a chem-
ical gradient; for example, an amoeba tracks its food in Fig.1.1(a). It has been shown
that organisms use spatial sensing mechanisms to compare receptor stimulation among dif-
ferent parts of the organism and then move accordingly [26].Also, it has been observed
that a cell’s receptors begin to cluster towards the gradient direction when the gradient is
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(a)
No gradient Chemical gradient – sensor clustering
(b)
Figure 1.1. a) An amoeba locates food in a chemical gradient with mobile receptors on its membrane.
It is able to gain better directional sensing of its food by clustering its receptors towards the direction
of highest concentration. b) In equilibrium, the receptorsare uniformly distributed around the cell.
When a food source is present, the receptors exhibit a clustering behavior.
suddenly reversed [19]. We conjecture that this is due to thefact that the organism wants
to increase selectivity, or its beam pattern, in that directon (see Fig. 1.1(b)).
Signal processing can be applied to a variety of biological problems. We investigate
three areas: 1) analyzing DNA for coding structure and periodic ty, 2) using inspiration
from the way organisms mobilize in a chemical gradient field to improve odor source lo-
calization, and 3) analyzing turbulence for plume localization.
This research contributes to our understanding of bio-informatics as well as improves
practical chemical localization. A parallel can be drawn between biological systems and
our proposed localization system (see Fig. 1.2). Biological systems and engineered sys-
tems both follow the same architecture of instructions (DNA)→ implementation (protein
pathways)→ system performance (bio-function).
We show how signal processing techniques can be used to solvepr blems on both the
DNA level and the functional level. First, we develop and show how linear algebraic tech-
niques can be used to analyze DNA. When these linear techniques are used for a strict con-
ditions, that of universal error-correction in the sequence, they are not fool-proof, but more
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Figure 1.2. Paralleling an engineered system to a biological system.
general linear methods are superior in detecting imperfectp riodicities (approximate tan-
dem repeats), a classically difficult problem. Secondly, we show that signal processing can
be used in conjunction with biology to improve an engineeredsystem, in this case odor lo-
calization. We show that chemoreceptor clustering improves sensor array performance, and
so there is potential for improvement as the chemotaxis model complexity increases. Also,
we analyze turbulent plume experimental data and show that across-correlation method,
such as interaural time delay in binaural hearing, improvesturbulent plume localization.
In addition, the overall research supplies concrete examples of how signal processing tech-
niques can be used to analyze biology and how biology can helpus engineer better systems.
1.1 Organization of the Dissertation
In the rest of this document, we will present our work in analyzing DNA with signal pro-
cessing techniques, engineering a better chemical localizer using biological inspiration, and
assessing and localizing turbulent plumes. In Chapter 2, weexamine the structure and re-
dundancies found in the DNA sequence and how errors/mutations occur. In Section 2.2, we
review previous work in studying structure and redundancy iDNA and propose that DNA
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be analyzed within a Galois finite-field framework due to its symbolic nature. Using this
framework, we present a subspace partitioning method in Section 2.3 to detect a general
linear block error-correcting code in a DNA sequence. Then,in Section 2.4, a linear depen-
dence (LD) test is developed to detect dependence between frames of data; the conditions
for this test are less strict than the subspace partitioningmethod. Due to its generality, the
LD test is more robust to mutations and finds approximate tandem repeats very well.
In Chapter 3, we review chemical detection and tracking and biology’s role in solving
these types of problems. In Chapter 4, we review previous chemotaxis-based approaches
based on single and multi-nodes and develop a multi-sensor single-node chemotaxis-inspired
algorithm to track diffusive sources. While the others either use a random walk or gradient-
difference strategy, our algorithm utilizes a localized chemorceptor clustering phenomenon
to enhance performance. In Chapter 5, we analyze experimental turbulent plume data for
its spectral properties and correlation then explore modeling the plume as a filter. Using
short-time correlations from small events, or parcels, in the plume, we are able to localize
its angle-of-arrival in Section 5.5. In Chapter 6, we summarize the contributions of the
work and suggest topics for future research.
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CHAPTER 2
STRUCTURE AND REDUNDANCY IN DNA
The genetic code is the instruction on the translation of nucleotides to amino acids which
later form proteins, but this example is only one of many signals encoded in DNA. It is
well-known that these protein-coding regions have the lowest mutation rates in the DNA
strand. So, the question arises: how does DNA protect itselffrom error? A thorough
review of DNA signal content, redundancy, and mutational mechanisms is presented. With
knowledge of frameshift and substitution errors caused by mutations, methods to detect a
linear coding structure and approximate tandem repeats aredeveloped.
Since the introduction of the Watson-Crick model of DNA, scient sts have been try-
ing to make sense of the long sequence, millions of bases longfor simple organisms and
billions long for higher ones, composed of four nucleotides. The genetic code, the map-
ping of nucleotide triplets (codons) to amino acids or protein-coding, was one of the first
discoveries and indicated that signals encoded in DNA can beparalleled to digital signals.
Discovered when the invention of the computer was in its infancy, the progressive theory
would have seemed far-fetched by biologists without overwhlming proof of its existence.
Then, inspired by Shannon’s mathematical theory of communication [92], scientists began
to explain DNA within an information theoretic framework (e.g. [32]). After 30 years,
many functions and signals in DNA still remain unknown, and scientists have conjectured
that non-protein-coding regions (97% of human DNA) is unused junk [42]. Recent studies
reveal that binding sites and initiation signals exist in these non-coding areas, and mutation
errors in these regions cause diseases [94]. Huen [42] and Stmbuk [97] show that proper-
ties of non-coding regions contain a finite amount of algorithmic content. Discovering the
signals and function in these areas is just the beginning of genome discovery. In the first
section of this chapter, DNA structure, composition, mutation, and repair are reviewed to
give a biological perspective on DNA’s inherent redundancyand repair mechanisms. Then
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an overview of mathematical representations of nucleotides is given, and DNA complexity
is examined. The last two sections present new approaches toDNA redundancy analysis: a
method for finding block error-correction codes [86] and a linear dependence test to search
for approximate tandem repeats [85].
2.1 DNA Structure and Error
2.1.1 DNA Composition and Repeats
DNA is composed of four bases or nucleotides,A (adenine),G (guanine),T (thymine), and
C (cytosine).A andG are considered purines (R), andC andT are considered pyramidines
(Y) with purines being the larger of the two. This size imbalance between creates an affinity
between purines and pyramidines, and stability is only reach d whenA bonds toT (2 weak
hydrogen bonds) andC bonds toG (3 weak hydrogen bonds). An information-theoretic
view of the bonding affinity is explored in [59] where each bond type corresponds to a
binary value as well as theR/Y status. Exploring each molecule possible with a parity-
code representation, it is found that the most stable and optimal molecules are surprisingly
all even parity ones that correspond to natures choice [59].Nucleotides are strung together
using a rigid backbone composed of sugars and phosphates, and there are two backbones on
either side with a staircase of nucleotides in the middle. Because of the bonding constraints,
nucleotides on each side have a complementary pairing (e.g.A − T andC − G). The
weak complementary bonds make DNA easy to unzip in replication but can also make it
susceptible to interfering molecules; thus for protectionin its stable state, the double strand
curls into a helix. It has been found that certain nucleotiderepeats help DNA to wrap
into the curved state. The dinucleotides,AA andTT, are placed at certain phases from
each other and cause an average periodicity of 10.55± 0.01 in the DNA sequence; AG and
CT, still a purine-purine/pyramidine-pyramidine adjacent pair, also aide to the helical twist
[101].
Many other nucleotide patterns are built-in due to DNA’s physical structure. Pack-
ing DNA into its chromosomal shape influences base-periodicity. To illustrate, in some
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genomes, the helix coils around circular beads, histones, to make a nucleosome. Each nu-
cleosome is wrapped in 200 base pairs of DNA, and there is shown t be a 200-base (and
stronger multiples) periodicity introduced by this structure [101]. Also, Trifonov reports a
10.5 base periodicity introduced by the coiling around the histone, and a 10-base repeat of
TATAAACGCChas a high correlation to the nucleosome regions [109].
Strings of nucleosomes are packed to make two chromatids; the chromatids are then
joined to make a chromosome. The connection piece in the center of a chromosome is
called the centromere, and it too is constructed by nucleotid patterns. Highly repetitive
regions, containingTGGAArepeats, compose the sequence and are believed to aid to the
stability of the connection/replication-aide [109]. A more fascinating nucleotide series are
the telomeres, the ends of the chromosomes used to buffer genes from the environment.
When DNA replicates, the process shortens DNA on each iteration with each cell division
(human DNA shortens 50 base pairs, bp, per replication); to prevent nucleotide loss from
eventually truncating a gene, telomerase elongates the ends with repetitive sequences such
asTTAGGG, sometimes for thousands of bases [110]. As we age, telomerase xpression
weakens, genes no longer have protection from being cropped, and cells die. On the con-
trary, when telomerase is over-expressed, cells tend to live much longer and divide more
frequently, resulting in cancer [36]. 90% of tumoric growths exhibit excessive amounts of
telomerase! Sequence periodicity and repeats play a vital role in stability of the overall
structure.
Lets delve deeper into the nucleotide organization. Various DNA regions are correlated
to specific functions or signals, and a famous function is that of protein-coding or the coined
genetic code. First DNA must be transcribed to RNA; in this process, an initiator protein
binds to a promoter site on the DNA region, detects a start signal, reads triplet nucleotides
(or codons), detects a stop signal, and synthesizes an RNA sequence. Ribosomes then bind
to the RNA sequence, and for every triplet segment traversed, an amino acid is sequentially
attached to the ribosome, making a chain of them. When the translation process is finished,
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the amino acid chain folds and makes a protein. Equivalent amino acid chains can fold
into different proteins, thus there is no one-to-one mapping from amino acid sequence to
protein type which makes protein-prediction a challenge. The interaction of proteins then
form more complicated processes, and this is when life as we know it, comes about. DNA
is just the recipe for how to make proteins, but genes (the parts which translate amino
acids or what is known as “coding) actually rely recursivelyon the proteins to initiate
their translation. A good review of the complex interactions between DNA and its cellular
environment and a “chicken or the egg debate about which camefirst, proteins or DNA, can
be found in [29]. The protein coding described also correlates to periodicities and patterns
seen in DNA. A 3-base period is widely observed and studied inthe literature [101], [7],
[99]. This is due to an imbalance/bias of bases: temperature-dependence combined with
the fact that a purine is more likely to be found in the first positi n and a pyramidine in the
last position of a codon [101]. To facilitate the translation process, signals are embedded
in the DNA sequence to create binding sites for transcription factors. This corresponds to
a TATAbox, one or moreTATArepetitions, in prokaryotes (cells without a nucleus), and
a Pribnow box,TATAAT repeats, in eukaryotes (cells with a nucleus). Also when DNA
is transcribed to mRNA, a Shine-Delgarno sequence,AGGAGG, is passed on which acts
as the ribosomal binding site. These identified patterns andsites already give seemingly
random DNA a clear deterministic structure. Schneider presents a comprehensive list of
DNA signals recognizable by pattern and analysis of their information content [88].
DNA structure diverges in the two different cell type, prokaryotes and eukaryotes. One
of the distinct differences is the fact that prokaryotes have short DNA length (100 to 1000
times less than eukaryotes), and protein-coding sequencesconsist of contiguous strings
of nucleotides. Eukaryotes, on the other hand, contain exons, the protein-coding parts,
interleaved with introns, non-coding intermissions in genes. The introns are spliced out
when the gene is transcribed to mRNA, and their purpose is still relatively unknown. Also,
eukaryotic DNA has more repetitions, such as microsatellite regions, than prokaryotes [20].
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Do introns enhance the fidelity of genes? Do an abundance of repeats lead to better error-
protection? Many questions still remain.
2.1.2 Mutations and the Replication Process
While trying to view DNA from a computational standpoint, itis difficult to keep a 3-
D, biological perspective. Scientists give a rough error-rate Fig.corresponding to 10−10
mutations/nucleotides when DNA is copied. So, what are these mutationsand how can
we quantify them? Mutations mostly occur due to 1) accidental bonding of Brownian-
motioned biological elements to DNA, or 2) electromagneticradiation providing enough
energy to break bonds in the structure. As an example of 1), one of the most common
mutations is the hydrolysis ofC to T, known as cytosine deamination. Water molecules do
not have as easy access to nucleotides when they are protected in th stable helical structure
as they do when DNA is unzipped for replication. In fact, cytosine deamination is 100 times
more likely in replication [21]. Temperature, geometry, and environment are key factors in
studying DNA mutation rates.
In addition to errors caused by clumsy molecules bumping into DNA, the copying
mechanism (DNA replication) itself can introduce errors which appear structured. For
example, microsatellite regions, an excess of repetitive sequences, are caused by replica-
tion slippage [67]; the replication polymerase slips and copies one or more extra repeats
of an already duplicated sequence. Microsatellites in human DNA are associated with 14
neurodegenerative genetic disorders found in [94]. Having5 to 37 repeats ofCTGnear the
DMPK gene may have no eff ct while 50-80 of them could lead to male-pattern baldness,
and over 80 repeats cause myotonic dystrophy, muscle atrophy caused by the inability of
muscles to relax [30]. Discussed in the previous section, repeats from telomerase slippage
causes increased cell division and highly correlates with malignant cancer growth.
The replication procedure alone has an error rate of 10−3 to 10−5 [21]. But DNA has
an internal proofreading mechanism. When copied, the helical structure unzips and forks
into two separate strands; complementary bases then attachthemselves to complete the
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Figure 2.1. Illustration of the DNA replication fork.
new ladders (see Fig. 2.1). When a substitution error occurs, usually a purine replaces a
purine (C → T) or a pyramidine replaces a pyramidine (A → G) in the complementary
attachment, a kink develops due to the mismatch. If an unstable mismatch is detected, the
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polymerase does not add more bases until the correct nucleotide is restored. This simple
proofreading reduces the error rate to approximately 10−10 [21]. In addition to proofread-
ing, other post replication repairs can occur. For example,ultraviolet radiation can cause
damage to the DNA helix, and in nucleotide excision repair, the whole injured fragment
is removed and replaced. Can understanding these repair pathways lead to better error-
correcting technologies?
Also, does the speed of replication offer any insight into the complexity of the mech-
anism? In prokaryotes, DNA is copied at approximately 1000 base pairs/second while in
eukaryotes, its around 50 base pairs/second; replication has been shown to be 100 to 10,000
times more accurate in eukaryotes. It has been theorized that fast replication is linked to
lack of introns [55]. If introns slow the replication rate, is there complexity introduced by
them or an encoding mechanism not found in prokaryotes?
2.2 DNA Analysis and Information Theory
2.2.1 Nucleotide Representation
Whenever one attempts to tie mathematical theory to the genom , the most important as-
sumption is the representation of the set of nucleotides,A, T, C, G. It has even been
contemplated why nature chose such an alphabet [59]. There ar m ny representations
proposed and are adapted to the type of analysis. Assessing the purine/pyrimidine struc-
ture, one can represent the purines (A andG) and the pyrimidines (C andT) with a binary
representation. In addition, for four bases, one can choosea simple representation such as
A = 0, G = 1, C = 2, T = 3 and use modulo operations, but this implies a structure on the
nucleotides such thatT > A andC > G. For a model of the translation process, Anastassiou
defines a complex representation to the nucleotidesA = 1+ j, T = 1− j, G = −1+ j, and
C = −1− j [7]. The geometric interpretation of this representation still imposes a structure
such that the Euclidean distance betweenA andC is greater than the distance betweenA
andT, yet for the nucleotide quantization to amino acids, it was usef l. The complex rep-
resentation has been paralleled to a telecommunication transmission quadrature phase shift
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Table 2.1. Table of DNA mathematical representations foundin the literature. An example sequence,
GCATT, its complement, and a characteristic property is given for each representation.
Example sequence: Representation Sequence Complement Property
G C A T T
| | | | |
A A T G C
Simple Integer A = 0,G = 1, 1 2 0 3 3 0 0 3 1 2 Modulo
Assignment C = 2, T = 3 Operations
Complex Assignment A = 1+ j, G = −1+ j, −1+ j, −1− j, 1+ j, 1+ j, 1− j, Reverse and conjugate
(QPSK) C = −1− j, T = 1− j 1+ j, 1− j, 1− j −1+ j, −1− j to get complement
PAM Representation A = −1.5,G = −0.5, −0.5, 0.5,−1.5, −1.5,−1.5, 0.5 Reverse and negate
C = 0.5, T = 1.5 1.5, 1.5 1.5,−0.5 to get complement
Binary Indicator Si [n] = 1 A: 0 0 1 0 0 A: 1 1 0 0 0 4-dimensional
Sequence whereS[n] = i G: 1 0 0 0 0 G: 0 0 0 1 0 representation
Si [n] = 0 C: 0 1 0 0 0 C: 0 0 0 0 1
whereS[n] , i T: 0 0 0 1 1 T: 0 0 1 0 0
Galois Field A = 0,C = 1, 3 1 0 2 2 0 0 2 3 1 Symbolic Galois
Assignment T = 2,G = 3 Field operations
keying (QPSK) constellation and used for autocorrelation analysis in [22]. Chakravarthy
also uses a discrete numerical sequence symmetric about they-axis, which can be paral-
leled to a pulse amplitude modulation (PAM) scheme and whichpreserves DNA’s reverse
complementary properties [22]. Also, indicator sequences(binary sequences representing
the locations of the nucleotide elements) produce a four-dimensional representation yield-
ing an efficient representation for spectral analysis [7] [99]. When modeling processes in E.
Coli mRNA, a fifth base, Inosine, can be taken into account [66]. All of the representations
including the one proposed for our analysis can be seen in Table 2.1.
Symbolic statistical techniques, using Markov models to represent the various nu-
cleotide states, have been developed to predict gene sequences [18]. But a representation
is needed which allows deterministic mathematical operations on a finite set of elements.
Abstract algebra offers three ideas for DNA analysis: groups, rings, and fields. For a short
synopsis, a group is a set of elements on which a binary (usually additive) operation has
been defined, a ring can have multiplicative and additive operations but an inverse may
not exist (i.e.: subtraction is possible but not division),and a field has both operations and
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Table 2.2. Exponential root representation, polynomial representation, numerical label, and nucleotide
label for the GF(4) representation.
α0 = 1 ⇔ 1 ⇔ C
α1 = α ⇔ 2 ⇔ T
α2 = α + 1 ⇔ 3 ⇔ G
0 = 0 ⇔ 0 ⇔ A
Table 2.3. Addition and multiplication tables in GF(4).
+ 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
* 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 3 1
3 0 3 1 2
their inverses [108]. If one wishes to have a wide range of operations available for linear
algebraic analysis of a set of elements, a finite field is the prefer ed framework.
DNA is a symbolic set and in no way can be characterized as a group, ing, or field.
After all, the commutivity and associativity of DNA is unknown. As a result, we look
solely upon the fact that if linear algebra were available asa tool, ease of analysis awaits.
Therefore, using this logic only, we choose to analyze DNA asa finite field and will inspect
the results to assess the validity of this framework.
We propose a mapping of nucleotides to a Galois field [108] of four, GF(4). Since
GF(4) is an extension field ofGF(2) (anyGF(2) binary pair corresponds to one of four
GF(4) symbols) , we can create labels (see Table (2.2)) for the nucleotide elements with
GF(2)’s primitive polynomial:
α2 + α + 1 = 0 (2.1)
This places on DNA the following Galois field properties: theel ments are commu-
tative under addition and both commutative and associativeunder multiplication as well
as having an identity element, additive, and multiplicative inverses. This abstraction of
elements to integer labels makes finite field theory an attractive framework.
The polynomial in (2.1) can be manipulated in addition, multiplication, and its inverses
in GF(4). Refer to [108] for a detailed derivation. For reference, w show the resulting
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operation tables in Table 2.3.
A question arises when using these operations in a linear space. What does it mean for
a vector of nucleotides to be self-orthogonal? InGF(4), the inner-product of [2 1 0 3] with
itself is 0. Abstraction of pure mathematics to a physical system introduces anomalies, and
its implications are not obvious. We will use this frameworkto analyze redundancy in DNA
and draw conclusions about the advantages and disadvantages of a finite-field framework.
A more in-depth discussion is in the Galois Field and DNA section at the end.
2.2.2 Complexity Analysis And Information Theory’s Role
Since DNA nucleotides are a finite alphabet of four, the strand le ds itself to being viewed
as information storage. Naturally, information theory canbe used to analyze the sequences.
We review information theoretic studies, coding theory models, and then finally comment
on tandem repeat (periodic repeats) redundancy in the sequence.
2.2.2.1 Information Theoretic Studies
The pioneers of information theory applied to DNA were directly inspired by Shannons the-
ory of communication [92]. Gatlin developed entropy and divergence measures to quantify
complexity in DNA. By investigating measures of entropy, wecan look at basic measures
of information content. The entropy, or information capacity of a sequence, is maximized













) = 2bits (2.2)
In many species, the bases are not equiprobable, but temperature dependent. Three
bonds exist inC andG bases while only two exist inA andT. Thus, it takes more energy
to makeC andG, and it has been found thatGC content is higher in warm-environment
organisms than cold-environment. For example, Micrococcus Lysodeikticus [32] has the
following base frequencies:Pr(C) = Pr(G) = 0.355 andPr(A) = Pr(T) = 0.145. There-
fore, the entropy for this organism utilizing the first part of (2.2), is 1.87 bits, which implies
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redundancy from this imbalance. For the example data given lat r in the subspace partition-
ing method, a segment from the E. coli K-12MG1655 coding region sequence has the fol-
lowing composition:N(A)/N = 0.262,N(C)/N = 0.281,N(T)/N = 0.206,N(G)/N = 0.25
whereN(X) is the number ofX nucleotides andN is the total number of nucleotides in the
sequence. Therefore, the sequences entropy is at a near maximum with 1.99 bits.
A simple entropy measure like (2.2) indicates if a nucleotide bias exists in a sequence.
Since then, new measures have been developed such as entropic profiles of various-length
genomic sequences and computing the Kullback-Leibler distance between the histograms
of these profiles [78]. Kortokov introduces a non-parametric decomposition method which
analyzes the mutual information between experimental and artificial sequences; the method
is effective in revealing latent periodicities [52].
Beyond entropy measures, other methods have been developedt examine bias and
statistical properties of DNA. An in-depth study on dinucleotide bias yields thatCT, GC,
AG, andTA pairs are found more frequently than other pairs [23]. In [23], a novel cumu-
lated and unwrapped phase technique is used to measure+90◦ transitions corresponding
to dinucleotide pairs; the importance of the open-reading frame orientation (a window of
triplet-coding DNA and the direction in which its read) is reinforced by the results: a clear
accumulation of positive transitions is found when in the correct orientation. It is shown
that codons (triplet nucleotides) have a clear preference for purines in the first position and
a pyramidines in the last position [9]. In [9], autocorrelation analysis shows that frame 0
in gene regions is partial to being composed of one of 22 fixed trinucleotide sequences (a
number close to the 20 codons expected). Another analysis sheds an interesting perspective
on triplet-coding bias by viewing it as noise. Using a state function combined with a distor-
tion correction measure, the bias in the triplet coding areas is compensated (the sequence
is whitened) [90]. Schneider illustrates DNA nucleotide bias for each position through an
easy-to-read sequence logo graph [89]. In [97], through Cantor set theory, it is shown that
non-coding DNA segments possess characteristics of natural languages, while coded DNA
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sequences have a more deterministic structure. Techniquesto study information content
and bias begin to quantify DNA’s implicit structure.
2.2.2.2 Coding Models of DNA
In [12], Battail hypothesizes a nested coding scheme for DNAerror-correction and how in-
trons may be involved; nested coding would preserve ancient, essential “supergenes while
evolutionarily transforming them to new genes as well. Battail also addresses the impor-
tant point that without mutation, evolution cannot occur sothere is fine balance between
preserving DNA information and change. He also calls for a more in-depth study of error-
correcting structure in DNA. The supergene concept is further backed by Arques who finds
the same trinucleotide frequencies, positioned in frame 0,common to both prokaryotic and
eukaryotic protein coding regions [9]. Battail also recently conjectures that DNA may have
resulted from a series of evolving repeats commonly found inintrons and presents a frame-
work for replication decoding [13]. Only a partial knowledge of the coding constraints
is needed to decode a message in the “multiple unfaithful repetition model; this property
makes the model attractive since little is known about the DNA encoding structure.
Much work has been done by May et al. to study E. coli translation initiation sequences
using block and convolutional coding models [65] [64] [63] [106] [74] [87]. mRNA is
viewed as a noisy encoded signal and the ribosome, which translates the sequence, as the
decoder. Several biological and chemical factors are used to parameterize the ribosomal
decoding model, and the performance is quantified by distance of the received sequence to
the signal motif. The block code model is effective in recognizing the ribosomal binding
site, and the convolutional model easily distinguishes betwe n translated and un-translated
sequences. Various convolutional code generators are being investigated to improve recog-
nition of the binding site [74]. Also, a graph theoretic approach using Hamming-distance
based coding spheres clearly exhibits distinctions between valid E. coli initiation signals
and random sequences [87].
Lastly, Benos seeks a simple, deterministic recognition code in transcription regulation,
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but a probabilistic model based on the approach yields better r sults [15]. A two-way model
is computed which associates how a protein binds with a series of nucleotide sequence, and
vice versa, how a nucleotide sequence binds with a series of proteins. Affinity, an energy
measure, and specificity, a preference measure, is determined for each signal region for use
in subsequent prediction.
Since DNA is a finite, symbolic sequence, the use of coding theory to analyze these
sequences is a natural extension. Examinations of nucleotide bias and signal recognition
are explored under this framework.
2.2.2.3 Tandem Repeat Detection Notes
Another lengthy article could be written on just techniquesof tandem repeat detection.
Here we will give a short overview of the problem. From structural studies, we know or-
ganisms, especially eukaryotic, DNA have repetitive regions. The repeats can be classified
into three categories: SSR: Simple Sequence Repeat (ex:AT AT AT), VLTR: Variable
Length Tandem Repeat (CATG CACATG CATGTG), and MPTR: Multi-period Tandem
Repeat (CAG CAT TAG CAT CAG CAT TAG) [38]. There have been various techniques
to classify these [88] [38] [105] [51] [16] [53] [104]. Most algorithms have complex heuris-
tic, combinatorial, or dynamic programming approaches. In[88], a periodicity transform
is used to plot several periodic/near-periodic regions vs. position on one simple graph. It is
one of the most flexible (by using different detection thresholds) and efficient (periodicities
vs. nucleotide position) representations, but only base substit tion mutations (not frame
offset mutations) are taken into account.
2.3 Determination of an Underlying Linear Code
Liebovitch presents the first search for an error-correction c de in DNA where a single
parity-bit search is developed [57]. He presents the novel idea that there might be more
to DNA repair than just a polymerase detecting irregular kinks in the sequence. Is there a
structure inherent in DNA based upon classical informationtheory which helps it maintain
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Figure 2.2. Our noisy channel model of genome replication with underlying coding assumption.
high fidelity? While his methodical investigation does not reveal the presence of a consis-
tent single parity-bit code, the experiment provides inspiration for future investigations and
context for the complexity of the problem. Thus, there is a need for a general approach,
which we explore in this section, to discern an (n,k) block coding structure from DNA
sequence content.
2.3.1 Modeling the Replication Channel
Communication channel models can be paralleled to DNA processes. In one doctrine,
the channel is assumed to be the amino acid translation from nucleotide triplets [32]. In
May et al., the channel is the actual replication process [66]. The latter is good for muta-
tion modeling since transcription and copying of DNA is a noisy process. “Proof-reading
mechanisms are observed during DNA replication, and when thactivity of these poly-
merase mechanisms are blocked, error rates increase from 10−10 to 10−3 [21]. We use a
model similar to Mays since errors occur directly on the DNA strand in replication while
errors in the translation process can also occur in the formation of amino acids and proteins.
In our framework, DNA is the medium in which genetic information is transmitted from
generation to generation.
In Fig. 2.2, we assume that the DNA is the sequenced genomic data av ilable in Gen-
Bank [3] and that our goal is to examine the dashed-line encompassed area and uncover
the encoder scheme; in other words, we wish to infer structure from the noisy output to
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Figure 2.3. Illustration of vector framing for n =3.
retrieve the original genetic information. Also, if our assumption is correct and DNA is
encoded in a linearly redundant fashion, our analysis will uncover it. In this system, we
know nothing about the encoder nor the original information, thus, system identification
and deconvolution methods cannot be used. We will assume that the encoder is linear and
try to characterize it given such output.
2.3.2 Subspace Partitioning For(n, k) Codes
In this investigation, our primary goal is to identify and characterize any linear constraints
that might appear in regions of a sequence. Lacking the benefit or prior knowledge regard-
ing the location, duration, or dimensionality of subspace partitioning in the sequence, we
propose a method that generates a complete orthogonal basisset oriented to a local region
of data. The basis set is used to decompose the sequence (equival nt to a coordinate trans-
formation). The consistent presence of nulls in the transformed sequence indicates both the
presence and the dimension of linear subspace partitioningi the data.
The first assumption is a fixed codeword length,n. The DNA elements are grouped into
a matrix,V = [v1v2...vN] where the length of the entire DNA sequence is andvi is lengthn.
The alignment of the frames relative to the starting point will be referred to as the framing
offset. A choice of a particular framing offset will be referred to as the frameset, or open
reading frames as coined in the biological literature. Given the frame lengthn, there aren
unique framesets. See Fig. 2.3 for illustration of all frameset groupings.
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We apply the Gram-Schmidt algorithm using finite field operations to the sequence of
vectors to yield a complete set of orthogonal basis vectors,e1, e2, en. In the event that the
entire sequence consists of vectors lying in a subspace of dimension less than, we intro-
duce random vectors and continue to iterate Gram-Schmidt until the basis set is complete.
This yields a transform matrixG that is clearly full-rank, as it consists ofn orthonormal
vectors.
Once an orthogonal basis is formed from the firstj frames of data, thevis for i > j
are decomposed into components of each of the basis vectors.This is simply a coordinate
transformation and can be described by:
ti = Gvi whereG = [e1, e2, . . .en]T (2.3)
Provided that the data has been framed correctly when applying the Gram-Schmidt al-
gorithm, a linear coding redundancy can be detected by noting co sistent null coordinates
over a region in the transformed sequence of length-n vectors,t1, t2, , tN− j. This null detec-
tion would indicate whether a subspace of the actualn-dimensional space exists.
Knowing nothing of the dimension or alignment of the data, wemust apply the algo-
rithm for many codeword lengths. For a given codeword lengthand for a given locality in
the sequence, we apply the algorithm n times to account for each fr ming offset. For each
of then iterations, the vector frameset is offset by one element of the sequence to guarantee
that if length-n codewords are present in the sequence, one of the framesets will be properly
aligned.
Subspace Partitioning Algorithm Outline
1. Obtain the orthonormal basis, e1, e2, , en, by Gram-Schmidt orthogonalization of j
number of vi frames where j≥ n. Form the transform matrix,G, from this set.
2. Decompose the sequence into its basis components, t1, t2, tN − j, across all possible
framing offsets.
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3. Note the persistence of nulls in tis. Calculate confidence by comparing against the
probability of sequential sets of randomly chosen vectors having the same subspace
partitioning.
It should be noted that on finite fields, non-zero element vectors can have an inner prod-
uct of zero (the additive identity element of the field), thusself-orthogonal vectors can
exist. The situation sometimes arises in which a subspace isharacterized entirely by
self-orthogonal basis vectors. For this reason, the coordinates in the transformed vector se-
quence associated with these self-orthogonal basis vectors are always zero. In this case the
decomposition cannot proceed and the algorithm must be terminated, reframed, and started
anew.
Given the copious volume of data produced by iterating the algorithm over numerous
frame shifts and codeword lengths, a visualization method is devised to aid in the search
for consistent subspace partitioning. For each frameset, consistent nulls in the decomposed
vectors are noted in an attempt to characterize the unoccupied subspace. A null-subspace
indicator vector is used to mark the locations of nulls foundconsistently in the data. Each
shift in sequence results in an update of the indicator vector. If the vector remains un-
changed across iterations, a probabilistically-based value increases to indicate confidence
in the presence of subspace partitioning (as the probability of randomly-chosen vectors pos-
sessing the observed subspace partitioning diminishes). We can then plot the confidence as
a function of sequence indexi across all possible framing offsets.
2.3.3 Results Of The Subspace Partitioning (SP) Method
The algorithm is capable of detecting and characterizing liear subspace partitioning in any
sequence provided that such structure is manifest in the data. For a given sequence, all such
structure can be found provided that the algorithm is run forevery possible framing offset




























Figure 2.5. Linear subspace partitioning results for a subsection of an
n = 6 E. Coli K-12 MG1655sequence.
By way of illustration, a test sequence is generated to occupy a five-dimensional sub-
space of an eight-dimensional vector space. This constitutes an (8, 5) linear block code
in GF(4). Running the algorithm on this sequence forn = 8 yields the confidence image
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shown in Fig. 2.4. Interstitial symbols are introduced throughout the sequence to illustrate
the robustness of the algorithm to framing offsets. When framing offsets are introduced in
the sequence, the region of high subspace partitioning confidence simply migrates to the
corresponding row in the diagram.
These confidence stripes by themselves say nothing of the dimnsional occupancy of
the underlying sequence. Rather, they are used as search tools to simplify the analysis of
large volumes of data. Their presence alerts us to the location of subspace partitioning
in the sequence, at which point we can retrieve the local indicator vector to observe that,
indeed, there are three dimensional nulls present throughout t e duration of each of the
confidence stripes.
The linear subspace partitioning algorithm is then tested using an E. Coli K-12MG1655
sequence (GenBank accession codeNC 000913). The result is shown in Fig. 2.5. A
consistent linear block code is not observed to be present throug out the whole sequence,
but some regions are oriented in the same subspace for several consecutive frames, denoted
by the aggregated intensity of the light bars. Other sequences and fragments, prokaryotic
and eukaryotic, were tested and yield similar results of an intermittent subspace.
The subspace partitioning algorithm requires two conditions from the sequence. Firstly,
the algorithm uses nulls in a transform to indicate subspacertitioning. This requires that
the coordinate system described by the transform be properly oriented. The transform ma-
trix is guaranteed to be properly aligned for exactly one of the possible framesets, provided
that the structure in question is present from the outset of the sequence. If there is an onset
of structure in the data at a later point in the sequence, it may not be found. This stems from
the primacy effect inherent to the Gram-Schmidt algorithm: the coordinatesystem (basis
set) produced is oriented according to the order in which vectors are presented.
Secondly, the component decomposition algorithm is defeatd by the case in which
the Gram-Schmidt algorithm produces a fractional basis set. This is because finite field
arithmetic allows for the existence of self-orthogonal vectors. The situation sometimes
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arises in which Gram-Schmidt produces a coordinate subspace whose complement contains
entirely self-orthogonal vectors. While this situation israre (7 out of 75 times in processing
the E Coli DNA strand), it is impossible to perform the decomposition discussed here when
it does occur. In this way, it creates “blind spots” for the algorithm: certain combinations
of codeword length and framing offsets are self-orthogonal and cannot be analyzed using
Gram-Schmidt.
The subspace partitioning method is an adaptable algorithmfor general redundancy
analysis. It identifies and parameterizes dimensional occupancy in a region independent
of framing, provided that the structure is present from the outset. This algorithm can be
more generally applied to any sequence for which it is suspected that coding properties
are present. The algorithm could readily be adapted in a classification scheme for data of
unknown origin or for cryptographic/ ryptanalysis tasks in which the code or encryption
scheme is unknown.
2.4 Linear Redundancy and Tandem Repeat Detection
Now with a nucleotide representation and field-defined arithmetic operations, we can ex-
tend the linear algebraic techniques used in the previous section. As reviewed in the first
section, DNA is shown to be highly redundant. To analyze redundancy, we develop a
method, the linear dependence test, to search for localizedregions of linear dependence in
sequence data. The linear dependence (LD) test indicates the mere existence of a subspace
while the subspace partitioning method from the previous section tells us the subspace’s
orientation. If we can determine that a subspace exists and is present for a portion of the
data, we can use this as a starting point for further examinatio of its orientation (as ex-
plored in [86]). The LD test determines local redundant regions and is useful as starting
point for further complexity analysis such as detection of tandem repeats.
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Figure 2.6. Illustration of N × N windowing for the LD test, where N = 10.
2.4.1 Linear Dependence Test
In the LD method, anN2-length window of the data is reshaped as anN×N matrix as shown
in Fig. 2.6. This matrix occupies a maximum ofN-dimensions. In the linear dependence
test, the rank of eachN × N window is computed to find its dimensional occupancy; the
rank computation is based on a recursive Gaussian-elimination [34] modified forGF(4)
arithmetic. Then the data is incremented by anN-length frame each time, thereby creating
a slowly movingN × N window which moves byN nucleotides each iteration until the
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entire sequence has been traversed. A weight,I , is increased linearly,I = I + 1, on each
iteration if rank-deficiency is found in consecutive windows segments. The outline of the
LD technique:
1. For analysis frame length, N, collect N consecutive vectors to form NtimesN window.
2. Perform a rank computation of the N× N matrix.
3. Increment by one frame for each iteration.
4. Note consistent rank-deficiency by linearly increasing I. By itself, this method is a
measure of linear dependence in regions of the data but not necessarily globally as
needed for a block coding scheme. For global linear coding tobe present, the ba-
sis vectors would have to form a consistent subspace over allframes in a sequence.
Thus, this algorithm is more localized and detects approximate and even slowly vary-
ing rank-deficient regions.
2.4.2 Sequence Data Source
Using the online Genbank database [3], we select the Yeast Chromosome I sequence (ac-
cession code:NC 001133) and a human satellite region (accession code:HS VDJS AT) as
our test data to illustrate the algorithm.
2.4.3 Linear Dependence Test Results
In graphs of Figs. 2.7,2.9,2.10, and 2.11, the x-axis corresponds to the frame number in
which theN × N window begins, and the y-axis denotes our algorithm runningfor all
N − 1 frame offsets needed to test all possible groupings (see Fig. 2.3 for illustration)
of the data. If an insertion or deletion occurs and effectively shifts a redundant portion
forward or backward by one or two bases, the rank-deficient portion will still be shown but
in another frame offset since all frameshifts are examined. If anN − 1 rank subspace is
found, it is denoted in a dark gray, and the lower the rank of the subspace (up toN − 4 for














Figure 2.7. N = 135 LD test for the Yeast Chromosome I sequence,NC 001133. Intensity increases
with the length and level of the rank-deficiency. Two regionsassociated with theFLO9 gene are shown
to be highly repetitive with the LD Test.
indicator, I , (mentioned in the LD method’s final step) the brighter the shading intensity.
Therefore, the brightness of the graph is a function of two factors: the strength and length
of the redundant region.
First, the algorithm was run on the Yeast Chromosome I sequence which can be seen in
Fig. 2.7. In Fig. 2.7, two notable redundant regions of over 17000 bases are found to have
rank-deficiency forN = 135. Even though data is only deficient by one or two dimensions,
visually inspecting a portion of the data in Fig. 2.8 shows the frames are almost identical
to each other, indicating that a tandem repeat is present.
In [38], it is found that theHS VDJS ATsequence, a repetitive satellite region of 1985
bases in the human genome, has a tandem repeat of 19 bases from1195-1553. Using the
LD test, one can easily see the tandem repeat in Fig. 2.9. While the strong repeat is from
1150 - 1728, a longer redundant region starting around base 900 is detected by using an
offset of 6. As a reference for comparison, this sequence was runfo N = 20, and the
redundancy is weak when compared to theN = 19 graph. Therefore, the LD test can easily
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Figure 2.8. Annotation of a near tandem repeat of 2025 nucleotides (bases25310 −→ 27335 in
NC 001133) in Yeasts chromosome I. Underlinedenotes an insertion from the previous frame, Bold
denotes a region retained after/around a deletion occurring from the previous frame,Italicize denotes
a region before a deletion, UPPER CASE denotes conserved portions, lower case denotes substitution
errors/ sequence differences, and light gray denotes portions where multiple base substitutions occur
for a particular base.
distinguish between strong and weak periodic regions as well as find a longer periodicity
by testing all frameshifts.











Figure 2.9.N = 19LD test for a human satellite sequence,HS VDJS AT. Intensity increases with length
and level of rank-deficiency. At offset 6, a 893 base region exhibits a 19 base repeat.
of 24 bases exists as seen in Fig. 2.11. At an offset of 12, there is a periodic region of
over 1100 bases, which is longer than the periodicity found in theN = 19 runs. Hauth has
recently reported a periodicity of 48 from 1190-1553 [39], but with most tandem repeat
algorithms, theN = 24 periodicity or multiples is difficult to find. Themreps2.5 algorithm
[51] did not yield a periodicity or multiples of 24 for this sequence. This may be due to
the fact that no exact repetition exists. In Fig. 2.12, a portion of theHS VDJS ATregion is
shown, and no two frames are equivalent because of mutational errors. For current tandem
repeat algorithms, this is a problem because they are based on xact frequencies, but our
algorithm detects redundancies and therefore can easily identify near-periodic regions. In
Fig. 2.12, the lower case and light gray nucleotides show regions where the nucleotides may
have mutated to other nucleotides (known as substitution errors) which occur when DNA
is replicated. The light gray ones are interesting because they represent substitution of one
or more nucleotides, usually dinucleotides, which is a surprisingly often occurrence. The










Figure 2.10.N = 20LD test for HS VDJS AT. Compared to theN = 19case, redundancy is weak.
underlined nucleotides represent an insertion from the previous frame. Finally, to illustrate
frame to frame conservation, upper case nucleotides are used.
The LD algorithm does not search for exact repeats or matching patterns, instead, the
rank-deficiency of the nucleotide window indicates similarstructures between the vectors.
Despite these errors which throw other algorithms astray, the LD algorithm easily detected
the periodicity of 24.
2.4.4 Discussion: Galois Field And DNA
There are a few disadvantages to usingGF(4) in conjunction with linear algebra. The
clearest is the self-orthogonal vector property. For this to occur, the number of nucleotides
in the frame must be an even number; if we look at Table 2.3, a number added to itself is
0, and this can occur for an inner-product of an even-elementsymmetric nucleotide vector,
ATAT or [0 2 0 2]. Before more complex linear algebraic operationscan be used, this
anomaly must be dealt with.












Figure 2.11. N = 24 LD test for HS VDJS AT. At offset 12, a 1200 base region exhibits a 24 base
redundancy. This is longer than theN = 19case, and is prone to many mutational errors which makes
it hard to find.
in DNA regions. We now address the validity of the finite-fieldframework. From Fig.
2.12, it can be seen that the algorithm is robust amidst various errors. This is due to the
fact that the finite field structure preserves the symbolic nature of the nucleotides. Similar
structures are linear combinations of each other (e.g.GAGA = GTGT + ATAT). If a
pure repeat exists, the dimensional occupancy of an analysis window is 1. With added
insertions and deletions, the window rank increases but note ugh for all basis vectors
to be linearly independent of each other, thus still detecting a strong redundancy among
errors. Although not all analysis can be performed because of the self-orthogonal property
induced byGF(4), the Galois field allows complex operations on a finite symbolic set and
enables powerful tools for DNA analysis.
2.4.5 Conclusions
The subspace partitioning method is based on the hypothesisthat there is an underlying
coding structure in DNA used for error recovery in replication, but preliminary results
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Figure 2.12. Annotation of an N = 48 HS VDJS ATregion (bases1141 −→ 1976). The annotation
scheme used in Fig. 2.8 is used here. An approximate repeat can be seen among insertion and deletion
errors.
from our investigations do not indicate a universal coding structure. We assume this struc-
ture would occur in both protein-coding and non-coding regions. (There has been great
effort in distinguishing between these gene and junk regions [18] [102].) On the contrary,
mutation rates vary from region to region in the genome, and these areas may need sep-
arate treatment. Nature relies on mutations and uses errorsfor diversity, and it has been
shown that non-coding regions (which compose over 97% of thehuman genome) are more
susceptible to mutation than protein-coding regions. Also, frequency of mutation can vary
from one gene to another; different genes in corn showed variation of mutation rates by
400-fold [21]. While a universal error-correction code in whole genomes is not probable,
DNA could be encoded with varying schemes from region to region.
In the linear dependence test, we develop an algorithm whichfinds near-periodic DNA
regions, common to genetic disorders, in a fast iterative process. In addition, it is shown that
using a finite-field framework enables the use of linear algebra’s massive toolbox. Two se-
quences are analyzed via the LD algorithm, and expected tandem repeats are found in each.
An unexpected approximate repeat of 24 bases is found in theHS VDJS ATsequence. The
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discovery is due to the algorithms ability to detect redundancy amidst abundance of mu-
tation which other algorithms do not tolerate. The linear dependence test is a simple way
to find imperfect periodicities and remains robust in substitution, deletion, and insertion
errors.
Finally, there is still work to be done in investigating error-corrective properties and
redundancy in DNA as well as studying its protection mechanisms. More complex DNA
coding models should be taken into consideration such as convolutional coding models
when testing for such structure. Also, the presented linearalgebra framework can be ex-
tended to DNA computing research involving development of optimal codewords [43] as





Electronic noses (e-noses) have been around for approximately 20 years, but they have
only recently attracted a flood of attention from engineers.For example, most landmine
clearance techniques are usually slow and/or expensive, and better methods are needed.
Also, recently, the demand for electronic noses has skyrocketed because of the need to
detect explosive vapors and biological agents. Now, it is asimportant as ever to lower the
cost of these devices for widespread use.
Everything has an odor signature. Humans can smell the chemial presence of volatile
compounds in the air but animals, with more sensitive noses,can detect the presence of
substances that appear odorless to humans. Currently, animals such as dogs and rats are
still the most cost-effective odor trackers for the level of accuracy. For example,APOPO
[5], a landmine removal organization, traces explosive vapor emanating from landmines, by
using the extreme sensitivity of the rat’s nose (see Fig. 3.1). This acute sense of smell can
be attributed to the fact that rats and dogs have more chemoreceptors and more developed
olfactory bulbs than humans. Although the training of rats ha sped up landmine discovery,
training each rat still takes a considerable amount of effort and money. Electronic vapor
detectors are much needed to reduce this cost, and typical applic tions of this technology
are alcohol breath analyzers, gas leak detectors, food quality sensors, and exhaust emission
detectors.
3.1 History
For the first ten years, the main topics weredetection with the main focus on chemical
sensor development anddiscrimination using pattern recognition and classification tech-
niques. Only in the past ten years, has the problem of chemical sourcelocalization arisen
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Figure 3.1. APOPO International [5] trains sniffer rats to detect explosives and diagnose disease. Ani-
mals are still the best detectors and locators of chemicals.
Figure 3.2. The three main areas of e-noses are inter-related. Detection and discrimination have a cir-
cular relation. To detect a level of a chemical, you must be able to discriminate it from others and to
discriminate between odors, you must have a level of detection. Chemical localization is dependent on
how well you discriminate the chemicals to begin with. We also list important problems and applica-
tions for each area.
which combines a variety areas, namely array processing, statistics, and robotics. Fig. 3.2
shows how these three topics are intertwined and how they canbe pplied.
The first step to designing an electronic nose is to develop chemical sensors. The ideal
chemical sensor will measure a value that is proportional tothe chemical intensity at that
point. This has proved to be a challenging problem because ofphysical constraints, such as
changes in the sensor material over time due to chemicals present resulting in measurement
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Figure 3.3. Brief History of the Electronic Nose listing thepreliminary chemical sensor technologies.
[2]
”drifts”. The first and simplest sensors developed were the tin oxide sensors. The under-
lying principle of conductometric sensors (also called chemoresistors) is the conductivity
change that occurs when gaseous molecules react chemicallywith metal oxide semiconduc-
tors or organic conducting polymers [69]. These are what areknown as electrochemical
sensors. Chemical sensors can be divided into several categories: thermal, mass, elec-
trochemical, and optical. The trade-offs are similar to other sensors with sensitivity vs.
specificity. A brief timeline of e-noses can be seen in Fig. 3.3
Potentiometric chemosensors of the MOSFET (Metal-Oxide-Semiconductor Field-Effect-
Transistor) types were developed to utilize a gate that is made of a gas sensitive metal as
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a catalyst for gas sensing [69]. One such example are ChemFETs, chemically sensitive
field-effect transistor arrays [73].
Widely used in military applications are SAW (Surface Acoustic Wave) sensors. Gravi-
metric odor sensors detect the effect of absorbed molecules on propagation of acoustic
waves. The two main types of gravimetric sensors include QCM(Quartz Crystal Microbal-
ance) and SAW (Surface Acoustic Wave) devices that are configured as mass change sens-
ing devices in the electronic nose [69].
The above examples have been in use for decades, and there aremany other types of
sensors which we do not highlight here. Recently, breakthroughs in MEMS (Micro-Electro-
Mechanical Systems) [54] and carbon nanotubes provide interesting solutions. Recently,
there has also been advances in neuromorphic sensors [93] and an log vlsi interfaces [14]
[8]. Analog circuits have the added value that they are low-per, and adding analog
interfaces to amplify/process the chemical sensor signals puts more processing inanalog
circuitry while also pre-processing the signal for easier backend processing on-chip or ex-
ternally.
The backend for discrimination utilizes mostly signal processing techniques have been
a starting point in designing electronic noses [41]. For example, the following electronic
nose discrimination algorithms use signal processing techniques:
• In [91], neural networks and black-box modeling, includingARMAX models, are
used to improve recognition of biological samples.
• In [25], wavelet transforms are used to improve feature extraction from electronic
nose measurements.
• In [35], pattern recognition and machine learning techniques improve electronic nose
discrimination.
• In [103], a uniform sensor network estimates a chemical source’s coordinates from
binary observations and compares the performance of two estimators.
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3.2 Biological Inspiration and GSP
Figure 3.4. The University of Arizona Neurobiology Laboratory builds robots which mimick moth
behavior.
Animals are still the state-of-the-art in chemical detection. Now, many scientists and
engineers are turning to biology for inspiration. Cells offer insight into localization with
their directional sensing (see Fig. 3.5), and mammals offer insight into odor discrimination
[79] . GSP (Genomic Signal Processing) is used to study thesem chanisms by dynamically
modeling biological networks. The aim of GSP is to unite the theory and methods of signal
processing with biological insight. With GSP, we not only understand biology better but
can then design better algorithms.
Examples of GSP-based localizers:
• Sensor cooperation techniques from chemotaxis improve an arr y’s directionality
and speed up chemical source localization in low SNR regimes. [82]
• Bacterial foraging strategies help develop optimal searchmethods. [72]
• One of many biomimetic systems, [58] shows an enhancement ofplume tracing by
mimicking moth behavior.
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Figure 3.5. Chemotaxis is the process of how cells mobilize in a chemical gradient and is one of the
most well-understood post-genomic functions. Researchers gain insight from the robust adaptation of
this process to improve optimization algorithms and the localization problem. a) The cell’s receptors
are in equilibrium. b) In a gradient, the receptors congregate towards the side closest to the source. c)
The morphology of the cell changes. d) The polarized cell migrates towards the source. [71]
• The robotics community uses swarm behavior in animals to speed up the time re-
quired to locate the odor source. [40]
3.3 The Call for Standardization of Parameters in Chemical Localiza-
tion
Because of all the various techniques for chemical localization including 1) stationary, 2)
single-node mobile, and 3) multi-node mobile solutions, these different scenarios make it
difficult to assess the performance of a real system. For example,all too often the inten-
sity of the source and diffusion constant is not given. Performance metrics are needed
to compare these techniques across the board. For example, the localization time for a
discrete-step mobile solution could be given in a step-sizemetric which could then trans-
late to time depending on the speed of the vehicle. The standardization of performance
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metrics for these systems could be broken down into these thre a eas and then further
improved upon to compare cross-approaches.
For all scenarios, environmental factors are important:
1. A model of the field should always be given. If possible, thesource size/intensity
and diffusion constant/rate should be given, otherwise the intensity drop-off should
be given, or the field should be characterized.
2. If turbulence is present, it should be characterized so that other turbulence algorithms
can be prepared.
3. The sensor specificity, sensitivity, and characteristics should be noted, including re-
gions of linearity and saturation.
Parameters necessary for thestationary cases:
1. The distance from sensors to the source.
2. Sensor placement.
3. Probability of estimation error.
4. Time needed to reach the estimate to within a certain probability.
Parameters necessary for theSingle and Mobile nodecase:
1. Vehicle speed
2. Distance travelled
3. Turbulence introduced by self-movement.
4. Initial sensor placement
5. Restrictions on search space.
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Mobile node only:
1. Resolution of node overlap.
2. Differences between node algorithms or the cooperation betweennodes.
3. Best localization time, average localization time, and worst localization time for the
nodes.
3.4 Major Challenges in Chemical Detection, Discrimination, and Lo-
calization
Challenges remain in the electronic nose field:
• Chemical localization in low-to-medium turbulence (e.g. common windy or convec-
tive environments)
• Chemical detection and localization in highly turbulent environments, such as HVAC
systems
• Better discrimination of chemicals such as bioagents in multicomponent mixtures
(e.g. using models of canine olfaction)
• Fast localization through mobile implementations
• Better localization and discrimination through sensor fusion, combining odor infor-
mation with other extra-sensory information (Most animalsuse multi-sensory infor-
mation to track down a source.)
In the past decade, many strides have been made to improve chemical sensors and
their detection, discrimination, and localization [41] [75], [44] [27] [72] [62] [77]. Yet,
animals are still used to locate landmines and illegal substances because e-noses are still
not cheap and accurate enough to mass-produce for widespread us (e.g. the Cyranose
320 has a retail price of $8000 in 2006 [4]). Now, genomic signal processing enables us
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to understand many cellular functions. This understandingwill help us engineer better
bio-inspired systems such as the electronic nose.
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CHAPTER 4
MODIFIED HEBBIAN LEARNING IMPLEMENTATION FOR
LOCALIZING AND TRACKING DIFFUSIVE SOURCES
4.1 Diffusive Source Localization
Many objects (biological) that we want to track have signals(heat or chemicals) that diffuse
rapidly in their environment resulting in a very difficult tracking problem. Multi-sensor or
array signal processing can improve the tracking of diffuse signals, thereby decreasing the
cost of large sensor arrays [47] and mobile sensors [40], as well as greatly decreasing the
convergence time to track these objects.
The problem of odor localization has been tackled across several disciplines. Biolog-
ical optimization algorithms based on bacterial chemotaxis (BC), which can be viewed
as single-sensor algorithms, can be considered for field navigation. They are useful for
searching a surface without staying in a local minimum, and if a map of minima is kept
in memory, a global minimum can be determined [68]. These algorithms can be used for
navigating through a complicated field. However, single-sensor BC breaks down quickly
in the presence of field noise (i.e. Brownian motion) [49]. Even though, bacterial foraging
strategies help develop optimal search methods [72].
Interesting approaches come from robotics, but most papersdo not quantify the per-
formance of the system. One of many biomimetic systems, [58]shows an enhancement
of plume tracing by mimicking moth behavior. A swarm roboticapproach is inspired by
insect behavior to localize a chemical source, and its performance criterion based on the
actual time and distance taken to find the source was comparedover group size, plume
type, and various search algorithms [40].
On the signal processing side, a comprehensive detection and estimation theory frame-
work has been developed for vapor source localization via a st tionary sensor array [70].
It was determined that five sensors and four parameters are the minimal amount needed in
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a three-dimensional space using this framework, and performance for the each parameter
is shown via the Cramér-Rao bound vs. time for one noise level [70]. The framework was
extended to a single moving sensor which uses a circle-and-attack strategy [75]. Apply-
ing the stationary framework to landmine detection using chemical sensors, optimal sensor
placement around a landmine is determined and detection probabilities are plotted for the
number of sensors and time samples [47], but it requires a huge sensor array size. Also
in this study, the performance of the single moving sensor isevaluated. It has an advan-
tage over biological algorithms because it allows real-time optimization of its trajectory,
but the disadvantage is that it uses an extensive search timefor the initial detection. Again,
using a huge sensor array size, in [103], a uniform multi-node network estimates a chem-
ical source’s coordinates from binary observations and compares the performance of two
estimators.
4.2 Previous Chemotaxis Techniques
How is biology efficient at chemical tracking and what principles can we learn from biology
to help us with engineering design? Currently, mammalian olfaction is extremely complex
and while many components are known, our understanding of the mechanism is scratching
the surface. On the otherhand, there are many studies of single-cell mobilization in chemi-
cal gradients, called chemotaxis. We examine two chemotaxis and navigational techniques
inspired by these mechanisms.
At the most fundamental level, chemical tracking is essential to primitive organisms.
Humans have five senses, some highly evolved, whereas single-celled organisms essen-
tially have two, touch and smell/taste. Without either, the organism would not be able
to hunt its food and eat, or avoid predators. Thus, a single-cell must perform the com-
putation necessary to achieve survival. It integrates its senses in chemotaxis, the process
of mobilizing in a chemical gradient. We will now examine previous chemotaxis random
walk locomotion and receptor clustering, and the associated lgorithms inspired by these
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mechanisms:
1. A single-sensor biased random walk and a two-sensor directional sensing algorithm
for gradient tracking.
2. Multiple biased random walks for tracking multiple sources.
First, bacterial chemotaxis principles are reviewed. Then, the two random-walk al-
gorithms are discussed, and they show how this strategy can be used in single-node and
multi-node cases.
4.2.1 Bacterial Chemotaxis Principles
Figure 4.1. Example of a chemotaxis run and tumble trajectory, or random walk behavior. 30 s in the
life of one Escherichia Coli K-12 bacterium swimming in an isotropic homogenous medium. The track
spans about 0.1 mm, left to right. The plot shows 26 runs and tumbles, the longest run (nearly vertical)
lasting 3.6 s. The mean speed is about 21 mm/s. A stereoscopic view can be seen in Bergs paper [17].
Chemotaxis is the mechanism by which an organism mobilizes in a chemical gradient.
A single-cell is known to integrate information from its receptors, or chemical sensors,
to control its movement through the flagella. The behavior ofbacterial chemotaxis can
be characterized in two ways: 1) a run and 2) a tumble phase. This is dictated by the
rotation of the flagella, the motor movement, on the organism. When the counter-clockwise
rotation aligns the flagella into a single rotating bundle, the bacterium swims in a straight
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line, known as the run phase. When the clockwise rotation breaks the flagella bundle
apart such that each flagellum points in a different direction, the bacterium to tumbles
in place, known as the tumble or rotational phase. The bacterium alternates these two
phases to move, using relatively straight runs interruptedby random tumbles that reorient
the bacterium (illustrated by Fig. 4.1). With no gradient present, this movement exhibits a
random walk behavior (see Appendix C for a mathematical description of a random walk).
With a gradient present, the cell will start to exhibit longer runs in the direction of the
gradient before tumbling and will tumble sooner if it finds itis going in an orthogonal
direction to the gradient. This behavior exhibits a biased random walk, utilized in Kadar
and Virks [49] and Dhariwals [24] algorithms. It is thought ta this biased random walk
provides directionality to the organism while keeping the organism flexible enough to find
other sources (i.e.: prevents the organism from getting cauht in a local minimum) [68].
Signaling in E. Coli chemotaxis relies upon protein phosphorylation. The key enzyme
in the pathway is a histidine kinase (CheA), the activity of which is modulated by binding
of chemoeffector to receptors and by the level of receptor methylation [95]. Changes in
receptor methylation levels result in sensory adaptation,enabling the cell to detect further
changes in concentration as it swims in chemical gradients.This is similar to when our
visual system adjusts to low-light levels so that we can detect subtle differences. Receptor
methylation also acts as a short-term memory of the chemicalenvironment, utilized in
Dhariwal et al.’s algorithm [24] and a by-product of Rosen/Hasler’s [82]. In addition, it
was observed a little over ten years ago that chemotaxis receptors form clusters at cell poles
in E. coli. Since then, chemoreceptor clustering has been demonstrated in all bacteria and
archaea that have been examined to date [33]. Moreover, it has recently been shown that
all other chemotaxis proteins in E. coli localize to the cluster of receptors [60] [96] [10],
thereby forming a large sensory complex. It is hypothesizedthat this receptor clustering
helps to increase specificity and convergence time in localizing the chemical gradient. This
type of mechanism is used in Rosen and Haslers work [82].
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4.2.2 Single-Node Biased Random Walk and Receptor Cooperation
Since chemotaxis is an efficient navigation strategy in gradients, engineers have design d
algorithms based on this mechanism to localize diffus ve sources. An initial approach is by
Kadar and Virk [49]. They compare a directional sensing algorithm they call chemotaxis
to a biased random walk model. In the terminology presented in the previous section, the
biased random walk is chemotaxis movement while their chemotaxis algorithm is a type
of receptor cooperation. To keep terminology consistent, these algorithms are notated as
biased random walkandreceptor cooperationrespectively. The authors use af = (1/r)2
decay for the gradient field for the region 0< r < 5. The additive noise is uniform random
variable from [-0.5,0.5]. All the examples are conducted ona fixed grid composed ofunits.
Theorganismis placed (4,3) units away from the source. In the noise regims, the initial
signal-to-noise ratio (SNR) can be computed from:




where the organism is 5 units from the source so theAsignal = f = (1/5)2 and Anoise
(noisestandarddeviation) = 1/sqrt(12) (standard deviation for a uniform random vari-
able). Plugging this into (4.1), there is a starting SNR of -17.17 dB. Thebiased random
walk algorithmmakes all decisions from current time measurements and no short-term
memory is assumed. For each step,
1. A run phase is executed. The run speed increases as it becomes closer to the source
but slows as it hones in on the source:
(a) > 10 units from source, the step size is 0.5 units, thus the optimum steps to the
source is 8.
(b) Between 1 and 10 units, the step size is 0.5+ f /2.
(c) < 1 unit, the step size is 1/ f
2. The tumble phase rotates the organism. The angle direction is the previous angle plus
a uniformly chosen random variable from -28 to 28 degrees.
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Table 4.1. Comparison of Kadar and Virks algorithms, averaged over five Monte Carlo runs.
Receptor CooperationBiased Random Walk
Stable Field 13.4 130
Noisy Field >1000 129.2
The receptor cooperation algorithmuses a fixed step size but uses spatial information to
gain information about the direction of the source:
1. The step size is a fixed 0.5 units, thus the optimum steps to the source is 8.
2. The positive direction of the source is computed from the two receptors on either
ends of the cell (0.4 units).
3. The angle direction to progress in is chosen uniformly random from three choices
of 0 or ± 14 degrees towards positive direction of the source (angle which the two
sensors create a line).
The results of the algorithm are summarized in Table 4.1. In astable gradient field, 1) the
receptor cooperation algorithm localizes the source directly and quickly and 2) the random
walk algorithm is indirect and slow. In the noisy field, 1) thereceptor cooperation algorithm
diverges and is not likely to reach the source and 2) the random walk algorithm performs
similarly to the stable case. So while the receptor cooperation algorithm breaks down
quickly in the presence of noise, the biased random walk algorithm is the same despite the
noise level.
4.2.3 Multi-Node Biased Random Walks for Source Tracking
Dhariwal et al. further investigates the biased random walkaspect of chemotaxis but for
multiple tracking nodes and sources [24]. Rather than assuming that an organism varies its
run and tumble ratio depending on the concentration level asin Kadar and Virk, Dhariwal
et al. assumes that the chemotaxis mechanism is based on short term memory that is able
to detect a positive or negative gradient by comparing the current concentration to the last
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locations concentration. This short-term memory has been verified in biology literature
[31]. On a 2000× 2000 unit grid, 100 robots are placed randomly using a uniform random
distribution. In biology, this can be paralleled to a colonyof bacteria. The speed of each
robot is assumed to progress at a unit/second and each time step is a second. The robot
mean free path(MFP), or run-length without bias, is 10 units. The source(s) are always
assumed to be a circular disc with a radius of 5 units, but two types of gradient source
models are used. The first model uses m sources placed randomly on the grid and modeled










The intensity can be sensed at a point (x, y) on the grid in the presence of m gradient
sources,qi is the intensity of the sourceSi, K is a constant of proportionality and ri is
the distance between the grid point (x, y) and the center of sourceSi. The second source
model assumes that the source decays over time, such as an impulse source with infinite
boundaries or actual consumption of the source where the chemi al is a nutrient that can







whereqi(0) is the initial intensity ofSi, k1 andk2 are constants which depend on the
type of source,Ni j is the number of robots at sourceSi depleting its energy at timej.
This is used in conjunction with (4.2) to create an intensitymap based on decaying. The
run-and-tumble strategy used by each robot has three phases: move bias-length in previ-
ous direction, tumble, run, and repeat. It can be described with the following pseudo-code
(each run time-limit is 5× 104 seconds and 104 Monte Carlo runs were averaged to get the
final convergence results):
WHILE NOT at Gradient Source OR Time-limit
IF ((Concentrationnew AND Concentrationold exist) AND Concentration ew¿Concentrationold))
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biaslength= bias*MFP;
MOVE biaslength in previous direction;
END
Concentrationold=I(x,y);
tumble=random direction from choice of eight neighboring gridponts;
FOR 1 to runlength





In Kadar and Virk, the bias is based on the concentration level at the current time. In
Dhariwal, there is a bias if the concentration is positive (dtermined from a short-term
memory), and the actual concentration intensity does not affect the bias.
In Figure 4.2.3, a scenario is run for the 100 nodes placed 900units away from a single
source. With no bias, there is little progress after 50,000 seconds, but with just 10% bias,
every node is able to localize the source within, 40,000 seconds, and 80% of the nodes
reach the source within 25,000 seconds. With a 40% bias, 80% are able to reach the node
in 5000 seconds.
The 100 nodes are also tested for finding multiple sources. Iti unknown how distant
these sources are from each other, but they are introduced atdifferent times with the same
amplitude, and it takes about 5000 seconds for 10% of the nodes t reach each one after it
activates and quickly decays.
Also, an error is placed on the gradient decision function tosee how performance would
degrade. In all biases, the gradient measurement is subjectto a percentage of error (e.g. for
the 6% error case, if the gradient is positive, there is a 6% chan e it will be measured as
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Figure 4.2. Increasing the bias decreases the time to convergence for this algorithm shown in a) the
average distance between the robots and the source vs. time,and b) the percentage of robots at the
source vs. time. Note there is just an inverse relationship between the two [24].
negative). In this scenario, the nodes still converge to thesource but at a slower rate. The
20% error case takes about 50,000 seconds for all nodes to localize the source as opposed
to the no-error case of 40,000 seconds. So, for full convergence, it takes about 20% more
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time to converge. A similar trend is seen with the 40% error case, nd it is expected to take
around 40% longer to converge fully.
The single-source case is also expanded to a disc of 45 units,a d the algorithm is shown
to perform well for boundary detection.
4.3 Overview of other Chemical Source Localization approaches
The approaches that are array signal processing and robotics strategies use complex compu-
tation for multi-sensor localization. Strategies based upon bacterial chemotaxis are simple,
but they have only been implemented for the single-sensor case. Our approach [82] is to
utilize biological learning and the way cells mobilize in a chemical environment (Fig. 1.1)
to improve a sensor array’s localization and tracking of a diffus ve source (heat or chem-
icals) while maintaining low-complexity for implementation [84]. In this work, we show
how a Hebbian learning algorithm can be modified to approximate chemotactic behavior
and compute the weights of an auto-associative network thatcan be used to determine the
source location.
For the rest of this chapter, we present models of the physical environment, sensor ar-
ray, and sensor measurements (Section 4.4), the classical Hebbian learning algorithm and
connected auto-associative networks (Section 4.5), our modified Hebbian learning algo-
rithm with controlled sensor cooperation and direction-of-arrival determination (Section
4.6), simulation results for a mobile array in various SNRs (Section 4.7), design and is-
sues of implementing an array in hardware (Section 4.9), andthe results of the stationary
implementation in various environments (Section 4.10).
4.4 Model: Gradient Field and Sensor Array
A chemical field is dynamic in nature if turbulence (caused bywind, etc.) and noise (such as
molecular Brownian motion) are taken into consideration. Excluding all these factors, we
only model molecular diffusion, and obtain the result that the concentration,C (moles/cm3),
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whereµ is the chemical release rate (moles/s), andD is the diffusion constant (cm2/s). The
parameter is the radius from the point source, andt is the time from the initial release. In
our model, the diffusion field of interest is the field at long diffusion times (t → ∞), so the




Because the release rate varies greatly in nature (and for ease of use), we setµ4πD = 1.
Therefore, the ideal source is modeled asC(r) = 1/r for the diffusion field. Although this
is a 3-D diffusion field, we only treat cases where the sensor array traverses a planar slice
of this field.
Our sensor array is modeled as follows. Each sensor,vk[n], is thekth input of N inputs
at time samplen which measures the concentration signal,Ck = 1/rk, at a distancerk away
from the source. The sensors are assumed to take measurements which are contaminated
with independent and identically distributed (i.i.d.) noise:
v[n] = c[n] + n[n] (4.4)
wherec = [C1,C2, ...,CN]T , n = [n1, n2, ..., nN]T , 0 is anN×1 vector of zeros,n ∼ N(0,Σ),
andΣ = σ2I whereI is anN × N identity matrix.
We examine systems in biology to design a two-dimensional arr y. The mechanism
to sense an odor or chemical gradient exists from the microbiol gical level all the way
to mammals. Single-celled organisms which have an irregular ov l-like shape provide
inspiration for the sensor array shape. These animals’ chemoattractant (chemical-sensing)
receptors are uniformly distributed on their membrane in equilibrium. By this analogy,
a circular array should be a good approximation to these organisms. For a circuit board
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approximation, we choose a square array with an equidistantdistribution of sensors on the
perimeter.
4.5 Classical Hebbian Learning
Localization algorithms have been designed using off-line, complex sensor array process-
ing algorithms, but we want to implement an algorithm for real-time operation and in the
future, for low-power electronics. Thus we want relativelylow complexity for large per-
formance improvement, and biology can offer insight into such designs because many bio-
logical systems perform powerful computation while operating at low power.
Thus, we turn to neural computation (e.g. receptor signalling performed in chemo-
taxis) for inspiration. Hebb’s rule [76] is a classical learning technique that adapts a set of
weights to the input signal. For our purposes, we want to learn the connection strengths
(correlations) between sensors to determine what direction a source is coming from. A
sensor with higher correlation to other sensors is one that gets a higher amplitude on input
and is, therefore, closer to the source.
A discrete-time matrix form of the Hebbian learning rule canbe expressed as:
W[n+ 1] =W[n] + ηRxx[n]W[n]
= (I + ηRxx[n])W[n]
wherex[n] is a vector ofN inputs at timen, W is a N × N matrix of adaptive weights,
Rxx[n] = x[n]xT [n] is the correlation of the inputs,x[n], andη is a constant [76].
The change inW over a time period is proportional to the average of the inputcorre-
lation matrix,△W ∼ 1N
∑N
n=0 Rxx[n]. Therefore, each element,wi j , can be viewed as how
well the ith sensor input correlates with thej th sensor input. Theη introduces a learning
rate and short-term memory to the system. As a result,W can be viewed as the neural
connections between each sensor and will retain memory of their connections for a short
period of time. A graphical illustration of an auto-associative Hebbian network is given in
Fig. 4.3. The mutual connection between sensors is analogous to sensor cooperation found
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Figure 4.3. A simple Hebbian fully connected auto-associative network. When three of the units are
activated by an outside stimulus their mutual connections are strengthened. The next time some of
them are activated they will activate each other.
in biology. The difference is, in the Hebbian matrix adaptation, the sensors arefixed and
the connections between them are adapting while in biology,the receptor locations adapt.
4.6 Modified Hebbian Learning for Localization and Tracking
In this section, a more descriptive version of Hebbian learning is presented, and we describe
how our constraint affects the algorithm and the determination of the direction-of-arrival.
We call our inputs,v, and they are correlated to a weighting/steering matrix,A. For each
time step iteration,n, the output of the array,, is computed as:
y[n] = A[n− 1]v[n] (4.5)
whereA[0] = A init (4.7). The matrixA init has a dual role as the initialA as well as con-
strainingA on each iteration (4.6).
The Hebbian learning algorithm is then used to update the steering matrix:
A[n] =A[n− 1] + η v[n]yT [n]
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Figure 4.4. Diagram of Hebbian Learning Algorithm modified for control of sensor cooperation. The
vector v contains the sensor inputs, the matrix A are the adaptive weights,η is the adaptation constant,
and xcoords are the [xcoords, ycoords]T coordinates of the sensor array. a) Classical Hebbian learni g up-
dates the A matrix. b) Each element of A is multiplied by each el ment of the constraint, Ainit to restrict
the amount and strengths of the sensor connectivity. c) Eachsensor’s connections are summed into a








of array        
 Path of sensor array
(cm) (cm) 
Figure 4.5. Example navigation path of a 32-element sensor ar y, Sc = 5, -1 dB starting signal-to-noise
ratio (SNR). Source location occurred in 208 steps.
whereη = ((vT [n]v[n])−1. A concise view of the Hebbian algorithm with added constrain
and source angle determination is shown in Fig. 4.4.
On each iteration, a constraint that controls the sensor inte connectivity is imposed on
A:
A[n] = A init ◦ A[n] (4.6)
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where◦ is an element-by-element multiplication andA init is a circularly banded matrix with
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In this example,Sc = 3 meaning each sensor and its nearest neighbors form the output (4.5)
for a direction. The connections seen in Fig. 4.3 would be limited to the nearestSc/2− 1
neighbors.
This is directly related to how chemoreceptors cooperate for chemotaxis, the mecha-
nism by which a cell senses and responds directionally to a chemical gradient (see Fig.
1.1). When a chemical binds to the receptors on the membrane of th cell, several recep-
tors in a region signal a neuron. If all these receptors have chemical binds, the neuron, or
weight, receives a high neural spike. Each column vector in theA matrix can be viewed as
the neural beam pattern. It has been shown that organisms usespatial sensing mechanisms
to compare receptor stimulation among different parts of the organism and then move ac-
cordingly [26]. Also, it has been observed that a cell’s receptors begin to cluster towards
the gradient direction when the gradient is suddenly reversd [19]. We conjecture that this
is due to the fact that the organism wants to increase selectivity, or its beam pattern, in that
direction. We parallel this spatial clustering behavior towhat is known in the array signal
processing literature as beamforming [48]. So, instead of moving the sensors to increase
directional selectivity, we adapt the steering matrix.
The A init is the key modification of the Hebbian learning algorithm which limits the
amount and strength of the connections, or weights, inA. Sensors closer to the source
have great impact on the computation of the source directionwhile those farther away have
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less influence. Since all the connection weights to/from a sensor are summed to get the
directional estimate, our constraint allows us to limit/attenuate side sensors for a particular
column, which helps us control the learning algorithm’s directionality and focus.
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“Form 2” is the case sensor cooperation with no side connection attenuation (example
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This form now places less emphasis on sensors contributionsfurther away from the partic-
ular focussed direction (4.5). Each bandSc away from the diagonal has a 1/2Sc weight.
Also, to keep the weights sensitive to input changes,A i bounded byη‖v‖ ≦ ‖A‖ ≦ ‖v‖.
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The direction of the sensor array movement is calculated using the steering matrix. The
center of the square sensor array is (r, θ) away from the source. This center coordinate
vector can be averaged from all the individual sensors’ distances,rk and angles,θk from the
source: [r, θ]T = 1N
∑N
k=1[rk, θk]
T . We now represent the center with cartesian coordinates
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Next, the direction of the source from the centroid of the array is estimated as:
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where· is an inner product. In other words, the columns ofA are summed, where each
element in a column corresponds to a weighting of a sensor’s cnnection to itself and other
sensors. We make the assumption that the sensor with the largest summed weighting will be
the closest to the source. Most likely, this is true since it rceives a higher input amplitude
than the other sensors. Then each summed column weights eachs nsor coordinate and is
used to create a geometric estimate of the source direction.
The new sensor array centroid coordinate is calculated as
x[n+ 1] = x[n] + δfixed · d[n].
The iteration is stopped when the center of the array is within a fixed-step threshold of the
source:




An example iteration of the algorithm is shown in Fig. 4.5.
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4.7 Simulation Results from a Mobile Array
The primary goal of this experiment is to assess the spatial advantage gained by a mobile,
square sensor array using three forms of steering constraint m trices (4.7) : 1) an identity
matrix (only one chemoreceptor for one neuron), 2) a banded matrix with unity weights
(multi-receptors each equally signalling a neuron), and 3)a banded matrix with 1/2Sc bands
(multi-receptors signalling a neuron where receptors further away from the neuron have less
weight). Since organisms use visual cues or sensation to determine if they have reached a
source, no mechanism was incorporated for the array to internally detect this. Detection
is assumed when the array comes withinδfixed of the source, and the steps/time for the
detection to occur is called the localization time.
In the simulation, the center of the 3µm × 3µm sensor array is placedr init = 141µm
away from the source. Although the field is infinite at (0, 0), the source detection threshold
distance is set at a fixed step size,δfixed, which is 1/100 ofr init. Therefore, the concentration
levelCinit at the initial array placement is 1/ 00 smaller than the concentration at the source
threshold,δfixed.
Each sensor array is characterized by the localization timeo the target vs. starting
signal-to-noise ratio (SNR). Starting SNR is defined as the initial average SNR of the sen-
sor measurements (4.4):1N
∑N
k=1 20 log10(|Ck[0]/nk[0]|). Also, the effect of sensor cooper-
ation on the an array’s localization time is assessed. The algorithm is tested over several
parameters:
• N, the number of sensors, is varied by factors of 2 over 4, 8, 16,and 32.
• Sc, the sensor cooperation level, is run for odd numbers from 1 to N − 1.
• startingS NRis evaluated from approximately−8 dB to 8 dB in 2 dB steps.
The localization time is computed over all parameters; one thousand Monte Carlo iterations
are computed for each combination.
In Fig. 4.6, a histogram of the amount of steps (or time if a velocity constant is given)
for the array to reach the target is plotted. The distributions are top-heavy and have very
60






Number of steps to reach target





Figure 4.6. Distribution of localization time vs. sensor aray size for 1000 Monte Carlo runs with
approximately 4 dB of sensor starting SNR and no sensor cooperation. Some tails actually extend out
to around 2500 steps but are truncated for illustration.
long tails. Due to limits on computation, if the number of steps xceeds 100K, the iteration
is stopped and noted. In Fig. 4.7, the mean number of steps of the thousand iterations vs.
SNR and the number of iterations stopped at 100K vs. SNR are shown for an 8-sensor
array. From the plots, it is inferred that iterations with long localization times directly
affect the mean statistic. One can see that when the number of iteations exceeding 100K
in Fig. 4.7 b) grows, this behavior skews the mean computation in lower SNRs and causes
it to deviate from its quadratic behavior on this graph. In Fig. 4.6, most iterations cluster
around a short time value; therefore, the median is a better chara terization of the heavy-
tailed distributions and is our preferred statistic.
Assuming a measure-and-go strategy withδfixed as the distance the sensor array moves
each step, the chemical source localizer converges to the source in 100 steps in the opti-
mal case. As the SNR is lowered, the median number of steps to the source is used as a
performance measure.
The performance gained with varying numbers of sensors and no se sor cooperation
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Figure 4.7. a) Illustration of the mean number of steps takento localize the target vs. the starting SNR.
b) Illustration of the number of iterations that were trunca ted at 100K steps vs. SNR. Outlying long
localization times directly impact the mean of the steps. Therefore, the median is the preferred statistic.
(A init as an identity matrix (4.7)) is shown in Fig. 4.8. As expected, localization time
increases as the SNR decreases, and it does so with a quadratic behavior. At a fixed SNR,
the percentage improvement becomes less noticeable as the amount of sensors increases.
To simulate an equal-weight sensor cooperation case, the weights in A init are set to
1 for the bands dictated by the sensor cooperation level,Sc. In Fig. 4.9, the higher the
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Figure 4.8. The effect of increasing the number of sensors on the localization time vs. SNR. 4, 8, 16, and
32 sensors are shown, and the SNR is varied from -8 dB to 8 dB. Due to the stepsize, the asymptotic
lower bound is 100 steps.
sensor cooperation level forSc > 5, the worse the performance is. In fact, the no sensor
cooperation/identity matrix case, outperforms sensor cooperation for high SNR; in low
SNR, Sc = 5 has the best overall performance. One can make sense of thisfrom the
directional pattern formed by the sensor cooperation. If a sensor on the upper right-hand
corner observes a high concentration coming in from the upper right, then using its nearest
neighbors’ (2 on each side forSc = 5) measurements in addition to its own will add extra
information needed to gain better resolution of the angle inthat direction. On the other
hand, taking all sensors around the array and weighting their information equally for each
direction will cause distortion and degrade the angle resolution as opposed to using clusters
in each direction.
In Fig. 4.10, a comparison of the threeA init forms and their influence on performance
are shown for 3 sensor array sizes. The unequally weightedA init (whereSc = N/2+ 1 for
eachN) performs consistently better than no sensor cooperation for all SNR. The unity-
bandedA init case (whereSc = 3 for N = 8, 16, andSc = 5 for N=32) is worse than
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32 Sensor Array, Equal Weighting
No Sensor Cooperation
Dashed:  Low Levels of Cooperation
Solid:  High Levels of Cooperation
Figure 4.9. The Ainit of Form 2 degrades performance as more sensor cooperation lev ls are added to
a 32 sensor array. (The lower levels of sensor cooperation correspond to A with less thanSc/2 bands.)
The lower levels of sensor cooperation perform better than the higher levels in all SNRs, but not as
well as no sensor cooperation in high SNR. The localization time vs. starting SNR is shown for the no
sensor cooperation case and odd sensor cooperation levels between3 and 31. Due to the stepsize, the
asymptotic lower bound is 100 steps.
no sensor cooperation for high SNR, but for low SNR, this method significantly reduces
localization time. A 16-sensor array using this method is comparable to a 32-sensor array
with no sensor cooperation in−8dB SNR. But, the two methods have trade-offs. If SNR
varies, it may be more desirable to useA init of Form 3 to consistently reduce localization
time; otherwise, if the sensor array only operates in low SNRconditions, Form 2, may be
more desirable.
In Table 4.2, localization time of various sensor arrangements are numerically com-
pared for two SNRs. The sensor cooperation algorithm using the third form ofA init is run
for variousN andSc and is compared to the 4-sensor, no sensor cooperation, case. Increas-
ing the number of sensors significantly improves performance while the conservativeA init
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Figure 4.10. Comparison of effect localization time vs. starting SNR for the three forms ofA init . The
forms are compared for 8, 16, and 32 sensor arrays. Form 3 performs better than Form 1 in all SNR
while Form 2 performs much better than all algorithms in low SNR but performs slightly worse in high
SNR. Due to the stepsize, the asymptotic lower bound is 100 steps.
Table 4.2. A comparison of the median steps (MS) for source localization in 0 dB and −7.5 dB for the
single sensor mobile case, and a comparison of theN/2+ 1 banded Ainit of Form 3 to the 4-sensor no
sensor cooperation case.
N Sc MS for 0 dB (% improved) MS for -7.5 dB(% improved)
1 1 11130 (-3071%) 35646 (-2511%)
4 1 351 (baseline) 1365 (baseline)
4 3 304 (13.4%) 1256 (8.0%)
8 5 210 (40.2%) 693(49.2%)
16 9 150 (57.3%) 435 (68.1%)
32 17 126 (64.1%) 301 (77.9%)
Just by using four sensors instead of one (N = 1), the localization task shortens by mag-
nitudes as seen in Table 4.2. The single sensor case is based on a bi logical chemotaxis
algorithm [49]. In the algorithm, the sensor moves randomlywhen the change in concen-
tration gradient is negative else continues in the same direction if it is positive. The single
sensor median number of steps is calculated from 50 Monte Carlo runs.
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4.8 Performance comparison to previous chemotaxis-based techniques
We have reviewed: 1) a single-node biased random walk and receptor cooperation algo-
rithm, 2) multi-node biased random walks, and 3)our multi-receptor clustering algorithm.
The biased random walk is able to provide directionality while allowing enough random-
ness for the organism search out a global minimum. A good example of this case is in
Dhariwal et al.s two-source scenario where various nodes are able to find multiple sources,
and there is a shift of the percentage of nodes towards the larg r source over time. The sen-
sor cooperation algorithms are able to utilize the gradientinformation directly to navigate
to a source. When local groups of sensors, or receptor clusterings, are fused to spatially
smooth sensor information in addition to time averaging, anarray of sensors is able to
perform better in a noisy environment than when each sensor adapts independently. The
receptor cooperation algorithm is useful for low SNR and lowgradient scenarios to exploit
the directionality out of sensor inputs. In Table 4.3, the parameters of each algorithm are
categorized for comparison: the number of sensors, whetherthe sensors are independent
or cooperative, the noise level, the optimum number of fixed st ps to the source, and the
number of steps to the source/localization time. With the multitudes of differences between
each algorithm, it can be difficult to compare the performance between each algorithm.
The step-size may be variable or not exist at all if the algorithm is continuous-time and not
discrete-time. The chemotaxis-based algorithms use a fixedor minimum step size, so the






This may not be the best metric of such algorithms, since the localization time is the true
metric. Since these algorithms can be implemented with any node velocity, it is difficult
to compare these before implementation. A standardized setof performance metrics are
much needed to compare the algorithms. The performance of thse algorithms is compared
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Table 4.3. Comparison of various parameters in each algorithm.
# of sensors Independent
or Cooperative
Nodes
Noise Level Optimum steps
for fixed step-size
Kadar/Virk 1,2 Independent/ Co-
operative
-17.17 dB 8




Rosen/Hasler 4,8,16,32 Cooperative -8 to 8 dB 100
Table 4.4. Performance comparison of the algorithms, showing the strategy, the number of sensors, the
noise regime, and the localization time normalized by the optimum step size.
Parameters Normalized #
of steps
Kadar/Virk 1 sensor biased random walk, -17.17 dB starting SNR(130/8) 16.25
Dhariwal et al. 100 sensors, 20% error, (steps calculated from 50000
seconds divided by MFP=10)
(5 00/90)
55.56
Rosen/Hasler 4 sensors, 3 sensor cooperation, -7.5 dB starting SNR(1256/100)
12.56
in Table 4.4. The number of sensors used, the noise level, andthe normalized number
of steps is shown for each algorithm. An interesting note is that Kadar/Virks algorithm
does very well for a low starting SNR. It is important to note that the results were only
averaged over five Monte Carlo runs while 104 and 105 Monte Carlo runs were averaged
in Dhariwal et al. and Rosen/Hasler respectively. So, the findings in Kadar/Virk may
not have a sufficient statistics for this result. Nonetheless, their work was one of the first
navigation techniques to try both the run-and-tumble and gra ient following strategies. For
the amount of nodes, Dhariwals algorithm takes much longer to converge to the source, but
because of multiple nodes, the method has the advantage of finding multiple sources and
even boundaries of chemicals, such as oil spills. In Rosen/Hasler, a 4-sensor array in low
SNR obtained reasonable results for a single source, and this technique has the advantage
of using a single node while enhancing performance via numerous sensors and algorithmic
complexity. For example in Table 4.2, by quadrupling the number of sensors with sensor
cooperation in this algorithm, the localization time can decrease by 3-fold.
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4.9 Hardware Implementation for a Stationary Array
In this implementation, we focus on temperature localization due to high reliability of inex-
pensive temperature sensors though our techniques easily extend to chemical localization.
Inexpensive temperature sensors are highly accurate and less prone to nonlinearities such
as drift; chemical sensors have major problems with drift and can also saturate. Our bio ar-
ray processing algorithm assumes linear ideal measurements with Gaussian error, therefore
linear sensors are needed. Also, the algorithm assumes diffu ion as dictated by Fick’s 2nd
Law, and both heat and chemical diffusion obey this. Thus, it is natural to try our algorithm
first for heat localization, but this design can easily extend to tracking in chemical gradients
as well.
Heat diffuses much more rapidly than chemical diffusion. In this section, we show
that the heat from a+3000◦ C light bulb dissipates to 59◦ C in 10.4 cm, and at 22.6 cm
away from the source, the temperature is 29◦ C, yielding a steep temperature gradient
over space. At 30 cm, the heat from the lightbulb is negligible ecause the temperature
is measured at approximately 25◦ C, which is room temperature. In this environment,
we have a limited amount of space, and a mobile implementatiowould not be practical.
A stationary implementation to locate the source at a near distance is more useful in a
limited-space experiment. Therefore, our implementationis stationary. We simulated the
stationary array, and the results are similar to the implementation results presented here.
The difference is that in mobile simulation, Form 3 performs better than Form 2, but in
the stationary case, Form 2 performs better than Form 3. The sensor cooperation methods
(Forms 2 and 3) perform better than no sensor cooperation (Form 1) in both the stationary
and mobile cases.
Our goal is to test implementation feasibility of 2-D gradient-source localization us-
ing one 4/8 multi-sensor array with our modified Hebbian learning for sensor arrays [82].
Two temperature sensor array prototypes were constructed:one yields noisy measurements
(standard deviation (std) of 0.4◦C), while the other implementation has little noise (std of
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0.1◦C). This yields two platforms to test the algorithm on. Also, it is shown that as the
sophistication of the algorithm increases, the better the circuit is able to localize and track
real temperature measurements with substantial variation. Therefore, the algorithm could
be used in a wide range of applications, and in particular, a sensor integration using a higher
number of sensors to measure diffuse far-field sources.
4.9.1 Temperature Sensor Setup
Our circuit implementations uses the Hewlett-Packard Labs’ Smartbadge, a microcontroller-
based device used for sensor integration and computation [61]. Microchip TC74 tempera-
ture sensors quantize the temperature in the room to the nearst Celsius degree and interface
to the Smartbadge. The circuit schematic is seen in Fig. 4.11. A photograph of the setup
can be seen in Fig. 4.12. There is an 11cm distance between each sensor for the 4 sensor
configuration and a 5. cm distance for the 8 sensor configuration. The circuit’s measure-
ment time per sensor is 10ms. When implementing the above algorithm in a real system,
sensor bias needs to be compensated, and theη parameter needs to be adjusted for the
correct adaptation rate vs. sensitivity trade-off [84].
4.9.2 Heat Source Calculations
We calculate the ideal heat dissipation length from a lightbulb eginning with the thermal
conductivity of air,.025 Wattsmeter∗Kelvin. From [1], it is shown that a 60-W bulb radiates 73.3%
of its power as heat, therefore the effective bulb wattage is 44W. The temperature change
over the gradient is∆T = 2700K(2527◦C) − 300K(27◦C) where 2700K is the temperature
of the lightbulb’s tungsten filament and 300K is the measured room temperature. Using
simple unit conversion, the bulb’s heat will dissipate in air after 73cm, ideally.
For the first set of experiments, a 60-Watt incandescent light bulb lamp with a 12.7cm
diameter is used as the heat source. The temperature 16cm from the lamp reached a steady-
state of 35◦C after 15 minutes through empirical studies. For Figs. 4.13through 4.16, the











































Figure 4.11. Schematic of sensor setup using the HP SmartBadge IV. Four sensor layout maximizes the
perimeter of the board. A four sensor configuration is used inthe first prototype, and both four and
eight sensors are used in the second prototype.
angle.
For the second experiment configuration, a 100-Watt bulb waspl ced 15.75cm away
from the center of the board. The steady-state values for each sensor scenario were recorded.
In the diffusion-only scenario, with a heat source placed at a 100◦ angle between the first
and second sensors, the 4 sensors reached 59◦C, 3◦C, 29◦C, and 30◦C in 5 minutes. With
an oscillating fan between the third and fourth sensor underthe same scenario, the sensors
reached 36◦C, 33◦C, 25◦C, and 25◦C in 2 minutes with the first sensor oscillating between
38◦C and 36◦C in turbulence. For Figs. 4.18 through 4.20, the source was pl ced at a
near-field distance of 15.75cm from the center of the board at a 100◦ angle.
4.10 Experimental results from stationary array
Our approach uses two computations as part of the tracking algorithm: a fixed sensor co-
operation algorithm so each sensor effectively sees a particular direction, and an adaptive
algorithm to track the particular source location. Fig. 4.13 shows the experimental system
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Figure 4.12. Photograph of the implementation setup for thegradient source localizer. An incandescent
lamp was used as the heat source. The sensors were interfacedto the HP Smartbadge through a
controller, and a laptop interfaced to the HP Smartbadge wasused to collect data.
tracking utilizing a memoryless weighting of the temperatue measurements with the sen-
sor coordinates. Fig. 4.14 shows the result of the algorithmwith Sc = 1, which adapts each
sensor output independently based upon the error signal. This approach results in signif-
icantly smoother tracking of the noisy temperature gradient signal. The approach further
improves by increasingSc to 3, which uses more spatial information for the algorithm (Fig.
4.15). Fig. 4.16 focuses the adaption by attenuating the side sensor’s influences for each
sensor direction when determining the geometric direction.
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Figure 4.13. A simple memoryless (Form 1 without memory) algorithm based on 4-sensor temperature
measurements. a) The mean angle is−91◦, median angle is−90◦, and the standard deviation is14◦. b)
Within 150 iterations (0.15s), the source is localized. Even though there is high variance, convergence
to the source angle is fast.
4.11 Exploring Environmental Scenarios
Under the cleaner system for 4 and 8 sensors, three environmental scenarios are explored:
a diffusive environment, a turbulent environment including windgusts (setup seen in Fig.
4.17), and turbulence with added artificial Gaussian noise.
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Figure 4.14. The4-sensor algorithm with Form 1 Ainit functions as a plain averager. a) The mean angle
is −98◦, median angle is−95◦, and the standard deviation is14◦. b) Within 300 iterations (0.3s), the
source is localized. Note that accuracy begins to diverge with time.
4.11.1 Diffusive Environment Results
First, we run a 4-sensor system in a diffusive environment with the heat source placed at
100◦.From the simple algorithm in Fig. 4.18, the clean system results in accurate measure-
ments despite the jitter introduced by the sensor quantization error. All algorithms localize
the source to within 5◦ in 0.5 seconds, but not all converge to the true mean at the same rate
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Figure 4.15.Ainit is of Form 2. a) The mean angle is−78◦, median angle is−89◦, and the standard
deviation is 13◦. b) Within 700 iterations (0.7s), the source is localized. Note that accuracy improves
with time, but convergence takes longer.
and standard deviation. In Fig. 4.18 (a), the Form 1A init , the averager, and the Form 3A init ,
tapered tri-band, slowly converge to the angle, but the Form2 A init, uniform tri-banded,
perfectly tracks it. The sensor cooperation significantly improves the algorithm’s response
time to the heat diffusion. In Fig. 4.18 (b), the tracking curve is roughly quadratic, and
the uniform 7-banded matrix responds the best. Again, the sensor cooperation shortens the
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Figure 4.16.Ainit is of Form 3. a) The mean angle is−100◦, median angle is−101◦, and the standard
deviation is 5◦. b) Within 500 iterations (0.5s), the source is localized. Note that its variance is signifi-
cantly lower than the other methods, but the convergence takes longer. In two minutes, it does not fully
converge, but the trend indicates that it will converge to−90◦.
convergence time.
4.11.2 Turbulent Environment Results
To simulate a turbulent environment, an oscillating fan waspl ced 20 cm away from the
board at a−90◦ angle. This caused wider variation in the source measurements, seen in the
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Figure 4.17. Photograph of the turbulent implementation setup for the gradient source localizer. An
oscillating fan (rotating horizontally from 45 to 135 degrees on it’s axis) is placed20cm away from the
sensor array.
simple case in Fig. 4.19. In Fig. 4.19 (a) The Form 1A init and the Form 3A init again are
too slow to converge while the Form 2A init quickly tracks the mean. In Fig. 4.19 (b), the
best tracker is the uniform 5-banded (Form 2,Sc = 5) A init.
4.11.3 Turbulent and Noisy Environment Results
Again, an oscillating fan was placed at a−90◦ angle, 20cm from the board. In addition,
sensor noise of+/ − 2◦C was added to each sensor measurement. In Fig. 4.20, variation
due to turbulence is seen at the beginning, but Gaussian noise is the predominant sensor
disturbance as the angle converges. The simple algorithm ishighly sensitive to noise. In
Fig. 4.20 (a), the Form 1A init and the Form 3A init do a good job, but again the Form 2A
is the best tracker of the true angle. In Fig. 4.20 (b), the performance of both theA inits of
Form 2 and Form 3 cooperation are similar. All algorithms arerobust to heavy, additive
Gaussian noise.
A summary of the implementation results can be seen in Table 4.5.
4.12 Steady-State Analysis of Stationary Array
To simulate the steady-state case, a constant vector with added noise was continually input
into the sensor array. The noise level standard deviation is10% of the norm of the input
vector (i.e.2̃0 dB). The algorithm is the same as Section 4.6, but the inputvector,v, is kept
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Figure 4.18. Diffusive environment. a)4-sensor localization b)8-sensor localization of100◦ source in a
diffusive environment. The simple algorithm determines the angle using just the input, v[n], without
memory. The averager is when Ainit is of Form 1, the Sc equal bands represent Form 2 Ainit , and the
unequal Sc-bands represent Form 3 Ainit . Note that the uniform N − 1 -banded sensor cooperation
performs the best.
constant for every iteration of the algorithm.
In Figs. 4.21, 4.22, and 4.23, various angles are simulated and convergence of the
different forms ofA init are varied. Also, a case is examined which goes beyond the odd-
banded case – having a fullA matrix instead of banding-limiting it. For example, theN = 4,
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3 unequal bands  
Figure 4.19. Turbulent environment. a)4 sensor localization b)8 sensor localization of100◦ angle in
turbulent environment. Note that the Form 2, Sc = 3 A init performs the best in the4-sensor case, and
the Form 2, Sc = 5 A init performs best in the8-sensor case.
Sc = 4 case has no sensor cooperation limits on the matrix so the matrix is an unrestricted
4× 4 matrix. This shows “full” sensor cooperation without any limitations.
In Fig. 4.21, the full-matrix case has the largest noise variance. While theSc = 1 case
quickly converges to a steady-state of 45 degrees, theSc = 3 case slowly converges to the
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Figure 4.20. Turbulent environment with additive +/ − 2◦ Celsius on the sensor measurements. a)4-
sensor localization b)8-sensor localization of100◦ angle in a turbulent environment. Note the Form 2,
Sc = N − 1 A init tracks the best angle, but all algorithms yield similar results.
true angle and is not as eff cted by the noise variance. So, for the static, steady-state case,
the algorithm has a trade-off between biasing the angle localization and minimizing the the
noise variance.
In Fig. 4.22, it is thought that the tangent function reducesthe additive noise; the
hypothesis is that the closer the true angle of localizationis to 45◦, the less sensitive the
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Table 4.5. Performance summary of a4-sensor array 100◦-angle source localization in different en-
vironments using the last minute of data collected. The deviation of the mean angle from the100◦
and the standard deviation of the last minute of data are shown. The Form 2 Ainit sensor cooperation
clearly reduces the standard deviation of the angle estimate while more accurately tracking the mean
as opposed to the other methods.
Diffusive Turbulent Turbulent+ Noise
△Mean Std △Mean Std △Mean Std
Simple (1) −0.2◦ 0.9◦ 2.2◦ 2.0◦ −1.3◦ 18.2◦
Averager (2) 3.7◦ 2.1◦ 5.8◦ 1.89◦ 2.0◦ 2.8◦
BFE3 (3) −2.2◦ 0.7◦ 1.6◦ 0.8◦ −0.5◦ 1.8◦
BFT3 (4) 2.1◦ 1.8◦ 5.7◦ 1.44◦ 2.1◦ 2.3◦





























Figure 4.21. The input vector,v = [2 0.9 1.2 1.1] ( 59◦ source angle),+ noise for a 4 sensor array using
different levels of sensor cooperation.Sc = 4 represents the full A matrix with no sensor cooperation
constraints. Mean and STD are determined from200→ 5000samples.
tangent function is to the noise. In addition to theSc = 1 case which quickly converges
to a steady-state of 45 degrees, theSc = 3 is skewed from the true angle as well. The full
matrix again has the best localization angle but is a little more sensitive to noise.
In Fig. 4.23, the tangent function can also cause wide instabilities when the function
is converging to the true angle as seen in the green curve. While theSc = 1 case quickly
converges to a steady-state of 45 degrees, theSc = 3 case converges to a skewed angle but
not as skewed as theSc = 1 case, and it is not as eff cted by the noise variance as the full
matrix.
In Fig. 4.24, both theSc = 1 andSc = 3 case are skewed and have similar variance to
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Figure 4.22. The input vector,v = [2 0.2 0.1 0.1] ( 42◦ source angle),+ noise for a 4 sensor array using
different levels of sensor cooperation.Sc = 4 represents the full A matrix with no sensor cooperation
constraints. Mean and StD (standard deviation) are determined from 200→ 5000samples.































Figure 4.23. The input vector,v = [3 0.7 1.7 0.3] ( 28◦ source angle),+ noise for a 4 sensor array using
different levels of sensor cooperation.Sc = 4 represents the full A matrix with no sensor cooperation
constraints. Mean and STD are determined from200→ 5000samples.
the untapered case. There is no advantage for the stationarycase to use the tapered version
of the algorithm in this case.
Examples for an 8-sensor array are shown in Figures 4.25 and 4.26. In Fig. 4.25, some-
times the sensor cooperation does as well as the full-matrixcase and with lower variance.
But in some cases, as shown in Fig. 4.26, the sensor cooperation localizes the angle better
than no sensor cooperation, but not as good as the full-matrix case. The sensor cooperation
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Figure 4.24. The input vector,v = [2 0.9 1.2 1.1] ( 59◦ source angle),+ noise for a 4 sensor array using
different levels of TAPERED sensor cooperation.Sc = 4 represents the full (non-tapered) A matrix
with no sensor cooperation constraints. Mean and STD are detrmined from 200→ 5000samples.





































Figure 4.25.v = [2 1.9 1.33 0.22 1.0 0.4 1.5 1.8], 50◦ source angle+ noise for an 8-sensor array using
different levels of sensor cooperation.Sc = 8 represents the full A matrix with no sensor cooperation
constraints. Mean and STD are determined from200→ 5000samples.
usually introduces equal or lower variance compared to the full-matrix case.
4.13 Conclusions
Current implementations to track heat and chemicals are undrdeveloped, complicated,
and/or costly. For a cost-effective solution, we propose a small sensor array enhanced by
a chemotaxis-inspired, Hebbian learning algorithm. Bacterial membrane cell receptors are
82





































Figure 4.26.v = [2 1.9 1.33 0.22 1.0 0.4 1.5 1.8], 50◦ source angle+ noise for an 8-sensor array using
different levels of TAPERED sensor cooperation.Sc = 8 represents the full A matrix with no sensor
cooperation constraints. Mean and STD are determined from200→ 5000samples.
approximated with a square array for implementation, and the sensor array incorporates
various types of sensor cooperation into the adaptive Hebbian algorithm as it tracks the
source.
Turbulence and noise play a major role in implementation dueto the need to track light
traces of chemicals in an environment. Simulations of a mobile array are run in various
noisy conditions for three different sensor cooperation constraints: Form 1 (no sensor co-
operation, classical sensor averaging), Form 2 (full-sensor cooperation), and Form 3 (a
side-sensor attenuation). We show sensor cooperation generally improves source localiza-
tion time over the classical averaging. The Form 2 constraint sacrifices a little performance
in high SNR for significantly improved performance in low SNR, while the Form 3 con-
straint yields a consistent incremental improvement in allSNRs.
We also show that sensor cooperation helps real-time Hebbian weight adaptation of a
stationary implementation in diffusive, turbulent, and noisy environments, thus speeding
up convergence time and minimizing standard deviation whenlocalizing a source. For the
stationary case, the Form 2 constraint localizes the sourcemor accurately by reducing the
standard deviation of the estimate by 2-fold over the Form 1 and Form 3 constraints. On the
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other hand, the sensor cooperation algorithm biases the convergence angle when the input
is a constant angle vector in with noise, thus it is suboptimal. Some behavior like this was
seen in the real-world implementation, but perhaps this biaing was not always witnessed
in only 2 minutes of the data. In conclusion, the groundwork is la d for the gradient source
localizer hardware, and performance is improved using a modified Hebbian algorithm that
exploits the sensor geometry. The method is simple enough tobe implemented in low-




So far, in our chemical/temperature measurement scenarios, we have focussed on thepure
diffusive environment, modelled at time to infinity with a1r diffusion in space. While this
scenario is an interesting case when we have a very slowly decaying amplitude over the
closely spaced sensors, this scenario is never likely in thereal-world for chemical diffusion.
It is a likely scenario for temperature diffusion as shown in our implementation. We now
want to model turbulent chemical scenarios, but there are many factors to consider due
to the nonlinear nature of turbulence. Chemical plume turbulence is quasi-periodic and
can be modeled with a linear model depending on theReynolds number. The Reynolds
number is the ratio of inertial forces to viscous forces and is used for determining whether a
flow will be laminar or turbulent [6]. At various Reynolds numbers, one can have periodic
wakes/eddies (on the boundary), called Vortex Karman Streets in our case, and at high
Reynolds numbers, unsteady vortices appear on many scales and interact with each other.
Due to the unsteady nature of turbulence, we elected to receive controlled turbulent
plume measurements rather than generating a computationalmodel. In this thesis, we will
discuss our considerations of this turbulent data and our analysis.
5.1 Data Collection and Noise Analysis
The data we analyze was taken by Donald Webster’s lab in the Scool of Civil and Envi-
ronmental Engineering at Georgia Tech. His goal was to create a controlled environment
to produce examples of vortex shedding.
5.1.1 Karman Vortex Principles
Prof. Dr. Chiang Shih of Florida State University has eloquently described vortex shed-
ding and the relationship between the diameter of the cylinder in the path of a flow, the
velocity of the flow, and the vortex shedding frequency: “Vortex Shedding: The boundary
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layer separates from the surface forms a free shear layer andis highly unstable. This shear
layer will eventually roll into a discrete vortex and detachfrom the surface (a phenomenon
called vortex shedding). Another type of flow instability emrges as the shear layer vor-
tices shed from both the top and bottom surfaces interact with one another. They shed
alternatively from the cylinder and generates a regular vortex pattern (the Karaman vortex
street) in the wake. The vortex shedding occurs at a discretefrequency and is a function of






, is approximately equal to 0.21 when the Reynolds number is greater than 1,000.Fs is the
vortex shedding frequency,D is the diameter of the cylinder, andV is the inflow velocity.
”. The surface he is referring to is a cylindrical surface, obstruction in the pathway of the
flow. Taneda took photos of the following eff cts of the Rayleigh number on Karman vortex
streets [100] :
Figure 5.1. The effect of the Rayleigh number on cylindrical Karman vortex streets.
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5.1.2 Planar laser-induced flourescence data
From [45]:
“Planar laser-induced fluorescence (PLIF) is a non-intrusive, optical measurement tech-
nique to obtain a sequence of instantaneous, high-resolution spatial concentration fields.
Examples of the plumes taken with this method can be seen in Figs. 5.31 and 5.32. The
data collected for plumes in a fully developed open channel flow was used for the spectral
analysis. The flow was established in a 1.07 m wide, 24.4 m long tilting flume with rectan-
gular cross-section and smooth bed. The average velocity inthe flume was 5.0 cm/s and the
flow depth was 20.0 cm. A small amount of fluorescent dye, Rhodamine 6G, was mixed
with the source effluent such that the plume contained extremely low dye concentrations,
of the order of 10µ g/l. The effluent velocity was matched with the channel flow veloc-
ity thus creating a passive source and avoiding the production of additional turbulence by
shear induced by the effluent. Sweeping an argon-ion laser beam in a plane parallel tothe
bed with a scanning mirror created the illumination sheet. The laser light caused the dye to
fluoresce and a digital CCD camera (8bit gray scale, with 1018vertical and 1008 horizontal
pixels) captured the emitted light. The light intensity emitted by the dye is directly propor-
tional to the dye concentration and laser intensity. However, th obtained raw images suffer
from laser sheet non-uniformity, lens vignette and pixel variability. Therefore, an in situ
calibration was performed to convert the raw images into quantitative data of concentration
field. The sweep duration of the laser was shorter than any time scales in the flow, thus the
images were truly frozen in time. For the data presented here, 6000 images were captured
with 10 frames/s. The field of view was 1m× 1m and, therefore, the spatial resolution
was roughly 1mm. The laser sheet was in the same horizontal plane as the plume source,
2.54cm above the floor. The obtained data represents the two-dimensional concentration
field at this elevation.”
We wished to reduce the images to the most active regions therefor , the 1024× 1024
image was cropped to a 401× 940 pixel image. In the vertical direction, pixels 251→ 651
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were taken, and in the horizontal direction, pixels 76→ 1015 were taken.
From this point, when we refer to the coordinates of the image, they are the coordinates
of the cropped image. (0,0) is the upper-right hand corner ofthe image. The first coordinate
is how many rows DOWN and the second coordinate is how many rows ACROSS.
5.1.3 Noise and Sensitivity Analysis
The CCD camera introduces noise into the plume image. To measur these effects, we took

















Figure 5.2. Four arrays of 25 sensors are seen near the corners of the cropped image.
The 600 second time series from the 25 sensors are spatially averaged to show the eff ct
of noise seen in Figs. 5.3 through 5.6.
From these figures, we can conclude that there is a slight diffusion effect. (Histograms
not shown here were visually-inspected to give a rough idea of the precision of the data).
The sensor arrays nearer to the source, shown in Figs. 5.3 and5.4, are exactly on the
threshold of detection. Almost all pixels are barely registering above the 0, black, value.
The sensors exhibit a Gaussian distributed error on this value. On the other hand, the
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Array Center X:50 Y:50
Figure 5.3. The spatially-averaged time profile of the arrayat the (50, 50) position (upper left hand
array).























Array Center X:375 Y:50
Figure 5.4. The spatially-averaged time profile of the arrayat the (375, 50) position (lower left hand
array).
sensors furthest away from the source, shown in Figs. 5.6 and5.5, exhibit more of shot-
noise with a Poisson distribution, and the computed mean is alot lower. So, we conjecture
when the signal is almost non-existent, the camera still hast e occasional shot noise, but
on detectable signals, the noise introduced by the camera isG u sian-like.
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Figure 5.5. The spatially-averaged time profile of the arrayat the (375, 900)position (lower right hand
array).
























Array Center X:50 Y:900
Figure 5.6. The spatially-averaged time profile of the arrayat the (50, 900)position (upper right hand
array).
5.2 Spectral Analysis
The focus in [45] is that the vortex shedding that occurs is spectrally encoded into the
plume. Weissburg/Janata et al. [107] have hypothesized that animals such as lobsters use
such frequency information to help it localize a food source.
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This concept needs to be more thoroughly explored. Such phenom on can also be
found with human hearing, the brain not only uses interauralintensity difference (IID) but
inter-aural time delay (ITD), to localize a sound source. The interaural time delay is most
important when low frequencies, with wavelengths equal to or greater than your head width,
pass laterally through your head and create a detectable phase difference. The interaural
intensity difference results at high frequencies when the signal is too fast for phase to be
detectable. If such a concept is to be claimed to be true in biological plume detection, IID
and ITD should be explored in this regime. We explore these asp ct in Section 5.3.1.
5.2.1 The Magnitude FFT/Power Spectrum measurements of the plume data
Since there is a vortex shedding frequency when the signal isobstructed with a cylinder,
we decided to go about measuring such a frequency. In the modulate experimental data,
the flow velocity wasU = 5.0cm/s and the diameter of the cylinder is 0.8cm yielding an
approximate 1.3Hz modulation, given in (5.1).
Let us first examine the modulated plume then compare it to theplume without modu-
lation. First, a straight-8192 point FFT of the 600-second data record was taken (see Fig.

























Mag FFT of sensor placed at X:205 Y:5
Figure 5.7. 600 second magnitude FFT of modulated plume datawith a sensor placed at (205,5).
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5.7). This did not show a clear a 1-Hz periodicity. Next, to get a smoother spectrum, we
made averaged Power Spectral Density plots, using 100 windos of 6 seconds duration to
get the following plots. The FFT size used was 512. First, a rectangular window was used
in the spectrum estimation in Fig. 5.8. Then a Hann window wastried (see Fig. 5.9).

















Figure 5.8. 100 averaged spectrums using a square window with a sensor placed at (200,5).


















Figure 5.9. 100 Averaged spectrums using a Hann window with asensor placed at (200,5).
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Figure 5.10. 100 Averaged spectrums using a square window with a sensor placed at (210,5).
As we can see from the plots, the Hann window smooths the line even further and gets rid
of the sidelobe effect of the rectangular window. An amplified rectangular window can be
seen in Fig. 5.10.
Then, we took a sampling of three rows to get an idea of how the centerline vs. off-
centerline data will look. Also, we took a sampling of three columns to see how distance
from the source affects the spectrum. The values of the rows were 200, 205, 210, 205 being
the visually determined centerline. The column values were5, 50, 500.
The comparison of varying the sensor position on the horizontal level can be seen in
Fig. 5.11. The interesting thing here is that 5 pixels away from the source (equivalent to
5mm), we see a slight periodicity at 1 Hz for 200 and 205 (stronger for the 205th row, the
true centerline). Yet this periodicity is not that strong.
The comparison of varying the sensor position from the distance away from the source
can be seen in Fig. 5.12. We chose the centerline that did the best in the previous com-
parison, and we varied the distance of the source. In this case, the 1 Hz signal completely
disappears even for only 5cm away from the source. But with ths illustration, the decay of
the total power of signal is seen and almost looks linear.
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Figure 5.11. Comparison of spectrums at different “centerlines” in the plume.




















Figure 5.12. Comparison of spectrums at different distances away from the source in the plume.
5.2.2 Coherency
We will use this section to mainly review the work of [45]. They focused upon cross-
coherence as a way to gain spectral information about the turbulent field. Their setup of
sensors can be seen in Fig. 5.13. Here, we will develop the mathe atical framework
needed [98].
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Figure 5.13. Hiroshi/Janata’s sensor setup
Let us first define the auto-correlation sequence,ryy(k) as:
r(k) = E[y(t)y∗(t − k)] (5.2)






The cross-correlation sequence can be subsequently definedas:
cyu(k) = E[y(t)u
∗(t − k)] (5.4)














Hiroshi et. al use|Cyu(ω)|, the coherency spectrum. It can also be viewed as the
correlation-coefficient between the signal components vs. frequency.






hku(t − k) (5.7)
one can take the minimum of the mean square error function,E[(y(t)−∑∞k=−∞ hku(t − k))2],
with respect to the filter. In such a case, the filter is equivalent to the cross-spectrum of the





If they are linearly related with error, the error will be





E(ω) = Y(ω) − H(ω)U(ω)
(5.9)
Parseval’s Theorem states that:
E[(e(t))2] = E[(E(ω))2]
and
E[(E(ω))2] = E[(Y2(ω) − 2H(ω)U(ω)Y(ω) + H2(ω)U2(ω))].
.






φuu(ω) and using the definition
from (5.6) results in:
E[(E(ω))2] = (1− |Cyu(ω)|2)φyy (5.10)
In (5.10), if the magnitude coherency spectrum is equal to one, then we can say that
(5.7) holds true, and the input and output signals are linearly related. We have presented




In this section, we try to reproduce Hiroshi’s results wherethe magnitude of (5.6) is used
to evaluate the plume. But, if we take too long a data record (we have 600 seconds of data),
then the results may be too noisy. In [45], Hiroshi compares av raged coherence plots using
100 records of length 600 (60 seconds) and 50 records of length 1200 (120 seconds each).
We verified his result that averging 100 records has less noise and seems to yield some
significant peaks in the spectrum. What needs to be verified inthe future is that there is not
a more optimal resolution vs. noise averaging trade-off. We obtained reasonable plots with
the 100 averaged records of 60 seconds, so we accepted this measure on faith.
In [45], the author found that there is a very high coherence at 1 Hz in the modulated
plume. If we wish to incorporate sensor array signal processing methods, we would like
to assume there is a signal existing at one frequency. From experiments in Section 5.2.1,
we did not find an explicit 1 Hz signal in the plume. Hiroshi found a significant coherence
between sensors at this frequency, so we have continued along these lines to verify the
results.
In Fig. 5.14, we examine what a coherence spectrum looks likefor ach sensor orienta-
tion. This is similar to determining the coherence of each spatial orientation in the plume.
The sensors perpendicular to the plume exhibit the strongest correlation for almost all fre-
quencies, but this is understandable because the same events will reach these sensors at the
same times. Also, sensors 1 and 3 which are at a−45◦ angle and sensors 1 and 5 which
are at a−135◦ angle exhibit a relatively high correlation at the 1.3 Hz frequ ncy, but they
also are strong at 0.4 Hz. So, to say these signals are just correlated at 1 Hz may not be
consistent with all sensor placements.
In Fig. 5.15, we examine the coherence spectrum of the perpendicular sensors, 1 and 4,
at various distances. The interesting thing here is the coherenc at 0.47 Hz increases with
distance from 5 to 7 cm. And for 8 to 10 cm, the coherence seems to shift to 0.66 Hz. At
5 to 8 cm, there seems to be a slight correlation at around 1 Hz.The 7 and 8 cm distances
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Figure 5.14. The coherence spectrum of an array placed at (205,50) with 1 cm between each sensor.
almost exhibit coherence at harmonic frequencies after that.

























Figure 5.15. Comparison of coherence of sensors 1 and 4 of an arr y at (205,50:10:100), short range
distances.
While coherence information is contained in the sensors perpendicular to the plume,
little information exists in the coherence spectrum of the sensors parallel to the plume.
This can be seen in Fig. 5.16. We will examine sensor orientation further in Section 5.3.
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Figure 5.16. Comparison of coherence of sensors 1 and 4 of an arr y at (205,50:10:100), short range
distances.
In Fig. 5.17, we examine the coherence spectrum of the perpendicular sensors, 1 and 4,
at various long range distances. The coherence peaks seem tobe almost separated with an
equidistance of 0.15 Hz. But, it is not linear, sensors 1 and 4placed at 70 cm have a peak
at 0.55 Hz while when the array is placed at 10 cm, the sensors have a peak at 0.67 Hz and
1.21 Hz. This graph clearly shows that the modulation frequency shifts around with the
array placement in the plume.
In Fig. 5.18, we examine the coherence spectrum between sensor when there is only
0.5 cm between each sensor. Correlation of sensor 1 with sensors 3 through 5 have strong
coherence at 0.7 Hz and 1.25 Hz (almost the modulated plume coh rence). Correlation
with 1 and 7 through 9 have a peak at 0.85 Hz and all correlations peak at 1.7 Hz.
In Fig. 5.19, a comparison of the array size and the correlation between the sensors is
examined. It is interesting to note that between 0.5 cm and 2 cm, the coherence linearly
decreases but the frequency peaks generally remain the sameat the lower frequencies. Over
2 cm, the peaks slightly shift and the linear decrease is onlyseen at low frequencies.
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Figure 5.17. Comparison of coherence of sensors 1 and 4 of an arr y at (205,100:100:700), long range
distances.




























Figure 5.18. Example of 0.5 cm between each sensor in the array (205,100).
5.3 Exploiting Phase - Correlation Analysis
Up until this point, the magnitude of the FFT, the power spectral density, and the magnitude
of the complex coherence of the signal has been analyzed. There is a key measure, of
utmost importance in spatial array signal processing, missing in these analyses, namely the
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Figure 5.19. Comparison of various array sensor distances when the array is at the same center location
(205,100). Coherence between sensors 1 and 4 are shown.
time-delay (or phase) information. With a simple time delaymeasure, we can determine
the speed and direction of a propagating wave (e.g. acousticvelo ity). See Appendix A for
more information.
5.3.1 Correlation analysis
To obtain time delay information, we will look at the correlation lags between sensors
which are obtained from the peak delays between the autocorrelation function (5.12) and
the cross-correlation function (5.4). For initial evaluation, we take cross-correlations of
the entire time window of the data which is 600 seconds. In this section, an angle-of-
arrival (AOA) estimate is derived from all 600 seconds, while in Section 5.5, the window
correlation length is shortened to show feasibility for a rel-time implementation.
We first placed the array at (200,120), then took correlations with all the sensors (the
setup can be seen in Fig. 5.13). When zoomed out, the correlation ooks like Fig. 5.3.1.
As expected, the signal waveforms are most correlated when lin d up with each other in
time and then slope off correspondingly. Let’s now take a closer look at the middle.When
we zoom in, as in Fig. 5.21, we see that there are peaks at various correlation lags. The
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Figure 5.20. Correlations of the center sensor with the 8 sensors around it, over 600 seconds.

































Figure 5.21. Correlations of the center sensor with the 8 sensors around it, over 600 seconds, zoomed
in to see the lowest correlation lags.
correlations lags tell us the time difference of the lined up signals that have the highest
correlation. From this, we can determine that the signal reach d sensor 6 two timelags
before it reached sensor 1.
We will illustrate how such information can help determine th source of the plume.
If we use the time delay information to weight each sensor locati n and then average the
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weighted sensor coordinates, we can obtain the direction estimate via:
(x, y) = [xy]T ∗ delays (5.11)
wherex andy are the x and y coordinates of the sensor array anddelaysare the time lags
of eachr1x peak.
Using this, we illustrate our localization using (5.11) fora sensor array placed at posi-
tion (200,120) using 1 cm between each sensor in the modulateand unmodulated plumes.
Later, we will expand and show the localization result and using 1.5 cm between each sen-
sor. We then repeat these scenarious for the (205,400) location. These results can be seen
in Fig. 5.22. In (a) and (d), the sensor separation is 1 cm and it is tested on an unmodulated
plume. In (b) and (e), the sensor separation is 1 cm and testedon the modulated plume. In
(c) and (f), the sensor separation is 1.5 cm and placed in a modulate plume.
What we are able to see in Figs. 5.22 (a), (b), and (c) is that this measure does not work
well for the unmodulated plume but works a little better for the modulated plume, but loses
its ability to track when the array is larger. This is mainly due to the fact that the correlations
between sensors are not that high. We did find that the closer the sensors are together, as
seen in (b) as opposed to (c), the better the correlation. Also, the time correlations did not
yield peaks as high peaks for the unmodulated plume when we compare the modulated (a)
vs. (b). All in all, the sensor array placed 28 cm further downthe plume field was able to
compute a better estimate than the one closer, and was robustin all the scenarios we tested.
This may be due to the fact that the concentration was not as high as before and that the
few characteristics that exist in the field at this farther point exhibit prominent correlations.
For comparison, we will plot the corresponding correlationvs. lag plots for each of
these scenarios in Fig. 5.23. As one can see, when clear peaksare not seen in the cor-
relations, and a true time-delay cannot be determined, a stray peak is chosen (sometimes
at a very long lag such as (c)), and this throws off the crude estimate. The advantage of
enlarging the array is that instead of getting correlation lags that resolve to 1 or 2 timesteps
as in (e), we obtain better resolution and get a range of 1-6 timesteps in (f). However, the
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Unmodulated plume with 1 cm between each sensor at X:200 Y:120











Modulated plume with 1 cm between each sensor at X:200 Y:120











Modulated plume with 1.5 cm between each sensor at X:200 Y:120











Unmodulated plume with 1 cm between each sensor at X:205 Y:400











Modulated plume with 1 cm between each sensor at X:205 Y:400











Modulated plume with 1.5 cm between each sensor at X:205 Y:400











Figure 5.22. a-c (top row),d-f (bottom row): The top row is the sensor array placed at (200,120) and the
bottom sensor array is placed at (205,400).




































Cannot obtain correlation peaks

























































































































































































Figure 5.23. a-c (top row),d-f (bottom row): Correspondingtime correlations to Fig. 5.22
trade-off is that the peaks are not as clear.
As we have expressed before, what we have illustrated in thissection is the time delay
information and introduced a crude computation to exploit it. More advanced techniques
can be developed – for example, we would probably want to compute the short-time corre-
lations on short windows rather than the whole 600-second sequence and then average all
direction-of-arrival estimates. This is explored in Section 5.5.
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5.3.2 Matching the measurements to the data
The units of the experimental data are as follows. The experimental mean flow velocity
was 50 mm/s. The frame capture rate of the camera is 10 Hz. Each pixel in the modulated
plume represents 1.0345 mm, and each pixel in the unmodulaterepresents 1.0417 mm.
So, what is a correlation lag? Since a correlation lag just means the two segments are
separated by one time step, in this case 0.1 seconds (inverseof th frequency rate). To
recompute our measurements for Fig. 5.21 to see if it is detecting the correct flow of the
field, we can say that the time delay of the sensor 6 to sensor 1 i2 time lags or 0.2 seconds.
The sensors are 10 pixels apart so they are 1.0345 mm*10= 10.345 mm apart. So the plume
covered 10.345 mm in 0.2 seconds yielding a 52 mm/s flow rate which is approximately
the 50 mm/s reported in the experiment.
The choice of the sensor separation and the frame rate shouldbe taken according to
what flow rate detection is needed. This means that if a “leak”is too fast, closely spaced
sensors will have too high of correlations and less resolution. Also, if the flow is too
slow and turbulence is the dominating factor, sensors placed too far apart will yield low
correlations as well. So, while correlations can tell much about data, they must be designed
for a specific flow.
Before performing our sensor localization measurement, wealso analyzed the effect of
how far in the plume the sensor measurements were correlated. Placed around (200,500)
in the plume, we found that sensors placed linearly parallelto the plume (see Fig. 5.25)
showed correlation peaks for up to 120-140 cm between them. When 1 cm is between each
sensor, the 9th sensor peak is barely intelligible. When 1.5cm is between each sensor, the
9th sensor is pretty much in the noise level. Finally for the 2cm separation between each
sensor, the 8th and 9th sensors are in the noise. So, rather than the circular array used in
this section to determine the direction of the plume, a star arr y (or a several linear arrays)
would be more effective in gaining phase information from the plume. And now that we
know the range of the phase correlations, we could intelligently place the sensors.
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Center of array at (205,500) with 1 cm spacing











Figure 5.24. Linear array on the centerline of the plume, 50 cm away from the source.


























































































































Figure 5.25. a)-c): Time correlations of a linear array with1 cm, 1.5 cm, and 2 cm between each sensor.
5.4 Short-time Analyis and Modelling the Spatial Linear Filter
In this section, we discuss an interesting result that came about from our quest to find a
unique 1 Hz frequency as found in [45]. As seen in section 5.2.2, if input/output signals
have the linear relation, (5.7), then result of minimizing the Wiener-Hopf equation gives us
a short-time filter in the frequency domain as (5.8). But these quations are only valid, if
there is no mean squared error (MSE). In (5.10), we showed that if the magnitude of the
coherence is 1, there is no MSE.
From our data analysis, we found that if we take a short enoughwindow (usually 6
seconds or less), the magnitude of the coherence is one between sensor 1 and each sensor.
Thus, we can then model a spatial filter between each sensor. One might ask why this would
be interesting. Firstly, if the plume can be modelled as a linearly time-varying system, this
















































Figure 5.26. a): Short-time coherence, 3 second window, of the sensor array placed at (200,120) with 1
cm sensor separation. b) the same except with a 6 second window.
model the spatial filter between sensors, we can then start toview how the plume changes
over time (e.g. characterize it on a short-time basis then observe slow changes).
Again, we use the sensor array found in Fig. 5.13. In Fig. 5.26, the coherence using
two different windows, one being a 3 second (or 50 pixel) window and the o er being a 6
second (or 100 pixel window), is shown. From these complex coherence plots, we can see
that the magnitude coherence is 1 and it hasfairly linear phase. Using (5.10), we can now
say that (5.8) holds true. If we take small windows, we can model the plume dynamics as
linear time-varying system. Thefft length is 256 to get the coherence plots.
Equation 5.8 is then used to determine this filter for the window. The plots correspond-
ing to the coherence plots are seen in Fig. 5.27. They illustrate not only one short-time
window in a) and b), but all of the windows averaged as seen in c) and d). For the 3 sec-
ond window, 200 windows are averaged while for the 6 second wiow, 100 windows are
averaged.
Fig. 5.28 illustrates how placing the array at various locations (200,120), (205,400),
(205,800) changes the filter. It almost looks as though the filter peaks slightly shift in fre-
quency as the location changes. This should be investigatedmore, but due to the diffusion
aspect, the frequency of the karman vortices may elongate with distance from the source.
Finally, we examine the effect of varying the distance between sensors on the resulting
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Filter between each sensor combination for location (200,120) and sensor difference of 10 (1 cm) 












































Filter between each sensor combination at (200,120) for a 6 second window with 1 cm sensor separation


























Filter between each sensor combination at (200,120) for 100 3−second averaged windows with 1 cm sensor separation












































Filter between each sensor combination at (200,120) for 100 6−second averaged windows with 1 cm sensor separation































Figure 5.27. For the sensor array placed at (200,120) with 1 cm between each sensor, the top row, a)
and b), are the filters for one 3s and 6s window. In c) and d), they are the averaged windows over 600
seconds for the two window types and same setup.












Filter between each sensor combination at (200,120) for a 6 second window with 1 cm sensor separation






















Filter between each sensor combination at (205,400) for a 6 second window with 1 cm sensor separation












































Filter between each sensor combination at (205,800) for a 6 second window with 1 cm sensor separation




























Filter between each sensor combination at (200,120) for 100 6−second averaged windows with 1 cm sensor separation









































Filter between each sensor combination at (205,400) for 100 6−second averaged windows with 1 cm sensor separation










































Filter between each sensor combination at (205,800) for 100 6−second averaged windows with 1 cm sensor separation





























Figure 5.28. a-c (top row),d-f (bottom row): With 1 cm between each sensor in the array and 6 second
windows, the top row illustrates the filter variation due to one window as the array is placed further
away from the source. The bottom row shows the distance eff ct on the filter from the average of the
windows.
“averaged” filter in Fig. 5.29. The averaging in this sectionmeans that the filter for each
window is summed and then divided by the number of windows. Nothing conclusive can
108














Filter between each sensor combination at (200,120) for 100 6−second averaged windows with 1 cm sensor separation



































































































































































Figure 5.29. For all of these graphs, the sensor array is placed at (200,120) and for the averaging, a 6s
window is used. a) is when a 1 cm, b) 2 cm, c) 3cm, d) 6cm spacing separates the sensors
come from here except that it is interesting that once we go to2 or 3 cm, a peak arises
at the low frequencies compared to the 1 cm case. The 3 cm seperation seems to yield
some interesting harmonics, but going to 6 cm yields nothingexcept there is much more
difference in the energy of the various sensor pair filters than before due to diffusion; the
filter for sensor 1 to sensor 2 has the best energy. Although the results from these graphs
are not obvious, we believe there is an optimum sensor separation (depending on the leak
rate) that will model the plume the best.
5.5 Chemical source localization in unknown turbulence using the cross-
correlation method
Estimating the direction of a diffusive source is a difficult problem, and little has been
tried to estimate a chemical source subject to turbulence. Turbulence must be addressed if
chemical localizer systems are to be effective. We look at how to quantify turbulence and
develop a measure to locate a source in two different types of turbulence, modulated and
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unmodulated plumes. We show that a plume can be modeled linearly on a small-scale and
that a wind measure for a stationary sensor array can indicate the direction of a chemical
source with reasonable accuracy and time. This measure can be easily implemented in low-
power computational electronics and applied to the detection of chemical leaks and illegal
substances.
Recently, engineers have begun addressing the hard task of diffusive source localization
([70], [84], [103]), but diffusive fields are rarely found in natural atmospheric conditions.
Usually, turbulence is also a factor which further compounds the difficulty of the chemical
localization problem. This is due to the fact that turbulentadvection disperses a chemi-
cal and causes discontinuities in the flow. To attack this problem, most approaches use
mobile sensing robots which can survey and sample a large plume. In [28], an intelligent
plume mapping scheme based on HMM’s for an autonomous vehicle is devised. In [46],
a transient-response-based algorithm is used to in severalmodes, one being to track the
plume upwind and another to switch into a local search.
Only mobile and multifaceted algorithms have been implemented because they are able
to perform well for tracking sources in nonlinear, dynamical plumes. However, these so-
lutions are complex and difficult to implement. In this chapter, we show that an easy-to-
implement stationary array can localize the direction of a source in two different turbulent
scenarios in a matter of minutes.
Coherence spectra has been used to detect distance from a chemical source in plumes
[50], but this measure loses all spectral phase informationabout the plume needed for
source localization. In this chapter, we will determine theflow of the plume by exploiting
the sensor time delays. If a source releases a chemical at a constant rate and if we use an
array small enough compared to the turbulent parcels (pockets of high concentration) in
the plume, a rough estimate of the source location can be determin d from computing the
angle of arrival (AOA) of the wind direction.
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Figure 5.30. An ideal von Kàrmàn vortex street with Reynolds number,R= 73. [11]
Figure 5.31. Our modulated plume (von K̀armàn vortex street) data with the Reynolds number above
1000. The modulated turbulence dissipates due to the eff cts of natural turbulence and diffusion.
Figure 5.32. Our unmodulated plume data; the transitition from laminar to turbulent flow occurs due
to natural turbulence and diffusion.
5.5.1 Assessing the turbulent data
A simple model of diffusion can be written as (4.4). We do not only have eff cts from dif-
fusion in our problem, but we also have unmodulated turbulence from a pure chemical flow
at 5 cm/s in one case (Fig. 5.32). The unmodulated plume is subject tobasic diffusion and
turbulent advection. In the second case, we have a von Kàrm`an vortex street, or modulated
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turbulence, from a 5 cm/s chemical flowing over a 0.8 cm diameter cylinder (Fig. 5.31).
This modulation compounds the normal turbulence to create more unpredictable effects.
Our data was collected with planar laser-induced fluorescence (PLIF) technology which
is a non-intrusive, optical measurement technique to obtain a sequence of instantaneous,
high-resolution spatial concentration fields. The plume issampled at a 10 Hz framerate,
each pixel represents approximately 1mm× 1mm in space, and the concentration values
are normalized and quantized to values between 0 and 255.
When a chemical flow passes around a cylinder, a von Kàrmàn vortex street results,
and an ideal one is seen in Fig. 5.30. Figs. 5.31 and 5.32 are single frames captured
from the turbulent plume data. In Fig. 5.31, there is slight von Kàrmàn vortex shedding in
the modulated plume, but it is subject to many diffusive and additional unknown turbulent
forces. In Fig. 5.32, the unmodulated plume is subjected solely to diffusion and natural
turbulence. These images are a cropped version of the full 401 × 940 pixel (y-dimension
× x-dimension) images. The centerline of the plume is 205 pixels (20.5cm) down on the
image.
While we have a model for the diffusion, we do not know the exact models for the
turbulence or the Reynolds number of the vortex shedding. This makes attacking the prob-
lem challenging because we are blind to the turbulence involved. Therefore, we desire to
localize the source of the plume usingonly the following knowledge:
• Intermittent “events” occurring in the plume due to turbulenc
• Constant flow rate
• Diffusion dissipating the events after a certain distance
5.5.2 Cross-Correlation method for Wind AOA
Suppose we haveN sensors and a source signal,s(t) propagating through air. Due to Fick’s
second law, an unknown nonlinear turbulence function,f ( ), and sensor noise, the signal
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Figure 5.33. Block diagram of the proposed wind AOA algorithm.
received by thei th sensor can modeled as:




wherer i is the distance from the source to theith sensor andni(t) is additive white Gaussian
noise.
In (5.12), we test to see if linear correlations exist between s nsors in a window of size





x1(t)xi(t + k) (5.12)
Then the delay that maximizes the peak of the function is stored inτi. Column vector,τ,
contains all the peak delays between theN sensors.
If the array has a 2-D symmetrical geometry,τ can be used to estimate the wind direc-
tion by weighting the coordinates with the delays. We now represent the array center with
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Next, the direction of the wind from the centroid of the arrayis estimated as:
[dx dy]









We denoteθsource as the angle of arrival (AOA) andτ[n] as the sensor delays for each
window. τ[n] is averaged over time by ˆτ = 1N
∑N−1
n=0 τ[n] to smooth the delay estimates
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Figure 5.34. Illustration of a 135◦ source localization scenario for anN = 8 sensor array. The numbers
on the sensors are theτi ’s corresponding to the time delay with respect to the centersensor. Weighting
the coordinates with these values, gives us a wind localization of −45◦. The opposite direction is taken
as the source direction.
whereL is the entire data length, andN = L/T. Then, using (5.13), a time-averagedθ̂source
is determined.
A block diagram of the algorithm can be seen in Fig. 5.33.
5.5.3 Numerical evaluation for 2-D stationary arrays
Now, we want to expand our sensor array from a linear to a symmetric 2-D array in order to
estimate the direction of a source. Using a linear array for this task is difficult since this is
not a wavefield; only intensity information is available. Wed sign a square array ofN + 1
sensors whereN is the number of sensors that maximize the perimeter of the array, and one
sensor is placed at the centroid of the array. In (5.12), we assign this middle sensor as the
first sensor, and compute the correlation of it with the surroundingi sensors to obtainτ. τ
can help us determine the AOA (see Fig. 5.34).
With our algorithm, there are a few parameters to take into consideration with each
plume:
• The distance between sensors/ array size
• The sensor array placement in the plume
First, we examine the array size, or the distances between sensors, to localize a source;
see Fig. 5.35 to get an idea of the scale of a “large” array thatwe used in the plume. We
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Figure 5.35. AnN = 8, 1.6cm× 1.6cm array placed at (20.5, 40)cm in the modulated plume.
also want to examine the difference between localizing the unmodulated vs. modulated
turbulence. Visually, the plumes do not look considerably different, but the AOA estimate
converges much slower for the modulated plume. The comparison of the modulated vs.
unmodulated effects can be seen in Fig. 5.36.
Ideally, we want to be able to blindly locate a turbulent source despite the sensor array
orientation in the plume. Two strenuous array placements are tested. One tests the array’s
ability to track the plume while being placed a bit outside thflow (see Fig. 5.37). The sec-
ond tests the ability of the array to localize the wind direction while being far downstream
from the source (see Fig. 5.38).
Finally, distance and plume-type comparisons are shown in Table 5.1.
5.5.4 Conclusions
This chapter demonstrates that nonlinear turbulent plumescan be linearized on a small-
scale and that we can exploit the time delays between sensorswith the cross-correlation
method to obtain wind direction and chemical source AOA estima es from the plume. With
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2 mm sensor separation
4 mm sensor separation
8 mm sensor separation
(b) Modulated plume.
Figure 5.36. The effect of the array size/lateral sensor separation on the convergence time of the source
AOA. The array’s center was placed at(20.5, 40)cm (180◦ angle from the source), the window correla-
tion length is 0.5 seconds, and the array hasN = 8 (8 sensors on the perimeter and one in the middle).
Clearly, the algorithm converges slower in the (b) modulated plume compared to the (a) unmodulated
plume.
a stationary array placed 80cm away from the source in modulated turbulence, the algo-
rithm converges to within 90% of the AOA in approximately 400seconds (and to 80% of
the AOA in about 200 seconds). Localization time in unmodulated turbulence takes about
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1 mm sensor separation
2 mm sensor separation
4 mm sensor separation
Figure 5.37. The sensor array placed at(17.5, 5)cm in the modulated plume, with the source−150◦
from the array. N = 16 in this case, and the correlation window length is 0.5s. In this case, the larger
the sensor array, the worse the performance of the localization. This is due to the fact that pockets of
concentration are closely spaced when near the source, and if the sensors are too far apart, they are
uncorrelated.




















Figure 5.38. The sensor array placed at(20.5, 80)cm, a 180◦ angle from the source, in the modulated
plume. N = 8 in this case, and the correlation window length is0.5s. In this case, enlarging the array
size improves the array’s localization time and estimate ofthe source angle, due to the fact that the
pockets of concentration are dispersed and greater in size.
half the time of the modulated convergence time on average. In the future, more controlled
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Table 5.1. A table summarizing the average final angle error and the convergence time to reach 90%
of the final angle. Here,N = 8, the correlation window length is0.5 seconds, and the results from the
2mm, 4mm, and 8mm sensor separations are averaged for each placement/plume. The convergence
time doubles in a modulated plume over an unmodulated plume.Placing the array twice the distance
from the source, the convergence time again almost doubles.The angle error also has a linear increase
with these scenarios.
Position Unmodulated/ Avg. Final Angle Avg. Time to 90%
Modulated Error (in ◦) of Final Angle
(20.5,40) cm Unmod 6◦ 120s
(20.5,40) cm Mod 10◦ 225s
(20.5,80) cm Mod 13◦ 420s
turbulent scenarios should be explored. For now, this station ry solution is a simple mea-
sure compared to mobile implementations and can be easily implemented in low-power
computational electronics for many security applications.
5.6 Localizing direction-of-arrival in unknown turbulenc e using delay-
and-sum beamforming
In the previous section, we show that an AOA can be obtained from pairwise sensors in an
unstable plume, as long as the sensors are relatively close (e.g. 9− 10cm for this plume).
There are other techniques to exploit time delay of arrival (TDOA) information. One such
technique we explore in this section is delay-and-sum beamforming using a uniform linear
array. As shown in Appendix A, if a planar wave passes over a linear array, the time delay
between sensors is related to the AOA, viaτ = dv sin(θ) whered is the distance between
sensors,v is the constant wind velocity, andθ is the AOA.
In beamforming, these delays can be exploited to get better gain of the signal by lining
up the waveforms in time. Conversely, the TDOA of an incomingsignal can be obtained
from the delay with the largest gain. A broadband delay-and-sum beamformer is illustrated
in Fig. 5.39. In this case, whenT = τ, the channels are all time aligned for a signal from
directionθ, and when time aligned,y(t) will have maximum gain. So if the value ofτ is
unknown, various values can be tested and theτ that yields the greatesty(t) gain will be the
τ that time aligns the signals. Such methodology is followed in th s section, and theτ, or θ
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Figure 5.39. A vertical uniform linear array with M input sensors and gainy(t).
(AOA), to maximize the gain is sought from plume sensor measurements.
Each pixel in the dataset represents approximately 1 mm. Themodulated plume is
the data set used in this section, which is sampled at a rate of10 Hz and is flowing at
approximately 5 cm/s (5 pixels per time sample).
We test one such linear array in a horizontal arrangment shown in Fig. 5.40. First,
the delay-and-sum beamformer is tested over severalτ, in this case eachτ is the time
length of one sample, 0.1 s, shown in Fig. 5.41. We interpolated the time axis so that
each time sample shown now corresponds to 1/100 of a second but still tested over integer
τ; the interpolated graph is shown in Fig. 5.42. From these figures, it is shown that
a clear gain exists betweenτ’s of 0.4 and 0.5 seconds continuously through time. There
is 20 mm between each sensor, and the plume is travelling at approximately 50 mm/s,
experimentally reported in the Hiroshi’s dataset [45]. Taking sensor spacing and dividing
it by the wind velocity, it should take approximately 0.4 s topass from one sensor to the
next. The Gain vs. Delay graphs may indicate that the wind velocity or direction-of-arrival















Figure 5.40. A horizontal linear array with 10 sensors, with2 cm (20 pixel) spacing, starting at 20 cm
down the plume on the centerline.
Figure 5.41. A plot of the gain,y(t), vs the delay (in seconds) vs. time in seconds for the sensor ar-
rangement seen in Fig. 5.40. The highest gains are between 0.4 and 0.5 seconds, which correspond to
approximately the delay caused by the 2 cm sensor spacing.
plume, this is likely to be the case. Taking the maximum of thegain values over all time
in Fig. 5.43, we can see that the highest gains lie at 0.4 and 0.5 seconds. Taking a fine
sampling ofτ, seen in Fig. 5.44, we can see that the maximumτ values can lie anywhere
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Figure 5.42. A plot of the gain,y(t), vs the delay vs. time with an interpolation of the time data by ten
for the sensor arrangement seen in Fig. 5.40. Integerτ are still tested.

















Figure 5.43. The maximum gain values of eachτ over time or the sensor arrangement seen in Fig. 5.40.
between the 0.4 and 0.5 seconds. In this plot, the fluctuationbetween delays of the plume
is even more apparent, and further investigation should be conducted to see whether it has
a relation to the modulation rate of the plume. Finally, the conversion from delay to angle
is computed. It is determined that a finer interpolation is needed if each angle degree is to
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Figure 5.44. A plot of the gain,y(t), vs the delay vs. time with an interpolation of the time data by
ten for the sensor arrangement seen in Fig. 5.40.τ is sampled at1/80 of a second. It is shown that
values ofτ can be anywhere from 0.35 to 0.55 seconds, perhaps indicating the fluctating nature of the
modulation in the plume.
Figure 5.45. A plot of the gain,y(t), vs the angle vs. time with an interpolation of the time data by fifteen















Figure 5.46. A diagonal linear array with 4 sensors, with 3 cm(30 pixel) spacing, an angle of−30◦
which makes the sensor separation at a distance of approximately 25 mm apart on the x-axis, starting
at 20 cm down the plume.
be tested. In order to have a unique sample for every delay from thesin(θ) function, the







∗ sin(1◦) ∗ cos(angle◦o f array)
whered is the pixel distance between sensors,v i in pixels per time sample, andangle◦o f array
is the angle orientation in degrees of the array. For the Gainvs. Angle vs. Time graph seen
in Fig. 5.45, the interpolation rate is 15 (20/5*0.175*1). In this graph, we can see that the
delays correspond to a gain in approximately the 0◦ direction. This is the direction of the
flow with respect to the horizontal array and correspondingly, the AOA is 180◦. But due to
the delay variability seen in Gain vs. Delay vs. Time graph, the gain along the angles seem
to be strong from 0◦ to 20◦, again emphasizing that there might be a fluctuation in anglethe
plume is hitting the array as well, and this phenomenon should be further investigated.
Other array placements are examined. An array of interest isa d agonal array since it
will capture vertical as well as horizontal time delay in theplume. This array is placed
directly in the plume seen in Fig. 5.46, thus it is limited to 4sensors if the sensor distances
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Figure 5.47. A plot of the gain,y(t), vs the delay vs. time with an interpolation of the time data by ten
for the sensor arrangement seen in Fig. 5.46.τ is sampled at1/80of a second over values 0 to 9.
are to be comparable to the previous arrangement. A 30 mm sensor separation is used,
which corresponds to about a 30cos(30◦) = 26 mm/pixel spacing on the x-axis. If the
plume is travelling at 0◦ with respect to this−30◦ array, then the expectedτ is 26/50= 0.52
seconds. The corresponding Gain vs. Delay vs. Time graph is seen in Fig. 5.47. While
many ”bumps” occur, none of them line up to a particular delay, and in fact, there are no
notable gains at the expected 0.52 second delay. The corresponding Gain vs. Angle vs.
Time graph is seen in Fig. 5.48. Interestingly enough, in theangle plot, the areas of high
gain seem to be clustered around 0◦, 60◦, 140◦, and 180◦. Although, the location of a 60◦
angle in relation to the−30◦ angle array (overall 30◦) does not make intuitive sense.
In Fig. 5.49, one more orientation was tested for a diagonal 10-sensor array but further
down the plume. Running the delay-and-sum beamformer, we obtain Fig. 5.50. In these
results, there is no clearτ which there is a gain. The farther out from the plume we get, th
lower the amplitude of the parcels and the more dispersed they are, so this may attribute to
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Figure 5.48. A plot of the gain,y(t), vs the angle vs. time with an interpolation of the time data by
twelve for the sensor arrangement seen in Fig. 5.46. Each angle degree is tested.
insignificant gains in the plot. The one notable gain seems tobe atτ= 0.3 seconds which
has little physical meaning. This sensor arrangement also corresponds to little significant
gains in Gain vs. Angle vs. Time plot. If anything, there seems to be a consistent peak
(at least for 3 instances) that is around 120◦, but this does not intuitively make sense, as it















Figure 5.49. A diagonal linear array with 10 sensors, with 2.5 cm (25 pixel) spacing, an angle of−30◦
which makes the sensor separation approximately 25 mm aparton the x-axis, starting at 70 cm down
the plume.
Figure 5.50. A plot of the gain,y(t), vs the delay vs. time with an interpolation of the time data by ten
for the sensor arrangement seen in Fig. 5.49.τ is sampled at1/80of a second over values 0 to 9.
126
Figure 5.51. A plot of the gain,y(t), vs the angle vs. time with an interpolation of the time data by




The central theme of this research explores the intersection between biology and signal
processing. We show how signal processing techniques can beused to reverse-engineer
biology, such DNA sturcutre, and also how signal processingcan be used to extend and
refine biological processes into practical applications onthe functional level.
First, we develop and show how linear algebraic techniques can be used to analyze
DNA. When these linear techniques are used for a strict conditi s, that of universal error-
correction in the sequence, they are not fool-proof, but more general linear methods are
superior in detecting imperfect periodicities (approximate tandem repeats), a classically
difficult problem.
Second, we show that an engineered system, in this case, odorlocalization, can be
improved via signal processing and biological techniques.We show that chemoreceptor
clustering improves sensor array performance, and there ispotential for improvement as
the chemotaxis model complexity increases.
Third, we analyze turbulent plume experimental data and show t at a cross-correlation
method, such as interaural time delay in binaural hearing, improves turbulent plume local-
ization. In addition, the overall research supplies concrete examples of how signal process-
ing techniques can be used to analyze biology and how biologycan help us engineer better
systems.
6.1 Impact of Thesis
This research contributes to our understanding of bio-informatics as well as improves prac-
tical chemical localization.
Contributions of the thesis include the following:
• The problem of assigning arbitrary numerical values to nucleotides is discussed. We
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propose application of a finite-field mathematical framework f symbolic DNA anal-
ysis. Despite the specific mapping, the numerical nucleotidvalues can still maintain
a symbolic nature. [81]
• Linear algebraic methods are developed for detecting a general error-correcting code
in DNA. While the subspace partitioning test did not find a consistent linear block
code in DNA, it is nonetheless an interesting technique to look f r coding structure
in other signals. Also, regions are found to have some codingstructure which may
indicate regions of preservation. [86]
• A tandem and approximate tandem repeat detection algorithmis developed using a
linear dependence test. Persistent rank-deficient frames are highlighted, and this is a
much more general redundancy test than linear block coding.The algorithm detects
repetitive regions even in high levels of DNA mutations. It was shown to detect a
periodicity in a human satellite region that previous algorithms did not. [85]
• Previous chemotaxis-inspired techniques have mainly focused on random walk strate-
gies or gradient following. In this thesis, a multi-sensor yet single-node algorithm is
developed using inspiration from chemoreceptor cooperation. The chemoreceptor
signaling is implemented with Hebbian learning, exhibitedin other types of biolog-
ical learning such as neurons. Various geometric interpretations of the connections
between receptors were evaluated and the localized clustering seen in nature, per-
formed the best. [82] [83]
• The chemoreceptor cooperation algorithm was implemented for a stationary temper-
ature sensor array and tested in several environmental scenarios. It is shown that for
the stationary case, there is a trade-off between precision of angle localization and
variance of the convergence [84].
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• By testing the algorithm in several various environmental scenarios, it became ap-
parent that turbulence needs more investigation. Experimental Kármán Vortex Street
plume data was obtained and evaluated for frequency contentthrough single-sensor
fourier analysis and multiple sensor correlation and coherence. It was discovered
that it is difficult to gain much information out of the plume without spectral phase
information.
• It was found the spectral phase information of small events,or parcels, in the plume
can be exploited. A pairwise cross-correlation method is developed to determine
wind angle-of-arrival for turbulent plume localization. [80] A Delay-and-sum beam-
forming method is also investigated.
6.2 Future Work
• A finite-field framework ofGF(4) was used for DNA analysis, but a finite-field
framework should be extended to amino acid sequence analysis. Th s could aid in
protein structure prediction and periodicity analysis in these sequences.
• Also, we specifically looked for an error-correcting block code in DNA. It has been
conjectured that DNA is a nested process, thus a convolutional coder would be a more
suitable model. Finding a convolutional coding model with unknown parameters is a
challenging problem.
• Our tracking methods are all two-dimensional. Expanding the solutions to 3-D is of
practical importance.
• Mathematical models of chemotaxis and chemoreceptor clustering are being devel-
oped. Simulating these models are essential to understanding the process.
• Also, a broad area for further analysis is to look into other olfaction mechanisms (e.g.
mammalian) which can help odor and chemical tracking.
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• The experimental plume data showed that the eff ct of diffusion was still governing
the plume. It may be feasible to time-average the sensor datato filter out short-
time effects and retrieve the diffusive field. Then an algorithm designed for diffusive
navigation (e.g. our chemoreceptor-inspired algorithm) can be used.
• Implementing chemical localization algorithms in lower-power analog electronics.
A new technology, Floating-Gate Field-Programmable Analog Arrays (FG-FPAAs)
[37], enable rapid prototyping of complex analog systems. FPAA’s can make DSP
algorithms possible in lower-power analog circuitry. Implementation of such a chem-




PROPAGATING WAVES, DIFFUSION, AND ARRAY SIGNAL
PROCESSING
Array beamforming is a technique in which an array of sensorsis exploited to achieve
maximum reception in a specified direction (in the presence of noise) while other signals
are rejected [48].
The propagating signals of interest may be transverse electromagnetic waves and com-
pressional acoustic waves in various mediums. These waves cn be modeled with the wave




























Most of array signal processing techniques rely on the monochromatic, planar wave
solution meaning that the signal is periodic and has constant w vefronts, which are planes









k is the wavenumber vector (related to the direction of propagation),ω is the fre-
quency in radians,t is time, and
→
x is spatial position.





The physcial laws associated with chemicals and heat are howver different; they obey
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Figure A.1. A planar wave propagation.
Figure A.2. A spherical wave propagation.
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diffusive laws. Fick’s first law of diffusion states:
J = −D∂C
∂x
whereJ is the diffusion flux,D is the diffusion coefficient,C is the concentration, andx is
the position. This equation is used in steady-state diffusion, where the concentration in the
diffusion volume does not change with respect to time.






In order to solve Fick’s second law, one initial condition and two boundary conditions
are required. For a one-dimensional, continuous point releas in 2-D with no boundaries










For an instantaneous release:C(r, 0) = 0,
∫








The most important assumption for array processing is that the signal be a transverse
wave with space and time linked byt − →α · →x in the propagating wave,s(·). where→α is
the slowness vector. This means we can reconstruct the signal by temporally sampling or
spatially sampling the signal.
This leads us tospatiotemporal filtering. Sensor outputs can be delayed by appropri-
ate amounts and added together to reinforce the signal with respect to noise or waves in
different directions. Weights can also be used to amplify or attenuate the signal and are
calledshadowing. The output of the such a selective constructive/deconstructive adder, or
delay-and-sum beamformer is:
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Fig. A.3 illustrates a classical linear array beamformer that computes:
x(t) = aT(θ)s(t) (A.1)
wheres(t) is a vector of sensors inputs, [s1(t), s2(t), . . . sn(t)]T . x(t) is the beamformer out-
put, [x1(t), x2(t), . . . xn(t)]T , anda(θ) = [a(θ1), a(θ2), . . .a(θn)]T is the steering vector looking
in signal wavefront direction,θ. It is important to note thatsk(t) has the following relation-
ship to a sensor point in the field:
sk(t) = ak(θk)s(t − τk)
whereτk is the time delay from the reference point anda(θk) is the steering vector for
direction,θk. Sensor noise can be introduced to the measurements:
y(t) = s(t) + n(t)
andy(t) can be substituted intos(t) in (A.1) to obtain:
x(t) = aT(θ)s(t) + n(t) (A.2)
The signal can be amplified or attenuated by adjusting the beamformer weights,a(θ) or
the time delays,τ. For a linear array in a planar wavefield, the time delay is related to the





wheredk is the distance between each sensor
For nonwave fields such as concentration gradients that obeydiffusive laws, there is no
phase present in the field, and (A.3) does not make sense. Therefore,θ is not used in the
nonwave field model and we are left with the beamformer output:
x(t) = aTs(t) + n(t) (A.4)















Figure A.3. Classical delay-and-sum beamformer.
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APPENDIX B
HEBBIAN LEARNING AND LMS
Donald Hebb, a neurophysiologist, laid the foundation of neural computation. He verified
that once a neuron repeatedly excited another neuro, the threshold of excitation in the latter
neuron decreased. The excitation from the first neuron was thus amplified or the threshold
to excite the second neuron was lowered. This is described byHe b’s rule [76]:
△wi j = ηxjyi (B.1)
wherexj is the pre-synaptic input andyi is the post-synaptic output as seen in Fig. B.1.
w[n+ 1] = w[n] + ηx[n]y[n] (B.2)
There is no desired signal required in Hebbian learning thusmaking it a type of unsu-
pervised learning. For the scalar case, wheny[n] = w[n]x[n], the Hebbian update is:
w[n+ 1] = w[n][1 + ηx2[n]] (B.3)
If the initial value of the weight is positive, the update will always be positive and increase
without bound through the iterations.
In the next stage, there can be a multiple-input synapse (seeB.2), denoted in matrix
notation as:
y = wTx = xTw (B.4)
Figure B.1. Illustration of Hebb’s Rule.
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Figure B.2. A linear associator synapse.





or in the update:
w[n+ 1] = (I + ηRx)w[n] (B.6)
A matrix version of this update is:
W[n+ 1] =W[n] + ηRxW[n]
△W =ηRxW
(B.7)




wherewi is each vector inW. The solution to this first order linear system iswi(t) = eλtu
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where
RxU = ΣU (B.9)































λ1 0 0 0
0 λ2 0 0
0 0
. . . 0
































If we say that eachwi is a linear combinations of eigenvectors,wi = Σ
j
α ju j and substi-
tute it into△wi = ηRxwi, we can say that the adaptation rate is proportional to the greatest
eigenvalue,λ:
△ai = η Σ
j
λ jα ju j (B.11)
.
Unlike Hebbian learning, the least mean squares(LMS) adapttion results from a cri-
terion minimizing the squared error function. Because of the error criterion, the “desired”
signal that LMS is adapting to must be known, and is thus a formf supervised learning.
Although this is a major difference between Hebbian correlated rule learning and LMS,
they are similar learning methods.
The quadatric error function is defined:
ξ[n] = E|e[n]|2 (B.12)
wheree[n] = d[n] −wT [n]x[n]. d[n] is the desired signal,w[n] is the weight vector (which
can be vectorized to set of finite impulse response weights),andx[n] is the filter input.
The gradient,▽ξ[n], which is the tangent to the quadratic error will yield the direction
towards the steepest ascent. An update equation to minimizethe rror using,w[n] is:
w[n+ 1] = w[n] − µ ▽ ξ[n] (B.13)
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The w[n] that minimizes the error function at timen is sought. The partial derivative










From here out, ∂
∂w∗ will be denoted as the gradient symbol▽.
▽e∗[n] = ▽(d∗[n] − w∗T [n]x∗[n]) = −x∗[n]
▽ξ[n] = −E{e[n]x∗[n]} (B.15)
Therefore, substituting (B.15) into (B.13), the steepest dcent equation becomes:
w[n+ 1] = w[n] + µE{e[n]x∗[n]} (B.16)
The Hebbian learning weight update is similar to the weight error vector update in LMS.
If x[n] andd[n] are wide-sense stationary,E{e[n]x∗[n]} = E{d[n]x∗[n]}−E{wT [n]x[n]x∗[n]}
= rdx[n] − Rx[n]w[n] = 0 so
w[n+ 1] = w[n] + µ(rdx[n] − Rx[n]w[n]
= (I − µRx[n])w[n] + µrdx[n]
(B.17)
Subtractingw from both sides and assumingrdx[n] = Rx[n]w[n] when x[n] and d[n]
are WSS, the weight error vector is:
w[n+ 1] − w = (I − µRx[n])w[n] + µRx[n]w − w (B.18)
Denotingc[n] = w[n] − w, the weight error vector update is:
c[n+ 1] = (I − µRx[n])c[n] (B.19)
which is similar to the Hebbian correlated learning rule update except the input covariance
matrix,Rx, component is positive. So while the LMS weight error vectorupdate is related
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to the negative covariance matrix, the Hebbian update is related to the positive portion. This
section has derived Hebbian learning and LMS methods to givethe reader a comparison of
the differences between supervised and unsupervised learning.
141
APPENDIX C
MATHEMATICS OF A RANDOM WALK
A random walk [56] is the sum of a Bernoulli process,In. In is an identical and indepen-
dently distributed (i.i.d.) random process taking on values from set 0, 1 with probability
of p for 0 and 1− p for 1. From probability, we know a bernoulli process has meanand
variance ofE[In] = p andVAR[In] = p(1− p).
For a 1-D random walk, a particle changes position by+i or −i unit every time step. A













i In = 1
−i In = 0
(C.1)
; this Bernoulli random process (or outcomes of a sequence ofB rnoulli Random Variables)
is illustrated in Fig. C.1. In terms ofIn, Dn = i(2In1). Thus,E[Dn] = 2i E[In] − i = 2ip − i
andVAR[Dn] = VAR[2iIn− i] = 4i(2VAR[In]) = 4i(2p(1−p)). LetSn be the corresponding
sum process (or random walk) ofDn. The mean and variance ofSn are respectivelynE[Dn]
andnVAR[Dn]. The corresponding 1-D random walk toSn, for i = 1, is illustrated in Fig.
C.2.
Since these variables are independent, one can easily extend th random walk process
to two dimensions with thex andy component having the 1-D random walk. A random
walk can also be generated from uniformly distributed random integers, not just a Bernoulli
RV. A 2-D random walk in Fig. C.3 was simulated with equi-probable integer step sizes,i,
from -10 to 10.
Also, if on each step, the organism has an affinity towards the 45◦ angle due to higher
concentration levels in that direction, and moves in this direct on by+1,+1(x, y) each step
in addition to the randomi = ±10, this 2-D random walk has a 10% bias shown in Figure
C.4, compared to the 0% bias in Fig. C.3.
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Figure C.1. Twenty outcomes of Bernoulli trials

































Figure C.2. Corresponding 1-D Random walk from the Bernoulli trials.
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Figure C.3. 2-D Random walk from 200 length-10 steps.












Figure C.4. 2-D Random walk with 10% bias from 200 steps.
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