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By analyzing breathing mode of a Bose-Einstein condensate repulsively interacting with a po-
larized fermionic cloud, we further the understanding of a Bose-Fermi mixture recently realized by
Lous et al. [Phys. Rev. Lett. 120, 243403]. We show that a hydrodynamic description of a domain
wall between bosonic and fermionic atoms reproduces experimental data of Huang et al. [Phys.
Rev. A 99, 041602(R)]. Two different types of interaction renormalization are explored, based on
lowest order constrained variational and perturbation techniques. In order to replicate nonmono-
tonic behavior of the oscillation frequency observed in the experiment, temperature effects have to
be included. We find that the frequency down-shift is caused by the fermion-induced compression
and rethermalization of the bosonic species as the system is quenched into the strongly interacting
regime.
Introduction—Mixtures are routinely encountered in
everyday life—from alloys and polymers to colloids and
biological cell systems, various combinations of con-
stituents have been studied to gain some advantageous
physical properties. It is no surprise that with the advent
of the quantum era, novel multicomponent systems have
entered the stage as an exciting alternative to thoroughly
investigated classical structures. Indeed, quantum mix-
tures have proved to be a fruitful playground for both
theoretical and experimental physicists [1, 2].
At the heart of multicomponent physics lies the analy-
sis of the interaction between the mixture’s constituents
and how it affects overall properties of the system. Specif-
ically, strong repulsion between components may cause
their spatial separation, heralding a phase transition and
a change of order. However, investigating subtle interplay
between two strongly interacting constituents at the thin
layer separating them is considerably more challenging
than studying bulk properties of fully mixed compound,
where an intercomponent overlap stays large and is easier
to experimentally probe.
In a quantum science, for a long time, most of the
interest was aimed at various phase-separated states of
superfluid helium [3] and solid-state settings. However,
introduction of experimental platform of ultracold gases
opened a route towards increasingly better control and
fine tuning of investigated systems [4–6]. Widely uti-
lized Feshbach resonances have allowed to freely adjust
interaction between components in a quantum mixture,
providing a highly clean environment for precise mea-
surements of many-body and collective excitations [7].
The latter are usually firstly investigated as an early
probe of the properties of the multicomponent sys-
tem [8, 9]. Two types of collective modes are usually
distinguished – surface and compression ones. An exci-
tation is of surface type, when the volume of gas remains
unchanged, in contrast to the other type. Surface modes
have been utilized to study e.g. collisionless to collisional
crossover in both Bose [10, 11] and Fermi [12, 13] gases.
On the other hand, the response of the system under
compression is usually used to study an equation of state
of a given sample [14–18].
It has been shown that intercomponent interaction can
cause plethora of effects on collective oscillations of the
system, yielding e.g. damping and frequency shifts [19–
39]. The particular role of phase separation in such prob-
lems has been extensively studied in Bose-Bose mixtures,
in which description can be carried out accurately at the
mean-field level [40–46]. The introduction of fermionic
species provides a greater challenge, as much stronger
interaction is needed to overcome the mean-field value
of the kinetic energy in the system [47–54]. The in-
volvement of beyond-mean-field corrections cannot be
therefore neglected, as shown in the case of repulsive
two-component Fermi gas that undergoes phase separa-
tion [55–68].
In this Letter, we study a binary mixture of Bose-
Einstein condensate (BEC) of potassium-41 and polar-
ized Fermi sea of lithium-6, that was recently realized
and studied by the Innsbruck group [52, 54]. Both com-
ponents are optically trapped and their interaction is
tuned by the means of Feshbach resonances. The boson-
boson s-wave interaction, characterized by the scattering
length abb, is kept constant, while interspecies interaction
(abf ) is finely tuned, allowing to access phase-separated
regime.
The mixture is initially prepared as a very weakly in-
teracting state (abb ≈ 60.9a0 and abf ≈ 60a0) in an
elongated trap with the aspect ratio of λ = 7.6. The
temperature is kept very low for fermions, staying at ca.
0.1Tf for each investigated setting. However, the con-
densed fraction of bosons is below 0.5, suggesting the
need of inclusion of the thermal cloud to the analysis.
After thermalization, to excite the breathing mode of the
bosonic cloud, Bose-Fermi scattering length is alternately
changed by the means of short radio-frequency pulses
that switch the internal state of potassium atoms [69, 70].
The interaction is firstly quenched into value of abf =
700a0, then after half the radial breathing mode period of
unaccompanied bosons, it is switched back to base weak
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2interaction, abf = 60a0. Such a procedure is repeated
once more and then the gas evolves in the presence of ul-
timate interaction strength, abf . Next, the frequency of a
breathing mode is measured during couple of oscillation
periods.
The theory presented in the original paper [54], based
on two approaches, adiabatic Fermi sea (AFS) and full
phase separation (FPS) models, manages to qualitatively
reproduce the up-shift of the frequency for weak-to-
moderate interaction strengths. However, it quantita-
tively overestimates the frequency and does not provide
an explanation for a nonmonotonic behavior of the curve
for a very strong repulsion. By combining nonzero tem-
perature classical fields description of cold Bose gas and
hydrodynamics-derived pseudo-Schrödinger representa-
tion of fermions, we acquire an approach that allows
us to study dynamics of the Bose-Fermi mixture in a
fully quantum way. Our method provides a quantitative
description of this previously unexplained behavior and
suggests a way to further verify its predictions.
The Letter is organized as follows. First, we present
considerations about the energy spectrum of an uni-
form repulsive Bose-Fermi mixture within two different
beyond-mean-field approaches – lowest order constrained
variational method (LOCV) and perturbative expansion
by Viverit and Giorgini (VG). Bose-Bose interaction is
additionally refined by the inclusion of Lee-Huang-Yang
(LHY) correction. Then, coupled time equations are pre-
sented and nonzero temperature classical fields approxi-
mation is revisited. With the methodology being estab-
lished, we present the predictions for the breathing mode
of such a mixture and explain what happens with it in
a strong interaction regime. The Letter is closed by the
recapitulations and final remarks.
Energy of uniform mixture—The starting point is the
evaluation of the energy density of an uniform mixture of
bosons and fermions with given single-particle densities,
nb and nf , respectively. The mean-field terms constitute
of kinetic energy of fermions, t0f = 6
5/3~2pi4/3n5/3f /20mf ,
Bose-Bose interaction energy, 0bb =
2pi~2
mb
abbn
2
b , and Bose-
Fermi interaction energy, 0bf =
2pi~2
µ abfnbnf , where
mb(f) is mass of the bosonic (fermionic) atom and µ =
mbmf/(mb +mf ) is the reduced mass. The first refine-
ment comes from a better treatment of the kinetic en-
ergy. Two terms are added: kinetic energy of bosons,
tb =
~2
2mb
(∇√nb)2 and von Weizsäcker correction to the
kinetic energy of fermions, ∆tf = ξ~
2
2mf
(∇√nf )2 with
ξ = 1/9 [71, 72]. The latter is necessary to describe
the fermionic density near a domain wall [64]. Then,
tf = t
0
f +∆tf . The first correction to the bosonic inter-
action energy comes in the form of the zero-point energy
of the Bogolyubov vacuum of the bosonic system, the
famous Lee-Huang Yang term, LHY = CLHY a
5/2
bb n
5/2
b
with CLHY = 256
√
pi~2/(15mb) [73–75].
From this point, we use two different approaches for
calculating beyond-mean-field corrections to the interac-
tion energy of bosons and fermions. The first method
is based on the second-order perturbation theory, firstly
considered in Ref. [76] and generalized by Viverit and
Giorgini [77]. It yields the interaction energy, V Gbf =
Cbfa
2
bfnbn
4/3
f A(w,α) with Cbf = (6pi
2)2/3~2/2mf in
terms of dimensionless parameters w = mb/mf and
α = 16pinbabb/(6pi
2)2/3n
2/3
f . The explicit form of the
function A(w,α) is given in the Supplemental Materials
(SM) [78].
The other approach is not a perturbative one and in
general can provide reliable results even in a strongly in-
teracting regime. Lowest order constrained variational
(LOCV) method assumes an explicit symmetric term
for the relative two-body correlations of s-wave inter-
acting particles in the form of Jastrow factor, Ψ ∼∏
i,j f(|ri − rj |) [79–83]. Such a trial function is also
widely used in other variational approaches, mainly of
quantum Monte Carlo type [84]. It was successfully ap-
plied in cold atoms systems, e.g. in repulsive Fermi-Fermi
and attractive Bose-Fermi mixtures [82, 83].
Within this approximation, the Bose-Fermi interac-
tion energy can be then put in a simple form, LOCVbf =
~2
4µ (6pi
2)2/3n
2/3
f nbB(η), where B(η) is a numerically eval-
uated (see details in SM) function of dimensionless pa-
rameter η = (kfabf )−1, where kf = (6pi2nf )1/3. The
boson-boson interaction energy is also renormalized at
the perturbative level, yielding LOCVbb =
2pi~2
mb
abbn
2
b(1 +
4D(η)), where D(η) can be numerically evaluated [83].
The details of computations are presented in SM.
The comparison between two approaches allows us to
check how important going beyond the mean field is in
the considered Bose-Fermi mixture and how well differ-
ent renormalizations of energy spectrum fare in deal-
ing with the experimental results. We use local den-
sity approximation (LDA) to describe the mixture in
the harmonic trap, Vb = 12mbω
2
b (ρ
2 + λ2z2) and Vf =
1
2mfω
2
f (ρ
2+λ2z2), for bosons and fermions, respectively.
Then, the three energy spectra of a trapped Bose-Fermi
mixture, mean field, LOCV, and VG read:
3EMF =
∫
d3r
(
tf (r) + tb(r) + 
0
bb(r) + 
0
bf (r) + nbVb(r) + nfVf (r)
)
ELOCV =
∫
d3r
(
tf (r) + tb(r) + 
LOCV
bb (r) + LHY (r) + 
LOCV
bf (r) + nbVb(r) + nfVf (r)
)
EV G =
∫
d3r
(
tf (r) + tb(r) + 
0
bb(r) + LHY (r) + 
0
bf (r) + 
V G
bf (r) + nbVb(r) + nfVf (r)
)
(1)
Coupled time evolution equations—We decide to rep-
resent bosons with the usual Bose field, however in the
classical fields approximation (CFA) [85–87]. In the CFA,
the quantum Bose field ψ̂b(r, t) =
∑
p ψ
b
p(r)aˆp(t) de-
scribing the bosonic system is replaced by the classical
Bose field
√
Nbψb(r, t) =
∑
p αp(t)ψp(r, t). It constitutes
an extension of the Bogolyubov approach, in which only
p = 0 mode is macroscopically occupied. This mode is
then described by a single complex amplitude α0, that is
governed by the Gross-Pitaevskii equation (GPE). In the
CFA, under the physically satisfied assumption of a finite
system, each of the classical amplitudes α is macroscop-
ically occupied and evolves under GPE. The |α0|2, the
largest eigenvalue of the averaged single particle density
matrix, is interpreted as a condensed fraction of bosons
and higher amplitudes are part of the thermal cloud.
Such a description have been successfully employed for
many problems in the past.
One of the ways to derive GPE is to start from the
hydrodynamic description of Madelung [88]. Similar ap-
proach can also be readily utilized in the case of fermions,
in the spirit of recent advances in the quantum contin-
uum mechanics [89, 90] or directly from quantum kinetic
equations of motion [91]. The starting point is to rep-
resent fermions by a mean field pseudo-wave function,
ψf =
√
nf exp
(
i
mf
~ χ
)
, where ∇χ = v gives irrotational
velocity field of the collective motion [64, 66, 92]. By
assuming that Hamiltonian is of the mean field form
(1) and casting the time evolution equations in hydro-
dynamic (Euler-Lagrange) form, one can obtain coupled
nonlinear pseudo-Schrödinger equations by the means of
inverse Madelung transformation:
i~∂tψj =
[
− ~
2
2mj
∇2 + ~
2
2mj
∇2 |ψj |
|ψj | +
δEv
δnj
]
ψj , (2)
where j = {b, f} and v = {MF,V G,LOCV } denote dif-
ferent types of accounting for quantum corrections.
We stress that such a model for fermions is equiva-
lent to the hydrodynamic description that is routinely
utilized for interacting Fermi gases. The underlying as-
sumption of hydrodynamics in the considered case is the
fast relaxation of the Fermi surface distortions towards a
sphere centered around local hydrodynamic momentum
of the collective flow. Such a thermalization is expected
in the overlapping region of the fermionic and bosonic
clouds [82]. As a further check, thorough comparison be-
tween pseudo-Schrödinger and atomic-orbital approaches
have been performed for various systems, including repul-
sive Fermi-Fermi mixtures [66, 68] and quantum Bose-
Fermi droplets [78, 91] in static and dynamic scenarios.
Nonzero temperature behavior is handled by a real
time thermalization governed by nonlinear dynamics of
coupled equations (2). The starting point is an excited
bosonic state chosen conveniently for the following evolu-
tion and zero-temperature fermionic cloud. This state is
then evolved in a real time to the point of thermalization
– understood as a saturation of observables describing
the system. Despite a transfer of energy from bosons
to fermions, during the whole evolution, both pre- and
post-perturbation, fermions stay very degenerate and ap-
proximately their only excitations are the collective ones.
It has to be noted that the hydrodynamic description of
fermionic collective modes has to be taken with care—
quantitative predictions match the experimental values
if the fermionic cloud retrieves correct, ideal gas oscilla-
tion frequency while interactions are switched off [68, 89].
In the case we consider this is approximately satisfied, as
the cloud exhibits frequency slightly lower than the non-
interacting value, 1.83ωb (see e.g. Eq. (23) in Ref. [93]).
Results—We now proceed to describe our results. We
study the breathing mode with parameters taken from
the experiment and with the excitation procedure fol-
lowing the experimental one. To quantify the interaction
strength, critical interaction parameter is introduced,
ac =
√
15pimbmfabb
2(mb+mf )
√
k0f
, where k0f is the Fermi wavenumber
evaluated at the center of the trap in the noninteracting
case. ac describes the value of the interaction strength,
at which phase separation happens in the mean-field cal-
culation. Fig. 1 presents the results for the number of
bosons in the condensate equaling N0b = 1.6 · 104 and
number of fermions Nf = 1 · 105. The total number of
bosonic atoms was chosen in such a way that the initial
thermalized state has an appropriate condensed fraction
for a given temperature. The critical parameter in this
case reads ac = 619a0 and the breathing mode frequency
is normalized to ω0 = 2ωb.
In the experiment (stars in the plot) the frequency
grows from ω/ω0 = 1 for the weakly interacting mix-
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FIG. 1. (a) The breathing mode frequency for a Bose-Einstein condensate immersed in a Fermi sea as a function of interaction
parameter ac/abf . The experimental data from Ref. [54] is denoted by stars. The theoretical data from Ref. [54] is indicated
by black solid (full phase separation model) and black dashed (adiabatic Fermi sea model) lines. The rest of points comes from
combined classical fields and pseudo-wave function model from this work. The blue color indicates zero temperature calculation,
while the orange and red colors pertain to finite temperature ones. The black color signifies the oscillation frequency of the
thermal cloud associated with the red markers. The calculations are performed within the lowest order constrained variational
approach. For nonzero temperature calculation that involves temperature taken from the experiment [54] (red markers), the
initial condensed fraction of bosons is 40% (initial temperature T0/Tc = 0.84) and the ratio of condensed bosons to fermions is
N0b /Nf = 0.16. The orange markers denote lower temperature, with the same N
0
b /Nf = 0.16, but with the condensed fraction
being 53% (T0/Tc = 0.77). The theory from Ref. [54] clearly overestimates the experimental curve and does not reproduce
nonmonotonicity for a strong interaction. So does the zero temperature calculation, however to lesser extent. The full nonzero
temperature calculation grasps the experimental data both qualitatively and quantitatively. For a strong interaction, up-shift
of thermal cloud’s frequency is observed. (b) The breathing mode frequency as a function of number of condensed bosons to
number of fermions ratio, N0b /Nf . The interaction strength is kept constant, at ac/abf = 0.45. Analogously, the blue markers
pertain to the zero temperature model and the red ones to the nonzero one. Again, the former overestimates the experimental
data, however to the lesser extent than FPS and APS models. Accounting for a finite temperature allows to reproduce the
experimental results.
ture, ac/abf = 3.5, starting to slightly diminish at ca.
ac/abf = 0.6 The theory of Ref. [54] (black lines) clearly
overestimates the experimental results and does not re-
produce nonmonotonicity for a strong interaction.
With our framework, we find what follows:
(i) The zero-temperature version of our method lies
closer to the experimental results than AFS and FPS
models, however it still overestimates the frequency and
does not reproduce the nonmonotonicity. It fares better,
because unlike in these two simpler approaches, it also ac-
counts for the dynamical response of the fermionic cloud,
allowing for its excitations.
(ii) There is only very small difference between mean-
field, VG and LOCV frequencies for a weak-to-moderate
interaction (also within finite temperature framework).
The only appreciable (however, still within 15%) mis-
match is visible only very close to ac/abf = 0, where
there is no experimental data (In Fig. 1 only LOCV re-
sults are presented, see the SM for MF and VG results).
It suggests that quantum corrections play much smaller
role for Bose-Fermi mixture than for Fermi-Fermi one, for
which strong renormalization dependence was predicted
and observed even in a weakly interacting regime. We
stress that such a lack of dependence may be specific for
this particular experiment.
(iii) Introduction of a finite temperature shifts the the-
oretical curve much closer to the experimental one and
manifests down-shift of the frequency for a very strong in-
teraction. For a weak-to-moderate interaction, the ther-
mal cloud frequency stays constant at ω/ω0 = 1. As
the number of noncondensed bosons is higher than con-
densed ones, the BEC is dragged and slowed by the ther-
mal cloud, yielding decrease in frequency in comparison
to the zero temperature case.
(iv) There is an up-shift of the thermal cloud frequency
at the point for which the down-shift of the BEC fre-
quency happens in the strongly interacting regime.
(v) The mechanism for the frequency down-shift of the
BEC stems from the change of the condensed fraction
of bosons. We observe that for a strong interaction, the
condensed fraction increases with time and saturates at
some value (see the SM for a plot). The stronger the
interaction is, the faster it happens. As the condensed
fraction is higher, the ratio N0b /Nf gets higher which
means the decrease in a frequency (see Fig. 1(b)). The
up-shift of the thermal cloud frequency can be then un-
derstood as dragging coming from, now dominating in
number of atoms, condensed part of bosonic clouds that
5oscillate faster.
The straightforward explanation for the increase in the
condensed fraction comes from the analysis of the density
profiles of both species during the time evolution. The
quench into the strong interaction causes a phase sep-
aration of both clouds and effective compression of the
bosonic one. Now, due to the external pressure coming
from fermions, the effective one-body trapping of bosons
becomes tighter, and, as a result, their condensation tem-
perature gets higher (as it happens for e.g. deepening of
the harmonic trap in order to cool some element).
Due to the interaction quench, a rethermalization pro-
cess ensues and the system starts to move toward the
new equilibrium state – the one for which the bosonic
cloud is more degenerate. To exclude the possibility of
the increase of the condensed fraction being caused by
additional excitations coming from the particular form of
the perturbation scheme, we numerically check the adi-
abatic thermalization of the system. The initial thermal
state is not quenched into the strong interaction, but the
change happens through a very slow interaction ramp.
Under such an evolution, for each of the final values of
the interaction, the condensed fraction matches the long-
time-evolved value in the quench scenario. It supports
the explanation that the frequency down-shift is caused
by the rethermalization of the system.
Additionally, we have performed calculations for the
other available experimental sets of data and for differ-
ent values of initial condensed fractions. The obtained
results agree with the above-mentioned observations and
are presented in the SM.
Recapitulation and outlook—Summing up, we have cre-
ated and presented a theoretical framework that allows
us to effectively study quantum Bose-Fermi mixtures. It
is based on classical fields approximation from the side
of the bosonic part and on the quantum continuum me-
chanical or hydrodynamic approach from the fermionic
side. It includes beyond mean field corrections and can
be further utilized for studying physics of phase- sepa-
rated states. We have used it to describe recent exper-
imental setting in which the breathing mode of phase-
separated Bose-Fermi mixture was analyzed. Not only
did it agree with the experimental curve in the weakly
coupled regime, but it also reproduced nonmonotic be-
havior in a strongly interacting gas, providing an insight
into its underlying mechanism. Further research in de-
scribing other quantum mixtures seems to be a natural
way of continuing presented work.
Acknowledgments—All Authors acknowledge the sup-
port from the (Polish) National Science Center Grant
2018/29/B/ST2/01308. Part of the results were obtained
using computers of the Computer Center of University of
Białystok. Center for Theoretical Physics of the Polish
Academy of Sciences is a member of the National Lab-
oratory of Atomic, Molecular and Optical Physics (KL
FAMO).
∗ piotr@cft.edu.pl
† t.karpiuk@uwb.edu.pl
‡ m.brewczyk@uwb.edu.pl
§ kazik@cft.edu.pl
[1] C. J. Pethick and H. Smith, Bose-Einstein Condensa-
tion in Dilute Gases (Cambridge University Press, Cam-
bridge, 2008).
[2] L. Pitaevskii and S. Stringari, Bose-Einstein Condensa-
tion and Superfluidity (Oxford University Press, 2016).
[3] C. Ebner and D. Edwards, Phys. Rep. 2, 77 (1971).
[4] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E.
Wieman, and E. A. Cornell, Science 269, 198 (1995).
[5] K. B. Davis, M. O. Mewes, M. R. Andrews, N. J. van
Druten, D. S. Durfee, D. M. Kurn, and W. Ketterle,
Phys. Rev. Lett. 75, 3969 (1995).
[6] C. C. Bradley, C. A. Sackett, J. J. Tollett, and R. G.
Hulet, Phys. Rev. Lett. 75, 1687 (1995).
[7] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev.
Mod. Phys. 82, 1225 (2010).
[8] M.-O. Mewes, M. R. Andrews, N. J. van Druten, D. M.
Kurn, D. S. Durfee, C. G. Townsend, and W. Ketterle,
Phys. Rev. Lett. 77, 988 (1996).
[9] D. S. Jin, J. R. Ensher, M. R. Matthews, C. E. Wieman,
and E. A. Cornell, Phys. Rev. Lett. 77, 420 (1996).
[10] D. M. Stamper-Kurn, H.-J. Miesner, S. Inouye, M. R.
Andrews, and W. Ketterle, Phys. Rev. Lett. 81, 500
(1998).
[11] C. Buggle, P. Pedri, W. von Klitzing, and J. T. M. Wal-
raven, Phys. Rev. A 72, 043610 (2005).
[12] A. Altmeyer, S. Riedl, M. J. Wright, C. Kohstall, J. H.
Denschlag, and R. Grimm, Phys. Rev. A 76, 033610
(2007).
[13] M. J. Wright, S. Riedl, A. Altmeyer, C. Kohstall, E. R.
Sánchez Guajardo, J. H. Denschlag, and R. Grimm,
Phys. Rev. Lett. 99, 150403 (2007).
[14] S. Stringari, Phys. Rev. Lett. 77, 2360 (1996).
[15] F. Chevy, V. Bretin, P. Rosenbusch, K. W. Madison, and
J. Dalibard, Phys. Rev. Lett. 88, 250402 (2002).
[16] J. Kinast, S. L. Hemmer, M. E. Gehm, A. Turlapov, and
J. E. Thomas, Phys. Rev. Lett. 92, 150402 (2004).
[17] M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim,
C. Chin, J. H. Denschlag, and R. Grimm, Phys. Rev.
Lett. 92, 203201 (2004).
[18] A. Altmeyer, S. Riedl, C. Kohstall, M. J. Wright,
R. Geursen, M. Bartenstein, C. Chin, J. H. Denschlag,
and R. Grimm, Phys. Rev. Lett. 98, 040401 (2007).
[19] T. Busch, J. I. Cirac, V. M. Pérez-García, and P. Zoller,
Phys. Rev. A 56, 2978 (1997).
[20] B. D. Esry and C. H. Greene, Phys. Rev. A 57, 1265
(1998).
[21] T.-L. Ho, Phys. Rev. Lett. 81, 742 (1998).
[22] D. S. Hall, M. R. Matthews, J. R. Ensher, C. E. Wieman,
and E. A. Cornell, Phys. Rev. Lett. 81, 1539 (1998).
[23] L. Vichi and S. Stringari, Phys. Rev. A 60, 4734 (1999).
[24] M. J. Bijlsma, B. A. Heringa, and H. T. C. Stoof, Phys.
Rev. A 61, 053601 (2000).
[25] P. Maddaloni, M. Modugno, C. Fort, F. Minardi, and
M. Inguscio, Phys. Rev. Lett. 85, 2413 (2000).
[26] P. Capuzzi and E. S. Hernández, Phys. Rev. A 64, 043607
(2001).
[27] S. D. Gensemer and D. S. Jin, Phys. Rev. Lett. 87,
6173201 (2001).
[28] S. K. Yip, Phys. Rev. A 64, 023609 (2001).
[29] K. Góral and L. Santos, Phys. Rev. A 66, 023613 (2002).
[30] H. Pu, W. Zhang, M. Wilkens, and P. Meystre, Phys.
Rev. Lett. 88, 070408 (2002).
[31] A. A. Svidzinsky and S. T. Chui, Phys. Rev. A 68, 013612
(2003).
[32] X.-J. Liu and H. Hu, Phys. Rev. A 67, 023613 (2003).
[33] B. Deconinck, P. G. Kevrekidis, H. E. Nistazakis, and
D. J. Frantzeskakis, Phys. Rev. A 70, 063605 (2004).
[34] M. Rodríguez, P. Pedri, P. Törmä, and L. Santos, Phys.
Rev. A 69, 023617 (2004).
[35] R. Navarro, R. Carretero-González, and P. G.
Kevrekidis, Phys. Rev. A 80, 023613 (2009).
[36] J. H. Pixley, X. Li, and S. Das Sarma, Phys. Rev. Lett.
114, 225303 (2015).
[37] H. Shen and W. Zheng, Phys. Rev. A 92, 033620 (2015).
[38] R. M. Wilson and S. Natu, Phys. Rev. A 93, 053606
(2016).
[39] R. Wu and Z. Liang, Phys. Rev. Lett. 121, 180401 (2018).
[40] S. B. Papp, J. M. Pino, and C. E. Wieman, Phys. Rev.
Lett. 101, 040402 (2008).
[41] S. Tojo, Y. Taguchi, Y. Masuyama, T. Hayashi, H. Saito,
and T. Hirano, Phys. Rev. A 82, 033609 (2010).
[42] D. J. McCarron, H. W. Cho, D. L. Jenkin, M. P. Köp-
pinger, and S. L. Cornish, Phys. Rev. A 84, 011603
(2011).
[43] D. M. Stamper-Kurn and M. Ueda, Rev. Mod. Phys. 85,
1191 (2013).
[44] L. Wacker, N. B. Jørgensen, D. Birkmose, R. Horchani,
W. Ertmer, C. Klempt, N. Winter, J. Sherson, and J. J.
Arlt, Phys. Rev. A 92, 053602 (2015).
[45] F. Wang, X. Li, D. Xiong, and D. Wang, J. Phys. B At.
Mol. Opt. Phys. 49, 015302 (2016).
[46] K. L. Lee, N. B. Jørgensen, I.-K. Liu, L. Wacker, J. J.
Arlt, and N. P. Proukakis, Phys. Rev. A 94, 013602
(2016).
[47] K. Mølmer, Phys. Rev. Lett. 80, 1804 (1998).
[48] L. Viverit, C. J. Pethick, and H. Smith, Phys. Rev. A
61, 053605 (2000).
[49] R. Roth, Phys. Rev. A 66, 013614 (2002).
[50] M. Zaccanti, C. D’Errico, F. Ferlaino, G. Roati, M. In-
guscio, and G. Modugno, Phys. Rev. A 74, 041605
(2006).
[51] S. Ospelkaus, C. Ospelkaus, L. Humbert, K. Sengstock,
and K. Bongs, Phys. Rev. Lett. 97, 120403 (2006).
[52] R. S. Lous, I. Fritsche, M. Jag, F. Lehmann, E. Kirilov,
B. Huang, and R. Grimm, Phys. Rev. Lett. 120, 243403
(2018).
[53] B. J. DeSalvo, K. Patel, G. Cai, and C. Chin, Nature
568, 61 (2019).
[54] B. Huang, I. Fritsche, R. S. Lous, C. Baroni, J. T. M.
Walraven, E. Kirilov, and R. Grimm, Phys. Rev. A 99,
041602(R) (2019).
[55] E. Stoner, Philos. Mag. 15, 1018 (1933).
[56] G.-B. Jo, Y.-R. Lee, J.-H. Choi, C. A. Christensen, T. H.
Kim, J. H. Thywissen, D. E. Pritchard, and W. Ketterle,
Science 325, 1521 (2009).
[57] S. Pilati, G. Bertaina, S. Giorgini, and M. Troyer, Phys.
Rev. Lett. 105, 030405 (2010).
[58] P. Massignan and G. M. Bruun, Eur. Phys. J. D 65, 83
(2011).
[59] S.-Y. Chang, M. Randeria, and N. Trivedi, Proc. Natl.
Acad. Sci. 108, 51 (2011).
[60] D. Pekker, M. Babadi, R. Sensarma, N. Zinner, L. Pollet,
M. W. Zwierlein, and E. Demler, Phys. Rev. Lett. 106,
050402 (2011).
[61] A. Sommer, M. Ku, G. Roati, and M. W. Zwierlein,
Nature 472, 201 (2011).
[62] C. Sanner, E. J. Su, W. Huang, A. Keshet, J. Gillen, and
W. Ketterle, Phys. Rev. Lett. 108, 240404 (2012).
[63] P. Massignan, M. Zaccanti, and G. M. Bruun, Reports
Prog. Phys. 77, 034401 (2014).
[64] M.-I. Trappe, P. T. Grochowski, M. Brewczyk, and
K. Rza¸żewski, Phys. Rev. A 93, 023612 (2016).
[65] G. Valtolina, F. Scazza, A. Amico, A. Burchianti, A. Re-
cati, T. Enss, M. Inguscio, M. Zaccanti, and G. Roati,
Nat. Phys. 13, 704 (2017).
[66] P. T. Grochowski, T. Karpiuk, M. Brewczyk, and
K. Rza¸żewski, Phys. Rev. Lett. 119, 215303 (2017).
[67] A. Amico, F. Scazza, G. Valtolina, P. Tavares, W. Ket-
terle, M. Inguscio, G. Roati, and M. Zaccanti, Phys.
Rev. Lett. 121, 253602 (2018).
[68] T. Karpiuk, P. T. Grochowski, M. Brewczyk, and
K. Rza¸żewski, SciPost Phys. 8, 66 (2020).
[69] M. R. Matthews, D. S. Hall, D. S. Jin, J. R. Ensher,
C. E. Wieman, E. A. Cornell, F. Dalfovo, C. Minniti,
and S. Stringari, Phys. Rev. Lett. 81, 243 (1998).
[70] S. E. Pollack, D. Dries, R. G. Hulet, K. M. F. Magalhães,
E. A. L. Henn, E. R. F. Ramos, M. A. Caracanhas, and
V. S. Bagnato, Phys. Rev. A 81, 053627 (2010).
[71] C. F. Weizsäcker, Z. Phys. 96, 431 (1935).
[72] D. A. Kirzhnits, Sov. Phys. JETP 5, 64 (1957).
[73] T. D. Lee, K. Huang, and C. N. Yang, Phys. Rev. 106,
1135 (1957).
[74] R. Schützhold, M. Uhlmann, Y. Xu, and U. R. Fischer,
Int. J. Mod. Phys. B 20, 3555 (2006).
[75] A. R. P. Lima and A. Pelster, Phys. Rev. A 84, 041604
(2011).
[76] A. P. Albus, S. A. Gardiner, F. Illuminati, and
M. Wilkens, Phys. Rev. A 65, 053607 (2002).
[77] L. Viverit and S. Giorgini, Phys. Rev. A 66, 063604
(2002).
[78] D. Rakshit, T. Karpiuk, M. Brewczyk, and M. Gajda,
SciPost Phys. 6, 079 (2019).
[79] V. R. Pandharipande and H. A. Bethe, Phys. Rev. C 7,
1312 (1973).
[80] V. R. Pandharipande and K. E. Schmidt, Phys. Rev. A
15, 2486 (1977).
[81] S. Cowell, H. Heiselberg, I. E. Mazets, J. Morales, V. R.
Pandharipande, and C. J. Pethick, Phys. Rev. Lett. 88,
210403 (2002).
[82] E. Taylor, S. Zhang, W. Schneider, and M. Randeria,
Phys. Rev. A 84, 063622 (2011).
[83] Z.-Q. Yu, S. Zhang, and H. Zhai, Phys. Rev. A 83,
041603 (2011).
[84] G. Bertaina, E. Fratini, S. Giorgini, and P. Pieri, Phys.
Rev. Lett. 110, 115303 (2013).
[85] M. Brewczyk, M. Gajda, and K. Rzażewski, J. Phys. B
At. Mol. Opt. Phys. 40, R1 (2007).
[86] P. Blakie, A. Bradley, M. Davis, R. Ballagh, and C. Gar-
diner, Adv. Phys. 57, 363 (2008).
[87] N. P. Proukakis and B. Jackson, J. Phys. B At. Mol.
Opt. Phys. 41 (2008), 10.1088/0953-4075/41/20/203002,
arXiv:0810.0210.
[88] E. Madelung, Z. Phys. 40, 322 (1927).
[89] J. Tao, X. Gao, G. Vignale, and I. V. Tokatly, Phys.
Rev. Lett. 103, 086401 (2009).
7[90] X. Gao, J. Tao, G. Vignale, and I. V. Tokatly, Phys.
Rev. B 81, 195106 (2010).
[91] D. Rakshit, T. Karpiuk, P. Zin, M. Brewczyk, M. Lewen-
stein, and M. Gajda, New J. Phys. 21, 073027 (2019),
arXiv:1808.04793.
[92] K. Gawryluk, T. Karpiuk, M. Gajda, K. Rza¸żewski, and
M. Brewczyk, Int. J. Comput. Math. 95, 2143 (2018).
[93] J. Yin, Y.-l. Ma, and G. Huang, Phys. Rev. A 74, 013609
(2006).
