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A q-EXTENSION OF A PARTIAL DIFFERENTIAL
EQUATION AND THE HAHN POLYNOMIALS
ZHI-GUO LIU
Abstract. Using the theory of analytic functions of several complex
variables, we prove that if an analytic function in several variables satis-
fies a system of q-partial differential equations, then, it can be expanded
in terms of the product of the homogeneous Hahn polynomials. Some
non-trivial applications of this expansion theorem to q-series are dis-
cussed.
1. Introduction
If f(x) is an analytic function at x = 0 and α a nonzero complex number,
then, f(αx + y) is a two-variables analytic function of x and y in a neigh-
bourhood of (0, 0) ∈ C2. There is no obvious way to find the q-extension
of f(αx + y), but a direct computation shows that f(αx + y) satisfies the
partial differential equation fx = αfy.
Conversely, in the proposition below, we prove that all the solutions of
the partial differential equation fx = αfy have the form f(αx + y). Thus,
finding the q-extension of the function f(αx+ y) is equivalent to finding the
q-extension of the partial differential equation fx = αfy.
The motivation of this paper is to find the q-extension of f(αx+y) through
a q-partial differential equation.
In this paper, we use C to denote the set of all complex numbers and
C
k = C× · · · × C the set of all k-dimensional complex numbers.
Proposition 1.1. If α is a nonzero complex number and f(x, y) is a two-
variables analytic function in a neighbourhood of (0, 0) ∈ C2, satisfying the
partial differential equation fx(x, y) = αfy(x, y) with f(0, y) = f(y), then,
we have f(x, y) = f(αx+ y).
Proof. We use the method of power series to solve the partial differential
equation in the proposition. Since f is analytic at (0, 0) ∈ C2 f is an analytic
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function of x at x = 0. Thus, we may assume that near (x, y) = (0, 0),
f(x, y) =
∞∑
n=0
An(y)x
n.
If this is substituted into fx(x, y) = fy(x, y), we immediately conclude that
∞∑
n=1
nAn(y)x
n−1 = α
∞∑
n=0
A′n(y)x
n.
Equating the coefficients of yn on both sides of the above equation, we find
that for each integer n ≥ 1, An(y) = αA
′
n−1(y)/n. By iteration, we deduce
that An(y) = α
nA
(n)
0 (y)/n!. It is obvious that A0(y) = f(0, y) = f(y). Thus,
using the Taylor expansion, we immediately deduce that f(x, y) = f(αx+y),
which completes the proof of Proposition 1.1.
Now we introduce some q-notations. For |q| < 1 and a ∈ C, we define the
q-shifted factorials as
(a; q)0 = 1, (a; q)n =
n−1∏
k=0
(1− aqk), (a; q)∞ =
∞∏
k=0
(1− aqk);
and for convenience, we also adopt the following compact notation for the
multiple q-shifted factorial:
(a1, a2, ..., am; q)n = (a1; q)n(a2; q)n...(am; q)n,
where n is an integer or ∞.
Definition 1.2. For any function f(x) of one variable, the q-derivative of
f(x) with respect to x, is defined as
Dq,x{f(x)} =
f(x)− f(qx)
x
,
and we further define D0q,x{f} = f, and for n ≥ 1, D
n
q,x{f} = Dq,x{D
n−1
q,x {f}}.
Definition 1.3. A q-partial derivative of a function of several variables is its
q-derivative with respect to one of those variables, regarding other variables
as constants. The q-partial derivative of a function f with respect to the
variable x is denoted by ∂q,x{f}.
The Gaussian binomial coefficients also called the q-binomial coefficients
are the q-analogs of the binomial coefficients, which are given by[
n
k
]
q
=
(q; q)n
(q; q)k(q; q)n−k
.
Now we introduce the definition of the Hahn polynomials Φ
(α)
n (x|q) which
were first studied by Hahn [9, 10], and then by Al-Salam and Carlitz [1].
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Definition 1.4. The Hahn polynomials are defined by
Φ(α)n (x|q) =
n∑
k=0
[
n
k
]
q
(α; q)kx
k.
For our purposes, in this paper we need the homogeneous Hahn polyno-
mials, which can be obtained from the Hahn polynomials easily.
Definition 1.5. The homogeneous Hahn polynomials are defined by
Φ(α)n (x, y|q) = y
nΦ(α)n (x/y|q) =
n∑
k=0
[
n
k
]
q
(α; q)kx
kyn−k.
It is obvious that Φ
(α)
n (x, 1|q) = Φ
(α)
n (x|q). If we set α = 0 in the homo-
geneous Hahn polynomials, we can obtain the homogeneous Rogers-Szego˝
polynomials hn(x, y|q) (see, for example [13])
hn(x, y|q) =
n∑
k=0
[
n
k
]
q
xkyn−k.
An important difference between the Hahn polynomials and the homoge-
neous Hahn polynomials is that the later satisfy the following q-partial dif-
ferential equation, which does not appear in the literature.
Proposition 1.6. The homogeneous Hahn polynomials satisfy the q-partial
differential equation
∂q,x
{
Φ(α)n (x, y|q)
}
= ∂q,y
{
Φ(α)n (x, y|q)− αΦ
(α)
n (qx, y|q)
}
.
Proof. Using the identity, ∂q,x{x
k} = (1−qk)xk−1, we immediately find that
∂q,x
{
Φ(α)n (x, y|q)
}
=
n∑
k=1
[
n
k
]
q
(α; q)k(1− q
k)xk−1yn−k.
In the same way, using the identity, ∂q,y{y
n−k} = (1 − qn−k)yn−k−1, we
deduce that
∂q,y
{
Φ(α)n (x, y|q)− αΦ
(α)
n (qx, y|q)
}
=
n−1∑
k=0
[
n
k
]
q
(α; q)k+1(1−q
n−k)xkyn−k−1.
If we make the variable change k+1→ k in the right-hand side of the above
equation, we can find that
∂q,y
{
Φ(α)n (x, y|q)− αΦ
(α)
n (qx, y|q)
}
=
n∑
k=1
[
n
k − 1
]
q
(α; q)k(1−q
n−k+1)xk−1yn−k.
From the definition of the q-binomial coefficients, it is easy to verify that[
n
k
]
q
(1− qk) =
[
n
k − 1
]
q
(1− qn−k+1).
Combining the above equations, we complete the proof of Proposition 1.6.
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Definition 1.7. If f(x1, . . . , xk) is a k-variable function, then, the q-shift
operator ηxj on the variable xj is defined as
ηxj{f(x1, . . . , xk)} = f(x1, . . . , xj−1, qxj , xj+1, . . . , xk) for j = 1, 2, . . . , k.
The principal result of this paper is the following theorem for the analytic
functions in several variables.
Theorem 1.8. If f(x1, y1, . . . , xk, yk) is a 2k-variable analytic function at
(0, 0, · · · , 0) ∈ C2k, then, f can be expanded in terms of
Φ(α1)n1 (x1, y1|q) · · ·Φ
(αk)
nk
(xk, yk|q)
if and only if f satisfies the q-partial differential equations
∂q,xj{f} = ∂q,yj(1− αjηxj ){f} for j = 1, 2, . . . , k.
Proposition 1.9. The case k = 1 of Theorem 1.8 is a q-extension of Propo-
sition 1.1.
Proof. When k = 1, the k partial differential equations in Theorem 1.8
reduce to one partial differential equation, ∂q,x1{f} = ∂q,y1(1 − α1ηx1){f}.
Replacing α1 by q
α1 , dividing both sides by 1− q and finally letting q → 1,
we find that fx1 = α1fy1 , which is the same partial differential equation as
that in Proposition 1.1 after writing (x1, y1, α1) by (x, y, α). Thus, the case
k = 1 of Theorem 1.8 is a q-extension of Proposition 1.1.
Remark 1.10. From Proposition 1.9, we know that a function is a q-
extension of f(αx+ y) if it can be expanded in terms of Φ
(α)
n (x, y|q).
Theorem 1.8 is quite useful in q-series, which allows us to derive some
deep q-formulas. For example, with this theorem, we can prove the following
curious q-formula:
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c, u, v)
3φ2
(
α, veiθ, ve−iθ
αdv, uv
; q, du
)
dθ
=
(dv; q)∞
(1− q)v(q, u/v, qv/u, αdv, uv, ab, ac, bc; q)∞
×
∫ v
u
(qx/u, qx/v, abcx, αdx; q)∞
(ax, bx, cx, dx; q)∞
dqx,
where max{|a|, |b|, |c|, |d|, |u|, |v|} < 1, which includes the Nassrallah-Rahman
integral as a special case. This paper is organized as follows. Section 2 is
devoted the proof of Theorem 1.8. In Section 3, we will use Theorem 1.8 to
prove the q-Mehler formula for the homogeneous Hahn polynomials. Some
q-integrals are discussed in Sections 4 and 5. A multilinear generating func-
tion for the Hahn polynomials is established in Section 6. A proof of the
Srivastava-Jain formula for the Hahn polynomials is given in Section 7.
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2. the proof of Theorem 1.8
To prove Theorem 1.8, we need the following fundamental property of
several complex variables (see, for example [14, p. 5, Proposition 1], [15, p.
90]).
Proposition 2.1. If f(x1, x2, . . . , xk) is analytic at the origin (0, 0, . . . , 0) ∈
C
k, then, f can be expanded in an absolutely convergent power series,
f(x1, x2, . . . , xk) =
∞∑
n1,n2,...,nk=0
λn1,n2,...,nkx
n1
1 x
n2
2 · · · x
nk
k .
Now we begin to prove Theorem 1.8 by using Proposition 2.1.
Proof. The theorem can be proved by induction. We first prove the theorem
for the case k = 1. Since f is analytic at (0, 0), from Proposition 2.1, we
know that f can be expanded in an absolutely convergent power series in
a neighborhood of (0, 0). Thus there exists a sequence λm,n independent of
x1 and y1 such that
(2.1) f(x1, y1) =
∞∑
m,n=0
λm,nx
m
1 y
n
1 =
∞∑
m=0
xm1
{
∞∑
n=0
λm,ny
n
1
}
.
Substituting this into the q-partial differential equation, ∂q,x1{f(x1, y1)} =
∂q,y1{f(x1, y1)−αf(qx1, y1)}, and using the fact, ∂q,x1{x
m
1 } = (1−q
m)xm−11 ,
we find that
∞∑
m=1
(1− qm)xm−11
∞∑
n=0
λm,ny
n
1 =
∞∑
m=0
(1− αqm)xm1 ∂q,y1
{
∞∑
n=0
λm,ny
n
1
}
.
Equating the coefficients of xm−11 on both sides of the above equation, we
easily deduce that
∞∑
n=0
λm,ny
n
1 =
1− αqm−1
1− qm
∂q,y1
{
∞∑
n=0
λm−1,ny
n
1
}
.
Iterating the above recurrence relation (m− 1) times, we conclude that
∞∑
n=0
λm,ny
n
1 =
(α; q)m
(q; q)m
∂nq,y1
{
∞∑
n=0
λ0,ny
n
1
}
.
With the help of the identity, ∂mq,y1{y
n
1 } = (q; q)ny
n−m
1 /(q; q)n−m, we obtain
∞∑
n=0
λm,ny
n
1 = (α; q)m
∞∑
n=m
λ0,n
[
n
m
]
q
yn−m1 .
Noting that the series in (2.1) is absolutely convergent, substituting the
above equation into (2.1) and interchanging the order of the summation, we
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deduce that
f(x1, y1) =
∞∑
n=0
λ0,n
n∑
m=0
[
n
m
]
q
(α; q)mx
n
1y
n−m
1 =
∞∑
n=0
λ0,nΦ
(α)
n (x1, y1|q).
Conversely, if f(x1, y1) can be expanded in terms of Φ
(α)
n (x1, y1|q), then
using Proposition 1.6, we find that ∂q,x1{f(x1, y1)} = ∂q,y1{f(x1, y1) −
αf(qx1, y1)}. We conclude that Theorem 1.8 holds when k = 1.
Now, we assume that the theorem is true for the case k − 1 and consider
the case k. If we regard f(x1, y1, . . . , xk, yk) as a function of x1 and y1, then
f is analytic at (0, 0) and satisfies ∂q,x1{f} = ∂q,y1(1 − α1ηx1){f}. Thus,
there exists a sequence {cn1(x2, y2, . . . , xk, yk)} independent of x1 and y1
such that
(2.2) f(x1, y1, . . . , xk, yk) =
∞∑
n1=0
cn1(x2, y2, . . . , xk, yk)Φ
(α1)
n1
(x1, y1|q).
Setting x1 = 0 in the above equation and using = Φ
(α1)
n1 (0, y1|q) = y
n1
1 , we
obtain
f(0, y1, x2, y2, . . . , xk, yk) =
∞∑
n1=0
cn1(x2, y2, . . . , xk, yk)y
n1
1 .
Using the Maclaurin expansion theorem, we immediately deduce that
cn1(x2, y2, . . . , xk, yk) =
∂n1f(0, y1, x2, y2, . . . , xk, yk)
n1!∂y1n1
∣∣∣
y1=0
Since f(x1, y1, . . . , xk, yk) is analytic near (x1, y1, . . . , xk, yk) = (0, . . . , 0) ∈
C
2k, from the above equation, we know that cn1(x2, y2, . . . , xk, yk) is analytic
near (x2, y2, . . . , xk, yk) = (0, . . . , 0) ∈ C
2k−2. Substituting (2.2) into the q-
partial equations in Theorem 1.8. we find, for j = 2, . . . k, that
∞∑
n1=0
∂q,xj{cn1(x2, y2, . . . , xk, yk)}Φ
(α1)
n1
(x1, y1|q)
=
∞∑
n1=0
∂q,yj(1− αjηxj ){cn1(x2, y2, . . . , xk, yk)}Φ
(α1)
n1
(x1, y1|q).
By equating the coefficients of Φ
(α1)
n1 (x1, y1|q) in the above equation, we find
that for j = 2, . . . , k,
∂q,xj{cn1(x2, y2, . . . , xk, yk)} = ∂q,yj(1− αjηxj){cn1(x2, y2, . . . , xk, yk)}.
Thus by the inductive hypothesis, there exists a sequence λn1,n2,...,nk inde-
pendent of x2, y2, . . . , xk, yk (of course independent of x1 and y1) such that
cn1(x2, y2, . . . , xk, yk) =
∞∑
n2,...,nk=0
αn1,n2,...,nkΦ
(α2)
n2
(x2, y2|q) . . .Φ
(αk)
nk
(xk, yk|q).
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Substituting this equation into (2.2), we find that f can be expanded in
terms of Φ
(α1)
n1 (x1, y1|q) · · ·Φ
(αk)
nk (xk, yk|q).
Conversely, if f can be expanded in terms of Φ
(α1)
n1 (x1, y1|q) · · ·Φ
(αk)
nk (xk, yk|q),
then using Proposition 1.6, we find that ∂q,xj{f} = ∂q,yj(1 − αjηxj{f} for
j = 1, 2, . . . , k. This completes the proof of Theorem 1.8.
To determine if a given function is an analytic functions in several complex
variables, we often use the following theorem (see, for example, [17, p. 28]).
Theorem 2.2. (Hartogs’ theorem). If a complex valued function f(z1, z2, . . . , zn)
is holomorphic (analytic) in each variable separately in a domain U ∈ Cn,
then, it is holomorphic (analytic) in U.
3. Generating functions for the homogeneous Hahn
polynomials
In this section we use Theorem 1.8 to prove the following two known
results to explain our method.
Theorem 3.1. If max{|xt|, |yt|} < 1, then, we have
(3.1)
∞∑
n=0
Φ(α)n (x, y|q)
tn
(q; q)n
=
(αxt; q)∞
(xt, yt; q)∞
.
Proof. Denote the right-hand side of (3.1) by f(x, y). It is easily seen that
f(x, y) is an analytic function of x and y, for max{|xt|, |yt|} < 1. Thus,
f(x, y) is analytic at (0, 0) ∈ C2. A direct computation shows that
∂q,x{f(x, y)} = ∂q,y{f(x, y)− αf(qx, y)}.
Thus, by Theorem 1.8, there exists a sequence {λn} independent of x and y
such that
(αxt; q)∞
(xt, yt; q)∞
=
∞∑
n=0
λnΦ
(α)
n (x, y|q).
Putting x = 0 in the above equation, using Φ
(α)
n (0, y|q) = yn and q-binomial
theorem, we find that
∞∑
n=0
λny
n =
1
(yt; q)∞
=
∞∑
n=0
yntn
(q; q)n
,
which implies λn = t
n/(q; q)n. We complete the proof of Theorem 3.1.
Al-Salam and Carlitz [1] (see also [6, 11]) found the following two bilinear
generating functions by the transformation theory of q-series, which is also
called the q-Mehler formula for the homogeneous Hahn polynomials.
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Theorem 3.2. For max{|xtu|, |xtv|, |ytu|, |ytv|} < 1, we have
∞∑
n=0
Φ(α)n (x, y|q)Φ
(β)
n (u, v|q)
tn
(q; q)n
(3.2)
=
(αxtv, βytu; q)∞
(xtv, ytv, ytu; q)∞
3φ2
(
α, β, ytv
αxtv, βytu
; q, xtu
)
.
Now we will use Theorem 1.8 to give a new proof of this formula.
Proof. If we use f(x, y) to denote the right-hand side of (3.2), then it is
easy to show that f(x, y) is a two-variable analytic function of x and y for
max{|xtu|, |xtv|, |ytu|, |ytv|} < 1. By a direct computation, we find that
∂q,x{f(x, y)} = ∂q,y{f(x, y)− αf(qx, y)}
=
t(αxtv, βytu; q)∞
(xtv, ytv, ytu; q)∞
∞∑
n=0
(α; q)n+1(β, ytv; q)n(xtu)
n
(q; q)n(αxtv, βytu; q)n+1
(u+ (v − βu− ytuv)qn) .
Thus, by Theorem 1.8, there exists a sequence {λn} independent of x and y
such that
(3.3) f(x, y) =
∞∑
n=0
λnΦ
(α)
n (x, y|q).
Setting x = 0 in the above equation and using Φ
(α)
n (0, y|q) = yn, we imme-
diately find that
∞∑
n=0
λny
n =
(βytu; q)∞
(ytu, ytv; q)∞
.
Using Theorem 3.1, we find that the right-hand side of the above equation
equals
∞∑
n=0
Φ(β)n (u, v|q)
(ty)n
(q; q)n
.
It follows that λn = Φ
(β)(u, v|q)tn/(q; q)n. Substituting this into (3.3), we
complete the proof of Theorem 3.2.
4. some q-integral formulas
The Jackson q-integral of the function f(x) from a to b is defined as∫ b
a
f(x)dqx = (1− q)
∞∑
n=0
[bf(bqn)− af(aqn)]qn.
The Andrews-Askey integral formula [4, Theorem 1] can be stated in the
following proposition.
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Proposition 4.1. If there are no zero factors in the denominator of the
integral, then, we have
(4.1)
∫ v
u
(qx/u, qx/v; q)∞
(bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, bcuv; q)∞
(bu, bv, cu, cv; q)∞
.
Definition 4.2. For any nonnegative integer n, we define Wn(a, b, u, v|q)
as
Wn(a, b, u, v|q) =
n∑
j=0
[
n
j
]
q
(av, bv; q)j
(abuv; q)j
ujvn−j.
Applying ∂nq,b to act both sides of (4.1) and then using the q-Leibniz rule,
one can easily find the following proposition [18].
Proposition 4.3. If there are no zero factors in the denominator of the
integral, then, we have∫ v
u
xn(qx/u, qx/v; q)∞
(bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, bcuv; q)∞
(bu, bv, cu, cv; q)∞
Wn(b, c, u, v|q).
The main result of this section is the following q-integral formula.
Theorem 4.4. If there are no zero factors in the denominator of the inte-
gral, then, we have
∫ v
u
(qx/u, qx/v, αax; q)∞
(ax, bx, cx, dx; q)∞
dqx(4.2)
=
(1− q)v(q, u/v, qv/u, cduv; q)∞
(cu, cv, du, dv; q)∞
∞∑
n=0
Wn(c, d, u, v|q)Φ
(α)
n (a, b|q)
(q; q)n
.
Proof. If we denote the q-integral in the above theorem by I(a, b), then it
is easy to show that I(a, b) is analytic near (0, 0) ∈ C2. A straightforward
evaluation shows that
∂q,a{I(a, b)} = ∂q,b{I(a, b)−αI(aq, b)} = (1−α)
∫ v
u
x(qx/u, qx/v, αqax; q)∞
(ax, bx, cx, dx; q)∞
dqx.
Thus, by Theorem 1.8, there exists a sequence {λn} independent of a and b
such that
(4.3) I(a, b) =
∫ v
u
(qx/u, qx/v, αax; q)∞
(ax, bx, cx, dx; q)∞
dqx =
∞∑
n=0
λnΦ
(α)
n (a, b|q).
Setting a = 0 in the above equation and using Φ
(α)
n (0, b|q) = bn, we imme-
diately deduce that∫ v
u
(qx/u, qx/v; q)∞
(bx, cx, dx; q)∞
dqx =
∞∑
n=0
λnb
n.
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Applying ∂nq,b to act both sides of the above equation, setting b = 0, and
using Proposition 4.3, we obtain
λn =
(1− q)v(q, u/v, qv/u, cduv; q)∞Wn(c, d, u, v|q)
(cu, cv, du, dv; q)∞(q; q)n
.
Substituting the above equation into (4.3), we complete the proof Theo-
rem 4.4.
Theorem 4.4 implies some interesting special cases. For example, using
this theorem, we can recover the following q-integral formula [12, Theo-
rem 9].
Theorem 4.5. If there are no zero factors in the denominator of the inte-
gral, then, we have
∫ v
u
(qx/u, qx/v, αax; q)∞
(ax, bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, αav, bcuv; q)∞
(av, bu, bv, cu, cv; q)∞
× 3φ2
(
α, bv, cv
αav, bcuv
; q, au
)
.
Proof. Setting d = 0 in (4.2) and noticing thatWn(c, 0, u, v|q) = Φ
(cv)(u, v|q),
we find that the q-integral in Theorem 4.5 equals
(1− q)v(q, u/v, qv/u; q)∞
(cu, cv; q)∞
∞∑
n=0
Φ
(α)
n (a, b|q)Φ
(cv)
n (u, v|q)
(q; q)n
.
Using Theorem 3.2, we find that the series on the right-hand side of the
above equation equals
(αav, bcuv; q)∞
(av, bu, bv; q)∞
3φ2
(
α, bv, cv
αav, bcuv
; q, au
)
.
Combining the above two equations, we complete the proof of the theorem.
Theorem 4.5 includes the following q-integral formula due to Al-Salam
and Verma [2, Eq. (1.3)] as a special case.
Corollary 4.6. If there are no zero factors in the denominator of the inte-
gral, then, we have∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abuv, acuv, bcuv; q)∞
(au, av, bu, bv, cu, cv; q)∞
.
Proof. Taking α = bcuv in Theorem 4.5, we immediately find that∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abcuv2 , bcuv; q)
(av, bu, bv, cu, cv; q)∞
× 2φ1
(
bv, cv
abcuv2
; q, au
)
.
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Using the q-Gauss summation, we find that
2φ1
(
bv, cv
abcuv2
; q, au
)
=
(abuv, acuv; q)∞
(abcuv2, au; q)∞
.
Combining the above two equations, we complete the proof of Corollary 4.6.
Using the same argument that we used to prove Theorem 4.4, we can
derive the following q-integral formula.
Theorem 4.7. If there are no zero factors in the denominator of the inte-
gral, then, we have∫ v
u
(qx/u, qx/v, αax, βcx; q)∞
(ax, bx, cx, dx; q)∞
dqx
= (1− q)v(q, u/v, qv/u; q)∞
∞∑
m,n=0
Φ(α)m (a, b|q)Φ
(β)
n (c, d|q)
hm+n(u, v|q)
(q; q)m(q; q)n
.
5. Some applications of Theorem 4.5
In this section we will discuss some applications of Theorem 4.5 to q-beta
integrals. We begin with the following proposition.
Proposition 5.1. If f(x) is a function of x such that limn→∞ |f(xq
n)/f(xqn−1)| ≤
1, then, for max{|u|, |v|} < 1, the q-integral
(5.1)
∫ v
u
(qx/u, qx/v; q)∞f(x)
(xeiθ, xe−iθ; q)∞
dqx,
converges absolutely and uniformly on θ ∈ [0, pi], provided that there are no
zero factors in the denominator of the q-integral.
Proof. From the definition of the q-integral, we know that the q-integral in
(5.1) can be written in the form
(1− q)v(qv/u, q; q)∞
(veiθ, ve−iθ; q)∞
∞∑
n=0
(veiθ, ve−iθ; q)nf(q
nv)qn
(q, qv/u; q)n
−
(1− q)u(qu/v, q; q)∞
(ueiθ, ue−iθ; q)∞
∞∑
n=0
(ueiθ, ue−iθ; q)nf(q
nu)qn
(q, qu/v; q)n
.
It is easily seen that |(zeiθ, ze−iθ; q)n| ≤ (−|z|; q)
2
n, and using the q-binomial
theorem, we know that for |z| < 1,∣∣∣ 1
(zeiθ, ze−iθ; q)∞
∣∣∣ ≤ 1
(|z|; q)2∞
.
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Thus, we have∣∣∣ ∫ v
u
(qx/u, qx/v; q)∞f(x)
(xeiθ, xe−iθ; q)∞
dqx
∣∣∣ ≤ (1− q)|v||(qv/u; q)∞|
(|v|; q)2∞
∞∑
n=0
(−|v|; q)2n|f(q
nv)|qn
|(q, qv/u; q)n|
+
(1− q)|u||(qu/v; q)∞|
(|u|; q)2∞
∞∑
n=0
(−|u|; q)2n|f(q
nu)|qn
|(q, qu/v; q)n|
.
Using the ratio test, we find that the series on the right-hand side of the
above equation is convergent for max{|u|, |v|} < 1. Thus, the series in (5.1)
converges absolutely and uniformly on θ ∈ [0, pi].
Definition 5.2. For x = cos θ, we define h(x; a) and h(x; a1, a2, . . . , am) as
follows
h(x; a) = (aeiθ, ae−iθ; q)∞ =
∞∏
k=0
(1− 2qkax+ q2ka2)
h(x; a1, a2, . . . , am) = h(x; a1)h(x; a2) · · · h(x; am).
The following important integral evaluation is due to Askey and Wilson
(see, for example [8, p. 154]).
Proposition 5.3. For max{|a|, |b|, |c|, |d|} < 1, we have the integral formula
I(a, b, c, d) :=
∫ pi
0
h(cos 2θ; 1)dθ
h(cos θ; a, b, c, d)
=
2pi(abcd; q)∞
(q, ab, ac, ad, bc, bd, cd; q)∞
.
The main result of this section is the following general q-integral identity.
Theorem 5.4. If max{|a|, |b|, |c|, |u|, |v|} < 1, and f(x) is a function of x
such that limn→∞ |f(xq
n)/f(xqn−1)| ≤ 1, then, we have
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c)
{∫ v
u
(qx/u, qx/v; q)∞f(x)
(xeiθ, xe−iθ; q)∞
dqx
}
dθ
=
1
(ab, ac, bc; q)∞
∫ v
u
(qx/u, qx/v, abcx; q)∞f(x)
(ax, bx, cx; q)∞
dqx.
Proof. Letting d = x in the Askey–Wilson integral and then multiplying
both sides by f(x)(qx/u, qx/v; q)∞, we obtain
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)(qx/u, qx/v; q)∞f(x)dθ
h(cos θ; a, b, c)(xeiθ , xe−iθ; q)∞
(5.2)
=
(qx/u, qx/v, abcx; q)∞f(x)
(ab, ac, bc, ax, bx, cx; q)∞
.
For the sake of brevity, we temporarily use the compact symbol Ak(u, v, θ)
to denote
(qk+1u/v, qk+1; q)∞f(uq
k)qk
(uqkeiθ, uqke−iθ; q)∞
.
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Putting x = uqk in (5.2), multiplying both sides by qk, and summing the
resulting equation over 0 ≤ k <∞, we obtain
(q; q)∞
2pi
∞∑
k=0
∫ pi
0
h(cos 2θ; 1)Ak(u, v, θ)dθ
h(cos θ; a, b, c)
(5.3)
=
1
(ab, ac, bc; q)∞
∞∑
k=0
(qk+1u/v, qk+1, abcuqk; q)∞f(uq
k)qk
(auqk, buqk, cuqk; q)∞
.
Using the triangle inequality for complex numbers, we easily find that |h(cos θ; 1)| ≤
(−1; q)∞, and by the q-binomial theorem, we can find that for max{|a|, |b|, |c|} <
1, ∣∣∣ 1
h(cos θ; a, b, c)
∣∣∣ ≤ 1
(|a|, |b|, |c|; q)2∞
.
By Proposition 5.1, we know that
∑
k≥0Ak(u, v, θ) is absolutely and uni-
formly convergent on θ ∈ [0, pi]. Thus, we can interchange the order of
summation and the integral in (5.3) to find that
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c)
(
∞∑
k=0
Ak(u, v, θ)
)
dθ(5.4)
=
1
(ab, ac, bc; q)∞
∞∑
k=0
(qk+1u/v, qk+1, abcuqk; q)∞f(uq
k)qk
(auqk, buqk, cuqk; q)∞
.
Interchanging u and v in the above equation, we conclude that
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c)
(
∞∑
k=0
Ak(v, u, θ)
)
dθ(5.5)
=
1
(ab, ac, bc; q)∞
∞∑
k=0
(qk+1v/u, qk+1, abcvqk; q)∞f(vq
k)qk
(avqk, bvqk, cvqk; q)∞
.
Multiplying (5.4) by −u(1−q) and multiplying (5.5) by v(1−q), then adding
the two resulting equations together and using the definition of q-integral,
we complete the proof of the theorem.
Using Theorem 5.4, we can derive the following interesting integral for-
mula.
Theorem 5.5. For max{|a|, |b|, |c|, |d|, |u|, |v|} < 1, we have
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c, u, v)
3φ2
(
α, veiθ, ve−iθ
αdv, uv
; q, du
)
dθ
=
(dv; q)∞
(1− q)v(q, u/v, qv/u, αdv, uv, ab, ac, bc; q)∞
×
∫ v
u
(qx/u, qx/v, abcx, αdx; q)∞
(ax, bx, cx, dx; q)∞
dqx.
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Proof. Choosing f(x) = (αdx; q)∞/(dx; q)∞ in Theorem 5.4, we find that
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)
h(cos θ; a, b, c)
{∫ v
u
(qx/u, qx/v, αdx; q)∞
(dx, xeiθ, xe−iθ; q)∞
dqx
}
dθ
=
1
(ab, ac, bc; q)∞
∫ v
u
(qx/u, qx/v, abcx, αdx; q)∞
(ax, bx, cx, dx; q)∞
dqx.
If (a, b, c) is replaced by (d, eiθ , e−iθ) in Theorem 4.5, we conclude that∫ v
u
(qx/u, qx/v, αdx; q)∞
(dx, xeiθ , xe−iθ; q)∞
dqx =
(1− q)v(q, u/v, qv/u, αdv, uv; q)
(dv; q)∞h(cos θ;u, v)
× 3φ2
(
α, veiθ , ve−iθ
αdv, uv
; q, du
)
.
Combining the above two equations, we complete the proof of Theorem 5.5.
Theorem 5.5 implies the Ismail-Stanton-Viennot integral (see, for example
[11]) as a special case.
Proposition 5.6. For max{|a|, |b|, |c|, |u|, |v|} < 1, we have
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)dθ
h(cos θ; a, b, c, u, v)
=
(abcv, bcuv; q)∞
(ab, ac, bc, av, bu, bv, cu, cv, uv; q)∞
3φ2
(
bc, bv, cv
abcv, bcuv
; q, au
)
.
Proof. Taking α = 1 in Theorem 5.5, we immediately find that
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)dθ
h(cos θ; a, b, c, u, v)
=
1
(1− q)v(q, u/v, qv/u, ab, ac, bc, uv; q)∞
∫ v
u
(qx/u, qx/v, abcx; q)∞
(ax, bx, cx; q)∞
dqx.
Taking α = bc in Theorem 4.5, we are led to the q-integral formula.∫ v
u
(qx/u, qx/v, abcx; q)∞
(ax, bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abcv, bcuv; q)
(av, bu, bv, cu, cv; q)∞
× 3φ2
(
bc, bv, cv
abcv, bcuv
; q, au
)
.
Combining the above two equations, we finish the proof of Proposition 5.6.
Theorem 5.5 also includes the following q-integral as a special case.
Proposition 5.7. For max{|a|, |b|, |c|, |d|, |u|, |v|} < 1, we have the identity
(1− q)v(q, q, u/v, qv/u, uv; q)∞
2pi(du, dv; q)∞
∫ pi
0
h(cos 2θ; 1)h(cos θ; duv)dθ
h(cos θ; a, b, c, u, v)
=
1
(ab, ac, bc; q)∞
∫ v
u
(qx/u, qx/v, abcx, duvx; q)∞
(ax, bx, cx, dx; q)∞
dqx.
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Proof. Taking α = uv in Theorem 5.5, and then using the q-Gauss sum-
mation in the resulting equation, we complete the proof of Theorem 5.7.
Taking d = abc in Proposition 5.7 and then using Corollary 4.6, we are
led to the Nassrallah-Rahman integral (see, for example [8, p. 159]).
Proposition 5.8. For max{|a|, |b|, |c|, |u|, |v|} < 1, we have
(q; q)∞
2pi
∫ pi
0
h(cos 2θ; 1)h(cos θ; abcuv)dθ
h(cos θ; a, b, c, u, v)
=
(abcu, abcv, abuv, acuv, bcuv; q)∞
(ab, ac, au, av, bc, bu, bv, cu, cv, uv; q)∞
.
6. A multilinear generating function for the Hahn polynomials
Theorem 6.1. If max{|a|, |c|, |x1|, |y1|, . . . , |xk|, |yk|} < 1, then, we have the
following multilinear generating function for the Hahn polynomials:
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nkΦ
(α1)
n1 (x1, y1|q)Φ
(α2)
n2 (x2, y2|q) · · ·Φ
(αk)
nk (xk, yk|q)
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a, α1x1, . . . αkxk; q)∞
(c, x1, y1, x2, y2, . . . , xk, yk)∞
2k+1φ2k
(
c/a, x1, y1, x2, y2, . . . , xk, yk
α1x1, α2x2, . . . , αkxk, 0, 0, . . . , 0
; q, a
)
.
Proof. If we use f(x1, y1, . . . , xk, yk) to denote the right-hand side of the
above equation, then, using the ratio test, we find that f is an analytic
function of u1, v1, . . . , us, vs for max{|x1|, |y1|, . . . , |xk|, |yk|} < 1. By a direct
computation, we deduce that for j = 1, 2 . . . , k,
∂q,xj{f} = ∂q,yj(1− αjηxj ){f}
=
(1− αj)(a, α1x1, . . . , qαjxj, . . . , αkxk; q)∞
(c, x1, y1, x2, y2, . . . , xk, yk)∞
× 2k+1φ2k
(
c/a, x1, y1, x2, y2, . . . , xk, yk
α1x1, . . . , qαjxj , . . . , αkxk, 0, 0, . . . , 0
; q, qa
)
.
Thus, by Theorem 1.8, there exists a sequence {λn1,n2,...,nk} independent of
x1, y1, . . . , xk, yk such that f(x1, y1, x2, y2, . . . , xk, yk) equals
(6.1)
∞∑
n1,n2,...,nk=0
λn1,n2,...,nkΦ
(α1)
n1
(x1, y1|q)Φ
(α2)
n2
(x2, y2|q) · · ·Φ
(αk)
nk
(xk, yk|q).
Setting x1 = x2 · · · = xk = 0 in the above equation, we immediately obtain
∞∑
n1,n2,...,nk=0
λn1,n2,...,nky
n1
1 y
n2
2 · · · y
nk
k(6.2)
=
(a; q)∞
(c, y1, y2, . . . , yk)∞
k+1φk
(
c/a, y1, y2, . . . , yk
0, 0, . . . , 0
; q, a
)
.
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Andrews [3] has proved the following formula for the q-Lauricella function:
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nk(b1; q)n1(b2; q)n2 · · · (bk; q)nky
n1
1 y
n2
2 · · · y
nk
k
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a, b1y1, b2y2, . . . , bkyk; q)∞
(c, y1, y2, . . . , yk)∞
k+1φk
(
c/a, y1, y2, . . . , yk
by1, by2, . . . , byk
; q, a
)
.
Taking b1 = b2 = · · · = bk = 0 in the above equation, we conclude that
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nky
n1
1 y
n2
2 · · · y
nk
k
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a; q)∞
(c, y1, y2, . . . , yk)∞
k+1φk
(
c/a, y1, y2, . . . , yk
0, 0, . . . , 0
; q, a
)
.
Equating the above equation and (6.2), we find that
λn1,n2,...,nk =
(a; q)n1+n2+···+nk
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
.
Substituting this into (6.1), we complete the proof of Theorem 6.1.
7. Another multilinear generating function for the Hahn
polynomials
Liu [12, Eq. (4.20)] obtained the following representation of the homoge-
neous Rogers-Szego˝ polynomials using the techniques of partial fraction.
Proposition 7.1. For any integer k ≥ 0, we have the identity for the ho-
mogeneous Rogers-Szego˝ polynomials,
hk(a, b|q) =
ak
(b/a; q)∞
∞∑
n=0
qn(k+1)
(q, qa/b; q)n
+
bk
(a/b; q)∞
∞∑
n=0
qn(k+1)
(q, qb/a; q)n
.
Proposition 7.2. For max{|au1|, |bu1|, . . . , |aus|, |bus|} < 1, we have
∞∑
n1,n2,...,ns=0
hn1+n2+...+ns+k(a, b|q)
un11 u
n2
2 · · · u
ns
s
(q; q)n1(q; q)n2 · · · (q; q)ns
=
ak
(b/a, au1, au2, . . . , aus; q)∞
sφs−1
(
au1, au2, . . . , aus
qa/b, 0, . . . , 0
; q, q1+k
)
+
bk
(a/b, bu1, bu2, . . . , bus; q)∞
sφs−1
(
bu1, bu2, . . . , bus
qb/a, 0, . . . , 0
; q, q1+k
)
.
Proof. If we use f(u1, u2, . . . , us) to denote the right-hand side of the above
equation, then, using the ratio test, we find that f is an analytic func-
tion of u1, u2, . . . , us for max{|au1|, |bu1|, . . . , |aus|, |bus|} < 1. Thus, near
(0, 0, . . . , 0) ∈ Cs, f can be expanded in terms of un11 u
n2
2 · · · u
ns
s ,
f(u1, u2, . . . , us) =
∞∑
n1,n2,...,ns=0
cn1,n2,...,ns
un11 u
n2
2 · · · u
ns
s
(q; q)n1(q; q)n2 · · · (q; q)ns
.
ON THE HAHN POLYNOMIALS 17
By a direct computation, we easily find that the coefficient cn1,n2,...,ns equals
∂n1q,u1 · · · ∂
ns
q,us
{f}
∣∣∣
u1=u2=···=us=0
=
ak+n1+n2+···+ns
(b/a; q)∞
∞∑
n=0
qn(k+1+n1+n2+···+ns)
(q, qa/b; q)n
+
bk+n1+n2+···+ns
(a/b; q)∞
∞∑
n=0
qn(k+1+n1+n2+···+ns)
(q, qb/a; q)n
.
Replacing k by k + n1 + n2 + · · · + ns in Proposition 7.1, we deduce that
hk+n1+n2+···+ns(a, b|q) =
ak+n1+n2+···+ns
(b/a; q)∞
∞∑
n=0
qn(k+1+n1+n2+···+ns)
(q, qa/b; q)n
+
bk+n1+n2+···+ns
(a/b; q)∞
∞∑
n=0
qn(k+1+n1+n2+···+ns)
(q, qb/a; q)n
.
Comparing the above two equations, we find that cn1,n2,...,ns = hk+n1+n2+···+ns(a, b|q).
This completes the proof of the proposition.
Srivastava and Jain noticed the following multilinear generating function
for the Hahn polynomials [16, p. 155], and also gave a formal proof of the
s = 2 case of this formula using the method of q-integration. Next we will
apply Theorem 1.8 to give a complete proof of this formula.
Theorem 7.3. For max{|au1|, |bu1|, |av1|, |bv1|, . . . , |aus|, |bus|, |avs|, |bvs|} <
1, we have
∞∑
n1,n2,...,ns=0
hn1+n2+···+ns+k(a, b|q)
Φ
(α1)
n1 (u1, v1|q)Φ
(α2)
n2 (u2, v2|q) · · ·Φ
(αs)
n1 (us, vs|q)
(q; q)n1(q; q)n2 · · · (q; q)ns
=
ak(α1au1, α2au2, . . . , αsaus; q)∞
(b/a, au1, av1, . . . , aus, avs; q)∞
2sφ2s−1
(
au1, av1, au2, av2, . . . , aus, avs
qa/b, α1au1, . . . , αsaus, 0, . . . , 0
; q, q1+k
)
+
bk(α1bu1, α2bu2, . . . , αsbus; q)∞
(a/b, bu1, bv1, . . . , bus, bvs; q)∞
2sφ2s−1
(
bu1, bv1, bu2, bv2, . . . , bus, bvs
qb/a, α1bu1, . . . , αsbus, 0, . . . , 0
; q, q1+k
)
.
Proof. If we use f(u1, v1, . . . , us, vs) to denote the right-hand side of the
above equation, then, using the ratio test, we find that f is an analytic
function of u1, v1, u2, v2, . . . , us, vs for
max{|au1|, |bu1|, |av1|, |bv1|, . . . , |aus|, |bus|, |avs|, |bvs|} < 1.
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By a direct computation, we deduce that for j = 1, 2 . . . , s,
∂q,uj{f} = ∂q,vj (1− αjηuj){f}
=
(1− α)ak+1(α1au1, . . . , qαjauj , . . . , αsaus; q)∞
(b/a, au1, av1, . . . , aus, avs; q)∞
× 2sφ2s−1
(
au1, av1, au2, av2, . . . , aus, avs
qa/b, α1au1, . . . , qαjauj , . . . , αsaus, 0, . . . , 0
; q, q2+k
)
+
(1− α)bk+1(α1bu1, . . . , qαjbuj , . . . , αsbus; q)∞
(a/b, bu1, bv1, . . . , bus, bvs; q)∞
× 2sφ2s−1
(
bu1, bv1, bu2, bv2, . . . , bus, bvs
qb/a, α1bu1, . . . , qαjbuj , . . . , αsbus, 0, . . . , 0
; q, q2+k
)
.
Thus, by Theorem 1.8, there exists a sequence {λn1,n2,...,nk} independent of
u1, v1, . . . , us, vs such that
f =
∞∑
n1,n2,...,ns=0
λn1,n2,...,nsΦ
(α1)
n1
(u1, v1|q)Φ
(α2)
n2
(u2, v2|q) · · ·Φ
(αs)
nk
(us, vs|q).
Setting u1 = u2 = · · · = us = 0 in the above equation and using Proposi-
tion 7.2 , we find that
∞∑
n1,n2,...,ns=0
λn1,n2,...,nsv
n1
1 v
n2
2 · · · v
ns
s
=
∞∑
n1,n2,...,ns=0
hn1+n2+...+ns+k(a, b|q)
vn11 v
n2
2 · · · v
ns
s
(q; q)n1(q; q)n2 · · · (q; q)ns
.
Equating the coefficients of vn11 v
n2
2 · · · v
ns
s in the both sides of the above
equation, we have
λn1,n2,...,ns =
hn1+n2+...+ns+k(a, b|q)
(q; q)n1(q; q)n2 · · · (q; q)ns
.
Hence, we complete the proof of Theorem 7.3.
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