Abstract-The k-nearest neighbor classification method (k-NNC) is one of the simplest nonparametric classification methods. The mutual k-NN classification method (MkNNC) is a variant of k-NNC based on mutual neighborship. We propose another variant of k-NNC, the symmetric k-NN classification method (SkNNC) based on both mutual neighborship and one-sided neighborship. The performance of MkNNC and SkNNC depends on the parameter k as the one of k-NNC does. We propose the ways how MkNN and SkNN classification can be performed based on Bayesian mutual and symmetric k-NN regression methods with the selection schemes for the parameter k. Bayesian mutual and symmetric k-NN regression methods are based on Gaussian process models, and it turns out that they can do MkNN and SkNN classification with new encodings of target values (class labels). The simulation results show that the proposed methods are better than or comparable to k-NNC, MkNNC and SkNNC with the parameter k selected by the leave-one-out cross validation method not only for an artificial data set but also for real world data sets.
I. INTRODUCTION
One of the well-known nonparametric classification methods is k-nearest neighbor (k-NN) classifiation method [1] , [2] , [3] . It uses one of the simplest rules among nonparametric classification methods. It assigns to a given test data point the most frequent class label appearing in the set of k nearest data points to the test data point. Performance of k-NN classifiers is influenced by the distance measure [4] and the parameter k 1 [5] , [6] . So it is an important issue to select the best distance mesure and the best parameter k in k-NN classification. In this paper we focus on the selection of the best parameter k in the variates of k-NN classification although the selection of the best distance measure is also important. [5] proposed an approximate Bayesian approach to k-NN classification, where a single parameter k was not selected but its posterior distribution was estimated. It was not exactly probabilistic because of the missing of the proper normalization constant in the model as mentioned in [7] . It provided the class probability for a test data point and the approximate distribution of the parameter k by MCMC methods. It was followed by an alternative model with likelihood-based inference and a method to select the best parameter k based H.-C. Kim is with R 2 Research, Seoul, South Korea. E-mail: hckim.sr@gmail.com 1 More accurately k should be called the hyperparameter since k-NN is a nonparametric method, but in this paper we also call it the parameter according to the convention.
on BIC (Bayesian information criterion) method [8] . While those models are not fully probabilistic, [7] proposed a full Bayesian probabilistic model for k-NN classification based on a symmetrized Boltzmann modelling with various kinds of sampling methods including a perfect sampling. Due to the symmetrized modification, their model does not fully reflect k-NN classification any more (e.g. it does not have asymmetry such as the one in k-NN classification.). So the most probable k in their model may not be optimal in k-NN classification.
[6] has proposed another method to select the optimal parameter k based on approximate Bayes risk. They modelled class probabilities for each training data point based on k-NN density estimation in the leave-one-out manner. Starting from those class probabilities by applying Bayes' rule they get the accuracy index α(k). They proved that 1−α(k) asymptotically converges to the optimal Bayes risk. Their simulation results showed that their proposed methods were better than crossvalidation and likelihood cross-validation techniques.
Mutual k-NN (MkNN) classification is a variate of k-NN classfication based on mutual neighborship rather than onesided neighborship. MkNN concept was applied to clustering tasks [9] , [10] . More recently, MkNN methods have been applied to classification [11] , outlier detection [12] , object retrieval [13] , clustering of interval-valued symbolic patterns [14] , and regression [15] . [16] used MkNN concept to semisupervised classification of natural language data and showed that the case of using MkNN concept consistently outperform the case of using k-NN concept.
We propose another variate of k-NN classification, symmetric k-NN (SkNN) classification motivated by a symmetrized modelling used in [7] . SkNN consider neighbors both with mutual neighborship and one-sided neighborship. In SkNN classification, one-sided neighbors contribute to the decision in the same way as in k-NN classification, and mutual knearest neighbors contribute to the deicision twice more than one-sided k nearest neighbors.
We propose Bayesian methods to select the parameter k for MkNN 2 and SkNN classification. This paper does not propose Bayesian probabilistic models for MkNN and SkNN classification, but model selection methods for them in the Bayesian evidence framework are proposed. The methods are based on Bayesian MkNN and SkNN regression methods, with which MkNN and SkNN classification can be done. A model selection method for SkNN classification is related to the estimation of the parameter k in [7] , because the model proposed in [7] can be regarded a Bayesian probabilistic model for SkNN classification.
The paper is organized as follows. In section II we describe mutual k-NN and symmetric k-NN regression, and their Bayesian extensions with the selection method for the parameter k. In Section III we explain how we can do MkNN and SkNN classification with Bayesian MkNN and SkNN regression methods with their own selection schemes for the parameter k. In section IV we show simulation results for an artificial data set and real-word data sets. Finally a conclusion is drawn.
II. BAYESIAN MUTUAL AND SYMMETRIC k-NEAREST NEIGHBOR REGRESSION

A. Mutual and Symmetric k-Nearest Neighbor Regression
Let N k (x) be the set of the k nearest neighbors of
The set of mutual nearest neighbors of x is defined as
Then, the mutual k-nearest neighbor regression estimate is defined as
where
Motivated by the symmetrised modelling for the k-NN classification in [7] , we define the symmetric k-nearest neighbor regression estimate as m SkNNR
B. Bayesian Mutual and Symmetric k-NN Regression via Gaussian Processes
1) Gaussian Process Regression:
Assume that we have a data set D of data points x i with continuous target values y i : D = {(x i , y i )|i = 1, 2, . . . , n}, X = {x i |i = 1, 2, . . . , n}, y = [y 1 , y 2 , . . . , y n ] T ). We assume that the observations of target values are nosiy, and set y i = f (x i )+ǫ i , where f (·) is a target function to be estimated and ǫ i ∼ N (0, v 1 ). A function f (·) to be estimated given D is assumed to have Gaussian process prior, which means that any collection of functional values are assumed to be multivariate Gaussian.
The prior for the function values
T ) is assumed to be Gaussian:
Then the density function for the target values can be described as follows.
where C is a matrix whose elements C ij is a covariance function value c(x i , x j ) of x i , x j and Θ is the set of hyperparameters in the covariance function. It can be shown that GPR provides the following distribution of target value f new (= f (x new )) given a test data x new :
The variance of the target value f new is related to the degree of its uncertainty. We can select the proper Θ by maximizing the marginal likelihood p(y|X, Θ) [17] , [18] , [19] , or we can average over the hyperparameters with MCMC methods [17] , [20] .
2) Laplacian-based Covariance Matrix: The combinatorial Laplacian L is defined as follows.
where W is an N × N edge-weight matrix with the edge weight between two points x i ,x j given as
Similarly to [21] , to avoid the singularity we set Laplacianbased covariance matrix as
Then, we have Gaussian process prior as follows.
The predictive distiribution for y new is as follows (See [22] for the detailed derivation).
The mean and variance of y new is represented as
3) Bayesian Mutual and Symmetric k-NN Regression: First, we describe Bayesian mutual k-NN regression proposed in [22] . When we replace w ij (= w(x i , x j )) with the function
where the relation ∼ k is defined as
and apply Eq (15), we get Bayesian mutual k-NN regression estimate given a new data x new as follows.
We have two following theorems about the validity of the covariance matrix with w Mk NN (x i , x j ) and asymptotic property of the regression estimate. (See [22] for the proofs.)
Now related to symmetric k-NN regression, we propose Bayesian symmetric k-NN regression.
Similarly to Eq (14) Bayesian symmetric k-NN regression is obtained as follows.
The symmetric k-NN regression estimate in Eq (3) can be described as follows.
We have two following theorems about the validity of the covariance matrix with w Sk NN (x i , x j ) and asymptotic property of the regression estimate. (See Appendix A and B for the proofs.) 
Theorem 3. Covairance matrixC is valid for Gaussian processes if σ
2 > 0.
4) Hyperparameter Selection:
We describe the hyperparameter selection method for Bayesian MkNN regression proposed in [22] . It can be also used for the hyperparameter selection for Bayesian SkNN regression proposed in this paper. We have the set of hyperparameters is Θ = {k, σ 0 , σ}, where k is a interger greater than 0. These sets of hyperparameters can be selected through the Bayesian evidence framework by maximizing the log of the marginal likelihood [18] as follows.
= log{|2πC|
whereC = L + σ 2 I. For the continuous hyperparameters (e.g., σ, σ 0 ), the derivative can be used to optimize L with respect to Θ, where the derivative of L with respect to θ is given by
On the other hand, the posterior distributions of the hyperparameters given the data can be inferred by the Bayesian method via Markov Chain Monte Carlo methods similarly to [20] , [17] . And the regression estimate can be averaged over the hyperparameters rather than obtained by one fixed set of hyperparameters. This would produce better results but cost more computational power. This approach has not been taken in this paper
III. MUTUAL AND SYMMETRIC k-NN CLASSIFICATION AND BAYESIAN SELECTION METHODS FOR k A. Mutual and Symmetric k-Nearest Neighbor Classification
Let us assume we have the data set D n = {(x 1 , y 1 ), . . . , (x n , y n )}, where x i ∈ R d and y i ∈ {C 1 , C 2 , . . . , C J }. We describe mutual and symmetric k-NN classfication methods with the notations N k (x), N ′ k (x j ), and M k (x) used to describe mutual and symmetric k-nearest neighbor regression in Section II-A. The mutual k-NN classification method is described as
Motivated by the symmetrised modelling used in [7] , we describe the symmetric k-NN classification method as
It is trivial to show that the class label that the model in [7] estimates with the highest class probability is the same as the one that the above method presents. The model proposed by [7] can be regarded as a full Bayesian model for the symmetric k-NN classification mentioned above.
B. Bayesian Selection Methods for k
In Section II-B we described Bayesian mutual and symmetric k-NN regression methods with the selection schemes for the hyperparameters including k. We show that mutual and symmetric k-NN classification can be done with Bayesian mutual and symmetric k-NN regression methods, if the target values of the data set is encoded properly from class labels. We describe how it can be done for the cases of binary-class and multi-class (more than 2 classes) classification.
1) Binary-class Classification: In case of the binary-class classification, we set a new training data set D 
Now given a new test data point x we apply Bayesian MkNN regression for the new training data set D CR n , and then we have MkNN classification method based on the result of Bayesian MkNN regression:
= sgn(
It is also trivial to show that
For the symmetric k-NN classification, we apply Bayesian SkNN regression for the new training data set D CR n , and then we have SkNN classification method based on the result of Bayesian SkNN regression:
The hyperparameters including k can be selected by the methods described in Section II-B4.
2) Multi-class Classification: For the multi-class classification (with more than 2 classes), we present two kinds of methods. First, we use the traditional formulation (formulation I) used in multi-class Gaussian process classification [23] . We consider Bayesian mutual and symmetric k-NN regression with J outputs when we have J classes. The outputs are expressed as f 1 , f 2 , . . . , f J . We assume that the Jn × Jn covariance matrix of the prior of f is
with the covariance function Cov(f
for SkNN case. When we set a new encoding for a target value as
given a new test data point x we have the predictive mean
Then we have the classification method based on the result of multivariate Bayesian MkNN regression
Similarly, for symmetric k-NN classification we have the classification method based on the result of multivariate Bayesian SkNN regression
As in [24] we use another formulation (formulation II) to avoid a redundancy in the traditional formulation pointed by [20] . We use J − 1 outputs only without redundancy,
T . For g we have the (J − 1)n × (J − 1)n covariance marix C MUL with the covariance function Cov(g yi,j i , g
(For the derivation, see [24] .)
Given a new test data point x, we have the multiple outputs g ynew,l new for y new = l. For the simplicity we try to get the estimates of g 1,l new (l = 1). For mutual k-NN classification, we have the predictive mean as in typical GP regression, as follows. new,MkNN [18] , [19] . Based on {µ g Similarly, for symmetric k-NN classification we have the predictive mean as in typical GP regression, as follows.
where κ l,SkNN and k l,SkNN are obtained from C MUL with the function w Sk NN and C MUL J(n−1)×J(n−1)+1 with one additional g 1,l new,SkNN [18] , [19] . Based on {µ g This latter formulation (formulation II) exactly leads to the binary classification formulation described in Section III-B1, when J is 2.
As can be seen in Eq (62) and Eq (67), both the formulations produce the same classification results when they have the same hyperparameters. The hyperparameters including k can be selected by the methods described in Section II-B4. However, the hyperparameters selected by the methods with the formulation I and II can be different because they use different covariance matrixes in the marginal likelihood. (The former one uses the Jn × Jn covariance matrix and the latter one uses (J − 1)n × (J − 1)n covariance matrix.) In the computer simulations even with the identical k there can be cases where the classification results by MkNN (or SkNN), the ones based on Bayesian MkNN (or SkNN) regression methods with formulation I, and the ones by Bayesian MkNN (or SkNN) regression methods with formulation II are different. One of the reasons for that is that the matrix calculation is approximate. Another reason is that they are different in the ways how dealing with vote tie cases. When vote ties occur, in MkNN (or SkNN) the class label of the nearest neighbor among tied mutual neighbors (or among tied symmetric neighbors) is assigned. However, in the methods based on Bayesian MkNN (or SkNN) regression, the class label with the lowest index is assigned, because information on nearest neighbors are not available in themselves.
IV. SIMULATION RESULTS
To demonstrate the proposed methods first we did simulations for an artificial data set. To generate an artificial data set, we used the equation sinc(x) = sin(πx) πx for the sinc function. We took the points equally spaced with the interval 0.17 between -5 and 5. We assigned class labels 1, 2, 3 to those points according to intervals which the function values at those points belong to among (−∞, 0), [0, 0.2), [0.2, −∞). We made up the training set with those points as inputs and with the assigned labels as target values. The data set is plotted in Figure 1 . We call this data set the Sinc3C data set.
We applied MkNN and SkNN classification methods based on Bayesian MkNN and SkNN regression methods. We used both the formulation I requiring J outputs and the formulation II requiring J − 1 outputs. We tried the simulation repeatedly with different initial values for σ 0 , σ, and found that one of the lowest marginal likelihoods is reached with the initial value 300, 3. We also applied MkNN and SkNN classification methods with k selected in the proposed methods, respectively, for each formuation. For comparison, we also applied k-NN 3 , MkNN, SkNN classification methods with the parameter k selected by the leave-one-out cross-validation method. Table I shows the classification error rates and k selected for all the methods applied to the Sinc3C data set. MkNN (B-I k) and SkNN (B-I k) represent MkNN and SkNN classification with the parameter k selected in BMkNN-I, and BSkNN-I, respectively. MkNN (B-II k) and SkNN (B-II k) represent MkNN and SkNN classification with the parameter k selected in BMkNN-II, and BSkNN-II, respectively. As can be seen in Table I , BMkNN-II, BSkNN-II, MkNN (B-I k), and SkNN (B-II k) perform significantly better than all the other methods. We applied the proposed methods and all the other methods to two real world data sets. As the first real world data set, we use the Pima data set 4 . We used only the training set. It has 200 instances, 7 real-valued attributes, and 2 classes. We did 10 fold cross-validation to evaluate the performances of all the methods applied for the data set. The best results were obtained when the initial values of (σ 0 , σ 2 ) were set to (1, 10 −6 ) for BSkNN, and when (σ 0 , σ 2 ) was fixed to (150, 1.5) for BMkNN. Table II shows the parameter k's selected by various methods such as cross-validation for k-NN, MkNN, SkNN classifications, and the proposed methods (binary-class case) for MkNN and SkNN classifications. The abbreviation for the methods is the same as in Table I except that this case has only the one (binary-class) formulation rather than two formulations. Table III shows the means and standard deviations of mean squared errors (for 10 fold cross-validation) for the Pima data set. As can be seen in Table III , MkNN and BMkNN perform better than all the other methods.
To show how the methods work for the real world data set with more than two classes, we use New Thyriod data set [25] . It has 215 instances, 5 real-valued attributes, and 3 classes. We did 10 fold cross-validation to evaluate the performances of all the methods applied for the data set. The best results were obtained when the initial values of (σ 0 , σ 2 ) were set to (100, 1), (1, 0.01), and (100, 1) for BSkNN-I, BMkNN-II, and BSkNN-II, respectively. In case of BMkNN-I (σ 0 , σ 2 ) were set and fixed to (1, 0.0001). Table IV shows the parameter k's selected by various methods such as cross-validation for k-NN, MkNN, SkNN classifications, and the proposed methods (formulation I and II) for MkNN and SkNN classifications. The abbreviation for the methods is the same as in Table I. Table V shows the means and standard deviations of mean squared errors (for 10 fold cross-validation) for the New Thyroid data set. As can be seen in Table V , BSkNN-I perform better than all the other methods. 
V. CONCLUSION
We have proposed symmetric k-NN classification method, which is another variate of k-NN classification method. We have proposed methods to select the parameter k in mutual and symmetric k-NN classification methods. The selection problems boil down to the ones for the parameter k in Bayesian mutual and symmetric k-NN regression methods, because Bayesian mutual and symmetric k-NN classifications can be done by Bayesian mutual and symmetric k-NN regression methods with new multiple-output encodings of target values. For that purpose two kinds of encodings were proposed. The simulation results showed the proposed methods is comparable to or better than the selection by the leave-one-out crossvalidation methods. THEOREM 4 In case N i=1 {δ xj∼ k xi + δ xi∼ k xj } = 0, it is trivial by Eq (3) and (23) .
Otherwise, take a small positive ǫ < m SkNNR 
