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Préambule
Tous les modèles sont faux, certains sont
utiles
George Box
Un bilan. Voilà à peu près ce que je vais essayer tout au long de ce manuscrit de retranscrire.
Le bilan de mes 16 premières années d’enseignant chercheur après avoir soutenu ma thèse le 17
septembre 2001 en vue d’un doctorat en mathématiques appliquées.
Par ma formation de chercheur, je me suis tourné vers l’étude de problèmes mathématiques
appliqués à la biologie et à la médecine. Mon travail est parfois très théorique et parfois très
appliqué avec des collaborations biologiques fortes. Il possède toutefois un fil conducteur que
j’essaie de suivre depuis le début, à savoir, tenter d’explorer le domaine en respectant autant que
possible les hypothèses émises par les biologistes.
Dans ce manuscrit, je vais tenter de décrire brièvement mon parcours de recherche sans tou-
tefois entrer dans les détails techniques ni être exhaustif sur tous les résultats. Il s’agit ici plutôt
de donner une idée des choix des thématiques, des différentes collaborations et des principaux
résultats trouvés au cours de mes années en tant que doctorant, post-doctorant, professeur as-
sistant et maître de conférences. Plusieurs articles que j’ai publiés sont attachés à la fin de cet
ouvrage, mais pas la totalité. La liste exhaustive de tous mes articles ainsi que les liens vers les
fichiers pdf sont disponibles à l’adresse suivante :
http://math.univ-lyon1.fr/⇠pujo/Publications2016.html.
Étant donné que la quasi intégralité de mon parcours de recherche se décompose en deux sous-
thématiques principales qui sont :
1. les mathématiques appliquées à la production et régulations des cellules sanguines dans la
moelle osseuse,
2. les mathématiques appliquées aux maladies neurodégénératives,
il me semble plus clair de les séparer en deux grandes parties distinctes. Et plutôt que les dé-
velopper toutes les deux de façon égales, j’ai délibérément choisi de développer la seconde, qui
reflète non seulement, mon travail le plus récent, mais également le travail pour lequel j’ai été le
plus autonome et où j’ai dirigé des équipes. Pour simplifier la lecture de ce manuscrit, je préfère
donc consacrer entièrement trois chapitres 2, 3, 4 aux maladies neurodégénératives et seulement
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un chapitre plus court sur la production sanguine et les maladies du sang (chapitre 1).
Le dernier chapitre, 5, quant à lui, retrace brièvement ma carrière d’enseignant à travers mes
différentes missions d’enseignement, d’encadrement et de diffusion (grand public et conférences
de recherche).
Tous ces chapitres couvrent ainsi, il me semble, l’étendue de mes activités de ces premières
années d’enseignement et de recherche. Ils me permettent également de prendre du recul, faire
un point sur mon travail effectué jusqu’à maintenant ainsi que les directions de mes futures ac-
tivités de formation et de recherche.
Un bilan. Si je peux résumer mes années d’enseignant-chercheur en chiffres, voici à peu près
ce que cela donne :
a) 2 années de post-doctorat à l’université McGill, Montréal, Canada,
b) 2 années en tant que professeur assistant à l’université Vanderbilt, Nashville, États-Unis,
c) 12 années en tant que maître de conférences à l’université Claude Bernard Lyon1,
d) 85 conférences, colloques, interventions, séminaires,
e) 13 stages et séjours de recherche,
f) 28 collaborations avec des journaux de recherche,
g) 3 collaborations en tant que membre de l’editorial board,
h) 6 contrats de recherches (allant de 2 000 euros à 145 000 euros),
i) 54 étudiants encadrés (de la deuxième année de licence à la thèse),
j) 30 articles publiés,
k) et 1 grand enthousiasme pour continuer tout cela pour quelques années encore,
Tous les points forts se trouvent dans ce qui suit, certains détails sur mon CV, et la totalité
sur mon site web.
http://math.univ-lyon1.fr/⇠pujo/.
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Chapitre 1
Modélisation de la production sanguine
Bon sang ne saurait mentir
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Ce chapitre est consacré à mes premières années de recherche dédiées à l’étude de la pro-
duction de cellules sanguines et à certains dérèglements aboutissant à des pathologies parfois
incurables comme les leucémies. J’ai souhaité un développement chronologique permettant de
suivre l’évolution de mes travaux dans ce domaine, et les rencontres qui m’ont poussées à déve-
lopper les thématiques que j’aborde ici.
Il s’articule autour de trois parties distinctes :
1. rappel succinct de mes travaux théoriques de thèse sur l’étude d’équations de transport à
retards décrivant les dynamiques de population cellulaires,
2. étude un peu moins théorique mais plus technique effectuée pendant mon post-doctorat
essayant de répondre à des problématiques directement liées à la biologie,
3. description de la continuité des travaux post-doctoraux effectués durant mes premières
années de maître de conférences à Lyon.
Avant toute chose, rappelons brièvement le mécanisme biologique de l’hématopoïèse (voir
[199]) et les références dans ce papier, pour les détails, puis les différentes sections ci-dessous
pour des spécificités sur chaque maladie). Les cellules sanguines sont formées dans la moelle
osseuse. Elles sont toutes issues des mêmes ancêtres encore actives, appelées cellules souches
qui ont la faculté de se renouveler. Ces cellules sont à l’origine de deux lignages : la branche
lymphoïde et la branche myéloïde.
- La branche lymphoïde donne naissance aux lymphocytes T et B, qui finissent leur ma-
turation ailleurs que dans la moelle osseuse (dans le thymus par exemple pour les lymphocytes
T). C’est une des raisons qui font que je n’ai pas étudié ce lignage dans mes modèles. Il est
par contre étudié par des collègues de mon équipe, qui sont plus orientés dans la recherche
sur le comportement du système immunitaire. Mes travaux portant sur les pathologies liées à
la production sanguine, je me suis plutôt focalisé sur le deuxième lignage, à savoir la branche
myéloïde.
-La branche myéloïde : cette dernière est constituée de trois lignées distinctes : la lignée
rouge (pour les globules rouges), la lignée mégacaryocytaire (pour les plaquettes) et la lignée
blanche (pour les globules blancs). Chaque lignée est composée de cellules progénitrices dont la
maturité croît en fonction de leurs divisions dans la moelle osseuse. Ces cellules progénitrices
peuvent ainsi se diviser et se différencier pour rejoindre le groupe des précurseurs. La division
peut s’effectuer de façon symétrique (ce que nous considèrerons la plupart du temps), c’est à dire
que la cellule mère donne naissance à deux cellules filles jumelles, partageant la même quantité
de protéines par exemple) ou asymétrique (la cellule mère donne naissance à deux cellules filles
qui se répartissent le contenu de la mère de façon inégale). Dans ce groupe, les cellules ne se
divisent plus, elles ne font que se différencier un peu plus en acquérant de la maturité. Arrivées à
leur terme, elles quittent la moelle osseuse pour rejoindre la circulation sanguine (voir la figure
1.3 pour une illustration de ces lignées).
Le destin des cellules est le suivant :
1. les cellules souches peuvent se diviser en s’auto-renouvelant (division symétrique ou non
en deux cellules identiques) ou en donnant des cellules progénitrices plus matures ou elles
peuvent mourir par apoptose. Une fois passée la phase de prolifération, elles rejoignent en
général la phase de repos où elles peuvent également se différencier, y mourir, ou repartir
se diviser de nouveau (voir la section 1.3.3),
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2. les cellules progénitrices ne peuvent normalement pas se renouveler (sauf cas exception-
nel évoqué dans la section 1.3.1), mais elles se divisent de façon symétrique ou non, ou
mourir par apoptose. Comme les cellules souches, après la phase de prolifération, elles
partent en phase de repos,
3. les cellules précurseurs quant à elles ne peuvent que vieillir, se différencier pour rejoindre
la circulation sanguine, ou mourir par apoptose.
Chacune des lignées myéloïde est régulée par un ou plusieurs facteurs de croissance. Un
des plus connus est l’érythropoïétine (EPO) pour les globules rouges, mais il en existe pour
les plaquettes (thrombopoïétine ou TPO) et pour les globules blancs (granulocyte-stimulating
factor ou G-CSF). Ce sont ces régulations qui nous offrent un rétro-contrôle non-linéaire dans
nos modèles. Ils jouent selon moi un rôle important à la fois dans la stabilité de la population,
comme son instabilité. C’est ce que nous allons explorer tout au long de ce chapitre.
Commençons tout d’abord par rappeler quelques résultats de mes travaux de thèse qui ont
conduit à mes choix de recherche post-doctoraux par la suite.
1.1 Travail de thèse : des mathématiques jusqu’à la moelle
Depuis 1996 et le début de mon travail de thèse de doctorat, je m’intéresse aux problèmes
de la production sanguine ou hématopoïèse. A commencer par ma thèse [197], qui est principa-
lement consacrée à l’analyse mathématique de modèles de cycles cellulaires structurés en âge et
maturité qui généralisent les modèles existants sur les problèmes d’anémie aplasique et la régu-
lation de la population de globules rouges par les cellules souches. Ces travaux s’inscrivent dans
la lignée des pionniers tels que Keyfitz en 1968 [122], Pollard, en 1973 [184], Henry en 1976
[111] sur les dynamiques de populations en général et de Mackey et Dörmer en 1982 [162] pour
les modèles appliqués aux cellules du sang. Il est intéressant de noter que ce travail de Mackey
et Dörmer est resté de côté jusqu’au début des années 90, où, il a fait l’objet d’un vif regain
d’intérêt. Il a ainsi été remis au goût du jour par Rey et Mackey en 1992 [205], 1993 [206] et
1995 [207], [208], par Crabb et al. en 1996 (date du début de ma thèse) [56], [57], Mackey et
Rudnicki en 1994 [155] et 1999 [156] ainsi que Dyson et al. en 1996 [78] et 2003 [79]. Pour
un état de l’art plus complet sur les modèles mathématiques déterministes liés à la production
de cellules sanguines, je vous conseille de vous référer à l’article [199]. Mon travail de thèse
reprenait donc la suite logique de tous ces travaux en apportant une généralisation plus réaliste
mais plus complexe à analyser de ce problème avec notamment une vitesse de maturité non li-
néaire et doublement singulière, une division cellulaire asymétrique, et un temps de prolifération
dépendant de la maturité. Je vais y revenir ci-dessous.
Ma thèse est composée de 3 grandes parties (excluant l’introduction et un bref état de l’art
des modèles du cycle cellulaire) : 1) un modèle linéaire et un modèle non linéaire avec division
cellulaire symétrique à retard discret, 2) un modèle linéaire et un modèle non linéaire avec
division symétrique et un retard dépendant de la maturité, et 3) un modèle avec retard discret
mais division asymétrique. Rappelons mes contributions à ces trois parties afin de mettre en
perspective mes travaux qui ont été effectués par la suite.
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1.1.1 Modèle à division symétrique et retard discret
La première partie, la plus simple, consiste à étudier un modèle de cycle cellulaire structuré
en taille et maturité avec division symétrique.
Le modèle linéaire
Le modèle linéaire est représenté par le système d’équations différentielles hyperboliques :
8
>>>>><
>>>>>:
@
@t
p(t,m, a) +
@
@a
p(t,m, a) +
@
@m
(V (m)p(t,m, a)) =   (m)p(t,m, a),
@
@t
n(t,m, a) +
@
@a
n(t,m, a) +
@
@m
(V (m)n(t,m, a)) =  ( (m) +  (m))
⇥n(t,m, a),
(1.1)
où p(t,m, a) et n(t,m, a) sont respectivement la densité de populations proliférante (cellule en
train de se diviser) et non-proliférante (au repos) au temps t > 0, à l’âge a et de maturité m. Ce
système est complété par des hypothèses biologiques :
1. certaines cellules en phase de repos (que l’on appelle également phase G0) peuvent soit
y rester toute leur vie et y mourir, ou bien, à un certain moment décider de sortir de
leur état de quiescence quels que soient leur âge ou leur maturité, et rejoindre la phase
de prolifération. Une fois dans la phase de prolifération, leur âge est remis à zéro un peu
comme un compteur tandis que leur maturité continue d’évoluer. Mais le temps passé dans
cette phase est limité, et toutes les cellules (sauf celles qui sont mortes en cours de route)
en sortent au bout d’un même temps, ici fixé à ⌧ > 0. Une fois sorties de cette phase, les
cellules se divisent en deux cellules, que l’on appelle cellules filles. Ces cellules rejoignent
la phase de repos, et leur âge est remis à zéro étant donné que ce sont des nouvelles nées,
et leur maturité (ici considérée comme étant liée à une quantité de protéines spécifiques)
est légèrement plus faible que celle de leur mère (voir figure 1.1 pour une illustration des
phases de prolifération et de repos).
FIGURE 1.1 – Schéma du cycle cellulaire (retard discret et modèle linéaire).
2. L’âge a des cellules en phase de prolifération évolue ainsi de 0 à ⌧ tandis que celui des
cellules en phase de repos démarre à 0 et peut théoriquement continuer jusqu’à l’infini.
Notons que la maturité m est normalisée pour être comprise entre 0 et 1.
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3. Il est classique de supposer que les cellules vieillissent d’un jour par jour, et donc leur
vitesse de vieillissement est constante et égale à 1 tandis que leur maturité évolue de façon
indépendante de l’âge avec une vitesse V (m), où V satisfait les conditions suivantes
V 2 C [0, 1), V (0) = 0, V (1) = 0, (1.2)
et pour tout m 2 (0, 1),
V (m) > 0,
Z m
0
ds
V (s)
= +1, et
Z 1
m
ds
V (s)
< +1.
Autrement dit, nous sommes en présence de deux singularités, une en m = 0 et une en
m = 1. Celle en m = 0 est une condition d’Osgood, et signifie que la maturité nulle est
un concept assez abstrait que l’on ne peut pas réellement atteindre, tandis que les cellules
peuvent sans difficulté atteindre la maturité maximale et donc sortir de la moelle osseuse
pour rejoindre la circulation sanguine.
Rappelons ici que la quantité
Z m2
m1
ds
V (s)
,
représente le temps nécessaire à une cellule pour passer de la maturité m1 à la maturité m2.
4. Les fonctions   et   représentant respectivement la mortalité en phase de prolifération
et de repos (pour la phase de repos, elle peut être également interprétée comme de la
différenciation), sont supposées continues, de même pour la fonction   représentant le
taux de réintroduction des cellules quiescentes vers la phase de prolifération.
En notant
N(t,m) =
Z +1
0
n(t,m, a)da,
la densité de cellules de maturité m dans la phase de repos, je peux alors donner les conditions
aux bords suivante
8
>><
>>:
n(t,m, 0) = 2p(t, g 1(m), ⌧)(g 1)0(m), pour m  g(1),
p(t,m, 0) =
Z +1
0
 (m)n(t,m, a)da =  (m)N(t,m),
(1.3)
où g(m) représente la maturité des deux cellules filles quand m est la maturité de la cellule
mère. La fonction g : [0, 1] ! [0, 1] est supposée continue, telle que g 2 C [0, 1), g0(m) > 0,
g(m)  m, pour m 2 (0, 1), et g 1(m) = 1 pour m > g(1).
Notons qu’à cause de la singularité de V en m = 0 il n’y a pas de condition au bord pour m = 0.
Il faut également ajouter les conditions initiales suivantes
p(0,m, a) = '(m, a) pour (m, a) 2 (0, 1)⇥ [0, ⌧ ],
et
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n(0,m, a) =  (m, a), pour (m, a) 2 (0, 1)⇥ [0,+1), avec lim
a!+1
 (m, a) = 0.
Les fonctions ' et  sont supposées continues.
La méthode des caractéristiques, combinée à l’intégration par rapport à l’âge, permet d’ob-
tenir un système d’équations aux dérivées partielles structurées en maturité, montrant un retard
et une dépendance à une maturité moindre. Pour être plus clair, les équations sont les suivantes,
en notant
P (t,m) =
Z ⌧
0
p(t,m, a)da,
pour 0  t  ⌧ ,
8
>>><
>>>:
@
@t
P (t,m) +
@
@m
(V (m)P (t,m) =   (m)P (t,m) +  (m)N(t,m) + f1(t,m),
@
@t
N(t,m) +
@
@m
(V (m)N(t,m)) =  [ (m) +  (m)]N(t,m) + f2(t,m),
(1.4)
et pour t   ⌧ ,
8
>>>>><
>>>>>:
@
@t
P (t,m) +
@
@m
(V (m)P (t,m) =   (m)P (t,m) +  (m)N(t,m)
+f3(m,N ⌧ (t,m)),
@
@t
N(t,m) +
@
@m
(V (m)N(t,m)) =  [ (m) +  (m)]N(t,m) + f4(m,N ⌧ (t,m)),
(1.5)
où
f1(t,m) =  ⇠(m, t)'(⇡ t(m), ⌧   t),
f2(t,m) = 2(g 1)0(m)⇠(g 1(m), t)'(⇡ t   g 1(m), ⌧   t),
mais aussi
f3(m, x) =  ⇠(m, ⌧) (⇡ ⌧ (m))x,
f4(m, x) = 2(g 1)0(m) (⇡ ⌧   g 1(m))⇠(g 1(m), ⌧)x pour x 2 R
avec
⇠(m, t) = exp
⇢
 
Z t
0
 (⇡ s(m)) + V
0
(⇡ s(m))ds
 
,
où ⇡s : [0, 1) ! [0, 1), s 2 R est le flot solution de l’équation différentielle
( du
ds
(s) = V (u(s)),
u(0) = m,
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et avec N ⌧ (t,m) = N(t   ⌧, ⇡ ⌧   g 1(m)). Étant donné que je m’intéresse au comportement
asymptotique, le cas t   ⌧ est au centre de mon attention, et, d’autre part, comme l’équation
en N est indépendante de P tandis que l’équation en P est dépendante de N , il me semble plus
judicieux de me focaliser dans plusieurs parties de nos calculs sur l’équation en N seulement, le
comportement des solutions en P s’en déduisant assez facilement.
L’idée est alors d’exhiber un opérateur générateur infinitésimal d’un semi-groupe qui me
permet d’obtenir une représentation intégrale des solutions P (t,m) et N(t,m) du système à re-
tards. J’ai ainsi un résultat d’existence et unicité de ces solutions, et même mieux, je montre que
l’unicité dépend des cellules de petite maturité (rappelons que je travaille ici sur des équations à
retard). C’est le théorème principal de cette partie : théorème 2.1.8 page 53, [197] que mes di-
recteurs de thèse et moi avons baptisé le “théorème des petites cellules” et que nous continuons
continue à appeler comme ça.
Le modèle non-linéaire
La deuxième partie de ce chapitre de thèse reprend le même modèle dans un cas non-linéaire
plus réaliste et plus général où la fonction   (le taux de réintroduction des cellules quiescentes
vers la phase de prolifération) dépend également de la densité de population N(t,m). Autrement
dit je considère  (N(tm),m) au lieu de  (m) seulement. Le problème un peu plus complexe est
toutefois assez similaire. J’obtiens en plus des résultats sur le comportement asymptotique des
solutions, et un résultat d’instabilité liée aux cellules de faible maturité qui peut correspondre au
cas d’anémie aplasique (c’est le théorème 2.2.7, page 81 [197]).
Ce chapitre a fait l’objet de deux articles, [6] pour le cas linéaire et [8] pour le cas non
linéaire.
1.1.2 Modèle à division symétrique et retard continue dépendant de la
maturité
Dans le chapitre 3 de ma thèse, je tente de rendre le modèle plus général encore, en proposant
une durée de la phase de prolifération variable suivant la maturité des cellules. Cette hypothèse
a un sens biologique puisqu’elle avait déjà été émise en 1971 par Mitchison [164] et par John
en 1981 [119]. Autrement dit, le paramètre ⌧ devient ⌧(m). Comme dans la partie précédente,
je m’intéresse au cas linéaire et non-linéaire avec des résultats analogues mais des preuves
beaucoup plus techniques dues à un retard non constant.
Ce chapitre a fait l’objet de deux publications : une directement liée à cette partie [7] et [4].
1.1.3 Modèle à division asymétrique et retard discret
Ce dernier chapitre reprend le cas où la durée de prolifération ⌧ est constante, mais la divi-
sion cellulaire est asymétrique cette fois-ci. L’idée était de généraliser les travaux de Mackey et
Rudnicki [155] dans ce cas là. Pour ce problème, j’utilise la théorie des opérateurs de Markov.
Le modèle est le suivant
8
>>>>><
>>>>>:
@
@t
p(t,m, a) +
@
@a
p(t,m, a) +
@
@t
(V (m)p(t,m, a)) =   (m)p(t,m, a),
@
@t
n(t,m, a) +
@
@a
n(t,m, a) +
@
@t
(V (m)n(t,m, a)) =  ( (m) +  (m,N(t)))
⇥n(t,m, a),
(1.6)
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où p(t,m, a) et n(t,m, a) représentent les mêmes densités que précédemment, V possède les
mêmes propriétés,   et   sont continues dépendantes de m et   dépend de m et de N(t) défini
pour tout t   0 par
N(t) =
Z 1
0
N(t,m)dm.
Je suppose les mêmes conditions initiales que précédemment. La seule différence se situe dans
la condition aux bords. J’ai cette fois-ci une division inégale représentée par
8
>>>><
>>>>:
n(t,m, 0) = 2
Z 1
0
p(t, x, ⌧)k(x,m)dx,
p(t,m, 0) =
Z +1
0
 (m)n(t,m, a)da =  (m)N(t,m),
(1.7)
où m 2 (0, 1) est la maturité des cellules filles à l’âge a = 0 rentrant dans la phase de repos, et
x 2 (0, 1) la maturité de la cellule mère au point de division sortant de la phase de prolifération.
La fonction m 7! k(x,m) représente la densité de maturité d’une cellule fille issue d’une mère
ayant la maturité x. La fonction k est supposée positive, continue et doit satisfaire les deux pro-
priétés suivantes :
(H1)
Z 1
0
k(x,m)dm = 1, pour tout x 2 (0, 1),
(H2) il existe 1 et 2 avec 0 < 1 < 2 < 1 tels que
k(x,m) = 0 pour m  1x ou 2x  m.
Autrement dit, la maturité des cellules filles ne peut être ni trop petite, ni trop grande. Cette fois-
ci, l’étude du système à retard (après intégration par rapport à l’âge et utilisation de la méthode
des caractéristiques), se fait avec la théorie des opérateurs de Markov.
Rappelons qu’un opérateur P est un opérateur de Markov, si et seulement si
1. P est un opérateur linéaire sur L1(0, 1),
2. f   0 implique Pf   0,
3.
Z 1
0
Pf(m)dm =
Z 1
0
f(m)dm.
(voir [129] pour un rappel de la définition et de quelques propriétés de ces opérateurs). J’ai bien
un opérateur de Markov dans notre équation en N(t,m) (voir [197] pour les détails). Rappelons
que je ne m’intéresse en général qu’aux équations décrivant les cellules au repos n(t,m, a) ou
N(t,m) ou encore N(t) puisqu’elles sont indépendantes des cellules proliférantes alors que les
équations des cellules en prolifération dépendent des cellules quiescentes et sont linéaires par
rapports à elles-mêmes. La véritable difficulté réside donc dans l’analyse des équations des cel-
lules de la phase de repos. J’intègre ensuite par rapport à la maturité pour obtenir une équation
différentielle à retards en N(t). Je peux alors donner un résultat sur le comportement asymp-
totique des solutions de cette dernière équation (stabilité locale et globale (par une fonction de
Lyapounov) des équilibres, existence de solutions stationnaires suivant certains cas).
Enfin, dans le cas linéaire de l’équation aux dérivées partielles à retards en N(t,m), je par-
viens à donner un résultat de stabilité globale vers une distribution pour les solutions de l’équa-
tion en N(t,m) par la technique des opérateurs de Markov.
Ce dernier chapitre a fait l’objet d’un article publié [202].
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1.1.4 Bilan du travail de thèse
Ma thèse s’inscrivait dans la continuité de ma formation de DEA (Diplôme d’Études Appro-
fondies, qui s’appelle maintenant Master 2) en mathématiques appliquées et surtout des cours
d’Ovide Arino et Mostafa Adimy sur les équations à retards et l’étude des semi-groupes. Co-
encadrée par ces deux professeurs, j’ai pu découvrir non seulement que l’on pouvait faire de
la recherche en analyse mathématique en manipulant des outils théoriques tout en gardant un
œil sur les retombées biologiques des résultats trouvés. Il se trouve que durant ma thèse, parmi
tous les chercheurs avec qui j’ai pu discuter et échanger des idées et des techniques, j’ai fait la
rencontre de trois professeurs qui ont eu un impact très fort à la fois sur les décisions de mes
recherches futures, mais également sur l’obtention de certains résultats de ma thèse : Michael C.
Mackey, Ryszard Rudnicki et Glenn F. Webb.
Le premier m’a offert la possibilité d’effectuer un post-doctorat à ses côtés à l’université Mc-
Gill, à Montréal au Canada les deux années suivant ma thèse. Le deuxième m’a invité plusieurs
fois à l’Institut de mathématiques de Katowice en Pologne et m’a permis de rédiger et publier la
dernière partie de ma thèse. Quant au troisième il m’a permis de devenir professeur assistant à
l’université Vanderbilt, à Nashville aux USA pendant deux ans.
Cinq articles sont sortis de ce travail de thèse tous avec des résultats théoriques mais, mal-
heureusement sans réelles collaboration avec les biologistes à ce moment-là.
Ce travail a eu un impact dans la communauté scientifique qui s’intéresse à la modélisation
du cycle cellulaire en général et des maladies sanguines en particulier avec notamment la publi-
cation 4 ans plus tard de la thèse de Fabien Crauste [61]. Ce dernier a généralisé mes résultats,
nous avons collaboré sur certains articles [4] ou encore [60]. Mais d’autres chercheurs (comme
Shigui Ruan de l’université de Miami, USA ou Jianhong Wu de l’université York, Toronto,
Canada) et d’autres équipes se sont jointes à nous. C’est ce thème d’ailleurs qui a été retenu
comme application du développement des outils de mathématiques appliquées à des problèmes
de la biologie et de la médecine dans l’équipe projet Dracula de l’Inria dirigée par Mostafa
Adimy depuis 2010.
1.2 Post-doctorat : leucémie et marqueurs cellulaires à Mont-
réal
Mes recherches post-doctorales se sont effectuées entre 2001 et 2003 à l’université McGill, à
Montréal au Canada dans le Centre de Dynamique Non-Linéaire dirigé par Michael C. Mackey.
Mes travaux de cette période-là se sont inscrits dans la lignée de la thématique de mon travail de
thèse et se sont déroulées en deux parties :
1. une partie dirigée par le professeur Mackey sur des travaux liés à la dérégulation de la
production sanguine, et plus particulièrement l’étude de la leucémie myéloïde chronique,
2. une partie où j’ai commencé à devenir indépendant, et où, avec Samuel Bernard (à l’époque
doctorant de Mackey et de Bélair (université de Montréal) et maintenant chargé de re-
cherche CNRS dans notre équipe à l’institut Camille Jordan, et Dracula à l’Inria), nous
avons proposé et analysé notre propre modèle issu d’un problème lié à un marqueur cellu-
laire, le CFSE (dont nous donnons la définition ci-dessous). Ce sont ces deux parties que
je vais développer brièvement dans les deux sous-sections suivantes.
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1.2.1 Étude de la leucémie myéloïde chronique
La problématique soulevée par Mackey était alors la suivante. Il s’agissait d’essayer de com-
prendre pourquoi la forme chronique de la leucémie qui se manifestait dans la branche myéloïde
de la formation des cellules sanguines pouvait montrer des oscillations de populations allant jus-
qu’à plus de 80 jours, alors que le cycle d’une cellule est d’environ 24h (voir la figure 1.2 pour un
exemple de cas clinique avec une période d’environ 55 jours). La leucémie myéloïde chronique
FIGURE 1.2 – Gauche : oscillations des globules blancs (leucocytes) et plaquettes pour un patient atteint
de leucémie myéloïde chornique, données tirée de [116]. Droite : calcul du périodogramme de Lomb
pour calculer la période des oscillations (voir [85] pour le détail des calculs).
(LMC) est due à la translocation entre deux parties de chromosomes, une sur le chromosome
9 et une autre sur le chromosome 22. C’est ce qu’on appelle la translocation de Philadelphie
ou chromosome de Philadelphie. Cette modification entraîne alors la fusion de deux gènes BCR
(Breakpoint Cluster Region) et ABL (Abelson), à l’origine de la formation d’un nouveau gène,
appelé gène chimère BCR-ABL [237]. Ce dernier va alors engendrer le développement tumoral
dans la moelle osseuse. Les cellules issues de la branche myéloïde sont les globules rouges, les
plaquettes et quelques globules blancs (macrophages, basophiles, eosinophiles), tandis que les
lymphocytes T et B sont formés dans la branche lymphoïde (voir figure 1.3). Lors d’une LMC,
les cellules immatures à l’origine des leucocytes, c’est à dire cellules souches ou progénitrices
(que l’on appelle blastes médullaires) se mettent à se répliquer sans se différencier. La popula-
tion de globules blancs immature s’entasse alors de façon anarchique dans la moelle osseuse, ne
laissant de la place ni aux globules rouges ni aux globules blancs pour se développer. L’individu
atteint de LMC connaît alors des périodes d’anémie parfois combinées à des problèmes d’hé-
morragies et une mauvaise défense immunitaire. Comme son nom l’indique, cette maladie est
chronique et se développe périodiquement. Sans traitement, il se peut qu’un élément nouveau
transforme la LMC en leucémie myéloïde aiguë (LMA) (plusieurs causes en sont à l’origine
comme des radiations, un agent chimique ou encore un facteur génétique ). Dans ce cas, le
nombre de blastes médullaires explose entraînant une issue fatale assez rapidement (de l’ordre
de quelques mois). Dans ce projet, nous ne nous sommes intéressés qu’à la LMC et l’étude des
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FIGURE 1.3 – Schéma représentant l’hématopoïèse avec les différentes lignées. Nous ne nous intéressons
ici qu’à la lignée myéloïde (toute les lignées sauf celle en orange tout en haut).
paramètres d’un modèle simple décrivant le cycle cellulaire des blastes médullaires, voire, des
cellules souches, pouvant muter. Il était intéressant de voir si l’on pouvait trouver un critère ana-
lytique pour regrouper les paramètres responsables de la longueur de la période des oscillations
des cohortes de cellules de chaque lignées, et ceux responsables de leur amplitude.
Le modèle se voulait donc assez simple avec peu de paramètres pour rendre leur identification
possible. Il est constitué d’un système de deux équations différentielles non linéaires à retard et
basé sur des modèles déjà utilisés pour le cycle cellulaire [151], [152], [153] :
8
>>><
>>>:
dP (t)
dt
=   P +  (N(t))N(t)  e  ⌧ (N⌧ (t))N⌧ (t),
dN(t)
dt
=  [ (N(t)) +  ]N(t) + 2e  ⌧ (N⌧ (t))N⌧ (t),
(1.8)
où P (t) et N(t) représentent respectivement la densité de cellules proliférantes et au repos au
temps t, les paramètres constants   et   représentent respectivement la perte des cellules par
apoptose (mort naturelle) dans la phase de prolifération et la perte des cellules par différenciation
dans la phase de repos. La fonction   désigne le taux de réintroduction des cellules quiescentes
vers la phase de prolifération (en général sous forme de fonction de Hill, avec une justification
biologique [151]) et ⌧ est la durée de cette phase de prolifération (schéma du cycle cellulaire
similaire à la figure 1.1).
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Enfin, le terme N⌧ (t) est le terme de retard N(t ⌧). Comme la seconde équation du système
est indépendante de P tandis que la première est linéaire en P et dépend ensuite de N par ajout
de deux autres termes, l’étude se focalise naturellement sur l’équation en N , les solutions de
l’équation en P s’en déduisant assez facilement.
Attaquer de front le problème de façon analytique ne pose pas de réelles difficultés. Les
résultats d’existence, unicité des solutions et l’étude de la stabilité des équilibres se fait assez
bien pour ce type de système non linéaire à retard. Mais pour explorer le rôle des paramètres
sur la longueur de la période et l’amplitude des oscillations nous nous sommes inspirés de la
méthode bang-bang dans le contrôle optimal, évoquée entre autres dans les travaux de An der
Heinden et Mackey [68] et en l’adaptant à notre problème. La méthode est la suivante. Nous
considérons la fonction de Hill   définie ici sur R+ par,
 (y) =  0
✓n
✓n + yn
, (1.9)
où  0, ✓ et n sont des paramètres positifs. De façon assez classique,  0 correspond à la valeur
maximale prise par la fonction   (quand y ! 0), ✓ est la valeur de y pour laquelle,  (✓) =  0/2
et enfin, n est le coefficient de sensibilité de la fonction de Hill. Notons que plus ce coefficient n
augmente, plus la courbe représentative de   devient “raide”. Et quand n ! +1, nous obtenons
une nouvelle fonction que nous approchons par ˜ , définie avec la fonction de Heaviside par,
˜ (y) =  0[1 H(x  ✓)], où H(x) =
⇢
1, si x   0,
0, sinon.
En adimensionnant ensuite l’équation en N , que nous renommons équation en x, nous passons
d’une équation à retard non linéaire à un système de 4 équations différentielles linéaires à retard,
théoriquement simples à étudier, et techniquement un peu plus complexe à résoudre. Le système
s’écrit alors
dx
dt
=
8
>><
>>:
  x, pour 1  x, x⌧ ,
 ↵x, pour 0  x < 1  x⌧ ,
 ↵x+  x⌧ , pour 0  x, x⌧ < 1,
  x+  x⌧ , pour 0  x⌧ < 1  x,
(1.10)
avec ↵ =  0 +   et   = 2 0e  ⌧ . Nous considérons le cas où ✓ = 1 sans perte de généra-
lité ici, lorsque nous prenons le cas limite où n tend vers +1. Nous pouvons alors conclure
analytiquement qu’il y a deux groupes de paramètres :
1. les paramètres de perte   et   responsables de la longueur de la période des oscillations,
2. les paramètres de régulation du cycle  0 et ⌧ responsables de l’amplitude.
Nous avons ensuite utilisé des valeurs de paramètres trouvées dans la littérature pour simuler
quelques solutions et illustrer le rôle des groupes de paramètres sur l’amplitude et la période
des oscillations. Pour certaines valeurs de paramètres, lors de nos simulations, nous avons été
confrontés à des comportements assez intéressants des oscillations sous formes de “rides” ou
“petite vagues” que nous avons tenté d’expliquer. Nous pouvons voir ces rides dans la figure 1.4
et une explication par le portrait de phase dans la figure 1.4.
Ce travail qui a été à l’origine de 3 articles de recherches [154], [200] et [201], a eu un bon
impact dans la communauté scientifique. Il a été repris entre autre par Adimy et al. [5]. Ces
derniers ont généralisé le résultat dans le cas où l’on pouvait obtenir des oscillations avec des
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FIGURE 1.4 – Exemple d’oscillations représentatives de la leucémie myéloïde chronique. A gauche : Re-
présentation de différentes solutions en faisant varier le paramètre ⌧ de durée de la phase de prolifération.
Nous voyons bien l’apparitions de petites oscillations . A droite : Explication des petites oscillations par
un portrait de phase . Simulations numériques tirées de [200]
valeurs de coefficients de sensibilité de Hill plus faibles ( 3) et plus réalistes biologiquement (il
était en effet plus raisonnable de supposer la valeur de n entre 0 et 3), en étudiant des équations
à retard distribué.
Plus récemment il a inspiré un papier sur l’étude de bifurcation à deux paramètres [65].
Nous pouvons noter par ailleurs que l’article [201] a jusqu’à maintenant, été cité dans près de
100 publications.
1.2.2 Se démarquer avec des marqueurs
Le point faible de l’étude précédente réside principalement dans le manque de données ex-
périmentales et l’estimation de paramètres à partir de méthodes biologiques permettant de les
identifier soit directement par des outils de mesures adaptés ou alors par déduction à partir de
modèles simples. Nous souhaitions identifier les paramètres de notre modèle sur la leucémie
myéloïde chronique à savoir, les paramètres de perte (apoptose et différenciation), et les para-
mètres de régulations du cycle (durée de la phase de prolifération et taux de réintroduction des
cellules de la phase de repos vers la phase de prolifération).
Nous nous sommes alors penchés sur les marqueurs cellulaires. A l’époque, la plupart des
marqueurs étaient soit hors de prix, soit provoquaient une mortalité accrue des cellules étu-
diées : c’était le cas par exemple pour la tritiated thymidine (3H-Tdr), incorporée dans l’ADN
des cellules vivantes [235], du diMethylthiaxol (MTT) [168] ou encore de la Bromodeoxyuridine
(BrdU or BrdUrd) [27]. Un seul marqueur avait alors retenu notre attention le Carboxyfluores-
cein diacetate Succinimidyl Ester (CFSE), utilisé depuis la fin des années 90 avec succès pour
suivre les cohortes de générations de cellules. Le fonctionnement du CFSE est le suivant : in-
corporé dans la cellule, les molécules de ce marqueur émettent une fluorescence dont l’intensité
est proportionnelle à la quantité présente dans chaque cellule. A chaque division, cette quantité
est divisée par deux et donc l’intensité de fluorescence également. Ces mesures peuvent se faire
in vitro autant qu’in vivo et permettent ainsi avec une fidélité remarquable de suivre le nombre
de cellules qui se divisent (jusqu’à 8 divisions), et en combien de temps [115], [150]. Nous pou-
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vons alors avoir des séries temporelles de mesures sur plusieurs dizaines d’heures (voir figure
1.5). L’idée que nous avons eu avec Samuel Bernard (alors étudiant en thèse) a été de créer un
FIGURE 1.5 – Illustration de la distribution des cellules à l’instant initial (à gauche), après avoir été
marquées (au milieu) et après quelques heures à se diviser (à droite). La fluorescence en abscisse diminue
de moitié à chaque division ce qui permet de compter le nombre de cellules (ordonnées) par génération
de droite pour les premières, à gauche pour les dernières ([108]).
nouveau modèle, structuré en âge de façon continue et en maturité de façon discrète, puisque
cette dernière représente les générations de cellules.
Nous nous sommes attaqués à un modèle à la fois simple et suffisamment réaliste. Représen-
tant une nouveauté dans l’approche de la modélisation du cycle cellulaire, nous l’avons conçu
pour coller aux hypothèses biologiques expérimentales, afin d’en tirer le maximum d’informa-
tions. Le système d’équations s’écrit alors comme suit :
8
>>><
>>>:
@
@t
pk(t, a) +
@
@a
pk(t, a) =   pk(t, a),
@
@t
nk(t, a) +
@
@a
nk(t, a) =  (µ+  )nk(t, a),
(1.11)
où pk(t, a) et nk(t, a) représentent respectivement les densités de cellules dans génération k
(ayant effectué k divisions) au temps t > 0 et d’âge a 2 (0, ⌧) en phase de prolifération et en
phase de repos avec a 2 (0,+1). Les paramètres positifs supposés constants   et µ représentent
l’apoptose ou la différenciation, quant à     0, il représente le taux constant de passage de la
phase de repos à la phase de prolifération et ⌧ > 0 la durée de la phase de prolifération.
Ce système est accompagné de conditions aux bords suivantes pour t > 0,
8
>><
>>:
pk(t, 0) =  
Z +1
0
nk(t, a)da =  Nk(t),
nk(t, 0) = 2pk 1(t, ⌧).
Nous considérons également deux types de condition initiales :
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1. soit toutes les cellules marquées sont en phase de prolifération,
ICI
8
<
:
p0(0, a) = C0 (a), pour 0  a  ⌧,
n0(0, a) = 0, pour tout a   0,
(1.12)
2. soit toutes les cellules marquées sont en phase de repos
ICII
8
<
:
p0(0, a) = 0, pour 0  a  ⌧,
n0(0, a) = C0 (a), pour a   0,
(1.13)
avec C0 représentant la quantité initiale de cellules et  (a) la fonction delta de Dirac standard
définie pour tout réel a par
 (a) = 0, pour a 6= 0, et
Z 1
 1
 (a) da = 1.
Il est alors possible d’effectuer un mélange de ces deux conditions initiales. Ceci correspond
alors à une expérience où le CFSE est absorbé au temps t = 0 par les deux types de cellules
(proliférantes et quiescentes). Par des techniques classiques de méthode des caractéristiques,
puis d’intégration par rapport à l’âge, nous nous retrouvons avec la possibilité de calculer expli-
citement les solutions de ce problème, à savoir, pour la génération k de cellules soumises à la
condition ICI (1.12) par exemple :
-pour k   1 et t  a   k⌧ ,
pk(t, a) =
(t  a  k⌧)k 1
(k   1)! 2
ke k ⌧ ke  ae (µ+ )(t a k⌧), (1.14)
- pour k   2 et t  a   k⌧ ,
nk(t, a) =
(t  a  k⌧)k 2
(k   2)! 2
ke k ⌧ k 1e (µ+ )(t k⌧), (1.15)
- et pour k = 0 et 1, nous avions
p0(t, a) =  (a  t)e  a, for a  t  ⌧, (1.16)
et
n1(t, a) = 2 (a  t+ ⌧)e  ⌧e (µ+ )a, pour 0  a  t  ⌧. (1.17)
Nous pouvons identifier chacune des cohortes explicitement pour chacune des générations à
n’importe quel moment de l’expérience.
Nous avons alors essayé d’estimer nos paramètres sur des données expérimentales fournies
par Oostendorp et al. [175], et nous avons publié nos résultats dans [25]. Nous avons alors mon-
tré que le taux de réintroduction   ne peut être constant au cours de l’expérience et doit, soit
dépendre de la population totale de cellules au repos ou bien montrer une preuve indirecte de
la présence de la coexistence de deux sous-populations hétérogènes (cellules souches et progé-
nitrices) où, comme le suggèrent Bradford et ses collaborateurs [37] que les cellules les plus
matures ont un cycle plus court que les cellules primitives (voir figure 1.6).
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FIGURE 1.6 – Approximation de données expérimentales fournies par Osstendorp et al. [175] après 4
jours en cultures. Deux sous-populations combinées sont présentées ici, une correspondant à un cycle
lent (  = 0.08 jour 1) à hauteur de 40% et l’autre correspondant à un cycle rapide (  = 2.30 jour 1) à
hauteur de 60%. [25].
Cet article a eu un très bon impact dans la communauté scientifique, et il est cité dans près de
90 papiers au moment de l’écriture de ce manuscrit. Ce fut le premier travail pour lequel je me
suis démarqué de mes superviseurs en proposant un modèle inédit, élaboré avec Samuel Bernard.
Avec ce dernier, nous avons d’ailleurs créé une interface permettant à tout biologiste qui souhaite
simuler l’évolution des cohortes de ses cellules et obtenir une estimation de paramètres, de le
faire depuis son laboratoire (voir figure 1.7 pour une illustration de cette interface).
Après mes deux formations doctorales et post-doctorales, mes objectifs de recherche deve-
naient plus clairs désormais. Ils étaient et sont toujours doubles :
1. développer des méthodes mathématiques théoriques pour résoudre analytiquement des
problèmes complexes, la plupart du temps sous forme de systèmes d’équations aux déri-
vées partielles à plusieurs structures ou d’équations à retards,
2. se rapprocher au plus près des biologistes afin de collaborer et d’élaborer des modèles
mathématiques avec eux et ainsi répondre au mieux à leurs problématiques précises.
Le premier objectif rentrait parfaitement dans ma formation de recherche, mais la seconde n’était
pas encore tout à fait satisfaisante pour moi à ce moment-là. Je n’avais pas de réelles collabo-
ration avec des biologistes, j’ignorais donc si mon travail théorique trouvait un véritable écho
dans la communauté biologique en général, et hématologique en particulier.
22
Modélisation de la production sanguine
FIGURE 1.7 – Interface graphique permettant de prédire le profil adopté par les cellules après plusieurs
jours à se diviser, estimation en temps réel des paramètres ([25]).
1.2.3 Retour en France
Tout en poursuivant mes travaux théoriques, j’ai donc tenté d’être encore plus vigilant sur
les hypothèses biologiques que je faisais et l’interprétation de mes résultats à chaque fois que
c’était possible. Il était important pour moi d’initier de réelles collaborations interdisciplinaires.
Celles-ci ont réellement commencé l’année de mon arrivée à l’institut Camille Jordan en 2005.
Je me suis tout de suite inséré dans l’équipe naissante de “modélisation mathématique pour la
médecine et la biologie (M3B)” composée par Vitaly Volpert et Stéphane Génieys. Nous avons
débuté notre collaboration avec, d’un côté Olivier Gandrillon et son équipe du CG'MC (Center
for Molecular and Cellular Genetics and Physiology à Lyon) qu’il dirigeait et d’un autre côté,
Charles Dumontet et Adriana Plesa du Service d’Hématologie Clinique des Hospices Civils de
Lyon pour continuer les travaux sur les problèmes de l’hématopoïèse et de ses dysfonctionne-
ment. C’est en parallèle de tout cela que j’ai également commencé une collaboration étroite
avec Jean-Pierre Liautard du CPBS (Centre de Recherche sur les Pathogènes et Biologie pour
la Santé, UMR5236 à Montpellier) sur le développement de modèle de la dynamique du prion.
Nous avons travaillé ensemble jusqu’à sa retraite, puis j’ai débuté une collaboration forte avec
Human Rezaei de l’équipe INRA, UR892 Virologie Immunologie Moléculaires à Jouy-en-Josas
qui continue encore pour la dynamique du prion et de la maladie d’Alzheimer. Ces deux der-
nières collaborations sur le prion et la maladie d’Alzheimer seront détaillées dans les trois cha-
pitres suivants. Restons un peu de temps dans ce chapitre sur la collaboration interdisciplinaire
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avec les collègues biologistes et cliniciens spécialistes de l’hématologie.
L’équipe “modélisation mathématique pour la médecine et la biologie” composée initiale-
ment de Vitaly Volpert et Stéphane Génieys s’est ensuite étoffée, au cours du lustre qui a suivi
mon arrivée, par le recrutement de Fabien Crauste, Samuel Bernard, Mostafa Adimy, et plus
récemment Thomas Lepoutre et Léon Matar Tine. Durant cette période, nous avons initié trois
projets de recherches liés à l’hématopoïèse avec trois problématiques et trois approches complè-
tement différentes, que je vais évoquer brièvement dans ce qui suit.
1.3 Maître de conférences : intégration au sein de l’équipe de
recherche à Lyon
Les trois projets de recherche sur l’hématopoïèse évoqués à la fin de la section précédente
ont été initiés et ont évolué de front durant mes premières années à l’institut Camille Jordan.
Chacun avait une thématique bien précise, à savoir :
1. étude de l’érythropoïèse de stress à partir de données expérimentales in vivo sur des souris,
2. étude des leucémies myéloïdes aiguës à partir de données cliniques,
3. modélisation de l’hématopoïèse par le développement d’un logiciel basé sur un modèle
individu-centré.
1.3.1 Equations à retard et érythropoïèse de stress
La problèmatique de ce travail a été emmenée par Olivier Gandrillon. Avec son équipe, il
souhaitait comprendre comment des souris dont on a provoqué une perte importante de globules
rouges en injectant de la phénylhydrazine (un poison qui détruit les érythrocytes) pouvaient
récupérer totalement en si peu de temps (voir figure 1.8).
Pour suivre cette érythropoïèse de stress, les biologistes mesurent l’hématocrite (c’est à dire
le volume des globules rouges circulant sur le volume total de sang, exprimé en pourcentage),
se situant en conditions normales autour de 50%. Cet empoisonnement le fait alors descendre à
moins de 25% en moyenne (sachant qu’en dessous de 20% d’hématocrite les souris meurent).
La question était la suivante : il faut environ 5 jours pour une formation complète des glo-
bules rouges dans la moelle osseuse (en partant des cellules immatures), tandis que dans l’ex-
périence proposée par Olivier Gandrillon, la récupération complète de la totalité d’hématocrite
s’effectue en moins de 3 jours. Quelle peut être la cause de ce rétablissement remarquable ? Est-
ce que l’érythropoïétine (EPO) (hormone de stimulation de la production des globules rouges)
suffit à expliquer cette forte remontée d’hématocrite ? Ou bien une autre molécule est-elle né-
cessaire pour venir en soutien à l’EPO.
Les deux modèles que nous avons proposés se voulaient simples, mais reflétant les traits
principaux des mécanismes de réaction de la moelle osseuse et de la circulation sanguine face à
une érythropoïèse de stress. Le premier modèle ne fait intervenir que l’EPO pour voir si seule son
action est suffisante. Le deuxième modèle propose une combinaison de l’EPO et de molécules
apportant un soutien à l’EPO. Est-ce que de telles molécules peuvent exister dans l’organisme ?
Avant de se lancer dans la modélisation, il fallait quand même le vérifier.
C’est là qu’un des points forts de nos deux modèles a été mis en avant : ils ont été élabo-
rés en totale collaboration et en discussion constante à tous les niveaux, et sur tous les détails
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avec l’équipe de biologistes dirigée par Olivier Gandrillon. Nous avons ainsi apporté quelques
nouveautés dans nos anciens modèles. Nous avons par exemple tenu compte du fait que, d’après
Koury et Bondurant [127], l’EPO intervient principalement sur le taux d’apoptose des cellules
progénitrices et précurseurs des globules rouges. Et que les molécules candidates en soutien
à l’EPO sont possiblement des gluco-corticoïdes (cortisol) comme montré dans plusieurs ar-
ticles précédents nos travaux [21], [97], [177]. Selon nos collègues biologistes, l’impact se situe
sur les fonctions d’auto-renouvellement des cellules progénitrices. L’hypothèse de l’ajout des
gluco-corticoïdes est la suivante : face à une érythropoïèse de stress, les cellules progénitrices
se répliqueraient d’abord grâce aux gluco-corticoïdes, en combinaison avec le fait que l’EPO
empêche une mortalité accrue habituelle des cellules rouges médullaires. La cohorte de nou-
velles cellules se voit ainsi renforcée avec un surnombre de nouvelles recrues prêtes à entrer
dans la circulation quasiment immédiatement, et non pas au bout de 5 jours avec un recrutement
modeste.
FIGURE 1.8 – Valeurs moyenne de l’hématocrite pour des souris adultes Hsd-ICR suivies pendant 48
jours. Nous voyons bien la remontée rapide après une injection de phénylhydrazine dans les premiers
jours de l’expérience [60].
Les deux modèles (avec ou sans gluco-corticoïdes) permettent ainsi de quantifier ces deux
hypothèses et voir si l’EPO seule peut suffire suivant les données expérimentales que nous pos-
sédons.
Le modèle le plus complet, tenant compte des effets de l’EPO et des gluco-corticoïdes est
un modèle structuré en âge standard, adapté à nos hypothèses (fonction de Hill pour les non
linéarités, rétro-contrôle par l’EPO sur les taux d’apoptose, et des gluco-corticoïdes sur l’auto-
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renouvellement) décrit par le système suivant :
8
>>>>>>>>><
>>>>>>>>>:
@
@t
p+
@
@a
p =   p   p,
@
@t
psr +
@
@a
psr =   psr,
@
@t
e+
@
@a
e =   e,
(1.18)
où p(t, a), psr(t, a) et e(t, a) sont respectivement la densité de progéniteurs qui ne se renou-
vellent pas, de ceux qui se renouvellent et des érythrocytes (globules rouges circulants) au temps
t > 0 et d’âge a. Les paramètres sont donnés par   pour le taux d’apoptose des progéniteurs,
une fonction dépendant de la population totale d’érythrocytes E(t) où
E(t) :=
Z +1
0
e(t, a)da pour t   0,
définie sur R+ par une fonction de Hill standard analogue à l’expression (1.9),
  :=   (E),  (0) = 0 et lim
E!+1
 (E) =  1 > 0.
Pour le taux   de cellules se répliquant (auto-renouvellement), nous avons
  :=   (E),  (0) =  0 et lim
E!+1
 (E) = 0.
Et   est le taux de mortalité des globules rouges. La durée nécessaire pour l’auto-renouvellement
est notée ⌧c, et le temps moyen de cellules dans le compartiment des progéniteurs est ⌧p.
Les principales différences par rapport à mes précédents modèles se situent aux bords durant
la réplication des cellules et sont pour t > 0,
8
>>>>>>><
>>>>>>>:
p(t, 0) = K + 2psr(t, ⌧c),
psr(t, 0) =
Z ⌧p
0
 p(t, a)da,
e(t, 0) = Ap(t, ⌧p).
(1.19)
Le premier terme du second membre de la première condition décrit la source K de cellules
provenant du compartiment des cellules souches hématopoïétiques, le second terme est dû au
doublement des cellules mères provenant du compartiment d’auto-renouvellement et arrivant au
terme de leur cycle. La seconde condition reflète l’arrivée des nouvelles cellules dans le com-
partiment d’auto-renouvellement. Ces cellules sont recrutées à n’importe quel âge dans le com-
partiment des progéniteurs. La dernière condition correspond à l’entrée des progéniteurs dans la
circulation sanguine après s’être divisés un nombre constant de fois (hors auto-renouvellement
dû aux gluco-corticoïdes) A dans le compartiment des progéniteurs (voir figure 1.9). Les condi-
tions sur les érythrocytes sont les suivantes :
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FIGURE 1.9 – Représentation schématique du modèle de réaction après une anémie provoquée par un
empoisonnement du sang. Les progéniteurs ont la faculté de s’auto-renouveler [60].
lim
a!+1
e(t, a) = 0 et
Z +1
0
e(t, a)da < +1 pour tout t > 0.
L’analyse de ce modèle s’est effectuée de façon classique, par la méthode des caractéristiques
et en intégrant par rapport à l’âge. L’une des nouveautés récentes dans ce type de modèle réside
dans le fait que les systèmes d’équations différentielles sont des systèmes à retard distribué. En
posant, pour t > ⌧p + ⌧c,
P (t) :=
Z ⌧p
0
p(t, a)da et Psr(t) :=
Z ⌧c
0
psr(t, a)da,
nous obtenons le système
dP
dt
(t) =   [ (E(t) +  (E(t))]P (t) +K + 2 (E(t  ⌧c))P (t  ⌧c)
⇥ exp
✓
 
Z t
t ⌧c
 (E(s))ds
◆
 
"
K + 2 (E(t  ⌧p   ⌧c))P (t  ⌧p   ⌧c) exp
 
 
Z t ⌧p
t ⌧p ⌧c
 (E(s))ds
!#
⇥ exp
 
 
Z t
t ⌧p
( (E(s)) +  (E(s))) ds
!
,
(1.20)
et
dE
dt
(t) =   E(t) + A exp
 
 
Z t
t ⌧p
( (E(s)) +  (E(s)))ds
!
⇥
"
K + 2 (E(t  ⌧p   ⌧c))P (t  ⌧p   ⌧c) exp
 
 
Z t ⌧p
t ⌧p ⌧c
 (E(s))ds
!#
.
(1.21)
Noter que nous omettons l’équation sur les cellules en auto-renouvellement parce qu’elle n’a
pas d’impact sur les deux autres équations (ce ne sont que des cellules en transit dans un com-
partiment). Elle est quand même exprimée dans l’annexe A de l’article que nous avons publié
[60].
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Nous avons alors vérifié si le modèle était bien posé, et étudié les équilibres et leur stabilité
dans le cas où nous avions seulement l’EPO où le problème pouvait être analysé : preuve d’un
unique équilibre, conditions pour avoir la stabilité locale asymptotique et déstabilisation par
une bifurcation de Hopf pour le cas sans auto-renouvellement, le modèle le plus complet (avec
auto-renouvellement) étant ensuite traité seulement numériquement.
Afin d’utiliser les données expérimentales, nous devions relier la population d’érythrocytes
E(t) à l’hématocrite H(t). C’est ce que nous avons fait grâce à la formule suivante :
H(t) =
⌫E(t)
⌫E(t) + volume de plasma
, (1.22)
où ⌫ est le volume par unité de densité de masse des érythrocytes. Le volume de plasma est
supposé constant tout au long de l’expérience. Nous pouvons donc l’exprimer en fonction de
l’hématocrite et des érythrocytes à l’équilibre, respectivement H⇤ et E⇤ par,
volume du plasma=
1 H⇤
H⇤
⌫E⇤.
Nous donnons alors une expression de E(t) en fonction de H(t),
E(t) =
H(t)
1 H(t)
1 H⇤
H⇤
E⇤. (1.23)
Avec les conditions initiales appropriées sur le érythrocytes,
E0(t) = E⇤
H0(t)
1 H0(t)
1 H⇤
H⇤
, pour t 2 [⌧p, 0],
où
H0(t) =
8
>><
>>:
H⇤, pour t 2 [ ⌧p, ⌧in],
H⇤  Hmin
⌧ ⇤in
t+Hmin, pour t 2 [ ⌧in, 0],
où ⌧in est défini par le moment où nous nous injectons le poison dans la souris, et pour lequel
l’hématocrite descend jusqu’à une valeur Hmin.
Les résultats numériques, montrent clairement que pour des paramètres biologiquement réa-
listes, il est impossible dans notre cas que l’EPO seule puisse permettre une remontée aussi
forte de l’hématocrite chez les souris victimes d’une érythropoïèse de stress via un empoison-
nement du sang. Pour s’adapter au courbes expérimentales il faudrait un nombre d’érythrocytes
à l’équilibre trop bas par rapport à la réalité (voir détails dans la section 5. [60], et figure 1.10).
D’un autre côté, la présence simulée de l’auto-renouvellement via les gluco-corticoïdes nous
permette d’obtenir des résultats beaucoup plus satisfaisants. Il est en effet possible, pour des va-
leurs de paramètres proches des données expérimentales biologiquement raisonnables, d’obtenir
des simulations assez fidèles aux observations (voir figure 1.11). Un seul bémol toutefois, les
oscillations sont trop amorties et ne correspondent pas aux oscillations suivant la sur-expression
(overshoot) des érythrocytes après le premier choc. Pour palier ce problème, la seule hypothèse
qui nous semblait viable était d’augmenter la mortalité des érythrocytes après le stress. C’était
purement spéculatif au début, mais avait du sens pour nous (voir figure 1.12). En effet, après
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FIGURE 1.10 – Évolution de l’hématocrite sur 44 jours avec le modèle sans renouvellement (seulement
avec l’effet de l’EPO) Figure A : la ligne continue correspond à une simulation pour   = 107 cellules
par gramme, la ligne pointillée noire correspond à une simulation pour   = 108 cellules par gramme, et
la ligne pointillée rouge représente les données expérimentales (moyenne des hématocrites de plusieurs
souris). Figure B : simulation de la densité d’érythrocytes pour   = 107 cellules par gramme [60].
FIGURE 1.11 – Évolution de l’hématocrite sur 44 jours avec le modèle tenant compte de l’auto-
renouvellement (gluco-corticoïdes et EPO). Figure A : la ligne continue correspond à une simulation
pour   = 108 cellules par gramme et la ligne pointillée rouge représente les données expérimentales
(moyenne des hématocrites de plusieurs souris). Figure B : simulation de la densité d’érythrocytes pour
  = 108 cellules par gramme [60].
le stress, de nombreuses cellules pas encore totalement formées (réticulocytes) sont forcées à
entrer dans la circulation. Leur formation étant accélérée il semble probable qu’elles soient plus
fragiles que des érythrocytes normalement formés. Il se trouve qu’en cherchant dans la littéra-
ture, ce résultat qui pour nous n’était que spéculatif, se trouvait corroboré par les observations
biologiques de Shimada en 1975 [216].
Notre travail s’inscrivait ici parfaitement dans la problématique posée par Olivier Gandrillon
et son équipe, à savoir : montrer si les gluco-corticoïdes semblaient nécessaires pour une re-
montée rapide de l’hématocrite chez des souris ayant subi une perte d’érythrocytes par empoi-
sonnement. Notre réponse semblait être oui selon notre modèle et avait même permis de nous
replonger dans la littérature biologique pour affirmer également que dans ce cas là, la durée de
vie des globules rouges survivants était plus courte. Cette dernière remarque étant au départ une
prédiction de notre modèle par le biais des simulations de ses solutions.
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FIGURE 1.12 – Évolution de l’hématocrite sur 44 jours avec le modèle tenant compte de l’auto-
renouvellement (gluco-corticoïdes et EPO) Figure A : La ligne continue correspond à une simulation
pour   = 108 cellules par gramme et   = 0.15 jour 1. La ligne pointillée rouge représente les don-
nées expérimentales (moyenne des hématocrites de plusieurs souris). Figure B : simulation de la densité
d’érythrocytes pour   = 108 cellules par gramme [60].
Ce travail a continué plusieurs années après avec des discussions avec Mark Koury (un des
découvreurs du rôle de l’EPO en 1990 [127]). Les différentes méthodes employées (saignement
des souris versus empoisonnement par phénylhydrazine) ne permettaient pas d’obtenir des ré-
sultats expérimentaux identiques (pas d’overshoot dans le cas du saignement), ni d’oscillations
contrairement à l’empoisonnement. Ces problèmes restent encore ouverts dans l’attente d’inves-
tigations poussées sur les mécanismes qui impliquent ces deux comportements différents.
1.3.2 Étude clinique de la leucémie aiguë
Très peu de temps après mon arrivée au sein de l’équipe modélisation mathématique pour la
médecine et la biologie, j’ai participé à des réunions avec Charles Dumontet et Adriana Plesa,
deux cliniciens du Service d’Hématologie Clinique des Hospices Civiles de Lyon. Le problème
posé était le suivant : est-il possible de diagnostiquer un type de leucémie myéloïde aiguë de
façon automatique et fiable, grâce à l’analyse mathématique de données immunophénotypiques ?
Il se trouvait que jusqu’alors, le diagnostic se faisait empiriquement avec plus ou moins de
succès suivant l’expertise et l’expérience avancée ou non du praticien qui l’effectuait.
Il existe en effet plusieurs types de leucémies aiguës (au nombre de 7), suivant le degré de
différenciation des cellules mutées. Cette classification proposée par les les américains, les bri-
tanniques et les français (la classification FAB (French-American-British)) permet un diagnostic
basé sur l’analyse cytomorphologique des cellules prélevées chez le patient, aidée par des me-
sures enzymatiques. Cette analyse peut s’avérer trop subjective quelques fois, et mener à des
erreurs de jugements (voir figure 1.13).
L’idée était donc ici d’utiliser une classification immunophénotypique sur la base de 30
marqueurs pour savoir quels seraient ceux qui pouvaient mettre en évidence les différents types
de leucémies juste en évaluant leur degré d’expression par la technique de cytométrie en flux.
D’autre part, il n’était pas impossible que cette nouvelle classification ne coïncide pas avec
la classification FAB existante. Ceci permettait alors d’entrevoir des regroupements inédits de
cas présentant le même profil immunophénotypique et par conséquent un possible diagnostic et
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FIGURE 1.13 – Différenciation des cellules de la lignée myéloïde incluant les types de leucémies corres-
pondantes ainsi que les marqueurs cellulaires mis en évidence pour chacun d’entre eux [183].
pronostic commun pour ces nouveaux groupes (grâce à une étude statistique non supervisée).
La base de notre étude porte sur 213 patients dont nous possédons un grand nombre de
renseignements (âge, sexe, rechute) ainsi que l’expression des 30 marqueurs immunophénoty-
piques. Après traitement des données de tous les patients effectué au sein de l’hôpital, puis dans
notre laboratoire de mathématiques, nous obtenons un tableau de dimension supérieure à 30
pour 213 personnes.
Après une étude statistique sur ces 213 patients, nous sommes arrivés à la conclusion que
nous pouvions dégager quelques groupes, mais que ce n’était pas encore assez significatif. Une
autre étude effectuée par un étudiant en stage de master 2, Laurent Roche, encadré par Gabriela
Ciuperca, Vitaly Volpert et moi, portant sur 250 patients, nous a permis de dégager un groupe
avec une faible erreur dans le diagnostic. C’était malheureusement le groupe M3 (touchant les
promyélocytes) qui est le plus facilement identifiable par l’analyse cytomorphologique avec
l’erreur de prédiction la plus faible de toutes.
Les résultats que nous avons obtenus pour l’instant ne pouvaient donc pas nous permettre
de conclure de façon formelle. Nous ne savions pas en effet si nous ne pouvions pas identifier
les autres leucémies avec cette méthode ou bien si c’était parce que le faible nombre de patients
et l’hétérogénéité des profils ne permettaient pas encore de conclure de façon formelle. Deux
pistes étaient alors envisageables : obtenir plus de patients pour affiner notre étude statistique,
ou bien combiner les deux méthodes (ou trouver d’autres marqueurs plus spécifiques) afin de
mieux repérer les différents groupes.
Ce projet s’est interrompu pendant quelques temps, afin d’avoir plus de recul sur les données
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(suivi des patients (rechute, rémission) sur des durées plus longues, et augmentation de la base
de nouveaux patients). Il est encore en attente, au moment de la rédaction de ce manuscrit, et
donc le problème reste encore ouvert.
Ce travail a fait l’objet d’une publication [183], les résultats du mémoire de master 2 sur les
250 patients effectués par Roche n’ont pas été publié.
1.3.3 Étude de l’hématopoïèse par une approche individu-centrée
Le troisième projet de recherche lié à l’équipe modélisation mathématique pour la médecine
et la biologie à l’origine proposé par Vitaly Volpert et Nikolaï Bessonov (de l’institut des pro-
blèmes d’ingénierie mécanique de Saint Pétersbourg (Russie)), avait pour but de simuler l’hé-
matopoïèse en tenant compte de l’espace médullaire poreux, et des interactions entre chacune
des cellules dans ce lieu étroit. La grande majorité des modèles existant étaient alors structurés
en âge, en taille ou en maturité, mais rarement en espace. D’un autre côté, ils s’inspiraient d’ex-
périences in vitro et peu de résultats in vivo. L’objectif était donc d’offrir un outil exploitable
par les biologistes et les cliniciens, sous la forme d’un logiciel facile d’utilisation, qui pouvait
simuler l’évolution des cellules de différentes lignées à partir des cellules souches à l’intérieur
de la moelle osseuse.
Suivre le destin des cellules : quitte ou double
Le logiciel se présente de la façon suivante. D’un point de vue biologique, les cellules
peuvent avoir quatre destinées : se diviser, mourir (par apoptose), se différencier ou se muter
en cellules cancéreuses.
Plusieurs critères pour suivre le cycle cellulaire et le représenter le plus fidèlement possibles
sont pris en compte :
1. la couleur des cellules (choisie par l’utilisateur et pouvant changer suivant la génération
ou la lignée),
2. le nombre de cellules filles après division, et les caractéristiques de chacune des filles
(auto-renouvellement, différenciation, plasticité),
3. les temps de division suivant la maturité des cellules (temps non fixe, mais distribué à plus
ou moins une durée fixée par l’utilisateur),
4. la taille des cellules (pour plus de réalisme, rappelons par exemple que les mégacaryocytes
sont des cellules beaucoup plus grosses que les autres cellules, et d’autre part, au cours de
la différenciation, la taille des cellules diminue, sauf justement pour les mégacaryocytes).
Une fois ces critères et obstacles définis, il ne reste plus à l’utilisateur qu’à déterminer ini-
tialement le nombre de cellules de chaque type et à les placer dans les niches pour les laisser
évoluer dans un espace représentant la partie étudiée de la moelle (voir figure 1.14 pour une
visualisation de l’interface du logiciel). Les biologistes peuvent alors se servir de cet outil pour
modéliser plusieurs scénarios et observer leurs résultats, pour ensuite ajuster les paramètres afin
de coller à leurs observations in vitro. Il est ainsi possible de décrire l’hématopoïèse sous la
forme la plus complète, ou encore l’évolution de cellules dans les niches hématopoïétiques au
sein des ostéoblastes. L’intérêt réside également dans la simulation de développement de can-
cer par mutations de cellules (souches ou non). Il est alors possible de voir quels paramètres
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FIGURE 1.14 – Exemple de simulation d’hématopoïèse normale. Les cellules souches (en jaune) notées
A0, peuvent donner naissance à d’autres cellules souches, ou à trois autres lignées (B1, E1, F1),à l’ori-
gine des trois branches myéloïdes (globules rouges (rouge), globules blancs (bleu) et plaquettes (vert).
Les cellules les plus immatures sont à gauche de la simulation quant aux cellules les plus matures, elles
sont prêtes à rentrer dans la circulation sanguine définie comme étant le côté droit du domaine [30].
permettent à une leucémie de se propager, d’osciller périodiquement ou de se résorber (voir fi-
gure 1.15 pour une représentation de propagation de cellules leucémiques). Le logiciel permet
également d’identifier et de compter les cellules matures rentrant dans la circulation (et donc
quittant la moelle osseuse). Il est alors possible de suivre l’évolution de la population de cellules
de chaque lignée au cours du temps à la fois de façon qualitative mais également quantitative.
Des cellules à l’écoute
Le logiciel permet également aux cellules de communiquer entre elles et ainsi de prendre la
décision de se différencier ou non selon leur environnement (voisines directes).
Considérons par exemple une cellule indifférenciée A, qui ne s’est pas encore transformée
en type B ou C (en plaquette ou en globule rouge par exemple). Chaque cellule de tout type est
caractérisée par deux paramètres f et g qui pourraient correspondre à une quantité de protéines.
Nous supposons qu’une cellule de type A possède les quantités f = f0 et g = g0 initiales.
Cette cellule va alors être influencée par ses voisines indifférenciées par la considération de
la concentration de f et g dans chacune de ses voisines, calculée à chaque pas de temps par le
logiciel suivant des critères détaillés dans [30], [28]. Et donc lorsqu’il y a une majorité de cellules
de type B autour (avec plus de f que de g), la cellule devient aussi de type B et inversement
pour le type g (qui contient une majorité de g). L’évolution des quantités f et g dans la cellule
indifférenciée se fait par le biais d’équations différentielles, et tient compte de types f et g des
cellules voisines. Tant que les deux quantités f et g sont au-dessous d’un certain seuil, la cellule
reste indifférenciée. Dès que le seuil est dépassé, le logiciel marque alors la cellule avec une
couleur qui retranscrit la différenciation et qui se base sur la quantité f ou g majoritaire au
moment du franchissement de ce seuil.
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FIGURE 1.15 – Représentation de trois simulations de propagation de cellules cancéreuses (en noir) pos-
sédant des durée de phase de prolifération différentes pour chacun des cas ((a) 100 unités de temps, (b)
50 unités de temps et (c) 20 unités de temps). [30].
Dès que la cellule a choisi son type, l’autre quantité reste constante, et la cellule va se mettre à
produire la quantité qui la caractérise suivant une loi prédéfinie par l’utilisateur. Différents profils
peuvent apparaître avec des interprétions pour tous les cas. Il est donc possible à l’utilisateur de
changer la valeur des paramètres et des lois pour décrire différents cas de figures, notamment
la plasticité des cellules ou l’auto-renouvellement face à du stress ou à une pathologie (voir une
illustration dans la figure 1.16).
Une version améliorée du logiciel a ensuite été proposée. Cette nouvelle version permet
1. de simuler une meilleure mobilité des cellules,
2. ajouter des segments représentant la porosité de la moelle (ce qui n’était pas possible dans
l’ancienne version),
3. déterminer une probabilité de mourir (ou de survivre suivant le point de vue) d’une cellule
suivant chaque génération.
Que ce soit la première, comme la deuxième version du logiciel, ce travail a fait l’objet de
trois publications : 2 pour la première version [30], [28], et 1 pour la nouvelle version [29]. Il a
été et est remarquablement bien accueilli par les biologistes, les médecins et les cliniciens. Le
principal avantage souligné par ces derniers est qu’ils peuvent vraiment visualiser dans l’espace
ce que fait un modèle théorique, et avoir une vision in silico de leurs expériences in vitro et
in vivo. Ils peuvent également manipuler eux-mêmes le logiciel sans difficulté et ainsi vérifier
quelles sont les différentes conditions ou différents paramètres responsables de phénomènes
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FIGURE 1.16 – Représentation de la communication cellulaire abordée par notre modèle individu centré.
Les points rouges représentent la position des cellules dans le plan f   g. Une cellule blanche reste
indifférenciée tant que la somme des carrés des quantités f et g est inférieure à un paramètres   donné
(quart de cercle blanc). Dès que f (respectivement g) s’impose, la cellule se différencie en rentrant dans
la zone bleue (respectivement rouge) où la concentration de g (respectivement f ) ne varie plus. (voir texte
pour les détails ainsi que les explications données dans la publication [28]).
FIGURE 1.17 – Nouvelle version du logiciel représentant la division cellulaire dans la moelle osseuse.
Beaucoup plus facile à manipuler, plus claire, et surtout permettant l’ajout d’obstacles représentant la
porosité de la moelle, cette version se veut beaucoup plus réaliste que la précédente [29].
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pathologiques et le cas échéant proposer de nouvelles pistes de thérapie ou émettre de nouvelles
hypothèses biologiques suivant le décalage entre ce qu’ils observent expérimentalement et ce
qu’ils obtiennent par des simulations.
Ce travail a été suivi dans notre équipe entre autre par la création de modèles multi-agents et
multi-échelles pour modéliser la réponse immunitaire [191]. Il a également été remarqué dans
les médias et diffusé dans deux supports écrits pour le grand public : un article du monde du 21
décembre 2007 [136], et un article de communication de l’Inria dans le magazine Inédit (lettre
d’information de l’Inria) en 2008 [2] (voir figure 1.18).
(a) Article du journal Le Monde (b) Article du journal de communication de l’Inria
FIGURE 1.18 – Deux articles parus dans la presse grand public concernant nos travaux de recherche.
1.4 Conclusion du chapitre
L’étude de l’hématopoïèse a été au centre de mes travaux de recherches pendant plus d’une
décennie à partir du début de ma thèse. Avec mes encadrants, puis mes collègues, nous avons
essayé d’un point de vue biologique d’apporter notre contribution aux connaissances des méca-
nismes complexes impliqués dans la formation des cellules sanguines, et les conséquences de
leurs dérégulations, et d’un point de vue mathématique de généraliser des résultats théoriques
en utilisant plusieurs outils différents (étude par les semi-groupes, les opérateurs de Markov,
équations à retards discrets et distribués,...).
Mais, en ce qui me concerne, cette période m’a également beaucoup apporté. Je suis passé
de l’étudiant en thèse et post-doctorant, suivant les directives et proposant des directions, des
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méthodes et des collaborations au statut d’enseignant chercheur, où j’ai intégré une équipe, en
proposant moi-même de nouvelles pistes à suivre. La transition s’est effectuée durant mon post-
doc, où, grâce à une collaboration avec Samuel Bernard, j’ai proposé notre propre modèle et
notre approche inédite d’un problème auquel nous tenions.
J’ai également appris à me situer dans mon domaine de mathématiques appliquées à la biolo-
gie et la médecine. Mes travaux sont désormais orientés autour de deux angles complémentaires,
aussi importants l’un que l’autre à mes yeux, proposant des défis très différents, mais tout aussi
difficiles à relever :
1. continuer des travaux théoriques, très fondamentaux, avec des résultats un peu plus éloi-
gnés des attentes des biologistes (par manque de collaboration au début),
2. collaborer de manière étroite avec les biologistes et les médecins pour construire de nou-
veaux modèles répondant à des questions très spécifiques, et donc imposant des contraintes
parfois très difficile à respecter.
A partir de 2003, j’ai commencé à travailler sur une autre thématique : la modélisation de la
dynamique du prion, en collaboration avec Glenn F. Webb, de l’université Vanderbilt à Nashville
dans le Tennessee. J’ai réussi à mener de front les deux thématiques pendant un lustre. Puis à
partir de 2008, j’ai obtenu une bourse de recherche ANR, et j’ai commencé à co-encadrer trois
étudiants en thèse sur ce thème. J’ai donc laissé l’hématopoïèse provisoirement de côté, afin de
me consacrer pleinement à cette nouvelle thématique et mes étudiants en thèse. J’ai élargi ensuite
mon champs de recherche vers la maladie d’Alzheimer. C’est cette période et mes travaux de
recherche sur ce thème que je vais décrire dans les trois prochains chapitres.
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Chapitre 2
Maladies à prions : histoires et modèles
L’élucidation de l’étiologie et de
l’épidémiologie d’une maladie exotique
rare restreinte à une petite population
isolée - le kuru en Nouvelle-Guinée - nous
a amenés à des réflexions beaucoup plus
vastes qui sont du plus grand intérêt pour
toute la médecine et la microbiologie.
Carleton Gajdusek, 1976
Sommaire
2.1 Une brève histoire des maladies à prions . . . . . . . . . . . . . . . . . . . 40
2.1.1 Une découverte à deux temps . . . . . . . . . . . . . . . . . . . . . 40
2.1.2 L’affaire du Kuru . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.1.3 La découverte de l’agent infectieux . . . . . . . . . . . . . . . . . . 44
2.1.4 Les pièces se rassemblent . . . . . . . . . . . . . . . . . . . . . . . 44
2.1.5 Garder la forme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.1.6 Les deux crises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.1.7 D’un cannibalisme à un autre . . . . . . . . . . . . . . . . . . . . . 46
2.1.8 Un effet de la crise pétrolière . . . . . . . . . . . . . . . . . . . . . 46
2.2 Les équations de polymérisation, coagulation et fragmentation . . . . . . 48
2.2.1 Equation de polymérisation-fragmentation : une approche discrète . . 48
2.2.2 Equation de coagulation-fragmentation : cas discret . . . . . . . . . . 50
2.2.3 Une approche continue . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3 Les premiers modèles du prion . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3.1 Plusieurs échelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3.2 Le modèle de Masel . . . . . . . . . . . . . . . . . . . . . . . . . . 56
39
Maladies à prions : histoires et modèles
Ce chapitre est dédié à l’état de l’art du travail de recherche que j’effectue depuis le début
de l’année 2003, à savoir l’étude de la dynamique de prolifération du prion. Ce travail très inter-
disciplinaire s’est étoffé au gré des résultats de recherches, des rencontres et des collaborations
avec des collègues mathématiciens et biologistes, pour former désormais un réseau solide de
chercheurs essayant de faire avancer les connaissances fondamentales de ce domaine d’étude
qui a fait beaucoup parler de lui au siècle dernier. C’est cette histoire que je vais tenter de résu-
mer succinctement dans un premier temps, en ne reprenant que les grandes lignes. Puis je me
pencherai sur les premiers modèles qui ont tenté de décrire ces phénomènes afin d’apporter des
éléments de compréhension. Cette petite plongée nous mènera chez des cannibales humains ou
bovins, en passant par différentes crises majeures et nous verrons pourquoi, la plus importante,
la crise de la vache folle a été un des effets collatéraux des deux crises pétrolières majeures des
années 70.
2.1 Une brève histoire des maladies à prions
2.1.1 Une découverte à deux temps
Les maladies à prion ont été découvertes un peu à la façon d’une enquête policière qui s’est
déroulée sur environ 250 ans. Chacun des indices apparaissait sous la forme de symptômes, et
un nouveau nom de maladie lui était attribué relatif aux premières personnes qui les observaient
et les décrivaient.
Quand la laine est mauvaise
Tout a ainsi commencé en 1732, en Grande-Bretagne, où une de ces maladies est mentionnée
par écrit pour la première fois. Touchant principalement les ovins et un peu moins fréquemment
les caprins, les symptômes observées sur les bêtes atteintes de ce mal inconnu prennent la forme
de tremblements, de troubles locomoteurs et de démangeaisons. Ce sont ces réactions qui ont
donné le nom de “tremblante du mouton” en français, “scrapie” (venant de scrape signifiant
gratter) en anglais ou encore “Traberkrankheit” (venant de trab signifiant trotter, et krankheit
maladie) en allemand. Il est intéressant d’ailleurs ici de remarquer ne serait-ce déjà qu’à ce
stade, que le nom que porte la même maladie chez les moutons décrit un symptôme différent,
au-moins pour l’un de ces trois pays. Trouver une origine commune à toutes les descriptions
chez les autres espèces semble donc mal parti, et va s’avérer être une tâche bien plus difficile
que ce que l’on aurait pu penser. Ce n’est finalement qu’en 1755 qu’elle est décrite en détail
dans un rapport d’éleveurs du comté de Lincoln en Angleterre et publié dans le Journal of the
House of Commons [178] pour une raison purement économique : la laine est à l’époque un
produit commercial d’exportation très lucratif, et la qualité du produit commence à se dégrader
à cause des sujets atteints de la tremblante (voir une illustration dans la figure 2.1). C’est ainsi
que, économiquement forcées, il est décidé d’entamer les premières campagnes de collecte de
données afin de mieux comprendre cette nouvelle maladie, ou au moins savoir comment elle se
répand. La consignation systématique des cas de tremblante du mouton prend donc naissance au
sein du parlement Britannique pour une question de qualité de laine. Deux écoles s’affrontent
alors durant plusieurs siècles pour savoir si l’agent responsable de cette maladie est infectieux
ou héréditaire. Ce n’est qu’en 1883, en Haute-Garonne, que M. Sarradet raporte le premier cas
mondial de tremblante chez le bœuf [214]. Et ce n’est seulement que dans les années 20 qu’Hans
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FIGURE 2.1 – Une brebis atteinte de tremblante a.
a. Crédit photo : Jeanne Brugère-Picoux
(a) Hans Gerhard Creutzfeldt
(1885–1964)
(b) Alfons Maria Jakob
(1884-1931)
FIGURE 2.2 – Années 20, Creutzfeldt et Jakob décrivent la maladie qui porte leurs noms a.
a. Images libres de droit provenant de http ://medicalschool.tumblr.com/post/10519161989/creutzfeldt-jakob-
disease-was-first-described
Gerhard Creutzfeldt (voir figure 2.2(a)) et Alfons Maria Jakob (voir figure 2.2(b)) rapportent des
cas de démences inédits, en 1920 pour Creutzfeldt chez une patiente de 23 ans et en 1921, pour
Jakob chez 5 patients de plus de 60 ans. Ils décrivent chez les humains les symptômes d’une
maladie qui porte leurs noms depuis lors, la maladie de Creutzfeldt-Jakob. Il faut attendre 1936
pour que deux vétérinaires de Toulouse, Jean Cuillé (voir figure 2.3(a)) et Paul-Louis Chelle
(voir figure 2.3(b)), se penchent de nouveau sur la tremblante du mouton, et montrent le caractère
transmissible de la maladie en inoculant un extrait de moelle épinière et de cerveau d’une brebis
malade dans le globe oculaire de deux brebis saines et en attendant respectivement 15 et 22
41
Maladies à prions : histoires et modèles
mois que les symptômes apparaissent. Démontrant déjà une période d’incubation suffisamment
grande [62]. Deux ans plus tard, en 1938, ils parviennent même à montrer qu’il est possible
(a) Jean Cuillé (1872-1950) (b) Paul-Louis Chelle (1902-1943)
FIGURE 2.3 – Cuillé et Chelle, les deux vétérinaires toulousains qui ont montré la transmissibilité de la
tremblante a
a. Crédit photo : Darreenvt
de transmettre cet agent pathogène d’une espèce à l’autre en passant de la brebis à la chèvre
[64]. La piste virale étant évoquée [63] des vétérinaires écossais décident en 1945 d’utiliser des
extraits de cerveau et de rate de mouton pour vacciner des troupeaux d’ovins, ce qui conduit à
l’apparition de 1500 nouveaux cas de tremblante sur les 18000 animaux vaccinés. L’histoire ne
nous dit pas si les autres animaux ont vécu plus longtemps que la période d’incubation ou s’ils
ont été abattus avant.
Malgré cet échec, un vétérinaire islandais du nom de Björn Sigurdsson (1913-1959) pour-
suit l’étude de Cuillé et Chelle à Keldur, non loin de Reykjavik et propose dès 1954 la notion
de “maladie virale d’évolution lente”, pour décrire les infections transmissibles à incubations
longues et à évolution lente menant vers des issues fatales [217]. Tout ceci nous rapproche de
l’année 1955 mais nous éloigne à l’autre bout de la planète, en Papouasie-Nouvelle-Guinée.
2.1.2 L’affaire du Kuru
En 1955, Vincent Zigas, médecin d’origine Estonienne se rend en Papouasie-Nouvelle-
Guinée pour une mission de surveillance sanitaire des indigènes restés isolés du monde jus-
qu’alors. Du côté oriental de l’île, il fait la rencontre d’un peuple vivant dans les monts Foré,
qu’on appelle de façon assez pragmatique la tribu des Forés. Les phénomènes qu’il observe dans
cette tribu sont uniques sur l’île et très étranges pour lui : les femmes et les enfants sont touchés
d’un mal inconnu, que les indigènes appellent “kuru”, ce qui signifie “trembler”. Les symptômes
suivent toujours le même schéma : ils commencent par des tremblements légers qui s’aggravent,
puis le déséquilibre est tel que les individus touchés doivent prendre appui sur un bout de bois
pour finalement être incapable de se déplacer. L’état général empire jusqu’au coma puis l’issue
fatale le plus souvent provoquée par une pneumonie terminale [238]. Cette maladie semblant
contagieuse, il pense à un virus et contacte Franck MacFarlane Burnet, virologiste australien
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qui se trouve dans la région où un jeune médecin boursier américain, Daniel Carleton Gajdusek
exerce. Ce dernier part rejoindre Zigas dans la tribu des Forés et commence à étudier le pro-
blème. Leur première publication reflète leur perplexité sur les différentes causes du kuru [94]
à savoir un agent infectieux, un régime alimentaire spécial ou une transmission par les gènes.
Mais ils se rendent vite compte que l’origine de la maladie est due aux rites funéraires et au
(a) Vincent Zigas, Jack Baker et Carleton Gaj-
dusek (de g. à d.) analysant des échantillons, au
centre de recherche sur le Kuru à l’Okapa patrol
post en 1957
(b) Membres de la tribu de Fore touchée par le
Kuru
FIGURE 2.4 – Pionniers de la découverte du prion et membres de la tribu des Forés en 1957 a.
a. Crédit photo : National Library of Medicine (NLM), https ://circulatingnow.nlm.nih.gov/2015/04/07/d-
carleton-gajdusek-and-kuru-in-new-guinea/
cannibalisme qui les accompagnent. Les femmes et les enfants consomment le cerveau et les
viscères tandis que les hommes mangent les muscles. Le fait que la maladie se propage chez les
femmes et les enfants laissent alors penser que le mode de transmission passe par l’ingestion de
la matière grise [92]. Mais l’agent pathogène n’est toujours pas isolé. C’est William J. Hadlow,
un vétérinaire britannique qui à la lecture des travaux de Gajdusek rapproche les observations
faites sur le kuru et les symptômes décrits dans le cas de la tremblante du mouton [106]. Le lien
entre les différentes maladies à prion est enfin établi.
Sur la suggestion de Hadlow et sur les lectures des travaux de Sigurdsson et les maladies
virales lentes, Gajdusek aidé de Clarence Gibbs et Michael Alpers inocule des extraits de cer-
veaux d’une jeune fille morte du kuru à deux chimpanzés. Les différents essais précédents sur
tous types d’animaux se sont révélés des échecs mais cette fois-ci, après une longue période d’in-
cubation les signes de la maladie et l’issue fatale chez les deux singes apportent bien la preuve
que le kuru est transmissible [93], [92]. En 1971, Gajdusek fait également le rapprochement
entre le kuru et la maladie de Creutzfeldt-Jakob et montre que cette dernière, à l’instar du kuru
est transmissible à d’autres espèces et que la forme du cerveau en éponge (spongiose cérébrale)
causée par les dégâts de l’agent est commune à tous les individus touchés par la maladie [95].
Gajdusek reçoit le prix Nobel de médecine en 1976, qu’il partage avec Baruch S. Blumberg (qui
travaille sur l’hépatite B) pour “leurs découvertes concernant de nouveaux mécanismes pour
l’origine et la dissémination des maladies infectieuses”.
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2.1.3 La découverte de l’agent infectieux
Ce n’est qu’en 1982, soit 250 ans après les premières observations de la tremblante du mou-
ton, que Stanley Ben Prusiner, médecin américain (voir photo 2.5), se base sur les travaux du
britannique Thykave Alper. Ce dernier montre en 1967 que l’agent infectieux responsable de ces
maladies ne contient pas d’acides nucléique. Autrement dit, ça ne peut ni être une bactérie ni un
virus. Prusiner confirme les travaux d’Alper et publie plusieurs travaux [194], [195] dont celui
de 1982 [193] où il propose une hypothèse innovante qui fut controversée pendant plusieurs
années : la nature de l’agent infectieux est protéique. Autrement dit, pour la première fois, une
protéine peut être aussi infectieuse qu’un virus ou une bactérie ! Prusiner lui donne le nom de
prion. Il souhaite l’appeler proin pour “proteinaceous infectious particles” mais phonétique-
ment prion sonne beaucoup mieux que proin et c’est prion qui est gardé avec un autre acronyme
“PRoteinaceous Infectious ONly”. Pour les scientifiques, l’appellation du prion la plus utilisée
est PrP pour “prion protein”.
FIGURE 2.5 – Stanley Prusiner a.
a. Crédit photo : photo libre de droit, source https ://fr.wikipedia.org/wiki/Stanley_Prusiner
2.1.4 Les pièces se rassemblent
Les choses s’accélèrent avec l’observation en 1981 de plaques amyloïdes (un substance en
forme d’amidon qui est anormalement présente à l’extérieur des cellules et qui s’accumule en
plaques) dans les cerveaux des malades devenus spongiformes. Ces plaques sont constituées de
fibrilles ou SFA (Scrapie Associated Fibrils). Prusiner donne la preuve en 1983 que ces plaques
sont constituées de la protéine prion. Le lien est également fait avec les maladies neurodégé-
nératives apparentés comme le syndrome de Gerstmann- Straüssler-Scheinker (décrit en 1936
[98]) ou l’insomnie fatale familiale décrite en 1986 [148].
Une étude de la composition des PrP réalisée par Prusiner en 1984 a permis de donner
la composition en acides aminés du prion et de remonter par déduction à la séquence du gène
correspondant. L’année d’après, Oesch en Suisse[173] et Chesebro aux États-Unis [45] montrent
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que le prion, composé de 253 acides aminés se trouve de façon abondante sur la membrane des
neurones.
En d’autres termes, cela signifie que chacun d’entre nous produit de la protéine prion et
qu’elle se trouve en grande quantité sur la membrane cytoplasmique de nos neurones.
Mais alors pourquoi ne sommes nous pas tous atteints de maladies à prion ?
2.1.5 Garder la forme
L’hypothèse la plus vraisemblable quand à l’aspect pathogène de la protéine prion est sa
conformation. L’équipe de Prusiner s’est alors attelée à comprendre les différences entre la
“bonne forme” du prion, appelée PrPC (pour Cellular) et la ou les “conformations pathologi-
ques” appelées PrPSc (pour Scrapie). La protéine PrPC contient beaucoup plus d’hélices al-
pha (3 hélices), est hydrophile et sensible aux protéases, contrairement aux protéines PrPSc qui
contiennent une plus grande quantité de feuillets beta, sont hydrophobes et beaucoup moins
sensibles aux protéases (ce qui corrobore l’aspect résistant de cette forme de protéine). Pour
l’ensemble de ses travaux, mais plus particulièrement pour “sa découverte des prions, un nou-
veau principe biologique d’infection”, Prusiner reçoit le prix Nobel de médecine en 1997.
Des questions majeures restent quand même sans réponses à ce moment là : comment est-ce
que ce phénomène se déclenche ? Quel est le mécanisme de sa propagation ? Quelles sont ses
caractéristiques dynamiques ?
2.1.6 Les deux crises
Ces résultats qui furent l’aboutissement d’une somme remarquable de découvertes d’un nou-
veau type d’agent pathogène auraient pu rester à l’étude en laboratoire. En effet, non seulement
l’apparition de nouveaux cas étaient assez rares et sporadiques la plupart du temps, mais cela
se produisait dans des zones géographiques très localisées à l’instar du kuru. Cependant deux
crises majeures vont changer la donne. Il est intéressant de noter comment le calendrier des
découvertes et de l’apparition de ces deux crises s’est synchronisé quasiment à la perfection.
La première crise prend son origine aux États-Unis en 1974 avec la mort en moins de 8 mois
d’une patiente de 55 ans greffée d’une cornée 18 mois plus tôt. S’en suit une cascade de plusieurs
autres cas de personnes ayant recours aux hormones de croissance traitées avec des extraits
d’hypophyses humaines prélevés involontairement sur des cadavres de personnes âgées dans des
services de neurologie. Autant dire que l’on effectue, sans le savoir, une expérience grandeur
nature chez les humains correspondant à ce qui est pratiqué sur les animaux volontairement
depuis plusieurs années : l’injection directe de prion dans l’organisme de sujets sains. Les États-
Unis réagissent rapidement en interdisant cette pratique, et en la remplaçant par un protocole
considéré sans danger grâce à la production d’une hormone de croissance synthétique appelée
somatropine issue du génie génétique sur des bactéries. En France, la politique est différente. A
partir de juillet 1985, le prélèvement d’hypophyse continue avec une étape supplémentaire de
purification de l’hormone ajoutée. Mais les services de santé optent finalement pour l’hormone
synthétique à partir de 1988. Le bilan est conséquent : sur environ 980 enfants traités entre
1984 et 1985, 119 sont contaminés par ce procédé. Mais connaissant la longueur de la période
d’incubation de la maladie, il se peut que d’autres cas apparaissent dans les années qui viennent
[18].
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2.1.7 D’un cannibalisme à un autre
La seconde crise a éclaté quasiment en même temps. La date et le lieu exacts sont même
connus : le 22 décembre 1984 chez Peter Stent, fermier à Midhurst dans le sud de Londres.
Une vache montre fin 1984 des symptômes proches de la tremblante du mouton. Elle meurt
rapidement en février 1985, accompagnée par d’autres éléments du troupeau. Cette même an-
née, d’autres bêtes des fermes voisines et même des comtés environnants souffrant du même
mal sont signalées avec le même constat vétérinaire : aspect spongieux du cerveau et lésions
dégénératives typiques associées à des fibrilles protéiques. En novembre 1986, Wells, biochi-
miste britannique propose une nouvelle maladie neurodégénérative apparentée au prion chez les
bovins : l’encéphalopathie spongiforme bovine ou ESB [234].
La crise de la vache folle vient d’éclater. Les chiffres sont accablants : en 10 ans, 161 892
bovins sont touchés au Royaume-Uni, avec deux pics de nouveaux cas : 35 629 en 1992 et
37 020 en 1993. La France et d’autres pays européens sont également touchés. Les mesures
prophylactiques sont drastiques : tout cheptel qui voit apparaître au-moins un cas d’ESB en son
sein, est abattu et brûlé. La raison de cette réaction vive réside dans le fait que cette maladie
s’avère transmissible à l’homme. Le premiers cas inhabituel de la maladie de Creutzfeldt-Jakob
arrive en octobre 1989. Il est inhabituel à cause de l’âge de la patiente : 36 ans. Suivent ensuite
une série de cas allant jusqu’à un peu moins de 200 morts depuis 1996 en Angleterre et 25 en
France. Les mesures sanitaires, et les embargos déclenchés pour éviter la propagation de l’agent
permettent quand même, assez tôt, de circonscrire l’épizootie autant que l’épidémie.
2.1.8 Un effet de la crise pétrolière
L’origine de cette crise est rapidement identifiée : la modification du traitement des farines
animales données en nourriture au bétail. Il faut savoir que la méthode date du début du XXème
siècle : les farines sont obtenues à partir des restes d’animaux (ovins et bovins) récupérés dans
les abattoirs. Cette méthode permet d’apporter un complément alimentaire à moindre coût, et
elle s’est répandue partout à partir des années 1950. Par mesure de sécurité, ces farines sont dé-
graissées avec des solvants organiques comme l’hexane, puis chauffées et nettoyées à la vapeur
à 125 degrés celsius afin d’éliminer les traces des solvants. C’est cette dernière étape qui élimine
les traces éventuelles d’agent pathogène du prion. Mais personne ne le soupçonne à ce moment
là.
Tout change dans les années 1970. Pour obtenir un coût encore moins élevé, et donc une
meilleure marge, une nouvelle technologie est adoptée : la technologie en flux continu. Elle
entraîne un meilleur rendement et surtout des résultats apparemment analogues pour une tem-
pérature de chauffage moindre, donc moins énergivore. L’étape d’extraction des graisses par
les solvants organique cesse aussi à cause de la hausse brutale des prix, conséquence directe des
deux crises pétrolières de 1973 et 1979. Il est à rajouter que la manipulation de ces solvants n’est
pas sans danger, puisqu’ils sont à l’origine de l’explosion d’une des usines les produisant. Tout
ceci explique donc comment les agents infectieux à l’origine de l’ESB sont passés au travers des
mailles du filet et se sont retrouvés dans la chaîne alimentaire du bétail britannique.
Les autres pays quant à eux utilisaient assez peu ce type de farine et ne furent pas touchés.
C’est une des raisons pour laquelle l’impact de la crise est resté très local.
En 1988, décision est prise d’interdire les farines animales pour les vaches en Grande-
Bretagne. Cyniquement, elles sont autorisées pour d’autres animaux que des ruminants et sur-
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tout autorisées à l’exportation. Ceci provoque inévitablement de nombreuses fraudes. Certains
fermiers anglais continuent en effet à utiliser ces farines sur le marché pour leurs cheptels de
bovins, et participent donc au déclenchement de 40 000 nouveaux cas. La décision est enfin
prise d’interdire complètement la présence de restes de bovins dans ces farines, entraînant l’arrêt
progressif de la crise au rythme de la période d’incubation de la maladie. Le nombre de cas de
mort humaine par la maladie de Creutzfeldt-Jakob continue par la suite à décroître doucement
jusqu’à arriver au début des années 2010 à son rythme “normal” d’apparitions sporadiques de
cas mondiaux avant la crise de la vache folle.
C’est dans le contexte de la fin du pic de cette crise, au début des années 2000 que mes
travaux de recherche commencent.
Alors que je commence à peine à m’intéresser à ce problème, des questions majeures res-
tent encore ouvertes : comment se déclenche la maladie ? quel est le procédé de propagation de
l’agent pathogène dans le cerveau ? Comment se comporte le prion, quelle est sa dynamique ?
Quelles sont les cinétiques des différentes réactions ? Et existe-t-il des liens avec d’autres mala-
dies neurodégénératives comme la maladie d’Alzheimer ?
La question centrale qui se pose alors est : les modèles mathématiques peuvent-ils apporter
si ce ne sont des réponses, au moins des éclaircissements à ces interrogations.
Nous allons voir dans la suite de ce manuscrit que non seulement avec notre équipe de
biologistes avons eu des éclaircissements quant aux dynamiques du prion, mais nous avons
pu également faire une découverte biologique importante grâce à nos modèles. Nous verrons
également que le prion joue un rôle encore plus important que ce que nous pensons et que je
n’en suis qu’au début de nos recherches sur le sujet.
Ce travail interdisciplinaire a pu être possible grâce aux collaborations importantes des ma-
thématiciens et des biologistes que je mentionnerai tout au long des prochains chapitres.
Auparavant, il me semble nécessaire de faire le point sur les différentes approches mathéma-
tiques existantes afin de placer nos travaux dans le contexte scientifique mondial de ces dernières
années.
Avant cela, rappelons que les prions sont des protéines. Elles se présentent soit sous la forme
de monomères (une seule protéine) ou de polymères (plusieurs protéines du même type attachées
les unes aux autres). Les monomères sont en général les protéines PrPC (non pathologiques),
tandis que les polymères sont constitués des protéines PrPSc. Ces polymères ont la capacité :
1. de s’allonger en récupérant des monomères à chacune de leurs extrémités, on parle alors
de polymérisation,
2. de se coller entre elles pour former des amas de polymères que l’on appelle les plaques
amyloïdes (littéralement “qui ressemblent à de l’amidon”), on parle alors de coagulation,
3. de se couper en un ou plusieurs morceaux de polymères de taille inférieure, on parle alors
de fragmentation.
Chacun de ces événements possède une interprétation mathématique bien différente que nous
allons exposer dans la section qui suit.
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2.2 Les équations de polymérisation, coagulation et fragmen-
tation
Comme nous le verrons dans les prochains chapitres dédiés à nos modèle des prions, je ne
m’intéresse ici qu’aux approches déterministes décrivant la dynamique des interactions entre
polymères et monomères. Je souhaite en effet montrer l’évolution naturelle des différents mo-
dèles déterministes que nous avons élaborés et étudiés avec mes collaborateurs. Les modèles
stochastiques que nous avons étudiés, bien que très proches de ces recherches-là formeraient
un chapitre à part et nécessiteraient un développement détaillé qui allongerait significativement
ce manuscrit (rappel des outils mathématiques, développement du modèle, résultats analytiques
principaux et interprétation biologique). Bien que très intéressant et enrichissant, je préfère ren-
voyer le lecteur à la lecture du deuxième chapitre de la thèse de mon ancien étudiant, Romain
Yvinec [236].
D’un point de vue déterministe donc, deux possibilités s’offrent à moi : les versions discrètes
et les versions continues. Ce sont ces deux versions qui font l’objet de cette section. Je les
utiliserai dans les deux prochains chapitres.
2.2.1 Equation de polymérisation-fragmentation : une approche discrète
Comme mentionné à la fin de la section précédente deux phénomènes sont modélisés dans
les équations de polymérisation et fragmentation :
1- la polymérisation qui accroît la masse des polymères par attachement d’un monomère à l’une
de ses extrémités (si l’on considère un polymère comme une tige), ou à un agrégat (appelé
cluster en anglais),
2- la fragmentation des polymères qui correspond à la cassure brutale d’un polymère en deux
ou plusieurs morceaux (dans mes modèles je ne considère que le cas où la séparation se fait en
deux morceaux).
Il se peut que les polymères se rassemblent entre eux, on parle alors de coagulation. Dans
notre cas, ce sera pour former des plaques composées le plus souvent de centaines de polymères.
Becker-Döring
Un des premiers modèles discret de polymérisation-fragmentation date des années 1930.
Introduit par Becker et Döring en 1935 [22], il a pour objectif de décrire la polymérisation et
dépolymérisation d’agrégats par gain ou perte de monomère.
Autrement dit, en choisissant le monomère noté C1 comme unité de référence pour mesu-
rer la taille d’un agrégat, ces réactions de polymérisation et dépolymérisation peuvent s’écrire
comme suit :
1. Pour la polymérisation :
Ci + C1
ai * Ci+1,
où Ci est un cluster contenant i éléments C1.
2. Et pour la dépolymérisation :
Ci+1
bi+1  * Ci + C1.
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Les taux de réaction sont respectivement ai pour la polymérisation et bi pour la dépolymérisa-
tion.
Grâce à la loi d’action de masse, ces schémas cinétiques très simples permettent de décrire le
flux de chaque agrégat de taille i et donc l’évolution de leurs concentrations pour chaque taille.
Le modèle de Becker-Döring est alors représenté par le système suivant :
8
>>>>><
>>>>>:
d
dt
c1 =  2J1  
+1X
i=2
Ji,
d
dt
ci = Ji 1   Ji, pour tout i   2,
(2.1)
où les flux sont donnés pour tout i   1 par
Ji = aicic1   bi+1ci+1.
Ce sont ces notations que j’utiliserai dans la section 3.3.2. D’autre part, étant donné que la taille
des polymères (ou des agrégats) peut devenir très grande, on se retrouve à manipuler une infinité
d’équations différentielles. Ce qui peut s’avérer très peu pratique. Mais il est possible d’en tirer
tout de même quelques propriétés intéressantes.
Dans mes travaux, j’ai, en plus de la polymérisation et dépolymérisation, une fragmentation
en deux morceaux des agrégats (qui seront pour moi des fibrilles de prion). J’obtiens alors un
modèle plus général que celui de Becker-Döring que je présente de la façon suivante.
Fragmentation
Supposons qu’un agrégat de taille j se scinde en deux morceaux, l’un de taille i et l’autre
de taille j   i. Pour décrire correctement le système, je dois introduire ce qui est communément
appelé le noyau de fragmentation, que je note kj,i. Il permet de donner le nombre moyen d’agré-
gats de taille i provenant de la scission d’agrégats de taille j (quand il s’agit d’une fragmentation
en deux morceaux). Ce noyau dans sa formulation générale peut représenter une fragmentation
en plusieurs morceaux (au moins 2). Quelques modèles concernant cette fragmentation mul-
tiple ont été étudiés, le premier date de 1957 [163] et d’autres ont suivi comme [130] ou [101].
Mais dans ce manuscrit, je me contente d’une fragmentation en deux morceaux par soucis de
simplicité des calculs. Je peux décrire ce processus comme suit
Cj
djkj,i   ! Cj + Cj i.
Cette fois-ci dj représente le taux de fragmentation. Il y a des contraintes sur le noyau kj,i qu’il
faut toutefois respecter : un noyau de fragmentation doit vérifier la conservation de la masse des
monomères, autrement dit, la somme des tailles (ou encore le nombre de monomères dans les
agrégats) après fragmentation, doit rester la même qu’avant. Autrement dit
j 1X
i=1
ikj,i = j.
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Le système discret avec fragmentation s’écrit alors de la façon suivante
8
>>>><
>>>>:
d
dt
c1 =  2a1c1c1  
+1X
i=2
aicic1 +
+1X
i=2
bii,1ci,
d
dt
ci =  (aicic1   ai 1ci 1c1)  dici +
+1X
j=i+1
bjj,icj, pour tout i   2,
(2.2)
Lorsque la scission se fait en seulement deux morceaux, le noyau de fragmentation s’écrit
comme un noyau de probabilité symétrique que je note j,i tel que kj,i = 2j,i et vérifiant
j 1X
i=1
j,i = 1 et j,i = j,j i (symétrie).
Notons que si je pose kj+1,j = 1 pour tout i   1, k1,1 = 2 et kj, i = 0 sinon, le système (2.2)
devient le système de Becker-Döring (2.1).
2.2.2 Equation de coagulation-fragmentation : cas discret
Il est possible de généraliser ce problème lorsque l’on tient compte de la coagulation. Dans
mon cas, cela peut arriver par exemple lorsque des agrégats de fibrilles s’accrochent entre eux
pour former des plaques encore plus grandes qui sont appelées plaques amyloïdes. De façon
plus simple, je peux décrire ce phénomène par la réaction suivante
Ci + Cj
 i,j  ! Ci+j.
où  i,j représente le taux de coagulation d’un agrégat de taille i avec un autre agrégat de taille
j. Le résultat donne alors un agrégat de taille i+ j.
Le modèle devient alors plus complexe que les deux précédents et s’écrit de la façon suivante
d
dt
ci =
1
2
i 1X
j=1
 j,i jcjci j  
+1X
j=1
 i,jcicj   bici +
+1X
j=i+1
bjkj,icj, pour tout i   1. (2.3)
Notons que b1 = 0 puisque les monomères ne peuvent se fragmenter. Pour être cohérent avec la
biologie je suppose que le taux de fragmentation est symétrique, autrement dit  i,j =  j,i. Et si
je fais les hypothèses suivantes :
8
<
:
 i,1 =  1,i = ⌧i, pour tout i   2,
 1,1 = 2⌧1,
 i,j = 0, sinon,
j’obtiens le système (2.2) précédent.
La plupart du temps, les modèles décrivent des expériences in vitro, c’est à dire sans dégra-
dation ni terme de source. Par conséquent, la masse totale de monomères est conservée pendant
toute la durée des manipulations. Et donc, si je considère l’hypothèse de conservation sur les
ki,j et de symétrie des  i,j , en sommant les équations, et en inversant formellement les sommes,
puis en intégrant par rapport à t, j’obtiens la relation suivante
X
i 1
ici(t) =
X
i 1
icini ,
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où cini est la donnée initiale.
Cette relation doit se vérifier formellement dans les trois systèmes précédents. C’est pour
cette raison que l’on travaille en général dans l’espace X suivant
X =
⇢
(xi)i 1 2 RN
⇤
:
P
i 1
|xi| < 1
 
.
Le problème revient donc à étudier des solutions (ci)i 1 à valeurs dans X . Il faut donc que la
condition initiale soit non seulement non-négative, mais que son premier moment, c’est à dire
sa masse définie par
P
i 1
icini , soit finie. C’est un espace classiquement utilisé dans l’étude de
problèmes de coagulation-fragmentation discrets par Ball et al. [15], [14] ou encore Laurençot
[130]. Des résultats d’existence, d’unicité et de comportement asymptotique existent, mais sous
certaines contraintes :
1. Existence :
L’existence des solutions qui vérifient la conservation de la masse ne peut pas se montrer
de façon générale malheureusement. En effet, pour une constant K > 0, lorsque i et j
sont assez grands, et que l’on a  i,j > K(i + j), on ne peut pas assurer cette propriété
de conservation. Ce problème a été souligné par exemple par Hendriks et al. [110]. Cette
condition décrit ce qui est appelé en physique le phénomène de gélation, pour lequel le
taux de coagulation devient très grand et il y a formation d’agrégats infiniment grands.
Mais, si ce taux de coagulation est “raisonnable”, dans le sens où on peut le contrôler,
il est possible de préserver la conservation de la masse. C’est qui a été montré dans [15],
[14] et d’une autre façon dans [130] (c’est cette dernière méthode que j’utiliserai d’ailleurs
dans la section 4.2), tirée de [109].
2. Unicité :
L’unicité des solutions est montrée de deux façons différentes :
(a) soit en ayant des hypothèses supplémentaires sur la condition initiale ([15] ou [130]),
(b) soit en ayant des hypothèses supplémentaires sur le taux de coagulation ([15] ou
[14]).
3. Comportement asymptotique : le comportement asymptotique a été étudié plus spécifi-
quement dans le cas où il existe Mi tel que
 i,jMiMj = bi+jki+j,jMi+j ,
qui est analogue à ce qui s’appelle la “detailed balance” introduite par Boltzmann pour
l’étude de ses équations. Cette condition permet d’obtenir la réversibilité des mécanismes.
La convergence vers l’équilibre est alors donnée par des arguments d’entropie [13], [15],
[219], [117] ou encore [42]. La vitesse de convergence exponentielle a également pu être
estimée, même sans condition de réversibilité [86].
2.2.3 Une approche continue
L’approche continue est l’analogue du cas discret dans le cas où la population d’agrégats est
très grande. Au lieu d’avoir une quantité dénombrable de différentes tailles i comme dans les
modèles discrets, on change d’échelle, étant donné que les tailles peuvent aller jusqu’à l’infini
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(théoriquement). On passe donc à une échelle macroscopique et on considère alors que la taille
est une variable continue, généralement notée x. Ce sujet, de changement d’échelle et de passage
du discret au continu, a été abordé plusieurs fois dans la littérature par Neu et al. [170], Laurençot
et al. [131]. et Doumic et al. [72]. Il existe deux modèle principaux que je vais évoquer ici et
dans le manuscrit : le modèle de Lifschitz-Slyozov et le modèle de Smoluchowsky.
Lifschitz-Slyozov
Le modèle de Lifschitz-Slyozov a été introduit comme son nom l’indique par Lifschitz et
Slyozov en 1961 [145]. C’est la version continue du modèle de Becker-Döring où cette fois-ci la
structure de taille est continue. Le modèle qui décrit les dynamiques des agrégats est une équa-
tion d’évolution sur une fonction (t, x) 7! f(t, x), où f(t, x) représente la densité d’agrégats de
tailles x 2 R+ au temps t   0. Si je considère le système fermé (comme dans une expérience
in vitro), j’aurais à rajouter une hypothèse pour la conservation de la masse totale de mono-
mères. Cette équation est couplée avec une équation différentielle ordinaire en t 7! u(t), où
u(t) représente la concentration de monomères au temps t (correspondant à c1 pour le modèle
de Becker-Döring). Je suppose que les agrégats se polymérisent à un taux a(x) dépendant de la
taille, et se dépolymérisent à un taux b(x) (ce sont les analogues respectifs des (ai)i et des (bi)i
du modèle de Becker-Döring.
La modification de la taille des agrégats f(t, x) se fait au travers de la polymérisation et dé-
polymérisation à chaque instant t. Elle dépend de la taille x mais également de la concentration
de monomères aux alentours de ces agrégats. Elle est décrite par une fonction que l’on appelle
v définie pour tout t   0 et pour tout x 2 R+ par
v(t, x) = a(x)u(t)  b(x).
Le modèle de Lifschitz-Slyozov s’écrit alors pour tout (t, x) 2 R⇤+ ⇥ R+,
8
>>><
>>>:
@
@t
f(t, x) +
@
@x
(v(t, x)f(t, x)) = 0,
u(t) +
Z 1
0
xf(t, x)dx = ⇢, pour tout t   0.
(2.4)
Ici, ⇢ > 0 est une constante qui représente la masse totale de monomères.
Lifschitz-Slyozov avec fragmentation
Si l’on rajoute de la fragmentation mais que l’on considère qu’il n’y a pas de dépolymérisa-
tion (autrement dit b est la fonction nulle), on obtient le modèle suivant
8
>>>><
>>>>:
@
@t
f(t, x) + u(t)
@
@x
(a(x)f(t, x)) =   (x)f(t, x) +
Z +1
0
 (y)k(y, x)f(t, y)dy,
d
dt
u(t) =  u(t)
Z 1
0
a(x)f(t, x)dx, pour tout t   0.
(2.5)
Ce modèle a été étudié dans de nombreux travaux au cours de ces dernières années, notamment
par Gabriel [88]. C’est d’ailleurs une version modifiée de ce modèle que j’introduirai dans le
chapitre 3.
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Modèle avec coagulation et fragmentation : Smoluchowski
Si l’on remplace la fragmentation par de la coagulation dans le modèle précédent, autrement
dit, si l’on remplace le taux de fragmentation par l’opérateur de coagulation suivant
Q(f, f)(x) =
1
2
Z x
0
 (y, x  y)f(y)f(x  y)dy  
Z 1
0
 (x, y)f(x)f(y)dy, (2.6)
on obtient l’équation de coagulation de Smoluchowski [221]. Ces dernières équations sont plutôt
étudiées pour traiter du phénomène de gélation, et la plupart du temps, tiennent compte de
l’espace. Il y a quelques études sur les modèles combinant la coagulation et la fragmentation,
voir [82] par exemple.
En tenant compte du fluide : Fokker-Planck-Smoluchowsky
Il existe des modèles, où les agrégats et les polymères sont décrits dans un fluide en agitation,
provocant ainsi des cassures dans les agrégats tout en maintenant la polymérisation. C’est ce
qu’on appelle des modèles Fokker-Planck-Smoluchowsky. Ces modèles ont été étudiés par Doi
et al. [69], Bird et al. [31] ou encore Kirkwood [124]. Quelques fois les agrégats sont considérés
comme élastiques [139] ou comme des tiges rigides. Cette dernière forme est plus proche des
observations biologiques dans mon étude, et c’est celle que je privilégie donc dans toute la suite.
Ces modèles sont du type
@
@t
f + u ·rxf +r⌘ ·
 
P⌘?(ryu⌘)f  Dr⌘f
 
= 0, (2.7)
où f(t, x, ⌘)   0 représente la densité de polymères au point x 2 ⌦, un domaine de R3, au temps
t   0 et dont la configuration est donnée par l’orientation ⌘ 2 S2, la sphère unité de R3. D’autre
part, u(t, x) est la vitesse du fluide environnant et D le coefficient de diffusion rotationnelle des
polymères. Enfin, pour tout z 2 R3, P⌘? = z   (z · ⌘)⌘ définit la projection de z sur le plan
orthogonal à ⌘.
Le champ de vitesse du fluide u peut être soit imposé, soit solution d’un système du type de
Stokes ou Navier-Stokes. On aurait alors un système couplé entre les équations pour f et pour u.
Dans la section 3.2 j’étudierai un modèle similaire dans lequel u sera donné. j’aurai également
de la polymérisation et de la fragmentation. J’ajouterai alors la structure de taille en plus de x et
de ⌘.
Maintenant que j’ai présenté les principaux modèles connus de polymérisation-coagulation-
fragmentation discrets et continus, regardons de plus près les premiers modèles qui ont décrit
les dynamiques du prion. Nous devrions reconnaître à peu près les structures introduites dans
cette section.
2.3 Les premiers modèles du prion
C’est environ 15 ans avant la preuve apportée par Prusiner sur la nature protéique du prion
que le premier modèle mathématique lié au problème du prion apparaît.
Ce premier modèle est dû au mathématicien J. S. Griffith en 1967. Dans un très court ar-
ticle, il présente trois classes de mécanismes de réplication pouvant expliquer l’auto-réplication
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de protéines. Ses modèles sont très simples et ne présentent pas d’équations, mais juste des
théorie basées sur des schémas de réaction chimique. Par contre, ses conclusions restent encore
d’actualité : “s’il [l’agent de la tremblante] appartient à l’une des deux premières classes [des
mécanismes de réplications proposés], alors c’est une protéine, ou un ensemble de protéines
dont l’animal est génétiquement équipé pour sa fabrication, mais qu’il ne peut soit pas pro-
duire ou en tous les cas pas sous cette forme. Il peut se transmettre à d’autres animaux mais
peut se trouver sous une forme différente d’une espèce à l’autre. Finalement, dans chacun des
cas, il existe la possibilité d’une apparition spontanée de la maladie chez des animaux sains à
l’origine.”[105].
Ces travaux précurseurs de Griffith basés sur une hypothèse très controversée et non vérifiées
de façon irréfutable biologiquement à l’époque n’ont pas trouvé d’échos pour le développement
de nouveaux modèles dans les deux décennies qui ont suivi.
2.3.1 Plusieurs échelles
Ce n’est qu’à partir des années 1990 qu’il y a une montée en puissance des modèles théo-
riques des maladies à prion. Un état de l’art assez exhaustif se trouve dans la thèse de Natacha
Lenuzza [140]. Il est intéressant de noter que les approches théoriques se sont portées sur plu-
sieurs échelles différentes, avec un objectif différent pour chacune de ces échelles.
1. L’échelle de la population a permis de développer des modèles épidémiologiques sur
trois critères principaux :
(a) Estimation de la prévalence (état de santé d’une population à un instant donné ou sur
une période donnée) liée à une contamination par voie alimentaire, ou par contami-
nation secondaire (transfusion sanguine, instruments chirurgicaux par exemple),
(b) Estimation des paramètres inaccessibles expérimentalement (période d’incubation
chez l’homme par exemple),
(c) Estimation des effets causés par des expositions à faible doses (transmission secon-
daire par exemple).
Un des travaux de Wells et son équipe sur cette partie d’étude d’épidémiologie théorique a
ainsi permis de prédire de meilleures stratégies pour faire baisser le nombre de cas d’ESB
[10]. Une autre étude a également montré l’inefficacité des mesures prises en Angleterre
pour arrêter l’épidémie [11].
2. L’échelle de la cellule et de l’individu contient très peu de modèles théoriques, voire
aucun à l’échelle de l’individu. A l’échelle cellulaire, on peut distinguer trois groupes de
modèles :
(a) les modèles individus centrés hybrides par un couplage entre des équations ciné-
tiques et des modèles d’automates cellulaires [224],
(b) les modèles utilisant la théorie des graphes [160],
(c) les modèles utilisant des équations aux dérivées partielles avec termes de diffusion
pour une étude de fronts de propagation [160], [179],
(d) les modèles tenant compte du trafic cellulaire de la protéine prion [180].
3. L’échelle intra-cellulaire a vu émerger quant à elle des modèles de dynamique des pro-
téines. Comme pour les précédentes échelles, plusieurs approches théoriques ont été abor-
dées :
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(a) les automates cellulaires, comme à l’échelle cellulaire [128], qui sont plutôt des mo-
dèles à deux dimensions,
(b) des modèles à une dimension, qui se concentrent sur la croissance fibrillaire des poly-
mères composés des protéines prions. Les équations qui les décrivent sont soient des
équations différentielles ordinaires, ou des équations différentielles hybrides, c’est à
dire continues en temps et discrètes en taille, ou des équations aux dérivées partielles
continues en temps et en taille.
Parmi les modèles à une dimension, trois courants principaux se détachent basés sur trois
différences biologiques, toutes assez proches les unes des autres. Il est important de souli-
gner qu’à l’échelle de la protéine, il est extrêmement difficile de faire des observations et
de tirer des résultats directs d’expériences aussi précises soient elles. En effet, la plupart
des données récoltées et exploitables proviennent toujours à notre connaissance d’obser-
vations indirectes obtenues par des procédés complexes comme le changement de fluores-
cence de la thioflavine T (ThT) par exemple, ou la résonance plasmonique de surface (SPR
pour Surface Plasmon Resonance) (technique BiaCore). Les mécanismes exacts de propa-
gation du prion, de recrutement des protéines saines PrPC par les protéines pathologiques
PrPSc restent encore très spéculatives, même si avec l’avancée des progrès biologiques, les
connaissances semblent converger vers l’hypothèse de la nucléation que je vais détailler
dans la section suivante. Les trois types d’approche pour la modélisation en une dimension
sont les suivants :
(a) le modèle hétérodimère : il s’inspire des phénomènes autocatalytiques. Il s’appuie
sur la théorie de la protéine chaperonne émise par Liautard [144] et qui a inspiré Pru-
siner. Dans cette théorie, le prion pathologique PrPSc transforme la protéine PrPC par
contact direct, en jouant un rôle de “chaperon”. Le modèle mathématique est décrit
par des équations différentielles de type Michaëlis-Menten. Il a été étudié par Gal-
dino avec une solution analytique [96] dans sa version simple et par Eigen pour une
version plus complète [80] qui inclus l’apparition sporadique de la maladie par une
conversion spontanée. Toutefois, ce dernier a montré que, si l’on prenait en compte
les cinétiques d’infection et de durées d’incubations observées, le rapport de pro-
cessus de conversion spontanée et de changement de conformation par chaperonne
devait trop grand pour être réaliste. Ce modèle bien que très simple a donc progres-
sivement été abandonné.
(b) Le modèle de Laurent : il décrit la conversion des oligomères (polymères de petites
tailles). La partie qui convertit les PrPC en PrPSc est formée d’un hétéro-oligomère
qui interagit avec les PrPSc existants pour provoquer le changement de conformation
des PrPC en forme pathogène. Le modèle composé d’équations différentielles avec
des parties non linéaires constituées de fonctions de Hill est très phénoménologique
et même s’il décrit qualitativement les aspect sporadiques comme le phénomène de
réplication, il ne peut en capturer le sens mécanique et donc une interprétation biolo-
gique détaillée [132], [133]. Un modèle plus descriptif tenta de pallier ce problème
[120], [121] sans toutefois considérer le phénomène d’agrégation des PrPSc en fi-
brilles. C’est cette étape là d’agrégation qui est au centre du dernière modèle.
(c) Le modèle de Masel : il tient compte des mécanismes de polymérisation et fragmen-
tation. S’inspirant des hypothèses sur l’ensemencement et la nucléation introduites
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par Lansbury en 1993 [54], Masel et son équipe ont proposé un modèle mathéma-
tique hybride [159]. Ce modèle mécanistique est en effet composée d’une partie
continue en temps et d’une partie discrète pour la taille. L’hypothèse de nucléation
que je décrirai plus loin s’appuie sur le fait que les polymères composés de protéines
PrPSc sont stables au-dessus d’une certaines longueur (ou taille), mais instables
en-dessous de cette taille critique. Cette instabilité a pour conséquence de provo-
quer immédiatement la dépolymérisation de ces petits polymères en monomères qui
viennent rejoindre l’effectif des PrPC. Ce modèle comporte donc la description de
l’élongation des fibrilles par polymérisation mais également de la fragmentation de
ces longues chaînes de polymères. Il est alors possible d’obtenir une distribution en
taille de ces fibrilles qui peuvent être observées expérimentalement. Ce modèle par
contre, contrairement aux précédents, part de l’hypothèse que des polymères sont
déjà ensemencés à l’instant initial. Ceci signifie qu’il ne prend pas en compte l’effet
d’apparition sporadique (spontanée) du problème.
D’autres types de modèles similaires à celui de Masel ont été étudiés comme ceux de Ferrone
[84], Lee et al. [137], ou encore Powers et Powers [187]. C’est toutefois le modèle de Masel
pour sa simplicité et son efficacité dans la description de la polymérisation et la fragmentation
des protéines prions qui a inspiré nos travaux, et c’est la raison pour laquelle je le détaillerai un
peu plus par rapport aux autres dans la section suivante.
2.3.2 Le modèle de Masel
Ce modèle est celui qui entre tous a eu le plus de succès : il a été soit le plus utilisé sous
sa forme hybride, soit une source d’inspiration pour les modèles en version continue avec des
équations aux dérivées partielles structurées en taille. Ses avantages sont nombreux :
1. par rapport aux autres modèles d’autocatalyse par chaperonnes, il n’est pas limité en taille,
2. le système macroscopique (c’est à dire sans structure de taille obtenue par sommation,
que je vais expliquer ci-dessous) permet une étude de stabilité complète à la fois de la
quantité des monomères et des polymères, mais également de la masse (ici le nombre de
monomères dans les polymères) des polymères,
3. la version microscopique (c’est à dire avec la structure en taille originelle) permet de
décrire l’évolution de chacune des espèces mises en jeu suivant sa taille.
Le modèle de Masel est basé sur trois hypothèses principales que je décris ci-après.
1. La nucléation : l’une des hypothèses les plus importantes de ce modèle. Introduite par
Lansbury [54], elle peut être décrite de la façon suivante. Les monomères PrPC s’agrègent
pour former des polymères qui s’allongent progressivement. En dessous d’une certaine
taille critique, ce processus est réversible à chacune des étapes. Mais au-dessus de cette
taille critique, un noyau stable se forme, certainement par un repliement qui consolide la
structure. La polymérisation devient alors irréversible. Autrement dit, il n’est plus possible
théoriquement pour un polymère de taille supérieure à ce seuil de se dépolymériser. Il
ne peut que s’allonger par polymérisation. C’est une des clés du modèle, qui toutefois
ne tient pas compte, dans cette version, du processus réversible associé à l’apparition
spontané de la maladie pour la raison suivante : les expériences biologiques montrent que
cette première étape d’apparition sporadique du premier polymère stable est très aléatoire,
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corroborant l’idée que le phénomène sous-jacent est fortement stochastique (voir thèse de
Romain Yvinec [236]). Le modèle de Masel étant déterministe, cette partie est éludée par
l’hypothèse d’ensemencement initial de fragments de polymères. Autrement dit, on part
ici de l’hypothèse supplémentaire que si l’on est in vitro, l’expérience modélisée est déjà
ensemencée par des polymères de PrPSc de tailles supérieures à la taille critique. Dans le
cas in vivo, cela signifie que l’individu observé serait déjà infecté, correspondant à notre
volonté de décrire le processus de propagation dans des populations infectées.
2. La fragmentation : c’est également une hypothèse importante du modèle. Les fibrilles
peuvent se casser en deux parties inégales à n’importe quel moment et la cassure peut
avoir lieu à n’importe quel endroit du polymère. La variation de l’expression du taux de
cassure dans les modèles qui suivront celui de Masel permettra de simuler les techniques
d’amplification du nombre des fragments par PMCA (Protein Misfolding Cyclic Amplifi-
cation). Cette technique est un moyen de casser le fibrilles par ultrasons afin d’augmenter
le nombre d’échantillons de polymères de façon artificielle.
3. L’élongation ou polymérisation : Chacun des brins peut s’allonger en récupérant un
monomère par polymérisation. Il ne peut le faire qu’un brin à la fois dans ce modèle.
L’élongation ici n’a théoriquement pas de limite de taille tant qu’il y a une source d’ap-
provisionnement de monomères.
En tenant compte de ces hypothèses, je peux établir le modèle de Masel.
Les monomères PrPC.
Les protéines de PrPC sont décrites par la concentration v(t)   0 pour tout t   0. Elles sont :
1. produites dans le système à un taux constant   > 0,
2. dégradées suivant une probabilité constante   > 0 par unité de temps.
Les polymères PrPSc.
Les polymères PrPSc sont décrits par la concentration ui(t) au temps t   0 pour chaque individu
i représentant le nombre de monomères qui les composent, ou en d’autre termes la taille du
polymère. Ils sont :
1. dégradés suivant une probabilité µi par unité de temps qui dépend de leur taille,
2. mais ils ne sont pas produits naturellement par l’organisme donc il n’y a pas de terme de
source pour les polymères.
Polymérisation
L’hypothèse de la polymérisation est décrite de la façon suivante :
les protéines de PrPC peuvent s’accrocher à un polymère. Et ainsi, un polymère de taille i s’al-
longe par assimilation d’une nouvelle protéine, et sa taille est alors i + 1. Le processus d’élon-
gation d’un polymère se poursuit avec un coefficient ⌧i dépendant de la taille du polymère lui-
même. Il prend en compte les différentes réactions produites entre le monomère et le polymère
(diffusion possible, probabilité de s’attacher à un monomère par exemple). C’est la raison pour
laquelle le taux d’élongation d’un polymère de taille i est donné par ⌧iv(t) et dépend donc li-
néairement de la quantité de monomères au temps t.
Fragmentation
Chaque polymère constitué de protéines PrPSc peut se casser en deux fibrilles de tailles inégales.
Cette facilité à se fragmenter peut dépendre de la longueur du polymère. Supposons que l’on ait
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un polymère de taille i, il peut alors se scinder avec une probabilité  i par unité de temps. Cette
scission crée deux brins l’un de taille j  i et l’autre de taille i  j suivant un noyau de probabi-
lité i,j . Il est possible ainsi, suivant la forme du noyau, de supposer qu’elle se casse seulement
à la moitié donnant des tailles j/2 de chaque côté, ou bien n’importe où sur le polymère décri-
vant ainsi une loi uniforme. C’est en général cette dernière loi qu’on utilise dans nos modèles.
Il n’existe en effet pas encore d’observation biologique permettant de trancher sur la forme du
noyau de probabilité. Il semble donc légitime pour l’instant de choisir celle qui simplifiera les
modèles tout en restant quand même biologiquement réaliste.
Influence de la nucléation :
L’hypothèse de la nucléation permet de supposer qu’il existe une taille critique n0 > 0 en des-
sous de la quelle il ne peut pas exister de polymère, ces derniers se désagrégeant en monomères.
Une conséquence importante réside dans l’hypothèse suivante : lorsqu’un polymère de taille i
se fragmente en deux fibrilles de taille j et de taille i   j, si j < n0 (ou i   j < n0), alors le
morceau de taille inférieure à n0 se décomposera instantanément en j (ou i  j) monomères que
l’on considère PrPC.
Le modèle de Masel dans sa forme la “plus complète”, s’écrit alors de la façon suivante (voir
figure 2.6)
8
>>>>><
>>>>>:
dv
dt
=     v  
X
i n0
⌧iuiv + 2
X
j n0
X
i<n0
i ji,juj,
dui
dt
=  µiui   (⌧iui   ⌧i 1ui 1)v    iui + 2
X
j i+1
 ji,juj, pour i   n0.
(2.8)
Ce système est le plus général et tient compte de toutes les hypothèses émises plus haut. Il est
à la base de notre modèle et de l’étude d’autres auteurs comme Doumic et al. [72]. Mais je
reviendrai sur ce dernier papier dans le prochain chapitre.
Le modèle original de Masel contient toutefois plusieurs simplifications.
1. Les taux de dégradation sont considérés indépendants de la taille du polymère et notés
simplement par des constantes   et µ,
2. le taux de polymérisation lui-aussi est supposé constant et noté ⌧ ,
3. la taille du noyau n0 est juste notée n,
4. le taux de fragmentation quant à lui, dépend de la taille de façon linéaire, autrement dit
 i =  i,
5. la probabilité de se casser i,j , suit une loi uniforme. C’est à dire que i,j = 1/i si j > n et
i < j, et 0 si j  n ou j  i. Dit d’une autre façon, une fibre de taille j peut se fragmenter
à n’importe quel endroit sans préférence, mais ne peut se casser en une fibre plus grande.
Enfin, elle ne peut être considérée comme fibre que lorsque sa taille est supérieure au
noyau n.
Les deux dernières hypothèses combinées permettent ainsi d’avoir une simplification entre  i et
i,j , ce qui au final revient à prendre une constante pour la fragmentation. Et donc, la version
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FIGURE 2.6 – A gauche : mécanisme de polymérisation avec une taille de nucléation minimale n = 6
(non pris en compte par le modèle de Masel [159]). A droite : modèle cinétique de croissance des fibrilles
reprenant les hypothèses du modèle de Masel. Schéma tiré de Greer et al. [104].
originelle du modèle de Masel a plutôt la forme suivante :
8
>>>>>><
>>>>>>:
dv
dt
=     v  
1X
i=1
⌧uiv + 2 
n 1X
i=1
1X
j=i+1
iuj,
dui
dt
=  µui + ⌧(ui 1   ui)v + 2 
1X
j=i+1
uj, pour i   n,
ui = 0, sinon.
(2.9)
Il est repris par Masel est ses collaborateurs plusieurs fois [159], [158], [157]. Une des tech-
niques pour étudier ce dernier modèle qui a priori fait intervenir un nombre infini d’équations
est de le réduire en faisant une sommation. Ainsi, en notant U =
X
i n
ui la quantité totale de
polymères, et P =
X
i n
iui la quantité totale de monomères contenus dans les monomères, que
l’on pourrait considérer comme la masse de tous les polymères réunis, le système (2.9) s’écrit
comme un “simple” système de trois équations différentielles linéaires
8
<
:
v0 =     v   ⌧Uv + n(n  1) U,
U 0 =  µU +  P   (2n  1) U,
P 0 =  µP + ⌧UV   n(n  1) U,
(2.10)
pour tout t > 0 avec une condition initiale définie de telle sorte que l’on ne commence pas seule-
ment avec une population de monomères mais également avec un ensemencement de polymères.
Autrement dit, v(0), U(0) et P (0) sont tous strictement positifs.
Ce dernier modèle (2.10) est appelé modèle macroscopique, car il décrit les dynamiques des
quantités totales (monomères libres v, polymères U et monomères dans les polymères P ). C’est
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le pendant du système (2.9) appelé modèle microscopique, qui lui décrit les dynamiques des
individus étudiés suivant leurs tailles.
La condition initiale donnée ci-dessus reflète une des caractéristiques du modèle. Il décrit
la propagation in vivo des prions dans l’organisme chez un sujet déjà infecté où il y a déjà des
polymères de prion PrPSc.
Limites du modèle. Une des limites de ce modèle est la phase de nucléation initiale, autre-
ment dit la phase d’apparition sporadique (spontanée) d’un polymère qui serait à l’initiation de
la maladie sans transmission préalable qui n’est pas représentée ici. Cette apparition spontanée
du premier noyau est fortement stochastique. Il ne peut être décrit correctement par les sys-
tèmes déterministes ci-dessus, macroscopiques ou microscopiques. Comme je l’ai mentionné
précédemment, j’élude ce problème ici même s’il a été étudié par Romain Yvinec [236].
Une autre limite de ce modèle discret est la difficulté d’étudier le modèle microscopique
étant donné que ce dernier est représenté par un système composé d’une infinité d’équations
différentielles.
Initiation de nos travaux. Masel et son équipe n’ont d’ailleurs effectué que très peu d’ana-
lyse du modèle. Ils se sont plutôt focalisés sur les simulations numériques et l’évaluation de
paramètres en utilisant des approximations assez fortes parfois. C’est ce qui a été à la genèse de
notre réflexion et le début d’une plongée dans ce domaine de recherche qui s’est développé pour
atteindre un rythme de croisière soutenu au moment de l’écriture de ce manuscrit.
C’est le déroulement de nos réflexions et de nos résultats sur la dynamique de la prolifération
du prion qui sont présentés dans le chapitre suivant.
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L’origine de ce travail date précisément du mois de juin 1999, période pendant laquelle
l’école d’été européenne “Mathematics of Cell Physiology and Proliferation” à Termoli en Italie,
était organisée entre autres par Ovide Arino, un de mes directeurs de thèse. Je travaillais alors sur
les équations à retards et le cycle cellulaire avec des applications aux maladies sanguines dans
le cadre de mes recherches doctorales. Mais un exposé de Joanna Masel intitulé “The kinetics
of prion replication” présentant ses récentes recherches de l’époque sur le prion à la base de
son article [159] nous a interpelés, Glenn Webb et moi. Cette idée est restée à l’état de latence
quelques temps avant de ressurgir un peu plus de trois années après.
En effet, une soutenance de thèse et deux ans de post-doctorat à l’université McGill plus tard
(avec Michael C. Mackey), je me trouvais professeur assistant en septembre 2003 à l’université
Vanderbilt aux États-unis auprès du professeur Webb.
Le thème de mes recherches avec le professeur Webb vint très naturellement. Il s’agissait
de collaborer avec Meredith Greer alors son étudiante en thèse sur la modélisation du prion et
plus particulièrement la forme continue de ce modèle. Une formulation qui prenait également
en compte la taille des polymères de façon continue et non pas dans une formulation discrète
comme Masel l’exposait dans son article [159] (et son intervention à Termoli).
C’est dans ce contexte que tout a commencé pour moi dans ce domaine qui m’était totale-
ment inconnu. Il arrivait dans un moment de transition entre mes recherches sur la modélisation
de la dynamique des cellules hématopoïétiques de fin de post-doctorat et une ouverture vers
d’autres thématiques totalement nouvelles.
3.1 Premier modèle
3.1.1 Objectifs
Le premier modèle que nous avons élaboré, analysé et étudié a été publié en 2006 in [104]. Il
est centré d’une part sur la dynamique des formes normales de prion que nos cellules produisent
tous les jours et qui jouent plusieurs rôles bénéfiques sur notre corps. Elles sont composées
d’une seule protéine appelé monomère PrPC (pour Prion Protein Cellular) et d’autre part sur la
dynamique des formes infectieuse ou pathologique de prion, appelée PrPSc (pour Prion Protein
Scrapie), créée à partir d’un mauvais repliement de la protéine PrPC : ajout de feuillets   dans
leur structure à partir d’hélices ↵ des molécules de PrPC qui se sont dépliées. L’augmentation
des feuillets   a pour conséquence de favoriser l’attachement entre plusieurs protéines de PrPSc
créant ainsi des polymères qui s’agrègent ensuite en plaques amyloïdes que l’on soupçonne
d’être nocives pour les neurones.
Ce premier travail a été motivé principalement par des hypothèses biologiques précises
concernant différents rôles fonctionnels des formes non pathogènes PrPC des prions décrits par
Roucou et al. [210], [209] mais également Bounhar et al. [35], Brander et al. [38], Brown et al.
[39], Chiesa et al. [46], Kim et al. [123] et Li et al.[142]. Dans leur article, Roucou et al. [210],
[209] notamment, montrent que ce n’est pas uniquement la forme pathogène PrPSc des prions
qui cause des dommages dans le cerveau. Cela peut être également dû en effet, dans certaines
conditions, à la perte massive de PrPC qui s’agrègent avec les PrPSc pour former des polymères.
Et comme une des fonctions bénéfique du PrPC serait de protéger les neurones contre le Bax,
une substance qui, lorsqu’elle était activée (par une forme de stress de l’individu) provoquerait
l’apoptose (mort naturelle) de la cellule, le manque de PrPC pourrait alors engendrer une des-
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truction importante des neurones. Cet effet combiné au rôle néfaste des PrPSc et des plaques
amyloïdes, le processus d’évolution de la maladie et d’apparition des premiers symptômes ne
peut alors que s’accélérer. Ainsi, selon Brown et al. [39], plus un individu infecté par les PrPSc
est stressé, plus ses neurones ont tendance à disparaître, le précipitant vers une issue fatale (rap-
pelons que le décès de l’individu infecté par le prion pathologique arrive inéluctablement moins
d’un an après l’apparition des premiers symptômes).
C’est donc à la fois la dynamique des monomères PrPC mais également des polymères PrPSc
qui m’a intéressé au plus haut point dans ce travail de recherche.
L’objectif était donc de développer le modèle le plus simple possible incorporant les étapes
essentielles de la dynamique des formes infectieuses et non infectieuses du prion.
Comme mentionné dans le chapitre précédent, plusieurs modèles pour tenter d’expliquer le
processus de réplication des prions PrPSc ont été proposés et notamment ceux de Eigen [80],
Lansburry [54], Kulkarni [128], Laurent [132], Masel [159], Mobley [165], Nowak [171], Pö-
schel [186], Slepoy [220]. Parmi toutes ces propositions, je distingue les modèles à une dimen-
sion (élongation linéaire des fibrilles) ou deux dimensions (agrégation planaire). Les modèles à
deux dimensions décrivant soit les agrégation des plaques, soit les surfaces cellulaires ont été
étudiées par Kulkarni et al. [128], Mobley et al. [165] ou encore Slepoy et al. [220]. Mais,
trop compliqués à nos yeux pour l’angle d’étude que nous avions en tête, nous avons préféré
nous focaliser sur les modèles plus simples à une dimension qui représentent déjà très bien
l’idée d’élongation des structures fibrillaires, linéairement dans chacune des directions. Les mo-
dèles déjà existants dont nous nous sommes inspirés ont été ceux de Masel [159], Nowak [171],
Pöschel [186]. Mais c’est quand même celui de Masel [159] qui intègre à nos yeux le mieux
l’hypothèse de polymérisation nucléée dans un modèle déterministe. Il est à la base de notre tout
premier modèle continu structuré en taille dont l’approche nous semble plus accessible d’un
point de vue conceptuel, et plus aisé à analyser d’un point de vue mathématique.
3.1.2 Equations du modèle microscopique
Notre premier modèle décrit un processus de polymérisation nucléé, au travers duquel il est
possible de décrire la réplication des prions infectieux. Il ne propose pas le processus sporadique
(spontanée) plutôt stochastique d’apparition du premier noyau à partir d’une population com-
posée uniquement de prion PrPC, mais suppose que les premières infections ont déjà eu lieu, et
qu’une population de polymères est déjà initialement installée dans l’organisme depuis quelques
temps. L’objectif est ici en effet d’étudier un modèle seulement déterministe dans une première
approche. Il est appelé microscopique parce qu’il décrit les populations polymères de toutes les
tailles x, par “opposition” au modèle macroscopique qui décrit les dynamiques de tous les poly-
mères et de leur masse sans distinction de taille. Je reviendrai au modèle macroscopique dans la
section suivante.
Ce modèle microscopique composé de 6 paramètres se compose de deux équations cou-
plées : une équation différentielle décrivant la dynamique des monomères PrPC (non structurés
en taille) et une équation aux dérivées partielles structurée en taille décrivant la dynamique des
polymères PrPSc de toutes les tailles.
Nos hypothèses biologiques sont les suivantes (voir également la figure 3.1 pour une illus-
tration de ces hypothèses) :
1. un polymère infectieux PrPSc possède plusieurs destins différents : il peut
- soit voir sa taille augmenter par l’attachement de monomères PrPC, ce dernier se trans-
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formant immédiatement en PrPSc au contact de la fibrille auquel il s’accroche,
-soit se couper en deux parties inégales, on dit qu’il se fragmente.
2. il existe une taille critique x0, que l’on appelle la taille du noyau, en dessous de laquelle, le
polymère est instable et se fragmente entièrement en monomères qui rejoignent la popu-
lation des PrPC. Au dessus-de la taille critique x0 le polymère est stable et peut s’allonger.
En conséquence, si la fibrille se casse en deux, et si l’un des deux morceaux est plus petit
que x0, ce dernier se décompose en monomères PrPC. Si par contre les deux morceaux
issus de la fragmentation sont tous les deux de taille supérieure à x0, les deux morceaux
constituent deux nouvelles fibres “filles” de tailles inférieures à la fibre “mère”.
3. Notre modèle étant basé sur des hypothèses in vivo, nous avons un terme de source pour
les monomères (protéines produites dans les cellules environnantes, et notamment les neu-
rones ici) et des termes de dégradation pour les monomères comme pour les polymères.
FIGURE 3.1 – Description des mécanismes de polymérisation et fragmentation des monomères PrPC et
des polymères PrPSc.
Les deux équations du modèle sont alors formulées de la façon suivante.
Population de monomères
Notons V (t) la population de monomères PrPC au temps t > 0 et
U(t) =
Z 1
x0
u(x, t)dx,
la population totale de polymères de taille x plus grandes que la taille minimale de stabilité (for-
mant le noyau) x0, avec u(x, t) la densité de polymères au temps t > 0 de taille x 2 (x0,+1).
Précisons que la taille de polymères peut être extrêmement importante, de l’ordre de plu-
sieurs milliers de monomères comme le souligne Masel dans [159] ou Prusiner [192]. Nous
pouvons également remarquer que dans le modèle de Masel [159], la taille x des polymères
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est une variable discrète que nous supposons continue ici vue la grande taille des polymères.
Ainsi, plutôt que manipuler une infinité d’équations différentielles correspondant aux tailles des
polymères pouvant être aussi grande que l’on souhaite dans le modèle de Masel, nous préfé-
rons n’utiliser qu’une seule équation, aux dérivées partielles structurée en taille. L’équation des
monomères peut alors s’écrire
d
dt
V (t) =     V (t)  ⌧V (t)U(t) + 2
Z x0
0
x
Z 1
x0
 (y)(x, y)u(y, t)dydx. (3.1)
Regardons d’un peu plus près cette équation :
- le premier terme   du second membre correspond au terme de source, qui biologiquement est
considérée comme une production constante et indépendante de PrPC,
- le second terme  V (t) représente la dégradation naturelle métabolique des monomères dans
leur milieu,
- le troisième terme ⌧V (t)U(t) décrit la polymérisation des PrPSc. Ce sont les PrPC qui partent
de la population de monomère pour aller s’attacher et donc allonger les polymères PrPSc à un
taux ⌧ ,
- le dernier terme est un peu plus compliqué : il correspond au nombre de monomères provenant
de la fragmentation de polymères PrPSc, et plus particulièrement des morceaux instables plus
petits de taille inférieure à x0, qui se fragmentent complètement en monomères et qui rejoignent
ainsi la population de PrPC. La fonction   décrit le taux de séparation des polymères et le noyau
 représente la probabilité qu’un polymère de taille y > x0 se casse en deux polymères de taille
x et y   x tous les deux inférieurs à y. Il est possible de donner la forme du noyau que l’on
veut dans notre modèle. Autrement dit, nous pouvons privilégier une façon de se fragmenter
en deux comme nous le souhaitons : biologiquement, un polymère peut se fragmenter plutôt
en son milieu et donc nous pouvons favoriser la cassure en y/2, ou bien déterminer des sites
possibles de cassures plus favorables sur une fibrille suivant les conditions d’expérimentation.
Nous choisissons ici, par pure simplification technique, une façon uniforme de se fragmenter.
C’est à dire qu’une fibrille peut se casser avec la même probabilité n’importe où sur sa longueur.
Mathématiquement cela revient à exprimer notre noyau  de la façon suivante,
(x, y) =
8
<
:
0, si y  x0, ou y  x,
1/y, si y > x0, et 0 < x < y.
(3.2)
Nous obtenons bien une probabilité dans le sens où, pour une valeur y fixée nous avons,
Z +1
0
(x, y)dx =
8
<
:
0, si y  x0,
1, si y > x0.
(3.3)
Le facteur 2 dans le dernier terme du second membre de l’équation différentielle (3.1), corres-
pond au fait qu’une fibrille peut se couper en un petit morceau et un grand morceau de la même
manière si l’on regarde à partir d’une extrémité ou l’autre et nous comptons donc les deux pos-
sibilités de se couper de façon identique.
Nous proposons également une condition initiale V (0) = V0, où V0 est un réel positif.
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Population de polymères
Suivant les hypothèses biologiques décrites au début de cette section, nous pouvons décrire
l’évolution de la population de polymères par l’équation de transport suivante,
@
@t
u(x, t)+⌧V (t)
@
@x
u(x, t) =  µ(x)u(x, t)  (x)u(x, t)+2
Z 1
x
 (y)(x, y)u(y, t)dy. (3.4)
Faisons quelques remarques sur cette équation :
- le deuxième terme du premier membre correspond à l’élongation par polymérisation des fi-
brilles avec attachement des monomères. Il n’y a pas de dépolymérisation ici, et nous supposons
⌧ constante, de telle sorte que la vitesse d’élongation n’est pas incluse dans la dérivée partielle
par rapport à x,
- le premier terme du second membre représente la perte de monomère par dégradation naturelle
métabolique,
- le second terme décrit la perte d’un polymère de taille x qui se fragmente en deux morceaux
de tailles inférieures,
- le dernier terme provient de la séparation d’un polymère de taille y en un polymère de taille
x qui vient rejoindre la population de polymères de cette même taille, et un polymère de taille
y   x.
Nous proposons également une condition initiale
u(x, 0) = '(x), pour x0 < x < 1, (3.5)
et une condition au bord
u(x0, t) = 0 pour t   0. (3.6)
Hypothèses simplificatrices
L’idée étant de faire une première analyse mathématique de ce modèle, nous décidons d’ap-
porter quelques hypothèses supplémentaires qui nous permettent de simplifier grandement l’étude.
1. Nous supposons d’abord que les polymères peuvent se fragmenter à un taux proportionnel
à la taille de ces derniers, autrement dit,  (x) =  x où   est un réel strictement positif.
2. Les taux de dégradation   et µ, sont choisis constants et positifs.
3. Le taux ⌧ de polymérisation est également choisi constant positif.
Grâce à ces hypothèses, le système des deux équations (3.1)-(3.4) précédentes se simplifie gran-
dement. Le terme  (y)(x, y) par exemple devient  y
1
y
=  .
3.1.3 Du système microscopique au système macroscopique
L’étude analytique de la dynamique des solutions du système microscopique étant assez
compliquée, nous souhaitons au début passer à un modèle macroscopique plus rapide à analyser,
et surtout, permettre de fournir des informations déjà très utiles pour les biologistes, à savoir :
l’évolution du nombre de polymères, de leur masse et donc de leur taille. Nous reviendrons un
peu plus loin dans l’interprétation biologique des résultats.
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Afin de réduire le modèle microscopique en modèle macroscopique comprenant trois équa-
tions différentielles, nous introduisons
P (t) =
Z 1
x0
xu(x, t)dx, (3.7)
qui représente le nombre total de monomères contenus dans tous les polymères de toutes les
tailles supérieures à la taille limite x0 au temps t.
Et donc, en intégrant l’équation (3.4) pour les u(x, t) par rapport à l’âge, et en supposant
que u(x0, t) = 0 et lim
x!1
u(x, t) = 0, nous obtenons l’équation différentielle du nombre totale
de polymères de toutes tailles supérieures à x0 :
d
dt
U(t) =  P (t)  µU(t)  2 x0U(t), (3.8)
pour tout t > 0.
D’autre part, en multipliant l’équation (3.4) par x, en supposant que lim
x!1
xu(x, t) = 0, puis
en intégrant par rapport à la taille x, nous obtenons l’équation différentielle relative à la masse
totale (nombre de monomères dans tous les polymères de toutes les tailles) :
d
dt
P (t) = ⌧V (t)U(t)  µP (t)   x20U(t), (3.9)
pour tout t > 0.
Nous supposons également les conditions initiales biologiquement raisonnables
U(0) = U0   0, V (0) = V0   0 et P (0) = P0   x0U0. (3.10)
Il est alors possible d’étudier le système de trois équations différentielles non linéaires assez
simple pour tout t > 0, 8
<
:
U 0 =  P   µU   2 x0U,
V 0 =     V   ⌧V U +  x20U,
P 0 = ⌧V U   µP    x20U.
(3.11)
3.1.4 Étude du système macroscopique
Equilibres
Les résultats à la fois sur le système microscopique et sur le système macroscopique ont été
très nombreux. Penchons nous seulement sur les principaux.
Les deux états d’équilibres du système sont respectivement
U = 0, V =  /  et P = 0, (3.12)
pour l’équilibre sain, et
U =
  ⌧    (x0  + µ)2
µ⌧(2x0  + µ)
, V =
(x0  + µ)2
 ⌧
et P =
  ⌧    (x0  + µ)2
 µ⌧
, (3.13)
pour l’équilibre pathologique.
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Afin que l’équilibre pathologique puisse exister, notons que la condition suivante est néces-
saire :
(  ⌧/ )1/2 > x0  + µ. (3.14)
Le second membre de cette inégalité correspond à la perte totale de polymères PrPSc due à leur
dégradation et leur fragmentation en taille inférieure à x0. Le premier membre quant à lui décrit
la production de polymères due à leur polymérisation et leur fragmentation en parties stables
permettant de s’allonger et consommer les monomères PrPC libres.
Existence, unicité et positivité
Le premier résultat assez simple a été le suivant
Proposition 3.1
Soient  ,  , ⌧ ,  , µ, x0 > 0. Soit X = {(U, V, P ) 2 R+ : U   0, V   0 et P   x0U}, alors
1. pour chaque (U(0), V (0), P (0)) 2 X , il existe une unique solution (U(t), V (t), P (t)) le
système (3.11) pour tout t   0.
D’autre part, (U(t), V (t), P (t)) 2 X pour tout t   0.
2. L’équilibre sain donné par (U, V , P ) = (0, / , 0) est globalement asymptotiquement
stable dans X pour le système (3.11) si et seulement si (  ⌧/ )1/2 > x0 +µ. Autrement
dit,
lim
t!1
(U(t), V (t), P (t)) = (U, V , P ), (3.15)
pour tout (U(0), V (0), P (0)) 2 X , si et seulement si (  ⌧/ )1/2 > x0  + µ.
3. L’équilibre pathologique donné par
U =
  ⌧    (x0  + µ)2
µ⌧(2x0  + µ)
, V =
(x0  + µ)2
 ⌧
et P =
  ⌧    (x0  + µ)2
 µ⌧
est globalement asymptotiquement stable en X \ [{0}⇥R+ ⇥ {0}] pour le système (3.11)
si la condition (  ⌧/ )1/2 < x0  + µ est vérifiée.
Preuve :
La preuve, assez rapide est donnée dans [104] pour les points (1) et (2) et [196] pour le point
(3).
Évolution de la taille moyenne des polymères
En utilisant les données expérimentales disponibles à notre connaissance (à ce moment là),
nous pouvons estimer l’évolution de la taille moyenne des polymères au cours du temps. Les 6
paramètres x0,  ,  , µ,   et ⌧ de notre modèle peuvent soit être donnés par la littérature, soit
estimés. C’est ainsi que la taille minimale x0 d’un noyau stable de polymère est estimée entre 6
et 30 par Masel et al. dans [159]. La demi-vie des monomères PrPC est estimée entre 3h et 6h
sur les souris par Borchelt et al. [34] et Caughey et al. [43] ce qui nous permet d’évaluer   entre
3 et 5 jour 1. Nous estimons la source   à peu près entre 103 et 104 ce qui nous semble être en
adéquation avec les résultats de Masel dans [159]. Ces trois paramètres x0,   et   sont évalués
indépendamment de l’évolution de la maladie. Les trois autres paramètres µ,   et ⌧ sont obtenus
à partir de données expérimentales observées à l’équilibre. Autrement dit, à partir de l’équilibre
pathologique (3.13), nous pouvons en sortir
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⌧ =  (P   Ux0)
2
(V      )
PUV (P   2Ux0)
, µ =
 V   +  
P
,   =
U( V   +  )
P (P   2Ux0)
.
Nous utilisons les données expérimentales de Rubenstein et al. [211] disponibles (au moment de
la rédaction de notre article). Notons que dans [211] les auteurs utilisent la SAF/sq c’est à dire
la “Scrapie Associated Fibrils par unité de mesure au carré” comme un indicateur d’infectivité.
Dans leurs expériences, ils ont inoculé le PrPSc par injection intracérébrale ou intrapéritonéale
et mesuré le niveau de SAF dans le cerveau et la rate à différents moments après l’inoculation.
D’un point de vue qualitatif et quantitatif, il est donc possible de montrer l’évolution de la
population de polymères en temps long et voir vers quel profil la solution tend asymptotiquement
en fonction de la taille x (voir figure 3.2). Dans la figure 3.2 nous voyons clairement à gauche que
la longueur moyenne croît très vite, très tôt dans les tous premiers jours, puis se met à décroître
rapidement pour s’équilibrer en temps long. L’explication de ce phénomène est assez clair : dans
un premier temps, le nombre de monomères disponibles est très élevé, les polymères s’allongent
fortement en se fragmentant avec un taux constant. Leur taille moyenne croît rapidement jusqu’à
un épuisement du stock de monomères, qui se raréfie malgré un apport constant. Il devient alors
plus difficile pour les polymères de s’allonger plus, et donc c’est la fragmentation qui prend
le dessus. Les polymères se cassent, plus qu’ils ne s’allongent, et donc leur longueur moyenne
décroît rapidement jusqu’à obtenir un équilibre entre la source constante de polymères et le taux
constant de fragmentation. L’évolution de la longueur moyenne est donnée dans la figure 3.3.
FIGURE 3.2 – Évolution de la densité de distribution des polymères u(x, t). Le graphe à gauche repré-
sente les premiers instants de la prolifération (jusqu’au jour 20), où l’on peut voir clairement la longueur
moyenne des polymères augmenter, puis décroître assez rapidement. Le graphe à droite montre la stabi-
lisation de la population de polymère quand u(x, t) converge vers l’état d’équilibre. Les paramètres de la
simulation proviennent de [159] et de [211] :   = 4400 jour 1, ⌧ = 0.3 SAF/sq 1 jour 1,   = 0.0001
SAF/sq 1 jour 1, µ = 0.04 jour 1,   = 5.0 jour 1, x0 = 6, où SAF/sq correspond à “Scrapie Associated
Fibrils par unité de mesure au carré”. Nous avons pris une population initiale V0 = 880 en concentration
de monomères et de pour les polymères, notre condition initiale u(x, 0) était donnée de façon arbitraire
égale 0.000002 fois la distribution gaussienne de moyenne 0.15 et de déviation standard 0.03.
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FIGURE 3.3 – Évolution de la longueur moyenne P (t)/U(t) des polymères en fonction du nombre de
jours après l’inoculation de polymères PrPSc. Cette longueur croît rapidement dans les premiers jours
puis décroît lentement pour se stabiliser par la suite, dû à une raréfaction de monomères PrPC disponibles
(voir texte pour des explications plus substantielles). Les paramètres de la simulation sont les mêmes que
pour la figure 3.2.
Temps d’incubation en fonction des doses d’inoculum
Notre modèle permet également de prédire l’évolution des temps d’incubation (entre l’ino-
culation et l’apparition des symptômes) en fonction de différentes doses d’inoculum injectées
chez un individu. Nous avons simulé 9 doses à des concentrations croissantes et mesuré la ré-
ponse de l’organisme jusqu’à l’apparition des premiers symptômes (soit selon Rubenstein et al.
[211], environ 130 SAF/sq mesuré dans la rate de souris auxquelles on a préalablement injecté
intracérébralement la souche “Scrapie 139A”). Il est clair pour nous que sur une échelle loga-
rithmique, les points sont parfaitement alignés. Ce qui laisse à penser que plus on augmente la
dose, plus le temps d’incubation est court, jusqu’à obtenir un temps extrêmement faible pour
des doses d’inoculum très importantes (voir figure 3.4).
3.1.5 Analogie avec les modèles d’épidémiologie SEIS
Très vite, nous nous rendons compte que ce système (3.11) présente des analogies forte avec
un modèle d’épidémiologie que nous allons décrire ici. Mais auparavant, en posant
R0 =
  ⌧
 (µ+  x0)2
, (3.16)
qui correspond au nombre d’infections secondaires produites en moyenne par une seule infection
de prion. Et donc, si R0  1, alors l’infection ne prend pas et l’équilibre sain est globalement
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FIGURE 3.4 – Haut : temps d’incubation en jours pour des doses U(0) diluées jusqu’à 9 fois. Tous les
points sont alignés sur une échelle log. Bas : simulations du nombre total de fibrilles U(t) en SAF / sq
pour les 9 doses d’inoculum. La ligne horizontal correspond à l’apparition des premiers symptômes. Les
paramètres de la simulation sont les mêmes que pour la figure 3.2.
asymptotiquement stable. Si par contre R0 > 1, l’infection persiste et l’équilibre pathologique
devient globalement asymptotiquement stable. En changeant les variables de la façon suivante :
1. tout d’abord pour travailler dans le cône positif R3, nous remplaçons la variable P par
W = P   x0U . Ceci permet de changer le système (3.11) en
8
>><
>>:
x0U 0 =  x0W   (µ+  x0)x0U,
V 0 =     V   ⌧
x0
x0V U +  x20U,
W 0 =
⌧
x0
x0V U   (µ+  x0)W,
(3.17)
avec les conditions initiales U(0) = U0   0, V (0) = V0   0 et W (0) = W0 = P0  
x0U0   0.
2. Puis en adimensionnant par le changement de variable suivant
x0U(t) = ax(↵t), V (t) = by(↵t) et W (t) = cz(↵t),
avec
↵ = µ+  x0, a = (µ+  x0)x0/⌧ , b = c = (µ+  x0)2/ ⌧ ,
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FIGURE 3.5 – Exemple de cas de stabilité asymptotique globale vers l’équilibre pathologiques donné
dans [196]. Les paramètres de la simulation proviennent de [159] et de [211] :   = 4400 jour 1, ⌧ = 0.3
SAF/sq 1 jour 1,   = 0.0001 SAF/sq 1 jour 1, µ = 0.04 jour 1,   = 5.0 jour 1, x0 = 6, où SAF/sq
correspond à “Scrapie Associatied Fibrils par unité de mesure au carré”.
et,
⇠ = 1,   =   ⌧/(µ+  x0)3 > 0, ⇢ =  /(µ+  x0) > 0,   = ( x0/(µ+  x0))2 2 (0, 1)
nous obtenons le système
8
<
:
x0 = z   ⇠x,
y0 =     ⇢y   xy +  x,
z0 = xy   z,
(3.18)
avec les conditions initiales x(0) = x0   0, y(0) = y0   0, z(0) = z0   0. (noter au
passage que la fonction x ici n’a pas de rapport avec la variable x représentant la taille dans
l’équation de transport (3.4), nous essayons de garder autant que possible les notations des
articles publiés).
Ce système (3.18) peut s’interpréter comme un modèle d’épidémiologie SEIS : nous considé-
rons en effet
- les populations S(t) de susceptibles, c’est à dire les individus potentiellement enclin à être
infectés,
- les populations E(t) d’exposés, c’est à dire les individus exposés à la maladie et déjà infectés,
mais pas encore contagieux,
- les populations I(t) d’infectés qui sont également contagieux et donc potentiellement en me-
sure de transmettre la maladie aux susceptibles.
En posant
x(t) =
⌧
↵ + µ
I(t/(↵ + µ)), y(t) =
↵⌧
(↵ + µ)2
S(t/(↵ + µ)), et z(t) =
↵⌧
(↵ + µ)2
E(t/(↵ + µ)),
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mais aussi,
⇠ =
  + ⌫
↵ + µ
,   =
↵⌧ 
(↵ + µ)3
, ⇢ =
 
↵ + µ
,   =
↵ 
(↵ + µ)2
.
le système (3.18) se transforme en système SEIS suivant
8
<
:
S 0 =     S   ⌧IS +  I,
E 0 = ⌧IS   (↵ + µ)E,
I 0 = ↵E   (  + ⌫)I.
(3.19)
Nous obtenons alors les deux résultats suivants
Proposition 3.2 Si l’on suppose que ⇠ > 0,   > 0, ⇢ > 0 et   2 [0, ⇠), le système (3.18) induit
un semi-flot global sur l’ensemble R3+. De plus possède un équilibre sain (0,  /⇢, 0) qui est glo-
balement asymptotiquement stable si et seulement si    ⇠⇢.
D’autre part, si   > ⇠⇢, il existe un autre équilibre, l’équilibre pathologique (
    ⇠⇢
⇠     , ⇠, ⇠
    ⇠⇢
⇠     )
qui est globalement asymptotiquement stable dans R3 \ [{0}⇥ R+ ⇥ {0}].
Preuve :
La preuve se trouve dans l’article [196]. Notons d’ailleurs que c’est la preuve de cette proposi-
tion qui a servi à montrer le point (3) de la proposition 3.1.
Le second résultat découlant de ces changements de variables, concerne le modèle SEIS
(3.19) :
Proposition 3.3 Si l’on suppose  ,  , ⌧,  ,↵, µ, ⌫ > 0 le système (3.19) induit un semi-flot glo-
bal sur l’ensemble R3+.De plus, si l’on note R0 =
↵ ⌧
 (↵ + µ)(  + ⌫)
, alors il existe un équilibre
sain défini par
S =  / , E = 0, I = 0
qui est globalement asymptotiquement stable si et seulement R0  1.
D’autre part, si R0 > 1, alors il existe un unique équilibre pathologique défini par
S =
  ⌧    (µ+  x0)2
µ⌧(µ+ 2 x0)
, E =
(µ+  x0)2
 ⌧
, I =
  ⌧    (µ+  x0)2
 µ⌧
qui est globalement asymptotiquement stable dans R3+ \ [R+ ⇥ {0}⇥ {0}].
Preuve :
La preuve se trouve dans l’article [196].
Notons que dans le domaine des modèles SEIS, de nombreux modèles ont été étudiés (voir
[196]) pour quelques références. Plus particulièrement Li et al. dans [143] ont établi un résultat
de stabilité globale asymptotique de l’équilibre pathologique pour un modèle SEIRS avec une
population qui reste constant. Ce modèle peut alors se réduire en un modèle SEIS similaire au
nôtre (3.19) quand il n’y a pas de transition entre les infectés et les remis R(t) qui possèdent une
immunité temporaire. Autrement dit, nous considérons ici un modèle d’infection où dès que l’on
est rétabli de la maladie on est susceptible de l’attraper de nouveau, immédiatement sans phase
d’immunité temporaire. Un résultat de stabilité asymptotique globale de l’équilibre pathologique
a également été montré par Fan et al. dans [83] mais avec des conditions sur les paramètres de
pertes plus restrictives. Notre résultat inédit est donc plus général et englobe beaucoup de cas
étudiés jusqu’alors.
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3.1.6 Analogie avec un modèle cellulaire infecté par un virus
Notre système (3.19) peut également s’interpréter comme un modèle d’interactions entre les
cellules hôtes et les virus qui s’y répliquent à l’intérieur (voir par exemple [33], [161]). Considé-
rons en effet une population de virus V (t), des cellules hôtes non infectées T (t) et des cellules
hôtes infectées Ti(t) au temps t. Le virus est produit à un taux proportionnel à la population
de cellules infectées avec un taux constant ↵ et il est détruit à un taux constant ⌫. Il existe une
source et une perte constante de cellules non infectées à un taux normal respectivement de   et
 . Une perte additionnelle due au passage des cellules non infectées aux cellules infectées est
proportionnelle au produit des cellules infectées avec le virus à un taux constant ⌧ . Une pro-
duction de cellules non infectées stimulée par le virus est donnée par un taux  . Les cellules
infectées quant à elle on un taux de perte constant µ.
Si l’on fait le changement suivant à partir du système (3.18)
x(t) =
⌧
µ
V (t/µ), y(y) =
↵⌧
µ2
T (t/µ), z(t) =
↵t
µ2
Ti(t/µ),
ainsi que le changement de variables
⇠ =
⌫
µ
,   =
↵⌧ 
µ3
, ⇢ =
 
µ
et   =
↵ 
µ2
.
nous obtenons le nouveau système
8
<
:
V 0 = ↵Ti   ⌫V,
T 0 =     T   ⌧V T +  V,
T 0i = ⌧V T   µTi.
(3.20)
Et nous pouvons là encore donner un résultat de stabilité globale.
Proposition 3.4 Supposons que ↵, ⌫,  ,  , ⌧ et µ > 0. Supposons également que ↵  < µ⌫. Le
système (3.20) induit alors un semi-flot global sur R3+. Soit R0 =
↵ ⌧
 µ⌫
, il existe un équilibre
sain, donné par
V = 0, T =  /  et Ti = 0,
qui est globalement asymptotiquement stable si et seulement si R0  1.
D’un autre côté, si R0 > 1, il existe un unique équilibre pathologique, donné par
V =
↵ ⌧    µ⌫
⌧(µ⌫   ↵ ) , T =
µ⌫
↵⌧
et Ti =
⌫(↵ ⌧    µ⌫)
⌧↵(µ⌫   ↵ )
qui est globalement asymptotiquement stable dans R3 \ [{0}⇥ R+ ⇥ {0}]
Preuve :
La preuve est donnée dans [196].
Notons que le cas où   = 0 avait déjà été établi par Korobeinikov [126], [125] en trans-
formant le système (3.20) en un système SEIR équivalent mais gardant une population de taille
constante. Ce système (3.20) a d’ailleurs été utilisé pour modéliser la dynamique de cellules
infectées par le VIH [99], [182], [181].
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3.1.7 Impact du modèle
Ce modèle macroscopique à peine étudié, de nombreux auteurs dans le monde se sont pen-
chés à la fois sur une généralisation de ces résultats et une étude du modèle microscopique.
L’impact de notre travail a obtenu à nos yeux un excellent échos dans la communauté scien-
tifique. A commencer par la communauté mathématique.
Impact du modèle microscopique
Le premier résultat découlant de ce modèle a été publié en même temps dans [104] et [81].
Il s’agit de trouver le profil asymptotique des polymères en fonction de la taille. Nous montrons
qu’il est globalement asymptotiquement stable et donnons même sa valeur. C’est ce qui est établi
dans la proposition suivante.
Proposition 3.5 Soient  ,  , ⌧,  , µ, x0 > 0. Soit X+ = R+ ⇥ L1 ((x0,1); xdx). Alors, le
système (3.1-3.4) induit alors un semi-flot global sur X+. De plus
1. Si x0  + µ   (  ⌧/ )1/2 l’état d’équilibre sain ( / , 0) est globalement asymptotique-
ment stable dans X+ et même exponentiellement dans certains cas d’inégalité stricte.
2. Si x0  + µ < (  ⌧/ )1/2, alors il existe un équilibre pathologique donné par
V =
(x0  + µ)2
 ⌧
et u(x) =
2 (  ⌧    (µ+  x0)2)
µ⌧(µ+  x0)(µ+ 2 x0)
 
 (x  x0)
µ+  x0
,
où  (r) = (r + r2/2) exp( (r + r2/2)), est globalement asymptotiquement stable sur
Z+ \ [R+ ⇥ {0}].
Dans un même temps, notre travail a suscité l’intérêt de plusieurs autres équipes avec des
résultats des variations sur notre modèle à prion.
1. Webb et Greer ont collaboré avec Van den Driessche et Wang [103] pour rajouter de la
coagulation. Les polymères étaient alors capables de s’attacher par leur extrémités donner
naissance aux plaques. D’autres travaux ont été publiés sur les modèles avec de l’agréga-
tion ajoutée à la fragmentation [71], [227], [188],
2. Simonett et Walker [218] ont étudié le modèle de polymérisation-fragmentation de façon
générale. Ils ont donné des résultats d’existence et unicité globale pour les solutions clas-
siques de notre modèle, ainsi que des conditions d’existences globales de solutions faibles
dans le cas où le taux de fragmentation n’est pas borné. L’unicité a été prouvé ensuite
par Laurençot et Walker [134]. Un résultat d’existence globale pour des solutions faibles
dans le cas où les taux de polymérisation et dégradations ne sont pas bornés et un résul-
tat d’existence de solutions classiques dans le cas où le taux de dégradation était borné a
ensuite été montré par Walker [228].
3. La preuve rigoureuse du passage du modèle discret de Masel et al. [159] au modèle
continu de Greer et al. [104] a été montré par Doumic et al.[72],
4. Plusieurs études des modèles de Greer et de Masel ont découlé par la suite, en tenant
compte d’un taux d’élongation ⌧ non constant ayant pour conséquence une distribution
bimodale [41] conséquence de la méthode dite de PMCA (Protein Misfolding Cyclic Am-
plification, ou, en français, Amplification Cyclique engendrant une Mauvaise conforma-
tion des Protéines). Développée par Saborio et al. en 2001 [212], nous ne connaissions
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pas cette technique au moment où nous avons commencé à travailler sur les prions. Elle
consiste, comme son nom l’indique à amplifier le nombre de polymères PrPSc en les for-
çant à se fragmenter artificiellement et de manière plus ou moins contrôlée. L’augmenta-
tion de la fragmentation accroît ainsi le nombres de nouveaux fibrilles qui se polymérisent
rapidement, puis se cassent et donc se multiplient très rapidement. L’objectif est d’obtenir
en un temps très court, une grande quantité de polymères PrPSc de taille assez faible. Une
des raisons à cela est la volonté de détecter la présence de prion dans le sang au lieu de
tuer l’animal en effectuant une biopsie de son cerveau. La présence très faible de prion
PrPSc dans le sang peut être ainsi amplifiée par ce procédé et permettre de sauver une
grande partie du bétail qui sans cela finit abattu et brûlé par l’application de décisions
anti-prophylactiques. Des études ont été faites sur le taux de polymérisation et son in-
fluence [87], le taux de fragmentation [91], la fragmentation via des protéines chaperones
[67], [66].
5. L’étude des problèmes inverses a été également effectuée pour notre modèle [74], ainsi
qu’une calibration du modèle à partir de données expérimentales [73], [36]
6. Des travaux numériques et statistiques ont permis de comparer les travaux avec des don-
nées expérimentales [75], [16], [76], [189], [17],
7. Et d’autres études de comportement asymptotiques [70], avec un taux de fragmentation
borné [26], [89],[12], d’optimisation dans le processus d’assemblage [48], des résultats de
stabilité globale [90], de contrôle [47], [55], des phénomènes de souche [40].
8. Finalement, à ma connaissance 5 thèses se sont inspirées au-moins pour une partie de nos
modèles, [112],[236], [141], [140], [88].
Cette liste n’est pas du tout exhaustive mais donne une idée de la richesse des résultats que l’on
peut obtenir à partir d’un modèle de prion assez simple au départ. Des collaborations fructueuses
avec des biologistes ont suivi et sont également en cours. Nous ne nous sommes pas arrêtés là
non plus, et avons continué à étudier ce modèle sous des formes plus générales, ou répondant à
des problèmes plus spécifiques. C’est ce que nous exposons dans ce qui suit.
3.2 Un modèle avec diffusion
Notre premier modèle semble assez bien décrire les principaux mécanismes de prolifération
du prion in vivo, même si nous verrons dans la section 3.3 que certains points majeurs ont dû
être éclaircis par la suite.
Nous avons cependant rapidement réalisé que la grande majorité des données expérimentales
étaient in vitro et que les solutions contenant les fibrilles étaient constamment agitées, ce qui
causait artificiellement (volontairement ou non) des cassures non maîtrisées. Il existait d’autre
méthodes pour casser volontairement, et de façon assez maîtrisée les polymères : la technique
de la PMCA comme nous l’avons vu dans la section précédente. Mais pas vraiment de modèle
prenant en compte cette agitation qui induisaient quand même l’accélération des phénomènes
de polymérisation et fragmentation. Nous devions tenir compte de chacun des éléments : les
monomères PrPC, les polymères PrPSc, mais également leurs interactions dans le fluide dans
lequel ils baignent.
Nous sommes partis du modèle de Fokker-Planck-Smoluchowsky introduit dans la section
2.2.3. Nous avons fait le choix de considérer les polymères comme des tiges-rigides qui ne
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pouvait pas être extensibles. Ce choix est biologiquement raisonnable par les observations expé-
rimentales biologiques. Mais contrairement au modèle de Fokker-Planck-Smoluchowsky de la
section 2.2.3, nous supposons que nous avons de la polymérisation ainsi que la fragmentation. Il
convient donc d’ajouter la taille comme variable de structure à notre modèle. Il existait déjà des
modèles de polymérisation-fragmentation ou coagulation-fragmentation avec un dépendance en
espace. Mais seule la diffusion est prise en compte, il n’y a pas d’interaction avec le fluide
environnant [53], [222].
Notre objectif est double ici :
-généraliser le modèle de Greer [104] en tenant compte de tout ces nouveaux éléments. Plus
compliqué, il offre un défi mathématique intéressant pour son analyse. Nous l’avons publié en
2012 [51],
-à plus long terme, nous avons en tête de confronter ce modèle avec des données expérimentales
produites in vitro dont les conditions d’agitations étaient extrêmement précises. Nous n’avons
pas encore eu accès à ce type de données, mais dès que nous les aurons nous reprendrons la
main de cette étude en étroite collaboration avec nos collègues biologistes. Cela nous permettra
de tester la rigidité de nos polymères qui pourraient se fragmenter ainsi l’influence de l’agitation
sur la polymérisation.
Notre analyse mathématique s’est inspirée des travaux sur les modèles de Fokker-Planck-
Smoluchowsky, où en règle général, une solution de l’équation (2.7) satisfait pour tout T > 0,
f 2 L1(0, T ;L2(⌦⇥ S2)).
Mais notre modèle, qui tient compte de la taille est un peu plus compliqué, et nous effectuons
l’analyse en utilisant une formulation variationnelle du problème, comme ce qui a été fait par
Barrett et al. [19], [20] ou encore Otto et al. [176]. Par contre, nous devons l’adapter à l’étude
classique des modèles de polymérisation-fragmentation où l’espace naturellement associé est
en général L1(R+, (1 + r)dr) pour une taille r. Ceci permet en effet d’obtenir des solutions
régulières et par des principes de compacité faible d’obtenir des solutions L1 pour des coeffi-
cients et des conditions initiales moins régulières. Ici, comme nous allons le voir ci-dessous,
nous choisissons de chercher les solutions dans l’espace
f 2 L1(0, T ;L2(⌦⇥ S2 ⇥ R+, e↵rdrd⌘dx),
afin de pouvoir écrire la formulation variationnelle du problème. Comme rappelé ci-dessous, ça
n’est pas incohérent avec la technique dans l’espace L1 mentionnée ci-dessus, car l’espace à L2
à poids que que nous venons d’introduire (pour la mesure e↵r)dr, où ↵ > 0 s’injecte dans L1.
Mais notre problème nécessite un contrôle de la population initiale, autrement dit, un contrôle de
la décroissance à l’infini de la queue de la distribution en taille pour tous les moments initiaux.
Nous adaptons une technique de semi-discrétisation en temps pour prouver notre résultat
d’existence de solutions positives. La nouveauté de ce travail réside principalement dans le choix
ad hoc des espaces de fonctions et la modification des techniques existantes pour résoudre ce
type de problème. Nous présentons ainsi une méthode de résolutions alternative au problème
d’existence de solutions positives comme celles proposées par Engler et al. [81], Laurençot et
al. [134] et Simonett et al. [218].
3.2.1 Modèle structuré en espace
Étant donné que nous considérons seulement des expériences in vitro dans notre modèle,
nous n’avons ni terme de source ni terme de dégradation. Nous avons donc une conservation de
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la masse totale de monomères au cours du temps. Penchons nous un peu plus en détail sur la
construction du modèle qui contient les deux populations : les polymères PrPSc et les monomères
PrPC.
Commençons par les polymères.
Polymères
Comme dans notre modèle précédent, nous considérons les polymères PrPSc comme étant
de la forme de tiges qui ne se déforment pas. Elles sont représentées dans l’espace et donc, elles
sous la forme de vecteurs de R3. Afin que ce soit plus pratique, nous utilisons des symboles
séparés pour la longueur r 2 R+ = (0,+1) et pour l’angle du vecteur ⌘ 2 S2, où S2 est la
sphère unité de R3. Contrairement au modèle de Greer et al. [104] nous supposons par simpli-
fication que les polymères peuvent être aussi petits que l’on veut. Autrement dit, il n’y a pas de
nucléation et de seuil de taille en dessous de laquelle le noyau est stable.
Pour des raisons techniques et sans perte d’hypothèse réaliste, nous supposons que les fibres
sont contenues dans un ensemble bornée, suffisamment régulier ⌦ 2 R3 et que la position des
centre de masse de chacune des fibres est notée par le vecteur y.
Nous supposons que le champ de vitesse u : ⌦⇥ R+ ! R3 de telle sorte que
ry · u = 0, dans ⌦, et u · !n = 0 sur @⌦, (3.21)
avec  !n le vecteur normal à la surface du domaine ⌦. La fonction de distribution de probabilité
configurationnelle du vecteur  (r, ⌘, y, t) en tout instant t > 0 résout l’équation suivante
@
@t
 + u ·ry +
@
@r
(⌧( , u, r, ⌘) ) = B + F . (3.22)
avec (r, ⌘, y) 2 R+ ⇥ S2 ⇥ ⌦. Les fibres sont transportées par le champ de vecteur vitesse u et
leur élongation s’effectue à un taux ⌧   0 qui dépend de la densité des monomères libres  . En
régime “dilué”, l’hydrodynamique microscopique est représentée par le terme B comme dans
[176] et définie par
[B ](r, ⌘, y, t) = A(r) r⌘ ·
⇥
D1r⌘   P⌘? (ryu ⌘)  
⇤
, (3.23)
où r⌘ et (r⌘·) sont respectivement le gradient et la divergence sur S2, A   0 est une pondération
qui correspond à l’influence de l’accroissement de la longueur sur le mouvement et D1 > 0 est
le coefficient de diffusion sur la sphère. D’autre part, le transport sur la sphère dû au champ de
vecteur est donné par ⌘? (ryu ⌘), avec P⌘?z = z   (⌘ · z)⌘, pour tout z 2 R3, est la projection
du vecteur z dans l’espace tangent ⌘.
Le processus de fragmentation a lieu à un taux     0 et il est décrit par F (comme dans [104])
donné ci-dessous,
[F ](r, ⌘, y, t) =   (ryu, u, r, ⌘) + 2
Z 1
r
 (ryu, u, r0, ⌘)(r, r0) (r0, ⌘, y, t)dr0. (3.24)
Le noyau  de redistribution de taille après fragmentation est symétrique, puisqu’un polymère
de taille r0 peut se couper de la même façon en un morceau de taille r et un morceau de taille
r0   r en regardant d’un côté ou de l’autre.
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Nous supposons que la scission se fait de la manière suivante (pour simplifier grandement
nos calculs sans trop perdre en réalité biologique) :
- l’ensemble de deux fragments résiduels après scission forment un ensemble ayant le même
centre de masse que le polymère avant fragmentation dont ils sont originaires,
- il semble raisonnable de supposer aussi que l’orientation reste inchangée à l’instant immédiat
après la fragmentation. Par conséquent nous avons (r, r0)   0, (r, r0) = 0 if r > r0 (un
polymère de taille r0 ne peut se fragmenter en morceaux plus grands que r0), (r0   r, r0) =
(r, r0) (on ne peut distinguer un polymère de taille r0 qui se fragmente en taille r et r0   r d’un
polymère qui se fragmente en taille r0   r et r) et comme c’est un noyau de probabilité, nous
avons Z r0
0
(r, r0)dr = 1. (3.25)
La fonction configurationnelle de probabilité  doit satisfaire la condition aux bords
 (0, ⌘, y, t) = 0, (3.26)
et la condition initiale
 (r, ⌘, y, 0) =  0(r, ⌘, y), (3.27)
avec  0 une probabilité initiale connue.
Monomères
La concentration de monomères libres (c’est à dire non attachés à des polymères) est donnée
par la distribution  (y, t) au temps t > 0 pour tout y 2 ⌦. Elle satisfait,
@
@t
 + u ·ry  D2   =  
Z
S2⇥R+
⌧( , u, r, ⌘) (r, ⌘, y, t)drd⌘, (3.28)
où D2 > 0 est le coefficient de diffusion. Le terme intégral est dû à la polymérisation des
monomères, transconformés (c’est à dire mal replié) en fibres. De plus, la concentration de
monomères satisfait la condition au bord
ry  · ~n = 0 sur @⌦, (3.29)
avec ~n le vecteur normal à la surface du domaine @⌦, et muni de la condition initiale
 (y, 0) =  0(y), (3.30)
avec  0 une concentration initiale connue. Étant donné que le milieu est supposé fermé (in vitro),
nous ajoutons une équation de conservation de la masse totale de monomères contenue dans le
domaine ⌦ :
Z
⌦

 (y, t) +
Z
R+⇥S2
r (r, ⌘, y, t)d⌘dr
 
dy = ⇢, pour tout t   0 (3.31)
où ⇢ est une donnée expérimentale connue. Cette équation de conservation de la masse est for-
mellement satisfaite, comme conséquence des équations (3.22)–(3.28) et (3.21).
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FIGURE 3.6 – Schéma représentant un polymère de taille r0 pouvant soit s’allonger par polymérisation,
soit se fragmenter en deux morceaux de tailles r0   r et r.
Champ des vecteurs vitesses et conservation du moment
Pour tous t > 0 et y 2 ⌦, notons le champ de vecteur u(t, y) 2 R3, qui satisfait les équations
de Navier-Stokes (pour des fluides incompressibles)
8
>><
>>:
@
@t
u+ (u ·r) u =  rp+ ⌫ u r · S
r · u = 0
u · ~n = 0
(3.32)
où p est la pression, , ⌫ la viscosité du solvant Newtonien (ici l’eau) dans lequel les prions
(i.e. les molécules rigides en formes de tiges) baignent, et S la contribution de tenseur de stress
non-Newtonien supplémentaire (en plus du stress total) dû à la présence de tiges ridiges. Cette
dernière est donnée par [31]
S(y, t) =
Z
R+
r2
Z
S2
⌘ ⌦ ⌘  d⌘dr. (3.33)
Nous supposons dans ce travail que u est donnée, et que les seules fonctions inconnues sont  
et  . L’existence et unicité des solutions au système complet avec les équation de Navier Stokes
introduites ci-dessus (c’est à dire u,  et  ) ne sont encore pas étudiés mais sont en projet pour
un travail futur.
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Hypothèses mathématiques inhérentes au modèle
Supposons que le champ de vecteurs vitesses
u 2 C1
 
[0,1),W 1,1(⌦)
 
est défini de telle sorte que
ry · u = 0 and u · ~n = 0 sur @⌦. (3.34)
D’autre part, nous tenons compte de ce qui déjà supposé dans la plupart des modèles à prions
structurés en taille [104], [103], [159], [196]. Le taux de scission des fibres est donné par  ,
considérée linéaire en r. Par conséquence, nous supposons qu’il existe g : M3(R) ⇥ R3 ⇥
S2 ! R+ continue par rapport à la première et la à deuxième variable telle que  ( , v, r, ⌘) =
g( , v, ⌘)r, pour tout   2 M3(R), v 2 R3, r > 0 et ⌘ 2 S2. De plus, nous supposons que pour
tout ensemble borné B ⇢ R3 et O ⇢ M3(R), il existe des constantes positives gB,O   gB,O
telles que
g
B,O
 g( , v, ⌘)  gB,O, pour tout ( , v, ⌘) 2 O ⇥ B ⇥ S2. (3.35)
Soit T > 0 fixé. Alors, due à la régularité de u, il existe g   g > 0 tels que
g  g(ryu, u, ⌘)  g pour tout (t, y, ⌘) 2 [0, T ]⇥ ⌦⇥ S2. (3.36)
Nous considérons le taux de polymérisation ⌧ linéaire (dans la densité de monomères libres)  ,
i.e. il existe ⌧0 > 0 tel que
⌧( , v, r, ⌘) = ⌧0 . (3.37)
Cette hypothèse a déjà été évoquée par Greer et al. dans [104]. Le noyau de fragmentation 
représente la probabilité qu’un polymère de taille r, se sépare en deux morceaux de taille r0 et
r   r0 comme décrit dans [104] et il est donné par
(r, r0) =
⇢
1/r0 if 0 < r  r0,
0 else.
(3.38)
Cette expression est compatible avec (3.25) (et la loi de conservation (3.31)). Alors la fonction
de pondération A   0 est supposée se trouver dans L1(R+) et il existe CA > 0 telle que
kAkL1(⌦) = CA < 1 (3.39)
Remarquons qu’en vertu du fait que u soit suffisamment régulière et pour un T > 0 fixé, il existe
CP > 0 telle que
kAkL1([0,T ]⇥R+⇥S2) = CP < 1, (3.40)
Alors (voir l’Annexe de [109]), il existe CD > 0 tel que
kr⌘ · AkL1([0,T ]⇥R+⇥S2) = CD < 1. (3.41)
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Grâce aux hypothèses données dans cette section, nous pouvons reformuler le problème de la
façon suivante :
@
@t
 + u ·ry + ⌧0 
@
@r
   A(r)r⌘ ·
⇥
D1r⌘   P⌘? (ryu⌘) 
⇤
=  g(ryu, u, ⌘)r + 2g(ryu, u, ⌘)
Z 1
r
 (r0, ⌘, y, t)dr0,
(3.42a)
@
@t
 + u ·ry  D2   =  ⌧0 
Z
S2⇥R+
 (r, ⌘, y, t)drd⌘, (3.42b)
 (r = 0, ⌘, y, t) = 0, (3.42c)
ry  · ~n = 0, sur @⌦ (3.42d)
 (t = 0) =  0 et  (t = 0) =  0. (3.42e)
(3.42f)
Lien avec le modèle de Greer et al. [104]
Si l’on considère u = 0, et si l’on suppose en plus que g est telle que g(0, 0, ⌘) = g0, où
g0 est une constante pour tout ⌘. Cela signifie que même en absence d’agitation, les fibrilles
peuvent se fragmenter et polymériser.
Si l’on suppose de plus que   est indépendante de y, alors en posant
f(t, r) =
1
|⌦|
R
⌦⇥S2  (r, ⌘, y, t)d⌘dy
la moyenne de  . En intégrant les équations (3.42a)-(3.42e), nous obtenons
@
@t
f + ⌧0 (t)
@
@r
f + g0rf = 2g0
Z 1
r
f(r0, t)dr0 pour (t, r) 2 R2+,
f(0, t) = 0,
d
dt
 (t) =  ⌧0 (t)
Z
R+
f(r, t)dr.
(3.43)
Nous retrouvons alors le système proposé par Greer et al. dans [104], avec l’hypothèse supplé-
mentaire que le système est fermé, sans dégradation ni source et donc avec conversation de la
masse totale de monomères.
Formulation variationnelle
Notons a = R+ ! R+ une fonction définie par a(r) = e↵r pour tout ↵ > 0. Notons
Q = S2 ⇥ R2 et dq = a(r)drd⌘.
Définissons ensuite les espaces de Hilbert suivant
L2↵ =
⇢
 2 L1loc (Q) ,
Z
⌦⇥Q
 2dqdy < 1
 
. (3.44)
Alors
V =
⇢
 2 L1loc (⌦⇥Q) ,
Z
⌦⇥Q
 
A(r)|r⌘ |2 + (1 + r) 2
 
dqdy < 1
 
, (3.45)
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et
V1 =
⇢
 2 L1loc (⌦⇥Q) ,
Z
⌦⇥Q
✓
| @
@r
 |2 + A(r)|r⌘ |2 + (1 + r) 2
◆
a(r)dqdy < 1
 
.
(3.46)
Nous rappelons que l’espace de Sobolev H1(⌦) est muni de la norme
k kH1 = k kL2(⌦) + kry kL2(⌦). (3.47)
Nous rappelons également que
V1 ⇢ V ⇢ L2↵ = (L2↵)0 ⇢ V 0 ⇢ (V1)
0 . (3.48)
Maintenant, pour tout ✓ 2 R, posons L1✓ = { 2 L1loc (Q) ,
Z
⌦⇥Q
 r✓drd⌘dy}. Alors nous
avons
L2↵ ⇢ L1✓, pour tout ↵ > 0 et ✓   0, (3.49)
ce qui a du sens par rapport à la conservation de masse et la quantité totale de polymères quand
✓ = 0 or ✓ = 1.
Formulation variationnelle
Introduisons les espaces des fonctions.
Considérons T > 0.
Tout d’abord, pour l’équation- des polymères.
Notons X1 le complété de C1c (( T, T )⇥ ⌦⇥ S2 ⇥ [0,+1)) par rapport à la norme k · kX1 ,
k e kX1 =
Z T
0
✓
k @
@t
e k2L2↵ + kry
e k2L2↵k
e k2V1
◆
dt. (3.50)
En particulier, ceci implique que, si e 2 X1, alors e (t = T ) = 0.
Ensuite, les fonctions tests pour l’équation-  des monomères sont les éléments de X2, cet espace
étant le complété de C1c (( T, T ) ⇥ ⌦) par rapport à la norme H1((0, T ) ⇥ ⌦). En particulier,
ceci implique que si e  2 X2, alors e (t = T ) = 0. Afin d’obtenir une formulation variationnelle
du système (3.42a)-(3.42e) nous supposons d’abord que nous avons une solution forte qui est
suffisamment régulière. Puis nous multiplions (3.42a) par e (r, ⌘, y, t)a(r), avec e  2 X1, et
nous intégrons sur (0, T ) ⇥ Q, puis nous multiplions (3.42b) par e  2 X2 et nous intégrons sur
(0, T )⇥ ⌦. Nous obtenons
Z
Sp2
⌧0 
@
@r
 e a(r) dr =  
Z
R+
⌧0  
@
@r
⇣
e a(r)
⌘
dr
=  
Z
R+
⌧0  
✓
@
@r
⇣
e + ↵ e 
⌘
a(r)
◆
dr,
(3.51)
puisque e 2 X1. Nous avons également,
Z
S2
r⌘ · (D1r⌘ ) e d⌘ =  
Z
S2
D1r⌘ ·
⇣
r⌘ e   2⌘ e 
⌘
d⌘, (3.52)
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Z
Sp2
r⌘ ·
 
P⌘? (ryu⌘) 
  e d⌘ =  
Z
S2
P⌘? (ryu⌘) ·
⇣
r⌘ e   2⌘ e 
⌘
d⌘
=  
Z
S2
P⌘? (ryu⌘)  ·r⌘ e d⌘,
(3.53)
since P⌘? (ryu⌘) ⌘ · ⌘ = 0 (voir par exemple l’Annexe II de [176] pour les détails de calculs
sur la sphère). De plus, par l’hypothèse (3.34) sur u,
Z
⌦
u ·ry e dy =  
Z
⌦
 
⇣
u ·ry e 
⌘
dy, (3.54)
et Z
⌦
u ·ry  e  dy =  
Z
⌦
 
⇣
u ·rye 
⌘
dy. (3.55)
Alors la formulation variationnelle de (3.42a) est
 
Z
⌦⇥Q
 0 e (t = 0)dqdy  
Z T
0
Z
⌦⇥Q
 
✓
@
@t
e + u ·ry e 
◆
dqdydt
+
Z T
0
Z
⌦⇥Q
A(r)
⇣
D1r⌘ 
⇣
r⌘ e   2⌘ e 
⌘
  P⌘? (ryu⌘) ·r⌘ e 
⌘
dqdydt
+
Z T
0
Z
⌦⇥Q
 
✓
d (ryu, u, ⌘) r e   ⌧0 
✓
@
@r
e + ↵ e 
◆◆
dqdydt
= 2
Z T
0
Z
⌦⇥Q
g(ryu, u, ⌘)
✓Z 1
r
 dr0
◆
e dqdydt,
pour tout e 2 X1,
(3.56)
et pour (3.42b),
 
Z
⌦
 0 e (t = 0)dy  
Z T
0
Z
⌦
 
✓
@
@t
e + u ·rye 
◆
dydt
+
Z T
0
Z
⌦

D2 ry  ·rye + ⌧0  e 
✓Z
S2⇥R+
 drd⌘
◆ 
dydt = 0,
pour tout e  2 X2.
(3.57)
Et cette préparation, nous permet d’énoncer le principal résultat de l’article [51] : il s’agit de
l’existence de solutions faibles non-négatives du problème.
Proposition 3.6 Soit  0 2 L1(⌦) non-négative et  0 2 L2↵ non-négative également telle qu’il
existe une constante C0 > 0 avec
 0  C0e ↵r.
Alors, pour tout T > 0, il existe au moins une solution ( , ) à la formulation faible (3.56)-
(3.57) du problème (3.42a)-(3.42e), avec  et   non-négatives. De plus, nous avons
 2 L1(0, T ;L2↵) \ L2(0, T ;V )
et
  2 L1(0, T ;L2(⌦)) \ L2(0, T ;H1(⌦)).
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Nous pouvons faire deux remarques ici.
Remarques 3.1
1. Nous n’avons pas encore prouvé l’unicité, et nous le laissons pour de prochains travaux.
2. Les solutions faibles de la formulation variationnelle ci-dessus avec une régularité plus
forte que celle de la proposition précédente satisfont le problème (3.42a)-(3.42e) au sens
fort. De plus la formulation variationnelle vérifie le principe de conservation de la masse
au sens faible. En effet, considérons ' 2 H1(0, T ), avec '(t = T ) = 0, et que prenons
e (r, ⌘, y, t) = re ↵r'(t) 2 X1 et e (t, y) = '(t) 2 X2 dans les formulations variation-
nelles. Comme, pour toutes fonctions à valeurs réelles f
Z
S2
⌘ ·r⌘f d⌘ = 0, (3.58)
nous obtenons
 '(t = 0)
Z
⌦

 0 +
Z
R+⇥S2
r  0 d⌘ dr
 
dy
 
Z T
0
d
dt
'(t)
Z
⌦

 +
Z
R+⇥S2
r  d⌘ dr
 
dy dt = 0.
(3.59)
Et si la solution est suffisamment régulières, nous avons le résultat de conservation de la
masse
d
dt
Z
⌦

 +
Z
R+⇥S2
r  d⌘ dr
 
dy = 0. (3.60)
Preuve de la proposition : elle est assez longue, et détaillée dans l’article [51]. Elle est partagée
en trois étapes :
1- une semi-discrétisation en temps du problème pour obtenir une approximation de la solution,
2- nous obtenons des estimations appropriées,
3- nous obtenons une solution par passage à la limite.
Comme nous pouvons le voir, manipuler ces équations de polymérisation et fragmentation
avec de la diffusion n’est pas une chose aisée. Les résultats deviennent de plus en plus tech-
niques, mais permettent de se rapprocher de la réalité de la biologie expérimentale.
Cette approche fait partie de nos objectifs, et nous continuons à travailler dessus. Nous avons
commencé à réfléchir à un problème tenant compte de l’espace dans un nouveau modèle d’in-
teraction entre le prion et la maladie d’Alzheimer (dont les premières approches sont présentées
dans le chapitre 4). Nous projetons également de travailler sur les simulations numériques de
ce type d’équations, afin de confronter les comportements qualitatifs de nos solutions aux don-
nées expérimentales. Afin, dans un deuxième temps, d’estimer les paramètres de notre modèle
et prédire des résultats quantitatifs suivant les conditions des expériences (concentration initiale,
agitation, etc. ).
3.3 Vers la découverte des micelles chez les prions
Peu de temps après la publication de nos articles [104], [196], nous avons été contactés
par un collègue biologiste directeur de recherche au Centre de Recherche sur les Pathogènes et
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Biologie pour la Santé à l’université de Montpellier 2. Il se trouve, qu’il effectuait à l’époque
des expériences similaires à nos simulations numériques sur l’évolution in vitro de la quantité
de polymères PrPSc en fonction de leur concentration initiale (voir figure 3.4). Et nous avons dû
nous rendre à l’évidence : son équipe et la nôtre faisaient face à un problème majeur, qui fut un
heureux désaccord, à l’origine d’une collaboration importante.
Ce problème se situe dans l’augmentation de la concentration. Selon nos simulations, plus on
augmente la concentration initiale (inoculum) plus le temps d’apparition des symptômes (chez
un individu), ou plutôt un niveau seuil de polymères atteint, diminue jusqu’à de venir négligeable
(quasiment nul). Mais voilà, ce n’est pas ce qui est observé en réalité. Et dans les expériences
exposées dans l’article d’Alvarez-Martinez et al. [9], nous donnons la preuve expérimentale
avec une estimation des paramètres d’un modèle simple, qu’un temps de latence incompressible
existe bel et bien.
Avant d’évaluer quantitativement ces valeurs de temps de latence il est préférable des les
définir correctement.
3.3.1 Un temps de latence incompressible
La signification du temps de latence que nous choisissons ici est la suivante. Il existe selon
nous deux temps de latence : celui de la formation du noyau Tnlag ( appelée nucléation) qui
peut fortement varier d’une expérience à une autre. Ce phénomène de nucléation, qui n’apparaît
que lorsque l’on initie l’expérience avec des monomères sains, est en effet excessivement sto-
chastique et ne permet pas d’exhiber une relation claire avec le niveau de concentration initiale
de polymères (puisque le premier polymère n’est formé que sporadiquement (spontanément)).
Afin d’écarter ce problème, nous avons décidé de ne procéder qu’à des expériences où nous
ensemençons le réservoir de PrPC par des PrPSc. De cette façon, les premiers noyaux sont déjà
présents dans l’expérience et nous pouvons nous focaliser sur l’influence de leur concentration
initiale seulement. Il existe alors un autre temps de latence, propre cette fois-ci à cette valeur de
concentration initiale que l’on appelle le temps de latence résiduel ou Trlag. Et donc le temps de
latence total est composé (sans ensemencement préalable) de Tlag = Tnlag + Trlag. Le but est
de trouver un système pour calculer ce Trlag. Nous utilisons alors une fonction empirique qui
s’adapte parfaitement aux courbes sigmoïdes caractéristiques de l’évolution de la fluorescence
de la Thioflavin-T (ou ThT), l’outil de mesure de l’évolution de masse des polymères (ou encore
du nombre total de monomères dans les polymères). Cette fonction f est définie pour tout t   0
par
f(t) = y0 +
a
1 + e (t Ti)/⌧
, (3.61)
où y0 quelques fois notée Fmax. Elle correspond à la polymérisation complète mesurée au mo-
ment où la fluorescence est maximale, Ti est temps au point d’inflexion de la courbe et 1/⌧
correspond à la pente de la sigmoïde mesurée suivant la figure 3.7 qui correspond au taux de
polymérisation. Dans le but de minimiser l’influence du taux de polymérisation dans la mesure
tu temps de latence Tlag, nous avons choisi de définir ce Tlag comme Lee et al. [137], à savoir
Tlag = Ti   2⌧. (3.62)
Le calcul du temps T0 pour lequel la polymérisation commence réellement (juste après le temps
de latence) est alors donné grâce à la formule donnée par 3.62, une fois que l’on connaît le Tlag
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FIGURE 3.7 – Représentation schématique de l’évaluation des paramètres Fmax, Ti, ⌧ sur la courbe
sigmoïde d’évolution de croissance de la masse des polymères pour la polymérisation spontanée (A) qui
considère le temps de nucléation Tnlag et la polymérisation ensemencée (B) (sans temps de nucléation)
[9].
(voir figure 3.7 (B), autrement dit Trlag = Tlag  T0. Nous obtenons alors un lien (voir [9]) entre
les différentes masses mises en jeu et ce T0 :
m = a0 +
M0
1 + (M0/m0   1)e k(t T0)/N
, (3.63)
où M0 est la concentration initiale de monomères, m0 est la concentration initiale de monomères
contenus dans les polymères inoculés (masse initiale de polymères), m est le masse des poly-
mères mesurées à chaque instant t par la fluorescence de la ThT et enfin N est la taille moyenne
des polymères.
Nous décidons de considérer une théorie simplifiée basée sur la théorie de ‘pré-équilibre”
de la nucléation de Golstein et al. [102] (voir aussi [174]) afin d’avoir une forte dépendance du
taux de formation de fibrilles à la concentration qui croît avec la taille du noyau n, donnée par
Tnlag =
a
nkn 1+ KM
n 1
0
, (3.64)
où a est une fraction donnée de la concentration de monomères, qui correspondent à la propor-
tion de monomères polymérisés dans les noyaux, M0 est la concentration initiale de monomères,
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kn 1+ le taux de réaction de la dernière étape de polymérisation qui permet d’obtenir le noyau de
taille n et
K = ⇧n 2i=1
ki+
ki+1 
.
Ce dernier terme permet de relier à l’équilibre le premier monomère à l’origine du noyau et le
polymère de taille n  1 (voir [9]).
On peut obtenir alors la dépendance à la concentration M0 par la formule
log[Tlag] =  (n  1) log[M0] + constante. (3.65)
Expérimentalement et soutenu par une étude qualitative d’un modèle simplifié [9], nous arrivions
à plusieurs conclusions biologiques :
1. La formation d’amyloïdes prion sous différentes conditions d’incubations suit des dyna-
miques similaires (résultat expérimental (voir figure 3.8) et conforté par nos études quali-
tatives précédentes),
FIGURE 3.8 – Cinétiques indépendantes de la formation de plaques amyloïdes avec deux conditions tam-
pons différentes A et B à une concentration de 0.4 mg/ml. Le résultat donne des courbes qualitativement
similaires permettant de les approximer assez fidèlement par des sigmoïdes.
2. les dynamiques de polymérisation révèlent un mécanisme hautement stochastique dont
l’origine provient de l’hétérogénéité de la nucléation. Cette déduction expérimentale dans
un premier temps [9] a été conforté dans la thèse de Romain Yvinec [236],
3. il existe bien un temps de latence incompressible Trlag, et la recherche de sa signification,
après élimination de plusieurs hypothèses biologiques, nous a permis de montrer qu’il
serait dû à un processus on-pathway (inhérent au processus de formation par opposition
à off-pathway qui se passe en marge du processus que l’on observe sans interagir avec ce
dernier),
4. il existe bien une hétérogénéité dans le protéines prions. Autrement dit, lors de la nucléa-
tion, par une sensibilité aléatoire aux conditions de l’expérience, plusieurs conformations
différentes peuvent apparaître, donnant naissance à plusieurs souches. C’est au final, en
général le premier noyau qui rend le processus déterministe et oblige les autres souches
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à disparaître, sauf dans certains cas, plutôt rares où plusieurs souches peuvent co-exister.
Cette hypothèse a été confirmée par l’analyse en microscopie à électrons (voir figure 3.9)
et étudiée par Romain Yvinec [236],
FIGURE 3.9 – Analyse par microscopie à électrons montrant l’hétérogénéité des structures amyloïdes,
prouvant ainsi l’existence de différentes souches.
5. l’ensemencement successif permet de sélectionner les souches les plus efficaces, mais le
temps de latence reste incompressible (voir figure 3.10),
FIGURE 3.10 – Sélection de la souche la plus efficace par ensemencements successifs, aboutissant à une
accélération du processus de polymérisation.
6. finalement nous avons montré que les processus de nucléation et d’élongation ne sollici-
taient pas les mêmes mécanismes moléculaires.
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Cette première tentative de conjuguer l’analyse qualitative et l’analyse quantitative des modèles
avec les données expérimentales permet de faire le point sur l’état des connaissances de la forma-
tion des plaques amyloïdes, du temps de latence incompressible et de la présence de différentes
souches. Nous avons essayé de résumer une partie de ces résultats dans un schéma explicatif as-
sez simple (voir figure 3.11). Mais, comme nous pouvons le constater, il reste une zone d’ombre
majeure dans cette analyse : nous ne savons toujours pas quelle est la raison de ce temps de
latence incompressible.
C’est dans cet esprit que notre collaboration interdisciplinaire très resserrée nous a permis
d’aller chercher, à la fois par des moyens théoriques et grâce aux ressources expérimentales de
notre collègue biologiste Jean-Pierre Liautard, ainsi que son équipe, la solution, là où, nous ne
serions pas nécessairement allés sans ces études préalables.
FIGURE 3.11 – Schéma représentant la possible formation de différentes souches donnant naissance à un
polymorphisme amyloïde. Nous pouvons remarquer la boîte noire de changement de conformation qui
était encore inconnue au moment de la rédaction de l’article ([9]).
3.3.2 Une collaboration interdisciplinaire fructueuse
En étudiant notre modèle sous toutes les coutures, nous nous rendions bien compte que
quelque chose manquait, mais nous ignorions quoi. Rajouter un élément comme la boîte noire
de la figure 3.11 avait un sens, mais nous ne pouvions pas rajouter cet élément de manière
purement phénoménologique.
Cette recherche du ou des éléments impliqués dans l’incompressibilité du temps de latence
nous a pris plusieurs mois. Nous avons essayé plusieurs pistes théoriques qui n’ont pas marché,
jusqu’à ce que Jean-Pierre Liautard et son équipe trouvent une réponse in vitro qui nous a sem-
blé être la bonne : la clé qui permettait de passer d’une conformation non-pathologique de la
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protéine prion vers une forme favorable à l’agrégation de plaques amyloïdes semblait reposer
finalement sur une structure particulière, appelée micelle. Après plusieurs vérifications biolo-
giques, par observations directes (voir figures 3.12 et 3.13), tout semblait coller parfaitement.
. Il fallait vérifier si théoriquement, la formation des structures micellaires et leur importance
FIGURE 3.12 – Image électronique des micelles et des fibrilles de prion. Les micelles apparaissent avec
des structures sphériques alors que les polymères PrPSc sont sous la forme de tiges rigides [113].
dans le changement de conformation pouvait expliquer le phénomène de temps de latence in-
compressible pour des valeurs numériques de paramètres biologiquement raisonnables. Nous
avons donc construit un modèle discret en taille permettant de décrire ce phénomène. Le choix
du discret était important pour nous afin de décrire l’évolution des micelles de taille assez faible
mais également la transformation des monomères PrPC en monomères PrPSc basé sur l’approche
de Masel et al. [159]. Le but était double : tout d’abord vouloir suivre l’évolution monomères par
monomères et ensuite élaborer un modèle suffisamment simple pour qu’il soit compréhensible
pour les biologistes.
La description du modèle tient en 4 étapes :
1. Étape 1 : formation des micelles dépendant des prions PrPC.
En notant M1 un monomère PrPC et Mi les micelles de tailles i, où i   2, nous pouvions
décrire la réaction permettant d’augmenter la taille des micelles par ajout de monomère
PrPC de la façon suivante :
M1 +Mi
ai  *) 
bi+1
Mi+1, (3.66)
où ai   0 est le taux de recrutement des monomères vers les micelles et bi+1   0 est
le taux de dépolymérisation des micelles en monomères PrPC (nous supposons que le
processus est réversible à tout moment) (voir figure 3.14).
En notant m1(t) et mi(t) respectivement les concentrations de monomères PrPC et les
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FIGURE 3.13 – Image électronique des micelles et des fibrilles de prion prises à différents moments
de l’expérience dans deux solutions tampons différentes (tampon C en haut et tampon B en bas). Nous
voyons clairement que les micelles apparaissent d’abord seules (gauche), puis les polymères PrPSc et les
micelles coexistent (centre) et à la fin de l’expérience, seuls les PrPSc restent, les micelles ayant quasiment
tous disparus.
concentrations de micelles au temps t   0 et pour i   2, nous obtenons une équation pour
le flux associé à la réaction précédente (3.66), appelé également taux net de la réaction,
Ji(t) = aim1(t)mi(t)  bi+1mi+1(t), i   1. (3.67)
2. Étape 2 : Transition vers un PrP⇤, où PrP⇤ représente la forme adaptée ‘ìntermédiaire”
pour polymériser facilement avec les PrPSc.
En notant P1 ce monomère intermédiaire PrP⇤, a⇤i et b⇤i+1 les taux de recrutement de dépo-
lymérisation jouant un rôle analogue à celui de la réaction (3.66) (voir figure 3.14), nous
obtenons pour i   2 :
Mi+1
b⇤i+1   *)  
a⇤i
Mi + P1, (3.68)
En notant p1(t) la concentration des P1 au temps t   0, nous obtenons le taux net de la
réaction,
J⇤i (t) = a
⇤
i p1(t)mi(t)  b⇤i+1mi+1(t), i   1. (3.69)
3. Étape 3 : phase de nucléation.
Dans cette phase, nous notons Pi, i   2 un oligomère constitué de quelques monomères
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FIGURE 3.14 – Représentation schématique d’une micelles et des interactions avec les monomères PrPC
(pentagones bleu) et PrP⇤ (disques orange).
PrP⇤. Quand ces oligomères atteignent la taille n, ils forment ce que l’on appelle un noyau
stable. La formation de ces oligomères est donnée par les réactions suivante
P1 + Pi
k+i  *) 
k i+1
Pi+1, 1  i  n  1. (3.70)
Ici, k+i décrit le taux pour lequel un oligomère Pi va s’attacher à un monomère PrP⇤ pour
former un oligomère de taille i+1. Et cette réaction est réversible, avec un taux de réaction
“inverse” k i+1. Et le taux net associé à cette réaction est,
Hi(t) = k
+
i p1(t)pi(t)  k i+1pi+1(t), 1  i  n  1. (3.71)
Ce processus est appelé nucléation et ces petits agrégats (oligomères) sont encore suppo-
sés ne contenir que des monomères PrP⇤. Ils sont encore très instables. Biologiquement,
nous pouvons même dire que la réaction précédente (3.70) est énergiquement défavorable,
c’est à dire que k+i /k
 
i+1 ⌧ 1. Et donc les oligomères peuvent facilement relâcher des mo-
nomères PrP⇤ jusqu’à ce qu’ils atteignent une taille n critique que l’on appelle le noyau.
Une fois cette taille atteinte, nous obtenons un noyau stable que l’on appelle désormais
PrPSc (voir figure 3.15), nous disons que la barrière de nucléation est franchie. L’hypo-
thèse la plus importante que l’on formule ici réside dans le fait que les monomères PrPC
ne peuvent atteindre cette barrière qui serait pour eux énergiquement trop haute tandis que
les isoformes PrP⇤ pourraient diminuer fortement cette énergie nécessaire à la formation
de ces noyaux.
4. Étape 4 : phase d’élongation des polymères.
Une fois le noyau formé, qui forme la structure minimale des PrPSc, il peut polymériser en
attachant des monomères PrP⇤ et non pas des PrPC qui requerraient une énergie beaucoup
trop grande. Les polymères PrPSc de tailles i   n sont notés Pi (voir figure 3.16). En
notant alors k+i et k
 
i+1 les taux respectifs de polymérisation et dépolymérisation des PrPSc
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FIGURE 3.15 – Représentation schématique de la nucléation, avec la polymérisation progressive des
oligomères Pi (en haut) et le franchissement de la barrière de nucléation (formation du noyau) (en bas).
comme pour la réaction (3.70) pour i   n, nous obtenons la réaction
P1 + Pi
k+i  *) 
k i+1
Pi+1, i   n. (3.72)
Cette étape quant à elle est favorable et k+i /k
 
i+1   1. Le taux net de réaction s’écrit alors
Hi(t) = k
+
i p1(t)pi(t)  k i+1pi+1(t), i   n. (3.73)
5. Étape 5 : fragmentation des polymères.
Pour une meilleure répartition homogène des éléments dans la solution, une agitation
permanente est appliquée lors de l’expérience. Ceci a pour conséquence de provoquer la
fragmentation des polymères PrPSc. Nous supposons que cette fragmentation est binaire
ici (un polymère se casse en deux polymères de tailles inférieures). Ce phénomène permet
ainsi d’accélérer le processus de croissance du nombre de polymères et donc de la masse
totale de ces derniers. Nous définissons alors un taux de fragmentation ri avec un noyau
de fragmentation associé i,j définissant la probabilité pour un polymère de taille i de se
fragmenter en un polymère de taille j et un un autre de taille i   j (voir figure 3.16). La
réaction est donnée par
Pi
rii,j   ! Pi j + Pj, 1   j   i, (3.74)
et le taux net par
Fi,j(t) =  rii,jpi. (3.75)
Nous pouvons désormais poser les équations d’évolution de notre modèle. Les équations
sont les suivantes :
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FIGURE 3.16 – Représentation schématique de la polymérisation (en haut) et de la fragmentation (en bas)
des polymères PrPSc).
1. pour les monomères PrPC de l’étape 1 précédente,
d
dt
m1(t) =  J1(t) 
X
i 1
Ji(t). (3.76)
Noter que le flux J1 apparaît deux fois puisqu’il y a deux monomères impliqués dans la
première réaction.
2. L’évolution de la concentration des micelles est donnée par
d
dt
mi(t) = Ji 1(t)  Ji(t) + J⇤i 1(t)  J⇤i (t), i   2. (3.77)
3. Les dynamiques des PrP⇤ sont données par
d
dt
p1(t) =  J⇤1 (t) 
X
i 1
J⇤i (t) H1(t) 
X
i 1
Hi(t)  2
X
j 2
Fj,1(t). (3.78)
4. Enfin, les oligomères et les polymères suivent les mêmes dynamiques qui sont données
par
d
dt
pi(t) = Hi 1(t) Hi(t) +
i 1X
j=1
Fi,j(t)  2
X
j i+1
Fj,i(t), i   2. (3.79)
Nous supposons posons les conditions initiales suivantes
mi(0) = m0i   0 et pi(0) = p0i   0, pour tout i   1.
Nous rappelons également que le noyau i,j suit les règles suivantes :
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pour tout i   1, i,j   0 et pour tout j   i, i,j = 0,
étant donné qu’un polymère de taille i ne peut pas se fragmenter en morceaux plus grands que
i. De plus,
i,j = i,j 1 pour tout 1  j  i  1.
Ceci signifie que l’on ne peut distinguer un polymère de taille i qui se fragmente en taille j et
i   j d’un polymère qui se fragmente en taille i   j et j. Et enfin, comme i,j est un noyau de
probabilité nous avons
i 1X
j=1
i,j = 1 pour tout j  i.
Comme dans les sections précédentes, nous notons
X
i 2
mi(t) et
X
i 2
imi(t),
respectivement la concentration de micelles et la masse totale de micelles (nombre de PrP⇤ dans
les micelles), sachant que le rapport entre cette masse et la concentration totale nous donne une
évaluation de l’évolution de la taille moyenne des micelles au cours du temps. Et de la même
façon
X
i 2
pi(t) et
X
i 2
ipi(t),
nous donne respectivement la concentration des polymères (oligomères et polymères confondus)
et leur masse totale. Là encore, le rapport de la masse totale sur la concentration totale nous
permet d’évaluer l’évolution de la taille moyenne des oligomères et polymères (confondus) au
cours du temps.
Enfin, puisque nos expériences se font in vitro nous considérons un système fermé, où il n’y
a pas de terme de sources ni dégradation des protéines, et donc, notre modèle doit préserver la
masse totale de monomères, ce qui se traduit par la condition suivante :
d
dt
X
i 1
imi(t) +
d
dt
X
i 1
ipi(t) = 0, t   0. (3.80)
C’est ce que nous obtenons grâce à la propriété du noyau de probabilité i,i.
L’étude qualitative du modèle détaillée dans [113] a permis de confirmer les dynamiques
observées expérimentalement (voir figures 3.17 et 3.18).
Le résultat le plus important est alors le temps de latence. Nous avons utilisons T50 qui est
le temps pour lequel la moitié de la masse totale finale a été polymérisée. Elle se confond ici
avec le Ti défini dans la section 3.3.1. En effet, en posant 1/⌧ la pente maximale de la sigmoïde
décrivant les dynamiques des polymères par rapport au temps. Nous avons vu dans cette section
la relation Tlag = T50 2⌧ donnée par Lee et al. [137]. Étant donné que Tlag et T50 sont liés par ⌧ ,
nous préférons plutôt choisir T50, qui nous évite de construire une fonction sigmoïde empirique
comme celle donnée en (3.61) avec de nouveaux paramètres à calculer et qui demeure un critère
rapide et efficace de mesure indirecte du temps de latence.
Dans la figure 3.19 où est mesuré le T50 en fonction de concentrations croissantes d’ense-
mencement des PrPSc (à concentration de monomères prion PrPC) égale) (voir [113] pour les
détails). Nous pouvons alors observer deux choses essentielles dans ce travail :
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FIGURE 3.17 – Comparaison expérimentale des dynamiques entre le nombre de micelles (en rouge)
comptés directement par microscope et amyloïdes prions (en noir) (mesurés par fluorescence de ThT)
pour deux essais différents (tampon B en haut et tampon C en bas). On voit clairement que les micelles
précèdent la formation des amyloïdes prions et disparaissent quand toute réaction est terminée.
1. notre nouveau modèle colle parfaitement aux données expérimentales cette fois, avec des
paramètres biologiquement réalistes,
2. nous voyons bien qu’il existe un temps de latence incompressible et nous pouvons cette
fois-ci le quantifier avec notre nouveau modèle.
Ce travail interdisciplinaire en étroite collaboration avec l’équipe de Jean-Pierre Liautard nous
a donc permis à la fois de remettre notre premier modèle en question (celui de [104]), mais éga-
lement de faire une découverte biologique importante à nos yeux sur une étape de la formation
des plaques amyloïdes pour le prion.
Cette découverte ne concerne cependant que les expériences in vitro qui ne donnent qu’une
idée simplifiée de ce qu’il se passe in vivo dans le cerveau des individus. Cependant, nous
sommes convaincus que notre découverte in vitro possède une analogie in vivo. Autrement dit,
les protéines prions PrPC selon nous, doivent atteindre une conformation spécifique dans le cer-
veau pour pouvoir ensuite se polymériser et former des plaques amyloïdes. Nous avons alors fait
une plongée dans la littérature biologique pour vérifier si des pistes in vivo allaient dans notre
sens. Et nous en avons trouvé au nombre de 4.
1. la structure conformationnelle et la stabilité de la PrP chez l’humain sur un environnement
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FIGURE 3.18 – Comportement qualitatif du modèle des micelles-prions. Les dynamiques sont conformes
qualitativement à celles de la figure 3.17.
FIGURE 3.19 – Données expérimentales (carrés) et simulations numériques de notre modèle (courbe
continue) représentant T50 (relié au temps de latence par la formule de Lee Lee et al. [137]) en fonction
de concentrations croissantes d’ensemencement des PrPSc (voir détails dans [113]). Nous observons deux
choses : (1) que notre nouveau modèle incluant les micelles colle parfaitement aux données expérimen-
tales et (2) il existe bien un temps de latence incompressible que l’on peut à la fois quantifier et expliquer.
membranaire (d’une cellule) sont substantiellement différentes de protéines PrP libres en
solution [167], [213]. Autrement dit, ce qu’il se passe in vivo est bien différent de ce qu’il
se passe in vitro,
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2. les bicelles lipidiques anioniques convertissent les PrP riches en hélices-↵ en conforma-
tions riches en feuilles-  [149],
3. les lipides sont nécessaires pour convertir les PrPC en PrPSc infectieux sous certaines
conditions physiologiques [231], [232],
4. la région hautement hydrophobique des PrPC est impliquée dans l’interaction avec les
membranes lipidiques [230], et leur absence dans cette partie de la molécule perturbe
leur conversion en PrPSc [233]. Et ce phénomène a également été observé pour d’autres
peptides à l’origines de plaques amyloïdes [138], [225].
Notre hypothèse es en fait la suivante : la formation de micelles contenant un mélange de
phospholipides et de PrPC permettrait de réduire la concentration nécessaire pour atteindre une
concentration micellaire critique (CMC) (concentration en tensio-actifs au-delà duquel des mi-
celles se forment spontanément) sous certaines conditions physiologiques. Nous pensons que
ceci est cohérent avec l’apparition de noyaux in vivo et favoriserait même l’infectiosité des
souches prions.
Ce n’était en fait que le début , mais Jean-Pierre Liautard est parti à la retraite juste à la fin de
cette collaboration en 2011. Son équipe s’est alors éparpillée dans d’autres laboratoires. Cette
période marquait également la fin de la thèse à la fois d’Erwan Hingant et de Romain Yvinec
ainsi que de mon financement ANR en 2012.
Une période de transition nous a donc plus ou moins obligé à mettre ces questions en sus-
pend. D’autre part, un financement France-Alzheimer en 2014 apportant une nouvelle collabora-
tion avec Human Rezaei et son équipe nous fait changer de cap de recherche, à savoir la relation
entre les protéines prions et les peptides A-  responsables de la maladie d’Alzheimer.
Plusieurs questions restent ouvertes encore sur les micelles et le processus de conformation
des PrPC en PrPSc (et plus particulièrement in vivo). Ce projet a été mis temporairement de côté
mais reste quand même fortement ancré dans nos esprits.
Quant au projet de relation entre les protéines prion et les peptides A- , il a été initié durant
les thèses d’Erwan Hingant et Mohamed Helal, alors que nous n’avions plus de collaboration
avec des biologistes de Montpellier et pas encore de relations étroites avec l’équipe d’Human
Rezaei de l’Inra de Jouy-en-Josas. Nous avons alors décidé d’élaborer un modèle inédit permet-
tant de décrire cette nouvelle mécanique (assez controversée à l’époque) avec la collaboration
de Glenn Webb. C’est ce que nous allons expliquer dans le chapitre suivant.
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Chapitre 4
Prion et Alzheimer
Lorsque la mémoire était la seule écriture,
l’homme chantait. Lorsque l’écriture
naquit, il baissa la voix. Lorsque tout fut
mis en chiffres, il se tut.
Robert Sabatier
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Après avoir travaillé plus de 6 ans sur le prion, avec quelques résultats qui nous semblaient
intéressants (voir chapitre précédent), plusieurs publications nous ont interpelés. Il s’agissait
d’articles très récents mettant en avant le rôle du prion dans la perte de la mémoire lors du
développement de la maladie d’Alzheimer [50],[49], [100], [135], [169].
Ces travaux sur les interactions entre protéines prion PrPC et peptides A  nous ont tout de
suite fortement intéressés. Ils se trouvaient dans la continuité de nos travaux que nous souhai-
tions élargir à d’autres maladies neurodégénératives. Nous avons donc commencé à réfléchir à
différents modèles permettant d’apporter de nouvelles perspectives sur ce nouveau thème de re-
cherche, et nous avons eu quelques résultats. C’est ce que nous allons présenter dans ce chapitre.
4.1 Maladie d’Alzheimer
4.1.1 Une maladie en pleine croissance
La maladie d’Alzheimer est l’une de maladies neurodégénératives les plus répandues dans
le monde. Entre 60% et 80% des cas de démences sont en effet liés à elle selon Sosa-Ortiz et
al. [223]. Ce qui donne à peu près une estimation d’environ 46 millions de personnes dans le
monde vivant avec cette maladie selon le “World Alzheimer Report” en 2015 [190].
La maladie d’Alzheimer affecte la mémoire, le raisonnement, le comportement est comme
le prion mène à une issue fatale. Rappelons brièvement son mécanisme.
4.1.2 Le rôle des petites A 
Deux acteurs semblent jouer un rôle majeur dans le mécanisme de dégénérescence : la pro-
téine tau qui agit plutôt à l’intérieur de la cellule, et le peptide A  qui semble plutôt agir au
niveau extra-cellulaire (un peptide étant une protéine dans sa version simple).
Nous ne nous intéressons pas ici au rôle tenu par la protéine tau mais seulement à la protéine
A  qui interagit avec les protéines prions PrPC causant à la fois la destruction du neurone et
la création de plaques amyloïdes. Nous souhaitons savoir comment cette interaction s’organise,
et comment, qualitativement nous pouvons voir évoluer chacune des populations (peptides A ,
prion, plaque) au cours du temps en fonctions des paramètres d’un modèle simple.
4.1.3 Lien avec le prion
Notre première approche est d’établir un modèle continu simple, à l’instar du modèle de
prion [104]. Pour cela nous devons comprendre les différents mécanismes du problème. D’après
certains auteurs, la maladie d’Alzheimer est reliée en partie à la formation de plaques appelées  -
amyloïdes, dans le cerveau [77], [107]. Ces plaques sont formées de peptides A  obtenues par un
mauvais clivage de la protéine membranaire précurseur de l’amyloïde (APP). Il existe différentes
formes de  -amyloïdes allant de monomères solubles à des agrégats fibrillaires insolubles [44],
[146], [147], [226], [229]. Cependant, comme nous le verrons par la suite, même si les plaques
sont reliées à l’évolution de la maladie d’Alzheimer, il semblerait que la toxicité soit plutôt due
aux oligomères (polymères de petites tailles) formés de peptides A  [215]. Ce derniers seraient
à l’origine de la perte de mémoire et des dégradations cognitives de l’individu, plutôt que les
grandes plaques amyloïdes. Et selon certains biologistes, les peptides n’agiraient pas seuls et
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seraient aidés, notamment par les protéines prions PrPC saines [172], [203], [204], [100][135],
celles que l’on trouve en temps normal chez tous les individus et dont les fonctions sont en
général bénéfiques pour l’organisme (voir chapitre précédent).
Ce sont ces même protéines prions PrPC, qui comme nous l’avons vu, quand elles présentent
une mauvaise conformations (riche en feuillets  ) ont tendance à polymériser pour engendrer
la maladie de Creutzfeldt-Jacob. Le prion a de plus été identifié comme jouant un rôle dans la
régulation des APP (à l’origine de la production des A  [172]. Ce dernier point est en cours
d’investigation au moment de l’écriture de ce manuscrit (voir les perspectives dans le chapitre
suivant).
4.2 Premier modèle Prion-Alzheimer
Notre objectif est donc de créer un modèle inédit permettant de décrire les mécanismes re-
liant les protéines PrPC, les peptides A , les plaques  -amyloïdes (constituées de peptides A 
agrégés entre eux) et les complexes A -⇥-PrPC. Nous souhaitons étudier la stabilité des équi-
libres éventuels afin de comprendre ce phénomène complexe, savoir comment les populations
se comportent au cours du temps, et quelles étaient les influences des paramètres, au-moins
qualitativement dans un premier temps.
De nombreux modèles tentant de décrire la maladie d’Alzheimer existent déjà [1], [58], [59],
mais aucun n’a jusqu’alors utilisé l’hypothèse biologique du rôle du prion dans l’évolution de
cette maladie. Nous allons alors proposer un modèle continu inédit de la formation de plaque
 -amyloïde à l’aide de protéines prions.
Il est constitué de 4 espèces différentes :
1. la concentration d’oligomères A , composés d’une petite quantité de peptides A , que
nous notons u(t)   0, au temps t   0,
2. la concentration de protéines PrPC, que nous notons p(t)   0 , au temps t   0,
3. la concentration d’un complexe A -⇥-PrPC formés de peptides A  liés aux protéines
PrPC, b(t)   0, , au temps t   0,
4. les plaques  -amyloïdes de taille x au temps t, sont notées f(x, t)   0.
Les trois premières quantités sont solubles et leur concentration est décrite en termes d’équations
différentielles ordinaires. La dernière concentration constituée des complexes est insoluble. Elle
est décrite par une équation aux dérivées partielles structurée par leur taille x. Cette approche
désormais classique ([104], [40], [88], [218]) pour décrire ces phénomènes de polymérisation et
agrégation semble la plus adaptée pour une étude de la dynamique des solutions.
Pour plus de simplicité nous supposons que les plaques s’agrègent linéairement. Et donc, la
variable x se trouve dans un intervalle (x0,+1), où, comme pour le prion (voir [104]) x0 > 0
représente la taille critique en dessous de laquelle la plaque est instable et ne peut pas se former.
Elle “grossit” en s’allongeant avec un taux ⇢(x)   0 dépendant de la taille de la plaque (voir
figure 4.1).
Nous supposons que les oligomères A  sont produits avec un terme de source constant
 u   0 et sont dégradés à un taux constant  u   0. De même, pour les prions PrPC où le
terme de source est  p   0 et le taux de dégradation est  p   0 sont supposés constants. Nous
considérons également les oligomères A  qui se lient aux prions pour former le complexe A -
⇥-PrPC à un taux ⌧   0 et de détachent à un tau     0 constants. Ces complexes peuvent
103
Prion et Alzheimer
FIGURE 4.1 – Schéma représentant les différents acteurs jouant un rôle dans notre modèle d’interaction
entre les prions PrPC et les oligomères A  [109].
se dégrader à un taux     0 contant. Reste le taux d’élongation de la plaque ⇢(x), et le taux
dégradation de ces plaques µ(x) tous deux positifs ou nuls dépendant de la taille x de la plaque.
Le modèle s’écrit alors
@
@t
f(x, t) + u(t)
@
@x
⇥
⇢(x)f(x, t)
⇤
=  µ(x)f(x, t) on (x0,+1)⇥ (0,+1), (4.1)
u̇ =  u    uu  ⌧up+  b  nN(u) 
1
"
u
Z +1
x0
⇢(x)f(x, t)dx on (0,+1), (4.2)
ṗ =  p    pp  ⌧up+  b on (0,+1), (4.3)
˙b = ⌧up  (  +  )b on (0,+1). (4.4)
Le terme N dans l’équation (4.2) correspond au taux de formation d’une nouvelle plaque  -
amyloïde de taille x0 à partir d’un nombre suffisant d’oligomères A . Pour équilibrer ce terme
de perte dans l’équation (4.2 qui devient un terme de formation de nouveaux élément (terme de
bord) pour l’équation (4.1), nous posons la condition
u(t)⇢(x0)f(x0, t) = N(u(t)), t   0. (4.5)
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Le terme intégral dans l’équation (4.2) correspond à la perte des oligomères A  qui partent
s’agréger sur les plaques  -amyloïdes. L’interprétation de ce système est analogue à celui de la
section 3.1.2 du chapitre 3. Nous ne le détaillerons pas ici afin d’alléger ce manuscrit (pour plus
de détails, voir [109]).
Pour compléter le modèle, nous le munissons de conditions initiales données une fonction
f in   0 (dont nous verrons la régularité plus tard) et des réels positifs ou nuls notés uin, pin, bin
de telle sorte que
f(·, t = 0) = f in sur (x0,+1), (4.6)
et
u(t = 0) = uin, p(t = 0) = pin et b(t = 0) = bin. (4.7)
Le système (4.1-4.4) deux conditions supplémentaires pour équilibrer la quantité d’éléments mis
en jeux : un pour les protéines prions (libres (p) et sous forme de complexes (b),
d
dt
(b+ p) =  p    pp   b,
et la seconde condition pour les oligomères A ,
d
dt
✓
b+ u+
Z +1
x0
xfdx
◆
=  u    uu   b 
Z +1
x0
xµfdx.
Ce système étant considéré in vivo dans ce modèle théorique, il est par conséquent ouvert. Au-
trement dit, les concentrations totales des protéines prions et oligomères A  évoluent au cours
du temps suivant leur production et leur dégradation, contrairement aux modèles in vitro que
l’on considère fermés en général, sans perte ni source de produits (conservation de la masse).
Notre travail a pour but d’étudier la stabilité des équilibres du modèle macroscopique (mo-
dèle obtenu par intégration comme pour le modèle de Greer et al. [104] ). Mais nous souhaitons
également obtenir des résultats analytiques (existence et non-négativité) sur le modèle microsco-
pique dans le cas particulier où ⇢ et µ sont des constantes positives et en prenant une fonction
N particulière correspondant au taux de formation d’un noyau N(u) = ↵un, avec ↵ > 0 et n
un entier, comme suggéré par Portet et al. [185]. C’est ce que nous obtenons pour des formes
particulières de ⇢(x) (élongation des plaques). Nous présentons tout cela dans les deux sections
suivantes.
4.2.1 Modèle macroscopique
Supposons comme écrit juste au dessus que les fonctions d’élongation ⇢ et de perte µ des
plaques, soient constantes et positives. Supposons également que le taux de formation N(u) des
noyaux pour obtenir des plaques stables soit donné par la fonction suivante N(u) = ↵un avec ↵
un réel positif et n un entier représentant le nombre d’oligomères nécessaires pour former une
plaque stable. Cette hypothèse sur N(u) a un sens biologique comme indiqué dans [185]. En
effet, si l’on suppose que nous sommes en présence de n   1 réactions menant à une plaque
comportant n oligomères
u+ u  *) F2,
F2 + u  *) F3,
: : :
Fn 1 + u  *) Fn,
(4.8)
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où Fi sont les pré-fibrilles constitués d’agrégats de i-oligomères A , pour i = 2, ..., n. Les
taux de réaction sont supposés constants mais dépendants de la taille i et sont notés Ki. Par
conséquent, nous obtenons à l’équilibre, F2 = K2u2, F3 = K3F2u = K3K2u3, etc. jusqu’au
noyau Fn = ↵un où par définition ↵ = K   nKn 1...K2 > 0. Et une fois le noyau formé, nous
supposons que la structure de la plaque est stable.
Nous pouvons alors utiliser la même méthode proposée par Greer et al. [104], c’est à dire,
en intégrant sur (x0,+1), nous posons pour tout t   0,
A(t) =
Z +1
x0
f(x, t)dx,
et nous obtenons formellement
d
dt
A(t)  u(t)⇢f(x0, t) =  µA(t).
Ce qui nous permet de fermer le système (en utilisant l’expression (4.5)) d’écrire le système
macroscopique suivant pour tout t   0,
˙A = ↵un   µA, (4.9)
u̇ =  u    uu  ⌧up+  b  ↵nun   ⇢uA, (4.10)
ṗ =  p    pp  ⌧up+  b, (4.11)
˙b = ⌧up  (  +  )b. (4.12)
La masse des plaques  -amyloïdes étant définie par M(t) =
Z +1
x0
xf(x, t)dx, satisfait, là en-
core par intégration formelle de (4.9) , et en utilisant la méthode de [104], une équation qui peut
se résoudre indépendamment des autres
d
dt
M(t)  x0u(t)⇢f(x0, t) 
Z +1
x0
⇢u(t)f(x, t)dx =  µM(t). (4.13)
En posant x0 = n, en utilisant la condition (4.5) et l’expression du noyau N(u) = ↵un, nous
obtenons une version plus simple de cette EDO,
M 0 = n↵un + ⇢uA  µM. (4.14)
Notons enfin que les conditions initiales pour A et M sont données par
Ain =
Z +1
x0
f in(x)dx et M in =
Z +1
x0
xf in(x)dx,
tandis que les conditions initiales pour u, p et b restent inchangées.
Des résultats classiques sont alors démontrés, comme la positivité, l’existence et l’unicité
d’une solution globale, résumés dans la proposition suivante
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Proposition 4.1 Supposons que  u,  p,  u,  p, ⌧ ,  ,  , ⇢ et µ sont des constantes réelles posi-
tives, et n   1 un entier. Pour tout (Ain, uin, pin, bin) 2 R4+, il existe une solution positive ou
nulle (A, u, p, b), au système (4.9)-(4.12) définie pour tout t > 0, c’est à dire que les fonctions
A, u, p et b composant la solution du système sont de classe Cb(R+) et restent stables dans le
sous ensemble
S =
⇢
(A, u, p, b) 2 R4+ : nA+ u+ p+ 2b  nAin + uin + pin + 2bin +
 
m
 
, (4.15)
avec   =  u +  p et m = minµ,  u,  p,  .
De plus, si M(t = 0) = M in   0, il existe une unique solution non négative M à l’équation
(4.14) définie pour tout t > 0.
Preuve : la preuve est classique et détaillée dans [109].
Nous souhaitons ensuite trouver les éventuels équilibres et étudier leur stabilité. Nous obte-
nons un résultat local dans un premier temps :
Proposition 4.2 Sous les mêmes hypothèses que la proposition 4.1 précédente, il existe un
unique équilibre A1, u1, p1 et b1 du système (4.9)-(4.12) avec
A1 =
↵
µ
un1, p1 =
 p
⌧ ⇤u1 +  p
, b1 =
1
 
 p(⌧   ⌧ ⇤)
⌧ ⇤u1 +  p
u1,
où ⌧ ⇤ = ⌧(1   /(  +  ) et u1 l’unique racine positive de Q, défini par
Q(x) =  p u + ax  P (x), pour tout x   0
avec a = ⌧ ⇤( u    p)   u p et
P (x) = ⌧ ⇤ ux
2
+ ↵ pnx
n
+ (↵⌧ ⇤n+ ⇢ p
↵
µ
)xn+1 + ⇢⌧ ⇤
↵
µ
xn+2.
De plus cet équilibre est localement asymptotiquement stable.
Preuve : la preuve se fait avec un critère de Routh-Hurwitz assez facilement, voir [109].
Et dans le cas où il n’y a pas de nucléation, c’est à dire ↵ = 0, nous avons même un résultat
de stabilité globale.
Proposition 4.3 Supposons ↵ = 0. Sous la condition
✓
1 + 2
  +  u
 
◆
>
 
2 p
>
 p
 
,
l’unique équilibre est donné par
A1 = 0, p1 =
 p
⌧ ⇤u1 +  p
, b1 =
1
 
 p(⌧   ⌧ ⇤)
⌧ ⇤u1 +  p
u1,
où u1 est l’unique racine positive de Q(x) =  p u+ax ⌧ ⇤ ux2, avec a = ⌧ ⇤( u  p)  u p.
De plus, cet équilibre est globalement asymptotiquement stable dans le sous ensemble S défini
dans 4.15.
Preuve : la preuve se fait grâce à la construction d’une fonction de Lyapounov qui est dé-
taillée dans [109].
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4.2.2 Modèle microscopique
L’analyse du modèle microscopique (4.1)-(4.4) étant difficile dans sa version la plus géné-
rale, nous décidons de simplifier légèrement le problème en prenant la considération biologique
suivante.
Comme souligné par Calvez et al. [40] et Gabriel [87] le fait que les taux de polymérisation
⇢ et µ soient constants (comme notre choix dans le modèle macroscopique), n’est pas toujours
réaliste. En conséquence, nous décidons d’utiliser une fonction dépendant de la taille x pour le
taux de polymérisation de la forme ⇢(x) ⇠ x✓, avec ✓ 2 (0, 1). Ce choix de fonction de po-
lymérisation a du sens, en effet, plus une plaque  -amyloïde est grande, plus elle a de chance
d’attirer des oligomères A  et des les agréger à elle. Cependant, ce taux de polymérisation ne
peut augmenter très vite, sinon, nous épuiserions les oligomères quasiment immédiatement.
Ce choix de ⇢(x), ainsi que le choix de garder µ constante (même si cette dernière hypothèse
ne semble pas trop réaliste), nous permet de donner des résultats analytiques intéressants sur
notre modèle macroscopique.
Pour cela, il faut nous placer dans les bons espaces, et donner de nouvelles hypothèses :
(H1)
     f
in 2 L1(x0,+1; xdx), f in   0, a.e. x > x0.
(H2)
     ⇢   0 , ⇢ 2 W
2,1
([x0,1)), µ   0 , µ 2 W 1,1([x0,1)).
(H3)
     N   0 , N 2 W
1,1
loc (R+), N(0) = 0.
(H4)
      u,  u,  p,  p, ⌧,  ,   > 0.
Noter que l’hypothèse (H2) implique l’existence d’une constance C > 0 de telle sorte que
⇢(x)  Cx.
En prenant par exemple, C = 2k⇢0kL1 + ⇢(x0)/x0. Pour tout x   x0, nous avons
⇢(x)  k⇢0kL1(x+ x0) + ⇢(x0) 
✓
2k⇢0kL1 +
⇢(x0)
x0
◆
x.
Nous remarquons justement que ce type de régularité sur le taux ⇢ couvre le cas où ⇢(x) ⇠ x✓
avec ✓ 2 (0; 1).
D’autre part, (H3) implique l’existence d’une constante KM > 0 de telle sorte que N(w) 
KMw, pour tout w 2 [0,M ].
Enfin, la non-négativité des paramètres reprise par l’hypothèse (H4) est une hypothèse bio-
logiquement réaliste.
Nous définissons ci-dessous une solution de notre problème (4.1)-(4.4) soumis aux hypo-
thèses (H1)-(H4)
Définition 4.1 Considérons une fonction f in satisfaisant (H1), considérons aussi uin, pin, bin
trois données réelles non négatives. Supposons que ⇢, µ, N et tous les paramètres du problème
vérifient les hypothèses (H2) - (H4). Considérons enfin le réel T > 0. Alors le quadruplet
(f, u, p, b) de fonctions non négatives est appelée solution sur l’intervalle (0, T ) du (4.1-4.4)
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avec la condition au bord (4.5) et les données initiales (4.6) et (4.7), si elle satisfait pour tous
' 2 C1c ([0, T ]⇥ [x0,+1)) et t 2 (0, T )
Z +1
x0
f(x, t)'(x, t)dx =
Z +1
x0
f in(x)'(x, 0)dx+
Z t
0
N(u(s))'(x0, s)ds
+
Z t
0
Z +1
x0
f(x, s)

@
@t
'(x, s) + u(s)⇢(x)
@
@x
'(x, s)  µ(x)'(x, s)
 
dxds,
et
u(t) = uin +
Z t
0

 u    uu  ⌧up+  b  x0N(u)  u
Z +1
x0
⇢(x)f(x, s)dx
 
ds,
p(t) = pin +
Z t
0
[ p    pp  ⌧up+  b] ds,
b(t) = bin +
Z t
0
[⌧up  (  +  )b] ds,
avec la régularité f 2 L1 (0, T ;L1 (x0,+1; xdx)) et u, p, b 2 C0(0, T ).
Notre résultat principal est alors le théorème suivant énonçant l’existence, l’unicité et la
non-négativité du modèle initial (4.1-4.4) avec la condition au bord 4.5 et les conditions initiales
données par (4.6) et (4.7) d’une solution donnée dans le sens de la définition 4.1 précédente.
Théorème 4.1 Soient f in un fonction non-négative satisfaisant (H1), uin, pin et bin des réels
non-négatifs et supposons que les hypothèses (H2) à (H4) soient vérifiées. Considérons un réel
T > 0. Il existe alors une solution non-négative unique (f, u, p, b) du système (4.1-4.4) avec
la condition au bord 4.5 et les conditions initiales données par (4.6) et (4.7), dans le sens de
la définition 4.1, de telle sorte que f 2 C0 ([0, T ], L1(x0,+1; xrdx)) pour tous r 2 [0, 1], et
u, p, b 2 C1b (0, T ).
Preuve : la preuve (assez longue), est séparée en deux et chacune est parties est détaillée res-
pectivement dans les sections 3.2 et 3.3 de [109]. L’idée de cette preuve est la suivante.
1. La première partie de la preuve (section 3.2 de [109]), consiste à montrer que le problème
@
@t
f(x, t) + u(t)
@
@x
⇥
⇢(x)f(x, t)
⇤
=  µ(x)f(x, t) sur (x0,+1)⇥ (0,+1), (4.16)
u(t)⇢(x0)f(x0, t) = N(u(t)), on (0,+1), (4.17)
f(·, t = 0) = f in, sur (x0,+1). (4.18)
est bien posé. Ce résultat est énoncé dans la proposition suivante.
Proposition 4.4 Soient u 2 C0b (R+), f in satisfaisant (H1), et supposons que les hypo-
thèses (H2) à (H4) soient vérifiées.
Pour tout T > 0, il existe une unique solution non-négative f à (4.16-4.18) au sens des
distributions, telle que f 2 C0 ([0, T ], L1(x0,+1; xrdx)) pour tout r 2 [0, 1].
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La preuve de cette proposition est dans le même esprit que celle proposée par Collet et al.
[52] pour l’équation de Lifshitz-Slyozov. Elle est basée sur le concept de solution “douce”
(mild) au sens des distributions avec la contrainte additionnelle de continuité du temps
dans l’espace L1(xdx).
2. La seconde partie de la preuve (donnée dans la section 3.3 de [109]) réside dans la
construction d’un opérateur
S : C0([0, T ])3 7! C0([0, T ])3
(u, p, b) 7! (Su, Sp, Sb) = S(u, p, b),
(4.19)
où
Su = uin +
R t
0
h
 u    uu  ⌧up+  b  x0N(u)  u
R +1
x0
⇢(x)f(x, s)dx
i
ds,
Sp = pin +
R t
0 [ p    pp  ⌧up+  b] ds,
Sb = bin +
R t
0 [⌧up  (  +  )b] ds,
où f est l’unique solution associée à u donnée par la proposition 4.4. Le théorème est
alors prouvé en appliquant le théorème de point fixe de Banach à l’opérateur S.
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Chapitre 5
Transmettre, diffuser, découvrir et
recommencer
Il n’y a pas des problèmes qu’on se pose,
il y a des problèmes qui se posent. Il n’y a
pas de problèmes résolus, il y a seulement
des problèmes plus ou moins résolus.
Henri Poincaré
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Le dernier chapitre de se manuscrit est consacré à trois parties qui constituent quasiment
l’essentiel de mes activités d’enseignant-chercheur au quotidien : la transmission, la diffusion et
la recherche. Le plus difficile est de trouver un équilibre entre les trois. Elles sont souvent en-
trecoupées de tâches administratives, éditoriales, de rédaction de projets en vue de financements
et de gestion de ces financements quand j’ai eu l’opportunité d’en obtenir. Les journées sont
bien remplies, mais elles commencent toujours avec le même bonheur guidé par la vocation et
la passion de mon travail.
Je vais essayer de résumer ces trois activités principales, sans être toutefois exhaustif, mais
en dressant un bilan de ces 15 années qui ont suivi la soutenance de ma thèse de doctorat.
5.1 Transmission
Je n’ai jamais cessé d’enseigner depuis le tout début de ma thèse. Même durant mes années
de post-doctorat à l’université McGill, vouées à la recherche uniquement, j’ai effectué des rem-
placements pour des collègues. J’ai toujours éprouvé beaucoup de plaisir à le faire, et je ne m’en
lasse pas pour deux raisons essentielles : d’un côté, l’enseignement me permet de contribuer à la
fois au développement du savoir et savoir faire des étudiants, et d’un autre côté, il joue un rôle
fondamental en me faisant évoluer continuellement. Chaque semestre est pour moi une remise
en question complète sur ma façon de transmettre mes cours. Je m’interroge sur ce qui n’a pas
marché et je tente d’améliorer un peu plus ce qui semble fonctionner tout en sachant que les
générations se suivent et ne se ressemblent pas.
Mais les cours magistraux et les travaux dirigés ne sont pas mes seules activités de formation.
Il y a également les encadrements de stages et de thèse qui relèvent autant de l’accompagnement
que de la transmission. Plusieurs types de stages sont offerts à l’université (en mathématiques) :
les travaux d’initiative personnelle encadrés (TIPE) pour les étudiants de deuxième année de
licence, les travaux d’études et de recherche (TER) pour les étudiants de première année de
master les stages de 4ème année et 5ème année d’étude pour les étudiants de l’INSA, les stages
d’étudiants de deuxième année de master, et enfin l’encadrement des étudiants en thèse.
L’offre de l’encadrement des étudiants est donc assez riche à tous les niveaux, et j’y prends
part chaque année. C’est ainsi que depuis 2007, date à laquelle je me suis investi dans cette
forme de transmission, j’ai encadré 54 étudiants, dont 4 en deuxième année de licence, 33 en
première année de master, 13 en deuxième année de master et 5 en thèse. J’ai beaucoup évolué
dans ma façon d’accompagner les étudiants dans ce type de formation.
J’encourage les étudiants à faire preuve d’esprit d’initiative, de sens critique, envers eux
mêmes, envers tout ce qu’ils peuvent lire, et surtout envers moi. Ainsi, tout en essayant de
les faire progresser, je suis également en perpétuelle évolution. C’est ainsi que, depuis quelques
années, j’ai changé ma façon d’encadrer mes étudiants (surtout les plus âgés, ceux qui se trouvent
en deuxième année de master et en thèse) : je les fais travailler de la façon suivante. Je les laisse
choisir une problématique biologique précise parmi celles que je leur propose. Elles sont en
général inédits, ou je sais au moins que très peu de chercheurs, voire personne ne s’y sont plongés
d’un point de vue de la modélisation. Autrement dit, tout est à faire, ce qui laisse le champ libre
à la créativité (pour la construction d’un modèle nouveau), l’intuition (pour faire le tri entre ce
qui est essentiel de ce qui ne l’est pas, et savoir quels outils mathématiques seront utiles ou non)
et la communication (pour trouver à la fois des éclaircissements sur les mécanismes biologiques
mais également les outils et les techniques utiles à la résolution des problèmes posés). Cette
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formation se fait en plusieurs étapes :
1. étudier de façon approfondie le contexte biologique et la problématique précise afin que
connaître parfaitement les acteurs et les mécanismes impliqués dans le projet. Pour cela,
il est nécessaire de collaborer au plus près avec les biologistes,
2. tirer l’essentiel de tous les détails biologiques des réactions et interactions décrites dans la
littérature ou fournies par les discussions avec nos collaborateurs,
3. élaborer un premier modèle assez simple, afin de l’étudier en utilisant les outils mathéma-
tiques à la portée de l’étudiant,
4. critiquer ce premier modèle, pour voir ce qui marche et ce qui ne marche pas, et le com-
plexifier pour le rendre plus réaliste tout en gardant le cap qui est la réponse à la question
posée par les biologistes.
Cette dernière étape est la plus compliquée, parce que les étudiants se trouvent en perpétuel
équilibre sur un fil, il suffit de rajouter un élément au modèle pour se rapprocher de la réalité , ce
qui est une excellente chose, mais en même temps, se trouver face à une difficulté mathématique
parfois insurmontable, et ne pas avoir les outils nécessaires pour analyser le problème. Les
étudiants ont alors le choix : soit faire marche arrière et repenser le modèle, et ce qu’il faut
rajouter, tout en maintenant le cap, soit chercher les outils qui leur manquent pour surmonter
la difficulté mathématique à laquelle ils font face. La tâche de l’encadrant est ici essentielle à
mes yeux : il s’agit de les accompagner dans leurs choix, et les guider en puisant dans notre
expérience et nos connaissances. Quelques fois, cela suffit, et parfois, l’apprentissage se fait
ensemble, aboutissant à un développement des deux acteurs de la formation.
C’est à chaque fois très enrichissant et gratifiant. Je garde ainsi le contact avec quasiment
tous les étudiants que j’ai encadrés, certains sont devenus chercheurs et se trouvent éparpillés
sur la planète, d’autres ont rejoint des entreprises, et beaucoup viennent me voir, ou m’écrivent
pour avoir des conseils autant scientifiques que personnels sur leurs choix de carrière.
En ce qui concerne ma formation des étudiants en licence et master, j’ai rapidement préféré
devenir responsable pédagogiques des unités d’enseignement (UE) auxquelles je participais pour
pouvoir faire le lien entre les équipes pédagogiques et les étudiants. C’est ainsi que depuis
2007 je suis la plupart du temps en charge des cours et dans la mesure du possible également
intervenant dans groupe de travaux dirigés correspondant. Que ce soit à tous les niveaux de
la licence, du master comme pour les étudiants de l’INSA où j’effectue quelques vacations,
j’essaie d’offrir un support écrit pour chacun de ces cours, en le mettant à jour, et le renouvelant
sans arrêt pour essayer de l’améliorer. Je tiens compte de toutes les remarques constructives des
collègues membres de l’équipe pédagogique de l’UE, mais également du retour des étudiants
sur ce qui a fonctionné et ce qu’il faudrait changer.
J’ai également souhaité être le responsable de la filière Mathématiques pour la biologie
et la médecine du parcours Maths en Action : du concept à l’innovation, en deuxième année
du Master mathématiques appliquées, statistique. Cette filière a ouvert en même temps que le
Master Maths en Action, à l’automne 2013. Je m’y suis beaucoup investi, autant pour le choix
des cours, que le choix des intervenants et la communication pour le recrutement des étudiants.
Cet automne 2016, c’est la quatrième année que ce master existe, et cette filière a toujours
obtenu le nombre d’étudiants nécessaire à son ouverture. Près d’une quarantaine d’étudiants
ont été formés, et une grande majorité a obtenu une bourse de thèse. Une grande partie de la
première promotion rentre en troisième année de thèse, et donc devrait soutenir d’ici à la fin
2017 si tout se passe bien.
113
Transmettre, diffuser, découvrir et recommencer
Nous avons trois cours programmés dans cette filière. Deux sont pour l’instant restés durant
ces 4 années :
1. la statistique pour la grande dimension en génomique,
2. la dynamique des populations.
Le troisième cours a changé. Entre 2013 et 2016, il était consacré à la dynamique des protéines,
et depuis la rentrée en 2016, il a été remplacé par la modélisation mathématique en épidémio-
logie. Ce changement provient de la politique d’évolution de la formation de ce master, avec le
changement d’un ou plusieurs cours tous les 3 ou 4 ans. Les choix de ces cours est constamment
guidé par deux choses :
1. la qualité remarquable des intervenants qui sont des chercheurs très actifs dans le domaine
qu’ils enseignent, d’excellents pédagogues et qui possèdent un réseau international très
important,
2. le fait que chaque thème de recherche de ces trois cours est extrêmement porteur, et que
de très nombreux postes de thèse ou de recherche sont proposés dans ces domaines là.
Le bilan de ces 15 années d’enseignement, d’encadrement et de responsabilités administra-
tives relatives à ce domaine est plus que bénéfique pour moi. J’espère avoir accompagné un grand
nombre d’étudiants et les avoir fait évoluer tout autant qu’eux m’ont fait évolué. Je commence
à avoir pas mal de supports écrits de plusieurs cours allant de la première année de licence à la
dernière année de master, mais ils sont en constante évolution. Je prends toujours autant de plai-
sir à enseigner dans les grands amphithéâtres qu’à encadrer individuellement chaque stagiaire
ou étudiant en thèse. Tous m’ont apporté et m’apportent énormément à tous les niveaux de ma
vie professionnelle. Grâce à eux j’ai essayé de m’améliorer dans ma pédagogie mais également
dans l’étendue de mes connaissances mathématiques. Et comme le disait le réalisateur égyptien,
Youssef Chahine, “si j’enseigne, c’est pour apprendre”.
5.2 Diffusion
Une forme à part de transmission concerne la diffusion. On ne peut pas véritablement consi-
dérer la diffusion, que je vais essayer de décrire dans cette section, comme de l’enseignement
à proprement parler. C’est la raison pour laquelle, je consacre une partie de ce chapitre à cette
activité qui se trouve dans la lignée de la transmission mais pas tout à fait dans celle de l’ensei-
gnement.
Quand j’emploie le terme diffusion ici, c’est plutôt dans le sens de la diffusion grand public
(ou encore la vulgarisation des mathématiques en général et de mes activités de recherche en
particulier), mais également la diffusion de mes travaux de recherches dans les conférences,
séminaires, colloques internationaux.
5.2.1 Diffusion pour le grand public
L’université ouverte :
J’ai véritablement commencé cette activité au moment où Régis Goiffon, le responsable en
mathématiques de l’université ouverte (UO) de Lyon (organisme qui offre la possibilité à qui le
souhaite d’assister à des conférences grand public données par des chercheurs). Voici comment
elle est présentée par Nicole Mounier et Anne Pillonnet, leurs deux directrices,
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“L’Université Ouverte est un service général de l’Université Claude Bernard Lyon 1. Sa
mission est de diffuser les connaissances dans les domaines des sciences et de la santé vers un
large public, quel que soit son niveau de formation, scientifique ou non. Elle organise des confé-
rences, effectuées dans leur grande majorité par des enseignants-chercheurs et des chercheurs
de l’Université Claude Bernard Lyon 1, mais aussi par des ingénieurs et des professionnels de
la santé. Tous sont volontaires pour présenter au grand public leur domaine de compétences et
parler de leurs activités de recherche.”
L’université ouverte a été créée en 1987 au travers de cycles de conférences intitulées “Mer-
credis Scientifiques” organisés par l’Institut des Sciences de la Matière à Villeurbanne. Le nom
changea par la suite “Soirées Scientifiques” de l’Université Claude Bernard à Villeurbanne, or-
ganisée par le professeur Edgar Elbaz pour finalement s’appeler “Université ouverte” en 1995,
et offrait en 2015 plus de 250 conférences dans tous les domaines scientifiques et techniques.
J’ai commencé cette activité depuis l’année 2008/2009, et depuis j’ai présenté soit un ou
deux exposés par année. Je l’ai fait dans plusieurs lieux différents : les amphithéâtres de l’univer-
sité Claude Bernard Lyon 1, des grandes salles de lycées à Lyon, à la maison des mathématiques
et de l’informatique de Lyon, au grand auditorium de la bibliothèque municipale de Lyon.
Mes interventions à la bibliothèque de Lyon ont été filmées et peuvent être consultées sur
leur site :
https://www.bm-lyon.fr/.
MATh.En.JEANS : Depuis 3 ans également, je m’investis dans la diffusion des mathéma-
tiques au collège en faisant participer les élèves à des projets qu’il présentent ensuite dans un
congrès annuel regroupant tous les élèves de tous les collèges environnants.
MATh.En.JEANS est l’acronyme pour “Méthode d’Apprentissage des Théories mathéma-
tiques en Jumelant des Etablissements pour une Approche Nouvelle du Savoir”, c’est une as-
sociation créée en 1990 dont le but est de “soutenir et promouvoir la mise en place d’ateliers
de recherche en mathématiques dans les établissements scolaires” afin de faire découvrir les
mathématiques d’une autre façon, en s’amusant, en faisant des découvertes. Elle permet d’avoir
un aperçu des démarches de la recherche. Chaque atelier est encadré par un chercheur qui les
guide, accompagné d’une équipe pédagogique sur place. C’est à la fois pour moi un moyen de
transmettre la passion de mon métier et de montrer que les mathématiques peuvent avoir des
applications étonnantes. Les équipes pédagogiques avec qui je collabore sur place m’ont fait un
retour très positif de mes interventions. Nous entrons en 2016 dans la troisième année ensemble,
et toujours avec un enthousiasme grandissant.
Interventions diverses : J’interviens également dans différents lycées et collèges depuis que
je suis maître de conférences à Lyon, pour présenter les différentes facettes du métier de cher-
cheur en mathématiques et montrer qu’il existe des applications dans le domaine de la biologie
et la médecine. Il m’arrive de faire plusieurs exposés par an. Quelques fois, mes interventions
font l’objet d’articles dans la presse locale quotidienne.
Il m’arrive donc de me trouver dans les médias. Ma dernière apparition a été dans le Progrès
(quotidien Lyonnais), suite à ma dernière conférence à l’auditorium de la bibliothèque munici-
pale de Lyon. L’impact a été tel que l’article s’est retrouvé dans tous les journaux du groupe. J’ai
donc bénéficié d’une couverture médiatique dans de nombreux quotidiens de l’est de la France,
et dans le quotidien gratuit Direct Matin. J’ai également été contacté par la chaîne de télévision
France 3 pour faire partie d’un sujet de reportage dans le journal du soir.
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La diffusion grand public est importante pour moi. Elle me permet de transmettre la passion
de mon métier, mais également de montrer plusieurs facettes des mathématiques, que beaucoup
ignorent. Si en plus, je parviens à éveiller la curiosité des plus jeunes, voire, créer des vocations,
alors j’aurais rempli ma mission.
5.2.2 Conférences, séminaires, colloques et publications
La diffusion de mes travaux auprès de mes pairs fait partie intégrante de ma mission d’ensei-
gnant chercheur. Il est essentiel de pouvoir diffuser les résultats de mes recherches , de pouvoir
en discuter avec mes collègues du monde entier, afin d’échanger de nouvelles idées, de nouvelles
techniques, de nouveaux outils, mais également de créer de nouveaux contacts.
Je n’ai jamais cessé de participer à des conférences, séminaires, écoles, colloques depuis
le début de ma thèse. J’ai parfois été à l’organisation, ou à la tête de l’organisation de certains
événements. J’ai initié beaucoup de collaborations grâce aux diverses rencontres partout dans le
monde, j’ai été invité à passer plusieurs jours voire semaines dans les laboratoires de collègues à
l’étranger, et depuis quelques années, j’invite des collègues à venir me voir à Lyon pour travailler
avec eux.
En comptant le nombre de mes interventions, tout confondu, j’ai fait près de 85 conférences
depuis le début de ma thèse, et à peu près 60 dans les 10 dernières années. Le détail se trouve
dans mon curriculum vitae (CV).
J’essaie également de publier le plus régulièrement les résultats de mes travaux. J’en suis
à peu près à 30 publications acceptées, toutes dans des journaux internationaux avec comité
de lecture (voir le détail dans mon CV). Deux sont soumises au moment de l’écriture de ce
manuscrit, et 5 sont en préparation en vue de soumission dans le courant de l’année académique
2016/2017.
La diversité de mes activités de recherche me permet de publier dans des thématiques assez
différentes. Il m’arrive également de rédiger des revues sur un thème précis, permettant de faire
un point sur l’état de l’art de la recherche dans un domaine. Dans la majorité des cas, ces revues
sont des commandes des éditeurs, qui souhaitent que je publie ce genre d’article. Certaines
revues sortent dans des journaux [3], [32], d’autres dans des chapitres de livre [29], [198], [199]
et d’autres dans des contributions pour encyclopédies [24].
Toutes ces activités de transmission (enseignement et diffusion) jouent un rôle très important
dans ma carrière. Et sont complémentaire de mes activités de recherche. J’ai présenté deux
thèmes principaux dans les chapitres précédents, à savoir, la recherche liée à l’hématopoïèse
et la recherche liée aux maladies à prion et Alzheimer. Il y a en a d’autres, sur lesquelles je
travaille. J’y consacre un peu moins de temps pour diverses raisons mais elles sont toutes aussi
importantes. Ce sont ces divers travaux que je vais évoquer dans la dernière partie de ce chapitre.
5.3 Découvrir
En plus des thèmes sur l’hématopoïèse et les maladies à prion et d’Alzheimer, je me suis
intéressé et m’intéresse à d’autres domaines de recherche, certains sont très nouveaux pour moi,
d’autres n’ont fait qu’un bref passage dans ma courte carrière. Je ne fais que les évoquer, parce
que mis à part la somitogenèse (section 5.3.1), tous les autres travaux sont en cours de dévelop-
pement et n’ont pas encore été publiés.
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5.3.1 La somitogenèse
Juste avant d’achever mon contrat de post-doctorant et avant d’entamer mes deux années de
professeur assistant aux États-unis, j’ai commencé à travailler sur la modélisation du mécanisme
de somitogenèse.
La somitogenèse décrit, comme son nom l’indique, le mécanisme de formation des somites.
Ce sont des regroupement de cellules dans l’embryon, comme des petites boules, qui se si-
tuent de part et d’autre de ce qui deviendra par la suite la colonne vertébrale. Les somites sont
d’ailleurs à l’origine des vertèbres, des muscles squelettiques et du derme dans cette région.
Ce mécanisme de formation m’a beaucoup intéressé dans le sens où il fait intervenir à la fois
des fronts d’ondes et des cycles périodiques. Ce processus est décrit par des modèles appelés en
anglais “clock and wave front”.
Plusieurs facteurs de transcriptions sont impliqués dans les oscillations, mais celui qui nous
intéresse directement est appelé Hes1. Hirata et al. [114] ont montré qu’une seule injection de
sérum peut induire des oscillations dans la concentration de l’ARNm avec une période autour
de 2 heures. Ils ont également montré que Hes1 agit comme son propre répresseur grâce à une
boucle de rétro-contrôle négative. Pour expliquer ces oscillations, ils ont proposé un modèle à
trois équations avec un facteur inconnu appelé X qui s’ajoute aux protéines Hes1 et aux ARNm
Hes1 sans savoir exactement ce que pouvait être ce facteur X.
D’un autre côté, Jensen et al. [118] et Monk [166] ont montré que l’ajout d’un retard de 15
à 20 minutes dans le système d’équations différentielles à seulement deux facteurs (protéines et
ARNm Hes1) peut suffire à induire les oscillations observées avec le rétro-contrôle négatif. Ce
retard correspond au temps mis pour les protéines à transcrire, traduire et former un complexe
dans le noyau afin de démarrer la répression.
Notre équipe, composée de Samuel Bernard et Michael Mackey au Canada, de Branka Ča-
javec et Hanspeter Herzel en Allemagne, et moi-même aux USA, avons décidé d’explorer de fa-
çon analytique et numérique, l’approche du modèle à retard de Jensen (et ses collègues) et Monk
dans un premier temps. Puis, nous nous sommes intéressés à l’influence d’un facteur X évoqué
par Hirata et al. mais tenant compte du retard quand même. Pour nous, après investigation et
discussions avec les biologistes, le choix du facteur X a été le co-represseur Gro/TLE1 dont
l’activation se produit par une phosphorylation induite par la protéine Hes1 elle-même.Une fois
activé, Gro/TLE1 forme un complexe avec Hes1 qui va réprimer le gène responsable de la propre
production de ce dernier. Nous avons comparé les deux modèles à retard : nous avons effectué
une analyse mathématique de stabilité (principalement l’étude de la bifurcation de Hopf), une
simulation numérique des solutions et une comparaison avec les données expérimentale. Nous
sommes arrivés à montrer que notre modèle combinant le retard et le co-represseur Gro/TLE1 of-
frait de bien meilleurs résultats que ceux établis par nos prédécesseurs et notamment une réponse
physiologique bien plus rapide, en adéquation avec ce qui est observé, et avec des paramètres
plus proche de la réalité biologique lors de l’injection de sérum.
Ce travail a fait l’objet d’une publication [23] mais n’a malheureusement pas eu de suite.
J’ai en effet immédiatement été sur la modélisation de la dynamique du prion à temps plein une
fois arrivé aux USA. Mais ce domaine de recherche ne m’a pas vraiment quitté, puisque j’ai
co-encadré avec Michael Mackey un stagiaire de master 2 en 2013. Nous avons pu approfondir
certaines hypothèses, mais nous avons été bloqués par la validation expérimentale par manque
de collaboration. L’étudiant, David Granjon, a dans la foulée, commencé une thèse dans un autre
domaine, et devrait soutenir à la fin de cette année.
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5.3.2 Radiothérapie
Depuis le début de l’hiver 2014, j’ai été mis en contact par le biais de Sylvie Benzoni avec
Nicolas Foray et son équipe du Groupe de Radiobiologie du Centre de Recherche en Cancéro-
logie de Lyon (UMR1052 INSERM - UMR 5286 CNRS – UMS 1052 LYON I pour travailler sur
les problèmes chez les patients sensibles à la radiothérapie. L’enjeu est le suivant : les patients
soumis à des radiations nucléaires (par radiothérapie ou autre exposition) se trouvent confron-
tés à des dommages sur les brins d’ADN de certaines de leurs cellules. Ces dommages sont
appelés cassures double-brin. Heureusement pour la majorité des organismes, ces cassures sont
reconnues et réparées la plupart du temps. Il se peut cependant qu’elles soient reconnues par
des protéines spécifiques (et notamment les protéines ATM (pour Ataxia Telangiectasia Muta-
ted)) mais mal réparées, ce qui pourrait engendrer un cancer, ou alors pas reconnues du tout,
menant directement à la mort. Certains organismes sont donc plus sensibles que d’autres à ces
radiations, ce qui pourrait avoir des conséquences graves, comme le déclenchement de cancer
par une mammographie chez des individus sains par exemple. L’objectif est donc de modéliser
les mécanismes cytoplasmiques et nucléaires engendrant la reconnaissance et la réparation des
cassures double-brins.
Le processus est assez complexe, et il se fait en deux temps au sein de la cellule :
1. dans le cytoplasme : sous l’effet de l’irradiation, les brins d’ADN sont endommagés (dans
le noyau de la cellule), tandis qu’une certaines proportion de protéines ATM sous forme
de dimères dans le cytoplasme se séparent pour former des monomères.
2. dans le noyau : Une fois séparées, les monomères d’ATM parviennent à rentrer dans le
noyau et déclenchent des cascades de réactions en vue d’activer la reconnaissance et la
réparation des brins. Les interactions sont beaucoup compliquées ici.
Ce travail fait l’objet d’une thèse que je co-encadre avec Nicolas Foray et Larry Bodgi, chef
de projet recherche et développement chez Neolys Diagnostics. Le doctorant, Aurélien Canet,
qui a commencé en janvier 2016 effectue ses recherches à la fois dans le milieu académique, à
l’Institut Camille Jordan et dans les locaux de la start-up Neolys Diagnostics. C’est une collabo-
ration entre des mathématiciens, des biologistes et un industriel. Un article de revue a déjà été
publié [32].
L’autre partie de la thèse d’Aurélien Canet est consacrée à la modélisation mathématique de
la réduction de tumeurs solides après radiothérapie.
5.3.3 Mégacaryopoïèse
Depuis l’automne 2014 je suis également revenu à mes premiers centres d’intérêts en tant
que chercheur, à savoir, l’étude de la formation du sang et plus particulièrement la mégacaryo-
poïèse ou formation des plaquettes sanguines. De façon étrange, il existe très peu de travaux
de modélisation mathématique sur ce sujet. C’est avec un étudiant en thèse, Loïs Boullu, que
je co-encadre en co-tutelle avec Jacques Bélair, professeur de mathématiques à l’université de
Montréal au Canada, que nous avons décidé de nous pencher sur ce processus, en tenant compte
des connaissances biologiques les plus récentes sur le sujet : cycle cellulaire de formation des
mégacaryocytes, mais également le rôle tenu par la trombopoïétine (TPO) un des facteurs de
croissance impliqués dans la régulation des plaquettes dans le sang.
Nous avons déjà bien avancé, avec l’étude d’un modèle composé d’équations à retards dis-
crets (provenant de l’intégration d’équations aux dérivées partielles structurées en âge), et no-
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tamment la preuve de stabilité globale ou d’existence de solutions oscillantes sous certaines
conditions. Ce travail s’effectue en collaboration avec Mostafa Adimy et Fabien Crauste.
Nous avons également créé un autre modèle, plus réaliste, faisant intervenir des équations
différentielles dépendant de l’état. Ce travail s’effectue en collaboration avec Jianhong Wu, de
l’université York, à Toronto au Canada, et Nemanja Kosovalic, de l’université d’Alabama du
Sud. Deux articles sont en cours de préparation.
5.3.4 Dynamique des langues
Depuis le printemps 2015, Morgane Bergot de l’Institut Camille Jordan (ICJ), Léon Matar
Tine (ICJ et Inria) et moi-même avons un domaine de recherche que j’avais effleuré il y a près de
15 ans : à savoir la dynamique des langues et plus particulièrement, leur disparition. L’idée est
de comprendre pourquoi une langue est vouée à disparaître, et surtout comment faire pour éviter
cela afin de maintenir une diversité culturelle mondiale. Par manque de temps et de données,
j’avais mis ce travail de côté. Puis au printemps 2015, sous l’impulsion de la collaboration
avec Morgane et Léon, j’ai repris cette thématique, et nous avons contacté des chercheurs du
Centre de Dynamique Du Langage (DDL), à l’université Lyon 2. Nous avons reçu un accueil
plus qu’enthousiaste de la part de François Pellegrino et son équipe du laboratoire DDL qui
nous a permis d’initier une collaboration qui ne fait que se renforcer depuis lors. Nous avons
créé un modèle décrivant le bilinguisme et la transmission de la langue à travers les générations
de locuteurs. Ce projet est financé par l’Institut des Systèmes Complexes qui nous a permis
de rémunérer un étudiant de master 2 de mathématiques, Nathan Pages, pour son stage de fin
d’études, pendant 6 mois (d’avril à septembre 2016). Ces travaux sont en cours de finalisation
pour une publication prochaine.
D’autres projets sont en phase embryonnaire pour l’instant, simplement par manque de
temps, ou par manque de collaborateurs spécialistes du domaine, comme par exemple la ré-
gulation du poids après différents régimes successifs (qui a quand même fait l’objet d’un finan-
cement de l’Institut des Systèmes Complexes, et permis d’embaucher une étudiante de l’Insa,
Manon Muntaner pour une période de 4 mois au printemps 2016) ou encore l’étude des rela-
tions amoureuses.
Tous ces projets sont à des stades plus ou moins avancés. Certains sont déjà bien installés
avec des collaboration très fortes, d’autres sont en phase de maturation, encore à l’état de projet.
Mais tous méritent d’être menés jusqu’au bout.
Ce qui est certain, c’est qu’au travers de toutes mes recherches et de tous mes enseignements,
j’ai rencontré des collaborateurs exceptionnels à la fois par leur talent et leurs qualités humaines.
J’ai tenté de m’inspirer de tous, et je continue encore tous les jours à apprendre de tous, pour
essayer de m’améliorer sans cesse, et transmettre le peu que je possède.
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Abstract
How do the normal prion protein ðPrPCÞ and infectious prion protein ðPrPScÞ populations interact in an infected host? To answer this
question, we analyse the behavior of the two populations by studying a system of differential equations. The system is constructed under
the assumption that PrPSc proliferates using the mechanism of nucleated polymerization. We prove that with parameter input consistent
with experimentally determined values, we obtain the persistence of PrPSc. We also prove local stability results for the disease steady
state, and a global stability result for the disease free steady state. Finally, we give numerical simulations, which are confirmed by
experimental data.
r 2006 Elsevier Ltd. All rights reserved.
Keywords: Prion diseases; Prion proliferation; Solution persistence; Nucleated polymerization mechanism
1. Introduction
Though widely investigated, the pathogenesis of trans-
missible spongiform encephalopathies (TSEs) remains
incompletely understood. These diseases, members of the
fatal neurodegenerative disease family, have different
names depending on the mammalian species. They are
called scrapie for sheep or bovine spongiform encephalo-
pathy (BSE) for cattle, and for humans they appear under
forms called kuru, Creutzfeldt–Jakob disease (CJD),
Gerstmann–Sträussler–Scheinker syndrome and fatal fa-
milial insomnia. It is believed that they show common
pathologies such as spongiform degeneration, described as
large vacuoles in the cortex and the cerebellum (Horwich
and Weissman, 1997). They are also characterized by long
incubation periods, a lack of immune response and
invisibility to detection as viruses. It has been shown that
only one infectious agent is the cause of these diseases
(Griffith, 1967; Prusiner, 1982). This agent is the prion; its
discovery was very surprising in the sense that it is thought
not to be a virus or any other viroid-like agent but is
commonly accepted to be a protein (Aguzzi and Poly-
menidou, 2004; Prusiner, 1991). The fact that a protein
alone can transmit an infectious disease has been a great
controversy within the scientific community. However,
despite some arguments against this protein-only hypoth-
esis, the prion is now widely regarded as the best
explanation for TSEs.
Much progress was made in the 1980s in understanding
structural aspects of the different forms of prion protein
(Oesch et al., 1985; Prusiner, 1991; Prusiner et al., 1981, 1984).
To summarize, we can say that the prion infectious agent is a
modified form of a normal protein called PrPC (prion protein
cellular) which is a normal proteinase K-sensitive form of
prion protein PrP. Single molecules of the protein PrPC,
which we will refer to as monomers, can normally be found in
the human system. Many authors have investigated the
functional role of prions (Bounhar et al., 2001; Brandner et
al., 1996; Brown et al., 2002; Chiesa et al., 2005; Kim et al.,
2004; Li and Harris, 2005; Roucou et al., 2003, 2004).
Brandner et al. (1996) showed that PrPSc does not directly
damage neurons. Roucou et al. (2003, 2004) showed that for
human neurons, normal PrP located in the cytosol retains its
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protective function against Bax, a substance in the human cell
which when activated provokes cell apoptosis. In other
words, normal PrP could be considered a natural protection
against apoptosis. Without it, a massive destruction of our
neurons would occur under stress.
On the other hand, the infectious protein PrPSc (Prion
Protein Scrapie) is an abnormal pathogenic conformation of
PrPC and is the origin of the TSEs. PrPSc is hydrophobic and
has a tendency to form aggregates (Prusiner, 1998). It is then
more stable than PrPC and much more resistant to proteolytic
treatment as well as radiation and high temperatures (Huang
et al., 1984; Pan et al., 1993). The motivation to study the
dynamics of these protein populations comes from the
research of Roucou et al. (2003) and the authors quoted
above, which suggests that the PrPSc proteins do not directly
damage the neurons in the TSEs. Indeed, if we assume that
PrPSc is an aggregate that converts PrPC monomers as it
replicates, then the neurons would be damaged because the
protection of PrPC disappears and no shield against the Bax
within the cell persists. Thus, the more an animal or human is
stressed the faster the neurons die (Brown et al., 2002).
Obviously, this biological assumption is very simplified here,
and there exist other hypotheses regarding the cause of death
due to the prion disease.
The objective in this work is to understand the dynamics
of the PrPC and PrPSc populations. Our goal is to develop a
basic model incorporating the essential elements of prion
disease. We would like to understand under what condi-
tions the PrPSc population survives while the monomer
PrPC population declines, and if such conditions are
biologically realistic. In other words, we want to study
the stability of the protein populations involved in these
diseases. In order to study this behavior we need to
consider a sufficiently robust model. Several models to
explain the replication process of PrPSc have been proposed
(Cohen et al., 1994; Eigen, 1996; Harper and Lansbury,
1997; Jarrett and Lansbury, 1993; Kulkarni et al., 2003;
Laurent, 1997; Masel et al., 1999; Mobley et al., 2003;
Nowak et al., 1998; Pöschel et al., 2003; Slepoy et al.,
2001). These models are distinguished primarily as one-
dimensional (lengthening fibrils) or two-dimensional (pla-
nar aggregates). Areal aggregation models (that is, two-
dimensional aggregations on regular arrays corresponding
to cell surfaces) have been investigated (Kulkarni et al.,
2003; Mobley et al., 2003; Slepoy et al., 2001) and
experimental evidence of areal aggregation has been shown
(Govaerts et al., 2004; Wille et al., 2002). There is
experimental evidence that PrP proteins with glyco-
phospho-inositol (GPI) anchors deleted can yield increased
scrapies upon inoculation without disease symptoms
(Chesebro et al., 2005). Areal aggregation models have
provided an impressive theoretical explanation of the
highly reproducible logarithmic correlation of incubation
times and inoculum doses, as well as experimentally
observed deviations in this relationship at small doses
(Kulkarni et al., 2003).
The view that PrPSc aggregates are essentially one-
dimensional fibrillic structures lengthening in both linear
directions has been investigated (Jarrett and Lansbury, 1993;
Collins et al., 2004; Lansbury and Caughey, 1981; Scheibel et
al., 2001). Collins et al. (2004) investigate one-dimensional
yeast prion aggregation by single molecule fluorescence
measurements, which indicate that fibrils grow by monomer
addition. The one-dimensional propagation of prion fibrils
has been modeled mathematically (Masel et al., 1999; Nowak
et al., 1998; Pöschel et al., 2003). Masel et al. (1999)
hypothesize nucleated polymerization (see Fig. 1) as the
primary mechanism of PrPSc proliferation and develop a
deterministic model for it consisting of an infinite system of
ordinary differential equations, one for each possible fibril
length. The model in Masel et al. (1999) is the starting point
of our investigation, but we consider a continuum of possible
fibril lengths described by partial differential equations
(Greer, 2002). The advantages of our modeling approach
are that it is conceptually more accessible and mathematically
more tractable.
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Fig. 1. Left: nucleated polymerization mechanism with minimum nucleation size n ¼ 6. Right: Kinetic model of the prion aggregate growth model based
on Fig. 2 of Masel et al. (1999).
M.L. Greer et al. / Journal of Theoretical Biology 242 (2006) 598–606 599
We state our model of prion proliferation, then find the
steady state values of the system. We study the local
stability of the disease free and disease steady states. We
prove global stability for the disease free steady state and
the conditions necessary for persistence of the disease. We
conclude with numerical simulations based on experimen-
tal data (Masel et al., 1999; Rubenstein et al., 1991). All the
details of the proofs of our propositions concerning the
existence, uniqueness, and asymptotic behavior of the
solutions of the model are available on request.
2. The model of prion proliferation
Our model describes nucleated polymerization, the me-
chanism by which prions are hypothesized to replicate
(Nowak et al., 1998). It is necessarily abstract, because it
describes an extremely complex biological process. The model
contains six basic parameters, each of which has a funda-
mental biological interpretation. The nucleated polymeriza-
tion theory considers the PrPSc protein to be a polymeric
form of PrPC. It is important to point out that above a critical
size, PrPSc is very stable and does not polymerize anymore
(Pan et al., 1993). Only terminally truncated forms of the
PrPSc polymerize. Our work is consequently focused on these
truncated forms that polymerize which by language abuse we
name PrPSc. By polymerizing, we mean that PrPSc increases
its length by attaching to its end units of converted PrPC in a
stringlike formation (Scheibel et al., 2001). After a PrPSc
polymer attaches to a PrPC monomer, the PrPC is converted
to the infectious PrPSc form. It is assumed that the PrPSc
proteins are long enough to wrap into a helical shape, in
which they form stabilizing bonds (Wille et al., 2002). The
first winding of the helix, achieved at the critical size, is the
‘‘nucleus’’ referred to by the term nucleated polymerization
(see Fig. 1) (Masel et al., 1999).
The bonds formed in a PrPSc polymer likely confer PrPSc
greater metabolic stability than PrPC (Masel et al., 1999).
This difference in stability is manifested in the parameters
for metabolic degradation of PrPSc and PrPC. Polymers of
PrPSc can split into smaller polymers, and the mechanisms
of lengthening and splitting are the basis of prion prolifera-
tion (see Fig. 1). A split usually transforms one infectious
polymer into two smaller infectious polymers, each of which
can attach PrPC. However, when a newly split polymer falls
below the critical size, it immediately degrades into PrPC
monomers. We note that our assumption that the PrPSc
polymers can degrade into PrPC units is controversial,
although there is experimental evidence that monomers less
than a minimum size are energetically unfavorable (Pöschel
et al., 2003; Wille et al., 2002). All our results, however, are
valid with or without this assumption, that is, our minimum
viable polymer length may be as small as 1.
2.1. The monomer population
Let us denote by V ðtÞ the population of PrPC monomers
at time t40, and by UðtÞ ¼
R1
x0
uðx; tÞdx the total
population of polymers of length x greater than a
minimum length x040. The function u is the density of
polymers at time t40 with respect to the length
x 2 ðx0;1Þ. Note that polymer lengths have been shown
to range over thousands of monomer units (Masel et al.,
1999; Prusiner, 1986). In (Masel et al., 1999) polymer
lengths x were assumed to be integer values, but we assume
continuous values for mathematical tractability. The
monomer population satisfies the ordinary differential
equation
dV ðtÞ
dt
¼ l$ gV ðtÞ $ tV ðtÞUðtÞ
þ 2
Z x0
0
x
Z 1
x0
bðyÞkðx; yÞuðy; tÞdydx, ð1Þ
where l40 is the constant background source of mono-
mers, g40 is the constant metabolic degradation rate of
monomers and t is the polymerization rate, i.e. the rate at
which polymers attach to, and convert, monomers. In the
last term of the right-hand side, bðyÞ gives the possibly
length-dependent likelihood of splitting of polymers to
monomers. Supposing a split occurs, kðx; yÞ is the
probability of an polymer of length y splitting to any
shorter length x with the other piece having length y$ x,
and is defined in the following way:
kðx; yÞ ¼
0 if ypx0 or ypx;
1=y if y4x0 and 0oxoy:
(
(2)
The form of Eq. (2) means that the probability a length y
splits to any shorter length x is equally likely. Observe that
for a fixed value of y,
Z 1
0
kðx; yÞdx ¼
0 if ypx0;
1 if y4x0:
(
(3)
In Eq. (1), the tV ðtÞUðtÞ term on the right-hand
side represents the loss of monomers as PrPC units are
attached to the polymer PrPSc. The term 2
R x0
0 x
R1
x0
bðyÞ
kðx; yÞuðy; tÞdydx represents the monomers gained when a
PrPSc polymer splits with at least one polymer shorter than
the minimum length x0. We assume that such a polymer
piece degrades immediately into PrPC units. We also give
the initial condition
V ð0Þ ¼ V0, (4)
where V0 is positive.
2.2. The polymer population
The polymer population is described by the following
transport equation:
q
qt
uðx; tÞ þ tV ðtÞ
q
qx
uðx; tÞ
¼ $mðxÞuðx; tÞ $ bðxÞuðx; tÞ
þ 2
Z 1
x
bðyÞkðx; yÞuðy; tÞdy. ð5Þ
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While the term tV ðtÞUðtÞ of Eq. (1) represents the loss of
PrPC monomers as they are polymerized, the term
tV ðtÞðq=qxÞuðx; tÞ in Eq. (5) shows the gain in length of
PrPSc due to polymerization. The first term on the right-
hand side of Eq. (5) gives the metabolic degradation of
PrPSc. In this paper, for simplicity we assume polymers are
equally likely to split anywhere along their length where
two protein units join, hence bðxÞ ¼ bx. We also assume
mðxÞ $ m. Note the important roles of b and m. In our
model there is a very small probability that PrPSc polymers
can grow to greater lengths than have been experimentally
observed. Careful choices of both b and m can render this
probability negligible. These choices do not contradict the
biological observations and without them, the study of the
model could become extremely complex. The last two
terms of Eq. (5) describe splitting. The term bðxÞuðx; tÞ is
the loss of polymers, subject to the splitting rate bðxÞ. The
last term of the right-hand side is the count of all the
polymers of length x resulting from the splitting of
polymers of length greater than x. We give the initial
condition for the polymer population as
uðx; 0Þ ¼ jðxÞ for x0oxo1, (6)
and the boundary condition to be
uðx0; tÞ ¼ 0 for tX0. (7)
3. An associated system of ordinary differential equations
From the system comprised of Eq. (1) and Eqs. (4)–(7), a
straightforward computation allows us to deduce the
following associated system of ordinary differential equa-
tions:
d
dt
UðtÞ ¼ bPðtÞ % mUðtÞ % 2bx0UðtÞ;
d
dt
V ðtÞ ¼ l% gV ðtÞ % tV ðtÞUðtÞ þ bx20UðtÞ;
d
dt
PðtÞ ¼ tV ðtÞUðtÞ % mPðtÞ % bx20UðtÞ;
8
>>>><
>>>:
(8)
where PðtÞ ¼
R1
x0
xuðx; tÞdx is the total population of PrPSc
monomers comprising the polymers at time t. We remark
that System 8 is analogous to the system of three
differential equations presented by Masel et al. (1999).
However, in our work, we analyse different aspects of the
system. Further, System 8 is obtained from Eq. (1) and
Eqs. (4)–(7), which is a formulation of the model based on
continuous fibril lengths. The System Eq. (1) and Eqs.
(4)–(7) carries more biological information, namely the
distribution of prion fibrils, as well as the lengthening and
splitting processes.
There are two steady states for System (8): the disease
free steady state
U ¼ 0; V ¼ l=g and P ¼ 0,
and the prion disease steady state
U ¼
blt% gðx0bþ mÞ2
mtð2x0bþ mÞ
; V ¼
ðx0bþ mÞ2
bt
and
P ¼
blt% gðx0bþ mÞ2
bmt
.
Note that the disease steady state exists only if
x0bþ moðblt=gÞ1=2. The left-hand side of this inequality
is related to the net loss of PrPSc polymers due to their
degradation and splitting to unstable lengths, and the right-
hand side is related to the net production of polymers due
to their lengthening and splitting to stable lengths as they
consume the available supply of PrPC, in other words, the
inequality conditioning the disease steady state can be
interpreted in terms of the degradation, splitting and
lengthening rates of the polymers. We state below results
concerning the existence, uniqueness and the partial
differential equations Systems Eq. (1) Eqs. (4)–(7). We
also state results concerning the stability of the steady state
of these two systems. The proofs of Propositions 3.0.1(i)
and (ii) are available in the Appendix. The proof of
Proposition 3.0.1(iii) is given in Prüss et al. (2006). The
proof of Proposition 3.0.2 is based on the results for the
associated system of ordinary differential equations and is
given in Engler et al. (2006).
Proposition 3.0.1. Let l; g; t;b; m;x040. Let X ¼ fðU ;V ;PÞ
2 R3þ : UX0;VX0 and PXx0Ug
(i) For each ðUð0Þ;V ð0Þ;Pð0ÞÞ 2 X there is a unique
solution ðUðtÞ;V ðtÞ;PðtÞÞ to the initial value problem
(8) for tX0. Further, ðUðtÞ;V ðtÞ;PðtÞÞ 2 X for tX0.
(ii) The disease free steady state given by ðU ;V ;PÞ ¼
ð0; l=g; 0Þ is globally stable in X for the system (8) (that
is, limt!1 ðUðtÞ;V ðtÞ;PðtÞÞ ¼ ðU ;V ;PÞ for all
ðUð0Þ;V ð0Þ;Pð0ÞÞ 2 X , if
ðblt=gÞ1=2ox0bþ m.
(iii) The disease steady state given by
U ¼
blt% gðx0bþ mÞ2
mtð2x0bþ mÞ
; V ¼
ðx0bþ mÞ2
bt
and
P ¼
blt% gðx0bþ mÞ2
bmt
is globally stable in X for the system (8), if
ðblt=gÞ1=24x0bþ m.
Proposition 3.0.2. Let l; g; t;b; m;x040. Let X ¼ R' L1
ððx0;1Þ; xdxÞ. For each ðV0;fÞ 2 Xþ there is a unique
solution ðV ðtÞ; uð:; tÞÞ to the initial value problem System
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Eq. (1) and Eqs. (4)–(7) for tX0 and ðV ðtÞ;UðtÞ;PðtÞÞ 2 Xþ.
The disease free steady state ðl=g; 0Þ is globally stable in Xþ,
if
ðblt=gÞ1=2ox0bþ m.
The disease steady state
V ¼
ðx0bþ mÞ2
bt
,
uðxÞ ¼
2bðlbt% gðmþ bx0Þ2Þ
mtðmþ bx0Þðmþ 2bx0Þ
F
bðx% x0Þ
mþ bx0
! "
,
where FðrÞ ¼ ðrþ r2=2Þ expð%ðrþ r2=2ÞÞ, is globally stable
in Xþ, if
ðblt=gÞ1=24x0bþ m.
4. Numerical illustrations
Our model can be used for simulations based on
experimental data for prion proliferation. The model has
six parameters: x0; g; l;m;b, and t. The minimum stable
polymer length x0 is estimated as 6 to 30 in Masel et al.
(1999), but remains controversial (Masel et al., 2005). The
half-life of PrPC monomers is estimated as 3–6 h from
studies for mouse neuroblastoma cells (Borchelt et al., 1990;
Caughey et al., 1989) which means g & 325 day%1. We
estimate the PrPC source as l & 103 % 104, which is
consistent with the values in Masel et al. (1999). These
three parameters x0; g; l are obtainable independently of the
disease dynamics. We note that the pre-inoculation steady
state V ð0Þ ¼ l=g relates l and g independently of the disease
dynamics. The other three parameters m;b; t can be obtained
experimentally from the observed disease steady state values
V ¼
ðx0bþ mÞ2
bt
,
U ¼
blt% gðx0bþ mÞ2
mtð2x0bþ mÞ
,
P=U ¼
2x0bþ m
b
,
which are, respectively, the monomer population, the
polymer population, and the mean polymer length at disease
steady state. These three equations yield a unique solution
for m;b, and t in terms of x0, l, g, U , V and P given by
t ¼ %
ðP%Ux0Þ2ðVg% lÞ
P U V ðP% 2Ux0Þ
; m ¼
%Vgþ l
P
and
b ¼
Uð%Vgþ lÞ
PðP% 2Ux0Þ
.
We apply our model to experimental data in Rubenstein
et al. (1991). The parameter values for the simulation are
given in Table 1. MATHEMATICA code used in the
simulations is available on request.
4.1. Convergence of the density uðx; tÞ to the disease steady
state
In Fig. 2, the early (left panel) and late (right panel)
stages for the pathogenesis of prion proliferation are given
for the polymer density uðx; tÞ. It can be seen in Fig. 2 and
also in Fig. 3 that the mean polymer length first increases
and then decreases as it stabilizes over disease progression.
Our model explains this phenomenon as follows. In the
early stage there is an abundance of PrPC monomers which
are maintained at a constant source rate. As this
population is consumed by the lengthening and splitting
polymers, the mean polymer length is constrained. This is
consistent with the hypothesis formulated by Roucou et al.
(2003), that is, deaths attributable to prion disease result
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Table 1
Model parameters and variables definitions and units. The parameter values were taken from Masel et al. (1999)
Parameter/ variable Definition Value Unit
t Time – days
x Length of a PrPSc polymer – –
x0 Minimum polymer length 6 –
uðx; tÞ Density of polymer lengths – SAF/sq*
UðtÞ Total number of PrPSc polymers – SAF/sq
V ðtÞ Total number of PrPC monomers – –
PðtÞ Total number of PrPSc monomers in polymers – –
g Degradation rate of monomers 5 day%1
m Degradation rate of polymers :04 day%1
b Rate of splitting of polymers to monomers :0001 ðSAF=sqÞ%1day%1
l Source of monomers 4400 day%1
t Conversion rate of monomers to polymers :3 ðSAF=sqÞ%1day%1
kðx; yÞ Probability that a polymer of length y – –
Splits to lengths x and y% x
*SAF/sq means Scrapie-Associated Fibrils per square unit and is explained in detail by Rubenstein et al. (1991).
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from the pathogenic consumption of normal PrPC mono-
mers. Both simulations assume an initial PrPC population
V 0 ¼ 880 and an initial PrPSc population uðy; 0Þ given by
:000002 times a Gaussian distribution with mean :15 and
standard deviation :03.
4.2. Analysis of infectivity
In Fig. 4 we show the dependence of the incubation time
on the inoculation dose. It is well documented (Prusiner,
1986; Ferreira et al., 2003) that the incubation time (defined
as appearance of disease symptoms or death) is a log
function of the inoculum dose. In the top panel of Fig. 4
the incubation time in days is graphed for nine order of
magnitude dilutions of the inoculum dose Uð0Þ. In the
bottom panel of Fig. 4 the corresponding graphs of UðtÞ
are given. The incubation time is defined as the number of
days for UðtÞ to reach 130 SAF/sq which is the experi-
mental value obtained in Rubenstein et al. (1991) for the
appearance of symptoms in mice injected intracerebrally
with 139A scrapie strain as measured in spleen.
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Fig. 2. Evolution of the polymer density distribution uðx; tÞ. For the graph on the left representing the early stage of the proliferation, the mean length of
the polymers increases, but then decreases with time. The graph in the right shows the stabilization of the polymer population as uðx; tÞ converges to the
disease steady state. The parameters used are presented in Table 1. The simulations assume an initial PrPC population V0 ¼ 880 and an initial PrPSc
population uðy; 0Þ given by :000002 times a Gaussian distribution with mean :15 and standard deviation :03.
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Fig. 3. Evolution of the mean length PðtÞ=UðtÞ of the polymer as a
function of the days after inoculation. The length of an average polymer
increases fast initially and then slowly decreases due to the depletion of the
PrPC monomer population. The parameters used are presented in Table 1.
The simulations assume an initial PrPC population V 0 ¼ 880 and an initial
PrPSc population uðy; 0Þ given by :000002 times a Gaussian distribution
with mean :15 and standard deviation :03.
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Fig. 4. Top figure: Incubation times in days for inoculum doses Uð0Þ
diluted through nine orders of magnitude. All the points are linearly
dependent on the log scale. Bottom panel: graphs of the number of fibrils
UðtÞ (in SAF/sq) for the nine inoculum doses. The horizontal line
corresponds to the onset of symptoms. The parameters are taken from
Table 1.
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In Fig. 5 we graph the solution of System (8) for an
inoculum dose corresponding to data in Rubenstein et al.
(1991). The model simulation fits the data for the disease
progression. This data has also been simulated by Pöschel
et al. (2003) who used a model similar to Masel et al.
(1999). In Rubenstein et al. (1991) the authors used scrapie-
associated fibrils (SAF) as the indicator of infectivity. In
their experiment, they infected mice by intracerebral
injection as well as intraperitoneal injection then measured
the level of SAF in the brain and spleen at various times
after inoculation. The data they obtained are shown in Fig.
5 (dots in the graph of the right part, the arrow represents
the onset of clinical disease). Here we show the data from
the spleen after an intracerebral injection (Fig. 2 in
Rubenstein et al. (1991)).
5. Conclusion
We have presented a model of prion proliferation with
biological assumptions similar to those of Masel et al.
(1999). Our model differs from theirs in that we consider
prion polymer length to be a continuous rather than
discrete structure variable. This change from a discrete
model allows us to show different behaviors of the
interacting protein populations. As one example, our
model shows the complete polymer distribution uðx; tÞ for
each time t.
The continuous model is simple enough to provide
clear numerical results and be easily manipulated, and
it is detailed enough to describe many aspects of prion
diseases. It is accurate and consistent when compared to
biological data. We can use the model to predict events,
such as the early increase and later decrease in mean
polymer length (Fig. 3), the log relationship between
inoculation doses and incubation times (Fig. 4) and
the saturation of total PrPSc mass as a determinant of
onset of clinical symptoms (Fig. 5). Yet the model is
mathematically challenging enough to leave open questions
for both mathematicians and experimental biologists.
These include global stability of the disease steady state
and a more complete description of PrP lengths and
quantities in vivo.
We have several directions for future work. The
model requires analysis in the case when m and b are not
constant and investigation of unstable behavior and
possible oscillations. We will study each parameter in more
depth to better understand its influence on disease
progression. And finally, the model may be adapted
to reflect further biological understanding of polymer
formation.
Appendix A. Proof of Proposition 3.0.1(i)
We first give the following equivalent system of
equations to system (8) in terms of UðtÞ;V ðtÞ;W ðtÞ; where
W ðtÞ ¼ PðtÞ $ x0UðtÞ:
d
dt
UðtÞ ¼ bW ðtÞ $ ðmþ bx0ÞUðtÞ;
d
dt
V ðtÞ ¼ l$ gV ðtÞ $ tV ðtÞUðtÞ þ bx20UðtÞ;
d
dt
W ðtÞ ¼ tV ðtÞUðtÞ $ ðmþ bx0ÞW ðtÞ:
8
>>><
>>>>:
We re-write the new system in vector form as
d
dt
ZðtÞ ¼ AZðtÞ þ F ðZðtÞÞ; Zð0Þ ¼ ðUð0Þ;V ð0Þ;W ð0ÞÞ,
(9)
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Fig. 5. Left panel: convergence of V ðtÞ, UðtÞ and PðtÞ to the steady states V , U and P, with the parameters taken from Table 1. Right panel: scrapie-
associated fibrils (SAF) measurements at various times after intracerebral injection of the 139A scrapie strain into Compton white mice (points). The
solution UðtÞ of (8) is shown with parameters taken from Table 1, and the experimental data come from Rubenstein et al. (1991). The arrow indicates the
time of onset of clinical disease.
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where ZðtÞ ¼ ðUðtÞ;V ðtÞ;W ðtÞÞT, A is the matrix defined by
A ¼
$ðmþ bx0Þ 0 b
bx20 $g 0
0 0 $ðmþ bx0Þ
0
B@
1
CA
and F ðZðtÞÞ ¼ ð0; l$ tUðtÞV ðtÞ; tUðtÞV ðtÞÞT. The integra-
tion of Eq. (9) gives
ZðtÞ ¼ etAZð0Þ þ
Z t
0
eðt$sÞAF ðZðsÞÞds, (10)
where
if mþ bx0ag, and
etA ¼
e$tg 0 e$tgtb
e$tgtbx20 e
$tg 1
2 e
$tgt2x20b
2
0 0 e$tg
0
B@
1
CA
if mþ bx0 ¼ g. Then, etAðR3þÞ & R
3
þ for tX0, F is Lipschitz
continuous on bounded sets in R3þ, and for each Z 2 R
3
þ,
Zþ hF ðZÞ 2 R3þ for h40 and sufficiently small. Thus,
there exists a unique solution of (9) in R3þ for each Zð0Þ 2
R3þ defined on a maximal interval of existence ½0; tmaxÞ, and
either tmax ¼1 or tmaxo1 and lim t! tþmaxkZðtÞk ¼1
(Martin, 1976). Since
d
dt
ðUðtÞ þ V ðtÞ þW ðtÞÞ
¼ bW ðtÞ $ ðmþ bx0ÞðUðtÞ þW ðtÞÞ þ l$ gV ðtÞ þ bx20UðtÞ
plþ cðUðtÞ þ V ðtÞ þW ðtÞÞ
for some positive constant c, the solution ZðtÞ stays
bounded on bounded intervals of t. Thus, tmax ¼1, and
the existence of a unique global positive solution is proved.
Appendix B. Proof of Proposition 3.0.1(ii)
Let us define the mapping F : CðR3þÞ$!R by
F ðU ;V ;PÞ ¼ V $
l
g
! "2
þ bU þ
bb
m
P,
with
b ¼
1
b2gt
ð2mð4x0bgmþ 2gm2 þ bðx20bg$ ltÞÞÞ.
Then F is a Liapunov functional. Indeed, notice first that
the condition ðblt=gÞ1=2ox0bþ m implies that b40, and
thus ð0; l=g; 0Þ is a strict minimum for F. It is not difficult
to show that
_F ðU ;V ;PÞ ¼ $ 2bUx0b$
bb
m
Ux20bþ 2UVx
2
0b
$ 2V 2gþ 4Vl$ 2
Ux20bl
g
$ 2
l2
g
$ bUm
þ
bb
m
UVt$ 2UV 2tþ 2
UVlt
g
and then,
_F ðU ;V ;PÞp$U
g
bgð2x0bþ mÞ þ
bbg
m
gþ 2ð$Vgþ lÞ
! "!
(ðx20b$ VtÞ
"
,
which for b given above and from the condition
ðblt=gÞ1=2ox0bþ m, leads to
_F ðU ;V ;PÞp0.
Then from Hale (1969) the proof is complete.
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Abstract. A mathematical model for the dynamics of prion proliferation is
analyzed. The model involves a system of three ordinary diÆerential equations
for the normal prion forms, the abnormal prion forms, and polymers comprised
of the abnormal forms. The model is a special case of a more general model,
which is also applicable to other models of infectious diseases. A theorem of
threshold type is derived for this general model. It is proved that below and
at the threshold, there is a unique steady state, the disease-free equilibrium,
which is globally asymptotically stable. Above the threshold, the disease-
free equilibrium is unstable, and there is another steady state, the disease
equilibrium, which is globally asymptotically stable.
1. Introduction. In this paper we analyze a system of ordinary diÆerential equa-
tions, which is applicable to a model of prion proliferation dynamics. The model
is is a special case of a more general model, which is also applicable to SEIS epi-
demic models and models of in-host viral infection dynamics. The prion model
has been introduced in [11], based on the works of Masel, Jansen and Nowak [25],
Nowak, Krakauer, Klug and May [27] and others. For a comprehensive explana-
tion of the prion model and relevant biochemical literature we refer to [11], Eigen
[13], and Prusiner [31]. Prions are proteins that are believed to be responsible
for certain diseases such as bovine spongiform encephalopathy and Creutzfeld-Jacob
disease. There are two basic forms of prions of interest here, the Prion Protein
2000 Mathematics Subject Classification. 92D25, 92C60.
Key words and phrases. prions, proliferation, epidemics, viral-host interaction.
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Cellular PrPC and the Prion Protein Scrapie PrPSc. The single molecule proteins
PrP
C , also called monomers in the sequel, are protease resistant proteins produced
normally in the body. It is hypothesized that PrPC provide a protective function
against cell apoptosis (Roucou, Gains and Lablanc [32]). On the other hand, the in-
fectious prions PrPSc convert PrPC to the PrPSc form, which attach and lengthen
in long string-like fibrils. Above a critical length x0 > 0 the fibrils are stable, and
can contain thousands of infectious PrPSc. These fibrils have the ability to split
into two pieces, which can elongate, and split again. There are six processes which
govern the dynamics of prions in the model:
• elongation of fibrils at rate ø ;
• splitting of fibrils of length y > 0 into lengths 0 < x < y and y ° x with
probability ∑(x, y) at rate Ø(y);
• degradation of PrPC monomers at rate ∞;
• degradation of fibrils of length x at rate µ(x) .
• production of normal PrPC monomers at rate ∏;
• decomposition of fibrils of length ∑ x0 resulting from splitting into PrPC
monomers, where x0 ∏ 1 is the minimum viable fibril length.
Denoting the number of PrPC monomers at time t by V (t) and the density of
polymers of length x at time t by u(t, x), we obtain the following model equations:
d
dt
V (t) = ∏° ∞V (t)° øV (t)
Z 1
x0
u(t, x)dx
+ 2
Z
x0
0
x
Z 1
x0
Ø(y)∑(x, y)u(t, y)dy dx,
@
@t
u(t, x) + øV (t)
@
@x
u(t, x) + (µ(x) + Ø(x))u(t, x) (1)
= 2
Z 1
x
Ø(y)∑(x, y)u(t, y)dy,
V (0) ∏ 0, u(t, x0) = 0, u(0, x) = u0(x), x ∏ x0,
where t ∏ 0 and 1 ∑ x0 ∑ x <1. The factor 2 in (1) arises from the symmetry of
a fibril splitting into 2 pieces, one of length x and its complement of length y ° x.
Observe that the splitting kernel ∑(y, x) should satisfy the following properties:
∑(y, x) ∏ 0, ∑(y, x) = ∑(x° y, x),
Z
x
0
∑(y, x)dy = 1,
for all x ∏ x0, y ∏ 0, and ∑(y, x) = 0 if y > x or x ∑ x0. We assume that splitting is
equi-distributed, the rate of splitting is proportional to length, and the degradation
rate of polymers is constant. Therefore, we make the further assumptions
∑(y, x) = 1/x if x > x0 and 0 < y < x, ∑(y, x) = 0 elsewhere,
Ø(x) = Øx is linear, and µ(x) ¥ µ is constant. Under these assumptions the model
contains only the 6 parameters ∏, ø, ∞, µ, Ø, and x0, and can be reduced to a system
of 3 ordinary diÆerential equations. In fact, introducing the new functions
U(t) =
Z 1
x0
u(t, y)dy and P (t) =
Z 1
x0
yu(t, y)dy,
representing the total number of polymers, and the total number of monomers
in polymers at time t, respectively, and integrating the equation for u(t, x) over
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[x0,1), assuming u(t, x0) = 0, and limx!1 u(x, t) = 0, we obtain
d
dt
U(t) = °øV (t)u(t, x)|1
x0
° µU(t)° ØP (t) + 2Ø
Z 1
x0
Z 1
x
u(t, y)dydx
= °µU(t)° ØP (t) + 2Ø
Z 1
x0
u(t, y)(y ° x0)dy
= °µU(t)° ØP (t) + 2ØP (t)° 2Øx0U(t).
Multiplying the equation for u(t, x) by x, assuming lim
x!1 xu(x, t) = 0, and inte-
grating yields
d
dt
P (t) = °øV (t)(xu(t, x)|1
x0
°
Z 1
x0
u(t, y)dy)
°µP (t)° Ø
Z 1
x0
u(t, x)x2dx + 2Ø
Z 1
x0
x
Z 1
x
u(t, y)dydx
= øV (t)U(t)° µP (t)° Ø
Z 1
x0
u(t, x)x2dx + Ø
Z 1
x0
u(t, y)(y2 ° x20)dy
= øV (t)U(t)° µP (t)° Øx20U(t).
We thus obtain the following system of three ordinary diÆerential equations:
U̇ = ØP ° µU ° 2Øx0U,
V̇ = ∏° ∞V ° øUV + Øx20U, (2)
Ṗ = øUV ° µP ° Øx20U
with initial conditions
U(0) = U0 ∏ 0, V (0) = V0 ∏ 0, P (0) = P0 ∏ x0U0.
Once the solutions of (2) are known, one has only to solve the linear partial integro-
diÆerential equation in (1) to obtain the density with respect to fibril length u(t, x).
The full pde-system (1), which contains also the dynamics of the fibril density
u(t, x), is analyzed in [12] and Simonett and Wallker [35]. Our goal is to analyze
the global behavior of the solutions of (2) in the cone U ∏ 0, V ∏ 0, P ∏ x0U . We
prove the following result concerning the qualitative behavior of the system (2):
Theorem 1.1. Suppose x0, Ø, ∞,∏, µ, ø > 0. The system (2) induces a global semi-
flow on the set K = {(U, V, P ) 2 R3 : U, V, P ° x0U ∏ 0}. There is precisely one
disease-free equilibrium (0,∏/∞, 0) which is globally asymptotically stable if and only
if µ + x0Ø ∏
p
∏Øø/∞. On the other hand, if µ + x0Ø <
p
∏Øø/∞, then there is a
unique disease equilibrium
(
∏Øø ° ∞(µ + Øx0)2
µø(µ + 2Øx0)
,
(µ + Øx0)2
Øø
,
∏Øø ° ∞(µ + Øx0)2
Øµø
),
which is globally asymptotically stable in K \ [{0}£ R+ £ {0}].
This result shows that the solutions of (2) exhibit the typical behavior of epidemic
models. Let R0 = ∏Øø/∞(µ + Øx0)2, which is the number of secondary infections
produced on average by one infectious prion. If R0 ∑ 1, then the disease dies
out and the disease-free equilibrium is globally asymtotically stable. If R0 > 1, a
unique nontrivial steady state, the disease equilibrium, bifurcates from the trivial
one and subsumes the global asymptotic stability. Thus, for R0 > 1, the disease
persists and exhibits strong stability properties. In Fig. 1 below we illustrate the
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global attractivity of the disease steady state in a simulation of prion proliferation
dynamics corresponding to data from Rubentstein et al. [34].
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Figure 1. Phase portrait for the system (2). The solutions
(U(t), V (t), P (t)) corresponding to diÆerent initial values converge
to the globally attracting disease steady state. The parameters of
the simulations are derived from [25] and [34]: ∏ = 4400 day°1, ø =
.3 SAF/sq °1day°1, Ø = .0001 SAF/sq °1 day°1, µ = .04 day°1,
∞ = 5.0 day°1, x0 = 6, where SAF/sq denotes scrapie associated
fibrils per square unit of measurement.
2. A General Three Compartment Model of Infection Dynamics. As gen-
eral references for the theoretical results employed below we refer to the monographs
of Amann [1] or Chicone [5]. We first transform the model of prion proliferation (2)
to the following more general system:
ẋ = z ° ªx,
ẏ = æ ° Ωy ° xy + ±x, (3)
ż = xy ° z,
with initial conditions x(0) = x0 ∏ 0, y(0) = y0 ∏ 0, z(0) = z0 ∏ 0. We prove the
following theorem for (3):
Theorem 2.1. Suppose ª > 0,æ > 0, Ω > 0 and ± 2 [0, ª). The system (3) induces a
global semiflow on the set R3+. There exists precisely one (disease-free) equilibrium
(0,æ/Ω, 0), which is globally asymptotically stable, if and only if æ ∑ ªΩ. On the
other hand, if æ > ªΩ there is one addtional (disease) equilibrium (æ°ªΩ
ª°± , ª, ª
æ°ªΩ
ª°± ),
which is globally asymptotically stable in R3+ \ [{0}£ R+ £ {0}].
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Theorem 1.1 is proved by Theorem 2.1, with (2) converted to (3) as follows: First,
to work in the standard positive cone R3+, we replace the variable P by W = P°x0U
(the feasible values of P and U satisfy P ∏ x0U , since the minimum value for P is
x0U). This gives the system
x0U̇ = Øx0W ° (µ + Øx0)x0U,
V̇ = ∏° ∞V ° ø
x0
x0UV + Øx0x0U,
Ẇ =
ø
x0
x0UV ° (µ + Øx0)W,
with initial values U(0) = U0 ∏ 0, V (0) = V0 ∏ 0 and W (0) = W0 = P0°x0U0 ∏ 0.
Next, perform a scaling of the variables by setting
x0U(t) = ax(Æt), V (t) = by(Æt), W (t) = cz(Æt).
With Æ = µ + Øx0, a = (µ + Øx0)x0/ø , b = c = (µ + Øx0)2/Øø we obtain the
system (3) with ª = 1,æ = ∏Øø/(µ + Øx0)3 > 0, Ω = ∞/(µ + Øx0) > 0, ± =
(Øx0/(µ + Øx0))2 2 (0, 1).
The model (3) also admits an interpretation for SEIS epidemics. Consider the
populations of susceptibles S(t) (individuals capable of acquiring the disease), ex-
posed E(t) (infected individuals who are not yet contagious), and infectious I(t)
(infected individuals who are capable of transmitting the disease to susceptibles).
We assume a constant influx of susceptibles ∏ > 0 and natural death rate ∞ > 0
of susceptibles. Susceptibles enter the exposed class at a rate proportional to the
product of the susceptible and infectious populations with rate constant ø . Ex-
posed individuals enter the infectious class with rate Æ or are otherwise removed
with rate µ. Infectious individuals return to the susceptible class with rate Ø or are
otherwise removed with rate ∫. Thus, infectious individuals either die, recover with
permanent immunity, or recover with no immunity. The equations of the model are
Ṡ = ∏° ∞S ° øIS + ØI,
Ė = øIS ° (Æ + µ)E, (4)
İ = ÆE ° (Ø + ∫)I,
Theorem 2.2. Suppose ∏, ∞, ø, Ø,Æ, µ, ∫ > 0. The system (4) induces a global semi-
flow in R3+. Let R0 =
Æ∏ø
∞(Æ+µ)(Ø+∫) . There is precisely one disease-free equilibrium
S̄ = ∏/∞, Ē = 0, Ī = 0, which is globally asymptotically stable if and only if R0 ∑ 1.
On the other hand, if R0 > 1, then there is a unique disease equilibrium
S̄ =
∏Øø ° ∞(µ + Øx0)2
µø(µ + 2Øx0)
, Ē =
(µ + Øx0)2
Øø
, Ī =
∏Øø ° ∞(µ + Øx0)2
Øµø
,
which is globally asymptotically stable in R3+ \ [R+ £ {0}£ {0}].
The conversion of (4) to (3) is accomplished as follows: Set x(t) = ø
Æ+µI(
t
Æ+µ ),
y(t) = Æø(Æ+µ)2 S(
t
Æ+µ ), z(t) =
Æø
(Æ+µ)2 E(
t
Æ+µ ), ª =
Ø+∫
Æ+µ , æ =
Æø∏
(Æ+µ)3 , Ω =
∞
Æ+µ ,
± = ÆØ(Æ+µ)2 . Note that ± < ª. For the SEIS model (4) R0 =
Æ∏ø
∞(Æ+µ)(Ø+∫) =
æ
ªΩ
is the
number of secondary infections produced by a single infectious individual.
SEIS models have been studied extensively, and many results are known ([3], [4],
[6], [7], [8], [10], [14], [15], [16], [17], [19], [20], [21], [22], [23], [24], [26], [33], [36],
[37]). In [22] the global stability of the disease equilibrium was established for a
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SEIRS model with constant total population size, which reduces to a SEIS model
similar to (4) as the parameter for transition from I to R tends to infinity. In [7]
the global stability of the disease equilibrium was established for a model similar to
(4), but with more restrictive loss rates.
The model (4) can also be interpretated in terms of viral-host cell interactions
(BonhoeÆer, May, Shaw, and Nowak [2] and May and Nowak [28]). Consider the
populations of virus V (t), uninfected host cells T (t), and infected host cells T §(t) in
an infected host at time t. Virus is produced at a rate proportional to the population
of infected cells with rate constant Æ and loss rate ∫. There is a constant source
∏ and normal loss rate ∞ of uninfected cells, an additional loss of uninfected cells
(and gain of infected cells) proportional to the product of infected cells and virus
with rate constant ø , and virus-stimulated production of uninfected cells at a rate
Ø. Infected cells have loss rate µ. The equations of this model are
V̇ = ÆT § ° ∫V,
Ṫ = ∏° ∞T ° øV T + ØV, (5)
Ṫ
§ = øV T ° µT §,
Theorem 2.3. Suppose Æ, ∫, ∏, ∞, ø, µ > 0, Ø ∏ 0 and ÆØ < µ∫. The system (5)
induces a global semiflow in R3+. Let R0 =
Æ∏ø
∞µ∫
. There is precisely one disease-
free equilibrium V̄ = 0, T̄ = ∏/∞, T̄ § = 0, which is globally asymptotically stable if
and only if R0 ∑ 1. On the other hand, if R0 > 1, then there is a unique disease
equilibrium
V̄ =
Æ∏ø ° ∞µ∫
ø(µ∫ ° ÆØ) , T̄ =
µ∫
Æø
, T̄
§ =
∫(Æ∏ø ° ∞µ∫)
øÆ(µ∫ ° ÆØ) .
which is globally asymptotically stable in R3+ \ [{0}£ R+ £ {0}].
The conversion of (5) to (3) is accomplished as follows: Set x(t) = ø
µ
V ( t
µ
),
y(t) = Æø
µ
2 T ( t
µ
), z(t) = Æø
µ
2 T
§( t
µ
), ª = ∫
µ
, æ = Æø∏
µ
3 , Ω = ∞
µ
, ± = ÆØ
µ
2 . The condition
± < ª requires ÆØ < µ∫. For the virus-host cell dynamics model (5) R0 = Æ∏ø
∞µ∫
= æ
ªΩ
is the number of secondary host cell infections from a single infected host cell.
In the case that Ø = 0 the global asymptotics of system (5) have been analyzed
by Korobeinikov [17], [18], by transforming (5) to an equivalent SEIR model with
constant host population size. The system (5) (with Ø = 0) has been used exten-
sively in modeling the within-host dynamics of HIV infection (Perelson, Neumann,
Markowitz, Leonard, and Ho [29], Perelson and Nelson [30], Gilchrist, Coombs, and
Perelson [9]).
3. Proof of the Theorems.
3.1. Global Well-Posedness. Since the right hand sides of (3) are polynomial,
this system generates a local flow on R3. Recall that an ode-system u̇ = f(u) on
Rn is called quasipositive if the condition
u ∏ 0, u
k
= 0) f
k
(u) ∏ 0
is valid for all k = 1, . . . , n. System (3) obviously is quasipositive, hence solutions
with nonnegative initial data (x0, y0, z0) 2 R3+ stay in the standard cone R3+ for all
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positive times. From the three equations we get with ' = ª+±2ª x + y + z
'̇ = æ ° Ωy ° ª ° ±
2
x° ª ° ±
2ª
z ∑ æ ° "',
where " = min{Ω, ª°±2 ,
ª°±
2ª }. Hence we obtain the bound
0 ∑ '(t) ∑ æ
"
+ '(0)e°"t,
whenever (x0, y0, z0) 2 R3+ and t ∏ 0. This implies boundedness of the solutions,
hence global existence for all positive times, which shows that system (3) induces a
global semiflow on the standard cone R3+.
3.2. Steady States. Observe that the set {(x, y, z) 2 R3+ : x = z = 0} is an
invariant subset of (3). Thus, the system trivializes to the single equation
ẏ = æ ° Ωy, y(0) = y0,
which admits the single steady state ȳ = æ/Ω. Further, ȳ is globally asymptotically
stable in the set {(x, y, z) 2 R3+ : x = z = 0}. Hence the system (3) has the steady
state (0,æ/Ω, 0) which we call the trivial or disease free equilibrium.
An simple computation shows that the system admits another steady, namely,
(x§, y§, z§), where x§ = (æ ° ªΩ)/(ª ° ±), y§ = ª, and z§ = ªx§. We call this
steady state the nontrivial or disease equilibrium. Note that this steady state is
only biologically relevant if it lies in R3+ which means that the condition æ ∏ ªΩ
must hold. At the critical value æ = ªΩ this steady state bifurcates from the trivial
one via a simple transcritical bifurcation.
To examine the local exponential asymptotic stability properties of these equi-
libria we compute their linearizations. At the trivial equilibrium we obtain the
linearization
A =
2
4
°ª 0 1
± ° æ/Ω °Ω 0
æ/Ω 0 °1
3
5
.
The eigenvalues of this matrix are
z1,2 =
°1° ª ±
p
(1° ª)2 + 4æ/Ω
2
, z3 = °Ω
It is easily seen that all three eigenvalues are negative, if æ < ªΩ. By the principle
of linearized stability we thus see that the trivial equilibrium is locally exonentially
asymptotically stable if ȳ = æ/Ω < ª, which is precisely the case when the disease
equilibrium has no biological relevance.
For the linearization at the disease equilibrium we get
A =
2
4
°ª 0 1
± ° ª °Ω° x§ 0
ª x
§ °1
3
5
,
where x§ = (æ ° ªΩ)/(ª ° ±) > 0. The characteristic polynomial of this matrix is
given by
p(z) = det(zI °A) = z3 + a1z2 + a2z + a3,
a1 = 1 + ª +
æ ° ±Ω
ª ° ± , a2 =
(1 + ª)(æ ° ±Ω)
ª ° ± , a3 = æ ° ªΩ.
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Since a1a2 > (1+ ª)(æ° ±Ω) > a3, the Ruth-Hurwitz criterion implies that all roots
of p have negative real parts, which shows that the disease equilibrium is locally
exponentially asymptotically stable if it is biologically meaningful, i.e. if æ > ªΩ.
3.3. Global Asymptotic Stability of the Trivial Equilibrium. Suppose æ ∑
ªΩ. By means of a Ljapunov function we show that in this case the trivial equilibrium
is globally asymptotically stable in R3+. For this purpose we set
©(x, y, z) =
1
2
(y ° ȳ)2 + (2ª ° ± ° ȳ)(x + z). (6)
Then for æ = Ωȳ,
©̇ = °Ω(y ° ȳ)2 + x(± ° y)(y ° ȳ) + x(2ª ° ± ° ȳ)(y ° ª)
= °Ω(y ° ȳ)2 ° x[(y ° ª)2 + (ª ° æ
Ω
)(2ª ° ± ° ª)] ∑ 0,
Thus © is a Ljapunov function for (3) in R3+ if æ ∑ ªΩ. Further, in this case we
have ©̇ = 0 only if y = ȳ = æ/Ω and x = 0. Now the only invariant subset of the
set y = ȳ is the disease free steady state, hence it is globally asymptotically stable
in R3+.
3.4. Global Asymptotic Stability of the Disease Equilibrium. Consider now
the disease case æ > ªΩ. It is convenient to translate the equation to the disease
equilibrium. We set u = x ° x§, v = y ° y§, w = z ° z§, where (x§, y§, z§) =
(æ°ªΩ
ª°± , ª, ª
æ°ªΩ
ª°± ), and obtain the following new system:
u̇ = w ° ªu,
v̇ = °(Ω + x)v ° (ª ° ±)u, (7)
ẇ = xv + ªu° w.
We compute the derivatives of the following functions which are well-known in the
theory of epidemics. For x > 0, y > 0, z > 0,
d
dt
(u° x§ log(x/x§)) = ẋ
x
(x° x§) (8)
= (z ° ªx)(x° x§)/x = z ° ªx° z
x
x
§ + ªx§,
d
dt
(v ° y§ log(y/y§) = ẏ
y
(y ° y§) (9)
= °Ω
y
v
2 + ±
uv
y
° xy + ªx° ª
2
x
§
y
+ ªx§,
d
dt
(w ° z§ log(z/z§)) = ż
z
(z ° z§)
= xy ° z ° xy
z
z
§ + z§.
Summing these equations, we obtain the Ljapunov function
√0(x, y, z) = (u° x§ log(x/x§)) + (v ° y§ log(y/y§) + (w ° z§ log(z/z§)),
√̇0(x, y, z) = °
Ω
y
v
2 + ±
uv
y
° x§[ z
x
+
ª
2
y
+
xyª
z
° 3ª].
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Observe that √0(x, y, z) approaches infinity at the boundary of the positive octant
of R3. To remove the second term in √̇0(x, y, z), which does not have a negative
sign, we consider the modified Ljapunov function
√ = √0 +
±
ª ° ± (v ° ª log y).
Note that √(x, y, z) approaches infinity at the boundary of the positive octant of
R3 and is bounded below. For this function we obtain
√̇ = °Ω
y
v
2 +
±uv
y
° x§( z
x
+
ª
2
y
+
xyª
z
° 3ª)° ±
ª ° ± (v(Ω + x) + u(ª ° ±))
v
y
= °v
2
y
(Ω +
±(Ω + x)
ª ° ± )° x
§(
z
x
+
ª
2
y
+
xyª
z
° 3ª)
= ° ±x + ªΩ
(ª ° ±)y v
2 ° x§( z
x
+
ª
2
y
+
xyª
z
° 3ª).
Now the first term is obviously nonpositive. Concerning the second term note
that x§ > 0 in the disease case. Set a = z/x > 0, b = ª2/y > 0, and consider
'(a, b) = a + b + ª
3
ab
° 3ª on (0,1)2. Clearly this function is strictly positive for
a+b ∏ 3ª and for ab ∑ ª2/3, but '(ª, ª) = 0. Therefore it has an absolute minimum
in (0,1)2. Computing the derivatives of ' one finds that (a, b) = (ª, ª) is the unique
absolute minimum. Therefore we see that for all values of æ > ªΩ and ± 2 [0, ª) the
function √ is a Ljapunov function for system (3), and √̇ = 0 if and only if y = ª
and z = ªx hold. Looking at the equation for v we obtain in case y = ª, i.e. v = 0
v̇ = °(ª ° ±)u 6= 0
unless u = 0, i.e. x = x§. Thus the only invariant set contained in the set √̇ = 0 is the
disease equilibrium (x§, y§, z§) = (x§, ª, ªx§), hence La Salle’s theorem ([1] implies
convergence of the solutions to this equilibrium, for all initial values not in the set
{0}£R+ £ {0}. This shows that the disease equilibrium is globally asymptotically
stable in R3+ \ [{0} £ R+ £ {0}]. If the initial data is in {0} £ R+ £ {0}, then the
solution obviously converges to the disease free equilibrium.
Thus, Theorem 2.1, and hence Theorems 1.1, 2.2, and 2.3 are proved. The results
of Theorem 2.2 are applicable to the models (2), (4), and (5), since each can be
converted to model (3). Thus, for each of these models of infectious disease, there
is a threshhold value R0, dependent on the specific model parameters, such that if
R0 ∑ 1, then all solutions converege to the unique disease-free equilibrium, and if
R0 > 1, then all solutions converege to the unique disease-endemic equilibrium.
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It is generally accepted that spongiform encephalopathies result from the aggregation into amyloid of a
ubiquitous protein, the so-called prion protein. As a consequence, the dynamics of amyloid formation should
explain the characteristics of the prion diseases: infectivity as well as sporadic and genetic occurrence, long
incubation time, species barriers and strain specificities. The success of this amyloid hypothesis is due to the
good qualitative agreement of this hypothesis with the observations. However, a number of difficulties
appeared when comparing quantitatively the in vitro experimental results with the theoretical models,
suggesting that some differences should hide important discrepancies. We used well defined quantitative
models to analyze the experimental results obtained by in vitro polymerization of the recombinant hamster
prion protein. Although the dynamics of polymerization resembles a simple nucleus-dependent fibrillogen-
esis, neither the initial concentration dependence nor off-pathway hypothesis fit with experimental results.
Furthermore, seeded polymerization starts after a long time delay suggesting the existence of a specific
mechanism that takes place before nucleus formation. On the other hand, polymerization dynamics reveals a
highly stochastic mechanism, the origin of which appears to be caused by nucleation heterogeneity.
Moreover, the specific structures generated during nucleation are maintained during successive seeding
although a clear improvement of the dynamics parameters (polymerization rate and lag time) is observed.We
propose that an additional on-pathway reaction takes place before nucleation and it is responsible for the
heterogeneity of structures produced during prion protein polymerization in vitro. These amyloid structures
behave like prion strains. A model is proposed to explain the genesis of heterogeneity among prion amyloid.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Prions are the unconventional infectious agents responsible for
transmissible spongiform encephalopathies, which appear to be
composed mainly or exclusively of the misfolded prion protein
(PrPSc). Prion replication involves the conversion of the normal prion
protein (PrPC) into the misfolded isoform, catalyzed by tiny quantities
of PrPSc present in the infectious material [1].
The mainstream molecular theory proposed to explain the prion
phenomenon is the so-called amyloid formation introduced by
Lansbury's team [2,3]. It describes the formation of large aggregates
of proteins ordered by specific contacts [4]. The model is based on
nucleation-dependent protein polymerization that describes many
well-characterized processes, including protein crystallization, mi-
crotubule assembly, flagellum assembly, sickle-cell hemoglobin fibril
formation, bacteriophage procapsid assembly, and actin polymeriza-
tion as well as amyloid polymerization. Nucleus formation requires a
series of association steps that are thermodynamically unfavorable
(K≪1) because the resultant intermolecular interactions do not
outweigh the entropic cost of association [5]. Once the nucleus has
been formed, further addition of monomers becomes thermodynam-
ically favorable (K≫1) because monomers attach to the growing
polymer, resulting in rapid polymerization/growth [4]. According to
this theory, nucleus formation is the kinetic barrier to sporadic prion
diseases that can be bypassed by infection. Nucleus formation is very
slow at monomer concentrations slightly exceeding the critical
concentration, whereas a small increase in PrP concentration would
greatly increase the rate of nucleation [2,3]. It is assumed that
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infection results from seeding of PrP polymerization, by preformed
PrPSc nuclei.
Amyloids are fibrillar protein polymerswith a cross-β structure [6].
Polymerization of proteins or peptides into amyloid fibrils occurs
during a number of protein deposition diseases but also during the
physiological assembly of several microbial proteins into cell surface
structures. In the particular case of the prion proteins, amyloids or
amyloid-like assemblies become self-perpetuating in vivo and thus
turn into pathological infectious agents in mammals or protein-based
genetic elements in yeast [7].
Amyloid formation appears to be the heart of prion propagation.
The isomorphism between prion semiology and amyloid formation
should be extended to the molecular mechanisms of strain formation
and to molecular mechanisms of species barrier phenomenon. For
several years, the existence of prion strains questioned the “protein
only” hypothesis of prion diseases. Today, a number of experimental
works have clearly demonstrated that structural differences correlate
with biological strains [8–11] (see also Refs. [12,13], for recent
reviews). Furthermore, besides the natural biological strains discov-
ered during purification of the infectious agent from the brain of
infected animals or humans, new strains have been obtained by in
vitro manipulation of recombinant or purified prion protein [14,15].
However, the question of the molecular mechanisms at the origins
of the strains is still unclear. In the present work, we show the
appearance of heterogeneous structures during nucleation and their
propagation during polymerization. This phenomenon suggests a
critical sensitivity to the initial conditions that could explain both the
in vitro creation of new strains and the stability of biological isolates.
We show that this phenomenon takes place during the first step of the
reaction, before nucleation.
2. Methods and experimental procedures
2.1. Methods
Protein amyloid polymerization is a complex feature that has
received great attention and numerous models have been proposed
[4,16–19], a complete review of themodels has been recently published
[20]. However,most of themodels proposed lead to parameters that are
difficult to reach experimentally. To avoid this difficulty, we used
quantitative models specifically designed to analyze the experimental
results we obtained by in vitro polymerization of the recombinant
hamster prion protein. The simplifications of the original models will be
justified by experimental results (see Appendix A and B).
Different quantitativemodelswere used tofit the experimental data.
The geometrical meaning of the parameters is depicted in Fig. 1.
2.1.1. As a first general approach
As a first general approach, we used an empirical function to fit a
sigmoidal curve obtained by observing polymerization (y) with
fluorescent ThT as a function of time (t):
y = y0 +
a
1 + e
t−Ti
τ
ð1Þ
This equation, independent of the amyloid protein type, fits the
fibrillation data reasonably well and was shown to have real physical
meaning [21]. Ti is the time at the inflection point of the sigmoid and
the slope 1/τ of the sigmoid can be identified as a polymerization rate
(see Fig. 1). In order to minimize the participation of the polymer-
ization rate in the determination of lag time, we define the lag time
(Tlag) as proposed by many authors (see Ref. [21]) as a function of Ti
and τ.
Tlag = Ti−2τ ð2Þ
We used SigmaPlot 11 nonlinear regression Wizard with the
sigmoidal 4 parameters, to obtain a good fit with 5 to 50 iterations.
Generally, a correlation coefficient of rN0.99 was obtained.
2.1.2. The exact meaning of lag time
In order to understand what the Tlag consist of, we have performed
seeded experiments that eliminate the part of the Tlag resulting from
the formation of nucleus (i.e. Tnlag as defined in Appendix A). Seeded
experiments were analyzed according to the following Eq. (3) derived
in Appendix B. It allows the calculation of the time at which
polymerization truly begins (T0) and brings out a residual lag time
(Trlag) independent of the nucleation and of the autocatalytic
characteristic of polymerization (see Appendix B, for derivation,
validation and interpretation of this equation)
m = a0 +
M0
1 + M0m0 −1
! "
e−
k
N t−T0ð Þ
ð3Þ
Where M0 is the initial concentration of the monomer, m0, is the
concentration of monomers in the polymeric form added for seeding;
m is the total number of monomers into amyloid measured by the ThT
fluorescence, N is the mean number of monomers in the polymers, T0,
is the time when polymerization truly begins, and Trlag=Tlag−T0 is a
residual lag time. Tiwasmeasured on the curve.We used SigmaPlot 11
nonlinear regressionWizard with the user-defined Eq. (3), to obtain a
y 
(A
m
yl
oi
d)
 
0.0
Ti
1/τ
 m
 (A
m
yl
oi
d)
0.0
1/τ
Ti
Tlag(nTlag+ rTlag)
Tlag
rTlag
T0
Time 
A : spontaneous polymerization
equation [1]
B: Seeded polymerization
                equation [3] Fmax
Fmax
Fig. 1. Schematic representation of the curves parameters obtained from regression
analysis. The curves were obtained according to Eq. (1) (panel A) for spontaneous
polymerization and to Eq. (3) for seeded polymerization (panel B). The meaning of the
parameters is depicted on the figure and the different types of lag times are clarified.
Fmax: complete polymerization measured as the maximum of fluorescence; Ti:
inflection point when the rate is maximum, defined in Eq. (1);1/τ: maximum rate of
polymerization, defined in Eq. (1); Tlag: lag time, defined in Eq. (2); T0: time at which
polymerization starts, defined in Eq. (3); Tnlag: genuine lag time resulting from
nucleation, defined in Eq. (4) and (A.9); Trlag: residual lag time, experimentally shown
to be T0 in seeding experiments.
1306 M.-T. Alvarez-Martinez et al. / Biochimica et Biophysica Acta 1814 (2011) 1305–1317
good fit with 5 to 50 iterations. A correlation coefficient of rN0.99 was
always obtained.
2.1.3. We considered then a simplified theory
We considered then a simplified theory, based on the “pre-
equilibrium” assumption of Goldstein and Stryer [22], of the
nucleation. This theory is introduced in Appendix A (see also Refs.
[4,19,23]). Amajor characteristic of the nucleation theory is the strong
dependence of the fibril formation rate on concentration which
increases with the size of nucleus (Eq. (A.9)). This concentration
dependence can be expressed in terms of Tnlag as follows:
log Tnlag
h i
= − n−1ð Þ log M0½ $+ Constant ð4Þ
WhereM0 is the initial concentration of prion protein, and n is the
number of subunits in the nucleus.
2.2. Expression and purification of recombinant prion protein
Recombinant 90-231-prion protein (rPrP) from Syrian hamster
(Misocricetus auratus) provided by SB Prusiner was produced as
described previously [24]. Protein concentrations were determined
spectrophotometrically (Beckman spectrophometer) using an extinc-
tion coefficient of 25327 M−1 cm−1 at 278 nm and a molecular mass
of 16,227 kDa. Purity of the protein preparationwas assessed by phase
reverse HPLC. The protein was stored lyophilised at −80 °C.
2.3. Preparative in vitro polymerization
Samples containing 0.4 to 1.2 mg/ml of the oxidized form of
HaPrP90-231 (rPrP) were incubated for 1–5 days with 50 mM sodium
acetate, pH4.0, 0.5 MGdnHCl (BufferA) orpH6.8 inphosphate-buffered
saline (PBS), 1 M GdnHCl, 2.44 M urea, 150 mM NaCl (Buffer B), or
50 mM MES, pH=6.0, 2MGdnHCl (Buffer C) [25]. The rPrP spontane-
ously converted into the fibrillar isoform upon continuous shaking at
250 rpm in conical plastic tubes (Eppendorf) in a reaction volume1.3 ml
at 37 °C (lying down Tube). In some cases, polymerizationwas obtained
upon continuous shaking at 600 rpm using a Thermomixer comfort
(Eppendorf) in conical plastic tubes (Eppendorf) in a reaction volume
0.4 ml at 37 °C (upright Tube). Tomonitor thekinetics offibril formation
aliquots were withdrawn and diluted 100-fold into PBS to a final
concentration of rPrP of 4 μg/ml. After the addition of thioflavin T (ThT)
(Sigma) to a final concentration 10 μM for 5 min. the fluorescence
measurementswereperformedat roomtemperaturewith a FluoroMax-
2 fluorimeter (Jobin Yvon-Spex, Tokyo, Japan) with a 10.4 mm path
length rectangular cuvette. ThT emission spectra were recorded after
excitation at 450 nm (excitation and emission slit widths, 4 nm), each
emission spectrum (slit width, 4 nm) was the average of three scans.
2.4. Transmission electron microscopy
Samples were absorbed on carbon/formvar-coated copper grids
(300 mesh) (Agar scientific, Saclay, France) and stained by negative
contrast with 2% (w/v) uranyl acetate for 1 min. Labeled samples are
observed after negative contrast with uranyl acetate 2% on a JEOL
1200 EX II transmission electron microscope (Service commun de
microscopie électronique de l'université Montpellier II, Montpellier,
France) at 80 kV of voltage. Length andwidth of fibrils weremeasured
with ImageJ software (http://rsbweb.nih.gov/ij/).
2.5. Fluorescence microscopy
Samples were diluted in sodium acetate 50 mM buffer pH5
containing 10 μM Thioflavin T (ThT). Images acquisition was
performed on an inverted Leica DM IRB microscope equipped with a
Leica DFC350 FX digital camera at gross x945. Images were analyzed
with Adobe Photoshop and ImageJ software.
2.6. FACS analysis
Flow cytometric analysis of aggregates was performed as described
[26]. Measurementsweremade using a FACScalibur (Becton Dickinson)
with Cell Quest software. 1 ml of a fibril suspension at 2.4 μM final and
placed in the flow cytometer; 10,000 data points were acquired for
subsequent analysis. The thioflavin-T, assayswere performed by adding
a freshly prepared stock solution to the protein samples to final
thioflavin-T concentration of 10 μM. Samples were allowed to reach
equilibrium for 5 min before data collection. The fluorescence intensity
of ThT (FL1), collected during the second acquisition, was then plotted
versus particle size measured by side scattering (SSC).
2.7. FTIR and CD analysis
CD spectra were recorded at ambient conditions using a J810
spectropolarimeter (Jasco). A 0.1-cm optical path length quartz cell
was used to record spectra of proteins in the far UV region (190–
260 nm). Protein concentration and buffers were those used in the UV
absorbance experiments. Baseline corrected CD spectra were acquired
at a scan speed of 20 nm min−1, a 1-nm bandwidth, and a response
time of 1 s. The sample compartment was purged with pure dry
nitrogen. Spectra were signal-averaged over four scans.
The IR spectra were obtained with a Bruker (Ettlingen, Germany)
Vertex 80v FTIR spectrometer equipped with a liquid-nitrogen-cooled,
broad-band, mercury–cadmium telluride solid-state detector. The
spectra (100 scan accumulation) were co-added after registration at a
spectral resolution of 2 cm−1 and analyzed with the Opus 6.0 program.
For comparison of soluble and aggregated protein, all spectra were
recorded with dry samples. After the isolation of aggregates by
centrifugation (22 psi≈127,000 g for 60 min, airfuge air-driven Micro-
ultracentrifuge Beckman Coulter), and suspension in corresponding
buffer, the sample was deposited onto a CaF2 plate, and the solvent was
allowed to evaporate overnight at room temperature. To compare qual-
itatively the spectra of different samples, each spectrumwas normalized
with respect to the integrated intensity of the entire spectrum.
2.8. Kinetic measurements of polymerization
The kinetics of amyloid formation was monitored in SpectraMax
Gemini XS (Molecular Devices). Samples containing 0.1 to 1.2 mg/ml of
the oxidized form of HaPrP90-231 (rPrP) were incubated in Buffer A,
Buffer B or Buffer C upon continuous shaking at 1350 rpm in 96-well
plate and in the presence of ThT (10 μM). The kinetics wasmonitored by
bottom-reading of fluorescence intensity using 445 nm excitation and
485 and 500 nm emission. Every set of measurements was performed in
triplicates, and the results were averaged. Seeding was performed by
addingapercentageof previouslypreparedamyloid and thew/wpercent
was calculated assuming that suspension was homogeneous.
3. Results
3.1. Prion-amyloid formation under different incubation conditions
follows similar dynamics
The goal of the present work was to shed light on the mechanisms
involved in the dynamic and the generation of heterogeneity during the
formation of different structural types of amyloids of the prion protein.
Amyloids formation is obtained frompartially unfoldedproteins [27]. As
a first approach, we took advantage of this observation to use three
buffers that induce different denaturation stages of the native prion
protein. Analysis was performed by Circular Dichroism (CD). The
secondary structure of the prion protein in buffer B is mainly under the
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alpha-helix conformation. The comparison of the CD spectrumobtained
in buffer B with the one observed in benign buffer (i.e. PBS) shows that
the prion protein conformation remainsmainly under alpha helixwhen
transferred into this buffer B. On the other hand, the CD spectrum
obtained in buffer A evidenced a major change in the secondary
structure with a loss of α-helix and a dramatic increase of the random
coiled proportion in the molecule (see Ref. [24]).
To obtain amyloid formation we incubated the recombinant prion
protein at different concentrations (0.1 mg/ml to 1.2 mg/ml) and
different temperatures (between 20 °C and 37 °C), and in each buffer
(i.e. in buffers A, B and C). Amyloid formation was monitored by
thioflavin-T (ThT) fluorescence. The resultant curves were analyzed as
described in Methods. The parameters deduced are presented in Fig. 1.
Fig. 2A and B shows some independent kinetics of the amyloid
formation under two buffer conditions (i.e. Buffers A and B) at a
concentration of 0.4 mg/ml. As expected, the kinetics of polymeriza-
tion obtained under the two buffer conditions gave qualitative similar
results, i.e. the experimental results can be well approximated by the
sigmoidal curve of the Eq. (1) with correlation coefficient RN0.99.
(See Fig. 1 for a definition of the geometrical representation of the
parameters that were extracted from the experimental curves).
3.2. Polymerization dynamics reveal a highly stochastic mechanism
originating from the heterogeneity of nucleation
Thefirst observation that can beworked out from the kinetics curves
obtained (Fig. 2) is the heterogeneity of the maximum of fluorescence.
Maximum fluorescence varied in the range of five folds. It should be
stressed that these values fluctuated in a single experiment between
wells of the same plate and there is no correlation with the position on
the plate. These observations can be interpreted in three ways: 1/either
only a part of the monomers are polymerized or 2/the existence of an
irreversible off-pathway that extract the protein to an amorphous
aggregate or 3/the fluorescence of ThT differed from one preparation to
another. The first hypothesis was tested by measuring the quantity of
monomers remaining in the supernatant after centrifugation of the
aggregates. Although fine differences have been seen, no systematic
differences can be correlatedwith the fluorescence (results not shown).
A consequence of the second proposition would be the existence of a
relation between the maximum of fluorescence (Fmax) and the Tlag
and/or τ, the irreversible off-pathway leading to anapparent decrease of
the initial concentration thus increasing lag time.No such relationswere
observed (Fig. 2C and D). On the other hand, a FACS analysis clearly
showed that polymers can be differentiated by their ThT binding
capacity as shown by the ratio between fluorescence and size of the
amyloids (Fig. 3).We thus concluded that different polymers exhibiting
different ThT binding properties could be spontaneously formed during
polymerization in vitro.
To confirm the reality of heterogeneity, we first analyzed the
dynamics of the polymerization. The characteristic sigmoid curve can be
interpreted according to Eq. (1) to compute a lag time (Tlag) and a rate of
polymerization (1/τ) (see Methods and experimental procedures). A
major observation of a systematic study of the Tlag is its heterogeneity
both when different buffers are compared but alsowithin a same buffer
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condition (see Fig. 2). However, the lag time depends on the initial
concentration of monomers and the apparent dispersion of the mea-
surement decreases when concentration increases (Fig. 4A). These two
results seem qualitatively in agreement with a nucleation dependent
mechanism of polymerization. In order to rationalize this observation,
we decided to compute the number of monomers in the putative
nucleus using the relation (Eq. (4)) described in Methods and
mathematically developed in Appendix A. Surprisingly the number of
monomers determined according to this theory is only between 1.8 and
2.2, a result hardly consistentwith the nucleation theory, particularly to
explain the many years long incubation times observed in the sporadic
forms of the CJD disease. Such an astonishing result has been previously
observed byBaskakov andBacharova [25] formammalianprionprotein,
by Collins et al. [28] for yeast prion, by Chen et al. [29] for polyglutamine
or Padrick and Miranker [30] for Islet Amyloid (IAPP). These
observationswere interpreted either as the existence of an off-pathway
for the prion polymerization [25,28] or as a more complex kinetics for
IAPP [30]. Although, odd structures have been observed with high
resolution microscopy of prion amyloids [25], the existence of an off-
pathway can only be ascertained by an analysis of the kinetic data. Three
tests have been proposed to ascertain the existence of an off-pathway
[31], 1/the dependency of the Tlag on initial concentration (Fig. 4); 2/a fit
obtained with light scattering (not feasible here) and 3/the improve-
ment of the fitting of the first part of the kinetic while initial con-
centration increases. Thuswe performed a study of the fitting of thefirst
half part of the polymerization curve to the equation proposed by
Powers et al. [31]:
Y = at + bt2 + c
where a, b, c are constants, Y is the fluorescence measured at time t.
We found that the correlation coefficient did not improve when
higher concentration of monomerswas used (see Supplementary data
Fig. S1). This result, together with independence of Tlag to maximum
fluorescence (Fmax) (Fig. 2C and D), seems to rule out the existence of
an off-pathway under the conditions used during these experiments.
However, due to the low sensitivity of this test, we decided to address
this question by another way. Indeed, another approach to explain the
relation between Tlag and the monomer concentration is to under-
stand what the lag time consists of in our experiments. We thus
decided a thorough analysis of the lag time.
3.3. What is the meaning of apparent Tlag in seeding experiments?
In order to investigate the nature of lag time, let us denote Tlag as the
time before the beginning of observable polymerization according to
Eq. (2). In seeding experiments, the Tlag does not depend on nucleation
(this is clear precisely because of seeding) and thus, Tlag should reflect
only the sigmoid kinetics that results fromanautocatalytic reaction (see
Discussion and theory proposed Appendix B). As a consequence,
increasing the quantity of seed should result in the complete dis-
appearance of this lag time (Tlag). (See for instance Refs. [16,21,32]). This
absence of lag time after seedingwas observedwith numerous proteins
that undergo an amyloid polymerization, for instance insulin [33], the
beta-peptide of Alzheimer disease [34,35] or the polyglutamine of
Huntington disease [36].
In order to test this inference, we have performed an experiment
by increasing the seed concentration. The results presented in Fig. 5A
invalidate this hypothesis for in vitro prion polymerization. Indeed,
even at very high concentration of seeds (i.e. N10%) an apparent lag
time is still obtained suggesting that another phenomenon is
responsible for at least a part of this occurrence. As expected (see
Eq. (B.9) of Appendix), the decrease of Ti is correctly approximated by
T
la
g 
 H
ou
rs
0
20
40
60
80
100
Protein mg/ml
0.4 0.6 0.8 1.0 1.2
τ
0.9
A B
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Protein mg/ml
0.4 0.6 0.8 1.0 1.2
Fig. 4. Lag time (Tlag) and rate (τ) dependency of the initial concentration of monomeric rPrP. Kinetics analyses were performed as described in Experimental procedures. Kinetics of
amyloid polymerization of rPrP at different concentrations in buffer A at room temperature was obtained in a single experiment (a 96-well plate). Experimental points were used to
perform non linear regression using Eq. (1), all the correlation coefficients were greater than 0.99. Tlag was calculated according to Eq. (2) (panel A) and τwas deduced directly from
Eq. (1) (panel B).
S
S
C
Amyloid A
Amyloid B
1200
1000
800
600
400
200
0
0 100 200 300 400 500 600
Fluorescence (linear)
Fig. 3. FACS analysis of the fibrils labeled with ThT. Two different preparations, of
amyloids obtained in buffer A and buffer B, were analyzed by FACS as described in
Experimental procedures. Each point is put on the figure as a function of size (SSC) and
ThT fluorescence.
1309M.-T. Alvarez-Martinez et al. / Biochimica et Biophysica Acta 1814 (2011) 1305–1317
a function of the logarithm of the seeding ratio, and the curve
intersects the Ti axis around 3 h (with a 95% probability to be between
2 and 4 h) (Fig. 5B). This value could correspond to a residual lag time
(Trlag, see Fig. 1B) under the experimental conditions involved. In order
to study themechanisms responsible for this delay,wehavedeveloped a
model of polymerization that allows us to identify the parameters of the
equations obtained (see Methods and Appendix B). In Eq. (3), the
contribution of seeding inside the delay time before polymerization is
targeted. Indeed, as detailed in Appendix B, T0 is the time when seeded
polymerization truly begins. Thus, when different from zero, T0 is a
residual lag time (Trlag) not explained by polymerization kinetics. An
analysis of the distribution of T0 confirms that a residual lag timewith a
mean of 3.3 +/− 0.15 h was necessary before polymerization starts
(Fig. 5C). This value (3.3+/− 0.15 h) is in good agreementwith the one
(3 +/− 1 h) found by an independent method described above and
presented in Fig. 5B. This implies that a time dependent sufficiently long
process (i.e. 3 h under our experimental conditions) precedes the
beginning of polymerization induced by seeding.
Many hypotheses can explain such a phenomenon; however,
a simple one would be the existence of a conformational change
(see Supplementary data Fig. S2 for a numerical simulation of this
hypothesis). Consequently, we decided to test the possibility that a
time dependent conformational change leading to an amyloid
competent isoform is necessary to begin polymerization. We thus
performed an experiment of a delayed seeding to test the possibility
that this conformational change comes from the monomer. The
results (here with buffer B) show that delayed seeding decreased the
lag time but, as a surprise, did not result in its complete disappearance
(Fig. 6A and B). The time dependency of the Trlag was well
approximated by an exponential curve (rN0.98) that leaves another
residual lag time (Trrlag) of 1.7 +/− 0.3 h when seeding is performed
at 1% and 1.10 +/− 0.4 h when seeding is performed at 10%,
suggesting that a complex mechanism was involved. Two hypotheses
can be made to explain such a result: 1/either amyloid seeds undergo
conformational change; 2/or monomer conformational change results
from a complex mechanism involving many different steps during
conformational changes and one of these steps needs interaction with
amyloid.
We tested the first hypothesis: did the amyloid change its structure
during the seeding process? In order to investigate this possibility, we
decided to fix, with formaldehyde the amyloid before seeding. Fixation
(i.e. chemical cross-linking) of the amyloid did not change the dynamics
parameters of polymerization (see Supplementary data Fig. S3). Thus,
major structural changes of the seeds were not necessary to start
polymerization, leaving as sole explanation a complex mechanism of
polymerization that involved monomers. However, any mechanisms
involving the monomer should be sensitive to concentration. To
challenge this possibility, we decided to change the concentration of
monomers (rPrPC) but kept the same quantity of seeds. A numerical
simulation of this experiment, with the simple conformational change
hypothesis (a change of conformation is necessary to incorporate
monomers into polymers) shows that Ti and consequently Tlag should
decrease when monomer concentration increase (see Supplementary
data Fig. S4). On the contrary, the experimental results shown in Fig. 6C
clearly exhibit an increase of the apparent lag time with respect to the
monomer concentration. Thus, a new hypothesis is needed to be added.
We thenpropose thatmanyconformations could co-exist. Someof them
would interact with the amyloid polymers but could not polymerize
(see model Fig. 11). In order to validate this model, we investigated the
consequences of this proposition.
3.4. Heterogeneity of the nucleation process explains dynamics of
polymerization
As a consequence of the model proposed above, the nucleation can
start with different protein conformations. This hypothesis is
sustained by the observation of the dispersion of the Tlag (see for
example Figs. 2 and 4) that suggests that the reaction is randomly
sensitive to the initial conditions i.e. the first nucleus formed will
dictate the dynamics and probably the polymers structure. As a
consequence, various nuclei could be formed independently resulting
in heterogeneity of different polymers (see Figs. 2 and 3). This is also
obvious when comparing parameters of the kinetics (i.e. Tlag and 1/τ)
(see Fig. 4). Fig. 4B shows that the apparent polymerization rate (τ) is
widely dispersed not only between buffer conditions but also within
the same buffer. Furthermore, the apparent rate of polymerization is
totally independent of the initial concentration (Fig. 4B). This result
can also be interpreted as heterogeneity of nucleation and subsequent
polymer formation. It can be suggested that different nuclei generated
structurally different polymers each exhibiting specific polymeriza-
tion dynamics.
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Fig. 5. Lag time did not disappear when seed concentration increased. Kinetics analyses were performed as described in Experimental procedures. Kinetics of amyloid polymerization
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3.5. Electron microscopy analysis confirms heterogeneity of polymer
structures
A straight-forward consequence of the previous experiment
suggested that structural differences in nucleus formed should lead
to polymer heterogeneity. This latter effect should then be observed
by microscopy. The polymers, labeled with ThT, have been first
observed by fluorescence microscopy. (Samples of the images are
shown as Supplementary data Fig. S5). Indeed very different aspects
can be observed, from genuine individual fibrils to huge aggregates
where no fibril can be individually distinguished. However, the
resolution of optical microscopy, although allowing a large number of
sample analyses, cannot distinguish fine structures of the polymers.
We thus completed this study by electron microscopy analysis. Many
individual experiments reveal specific type of structures even if in
some cases the structures look alike (Fig. 7). Heterogeneity of the
polymers, between the preparation and eventually between buffers is
the main observation. A quantitative analysis of the polymers width
clearly confirmed the dispersion of the parameters characterizing the
structure of the polymers (Supplementary data Fig. S6).
3.6. Successive seeding allows the selection of more “efficient” amyloid
strains
The existence of a structural heterogeneity and the corresponding
dynamics parameters have numerous consequences that can be used to
better characterize the mechanisms involved. For instance, the results
presented above suggest that, in some cases, the apparent rate of
polymerization is a mix of many independent rates resulting from the
combination of structural and dynamical different amyloids (see Fig. 7
and Supplementary data Fig. S6). A question arises from this
observation: What are the effects of repetitive seeding on this
heterogeneous mix? After seeding a solution of monomers, two main
parameters (See Appendix) direct the polymerization dynamics: 1/the
B CA
Fig. 7. Electronmicroscopy analysis confirms the heterogeneity of the amyloid structures. Aliquots of sample obtained after polymerization in buffer A (panel A) or buffer B (panel B),
or buffer C (panel C) were proceeded as described in Experimental procedures for examination in negative stain by Electron microscopy. The images represent an arbitrary selection
among many different structures that were observed during this work. Scale bars represent 100 nm.
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number of nuclei and 2/the polymerization rate (1/τ) (sensitivity of the
polymer to splitting is included in this parameter by the mean length N
in Eq. (3)).However, it is quite clear that repetitive seedingwill favor the
fastest polymerization structures (including true polymerization rate
(k), and sensitivity to splitting (N), i.e. k/N in Eq. (3)) leading to a
selection of the amyloid fittest to the buffer conditions and agitation
used. We thus decided to produce prion-amyloid by repeating seeding
and to analyze the kinetic characteristics of the polymerization.
We thus designed an experiment to test the effect of successive
seeding on the kinetics of amyloid formation in buffer B. The results
evidenced that successive seeding increased the polymerization rate
and decreased the Tlag strengthening the hypothesis that a selection
operates on a heterogeneous population (Fig. 8). According to Pedersen
et al. [37], survival-of-the-fittest would be the mechanism causing the
preferred amyloidmolecular packing that correlateswith the conditions
present under fibril formation. However, an increase of polymerization
rate could also reflect a mechanism of better packing, for instance by
zipping a longer beta-core structure, a kind of adaptation.
3.7. Successive seeding in the same buffer conserved the strain
characteristics
Another consequence of the heterogeneity of the structure obtained
would be the conservation of the nucleus structure during successive
seeding. It should be pointed out that such a result would be in conflict
with the thermodynamical hypothesis. Indeed, it was suggested by
Pedersen et al. [38] using glucagon as model that, under specific
conditions, the structure reached by the amyloid is always the same, the
one of the minimal energy (a kind of generalization of the Anfinsen
principle). This implied that the formation is thermodynamically driven.
To decide between these two hypotheses,we selected two preparations
that exhibit noticeably different parameters (i.e. ThT binding and
dynamics characteristics) and we used these two samples to seed
successively independent preparations. The results obtained with
buffer B are presented in Fig. 9, the kinetics characteristic (i.e. Tlag, τ
andfluorescence) and theThTbindingproperties remain approximately
the same during three successive seedings. To confirm this observation,
we have compared the amyloid structure by electron microscopy (see
Supplementary data Fig. S7). These results suggest that, at least for a few
successive seeding, nucleation is predominant on determining the kind
of structure that is selected and thus seeding conserved the specificities
of the amyloid, something reminiscent of the strains phenomenon.
However, due to the few number of successive seedings, these
observations cannot rule out the thermodynamic fate of the system
according “the Ostwald step rules” (see Ref. [39]).
3.8. For prion, fibril nucleation and elongation do not involve similar
molecular mechanisms
A consequence of the predominance of the nucleus directed poly-
merization could be a discrepancy between kinetic parameters poly-
merization and nucleus formation dynamics. Previous studies of
amyloid formation in vitro using insulin, glucagon, β2-microglobuline
and different variants of Aβ (1–40) as model systems have shown that
the length of the lag time and the elongation rate are correlated
[32,40,41]. To determine whether this is the case for the rPrP used
here, the elongation rate (1/τ) and the lag time (Tlag) for individual
samples of some variants studied were plotted (Fig. 10). As expected
from the model deduced from the previous experiments, the results
revealed a complete absence of correlation between these two
parameters, suggesting a predominance of nucleation parameters in
the determination of Tlag. This observation indicates a different
mechanism of trans conformation of the monomer during fibril
nucleation and elongation. This result seems completely different
from those obtained with other peptides and proteins [32,40,41],
suggesting that prion fibrillation takes a specific way not common to
other amyloid formation. However, this is not a fundamental
discrepancy but only a different experimental point of view (see
Discussion).
4. Discussion
Although prion protein aggregation has been studied for quite a
long time, a number of fallacies persist. Probably the most notable is
the assumption that a lag time in the kinetics represents a nucleation
phase and that the end of such a lag corresponds to cessation of
nucleation. This idea was challenged by experimental results obtained
by numerous authors that reveal a linear dependency of the Tlag with
monomer concentration not exceeding a nucleus size of n~2. This
result, also found for some other amyloid-forming proteins, is
challenging for the nucleation theory of prion that was introduced
to explain very long delay time before onset of the disease. In vitro,
this low number of monomers found in the nucleus was generally
attributed to an accumulation of large off-pathway species whose
formation is competitive with the on-pathway processes that leads to
amyloid [25,42,43]. However, in many cases off-pathway appears as
an ad hoc hypothesis that was difficult to sustain by experimental
results, the evidence of odd structures on electron microscopic image
cannot be unambiguously interpreted as off-pathway. In some cases, a
more complex pattern of the polymerization process was used to
explain the complex dynamics of amyloid formation, as for instance
the ‘Nucleated Conformational Conversion’ (NCC) of yeast prion
element [PSI+] [44] or the dispersed phase-mediated fibrillogenesis
(PMF) for amylin [30]. In the case of hamster rPrP polymerized in
vitro, we found no kinetic evidence for an off-pathway, thus, we
proposed that an additional path, on-pathway, is necessary to explain
the results observed (see Fig. 11 for a schematic representation). This
is probably a first step, before nucleation, because we showed that
seeded polymerization begins after a delay-time (3 h when consid-
ering our experimental conditions) that can be interpreted as the
generation of active monomers, resulting probably from a change in
spatial structure. Thus, the results presented here can be explained by
a complex mechanism that directs conformational changes leading to
structural competent monomers. Because the conformational change
takes about 3 h under the experimental conditions we used here; it
cannot be a simple protein ‘breathing’ that needs only a small fraction
Time (Hours)
0 10 20 30 40 50 60 70 80
F
lu
or
es
ce
nc
e
0,0
0,2
0,4
0,6
0,8
1,0
0.4 mg/ml 
0.4 mg/ml + 1% Agr B 
0.4 mg/ml + 1% B 1P
0.4 mg/ml + 1% B 2P
0.4 mg/ml + 1% B 3P
Fig. 8. Repeated seeding leads to a decrease of Tlag and an increase of the apparent rate
of polymerization (1/t). Kinetics of amyloid polymerization of the rPrP at 0.4 mg/ml in
buffer B at room temperature was obtained in a 96-well plate. The experimental results
were used to perform non linear regression according to Eq. (1) of Experimental
procedures. They were normalized in order to clearly evidence that the Tlag and speed
polymerization. The first kinetic (black line) was obtained without seeding. All the
other curves were obtained after seeding at 0.004 mg/ml using the previous amyloid as
presented on the figure.
1312 M.-T. Alvarez-Martinez et al. / Biochimica et Biophysica Acta 1814 (2011) 1305–1317
of a second as for instance in polyglutamine [36]. In the model
depicted in Fig. 11, this step is symbolized by a black-box.
Unconventional initiation steps of the reaction preceding polymeri-
zation have been proposed to explain complex behavior in amyloi-
dogenesis. In the case of polyglutamine this was interpreted as a
simple conformational change [36], but, in this model, seeding results
in a complete disappearance of the Tlag. For α-synuclein the dynamics
was interpreted as a fibrillation process in which oligomeric granular
species turn into amyloid fibrils through concerted lateral association
of the preformed granules [45], amylin polymerization was also
shown by ATF microscopy to result from the association of oligomers
[46]. Evidence of the existence of micelles during the fibrillogenesis of
beta-amyloid peptide has also been published [47,48]. Taken into
account the results we present, we suggest that the time before
polymerization is linked to the production of multiple conformations.
The molecular mechanisms that sustain this process in the case of
hamster rPrP are under investigation.
Structural heterogeneity of the amyloid polymerized from a highly
purified protein is a well-established fact [49–52]. A cross-β sheet
structure set up the core of amyloid protofilaments that represents
the filamentous substructures of mature fibrils. Although the basic
structural arrangement of the cross-β structure is conserved for
different fibrils, there are different possibilities for them to pack into
the three-dimensional fibril structure. Such variable protofilament
arrangements can give rise to several distinct amyloid fibril
morphologies that were recently unraveled at the atomic level [53].
Structurally polymorphic amyloid fibrils are not only reported for in
vitro preparations. Examination of several tissue-extracted amyloid
fibrils shows also significant structural polymorphism [54]. In prion
diseases, the strain phenomenon has been correlated with difference
in structure of the associated amyloid [8–11], and it was recently
demonstrated that in vitro built specific amyloid conformations
sustained new phenotypic strains [15]. However, to generate these
different structures, Colby et al. [15] used different conditions,
decreasing urea, and/or temperature. But, we show here that
structural diversity can also be generated under the same environ-
mental conditions, a phenomenon already observed for some other
amyloids [49,52]. We made a link between the heterogeneity of
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of polymerization (1/τ) and Tlag can be observed. Kinetics of amyloid polymerization of
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from Eq. (1) and Tlag was calculated according to Eq. (2).
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Fig. 9. While decreasing Tlag and increasing apparent rate of polymerization (1/τ), strain-maintained during repeated seeding. Successive seeding experiments were performed as
follows: amyloid polymerizations of rPrP were obtained at 0.4 mg/ml in buffer B at room temperature in a 96-well plate. A set of polymerization was first performed without seeding
and two preparations with very different characteristics (i.e. Maximum fluorescence, rate of polymerization and lag time) were selected (panel A). They were called AH1 (Figure A,
High fluorescence, sample 1) and AL1 (Figure A, low fluorescence, sample 1). Three aliquots of each were used to seed polymerizations with the same concentration of rPrP
(0.4 mg/ml) in the same buffer B. Three independent seeding were done. The kinetics is presented in panel B. BH1, BH2 and BH3were obtained by seeding with AH1 and BL1, BL2 and
BL3 were obtained by seeding with AL1. Experiments were carried on by seeding polymerization with preparation BH1 and BL1. The kinetics obtained is presented in panel C. Finally
preparation CH1 and CL1were used to seed a last polymerization, the kinetics of which are presented in panel D. The experimental results were used to perform non linear regression
according Eq. (1) of Experimental procedures.
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structures and the polymerization dynamics. We propose that the
different parameters (i.e. the rate of polymerization and the
sensitivity to agitation) are selected during nucleus formation. The
important lag time heterogeneity observed (see Fig. 4) suggests that
the first nucleus formed determines the characteristics of the
dynamics of polymerization that are encrypted in the amyloid
structure. When built, the selected structure propagates because it
overcomes nucleation, and then fibril morphology is propagated to
daughter fibrils by a template dependent mechanism. Such self-
propagating fibril structure represents the structural basis of multiple
strains of mammalian prion diseases.
It was observed during serial passage that synthetic prion went to a
gradual adaptation with decreasing incubation period [14,15], and we
observed a similar phenomenon by successive seeding that reduced Tlag
and increased polymerization rate. Two interpretations can be
proposed: 1/selection of the best adapted structure, i.e. those that
multiply the most rapidly under the buffer conditions used, or 2/an
adaptation of the structure, for example by extending cross-beta
structure. These two explanations are not mutually exclusive. Further-
more, the decrease in the lag phase during serial passaging clearly goes
against the conformational change hypothesis and argues for simple
nuclear heterogeneity. However, to explain the long incubation period,
Colby et al. [15] suggested that infectious amyloid is “contaminated” by
a so-called intermediate (rPrP*) unfolded protein. From our results it
can be proposed that a mixture of “strains” was obtained reducing the
quantity of the most infectious strain.
Under the experimental conditions used in this work, there is no
evident correlation between lag time and maximal rate (see Fig. 10).
This observation appears in contradiction with previous reports
[17,32,40,55]. Indeed, these authors have observed that the lag time is
generally well correlatedwith the inverse of themaximal growth rate.
This correlation did not appear under the experimental conditions
used in our work, but putting the experimental points we have
obtained into a more general graph that takes into account many
independent experimental works, our results are in agreement with
the previous observations [32,40] (see Supplementary data Fig. S8).
What does it mean? This means that, although our results are
consistent with the general phenomenon, the specificities of our
experiments shed light on a phenomenon not observable when more
general aspects are taken into account. According to Knowles et al.
[32], when secondary nucleation pathways are active, the experi-
mental results are primarily determined by the exponential growth
regime that takes place in the initial phase of the reaction. However,
the magnitude of the noise on Tlag for the same rate of polymerization
is a very important factor. If one selects a range of rate value of 2 the
Tlag can vary as much as 100 times, and reciprocally if one select a
small interval of Tlag. In other words: enough variability exists in the
experimental results to hide important phenomena. This is the case in
our experiments. The physico-chemical conditions of polymerization
remain very close in the set of experiments we present, mainly if
compared with the set of results compiled by Fandrich [40] or
Knowles et al. [32]. Our experimental approach appears to be more
adapted to reveal marginal phenomena while compilation of
heterogeneous results evidence more general phenomena. However,
this marginal phenomenon allows us to shed light on an important
phenomenon of the prion diseases, the production of diversity from
homogeneous conditions.
Interesting consequences can be proposed in light of this work.
1. The creation of infectious prions from the recombinant protein has
been rather disappointing. Although important successes have
been published [14,15,56–58], most of the trials have been
unsuccessful, raising the question of the reality of this phenome-
non. This suggests that only some preparations are infectious. We
show here that different structures can be generated from a unique
starting condition. If we accept that a relation exists between
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Polymerization
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amyloid seed
Polymerization
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Spontaneous
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change
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Fig. 11. Model of prion amyloid formation. Amyloidogenesis of prion protein in vitro is a nucleation-dependent polymerization process. However, the nucleation is not the main
determinant of the lag time, another mechanism should be postulated to explain the weak dependency to the initial concentration of monomers and the residual lag time observed
during seeded polymerization. This mechanism is symbolized by a black box and some hypotheses on its nature are proposed in the Discussion. The diversity of the amyloids
obtained with the same purified prion protein implies the genesis of different conformers of the monomer, but only the corresponding conformer can react with a precise amyloid
used for seeding. This hypothesis would explain not only the heterogeneity of amyloids but also the perpetuation of the strains and results presented here (Fig. 6C) that has shown an
inverse dependency of the lag time with initial concentration at constant seed.
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structures and strains, our results suggest that only some of the
structural strains are infectious, those presenting a set of dynamics
parameters in accordance with the in vivo polymerization. Such a
set has been theoretically predicted [16] and experimentally
observed for yeast prion-like elements [59] and a marked
structural difference has been evidenced between infectious and
non infectious prion amyloids [60]. A question remains: what are
the structural characteristics that lead to infectious amyloids and
how to direct in vitro experiment to obtain them? Are there only
dynamics as proposed [59] for yeast prion, or also structural as
proposed for Podospora prion [61,62]
2. The results presented here reveal that many different amyloid
structures can be obtained with a highly purified prion protein.
Changing polymerization conditions modifies the set of possible
structures, and, under a single defined condition this set seems to
be very large. This means that probably a huge amount of
possibilities is open for new infectious amyloids emergence. As
pointed out by C. Soto [63], the possibility that a new amyloid-
based plague could emerge, should be taken seriously into account.
Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.bbapap.2011.05.016.
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Appendix. Derivation of the equations used to analyze the
experimental results
A number of quantitative models of amyloid polymerization have
been proposed (see for instance Refs. [16,17], and for a review Ref.
[20]). However, the complexity of the models and the high number of
independent parameters do not generally allow a complete identifi-
cation of the theoretical parameters with those available by the
experiments. But, the experimental methods used during this work
render some simplifications available, first because of the reduced
number of parameters, but also because some experimental results
can be used to validate the choice of some simplifications and so
reduce the complexity of more general models. The purpose of this
appendix is to propose and to justify simpler models where
parameters can be experimentally determined and so to analyze the
in vitro polymerization kinetics under the experimental conditions
used during this work.
Appendix A. Analysis of nucleation without polymerization
If we consider the following nucleation system
A1 + A1⇌
k1þ
k2"
A2
A1 + A2⇌
k2þ
k3"
A3
:
·
A1 + Ai⇌
kiþ
ki+1"
Ai + 1
:
·
A1 + An−2⇌
kn−2þ
kn−1"
An−1
A1 + An−1→
kn−1þ
An
A1 stands for the monomer concentration, Ai, i=2,…,n are the
intermediate oligomers concentrations, and the k+i and k_i are the
reaction rates depending on the step.
This system simulates the nucleus formation, noted An of size n
which is the latter step, it is irreversible. At this point, we do not
consider elongation after the nucleus formation.
The dynamics is described by the following differential equations
dA1
dt
= −J1−∑
n−1
i=1
Ji
dAi
dt
= Ji−1−Ji i = 2 ;…;n−1
dAn
dt
= Jn−1
8
>>>><
>>>>:
ðA:1Þ
with Ji=k+i AiA1−k_i+1Ai+1 for i=1…n−2 and Jn−1=k+n−1An−1.
Equation on A.1 is deduced by the mass conservation, i.e.
d
dt
∑
n
i=1
iAi = 0 ðA:2Þ
Let us assume that the nucleation is well-balanced. This simplifica-
tion is generally assumed by most of the models proposed [23,64]. It
could be challenged in vivo but the homogeneity of the in vitro system
described here justifies this hypothesis. So, we obtain the following
equation regarding the quantities i=1…n−1 at equilibrium (denoted
by Aieq) we obtain from Eq. (A.1) that Ji = Ji−1; i = 2…n−1 and thus
−J1− ∑
n−1
i=1
J1 = −nJ1 = 0 ⇒ Ji = 0: ðA:3Þ
From this system, we can compute An−1eq according to A1eq, that
gives
Aeqn−1 = KA
eqn−1
1 : ðA:4Þ
with K = ∏
n−2
i=1
kiþ
ki+1−
 !
.
If the monomer concentration is considered large enough, and the
amount of monomer used for the nucleation steps is insignificant in
comparisonwith the initialmonomer concentration, thenA1eq=A1(0)=
M0whereM0 is the initial concentration ofmonomer. This assumption is
quite straightforward under the conditions used because only some
nuclei are necessary to start the polymerization that is afterward
sustained by secondary nucleation highly dependent of the breaking of
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amyloid fibril during the vigorous stirring used during the in vitro
polymerization. Taken into account this assumption, combined with
Eq. (A.4) it gives
Aeqn−1 = KM
n−1
0 : ðA:5Þ
Now, the time evolution of nucleus concentration is given by
dAn
dt
= kn−1þ KM
n
0 ðA:6Þ
which gives
An tð Þ = k
n−1
þ KM
n
0t ðA:7Þ
It is then possible to deduce a lag time of nucleation (Tnlag) defined
such that
nAn Tnlag
! "
= aM0 ðA:8Þ
Where a is a given fraction of the protein concentration (that
can be arbitrary chosen in accordance with experimental measure-
ment purposes) that stands for the proportion of monomers
polymerized in nuclei. It needs to be small enough to be consistent
with the hypothesis A1eq≈M0. Thus, Tnlag is given by the following
expression
Tnlag =
a
nkn−1þ KMn−10
ðA:9Þ
and, by keeping a constant
log Tnlag
! "
= − n−1ð Þ log M0ð Þ + C
te ðA:10Þ
where Cte is a constant.
Appendix B. Polymerization after seeding in an in vitro system
with vigorous shaking
Let us assume that polymers of size longer than n lengthen by
adding one monomer after another. Let us denote by Fi the
concentration of polymers of size i, and M the monomer concentra-
tion. The lengthening is considered as an irreversible process in
agreement with the Dock–Lock mechanism discussed above [65–67]
and can be given by
Fi + M→
k
Fi +1: ðB:1Þ
In more general models [16,17,32] the secondary nucleation is
inserted into the equations resulting from the possibility of breaking
the polymer. This breaking is considered constant leading to a fibril
length dependent of the monomer concentration [16,17,32] that give
a good representation of in vivo kinetics of prion infection [68] and
some in vitro amyloid polymerization [32]. However, under the
conditions used in the experiments described in our work, under
vigorous shaking, polymer breaking cannot be considered as constant,
it is rapid and leads to homogeneous length of the polymer. This was
experimentally proven by the measurement of the mean length of the
amyloid during polymerizationwhen concentration varies from initial
concentration to zero. Indeed, the lengths remain constant through-
out the experiment (see Supplemental, Fig. S9). Such a result was also
obtained by Chatani et al. [69] using β2-microglobuline amyloid and
ultrasonication. Thus we assume that the polymer fragmentation
process occurs in such a way that it allows the fibrils to have a
constant mean length N throughout the experiment. The following
equation on monomers can then be deduced
dM
dt
= −∑
1≥n
kFiM = −kFM; ðB:2Þ
with F=∑Fi, is the total concentration of polymers. Let us denote by
m the monomer mass (that is the number of monomers in polymers),
thenm=NF. Since the total polymer mass is conserved in the system,
we have
dM
dt
+
dm
dt
= 0: ðB:3Þ
Moreover,
dm
dt
= kFM; ðB:4Þ
and
m tð Þ + M tð Þ = m0 + M0 ≈M0 ðB:5Þ
since m0≪M0 .
Let replace F by
m
N
in Eq. (B.4) andM byM0−m. We obtain then the
following differential equation on m
dm
dt
= k
m
N
M0−mð Þ; ðB:6Þ
with the initial condition at t=T0, and
m T0ð Þ = m0: ðB:7Þ
The solution of the logistic in Eq. (B.6) is
m tð Þ = M0
1 + M0m0 −1
! "
e−
k
N M0 t−T0ð Þ
: ðB:8Þ
Consequently,m(0) is the quantity of seeding polymers to start the
experiments, and T0 is the time when polymerization begins.
The inflection point at time Ti is:
Ti = T0 +
N
kM0
ln
M0
m0
−1
# $
: ðB:9Þ
Thus the beginning of the polymerization at time T0 can easily be
deduced from the analysis of the sigmoid. Under these conditions, if
T0≠0, it corresponds to a residual lag time (Trlag) when seeding is
considered (see Fig. 1).
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Abstract. The Greer, Pujo-Menjouet and Webb model [Greer et al., J. The-
oret. Biol., 242 (2006), 598–606] for prion dynamics was found to be in good
agreement with experimental observations under no-flow conditions. The ob-
jective of this work is to generalize the problem to the framework of general
polymerization-fragmentation under flow motion, motivated by the fact that
laboratory work often involves prion dynamics under flow conditions in order
to observe faster processes. Moreover, understanding and modelling the mi-
crostructure influence of macroscopically monitored non-Newtonian behaviour
is crucial for sensor design, with the goal to provide practical information about
ongoing molecular evolution. This paper’s results can then be considered as
one step in the mathematical understanding of such models, namely the proof
of positivity and existence of solutions in suitable functional spaces. To that
purpose, we introduce a new model based on the rigid-rod polymer theory to
account for the polymer dynamics under flow conditions. As expected, when
applied to the prion problem, in the absence of motion it reduces to that in
Greer et al. (2006). At the heart of any polymer kinetical theory there is
a configurational probability di↵usion partial di↵erential equation (PDE) of
Fokker-Planck-Smoluchowski type. The main mathematical result of this pa-
per is the proof of existence of positive solutions to the aforementioned PDE
for a class of flows of practical interest, taking into account the flow induced
splitting/lengthening of polymers in general, and prions in particular.
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1. Introduction.
1.1. Taking space into account for our problem: What is new in biol-
ogy, what is new in mathematics? In 1999, Masel et al. [12] introduced a new
model of polymerization in order to quantify some kinetic parameters of prion repli-
cation. This work was based on a deterministic discrete model developed into an
infinite system of ordinary di↵erential equations, one for each possible fibril length.
In 2006, Greer et al. in [6] modified this model to create a continuum of possible
fibril lengths described by a partial di↵erential equation coupled with an ordinary
di↵erential equation. This approach appeared to be “conceptually more accessible
and mathematically more tractable with only six parameters, each of which having
a biological interpretation” [6]. However, based on discussions with biologists, it
appeared that these models were not well adapted for in vitro experiments. In these
experiments, proteins are put in tubes and shaken permanently throughout the ex-
periment to induce an artificial splitting in order to accelerate the polymerization-
fragmentation mechanism. To the best of our knowledge, dependence of polymer
and monomer interaction on the shaking orientation and strength, space compe-
tition and fluid viscosity had never been taken into account until now. Thus, it
seemed natural to propose a model generalizing the Greer model and adapt it to
the specific expectations of the biologists.
We therefore introduce a new model of polymer and monomer interacting in
a fluid, with the whole system subjected to motion. A large range of in vitro
experiments involving this protein refers to this protocol in order to accelerate
the polymerization-fragmentation process. Moreover, even as our model could be
well adapted to other polymer-monomer interaction studies, we give here a specific
application to prion dynamics to make an interesting link with the previous Masel
et al. [12] and Greer et al. [6] models. On the other hand, due to the complexity
of the model, any mathematical analysis becomes a challenge. We adapt here a
technique of semi-discretization in time for proving the main result of existence of
positive solutions, we also provide the basis for the numerical approximation of the
problem. The mathematical novelty of this paper resides in the choice of the ad hoc
function spaces and the appropiate modification of the existing techniques to this
new type of problem. Also this work presents an alternative way for proving the
existence of positive solutions as compared to the one given by Engler et al. in [5],
Laurençot and Walker in [11] and Simonett and Walker in [17]. It is then useful to
those who consider which techniques to use when proving the existence of positive
solutions of this class of equations.
The objective of this paper is twofold: not only to make a step forward in math-
ematical modelling of a class of polymer-monomer interaction models, but also to
propose, within a new framework, how to adapt an existing mathematical technique
that will prove the existence of positive solutions to the problem. The biological
implications (e.g. quantitative and qualitative comparison with experimental data)
of this paper model will be addressed in a subsequent work.
1.2. The polymer-monomer interaction model: An application to prion
dynamics. Prion proliferation is challenging at both the biological and mathemat-
ical levels. Prions are responsible for several diseases such as bovine spongiform
encephalopathy, Creutzfeld-Jacob disease, Kuru and it is now commonly accepted
that prions are proteins [14].
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Figure 1. View of prion fibrils, Transmission Electron Microscopy
image (Courtesy of Prof. J.-P. Liautard, inserm Université Mont-
pellier 2, France).
For the sake of clarity, we present several fundamental morphological features of
prions with relevance to the mathematical modelling of this paper (i.e. molecular
dynamics of a low enough concentration prion solution).
There are two types of prions: the Prion Protein Cellular also called PrPC and
Prion Protein Scrapie denoted by PrPSc. It has been proven that PrPC proteins
are naturally synthesized by mammalian cells and consist only of monomers. On
the other hand, the infectious PrPSc proteins are present only in pathologically
altered cells and exist only in “polymer”-shape. The conversion process of a non-
pathological into a pathologically modified one consists in attaching the former to an
already existing polymer (for details see e.g. [10]). As a consequence, the polymers
lengthen. However the sized-up new polymers are fragile, and shorten down their
size by splitting whenever the polymer solution is subjected to some flow conditions.
The size lengthening/shortening process takes place continuously, its kinetics being
dependent on monomer concentration, flow intensity, polymer size, etc.
Polymers may be seen as string-like molecules [16]. When polymer proliferation
occurs, they do interact to form fibrils; these latter exhibit a (physically speaking)
more stable structure and appear as rod-like molecules (see figure 1).
In this paper we deal with idealized rod-like PrPSc, a realistic choice taking
into account the flow-related experiments we investigate. We consider the presence
of a finite amount of PrPC(free monomers) and PrPSc proteins, as well as of
“seeding” rod-like PrPSc at initial condition, and fibril lengthening/splitting (i.e.
fragmentation). It is also important to note that our model is related to in vitro
experiments: neither source terms of monomers and polymers nor degradation rates
are taken into account.
We propose a comprehensive molecular model that accounts for the flow behavior
as observed in in vitro experiments, focusing on the dynamics of monomers and
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fibrils. A good deal of experimental laboratory work involves complex flows (e.g.
di↵usion, mixing, etc.). Raw data are provided by sensors designed to acquire
macroscopically observable properties like stresses, flow rates, etc. The latter can
strongly be influenced by the microscopic interactions. Our model does provide an
understanding of how various polymers-monomer and polymer-solvent relationship
result in a configurational probability di↵usion equation, with the help of which one
can investigate the stress tensor and related quantities. Therefore, it is of use for
flow pattern monitoring sensors.
The current approach is at an early stage of development. The scission (breakage)
process - the most important mechanism in the in vitro development/proliferation
of infectious proteins - is taken three-dimensionally. While prior models such as
those of [6, 12] (for mathematically in nature aspects related to, see [2, 5, 7, 11, 15,
16, 17, 18]) neglect the flow influence on prion dynamics, the one in [6] was rather
succesful in predicting prion molecular dynamics in the in vivo rest state, and our
model is a generalization of [6].
The prion fiber is modelled as a rigid rod polymer molecule the length of which
is time dependent; see figure 2.
u
y(r',η)
P ∇uηη⟂ y
τ
Monomers
Rod-like polymer
(r,η)
(r'-r,η)
β
Lengthening
Fragmentation
Rotation
Figure 2. Prion fibril modelized as rigid rod polymer under flow.
The dynamics of rigid rod molecular fluids has been initiated by Kirkwood [9]
and significantly enriched and brought to fruition by Bird and his school [1] (see also
[8] for a more succinct presentation). As in any kinetical theory, the cornerstone
is the probability of the configurational di↵usion equation, which is of a Fokker-
Planck-Smoluchowski type. The latter is the key ingredient for calculating (the
macroscopic) stress tensor and related quantities. In the following we shall derive
a suitable generalization of equations 14.2-8 in [1] that account for prion dynamics
as observed in experiments [3, 14, 19].
This paper begins by first presenting the constitutive assumptions which later
lead to the probability configurational di↵usion equation in its general form. We
give a mathematical conceptual framework and a presentation of the main result:
the existence of global weak non-negative solution. To achieve this, we obtain
a variational formulation of the corresponding boundary value problem, and the
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proof is based on a semi-discretization in time technique. The uniqueness of the
solution will be proved in a subsequent paper.
1.3. The general model.
1.3.1. Polymers. Let a fiber be modeled as a rod-like molecule here represented by
a vector in R3. For convenience, we use separate symbols for the length r 2 R+ =
(0,+1), and for the angle-vector ⌘ 2 S2, with S2 being the unit sphere of R3.
Contrary to the assumption made in [6] and for simplicity, we assume here that
polymers could be arbitrary small, that is no critical (lower) length is considered
(this assumption is explained in [4]). For technical reasons and without any loss of
realistic assumptions, we suppose that fibers are contained in a bounded, smooth
open set ⌦ in R3, and the position of each fiber center of mass is denoted by the
vector y. We assume a velocity vector field u : ⌦⇥ R+ ! R3 such that
ry · u = 0 in ⌦, and u · ~n = 0 on @⌦. (1)
with ~n the outward normal. The polymer configurational probability distribution
function  (r, ⌘,y, t), at any time t > 0, solves the following equation
@
@t
 + u ·ry +
@
@r
(⌧( ,u, r, ⌘) ) = B + F . (2)
with (r, ⌘,y) 2 R+ ⇥ S2 ⇥ ⌦. Fibers are transported by the velocity vector field u
and lengthening occurs at a rate ⌧   0 that depends on the free monomers density,
 . In dilute regime, the microscopic hydrodynamics is accounted for by the term B
as in [13] and defined by
[B ](r, ⌘,y, t) = A(r) r⌘ ·
⇥
D1r⌘   P⌘? (ryu ⌘)  
⇤
, (3)
where r⌘ and (r⌘·) denote the gradient and divergence on S2. A   0 is a weight
function that accounts for the influence of the length increase upon the motion and
D1 > 0 the di↵usion coe cient on the sphere. Moreover, the transport on the
sphere due to the velocity field is given by P⌘? (ryu ⌘), with P⌘?z = z  (z · ⌘)⌘,
for all z 2 R3, denoting the projection of the vector z on the tangent space at ⌘.
The fragmentation (scission) process takes place at rate  (ryu,u, r, ⌘)   0 and is
described by F following [6] and given by
[F ](r, ⌘,y, t) =    + 2
Z 1
r
 (ryu,u, r0, ⌘)(r, r0) (r0, ⌘,y, t) dr0. (4)
The size redistribution kernel  accounts for the fact that a polymer breaks into
smaller fibers. It is symmetric, since a polymer of size r0 breaks with equal proba-
bility into a fiber of size r0   r and r; moreover, the fragmentation/recombination
is mass preserving process. We assume here that upon splitting, given the pecular-
ity of the motion process, and its impact on the scission, the resulting clusters of
fibrils have the same center of mass as the initial polymer. It seems reasonable to
assume that the orientation remains unchanged right after the scission. Therefore:
(r, r0)   0, (r, r0) = 0 if r > r0, (r0   r, r0) = (r, r0) and
Z r0
0
(r, r0) dr = 1. (5)
The probability configurational function  must be a non-negative solution, satis-
fying the non-zero size boundary condition
 (0, ⌘,y, t) = 0, (6)
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and the initial condition
 (r, ⌘,y, 0) =  0(r, ⌘,y), (7)
with  0 a known non-negative initial probability.
1.3.2. Monomers. The concentration of free monomers, given by the distribution
 (y, t) at time t > 0 at any y 2 ⌦, solves
@
@t
 + u ·ry  D2   =  
Z
S2⇥R+
⌧( ,u, r, ⌘) (r, ⌘,y, t) dr d⌘, (8)
with D2 > 0 the di↵usion coe cient. The integral term is due to polymerization
of monomers, being transconformed (misfolded), into fibers. Moreover, monomer
concentration   must be a non-negative solution satisfying the (no transport across)
boundary condition
ry  · ~n = 0 on @⌦, (9)
with ~n the outward normal vector on the boundary @⌦, as well as the initial condi-
tion
 (y, 0) =  0(y), (10)
with  0 an initially non-negative given concentration. We adjoin to these equations
the balance equation for the total number of monomers contained in the domain ⌦:
Z
⌦
"
 (y, t) +
Z
R+⇥S2
r  (r, ⌘,y, t) d⌘ dr
#
dy = ⇢, for all t   0, (11)
where ⇢ is (experimentally) known from the outset. The above balance equation is
formally satisfied, as a consequence of equations (2)–(8) using also (1).
1.3.3. Velocity vector field and momentum balance equations. As an aside, notice
the velocity vector field, u(t,y) 2 R3, for all t > 0 and y 2 ⌦, satisfies the Navier-
Stokes equations (for incompressible fluids)
@
@t
u+ (u ·r)u =  rp+ ⌫ u r · S,
r · u = 0,
u · ~n = 0.
(12)
p is the pressure , ⌫ the viscosity of the Newtonian solvent within which the prions
(i.e. rigid-rod molecules) are dissolved, and S is the non-Newtonian extra stress
tensor contribution (to the total stress) due to the presence of rigid rods. The latter
is given by [1] as
S(y, t) =
Z
R+
r2
Z
S2
⌘ ⌦ ⌘  d⌘dr. (13)
In this paper, we suppose that u is given and the unknown functions are only  
and  . The existence and uniqueness of the solutions to the full system with the
Navier-Stokes equations introduced above (that is u,  and  ) will be the topic of
a subsequent paper.
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1.4. Constitutive assumptions. Assume the velocity vector field satisfies the
regularity
u 2 C1
 
[0,1),W 1,1(⌦)
 
(14)
such that
ry · u = 0 and u · ~n = 0 on @⌦. (15)
Next, we adhere to the view on prion proliferation expressed in [6, 7, 12, 15]. The
splitting (scission) rate of fibers, given by  , is assumed to be linear in r. Therefore
let g : M3(R) ⇥ R3 ⇥ S2 ! R+ be continuous with respect to the first and second
variable, such that  ( ,v, r, ⌘) = g( ,v, ⌘) r, for all   2 M3(R), v 2 R3, r > 0 and
⌘ 2 S2. Moreover, we assume that for all bounded subsets B ⇢ R3 and O ⇢ M3(R)
there exist positive constants gB,O   gB,O such that
g
B,O
 g( ,v, ⌘)  gB,O, for every ( ,v, ⌘) 2 O ⇥B ⇥ S2. (16)
Let T > 0 be fixed. Then, due to the smoothness of u, there exists g   g > 0 such
that
g  g(ryu,u, ⌘)  g, for every (t,y, ⌘) 2 [0, T ]⇥ ⌦⇥ S2. (17)
We consider the polymerization rate ⌧ linear in (the free monomers density)  , i.e.
there exists ⌧0 > 0 such that
⌧( ,v, r, ⌘) = ⌧0 . (18)
This assumption had been already evoked by Greer et al. [6] and corresponds to
a mass action binding. The splitting kernel  accounts for the probability of a
polymer with initial length r, to split into a polymer with a shorter length r0 as
described in [6], and is given by
(r, r0) =
(
1/r0 if 0 < r  r0,
0 else.
(19)
This expression is compatible with (5) (and the conservation law (11)). Then the
length weight function A   0 is supposed to be in L1(R+) and there exists CA > 0
such that
kAkL1(⌦) = CA < 1 (20)
We remark that, by virtue of u being su ciently smooth and for fixed T > 0, there
exists CP > 0 such that
kP⌘? (ryu ⌘) kL1([0,T]⇥⌦⇥S2) = CP < 1, (21)
Using the result stated in the Appendix, there exists CD > 0 such that
kr⌘ · P⌘? (ryu ⌘) kL1([0,T]⇥⌦⇥S2) = CD < 1. (22)
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Thanks to the assumptions given in this section, the problem can be re-written as:
@
@t
 + u ·ry + ⌧0 
@
@r
  A(r) r⌘ ·
⇥
D1r⌘   P⌘? (ryu ⌘)  
⇤
=  g(ryu,u, ⌘)r + 2g(ryu,u, ⌘)
Z 1
r
 (r0, ⌘,y, t) dr0,
(23a)
@
@t
 + u ·ry  D2   =  ⌧0 
Z
S2⇥R+
 (r, ⌘,y, t) dr d⌘, (23b)
 (r = 0, ⌘,y, t) = 0, (23c)
ry  · ~n = 0, on @⌦ (23d)
 (t = 0) =  0 and  (t = 0) =  0, (23e)
1.5. Particular case: Zero velocity field, as in the Greer’s model. Consider
u = 0, and assume that g is such that g(0, ⌘) = g0, a constant, for any ⌘. In fact,
even in the absence of flow the prion-fibrils can undergo scission and re-combination.
Suppose that   is independent of y, then let f(t, r) = 1|⌦|
R
⌦⇥S2  (r, ⌘,y, t) d⌘dy be
the average of  . Integrating equations (23) leads to
@
@t
f + ⌧0 (t)
@
@r
f + g0rf = 2g
Z 1
r
f(r0, t) dr0 over (t, r) 2 R2+,
d
dt
 (t) =  ⌧0 (t)
Z
R+
f(r, t) dr,
f(0, t) = 0.
(24)
Note that the above system of equations is the one proposed in [6] where it was
produced under the assumption of prion conservation mass (no protein synthesis,
no metabolic degradation).
2. Variational formulation and main result. First we present the functional
framework one of the main mathematical novelty of this paper, next the definition
of weak solutions to the system (23), and eventually the proof of the existence of a
weak solution of this system.
2.1. Functional framework. Let a : R+ ! R+ be defined by a(r) = e↵r for a
↵ > 0. Denote Q = S2 ⇥ R+ and dq = a(r)drd⌘. Let the following Hilbert spaces
be defined as
L2↵ =
⇢
 2 L1loc (⌦⇥Q) ,
Z
⌦⇥Q
 2 dqdy < 1
 
. (25)
Then,
V =
⇢
 2 L1loc (⌦⇥Q) ,
Z
⌦⇥Q
 
A(r)|r⌘ |2 + (1 + r) 2
 
dqdy < 1
 
, (26)
and
V1 =
⇢
 2L1loc (⌦⇥Q) ,
Z
⌦⇥Q
 
 
 
 
 
@
@r
 
 
 
 
 
2
+A(r)|r⌘ |2 + (1 + r) 2
!
dqdy < 1
 
.
(27)
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Recall the Sobolev space H1(⌦) endowed with the norm
k kH1 = k kL2(⌦) + kry kL2(⌦). (28)
We also use the canonical embedding
V1 ⇢ V ⇢ L2↵ = (L2↵)0 ⇢ V 0 ⇢ (V1)
0 . (29)
For any ✓ 2 R, let L1✓ =
n
 2 L1loc (⌦⇥Q) ,
R
⌦⇥Q | | r
✓drd⌘dy < 1
o
. Then we
have the canonical embedding
L2↵ ⇢ L1✓, for any ↵ > 0 and ✓   0, (30)
which makes sense in regard to the mass conservation and the total quantity of
polymers when ✓ = 0 or ✓ = 1.
2.2. Variational formulation. To begin with, we introduce test function spaces.
Let T > 0. First, for the polymer  -equation, let X1 be the completion of
C1c (( T, T )⇥ ⌦⇥ S2 ⇥ [0,+1)) with respect to the norm k · kX1
k e kX1 =
Z T
0
 
 
 
 
 
@
@t
e 
 
 
 
 
2
L2↵
+ kry e k2L2↵ + k
e k2V1
!
dt (31)
In particular, this implies that, if e 2 X1, then e (t = T ) = 0. Second, the test
functions for the  -equation are elements of X2, the latter space being the comple-
tion of C1c (( T, T ) ⇥ ⌦) with respect to the norm H1((0, T ) ⇥ ⌦). In particular
this implies that if e  2 X2, then e (t = T ) = 0. In order to obtain a variational
formulation of (23) we first assume that we have a strong solution which is smooth
enough. Then we multiply (23a) by e (r, ⌘,y, t)a(r), with e 2 X1, and integrate
over (0, T )⇥⌦⇥Q, next we multiply (23b) by e  2 X2 and integrate over (0, T )⇥⌦.
We note
Z
R+
⌧0 
@
@r
 e a(r)dr =  
Z
R+
⌧0  
@
@r
⇣
e a(r)
⌘
dr,
=  
Z
R+
⌧0  
✓
@
@r
e + ↵ e 
◆
a(r)dr,
(32)
since e 2 X1. One also has:
Z
S2
r⌘ · (D1r⌘ ) e d⌘ =  
Z
S2
D1r⌘ ·
⇣
r⌘ e   2⌘ e 
⌘
d⌘, (33)
and
Z
S2
r⌘ ·
 
P⌘? (ryu ⌘) 
 
e d⌘ =  
Z
S2
P⌘? (ryu ⌘) ·
⇣
r⌘ e   2⌘ e 
⌘
d⌘,
=  
Z
S2
P⌘? (ryu ⌘) ·r⌘ e d⌘,
(34)
since P⌘? (ryu ⌘) ·⌘ = 0 (see for instance Appendix II in [13] for calculation details
on the sphere). Moreover, by assumption (15) on u,
Z
⌦
(u ·ry ) e dy =  
Z
⌦
 
⇣
u ·ry e 
⌘
dy, (35)
and
Z
⌦
(u ·ry ) e  dy =  
Z
⌦
 
⇣
u ·ry e 
⌘
dy. (36)
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Then a variational formulation of (23a) is
 
Z
⌦⇥Q
 0 e (t = 0) dqdy  
Z T
0
Z
⌦⇥Q
 
✓
@
@t
e + u ·ry e 
◆
dqdy dt
+
Z T
0
Z
⌦⇥Q
A(r)
⇣
D1r⌘ 
⇣
r⌘ e   2⌘ e 
⌘
  P⌘? (ryu ⌘) ·r⌘ e 
⌘
dqdy dt
+
Z T
0
Z
⌦⇥Q
 
✓
g(ryu,u, ⌘)r e   ⌧0 
✓
@
@r
e + ↵ e 
◆◆
dqdy dt
= 2
Z T
0
Z
⌦⇥Q
g(ryu,u, ⌘)
✓
Z 1
r
 dr0
◆
e dqdy dt, (37)
for any e 2 X1 and for (23b),
 
Z
⌦
 0 e (t = 0) dy  
Z T
0
Z
⌦
 
✓
@
@t
e + u ·rye 
◆
dy dt +
+
Z T
0
Z
⌦
"
D2 ry  ·rye + ⌧0  e 
 
Z
S2⇥R+
 drd⌘
!#
dy dt = 0, (38)
for any e  2 X2.
2.3. Main result: Existence of non-negative solutions of the problem. At
this point we are prepared to introduce our main result. It gives the existence of
non-negative weak solution to our problem under the general assumptions of section
1.4.
Theorem 2.1 (Main result). Let  0 2 L1(⌦) be non-negative and  0 2 L2↵
non-negative such that there exists a constant C0 > 0 with
 0  C0e ↵r.
Then, for any T > 0, there exists at least one solution ( , ) to the weak formulation
(37)-(38) of the problem (23), with  and   non-negative. Moreover we have  2
L1(0, T ;L2↵) \ L2(0, T ;V ) and   2 L1(0, T ;L2(⌦)) \ L2(0, T ;H1(⌦)).
Remark 1. Proving the uniqueness of the solution is a rather lengthy undertaking
and will be done in a follow up paper.
Remark 2. Weak solutions to the above variational formulation with stronger
regularity than the one implied by the theorem above satisfy the problem (23) in
a strong sense. Moreover, this variational formulation complies weakly with the
mass conservation principle. Therefore, let ' 2 H1(0, T ), with '(t = T ) = 0,
and take e (r, ⌘,y, t) = re ↵r'(t) 2 X1 and e (t,y) = '(t) 2 X2 in the variational
formulations. Using the fact that, for any real value function f
Z
S2
⌘ ·r⌘f d⌘ = 0. (39)
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we obtain
  '(t = 0)
Z
⌦
"
 0 +
Z
R+⇥S2
r  0 d⌘ dr
#
dy
 
Z T
0
d
dt
'(t)
Z
⌦
"
 +
Z
R+⇥S2
r  d⌘ dr
#
dy dt = 0. (40)
If the solution is smooth enough we have then the mass conservation result
d
dt
Z
⌦
"
 +
Z
R+⇥S2
r  d⌘ dr
#
dy = 0. (41)
3. Proof of the main result. The proof consists of three main steps. First (sub-
section 3.1), a semi-discretization in time of the problem to obtain an approximation
of the solution. Second, we get appropriate estimates (subsection 3.2), and third
we obtain a solution by passing to the limit (subsection 3.3).
3.1. Semi-discretization in time. Let N > 0 and {tn}Nn=0 a subdivision of [0, T ]
such that t0 = 0, tN = T and tn   tn 1 =  t > 0. We denote by  n and  n the
approximations of  and   at tn. Denote un(y) = u(tn,y). First, for any s 2 [0, T ],
consider the following problem on [0, T ]:
8
<
:
d
dt
 n(t) = un( n(t)),
 (s) = y.
(42)
We recall that the regularity of u is C1(0, T ;W 1,1), therefore un 2 W 1,1(⌦) so
that there exists a unique solution  n which will be denoted in the following by
 n(t; s,y). The map y !  n(t; s,y) is a homeomorphism from ⌦ onto ⌦, and since
u is divergence-free, we have
detry n(t; s, ·) = 1, a.e. in ⌦⇥ [0, T ]. (43)
Define the function
xn : ⌦ ! ⌦, by xn(y) =  n(tn; tn 1,y). (44)
This map xn is invertible. Let us denote zn as its inverse. We remark that
zn(y) =  
n(tn 1; tn,y). (45)
Assume now that  n 1 2 V and  n 1 2 H1 are known. We consider two problems:
find  n 2 V such that
Z
⌦⇥Q
 n(r, ⌘,y)   n 1(r, ⌘, zn(y))
 t
b dqdy
+
Z
⌦⇥Q
A(r)
⇣
D1r⌘ n ·
⇣
r⌘ b   2⌘ b 
⌘
  P⌘? (ryun⌘) n ·r⌘ b 
⌘
dqdy
+
Z
⌦⇥Q
 n
✓
g(ryun,un, ⌘)r b   ⌧0 n 1
✓
@
@r
b + ↵ b 
◆◆
dqdy
= 2
Z
⌦⇥Q
g(ryun,un, ⌘)
✓
Z 1
r
 n 1 dr0
◆
b a(r)drd⌘dy, (46)
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for any b 2 V1, and find  n 2 H1 such that
Z
⌦
✓
 n(y)   n 1(y)
 t
+ un ·ry n
◆
b  dy dt
+
Z
⌦
"
D2 ry n ·ryb + ⌧0 n
 
Z
S2⇥R+
 n 1 drd⌘
!
b 
#
dy = 0, (47)
for any b  2 H1. Problem (46) is re-written as
an( n, b ) = lna ( b ), for any b 2 V1 (48)
with
an = a1n + a2n (49)
where a1n, a2n are defined on V ⇥ V1 by
a1n('1,'2) =
Z
⌦⇥Q
A(r)D1r⌘'1 · (r⌘'2   2⌘'2) dqdy
 
Z
⌦⇥Q
A(r)P⌘? (ryun⌘)'1 ·r⌘'2 dqdy
  ⌧0
Z
⌦⇥Q
 n 1'1
✓
@
@r
'2 + ↵ '2
◆
dqdy
+
Z
⌦⇥Q
g(ryun,un, ⌘)r'1'2 dqdy
(50)
and
a2n('1,'2) =
1
 t
Z
⌦⇥Q
'1'2 dqdy, (51)
respectively, and lna is defined on L
2
↵ by
lna (') = 2
Z
⌦⇥Q
g(ryun,un, ⌘)
✓
Z 1
r
 n 1 dr0
◆
' dqdy
+
1
 t
Z
⌦⇥Q
 n 1   zn ' dqdy.
(52)
The problem (47) is re-written as
bn( n, b ) = lnb (b ), for any b  2 H1, (53)
with bn defined on H1 ⇥H1 such that
bn('1,'2) =
Z
⌦
✓
1
 t
'1 '2 + (u
n ·ry'1)'2 +D2 ry'1 ·ry'2
◆
dy
+
Z
⌦
⌧0'1 '2
 
Z
S2⇥R+
 n 1 drd⌘
!
dy,
(54)
and lnb defined on L
2 by
lnb (') =
1
 t
Z
⌦
 n 1' dy. (55)
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Lemma 3.1. Let N 2 N⇤,  0 2 L1(⌦),  0   0 and  0 2 L2↵ such that
0   0  C0e ↵r a.e in Q
with C0 > 0 a constant.
Then there exist two sequences { n}Nn=1 ⇢ V and { n}Nn=1 ⇢ H1(⌦) satisfying (48)
and (53).
Moreover, for  t small enough, we have that:
0   n  C1e ↵r, for every n 2 {0, 1, . . . , N}, (56a)
0   n  k 0kL1 , for every n 2 {0, 1, . . . , N}, (56b)
and
max
n=0,···N
"
Z
⌦⇥Q
| n|2 dqdy +D1 t
N
X
n=1
Z
⌦⇥Q
A(r)|r⌘ n|2 dqdy
+2g t
N
X
n=1
Z
⌦⇥Q
r| n|2 dqdy +
N
X
n=1
Z
⌦⇥Q
| n    n 1   zn|2 dqdy
#
 4ek3T k 0k2L2↵ , (57)
and
max
n=0,···N
"
Z
⌦
| n|2 dy +
N
X
n=1
Z
⌦
| n    n 1|2 dy + 2D2 t
N
X
n=1
Z
⌦
|ry n|2 dy
#
 2k 0k2L2(⌦), (58)
where in the above we denoted
k1 =
2g
↵
,
k2 = ↵⌧0k 0kL1 + CDCA,
C1 = 2C0e
(k1+k2)T ,
and
k3 = ↵⌧0k 0kL1 +
C2PCA
D1
+ 4ḡ↵ 3/2C1
p
|⌦||S2|.
(Recall CD and CA are given by equations (20) and (22)).
Proof of Lemma 3.1. Let us consider the sequence of numbers {Cn}Nn=0 defined by
induction as
Cn =
1 + k1 t
1  k2 t
Cn 1, for every n = 1, . . . , N. (59)
with C0 as in the hypothesis of the Lemma.
We proceed by induction. Suppose that  n 1 and  n 1 are defined as elements
of V and L1(⌦), respectively. Suppose also that
0   n 1  Cn 1e ↵r, (60a)
0   n 1  k 0kL1 . (60b)
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We shall prove the existence of  n 2 V and  n 2 H1(⌦) solutions of (48) and (53),
respectively. We also prove that they satisfy
0   n  Cne ↵r, (61a)
0   n  k 0kL1 . (61b)
The above inequalities give (56a) and (56b) since we have
Cn = C0
✓
1 + k1 t
1  k2 t
◆n
 C1 (62)
for  t small enough.
Step 1. Regularization and existence.
We introduce a regularization of an, denoted an" defined on V1 ⇥ V1,
an" ('1,'2) = "
Z
⌦⇥Q
@
@r
'1
@
@r
'2 dqdy + a
n('1,'2). (63)
We shall first prove the existence of a sequence ( n" )" in V1 solutions of
an" ( 
n
" , b ) = l
n
a ( b ), for any b 2 V1 (64)
Clearly an" is bilinear and continuous on V1 ⇥ V1. Next we prove the coercivity of
an" . Indeed, let ' 2 V1 and we remark that
Z
S2
2⌘ ·r⌘' ' d⌘ =
Z
S2
⌘ ·r⌘'2 d⌘ = 0 (65)
since r⌘ · ⌘ = 2 and ⌘ · ⌘ = 1. One has
Z
S2
|A(r)P⌘? (ryu ⌘)' ·r⌘'| d⌘ 
1
2
Z
S2
✓
D1A(r)|r⌘'|2 +
C2PCA
D1
'2
◆
d⌘. (66)
Finally,
⌧0
Z
R+
 n 1'
@
@r
' a(r)dr   1
2
↵⌧0
Z
R+
 n 1'2 a(r)dr. (67)
We remark that this inequality can be proved by using a regularized sequence ('m)m
that converges to ' in V1 and the fact that the remaining term in the right-hand
side of (67) can be dropped according to its appropriate sign. Then, invoking (60b)
and the above remarks, it follows that
a1n" (',')  
D1
2
Z
⌦⇥Q
A(r)|r⌘'|2 dqdy + g
Z
⌦⇥Q
r'2 dqdy
  1
2D1
 
↵⌧0D1k 0kL1 + C2PCA
 
Z
⌦⇥Q
'2 dqdy, (68)
which in turn implies
an" (',')   "
Z
⌦⇥Q
 
 
 
 
@
@r
'
 
 
 
 
2
dqdy +
D1
2
Z
⌦⇥Q
A(r)|r⌘'|2 dqdy
+ g
Z
⌦⇥Q
r'2 dqdy
+
1
2D1
✓
2D1
 t
  ↵⌧0D1k 0kL1   C2PCA
◆
Z
⌦⇥Q
'2 dqdy,
(69)
The coercivity of an✏ follows for  t small enough.
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Next, due to the inequality (60a), we have
Z 1
r
 n 1 dr0  Cn 1
↵
(70)
which implies that, for any ' 2 L2↵,
Z
⌦⇥Q
g(ryun,un, ⌘)
✓
Z 1
r
 n 1 dr0
◆
|'| dqdy  ḡ
↵
Z
⌦⇥Q
|'| drd⌘dy. (71)
One also obtains
Z
⌦⇥Q
 n 1   zn |'| dqdy  Cn 1
Z
⌦⇥Q
|'| drd⌘dy. (72)
We deduce that lna 2 (L2↵)0 ⇢ (V1)0 by the continuous embedding of L2↵ in L1.
Applying the Lax-Milgram theorem, for all " > 0 there exists a unique  n" 2 V1
solution of (64). Next we will prove the existence of solutions to (53). First, bn is
clearly a bilinear and continuous function on H1 ⇥H1. To prove its coercivity, let
' 2 H1. Since
Z
⌦
un ·ry' ' =
1
2
Z
⌦
un ·ry'2 = 0 (73)
we have
bn(',')   1
 t
Z
⌦
'2 dy +D2
Z
⌦
|ry'|2 dy, (74)
using the positivity of  n 1, and thus bn is coercive. Moreover, lnb 2 (H1)0 since
 n 1 2 L1. As a consequence of the Lax-Milgram theorem, there exists a unique
 n 2 H1 satifying (53).
Step 2. L1 - Estimates
To begin we first prove two estimates for  n" : for its V -norm and for its derivative
with respect to r. It follows from (69) and the continuity of lna that there exists a
constant C > 0, dependent of  t, such that
Z
⌦⇥Q
 
A(r)|r⌘ n" |2 + (1 + r)| n" |2
 
dqdy  C,
"
Z
⌦⇥Q
 
 
 
 
@
@r
 n"
 
 
 
 
2
dqdy  C.
(75)
Next we prove the non-negativity of  n" and  
n. Let us denote [·]+ and [·]  respec-
tively the positive and negative part, both positive valued. Then,  n = [ n]+ [ n] 
and these two parts belong to H1. We have
lnb ([ 
n] ) = b
n( n, [ n] ) =  bn([ n] , [ n] ) (76)
and invoking (55) and (60b), lnb ([ 
n] )   0. Therefore
bn([ n] , [ 
n] )  0, (77)
hence  n   0. Next,  n" = [ n" ]+   [ n" ] , the positive and negative parts belong
V1, and
lna ([ 
n
" ] ) = a
n
" ( 
n
" , [ 
n
" ] ) =  an" ([ n" ] , [ n" ] ), (78)
Invoking (52) and (60a), lna ([ 
n
" ] )   0. Thus
an" ([ 
n
" ] , [ 
n
" ] )  0, (79)
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hence  n"   0. Let us now obtain L1 estimates . We have, according to (60b) and
using the above notation, that
bn([ n k 0kL1 ]+, [ n   k 0kL1 ]+)
= bn( n   k 0kL1 , [ n   k 0kL1 ]+)
= bn( n, [ n   k 0kL1 ]+)  bn(k 0kL1 , [ n   k 0kL1 ]+)
= lnb ([ 
n   k 0kL1 ]+)  bn(k 0kL1 , [ n   k 0kL1 ]+)
 1
 t
Z
⌦
 
 n 1   k 0kL1
 
[ n   k 0kL1 ]+ dy,
(80)
Then by (60b)
bn([ n   k 0kL1 ]+, [ n   k 0kL1 ]+)  0, (81)
hence  n  k 0kL1 . Let Cn as defined in (59); then
an" ([ 
n
" Cne ↵r]+, [ n"   Cne ↵r]+)
= an" ( 
n
"   Cne ↵r, [ n"   Cne ↵r]+)
= an" ( 
n
" , [ 
n
"   Cne ↵r]+)  an" (Cne ↵r, [ n"   Cne ↵r]+)
= lna ([ 
n
"   Cne ↵r]+)  an" (Cne ↵r, [ n"   Cne ↵r]+).
(82)
Next, for any ' 2 V1 positive,
an" (Cne
 ↵r,') =  "
Z
⌦⇥Q
↵Cn
@
@r
' drd⌘dy
 
Z
⌦⇥Q
CnA(r)P⌘? (ryun⌘) ·r⌘' drd⌘dy
 
Z
⌦⇥Q
Cn⌧0 
n 1
✓
@
@r
'+ ↵ '
◆
drd⌘dy
+
Z
⌦⇥Q
Cng(ryun,un, ⌘)r'drd⌘dy + Cn
1
 t
Z
⌦⇥Q
' drd⌘dy.
(83)
We remark that
"
Z
⌦⇥Q
↵Cn
@
@r
' drd⌘dy =  "
Z
⌦⇥S2
↵Cn'(r = 0, ⌘,y) d⌘dy  0,
Z
⌦⇥Q
Cn⌧0 
n 1 @
@r
' drd⌘dy =  
Z
⌦⇥S2
Cn⌧0 
n 1'(r = 0, ⌘,y) d⌘dy  0.
(84)
Then, by (20), (22), (60b) and the positivity of ',
an" (Cne
 ↵r,')  
Z
⌦⇥Q
CnA(r)r⌘ ·
 
P⌘? (ryun⌘)
 
' drd⌘dy
+ Cn
✓
1
 t
  ↵⌧0k 0kL1
◆
Z
⌦⇥Q
' drd⌘dy
  Cn
✓
1
 t
  k2
◆
Z
⌦⇥Q
' drd⌘dy.
(85)
Moreover, by (52), (71) and (72)
lna (')  Cn 1
✓
2g
↵
+
1
 t
◆
Z
⌦⇥Q
' drd⌘dy. (86)
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Now, replacing ' by [ n"   Cne ↵r]+ and using (82) (85) and (86) one gets
an" ([ 
n
"   Cne ↵r]+, [ n"   Cne ↵r]+)


Cn 1
✓
k1 +
1
 t
◆
  Cn
✓
1
 t
  k2
◆ 
Z
⌦⇥Q
' drd⌘dy. (87)
Using now the particular form of Cn gives
an" ([ 
n
"   Cne ↵r]+, [ n"   Cne ↵r]+)  0, (88)
hence
 n"  Cne ↵r. (89)
Step 3. Convergence and positivity
The sequence ( n" )" obtained for all " > 0 is uniformly bounded in V by (75),
so it weakly converges to an element  n 2 V up to a subsequence. Moreover,
 
"1/2 @@r 
n
"
 
"
is bounded in L2↵, then for " ! 0,  n solves (48).The positivity of
 n" yields the positivity of  
n. Moreover, by virtue of (89),  n for " ! 0, and
inequalities (56a) are satisfied.
Step 4. Additional estimates
From (69), (52) and (56a) one gets
0 = an" ( 
n
" , 
n
" )  lna ( n" )  
D1
2
Z
⌦⇥Q
A(r)|r⌘ n" |2 dqdy
+ g
Z
⌦⇥Q
r| n" |2 dqdy
  k3
2
Z
⌦⇥Q
| n" |2 dqdy
+
1
 t
Z
⌦⇥Q
 
 n"    n 1   zn
 
 n" dqdy.
(90)
Remarking that 2s1(s1   s2) = s21 + (s1   s2)2   s22 for any reals s1, s2, leads to
D1
Z
⌦⇥Q
A(r)|r⌘ n" |2 dqdy + 2g
Z
⌦⇥Q
r| n" |2 dqdy
+
1
 t
Z
⌦⇥Q
⇥
| n" |2 + | n"    n 1   zn|2   | n 1   zn|2
⇤
dqdy
 k3
Z
⌦⇥Q
| n" |2 dqdy. (91)
Then, taking the lim inf for " ! 0, multiplying by  t and using the fact that
R
⌦ | 
n 1   zn|2 =
R
⌦ | 
n 1|2, gives
D1 t
Z
⌦⇥Q
A(r)|r⌘ n|2 dqdy + 2g t
Z
⌦⇥Q
r| n|2 dqdy
+ (1  k3 t)
Z
⌦⇥Q
| n|2 dqdy +
Z
⌦⇥Q
| n    n 1   zn|2 dqdy

Z
⌦⇥Q
| n 1|2 dqdy. (92)
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Multiply the last inequality by (1 k3 t)n 1 and sum over n from 1 to N . Use the
inequality
(1  k3 t)n   (1  k3 t)N  
1
2
e k3T (93)
to get (57). Taking  ̂ =  n in (47) and using (56b) and (73) we obtain
1
2 t
Z
⌦
 
| n|2 + | n    n 1|2   | n 1|2
 
dy +D2
Z
⌦
|ry n|2 dy  0 (94)
Summing over n from 1 to N produces (58), which ends the proof.
3.2. Construction of a solution. We now define, for any N large enough, the
following functions
 N (·, t) =
t  tn 1
 t
 n(·) + tn   t
 t
 n 1(·), t 2 [tn 1, tn] (95)
and
 +N (·, t) =  
n(·),   N (·, t) =  
n 1(·), t 2 (tn 1, tn] (96)
for n = 1, . . . , N .
We shall use analogous notations for  N and uN . Let e 2 X1, e  2 X2, both be
test functions and set b =
R tn
tn 1
e dt and b  =
R tn
tn 1
e  dt. It is clear that b 2 V1 and
b  2 H1(⌦). Then
Z tn
tn 1
an( n, e (·, t)) dt =
Z tn
tn 1
lna ( e (·, t)) dt,
Z tn
tn 1
bn( n, e (·, t)) dt =
Z tn
tn 1
lnb ( e (·, t)) dt.
(97)
Adding these inequalities, we obtain, for any e 2 X1,
Z T
0
Z
⌦⇥Q
 +N (r, ⌘,y, t)   
 
N (r, ⌘, zN (y, t), t)
 t
e (r, ⌘,y, t) dqdy
+D1
Z T
0
Z
⌦⇥Q
A(r)r⌘ +N ·
⇣
r⌘ e   2⌘ e 
⌘
dqdy
 
Z T
0
Z
⌦⇥Q
A(r)P⌘?
 
ryu+N⌘
 
 +N ·r⌘ e dqdy
+
Z T
0
Z
⌦⇥Q
 +N
✓
g(ryu+N ,u
+
N , ⌘)r
e   ⌧0  N
✓
@
@r
e + ↵ e 
◆◆
dqdy
= 2
Z T
0
Z
⌦⇥Q
g(ryu+N ,u
+
N , ⌘)
✓
Z 1
r
  N dr
0
◆
e dqdy, (98)
where in the above,
xN (y, t) = xn(y) and zN (y, t) = zn(y), for any t 2 (tn 1, tn). (99)
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Proceeding likewise, for any e  2 X2,
Z T
0
Z
⌦
 +N (y, t)   
 
N (y, t)
 t
e (y, t) dydt+
Z T
0
Z
⌦
 
u+N ·ry 
+
N
 
e  dydt
+
Z T
0
Z
⌦
D2 ry +N ·rye  dydt+ ⌧0
Z T
0
Z
⌦
 +N
 
Z
S2⇥R+
  N drd⌘
!
e  dydt
= 0. (100)
However, to evaluate the limit  t ! 0, we need some additional convergence results
about the approximations. First, let us define the maps,
⇤1[ ](y, t) =
Z
S2⇥R+
 (r, ⌘,y, t) drd⌘,
⇤2[ ](r, ⌘,y, t) =
Z 1
r
 (r0, ⌘,y, t) dr0, for any  2 L2(0, T ;L2↵).
(101)
We have the following lemma:
Lemma 3.2. Let  0 2 L1(⌦),  0   0 and  0 2 L2↵ such that
0   0  C0e ↵r, a.e in Q (102)
with C0 > 0 a constant.
For { N}N and
 
 ±N
 
N
, constructed by virtue of Lemma 3.1, there exists  2
L2(0, T ;V )\L1(0, T ;L2↵), positive, such that, for N ! +1 we have the following
convergence, up to a subsequence of N :
 ±N *  ⇤   weakly in L
1(0, T ;L2↵), (103)
A1/2r⌘ +N * A
1/2r⌘ weakly in L2(0, T ;L2↵), (104)
r1/2 +N * r
1/2 weakly in L2(0, T ;L2↵), (105)
⇤1[ 
 
N ]* ⇤1[ ] weakly in L
2((0, T )⇥ ⌦), (106)
⇤2[ 
 
N ]* ⇤2[ ] weakly in L
2(0, T ;L2↵). (107)
Proof of lemma 3.2. It is clear from (57) that
 +N is bounded in L
2(0, T ;V ) (108)
and
 ±N is bounded in L
1(0, T ;L2↵). (109)
We then deduce that
  N   zN is bounded in L
1(0, T ;L2↵). (110)
From (57) one infers
 +N    
 
N   zN ! 0 in the norm of L
2(0, T ;L2↵). (111)
Then there exists  + 2 L2(0, T ;V ) \ L1(0, T ;L2↵) and    2 L1(0, T ;L2↵) such
that, up to a subsequence in N we have
 +N *  
+ weakly in L2(0, T ;V ) (112)
 ±N *  
± ⇤  weakly in L1(0, T ;L2↵), (113)
794 I. S. CIUPERCA, E. HINGANT, L. I. PALADE AND L. PUJO-MENJOUET
and
  N   zN *  
+ ⇤  weakly in L1(0, T ;L2↵). (114)
On the other hand we have
xn(y)  y =  n(tn; tn 1,y)   n(tn 1; tn 1,y)
=  t
@
@t
 n(⇠; tn 1,y)
=  t un( n(⇠; tn 1,y)).
(115)
This implies
kxN (y, t)  ykL1(]0,T [⇥⌦)   t kukL1(]0,T [⇥⌦) (116)
Now, for any e 2 C10 (Q⇥ ⌦⇥]0, T [), with the help of (116) and (109), we obtain
 
 
 
 
 
Z T
0
Z
⌦⇥Q
⇥
  N (r, ⌘,y, t)   
 
N (r, ⌘, zN (y, t), t)
⇤
e (r, ⌘,y, t) dqdydt
 
 
 
 
 
=
 
 
 
 
 
Z T
0
Z
⌦⇥Q
  N (r, ⌘,y, t)
h
e (r, ⌘,y, t)  e (r, ⌘,xN (y, t), t)
i
dqdydt
 
 
 
 
 
 C t kukL1([0,T ]⇥⌦) k e kC1 .
(117)
We deduce that   N   
 
N   zN ! 0 in the sense of distributions D0(Q⇥]0, T [). This
leads to the conclusion that  + =   , and we denote by  the common value  +
or   . Therefore (103), (104) and (105) are proved. Let now ' 2 L2((0, T )⇥ ⌦)
Z T
0
Z
⌦
 
⇤1 
 
N   ⇤1 
 
'(y, t) dydt
=
Z T
0
Z
⌦⇥Q
  N'e
 ↵r dqdydt 
Z T
0
Z
⌦⇥Q
 'e ↵r dqdydt
! 0, as N ! +1
(118)
since 'e ↵r 2 L2↵. Now, invoking (103), proves (106). Finally, let e 2 L2(0, T ;L2↵)
and with the help of (105) we get
Z T
0
Z
⌦⇥Q
 
⇤2 
+
N   ⇤2 
 
e dqdydt
=
Z T
0
Z
⌦⇥Q
r +N
e dqdydt 
Z T
0
Z
⌦⇥Q
r e dqdydt
! 0, as N ! +1.
(119)
Which proves (107). The positivity of  follows from the positivity of  n for any
n. This ends the proof.
We now focus on the convergence of the  N sequence.
Lemma 3.3. Let  0 2 L1(⌦),  0   0 and  0 2 L2↵ such that
0   0  C0e ↵ra.e in Q (120)
with C0 > 0 a constant.
For { N}N and
 
 ±N
 
N
, constructed by virtue of Lemma 3.1, there exists   2
FRAGMENTATION AND LENGTHENING OF ROD-LIKE POLYMERS 795
L2(0, T ;H1) \ L1(0, T ;L2) positive such that we have the following convergence,
up to a subsequence of N :
ry +N * ry  weakly L
2(0, T ;L2) (121)
 ±N ,  N !   strongly L
2(0, T ;L2(⌦)) (122)
Proof of lemma 3.3. From (58), we deduce that
 +N is bounded in L
2(0, T ;H1(⌦)), (123)
 ±N is bounded in L
1(0, T ;L2↵) (124)
and
  N is bounded in L
2( , T ;H1(⌦)) for any   2]0, T [. (125)
Since we have
 N =
tn   t
 t
  N +
t  tn 1
 t
 +N
we deduce that
 N is bounded in L
1(0, T ;L2↵) (126)
and
 N is bounded in L
2( , T ;H1(⌦)) for any   2]0, T [. (127)
It follows there exists a   2 L2(0, T ;H1)\L1(0, T ;L2) such that (121) is satisfied.
On the other hand, from the equality
@ N
@t
=
 n    n 1
 t
on [tn 1, tn] (128)
and from (47) we deduce that for any b  2 H1(⌦) we have
Z
⌦
@ N
@t
b  dy =  
Z
⌦
u+N ·ry 
+
N
b  dy  D2
Z
⌦
ry +N ·ry b  dy
  ⌧0
Z
⌦
 +N
 
Z
S2⇥R+
  N drd⌘
!
b  dy (129)
Using (123) and (109), gives
@ N
@t
is bounded in L2(0, T ; (H1(⌦))0). (130)
Then, up to a subsequence of N , we have
 N !   strongly in L2( , T ;L2(⌦)), for any   2 ]0, T [. (131)
Let us now prove that
 N !   strongly in L2(0, T ;L2(⌦)). (132)
We fix " > 0 and we have for any   2 ]0, T [:
Z T
0
k N    k2L2(⌦) dt =
Z  
0
k N    k2L2(⌦) dt+
Z T
 
k N    k2L2(⌦) dt
 2C  +
Z T
 
k N    k2L2(⌦) dt
(133)
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where C is an upper bound for k NkL1(0,T ;L2) and k kL1(0,T ;L2). Now taking
  = "4C we obtain from (131) that for N large enough
Z T
 
k N    k2L2(⌦) dt 
"
2
, (134)
which proves (132). From (58) one gets
 +N    
 
N ! 0 strongly in L
2(0, T ;L2(⌦)). (135)
Using the fact that
 N    +N =
t  tn
 t
( +N    
 
N ) (136)
and
 N     N =
t  tn 1
 t
( +N    
 
N ) (137)
leads to
 N    ±N ! 0 strongly in L
2(0, T ;L2(⌦)). (138)
This ends the proof.
3.3. Final stage of the proof of the main result. In the following we let
N ! +1 in (98) and (100) with e 2 C1c (( T, T ) ⇥ ⌦ ⇥ S2 ⇥ [0,+1)) and e  2
C1c (( T, T ) ⇥ ⌦ ⇥ S2 ⇥ [0,+1)), respectively. We now prove that  and   given
by Lemmas 3.2 and 3.3 satisfy the variational equalities (37) and (38), respectively.
Since  t is small enough, we have
Z T
0
Z
⌦⇥Q
 +N (r, ⌘,y, t)   
 
N (r, ⌘, zN (y, t), t)
 t
e (r, ⌘,y, t) dqdydt
=  
Z T
0
Z
⌦⇥Q
  N (r, ⌘,y, t)
e (r, ⌘,xN (y, t), t)  e (r, ⌘,y, t  t)
 t
dqdydt
  1
 t
Z  t
0
Z
⌦⇥Q
 0(r, ⌘,y) e (r, ⌘,y, t  t) dqdydt.
(139)
Smoothness of e entails
1
 t
Z  t
0
Z
⌦⇥Q
 0(r, ⌘,y) e (r, ⌘,y, t  t) dqdydt !
Z
⌦⇥Q
 0 e (t = 0) dqdy, (140)
and
e (r, ⌘,y, t)  e (r, ⌘,y, t  t)
 t
! @
@t
e (r, ⌘,y, t) strongly in L2(0, T ;L2↵). (141)
We also have
e (r, ⌘,xn(y), t)  e (r, ⌘,y, t)
 t
= ry e (r, ⌘,y + ✓1(xn(y)  y), t) · ⇠N , (142)
with ✓1 2]0, 1[ and
⇠N =
xn(y)  y
 t
. (143)
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Since xn(y) =  n(tn 1, tn,y) we have
⇠N =
 n(tn 1, tn,y)   n(tn, tn,y)
 t
=  @ 
n
@t
(tn 1 + ✓2 t, tn,y)
=  un( n(tn 1 + ✓2 t, tn,y)),
(144)
with ✓2 2]0, 1[. Then
e (r, ⌘,xn(y), t)  e (r, ⌘,y, t)
 t
=  ry e (r, ⌘,y + ✓1(xn(y)  y), t) · un( n(tn 1 + ✓2 t, tn,y)). (145)
On the other hand, for any s 2 [tn 1, tn]
 n(s; tn,y)  y =  n(s; tn,y)   n(tn; tn,y),
=
@ n
@t
(tn + ✓3(s  tn), tn,y)(s  tn),
= un( n(tn + ✓3(s  tn), tn,y))(s  tn),
(146)
with ✓3 2]0, 1[, then
| n(s; tn,y)  y|  |s  tn| kukL1(⌦⇥]0,T [). (147)
Then one deduces from (145) and (147):
e (r, ⌘,xN (y, t), t)  e (r, ⌘,y, t)
 t
!  u(t,y) ·ry e (r, ⌘,y, t), (148)
strongly in L2(0, T ;L2↵). Next, from (139), (140), (141) and (148) one gets
Z T
0
Z
⌦⇥Q
 +N (r, ⌘,y, t)   
 
N (r, ⌘, zN (y, t), t)
 t
e (r, ⌘,y, t) dqdydt
!  
Z T
0
Z
⌦⇥Q
 
✓
@
@t
e + u ·ry e 
◆
dqdydt 
Z
⌦⇥Q
 0 e (t = 0) dqdy. (149)
Now, from the strong convergences
ryu+N ! ryu, (150)
g(ryu+N ,u
+
N , ⌘) ! g(ryu,u, ⌘), (151)
and the fact that
  N !  , (152)
one easily calculates the limit in (98) and gets (37). Moreover,
Z T
0
Z
⌦
 +N (y, t)   
 
N (y, t)
 t
e (y, t) dydt
!  
Z
⌦
 0 e (t = 0) dy  
Z T
0
Z
⌦
 
@
@t
e  dydt. (153)
Calculating the limit in (100) easily leads to (38).
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4. Conclusions. Understanding polymer dynamics under di↵erent experimental
conditions is of importance for the laboratory biologists. In this work we studied the
influence of an external velocity field on the polymer-fibrils fragmentation (scission)
and lengthening process. To the best of our knowledge this type of study has never
been taken into account in the mathematical modelling of this problem. And even
if our approach is at its early stage of development, we managed to obtain a rather
good generalization of the existing models using more realistic assumptions when
adapted to the prion study.
In this work, we generalized the corresponding Fokker-Planck-Smoluchowski par-
tial di↵erential equation for rigid rods in order to account for the fragmenta-
tion/lengthening process adapted for prion proliferation. Moreover, we have in-
troduced a set of two equations on monomers and polymers with a known flow. We
prove existence and positivity of weak solutions to the system with assumptions on
the rates and distribution kernel. The proof is based on variational formulation, a
semi-discretization in time, and we obtain estimations which allow us to pass to the
limit. To achieve this, we introduced a suitable functional framework (see section
2.1).
The matter of existence of solutions to the full system (i.e. considering the time
dependence of monomers together with the Navier-Stokes equations given in section
1.3) will be adressed in a future work.
Acknowledgments. The authors gratefully acknowledge Dr. Jean-Pierre Liau-
tard, directeur de recherche à l’INSERM, Université de Montpellier 2, France, for
providing the image in figure 1 and for useful talks on biology of prions.
Appendix. Let M 2 M3(R), ⌘ 2 S2, we shall compute in spherical coordinates
according to the base (e✓, e', er)
r⌘ · P⌘?M⌘ = r⌘ ·M⌘  r⌘ · (M⌘ · ⌘)⌘.
Note that in spherical coordinates, ⌘ = er and for F a vector value function,
r⌘ · F = @✓F✓ +
cos ✓
sin ✓
F✓ +
1
sin ✓
@'F' + 2Fr,
with Fk = F · ek, for k = ✓,', r. According to the derivative of the vector of the
base, see Appendix II [13] and the fact that
@kMer · ej = M@ker · ej +Mer · @kej ,
assumed that F = Mer, then
r⌘ ·Mer = Me✓ · e✓ +Me' · e'.
Next, take F = (Mer · er)er, it is clear that
F✓ = (Mer · er)(er · e✓) = 0, and F' = (Mer · er)(er · e') = 0,
thus
r⌘ · (Mer · er)er = 2Mer · er.
Finally,
r⌘ · P⌘?M⌘ = Me✓ · e✓ +Me' · e'   2Mer · er.
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Abstract We introduce a mathematical model of the in vivo progression of Alzhei-
mer’s disease with focus on the role of prions in memory impairment. Our
model consists of differential equations that describe the dynamic formation of
β-amyloid plaques based on the concentrations of Aβ oligomers, PrPC proteins, and
the Aβ-×-PrPCcomplex, which are hypothesized to be responsible for synaptic tox-
icity. We prove the well-posedness of the model and provided stability results for its
unique equilibrium, when the polymerization rate of β-amyloid is constant and also
when it is described by a power law.
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1 Introduction
1.1 What is the link between Alzheimer disease and prion proteins?
Alzheimer’s disease (AD) is acknowledged as one of the most widespread diseases
of age-related dementia with ≈35.6 million people infected worldwide according to
Wimo and Prince (2010). By the 2050’s, this same report has predicted three or four
times more people living with AD. AD affects memory, cognizance, behavior, and
eventually leads to death. Apart from the social dysfunction of patients, another notable
societal consequence of AD is its economic cost (≈$422 billion in 2009, e.g. Wimo
and Prince 2010). The human and social impact of AD has driven extensive research
to understand its causes and to develop effective therapies. Among recent findings are
the results that imply cellular prion protein (PrPC) is connected to memory impairment
(Cissé and Mucke 2009; Cissé et al. 2011; Gimbel et al. 2010; Laurén et al. 2009; Nath
et al. 2012). This connection is the focus of our modeling here, which we hope will
contribute to understanding the relation of AD to prions.
The pathogenesis of AD is related to a gradual build-up of β-amyloid(Aβ) plaques
in the brain (Duyckaerts et al. 2009; Hardy and Selkoe 2002). β-amyloid plaques
are formed from the Aβ peptides obtained from the amyloid protein precursor (APP)
protein cleaved at a displaced position. There exist different forms of β-amyloids,
from soluble monomers to insoluble fibrillar aggregates (Chen et al. 2010; Lomakin
et al. 1996; Lomakin et al. 1997; Urbanc et al. 1999; Walsh et al. 1997). It has been
revealed by Selkoe (2008) that the toxicity depends on the size of these structures and
recent evidence suggest that oligomers (small aggregates) play a key role in memory
impairment rather than β-amyloid plaques (larger aggregates) formed in the brain.
More specifically, Aβ oligomers cause memory impairment via synaptic toxicity onto
neurons. This phenomenon seems to be induced by a membrane receptor, and there is
evidence that this rogue agent is the PrPCprotein (Nygaard and Strittmatter 2009; Zou
et al. 2011; Resenberger et al. 2011; Gimbel et al. 2010; Laurén et al. 2009) We note
that this protein, when misfolded in a pathological form called PrPSc, is responsible for
Creutzfeldt–Jacob disease. Indeed, it is believed that there is a high affinity between
PrPCand Aβ oligomers, at least theoretically by Gallion (2012). Moreover, the prion
protein has also been identified as an APP regulator, which confirms that both are
highly related (Nygaard and Strittmatter 2009; Vincent et al. 2008). This discovery
offers a new therapeutic target to recover memory in AD patients, or at least slow
memory depletion (Freir et al. 2011; Chung et al. 2010).
1.2 What is our objective?
Our objective here is to introduce and study a new in vivo model of AD evolution
mediated by PrPCproteins. To the best of our knowledge, no model such as the one
proposed here has yet been advanced. There exist a variety of models specifically
designed for Alzheimer’s disease and their treatment (Achdou et al. 2012; Craft et al.
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2002, 2005). Nevertheless, the prion protein has never been taken into account in the
way we formulate here, and our model could help in designing new experiments and
treatments.
This paper is organized as follows. We present the model in Sect. 2, and provide a
well-posedness result in the particular case that β-amyloids are formed at a constant
rate. In Sect. 3 we provide a theoretical study of our model in a more general context
with a power law rate of polymerization, i.e. the polymerization or build-up rate
depends on β-amyloid plaque size.
2 The model
2.1 A model for beta-amyloid formation with prions
The model deals with four different species. First, the concentration of Aβ oligomers
consisting of aggregates of a few Aβ peptides; second, the concentration of the
PrPC protein; third, the concentration of the complex formed from one Aβ oligomer
binding onto one PrPC protein. These quantities are soluble and their concentration
will be described in terms of ordinary differential equations. Fourth, we have the insol-
uble β-amyloid plaques described by a density according to their size x . This approach
is standard in modeling prion proliferation phenomena (see for instance Greer et al.
2006; Prigent et al. 2012; Calvez et al. 2009, 2010; Gabriel 2011; Greer et al. 2006,
2007; Laurençot and Walker 2007; Prüss et al. 2006; Simonett and Walker 2006 for
modeling approach and analysis). Note that the size x is an abstract variable that could
be the volume of the aggregate. Here, however, we view aggregates as fibrils that
lengthen in one dimension. The size variable x thus belongs to the interval (x0,+∞),
where x0 > 0 stands for a critical size below which the plaques cannot form. To
summarize we denote, for x ∈ (x0,+∞) and t ≥ 0,
– f (t, x) ≥ 0 : the density of β-amyloid plaques of size x at time t ,
– u(t) ≥ 0: the concentration of soluble Aβ oligomers (unbounded oligomers) at
time t ,
– p(t) ≥ 0: the concentration of soluble cellular prion proteins PrPC at time t ,
– b(t) ≥ 0: the concentration of Aβ-×-PrPCcomplex (bounded oligomers) at time t .
Note that β-amyloid plaques are formed from the clustering of Aβ oligomers.
The rate of agglomeration depends on the concentration of soluble oligomers and the
structure of the amyloid which is linked to its size. It occurs in a mass action between
plaques and oligomers at a nonnegative rate given by ρ(x), where x is the size of the
plaque. This is the reason why the intentionally misused word “size” considered here
(and described above) accounts for the mass of Aβ oligomers that form the polymer.
We assume indeed, that the mass of one oligomer is given by a “sufficiently small”
parameter ε > 0. Thus, the number of oligomers in a plaque of mass x > 0 is
x/ε which justifies our assumption that the size of plaques is a continuum. Moreover,
amyloids have a critical size x0 = εn > 0, where n ∈ N∗ is the number of oligomers in
the critical plaque size. The amyloids are prone to be damaged at a nonnegative rate µ,
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Table 1 Parameter description of the model
Parameter/variable Definition Unit
t Time Days
x size of β-amyloidplaques –
x0 Critical size of β-amyloidplaques –
n Number of oligomers in a plaque of size x0 –
ε Mass of one oligomer –
λu Source of Aβ oligomers Days−1
γu Degradation rate of Aβ oligomers Days−1
λp Source of PrPC Days−1
γp Degradation rate of PrPC Days−1
τ Binding rate of Aβ oligomers onto PrPC Days−1
σ Unbinding rate of Aβ-×-PrPC Days−1
δ Degradation rate of Aβ-×-PrPC Days−1
ρ(x) Conversion rate of oligomers into a plaque (SAF/sq)−1 ∗· days−1
µ(x) Degradation rate of a plaque Days−1
∗ SAF/sq means Scrapie-Associated Fibrils per square unit and is explained in detail by Rubenstein et al.
(1991) (we consider plaques as being fibrils here)
possibly dependent on the size x of the plaques. All the parameters for Aβ oligomers,
PrPC, and β-amyloid plaques, such as production, binding and degradation rates, are
nonnegative and described in Table 1.
Then, writing evolution equations for these four quantities, we obtain
∂
∂t
f (x, t) + u(t) ∂
∂x
!
ρ(x) f (x, t)
"
= −µ(x) f (x, t) on (x0,+∞) × (0,+∞),
(1)
u̇ = λu − γuu − τup + σb − nN (u) −
1
ε
u
+∞#
x0
ρ(x) f (x, t)dx on (0,+∞), (2)
ṗ = λp − γp p − τup + σb on (0,+∞), (3)
ḃ = τup − (σ + δ)b on (0,+∞). (4)
The term N accounts for the formation rate of a new β-amyloidplaque with size x0
from the Aβ oligomers. In order to balance this term, we add the boundary condition
u(t)ρ(x0) f (x0, t) = N (u(t)), t ≥ 0. (5)
The integral in the right-hand side of equation (2) is the total polymerization with
parameters1/ε, since dx/ε counts the number of oligomers into a unit of length dx .
Finally, the problem is completed with nonnegative initial data, a function f in ≥ 0
and uin, pin, bin ≥ 0, such that at time t = 0
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f (·, t = 0) = f in on (x0,+∞), (6)
and
u(t = 0) = uin, p(t = 0) = pin and b(t = 0) = bin . (7)
The above system (1–5) involves two formal balance laws: the first one for prion
proteins
d
dt
(b + p) = λp − γp p − δb,
and the second for Aβ oligomers
d
dt
⎛
⎝b + u + 1
ε
+∞∫
x0
x f dx
⎞
⎠ = λu − γuu − δb −
1
ε
+∞∫
x0
xµ f dx .
The total concentrations of both evolve in time according to the production and degra-
dation rates. In Fig. 1 we give a schematic representation of these processes.
Before going further, we emphasis some modeling points:
– Modeling fibril formation involves many more complex features. Indeed, in vivo but
also in vitro, their dynamics include phenomena of depolymerization, fragmentation
and possible coagulation. A fully developed model would take into account all these
processes. In this work we focus on the dynamics of oligomers and their interactions
with fibrils and PrPC. Therefore, we neglect the internal dynamics of polymers and
their depolymerization to give priority to an apparent extension rate of fibrils.
– There exist various sizes of Aβ oligomers, from dimer up to ten or so peptides.
Nevertheless, these are unstable until they reach a stable structure, and that is why
Fig. 1 Schematic diagram of the evolution processes of β-amyloidplaques, Aβ oligomers (bounded and
unbounded), and PrPCin the model
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we assume here only one stable oligomer size, which is the one that interacts with
PrPC and that is able to form protofibrils (also called critical plaques here). We refer
to the papers by Serpell (2000) and Fawzi et al. (2007) for their discussions about
intermediate oligomers, fibril structure, and fibril nucleation.
2.2 An associated ODE system
In this section we investigate constant polymerization and degradation rates, i.e, rates
independent of the size of the plaque involved in the process. This first approach is
biologically less realistic, but technically more tractable, yet still quite challenging for
an analytical study of the problem. In Sect. 3, the polymerization rate ρ will be taken
more realistically as a power of x . Here we assume that ρ(x) := ρ and µ(x) := µ
are positive constants. Moreover, without loss of generality, we let ε = 1, which only
requires a rescaling of the units in the equations.
Then, we assume a pre-equilibrium hypothesis for the formation of β-amyloidplaq-
ues, as formulated by Portet and Arino (2009) for filaments, by setting N (u) = αun ,
with α > 0 the formation rate. It is obtained assuming n − 1 reactions lead to a fibril
of size n from oligomers:
u + u ! F2,
F2 + u ! F3
· · ·
Fn−1 + u ! Fn
where Fi are pre-fibrils or aggregates of i-oligomers for i = 2, . . . , n and the coef-
ficient rate of each equation is given by Ki . So, taking all the equations at the equi-
librium, we get F2 = K2u2, F3 = K3 F2u = K3 K2u3, etc. until Fn = αun , where
the formation rate α of a critical plaque, composed of n ≥ 1 oligomers, is given by
α = Kn × · · · × K2 > 0. Once the length n is achieved, we assume the fibrils reach
a stable structure. Therefore, we only take into account their polymerization and not
their reverse reactions (see, for instance, a discussion about prion fibrils in Serpell
(2000), Fawzi et al. (2007).
With these assumptions we are able to close the system (1–4) with respect to (5)
into a system of four differential equations. Indeed, integrating (1) over (x0,+∞) we
get formally an equation over the quantity of amyloids at time t ≥ 0
A(t) =
+∞!
x0
f (x, t)dx,
which is given by
d
dt
A(t) − u(t)ρ f (x0, t) = −µA(t).
We close the system using expression of the boundary (5), recalling that ρ is constant,
and the fact that N (u) = αun . This method has already been used on the prion model
by Greer et al. (2006). Now the problem reads, for t ≥ 0,
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Ȧ = αun − µA, (8)
u̇ = λu − γuu − τup + σb − αnun − ρu A, (9)
ṗ = λp − γp p − τup + σb, (10)
ḃ = τup − (σ + δ)b. (11)
The mass of β-amyloidplaques is given by M(t) =
! +∞
x0
x f (x, t)dx which satisfies
an equation (formal integration of 1) that can be solved independently, since
d
dt
M(t) − x0u(t)ρ f (x0, t) −
+∞"
x0
ρu(t) f (x, t)dx = −µM(t).
Indeed, we use once again the boundary condition (5), the expression of the formation
rate N and that x0 = n since ε = 1, in order to get
Ṁ = nαun + ρu A − µM. (12)
Notice that initial conditions for A and M are given by Ain =
! +∞
x0
f in(x)dx and
Min =
! +∞
x0
x f in(x)dx , while the initial conditions for u, p and b are unchanged.
The next subsection is devoted to the analysis of the system (8–11).
2.3 Well-posedness and stability of the ODE system
We prove in the following proposition the nonnegativity, existence, and uniqueness
of a global solution to the system (8–11) with classical techniques from the theory of
ordinary differential equations.
Proposition 1 (Well-posedness) Assume λu, λp, γu, γp, τ, σ, δ, ρ and µ are pos-
itive, and let n ≥ 1 be an integer. For any (Ain, uin, pin, bin) ∈ R4+ there exists a
unique nonnegative bounded solution (A, u, p, b) to the system (8–11) defined for all
time t > 0, i.e, the solution A, u, p and b belong to C1b(R+) and remains in the stable
subset
S =
#
(A, u, p, b) ∈ R4+ : n A + u + p + 2b ≤ n Ain + uin + pin + 2bin +
λ
m
$
(13)
with λ = λu +λp and m = min{µ, γu, γp, δ}. Furthermore, let M(t = 0) = Min ≥ 0,
and then there exists a unique nonnegative solution M to (12), defined for all time
t > 0.
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Proof Let F : R4 !→ R4 be given by
F(A, u, p, b) =
⎛
⎜⎜⎝
F1 := αun − µA
F2 := λu − γuu − τup + σb − αnun − ρu A
F3 := λp − γp p − τup + σb
F4 := τup − (σ + δ)b
⎞
⎟⎟⎠.
F is obviously C1 and locally Lipschitz continuous on R4. Moreover, if (A, u, p, b) ∈
R4+, F1 ≥ 0 when A = 0, F2 ≥ 0 when u = 0, F3 ≥ 0 when p = 0, and F4 ≥ 0 when
b = 0. Thus, the system is quasi-positive and the solution remains in R4+. Finally, we
remark that
d
dt
(n A + u + p + 2b) ≤ λ − m (n A + u + p + 2b),
with λ = λu + λp and m = min
{
µ, γu, γp, δ
}
> 0, and Gronwall’s lemma ensures
that
n A(t) + u(t) + p(t) + 2b(t) ≤ n Ain + uin + pin + 2bin + λ
m
.
This proves the global existence of a unique nonnegative bounded solution (A, u, p, b).
The claim for the mass M is straightforward. ⊓(
We next consider the existence of a steady state A∞, u∞, p∞, b∞ and the asymptotic
behavior of solutions to (8–11). It is easy to compute the steady state by solving the
problem
µA∞ − αun∞ = 0 (14)
λu − γuu∞ − τu∞ p∞ + σb∞ − αnun∞ − ρu∞ A∞ = 0 (15)
λp − γp p∞ − τu∞ p∞ + σb∞ = 0 (16)
τu∞ p∞ − (δ + σ )b∞ = 0 (17)
From the structure of the second equation, we cannot give an explicit formula for
this problem. To obtain u∞ we have to solve an algebraic equation, which involves a
polynomial of degree n. However, we can prove that the solution exists, and then u∞
is given implicitly. The next proposition establishes the local stability of the steady
state.
Theorem 1 (Linear Stability) Under hypothesis of the Proposition 1, there exists a
unique positive steady state A∞, u∞, p∞ and b∞ to (8–11) with
A∞ =
α
µ
un∞, p∞ =
λp
τ ∗u∞ + γp
, b∞ =
1
σ
λp(τ − τ ∗)
τ ∗u∞ + γp
u∞,
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where τ ∗ = τ (1 − σ/(δ + σ )) and u∞ is the unique positive root of Q, defined by
Q(x) = γpλu + ax − P(x), for every x ≥ 0
with a = τ ∗(λu − λp) − γuγp and
P(x) = τ ∗γu x2 + αγpnxn +
(
ατ ∗n + ργp
α
µ
)
xn+1 + ρτ ∗ α
µ
xn+2
Moreover, this equilibrium is locally linearly asymptotically stable.
Proof First, Eq. (14) gives A∞ with respect to u∞. Then, combining (16) and (17)
we get p∞ and b∞ as functions of u∞. Now replacing p∞ and b∞ in (15) we get
u∞ as the root of Q. It is straightforward that Q has a unique positive root. Indeed,
it is the intersection between a line and a monotonic polynomial on the half plane.
Now, we linearize the system in A∞, u∞, p∞ and b∞. Let X = (A, u, p, b)T and the
linearized system reads
d
dt
X = DX,
where
D =
⎛
⎜⎜⎜⎜⎜⎝
−µ αnun−1∞ 0 0
−ρu∞ γu − τp∞ − αn2un−1∞ − ρ A∞ −τu∞ σ
0 −τp∞ −(γp + τu∞) σ
0 τp∞ τu∞ −(σ + δ)
⎞
⎟⎟⎟⎟⎟⎠
.
The characteristic polynomial is of the form
P(λ) = λ4 + a1λ3 + a2λ2 + a3λ + a4,
with the ai > 0, i = 1 . . . 4 given in the Appendix. Moreover it satisfies
a1a2a3 > a23 + a21a4.
Then, according to the Routh–Hurwitz criterion (see Allen 2007*Th. 4.4, page 150),
all the roots of the characteristic polynomial P are negative or have negative real part,
thus the equilibrium is locally asymptotically stable. ⊓&
To go further, we give a conditional global stability result when no nucleation is
considered, i.e., α = 0.
Proposition 2 (Global stability) Assume that α = 0. Under the condition
(
1 + 2δ + γu
σ
)
>
δ
2γp
>
γp
σ
,
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the unique equilibrium is given by
A∞ = 0, p∞ =
λp
τ ∗u∞ + γp
, b∞ =
1
σ
λp(τ − τ ∗)
τ ∗u∞ + γp
u∞,
where u∞ is the unique positive root of Q(x) = γpλu + ax − τ ∗λu x2, with a =
τ ∗(λu − λp)− γuγp. Further, this equilibrium is globally asymptotically stable in the
stable subset S defined in (13).
Proof The proof is given by a Lyapunov function Φ stated in the Appendix. It is
positive when the condition above is fulfilled and its derivative along the solution to
the system (8–11) is negative definite. Thus, from the LaSalle’s invariance principle,
we get that under these hypotheses the equilibrium of (8–11) is globally asymptotically
stable. ⊓%
In the next section we will study from a mathematical point of view a more realistic
model. Nevertheless, our model emphasizes a major dilemma in AD. Indeed, consider
the steady state given in Theorem 1. If the rate of polymerization increases, it increases
the growth rate of the polynomial P , so the intersection occurs faster (the positive root
of Q). This means that u∞ decreases, and likewise b∞. The balance law of oligomers
suggests that when b∞ decreases in such a way, the mass of fibrils M will increase.
So a question remains, what is the less toxic quantity, and is there any criteria under
which we could optimize ρ.
3 A power law polymerization rate
The assumption that the polymerization rate ρ and the degradation rate µ are constant
is not always biologically realistic, as recognized by Calvez et al. (2010) and Gabriel
(2011). Consequently, we study here the more realistic case ρ(x) ∼ xθ , and in the
following we restrict our analysis to θ ∈ (0, 1). We will see that we are able to obtain
a result of existence and uniqueness of solutions for this more general case.
3.1 Hypotheses and main result
We are interested in nonnegative solutions to the system (1–4) with the boundary
condition (5), completed by initial data (6) and (7), but with the new assumption
ρ(x) ∼ xθ . Moreover, we require that our solution preserves the total mass of β-
amyloidin order to be biologically relevant. Hence, the solution f will be sought in
the natural space L1(x0,+∞; xdx), since xdx measures the mass at any time. Our
hypotheses for the system (1–4) are
(H1)
!!!!!!
f in ∈ L1(x0,+∞; xdx), f in ≥ 0, a.e. x > x0.
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(H2)
∣∣∣∣∣∣
ρ ≥ 0 , ρ ∈ W 2,∞([x0,∞)), µ ≥ 0 , µ ∈ W 1,∞([x0,∞)).
(H3)
∣∣∣∣∣∣
N ≥ 0 , N ∈ W 1,∞loc (R+), N (0) = 0.
(H4)
∣∣∣∣∣∣
λu, γu, λp, γp, τ, σ, δ > 0.
We note that (H2) implies the existence of a constant C > 0 such that ρ(x) ≤ Cx ,
with for example, C = 2∥ρ′∥L∞ + ρ(x0)/x0. For any x ≥ x0, we have
ρ(x) ≤ ∥ρ′∥L∞(x + x0) + ρ(x0) ≤
(
2∥ρ′∥L∞ +
ρ(x0)
x0
)
x .
We remark that this kind of regularity of the rate ρ covers the case that ρ(x) ∼ xθ
with θ ∈ (0; 1). Also, (H3) implies the existence of a constant KM > 0 such that
N (w) ≤ KMw, for any w ∈ [0, M]. Further, The nonnegativity of the parameters
of Table 1 (hypothesis (H4)) is a natural assumption with regard to their biological
meaning.
We introduce the definition of a solution to system (1–4).
Definition 1 Consider a function f in satisfying (H1) and let uin , pin , bin be three
nonnegative real data. Assume that ρ, µ, N and all the parameters of Table 1 verify
assumptions (H2)–(H4), and let T > 0. Then a quadruplet ( f, u, p, b) of nonnegative
functions is said to be a solution on the interval (0, T ) to the system (1–4) with
the boundary condition (5) and the initial data (6) and (7), if it satisfies, for any
ϕ ∈ C∞c ([0, T ] × [x0,+∞)) and t ∈ (0, T )
+∞∫
x0
f (x, t)ϕ(x, t)dx =
+∞∫
x0
f in(x)ϕ(x, 0)dx +
t∫
0
N (u(s))ϕ(x0, s)ds
+
t∫
0
+∞∫
x0
f (x, s)
[
∂
∂t
ϕ(x, s) + u(s)ρ(x) ∂
∂x
ϕ(x, s) − µ(x)ϕ(x, s)
]
dxds,
and
u(t) = uin +
t∫
0
⎡
⎣λu − γuu − τup + σb − x0 N (u) − u
+∞∫
x0
ρ(x) f (x, s)dx
⎤
⎦ ds,
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p(t) = pin +
t∫
0
[
λp − γp p − τup + σb
]
ds,
b(t) = bin +
t∫
0
[τup − (σ + δ)b] ds,
with the regularity f ∈ L∞
(
0, T ; L1 (x0,+∞; xdx)
)
and u, p, b ∈ C0(0, T ).
Theorem 2 (Well-posedness) Let f in be a nonnegative function satisfying (H1), let
uin, pin and bin be nonnegative real numbers, and assume hypothesis (H2) to (H4).
Let T > 0. There exists a unique nonnegative solution ( f, u, p, b) to (1–4) with (5)
and initial conditions given by (6) and (7), in the sense of Definition 1, such that
f ∈ C0
(
[0, T ], L1(x0,+∞; xr dx)
)
for every r ∈ [0, 1], and u, p, b ∈ C1b(0, T ).
The proof of the Theorem 2 is decomposed into two parts. First, we study the initial
boundary value problem
∂
∂t
f (x, t) + u(t) ∂
∂x
[
ρ(x) f (x, t)
]
= −µ(x) f (x, t) on (x0,+∞) × (0,+∞),
(18)
u(t)ρ(x0) f (x0, t) = N (u(t)), on (0,+∞), (19)
f (·, t = 0) = f in, on (x0,+∞). (20)
We prove in the Sect. 3.2 the following proposition:
Proposition 3 Let u ∈ C0b (R+), let f in satisfy (H1), and assume hypothesis (H2)
to (H3). For any T > 0, there exists a unique nonnegative solution f to (18–20) in
the sense of distributions, such that f ∈ C0
(
[0, T ], L1(x0,+∞; xr dx)
)
for every
r ∈ [0, 1].
The proof is in the spirit of the proof proposed by Collet and Goudon (2000) for
the Lifshitz–Slyozov equation. It consists of a proof based on the concept of a mild
solution in the sense of distributions, with the additional requirement of continuity
from time into L1(xdx) space.
The second step of the proof of Theorem 2 is performed in Sect. 3.3. Precisely,
once we have the existence of a unique density f , when u is given, we are able to
construct the operator
S : C0([0, T ])3 %→ C0([0, T ])3
(u, p, b) %→ (Su, Sp, Sb) = S(u, p, b), (21)
Su = uin +
t∫
0
⎡
⎣λu − γuu − τup + σb − x0 N (u) − u
+∞∫
x0
ρ(x) f (x, s)dx
⎤
⎦ ds,
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Sp = pin +
t∫
0
[
λp − γp p − τup + σb
]
ds,
Sb = bin +
t∫
0
[τup − (σ + δ)b] ds,
where f is the unique solution associated to u given by Proposition 3. Then, Theorem 2
is finally proven in Sect. 3.3 applying the Banach fixed point theorem to the operator S.
3.2 Existence of a solution to the autonomous problem
In the following we let u ∈ C0b (R+) and we use the notations a(x, t) = u(t)ρ(x) and
c(x, t) = −u(t)ρ′(x) for every (x, t) ∈ [x0,+∞) × R+. From (H2) and noting that
ρ(x) ≤ Cx , we have for any t > 0
a(t, x) ≤ Ax, for x > x0, (22)
|a(t, x) − a(t, y)| ≤ A|x − y|, for x, y > x0, (23)
|c(t, x)| ≤ B, (24)
where A = max
(
C∥u∥L∞ , ∥u∥L∞∥ρ′∥L∞
)
and B = ∥u∥L∞∥ρ′∥L∞(x0,+∞). In order
to establish the mild formulation of the problem, we define the characteristic reaching
x ≥ x0 at time t ≥ 0, that is, the solution to
d
ds
X (s; x, t) = a(t, X (s; x, t)),
X (t; x, t) = x . (25)
From property (23), their exists a unique characteristic that reaches (x, t).We note that
it makes sense as long as X (s; x, t) ≥ x0. Thus, we define the starting time of the
characteristic as
s0(x, t) := inf {s ∈ [0, t] : X (s; x, t) ≥ x0} .
The characteristic will be defined for any time s ≥ s0 and takes its origin from the
initial or the boundary condition, respectively, if s0 = 0 or s0 > 0. We recall the
classical properties of these characteristics
X (s; X (σ ; x, t), σ ) = X (s; x, t)
J (s; x, t) := ∂
∂x
X (s; x, t) = exp
⎛
⎝
t∫
s
c(σ, X (σ ; x, t))dσ
⎞
⎠
∂
∂t
X (s; x, t) = −a(t, x)J (s; x, t).
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Also, remarking that s0(X (t; x0, 0), t) = 0, then by monotonicity and continuity of
X for any t > 0, we get x ∈ (x0, X (t; x0, 0)) ⇐⇒ s0(x, t) ∈ (0, t), and for any
x ∈ (x0, X (t; x0, 0)) we have X (s0(x, t); x, t) = x0. It follows that for every x
belongs to (x0, X (t; x0, 0))
I (x, t) := − ∂
∂x
s0(x, t) = J (s0(x, t); x, t)/a(s0(x, t), x0).
Considering the derivative of f (s, X (s; x, t)) in s, and integrating over (s0, t)
we obtain the mild formulation of the problem. The mild solution is defined for
a.e. (x, t) ∈ (x0,+∞) × R+ by
f (x, t) =
⎧
⎨
⎩
f in(X (0; x, t))J (0; x, t)e−
∫ t
0 µ(X (σ ;x,t))dσ x ≥ X (t; x0, 0),
N (u(s0(x, t)))I (x, t)e
−
∫ t
s0(x,t)
µ(X (σ ;x,t))dσ x ∈ (x0,X (t; x0, 0)).
(26)
We infer from the formulation (26) that for a.e (x, t) ∈ [x0,+∞) × R+, f is non-
negative, since J and I are nonnegative, and f in satisfies (H1). We recall some useful
properties that are derived in Lemma 1 from the paper by Collet and Goudon (2000).
Lemma 1 Let u ∈ C0b (R+) be a given data and assume that (H2) holds. Then for any
x ≥ x0 and t > 0, as long as the characteristic curve s (→ X (s; x, t) defined in (25)
exists, i.e., s ≥ s0(x, t), we have
for s1 ≤ s2, X (s1; x, t) ≤ X (s2; x, t) ≤ X (s1; x, t)eA(s2−s1)
if xn → +∞, then for all t ≥ s ≥ 0, X (s; x, t) → +∞
for s ≥ t, X (s; x, t) ≤ xeA(s−t).
Proof We refer to the proof given by Collet and Goudon (2000), where the result
follows from the fact that for any x ≥ x0, t > 0 and s0(x, t) ≤ s1 ≤ s2, we have
x0 ≤ X (s2; x, t) = X (s1; x, t) +
s2∫
s1
a(s, X (s; x, t))ds ≤ X (s1; x, t)
+A
s2∫
s1
X (s; x, t)ds,
where A is given by (22). ⊓,
In the sequel we will repeatedly refer to the changes of variables
y = X (0; x, t) over x ∈ (X (t, x0, 0),+∞), with Jacobian J (0; x, t),
s = s0(x, t) over x ∈ (x0, X (t; x0, 0)), with Jacobian − I (x, t).
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The first is a C1-diffeomorphism from (X (t, x0, 0),+∞) into (x0,+∞), and the
second from (x0, X (t; x0, 0)) into (0, t). Integrating f defined by (26) over (0, R)
with R > X (t; x0, 0), using the change of variables above, using Lemma 1, and
taking the limit R → +∞, we get
+∞∫
x0
x | f (t, x)|dx ≤
+∞∫
x0
X (t; y, 0)| f in(y)|dy +
t∫
0
X (t; s, x0)|N (u(s))|ds
≤ eAt
⎛
⎝
+∞∫
x0
y| f in(y)|dy +
t∫
0
x0|N (u(s))|ds
⎞
⎠ , (27)
where we have split the integral into two parts and uses both the previous changes of
variables. Thus,for any T > 0, f ∈ L∞
(
0, T ; L1(x0,+∞; xdx)
)
, and therefore in
L∞
(
0, T ; L1(x0,+∞; xr dx)
)
, for any r ∈ [0, 1]. In the next lemma we claim that
f defined by (26) is a weak solution.
Lemma 2 Let f be the mild solution defined by (26). Then for any t > 0
+∞∫
x0
f (x, t)ϕ(x, t)dx =
+∞∫
x0
f in(x)ϕ(x, 0)dx +
t∫
0
N (u(s))ϕ(x0, s)ds
+
t∫
0
+∞∫
x0
f (x, s)
[
∂
∂t
ϕ(x, s)u(s)ρ(x)
∂
∂x
ϕ(x, s) − µ(x)ϕ(x, s)
]
dxds,
for all ϕ ∈ C∞c ([0, T ] × [x0,+∞)).
Proof Since f belongs to L∞
(
0, T ; L1(x0,+∞; xdx)
)
, it is possible to multiply the
mild solution f against a test function ϕ ∈ C∞c ([0, T ]× [x0,+∞)) and integrate over
(x0,+∞) to obtain
+∞∫
x0
f (x, t)ϕ(x, t)dx =
+∞∫
x0
f in(y)ϕ(X (t; y, 0))e−
∫ t
0 µ(X (σ ;y,0))dσ dy
−
t∫
0
N (u(s))ϕ(X (t; x0, s), t)e−
∫ t
s µ(X (σ ;x0,s))dσ ds, (28)
by the same change of variable made above for (27). Furthermore, we have
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t!
0
X (s;x0,0)!
x0
f (x, s) [∂tϕ(x, s) + a(s, x)∂xϕ(x, s) − µ(x)ϕ(x, s)] dxds
=
t!
0
+∞!
x0
f in(x)
d
ds
"
ϕ(X (s; x, 0), s)e−
# s
0 µ(X (σ ;x,0))dσ
$
dyds
=
+∞!
x0
f in(x)ϕ(X (t; x, 0), t)e−
# t
0 µ(X (σ ;y,0))dσ dx −
+∞!
x0
f in(x)ϕ(x, 0)dx,
(29)
still using the change of variable mentioned above and
t!
0
∞!
X (s;x0,0)
f (x, s) [∂tϕ(x, s) + a(s, x)∂xϕ(x, s) − µ(x)ϕ(x, s)] dxds
= −
t!
0
s!
0
N (u(z))
d
ds
"
ϕ(X (s; x0, z), s)e−
# s
z µ(X (σ ;x0,z))dσ
$
dzds
= −
t!
0
N (u(s))ϕ(X (t; x0, s), t)e−
# t
s µ(X (σ ;x0,s))dσ dzds
−
t!
0
N (u(s))ϕ(x0, s)ds. (30)
Finally, combining (28), (29) and (30) we obtain that f is a weak solution. ⊓$
The aim of the following lemma is to prove that the moments of f less than 1 are
continuous in time.
Lemma 3 Let hypothesis (H1) to (H3) hold. Let f be the mild solution given by (26).
Then for any T > 0,
f ∈ C0
"
[0, T ], L1(x0,+∞; xr dx)
$
, for every r ∈ [0, 1].
Proof Let T > 0 and r ∈ [0, 1], since f ∈ L∞loc
%
R+, L1(x0,+∞; xr dx)
&
, we have
for any t > 0 and δt > 0 such that t + δt ≤ T
+∞!
x0
xr | f (x, t + δt) − f (x, t)| dx = I1 + I2 + I3,
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where
I1 =
X (t;x0,0)!
x0
xr | f (x, t + δt) − f (x, t)| dx,
I2 =
X (t+δt;x0,0)!
X (t;x0,0)
xr | f (x, t + δt) − f (x, t)| dx,
I3 =
+∞!
X (t+δt;x0,0)
xr | f (x, t + δt) − f (x, t)| dx .
Our goal is to prove that each term goes to zero when δt goes to zero. We first bound I3,
which results from the initial condition, since for x ≥ X (t + δt; x0, 0) ≥ X (t; x0, 0),
it follows that
I3 =
+∞!
X (t+δt;x0,0)
xr
""" f in(X (0; x, t + δt))J (0; x, t + δt)e−
# t+δt
0 µ(X (σ ;x,t+δt))dσ
− f in(X (0; x, t))|J (0; x, t)e−
# t
0 µ(X (σ ;x,t))dσ
""" dx .
Let f inε ∈ C∞0 with compact support supp( f inε ) ⊂ (0, Rε) and converge in the space
L1([x0,+∞), xdx) to f in . We write I3 as follows
I3 = I 13 + I 23 + I 33 , (31)
where
I 13 =
+∞!
X (t+δt;x0,0)
xr
"" f in(X (0; x, t + δt)) − f inε (X (0; x, t + δt))
""
× J (0; x, t + δt)e−
# t+δt
0 µ(X (σ ;x,t+δt))dσ dx,
I 23 =
+∞!
X (t+δt;x0,0)
xr
"" f inε (X (0; x, t + δt))J (0; x, t + δt)
× e−
# t+δt
0 µ(X (σ ;x,t+δt))dσ
− f inε (X (0; x, t))J (0; x, t)e−
# t
0 µ(X (σ ;x,t))dσ
""dx,
I 33 =
+∞!
X (t+δt;x0,0)
xr | f inε (X (0; x, t)) − f in(X (0; x, t))|
× J (0; x, t)e−
# t
0 µ(X (σ ;x,t))dσ dx .
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Dropping the exponential term, which is bounded by one, and changing variables
y = X (0; x, t + δt) in I 13 and y = X (0; x, t) in I 33 , we get
I 13 + I 33 ≤ 2eAT
+∞!
x0
yr | f in(y) − f inε (y)|dy = C13(T, ε), (32)
with the help of Lemma 1. Next we bound I 23 by
I 23 ≤
+∞!
X (t+δt;x0,0)
xr | f inε (X (0; x, t + δt)) − f inε (X (0; x, t))|J (0; x, t + δt)dx
+
+∞!
X (t+δt;x0,0)
xr f inε (X (0; x, t))|J (0; x, t + δt) − J (0; x, t)|dx
+
+∞!
X (t+δt;x0,0)
xr f inε (X (0; x, t))J (0; x, t)
× |e−
" t+δt
0 µ(X (σ ;x,t+δt))dσ − e−
" t
0 µ(X (σ ;x,t))dσ |dx,
and we denote the integrals by J 13 to J
3
3 , respectively. We remark that J (0, x, t) ≤ eBT
by (24) and so
J 13 ≤ eBT ∥ f inε ∥L∞
Cε!
X (t+δt;x0,0)
xr |X (0; x, t + δt) − X (0; x, t)|dx
≤ δteBT ∥ f inε ∥L∞
Cε!
X (t+δt;x0,0)
xr sup
s∈[t,t+δt]
####
∂
∂t
X (0; x, s)
#### dx
≤ δt Ae2BT ∥ f inε ∥L∞
Cε!
x0
xr+1dx, (33)
where Cε depends on T , A and Rε i.e., the compact support of f inε . Then
J 23 ≤ eBT ∥ f inε ∥L∞
Rε!
X (t+δt;x0,0)
xr |eG(t,δt,x) − 1|dx
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with
|G(t, δt, x)| =
!!!
t+δt"
0
c(σ, X (σ ; x, t + δt))dσ −
t"
0
c(σ, X (σ ; x, t))dσ
!!!
≤
t+δt"
0
!!!ρ′(X (σ ; x, t + δt)) − ρ′(X (σ ; x, t))
!!!u(σ )dσ
+
t+δt"
t
!!!c(σ, X (σ ; x, t))
!!!dσ.
Thus, with (22) and (24),
|G(t, δt, x)| ≤ K∥u∥L∞
T"
0
!!!X (σ ; x, t + δt) − X (σ ; x, t)
!!!dσ + δt B
≤ δt K∥u∥L∞
T"
0
sup
s∈[t,t+δt]
!!!!
∂
∂t
X (σ ; x, s)
!!!! dσ + δt B
≤ δt
#
K∥u∥L∞ AT eBT x + B
$
,
where K is the Lipschitz constant of ρ′. Since x ≤ Rε, let
CG(T, ε) = K∥u∥L∞ AT eBT Rε + B,
and if |x | ≤ y, then
|ex − 1| ≤ |ey − 1| + |e−y − 1|.
Thus, we get
J 23 ≤ eBT ∥ f inε ∥L∞
#!!eδtCG (T,ε) − 1
!! +
!!e−δtCG (T,ε) − 1
!!
$ Rε"
x0
xr dx . (34)
Since µ is nonnegative, J 33 ≤
eBT ∥ f inε ∥L∞
Rε"
X (t+δt;x0,0)
xr
!!!!e
−
#% t+δt
0 µ(X (σ ;x,t+δt))dσ−
% t
0 µ(X (σ ;x,t))dσ
$
− 1
!!!! dx .
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Exactly as above,
!!!!!!
t+δt"
0
µ(X (σ ; x, t + δt))dσ −
t"
0
µ(X (σ ; x, t))dσ
!!!!!!
≤ δt M AT eBT x + δt∥µ∥L∞ ,
with M = Lipschitz constant of µ. Denoting by CM (T, ε) = M AT eBT Rε + ∥µ∥L∞ ,
we get
J 33 ≤ eBT ∥ f inε ∥L∞
#!!eδtCM (T,ε) − 1
!! +
!!e−δtCM (T,ε) − 1
!!
$ Rε"
x0
xr dx . (35)
From (32), (33), (34) and (35) we can conclude that for any ε > 0,
I3(δt) ≤ C13(T, ε) + C23 (T, δt, ε), (36)
with limε→0 C13(T, ε) = 0 and limδt→0 C23 (T, δt, ε) = 0.
Next, concerning I1, f can be written from the boundary condition. Let uε ∈ C∞0
such that uε −→ u uniformly on [0, T ]. Then we write I1 as follows:
I1 ≤
X (t+δt;x0,0)"
x0
xr |N (u(s0(x, t + δt)) − N (uε(s0(x, t + δt))|I (x, t + δt)dx
+
X (t;x0,0)"
x0
xr
!!!!N (u
ε(s0(x, t + δt))I (x, t + δt)e−
% t
s0(x,t+δt) µ(X (σ ;x,t+δt))dσ
−N (uε(s0(x, t))I (x, t)e−
% t
s0(x,t)
µ(X (σ ;x,t))dσ
!!!! dx
+
X (t;x0,0)"
x0
xr |N (u(s0(x, t)) − N (uε(s0(x, t))|I (x, t)dx .
From (H3) we obtain, similarly to I3, that there exist two constants C11(T, ε) and
C21 (T, δt, ε) such that
I1(δt) ≤ C11(T, ε) + C21 (T, δt, ε), (37)
with limε→0 C11(T, ε) = 0 and limδt→0 C21 (T, δt, ε) = 0.
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Finally, for I2, we use the two formulas of f ,
I2 =
X (t+δt;x0,0)!
X (t;x0,0)
xr
""""N (u(s0(x, t + δt)))I (x, t + δt)e
−
# t+δt
s0(x,t+δt) µ(X (σ ;x,t+δt))dσ
− f in(X (0; x, t))J (0; x, t)e−
# t
s0(x,t)
µ(X (σ ;x,t))dσ
"""" dx
Using the Lipschitz constant of N denoted by KN , from the definition of I and with
the help of Lemma 1, we get
I2 ≤ xr0e(r A+B)T KN |X (t + δt; x0, 0) − X (t; x0, 0)|
+xr0er AT
X (t+δt;x0,0)!
X (t;x0,0)
""" f in(X (0; x, t))J (0; x, t)
""" dx .
Using the regularization f inε of f
in , there exist two constants C12 (T, ε) and C
2
2 (T, δt, ε)
such that for any ε > 0,
I2(δt) ≤ C12(T, ε) + C22 (T, δt, ε), (38)
with limε→0 C12(T, ε) = 0 and limδt→0 C22 (T, δt, ε) = 0.
In conclusion, combining (36), (37) and (38), we get for any ε > 0 and δt > 0,
+∞!
x0
xr | f (x, t + δt) − f (x, t)|dx ≤ C1(T, ε) + C2(T, δt, ε),
where C1(T, ε) and C2(T, δt, ε) are two constants such that limε→0 C1(T, ε) = 0
and limδt→0 C2(T, δt, ε) = 0. Noticing that the proof remains the same when δt is
negative, taking the lim sup in δt we get
0 ≤ lim sup
δt→0
+∞!
x0
xr | f (x, t + δt) − f (x, t)|dx ≤ C1(T, ε), for any ε > 0.
The proof is completed by taking the limit as ε goes to zero, which yields to the
required regularity, f ∈ C0([0, T ], L1([x0,+∞), xr dr) for all r ∈ [0, 1]. ⊓'
We finish this section with a useful estimate for the uniqueness investigation.
Proposition 4 Let T > 0 and u1, u2 ∈ C0b (0, T ). Let f1 and f2 be two mild solutions
to (18)–(20), associated, respectively to u1 and u2, with initial data f in1 , f
in
2 given by
formula (26). Then, for any t ∈ (0, T )
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+∞!
x0
x | f1(x, t) − f2(x, t)| dx ≤
+∞!
x0
x
""" f in1 (x) − f in2 (x)
""" dx
−
t!
0
+∞!
x0
µ(x)x
""" f in1 (x, s) − f in2 (x, s)
""" dxds
+A1
t!
0
+∞!
x0
x | f1(x, s) − f2(x, s)| dxds
+
t!
0
#
K1,2 + C∥ f2(·, s)∥L1(xdx)
$ |u1(s) − u2(s)| ds,
where A1 is given by (22) for u1 and K1,2 is the Lipschitz constant of N on [0, R]
with R = max(∥u1∥L∞(0,T ), ∥u2∥L∞(0,T )). Finally C > 0 denotes a constant such
that ρ(x) < Cx.
Proof This estimation is obtained from a classical argument of approximation. Let
h = f1 − f2 and
+∞!
x0
h(x, t)ϕ(x, t)dx =
+∞!
x0
hin(x)ϕ(x, 0)dx
+
t!
0
+∞!
x0
h(x, s)
%
∂
∂t
ϕ(x, s) + a1(s, x)
∂
∂x
ϕ(x, s) − µ(x)ϕ(x, s)
&
dxds
+
t!
0
(N (u1(s)) − N (u2(s)))ϕ(x0, s)ds
+
t!
0
+∞!
x0
(a1(s, x) − a2(s, x)) f2(x, s)
∂
∂x
ϕ(x, s)dxds.
Let hε be a regularization of h and Sδ a regularization of the Sign function. Take
ϕ(x, s) = Sδ(hε(s, x))g(x) with g ∈ C∞c ([x0,+∞)). Then, letting δ → 0 and then
ε → 0, we get
+∞!
x0
|h(x, t)|g(x)dx =
+∞!
x0
|hin(x)|g(x)dx
+
t!
0
+∞!
x0
|h(x, s)|
%
a1(s, x)
∂
∂x
g(x) − µ(x)g(x)
&
dxds
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+
t!
0
|N (u1(s)) − N (u2(s))) Sign(h0(x0))g(x0)ds
+
t!
0
+∞!
x0
(a1(s, x) − a2(s, x)) f2(x, s)Sign(h(s, x))
∂
∂x
g(x)dxds.
Finally, we approximate the identity function with a regularized function given by
ηR ∈ C∞c ([x0,+∞)) such that ηR(x) = x over (0, R), and then taking the limit
R → +∞ ends the proof. ⊓&
It is straightforward from Proposition 2 that f defined by (26) is a weak solution and
the only one from Proposition 4. Indeed, getting u1 = u2 and f 01 = f 02 in Proposition
4 leads to the uniqueness. Finally, Proposition 3 provides the continuity in time of the
moments with order less or equal to one. This concludes the proof of Proposition 3.
3.3 Proof of the well-posedness
In this section we prove Theorem 2. We first study the operator S defined by (21).
Lemma 4 Consider hypothesis (H2) to (H4). Let uin, pin and bin be nonnega-
tive initial data, and let f in satisfy (H1). Let M > 0 be large enough such that
uin, pin, bin < M/2 and define
X M =
"
(u, p, b) ∈ C0([0, T ])3 : 0 ≤ u, p, b ≤ M
#
where C0([0, T ])3 is equipped with the uniform norm. Then, there exists T > 0 (small
enough) such that S : X M (→ X M is a contraction.
Proof Let M be sufficiently large such that max(uin, pin, bin) < M/2, and let T > 0
be small enough such that
(γu + τ M + σ + x0C1(M) + C2(M, T ))MT ≤ M/2,
(γp + τ M)MT ≤ M/2,
(σ + δ)MT ≤ M/2,
(λu + σ M)T ≤ M/2,
(λp + σ M)T ≤ M/2,
τ M2T ≤ M/2,
where C1(M) is the Lipschitz constant of N on (0, M) and
C2(M, T ) = CeMCT
$
∥ f in∥L1(xdx) + C1(M)MT
%
, (39)
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where C is the constant such that ρ(x) ≤ Cx , see (27). This assumption ensures that
for any (u, p, b) ∈ X M , then S(u, p, b) ∈ X M , i.e, the solution is bounded by M
and is nonnegative. It remains to prove that S is a contraction. Let (u1, p1, b1) and
(u2, p2, b2) belong to X M . Then
∥Su1 − Su2∥∞ ≤ γu T ∥u1 − u2∥∞ + τT ∥u1 p1 − u2 p2∥∞ + σ T ∥b1 − b2∥∞
+x0T C1(M)∥u1 − u2∥∞
+T sup
t∈[0,T ]
!!!!!!
u1
+∞"
x0
ρ(x) f1(x, s)dx − u2
+∞"
x0
ρ(x) f2(x, s)dx
!!!!!!
. (40)
Then,
∥u1 p1 − u2 p2∥∞ ≤ M∥u1 − u2∥∞ + M∥p1 − p2∥∞, (41)
sup
t∈[0,T ]
!!!!!!
u1
+∞"
x0
ρ(x) f1(x, s)dx − u2
+∞"
x0
ρ(x) f2(x, s)dx
!!!!!!
≤ C2(M, T )∥u1 − u2∥∞ + C M sup
t∈[0,T ]
!!!!!!
+∞"
x0
x | f1(x, t) − f2(x, t)|dx
!!!!!!
,
(42)
and from Proposition 4,
sup
t∈[0,T ]
!!!!!!
+∞"
x0
x | f1(x, t) − f2(x, t)|dx
!!!!!!
≤ T (C1(M) + CC2(M, T )) ∥u1 − u2∥∞.
(43)
We get similar bounds for |Sp1 − Sp2 |∞ and |Sb1 − Sb2 |∞. We infer that there exists
a constant C(M, T ) depending only on M and T such that
∥(Su1 , Sp1 , Sb1) − (Su2 , Sp2 , Sb2)∥∞ ≤ C(M, T )T ∥(u1, p1, b1) − (u2, p2, b2)∥∞,
(44)
with C(M, T )T → 0, when T goes to 0. Hence, if T is small enough we are able to
get C(M, T )T < 1 , then S is a contraction. ⊓(
From Lemma 4, we have a local nonnegative solution on [0, T ], which is
unique with the solution (u, p, b) bounded by the constant M . The solution sat-
isfies f ∈ C0(0, T ; L1(xdx)) and u, p, b ∈ C0(0, T ). Furthermore from (H3),
N is continuous and from (H2), ρ(x) ≤ Cx where C is a positive constant. Thus
ρ f ∈ C0(0, T ; L1(dx)). We conclude that u, p and b defined in Definition 1 have
continuous derivatives.
Now we remark that the solutions satisfy on [0, T ]
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d
dt
(u + p + 2b) = λu + λp − γuu − γp p − δ2b − nN (u)
−1
ε
u
+∞!
x0
ρ(x) f (x, t)dx ≤ λ − m(u + p + 2b),
with m = min(γu, γp, δ) and λ = λu + λp. Using Gronwall’s lemma, the solutions
remain bounded at any time by
u + p + 2b ≤ uin + pin + 2bin + λ
m
. (45)
From this global bound on u, p and b, we can construct the solution on any interval
of time by repetition of the local argument. The proof of the theorem is complete.
4 Perspectives and biological implications
The connection of prions and AD is not fully understood, but recent research suggests
that soluble Aβ oligomers are possible inducers of AD neuropathology. The key
element of this hypothesis is the formation of a neurotoxic complex Aβ-×-PrPC,
which is created by the association of Aβ oligomers and PrPC proteins, and not only
the progression of β-amyloid plaques by the clustering of Aβ oligomers.
We believe the model developed and studied here is a step forward in the under-
standing of the mechanisms underlying AD progression. We have introduced a math-
ematical model of the evolution of AD based on the hypotheses that Aβ oligomers
exist both as bounded and unbounded to PrPC proteins, and the agglomeration rate
in the formation of β-amyloid plaques depends on the concentrations of the bound
and unbound Aβ oligomers, the concentration of soluble PrPC, and the size of the β-
amyloid plaques. Specifically, we have analyzed in detail the existence and uniqueness
properties of solutions of the model, as well as the qualitative properties of solution
behavior. In specific cases we have quantified the stabilization of the solutions to
steady state. In future work, we will explore applications of this model to specific AD
laboratory and clinical data. Nevertheless, from this approach we can deduce some
suggestions for further research:
– The model suggests a stabilization to steady state for the quantities incorporated
into the model. Such phenomena can be very difficult to ascertain in a progressive
disease such as AD. Nevertheless, any experimental data quantifying stabilization
of AD progression can be valuable in identifying the parameters of the model.
– From an experimental point of view, the investigation of the size distribution of the
fibrils is an important consideration. Indeed, we have neglected some phenomena
in our study (such as fragmentation-coagulation and depolymerization), and thus
it remains to clarify these assumptions. Moreover, in the case of a size-dependent
polymerization rate, we would also investigate the character of the polymerization
rate from experimental data.
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– Finally, we emphasize one further point. One of the main issues in AD is to mitigate
progressive memory impairment. Both Aβ-×-PrPCand β-amyloidplay a key role
in the evolution of disease progression, but disappearance of β-amyloid plaques via
a vaccine does not mitigate neurodegeneration (Holmes et al. 2008). One simple
answer would be to increase the degradation rate of Aβ-×-PrPC by some treat-
ments, which are at present not available. But, as suggested by the model, the
polymerization rate could be a key point in the control of disease progression.
Indeed, increasing this rate would exhaust the availability of oligomers, and thus
reduce the formation of complexes. An important issue remains, namely, what is the
best balance between Aβ-×-PrPC and β-amyloid plaques such that AD patients
live the longest without toxicity effects. Perhaps the solution is not to suppress
the β-amyloid plaques, but rather control their progression. The question is open
and a deeper analysis of the model, together with biological data, would provide
understanding in this direction.
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Appendix A: Characteristic polynomials of the linearized ODE system
Here we give the coefficient ai , i = 1, . . . , 4 for the characteristic polynomial of the
linearized system in Theorem 1:
a1 =
!
µ + γu + τ
λp
τ ∗u∞ + γp
+ αn2un−1∞ + ρ
α
µ
un∞ + γp + τu∞ + σ + δ
"
,
a2 =
!
µ + γu + αn2un−1∞ + ρ
α
µ
un∞
"
(γp + τu∞ + σ + δ) + γpσ + (γp + τu∞)δ
+µ
!
γu + τ
λp
τ ∗u∞ + γp
+ αn2un−1∞ + ρ
α
µ
un∞
"
+ ραnun∞ + τ (γp + δ)
λp
τ ∗u∞ + γp
,
a3 =
!
µ + γu + αn2un−1∞ + ρ
α
µ
un∞
"
(γpσ +(γp +τu∞)δ)+(γpδ+(γp + δ)µ)τ
λp
τ ∗u∞ + γp
+
#
µ
!
γu + αn2un−1∞ + ρ
α
µ
un∞
"
+ ραnun∞
$
(γp + τu∞ + σ + δ),
a4 = µγpδτ
λp
τ ∗u∞ + γp
+
#
µ
!
γu + αn2un−1∞ + ρ
α
µ
un∞
"
+ ραnun∞
$
(γpσ + (γp + τu∞)δ).
Appendix B: Lyapunov functional
Here we detail a Lyapunov function Φ which is the key ingredient to prove global
stability of system (8–11) in Proposition 2. This function appears to be a bit tricky,
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but determining it rest upon the backward method described for instance Chapter 4,
p. 120, in the book by Khalil (1996). It consists in investigate an expression of the
derivative Φ ′ and then going back to chose the parameters Φ such as Φ ′ is neg-
ative definite. After tedious calculus, a Liapunov function Φ for system (8–11) is
given by
Φ = 1
2
!
2γp
δ
"
s1θ21 +
1
2
!
1 + 2δ + γu + ρ(A∞ + θ1)
σ
"
θ22 +
1
2
!
2γp
δ
"
θ23
+1
2
!
σ
γp
"
θ24 +
!
ρp∞
γu + ρ A∞ + µ
"
θ1θ2 + θ1θ3
+
!
ρp∞
γu + ρ A∞ + µ
+ 1 + ρ
τ
"
θ1θ4 + θ2θ3 + 2θ2θ4 +
!
2γp
δ
"
θ3θ4,
where θ1 = A− A∞, θ2 = u−u∞, θ3 = p− p∞, θ4 = b−b∞, with s1 = max(T1, T2)
such that
T1 =
ρ2δu2∞
#
1 + 2 1+δσ
$
8µγp
+
(γp + µ)2
%
δ
2γp
&2
4γpµ
+
'
(δ + µ)
%
ρp∞
γu+ρ A∞+µ + 1
&
+ (σ + δ + µ)ρτ + 2ρu∞
(2
8µσ
,
and T2 = Γ
%
δ
2γp
&2
T ′2 with
T ′2 =
!
ρp∞
γu + ρ A∞ + µ
"2 )2σ + δ
2γp
+
!
δ
2γp
Γ
"−1 * 1
1 + 2 δ+γuσ
+,
+ ρp∞
γu + ρ A∞ + µ
-
2 + 4ρ
τ
δ + γu
σ
.
+ δ
2γp
-
ρ
τ
%
2 + ρ
τ
&
+ σ + 2(δ + γu)
γp
.
+
!
1 + 2δ + γu
σ
" -
ρ
τ
%
1 + ρ
τ
&
+ δ
2γp
σ
γp
− 1
.
and
Γ = 1%
1 + 2 δ+γuσ − δ2γp
& %
δ
2γp
σ
γp
− 1
& ·
We remark that T1 > 0 so that s1 > 0, and then we deduce that the Lyapunov function
Φ is positive when condition
%
1 + 2 δ+γuσ
&
> δ2γp >
γp
σ holds true. In such case, its
derivative along the solutions of system (8–11) is given by
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Φ ′ = −
!
µs1 + ρu
δ
2γp
· ρp∞
γu + ρ A∞ + µ
"
θ21 − ρu∞
δ
2γp
!
1 + 2γu +ρ(A∞ + θ1)+δ
σ
"
θ1θ2
− δ
2γp
!
2(γu + ρ(A∞ + θ1) + τp)(γu + ρ(A∞ + θ1) + δ)
σ
+ γu + ρ(A∞ + θ1)
"
θ22
− δ
2γp
!
(δ + µ)
!
ρp∞
γu + ρ A∞ + µ
+ 1
"
+ (σ + δ + µ)ρ
τ
+ 2ρu∞
"
θ1θ4
−
!
δτu
2γp
+ γp
"
θ23 − δ
!
σ
γp
δ
2γp
"
θ24 −
δ
2γp
(γp + µ)θ1θ3.
and remains nonpositive. Furthermore, Φ ′ = 0 if and only if θ1 = θ2 = θ3 = θ4 = 0.
The conclusion holds by the LaSalle Invariance Principle LaSalle (1976).
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Introduction
Transmissible spongiform encephalopathies, or prion diseases,
are a group of fatal neurodegenerative disorders of humans and
animals. The pathogenic process is typically associated with
conformational conversion of a cellular protein, called prion or
PrPC, to a misfolded isoform, called PrPSc. The ‘‘protein-only’’
model asserts that this rogue PrPSc represents the infectious prion
agent, self-propagating by binding PrPC and inducing its
conversion to the abnormal PrPSc [1,2]. This scenario was
quantitatively described as a nucleation-dependent amyloid
polymerization [3,4]. It is now generally accepted that the prion
development process results from an amyloid polymerization after
an initial nucleus formation in the very early phase of protein
aggregation. Models based on nucleation-dependent polymeriza-
tion [5–7] describe a molecular mechanism at the origin of the
formation of large protein aggregates, by involving thermody-
namically unfavourable steps that become favourable when the
nucleation kinetic barrier is reached. As a striking consequence of
these models, the unfavourable first steps can be bypassed by
seeding with preformed polymers. However, due to the transient
nature of the initial nucleus, our understanding of the interactions
that form this initial structure is very sparse and thus the
understanding of species allowing the prion proteins to overcome
the strong kinetic barrier to form a specific amyloid conformation
is highly limited [8]. This may have led to one of the most notable
persisting fallacy claiming that the Lag phase of prion prolifera-
tion, defined as the required phase for the nucleus formation [3,9],
reflects the unfavourable nucleation phase. This idea was
challenged by experimental results obtained by numerous authors
who revealed a linear dependence of the lag time (denoted by Tlag )
to monomer concentration not exceeding a nucleus size of about 2
monomers [10,11]. This result, also found for some other
spontaneous amyloid-forming proteins [12], was generally attrib-
uted to an accumulation of large off-pathway species whose
formation is competitive with the on-pathway processes that lead
to amyloid [11,13]. However, in the case of hamster rPrP
(Recombinant Syrian Hamster Prion Protein 90–231) polymerized
in vitro, we previously found no kinetic evidence for an off-
pathway [10]. Consequently, we propose that an additional on-
pathway step is necessary to explain the results observed. We
hypothesize that this new stage stands very likely for a first step. It
would occur before nucleation, because experimentally, we were
able to show that seeded polymerization always begins after a time
delay that can be interpreted as the time needed to generate active
monomers [10]. We show indeed that micelles are formed, which
leads to an amyloid competent isoform of the prion protein
(denoted by PrP*) considered as a necessary step to induce
nucleation and amyloid polymerization. This hypothesis is
supported by [14,15] where it is found that lipid interactions play
a key role in the conformation of PrPC into PrPSc by b-sheet
enrichment, see Sec. Discussion. We assume here that a similar
interaction occurs in our experimental condition by pure PrPC
interaction with the help of micelles formation. To analyse the
consequences of this hypothesis, we develop a quantitative model
with an explicit description of the microscopic processes, and we
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compare experimental data with the results predicted by the
model.
Results
Micelles characterization
In order to find out what types of structures could be involved as
an on-pathway, we have performed a time dependent electron
microscopic analysis during polymerization of hamster rPrP. Few
minutes after dilution into polymerization buffer, we observed
spherical structures looking like rigid micelles (Fig. 1A and Fig. S6
in Supporting Information). The size distribution fits well with a
log normal distribution (Fig. 1B). The size of these spheres was
heterogeneous with a mean around 30 nm. A sphere of 30 nm
diameter reaches a surface area of around 30 nm2, the rPrP have a
diameter (thanks to Protein Workshop v1.0 and PDB ID 1B10) of
about 1.5 to 2 nm thus the sphere contains about 1000 proteins on
its surface. In order to ensure that these structures are formed of
rPrP, we decided to label them with antibodies. This method
clearly identified spheres consisting of rPrP (details in Fig. S1).
Micelles quantity correlates with fibrils in a precursor
relationship
In a previous study [10], we showed that polymerization kinetics
could not be explained by the existence of an off-pathway. Thus
an important question remains: what exactly is the role of micelles
in the polymerization mechanism? To answer this, we decided to
analyse the evolution of the micelle quantity during polymeriza-
tion kinetics. Qualitative analysis using electron microscopy
revealed that the number of micelles is important a few minutes
after dilution into polymerization buffer, and then rapidly
decreases when fibrils are formed (Fig. 2). A semi-quantitative
analysis of the amount of round shape structures suggested a
precursor relationship between the micelles and fibrils (Fig. 2).
This was established in two different buffers exhibiting very
different lag phase and thus showing that it is very likely a
common feature of in vitro prion polymerization.
Quantitative model of polymerization including on-
pathway micelles
To quantitatively analyse the consequences of an on-pathway
micelle intermediate, we built an a priori model describing the different
steps with the microscopic processes involved and their contributions to
the whole system. From this microscopic model it is then possible to
quantify macroscopic data, such as micelles, polymers and monomers
concentration. The model can be detailed into four main parts.
N Phase 1: Formation of dependent PrP micelles through a
growth phase with addition and loss of monomers as a cluster
dynamics. It corresponds to the early phase in Fig. 2 where
micelle quantity increases (curve with red circles) while the
PrPSc still remains constant (curve with black circles).
N Phase 2: Micelles help the transition towards a new structure
(PrP*) that is stabilized in the micelle itself and is released as an
isoform monomer. This is the main hypothesis of our work.
Production of PrP* occurs all along the process until the
stabilization of PrPSc is reached.
N Phase 3: The free isoform (PrP*) is able to reach the
nucleation barrier and then nucleates. It corresponds to the
phase in Fig. 2 where micelles (red circles) start to decrease
while the quantity of polymers (black circles) remains constant.
N Phase 4: Nucleation promotes polymerization of PrPSc and
fibrils split when size increases, leading to a rapid polymer
(black circles) growth phase. Here, it corresponds to the fast
growth phase of PrPSc in Fig. 2.
Microscopic description of the model and kinetic
equations
A standard approach to formalize particle interactions between
monomers, micelles and polymers, is to describe the transition
rates between the states of the system through kinetic schemes.
Well-known in chemistry, such a modelling is also used for
polymerization models [4] and according to this method, it is then
possible to write the differential equations of the concentration
describing the dynamics of each quantity involved in the system.
In order to give the clearest insight as possible of the model
elaboration process both for biologists and mathematicians, let us
consider the 4 phases listed in the last section and progressively
introduce the microscopic processes involved together with their
kinetic schemes and the corresponding equations.
Phase 1: Formation of dependent PrP micelles. We
denote by M1 the PrP
C monomer population (blue pentagons in
Fig. 3) and by Mi the micelles consisting of i§2 monomers
(orange spherical aggregate in Fig. 3). We assume that micelles
grow by addition of PrPC one after the other, i.e. a PrPC monomer
will aggregate to a micelle consisting of i monomers to form a
larger one consisting of iz1 monomers. The rate at which this
reaction occurs is given by a non-negative number ai that depends
on the size i of micelles. We also assume that this reaction is
reversible and a micelle of size iz1 can release a PrPC monomer
to form a micelle of size i. The rate of this reaction is given by the
non-negative number biz1, also depending on the size. Both
reactions are represented in Fig. 3 by the interaction between the
blue pentagon and the spherical aggregate. The kinetic scheme of
these two reactions is given by
M1zMi K{{{{{ I
ai
biz1
Miz1: ð1Þ
The differential equation describing the quantity change rates
are written in function of the concentration of each particle type.
Author Summary
Understanding the mechanism of prions is an important
issue. Indeed, it involves a mechanism modifying the
structure of the proteins that are of high interest in
theoretical biology. Knowing the underlying mechanism
that leads to prion disease could help further investiga-
tions in the world of amyloid disease and for example the
so-called Alzheimer’s disease. The theory of prion, also
known as Protein-Only, has been widely studied. Never-
theless no mathematical models are able to reproduce the
phenomena in silico. This suggests a lack of information in
the theory. Here we propose a new model, built with a
new approach theory that fits experimental data in a very
satisfactory way. This model, together with experiments,
maintains the idea that an intermediate conformation of
the protein helps the disease to spread. Besides, this work
is an excellent example of a strong interaction between
mathematical modelling and biological approach. Indeed,
because of a strong discrepancy between theoretical
results of the early original model and biological data on
pathological prion formation, the team of biologists
decided to investigate more closely their experiments.
They came out with a new discovery: the crucial role of
micelles in the pathological conformation of the prion
protein.
A Micellar Intermediate in Prion Amyloid Formation
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We introduce then m1(t) and mi(t) the concentrations, respectively
of, monomers M1 and micelles Mi for i§2 at time t§0. The flux
associated to reaction (1), also called net rate, is then given by
Ji(t)~aim1(t)mi(t){biz1miz1(t), i§1: ð2Þ
Phase 2: Transition to PrP*. We assume that the reaction,
between PrP* monomers (orange spheres in Fig. 3) denoted by P1
and micelles Mi for i§2, follows the same dynamics as the PrPC
monomers. Thus, the kinetic equation writes, for i§2,
Miz1 K{{{{{ I
b#
iz1
a#
i
MizP1: ð3Þ
The rates b#iz1 and a
#
i play the same role as in (1). They respectively
stand for, the rate at which a micelle Miz1 releases a PrP* monomer
after having stabilized it and the rate at which a micelle Mi associates a
PrP* monomers. If we denote by p1(t) the concentration of P1 at time
t§0, we obtain the net rate for reaction (3),
J#i (t)~a
#
i p1(t)mi(t){b
#
iz1miz1(t), i§1: ð4Þ
To summarize, reactions (1)–(3) can be combined and written as
MizM1 K{{{{{{{{ I
ai
biz1
Miz1 K{{{{{{{ I
b#
iz1
a#
i
MizP1: ð5Þ
This shows how micelles help the transition from PrPC
monomers to PrP*. Both depletion rates bi and b
#
i represent, in
some sense, the probability that a monomer released by a micelle
of size i is stable in one of the two free isoforms, PrPC or PrP*. The
way we choose these coefficients in the model will strongly depend
on the structure of the micelles: we assume here a 3D spherical
micelle structure in agreement with in vitro observation, see Sec.
General assumptions and Fig. 1A.
Phase 3: Nucleation. In this phase, we denote by Pi a small
aggregate consisting of i§2 PrP* monomers up to a size n. Here, n
corresponds to the size required to form a so-called nucleus. We
name these intermediate aggregates oligomers. The reactions
involved in the formation of a nucleus Pn are the
P1zPi K{{{{{{{ I
kz
i
k{
iz1
Piz1, 1ƒiƒn{1: ð6Þ
Coefficient kzi is the rate at which a small aggregate Pi will bind
a PrP* monomer to form an aggregate Piz1. Here again, the
reaction is reversible and k{iz1 is the rate of the reverse reaction.
The net rate associated to reaction (6) is written as follows:
Hi(t)~k
z
i p1(t)pi(t){k
{
iz1piz1(t), 1ƒiƒn{1: ð7Þ
This process is called the nucleation because small aggregates are
still assumed to be composed of PrP* (Fig. 4A). And these oligomers
are unstable because the reaction is energetically unfavourable,
namely kzi =k
{
iz1vv1. Thus, oligomers can easily release PrP*
until their reach the critical nucleus size n. Once this size is reach, a
so-called the nucleation barrier is crossed, i.e. an aggregate of size n
is formed, and monomers become attached to the newly created
PrPSc isoform polymers (Fig 4B). An important hypothesis here, is
that the PrPC cannot reach this barrier which would be energetically
to high while PrP* isoform would decrease considerably this level of
energy necessary to reach the nucleus. This is the reason why the
micelle role of converting PrPC into PrP* is crucial here.
Phase 4: Polymers growth phase. After PrP* monomers
have formed a nucleus of size Pn, that is the minimal stable
structure of PrPSc, it polymerizes to form what we call polymers of
PrPSc and denoted by Pi when it consists in i§n PrP* monomers
(Fig. 5A). In this model, we assume that polymers only polymerize
with PrP* monomers and not with the PrPC. Indeed, we assume that
Figure 1. Micelle-like structures. A. Electron microscopy view of the rPrPC few minutes after solubilisation (see Materials and Methods). Samples
were adsorbed on carbon/formvar film and negatively stained by 2% uranyl-acetate, and examined on a Jeol 1200 EX. B. Diameter measurement of
the micelles observed on one sample as described in item A.
doi:10.1371/journal.pcbi.1003735.g001
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energy necessary to pass from PrPC to the PrPSc isoform is much
more important than the one to pass from the PrP* (stabilized by
micelles) to the PrPSc. Thus, similarly to the nucleation steps, we
define kzi and k
{
iz1, now for i§n, respectively the polymerization
rates and depolymerization rates such that
P1zPi K{{{{{{{ I
kz
i
k{
iz1
Piz1, i§n: ð8Þ
This step is thermodynamically favourable and kzi =k
{
iz1ww1.
The net rate of reaction (8) reads as (7), i.e.
Hi(t)~k
z
i p1(t)pi(t){k
{
iz1piz1(t), i§n: ð9Þ
Finally, we assume that under our experimental conditions (agitation)
both oligomers and polymers are subjected to a binary fragmentation,
namely they can split into two smaller polymers (Fig. 5B). This
phenomenon contributes to the growth phase by multiplying the
possible polymerization sites and explains why the mass of polymers
(Fig. 2) seems to increase exponentially after the lag time. Thus, we
define a splitting rate, given by ri, of a polymer Pi and the associate
distribution kernel kj,i. This latter gives the probability that a polymer
consisting of i monomers, when it splits, gives rise to two polymers: one
consisting of j monomers and another of i{j. The reaction is
Pi {{{{{{?
riki,j
Pi{jzPj , 1§j§i, ð10Þ
and the net rate is
Fi,j(t)~{riki,jpi: ð11Þ
All these considerations give us the material to write evolution
equations introduced in next section. These equations are the ones
used for simulation in the next sections.
Figure 2. Micelle-like structures precede amyloid fibril formation. Comparison of the dynamics of micelles and amyloids. Amyloid formation
was measured by fluorescence of ThT (in black circle) and micelles number (in red circle) counted directly on arbitrarily selected grids observed at the
same magnification (top in buffer B and down in buffer C).
doi:10.1371/journal.pcbi.1003735.g002
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Derivation of the model. The kinetic schemes and fluxes
derived in the previous section are summarized in Table 1. Using
the reaction fluxes notations, it is then now possible to derive
differential equations describing the dynamics of monomer,
micelles and polymer formation at time t§0 through their
concentrations (mi(t))i§1 and (pi(t))i§1. We recall that m1(t) is the
concentration of PrPC monomer, mi(t) with i§2 the concentra-
tion of micelles consisting of i monomers, p1(t) the concentration
of PrP* monomers, pi(t) with 2ƒiƒn{1 the concentration of
PrP* oligomers, pn(t) the concentration of nucleus and pi(t) with
i§nz1 the concentration of PrPSc polymers consisting of i
monomers.
We assume that the coefficient rates ai, bi, a
!
i , b
!
i , k
z
i , k
{
i and r
!
i
are non negative. Moreover, for any i§1 the kernel ki,j is non-
negative such that for j§i, ki,j~0. This latter equality means that
a polymer i§1 cannot split into bigger polymers, but only in two
smaller pieces. We assume that ki,j~ki,i{j for any 1ƒjƒi{1.
This symmetry assumptions means that we cannot distinguish
Figure 3. Schematic representation of a micelle and interactions with monomers. The blue pentagons represent the PrPC monomers, the
big orange spherical structure stands for a micelle consisting of i monomers, and the orange spheres (out of micelle) are the PrP* monomers
stabilized by micelles. Both types of monomers, PrPC and PrP*, interact with the micelles by association-dissociation with rates given by ai , bi , a!i and
b!i depending on the number i of monomers that form the micelle.
doi:10.1371/journal.pcbi.1003735.g003
Figure 4. Schematic representation of the nucleation. A. The PrP* monomers form small aggregates called oligomers. B. When the oligomer
reach a size n, the oligomer structure becomes stable and forms a PrPSc polymer.
doi:10.1371/journal.pcbi.1003735.g004
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between the fragmentation of a polymer i into two polymers j and
i{j or two other j{i and j, it is the same reaction. Finally, it is a
probability kernel, for any i§1, that is
Xi{1
j~1
ki,j~1, for any jƒi: ð12Þ
We are able now to write the differential equations associated to each
concentration. First, the PrPC monomers is involved in all the reactions
(1) and its dynamics is given by summing all the flux set up in (2):
dm1
dt
~{J1(t){
X
i§1
Ji(t): ð13Þ
The flux J1 appears twice because there is two monomers
involved in the first reaction. Then, the evolution of micelles
concentration is given by
dmi
dt
~Ji{1(t){Ji(t)zJ
#
i{1(t){J
#
i (t), for all i§2: ð14Þ
Indeed, there are four reactions that affects a micelle Mi. Two are
of type (1) with the PrPC monomers associated to the net rates Ji{1
and Ji while the two others are of type (3) with the PrP* monomer
associated to the net rates J#i{1 and J
#
i . Reactions (3), (6), (8) and (10)
involve PrP* monomers. The dynamics of m1(t) is written as follows:
dp1
dt
~{J#1 (t){
X
i§1
J#i (t){H1(t){
X
i§1
Hi(t){2
X
j§2
Fj,1(t)
Figure 5. Schematic representation of the polymers dynamics. A. The PrPSc polymers Pi (consisting of i monomers) bind (or loose) PrP* at its
ends. It is the polymerization (or de-polymerization process). B. Polymers split into two smaller pieces. A polymer Pi gives rise to two new polymers Pj
and Pi{j at a rate riki,j .
doi:10.1371/journal.pcbi.1003735.g005
Table 1. Reaction scheme and their related fluxes.
Description Reaction scheme Reaction fluxes
Micelle formation and PrP* released M1zMi K{{{{{{
ai
biz1
Miz1 Ji~aim1mi{biz1miz1
Miz1 K{{{{{{{ I
a#i
b#
iz1
MizP1
J#i ~a
#
i P1mi{b
#
iz1miz1
Amyloid polymerization
P1zPi K{{{{{{{ I
kzi
k{
iz1
Piz1
Hi~k
z
i p1pi{k
{
iz1piz1
Amyloid splitting Pi {{{{{{?
ri ki,j
Pi{jzPj
Fi,j~{riki,j pi
We denote mi~½Mi % and pi~½Pi %, the respective concentrations.
doi:10.1371/journal.pcbi.1003735.t001
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In particular, if 2
P
j§2 Fj,1 accounts for all fragmentations such
that a polymer j leads to a polymer of size j{1 and a monomer.
The reactions are counted twice because of the symmetry of the
reaction. Finally, oligomers and polymers follows the same
dynamics, given by reactions (6), (8) and (10) with their associated
fluxes. It is written as follows:
dpi
dt
~Hi{1(t){Hi(t)z
Xi{1
j~1
Fi,j(t){2
X
j§iz1
Fj,i(t),
for all i§2:
ð15Þ
The fragmentation terms account for all the splitting of a
polymer i to give two smaller ones of size less than i and the
creation of a new polymer i from the fragmentation of a bigger
one.
In conclusion, the model we developed can be summarized as as
a set of equations (13) to (15). The system has to be completed with
initial conditions that depend on the experimental conditions, that
is:
mi(0)~m
0
i §0 and pi(0)~p0i §0, for any i§1: ð16Þ
Before we analyse the system, we would like to emphasize the
fact that this model describes the concentration of all micelles and
polymers according to their size (number of monomers). Never-
theless it is possible to compute macroscopic quantity such as,
X
i§2
mi(t) and
X
i§2
imi(t),
respectively the concentration of micelles and the mass of micelles
which is the concentration of monomers in all the micelles.
Similarly,
X
i§2
pi(t) and
X
i§2
ipi(t),
stands for the concentration of polymers and the mass of polymers
that is the number of monomers in all the polymers. Finally, as we
consider a closed system, with neither degradation nor production
of monomers, it is then expected that the model preserves the total
mass of monomers which is written as follows:
d
dt
X
i§1
imi(t)z
d
dt
X
i§1
ipi(t)~0, for any t§0: ð17Þ
Indeed, summing all the equations of the system, and
particularly thanks to the properties of the probability kernel kj,i,
this conservation holds.
Analysis of the experimental results based on this model
A qualitative analysis of the dynamics of micelles and polymers
given by our model (see Fig. 6) is consistent with the one observed
in experiments (see Fig. 2). As expected, the correlation between
polymers formation and the decreasing of micelles concentration is
connected with the PrP* formation. For this purpose, we assume in
our simulations that PrP* monomers originate from micelles and
do not exist before, i.e. their initial concentration is null.
Furthermore, this model was built to analyse the lag phase and
be compared to data. Several definitions of the lag time exist but
they are mostly related to the half-time (denoted by T50), which is
the time when half of the final polymerized mass is reached. One
of the definitions links the T50 to the lag time by the relation:
Tlag~T50{2t, with 1=t the maximal slope of the sigmoid [6]
describing polymer dynamics with respect to time. This formula
makes sense for a genuine sigmoidal equation, but here we cannot
have any explicit solution to the model. Since the half-time T50 is
better defined and more tractable on our data, we choose to use it
to analyse our results. It is the possible to focus ourselves on four
main results provided by the model:
1. We perform an analysis of the delay before polymerization
starts when experiments are seeded with preformed PrPSc
polymers at different concentrations. Note that nucleation steps
are bypassed in this case since PrPSc already exists at the
beginning of our experiment. Previous works [4,16] predicted
the disappearance of the lag phase (Fig. S2) and expected the
half-time to go to zero. In Fig. 7B, we can see that these
phenomena are absolutely not observed experimentally while,
on the other hand, the model we introduced confirm perfectly
these observations and fit the data correctly. Moreover, as
expected the half time computed in our model does not
converge to zero when the seeding concentration of PrPSc
polymers increases.
2. Results in Fig. 7A show that the lag phase persists with an
increasing concentration of PrPC monomers considering the
nucleation case (without seeding). That fact is consistent with
the generation of active monomers in the system. The shape of
dependency to the initial condition is preserved, i.e. a linear
log-log shape, but it remains independent of the nucleus size
(Fig. S5). It comforts the idea that the Lag time does not
depend on a nucleation barrier. We emphasize that, for low
concentration of PrPC, the dispersion becomes higher, this
phenomenon could be explained by the stochasticity involved
in the system and by-passed at high concentration when the
interactions between proteins are facilitated. This has been
studied in [17].
3. In the conventional model of nucleation, if the seeding is
postponed, an increase of the T50 equal to the delay time
before seeding should be observed (at least in the very first
hours when the experiment takes place far enough from the
Tlag ). However, this dependency was not observed experimen-
tally and the T50 is less than the one expected. This suggests
that a phenomenon occurs during the early phase without
seeding, which accelerates polymerization when nucleus is
introduced. Our model explains this phenomenon by forma-
tion of the amyloid competent isoform and results are shown in
Fig. S4.
4. In the next step, we analyse the shape of the maximal speed
distribution of polymerization (1=t) as a function of initial
concentration. Our simulations appear to be qualitatively
consistent with the experimental data, with concave shape of
dependency (Fig. S3).
Taken together, these four points, allow us to conclude that
experimental data corroborate our model. Furthermore, it suggests
a simple explanation for the weak dependency of the lag time with
initial concentration and it proposes a new interpretation of the
overcoming kinetic barrier of the prion protein. A posteriori, the
microscopic processes involving prion proliferation, built here,
describe the observed in vitro macroscopic facts.
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Discussion
Evidences for the existence of micelle as an on-pathway during
the formation of amyloid in vitro leads then to the question of the
existence of such intermediate in vivo. Indeed, the concentrations
of rPrP used to study the in vitro polymerization are far above
those observed in vivo and buffers involved are not compatible
with life. But, in the view presented here, micelles play the
important role to sustain the conformation that is eligible for the
amyloid formation. This suggests that the PrPC should reach a
specific conformation to be able to polymerize into amyloid. What
happens in vivo? It was recently shown that:
1. the conformational structure and stability of the recombinant
human PrP in a membrane environment are substantially
different from those of the free protein in solution [18,19]
2. anionic lipids bicelles converted a-helix-rich rPrP to a b-sheet
conformation [15],
3. lipid is necessary to convert PrPC to infectious PrPSc under
physiological conditions [20,21],
4. the hydrophobic highly conserved middle region of PrP is
involved in the interaction with lipid membranes [22], and
deletion in this part of the molecule impaired PrPSc induced
conversion [23]. This phenomenon was also observed for other
amyloid forming peptides [14,24].
Thus our hypothesis is the formation of mixed-micelles
containing phospholipids and rPrP reducing the concentration
necessary to reach CMC (Critical Micellar Concentration) under
physiological conditions. We believe that it is consistent with the
appearance of nucleation, in vivo, at low concentration of
proteins.
The main characteristic of the in vivo formed amyloids is
infectiosity and this property is related to the amyloid structure
[25]. It is important to remind that most of the amyloids produced
in vitro are not infectious. However, recently it was shown that
addition of phospholipids [21] during in vitro polymerization leads
consistently to infectious amyloids [20,26]. Furthermore, it was
proven that rPrP proteins interact with membrane phospholipids
[19] and this interaction precedes conformational changes [18], a
phenomenon also observed for other amyloid forming peptides
[14]. Our hypothesis of formation of mixed-micelles containing
phospholipids and rPrP, in such mixed-micelles, as in pure prion
micelles, allow the protein to reach the PrP* conformation
competent to generate infectious amyloids.
Materials and Methods
General assumptions on the model
This model is used to fit data, that is why we have to give
assumptions on rates to obtain a physical and biological relevant
model. In the case of micelles(or 3D spherical structures as it is
observed experimentally here), we assume as in [27] that
assimilation rates ai and a
!
i are constant for any i§1 and we
denote them by a and a! respectively, both of them being positive
constants. Indeed, we assume that both types of proteins have the
same affinity with respect to micelles of any size. The depletion
rate needs to take the spherical structure of a micelle into account,
which radius linked to the number of monomers that composes it.
In [27], this term is given under the form
b0e
Ai{1=3zBi1=3 , for i§2, ð18Þ
which is derived from chemical potential for one species of
monomers. However, for the sake of simplicity we interpret
differently this form and adapt it to one model. First, we suppose
that in the smallest size, micelles do not transconformed PrPC
monomers into amyloid competent isoform. We justify this
assumption by thermodynamic constraints, assumed to be stronger
in the greatest size. As the term in i{1=3 is dominant for small
micelles, we let
biz1~b0e
Ai{1=3 : ð19Þ
The term in i1=3 is dominant in the greatest size, thus this part is
taken into account for the depletion of PrP*,
b!iz1~b
!
0e
Bi1=3 : ð20Þ
Now, for polymerization, we consider a constant polymer-
ization rate tw0, such that kzi is equal to t for any i§1, and a
Figure 6. Qualitative behaviour of the model. Evolution normalized of the quantity: PrPC, PrP*, the mass of micelles and the mass of polymers.
The dynamics are consistent with the experimental data shown in Fig. 2.
doi:10.1371/journal.pcbi.1003735.g006
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depolymerization rate k{i equal to a constant dw0 for ivn,
where n is the nucleus size and equal to 0 for longer polymer,
i§n, i.e. polymerization becomes an irreversible process after
the nucleus is reached. Moreover, a linear splitting rate is
taken, that is ri~r(i{1) with rw0 and a uniform kernel given
by
Figure 7. Half-time correlation between the model and experimental results. A. Diamonds are the T50 (in hours) obtain by fitting
experimental data with a sigmoid (see [10]) for initial concentration of PrPC equal to 0:4, 0:8 and 1:2mg:ml{1 . Squares are the mean value of the T50
while continuous line is the value obtain by the model for a concentration of PrPC varying from 0:4 to 1:2mg:ml{1 . B. Squares stand for the mean T50
(in hours) with standard error of the mean vs the seeding concentration of PrPSc (in log-scale), obtained for a series of experiments. In each
experiment the concentration of PrPC was fixed to m1(0)~0:4 mg/ml while the seeding concentration of PrP
Sc given by
P
i§2 ipi(0) (mass of
polymers) ranges from 0:4:10{14 to 0:4:10{1mg:ml{1 . The result here gives the T50 vs log10 (
P
i§2 ipi(0)=m1(0)). The continuous line corresponds to
the simulations obtained with the model.
doi:10.1371/journal.pcbi.1003735.g007
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ki,j~
1
i{1
, if iwjw0
0, otherwise:
8
<
: ð21Þ
Methods
Expression and purification of recombinant prion
protein. Recombinant 90–231 prion protein (rPrP) was produced
as described previously, see [10]. Protein concentrations were determined
spectrophotometrically (Beckman spectrophometer) using an extinction
coefficient of 25327M{1:cm{1 at 278nm and a molecular mass of
16,227kDa. Purity of the protein preparation was assessed by phase
reverse HPLC. The protein was stored lyophilized at {800C.
Transmission electron microscopy. Samples were ab-
sorbed on carbon/formvar-coated copper grids (300 mesh) (Agar
scientific, Saclay, France) and stained by negative contrast with 2%
(w/v) uranyl acetate for one minute. Labelled samples are observed
after negative contrast with uranyl acetate 2% on a JEOL 1200 EX II
transmission electron microscope (Service commun de microscopie
électronique de l’université Montpellier II, Montpellier, France) at
80KV of voltage. Number of micelles were counted directly on
images and size of micelles as well as length and width of fibrils were
measured using ImageJ software (http://rsbweb.nih.gov/ij/).
Kinetics measurements of polymerization. Kinetics of
amyloid formation was monitored in SpectraMax Gemini XS
(Molecular Devices). Samples containing 0:1 to 1:2mg:ml{1 of the
oxidized form of HaPrP90-231 (rPrP) were incubated in Buffer A,
Buffer B or Buffer C (see [10] for more details on the buffers
composition) upon continuous shaking at 1350 rpm in 96-well plates
and in the presence of ThT (10mM). The kinetics was monitored by
bottom-reading of fluorescence intensity using 445nm excitation and
485 and 500nm emission. Every set of measurements was performed
in triplicates, and the results were averaged. Previously prepared
amyloid were used to performed the seeding and the w/w per cent
were calculated assuming that suspension was homogeneous.
Numerical simulation. A code was developed to simulate
the equations and compared to data. It is available at http://www.
ci2ma.udec.cl/ehingant/.
Supporting Information
Figure S1 Characterization by antibodies of micelles.
Transmission electron microscopy view of micelles occurring as
spherical structures while PrPSc polymers appear as rigid-rod. The
method used: 1. Samples absorption on carbon/formvar-coated
copper grids (300 mesh) (Agar scientific, Saclay, France) 2.
Labelling with antibodies: 1/antibody 3F4 (Covance, Berkeley,
California; 1/100e in PBS 1% BSA), 2/antibody Rabbit anti
Mouse (1/400e in PBS 1%BSA), 3/antibody Goat anti Rabbit-
10 nm gold (1/100e in PBS BSA 1%) 3. Negative contrast staining
with 2% (w/v) uranyl acetate for one minute.
(TIFF)
Figure S2 Numerical simulation of the model in [14]. a,
The normalized polymerization shape of the mass of polymersP
i§2 ipi(t). The simulation is done for a range of seeding (initial
mass of PrPSc) given by
P
i§2 ipi(0) ranges from 0:4
:10{6 to
0:4:100 with a concentration of monomers PrPC given by
m1(0)~0:4 mg/ml. In this model there are no micelles, PrP
C
monomers directly polymerize with PrPSc. b, T50 vs. seeding
associated to the polymerization shape in (a), seeding is presented
in log-scale. Both show the Lag time Tlag together with half time
T50 disappear when seeding increase.
(TIFF)
Figure S3 Dependency of slope to the initial concentra-
tion of PrPC. Comparison of our model and the model in [14]
with experimental results. The slope vmax is the apparent
polymerization rate at the inflexion point or with the model: the
number
d
dt
X
i§2 ipi(tinflex) where tinflex is the inflexion time such
that
d2
dt2
X
i§2 ipi(tinflex)~0. a, Experimental data obtained in
different buffers. The slope is obtained by fitting them with a
sigmoidal shape. Red dot or the mean obtained through the
experiments. b, Result obtained with the nucleation-dependent
model [14] and c, with the micelle-dependent model presented in
the paper. The micelle-dependent model, item (c), appears in a
better agreement as a convex function.
(TIFF)
Figure S4 Dependency of the Half-time to a postpone
seeding. Circle is the mean with standard deviation of the half-
time over 3 experiments. Meanwhile, the solid line is the result
provided by the micelle-dependent model and the dashed line is the
theoretical Half-time when pure nucleation-dependent polymeriza-
tion is considered. This experiment consists in 4 test tubes
containing 0:4mg:ml{1 of PrPC monomers in the same buffer at
time t~0. Then, at t~0 the first tube is seeded with preformed
polymers this leads to a half-time set as the T050. The second test tube
is seeded 1 hour later (the seeding time) with the same concentration
of polymers and so forth. The T50 is supposed to be linearly brought
forward (dashed line) according to the seeding time, in the case
where nothing happens between the beginning of the experiments
and the time when polymers are introduced. Experimentally this
time is less than the one expected (circle). The formation of micelles
and transconformed monomers at the early phase explains this
situation. Indeed, the process had already started with the micelles
formation and active monomers PrP* in the buffer, before seeding.
Thus, polymerization starts earlier than expected.
(TIFF)
Figure S5 The half-time vs initial concentration of PrPC. It
appears that the decreasing rate in log scale of the half-time remains
independent on the nucleus size n for the micelle-dependent model
which is not consistent with the nucleation-dependent model.
(TIFF)
Figure S6 Transmission electron microscopy’s views of
the experiments at different times. The images represent an
arbitrary selection among many ones selected from the beginning
to the end of experiments in two different buffers corresponding to
Fig. 2, top (Buffer C) and bottom (Buffer B).
(TIFF)
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Étude de modèles mathématiques issus de
la biologie du cycle cellulaire et de la dynamique des protéines
Résumé : Découvrir, transmettre, diffuser. Voici le programme de ce manuscrit retraçant ma carrière
d’enseignant-chercheur depuis la soutenance de ma thèse de doctorat en 2001. En un peu plus de 15 années,
j’ai travaillé sur plusieurs modèles mathématiques appliquées à la biologie, correspondant à différentes périodes
de mon parcours. Dans le chapitre 1, je résume mes travaux d’analyse de modèles du cycle cellulaires appliqués
à la production de cellules sanguines et quelques dérèglements engendrant diverses pathologies comme la leucé-
mie ou l’anémie. Ces modèles sont principalement constitués d’équations différentielles non-linéaires à retards
provenant de l’intégration d’équations aux dérivées partielles hyperboliques structurées en âge. Les chapitres
2, 3 et 4 reprennent mes travaux sur les dynamiques des protéines, appliqués aux maladies liées au prion et
Alzheimer. Ils ont commencé alors que j’étais professeur assistant aux États-Unis et qui se poursuivent encore
maintenant. Les modèles sont constitués de systèmes d’équations aux dérivées partielles structurés en taille de
type polymérisation-fragmentation couplé à des équations différentielles non-linéaires. Le dernier chapitre fait
le point sur mes activités d’enseignement, d’encadrement et de diffusion. Je termine enfin par un bref aperçu de
mes projets de recherches en cours.
Mots clés : Biomathématiques ; Modèles non-linéaires ; Équations à retards ; Équations de transport ; Cycle cel-
lulaire ; Dynamique des protéines ; Prion ; Alzheimer.
Study of mathematical models arising
from the biology of the cell cycle and the protein dynamics
Abstract : Discover, pass-on and disseminate. Here is the program of this manuscript summarizing my associate
professor activities since my PhD defence in 2001. Within a little more than 15 years, I have been working
on several mathematical models applied to biology reflecting different periods of my curriculum. In chapter 1, I
summarize my analytical studies of the cell cycle models applied to blood cell production and disorders leading to
related pathologies like leukaemia or anaemia. These models consist essentially of non-linear delayed differential
equations arising from the integration of hyperbolic age structured partial differential equations. Chapters 2, 3
and 4 deal with my research work on protein dynamics applied to prion and Alzheimer disease. They have started
while I was assistant professor in the USA and keep on being my current centre of interest. Models consist of
systems of size structured polymerization-fragmentation partial differential equations coupled with non-linear
differential equations. The last chapter is dedicated to my teaching, supervising and disseminating activities. I
end it up with a short word on my work in progress.
Keywords : Biomathematics ; Non-linear modelling ; Equations with delays ; Transport equations ; Cell Cycle ;
Protein dynamics ; Prion ; Alzheimer.
Image en couverture : Croissance de la population de polymères du prion pathologique. Crédit image : Greer et al. (2006).
