Non-associative algebras by Van der Linden, Tim
ar
X
iv
:2
00
4.
06
39
2v
1 
 [m
ath
.R
A]
  1
4 A
pr
 20
20
NON-ASSOCIATIVE ALGEBRAS
TIM VAN DER LINDEN
Abstract. A non-associative algebra over a field K is a K-vector space A
equipped with a bilinear operation
Aˆ A Ñ A : px, yq ÞÑ x ¨ y “ xy.
The collection of all non-associative algebras over K, together with the product-
preserving linear maps between them, forms a variety of algebras: the category
AlgK. The multiplication need not satisfy any additional properties, such as
associativity or the existence of a unit. Familiar categories such as the vari-
eties of associative algebras, Lie algebras, etc. may be found as subvarieties
of AlgK by imposing equations, here xpyzq “ pxyqz (associativity) or xy “ ´yx
and xpyzq ` zpxyq ` ypzxq “ 0 (anti-commutativity and the Jacobi identity),
respectively.
The aim of these lectures is to explain some basic notions of categorical
algebra from the point of view of non-associative algebras, and vice versa.
As a rule, the presence of the vector space structure makes things easier to
understand here than in other, less richly structured categories.
We explore concepts like normal subobjects and quotients, coproducts and
protomodularity. On the other hand, we discuss the role of (non-associative)
polynomials, homogeneous equations, and how additional equations lead to
reflective subcategories.
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1. Introduction
An algebra is a vector space over a field, equipped with an additional multiplic-
ation. In practice, in the literature, and historically, this algebra multiplication
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2 SUMMER SCHOOL IN ALGEBRA AND TOPOLOGY
is usually taken to be associative, often also commutative, or else it is asked to
satisfy some other rule like the Jacobi identity. For us here, such special types of
algebras will be important classes of examples. However, in these lectures about
non-associative algebras we will a priori not ask that the multiplication of an al-
gebra satisfies any rule at all, besides that it is bilinear. This makes it possible
to treat many different types of algebras all at once, and interpret their common
properties by means of categorical-algebraic concepts.
From the point of view of Category Theory, vector spaces are simple and ex-
tremely well behaved. (Not only is a category of vector spaces always abelian; also
the fact that every vector space has a basis is important for us.) As we shall see,
adding a multiplication to a vector space actually makes its behaviour worse—so
for us, more interesting. The reason is, that this allows us to study categorical
concepts which are often trivial for vector spaces, but whose definition makes full
sense in a context which is only slightly different. In a way, it is still all Linear Al-
gebra. The categorical properties which we shall treat here are mainly those related
to the context of semi-abelian categories, which find a concrete use for instance in
homology of non-abelian objects.
2. Non-associative algebras
Throughout these lectures, we fix a field K.
Definition 2.1. A (non-associative) algebra pA, ¨q over K is a K-vector space A
equipped with a bilinear operation ¨ : AˆAÑ A : px, yq ÞÑ x ¨ y.
Recall that ¨ being bilinear means that it is linear in both variables x and y, so
that for all λ P K and x, x1, y, y1 P A,
px ` x1q ¨ y “ x ¨ y ` x1 ¨ y, x ¨ py ` y1q “ x ¨ y ` x ¨ y1,
pλxq ¨ y “ λpx ¨ yq “ x ¨ pλyq.
In other words, it induces a unique linear map AbAÑ A sending elements of the
form xb y P AbA to x ¨ y P A.
Depending on the type of non-associative algebra which is being considered, to
write the multiplication, several notations are common. We shall often drop the
dot and write xy for the product x ¨ y. In a context related to Lie algebras, x ¨ y is
usually written as a bracket rx, ys.
Unless when this would be confusing, we write A for an algebra pA, ¨q, dropping
the multiplication ¨.
3. Examples
In practice, additional conditions are imposed on the multiplication, and then
only those algebras are considered which satisfy these conditions. For instance, we
may ask that the multiplication of an algebra A is commutative, which means that
xy “ yx for all elements x, y of A, and decide to study only such algebras.
The word “condition” here means any set of equations that the multiplication
on an algebra should satisfy. In this section we give a number of examples of such
conditions. Later we makes the concept of “a condition” itself more precise and
investigate it in general.
Notation 3.1. We write Alg
K
for the category of non-associative algebras over K,
with between them linear maps f : AÑ B that preserve the multiplication:
fpλxq “ λfpxq, fpx` yq “ fpxq ` fpyq and fpx ¨ yq “ fpxq ¨ fpyq
for λ P K and x, y P A.
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Note that the identity function 1A : AÑ A : x ÞÑ x on an algebra A is always an
algebra map, and such is the composite g˝f : AÑ C of two algebra maps f : AÑ B
and g : B Ñ C.
Definition 3.2. Given categories C and D , if the objects and arrows of D are also
objects and arrows in C , and if the identities and the composition in D agree with
those in C , then D is called a subcategory of C .
A subcategory D of C is a full subcategory when the arrows in D are pre-
cisely the arrows in C between objects in D : for each pair of objects X , Y of D ,
HomDpX,Y q “ HomC pX,Y q.
Note that a full subcategory of a given category C is completely determined by
a choice of objects in C .
Definition 3.3. The collection of all K-algebras satisfying a chosen equational con-
dition is called a variety of non-associative algebras. It is any class of algebras
defined by a (possibly infinite) set of equations, considered as a full subcategory V
of Alg
K
. An object of V is often called a V -algebra.
In other words, the morphisms in a variety of non-associative algebras are again
the linear maps preserving the multiplication. Later on we shall determine exactly
which type of equations can occur here.
Example 3.4. An algebra A is said to be associative when xpyzq “ pxyqz for all
elements x, y, z of A. All associative algebras together form a variety of non-
associative algebras, AssocAlg
K
: so in these lectures, “non-associative” means “not
necessarily associative”.
Associative algebras are often asked to be commutative (xy “ yx) as well.
Surely commutativity also makes sense as a condition on its own.
Remark 3.5. It is easy to check that an associative Z-algebra is the same thing as
a ring (with or without unit). This doesn’t fit our definition of a non-associative
algebra though, because Z is not a field. We could have made Definition 2.1 more
general, so that this example could be included. We chose not to do this, because
it would make other aspects of the theory significantly more complicated.
Exercise 3.6. However, a lot can still be done. Throughout the text, try to extend
the theory from vector spaces to arbitrary rings, and discover where this may make
things more difficult.
Associativity may be weakened or modified, as in the next two examples.
Examples 3.7. An alternative algebra satisfies the equations xpxyq “ pxxqy
and pyxqx “ ypxxq. An anti-associative algebra satisfies the equation xpyzq “
´pxyqz.
We may also impose much stronger conditions, such as the next one.
Example 3.8 (Vector spaces as non-associative algebras). Any vector space V may
be considered as a non-associative algebra, by imposing a trivial multiplication:
xy “ 0, the product of any x, y P V is the zero vector of V .
We write VectK for the category of K-vector spaces and linear maps between
them. It is isomorphic to the variety AbAlg
K
of so-called abelian non-associative
algebras, which are those determined by the equation xy “ 0. This is of course not
the same thing as the commutativity condition xy “ yx in Example 3.4.
Indeed, if the functor that equips a vector space with the trivial multiplication is
written T : VectK Ñ AbAlgK, and U : AbAlgK Ñ VectK is the functor which forgets
the multiplication of a trivial algebra, then clearly T ˝U “ 1AbAlg
K
and U˝T “ 1VectK .
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Lie algebras (Example 3.10) are of a wholly different nature. First of all, they
are alternating:
Example 3.9. An algebra A is called alternating when xx “ 0 for every x in A.
It is said to be anti-commutative when xy “ ´yx for all x, y P A.
When it exists, the smallest natural number n such that
n “ 1` ¨ ¨ ¨ ` 1looooomooooon
n terms
is zero in K is called the characteristic of the field K. If such a number does not
exist—which can only happen when K is infinite—then we say that the characteristic
of K is 0. If the characteristic of the field K is different from 2, then these two
conditions (being alternating, being anti-commutative) are equivalent. If xx “ 0
for every x in A, then
0 “ pa` bqpa` bq “ aa` ab` ba` bb “ ab` ba
for all a, b P A. So alternating implies anti-commutative. Conversely, since we
can take x “ y, the equation xy “ ´yx implies xx “ ´xx, hence 0 “ xx ` xx “
p1` 1qxx “ 2xx. So unless 0 “ 2 in the field K, this implies that xx “ 0.
However, they are not equivalent in general: the simplest example of a field of
characteristic 2 is the field F2 “ t0, 1u “ Z{2 of integers modulo 2. Over F2, the
2-dimensional vector space with basis tx, yu becomes an anti-commutative algebra
which is not alternating if we define its multiplication as xx “ y and xy “ yx “
yy “ 0. Note that xx “ y “ ´y “ ´xx.
Example 3.10. The category LieK of Lie algebras over K consists of those altern-
ating algebras satisfying the Jacobi identity
xpyzq ` zpxyq ` ypzxq “ 0.
Lie algebras are notorious because of their connection with Lie groups, which
are smooth manifolds that carry a (compatible) group structure. Actually, each
Lie group induces a Lie algebra over R, and this process gives rise to a non-trivial
equivalence of suitably chosen subcategories.
Another source of Lie algebras (over any field) are those coming from associative
algebras. There is a functor G : AssocAlg
K
Ñ LieK which takes an associative algebra
pA, ¨q and sends it to the couple pA, r´,´sq where
r´,´s : AˆAÑ A : px, yq ÞÑ rx, ys “ xy ´ yx.
It is easy to check (Exercise 3.12) that this bracket does indeed define a Lie algebra
structure on A. The functor G sends a morphism of associative algebras to the
same linear map, now a morphism of Lie algebras, since it automatically preserves
the bracket.
Note that two elements x, y of pA, ¨q commute (xy “ yx) if and only if their
bracket vanishes (rx, ys “ 0); so the associative algebra pA, ¨q is commutative if and
only if the Lie algebra pA, r´,´sq is abelian.
The functor G is not an equivalence of categories—the two types of structure are
fundamentally different—but it has a left adjoint LieK Ñ AssocAlgK which is called
the universal enveloping algebra functor; see Definition 7.5.
Exercise 3.11. Read about Lie groups and how they give rise to Lie algebras.
Exercise 3.12. Show that the bracket above defines a Lie algebra structure on A.
Exercise 3.13. Investigate the universal enveloping algebra functor.
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Example 3.14. Instead of being alternating, we may ask that the multiplication of
an algebra satisfying the Jacobi identity is anti-commutative (xy “ ´yx). Then
this algebra is called a quasi-Lie algebra. The variety qLie
K
of quasi-Lie algebras
coincides with LieK as long as the characteristic of the field K is different from 2.
However, when charpKq “ 2, the variety LieK is strictly smaller than qLieK: the
algebra over F2 given in Example 3.9 is a quasi-Lie algebra which is not Lie.
Approaches to Lie algebras via operads usually deal with quasi-Lie algebras in-
stead, because the repetition of the variable x which occurs in the equation xx “ 0
cannot be expressed within that framework, so the equation xy “ ´yx serves as a
substitute.
We may further weaken or modify this definition as follows.
Example 3.15. A Leibniz algebra is a non-associative algebra satisfying a vari-
ation on the Jacobi identity, namely pxyqz “ xpyzq`pxzqy. It is easy to see that an
anti-commutative algebra is a Leibniz algebra if and only if it is a quasi-Lie algebra.
Example 3.16. A Jordan algebra is a commutative algebra (xy “ yx) which
satisfies the Jordan identity pxyqpxxq “ xpypxxqq.
If a non-associative algebra is commutative and satisfies the Jacobi identity,
then it is called a Jacobi–Jordan algebra. Over a field of characteristic 2,
quasi-Lie algebras and Jacobi-Jordan algebras coincide (since commutative = anti-
commutative). In particular then, they are Jordan algebras: indeed, the Jacobi
identity implies that 3xpxxq “ 0, so xpxxq “ 0; then via Example 3.15, we see that
pxyqpxxq “ xpypxxqq ` pxpxxqqy “ xpypxxqq.
Many more examples of varieties of non-associative algebras exist in the literat-
ure. We end with two extreme ones:
Examples 3.17. The largest variety of non-associative K-algebras is Alg
K
itself (no
conditions) and the smallest one is the trivial variety 0 (consisting of the zero
algebra only, satisfying all equations possible, including x “ 0).
Example 3.18. Unitary (associative) algebras—those pA, ¨q which have an element
1 for which x ¨ 1 “ x “ 1 ¨x—do not form a variety in our sense, since the existence
of 1 cannot be expressed as an equational condition. This does not mean that an
algebra cannot have a unit. On the other hand, even between algebras with units,
a priori there is no reason why a morphism of algebras should preserve this unit.
The aim is now to explore some basic categorical concepts in the context of
non-associative algebras. Most of what we are going to prove here may be seen as
consequences of more general results, but to take that approach would defeat our
purpose of keeping things simple.
We work in a chosen variety of non-associative algebras V . The concepts we
shall define do not depend on which variety we choose; here is a little example.
Recall that a morphism f : AÑ B in a category is an isomorphism if and only if
there exists a morphism g : B Ñ A such that f˝g “ 1B and g˝f “ 1A.
Lemma 3.19. In a variety of non-associative algebras V , a morphism is an iso-
morphism if and only if it is a bijection.
Proof. It follows immediately from the definition that any isomorphism of non-
associative algebras is an isomorphism of its underlying sets, which makes it a
bijection. Conversely, let f : AÑ B be a bijective morphism in V . Then we need
to show that the inverse function g : B Ñ A is also a morphism in V , i.e., a K-
algebra morphism. This is easy to see, using that f is an injective morphism. For
instance, gpx ¨ yq “ gpxq ¨ gpyq for any x, y P B, because
fpgpx ¨ yqq “ x ¨ y “ fpgpxqq ¨ fpgpyqq “ fpgpxq ¨ gpyqq. 
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4. The zero algebra; kernels and cokernels
Any variety of non-associative K-algebras contains the zero-dimensional K-vector
space 0 (whose unique element is also denoted 0) as an object. Its multiplication is
the unique map ¨ : 0ˆ0Ñ 0: p0, 0q ÞÑ 0 ¨0 “ 0, which of course satisfies all possible
equations. Categorically, this algebra is a zero object, and its existence makes any
variety of non-associative algebras into a pointed category.
Definition 4.1. An object T is terminal in a category C when for each object A
of C there is exactly one arrow AÑ T in C . An object I is initial in C when for
each object B of C there is exactly one arrow I Ñ B in C .
A zero object or null object in a category C is an object (denoted 0) which is
both initial and terminal. Given any two objects A and B of C , there is a unique
zero arrow 0: AÑ 0Ñ B.
When a category has a terminal (or an initial) object, this object is necessarily
unique up to isomorphism: for any two terminal objects T and T 1 there are unique
arrows T Ñ T 1 and T 1 Ñ T , which are each other’s inverse, because their composites
T Ñ T 1 Ñ T and T 1 Ñ T Ñ T 1 are necessarily equal to the identity morphism on T
and T 1, respectively.
Examples 4.2. In the category Set of sets and functions, the empty set is initial,
and any one-element set is terminal. The same holds for topological spaces, when
these sets are equipped with their unique topology.
The zero algebra is a zero object in any variety of non-associative algebras,
because the unique linear map to it or from it does automatically preserve the
multiplication. Between any two algebras A and B, the zero arrow is the morphism
AÑ B : x ÞÑ 0.
Proposition 4.3. Any variety of non-associative algebras is a pointed category,
where the zero object is the zero algebra. 
The context of a pointed category is the right categorical environment for the
definition of the concepts of the kernel and cokernel of a morphism.
Definition 4.4. In a pointed category C , an arrow k : K Ñ A is a kernel of an
arrow f : AÑ B when f˝k “ 0, and every other arrow h : C Ñ A such that f˝h “ 0
factors uniquely through k via a morphism h1 : C Ñ K such that k˝h1 “ h.
K
k
$,◗◗
◗◗◗
◗
A
f ,2 B
C @h
3:♠♠♠♠♠♠
D!h1
LR✤
✤
✤
In other words, in the category where an object is an arrow h : C Ñ A such that
f˝h “ 0 and a morphism g : hÑ i between such arrows is a commutative triangle
D
i
#+PP
PPP
P
A
f ,2 B,
C h
3;♥♥♥♥♥♥
g
LR
a kernel of f is a terminal object. Hence kernels are unique up to isomorphism.
Because of this, when a kernel exists, we sometimes speak about “the kernel” (or
“the cokernel”) of a morphism.
In a variety of non-associative algebras, for any arrow f : AÑ B there exists
a kernel k : K Ñ A, namely its kernel in the vector space sense. Explicitly, the
algebra K may be obtained as tx P A | fpxq “ 0u with the induced operations,
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and k : K Ñ A as the canonical inclusion. Since f is a morphism of algebras, for
x, y P K and λ P K we have fpx ` yq “ fpxq ` fpyq “ 0, fpλxq “ λfpxq “ 0 and
fpx ¨yq “ fpxq ¨fpyq “ 0, so that K is a K-algebra. If now h : C Ñ A is a morphism
such that f˝h “ 0, then we must define h1 : C Ñ K as the map which sends x P C
to hpxq P K—note that fphpxqq “ 0. This is the only function which makes the
triangle commute, and it is a morphism, because h is a morphism.
Proposition 4.5. A kernel of a morphism of non-associative algebras is computed
as the kernel of the underlying linear map. 
Reversing the arrows, we find the definition of a cokernel:
Definition 4.6. In a pointed category C , an arrow q : B Ñ Q is a cokernel of an
arrow f : AÑ B when q˝f “ 0, and every other arrow h : B Ñ C such that h˝f “ 0
factors uniquely through q via a morphism h1 : QÑ C such that h1˝q “ h.
Q
A
f ,2 B
q 3;♥♥♥♥♥♥
@h $,◗
◗◗◗
◗◗
C

D!h1
✤
✤
✤
In a variety of non-associative algebras, any arrow has a cokernel, but its con-
struction is slightly more complicated and needs some preliminary work.
5. Kernels and ideals, cokernels and quotients
In varieties of non-associative algebras, arrows which are kernels can be char-
acterised as ideals. An ideal of an algebra is like an ideal of a ring, or a normal
subgroup of a group, which admit a similar categorical characterisation. This is
the first place where we see that the added multiplication which distinguishes an
algebra from a mere vector space makes an actual difference: not every subalgebra
can occur as a kernel.
Definition 5.1. Given an algebra A, a subalgebra of A is a subspace S of A
which is closed under multiplication, so SS Ď S.
An ideal I of A is a subalgebra such that AI Ď I Ě IA: for all a P A and x P I,
the products ax and xa in A are still elements of I.
For a given algebra in V , all of its subalgebras are V -algebras as well, since the
multiplication on A restricts to a multiplication on S, which of course makes the
same equations hold. In fact, a subset S Ď A is a subalgebra precisely when the
canonical injection s : S Ñ A is a morphism in V .
Example 5.2. Write Kxxy for the set of associative polynomials with zero constant
term in x, which is the K-vector space with basis tx, x2, . . . , xn, . . . u, equipped with
the obvious associative multiplication determined by xmxn “ xm`n. Then the
vector space generated by the even degrees tx2k | k ě 1u of x forms a subalgebra
of Kxxy which is not an ideal.
Proposition 5.3. For a subalgebra K of an algebra A, let k : K Ñ A denote the
canonical inclusion. Let q : AÑ A{K : a ÞÑ a`K denote the canonical linear map
to the quotient vector space A{K “ ta`K | a P Au.
The following conditions are equivalent:
(i) K is an ideal;
(ii) there is a unique algebra structure on A{K for which q : AÑ A{K becomes
a morphism of algebras; then k is the kernel of q, and q is the cokernel of k;
(iii) k is the kernel of some morphism of algebras f : AÑ B.
A map k : K Ñ A satisfying these conditions is called a normal monomorphism.
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Proof. (iii) implies (i): if k is a kernel of f then for all x P K and a P A we have
fpxaq “ fpxqfpaq “ 0fpaq “ 0. Likewise, fpaxq “ 0, so that xa and ax are in K.
Hence K is an ideal of A.
Clearly, (ii) implies (iii), so let us prove that (i) implies (ii). For q to become a
morphism of algebras, we have no choice but to put pa`Kq ¨ pb`Kq “ ab`K for
a, b P A. Clearly then, k will be the kernel of q.
We need to prove that this multiplication on A{K is indeed a K-algebra structure.
First of all, it is well defined: if a`K “ a1 `K, then
pa`Kq ¨ pb`Kq “ ab`K “ ab` pa1 ´ aqb`K “ a1b`K “ pa1 `Kq ¨ pb`Kq,
since pa1 ´ aqb P KA is in the ideal K. Similarly, the multiplication does not
depend on the chosen representative in the second variable. Its bilinearity follows
immediately from the bilinearity of the multiplication on A. Finally, any equation
which holds in A also holds in A{K, so the K-algebra A{K is an object of V .
Let us now check that the morphism q : AÑ A{K is indeed the cokernel of k.
Suppose h : AÑ C is a morphism such that h˝k “ 0. Then we have no choice
but to impose that h1 : A{K Ñ C takes a class a ` K and sends it to hpaq. The
question is, whether this defines a morphism of algebras. First of all, the choice
of representatives plays no role, since a `K “ a1 `K implies a´ a1 P K, so that
hpaq ´ hpa1q “ hpa´ a1q “ 0. The other properties follow easily. 
In other words, ideals have quotients, kernels have cokernels. What about the
cokernel of an arbitrary morphism of algebras? For this we need a description of
the ideal of A generated by a subset S Ď A, which is the smallest ideal of the
algebra A that contains S.
Proposition 5.4. Given any subset S of an algebra A, the ideal I of A generated
by S exists, and may be obtained as follows:
(1) I is the intersection of all ideals of A that contain S;
(2) I is the union of the sequence of subspaces In of A, obtained inductively as
follows:
¨ I0 is the subspace of A, generated by S;
¨ In`1 is the subspace of A, generated by In, AIn and InA.
In other words, each element of I can be obtained as a linear combination of ele-
ments of S and products of elements S with elements of A.
Proof. For the proof of (1), consider the set of ideals
J “ tJ Ď A | J is an ideal of A containing Su.
This set is non-empty because it contains A. Any intersection of a set of subspaces
of a vector space is still a subspace. If those subspaces happen to be ideals, then
the result is still an ideal, since for x P
Ş
J and a P A, the products ax and xa are
elements of all members of the set J, so they are in its intersection. It follows thatŞ
J is itself an element of J, and clearly it is the smallest element.
For (2) we have to prove that the subset L “
Ť
nPN In of A is an element of J.
Note that the elements of In`1 are linear combinations of products of elements of
the form ax, xa and x, where a P A and x P In. It is easily seen that this set L is
still a subspace of A, and it is also obvious that L is an ideal. Note that any ideal
of A that contains S necessarily also contains the other elements of L, so I and L
must coincide. 
Note that the ideal generated by a subset S of an algebra A may be obtained as
the smallest ideal that contains the subspace of A spanned by S.
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Proposition 5.5. In any variety of non-associative algebras, given a morphism
f : AÑ B, a cokernel q : B Ñ Q of it exists, and may be obtained as follows:
(1) take the image fpAq “ tfpaq | a P Au, this is a subalgebra of B;
(2) take the smallest ideal I of B containing fpAq;
(3) let q be the quotient B Ñ B{I.
Proof. Propositions 5.3 and 5.4 already tell us that this procedure can indeed be
carried out. Actually, (1) needs to be checked separately, but this is easy. We only
have to show that the result q is a cokernel of f .
Since we know that q is a cokernel of the canonical inclusion i : I Ñ B, we only
need to prove that carries out the same role for f . This amounts to showing that
for any morphism h : B Ñ C, we have h˝f “ 0 if and only if h˝i “ 0. Note that
since fpAq Ď I, there exists f 1 : A Ñ I : a ÞÑ fpaq such that i˝f 1 “ f . Hence
h˝i “ 0 implies h˝f “ h˝i˝f 1 “ 0. For the converse, we know that h vanishes on all
elements of I of the form fpaq for a P A, and need to extend this to all of I. This
is clear however, since each element of I is linear combination of elements of fpAq
and products of elements fpAq with elements of B. 
6. Short exact sequences and protomodularity
One of the key notions of Homological Algebra is the concept of a (short) exact
sequence. It can be defined in any pointed category which has kernels and cokernels,
so in particular in all varieties of non-associative algebras. As it turns out, here
the concept is particularly well behaved, since the Split Short Five Lemma holds.
This implies that a variety of non-associative algebras is always a protomodular
category—a central notion in Categorical Algebra, and part of the definition of a
semi-abelian category.
Definition 6.1. In a pointed category, a short exact sequence is a couple of
composable morphisms pf : AÑ B, g : B Ñ Cq where f is a kernel of g and g is a
cokernel of f .
This situation is usually pictured as a sequence
0 ,2 A
f ,2 B
g ,2 C ,2 0. (‹)
Knowing that a couple of composable morphisms is a short exact sequence en-
codes certain information about the objects involved. This is precisely the type of
information that is dealt with by Homological Algebra.
In a category of vector spaces, for instance, the exactness of this sequence
not only says that C – B{A; it also implies that B is isomorphic to the direct
sum A‘ C: up to isomorphism, the outer objects completely determine the middle
one. This is a consequence of the next result (Theorem 6.5), which is valid in any
variety of non-associative algebras. We first need a definition.
Definition 6.2. A morphism f : A Ñ B in a category C is said to be a split
epimorphism when there exists a morphism s : B Ñ A such that f˝s “ 1B.
Dually, a morphism s : B Ñ A in C is called a split monomorphism when
there exists a morphism f : AÑ B such that f˝s “ 1B.
As we see, split epimorphisms and split monomorphisms occur together: the
splitting s of a split epimorphism f is a split monomorphism, and vice versa.
Example 6.3. In Set, any injection s : B Ñ A where B ‰ H is a split monomorph-
ism. The statement that “any surjection f : AÑ B is a split epimorphism” is equi-
valent to the Axiom of Choice, which allows us to define s : B Ñ A by picking, for
each b P B, an element a in f´1pbq, and calling this spbq.
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Example 6.4. Under the the Axiom of Choice, every vector space has a basis. Then
in VectK, every surjective linear map g : B Ñ C is a split epimorphism. A splitting
s : C Ñ B for g may be defined as follows. Let Y be a basis of C. Then the restric-
tion of g to a function g´1pY q Ñ Y is a surjection. Hence it is a split epimorphism.
Let t : Y Ñ B denote a splitting, viewed as a function with codomain B. Since Y
is a basis of C, the function t extends to a linear map s : C Ñ B.
Outside these two examples, split monomorphisms and split epimorphisms tend
to be quite scarce. For a given morphism of non-associative algebras, to belong to
one of those classes is a strong condition with serious consequences.
Theorem 6.5 (Split Short Five Lemma). In a variety of non-associative algebras,
consider the diagram
A
α

f ,2 B
β

g ,2 C
s
lr
γ

D
k
,2 E
q ,2 F
t
lr
where f is a kernel of g and k is a kernel of q, where g˝s “ 1C and q˝t “ 1F , and
where the three squares commute: β˝f “ k˝α, q˝β “ γ˝g and β˝s “ t˝γ. If α and γ
are isomorphisms, then β is an isomorphism as well.
Proof. By Lemma 3.19, it suffices that β is injective and surjective. Consider e P E,
then e´ tqpeq is sent to 0 by q, so there is a d P D such that e “ kpdq ` tqpeq. Take
a “ α´1pdq, c “ γ´1pqpeqq and b “ fpaq ` spcq. Then
βpbq “ βpfpaq ` spcqq “ kpαpα´1pdqqq ` tpγpγ´1pqpeqqqq “ e,
which proves that β is surjective.
To prove its injectivity, let b P B be such that βpbq “ 0. Since then also 0 “
qpβpbqq “ γpgpbqq, and since γ is an injection, gpbq “ 0. Hence there is an a P A
such that fpaq “ b. Now kpαpaqq “ βpfpaqq “ βpbq “ 0, while both k and α are
injections, so a “ 0. It follows that b “ fpaq “ 0. 
Note that in this proof we are only using the (additive) group structure of the
algebras. This is not a coincidence, as the result is valid in contexts which are much
more general than the one where we are working now.
Corollary 6.6. In a short exact sequence of vector spaces such as (‹), the object B
is isomorphic to A‘ C.
Proof. Being a cokernel, the morphism g is a surjection, which implies that it is a
split epimorphism of vector spaces. Let s : C Ñ B be a splitting for g, and consider
the diagram
A
x1A,0y ,2 A‘ C
β

piC ,2
C
x0,1Cy
lr
A
f
,2 B
g ,2
C
s
lr
where βpa, cq “ fpaq ` spcq for a P A, c P C. The result now follows from The-
orem 6.5. 
Nothing like this is true for algebras, though. In general it is much harder to
recover the middle object in a short exact sequence.
Exercise 6.7. Find an example of a short exact sequence in which the middle object
does not decompose as a direct sum of the outer objects.
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On the other hand, Theorem 6.5 says that any variety of non-associative algebras
is Bourn protomodular, and as such it has important consequences, some of
which we shall encounter later on.
In order for us to give the definition of a (potentially long) exact sequence, we
need the category to have a richer structure. In this stronger context, we will also
be able to extend Theorem 6.5 to general (non-split) short exact sequences.
To proceed, we need a more precise view on precisely which kind of an equation
may determine a variety of non-associative algebras. It turns out that for this,
the notion of a non-associative polynomial is crucial. We use it to determine some
important adjunctions which occur in this context.
7. Polynomials and free non-associative algebras
Definition 7.1. A magma is a set X equipped with a binary operation
¨ : X ˆX Ñ X : px, yq ÞÑ x ¨ y “ xy.
A morphism of magmas f : pX, ¨q Ñ pY, ¨q is a function f : X Ñ Y which preserves
the multiplication: fpx ¨ x1q “ fpxq ¨ fpx1q for all x, x1 P X . Magmas and their
morphisms form a category denoted Mag.
Like for non-associative algebras, the multiplication in magma pX, ¨q need not
satisfy any additional rules such as associativity or the existence of a unit. On
the other hand, any (abelian) group or (commutative) monoid has an underlying
magma structure, and a non-associative algebra has two such structures (associated
with ` and ¨).
Definition 7.2. Let S be a set. A non-associative word in the alphabet S is a
finite sequence of elements of S (called the letters of the word) and brackets “p”
and “q” of the following kinds (and no others):
(1) all elements of S are non-associative words;
(2) if x and y are elements of S, then the string xy is a non-associative word;
(3) if x is an element of S and w is non-associative word which is not in S,
then the strings xpwq and pwqx are non-associative words;
(4) if v and w are non-associative words which are not in S, then the string
pvqpwq is a non-associative word.
We writeMpSq for the set of non-associative words in the alphabet S. The length
of a word is the number of letters (in S, brackets don’t count) that it consists of,
and the degree of a letter the number of times it occurs in the given word. We
sometimes write ϕpx1, . . . , xnq for a word in which the elements x1, . . . , xn of S
(and no others) appear.
The rules (2)–(4) define a binary operation ¨ on MpSq making it into a magma
which we call the free magma on S. The canonical inclusion of S into MpSq
obtained from (1) is written ηS : S ÑMpSq.
Examples 7.3. When S “ tx, y, zu, the strings x, xy, pxyqz, xpyzq, xpxyq, pxpyzqqx
and pxyqpzxq are elements of MpSq. The strings xpyzqx and xyz are not in MpSq,
and neither is the string pq. (This “empty string” appears when considering free
unitary magmas.)
Proposition 7.4. For every magma pX, ¨q and every function f : S Ñ X there
exists a unique morphism of magmas f : pMpSq, ¨q Ñ pX, ¨q such that the triangle
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of functions
S
ηS ,2
f
$❄
❄❄
❄❄
❄❄
❄ MpSq
fz⑧
⑧
⑧
⑧
X
commutes.
Proof. The function f must send an element x of S to fpxq in order to make the
triangle commute. It must preserve products, so a string xy of type (2) is sent to
fpxq ¨ fpyq. Now suppose that fpwq is defined for words w of length smaller than
or equal to n. Then necessarily fpxpwqq “ fpxq ¨ fpwq and fppwqxq “ fpwq ¨ fpxq
for all x P S. Furthermore, if v and w are words of length 2 or more such that the
sum of their lengths is n ` 1, then necessarily fppvqpwqq “ fpvq ¨ fpwq. This fixes
the definition of f for all words of length n` 1. 
The free magma construction conspires to a functor M : Set Ñ Mag which
sends a set S to MpSq, and a function f : S Ñ T to the morphism of magmas
Mpfq : MpSq Ñ MpT q induced by ηT ˝f : S ÑMpT q. On the other hand, there is
the forgetful functor Mag Ñ Set which forgets about multiplications, taking a
magma and sending it to its underlying set.
This situation fits the following general definition, of one of the key concepts in
Category Theory:
Definition 7.5. Consider a pair of functors L : C Ñ D and R : D Ñ C . Then L
is said to be left adjoint to R, and R is said to be right adjoint to L, when
for every object C of C there is a morphism ηC : C Ñ RpLpCqq in C , such that
for every object D of D and every morphism f : C Ñ RpDq there exists a unique
morphism f : LpCq Ñ D in D such that the triangle
C
ηC ,2
f
$❄
❄❄
❄❄
❄❄
❄ RpLpCqq
Rpfqz⑧
⑧
⑧
⑧
RpDq
commutes in C . This is often denoted in symbols as L % R. When they exist,
adjoints are unique (up to isomorphism), so we may say that R has a left adjoint
or L has a right adjoint. The collection of morphisms pηCqC is called the unit
of the adjunction, and always forms a natural transformation from 1C to R˝L,
which means that for every morphism c : C Ñ C 1 in C , the square
C
c

ηC ,2 RpLpCqq
RpLpcqq

C 1
ηC1
,2 RpLpC 1qq
in C is commutative.
In other words, the free magma functor is left adjoint to the forgetful functor to
Set, and in fact this is the reason why it carries that name: it plays the same role
as the free group functor, for instance.
There are many equivalent ways to phrase adjointness, and going into the general
theory of adjunctions here would lead us too far. However, we will meet several
further examples, starting at once with the following one, which makes one of the
relationships between non-associative algebras and magmas explicit:
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Example 7.6. For any field K, the forgetful functor Alg
K
Ñ Mag which takes an
algebra pA, ¨q and sends it to the underlying set of the vector space A, equipped
with the multiplication ¨, has a left adjoint denoted Kr´s : Mag Ñ Alg
K
and called
themagma algebra functor. (It is a variation on the group algebra functor which
plays a similar role for groups and cocommutative Hopf algebras.)
The functor Kr´s takes a magma pX, ¨q and sends it to the K-vector space KrXs
with basis X , whose elements are finite linear combinations of the elements of X ,
equipped with the multiplication ¨ : KrXs ˆ KrXs Ñ KrXs defined by
` nÿ
i“1
λixi,
kÿ
j“1
µjyj
˘
ÞÑ
nÿ
i“1
kÿ
j“1
λiµjpxi ¨ yjq
for xi, yj P X and λi, µj P K. Note that its bilinearity is obvious.
Kr´s satisfies the universal property of a left adjoint, because for the natural
inclusion η˜pX,¨q : pX, ¨q Ñ pKrXs, ¨q, we have that any given morphism of magmas
f : X Ñ A, where pA, ¨q is a non-associative algebra, extends to a unique morphism
of algebras f 1 : KrXs Ñ A such that f 1˝η˜X “ f in Mag. Indeed, this just follows
from the fact that X is a basis of KrXs and the definition of the multiplication
of that algebra. As in the case of magmas, this determines how the functor Kr´s
should act on morphisms.
Example 7.7. Adjunctions compose, and thus we find the construction of the free
non-associative K-algebra on a set.
Set
M ,2
K Mag
Kr´s ,2
K
Forget
lr AlgK
Forget
lr
The functors to the left first forget the vector space structure of an algebra A, then
the multiplication of the underlying magma pA, ¨q, so that we obtain the underlying
set of A. Looking at the diagram in Set
S
ηS ,2
f
)❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏ MpSq
f
✤
✤
✤
η˜MpSq ,2 KrMpSqs
f
1
ut
t
t
t
t
A
it is easy to see that the composite functor to the right does indeed satisfy the
universal property of a left adjoint.
Exercise 7.8. Use this idea to prove that adjunctions compose in general: given
functors L : C Ñ D , L1 : D Ñ E and R : D Ñ C , R1 : E Ñ D such that L % R and
L1 % R1, show that L1˝L % R˝R1.
For a given set S, an element of KrMpSqs is a K-linear combination of non-
associative words in the alphabet S. In other words:
Definition 7.9. For a given set S, a (non-associative) polynomial with vari-
ables in S is an element of the free K-algebra on S. For the sake of simplicity, we
write KvSw for the algebra KrMpSqs.
A monomial in KvSw is any scalar multiple of an element of MpSq. The type
of a monomial ϕpx1, . . . , xnq is the element pk1, . . . , knq P N
n where ki is the degree
of xi in ϕpx1, . . . , xnq. A polynomial is homogeneous if its monomials are all of
the same type. Any polynomial may thus be written as a sum of homogeneous
polynomials, which are called its homogeneous components.
Remark 7.10. Our algebras need not have units, and so our polynomials have no
constant terms.
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Examples 7.11. When S “ tx, y, zu and K is any field, x, xy, xx, pxxqx, -xpxxq,
pxpyzqqx, xy ` yx, xpyzq ´ pxyqz, xpyzq ` zpxyq ` ypzxq and xy ´ yx ` pxyqz are
polynomials over S. The first six of those are monomials, the next three are ho-
mogeneous polynomials (of respective types p1, 1q, p1, 1, 1q and p1, 1, 1q in px, y, zq),
while the last one is not homogeneous, and its homogeneous components are xy´yx
and pxyqz.
8. Varieties of non-associative algebras
The next step is to understand what is a variety of non-associative algebras from
the categorical viewpoint. We first make Definition 3.3 fully precise. What was
missing there is an explicit description of what exactly is an equational condition
that determines a variety. We now see that it is given by an algebra of non-
associative polynomials, an ideal of a free algebra.
We fix a countable set of variables X “ tx1, x2, . . . , xn, . . . u and consider the free
K-algebra KvXw. An element ψ of this algebra is a polynomial in a finite number
of variables, say x1, . . . , xn. (In concrete examples we often prefer using letters x,
y, z, etc. for the variables in a polynomial.)
Given elements a1, . . . , an in an algebra A, the universal property of free algebras
gives us a unique algebra morphism z : KvXw Ñ A which sends xi to ai if 1 ď i ď n,
and to 0 otherwise. We shall write ψpa1, . . . , anq for zpψq, and say that the element
ψpa1, . . . , anq of A is obtained by substitution of the variables x1, . . . , xn in the
non-associative polynomial ψpx1, . . . , xnq by elements a1, . . . , an of A. In some
sense, this process evaluates the polynomial in a1, . . . , an.
Lemma 8.1 (Algebra morphisms preserve polynomials). Let f : AÑ B be a K-
algebra morphism and ψ a polynomial in n variables. Then for all a1, . . . , an P A,
we have fpψpa1, . . . , anqq “ ψpfpa1q, . . . , fpanqq.
Proof. This follows immediately from the definition of substitution in a polyno-
mial. If z : KvXw Ñ A determines substitution by a1, . . . , an in A, then f˝z
determines substitution by fpa1q, . . . , fpanq in B; now fpzpψqq “ fpψpa1, . . . , anqq
is ψpfpa1q, . . . , fpanqq by definition. 
This allows us to extend Proposition 5.4 and give yet another description of the
ideal of an algebra, generated by a subset.
Lemma 8.2. Given any subset S of an algebra A, the ideal generated by S is
the vector space spanned by all ϕpa1, . . . , anq, where ϕ is a mononomial (a scalar
multiple of a word) and a1, . . . , an are elements of A with at least one of the ai
in S.
Proof. The vector space spanned by these elements is certainly an ideal of A, be-
cause if ϕpx1, . . . , xnq is a monomial, then so are the products xn`1ϕpx1, . . . , xnq
and ϕpx1, . . . , xnqxn`1.
Now suppose I is an ideal of A that contains S. By Lemma 8.1, the quotient
map q : A Ñ A{I sends ϕpa1, . . . , anq to ϕpqpa1q, . . . , qpanqq. This element of A{I
is zero, because ϕ is a monomial and one of the ai is in S Ď I. Hence ϕpa1, . . . , anq
is in the kernel I of q. It follows from item (1) in Proposition 5.4 that ϕpa1, . . . , anq
is a member of the ideal of A, generated by S. 
Definition 8.3. A non-associative polynomial ψ “ ψpx1, . . . , xnq is called an iden-
tity of an algebra A if ψpa1, . . . , anq “ 0 for all a1, . . . , an P A. We also say that A
satisfies the identity ψ or that the identity ψ is valid in A.
Let I be a subset of KvXw. The class of all algebras that satisfy all identities
in I is called the variety of K-algebras determined by I
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As in Definition 3.3, we thus obtain a full subcategory of Alg
K
. The main differ-
ence is that here we focus on polynomials instead of equations; for instance, instead
of expressing commutativity as an equation xy “ yx that all pairs of elements x, y
of an algebra A must satisfy, we write the condition as xy ´ yx “ 0, and notice
that the expression xy ´ yx is a polynomial in x and y, actually an element of a
free non-associative algebra.
Notation 8.4. Let I be a subset of KvXw. For any non-associative K-algebra A,
we let IpAq be the ideal of A generated by all elements of the form ψpa1, . . . , anq,
where ψ P I and a1, . . . , an P A.
Proposition 8.5. Let V be a variety of K-algebras determined by a set of polyno-
mials I. Then the inclusion functor V Ñ Alg
K
has a left adjoint L : Alg
K
Ñ V .
Proof. The functor L sends an object A to the quotient LpAq “ A{IpAq, so that
for each A we have a short exact sequence
0 ,2 IpAq
µA ,2 A
ηA ,2 LpAq ,2 0
in Alg
K
. The algebra A{IpAq is indeed an object of V , because if ψpx1, . . . , xnq P I
and a1, . . . , an P A, then
ψpa1 ` IpAq, . . . , an ` IpAqq “ ψpa1, . . . , anq ` IpAq “ IpAq
since ψpa1, . . . , anq P IpAq, and by the definition of the operations in A{IpAq. So
LpAq satisfies all identities of I.
Suppose B is an algebra in V , and let f : AÑ B be a morphism in Alg
K
. Then
f˝µA “ 0, because for every element ψpa1, . . . , anq of IpAq,
fpψpa1, . . . , anqq “ ψpfpa1q, . . . , fpanqq P B
by Lemma 8.1, which is zero because B satisfies all identities in I. Hence the
morphism f factors uniquely through the cokernel ηA of µA, which proves the
universal property of the left adjoint L. (Again, like in Example 7.6, the action
of L on morphisms making it a functor is determined by the universal property.) 
Exercise 8.6. Prove that A ÞÑ IpAq determines a functor I : Alg
K
Ñ Alg
K
.
In other words, V is a reflective subcategory of Alg
K
:
Definition 8.7. A full subcategory D of a category C is called a reflective sub-
category when the inclusion functor D Ñ C has a left adjoint.
Exercise 8.8. When its inclusion functor has a right adjoint, a subcategory is said
to be coreflective. Look up examples of this situation.
Again using that adjunctions compose, we now see that free V -algebras exist.
Corollary 8.9. For any set S, the free V -algebra on S exists, and is given by
LpKvSwq: it is the algebra of non-associative polynomials in the alphabet S, modulo
the identities that determine V .
Proof. We may proceed as in Example 7.7 and Exercise 7.8. The bottom composite
functor in the diagram
Set
Kv´w ,2
K Alg
K
Forget
lr
L ,2
K V
Ě
lr
is the forgetful functor to Set. Its left adjoint is the above composite functor. 
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Exercise 8.10. We know that the variety AssocAlg
K
of associative algebras is de-
termined by the identity xpyzq ´ pxyqz. Put I “ txpyzq ´ pxyqzu. Prove that
the free associative algebra on a singleton set txu, which we know is the quotient
of Kvxw – Kvtxuw by IpKvxwq, is isomorphic to the K-algebra Kxxy of associative
polynomials with zero constant term in x from Example 5.2.
9. Regularity, exact sequences
We already used the image fpAq Ď B of a morphism of algebras f : AÑ B and
noticed that it is always a subalgebra (Proposition 5.5). The existence of images
can be given a general categorical treatment via the concept of a regular category,
another key ingredient in the definition of semi-abelian categories.
Definition 9.1. In any category, a morphism f : AÑ B is said to be a mono-
morphism when for every pair of morphisms a, b : X Ñ A such that f˝a “ f˝b,
we have a “ b.
Exercise 9.2. A kernel is always a monomorphism.
Proposition 9.3. In a variety V of non-associative algebras, a morphism is a
monomorphism if and only if it is an injection.
Proof. If f is injective, then fpapxqq “ fpbpxqq implies that apxq “ bpxq. So if
this happens for all x P X , then a “ b. Conversely, let c, d P A be such that
fpcq “ fpdq. Consider the free V -algebra X “ LpKvxwq on a singleton set txu,
and let a and b : X Ñ A be the algebra morphisms determined by apxq “ c and
bpxq “ d. Then f˝a “ f˝b, so a “ b, hence c “ d. 
The “dual” concept is that of an epimorphism—a morphism f : AÑ B such
that for every pair of morphisms a, b : B Ñ X where a˝f “ b˝f , we have a “ b—but
these are not well behaved in the context where we are working (see Exercise 9.8).
Surjective algebra morphisms are captured by something which is slightly stronger,
called a regular epimorphism. To define it, we first need to generalise the concept
of a cokernel (Definition 4.6):
Definition 9.4. In a category C , an arrow q : B Ñ Q is a coequaliser of a pair
of parallel arrows f , g : AÑ B when q˝f “ q˝g, and every other arrow h : B Ñ C
such that h˝f “ h˝g factors uniquely through q via a morphism h1 : QÑ C such
that h1˝q “ h.
Q
A
f ,2
g
,2 B
q 3;♥♥♥♥♥♥
@h $,◗
◗◗◗
◗◗
C

D!h1
✤
✤
✤
Note that the definition of a cokernel is the special case where g “ 0. Dually, we
could define equalisers as a generalisation of kernels, but we shall not need those
here.
Actually, in a variety of non-associative algebras, coequalisers always exist, and
they can be obtained as cokernels:
Proposition 9.5. Given a pair of parallel arrows f , g : AÑ B in a variety of non-
associative algebras V , their coequaliser q : B Ñ Q may be obtained as the quotient
of the ideal I of B generated by the elements of the form fpaq ´ gpaq for a P A.
Proof. Let q denote the quotient B Ñ B{I. Since q sends all elements of the form
fpaq ´ gpaq to zero, we already have that q˝f “ q˝g. Now consider h : B Ñ C such
that h˝f “ h˝g. We obtain the needed morphism h1 as soon as h vanishes on all
of the ideal I. By Lemma 8.2, an element of I is a linear combination of elements
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of the form ψpb1, . . . , bnq, where ψ is a monomial and one of the elements b1, . . . ,
bn P B is equal to fpaq ´ gpaq for some a P A. By Lemma 8.1,
hpψpb1, . . . , bnqq “ ψphpb1q, . . . , hpbnqq “ 0,
so h factors through the quotient q of I. 
Definition 9.6. In a pointed category, a normal epimorphism is a cokernel of
some morphism. A regular epimorphism is a coequaliser of some parallel pair
of morphisms.
Proposition 9.7. For any morphism h : B Ñ C in a variety of non-associative
algebras, the following conditions are equivalent:
(i) h is a normal epimorphism;
(ii) h is a regular epimorphism;
(iii) h is a surjection.
Proof. (i) ñ (ii) is obvious from the definition, and (ii) ñ (i) is an immediate
consequence of Proposition 9.5. Clearly, any quotient map B Ñ B{I determined
by an ideal I is a surjection, so (i) implies (iii).
To show that (iii) implies (i), consider a kernel k : K Ñ B of h, and write
q : B Ñ Q “ B{K for the cokernel of k. Since h˝k “ 0, there is the unique fac-
torisation h1 : QÑ C of h through q. This h1 is a surjection, because h is a sur-
jection and h1˝q “ h. It is also an injection: let indeed b ` K P Q be such that
0 “ h1pb `Kq “ hpbq, then b P K, so that qpbq “ 0. By Lemma 3.19, this proves
that h1 is an isomorphism. 
Exercise 9.8. Find an example of an epimorphism of algebras which is not a sur-
jection. Hint: The canonical inclusion N Ñ Z is an epimorphism of monoids.
Exercise 9.9. Prove that, in an arbitrary category, a morphism which is both a
regular epimorphism and a monomorphism is an isomorphism.
In any variety of non-associative algebras, image factorisations exist: any
morphism f : AÑ B may be factored into a composite m˝p of a regular epimorph-
ism p : AÑ I followed by a monomorphism m : I Ñ B. This monomorphism,
unique up to isomorphism, is called the image of f . By the above character-
isations, we can simply take I “ fpAq, with m the canonical inclusion, and p the
corestriction of f to its image.
The general categorical context where image factorisations are usually defined is
that of a regular category. For this we need one last (very important) concept:
Definition 9.10. A commutative square
P
piA

piC ,2 C
g

A
f
,2 B
X
a
"
c
'
xa,cy
❅
❅
%❅
❅
P
piA

piC
,2 C
g

A
f
,2 B
in a category C is called a pullback (of f and g) when for every pair of morphisms
a : X Ñ A, b : X Ñ C in C such that f˝a “ g˝c there exists a unique morphism
xa, cy : X Ñ P such that piA˝xa, cy “ a and piC˝xa, cy “ c. The object P is then
usually written as a B-indexed product A ˆB C. The morphism piA is called the
pullback of g along f , and piC is called the pullback of f along g.
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Example 9.11 (Kernels as pullbacks). If C is pointed, we may consider the special
case where C “ 0. Then the square is a pullback precisely when piA : P Ñ A is a
kernel of f .
Example 9.12 (Products). If C has a terminal object T , we may consider the special
case where B “ T . If then the square is a pullback, pP, piA, piBq is called a product
of A and C.
Example 9.13 (Pullbacks of non-associative algebras). In any variety of non-asso-
ciative algebras, any pair of arrows f : AÑ B, g : C Ñ B admits a pullback. We
may let P “ AˆB C be the set of couples
tpa, cq P Aˆ C | fpaq “ gpcqu
and piA, piC the canonical projections. The pointwise operations λpa, cq “ pλa, λcq,
pa, cq`pa1, c1q “ pa`a1, c`c1q and pa, cq¨pa1, c1q “ paa1, cc1q make P into an algebra,
and for any two algebra morphisms a and c as above, the map which sends x P X
to the couple papxq, cpxqq P P is the needed unique morphism xa, cy.
Definition 9.14. A category in which pullbacks, a terminal object, and coequal-
isers exist is said to be a regular category when any pullback of a regular epi-
morphism is again a regular epimorphism.
In other words, if in the square of Definition 9.10 the morphism g is a regular
epimorphism, then piA must be a regular epimorphism as well.
Proposition 9.15. Any variety of non-associative algebras is a regular category.
Proof. By Proposition 9.7, it suffices to prove that pullbacks preserve surjections.
So consider a pullback as in Definition 9.10 and assume that g is a surjection. We
then use the description in Example 9.13 to prove that also piA is a surjection. For
a P A, consider c P C such that gpcq “ fpaq; then the couple pa, cq is in A ˆB C,
and pipa, cq “ a. 
Exercise 9.16. Prove that Set is a regular category.
It is a theorem of Categorical Algebra that in any regular category, image factor-
isations exist. We shall encounter an example of how this is used in Lemma 11.2.
For varieties of algebras we of course already knew this. On the other hand, a
category which is pointed, regular and protomodular is called a homological cat-
egory, and since we now know that all varieties of non-associative algebras are
such, we can apply all categorical-algebraic results known to be valid for homolo-
gical categories in any variety of non-associative algebras. One example is the Short
Five Lemma given here below, others are famous homological diagram lemmas such
as the 3ˆ 3-Lemma, a version of Noether’s isomorphism theorems, etc.
Theorem 9.17 (Short Five Lemma). In a variety of non-associative algebras,
consider a commutative diagram with horizontal short exact sequences.
0 ,2 A
α

f ,2 B
β

g ,2 C
γ

,2 0
0 ,2 D
k
,2 E
q
,2 F ,2 0
If α and γ are isomorphisms, then β is an isomorphism as well. 
We are finally ready to extend Definition 6.1 to arbitrary exact sequences, which
are the basic building blocks of Homological Algebra.
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Definition 9.18. In a homological category, a pair of composable morphisms
pf : AÑ B, g : B Ñ Cq is called an exact sequence when the image of f is a
kernel of g. A long sequence of composable morphisms is said to be exact when
any pair of consecutive morphisms is exact.
Example 9.19. A sequence of morphisms such as (‹) on page 9 is exact if and only
if it is a short exact sequence, which explains the notation. Exactness in C means
that the image of g is an isomorphism, so that g is a surjection. Exactness in A
means that the kernel of f is zero, which makes f an injection. Now exactness in B
says that f is the kernel of g, so that g is the cokernel of f .
10. Semi-abelian categories
Semi-abelian categories were introduced by Janelidze–Márki–Tholen in 2002 in
order to unify “old” approaches towards an axiomatisation of categories “close to the
category of groups” such as the work of Higgins (1956) and Huq (1968) with “new”
categorical algebra—the concepts of Barr-exactness and Bourn-protomodularity.
Our aim is now to prove that all varieties of non-associative algebras are semi-
abelian categories.
According to example Example 9.12, a product of two objects A and C is a triple
pA ˆ C, piA, piCq that satisfies a universal property: given any pair of morphisms
a : X Ñ A, c : X Ñ C, there exists a unique morphism xa, cy : X Ñ Aˆ C such
that piA˝xa, cy “ a and piC˝xa, cy “ c. Example 9.13 told us that in a variety
of non-associative algebras, the product of two objects always exists, and may be
obtained as the algebra of pairs pa, cq where a P A and c P C.
The “dual” concept is that of a coproduct. It may be defined as a pushout, which
is the concept dual to that of a pullback, and has cokernels for one type of examples.
The direct definition goes as follows.
Definition 10.1 (Coproducts). A coproduct or sum of two objects A and C is
a triple pA` C, ιA, ιCq that satisfies the following universal property:
A
ιA ,2
a
'❋
❋❋
❋❋
❋❋
❋❋
A` C
pa cq

C
ιClr
c
w①①
①①
①①
①①
①
X
given any pair of morphisms a : AÑ X, c : C Ñ X, there exists a unique morphism
pa cq : A` C Ñ X such that pa cq˝ιA “ a and pa cq˝ιC “ c.
Example 10.2. In the category Set, the coproduct of two sets is their disjoint union.
Example 10.3. In the variety Alg
K
, the coproduct of two K-algebras A and C is
obtained as follows. Let RpBq denote the kernel of the morphism of algebras
εB : KvBw Ñ B which sends an element b of B to itself. In the free algebra KvA 9YCw
on the disjoint union A 9YC of A and C, consider the ideal J generated by the set
RpAq 9YRpCq. We claim that the quotient KvA 9YCw{J , together with the morphisms
ιA : AÑ KvA 9YCw{J and ιC : C Ñ KvA 9YCw{J
induced by the respective inclusions of A and C into A 9YC, is a coproduct of A
and C. Let us first show that ιA is a morphism: for any two elements a1 and a2
of A, the difference a1 ¨a2´a1a2 in KvA 9YCw of the product of a1 with a2 in KvA 9YCw
and their product in A, viewed as an element of KvA 9YCw, is an element of RpAq.
The same proof works for ιC .
By Lemma 8.2, we now only need to prove that the arrow KvA 9YCw Ñ X sending
the elements of A and C to their images through a and c vanishes on the elements
of RpAq and RpCq: then it will automatically vanish on all of J , and thus factor
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through the quotient KvA 9YCw{J . This, however, is immediate from the definitions
of RpAq and RpCq.
A typical element of A` C is thus a polynomial with variables in A and C, for
instance an expression of the form pa1a2qc. A priori this may be interpreted in two
distinct ways: either as a product a1 ¨ a2 in KvA 9YCw of two elements a1 and a2
of A, multiplied with the element c of C; or as a product of the element a1a2 of A
with the element c of C. The quotient over J ensures that these two points of view
agree: a1 ¨ a2 ´ a1a2 is an element of RpAq, so pa1 ¨ a2 ´ a1a2qc is in the ideal J .
Proposition 10.4. In a variety of algebras V over a field K, the coproduct of two
algebras A and C always exists, and is obtained as the reflection into V of the sum
A` C in Alg
K
.
Proof. This follows immediately from the definitions of sums and reflections. 
We still are still missing one piece of terminology which is needed for the defini-
tion of a semi-abelian category. A regular category is said to be Barr exact when
every internal equivalence relation is a kernel pair. A semi-abelian category (in
the sense of Janelidze–Márki–Tholen) is then a homological category which is Barr
exact and where the coproduct of any two objects exist.
We didn’t introduce internal equivalence relation, though, but we can avoid those
by proving that all varieties of non-associative algebras satisfy a condition which
is equivalent to Barr exactness in any homological category: the direct image of a
kernel along a regular epimorphism is always a kernel. This means that whenever
we have a regular epimorphism f : AÑ B and a normal monomorphism k : K Ñ A,
K
p ,2
k

I
i

A
f
,2 B
the image i : I Ñ B of the composite f˝k is again a normal monomorphism.
Theorem 10.5. Any variety of non-associative algebras is a semi-abelian category.
Proof. We only need to prove that the direct image of an ideal along a surjective
algebra morphism is not just any subalgebra, but again an ideal. Let us consider
the commutative square above, where K is an ideal of A and I “ fpKq. Since f
is surjective, for any b P B there is an a P A such that fpaq “ b. Now bI “
fpaqfpKq “ fpaKq Ď fpKq “ I. 
Exercise 10.6. The requirement that f is a regular epimorphism is essential here.
Give an example where k is an ideal, but i is not. Hint: Use Example 5.2.
As a consequence, typical constructions and results, valid in semi-abelian cat-
egories, hold in any variety of non-associative algebras. Examples are, for instance,
the snake lemma, or the fact that homology of simplicial objects is captured by a
Quillen model structure. Others are results in radical theory, commutator theory,
or cohomology.
11. Birkhoff subcategories
We find a simple version of a famous theorem by Birkhoff.
Definition 11.1. A Birkhoff subcategory D of a semi-abelian category C is a
full reflective subcategory, closed under subobjects and quotients.
Closure under subobjects means that whenever we have a monomorphism
m : M Ñ D in C where D is an object of D , the object M is also in D . Closure
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under quotients means that whenever we have a regular epimorphism q : D Ñ Q
in C where D is an object of D , the object Q is also in D .
Lemma 11.2. Let D be a reflective subcategory of a regular category C . Let
L : C Ñ D be the left adjoint of the inclusion functor. Then D is closed under
subobjects in C if and only if each component ηC : C Ñ LpCq of the unit η of the
adjunction is a regular epimorphism.
Proof. ñ Factor ηC : C Ñ LpCq as a regular epimorphism p : C Ñ M followed
by a monomorphism m : M Ñ LpCq in C . Then closure under subobjects tells us
that M is an object of D , which by the universal property of L gives us a unique
morphism p1 : LpCq Ñ M such that p “ p1˝ηC . We see that p
1 is an inverse to m,
hence m is an isomorphism.
ð Let D be an object of D and m : M Ñ D a monomorphism in C . Applying
the functor L, we find the commutative square
M
m ,2
ηM

D
ηD

LpMq
Lpmq
,2 LpDq
in C . It is easy to check that ηD is an isomorphism; hence ηM is both a monomorph-
ism and a regular epimorphism, so that it is an isomorphism. It follows that M is
an object of D. 
Exercise 11.3. Prove that if D is a Birkhoff subcategory of C and E is a subcategory
of D , then E is a Birkhoff subcategory of D iff it is a Birkhoff subcategory of C .
Theorem 11.4 (Birkhoff). A variety of non-associative K-algebras V is the same
thing as a Birkhoff subcategory of Alg
K
.
Proof. Given a variety on non-associative K-algebras V , it is reflective by Propos-
ition 8.5 and closed under quotients by Proposition 5.5. Closure under subobjects
is a consequence of Lemma 11.2 and the first step in the proof of Proposition 8.5.
For a proof of the converse, let L : Alg
K
Ñ V denote the left adjoint to the inclu-
sion functor V Ñ Alg
K
. Fix a countable set of variables X “ tx1, x2, . . . , xn, . . . u
and take the free K-algebra KvXw. Then the induced morphism
ηKvXw : KvXw Ñ LpKvXwq
is a regular epimorphism by Lemma 11.2. Taking the kernel of ηKvXw, we find a
short exact sequence
0 ,2 I ,2 KvXw
ηKvXw ,2 LpKvXwq ,2 0.
We shall prove that the set of polynomials I Ď KvXw determines V . That is to say,
a non-associative K-algebra A is in V if and only if it satisfies the identities in I.
First suppose that A is in V . Let ψpx1, . . . , xnq be a polynomial in I, and consider
elements a1, . . . , an of A. The morphism of K-algebras z : KvXw Ñ A which sends
xi to ai if 0 ď i ď n and to 0 otherwise necessarily factors through LpKvXwq as
z “ z1˝ηKvXw, since A is in V . Hence ψpa1, . . . , anq “ zpψq “ z
1pηKvXwpψqq “ 0,
because ψ is in the kernel of ηKvXw.
Conversely, suppose that A is a K-algebra which satisfies the identities in I. We
consider the surjective morphism εA : KvAw Ñ A which sends a P A to itself, as well
as the short exact sequence
0 ,2 JpAq
κA ,2 KvAw
ηKvAw ,2 LpKvAwq ,2 0.
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We prove that εA˝κA “ 0; then εA factors over ηKvAw as a regular epimorph-
ism ε1A : LpKvAwq Ñ A such that ε
1
A
˝ηKvAw “ εA. It follows that A is a quotient
of LpKvAwq, hence an object of V .
Consider an element of JpAq: it is a polynomial ψpa1, . . . , anq in n variables a1,
. . . , an P A. Let Y Ď X be the subset tx1, . . . , xnu of X and consider the morphism
of K-algebras y : KvY w Ñ KvAw which sends xi to ai for 0 ď i ď n. In particular,
it sends ψ “ ψpx1, . . . , xnq to ψpa1, . . . , anq. Note that it is a split monomorphism,
because any functor preserves split monomorphisms; a splitting may be defined
which sends ai to xi and all other a P A to 0. On the other hand, the inclusion of Y
into X induces a split monomorphism KvY w Ñ KvXw. Since L is a functor, we find
the following two vertical split monomorphisms of short exact sequences in Alg
K
.
0 ,2 JpAq
κA ,2 KvAw
ηKvAw ,2 LpKvAwq ,2 0
0 ,2 K
LR

,2 KvY w
y
LR

ηKvY w
,2 LpKvY wq
Lpyq
LR

,2 0
0 ,2 I ,2 KvXw
ηKvXw
,2 LpKvXwq ,2 0
We have that ψpa1, . . . , anq “ ypψq, so 0 “ ηKvAwpψpa1, . . . , anqq “ LpyqpηKvY wpψqq.
Since Lpyq is an injection, ψ is an element of K. Hence it is also in I. Taking
z : KvXw Ñ A as above and z1 : KvXw Ñ KvAw the morphism defined by the same
rules, we have
εApκApψpa1, . . . , anqqq “ εApz
1pψqq “ zpψq “ ψpa1, . . . , anq “ 0,
because ψ is in I and IpAq “ 0. (Note that the ψpa1, . . . , anq on the left is a
polynomial in the variables a1, . . . , an, while the the ψpa1, . . . , anq on the right is
an element of A: the evaluation of this polynomial.) It follows that A is in V . 
Examples 11.5. The trivial variety is determined by I “ KvXw, while Alg
K
is de-
termined by I “ 0.
Any variety of non-associative K-algebras contains the variety AbAlg
K
of abelian
K-algebras (Example 3.8), which is determined for instance by the set tx1x2u. Note
that the set tx3x4u determines the same variety of algebras, even though the ideals
I and J generated by these two sets are different. On the other hand, the kernel of
the unit ηKvXw : KvXw Ñ LpKvXwq, where L : AlgK Ñ AbAlgK is left adjoint to the
inclusion, is equal to both IpKvXwq and JpKvXwq.
12. Homogeneous identities
Recall from Definition 7.9 that the type of a monomial ϕpx1, . . . , xnq is the
element pk1, . . . , knq P N
n where ki is the degree of xi in ϕpx1, . . . , xnq. So for
each of the variables x1,. . . , xn, it keeps track of the number of times this variable
occurs in the monomial ϕpx1, . . . , xnq. Then a polynomial is said to be homogen-
eous if its monomials are all of the same type, and any polynomial may thus be
written as a sum of homogeneous polynomials, which are called its homogeneous
components.
We shall now prove Theorem 12.1 which says that, over an infinite field K (in
particular, over any field of characteristic zero), when a polynomial is an identity
of a variety of K-algebras V , then also its homogeneous components are identities
of V . So for instance, the singleton set txpyzq´pxyqz`xy´yxu already determines
the variety of associative commutative algebras. As we shall see in the next section,
this result has some strong categorical-algebraic consequences.
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Let ψpx1, . . . , xnq be an identity of a variety of K-algebras V . Write ψ “ φ0 `
φ1` ¨ ¨ ¨`φk where φi is the sum of all monomials in ψ which are of degree i in x1.
Now consider k ` 1 distinct elements α1, . . . , αk`1 of the (infinite) field K. Then
the Vandermonde determinant
d “
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 α1 α
2
1 ¨ ¨ ¨ α
k
1
1 α2 α
2
2 ¨ ¨ ¨ α
k
2
...
...
...
. . .
...
1 αk α
2
k ¨ ¨ ¨ α
k
k
1 αk`1 α
2
k`1 ¨ ¨ ¨ α
k
k`1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
“
ź
1ďiăjďk`1
pαj ´ αiq
is non-zero. Let a1, . . . , an be elements of an algebra A of V . Write φipaq “
φipa1, . . . , anq. Then for all i P t1, . . . , k ` 1u we have
φ0paq ` αiφ1paq ` ¨ ¨ ¨ ` α
k
i φkpaq
“ φ0pa1, . . . , anq ` αiφ1pa1, . . . , anq ` ¨ ¨ ¨ ` α
k
i φkpa1, . . . , anq
“ φ0pαia1, . . . , anq ` φ1pαia1, . . . , anq ` ¨ ¨ ¨ ` φkpαia1, . . . , anq
“ ψpαia1, a2, . . . , anq “ 0,
so, in other words,
$
’’’’’’’’’’%
0
0
...
0
,
//////////-
“
$
’’’’’’’’’’’’’’%
1 α1 α
2
1 ¨ ¨ ¨ α
k
1
1 α2 α
2
2 ¨ ¨ ¨ α
k
2
...
...
...
. . .
...
1 αk α
2
k ¨ ¨ ¨ α
k
k
1 αk`1 α
2
k`1 ¨ ¨ ¨ α
k
k`1
,
//////////////-
¨
$
’’’’’’’’’’%
φ0paq
φ1paq
...
φkpaq
,
//////////-
where the matrix in the middle is invertible because d ‰ 0. It follows that
φ0paq “ φ1paq “ ¨ ¨ ¨ “ φkpaq “ 0.
Since A was an arbitrary V -algebra and a1, . . . , an were arbitrary elements of A,
each φi is an identity of V . Note that the monomials in φi are all of the same
degree in x1. So repeating this process for the variables x2, . . . , xn, in the end we
find that the homogeneous components of ψ are identities of V . Thus we proved:
Theorem 12.1 (Zhevlakov–Slin’ko–Shestakov–Shirshov). If V is a variety of al-
gebras over an infinite field K, and ψpx1, . . . , xnq is an identity of V , then each of
its homogeneous components φpxi1 , . . . , xim q is again an identity of V . 
13. Some recent results
For certain applications (in Homological Algebra, for example) the axioms of
semi-abelian categories are too weak. With the aim of including such applications
in the theory, over the last 15 years or so, a whole tree of interdependent additional
conditions has been investigated. As a rule, such a condition strengthens the context
so that it becomes closer to the abelian setting, while at the same time excluding
certain examples.
(An instance of this process, unfortunately not within the scope of this text, is
the description of the derived functors of the abelianisation functor, which in its
simplest form is only valid when an additional condition holds that excludes the
semi-abelian category of loops.)
See Figure 1 for an overview of some of the conditions in this tree. Two such
additional conditions turn out to be particularly relevant for us in the present
context: algebraic coherence [6] and local algebraic cartesian closedness [11]. There
is no space here to explain what these conditions are useful for, how they were
discovered, or what their consequences (SH) and (NH) mean. On the other hand,
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is abelian
is locally algebraically
cartesian closed
has representable
object actions
is algebraically coherent
satisfies (SH) satisfies (NH)
Figure 1. Some categorical-algebraic conditions, with currently
known implications between them: a semi-abelian category. . .
we can briefly sketch the unexpected interpretation they gain in the current setting
of non-associative algebras: the former amounts to a weak associativity rule, while
the latter gives a categorical characterisation of the concept of a (quasi-)Lie algebra.
The following is not the original definition, but it is suitable for us:
Definition 13.1. Given objects B and X in a semi-abelian category C , take their
coproduct and then the kernel of the induced split epimorphism p1B 0q : B`X Ñ B
in order to obtain the short exact sequence
0 ,2 B5X ,2 B `X
p1B 0q ,2 B ,2 0.
Fixing B, this process determines a functor B5p´q : C Ñ C . (We shall not explore
this aspect here, but the functor B5p´q occurs in the definition of an internal B-
action in C : it is part of the monad whose algebras are the internal actions.) For
any two objects X and Y , we have a canonical comparison morphism
pB5ιX B5ιY q : B5X `B5Y Ñ B5pX ` Y q.
The category C is called algebraically coherent when for all B, X , Y in C , the
morphism pB5ιX B5ιY q is a regular epimorphism; C is said to be locally algeb-
raically cartesian closed (LACC) when each pB5ιX B5ιY q is an isomorphism.
We have the following two results, of which we shall sketch part of the proofs:
Theorem 13.2. [9] Let K be an infinite field. If V is a variety of non-associative
K-algebras, then V is algebraically coherent iff there exist λ1, . . . , λ16 P K such that
the equations
zpxyq “ λ1ypzxq ` λ2xpyzq ` λ3ypxzq ` λ4xpzyq
` λ5pzxqy ` λ6pyzqx` λ7pxzqy ` λ8pzyqx
and
pxyqz “ λ9ypzxq ` λ10xpyzq ` λ11ypxzq ` λ12xpzyq
` λ13pzxqy ` λ14pyzqx` λ15pxzqy ` λ16pzyqx
hold in V . 
Exercise 13.3. It follows easily that this is equivalent to V being a 2-variety in
the sense of [18]: for any ideal I of an algebra A, the subalgebra I2 of A is again
an ideal. As an immediate consequence, it may now be seen that in the context
of varieties of non-associative algebras over an infinite field, algebraic coherence is
equivalent to normality of Higgins commutators in the sense of [7]—the condition
(NH) in Figure 1.
Exercise 13.4. These conditions are also equivalent to V being an Orzech category
of interest [15].
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The implication ñ of Theorem 13.2 becomes a straightforward consequence of
Theorem 12.1 once we have a sufficiently explicit interpretation of the objects B5X .
Let B, X and Y be free K-algebras with a single generator b, x and y, respectively.
The ideal B5X of B `X is generated by monomials of the form ψpb, xq in which x
occurs at least once. If now B, X and Y are free V -algebras, and B5X is computed
in V , then the only difference is that we need to take classes of such polynomials,
modulo the identities of V .
Algebraic coherence now means that the element bpxyq of B5pX ` Y q may be
obtained as the image of some polynomial ψpb1, x, b2, yq in B5X`B5Y through the
function pB5ιX B5ιY q. Note that this polynomial cannot contain any monomials
obtained as a product of a bi with xy or yx. This allows us to write, in the sum
B `X ` Y , the element bpxyq as
λ1ypbxq ` λ2xpybq ` λ3ypxbq ` λ4xpbyq ` λ5pbxqy ` λ6pybqx` λ7pxbqy ` λ8pbyqx
` νφpb, x, yq
for some λ1, . . . , λ8, ν P K, where φpb, x, yq is the part of the polynomial in b, x
and y which is not in the homogeneous component of bpxyq. Since B`X`Y is the
free V -algebra on three generators b, x and y, from Theorem 12.1 we deduce that
the first equation in Theorem 13.2 is again an identity in V . Analogously, for pxyqb
we deduce the second equation.
Theorem 13.5. [10] Let K be an infinite field. Let V be a non-abelian (LACC)
variety of K-algebras. Then
(1) V “ LieK “ qLieK when charpKq ‰ 2;
(2) V “ LieK or V “ qLieK when charpKq “ 2. 
Let us first consider the special case where xy “ ´yx in V . Then we can reduce
the first equation of Theorem 13.2 to zpxyq “ λypzxq ` µxpyzq, for some λ, µ P K.
Considering now y “ z, and then x “ z, we deduce that either λ “ µ “ ´1, or
zpzxq “ 0 is an identity of V . The first case is exactly the Jacobi identity. In the
second case, we see that 0 “ px ` yqppx ` yqbq “ xpybq ` ypxbq. Therefore, the
comparison map sends xpyb2q ´ ypxb1q P B5X `B5Y to zero in B5pX ` Y q, which
via (LACC) and Theorem 12.1 implies that xpyzq is an identity of V . Variations
on these ideas allow us to prove that when V is (LACC) and xpyzq “ 0 in V , the
variety is necessarily abelian; hence if V is non-abelian, then the Jacobi identity
must hold.
In general, not assuming anti-commutativity, this result is much harder to prove.
Our current strategy involves a proof by computer, which shows that a certain
system of polynomial equations is inconsistent.
In this context, may basic questions currently remain unanswered. In view of
the above result, we may ask questions such as, for instance: What is associativity?
Can it be captured in terms of a categorical-algebraic condition?
14. Bibliography
The aim of these notes is to provide a gentle introduction to two subjects at
the same time, semi-abelian categories and non-associative algebras, focusing on
the connections between them. “Gentle” here is supposed to mean that little prior
knowledge of either subject is required to understand most of the results. There is
nothing new here: the content is essentially a rearrangement of known results, often
not in their most general form, with easier proofs preferred over more efficient ones.
The notes are as self-contained as possible, which necessarily means that they are
incomplete in many different ways. Here follows an overview of some works which
go beyond what is presented in this text.
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