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Resumen
El c´ alculo de predicciones puntuales junto con su incertidumbre en forma de intervalo es, en la
mayor´ ıa de aplicaciones, insuﬁciente, especialmente cuando estemos asumiendo no linealidad en los
datos, puesto que en estos casos, podr´ ıan existir incluso cambios en la distribuci´ on. Por ello ser´ a
necesario, adem´ as de la predicci´ on puntual, obtener una estimaci´ on de la densidad condicionada
de la variable en el futuro dado su comportamiento actual. A esta distribuci´ on condicionada se le
conoce con el nombre de densidad predictiva. En este trabajo proponemos una estimaci´ on de la
densidad predictiva empleando diferentes distribuciones param´ etricas como son la Normal Trunca-
da, la Normal Censurada, la Beta y la de M´ axima Entrop´ ıa. Dichas distribuciones ser´ an estimadas
de manera adaptativa empleando los momentos condicionados estimados mediante un m´ etodo de
estimaci´ on recursiva. Se aplica el procedimiento a datos provenientes de energ´ ıa e´ olica.
Palabras clave: Densidad predictiva; Estimaci´ on recursiva; M´ axima entrop´ ıa; Potencia e´ olica.
1. Introducci´ on
La desventaja de la energ´ ıa e´ olica en el mercado el´ ectrico respecto a otras fuentes de energ´ ıa es
su incertidumbre. Para minimizar esta incertidumbre es necesario obtener predicciones que permitan
su integraci´ on en el mercado el´ ectrico. Estas predicciones deben ser a muy corto plazo, debido a la
existencia de un mercado el´ ectrico intradiario.
La realizaci´ on de predicciones puntuales de potencia e´ olica empleando modelos estad´ ısticos ha sido
ampliamente estudiada en a˜ nos recientes (S´ anchez, 2006; Costa et al., 2008; Giebel et al., 2011). El
1problema es que las predicciones puntuales no son suﬁcientes, ya que en ocasiones se hace necesario
obtener la estimaci´ on de la densidad predictiva, para as´ ı tener un mejor conocimiento acerca del
comportamiento de las predicciones (Diebold y L´ opez, 1996). En los ´ ultimos a˜ nos han sido m´ ultiples
las propuestas de m´ etodos de estimaci´ on de densidades predictivas, como puede verse en Tay y Wallis
(2000), Mitchell (2008) o Clements y Harvey (2010).
En particular, la utilizaci´ on de funciones de densidad predictiva para la energ´ ıa e´ olica permitir´ a,
entre otras cosas, mejorar la gesti´ on de las reservas de energ´ ıa el´ ectrica, mejorar la programaci´ on de
las centrales de energ´ ıa el´ ectrica convencionales y minimizar el riesgo que cometen los agentes que
ofrecen energ´ ıa e´ olica en el mercado el´ ectrico.
El problema de estimaci´ on de densidades predictivas no ha sido muy tratado cuando trabajamos
con la potencia e´ olica. En este caso la estimaci´ on es m´ as compleja a´ un que en los casos tratados
tradicionalmente, ya que la variable es no gaussiana, y adem´ as est´ a acotada entre 0 y la potencia
nominal. Como en general se trabaja estandarizando la potencia producida por la potencia nominal,
los datos estar´ an acotados entre 0 y 1.
Entre las propuestas realizadas en la literatura, existen diferentes puntos de vista desde los que
abordar el problema de la estimaci´ on de la densidad predictiva. Una posible opci´ on es trabajar direc-
tamente con la distribuci´ on de la velocidad del viento para luego emplear la relaci´ on no lineal existente
entre velocidad y potencia generada para poder estimar la distribuci´ on de la potencia (p.ej., Lange,
2005; Carta et al. 2009). Otra propuesta similar, aunque m´ as compleja, se basa en la realizaci´ on de
m´ ultiples predicciones de variable metereol´ ogicas a partir de las cuales se estima la distribuci´ on de la
producci´ on (p.ej., Nielsen et al. 2004; Pinson y Madsen 2009; Taylor et al. 2009).
Por ´ ultimo otras propuestas diferentes se basan la estimaci´ on de la densidad predictiva a partir de
los datos hist´ oricos de la potencia y de sus predicciones (p.ej., Bludszuweit et al.,2008; Al-Awami y El-
Sharkawi, 2009; Lau y McSharry, 2010; Pinson, 2010). Este punto de vista ser´ a el empleado en nuestra
propuesta de estimaci´ on. Empleando las predicciones de potencia estimaremos de manera adapta-
tiva los momentos condicionados de los errores de predicci´ on. Con estos momentos condicionados,
estimaremos la senda de predicciones predictiva ajustando diferentes distribuciones param´ etricas.
22. Energ´ ıa e´ olica
La estimaci´ on de la densidad predictiva depender´ a de los datos con los que se est´ a trabajando.
Por ejemplo, si los residuos del modelo empleado son gaussianos, el problema de estimar la densidad
predictiva quedar´ a reducido a la estimaci´ on de la media y la varianza condicionales. Sin embargo, esto
no ser´ a adecuado en otras ocasiones en las que, por ejemplo, se pueden encontrar densidades predictivas
no gaussianas. El objetivo de este cap´ ıtulo es mejorar la estimaci´ on de la densidad predictiva de las
predicciones puntuales de potencia e´ olica. Es decir, para unas predicciones puntuales dadas queremos
estimar cu´ al es su densidad condicionada.
Para analizar los diferentes m´ etodos propuestos a lo largo del cap´ ıtulo vamos a emplear datos
de potencia e´ olica media producida horariamente en 6 parques e´ olicos diferentes. Para cada uno de
dichos parques e´ olicos tendremos la producci´ on media horaria observada y las predicciones de dicha
producci´ on a diferentes horizontes. Desconocemos c´ omo han sido calculadas las predicciones, por lo
que no tenemos ninguna informaci´ on previa acerca de la distribuci´ on de los datos. La frecuencia de
dichos datos es horaria.
2.1. An´ alisis descriptivo de la distribuci´ on de la potencia generada
La principal caracter´ ıstica de la potencia e´ olica es que es una variable acotada, entre 0 y la po-
tencia nominal, es decir, el valor m´ aximo que puede producir un aerogenerador o un parque e´ olico,
dependiendo de los datos con los que estemos trabajando. En general, se trabaja estandarizando la
potencia producida por la potencia nominal, con lo que los datos estar´ an acotados entre 0 y 1. Los
datos que hemos empleado en este cap´ ıtulo pertenecen a la potencia e´ olica horaria generada por dife-
rentes parques e´ olicos. Para esas potencias medidas tenemos las predicciones puntuales elaboradas por
cierto agente para diferentes horizontes de predicci´ on. El objetivo es estimar la funci´ on de densidad
predictiva a partir de la serie temporal de predicciones y los datos hist´ oricos observados, sin tener
ninguna informaci´ on acerca del m´ etodo empleado en la elaboraci´ on de las prediciones. Como vemos
en la ﬁgura <ref>Fig-Potencia</ref>la potencia e´ olica es una variable no estacionaria que puede
cambiar de manera abrupta. En la ﬁgura peque˜ na en la que mostramos un tramo de la serie vemos
3c´ omo la serie alterna r´ apidos cambios de nivel.















Figura 1: Potencia producida por un parque e´ olico, datos horarios
El objetivo de este trabajo es proponer un procedimiento para estimar la densidad predictiva de
las predicciones para diferentes horizontes de predicci´ on. En la ﬁgura 2 vemos los gr´ aﬁcos de caja de
la potencia medida para diferentes niveles de las predicciones. En dichas ﬁguras vemos c´ omo existen
asimetr´ ıas y varianzas que dependen del nivel de predicci´ on independientemente del horizonte. Es decir,
los errores de predicci´ on tienen algunas caracter´ ısticas que pueden observarse a cualquier horizonte de
predicci´ on.
2.2. Notaci´ on
Para facilitar la lectura, vamos a introducir la notaci´ on empleada a lo largo del mismo. Dado el
car´ acter estoc´ astico del viento, la potencia e´ olica generada durante un periodo de tiempo puede inter-
pretarse como un proceso estoc´ astico, cuyos valores observados ser´ an denotados por pt. Por simplicidad
4(a) h=1 (b) h=24
Figura 2: Gr´ aﬁco de caja para de la potencia medida respecto a diferentes niveles de la predicci´ on puntual
en la notaci´ on siempre usaremos pt, tanto para referirnos al proceso como a los valores observados. El
objetivo del trabajo ser´ a caracterizar a la variable aleatoria pt+h condicionada a la informaci´ on en el
instante de tiempo t. Para caracterizar dicha variable aleatoria pt+h tenemos que conocer su funci´ on de
distribuci´ on Ft+h o su funci´ on de densidad ft+h. Denotaremos a la predicci´ on de la variable aleatoria
pt+h a horizonte h como   pt+h|t. El error de predicci´ on a horizonte h ser´ a et+h|t = pt+h−   pt+h|t, y
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, donde j = 2,3,...
53. Densidad predictiva en energ´ ıa e´ olica
La estimaci´ on de la densidad predictiva de la potencia e´ olica es un ´ area de investigaci´ on que se
ha empezado a estudiar en a˜ nos recientes. Existen varios puntos de vista desde los que abordar el
problema.
3.0.1. Empleando la distribuci´ on de la velocidad del viento
El principal componente de la potencia e´ olica producida por un parque es la velocidad del viento,
por lo tanto parece evidente que el estudio de la velocidad del viento ser´ a una herramienta adecuada
para la modelizaci´ on de la potencia generada a traves de predicciones de la velocidad. En el trabajo
de Carta et al. (2009) se hace una gran revisi´ on sobre diferentes estimaciones de distribuciones para
la velocidad del viento.
Entonces, una vez estimada la distribuci´ on de la velocidad del viento, la predicci´ on probabil´ ıstica
de la potencia e´ olica se construye a partir de la curva de potencia que mide la relaci´ on existente entre
velocidad y potencia (p.ej., Lange 2005). El principal problema es que dicha relaci´ on es no lineal y
cambiar´ a dependiendo del tiempo, del aerogenerador, de la temperatura ambiental, de la direcci´ on del
viento, etc.
3.0.2. Empleando ”ensemble predictions”
En meteorolog´ ıa es habitual suministrar la predicci´ on de diferentes variables ambientales para un
periodo de tiempo en forma de un conjunto de trayectorias posibles a partir de diferentes condiciones
iniciales y empleando diferentes modelos (Epstein, 1969). A ese conjunto de trayectorias se le conoce
como ”ensemble predictions”. Entonces, una vez generadas las predicciones ensemble la densidad pre-
dictiva de la producci´ on de energ´ ıa e´ olica se calcula empleando las curvas de potencia que relacionan
las variables metereol´ ogicas empleadas con la potencia e´ olica (Nielsen et al. 2004, Pinson y Madsen
2009, Taylor et al. 2009). En este caso, adem´ as del problema de la relaci´ on no lineal existente comen-
tado en el anterior punto, se le a˜ nade la diﬁcultad de obtener las predicciones ensemble, ya que tienen
que ser suministradas por una agencia meteorol´ ogica.
63.0.3. Empleando regresi´ on cuant´ ılica
Estos m´ etodos consisten en aplicar una regresi´ on por cuantiles sobre la producci´ on e´ olica en funci´ on
de un conjunto de variables explicativas sin tener que asumir ning´ un tipo de estructura en la densidad
condicionada de la potencia. Bremnes (2006) comprob´ o su eﬁciencia compar´ andolo con un modelo
Gaussiano y un estimador de Nadaraya-Watson para la funci´ on de distribuci´ on, obteniendo resultados
muy parejos para todos los m´ etodos, dando ventaja al m´ etodo de Nadaraya-Watson por cuestiones de
sencillez en la computaci´ on. En Moller et al. (2008) se propone un procedimiento adaptativo para la
regresi´ on por cuantiles que mejora el tiempo de computaci´ on.
3.0.4. Empleando la predicci´ on de potencia e´ olica
Otra de las opciones existentes consiste en ajustar una distribuci´ on de probabilidad condicionada
de la potencia a partir de los datos hist´ oricos de la potencia medida y de predicciones de la misma. La
principal diﬁcultad est´ a en que la potencia e´ olica es una variable con soporte acotado y no gaussiana,
adem´ as de ser una variable con un comportamiento no estacionario. Por ello, Lau y McSharry (2010)
y Pinson (2010) proponen realizar una transformaci´ on log´ ıstica, con el proposito de conseguir una
distribuci´ on Normal, empleando a continuaci´ on diferentes modelos param´ etricos para realizar las pre-
dicciones puntuales y estimar la densidad predictiva empleando las funciones de distribuci´ on Normal
Truncada y Normal Censurada.
Otra opci´ on es ajustar una distribuci´ on param´ etrica condicionada a partir de la estimaci´ on de
momentos condicionados de la potencia. Bludszuweit et al. (2008) y Al-Awami y El-Sharkawi (2009)
lo hicieron empleando distribuciones como la Beta y la distribuci´ on generalizada del valor extremo, a
partir de los dos primeros momentos.
Este es el camino que hemos seguido para nuestra propuesta de estimaci´ on de la densidad pre-
dictiva de la potencia e´ olica. Para ello proponemos emplear un m´ etodo adaptativo que nos permite
estimar los momentos centrales condicionados de los errores de predicci´ on mediante modelos de regre-
si´ on adaptativa. Las variables explicativas de estas regresiones ser´ an las predicciones puntuales de la
potencia. Una vez obtenidos los momentos, los emplearemos para estimar la densidad predictiva de
dichas predicciones empleando para ello diferentes distribuciones param´ etricas, como son la Normal
7Truncada, la Normal Censurada, la Beta y la distribuci´ on de M´ axima Entrop´ ıa (Jaynes, 1957). Las
diferencias con trabajos anteriores es el uso de la distribuci´ on de M´ axima Entrop´ ıa que nos permitir´ a
emplear momentos de hasta orden 4 y que la estimaci´ on de dichos momentos es realizada de forma
recursiva y con par´ ametros que cambian con el tiempo.
4. Estimaci´ on de los momentos condicionados
Para realizar una estimaci´ on par´ ametrica de la densidad predictiva ser´ a necesario realizar la esti-
maci´ on de los momentos condicionados. La estimaci´ on de los momentos condicionados ser´ a efectuada
mediante modelos de regresi´ on en los cuales los regresores ser´ an las predicciones puntuales de la po-
tencia e´ olica.
Entonces, el modelo de regresi´ on empleado para estimar los momentos condicionados es
eM
t+h|t = α0,t+h + α1,t+h  pt+h|t + α2,t+h  p2
t+h|t + α3,t+h  p3
t+h|t + vt+h, (1)
donde M = 1,2,.... De esta manera para diferentes valores de M se ajustan modelos para diferentes
momentos, puesto que el segundo momento est´ a asociado al error de predicci´ on al cuadrado y as´ ı
sucesivamente.
Suponiendo que las predicciones de energ´ ıa e´ olica han sido estimadas empleando un modelo correc-
















es decir, son calculados directamente empleando el modelo de regresi´ on descrito en la expresi´ on (1)
para diferentes valores de M. No obstante, en la pr´ actica ser´ a f´ acil que un predictor de la potencia
e´ olica sea condicionalmente sesgado durante ciertos periodos de tiempo, es decir, m
(0)
t+h|t  = 0. Por ello,
se realiza una correcci´ on del sesgo, por lo que para calcular los momentos centrales se emplea el modelo
  eM
t+h|t = α0,t+h + α1,t+h  pt+h|t + α2,t+h  p2
t+h|t + α3,t+h  p3
t+h|t + vt+h, (3)







para M = 2,3,...
8Para comprobar la relaci´ on existente entre los momentos centrales de la potencia e´ olica generada
por un parque respecto a sus predicciones se calcula la media de la estimaci´ on de los momentos para
diferentes horizontes de predicci´ on h = 1,...,48. En la ﬁgura 3 se ve que los intervalos de conﬁanza
Bootstrap de la estimaci´ on nos conﬁrman que los momentos siguen un patr´ on claro en funci´ on del
valor previsto, por lo que, aparentemente, las predicciones de potencia ser´ an buenos regresores.

















































































Figura 3: Media de la estimaci´ on de los momentos para diferentes horizontes
4.1. M´ etodo de estimaci´ on recursiva
El objetivo del m´ etodo propuesto es ir calculando la senda de distribuciones predictivas ft+h para
un horizonte h, es decir, habr´ a que ir estimando de manera recursiva los momentos condicionados.
Para ello se ha desarrollado un procedimiento adaptativo.
La estimaci´ on del modelo (3) es realizada de manera adaptativa empleando el m´ etodo de m´ ınimos
cuadrados recursivos. Por simpliﬁcar la notaci´ on reescribimos (3) en forma matricial, tal que
yt+h = X′
t+hαt+h + vt+h, (4)
donde el vector yt+h =   eM
t+h|t, la matriz Xt+h = (1,   pt+h|t,   p2
t+h|t,   p3
t+h|t)′ contiene las variables explica-
tivas y el vector αt+h = (α0,t+h,α1,t+h,α2,t+h,α3,t+h)′ contiene los par´ ametros a estimar. Entonces,
empleando el m´ etodo de m´ ınimos cuadrados ponderados de manera recursiva la estimaci´ on de la
expresi´ on (4) ser´ a
9  αt+h =   αt+h−1 + M−1
t+hXt+hˆ vt+h, (5)
donde   vt+h = yt+h|t − X′
t+h  αt+h−1 es el error de predicci´ on un paso adelante y la matriz de ganancia
M−1

















donde λt+h es el factor de olvido que permitir´ a que la estimaci´ on recursiva vaya cambiando a lo largo
del tiempo. El factor de olvido empleado en este trabajo es el propuesto por S´ anchez (2006), que est´ a
basado en la distancia de Cook.
Como la variable aleatoria con la que trabajamos es la potencia e´ olica hemos de acotar su estimaci´ on
para no obtener valores fuera del intervalo [0,1]. Es f´ acil comprobar que las acotaciones ser´ a










1 −   pt+h|t
 M 




1 −   pt+h|t
 M 
, si M es par
. (7)
En la ﬁgura 4 podemos ver la senda de estimaciones de los 4 primeros momentos centrales durante
un periodo de tiempo, para diferentes horizontes de predicci´ on. Adem´ as en la ﬁgura 5 podemos ver la
asimetr´ ıa y curtosis asociadas a dichos momentos centrales. En alguno de los gr´ aﬁcos hemos tenido que
emplear diferentes escalas en los ejes de las ordenadas, para facilitar ver la evoluci´ on de los momentos,
puesto que seg´ un aumenta el horizonte de predicci´ on, los valores ser´ an mayores.
5. Modelizaci´ on adaptativa de densidades predictivas
En la secci´ on 2.1 mostramos que la distribuci´ on de la potencia tiene varias caracter´ ısticas que
deberemos de tener en cuenta a la hora de seleccionar las distribuciones con las que trabajaremos,
como son que es acotada, que es unimodal, que es condicionalmente asim´ etrica,etc. Como la potencia
producida est´ a acotada no se puede emplear la distribuci´ on Normal, por ello hemos empleado dos
posibles opciones basadas en la Normal como son la Normal Truncada y la Normal Censurada. Estas
distribuciones normales con soporte acotado presentan ya diferentes asimetr´ ıas y curtosis que podr´ ıan
ser adecuadas para nuestro problema.




































































































































































Figura 4: Estimaci´ on recursiva de los momentos centrados condicionados para h=1,3,6,12.
Otra distribuci´ on apropiada para nuestros datos ser´ a la Beta, ya que est´ a acotada en [0,1] y se
puede ajustar a fen´ omenos asim´ etricos. Por ´ ultimo, emplearemos la distribuci´ on de M´ axima Entrop´ ıa,
ya que tambi´ en nos permitir´ a obtener una densidad acotada y nos es muy ﬂexible para adaptarse a
momentos condicionados cambiantes.
5.1. Distribuci´ on Normal truncada
Sea φ( ) la funci´ on de densidad de una distribuci´ on Normal de media µ y desviaci´ on σ y Φ( ) su
correspondiente funci´ on de distribuci´ on. Entonces, la variable y ∈ R = [a,b], donde −∞ < a < b < ∞,
sigue una distribuci´ on Normal Truncada de densidad
















































































































 , a < y < b. (8)
Entonces, los momentos de la variable truncada podr´ an ser calculados f´ acilmente a partir de los
momentos de la variable sin truncar µ y σ (p.ej. Cohen 1961),















































5.1.1. Estimaci´ on de la densidad predictiva
Empleando la expresi´ on (8) se puede estimar la funci´ on de densidad Normal Truncada empleando
para ello los momentos de la variable sin truncar. El problema es que calcular los momentos de la
variable truncada a partir de los de la variable sin truncar, como vimos en (9) y (10), es directo, pero
la direcci´ on contraria, que justamente es la que necesitamos, no lo es.
12Si asumimos que la distribuci´ on de las predicciones empleadas en nuestra estimaci´ on es una Normal
Truncada, estimamos los dos primeros momentos condicionados empleando el modelo (3), con M =
1,2. El problema es que de esta manera obtenemos los momentos de la variable truncada µ(NT) y
σ(NT) y no los momentos de la variable sin truncar que necesitaremos para estimar la densidad f
(NT)
t+h .
Cohen (1991) muestra que los momentos sin truncar pueden ser estimados mediante
ˆ σ =
b − a
ˆ ξ2 − ˆ ξ1
; (12)









La estimaci´ on de ˆ ξ1 y ˆ ξ2 puede ser efectuada mediante diferentes m´ etodos iterativos como el de
Newton-Raphson, pero Cohen (1991) propone emplear un procedimiento gr´ aﬁco desarrollado en Cohen
(1957).
Entonces, empleando las expresiones (9) y (10) se obtienen los momentos sin truncar µ y σ re-
solviendo el sistema mediante un algoritmo de b´ usqueda. De esta manera, empleamos la expresi´ on
(8) para obtener la estimaci´ on de la distribuci´ on predictiva f
(NT)
t+h . En la ﬁgura (6) podemos ver un
ejemplo de la senda de estimaciones f
(NT)
t+1 para diferentes periodos de tiempo.
5.2. Distribuci´ on Normal censurada
Sea y una variable aleatoria con funci´ on de densidad φ( ) Normal de media µ y desviaci´ on σ y Φ( ) su
correspondiente funci´ on de distribuci´ on. Entonces, la variable y′ ∈ R = [a,b], donde −∞ < a < b < ∞,
sigue una distribuci´ on Normal Censurada donde
y′ =

    
    
a ,si y ≤ a
N(µ,σ) ,si a < y < b
b ,si y ≥ b
(15)
En este caso, las colas de la Normal que sobrepasen el intervalo en el que la variable est´ a acotada
se acumulan en los extremos. Los momentos de la variable censurada son (Cohen, 1991)
13(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 6: Ejemplo de la senda de densidades predictiva empleando la distribuci´ on Normal Truncada para
diferentes horizontes
µ(NC) = aΦ(ξ1) + [Φ(ξ2) − Φ(ξ1)](µ + σδ) + [1 − Φ(ξ2)]b. (16)
σ2
(NC) = a2Φ(ξ1) + [Φ(ξ2) − Φ(ξ1)]
 
σ2 + µ2 + 2µσδ
 
+ ... (17)







145.2.1. Estimaci´ on de la densidad predictiva
En este caso, nos encontramos en el mismo problema que para la estimaci´ on de la distribuci´ on
truncada. Adem´ as, Cohen (1991) muestra como la estimaci´ on de los momentos de la variable sin
censurar se har´ a mediante las mismas expresiones que en la distribuci´ on Normal Truncada, es decir,
ˆ σ =
b − a
ˆ ξ2 − ˆ ξ1
; (19)
ˆ µ = a − ˆ σˆ ξ2, (20)
solo que la estimaci´ on de ˆ ξ1 y ˆ ξ2, en esta ocasi´ on ser´ a diferente. Para hallar los momentos de la variable
sin censurar, dicha estimaci´ on tendr´ a que ser realizada mediante un procedimiento iterativo descrito
en Cohen (1957, 1991).
El primer paso importante en un proceso iterativo es obtener una buena estimaci´ on inicial que est´ e
pr´ oxima a la soluci´ on ´ optima, para que de esta manera el n´ umero de iteraciones sea el menor posible.
Como valores iniciales ˆ ξ0
1 y ˆ ξ0


















donde c1 y c2 son las el n´ umero de observaciones muestrales censuradas por la izquierda y por la derecha
respectivamente, y N es el tama˜ no total de la muestra. Una vez hallados los valores iniciales Cohen
(1957) recomienda mejorar la estimaci´ on realizando un par de iteraciones empleando las ”sustituciones

















































siendo n el n´ umero de observaciones muestrales sin censurar. A partir de entonces, se emplea un m´ etodo
de Newton hasta alcanzar el ´ optimo. Para ello, se usan los valores ˆ ξi+1
1 y ˆ ξi+1
2 obtenidos para estimar
15los valores iniciales del m´ etodo de Newton ˆ µ0 y ˆ σ0, y a partir de ellos se buscar´ an las estimaciones de
los momentos muestrales sin censurar.
Es importante notar que al estimar los momentos empleando los datos que poseemos, obtendemos
los momentos correspondientes o bien a la muestra truncada o bien a la censurada, dependiendo del
caso en el que estemos. Por ello, es necesario resolver el sistema que nos permita calcular el valor de
los momentos µ y σ de la distribuci´ on sin truncar o sin censurar. No es infrecuente encontrar trabajos
donde se ignora este problema.
En la ﬁgura 7 podemos ver un ejemplo de la senda de estimaciones f
(NC)
t+1 para diferentes periodos
de tiempo.
(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 7: Ejemplo de la senda de densidades predictiva empleando la distribuci´ on Normal Censurada para
diferentes horizontes
165.3. Distribuci´ on Beta
Sea y una variable que sigue una distribuci´ on Beta(α,β), entonces su funci´ on de densidad es
f(y) =
yα−1 [1 − y]
β−1
B(α,β)
, 0 < y < 1, (24)
donde B(α,β) es la funci´ on Beta. Los par´ ametros α y β se estimar´ an, por ejemplo, empleando los dos
primeros momentos de la variable y a partir de la relaci´ on
α =
µ2 − µσ2
σ2 − µ2 ; β =
µ − σ2
σ2 − µ2 − α (25)
5.3.1. Estimaci´ on de la densidad predictiva
En este caso la estimaci´ on ser´ a sencilla, ya que empleando la expresi´ on (3), con M = 1,2, ob-
tendremos la estimaci´ on de los dos primeros momentos, que nos permiten calcular los par´ ametros
de la distribuci´ on Beta mediante la expresi´ on (25). Entonces, la funci´ on de densidad Beta f
(B)
t+h se
calcula empleando (24). En la ﬁgura 8 podemos ver un ejemplo de la senda de estimaciones f
(B)
t+1 para
diferentes periodos de tiempo.
5.4. Distribuci´ on de M´ axima Entrop´ ıa






Jaynes (1957) emple´ o este concepto para proponer una distribuci´ on de probabilidad que minimice
la informaci´ on previa necesaria, que ser´ a aquella que maximice la entrop´ ıa de Shannon. Entonces, la






a f(y)dy = 1
  b
a yif(y)dy = mi, i = 1,...,M,
(27)
17(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 8: Ejemplo de la senda de densidades predictiva empleando la distribuci´ on Beta para diferentes hori-
zontes
donde los mi son los M primeros momentos respecto al origen. Jaynes (1957) muestra que la forma






















y los multiplicadores λ1,...,λM son calculados resolviendo el sistema de M ecuaciones no lineales



















= mj, j = 1,...,M. (30)
18El sistema descrito en (30) solo tiene soluci´ on anal´ ıtica cuando M = 1. En este trabajo llegaremos a
emplear un M = 4, por lo que el sistema (30) tendr´ a que ser resuelto num´ ericamente. El procedimiento
que hemos seguido para ello es el descrito por Siddall y Diab (1975). Los pasos del procedimiento son:
1. Calcular los M primeros momentos condicionados centrales de manera adaptativa.




















3. Elegir los valores iniciales λ0
1,...,λ0
M. Siddall y Diab (1975) proponen diferentes alternativas,
entre las que hemos escogido la m´ as conservadora λ0
1 = ... = λ0
M = 0.




















  = Rj, j = 1,...,M, (32)
donde ai son los multiplicadores de integraci´ on num´ erica, l es el n´ umero de intervalos empleados
en dicha integraci´ on num´ erica y Rj son los residuos normalizados empleados en la resoluciones
de las ecuaciones simult´ aneas (32).
5. Emplear la expresi´ on (29) para calcular λ0.
6. Emplear la expresi´ on (28) para estimar la distribuci´ on de m´ axima entrop´ ıa.
5.4.1. Estimaci´ on de la densidad predictiva
El m´ etodo de m´ axima entrop´ ıa ha sido utilizado para la estimaci´ on de la densidad de la velocidad
del viento en trabajos previos (Ram´ ırez y Carta, 2006; Akpinar y Kavak Akpinar, 2007; Liu y Chang,
2010). Sin embargo no ha sido empleado para la modelizaci´ on de la densidad predictiva de la potencia
e´ olica, a pesar de que su uso tiene varias ventajas para dicho problema. La principal, es que bas´ andonos
s´ olo en los datos y sin necesidad de ning´ un tipo de asunci´ on previa, podemos estimar una distribuci´ on
acotada en el dominio [a,b] que queramos.
19Para estimar la densidad predictiva f
(MEP)
t+h estimaremos los cuatro primeros momentos condicio-
nados empleando la expresi´ on (3), con M = 1,2,3,4. Entonces, se resuelve de manera num´ erica el
sistema descrito en (30), y obtenemos la estimaci´ on de la densidad predictiva f
(MEP)
t+h mediante (28)




(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 9: Ejemplo de la senda de densidades predictiva empleando la distribuci´ on de m´ axima entrop´ ıa para
diferentes horizontes
5.5. Comparaci´ on de las distribuciones empleadas
En la ﬁgura 10 podemos ver varios ejemplos de las diferentes estimaciones obtenidas en un deter-
minado instante de tiempo para diferentes horizontes de predicci´ on. Para h = 1 vemos un ejemplo
en el que todas las distribuciones funcionan de manera similar puesto que nos encontramos en mitad
del intervalo y la desviaci´ on es peque˜ na. En el ejemplo para un h = 3 vemos las diferencias existen-
20tes cuando nos encontramos en un extremo. Diferencias que se ir´ an acrecentando seg´ un aumenta el
horizonte y con ello la desviaci´ on como vemos en los gr´ aﬁcos restantes.

















(a) t= 5259 y h=1















(b) t=6851 y h=3


























(c) t=4650 y h=12


















(d) t=5652 y h=24
Figura 10: Densidades predictivas para diferentes instantes de tiempo y horizontes
6. Criterios de evaluaci´ on de densidades predictivas
Existen multitud de herramientas para evaluar el correcto funcionamiento la una secuencia de esti-
maciones de densidades predictivas. Se pueden clasiﬁcar los diferentes m´ etodos en dos tipos distintos,
por una parte est´ an aquellos m´ etodos que sirven para comprobar que la densidad predictiva estimada
es correcta. Estos son m´ etodos necesarios, pero no suﬁcientes pues no garantizan un buen comporta-
miento predictivo futuro. Por ello son necesarios otro tipo de m´ etodos que comparen entre diferentes
densidades predictivas y digan cu´ al es la m´ as eﬁciente.
216.1. Comprobaci´ on de la estimaci´ on
La evaluaci´ on de una densidad predictiva se basa en el ”Prequential principle”, llamado as´ ı por
Dawid (1984). Dawid form´ o la palabra Prequential uniendo los t´ erminos secuencia probabilistica (Pro-
babilistic sequential). La idea del principio es que dado un proceso {Yt+h}, y una secuencia de densida-
des predictivas {ft+h}, la eﬁciencia de la estimaci´ on de las densidades predictivas podr´ a ser evaluada
empleando ´ unicamente el par {Yt+h, ft+h}.
Empleando este principio Dawid (1984) propone evaluar si una secuencia de densidades predictivas






si asumimos que la sequencia de estimaciones {ft+h} es adecuada entonces, Rosenblatt (1952) prob´ o
que los valores PIT {ut+h} ser´ an un proceso independiente e id´ enticamente distribuido seg´ un una
distribuci´ on Uniforme U [0,1]. El m´ etodo PIT propuesto por Dawid (1984) empez´ o a ser ampliamente
usado a partir del trabajo de Diebold et al. (1998) que populariz´ o su uso. A partir de este trabajo
diferentes propuestas para evaluar diferentes propiedades estad´ ısticas de la secuencia de densidades
predictivas se han ido proponiendo. En Corradi y Swanson (2006) se hace una amplia revisi´ on. M´ as
recientemente Gonz´ alez-Rivera et al. (2011) proponen una ampliaci´ on para el caso multivariante.
Durante este trabajo como herramienta para evaluar la secuencia de estimaciones predictivas he-
mos empleado el m´ etodo PIT. Para comprobar que los valores PIT siguen una distribuci´ on uniforme
hemos realizado, como se hace habitualmente, el histograma de los valores PIT obtenidos. Otra posi-
ble representaci´ on, quiz´ as m´ as util para comparar secuencias de densidades predictivas diferentes es
obtener un gr´ aﬁco de los percentiles emp´ ıricos del proceso {ut+h} obtenido respecto a los percentiles
nominales esperados.
Hamill (2001) muestra un ejemplo del funcionamiento del m´ etodo PIT como m´ etodo de evaluaci´ on.
En el ejemplo, emplea cuatro densidades predictivas diferentes. Una es la ideal y las otras tres son
densidades sesgadas. En todos los casos, el m´ etodo PIT nos dice que las cuatro distribuciones son
correctas a pesar de que tres de ellas no lo son. Esto es debido a que el m´ etodo PIT es una condici´ on
necesaria pero no suﬁciente, por lo que se necesitan emplear otros m´ etodos que permita distinguir cual
22es el predictor ideal.
6.2. Veriﬁcaci´ on de las predicciones
El concepto de veriﬁcaci´ on de las predicciones fue introducido en el campo de la metereolog´ ıa por
Jolliﬀe y Stephenson (2003) y se basa en la idea de obtener medidas que permiten la evaluaci´ on de las
densidades predictivas. La mayor´ ıa de las medidas existentes se basan en el Brier Score, introducido
por Brier (1950). Sea Ft la funci´ on de distribuci´ on acumulada predictiva de la potencia e´ olica en el







[Ft − H (x − pt)]
2 , (34)
donde H(x−pt) es la funci´ on Heaviside y toma valores 0 cuando x < pt y valores 1 en caso contrario,
siendo x el dominio de pt. El Brier Score es uno de los m´ etodos conocidos como Scoring Rules. Estos
m´ etodos asignan una puntuaci´ on num´ erica a la densidad predictiva, basandose en el concepto de
concentraci´ on. Esto es, una distribuci´ on predictiva m´ as concentrada, nos dar´ a predicciones mejores.
As´ ı pues, un menor valor del Brier Score nos dar´ a una densidad predictiva mejor.
Diferenciar cu´ al de las densidades predictivas alternativas es mejor puede ser complicado a partir
s´ olo del Brier Score. Por esta raz´ on, es aconsejable una medida que nos diga cual de las distribuciones
acumular´ a menor valor Brier Score. Existen multitud de medidas que permiten esta tarea. En Gneiting
y Raftery (2007) podemos ver una amplia revisi´ on. En este trabajo hemos empleado la medida pro-





BS (x) dx, (35)
la cual, al ser una medida asociada al Brier Score, nos dar´ a como mejor densidad predictiva a aquella
que tenga un menor valor CRPS.
237. Selecci´ on de la distribuci´ on ´ optima empleando criterios de eva-
luaci´ on
En la secci´ on anterior, vimos los resultados de las diferentes funciones de distribuci´ on que hemos
considerado. Sin embargo, es posible que a lo largo del tiempo la que consideramos mejor densidad pre-
dictiva vaya cambiando entre las diferentes opciones que consideramos. Por ello, proponemos emplear
los criterios de evaluaci´ on explicados anteriomente para ir escogiendo la distribuci´ on m´ as adecuada
dependiendo del instante de tiempo.
Para seleccionar en un determinado instante de tiempo la densidad predictiva m´ as adecuada hemos
tenido en cuenta dos posibles criterios:
1. M´ ınimo Brier Score (f
(m´ ınBS)
t+h ). En el instante de tiempo t + h seleccionaremos como densidad
predictiva aquella que tenga menor valor del Brier Score predicho en   pt+h|t.
2. M´ ınimo CRPS (f
(m´ ınCRPS)
t+h ). En el instante de tiempo t + h seleccionaremos como densidad
predictiva aquella que minimice el valor de CRPS.
El problema es que para calcular tanto el Brier Score como el CRPS necesitamos el valor observado
en el instante de tiempo deseado. Entonces, suponiendo que en el instante de tiempo t hemos calculado
una predicci´ on del BS y del CRPS, y dado que en dicho instante conocemos tanto ambos valores,
generaremos la siguiente predicci´ on empleando el alisado simple tipo EWMA (Holt, 1957). Es decir,
  BSt+1 = λ  BSt + (1 − λ)BSt,
donde 0 < λ < 1 determinar´ a el peso que le damos a la predicci´ on anterior. Un valor muy pr´ oximo a
1 nos ir´ a dando predicciones similares. Para el CRPS realizaremos la misma operaci´ on.
8. Comportamiento de la estimaci´ on en diferentes parques e´ olicos
Una vez estimadas las diferentes sendas de densidades predictivas empleando las diferentes dis-
tribuciones y los criterios de selecci´ on anteriormente detallados, pasamos a evaluar las diferentes es-
24timaciones realizadas. Para ello comenzaremos viendo los resultados para uno de los parques e´ olicos
disponibles, el Parque 1.
En las ﬁguras 11, 12, 13 y 14 mostramos los histogramas de los valores PIT obtenidos para las
diferentes distribuciones ajustadas para el Parque 1 a horizontes de predicci´ on h = 1,6,12,24. Como
dijimos anteriormente si la distribuci´ on estimada es correcta esperamos que los valores PIT sigan una
distribuci´ on uniforme, por lo que el histograma deber´ a de tener forma de rect´ angulo. Como vemos
en los diferentes gr´ aﬁcos la distribuci´ on con mayores problemas es la Normal Truncada, puesto que
acumula un gran n´ umero de valores pr´ oximos al cero. Las dem´ as distribuciones en general, funcionan de
manera correcta, especialmente la distribuci´ on MEP y las densidades estimadas mediante los criterios
de selecci´ on detallados en la secci´ on anterior.
Mediante la representaci´ on de los valores PIT podemos ver si las distribuciones estimadas son
adecuadas, pero no podemos comprobar su eﬁcacia. Para ello empleamos los m´ etodos para la veriﬁca-
ci´ on de densidades predictivas. Una opci´ on es comparar los diferentes valores que toma el Brier Score
para las distintas distribuciones empleadas, siendo la mejor distribuci´ on aquella que menor Brier Score
tenga. En la ﬁgura 15 vemos los resultados para diferentes horizontes de predicci´ on. Como vemos a
horizontes 1 y 6 la distribuci´ on MEP obtiene menores valores, pero a horizontes mayores los resultados
son m´ as confusos puesto que las diferentes distribuciones obtienen valores similares.
Para comprobar de manera m´ as exacta el resultado observado con la representaci´ on del Brier
Score, vemos los valores que toma el CRPS. En la ﬁgura 16a vemos como seg´ un aumenta el horizonte
de predicci´ on la diferencia entre las distintas distribuciones se va reduciendo. En general, podemos
concluir que la mejor distribuci´ on empleada es la MEP, puesto que tiene el valor m´ ınimo excepto a
horizonte 24 en el cual la distribuci´ on Min CRPS obtiene un valor ligeramente menor.
Para resumir los resultados obtenidos en los 6 parques e´ olicos empleados vamos a agupar los
resultados en un ´ unico gr´ aﬁco por horizonte. Para ello calculamos los percentiles de los valores PIT
estimados para cada distribuci´ on para cada uno de los parques y a continuaci´ on hallamos la media de
los 6 parques. En la ﬁgura 17 vemos los resultados obtenidos. Como vemos los resultados son similares
a los observados en los histogramas del PIT para el Parque 1, puesto que en general la distribuci´ on que
m´ as problemas tiene para acercarse a la diagonal es la Normal Truncada. Por ´ ultimo, en la ﬁgura 16
25podemos ver los valores del CRPS obtenidos para los diferentes parques e´ olicos. Como vemos la mejor
distribuci´ on es la MEP, puesto que, en general, obtiene el menor valor en los diferentes parques. Vemos
adem´ as resultados prometedores empleando los criterios de selecci´ on de distribuciones, especialmente
empleando el m´ ınimo CRPS. Como vemos asumir un tipo de distribuci´ on a este tipo de datos no
parece buena idea, puesto que dependiendo del parque la Normal Truncada, la Normal Censurada o
la Beta puede dar buenos o malos resultados.
9. Conclusiones y l´ ıneas futuras
Calcular la densidad predictiva de las predicciones es siempre un problema complicado, y m´ as aun
si la variable a estudiar tiene las caracter´ ısticas de la potencia e´ olica. Como vemos en los resultados
mostrados asumir que la potencia e´ olica sigue una distribuci´ on conocida no parece buena idea, por lo
que el uso de una distribuci´ on como la de M´ axima Entrop´ ıa o el uso de un criterio que vaya selec-
cionando la distribuci´ on ´ optima en cada instante de tiempo parecen ideas que mejoran las propuestas
previas. Adem´ as, la estimaci´ on de los momentos centrales es un problema b´ asico para obtener una
buena estimaci´ on de la densidad predictiva, y en las propuestas previas dicha estimaci´ on se limitaba
al uso de la estimaci´ on muestral de los momentos.
Los tres puntos claves que proponemos en este tema son, por lo tanto, la estimaci´ on adaptativa de
los momentos condicionados, el uso como densidad predictiva de la distribuci´ on de M´ axima Entrop´ ıa
y el uso de criterios de selecci´ on para emplear la distribuci´ on m´ as adecuada en un instante de tiempo
determinado.
En cu´ anto a la estimaci´ on adaptativa, se han realizado ya diferentes pruebas con modelos seme-
jantes empleando diferentes potencias y los resultados son similares. Una posible ampliaci´ on ser´ ıa
a˜ nadir como regresores a los modelos predicciones pasadas y no solo las predicciones presentes como
empleamos actualmente.
La estimaci´ on de la distribuci´ on de M´ axima Entrop´ ıa conlleva resolver un problema de progra-
maci´ on no lineal en cada instante de tiempo, por ello una gran mejora computacional ser´ ıa obtener
una forma recursiva de dicho algoritmo, puesto que al ser una distribuci´ on condicionada esta ir´ a cam-
biando dependiendo del valor anterior. Otro resultado interesante, ser´ ıa la obtenci´ on de un criterio
26formal para que el n´ umero de momentos empleados en cada instante de tiempo fuera variando seg´ un
las caracter´ ısticas de los datos.
Por ´ ultimo, la selecci´ on de distribuciones es, como parecen indicar los resultados, un m´ etodo
prometedor. El uso del m´ ınimo CRPS como criterio de selecci´ on de distribuciones funciona de manera
eﬁciente sin haber empleado un m´ etodo de predicci´ on especialmente reﬁnado. Otra idea a explorar
ser´ a la de realizar una combinaci´ on de diferentes distribuciones empleando el Brier Score, que nos dice
que distribuci´ on es mejor en diferentes tramos del dominio de la variable.
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Figura 11: Histograma de los valores PIT obtenidos para diferentes densidades predictivas estimadas para un
parque e´ olico a horizonte h = 1.
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Figura 12: Histograma de los valores PIT obtenidos para diferentes densidades predictivas estimadas para un
parque e´ olico a horizonte h = 6.
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Figura 13: Histograma de los valores PIT obtenidos para diferentes densidades predictivas estimadas para un
parque e´ olico a horizonte h = 12.
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Figura 14: Histograma de los valores PIT obtenidos para diferentes densidades predictivas estimadas para un




























































































































Figura 15: Valor del Brier Score obtenido para las diferentes distribuciones estimadas en un parque e´ olico
empleando para diferentes horizontes de predicci´ on h.
















































































































































Figura 16: Valor del CRPS para las diferentes distribuciones predictivas empleadas en los diferentes parques
e´ olicos disponibles.
















































































































































































Figura 17: Comparaci´ on entre los percentiles obtenidos al evaluar la senda de densidades predictivas estimadas
en un parque e´ olico empleando diferentes distribuciones
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