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Resum
Aquest document conte´ la memo`ria del Treball Final de Grau. Concretament es tracten
tots els temes relacionats amb el projecte, la seva implementacio´, resultats i conclusions.
El projecte consisteix en realitzar el back-end d’OpenCL per al run-time GMAC, basant-se
en el back-end de CUDA que ja es troba en funcionament. Realitzar els diversos tests que
actualment comproven que el back-end de CUDA funciona, i comprovar que el back-end
d’OpenCL e´s equivalent en rendiment al de CUDA.
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Overview
This document contains the bachelor?s thesis. In this work you will see all the subjects
related to this project, from implementation to conclusions.
The project is to perform the back-end of OpenCL for the run-time GMAC, based on the
CUDA backend which is already in operation. Perform various tests that currently check
the CUDA backend, and check the back-end performance is equivalent to CUDA.

Agraiments a Javier Cabezas, sense ell aquest projecte no hauria acabat be´.
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1INTRODUCCIO´
Antigament l’u´s dels processadors gra`fics (GPUs) estava limitat a la computacio´ de gra`fics
2D i 3D i es dedicava la CPU per al co`mput general.
Actualment els processadors gra`fics permeten l’execucio´ de programes anomenats ker-
nels mitjanc¸ant un conjunt d’APIs, de les quals, les dues me´s importants so´n CUDA,
propietat de Nvidia i per tant nome´s executable en GPUs Nvidia i OpenCL el qual e´s
un esta`ndard obert desenvolupat pel grup khronos (desenvolupadors d’OpenGL).
Gra`cies a les caracterı´stiques de l’arquitectura de les GPUs, les fa especialment adients
per executar les parts massivament paral·leles de les aplicacions, deixant el codi serie i de
control per a la CPU. Aquesta model d’execucio´ distribuı¨da entre la CPU i els acceleradors
s’anomena computacio´ heteroge`nia.
Degut a que l’espai d’adreces de la CPU i la GPU no so´n el mateix, es fan necessa`ries
transfere`ncies explı´cites de dades entre la CPU i l’accelerador. GMAC va sorgir com un
intent de simplificar la programabilitat d’aplicacions en arquitectures heteroge`nies.
Inicialment GMAC (versio´ 1.0) suportava NVIDIA CUDA, posteriorment i per enca`rrec
d’AMD es va afegir OpenCL1. Posteriorment van sorgir noves tecnologies en les targetes
gra`fiques Nvidia associades a la compute capability 2.0 i CUDA 4.0 com les transfere`ncies
peer to peer entre GPUs entre d’altres. Es va desenvolupar una nova versio´ de GMAC
(anomenada 2.0), desenvolupada en capes en la qual nome´s es va desenvolupar el back-
end de CUDA.
0.1. Descripcio´ del projecte
El projecte s’engloba dins del projecte de desenvolupament d’un run-time, anomenat
GMAC que permeti simplificar la programabilitat d’aplicacions en arquitectures heteroge`nies.
Un dels objectius de GMAC e´s abstraure el programador del tipus d’API que usa l’accel-
erador hardware, intentant unificar les dues grans plataformes de programacio´ d’acceler-
adors, NVIDIA CUDA i OpenCL.
El projecte consistira` en realitzar el back-end d’OpenCL per a GMAC 2.0, basant-se en
el back-end de CUDA que ja es troba en funcionament. Realitzar els diversos tests que
actualment comproven que el back-end de CUDA funciona, i comprovar que el back-end
d’OpenCL e´s equivalent en rendiment al de CUDA.
1GMAC 1.0 ve inclo`s en el SDK d’AMD[9]
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0.2. Motivacions personals
Personalment tinc un intere`s en adquirir coneixements en la programacio´ d’aplicacions
CUDA i OpenCL, sempre m’ha semblat interessant les grans xifres de la pote`ncia de
ca`lcul que ofereixen les targetes gra`fiques i volia realitzar un projecte relacionat amb el
tema.
0.3. A`mbit d’aplicacio´ i objectius
0.3.1. A`mbit d’aplicacio´
L’a`mbit d’aplicacio´ d’aquest projecte es basa en la creacio´ d’un producte, en concret, el
back-end d’OpenCL, per a que l’aplicacio´ GMAC pugui utilitzar els kernels programats
amb OpenCL i executar-se en tot el mo´n d’OpenCL.
0.3.2. Objectius del projecte
El propo`sit d’aquest projecte e´s aconseguir que l’aplicacio´ GMAC suporti OpenCL. Per tant
l’objectiu principal e´s desenvolupar el back-end d’OpenCL i que funcioni correctament.
L’objectiu principal inclou el compliment d’uns sub-objectius, sense els quals el projecte
no podra` complir l’objectiu principal.
1. El primer dels objectius personals e´s adquirir coneixements sobre l’entorn de pro-
gramacio´ de GMAC (C++ C11), OpenCL i CUDA.
2. L’altre objectiu e´s adquirir coneixements sobre el disseny de l’actual GMAC.
3. L’u´ltim objectiu es la realitzacio´ dels informes de seguiment, la memo`ria del projecte
i la posterior presentacio´ satisfacto`riament.
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CAPI´TOL 1. COMPUTACIO´ HETEROGE`NIA
1.1. Introduccio´
Actualment les CPUs i les GPUs tenen una diferent arquitectura. Tradicionalment l’ar-
quitectura de les CPUs ha estat enfocada a emmascarar les llargues late`ncies d’acce´s a
memo`ria amb l’utilitzacio´ de grans caches i diversos nivells d’acce´s.
Figura 1.1: Arquitectura d’una CPU
Tambe´ una de les caracterı´stiques de l’arquitectura so´n els complexos sistemes de predic-
cio´ de salt per reduir les late`ncies de salt. Una altra caracterı´stica remarcable so´n els
mu´ltiples camins de dades per realitzar ca`lculs quan avans millor per reduir la late`ncia.
ALU potent capac¸ de realitzar ca`lculs en pocs cicles (tornant al mateix, reduccio´ de la
late`ncia).
Per contra, les arquitectures de les GPUs estan dissenyades per maximitzar el throught-
put. Inicialment les GPUs nome´s estaven dissenyades per executar el pipeline gra`fic.
Aquest pipeline, te´ com objectiu acabar dibuixant un pı´xel. Degut a que el ca`lcul de cada
pı´xel e´s independent de l’anterior, aquest ca`lcul e´s paralel. Per tant, en l’arquitectura de
les GPUs les alus prenen una gran importa`ncia. La simplificacio´ del control d’execucio´
(sense prediccions de salt ni camins de dades alternatius) permeten als fabricants desti-
nar gran quantitat de la superfı´cie del xip a allo` que e´s important. Per tant es converteix
en una arquitectura d’alta late`ncia, orientada al throughtput per tolerar les late`ncies.
Per tant per aconseguir un codi eficient en una arquitectura heteroge`nia l’aplicacio´ ha
de saber administrar l’u´s del computador. Utilitzant la CPU per a parts sequ¨encial on la
late`ncia importa, i acceleradors per les parts on el paral·lelisme de dades es important.
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Figura 1.2: Arquitectura d’una GPU
1.2. Single Program Multiple Data (SPMD)
El model de programacio´ SPMD e´s el me´s empleat per estructurar els codis massivament
paral·lels. Consisteix de les segu¨ents fases:
Inicialitzacio´ Estableix les dades locals i les estructures de comunicacio´.
Obtencio´ d’un identificador u´nic Cada thread adquireix un identificador.
Distribucio´ de dades Descomposicio´ de les dades.
Execucio´ de l’execucio´ Els threads executen les dades.
Finalitzacio´ Recull dels resultats parcials, fusionat-los en el resultat final. Possible preparacio´
per l’iteracio´ segu¨ent.
1.3. OpenCL
OpenCL e´s un esta`ndard obert per a la programacio´ d’arquitectures heteroge`nies, creat
pel grup desenvolupador del OpenGL khronos Group. OpenCL e´s me´s que un llenguatge
de programacio´, e´s un framework per la programacio´ paral·lela que inclou un llenguatge,
APIs, llibreries i un runtime per poder generar software que es pugui executar en els
acceleradors.
OpenCL esta` pensat per programadors experts que vulguin escriure codi eficient i portable.
En general OpenCL una abstraccio´ de baix-nivell del hardware.
1.3.1. Platform Model
El model de plataformes d’OpenCL especifica que el host esta` connectat a un o me´s dis-
positius OpenCL. Cada dispositiu OpenCL esta` dividit en un o me´s compute units (CUs)
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les quals so´n dividides en un o me´s processing elements (PEs). Un sistema pot dis-
posar d’una sola platform o de va`ries. En general tots els dispositius d’un fabricant estan
disponibles en la mateixa platform.
Figura 1.3: OpenCL Platforms
1.3.2. OpenCL com a model de programacio´ escalable
Com veurem me´s endavant, els work-items dins d’un work-group s’executen concurrent-
ment en els processing elements d’un u´nic compute unit. Per tant un accelerador amb
me´s processing elements podra` computar me´s work-items a la vegada.
Figura 1.4: Escalabilitat d’OpenCL
1.3.3. Kernels
Els kernels en OpenCL so´n programats en C99. A difere`ncia de CUDA on els kernels so´n
una funcio´ me´s del programa de host, en OpenCL els kernels han de ser carregats des
d’un fitxer, compilats, i enviats a la cua d’execucio´.
Un kernel e´s definit mitjanc¸ant la declaracio´ ” global”davant del nom de la funcio´. Cada
kernel te´ associat un cl context on s’especifiquen les caracterı´stiques de l’espai d’execu-
cio´.
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1.3.4. Jerarquia de Threads
El principi d’execucio´ d’OpenCL defineix com els kernels s’executen. Quan un kernel
e´s enviat per la seva execucio´, es crea un espai d’indexos. Una insta`ncia del kernel
e´s executada per a cada punt d’aquest espai d’indexos. Cada insta`ncia e´s anomenada
work-item i e´s identificada pel seu punt en l’espai, el qual proveeix d’un global-ID per al
work-item.
Els work-items so´n organitzats en work-groups. Aquests work-groups proveeixen una
descomposicio´ de grau gros de l’espai d’indexos. A cada work-group se li assigna un work-
group-ID amb la mateixa dimensionalitat que s’ha emprat en els work-items. Els work-
items reben per tant un local-id dins del work-group. Aixı´ un work-item pot ser identificat
mitjanc¸ant el global-id o per una combinacio´ de local-ID i work-group-ID. Els work-items
dins d’un work-group s’executen concurrentment en els processing elements d’un u´nic
compute unit.
Figura 1.5: OpenCL Work-item organitzats en Work-groups
Aquest espai d’ı´ndexos en OpenCL s’anomena NDRagne. Un NDRage e´s un espai N-
dimensional on N es un, dos o tres. Cada global-ID i local-ID so´n tuples N-dimensionals.
Figura 1.6: OpenCL Espai NDRange
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1.3.5. Jerarquia de memo`ria
Els work-items que s’executen en un kernel tenen acce´s a quatre regions diferents de
memo`ria:
• Memoria Global
• Memoria Local
• Memoria de constants
• Mmeo`ria privada
Les aplicacions que corren en el host usen la api de OpenCL per crear objectes que
residira`n en memo`ria global, que despre´s so´n encuats al dispositiu per poder ser operats.
Els models de memo`ria del host i els dispositius OpenCL so´n independents un de l’al-
tre. Poden interaccionar de dues formes, copiant explı´citament les dades o mapejant i
desmapejant les regions d’un objecte.
Figura 1.7: Jerarquia de memo`ria d’OpenCL
1.3.5.1. Global Memory
E´s la regio´ de memo`ria accessible per tots els work-items que s’executen en un context.
E´s accessible des del host mitjanc¸ant comandes com read, write o map.
1.3.5.2. Local Memory
E´s la regio´ de memo`ria associada a un cert work-group i nome´s accessible als work-items
que pertanyen al work-group.
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Figura 1.8: Interrelacio´ de les memo`ries en OpenCL
Figura 1.9: Flux de les dades entre el Host i la GPU
1.3.5.3. Constant Memory
E´s una regio´ de la memo`ria global que roma`n constant durant l’execucio´ d’un kernel. El
host alocata i inicialitza els objectes de memo`ria dins de la constant memory.
1.3.5.4. Private Memory
E´s la regio´ de memo`ria privada per al work-item. Les variables definides en la memo`ria
privada no sera`n visibles per cap altre work-item.
1.3.6. Model d’execucio´ d’OpenCL
L’exemple segu¨ent mostra un programa minimalista en OpenCL C. Ilustra els principals
passos ba`sic per programar amb OpenCL. El codi no conte´ comprovacio´ d’errors per
simplicitat.
1. El programa del host selecciona una plataforma, que no es me´s que una abstraccio´
de l’implementacio´ OpenCL. Mu´ltiples plataformes de mu´ltiples fabricants poden
coexistir en el host. En l’exemple es tria la primera disponible.
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1cl_platform_id platform;
2clGetPlatformIDs(1, &platform, NULL );
Code Listing 1.1: Model d’execucio´ d’OpenCL - Pas 1
2. Es demana un device id d’una GPU. Els tipus de dispositiu a demanar depe`n del
segon para`metre de la crida clGetDeviceIDs. En la segu¨ent taula podem veure els
diferents tipus de dispositius disponibles:
cl device type Descripcio´
CL DEVICE TYPE CPU Dispositiu OpenCL del host.
CL DEVICE TYPE GPU Disposius que so´n GPUs.
CL DEVICE TYPE ACCELERATOR Dispositius OpenCL dedicats.
CL DEVICE TYPE DEFAULT El dispositiu OpenCL per defecte en el sistema.
CL DEVICE TYPE ALL Tots els dispositius OpenCL del sistema.
Taula 1.1: cl device type
1cl_device_id device;
2clGetDeviceIDs(platform, CL_DEVICE_TYPE_GPU, 1, &device, NULL);
Code Listing 1.2: Model d’execucio´ d’OpenCL - Pas 2
3. Creacio´ del context OpenCL en el dispositiu seleccionat. Un context agrupa els
dispositius amb els buffers de memo`ria, els kernels i les command queues. Les
command queue serveixen per enviar les comandes al dispositiu.
1cl_context context = clCreateContext(NULL, 1, &device,NULL,NULL,NULL);
2cl_command_queue queue = clCreateCommandQueue(context, device, 0,NULL);
Code Listing 1.3: Model d’execucio´ d’OpenCL - Pas 3
4. El kernel d’OpenCL s’ha de compilar per l’arquitectura del dispositiu.
1cl_program program = clCreateProgramWithSource( context, 1, &source,
NULL, NULL );
2clBuildProgram( program, 1, &device, NULL, NULL, NULL );
3cl_kernel kernel = clCreateKernel( program, "kernel_name", NULL );
Code Listing 1.4: Model d’execucio´ d’OpenCL - Pas 4
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5. S’alocaten els buffers de memo`ria dins del context. Els para`metres en OpenCL han
de ser objectes cl mem els quals so´n gestionats per l’implementacio´.
1cl_mem buffer=clCreateBuffer(context,CL_MEM_WRITE_ONLY,size,ptr,NULL);
Code Listing 1.5: Model d’execucio´ d’OpenCL - Pas 5
6. S’envien els para`metres del kernel a la command queue i el kernel e´s enviat a exe-
cutar. Es crida clFinish perque clEnqueueNDRangeKernel e´s una crida ası´ncrona i
clFinish ens realitza un barrier, esperant que totes les commandes de la cua s’hagin
finalitzat.
1size_t global_work_size = NWITEMS;
2clSetKernelArg(kernel, 0, sizeof(buffer), (void*) &buffer);
3clEnqueueNDRangeKernel( queue, kernel, 1, NULL, &global_work_size,
4NULL, 0, NULL, NULL);
5clFinish( queue );
Code Listing 1.6: Model d’execucio´ d’OpenCL - Pas 6
7. Les dades so´n eviades al host per la seva posterior utilitzacio´. Es poden utilitzar
mu´ltiples crides com clEnqueeuWriteBuffer o clEnqueueMapBuffer.
1.3.7. Comunicacio´ Host-Accelerador: command queue
La comunicacio´ Host-Accelerador usualment es realitza mitjanc¸ant les command queues.
El host va encuant commandes i l’accelerador les va executant. En OpenCL les command
queues poden ser definides com cues en ordre o fora d’ordre. Per tant en el cas de
tenir una cua en fora d’ordre o mu´ltiples cues, el programador ha de tenir cura de la
sincronitzacio´ de les comandes.
1.3.7.1. Sincronitzacio´
Hi ha dos dominis de sincronitzacio´ en OpenCL.
• work-items dins d’un work-group
• commandes enquades en les command-queues en un sol context
La sincronitzacio´ entre work-items en un sol work-group e´s realitzada mitjanc¸ant barriers.
Tots els work-items dins d’un work-group han d’haver executat en barrier avans de que
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puguin continuar la seva execucio´. No existeix cap mecanisme per sincronitzar els work-
groups.
La sincronitzacio´ entre command-queues es realitza de dues formes:
Command-queue barrier El barrier garanteix que totes les commandes pre`viament en-
cuades han finalitzat la seva execucio´ i totes les modificacions de memo`ria so´n
visibles. Cal destacar que un barrier nome´s pot ser usat per sincronitzar entre com-
mandaes din d’una sola command-queue.
Esperar un event Totes les commandes del API de OpenCL que han de ser encuades en
les command-queues retornen un event OpenCL que identifica l’event i els objectes
de memo`ria que modifica. Aixı´ dons, cualsevol commanda que esperi per aquest
event es garanteix que els canvis a la memo`ria son visibles avans de que la nova
comanda comenci l’execucio´.
1.4. CUDA
CUDA va ser presentat el novembre del 2006, com a una plataforma de general de com-
putacio´ paralela i com a model de programacio´ que alliberava la pote`ncia de computacio´
de les GPUs NVIDIA.
1.4.1. Jerarquia de memoria
CUDA defineix una jerarquia de memo`ria esta`ndard, e´s a dir, defineix un conjunt de
memo`ries que son adressables pel programador (global, local, compartida, constant i de
textures). En la figura 1.10 podem observar els tipus de memo`ria que ofereix el model.
1.4.1.1. Global Memory
La memoria global resideix dins de la memo`ria del dispositiu, sol ser la memo`ria mes
gran disponible dins del dispositiu. Quan un warp executa una instruccio´ que accedeix a
memo`ria global junta les peticions de tot el warp en una o moltes transaccions de memo`ria
depenent de la mida dels accessos. El temps d’acce´s d’aquesta memo`ria es alt, per
tant cal un nombre molt alt d’accessos per emmascarar la late`ncia. El programador pot
usar l’identificador ” global ”per especificar que aquella memo`ria s’emmagatzemara` en
memo`ria global pero` per defecte, en ause`ncia d’identificador la variable residira` en meo`ria
global.
1.4.1.2. Local Memory
El compilador emmagatzemara` algunes variables automa`ticament en memo`ria local en
els casos segu¨ents:
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Figura 1.10: Jerarquia de memo`ria en CUDA
• Arrays pels quals el compilador no pot determinar el seu tamany.
• Grans estructures de dades que consumirien molts espai de registres
• En cas de que el compilador detecti ”register spilling”
Cal destacar que la memo`ria local resideix en la memoria del dispositiu (igual que la
memo`ria global) per tant els accessos a memo`ria tenen una alta late`ncia i menor ample
de banda. En dispositius amb compute capability 2.x i major, els accessos a memo`ria
global i local so´n cachejats en la L1 i L2 del dispositiu.
1.4.1.3. Shared Memory
La memo`ria shared resideix en el chip, per tant te´ un ample de banda major i menor
late`ncia que les memo`ries local i global. Per aconseguir un major ample de banda, la
memo`ria esta distribuida en bancs. Qualsevol peticio´ de lectura/escriptura de n adreces
que caiguin en n bancs diferents podra` ser servida simulta`niament. Com a resultat, tenim
que en el cas optim l’ample de banda e´s n vegades l’ample de banda d’un sol banc. Pero`
en cas de tenir dues peticions sobre el mateix banc, es creara` un conflicte que s’haura` de
serialitzar.
1.4.1.4. Constant Memory
La memo`ria constant e´s una memoria de nome´s lectura que resideix en la memoria del
dispositiu i es cachejada en la cache de constants.
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1.4.1.5. Texture and Surface Memory
Aquestes memo`ries aprofiten memo`ries emprades en el pipeline gra`fic per a usos com-
putacionals, concretament la memo`ria de textures esta` optimitzada per accessod amb
localitat 2D.
1.4.2. Model d’execucio´ de CUDA
CUDA, com a model de programacio´ d’arquitectures hetereoge`nies te diverses fases d’ex-
ecucio´ fa`cilment identificables.
Figura 1.11: Model d’execucio´ de CUDA
Els passos, so´n els segu¨ents:
1. Alocatar memo`ria al host.
2. Alocatar memo`ria al dispositiu.
3. Inicialitzar les dades al host.
4. Transferir les dades del host al dispositiu.
5. Executar el kernel.
6. Transferir els resultats del dispositiu al host.
7. Alliberar memo`ria del host i dispositiu.
En definitiva, el model d’execucio´ de CUDA no difereix gaire del d’OpenCL, amb l’exepcio´
de que CUDA no requereix la compilacio´ del kernel en temps d’execucio´ i OpenCL sı´.
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Figura 1.12: Model d’execucio´ de CUDA
1.4.3. Comunicacio´ Host-Accelerador: Streams
En CUDA la comunicacio´ entre el host i l’accelerador es realitza mitjanc¸ant els streams,
que no so´n res me´s que cues d’enviament de comandes. A difere`ncia de OpenCL, les
cues sempre so´n en ordre.
1.4.3.1. Sincronitzacio´ entre Streams
Quan s’utilitzen multiples streams, s’han de sincronitzar per evitar resultats inconsistents.
Des del punt de vista del host, existeixen tres me`todes:
cudaDeviceSynchronize() Bloqueja el host fins que totes les crides CUDA s’han com-
pletat.
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cudaStreamSynchronize( streamid ) Bloqueja el host fins que totes les crides CUDA en
l’stream indicat s’han completat.
CUDA events La creacio´ d’events per identificar streams serveix per sincronitzar els streams.
A difere`ncia d’OpenCL on els events identifiquen una commanda enviada a la cua,
en CUDA un event e´s com un marcador en una certa posicio´ de codi.
1cudaEventRecord ( event, streamid )
2cudaEventSynchronize ( event )
3cudaStreamWaitEvent ( stream, event )
4cudaEventQuery ( event )
Code Listing 1.7: Exemple sincronitzacio´ amb CUDA events
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CAPI´TOL 2. GMAC
2.1. Asymmetric Distributed Shared Memory
Els models de programacio´ com OpenCL o nVidia CUDA presenten diferents memo`ries
al programador, el qual e´s l’encarregat d’alocatar memo`ria en un determinat espai i re-
alitzar les transfere`ncies explı´cites de dades entre espais. Aquests models de progra-
macio´ suposen que les estructures de dades resideixen en la memo`ria mes pro`xima del
processador (CPU o accelerador), per realitzar les computacions de forma eficient. Els
programadors a me´s a me´s so´n els encarregats de gestionar la consiste`ncia de memo`ria.
Aquesta aproximacio´ impedeix que els kernels tinguin para`metres passats per refere`ncia
i que en comptes de retornar un punter (per estalviar ample de banda) hagin de retornar
l’estructura resultant.
Per tant, oferir al programador una interfı´cie que requereix una u´nica alocatacio´ i elimina
la necessitat d’una transfere`ncia explı´cita incrementaria la programabilitat i portabilitat de
les aplicacions per a sistemes heterogenis.
L’Asymmetric Distributed Shared Memory (ADSM) es un model de programacio´ centrat en
les dades, que mante´ un espai de memo`ria logic per a que la CPU accedeixi a la memo`ria
de l’accelerador pero` no a l’inversa. Aquesta asimetria permet que totes les accions per
permetre la cohere`ncia i la consiste`ncia s’executin a la CPU, permetent l’u´s d’acceleradors
me´s simples. Els beneficis d’aquest model so´n una arquitectura independent, suport d’ac-
celeradors anteriors i I/O efficient. L’ADSM requereix emmagatzemar les estructures de
dades a usar pel kernel en la memo`ria de l’accelerador per augmentar el IPC.
2.2. GMAC 1.0
GMAC e´s un run-time de nivell d’usuari que compleix els principis del ADSM. Els objectius
de GMAC so´n:
• Simplificar la programabilitat en arquitectures heteroge`nies
• Explotar funcionalitats avanc¸ades de CUDA que el programador no haura` d’imple-
mentar.
2.2.1. GMAC Memory model
2.2.1.1. Shared Address Space
GMAC construeix un espai d’adreces compartit entre les CPUs i els acceleradors. Quan
una aplicacio´ feia una peticio´ de memo`ria compartida, l’accelerador alocatava memo`ria
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retornant una adrec¸a de memo`ria (virtual o fı´sica, depenent de l’accelerador). Llavors en
el host, s’alocatava un rang virtual de memo`ria coincident amb les adreces retornades
per l’accelerador. Aixo` s’aconseguia mitjanc¸ant crides mmap. L’espai d’adreces virtual per
tant era unificat.
2.2.1.2. Model de consiste`ncia de memo`ria
Quan es realitzaven crides i retorns del kernels es realitzaven operacions implı´cites d’ac-
quire/release. D’aquesta forma els resultats del kernel estaven disponibles pel host en
acabar el kernel.
2.3. GMAC 2.0
2.3.1. Disseny
El disseny de GMAC 2.0 e´s un disseny per capes, les quals proporcionen un cert nivell
d’abstraccio´ del sistema. Les capes es poden representar com a la figura 4.5 i so´n les
segu¨ents:
Figura 2.1: GMAC Layout
DSM Implementa un gestor de memo`ria amb operacions d’acquire/release. Ens abstreu
de realitzar co`pies explı´cites de dades entre els diferents espais d’adreces.
HAL Implementa un conjunt d’operacions per obtenir, emmagatzemar i executar ker-
nels en arquitectures heteroge`nies. Gra`cies al HAL, el programador disposa d’una
primera capa d’abstraccio´ del hardware a baix nivell.
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ULAS E´s la capa que s’encarrega de la visio´ u´nica de l’espai d’adreces. Actualment no
esta` implementada.
Backends de CUDA i OpenCL Els backends so´n una capa per sota el HAL, els quals
implementen la capa d’abstraccio´ del hal per CUDA i OpenCL.
2.3.2. HAL
La capa Hardware Abstraction Layer (HAL) e´s la que s’encarrega de realitzar les abstrac-
cions del hardware al programador. Sobre aquesta capa es desenvolupen els backends
de CUDA i OpenCL.
Els aspectes ba`sics del HAL estan definits en el namespace ”detail”, en general cada
namespace dins del hal esta` subdividit en els successius namespace code, phys i virt.
code on s’especifiquen les abstraccions que fan refere`ncia als kernels i als repositoris de
kernels.
phys on es realitzen les abstraccions dels dispositius, les memo`ries, i el sistema en gen-
eral.
virt on es realitzen les abstraccions dels contextos, espais d’adreces virtuals, objectes i
altres.
A continuacio´ es descriuen les classes me´s importants del hal.
ptr Els hal pointer emmagatzemen l’informacio´ de memo`ria dels objectes. Aquest emma-
gatzemament es realitza mitjanc¸ant objectes ”View”. A me´s a me´s s’emmagatzema
l’offset respecte l’adrec¸a base.
event Els hal event so´n objectes creats a fı´ d’identificar una operacio´ mitjanc¸ant un event.
Un event emmagatzema informacio´ del tipus d’operacio´, l’estat de l’operacio´ i altres
para`metres de timing. D’aquesta manera es pot especificar un event com a pre-
requisit per l’execucio´ de l’operacio´. En l’exemple podem observar com les co`pies
depenen de l’anterior i aixo` s’aconsegueix als events.
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1...
2hal::event_ptr evt1, evt2, evt3, evt4;
3evt1 = hal::copy_async(ptrGPU0_A, ptrCPU0_A, N * sizeof(float),
err);
4evt2 = hal::copy_async(ptrGPU0_B, ptrBaseCPU0_B, N * sizeof(float),
evt1, err);
5evt3 = hal::copy_async(ptrGPU0_C, ptrCPU0_C, N * sizeof(float), evt2,
err);
6evt4 = hal::copy_async(ptrGPU0_D, ptrCPU0_D, N * sizeof(float), evt3,
err);
7...
Code Listing 2.1: Exemple sincronitzacio´ per events 1
list event Els list event so´n llistes d’events. L’es operacions del hal a me´s a me´s de poder
especificar un event com a pre-requisit, se’ls hi pot especificar una llista d’events.
En l’exemple podem observar com una execucio´ d’un kernel depe`n d’un list event.
1...
2hal::event_ptr evt0, evt1, evt2, evt3, evt4;
3hal::list_event dependencies;
4
5evt1 = hal::copy_async(ptrGPU0_A, ptrCPU0_A, N * sizeof(float), err);
6evt2 = hal::copy_async(ptrGPU0_B, ptrCPU0_B, N * sizeof(float), err);
7evt4 = hal::copy_async(ptrGPU0_n, ptrCPU0_n, sizeof(unsigned int), err)
;
8dependencies.add_event(evt1);
9dependencies.add_event(evt2);
10dependencies.add_event(evt4);
11
12evt0 = ctxCurr->queue(*kernel, conf, dependencies, err);
13...
Code Listing 2.2: Exemple sincronitzacio´ per events 2
operation La classe operation definex els tipus d’operacions que es poden realitzar:
• TransferToHost
• TransferToDevice
• TransferHost
• TransferDevice
• Kernel
• Invalid
Tambe´ emmagatzema l’estat de l’operacio´ (Queued, Submit, Start, End o None) i
informacio´ de timing.
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stream La classe stream emmagatzema l’estat (Empty, Running) i l’aspace al qual per-
tany el stream.
code/kernel La classe kernel emmagatzema l’imformacio´ del backend (CUDA, OPENCL
o HOST), i la configuracio´ del kernel.
code/repository Emmagatzema una llista de descriptors de fitxers, buffers o handle, els
quals emmagatzemen informacio´ per carregar els kernels.
code/repository view Implementa una funcio´ per obtenir el kernel desitjat del repositori.
phys/memory Emmagatzema la descripcio´ de la memo`ria amb para`metres com el tamany,
l’ample de banda o la late`ncia. Tambe´ emmagatzema el nom de la memo`ria i els
processing units als quals esta` lligada.
phys/processing unit E´s la descripcio´ de l’element de computacio´ (GPU o CPU), s’hi
emmagatzemen les connexions amb les memo`ries, connexions amb altres nodes i
el sistema al qual pertany.
phys/device Un device e´s considerat com un conjunt de processing units amb un conjunt
de memo`ries i les interconnexions amb els diversos elements.
phys/system Emmagatzema la descripcio´ del sistema en general. Conte´ el conjunt de
memo`ries, els enllac¸os, els dispositius i processing units. Tambe´ emmagatzema
l’aspace fı´sic del sistema.
phys/aspace L’aspace fı´sic es considera un conjunt de memo`ries que pertanyen a un
sistema i a uns processing units. Aquesta classe e´s la que crea l’aspace virtual.
virt/object Emmagatzema l’objecte creat dins de l’aspace determinat.
virt/context Emmagatzema el context de l’execucio´ (Empty, Wait, Running) a me´s a me´s
d’oferir la crida ”queue” per executar kernels.
1virtual event_ptr queue(const code::kernel &k, code::kernel::config_ptr
config, list_event &dependencies, hal::error &err) = 0;
2virtual event_ptr queue(const code::kernel &k, code::kernel::config_ptr
config, event_ptr evt, hal::error &err) = 0;
3virtual event_ptr queue(const code::kernel &k, code::kernel::config_ptr
config, hal::error &err) = 0;
Code Listing 2.3: Operacions hal::detail::virt::context
virt/aspace L’aspace virtual defineix la lo`gica del hal definit la majoria d’operacions prin-
cipals.
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1virtual ptr map(virt::object &obj, hal::prot prot, int flags, hal::
error &err) = 0;
2virtual ptr map(virt::object &obj, hal::prot prot, int flags, size_t
offset, hal::error &err) = 0;
Code Listing 2.4: Operacions hal::detail::virt::aspace maps d’objectes
1virtual code::repository_view *map(const code::repository &repo, hal::
error &err) = 0;
2virtual hal::error unmap(ptr p) = 0;
3virtual hal::error unmap(code::repository_view &view) = 0;
Code Listing 2.5: Operacions hal::detail::virt::aspace maps/unmap de repository views
El HAL estableix una funcio´ per protegir memo`ria degut a que linux i windows no
estableixen una funcionalitat comuna per la proteccio´ de memo`ria. Actualment les
GPUs no ofereixen proteccio´ de memo`ria aixı´ que l’u´nic back-end que l’implementa
e´s el de la CPU.
1virtual hal::error protect(hal::ptr ptr, size_t count, hal::prot prot)
= 0;
Code Listing 2.6: Operacions hal::detail::virt::aspace proteccio´ de memoria
Els handlers de fallada de segmentacio´ s’utilitzen per poder implementar el DSM.
1virtual hal::error handler_sigsegv_push(handler_sigsegv &handler)
= 0;
2virtual handler_sigsegv handler_sigsegv_pop(hal::error &err) = 0;
Code Listing 2.7: Operacions hal::detail::virt::aspace handlers
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1virtual bool has_direct_copy(hal::const_ptr ptr1, hal::const_ptr ptr2)
= 0;
2
3virtual event_ptr copy(hal::ptr dst, hal::const_ptr src, size_t count,
list_event &dependencies, hal::error &err, bool async, callback_fn
fn) = 0;
4virtual event_ptr read(hal::ptr dst, device_input &input, size_t count,
list_event &dependencies, hal::error &err, bool async, callback_fn
fn) = 0;
5virtual event_ptr write(device_output &output, hal::const_ptr src,
size_t count, list_event &dependencies, hal::error &err, bool async
, callback_fn fn) = 0;
6
7virtual event_ptr memset(hal::ptr dst, int c, size_t count, list_event
&dependencies, hal::error &err, bool async, callback_fn fn) = 0;
Code Listing 2.8: Operacions hal::detail::virt::aspace copy/read/write operations
1virtual context *create_context(hal::error &err) = 0;
2virtual hal::error destroy_context(context &ctx) = 0;
Code Listing 2.9: Operacions hal::detail::virt::aspace creacio´ i destruccio´ de hal::context
Aquı´ podem veure un codi d’exemple d’una usant l’api del hal. El codi de comprovacio´
d’errors ha sigut eliminat per reduir la simplicitat del codi. Cal advertir que el qualificador
auto realitza una infere`ncia automa`tica de tipus gra`cies a C++ C11.
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1...
2//1.Inicialitzacio´ del HAL
3hal::error err = hal::init();
4
5//2.Obtencio´ del sistema
6hal::phys::system *sys = hal::phys::get_system();
7
8//3.Lectura del fitxer amb el kernel
9hal::code::repository repo;
10repo.load_from_file((const char *) ptrSource, "");
11
12//4.Obtencio´ dels CPU i GPU processing units
13auto pUnitsCPU = sys->get_processing_units(hal::phys::
processing_unit::type::CPU);
14auto pUnitsGPU = sys->get_processing_units(hal::phys::
processing_unit::type::GPU);
15
16//5.Inicialitzacio de la processing unit
17auto pUnitCPU = *pUnitsCPU.begin();
18auto pUnitGPU = *pUnitsGPU.begin();
19
20//6.Obtencio´ del physical aspace de cada processing unit
21auto pasCPU = &pUnitCPU->get_paspace();
22auto pasGPU = &pUnitGPU->get_paspace();
23
24//7.Creacio´ de la virtual aspace de cada processing unit
25auto asCPU = pasCPU->create_vaspace({ pUnitCPU }, err);
26auto asGPU = pasGPU->create_vaspace({ pUnitGPU }, err);
27
28//8.Creacio´ del hal context
29auto ctx = asGPU->create_context(err);
30
31//9.Mapejar el kernel amb el aspace del dispositiu
32auto repoView = asGPU->map(repo, err);
33
34//10.Obtencio´ del kernel
35auto kernel = repoView->get_kernel("inc");
36...
Code Listing 2.10: Exemple d’un programa HAL - part 1
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1...
2//11.Creacio´ dels objectes
3hal::virt::object *objCPU0, *objCPU1, *objGPU;
4
5objCPU0 = sys->create_object(pUnitCPU->get_preferred_memory(),
Elems * sizeof(float), err);
6objCPU1 = sys->create_object(pUnitCPU->get_preferred_memory(),
Elems * sizeof(float), err);
7objGPU = sys->create_object(pUnitGPU->get_preferred_memory(),
Elems * sizeof(float), err);
8
9//12.Mapeig dels objectes al aspace
10hal::ptr ptrBaseCPU0 = asCPU->map(*objCPU0, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
11hal::ptr ptrBaseCPU1 = asCPU->map(*objCPU1, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
12hal::ptr ptrBaseGPU = asGPU->map(*objGPU, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
13
14//13.Inicialitzacio´ de les dades
15float (&mat1)[] = ptrBaseCPU0.get_ref<float[]>();
16for (unsigned i = 0; i < Elems; ++i) {
17mat1[i] = float(i);
18}
19
20//14.Co`pia del hal::ptr de CPU a GPU.
21hal::event_ptr evt = hal::copy(ptrBaseGPU, ptrBaseCPU0, Elems *
sizeof(float), err);
22
23//15.Configuracio´ del kernel
24void *arg = ptrBaseGPU.get_addr();
25hal::code::kernel::config_ptr conf;
26#ifdef USE_CUDA
27conf = hal::code::create_config_cuda(Elems < 256? 1: Elems/256,
28Elems < 256? Elems: 256,
290);
30#else
31std::vector<size_t> grid = {Elems};
32std::vector<size_t> block = {256};
33
34conf = hal::code::create_config_opencl(grid, block, 0);
35#endif
36
37//16.Associar el kernel amb els arguments i el context
38err = hal::code::bind_arguments(*kernel, conf, arg);
39
40//17.Execucio´ del kernel
41evt = ctx->queue(*kernel, conf, evt, err);
42
43//18.Copiar les dades al host
44evt = hal::copy(ptrBaseCPU1, ptrBaseGPU, Elems * sizeof(float), evt
, err);
45
46//19.U´s dels resultats del kernel
47float (&mat2)[] = ptrBaseCPU1.get_ref<float[]>();
48...
Code Listing 2.11: Exemple d’un programa HAL - part 2
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1...
2//20.Destruccio´ dels objectes propis del hal
3// Unmap objects
4asCPU->unmap(ptrBaseCPU0);
5asCPU->unmap(ptrBaseCPU1);
6asGPU->unmap(ptrBaseGPU);
7// Unmap code
8asGPU->unmap(*repoView);
9// Destroy data objects
10sys->destroy_object(*objCPU0);
11sys->destroy_object(*objCPU1);
12sys->destroy_object(*objGPU);
13// Destroy execution context
14err = asGPU->destroy_context(*ctx);
15// Destroy address spaces
16pasCPU->destroy_vaspace(*asCPU);
17pasGPU->destroy_vaspace(*asGPU);
18...
Code Listing 2.12: Exemple d’un programa HAL - part 3
2.3.3. DSM
El DSM implementa un gestor de memo`ria amb operacions d’acquire i release. A con-
tinuacio´ podem veure un codi d’exemple d’u´s de les funcionalitats del DSM. El codi de
comprovacio´ d’errors ha sigut elimitat per reduir la simplicitat del codi.
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1...
2//0. Inicialitzacio´ del DSM manager
3I_DSM::manager *mgr = new I_DSM::manager{};
4
5//1.Inicialitzacio´ del HAL
6hal::error err = hal::init();
7
8//2.Obtencio´ del sistema
9hal::phys::system *sys = hal::phys::get_system();
10
11//3.Lectura del fitxer amb el kernel
12hal::code::repository repo;
13repo.load_from_file((const char *) ptrSource, "");
14
15//4.Obtencio´ dels CPU i GPU processing units
16auto pUnitsCPU = sys->get_processing_units(hal::phys::
processing_unit::type::CPU);
17auto pUnitsGPU = sys->get_processing_units(hal::phys::
processing_unit::type::GPU);
18
19//5.Inicialitzacio de la processing unit
20auto pUnitCPU = *pUnitsCPU.begin();
21auto pUnitGPU = *pUnitsGPU.begin();
22
23//6.Obtencio´ del physical aspace de cada processing unit
24auto pasCPU = &pUnitCPU->get_paspace();
25auto pasGPU = &pUnitGPU->get_paspace();
26
27//7.Creacio´ de la virtual aspace de cada processing unit
28auto asCPU = pasCPU->create_vaspace({ pUnitCPU }, err);
29auto asGPU = pasGPU->create_vaspace({ pUnitGPU }, err);
30
31//8.Creacio´ del hal context
32auto ctx = asGPU->create_context(err);
33
34//9.Mapejar el kernel amb el aspace del dispositiu
35auto repoView = asGPU->map(repo, err);
36
37//10.Obtencio´ del kernel
38auto kernel = repoView->get_kernel("inc");
39...
Code Listing 2.13: Exemple d’un programa HAL/DSM - part 1
28 Implementacio´ del suport OpenCL sobre GMAC
1...
2//11.Creacio´ dels objectes
3hal::virt::object *objCPU0, *objCPU1, *objGPU;
4
5objCPU0 = sys->create_object(pUnitCPU->get_preferred_memory(),
Elems * sizeof(float), err);
6objCPU1 = sys->create_object(pUnitCPU->get_preferred_memory(),
Elems * sizeof(float), err);
7objGPU = sys->create_object(pUnitGPU->get_preferred_memory(),
Elems * sizeof(float), err);
8
9//12.Mapeig dels objectes al aspace
10hal::ptr ptrBaseCPU0 = asCPU->map(*objCPU0, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
11hal::ptr ptrBaseCPU1 = asCPU->map(*objCPU1, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
12hal::ptr ptrBaseGPU = asGPU->map(*objGPU, hal::prot::READ_WRITE,
hal::virt::map_flags::DEFAULT, err);
13
14
15//13.Linkar les dos hal::ptr de CPU i GPU
16mgr->link(ptrBaseCPU0, ptrBaseGPU, Elems * sizeof(float),
GMAC_PROT_READWRITE, GMAC_PROT_READWRITE);
17mgr->link(ptrBaseCPU1, ptrBaseGPU, Elems * sizeof(float),
GMAC_PROT_READWRITE, GMAC_PROT_READWRITE);
18
19//14.Adquire de l’objecte per la CPU
20mgr->acquire(ptrBaseCPU0, Elems * sizeof(float),
GMAC_PROT_READWRITE);
21
22//15.Inicialitzacio´ de les dades
23float (&mat1)[] = ptrBaseCPU0.get_ref<float[]>();
24for (unsigned i = 0; i < Elems; ++i) {
25mat1[i] = float(i);
26}
27
28//16.Release de l’objecte en la CPU
29mgr->release(ptrBaseCPU0, Elems * sizeof(float));
30
31//17.Adquire de l’objecte per la GPU
32mgr->acquire(ptrBaseGPU, Elems * sizeof(float), GMAC_PROT_READWRITE
);
33
34//18.Configuracio´ del kernel
35void *arg = ptrBaseGPU.get_addr();
36hal::code::kernel::config_ptr conf;
37#ifdef USE_CUDA
38conf = hal::code::create_config_cuda(Elems < 256? 1: Elems/256,
39Elems < 256? Elems: 256,
400);
41#else
42std::vector<size_t> grid = {Elems};
43std::vector<size_t> block = {256};
44
45conf = hal::code::create_config_opencl(grid, block, 0);
46#endif
47...
Code Listing 2.14: Exemple d’un programa HAL/DSM - part 2
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1//19.Associar el kernel amb els arguments i el context
2err = hal::code::bind_arguments(*kernel, conf, arg);
3
4//20.Execucio´ del kernel
5evt = ctx->queue(*kernel, conf, evt, err);
6
7//21.Release de l’objecte en la GPU
8mgr->release(ptrBaseGPU, Elems * sizeof(float));
9
10//22.Acquire de l’objecte per la CPU
11mgr->acquire(ptrBaseCPU1, Elems * sizeof(float),
GMAC_PROT_READWRITE);
12
13//19.U´s dels resultats del kernel
14float (&mat2)[] = ptrBaseCPU1.get_ref<float[]>();
15
16//20.Destruccio´ dels objectes propis del hal
17// Unmap objects
18asCPU->unmap(ptrBaseCPU0);
19asCPU->unmap(ptrBaseCPU1);
20asGPU->unmap(ptrBaseGPU);
21// Unmap code
22asGPU->unmap(*repoView);
23// Destroy data objects
24sys->destroy_object(*objCPU0);
25sys->destroy_object(*objCPU1);
26sys->destroy_object(*objGPU);
27// Destroy execution context
28err = asGPU->destroy_context(*ctx);
29// Destroy address spaces
30pasCPU->destroy_vaspace(*asCPU);
31pasGPU->destroy_vaspace(*asGPU);
32// Destroy DSM manager
33mgr->destroy_singleton();
34...
Code Listing 2.15: Exemple d’un programa HAL/DSM - part 3
2.3.4. Difere`ncies entre el Backend d’OpenCL i CUDA
• El back-end de CUDA implementa transfere`ncies entre GPUs si el Compute Ca-
pability e´s 2.0 o major. En OpenCL les transfere`ncies d’objectes de memo`ria es
realitzen automa`ticament si els dispositius estan en el mateix OpenCL context (hi
ha` una operacio´ per explicitar la transfere`ncia). En cas de que els dispositius es-
tiguin en contextes diferents s’han de transferir les dades al host i despre´s al segon
dispositiu.
• El back-end de CUDA usa un CUDA context per a cada GPU, en canvi el back-end
d’OpenCL utitilza un sol OpenCL context per facilitar les transfere`ncies de dades
entre dispositius.
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• El back-end de CUDA utilitza barriers sobre els streams per sincronitzar les opera-
cions. En back-end d’OpenCL usa la sincronitzacio´ per events nativa d’OpenCL.
• En CUDA quan es realitza un cudaMalloc el punter retornat e´s va`lid i el hal emma-
gatzema el punter, en canvi en opencl un clCreateBuffer retorna un objecte, per tant
es guarda un punter al objecte.
• En OpenCL el repositori de kernels a me´s a me´s d’emmagatzemar-los ha de com-
pilar el kernel.
• En la configuracio´ dels kernels CUDA s’usen estructures dim3 i en OpenCL vectors
de size t.
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CAPI´TOL 3. DISSENY I IMPLEMENTACIO´
El aquest capı´tol s’explica com s’ha implementat el nou ”back-end”per donar suport a
OpenCL sobre GMAC.disseny del backend d’OpenCL esta` basat en el back-end de CUDA.
3.1. Canvis al HAL
El hal::detail::ptr ofereix l’implementacio´ dels punters del HAL. Els punters han de contenir
l’adrec¸a base del objecte alocatat mes un offset. En CUDA una crida a cudaMalloc() retor-
na un size t la qual es una adrec¸a va`lida al host, pero` en OpenCL la gestio´ de la memo`ria
es realitza a trave´s dels objectes cl mem. Per tant la classe base ptr el offset type passa
a ser un void*, el qual apuntara` a un cl mem o un size t segons el back-end que estigui
en u´s.
class GMAC_API base_ptr {
friend class base_ptr<false>;
friend class base_ptr<true>;
public:
static const char *address_fmt;
static const char *offset_fmt;
using offset_type = void*; //Apunta a cl_mem o size_t
using view_type = View;
...
3.2. Backend d’OpenCL
La primera funcionalitat que havia de ser implementada en el back-end era la deteccio´ del
hardware. Aixo` es va dur a terme dins la funcio´ get system()
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1//////////////////////////////
2// OpenCL devices initialization
3//////////////////////////////
4cl_uint platformCount = 0;
5cl_int ret = CL_SUCCESS;
6cl_platform_id *platformIds;
7int devRealCount = 0;
8
9ret = clGetPlatformIDs(0, NULL, &platformCount);
10if (ret != CL_SUCCESS)
11FATAL("Error getting OpenCL Platforms count");
12
13platformIds = (cl_platform_id *) malloc(platformCount * sizeof(
cl_platform_id));
14ret = clGetPlatformIDs(platformCount, platformIds, NULL);
15if (ret != CL_SUCCESS)
16FATAL("Error getting OpenCL Platforms");
17
18for (unsigned int i = 0; i < platformCount; i++) {
19cl_device_id *deviceIds;
20cl_uint devCount = 0;
21
22ret = clGetDeviceIDs(platformIds[i], CL_DEVICE_TYPE_GPU, 0, NULL, &
devCount);
23if (devCount == 0) continue;
24if (ret != CL_SUCCESS)
25FATAL("Error getting Opencl Devices Count");
26
27deviceIds = (cl_device_id *) malloc(devCount * sizeof(cl_device_id)
);
28ret = clGetDeviceIDs(platformIds[i], CL_DEVICE_TYPE_GPU, devCount,
deviceIds, NULL);
29if (ret != CL_SUCCESS)
30FATAL("Error getting Opencl Devices");
31
32//TODO: when OpenCL 2.0 check peering
33set_device peerDevices;
34
35peers.insert(map_peer::value_type(deviceIds[i], peerDevices));
36devRealCount++;
37
38//Context creation
39cl_context ctx;
40cl_context_properties *properties = NULL;
41ctx = clCreateContext(properties, devCount, deviceIds, NULL, NULL,
&ret);
42if (ret != CL_SUCCESS)
43FATAL("Error getting Opencl Devices");
44
45sys->set_context(ctx);
46}
47//////////////////////////////
Code Listing 3.1: Deteccio´ de les OpenCL platforms i els OpenCL devices
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El back-end implementa les funcions definides en el hal::detail especı´ficament per a Open-
CL. Per tant el back-end conserva la mateixa estructura que el hal. Cada back-end te´
definit un namespace, i en el cas del back-end d’OpenCL el namespace s’anomena ”open-
cl”. En la figura 3.1 es pot veure la distribucio´ dels namespaces.
Figura 3.1: Esquema namespaces del hal
Per comenc¸ar s’expliquen les classes importants dins del namespace ”opencl”.
operation La classe operation defineix una interfı´cie per executar ”operacions” com exe-
cutar un kernel, transfere`ncies de memo`ria, etc (La llista completa d’operacions es
pot trobar a la descripcio´ del hal en el capı´tol anterior). Cada ojecte operation te´
associat un cl event amb el qual es pot identificar l’operacio´ OpenCL amb l’operacio´
del hal.
list event La classe list event implementa les llistes d’events del hal en el back-end d’Open-
CL. Posseeix una llista de cl event la qual e´s inicialitzada al cridar la funcio´ get event wait list():
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1std::pair<unsigned, const cl_event*>
2list_event::get_event_wait_list()
3{
4unsigned i = 0;
5
6for (auto evt : *this)
7{
8if (evt) {
9auto op = evt->get_last_operation();
10if (op && op->is_host() == false) {
11operation* newop = reinterpret_cast<operation *>(op);
12wait_list_[i++] = newop->get_opencl_event();
13}
14}
15}
16
17return {i, wait_list_};
18}
Code Listing 3.2: hal::operation::list event::get event wait list()
Aquesta llista de depende`ncies e´s necessa`ria per establir les depende`ncies en les
crides a OpenCL.
stream La classe stream emmagatzema la command queue d’opencl. Defineix opera-
cions per realitzar barriers sobre la command queue d’OpenCL, operacions per
saber l’estat del stream (Running o Empty) i operacions per sincronitzar els events
pendents dins la command queue.
A continuacio´ es descriura`n els tres namespace. code, phys i virt.
3.2.1. code
repository view Aquesta classe recull tots els kernels en un repositori, implementa el
proce´s de crear el kernel desde el fitxer i compilar-lo per acabar guardant-lo en el
repositori.
Les funcions me´s importants so´n:
1repository_view::repository_view(virt::aspace &as, const hal_repository
&repo, hal::error &err)
2repository_view::module::register_kernels()
3repository_view::module::get_kernel(const std::string &name)
Code Listing 3.3: hal::opencl::code::repository view
La funcio´ repository view e´s la creadora de la classe i implementa el proce´s d’it-
erar sobre els fitxers i els buffers, crear els cl program i compilar-los. Una vegada
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compilats s’emmagatzemen en un vector de ”module” com a {clprogram, file} o
{clprogram, buffer} segons el cas. La constructora de la classe module crida la
funcio´ register kernels() la qual crea els cl kernel a partir dels cl program. L’ultima
funcio´ important e´s get kernel la qual s’encarrega de retornar el hal kernel indexat
per ”name”.
kernel S’encarrega de generar la configuracio´ de l’execucio´, el pass dels para`metres
a la cua i l’execucio´ del kernel. Cal destacar el proce´s de pas de para`metres,
en OpenCL, a difere`ncia de CUDA, els para`metres s’han d’enviar a la command
queue en comptes de ser especificats en la crida al kernel. Per tant quan la con-
figuracio´ del kernel e´s generada, es genera una llista d’arguments que van sent
enviats mitjanc¸ant la crida ”clSetKernelArg”. Una altra particularitat e´s que un cert
para`metre del kernel pot ser un hal::ptr aixo` ens obliga a detectar-los i a generar un
sub-buffer amb la crida ”clCreateSubBuffer” si l’offset e´s diferent de 0.
Les funcions importants so´n:
1kernel::create_config(std::vector<size_t> grid, std::vector<size_t>
block, size_t shared)
2kernel::launch::execute(hal::error &err)
3kernel::launch::execute(unsigned int num_dep, const cl_event *
dependencies, hal::error &err)
4kernel::launch::execute(list_event_detail &_dependencies, hal::error &
err)
5kernel::launch::execute(hal_event_ptr event, hal::error &err)
Code Listing 3.4: hal::opencl::code::kernel
Per entendre que fan les funcions de la classe kernel cal entendre com e´s el proce´s
de generacio´ dels kernels i els enviaments. Primerament el programa crea la con-
figuracio´ del kernel, funcio´ que crida a la seva homo`nima i inicialitza un objecte de
la classe ”config”.
1static inline
2kernel::config_ptr create_config_opencl(std::vector<size_t> grid, std::
vector<size_t> block, size_t shared)
3{
4kernel::config_ptr c = kernel_opencl::create_config(grid, block,
shared);
5return c;
6}
Code Listing 3.5: hal::code::create config opencl()
Posteriorment es crida la funcio´ bind arguments la qual e´s una funcio´ template.
Primerament es registra el kernel a la configuracio´ i posteriorment es crea la llista
d’arguments amb la funcio´ create arg list(k, args...).
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1template <typename... Args>
2static inline
3error bind_arguments(const kernel &k, kernel::config_ptr _c, Args &...
args)
4{
5_c->set_kernel(k);
6
7switch (_c->get_kernel().get_backend()) {
8case backend::CUDA:
9{
10//IMPLEMENTAT EN #USE_CUDA
11}
12case backend::OPENCL:
13{
14kernel_opencl::config_ptr c = std::dynamic_pointer_cast<
kernel_opencl::config>(_c);
15kernel_opencl::arg_list_ptr arguments = kernel_opencl::
create_arg_list(k, args...);
16break;
17}
18case backend::HOST:
19{
20kernel_cpu::config_ptr c = std::dynamic_pointer_cast<kernel_cpu
::config>(_c);
21c->bind_arguments(args...);
22break;
23}
24}
25return error::HAL_SUCCESS;
26}
Code Listing 3.6: hal::code::create config opencl()
La funcio´ create arg list inicialitza una classe ”arg list” la qual rep el kernel i els
para`metres, i per cada para`metre realitza un clSetKernelArg. Pero` avans ha de
detectar si un dels para`metres es un hal::ptr amb offset diferent de 0, llavors ha de
crear un sub-buffer.
Posteriorment s’encua l’execucio´ del kernel.
1evt = ctx->queue(*kernel, conf, evt, err);
Code Listing 3.7: Exemple encuat del kernel
La funcio´ queue creara` l’objecte launch, el qual guarda els valors de l’execucio´ com
so´n la configuracio´ o la command queue.
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1hal_event_ptr
2context::queue(const code::hal_kernel &_k, code::hal_kernel::config_ptr
_config, list_event_detail &dependencies, hal::error &err)
3{
4const code::kernel &k = reinterpret_cast<const code::kernel &>(_k);
5code::kernel::config_ptr config = std::dynamic_pointer_cast<code::
kernel::config>(_config);
6
7code::kernel::launch_ptr launch = k.launch_config(config, *stream_,
err);
8hal_event_ptr ret = launch->execute(dependencies, err);
9
10return ret;
11}
Code Listing 3.8: hal::opencl::virt::context::queue
Seguidament funcio´ execute esperara` als events del host i creara` una llista de de-
pende`ncies cl event. Posteriorment es cridara` de nou la funcio´ execute i com a
para`metres la llista de depende`ncies ja en format OpenCL.
1hal_event_ptr
2kernel::launch::execute(list_event_detail &_dependencies, hal::error &
err)
3{
4hal_event_ptr ret;
5list_event &dependencies = reinterpret_cast<list_event &>(
_dependencies);
6//Wait for dependencies
7dependencies.wait_host_events();
8std::pair<unsigned, const cl_event*> wait_list = dependencies.
get_event_wait_list();
9
10if (err == hal::error::HAL_SUCCESS) {
11ret = execute(wait_list.first, wait_list.second, err);
12}
13
14return ret;
15}
Code Listing 3.9: hal::opencl::code::kernel::launch::execute list event
La funcio´ execute e´s la que llanc¸a els kernels OpenCL. El proce´s es realitza mitjanc¸ant
la creacio´ de un hal operation, la qual rep una lambda amb el codi a executar
per preparar els para`metres per la crida clEnqueueNDRangeKernel. La funcio´ e´s
ası´ncrona per definicio´ donat que en acabar l’enviament del kernel, no realitzem
una espera sobre l’event sino que retornem l’event generat perque pugui ser utilitzat
com a depende`ncia d’operacions futures.
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1hal_event_ptr
2kernel::launch::execute(unsigned int num_dep, const cl_event *
dependencies, hal::error &err)
3{
4cl_int res;
5cl_event kernel_event;
6
7std::vector<size_t> dimsGlobal = config_->get_dims_global();
8std::vector<size_t> dimsGroup = config_->get_dims_group();
9
10event_ptr ret = event::create(event::Kernel, callback_fn::null_fn);
11
12auto op = [&](cl_command_queue s) -> std::pair<cl_int, cl_event>
13{
14cl_uint work_dim;
15size_t global_work_size[3];
16size_t local_work_size[3];
17work_dim = dimsGlobal.size();
18
19for(unsigned int i=0; i < work_dim; i++) {
20global_work_size[i] = dimsGlobal[i];
21local_work_size[i] = dimsGroup[i];
22}
23
24cl_int res = clEnqueueNDRangeKernel(s, k_(),
work_dim, NULL, global_work_size,
local_work_size, num_dep, dependencies, &
kernel_event);
25
26cl_int tmp;
27do {
28clGetEventInfo(kernel_event,
CL_EVENT_COMMAND_EXECUTION_STATUS, sizeof(
cl_int), &tmp, NULL);
29} while ((tmp == CL_QUEUED) || (tmp == CL_SUBMITTED
));
30return {res, kernel_event};
31};
32
33auto opres = ret->queue(op,
34create_op(opencl::operation::Kernel,
35false,
36get_stream().get_aspace(),
37get_stream()));
38res = opres.first.first;
39opres.second->set_opencl_event(opres.first.second);
40
41err = error_to_hal(res);
42
43if (err != hal::error::HAL_SUCCESS) {
44ret.reset();
45}
46
47return ret;
48}
Code Listing 3.10: hal::opencl::code::kernel::launch::execute cl event
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3.2.2. phys
aspace Classe que s’encarrega de crear l’espai d’adreces depenent dels processing units
subministrats.
processing unit S’encarrega d’emmagatzemar el cl device id d’un OpenCL device es-
pecı´fic i subministrar informacio´ referent aquest dispositiu.
system Emmagatzema el cl context global de l’aplicacio´.
3.2.3. virt
aspace La classe me´s important de tot el back-end. Encarregada de les co`pies en-
tre host-device, device-host o device-device. Tambe´ realitza els maps, memsets,
reads/writes. Aquı´ es pot observar el diagrama de flux de l’algorisme emprat en el
hal::copy.
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Figura 3.2: Diagrama de flux del hal::copy
context Crea el conext, associat a un aspace i una prioritat, crea la qua de commandes i
gestiona els enviaments dels kernels a la cua d’execucio´.
3.3. Esquema de classes del hal i back-end
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Figura 3.3: Esquema de classes hal
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CAPI´TOL 4. RESULTATS
4.1. Entorn de proves
Concepte Asterix (Fermi)
CPU Intel Xeon E5620
Memoria 23GB
GPU 4x Nvidia C2070
Taula 4.1: Hardware dels entorns de proves
4.2. Tests
Per comprovar que el back-end funciona correctament. S’han usat els unit test existents
en el gmac, els quals testejen les correctes inicialitzacions, el correcte funcionament del
dsm, i l’execucio´ correcta de kernels. S’ha procedit a generar me´s kernels per comprovar
situacions me´s complexes.
4.2.1. Inicialitzacions
Testejen:
1. La correcta deteccio´ de la plataforma, les seves memo`ries i els processing units.
2. La correcta creacio´ i destruccio´ dels virtual aspace (vaspace)
3. La correcte alocatament de memo`ria, tant en CPU com en GPU.
4. El correcte mapeig de memo`ria en el host.
5. El correcte funcionament de les co`pies d’objectes en el host.
6. Les co`pies de host a GPU.
7. El funcionament del handler de segmentation faults.
4.2.2. DSM
Testejen:
1. El memset usant la capa del DSM.
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4.2.3. Execucio´ de kernels
El primer kernel nome´s inicialitza una variable. Aixı´ podem comprovar que una serie de
coses:
• El hardware e´s reconegut satisfactoriament.
• El repositori compila i emmagatzema correctament el kernel.
• El pa`s de para`metres es realitza correctament.
• L’execucio´ del kernel finalitza correctament.
• El resultat del kernel es compara amb el el resultat esperat.
1__kernel
2void inc(__global float *A)
3{
4unsigned idx = get_global_id(0);
5
6A[idx] += 1.f;
7}
Code Listing 4.1: Kernel 1 - Inicialitzacio´ d’un array
El segon kernel realitza una suma de dos vectors i emmagatzema el resultat en un tercer.
Aixo` ens permet comprovar aquestes situacions:
• El pas de para`metres es realitza correctament quan hi ha mu´ltiples para`metres d’en-
trada.
• Correcta configuracio´ de les dimensions globals.
• El retorn del resultat e´s satisfactori i el resultat e´s l’esperat.
1__kernel
2void vec_add(__global float *A, __global float *B, __global float *C,
const unsigned int n)
3{
4int id = get_global_id(0);
5
6if (id < n)
7C[id] = A[id] + B[id];
8}
Code Listing 4.2: Kernel 2 - Suma de vectors
El tercer kernel realitza una multiplicacio´ de dues matrius i emmagatzema el resultat en
una tercera. Aquest kernel ens permet comprovar aquestes situacions:
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• El pas de para`metres integers.
• La correcta configuracio´ de l’espai NDRange.
• La correcta execucio´ d’un kernel de dues dimensions.
1__kernel
2void sgemm(int m, int n, int k, __global float *A, __global float *B,
__global float *C)
3{
4int col = get_global_id(0);
5int row = get_global_id(1);
6
7if ((row < m) && (col < k)) {
8float acum = 0.0;
9int l;
10for (l = 0; l < n; l++)
11acum += A[row * n + l] * B[l * k + col];
12
13C[row * k + col] = acum;
14}
15}
Code Listing 4.3: Kernel 3 - Multiplicacio´ de dues matrius
4.3. Benchmarks CUDA vs OpenCL
A continuacio´ es mostren les gra`fiques temporals de les execucions dels kernels mostrats
en l’apartat anterior, comparant l’implementacio´ del back-end de OpenCL i CUDA amb
l’objectiu de constatar que l’objectiu inicial de desenvolupar un back-end similar en rendi-
ment s’ha complert.
Per a cada kernel s’han realitzat tres execucions, la primera amb transfere`ncies sı´ncrones,
la segona amb transfere`ncies ası´ncrones i la tercera usant els me`todes d’acquire/release
del DSM. En el cas dels dos primers kernels, s’han usat tres tamanys d’entrada small,
normal i big. En canvi en el sgemm s’ha usat una matriu de dimensio´ 1024.
static const size_t SIZE_SMALL = 1;
static const size_t SIZE_NORMAL = 1024;
static const size_t SIZE_BIG = 4 * 1024 * 1024;
En color taronja es poden observar les execucions d’OpenCL i en color ver les de CUDA.
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Figura 4.1: Test 1 - Tamanys small i normal
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Figura 4.2: Test 1 - Tamany big
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Figura 4.4: Test 2 - Tamany big
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Figura 4.5: Test 3 - Multiplicacio´ de matrius
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4.3.1. Conclusions
Es pot afirmar que el back-end d’OpenCL e´s, com a mı´nim, igual de ra`pid que el de
CUDA. Les difere`ncies entre els back-ends observades en el kernel 2 so´n massa grans
per computar-les a un hipote`tic major cost d’inicialitzacio´ del kernel en CUDA o les pro`pies
transfere`ncies. El primer pensament e´s que el kenrel d’OpenCL no s’esta` executant pero`
aixo` queda rebatut a l’observar el codi del test, ja que es realitza una comprovacio´ del
resultat comparant-la amb l’esperat. Per tant, queda com a treball futur, esbrinar el perque`
d’aquestes difere`ncies.
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CAPI´TOL 5. PLANIFICACIO´ I COSTOS
5.1. Ana`lisi temporal
Aquest projecte s’inicia el juny del 2013. Es podria dir que el projecte va comenc¸ar amb
el curs de GEP, degut a que va obligar a establir reunions setmanals amb el director del
projecte per obtenir informacio´ per al curs de GEP. Donat que el back-end de GMAC es-
tava programat amb CUDA, vaig creure convenient realitzar al curs d’estiu de CUDA que
organitza el BSC a la UPC durant la segona setmana de juliol (curs online ”PUMPS Pre-
requisite” i ”PUMPS 2013”). Posteriorment es va dedicar el temps a l’estudi del OpenCL.
L’inici del desenvolupament del software va comenc¸ar la segona setmana de setembre,
establint un repositori bitbucket com a mitja` de control, comptes d’acce´s als servidors i
reunions setmanals. A mitjans de desembre el codi ja estava pra`cticament acavat, es va
procedir a ampliar la base de testos.
Al gener es van acabar els testos i es va redactar la memo`ria i la presentacio´.
Per tant es pot afirmar que no hi ha hagut cap desviacio´ sobre la planificacio´ presentada
en la fita inicial.
Figura 5.1: Diagrama de Gantt del projecte
5.2. Valoracio´ econo`mica
Els costos d’aquest projecte so´n la suma dels recursos humans destinats a l’elaboracio´
del software com els recursos materials usats.
5.2.1. Recursos humans
En el projecte hi han intervingut tres persones, les quals les podriem dividir en dues cate-
gories segons les tasques que han desenvolupat:
1. Analista Ana`lisi de les diferents tasques a desenvolupar, definint-ne i especificant-ne
el seu comportament. Encarregat del disseny global de l’aplicacio´.
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2. Programador Porta a terme l’implementacio´ de cada una de les tasques especifi-
cades per l’analista.
En la figura 5.1 es pot observar el cost estimat dels recursos humans. L’analista ha destinat
una mitjana de 2h setmanals durant quasibe´ 5 mesos. El programador ha destinat unes
400 hores que corresponen a unes 5 hores dia`ries en 4 mesos.
Concepte Cost unitari Hores Cost total
Analista 40e/hora 40 1600e
Analista 40e/hora 40 1600e
Programador 20e/hora 400 8000e
Total 11200e
Taula 5.1: Costos dels recursos humans
5.2.2. Recursos materials
Durant el desenvolupament del projecte, s’han emprat diversos recursos. El programador
ha usat un ordinador de sobretaula per escriure el codi i un porta`til en les reunions a la
UPC. Tambe´ s’han usat els servidors Asterix i Panora`mix del DAC ja que el seu hardware
es indispensable per a testejar el back-end de OpenCL sobre GPUs nvidia. Es consider-
ara` que cada element hardware te´ un perı´ode d’amortitzacio´ de 5 anys, per tant nome´s es
comptaran com a despeses del projecte ”Cost Computable al Projecte” el cost del hard-
ware en els 5 mesos d’u´s.
Concepte Cost Cost Comp. Projecte
Ordinador personal 1300e 108e
Portatil personal 400e 33e
Servidor Aste`rix 5000e 416e
Servidor Panora`mix 5000e 416e
Total 973e
Taula 5.2: Costos dels recursos materials
5.2.3. Cost total del projecte
El cost total del projecte e´s la suma dels costos en recursos humans i materials. En la
taula 5.3 es pot veure el resum dels costos en cada un dels conceptes. En total s’estima
que el cost del projecte han sigut 12173e.
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Concepte Cost
Costos Recursos Humans 11200e
Costos Materials 973e
Total 12173e
Taula 5.3: Costos Totals del projecte
Una forma alternativa d’evaluar el cost econo`mic del projecte e´s realitzar un test amb
una aplicacio´ anomenada sloccount el qual comptabilitza les lı´nies de codi, realitza una
estimacio´ del temps emprat en desenolupar-se i el cost associat en dolars. Per tant a
continuacio´ es mostra el resultat sobre el directori del back-end d’OpenCL.
SLOC Directory SLOC-by-Language (Sorted)
1090 virt cpp=1090
866 top_dir cpp=866
656 code cpp=656
290 phys cpp=290
184 helper cpp=184
Totals grouped by language (dominant language first):
cpp: 3086 (100.00%)
Total Physical Source Lines of Code (SLOC) = 3,086
Development Effort Estimate, Person-Years (Person-Months) = 0.65 (7.84)
(Basic COCOMO model, Person-Months = 2.4 * (KSLOC**1.05))
Schedule Estimate, Years (Months) = 0.46 (5.47)
(Basic COCOMO model, Months = 2.5 * (person-months**0.38))
Estimated Average Number of Developers (Effort/Schedule) = 1.43
Total Estimated Cost to Develop = $ 88,208
(average salary = $56,286/year, overhead = 2.40).
Com es pot observar, el back-end te´ unes 3086 lı´nies d’extensio´, i segons aquesta apli-
cacio´ s’estimen uns 5,47 mesos de desenvolupament (en realitat han sigut 4) i 88.208 $
de cost aproximat.
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CAPI´TOL 6. SOSTENIBILITAT I COMPROMI´S
SOCIAL
El concepte de sostenibilitat i compromı´s social s’ha instaurat recentment amb el grau,
amb l’objectiu de que els futurs enginyers tinguin una visio´ sostenible del mon en el que
viura`n. En concret es poden desglossar en tres apartats:
6.1. Aspectes socials
Aquest projecte te´ com objectiu la millora de la programabilitad de les arquitectures het-
ereoge`nies amb acceleradors OpenCL. Si observem la llista del Top500 (Novembre 2013),
podem trobar que quatre dels deu primers supercomputadors utilitzen arquitectures het-
eroge`nies que utilitzen OpenCL o CUDA (Els Xeon Phi OpenCL i els Nvidia K20 tant
OpenCL com CUDA).
Figura 6.1: Top 500
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Per tant podem afirmar que una millora en la programabilitat no e´s un esforc¸ enva`. Es pot
veure que la tende`ncia en HPC e´s la d’incloure acceleradors per augmentar el rendiment
de les ma`quines.
6.2. Aspectes ambientals
Si observem el green500 (Novembre 2013), podem trobar que el cent per cent de les
deu primeres ma`quines me´s eficients inclouen un accelerador (Nvidia K20 que executa
OpenCL i CUDA).
Figura 6.2: Green 500
El green500 es un bon indicador de com seran els supercomputadors del dia de dema`
degut a que les restriccions energe`tiques so´n un factor limitant en la construccio´ de les
noves maquines. Per tant el que en les primeres posicions hi apareguin arquitectures
heteroge`nies amb acceleradors indica que en el futur sera`n mes abundants aquests tipus
d’arquitectures.
6.3. Aspectes econo`mics
La millora de la programabilitat pot arribar a estalviar temps en la programacio´ de les
aplicacions i facilitar la portabilitat entre plataformes (CUDA i OpenCL).
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CAPI´TOL 7. CONCLUSIONS
7.1. Conclusions
L’objectiu d’aquest projecte era desenvolupar un nou back-end d’OpenCL per a GMAC i
que aquest funcioni correctament. Al llarg de cinc mesos s’ha desenvolupat un back-end
basat en el pre`viament existen per CUDA. Donada l’execucio´ satisfactoria dels kernels
de prova com l’inicialitzacio´ d’elements, suma de vectors i multiplicacio´ de matriu es pot
afirmar que GMAC suporta OpenCL satisfacto`riament. Per tant els objectius principals
han estat complerts. El termini de temps emprat per l’implementacio´ de l’aplicacio´ ha
sigut el planificat inicialment.
Com ja vaig apuntar en l’inici del document, en l’apartat de motivacions personals, per
a mi era important afrontar el repte de desenvolupar una aplicacio´ amb OpenCL ja que
sempre m’han interessat aquests tipus de llenguatges de programacio´. A me´s a me´s he
apre`s alguns trets diferencials de C++ C11 el qual tambe´ trobo interessant. Per tant si
hague´s de tornar a triar projecte, escolliria el mateix.
7.2. Treball futur i possibles millores
Durant la realitzacio´ del projecte han anat sorgint diversos temes, els quals o be´ estaven
fora de l’abast d’quest projecte o suposaven un esforc¸ difı´cil d’assumir en un temps reduı¨t.
A continuacio´ s’enumeren possibles ampliacions al treball realitzat en base als coneixe-
ments adquirits durant la realitzacio´ del projecte.
Implementar els canvis de OpenCL 2.0 al backend Durant la redaccio´ d’aquest projecte,
OpenCL 2.0 estava en redaccio´. Es deixa com a treball futur investigar els nous can-
vis i implementar-los al back-end.
Investigar si OpenCL 2.0 permet transfere`ncies peer-to-peer El back-end de CUDA,
permet realitzar (per a les GPUs que ho suportin) transfere`ncies peer-to-peer sense
haver de passar pel host. Actualment OpenCL 1.2 no permet aquest tipus de trans-
fere`ncies. Degut a que OpenCL 2.0 esta` en redaccio´ en el moment de la realitzacio´
d’aquest projecte, es deixa com a treball futur l’investigacio´ de si sera` possible real-
itzar transfere`ncies peer-to-peer i implementar els canvis.
Augmentar la compatibilitat de les diverses plataformes Actualment el reconeixement
dels dispositius recorre totes les plataformes posant els dispositius dins dun pool
d’acceleradors. Caldria dons implementar algun tipus de funcio´ per gestionar els
dispositius de plataformes diferents. Aixo` no s’ha implementat degut a que compli-
ca forc¸a l’implementacio´.
Estudi de les difere`ncies de rendiment entre els backends de CUDA i OpenCL Realitzacio´
d’un estudi exhaustiu de les difere`ncies de rendiment entre els back-ends de CUDA
i OpenCL.
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Glossari 1
APE`NDIX A. GLOSSARI
Accelerador Dispositiu hardware dedicat especı´ficament al la computacio´. Co-Processadors
com el Intel Xeon Phi, o les GPUs CUDA i OpenCL es poden classificar com accel-
eradors.
command queue Fa refere`ncia a la cua de comandes establerta entre el host i l’acceler-
ador. En OpenCL es parla de cl command queues i en CUDA streams.
compute capability Nvidia classifica les seves targetes gra`fiques segons les seves ca-
pacitats. Actualment hi ha des de la compute capability 1.0 fins la 3.5.
CUDA o ”Compute Unified Device Architecture” e´s la plataforma de computacio´ paralela
creada per Nvidia i implementada en les GPUs que la companyia produeix.
HPC o ”High Performance Computing” fa refere`ncia a la computacio´ d’altres prestacions,
on el seu gran exponent es la llista dels 500 computadors me´s potents del mo´n el
Top-500.
GPU o ”Graphical Processing Unit” e´s una unitat de processament gra`fic. Recentent han
adquirit la capacitat d’executar funcions anomenades ”kernels” mitjanc¸ant l’u´s de
plataformes com CUDA o OpenCL. Per tant parlar actualment de GPUs es sino`nim
d’accelerador.
lambda Nova caracterı´stica de C++ C11 per la qual es permet definir funcions sense
nom. Un exemple ba`sic seria aquest:
auto func = [] () { cout << "Hello world"; };
func();
kernel Funcio´ que executen els acceleradors.
OpenCL o ”Open Computing Language” e´s una plataforma de computacio´ paralela crea-
da pel grup khronos. Prete`n ser una plataforma oberta i universal.
thread Element indivisible de computacio´.
stream E´s la cua d’enviament de kernels al les gpus. Similar a les command queue
d’OpenCL.
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APE`NDIX B. API HAL
A continuacio es mostra l’API del HAL.
/**
* Copy count bytes from src to dst
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param dependencies list of events that must be completed before the
copy is performed
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy(ptr dst, const_ptr src, size_t count, list_event &dependencies, error
&err, callback_fn fn = callback_fn::null_fn);
/**
* Copy count bytes from src to dst
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param event event that must be completed before the copy is performed
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy(ptr dst, const_ptr src, size_t count, event_ptr event, error &err,
callback_fn fn = callback_fn::null_fn);
/**
* Copy count bytes from src to dst
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy(ptr dst, const_ptr src, size_t count, error &err, callback_fn fn =
callback_fn::null_fn);
/**
* Read count bytes from input device file to dst
*
* \param dst destination pointer
* \param input source device file
* \param dependencies list of events that must be completed before data
is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read(ptr dst, device_input &input, size_t count, list_event &dependencies,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Read count bytes from input device file to dst
*
* \param dst destination pointer
* \param input source device file
* \param event event that must be completed before data is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read(ptr dst, device_input &input, size_t count, event_ptr event, error
&err, callback_fn fn = callback_fn::null_fn);
/**
* Read count bytes from input device file to dst
*
* \param dst destination pointer
* \param input source device file
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read(ptr dst, device_input &input, size_t count, error &err, callback_fn
fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file
*
* \param output destination device file
* \param src source pointer of the copy
* \param dependencies list of events that must be completed before data
is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write(device_output &output, const_ptr src, size_t count, list_event &dependencies,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file
*
* \param output destination device file
* \param src source pointer of the copy
* \param event event that must be completed before data is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write(device_output &output, const_ptr src, size_t count, event_ptr event,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file
*
* \param output destination device file
* \param src source pointer of the copy
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write(device_output &output, const_ptr src, size_t count, error &err, callback_fn
fn = callback_fn::null_fn);
/**
* Copy count bytes from src to dst asynchronously. The function may return
before the copy is finished.
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param dependencies list of events that must be completed before the
copy is performed
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy_async(ptr dst, const_ptr src, size_t count, list_event &dependencies,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Copy count bytes from src to dst asynchronously. The function may return
before the copy is finished.
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param event event that must be completed before the copy is performed
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy_async(ptr dst, const_ptr src, size_t count, event_ptr event, error
&err, callback_fn fn = callback_fn::null_fn);
/**
* Copy count bytes from src to dst asynchronously. The function may return
before the copy is finished.
*
* \param dst destination pointer of the copy
* \param src source pointer of the copy
* \param err reference to return the error code of the operation
* \param fn function to be called when the copy is completed
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
copy_async(ptr dst, const_ptr src, size_t count, error &err, callback_fn
fn = callback_fn::null_fn);
/**
* Read count bytes from input device file to dst asynchronously. The function
may return before data is read.
*
* \param dst destination pointer
* \param input source device file
* \param dependencies list of events that must be completed before data
is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read_async(ptr dst, device_input &input, size_t count, list_event &dependencies,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Read count bytes from input device file to dst asynchronously. The function
may return before data is read.
*
* \param dst destination pointer
* \param input source device file
* \param event event that must be completed before data is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read_async(ptr dst, device_input &input, size_t count, event_ptr event,
error &err, callback_fn fn = callback_fn::null_fn);
/**
* Read count bytes from input device file to dst asynchronously. The function
may return before data is read.
*
* \param dst destination pointer
* \param input source device file
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
read_async(ptr dst, device_input &input, size_t count, error &err, callback_fn
fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file asynchronously. The
function may return before data is written.
*
* \param output destination device file
* \param src source pointer of the copy
* \param dependencies list of events that must be completed before data
is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write_async(device_output &output, const_ptr src, size_t count, list_event
&dependencies, error &err, callback_fn fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file asynchronously. The
function may return before data is written.
*
* \param output destination device file
* \param src source pointer of the copy
* \param event event that must be completed before data is read
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write_async(device_output &output, const_ptr src, size_t count, event_ptr
event, error &err, callback_fn fn = callback_fn::null_fn);
/**
* Write count bytes from src to output device file asynchronously. The
function may return before data is written.
*
* \param output destination device file
* \param src source pointer of the copy
* \param err reference to return the error code of the operation
* \param fn function to be called after data is read
*
* \return an event handler with information about the operation
*/
GMAC_API event_ptr APICALL
write_async(device_output &output, const_ptr src, size_t count,
error &err, callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset(ptr dst, int c, size_t count, list_event &dependencies, error &err,
callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset(ptr dst, int c, size_t count, event_ptr event, error &err,
callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset(ptr dst, int c, size_t count, error &err,
callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset_async(ptr dst, int c, size_t count, list_event &dependencies, error
&err, callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset_async(ptr dst, int c, size_t count, event_ptr event, error
&err, callback_fn fn = callback_fn::null_fn);
GMAC_API event_ptr APICALL
memset_async(ptr dst, int c, size_t count, error
&err, callback_fn fn = callback_fn::null_fn);
