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Einleitung
Textdaten sind die am stärksten wachsende Datenquelle. Seit zwei Jahrzehnten 
nimmt die Zahl der Haushalte mit dauerhaftem Internetzugang zu, häufig ist 
dieser durch mobile Daten zusätzlich unabhängig von ihrem Aufenthaltsort.1 
Es werden auf Seiten aller gesellschaftlichen und wirtschaftlichen Akteure Bei-
träge verfasst, wobei sowohl redaktionell bearbeitete als auch privat verfasste 
Texte relevant sind. Durch die größere Bedeutung von Textdaten und die sich 
stetig verbessernde Rechenleistung entwickelt sich der Bereich automatisierter 
Textanalysen in vielfältigen Fachbereichen dynamisch.
Die Nutzung einer großen Bandbreite von Veröffentlichungen hat Vortei-
le in Form einer allgemeineren Abdeckung relevanter Themen und Meinun-
gen und damit einer besseren Abschätzbarkeit von Entwicklungen. Allerdings 
ist durch die Varianz der Kommunikation, welche sich durch Länge, Qualität, 
Vokabular oder Menge der verschiedenen Themen unterscheidet, die Auswer-
tung schwierig und bedarf eines präzisen Vorgehens. Das Ziel, die Chancen der 
Auswertung und das Verständnis wirtschaftlicher und politischer Zusammen-
hänge zu verbessern, ist die treibende Kraft hinter den aktuell steigenden For-
schungsanstrengungen.2
Dieser Beitrag beschäftigt sich mit der automatisierten Textanalyse und 
ihren Vor- und Nachteilen. Darüber hinaus widmet er sich einer Betrachtung der 
Chancen und Herausforderungen Sozialer Medien und politisch-gesellschaftli-






cher Texte. Die Anwendbarkeit unstrukturierter Textdaten für Forschungsinter-
essen wird anhand eines exemplarischen Auszugs aus der politischen Diskussi-
on in der Legislaturperiode 2014 bis 2017 dargestellt.
Texte als Daten
Vor- und Nachteile textbasierter Daten
Der Vorteil strukturierter Daten in Form von Statistiken, Surveys, tabellarischen 
Aufstellungen oder weiteren quantitativen Erhebungen ist naheliegend. Die 
Daten liegen bereits in maschinenlesbarer Form vor, können ohne umfangrei-
che Vorbereitungen genutzt werden und sind weitestgehend vergleichbar. Sta-
tistiken ökonomisch und gesellschaftlich relevanter Daten liegen zum Teil in 
Aggregaten oder mit Zeitverzug vor. Insbesondere makroökonomische Variab-
len wie zum Beispiel Wachstum, Inflation, Konsum oder Arbeitslosigkeit stehen 
erst mit zeitlichem Verzug, also als Spätindikatoren zur Verfügung.3 Es können 
demnach erst ex-post Veränderungen beziehungsweise vergangene Entwick-
lungen beobachtet werden. Zur Prognose zukünftiger Entwicklungen werden 
Forecasts über vorauslaufende Indikatoren wie zum Beispiel Börsenkurs, Bau-
aktivitäten oder Kredite genutzt.4
Um Verzögerungen auszugleichen, werden, etwa im Bereich des Konsu-
mentenverhaltens, aufwendige Befragungen durchgeführt. Diese geben teil-
weise einen Ex-ante-Eindruck der Verhaltensentwicklung, sind dabei allerdings 
sehr aufwendig.5
Strukturierte, quantitative Daten bilden nur einen kleinen Teil der Realität 
und der tatsächlich zur Verfügung stehenden Daten ab. Durch die allgemeine 
Verfügbarkeit des Internets wird davon ausgegangen, dass weltweit bis zu 90 % 
der generierten Daten in unstrukturierter Form vorliegen.6 Diese Daten um-
fassen Text- und Bilddaten aus den verschiedensten Zusammenhängen. Dabei 
sind Text- und Bilddaten nicht nur für makroökonomische Prognosen relevant, 
sondern fallen auch in politischen, gesellschaftlichen und unternehmerischen 
3 Iyetomi et al. (2020).
4 Conference Board.
5 OECD (2017); gfK.
6 Einav/Levin (2014).
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Kontexten in großen Mengen an. Big Data stellt eine große Chance für die For-
schung und politische Entscheidungsträger dar, stellt sie aber auch vor die He-
rausforderung, die Daten aufwendig zu analysieren, Datenschutzrichtlinien zu 
beachten und eine Reproduzierbarkeit der Ergebnisse sicherzustellen.
Textdaten sind insbesondere auch in der ökonomischen Forschung von Be-
deutung. Die Daten werden durch verschiedene Akteure in gesellschaftlichen, 
sozialen und geschäftlichen Beziehungen generiert. Historische Daten sind vor-
nehmlich offizieller oder redaktioneller Natur, darunter fallen offizielle Reden, 
journalistische Beiträge, Pressemitteilungen oder Interviews. Durch Soziale 
Netzwerke, persönliche Blogs oder Websites und Kommentarspalten bilden in-
formelle Informationen einen wachsenden Anteil an der gesamten Datenbasis. 
Zusätzlich haben sich die Menge der Informationen über einzelne Individuen 
und deren Aussagekraft für ökonomische und (wirtschafts-)politische Kontexte 
erhöht.7 
Zusammengefasst bestehen drei elementare Vorteile der Verwendung 
textbasierter Daten:
 − Die Daten sind ad hoc verfügbar. Es besteht kein Zeitverzug zwischen der 
Generierung der Daten und ihrer Verwertbarkeit.8
 − Soziale Medien wie Twitter und Facebook oder Google-Anfragen stellen oft 
Meinungsäußerungen bewusster oder unbewusster Natur dar.9
 − Textbasierte Daten sind kostengünstiger als Surveys.
Die zeitgenaue Verfügbarkeit der Daten ist im Vergleich mit traditionellen Sta-
tistiken als einer der größten Vorteile zu betrachten. Während für die Verarbei-
tung und Berechnung von Indizes Daten aus verschiedenen Quellen verarbeitet 
werden müssen und zum Teil erst verspätet zur Verfügung gestellt werden, sind 
Textdaten mit ihrer Veröffentlichung rascher verfügbar. Je nach Analysemetho-
de können die Daten damit zeitnah Aufschluss über Veränderungen der Mei-
nung oder der ökonomischen Aktivität liefern. Zusätzlich sind durch Mitteilun-
gen in den Sozialen Medien unmittelbare Äußerungen der Akteure verfügbar. 
Über unmittelbare Meinungsäußerungen können Entwicklungen nicht nur 
zeitnah nachverfolgt, sondern auch vorhergesagt werden. Intensiv hat sich die 
Forschung unter anderem zur Entwicklung des Finanzmarkts nach Äußerun-
7 Hu/Liu (2012).
8 Ebenda; Sakaki/Okazaki/Matsuo (2010).
9 Ravi/Ravi (2015).
Silke Sturm132
gen der Zentralbanken entwickelt und kommt zu sehr guten Ergebnissen. Der 
Forschungsstrang nutzt Sentiments, um zum Beispiel Entwicklungen auf dem 
Aktienmarkt zu prognostizieren.10 Diese Methodik kann entsprechend auch auf 
Mitteilungen von Konsumenten/Parteien/Wählern angewandt werden, um 
Verhalten und Entwicklungen vorauszusagen. Die Analysemethoden erlauben 
zusätzlich die Analyse impliziter Inhalte wie zum Beispiel psychologischen Mo-
tiven oder Sentiments. Durch die Nutzung impliziter Inhalte werden die unmit-
telbaren Äußerungen von in-(offiziellen) Akteuren noch besser interpretierbar.
Die Verwendung von Textdaten erfordert umfangreiche Vorbereitun-
gen der Dokumente, die Vorteile der Textdaten müssen den Kosten und dem 
Aufwand der Auswertung gegenübergestellt werden. Als Dokumente/Textab-
schnitte zählen dabei einzelne abgeschlossene Texteinheiten, die für die späte-
re Analysemethode verwendet werden. Je nach verwandter Methodik können 
dies gesamte Dokumente, Sätze oder Wortgruppen sein. Die Vorbereitung der 
Textdaten ist wesentlich umfangreicher und zeitaufwendiger als die Vorberei-
tung von Daten im Rahmen offizieller Statistiken.11
Ein weiterer kritischer Aspekt der computerbasierten Textanalyse ist die 
Reproduzierbarkeit der Ergebnisse. Computerbasierte Textanalyse greift auf Al-
gorithmen mit festgelegten Parametern zurück oder kodiert die Daten inner-
halb von überwachten Ansätzen. Die entsprechenden Parameter müssen klar 
festgehalten und dargestellt werden, um eine Reproduktion zu ermöglichen. 
Für die händische Kodierung sind klare Richtlinien zur Validität und zur Reli-
abilität festgeschrieben, unüberwachte Verfahren erfordere eine ähnliche Vor-
gehensweise. Die Handkodierung eines Subsets der Dokumente kann zum Bei-
spiel dazu beitragen, die Ergebnisse zu validieren.
Es gibt eine wachsende Zahl von Algorithmen zur Auswertung unstruk-
turierter Textdaten. Eine Erfassung aller Algorithmen ist nicht möglich, sie ver-
teilen sich auf verschiedene Fachbereiche. Die Algorithmen koexistieren und 
werden je nach Anwendung und Fachbereich eingesetzt. Die Menge der Algo-
rithmen wächst mit den Anwendungsfeldern. Grundsätzlich wird zwischen 
überwachten und unüberwachten Analysemethoden unterschieden, hinzu 
kommen Methoden wie Regressionsanalysen, Inhaltsanalysen oder Natural 
Language Processing (NLP). 
10 Tetlock (2007); Bollen/Mao/Zeng (2011).
11 gentzkow/Kelly/Taddy (2019).
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Da in der ökonomischen Literatur die letztgenannten Methoden nur geringe 
Anwendung finden, sind sie für den vorliegenden Artikel von untergeordneter 
Relevanz. Quinn et al.12 haben eine Liste der Kosten und der benötigten Daten-
grundlagen erstellt. Mit Ausnahme des Lesens von Texten und des automatisier-
ten Topic Modelings setzen alle Methoden eine sehr gute Kenntnis der zugrun-
deliegenden Texte voraus. Die Kosten der Präanalysephase sind somit hoch. Die 
Kodierung der Texte beziehungsweise die Erstellung eines passgenauen Wörter-
buchs oder die vollständig händische Kodierung erfordern die Bearbeitung eines 
Anteils oder des gesamten Textbestands. In Abbildung 1 werden die wichtigsten 
Algorithmenklassen für die automatisierte Textanalyse dargestellt. Einige ausge-


































Abb. 1:  Schematische Darstellung automatisierten Text Minings 
Quelle: eigene Darstellung.
12 Quinn et al. (2010).




Für die Auswertung textbasierter Daten ist eine Reduktion der Dimension 
notwendig. Hierfür werden durch die Filterung unwichtiger Elemente charak-
teristische Merkmale herausgefunden. Die Extraktion von Merkmalen (feature 
extraction) wird zum Beispiel durch Löschen der Interpunktion erzielt. Zusätzlich 
werden häufig sogenannte Stop Words aus dem Datensatz entfernt. Stop Words 
sind üblicherweise häufig genutzte Wörter einer Sprache, wie zum Beispiel die 
Füllwörter „und“, „weil“ oder „da“. Diese Wörter haben für die Extraktion des 
Inhaltes kaum Bedeutung, in spezifischen Kontexten kommen weitere Wörter 
hinzu. Dies können etwa Wörter sein, die zwar nur einer der zu kategorisieren-
den Gruppen zuzuordnen sind, jedoch nicht zur Beantwortung der Forschungs-
frage dienlich sind. Beispielsweise können Politikernamen spezifisch für eine 
Partei sein, für die Frage des Parteienfokus sind sie jedoch nicht dienlich. Die 
Nutzung von Stop Words muss für jedes Studiendesign individuell geklärt wer-
den.14
Eine Alternative ist die Verwendung von term frequency – inverse document 
frequency-(tf-idf-)Verfahren. Damit gemeint ist die Häufigkeit eines Wortes in ei-
nem Dokument, multipliziert mit dem logarithmierten Anteil an Dokumenten, 
die das Wort enthalten. Im Ergebnis wird ein niedriger tf-idf-Wert für sehr häu-
fige Wörter in allen Dokumenten und sehr seltene Wörter in einem spezifischen 
Dokument ausgegeben. Anders formuliert werden als Features jene Wörter be-
halten, die häufig in einem einzelnen Dokument vorkommen, aber selten in an-
deren Dokumenten.15
Als weiterer Schritt wird ein Stemming, das heißt eine Verkürzung der 
Wörter auf ihren Wortstamm, durchgeführt. Alle beschriebenen Schritte redu-
zieren die Menge der zu analysierenden Daten. Zwei Aspekte profitieren von 
den Vorbereitungen des Datensatzes: Zum einen werden die Ergebnisse leichter 





Überwachte oder Klassifizierungsmethoden bringen auf Grundlage eines Trai-
ningsdatensets dem Modell Kriterien bei, die später für unbekannte Daten ge-
nutzt werden können, um Vorhersagen über Inhalte oder Verhaltensweisen zu 
treffen. Dem Trainingsdatenset werden dabei Kategorisierungen zugeordnet, 
der Algorithmus lernt daraufhin die Charakteristika der Kategorien und ordnet 
sie den Kategorien zu. In einfachen Ansätzen werden hierzu etwa Kritiken mit 
einer quantifizierbaren Bewertung als Kategorisierung genutzt. Es ist demnach 
keine weitere Kodierung durch Experten notwendig (zum Beispiel Produktbe-
wertungen)16. 
Überwachte Methoden gelten insbesondere bei tiefgehenden inhaltlichen 
sowie psychologischen Textanalysen als präziser. Die Aussagen können vor 
dem automatisierten Verfahren ähnlich wie bei händischen Verfahren kodiert 
werden. Durch die Vorkodierung anhand theoriegeleiteter Kriterien verringert 
sich die Wahrscheinlichkeit einer fehlerhaften Zuordnung. Bei der Auswahl der 
Algorithmen sind zwei Aspekte zu beachten: Zum einen ist ein sogenanntes 
Overfitting des Modells möglich. Wenn der Algorithmus das Trainingsdatenset 
zu kleinteilig analysiert hat, kann es passieren, dass das Ergebnis auf der Ba-
sis neuer Daten sich schlechter darstellt. Die detaillierten Charakteristika des 
Trainingsdatensets müssen nicht im neuen Datensatz vorkommen und können 
damit nicht vom Algorithmus erfasst werden.17 Zum anderen werden für über-
wachte Methoden mehr Daten benötigt, das heißt, es werden ein ausreichend 
großes, passgenaues Trainingsdatenset und die eigentlich zu untersuchenden 
Daten benötigt.18
Die Trainingsmethode basiert bei den meisten Studien auf Naive Bayes, 









In Bezug auf unüberwachte Verfahren wird zwischen klassischen Cluste-
ring-Ansätzen und dem sogenanntem Soft Clustering unterschieden. Anders 
als im Falle der überwachten Verfahren benötigen die Algorithmen keine vor-
kodierten Trainingsdaten. Aus den zur Verfügung stehenden Daten werden 
Cluster generiert, welche die Struktur der Texte widerspiegeln. Mit dem Ansatz 
können Informationen aus großen Mengen textbasierter Daten extrahiert wer-
den. Grundsätzlich finden zwei Ansätze Verwendung: das klassisches Cluste-
ring und das Soft Clustering.
Beim klassischen Clustering wird die Anzahl der Cluster k definiert und 
die k Punkte werden randomisiert als Zentrum des Clusters festgelegt. Alle Be-
standteile werden dem nächstliegenden Cluster-Zentrum zugeordnet (euclidean 
distance). Anschließend wird der Mittelwert jedes Clusters berechnet. Dieser bil-
det sodann das Zentrum der Cluster. Die Methode ist schnell und effizient, kann 
jedoch etwa durch die präzise Wahl des initialen Zentrums erheblich verbessert 
werden. Des Weiteren ist die Anzahl der k Cluster nicht immer leicht zu bestim-
men.20
Im Gegensatz zum deterministischen Ansatz des einfachen Clustering 
liegt dem probabilistischen Ansatz eine Dichteverteilung zugrunde. Soft-Clus-
tering-Methoden (oder „Topic-Modell“) errechnen die Wahrscheinlichkeit, mit 
der ein Dokument einem Themencluster zugeordnet werden kann. Ein erster 
Versuch, probabilistische Aspekte in die Analyse zu integrieren, war die „pro-
babilistic Latent Sementic Analysis“ (pLSA).21 Dieser Methode liegt kein gene-
ratives Modell zugrunde, doch die Latent Dirichlet Allocation (LDA) eliminiert 
dieses Problem. Der Auswertung in diesem Beitrag liegt die LDA zugrunde.22 
LDA nimmt an, dass sich jedes Dokument aus einer Mischung von Themen zu-
sammensetzt. Jedes Thema besteht aus einer Verteilung des über den Datensatz 






Für jedes Thema: 
βk~ DirV (η) (1)
Für jedes Dokument:
θd ~ Dir(α) (2)
Für jedes Wort:
(3)
Die LDA verwendet zwei Dirichlet-Zufallsvariablen: erstens die Themen βk , wel-
che eine Verteilung über das Vokabular V (mit den Themen 1 bis K) sind, und 
zweitens die Themenzuordnung pro Dokument θd. Die Dirichlet-Verteilung 
verwendet feste Parameter 𝜂 und 𝛼, die die Themenverteilung über Wörter be-
ziehungsweise die Themenverteilung pro Dokument über Wörter beeinflussen. 
Die Themenzuweisung pro Wort Zd,n ist die dritte verborgene Variable, welche 
die zugrunde liegende latente Struktur des Korpus definiert. Wd,n ist die beob-
achtete Variable, die Informationen über das im Korpus verwendete Vokabular 
enthält.23 In anderen Worten liefert der Algorithmus eine Zusammenfassung 
der im Korpus enthaltenen Themen, bestehend aus dem spezifischen Vokabular 
und der Wahrscheinlichkeit, dass ein Thema einem Dokument zugeordnet wer-
den kann. Seit den ersten Topic-Modells ist eine Vielzahl neuer Modelle mit un-
terschiedlicher Schwerpunktsetzung, zum Beispiel Themenkorrelation24, struk-
turelle Topic-Modelle (STM)25 oder dynamische Topic-Modelle26, entstanden.
Politische und gesellschaftliche Texte
Direkte politische oder gesellschaftliche Kommunikation unterscheidet sich 
durch zwei Merkmale von formalen oder journalistischen Texten. Zum einen 
beinhalten die schnell verfassten, nicht redaktionell bearbeiteten Kommentare 
23 Blei/Lafferty (2009).
24 Blei/Lafferty (2007).
25 Roberts et al. (2014).
26 Blei/Lafferty (2006).
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ein vielseitiges Vokabular. Zum anderen steht zwischen dem Verfasser der Tex-
te und den Lesenden kein Interpretationsschritt durch Erläuterungen, Zusam-
menfassungen oder journalistische Aufarbeitung.27
Im Allgemeinen unterscheiden sich Kommentare von politischen Ak-
teur:innen und User:innen in vielerlei Hinsicht von anderen für inhaltsanaly-
tische Ansätze genutzten Texten. Die Texte beinhalten eine wenig formalisier-
te Sprache mit einem großen und diversen Vokabular, zusätzlich erschweren 
Rechtschreibungsfehler oder Abkürzungen die Analysen.28 Des Weiteren sind 
die Themen vielschichtig, das heißt, es wird sowohl innerhalb einer Nachricht 
als auch in der Grundgesamtheit die Bandbreite der gesellschaftlichen Kommu-
nikation abgedeckt. Es gibt keine Kodierung dieser Themenbandbreite, sie wird 
in unkodierter und unstrukturierter Form veröffentlicht. Diese Charakteristika 
erschweren eine überwachte Analyse dieser Kommunikation. Der Diskurs um-
fasst eine stetig steigende Menge an Nachrichten. Zudem verändert sich der 
thematische Schwerpunkt im Zeitverlauf. Während manche Themen an Bedeu-
tung verlieren oder verschwinden, werden andere Themen und damit auch ein 
erweitertes Vokabular relevant. Sichtbar ist die Wandlung von Themenschwer-
punkten ex post, zum Beispiel in handkodierten Parteiprogrammen.29
Das Themenspektrum deckt zeitlich und gesellschaftlich die vorhandene 
Bandbreite ab. Diese Vielseitigkeit legt die Relevanz der Texte nahe. Es werden 
bevölkerungsrelevante Themen in nicht interpretierter oder gefilterter Form 
analysiert. Es können Themen erkannt werden, die in Surveys oder anderwei-
tigen theoriegeleiteten Analysemethoden noch nicht abgefragt oder erkannt 
werden können. Die datengetriebene, explorative Methodik hat demgegenüber 
den Vorteil, dass sie die vorhandene Kommunikation in umfassender Form be-
trachtet und auswertet.
Anwendungsbereiche können unter anderem im politischen Kontext 
(Parteienkommunikation) und im Konsument:innenverhalten zu finden sein. 
Im politischen Kontext können sowohl spezifische wirtschaftspolitische The-
men erkannt werden, als auch die Gesamtkommunikation und ihre Wirkung 
auf Wähler:innen erfasst werden. Konsument:innen / die Bevölkerung stellen 
ihre Ansichten, Gedanken und Erfahrungen auf diversen Sozialen Medien dar.
27 Stieglitz/Dang-Xuan (2013); Hong/Nadler (2011).
28 Hu/Liu (2012).
29 Volkens et al. (2020).
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Vorteile Sozialer Medien
Die Verbreitung und massenhafte Nutzung Sozialer Medien begann Mitte der 
2000er-Jahre. Die Nutzung der verschiedenen Sozialen Medien steigt seitdem 
stetig an. Während sie zu Beginn auf regionale Verknüpfungen und vor allem ein 
junges Publikum begrenzt war, sind mittlerweile alle Altersgruppen, Geschlech-
ter und gesellschaftlichen Schichten auf den Sozialen Medien miteinander ver-
bunden.30 Die flächendeckende Verbreitung von Smartphones ermöglicht die 
orts- und zeitunabhängige Nutzung durch die Konsument:innen/Wähler:innen.31 
Die Verbreitung der verschiedenen Medien unterscheidet sich je nach dem be-
trachteten Land zum Teil deutlich. Während in den Vereinigten Staaten der Groß-
teil der Bevölkerung mindestens eine (teilweise) öffentliche Plattform nutzt, ist 
etwa in Deutschland die Nutzung nach wie vor in den jüngeren Altersgruppen 
weiter verbreitet. Zudem unterscheidet sich die Verbreitung der verschiedenen 
Plattformen. In Deutschland ist Facebook die am stärksten genutzte Plattform, 
auf den weiteren Rängen finden sich Twitter und stetig wachsend Instagram.32 
In den Vereinigten Staaten hingegen ist Twitter die meistgenutzte Plattform.33 
Ein weiterer Unterschied im internationalen Vergleich zeigt sich in der Nutzung 
der Plattformen. Während in den USA schnell eine kommerzielle und politische 
Nutzung vorangeschritten ist, ist in vielen europäischen Staaten die kommerzia-
lisierte Nutzung der Plattformen ein vergleichsweise neues Phänomen. 
Soziale Medien, als relativ neues Medium, stellen neue Herausforderun-
gen an Auswertungsmethoden. Sie können jedoch durchaus in Zeitreihen an-
gewandt werden.34 Im politischen Kontext ist eine Auswertung seit Beginn der 
2010er-Jahre möglich. In den USA werden seit Längerem über Mikrotargeting 
Wähler:innen gesucht, welche für Politiker:innen ansprechbar sind. In Europa 
sind derartige Auswertungen nicht mit den Datenschutzbestimmungen verein-
bar. Die Anwendung von Mikrotargeting ist bereits länger möglich, da es sich 
um Einzelpersonen als Untersuchungsobjekte handelt.35 Eine systematische 
Analyse zum Beispiel der politischen Kommunikation durch Entscheidungsträ-
ger:innen hingegen, bedarf der Aktivität von Parteien und Politiker:innen auf 





35 Zuiderveen Borgesius et al. (2018); Papakyriakopoulos et al. (2017).
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sozialen Kanälen. Die Notwendigkeit wurde von Parteien und Politiker:innen 
erst stückweise erkannt. Im deutschen Kontext ist die Wahlperiode 2013 bis 2017 
die erste flächendeckend auswertbare Periode. Für die Bundestagswahl 2013 ist 
die kurzfristige Wahlkampfstrategie bereits analysierbar. Für Konsument:innen 
gelten ähnlich strenge Datenschutzbestimmungen zur Anonymisierung von 
Einzelpersonen. Die Datennotwendigkeiten für die Analyse von Konsument-
scheidungen entsprechen jenen für politisches Mikrotargeting
Die Vorteile der Sozialen Medien liegen auf der Hand. Auf den Sozialen 
Medien kommunizieren Einzelpersonen und Unternehmen oder Politiker:in-
nen ohne Zeitverzug. Abgesehen von redaktionell verfassten Beiträgen spiegeln 
die Beiträge die aktuellen Gedanken oder Bedürfnisse ohne Interpretations-
schritte oder kognitive Verzerrung wider. Zudem können Konsument:innen/
Produzent:innen oder Wähler:innen/Parteien direkt miteinander in Kontakt 
treten und auf die jeweils andere Seite reagieren. Die stetige Produktion neu-
er Daten erlaubt eine tagesaktuelle Auswertung von Informationen. Zeitliche 
Restriktionen und Schlaglichter zu einem einzelnen Zeitpunkt können damit 
vermieden werden.
Einerseits haben die Sozialen Medien klare Vorteile, doch andererseits 
gibt es einige Faktoren, die die Analyse behindern. Zum einen sind die Beiträge 
zum Teil sehr kurz gehalten, zum Beispiel auf Twitter. Zum anderen sind häufig 
viele verschiedene Themen innerhalb eines Posts zusammengefasst. Eine klare 
Trennung beziehungsweise Zuordnung der Anteile eines Posts stellt sich teil-
weise als schwierig dar. Daneben erschwert die Formulierung der Nachrichten 
die Analyse, die Problematik ergibt sich aus der knappen und schnell verfass-
ten Natur der Beiträge. Dabei werden unterschiedliche Abkürzungen für Wörter 
verwendet, Umgangssprache genutzt und es treten häufiger Rechtschreibungs-
fehler auf. Diese Punkte erschweren die systematische Auswertung und erfor-
dern ein ausgeprägtes pre-processing der Rohdaten.36 Abgesehen von offiziellen 
Accounts besteht die Möglichkeit, dass Personen sich auf Sozialen Medien nicht 
mit ihrer wahren Identität oder ihrem wahren Standort anmelden. Problema-
tisch sind dabei insbesondere Bots, welche eine große Anzahl an Beiträgen au-
tomatisiert verfassen. Um diese Accounts zu filtern und nicht fälschlicherweise 
in ungewolltem Kontext in Analysen zu integrieren, lassen sich Algorithmen 
36 Hu/Liu (2012).
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einsetzen. Bei einem Bewusstsein der Problematik gegenüber lässt sich somit 
eine fälschliche Integration verhindern.37
Anwendungen Sozialer Medien
Die Anwendungen zur textbasierten Auswertung sozialer Medien sind sehr 
vielschichtig. Die Möglichkeiten und Anwendungen erwachsen aus der hohen 
Nutzerzahl, der globalen Verfügbarkeit und dem vielfältigen Nutzerkreis. Wäh-
rend für die Analyse und Vorhersage der Börsen/Aktienkurse unter anderem 
öffentliche Profile und Statements der Zentralbanken und/oder Politiker:innen 
genutzt werden,38 stehen bei „social emotion“- und „opinion mining“-Studien 
private Statements der gesamten Nutzerbasis im Mittelpunkt.39 Aus der Be-
trachtung sozialer Emotionen lassen sich über automatisierte Verfahren zu-
sätzlich Sentiment-Lexika entwickeln.40 Darüber hinaus bieten sich die Sozialen 
Medien für die Erfassung von Events und Wendepunkten an.41 Die Betrachtung 
des Konsument:innenverhaltens (siehe dazu nachfolgend den Beitrag in diesem 
Band) nutzt zumeist Sentiments und die gesamte Nutzerbasis eines definierten 
Geo raums.42 Ähnlich wie in diesem Beitrag werden die Sozialen Medien für die 
Analyse politischer Themen und des Parteiwettbewerbs genutzt.43
Eine konkrete Anwendung im Bereich der politischen Kommunikation 
analysiert das Kommunikationsverhalten deutscher Parteien in der Legislatur-
periode 2013 bis 2017. Es wurden die offiziellen Facebook-Seiten der Bundespar-
teien sowie der jeweiligen Parteivorsitzenden und des Generalsekretärs genutzt 
(siehe Tabelle 1). Im Zeitraum von Januar 2014 bis Dezember 2017 konnte so die 
gesamte Wahlperiode inklusive der Koalitionsverhandlungen abgebildet wer-
den. Für die gewählte Periode konnten zwischen 30 und 40 Themen pro Par-
teien identifiziert werden. Die Auswertung der Facebook-Beiträge erfolgte über 
37 Zum Beispiel Cai/Li/Zengi (2017).
38 Nguyen/Shirai (2015); Besimi et al. (2019); Bollen/Mao/Zeng (2011); Oliveira/Cortez/Areal (2017).
39 Rao et al. (2014); Bao et al. (2009); Vamshi/Pandey/Siva (2018).
40 Deng et al. (2019); Xie/Li (2012).
41 Xue et al. (2020); Qian et al. (2016).
42 Homburg/Ehm/Artz (2015); Daas/Puts (2014); Pekar/Binner (2017).
43 Joshi/Bhattacharyya/Carman; Takikawa/Nagayoshi (2017); Oliveira et al. (2018); Antonakaki et al. 
(2017).
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Latent Dirichlet Allocation44, eine unüberwachte Soft-Clustering-Methode. Die 
Daten wurden auf monatlicher Basis akkumuliert, um eine Aussage über das 
Kommunikationsverhalten, die Schwerpunkte und Veränderungen zu treffen. 
Die Parteienkommunikation wird separat ausgewertet, mit dem Ziel kleinere 
Themen oder Themendifferenzierungen der Parteien zu generieren.
Tab. 1:  Parteien und Politker:innen im Datensatz
PARTEI
AfD Frauke Petry Jörg Meuthen
CSU Horst Seehofer Andreas Scheuer
CDU Angela Merkel Peter Tauber
FDP Christian Lindner Nicola Beer
SPD Sigmar gabriel Hubertus Heil
BÜNDNIS 90 / DIE gRÜNEN Cem Özdemir Simone Peter
DIE LINKE Bernd Riexinger Katja Kipping
Der Algorithmus gibt die prozentualen Anteile der einzelnen Themen inner-
halb eines Beitrags und die wichtigsten Wörter eines Clusters aus. Zusätzlich 
wurde der Sentiment Score erstellt. Der Sentiment Score wird auf einer Skala 
von –1 bis +1, auf der Grundlage eines Wörterbuchs errechnet. Für das Wörter-
buch wurden von Experten Wörter hinsichtlich ihrer positiven oder negativen 
Konnotation kodiert.45 Der Sentiment Score für ein Dokument i mit den Sen-
timent-Wortwerten w und dem Gesamtvokabular v errechnet sich wie in der 
folgenden Formel dargestellt.
Im Ergebnis konnten signifikante und den Parteien entsprechende Ergebnis-
se erzielt werden. Das Profil der Parteien, insbesondere der kleinen Parteien, 
entspricht den Schwerpunktsetzungen in den Wahlprogrammen. Der Vorteil 
anderen Ansätzen gegenüber ist die monatliche Auswertbarkeit und darauf 
aufbauend die Möglichkeit von Analysen der Reaktionen von Wähler:innen. 
Beispielhaft werden an dieser Stelle die Ergebnisse zur Arbeitsmarktpolitik, zur 
Sozial- und Familienpolitik, zur wirtschaftlichen Entwicklung Deutschlands so-




Die Anwendung von Latent Dirichlet Allocation (LDA) gibt als Resultat 
zwei Ergebnisse aus. Zum einen werden die Themencluster in Form der häu-
figsten Wörter ausgegeben. Zum anderen wird für jeden Text der zugehörige 
prozentuale Anteil an einem Thema ausgegeben. Durch die Definition der Para-
meter kann festgelegt werden, ob viele oder wenige Themen pro Nachricht er-
wartet werden. Im nachfolgenden Fall wurde, ausgehend von dem tendenziell 
kurzen Charakter der Facebook-Posts angenommen, dass wenige Themen pro 
Nachricht kommuniziert werden. Für die Interpretation ist relevant, dass ein 
Thema, welches in den Clustern nicht auftaucht, nicht zwangsläufig gar nicht 
behandelt wird. Es wird jedoch in entweder deutlich untergeordneter Relevanz 
oder in nicht differenziertem Vokabular kommuniziert.





























Die resultierenden Wortlisten müssen kodiert werden. Auf Basis eines detaillier-
ten Codebuchs können die Listen Themen zugeordnet werden. Beispielhaft sind 
in Tabelle 2 die Abschnitte des Codebuchs für die Themenfelder Sozialpolitik, 
Budget, Wachstum und Entwicklung abgebildet. Das Codebuch wurde in einem 
explorativen Ansatz entwickelt, basierend auf den Resultaten der LDA-Cluster. 
Der Vorteil der automatisierten Textanalyse liegt im frühzeitigen Erkennen 
neuer Themenfelder, daher ist ein explorativer Ansatz der Themengenerierung 
sinnvoll.
Tab. 3:   Themenliste – Arbeitsmarkt
DIE LINKE
ARBEITSRECHT gEWERKSCHAFTEN LÖHNE ARBEITSLOSIgKEIT
„arbeit“ „beschaeftigt“ „euro“ „hartz“
„gut“ „gewerkschaft“ „mindestlohn“ „sanktion“
„leiharbeit“ „gut“ „million“ „betroff“
„beschaeftigt“ „arbeit“ „jahr“ „abschaff“
„mensch“ „verdi“ „milliard“ „grundrecht“
„leb“ „unterstuetz“ „unternehm“ „jobcent“
„befrist“ „streik“ „zahl“ „sanktionsfrei“
„job“ „loehn“ „ausnahm“ „mindestsicher“
„preka“ „amazon“ „niedrig“ „bundesregier“






„mindestlohn“ „loewenstark“ „sich“ „deutschland“
„rent“ „gut“ „stark“ „gut“
„arbeit“ „best“ „deutschland“ „mensch“
„mensch“ „digital“ „inn“ „wirtschaft“
„gut“ „wirtschaft“ „wirtschaft“ „jahr“
„jahr“ „prozent“ „arbeit“ „arbeitslos“
„gesetz“ „arbeitslosenquot“ „bleibt“ „zahl“
„prozent“ „arbeitsmarkt“ „wohlstand“ „arbeit“
„arbeitnehm“ „freistaat“ „arbeitsplaetz“ „prozent“
„andrea“ „top“ „zeit“ „arbeitsmarkt“
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Die Parteien diskutieren in Bezug auf die wichtigen wirtschafts- und sozialpo-
litischen Themenfelder die gleichen Oberthemen. Die Unterscheidung wird in 
der Diskurssetzung, also den präziseren Unterthemen, evident. Dies wird bei 
sozialpolitischen Themen deutlich. Tabelle 2 weist die zehn Wörter aus, die im 
Rahmen von arbeitsmarktbezogenen Themen am häufigsten verwendet wur-
den. Die zuvor beschriebene Unterteilung der Themen wird hier verdeutlicht. 
Darüber hinaus zeigt das Agenda-Setting sowohl den Unterschied zwischen 
Mitte-Links- und Mitte-Rechts-Parteien als auch die Konzentration auf eine 
kontroverse versus eine ergebnisorientierte Debattenstruktur.
Während in der Linken ein breites Spektrum von Arbeitsmarktfragen 
unter besonderer Berücksichtigung der sozialen Gerechtigkeit diskutiert wird, 
konzentriert sich die CDU auf Erfolge und gute Arbeitsmarktbedingungen im 
Sinne einer niedrigen Arbeitslosigkeit. Die Unterschiede zwischen Mitte-Links- 
und Mitte-Rechts-Parteien werden auch im Vergleich von CDU und SPD sicht-
bar. Beide Parteien gingen 2013 eine Koalition ein, wobei sich die SPD auf zent-
rale sozialdemokratische Themen wie den Mindestlohn konzentriert, der jedoch 
von der CDU nicht erwähnt wird. Das obige Beispiel zeigt, zu welchen sinnvollen 
Ergebnissen die Anwendung von Themenmodellen auf die offizielle Social-Me-
dia-Kommunikation der Parteien führt. Auffällig ist bei den weiteren Themen 
der sozialpolitischen Kommunikation auch die Zuordenbarkeit der Themen 
zu Parteien oder mindestens die Regierungszugehörigkeit oder das politische 
Spektrum.
So werden zum Beispiel von allen Parteien, CDU und CSU ausgenommen, 
die Freihandelsabkommen TTIP und CETA behandelt. Während die Linke und 
die Grünen den Abkommen eher ablehnend gegenüberstehen, kann aus den 
zehn häufigsten Wörtern bei SPD und AfD keine klare Positionierung abgeleitet 
werden. Die FDP kommt in den zehn häufigsten Wörtern eher zu einem posi-
tiven Urteil. Linke und Grüne diskutieren zudem ihre Kernthemen Umvertei-
lung respektive Umweltschutz im Zusammenhang mit der wirtschaftlichen 
Entwicklung Deutschlands. Bei den Regierungsparteien und der FDP kommt die 
Digitalisierung hinzu. Während bei SPD und CDU der Fortschritt im Tenor eher 
positiv klingt, deutet die Kommunikation der FDP auf kritische Aspekte in Bezug 
auf die Digitalisierungsstrategie hin. Insgesamt zeichnen die wirtschaftspoliti-
schen Themen, ähnlich wie die sozialpolitischen Themen, das Profil der Parteien 
und ihrer Ausrichtung nach.
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Tab. 4:  Themenliste – Budget, Wachstum und Entwicklung
DIE LINKE AFD
FREIHANDEL VERMÖgENSTEUER TTIP WACHSTUM SCHWARZE NULL
1 „ttip“ „reich“ „buerg“ „deutschland“ „euro“
2 „ceta“ „deutschland“ „ttip“ „jahr“ „geld“
3 „stopp“ „prozent“ „bargeld“ „zahl“ „jahr“
4 „polit“ „gerecht“ „freiheit“ „prozent“ „kost“
5 „konzern“ „sozial“ „lehnt“ „studi“ „milliard“
6 „freihandelsabkomm“ „reichtum“ „oeffent“ „polit“ „million“
7 „demokrati“ „vermoeg“ „kontroll“ „mensch“ „steuerzahl“
8 „aktion“ „land“ „staat“ „deutsch“ „pro“
9 „mensch“ „einkomm“ „abschaff“ „articl“ „hoeh“
10 „abkomm“ „gesellschaft“ „gross“ „wirtschaft“ „steu“







1 „gerecht“ „ttip“ „wirtschaft“ „ttip“ „digital“
2 „sozial“ „ceta“ „unternehm“ „bundesregier“ „frag“
3 „oekolog“ „umwelt“ „deutschland“ „ceta“ „zukunft“
4 „gesellschaft“ „fair“ „deutsch“ „kommission“ „digitalleb“
5 „wirtschaft“ „stopp“ „industri“ „freihandelsab-komm“ „arbeit“
6 „weltoff“ „handel“ „jahr“ „bmwi“ „digitalisier“
7 „umwelt“ „handelsabkomm“ „arbeitsplaetz“ „entscheid“ „diskuti“
8 „zentral“ „usa“ „zukunft“ „oeffent“ „gesellschaft“
9 „arbeit“ „mensch“ „stark“ „debatt“ „leb“










1 „gross“ „euro“ „jahr“ „digital“ „gefuehrt“
2 „polit“ „bund“ „schuld“ „digitalisier“ „bundesregier“
3 „zeit“ „jahr“ „haushalt“ „thema“ „euro“
4 „gemeinsam“ „laend“ „bundestag“ „diskutiert“ „gut“
5 „wichtig“ „milliard“ „schwarz“ „chanc“ „infos“
6 „herausforder“ „zukunft“ „forschung“ „wirtschaft“ „milliard“
7 „bleib“ „schuld“ „bildung“ „frag“ „pfleg“
8 „gut“ „bundesla“ „solid“ „wandel“ „nachricht“
9 „dialog“ „finanz“ „null“ „mittelpunkt“ „internet“
10 „gespraech“ „entlast“ „betont“ „diskuti“ „bund“
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FDP
BUDgET TTIP DIgITALISIERUNg START-UPS
1 „steu“ „wirtschaft“ „deutschland“ „bess“
2 „entlast“ „deutsch“ „digitalisier“ „deutschland“
3 „soli“ „ttip“ „digital“ „arbeit“
4 „wissing“ „arbeitsplaetz“ „chanc“ „gruend“
5 „euro“ „gut“ „bildung“ „ide“
6 „politikdierech-nenkann“ „gerad“ „braucht“ „unternehm“
7 „kalt“ „unternehm“ „endlich“ „buerokrati“
8 „progression“ „handwerk“ „brauch“ „fordert“
9 „buerg“ „mindestlohn“ „infrastruktur“ „gerad“
10 „geld“ „wohlstand“ „agenda“ „braucht“
Nachdem die Themencluster codiert sind, kann der prozentuale Anteil der Kom-
munikation an den Themenclustern ermittelt werden. Um eine aussagekräftige 
Verteilung zu erzielen, werden hierfür die Oberthemen Sozialpolitik und Bud-
get, Wachstum und Entwicklung in der Darstellung kumuliert. Für eine präzi-
sere Auswertung und konkrete Anwendungen im Bereich der Wählerreaktion 
können die detaillierteren Themenfelder wie Arbeitsmarkt oder Familienpolitik 
genutzt werden.
In Abbildung 2 wird die kumulierte Kommunikation der Bundespartei-
en zu sozialpolitischen Themen (zur Ausrichtung der Debatte siehe Tabelle 4) 
dargestellt. Exemplarisch zeigen die sozialpolitischen Themen, dass die Partei-
en bezüglich der kommunizierten Themen starke Schwerpunkte setzen. Über 
den gesamten Zeitraum hinweg bestreitet die Linke das Thema in ausgeprägter 
Form. Die regierungsbeteiligten Parteien SPD und CDU folgen mit einer gleich-
bleibend hohen Beteiligung am Themenspektrum, verweisen dabei jedoch 
hauptsächlich auf arbeitsmarktbezogene Themen und im Fall der CDU auf Er-
folge der Regierung.
Am rechten Rand des politischen Spektrums wird der Akzent auf migra-
tionsbezogene Themen gesetzt und als Wahlkampfthema im September 2017 
weiter intensiviert. Abbildung 3 zeigt zwei Phänomene deutlich auf. Zum einen 
ist ein Anstieg der Kommunikation, ausgelöst durch ein externes Ereignis, zu se-
hen (Anstieg der Zuwanderung Geflüchteter 2015). Zum anderen kann, ähnlich 
wie in der sozialpolitischen Kommunikation, die Vereinnahmung eines Themas 
durch einzelne Parteien beobachtet werden: Die Kommunikation der CSU und 









































































































DIE LINKE SPD BÜNDNIS 90 / DIE gRUENEN FDP CDU CSU AfD
Abb. 2:  Monatlich kumulierte Kommunikation – Sozialpolitik 
Quelle: eigene Darstellung.
Ebenfalls zu beobachten ist in der sozialpolitischen Kommunikation, dass die Ver-
einnahmung eines Themas mit einer problemorientierten Darstellung der The-
matik einhergeht. Während insbesondere das linke Parteienspektrum die Integ-
ration und die Fluchtursachen thematisiert, werden von CSU und AfD verstärkt 
die Konsequenzen und problematischen Aspekte der Zuwanderung dargestellt. 
Des Weiteren ist bei der AfD zu beobachten, dass, ähnlich wie bei der Partei die 
Linke, das Thema in vielen Varianten kommuniziert wird. Als interessant zu ver-
merken ist zudem, dass der Wechsel an der AfD-Parteispitze (5. Juli 2015) und da-
mit die Neuausrichtung deutlich zu erkennen ist, Euro-kritische Themen werden 
zu migrationskritischen Themen. Dies ist umso bezeichnender, als über den ge-
samten Zeitraum dieselben Personen in die Analyse einbezogen waren.
Die Analyse der Relevanz einzelner Themen zeigt drei zu erwartende und 
wichtige Phänomene der politischen Kommunikation. Erstens: Kleine und Op-
positionsparteien verfolgen die Strategie, einzelne Themen für sich zu verein-
nahmen und den Diskurs zu bestimmen.46 Zweitens können externe Effekte mit 
politischer Durchschlagskraft in der öffentlichen Kommunikation zuverlässig 
erkannt werden. Drittens werden Strategiewechsel, innerparteiliche Auseinan-
dersetzungen und wahlkampfstrategische Überlegungen evident.
46 Die Ergebnisse werden von verschiedenen Studien zur strategischen Ausrichtung von Parteien 









































































































DIE LINKE BÜNDNIS 90 / DIE gRUENEN SPD FDP CDU CSU AfD
Abb. 3:  Monatlich kumulierte Kommunikation – Migration 
Quelle: eigene Darstellung.
Um eine empirische Auswertung der Daten zu ermöglichen, muss der Tenor 
der Parteienkommunikation quantifiziert werden. Verschiedene Ansätze kön-
nen hierfür verwandt werden. Die einfachste Möglichkeit ist die Verwendung 
eines wörterbuchbasierten Verfahrens zur Berechnung der Sentiments einzel-
ner Wörter. Ein Problem dieser Methodik liegt in der Ausgestaltung des Wör-
terbuchs. Gerade Wortneuschöpfungen mit einem stark positiven oder negati-
ven Charakter sind in den Wörterbüchern selten enthalten. Einen Eindruck von 
der Kommunikation spiegelt die Methode jedoch gut wider. Exemplarisch sind 
an dieser Stelle die Oppositionsparteien (Die Linke, Bündnis 90 / die Grünen, 
FDP, AfD) sowie die Regierungsparteien dargestellt. Oppositionsparteien fallen 
durch ihre weitestgehend negativen Sentiment-Werte auf (Abbildung 4). Die 
Regierungsparteien hingegen sind überwiegend im positiven Wertebereich zu 
finden. Dies deutet auf eine sehr unterschiedliche Darstellung der Lage in ver-
schiedenen Themenbereichen und die Hervorhebung der Erfolge auf Seiten der 
Regierungsparteien hin.
Weitere Ansätze zur Analyse beinhalten maschinelle Ansätze zum NLP 
oder psychologische Ansätze zur Generierung eines psychologischen Motivs. 










































































































Abb. 4:  Kumulierte Sentiment Scores – Regierungs- und Oppositionsparteien 
Quelle: eigene Darstellung. 
Die Ergebnisse zeigen die vielfältigen Möglichkeiten auf, mit denen textbasier-
te Verfahren in der politischen Analyse eingesetzt werden können. Es können 
frühzeitig relevante Themen erkannt und ihre Wirkung auf Wähler:innen und 
Konsument:innen untersucht werden. Die Methodik erlaubt in weitestgehend 
automatisierter Form, die Profile von Parteien zu analysieren. Dies lässt sich auf 
vielfältige weitere Themenfelder übertragen. Neben politischer Kommunikati-
on und wirtschaftspolitischen Aspekten können Trends der gesamtwirtschaft-
lichen Entwicklung ausgewertet werden. Textdaten sollten daher in Forschung 
und Wirtschaft einen höheren Stellenwert erhalten. Sie können quantitative 
Ergebnisse unterstützen beziehungsweise sogar deren Aussagegehalt erhöhen.
Schlussfolgerungen
Wie gezeigt wurde, erfordert die Verwendung unstrukturierter Textdaten kom-
plexe Auswertungsmethoden. Die Methoden können sich je nach Zielstellung 
unterscheiden. Gemeinsam ist ihnen allen das Ziel, mit möglichst geringen 
händischen Kodierungen große Textmengen zu analysieren. Während bei über-
wachten Strategien die Kodierung eines Trainingsdatensets nötig ist, ist bei un-
Textdaten 151
überwachten Strategien eine nachträgliche Kodierung der Cluster notwendig. 
Wie im Abschnitt „Texte als Daten“ gezeigt, haben beide Methoden Vorteile.
Gerade für den in diesem Beitrag erläuterten Ansatz zur Analyse politi-
scher Kommunikation bietet sich das unüberwachte Clusteringverfahren an. 
Die explorative Strategie kann kann dazu dienen, neue Themen zu erkennen 
und so gesellschaftliche Entwicklungen für spätere Analyseverfahren aufzu-
decken. Das ermöglicht es, in Fore- und Nowcasts Entwicklungen abzubilden,47 
welche in Surveys noch nicht als implementierte Frage integriert sind. Neben 
Clusteringmethoden können über Sentimentanalysen oder präzisere psycholo-
gische Tools Informationen zu Stimmungen extrahiert werden.
Verschiedene Veröffentlichungen zeigen bereits den Nutzen unstruktu-
rierter Daten in empirischen Verfahren. So konnten Entwicklungen an Aktien-
märkten, die Reaktion auf Zentralbankkommunikation und positive Zusam-
menhänge zwischen Konsument:innenverhalten und Kommunikation in den 
Sozialen Medien identifiziert werden.
Die Ergebnisse und die vielfältigen Anwendungsfelder zeigen das Poten-
zial unstrukturierter Daten auf. Die Entwicklung zeigt in Richtung eines sich 
stetig ausweitenden Datenpools, eine Auswertung scheint daher ein vielver-
sprechender und notwendiger Weg zu sein. Da die Methoden noch nicht gleich-
wertig validiert sind, bleibt das Feld ausgesprochen dynamisch, und es ist mit 
zunehmend besseren Modellen und Ergebnissen zu rechnen. 
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