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Abstrak : Penelitian ini bertujuan untuk merancang prototype virtualisasi server di lingkungan FKIP UNS 
untuk membangun infrastruktur server yang efisien, flexybel, serta mengoptimalkan penggunaan resource 
agar dapat disesuaikan dengan beban kerja sehingga resource hardware menjadi optimal. Sejumlah 
mesin server di Network Operator Center (NOC) FKIP UNS memiliki spesifikasi prosesor dan memori 
yang tidak sama sehingga perlu dilakukan optimalisasi tiap-tiap mesin supaya bekerja optimal.  
Sumber daya perangkat keras yang disediakan oleh mesin-mesin server tersebut belum digunakan 
secara optimal sehingga penambahan mesin-mesin server baru merupakan langkah yang tidak efisien 
sehingga menambah perawatan sekaligus untuk power yang membackup dari mesin tersebut. Dalam 
penelitian ini dilakukan solusi dengan menggunakan sistem operasi virtualisasi yang running diatas 
hardware yaitu Proxmox Virtual Environment (VE) untuk merancang prototype server virtual yang dapat 
meminimalisir maintenance dan anggaran untuk pengadaan hardware. 
Di bagian ini ditulis kata kunci/Key word : Virtualization,Proxmox,Server,Optimalisasi, 
 
1.A. Latar Belakang 
 Teknologi informasi di Indonesia 
berkembang pesat dari waktu ke waktu. Dahulu 
dikenal dengan teknologi konvensional, yaitu 
teknologi yang masih mengandalkan kabel 
jaringan atau bentuk flash disk / hardcopy dalam 
pertukaran informasi dan pengelolaan data. Jika 
dibandingkan dengan teknologi yang makin 
berkembang sampai sekarang ini, tentunya 
teknologi konvensional masih jauh dari 
kepraktisan yang dibutuhkan oleh manusia yang 
hidup di jaman modern. Kebutuhan organisasi 
saat ini sangat bergantung pada infrastruktur 
teknologi informasi terutama dalam menjalankan 
operasionalnya. Sementara itu, kebutuhan 
infrastruktur teknologi informasi juga semakin 
meningkat seiring dengan meningkatnya 
kebutuhan sumber daya IT organisasi tersebut. 
Salah kebutuhan tersebut adalah pembangunan 
dan pengembangan data center. Untuk memenuhi 
kebutuhan pengembangan data center tersebut 
dibutuhkan peningkatan kapasitas komputasi, 
salah satunya adalah dengan cara pengadaan 
server baru. Namun terdapat konsekuensi dari 
keputusan tersebut, organisasi akan menghadapi 
beberapa masalah baru dalam pengelolaan server 
yang semakin bertambah yaitu biaya yang 
dihabiskan untuk keperluan tersebut cukup besar. 
Biaya yang paling besar adalah pada pembelian 
dan maintenance server. Selain biaya dan 
maintenance organisasi juga akan menghadapi 
permasalahan baru, yaitu utilisasi server yang 
rendah (Greenberg,2009). 
  Beberapa penelitian mengusulkan solusii 
untuk permasalahan ini, salah satunya adalah 
mengkonsolidasikan server untuk meningkatkan 
utilisasi server menggunakan teknologi 
virtualisasi. Dalam dunia komputasi, virtualisasi 
adalah sebuah istilah yang mengacu pada 
abstraksi sumber daya komputer. Virtualisasi 
merupakan suatu usaha untuk membuat sumber 
daya tunggal (misalnya sebuah server, sistem 
operasi, aplikasi, atau alat penyimpan) terlihat 
sebagai satu atau beberapa sumber daya logikal 
berbeda (Baek,et.all. 2010). 
 Berbagai permasalah yang ditemukan 
dalam penelitian-penelitian tersebut juga 
ditemukan permasalahan yang ada di NOC FKIP 
UNS. Berdasarkan observasi yang dilakukan 
penulis, sejumlah mesin server di NOC ICT FKIP 
UNS memiliki resources yang kurang baik. 
Beberapa mesin server masih menggunakan 
personal computer (PC) desktop yang di 
manfaatkan menjadi server. Sumber daya 
perangkat keras yang disediakan oleh mesin-
mesin server tersebut belum digunakan secara 
optimal sehingga penambahan mesin-mesin 
server baru merupakan langkah yang tidak 
efisien. Dalam organisasi dapat dikatakan 
terdapat pemborosan karena melakukan 
pengeluaran untuk sumber daya perangkat keras 
yang sebagian besar tidak terpakai. Berdasarkan 
fakta-fakta yang telah disebutkan sebelumnya, 
NOC FKIP UNS membutuhkan infrastruktur server 
yang fleksibel sehingga dapat diandalkan oleh 
instansi. Fleksibilitas dalam konteks penelitian ini 
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diukur berdasarkan pemanfaatan mesin server 
yang dedicated untuk menggantikan yang kurang 
dedicated. Alokasi resources hardware berupa 
prosesor dan memori dapat disesuaikan dengan 
beban kerja sehingga rosoures hardware server 
menjadi optimal. Infrastruktur tersebut didesain 
dan diimplementasikan dengan virtualisasi server. 
 
1.b Rumusan Masalah 
 Bagaimana merancang prototype server 
virtual dan menggabungkannya dalam satu 
system yang memiliki resources hardware tinggi 
menggunakan teknologi virtualisasi Proxmox 
Virtual Environtment (VE) untuk mengoptimalkan 
resources hardware pada server. 
 
1.c. Batasan Masalah 
Batasan masalah dalam penelitian ini adalah 
sebagai berikut:  
a. Menggunakan sistem operasi virtualisasi yang 
running diatas hardware Proxmox Virtual 
Environtment (VE)  untuk merancang prototype 
server virtual.  
b. Menentukan server – server yang kurang 
dedicated di NOC FKIP UNS kemudian 
divirtualisasi menggunakan Proxmox Virtual 
Environtment (VE) ke dalam sebuah server fisik.  
 
1.d. Tujuan 
 Tujuan utama yang ingin dicapai dalam 
penelitian ini adalah mendesain prototype 
virtualisasi server di NOC FKIP UNS untuk 
membangun infrastruktur server yang efisien dan 
fleksibel, serta mengoptimalkan penggunaan 
sumber daya prosesor dan memori agar dapat 
disesuaikan dengan beban kerja sehingga 
resources hardware server menjadi optimal 
 
1.e. Manfaat Penelitian 
Manfaat penelitian ini adalah:  
a. Bagi peneliti  
Menambah ragam penelitian tentang 
pengembangan konsep virtualisasi server serta 
pemanfaatan virtualisasi untuk optimalisasi 
rosurces hadware  
b. Bagi instansi yang menerapkan penelitian ini  
Dengan menerapkan virtualisasi server, suatu 
instansi yang mengandalkan operasionalnya 
terhadap IT akan mendapat kemudahan dalam 
manajemen server, serta kemudahan dalam 
melakukan maintenance tanpa mengganggu 
operasional server sehingga dapat 
mengoptimalkan rosurces hardware server 
  
2. Dasar Teori 
2.a. Dasar Teori 
Konsep virtualisasi sesungguhnya  bukan 
konsep yang baru. Mainframe IBM sudah 
menggunakan sistem operasi VM yang sudah 
menerapkan teknologi virtualisasi selama 
beberapa dekade. Saat ini sistem operasi VM 
memungkinkan untuk menjalankan beberapa 
sistem Linux  pada sebuah mesin mainframe. 
Dengan  kata lain, sejumlah mesin Linux dapat 
dikonsolidasikan  pada sebuah mainframe  
menggunakan sistem operasi VM. Sistem 
komputer modern tersusun atas beberapa layer, 
yaitu layer hardware, layer operating system, dan 
layer program aplikasi. 
 
 
Gambar 2.1 Layer pada sistem komputer modern 
(sumber: Virtualization Overview, Vmware, Inc., 
2006) 
 
Software virtualisasi melakukan abstraksi 
dari mesin virtual  dengan cara menambahkan 
layer baru di antara 3 layer di atas. Posisi dari 
layer baru tersebut menentukan level dari 
virtualisasi. Secara umum terdapat 3 level 
virtualisasi, yaitu[1]:  
1. Level hardware: pada tahun  1970-an 
mainframe IBM  menjadi pionir dalam 
virtualisasi secara hardware. Mainframe 
tersebut menjalankan sistem  operasi VM 
yang berfungsi untuk menyediakan servis 
virtualisasi, sehingga mainframe tersebut 
dapat  dipartisi dimana  masing-masing 
partisi dapat menjalankan sistem operasi 
dan aplikasi sendiri. Layer  virtualisasi 
berada tepat  di atas  layer hardware, 
sehingga akses  ke hardware  dari mesin 
virtual dapat  dilakukan  secara efisien. 
Arsitektur virtualisasi pada level hardware 
disebut juga sebagai arsitektur hypervisor 
 
Gambar 2.2 Virtualisasi pada level hardware  
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(sumber: Virtualization Overview, Vmware, Inc.,  
2006) 
 
2. Level sistem operasi: layer virtualisasi 
diletakkan di atas layer sistem operasi. 
Program aplikasi dijalankan  di atas 
sistem operasi  pada mesin  virtual.  
Akses ke hardware  dari mesin virtual 
harus melalui  sistem  operasi dari mesin 
fisik, sehingga tidak seefisien  pada 
arsitektur hypervisor. Arsitektur virtualisasi 
pada level sistem operasi disebut  juga 
sebagai arsitektur hosted.   
 
Gambar 2.3  Virtualisasi pada level system operasi 
(sumber: Virtualization Overview, Vmware, Inc., 
2006) 
 
3. Level bahasa tingkat tinggi: layer 
virtualisasi berada di atas layer program 
aplikasi, berfungsi untuk melakukan 
abstraksi  mesin virtual  yang dapat 
menjalankan  program yang  ditulis dan 
dikompilasi sesuai  dengan definisi 
abstrak mesin virtual  yang akan 
menjalankan  program tersebut. 
 
Proxmox 
Proxmox merupakan software open source 
Virtualization Platform untuk menjalankan Virtual 
Appliance dan Virtual Machine. Proxmox VE 
adalah distro khusus yang didedikasikan secara 
khusus sebagai mesin host virtualisasi sistem dan 
memuat 2 teknologi virtualisasi, yaitu KVM dan 
OpenVZ 
Proxmox VE menggunakan Container 
Virtualization dan Full Virtualization: 
• Container Virtualization ( OpenVZ) 
merupakan teknologi yang disarankan 
untuk menjalankan server linux. OpenVZ 
membuat beberapa container yangsecure 
dan terisolasi ( disebut juga CT,VE atau 
VPS). Setiap Container melakukan dan 
mengeksekusi persis seperti layaknya 
sebuah stand alone server,sebuah 
container dapat di-reboot secara 
independen dan memiliki akses super user 
,IP address, memori, proses,file, aplikasi, 
system library dan konfigurasi tersendiri . 
• Full Virtualization (KVM) merupakan 
singkatan dari (Kernel-based Virtual 
Machine) adalah solusi virtulaisasi penuh 
untuk hardware berbasis x86 yang memiliki 
ekstensi virtualisasi ( Intel VT datau AMD-
V CPU). Setiap virtual machine memiliki 
hardware pribadi yang virtual: network 
card,disk, adapter grafis,dll.KVM mirip 
dengan XEN akan tetapi KVM merupakan 
bagian dari Linux dan menggunakan 
system scheduler dan memory 
managemen regular dari Linux. 
- Fitur-fitur proxmox 
  Bare-metal ISO installer 
Proxmox VE mengistall sistem yang lengkap dan 
alat mamajemen dalam 3 sampai 5 meniit ( 
tergantung perangkat keras yang digunakan). 
”Bare-metal” berarti bahwa mulai dari server 
kosong dan tidak perlu mengistal sistem operasi 
dasar. 
 Central Web-based management 
Pada fitur tersebut Tidak diperlukan mengistal alat 
manajemen yang terpisah, semua dapat dilakukan 
melalui web browser ( IE6/7/8/9 atau firefox 2/3/4) 
dengan fitur-fitur: tampilan konsol terintergrasi ke 
virtual machine,integrasi dan manajemen 
Proxmox VE cluster yang baik, teknologi AJAX 
untuk update dinamis sumber daya dan akses 
yang aman ke semua mesin virtual melalui 
enkripsi SSL(https). 
 Backup-Restore-Live Migration 
Salah satu fitur terintegrasi terpenting pada 
Proxmox VE dengan menggunakan VZDump ( 
sebuah utilitas untuk membuat snapshot yang 
konsisten dalam menjalankan Virtual Machines 
(Open VZ containers dan KVM) 
 Proxmox VE Cluster 
Fitur ini memungkinkan untuk manajemen pusat 
beberapa server fisik,diman sebuah Proxmox VE 
Cluster terdiri dari satu master dan beberapa node 
(minimum adalah satu master dan satu node). 
Fitur-fiturnya terdiri dari web manajement 
tersentralisasi, satu ID login dan password untuk 
mengakses semua node dan guest, console dapat 
melihat semua virtual machine, migrasi dai virtual 
machine antara physical hosts,virtual appliance 
template store yang tersinkronisasi. 
Proxmox VE lebih fokus pada pasar perusahaan. 
Dengan memberikan pilihan virtual 
appliance,perusahan dapat fokus pada tagert 
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utama yang akan dicapai. Proxmox VE tidak 
hanya menyediakan platform saja tetapi dapat 
menjalankan virtual appliance yang open source  
dan komersial. Saat ini beberapa pihak 
dihadapkan dengan perangkat lunak server dan 
metode installasi yang lebih komplek.Akan tetapi 
proxmox VE mudah digunakan karene memiliki 
keunggulan sebagai berikut: 
¾ Pre-build virtual appliance 
¾ Mengistall dan memanajemen dengan 
muddah 
¾ Proxmox VE dilisensikan dibawah GPLv2 
(Open Source) 
Kelebihan dan kelemahan 
Kelebihan 
1. Produk pilihan untuk penggunaan dalam 
perusahaan 
2. Optimalisasi installasi dengan mudah 
3. Performa yang baik karena container 
virtualization 
4. Manajemen yang mudah 
Kelemahan 
1. Satu pusat masalah: jika server induk 
bermasalah, semua sistem virtual 
machine didalamnya tidak bisa 
digunakan. Hal ini bisa diantisipasi 
dengan menyediakan fasilitas backup 
secara periodik dan otomatis dengan 
menerapkan prinsip fail over / clustering 
2. Satu pusat serangan: penempatan semua 
server dalam satu komputer aka 
menjadikan sebagai target serangan. Jika 
hacker mampu menerobos masuk 
kedalam sistem induk, ada kemungkinan 
bisa menyusup kedalam server-server 
virtual dengan cara menggunakan 
informasi yang ada pada server induk. 
3. Analisis dan Perancangan Sistem 
3.1 Kerangka Masalah 
Saat ini mulai menggunakan beberapa 
server terdistribusi untuk operasionalnya seperti 
pengembangan web fakultas,web prodi dan 
aplikasi penunjang system informasi yang tersedia 
di FKIP UNS . Pada tahun 2012 ini sudah 
menggunakan DELL Poweredge R710 yang 
memiliki spesifikasi hardware sebagai berikut:  
1. Prosesor Intel Quad Core Xeon - 5620 
(2.4Ghz, 5.86 GT/s Intel QPI, 12MB Smart 
Cache) | Intel 5520 Server chipset 
2. Memori 6GB (3x 2GB) ECC DDR3 1,333 MHz 
max 192 GB (18 DIMM slots)  
3. 2x 300 GB SAS / 15K rpm (3,5) Hot Plug Hard 
Drive | 
4. DELL PERC H700 RAID Controller with 512MB 
cache (RAID 0/1/5 supported)  
5. DELL iDRAC 6 Express Remote Management 
Card | DVD-ROM Drive 
6. Drive Bays : 6x (3,5") Hot Plug 
7. Integrated 8 MB Matrox G200 Graphics 
8. Ethernet  
 
untuk kelas server yang melayani 
kebutuhan standar instansi pendidikan. Apabila 
dalam pemakaian server terdistribusi tidak 
memperhitungkan sumber daya hardware akan 
menimbulkan beberapa permasalahan antara juga 
akan terjadi pemborosan konsumsi daya, efisiensi 
ruang server dan biaya akibat pengadaan 
hardware yang berupa server yang dibutuhkan. 
 
Gambar 3.1.Implementasi server terdistribusi) 
 
3.2. Sistem yang di rancang 
Setelah analisis kebutuhan untuk membangun 
sistem virtualisasi server, tahap selanjutnya 
adalah perancangan sistem. Pada tahap ini  
4. Perancangan Konsep  
Implementasi yang pertama server digunakan 
untuk menjalankan website,menampung 
database, email dan aplikasi penunjang system 
informasi di FKIP UNS adalah konsep server 
terdistribusi. Yaitu memerlukan beberapa 
hardware server untuk menampung dan 
menjalankan setiap proses. Masing masing 
hardware server menjalankan service yang 
berbeda-beda. Kondisi yang terjadi sekarang 
adalah  terdapat  6 hardware server yang memiliki 
IP Address(Internet Protocol) private yang 
tergabung dalam satu switch yang memiliki tugas 
masing-masing sesuai dengan penggunaan 
hardware server tersebut. Adapun konsep 
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topologi yang sudah berjalan seperti dibawah ini  
 
Gambar 4.1 (topologi excisting) 
 
 
 
Gambar 4.2 (konsep topologi usulan) 
 
Dalam konsep usulan tersebet akan 
memanfaatkan resource hardware yang ada yaitu 
dengan menggunakan DELL power edge R710 
yang merupakan dedicated server dan memiliki 
spesifikasi yang tinggi akan menggantikan 
beberapa hadware server yang selama ini 
digunakan dalam menampung database 
,menjalankan website,email dan aplikasi system 
informasi lainnya yang terdapat dalam lingkungan 
FKIP UNS. Penerapan virtualisasi dengan 
menggunakan proxmox akan di install dalam satu 
hardware server saja yang didalamnya akan 
memuat virtualisasi server menggantikan 
beberapa hardware server yang menjalankan 
service masing-masing. Selain itu juga terdapat 
satu hardware server yang sama-sama diinstall 
proxmox dan didalamnya terdapat virtualisasi 
yang sama. Kedua hardware server akan berjalan 
bersama untuk melakukan backup data secara 
periodic dan untuk mengantisipasi apabila ada 
permasalahan pada hadware server utama 
Akan tetapi sebelum melakukan proses 
virtualisasi masih banyak hal yang perlu di 
perhatikan atau disiapkan juga memperhatikan 
dari kemampuan resources hardware server itu 
sendiri. Dalam paket installasi server proxmox 
sudah di ikutkan dua aplikasi yang dapat 
digunakan untuk melakukan virtualisasi yaitu 
OpenVz dan KVM. Untuk menggunakan KVM 
server proxmox membutuhkan motherboard atau 
CPU yang mendukung teknologi virtualisasi yaitu 
intel VT atau AMD-V. dan infrastruktur yang 
digunakan sudah support teknologi tersebut. 
Untuk menggunakan Open VZ yang kita perlukan 
adalah Open VZ Template yang bisa di download 
dari website Open Vz. Perbedaan yang mendasari 
antara KVM dan Open Vz selain dari sisi teknologi 
adalah dari prosess installasi.  
 
5. Penutup 
1. Prototype virtualisasi server di NOC FKIP 
UNS menunjukkan adanya optimalisasi pada 
penggunaan sumber daya prosesor dan 
memori yang telah disesuaikan dengan 
beban kerja sehingga optimalisasi resources 
hardware dapat tercapai. 
2. Opitimalisasi juga terdapat pada prosesor 
dan memori yang utilitasnya meningkat pada 
perbandingan server non virtual dan server 
virtual.  
3. Penerapan virtualisasi server akan 
mempermudah proses maintenance dan 
recovery karena hanya berfokus pada satu 
hardware server saja. 
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