We study ratio asymptotics, that is, existence of the limit of P nþ1 ðzÞ=P n ðzÞ (P n ¼ monic orthogonal polynomial) and the existence of weak limits of p 2 n dm ðp n ¼ P n =jjP n jjÞ as n-N for orthogonal polynomials on the real line. We show existence of ratio asymptotics at a single z 0 with Imðz 0 Þa0 implies dm is in a Nevai class (i.e., a n -a and b n -b where a n ; b n are the offdiagonal and diagonal Jacobi parameters). For m's with bounded support, we prove p 2 n dm has a weak limit if and only if lim b n ; lim a 2n ; and lim a 2nþ1 all exist. In both cases, we write down the limits explicitly. r
Introduction
In [8] , Khrushchev asked two questions about orthogonal polynomials on the unit circle [5, 14, 15] and found the following remarkable theorems in terms of the monic orthogonal polynomials, F n ; the orthonormal polynomials, j n ¼ F n =jjF n jj L 2 ; and the Verblunsky coefficients, a n ¼ ÀF nþ1 ð0Þ: Theorem A. F Ã nþ1 ðzÞ=F Ã n ðzÞ has a limit uniformly in z over compact subsets of D if and only if either (i) For c ¼ 1; 2; y; lim n-N a nþc a n ¼ 0; or (ii) There is aAð0; 1 and lA@D so that lim n-N ja n j ¼ a; lim n-N % a nþ1 a n ¼ a 2 l:
Theorem B. jj n j 2 dm has a weak limit if and only if either (i) For c ¼ 1; 2; y; lim n-N a nþc a n ¼ 0; or (ii) There exist a; a 0 Að0; 1; lA@D; and integers kX1 and cAf0; 1; y; k À 1g so that Khrushchev [8] also describes explicitly the limits in both cases. Our goal in this paper is to find the analogs of these theorems for orthogonal polynomials on the real line. The answers and proofs are much simpler-the methods of Khrushchev which depend heavily on Schur functions do not seem to extend, nor does mapping bounded intervals on R to @D (as in [15, Section 11.5] ) seem to allow direct transfer.
Before stating our results, let us set up notation. Given a measure dm on R with R x 2n dmoN for all n; we let P n ðxÞ be the monic orthogonal and p n ðxÞ the orthonormal polynomials. To define them, we suppose henceforth that dm is nontrivial, that is, not supported on a finite set, and we will also assume throughout that mðRÞ ¼ 1: Thus P n is determined by P n ðxÞ ¼ x n þ lower order and R x j P n ðxÞ dmðxÞ ¼ 0 for j ¼ 0; 1; y; n À 1: p n ¼ P n =jjP n jj where jj Á jj is the L 2 ðR; dmÞ norm. It is well known [15] that the P n 's obey a three-term recursion relation. There are b j AR and a j Að0; NÞ so that xP n ðxÞ ¼ P nþ1 ðxÞ þ b nþ1 P n ðxÞ þ a 2 n P nÀ1 ðxÞ:
ð1:1Þ
Our indexing of b 1 ; b 2 ; y and a 1 ; a 2 ; y is not common-often the labelling starts at b 0 and a 0 : We take this convention from [9] for reasons explained there. Eq. (1.1) implies inductively that jjP n jj ¼ a n ya 1 ð1:2Þ
and then that the p n obey the recursion relation xp n ðxÞ ¼ a nþ1 p nþ1 ðxÞ þ b nþ1 p n ðxÞ þ a n p nÀ1 ðxÞ: ð1:3Þ
In turn, (1.3) suggests we study the Jacobi matrix
Since fp n g N n¼0 is an orthonormal set,
is a unitary map of the closed span, S; of the p's to c 2 ðZ þ Þ ðZ þ ¼ f1; 2; ygÞ and for vAS 0 ¼ span of p's, we have U À1 JUv ¼ ðmultiplication by xÞ v: In case the moment problem is determinant [1, 13] , J is self-adjoint, and dm is just the spectral measure for J and vector d ¼ ð1; 0; yÞ:
We can now state our main results. 
Remark. We will show that the existence of the limit R x c dm n for c ¼ 2 implies dm has bounded support.
Theorem 1 is proven in Section 2 and Theorem 2 in Section 3. dr is calculated in Section 5. Theorems 1 and 2 seem to be optimal in that the two pieces of real data (1.6) (i.e., a and b) correspond to one complex number f ðz 0 Þ while the three moments in Theorem 2 correspond to the real numbers, a; b; and c:
There is previous work of Nevai [10] on the subjects of Theorems 1 and 2. He proved that (1.6) implies (1.5) with f given by (1.7), and conversely proved that if (1.5) holds for all zAC\R and f ðzÞ given by (1.7), then (1.6) holds. He did not get a result depending on a single z 0 nor, more importantly, did he show that (1.7) are the only possible limits in (1.5).
Nevai [10] also proved that if a n -a and b n -b; then dm n has a weak limit (he wrote down the explicit form of dr b;a;a for a ¼ c; as we will in Section 5).
Barrios et al. [2] proved that if (1.5) holds at two points with f given by (1.7), then (1.6) holds. But, like Nevai, they did not address the fact that (1.7) are the only possible limits.
In [11] , Nevai made a conjecture closely related to a special case of Theorem 2. Namely, Nevai Conjecture 2.16 (Nevai [11] ). If ð1:10Þ holds for all bounded uniformly continuous functions on R with drðxÞ ¼ p À1 w ½À1;1 ðxÞð1 À x 2 Þ À1=2 dx; then a n - Proof. x c psuppðdmÞ is bounded, so R x c dm n converges for c ¼ 1; 2; 4 to the same limit as for a n 1 2 and b 0: Uniqueness of the limit (and the fact that a ¼ c) completes the proof. &
Related to this is
Nevai Conjecture 2.17 (Nevai [11] ). If for some A; we have R N A dm n -0; then for every e40; ½A þ e; NÞ-suppðdmÞ is finite.
We mention
Weaker Nevai Conjecture 2.17. If for some A40; m n ðfx j jxj4AgÞ-0; then suppðdmÞ is bounded. It is a pleasure to thank Rowan Killip and Paul Nevai for cogent comments.
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Ratio asymptotics
The two main theorems on limits of P nþ1 ðxÞ=P n ðxÞ are as follows:
Theorem 2.1. Suppose a n -aA½0; NÞ and b n -bAR: Then for all zAC\spectrumðJÞ; we have that
ð2:1Þ
Remark. 1. In (2.1), we take the branch of the square root with ffiffiffiffiffi ffi ? p Bz for jzj large, that is, as z-N:
2. For zeR; P n is nonzero for all n: (2.1) for z 0 AR\spectrumðJÞ includes the fact that for z 0 fixed, P n ðz 0 Þa0 for all large n:
3. One can also show that for zAspectrumðJÞ\½b À 2a; b þ 2a so that z is an eigenvalue of J; Theorem 2.2. Suppose for one z 0 with Im z 0 a0; lim n-N P nþ1 ðzÞ=P n ðzÞ exists (and is finite). Then there exists aA½0; NÞ with bAR so that a n -a and b n -b so that ð2:1Þ holds. In particular, the only functions that can occur as ratio asymptotics are the ones in ð2:1Þ:
Theorem 2.1 is not new. In this generality, it is due to Nevai [10] , who also proved a converse; namely, he showed that if (2.1) holds for all zAC\R; then a n -a and b n -b: But we will sketch two proofs of Theorem 2.1 for the reader's convenience. One uses transfer matrices and the other, operator theory.
As a preliminary, we need:
Let fx j;n g n j¼1 be the zeros of P n ðxÞ with x 1;n ox 2;n o?ox n;n : ð2:3Þ Proof. (i) Since P n is monic, P n ðzÞ ¼ Q n j¼1 ðz À x j;n Þ: Since P nÀ1 =P n has simple poles and goes to zero at infinity, (2.4) holds for some a j;n : Multiplying by x i;n À z and taking z to x i;n ; we find
ð2:9Þ
For j ¼ n; all factors in the right are positive. Since zeros of P nÀ1 and P n interlace as we decrease j by one, both numerator and denominator each pick up a minus sign which cancel to prove a j;n 40:
The left side of (2.4) is Àz À1 þ Oðz À2 Þ as z-N since P n is monic. The right side is
(ii) This follows from (2.4) and (2.5) if one notes that for any xAR and z with Im z40;
(iii) This follows immediately from 
proving a n has a limit. Taking real parts of (2.10) shows
Our first proof of Theorem 2.1 is a simple consequence on the following theorem of Poincare´(see [4, 12, 14] for proofs):
Theorem of Poincare´. Let u j AC solve the nth order difference equation
ð2:14Þ j ¼ 1; 2; y: Suppose (i) a j;n a0 for all j:
(ii) lim j-N a j;c ¼ A c exists for c ¼ 1; y; n:
Let l 1 ; y; l n be the solutions of
Suppose fl j g n j¼1 are distinct, and for jak; jl j jajl k j: Then, if u is not identically zero, we have for some k that 
By (2.6), P n =P nþ1 is a normal family on C\R; so cðzÞ is analytic on C\R: By (2. 
Weak asymptotic limits
Let dm n ¼ p Remark. 1. The hypotheses imply that dm is supported in ½inf b n À 2 supða n Þ; sup b n þ 2 supða n Þ which is bounded, so weak convergence is equivalent to convergence of the moments. Remark. 1. We will see A 2 oN implies supðjb n j þ ja n jÞoN:
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2. The final assertion proves the second remark after Theorem 3.1.
Our proofs will depend on a graphical representation of R x c dm n : Consider the lattice Z þ ¼ f0; 1; yg: We will consider a random walk on Z þ where at each step, one either stays at the site one is at or one jumps by a single site. Paths have unnormalized weights, products over the steps: b kþ1 if one stays at site k; a kþ1 is one move from k to k þ 1 or k þ 1 to k: To be more precise, a path is a sequence r 0 ; r 1 ; y; r c AZ þ so that jr m À r mÀ1 jp1 and
wðr j ; r jþ1 Þ ð 3:4Þ and
Here is the key tool: where Q n;c is the set of all paths of length c with r 0 ¼ r c ¼ n:
we see immediately that, by induction in j; and Q n;m; j is all paths of length j with r 0 ¼ n and r j ¼ m: (3.6) follows since R x c dm n ¼ /p n ; x c p n S ¼ c c;n;n : & Proof of Theorem 3.1. Under hypothesis (3.1), J is bounded, so dm has a bounded support, so weak convergence is equivalent to (3.2) . By Proposition 3.3, R x c dm n is a finite sum over paths. This representation shows that if a n ; b n ; andã n ;b n are two sets of Jacobi parameters and lim n-N ja n Àã n j þ jb n Àb n j ¼ 0;
Thus we need only prove (3.2) for b n b; a 2n a; a 2nþ1 c:
Fix c: So long as co2n; there is a one-one correspondence between paths rAQ n;c and rAQ n;þ1;c by U ¼ TS;
SðrÞ j ¼ n À ðr j À nÞ:
S reflects the path in n; T translates by 1: co2n is needed to assure paths do not get mapped into ones that have r j o0; which is forbidden (and that the inverse does not do this), showing U is a bijection of Q n;c and Q nþ1;c : The key point is that W ðUrÞ ¼ W ðrÞ; for if r j ¼ r jþ1 ; the weight is always b and both S and T interchange links with weight a and those with weight c: It follows that if b b; a 2n a; a 2nþ1 c; then R x c dr n is independent of n once co2n; so the limit exists. Once the moments exist, they provide a measure since the nonnegative Hankel matrices converge to nonnegative Hankel matrices. &
Proof of Theorem 3.2.
R xp
The Jacobi parameters of * m are given bỹ
Sinceb n -0 and every odd c random walk has a b k factor in it, R x c d * m n -0 for all odd c: Thus, (3.9) implies R x 3 dm n exists and then (3.10) that R x 4 d * m n converges. Thus, without loss, we suppose A 1 ¼ 0 and b n -0:
If b n -0; any path with r j ¼ r jþ1 contributes zero in the limit; so we can restrict to paths with jr jþ1 À r j j ¼ 1: Thus, looking at the two such paths with r 2 ¼ r 0 ¼ n;
ð3:11Þ
In looking at paths with r 0 ¼ r 4 ¼ n; all those with r 2 ¼ n contribute
ð3:12Þ
Thus, using ðx À yÞ 2 ¼ ðx þ yÞ 2 À 4xy;
13Þ
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Suppose a n has a limit point, a; that is, a nð jÞ -a as j-N for a subsequence. Define
: By (3.11), for any c ¼ 0; 71; 72; y;
a nð jÞþc -a c even;
In particular, by (3.13),
Since also
there are at most two solutions of (3.14), (3.15):
and the one with a; c; reversed. Thus the right sides of (3.16) and (3.17) are the only limit points of a 2 n : The lemma below completes the proof. & Lemma 3.4. Let x n be a sequence so that for some a; bAR;
Proof. By replacing x n by x n À 1 2 ða þ bÞ; we can suppose a ¼ ÀbX0: If a ¼ b ¼ 0; the result is trivial, so suppose a ¼ Àb40: Pick N so that for n4N; jx n þ x nþ1 joa; jx n À x nþ1 j4a:
Thus, since jx n À x nþ1 j4jx n þ x nþ2 j; x n and x nþ1 have opposite signs for all n4N; that is, for n4N; either ðÀ1Þ n x n 40 or ðÀ1Þ nþ1 x n 40: Since 7a are the only allowed limit points if ðÀ1Þ n x n 40; x 2n -a; x 2nþ1 -b ¼ Àa; and if ðÀ1Þ nþ1 x n 40; x 2n -b; x 2nþ1 -a: &
Ratio asymptotics for p nþ1 =p n
In this section and the next, we discuss two further issues related to our results: what about lim p nþ1 =p n (p n rather than P n ) and we calculate the measures dr b;a;c of (3.2) (already well known if a ¼ c).
Let
Since p n ¼ ða 1 ya n Þ À1 P n ; r n ðzÞ ¼ a We want to address a converse. One problem we find is that while jR n ðzÞj4Im jzj; without an a priori upper bound on a n ; we do not have a bound for jr n ðzÞj; so it is not obvious that existence of the limit implies a n is bounded. 
since a n is chosen so a 2 n =a nþ1 -0: Thus for this example, r n ðzÞ-0:
Because of this example, we will need to suppose that if lim r n ðzÞ exists, it has nonzero imaginary part. Here is a result that requires two points rather than one, with some extra conditions: Theorem 4.2. Suppose sup n a n oN: Suppose z 1 ; z 2 are in fz j Im z40g and let 
Then a n -aa0 and b n -b:
Proof. By (1.3), a nþ1 r n ðzÞ ¼ ðz À b nþ1 Þ À a n ½r nÀ1 ðzÞ À1 : ð4:7Þ
Since ImðÀr nÀ1 ðzÞÞ À1 40; (4.7) implies a nþ1 Im r n ðz j ÞXIm z j ;
which implies lim inf a n X Im z j Im l j 40;
so the a's are bounded above and below. Let ða; cÞ be a limit point of ða nþ1 ; a n Þ: By (4.7),
so we can solve for a as a multiple of c; and then for c in (4.8) for j ¼ 1: If Imðl 1 Þ À1 =Im z 1 aImðl 2 Þ À1 =Im z 2 ; we solve for c as a multiple of a: Either way, we see (4.8) has a unique solution for ða; cÞ so ða nþ1 ; a n Þ-ða; cÞ: But then ða nþ2 ; a nþ1 Þ-ða; cÞ so a ¼ c and a n -aa0: This implies lim R n ðz 1 Þ ¼ lim a n c n ðzÞ Theorem 4.3. Suppose a n and jb n j are bounded and r n ðzÞ converges to a nonzero limit as n-N for all z in a small neighborhood of z 0 AC\R: Then a n -a and b n -b for some aa0; bAR:
ð4:9Þ
ð4:10Þ
If suppðdmÞC½Àc; c (take c ¼ sup n jb n j þ 2 sup ja n j), then for r4c; by the Cauchy formula for every cAZ and the fact that r n has its zeros in ½Àc; c; Thus uniform convergence of r n ðzÞ to a limit on jzj ¼ c þ 1 implies convergence of a n and b n : Therefore, we are reduced to showing convergence of r This calculation is not unrelated to calculations in Khrushchev [8] for the measure associated to a period 2 Verblunsky coefficient. As he does, we could ask for the Jacobi coefficients for the measure dr and show they converge exponentially fast to those for dm (with a need to interchange a and c depending on the sign of a À c).
We begin with a result about a finite Jacobi matrix We let J ½ j;k for 1pjpkpn denote the ðk À j þ 1Þ Â ðk À j þ 1Þ matrix we get by keeping rows and columns between j and k (inclusive). We refer to the row number of J ½ j;k as j; j þ 1; y so, for example, ðJ ½ j;k Þ jj ¼ b j :
Here is a key lemma that appears in [6] although closely related formulae have appeared elsewhere; in particular, the k ¼ 1; n results go back to Jacobi: Proof. Let 2pkpn À 1: Here is a proof that is more direct than that in [6] , although the essence is the same. If row and column k are removed, the resulting matrix is J ½1;kÀ1 "J ½kþ1;n so, by Cramer's rule, 
