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We consider systems of ordinary differential equations with multiple scales
in time. In general, we are interested in the long time horizon of a slow
variable that is coupled to solution components that act on a fast scale.
Although being an essential part of the coupled problem these fast variables
are often of no interest themselves. But, they are essential for the dynamics
of the coupled problem. Recently we have proposed a temporal multiscale
method that fits into the framework of the heterogeneous multiscale method
and that allows for efficient simulations with significant speedups. Fast and
slow scales are decoupled by introducing local averages and by replacing fast
scale contributions by localized periodic-in-time problems.
Here, we derive an a posteriori error estimator based on the dual weighted
residual method that allows for a splitting of the error into averaging error,
error on the slow scale and error on the fast scale. We demonstrate the
accuracy of the error estimator and also its use for adaptive control of a
numerical multiscale scheme.
1. Introduction
We are interested in the efficient approximation of dynamical systems with multiple
scales in time. Such problems appear in various applications such as material damage
mechanics [17], astrophysics [5] or cardiovascular settings [12, 16]. Although multiscale
problems are extensively studied in literature, see e.g. [6, 18], most works focus on prob-
lems where the multiscale character is in space but not in time. The heterogeneous
multiscale method (HMM) [8, 7, 1, 9] is a very general framework and easily applied to
temporal multiscale dynamics. Here, fast and slow problems are decoupled by means
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of an averaging that gives an effective equation for the slow dynamics. The feedback
between both scales is realized by localized fine scale problems that have to be approxi-
mated in every time step of the slow problem.
In [11, 16] we have developed such a multiscale approach with applications to medical
flow problems, where the slow scale describes the growth of a stenosis and where the fast
problem is the oscillatory dynamics coming from heart driven blood flow. For decoupling
the scales local periodic-in-time solutions describing the fast dynamics are introduced
and have to be solved once in each time step of the slow problem. An a priori error
estimate for this multiscale scheme has been shown for a simple problem based on the
Stokes equation. Numerically, enormous acceleration is obtained as compared to fully
resolved simulations.
Algorithmically, such multiscale schemes are complex, as they are based on multiple
discretization schemes for slow and fast scales and as they require careful control of the
transmission operator that carries information between these scales. Time step sizes
must be chosen for the slow and the fast scale and further, tolerances must be defined to
control the quality of the transmission operator. If one or both of the scales are described
by partial differential equations it is also necessary to control the spatial discretization
parameters.
Here, we will derive and discuss an a posteriori error estimator based on the dual
weighted residual method [3] for estimating functional errors that cover all error con-
tributions coming from discretization and multiscale approximation. By splitting and
localizing the error estimator to the various components, an adaptive multiscale scheme
is realized that allows to optimally balance the different contributions. The concept of
goal oriented error estimation is chosen, since it allows for a uniform handling of tem-
poral [21] and spatial discretization errors [2] but also of truncation errors coming from
the violating of conformity by the non-exact solution of sub problems [13] and finally it
also allows to include the multiscale error which can be considered as a kind of model
error [4]. Since the design of the error estimator is complex and involves a staggered
approach with adjoint and tangent problems on both scales, we restrict the presentation
to a system of ordinary differential equations to keep the notation and discussion as brief
as possible.
In the next section we describe the problem under consideration and we briefly sum-
marize the multiscale approximation scheme as introduced in [11]. Then, Section 3 casts
the multiscale scheme into a temporal Galerkin formulation that will act as basis for the
error estimator derived in Section 4. Numerical examples are discussed in Section 5 and
finally, we summarize in a short conclusion.
For better readability we have moved some technical proofs and details on the numer-
ical realization to the appendix.
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2. Model problem and multiscale approximation
We consider a system of ordinary differential equations. On I = [0, T ] find c ∈ C1(I)
and u ∈ C2(I), such that
c′(t) = f
(
c(t), u(t)
)
, u′′(t) +
3
5
u′(t) + γ
(
c(t)
)
u(t) = g(t),
c(0) = 0, u(0) = u0, u
′(0) = v0,
(1)
with
f(c, u) :=
1
(1 + c)(1 + 64u2)
, g(t) := sin
(
2pit
)
, γ(c) :=
(
4pi2 + 32(c− 1)) (2)
and with the scale separation parameter   1. While u(t) and v(t) := u′(t) are oscil-
lating with period P = 1 at a large amplitude of O(1), the component c(t) shows only
slow and small variations
0 ≤ c′(t) ≤ , 0 ≤ c(t) = O( · t−1). (3)
Hereby, we call c(t) the slow component of the system, while u(t) is the fast component.
We define the long term horizon of the coupled problem by T and introduce
T = O(−1), Cmax := c(T ) = O(1).
In the spirit of [11] we define the average long term variable
C(t) :=
∫ t+1 s
t
c(s) ds, (4)
which satisfies
C ′(t) = 
∫ t+1
t
f
(
C(t), u(s)
)
ds+ 
∫ t+1
t
f
(
c(s), u(s)
)− f(C(t), u(s)) ds. (5)
Lipschitz continuity of f(·, ·) in the second argument is sufficient to show that the error
introduced by averaging of C(t) is small, namely of size O(2):
Lemma 1 (Averaging error). For the solutions (c(t), u(t)) to (1)-(2) and C(t) defined
by (4) it holds for all t ∈ [0, T ]

∣∣∣ ∫ t+1
t
f
(
c(s), u(s)
)− f(C(t), u(s)) ds∣∣∣ = O(2).
Proof. This follows by using Lipschitz continuity of f(·, ·) in the second argument as
well as |c(t)|, |C(t)| ≤ Cmax <∞.
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Without changing the denotation of the solution variable C(t), we will skip this re-
mainder in Eq. (5) and redefine C(t) as solution to
C ′(t) = 
∫ t+1
t
f
(
C(t), u(s)
)
ds, (6)
which however still depends on the fast and oscillatory component u(t). To further
decouple the scales in (6) we replace u(s) by localized limit cycles to solutions of the
fast scale problem for a fixed value of the slow variable. To be exact: for each C(t) fixed
we define uC(t) : [0, 1] → R as the solution to the following second order problem with
periodic boundary conditions
u′′C(t)(s) +
3
5
u′C(t)(s) + γ
(
C(t)
)
uC(t)(s) = g(t) in (0, 1),
uC(t)(1) = uC(t)(0), u
′
C(t)(1) = u
′
C(t)(0).
(7)
Locally replacing u(s) by uC(s) is justified by observing that while u(s) oscillates with
significant amplitude, the variations in
∫ t+1
t u(s) ds are small. We state the following
elementary result on the convergence towards limit cycles and strictly periodic solutions
Lemma 2 (Limit Cycles). Let α, β > 0 with β−α2 > 0 and let g ∈ C([0, 1]) be periodic
with period one. The second order initial value problem
x′′(t) + 2αx′(t) + βx(t) = g(t), x(0) = x0, x′(0) = x1 (8)
has a unique 1-periodic limit cycle. For this periodic solution xpi : [0, 1] → R satisfying
x0pi := xpi(1) = xpi(0) and x
1
pi := x
′
pi(1) = x
′
pi(0) it holds
|xpi(t)|+ |x′pi(t)| ≤ c max
t∈[0,1]
|g(t)|,
where c = c(α, β) > 0.
Let xP : [0, 1] → R be a solution to (8) satisfying arbitrary initial values. Given
|xP (1)− xP (0)| ≤ tolP and |x′P (1)− x′P (0)| ≤ tolP for tolP > 0 it holds
|xP (t)− xpi(t)|+ |x′P (t)− x′pi(t)| ≤ c tolP ,
where again, c = c(α, β) > 0.
Proof. For completeness, the proof is given in Appendix A.1.
Based on such limit cycles to the isolated fast scale problems, we redefine the slow
solution component C(t) once more by replacing the micro-scale influences u(s) in (6)
by uC(t)(s), e.g.
C(0) = 0, C ′(t) = F(C(t)), F(C) := ∫ 1
0
f
(
C, uC(s)
)
ds. (9)
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Here, uC(s) is defined by (7). Averaging of the fast scale feedback has been shifted to
the interval [0, 1] due to periodicity. The introduction of the feedback operator F(C)
which is implicitly based on the periodic micro problems allows to formally remove the
fast scale influence from the long term problem. From [11] we state the following result
showing that the solution C(t) to the multiscale problem (9) is close to the solution of
the original problem (1)-(2):
Lemma 3 (A priori error estimate for the multiscale approximation). On I = [0, T ] let
(c(t), u(t)) be the solution to (1)-(2) and C(t) be defined by (9). It holds
max
t∈[0,T ]
∣∣c(t)− C(t)∣∣ = O().
The proof follows the proof of Lemma 10 in [11]. Required bounds for the fast scale
problem are given by Lemma 2.
We conclude by defining the variational formulation of the averaged multiscale problem
which will be the basis for the Galerkin discretization and the a posteriori error estimator.
Problem 4 (Variational formulation of the multiscale problem). Find C ∈ X(I) such
that
A(C,Φ) = 0 ∀Φ ∈ Y (I),
A(C,Φ) :=
∫ T
0
(
C ′(t)− F(C(t))) · Φ(t) dt, F(C) := ∫ 1
0
f
(
C, uC(s)
)
ds
(10)
where
X(I) := {Φ ∈ H1(I), Φ(0) = 0}, Y (I) := L2(I), (11)
and where, for a fixed value C ∈ R, the periodic fast scale solutions uC are defined on
J = [0, 1] by
(uC , vC) ∈ V pi(J)× V pi(J) : B(C;u, v;φ, ψ) = G(φ, ψ) ∀(φ, ψ) ∈W (J)×W (J),
B(C;u, v;φ, ψ) =
∫ 1
0
(
u′(t)− v(t))φ(t) + (v′(t) + 3
5
v(t) + γ(C)u(t)
)
ψ(t) dt,
G(φ, ψ) =
∫ 1
0
g(t)ψ(t) dt,
(12)
with test and trial spaces defined as
V pi(J) := {φ ∈ H1(J), φ(0) = φ(1)}, W (J) := L2(J). (13)
3. Discretization
Discretization of (9) is based on a temporal Galerkin scheme of Problem 4. For general
literature on temporal Galerkin formulations we refer to [23, 10]. Both long term and
short term problem are discretized with continuous and piecewise linear functions using
5
piecewise constant test functions with possible discontinuities at the discrete time steps.
This results in a time stepping scheme which is of second order and which is, up to
numerical quadrature, equivalent to the trapezoidal rule. We introduce the partitioning
IK of I = [0, T ] by
0 = T0 < T1 < · · · < TN = T, Kn := Tn − Tn−1, In := (Tn−1, Tn] (14)
and define the discrete subspaces
XK(I) := {Ψ ∈ C(I¯) : Ψ
∣∣
In
∈ P 1(In), n = 1, . . . , N, Ψ(0) = 0} ⊂ X(I)
YK(I) := {Φ ∈ L2(I) : Φ
∣∣
In
∈ P 0(In) n = 1, . . . , N} ⊂ Y (I),
(15)
where we denote by P r(I) = span{1, t, . . . , tr} the space of polynomials up to degree
r ∈ N. Likewise, for discretization of the micro problems we introduce partitionings Jn
of J = [0, 1] by defining
0 = t0n < t
1
n < · · · < tMnn = 1, kn := tmn − tm−1n , Jmn := (tm−1n , tmn ]. (16)
While we allow for different micro discretizations in each macro step n = 1, . . . , N , we
assume that each of them is uniform with step size kn. We introduce
V pik;n := {φ ∈ C(J) : φ
∣∣
Jmn
∈ P 1(Jmn ), m = 1, . . . ,Mn, φ(1) = φ(0)} ⊂ V pi(J),
Wk;n := {φ ∈ L2(J) : φ
∣∣
Jmn
∈ P 0(Jmn ), m = 1, . . . ,Mn} ⊂W (J).
(17)
Mostly, we will skip the index n if we refer to these micro spaces. Discretization is ac-
complished by restricting trial and test functions to the discrete function spaces XK , YK
and V pik;n,Wk;n, respectively.
The integrals appearing in the variational formulations (10) and (12) cannot be eval-
uated exactly, since the trial spaces XK and V
pi
k;n are piecewise linear and the functions
f(·) and g(·) are nonlinear. Instead, we numerically approximate them with a summed
two-point Gaussian quadrature rule, which we define by∫
IK
f(t) dt :=
N∑
n=1
Kn
2
(
f
(
T¯n − Kn√
12
)
+ f
(
T¯n +
Kn√
12
))
, T¯n :=
Tn−1 + Tn
2
. (18)
Integration on each micro partitioning Jn is defined in the same spirit.
Lemma 5 (Quadrature error). Let f ∈ C4K(I) with
C4K := {Φ ∈ C(I), Φ
∣∣
In
∈ C4(I¯n), n = 1, . . . , N}.
It holds ∣∣∣ ∫
I
f(t) dt−
∫
IK
f(t) dt
∣∣∣ ≤ c N∑
n=1
K5n max
In
|f (iv)| ≤ cK4 max
I
|f (iv)|,
where c > 0 is a constant and K := maxn=1,...,N Kn.
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This is a standard result for the summed Gaussian quadrature rule, for instance
see [22]. The same result holds on the short partitionings. In the following we will
neglect all errors connected to numerical quadrature.1
Altogether, the fully discrete multiscale solution is described by the following problem
formulation:
Problem 6 (Discretized variational formulation of the multiscale problem). Find CK,k ∈
XK such that
Ak(CK,k,Φ) = 0 ∀Φ ∈ YK ,
Ak(C,Φ) :=
∫ T
0
(
C ′(t)− Fk
(
C(t)
)) · Φ(t) dt, Fk(C) := ∫ 1
0
f
(
C, uC;k(s)
)
ds
(19)
where XK , YK are given in (15). For t ∈ In and C = C(t) ∈ R fixed, the discrete
periodic fast scale solution uC;k ∈ V pik;n is defined by
(uC;k, vC;k) ∈ [V pik;n]2 : B(C;uC;k, vC;k;φk, ψk) = G(φk, ψk) ∀(φk, ψk) ∈ [Wk;n]2 (20)
where the function spaces V pik;n and Wk;n are given in (17) and B(·) and G(·) defined
in (12).
Remark 7 (Efficiency of Galerkin discretizations). The approximation of Galerkin time
discretizations with high order quadrature rules (the approach that we describe) causes
additional effort since at least two evaluations of all nonlinear operators and functions
are required in each step. The closely related trapezoidal rule would only require one
one evaluation. However, the consistency error between the Galerkin approach and the
trapezoidal rule is of the same order such that both approaches must be considered as
separate discretization schemes. In [14, 15] we have demonstrated how the more efficient
trapezoidal rule can be used for solving the problem while including the consistency error
within the estimator. It shows that the quadrature error is indeed of the same (or even
higher) order than further contributions to the error estimator.
We conclude by presenting an algorithmic representation of the multiscale process.
Details and all equations to be solved are given in Appendix A.3.1.
Algorithm 8 (Approximation of the primal problem). Let IK be a partitioning of [0, T ]
into N steps and Jn for n = 1, . . . , N be uniform partitionings of [0, 1]. Let C0 := 0.
Iterate for n = 1, . . . , N :
1. Set the initial guess C
(0)
n = Cn−1
2. Iterate for l = 1, 2, . . .
1The quadrature error is of fourth order, O(K4 + k4n), in contrast to all other error terms which are
of order two. Hence, we will from here on neglect the conformity error coming from numerical
quadrature on both scales. This will strongly simplify and shorten the notation. In Appendix A.3
we give details on the algorithmic realization of the solution procedure. Here we will also cover the
topic of numerical integration which is relevant for the numerical approximation.
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a) Compute the micro tangent solutions in the two quadrature points q = 1, 2 in
In = (Tn−1, Tn] by solving (52)
b) Evaluate the transfer operator F(C(l−1),qn ) given in (51)
c) Compute the nonlinear residual (61)
d) Stop, if the residual is sufficiently small
e) Solve the update problem C
(l−1)
n → C(l)n using an approximated Newton step (62)
While the Newton residual in Step 2.c) is exact, the Jacobian in Step 2.e) is approxi-
mated. We do not consider the derivative of the transfer operator F(C) = ∫ f(C, uC(s)) ds
with respect to the second argument, since this would require the solution of an addi-
tional micro scale tangent problem within each Newton step. We still observe very good
convergence rates. Each iteration of the Newton scheme still requires the solution of
two micro problems within Step 2.a) for evaluating the transfer operator in both Gauss
points. Usually good initial values (from the last iteration) are available such that these
periodic problems are quickly solved up to a desired tolerance.
4. Error estimation
We follow the framework of the dual weighted residual estimator (DWR) introduced
in [2, 3]. We are interested in functional outputs of the long scale problem. For simplicity
we evaluate the concentration c(t) at final time T , i.e. J(c) = c(T ). We aim at estimating
the functional error J(c) − J(CK,k) between the analytic solution c(t) given by (1)-(2)
and the fully discrete multiscale approximation defined in Problem 6. In between, we
must consider several approximation steps:
1. The averaging error (EA) introduced by (4)
J(c)− J(CK,k) =
(
J(c)− J(C))︸ ︷︷ ︸
(EA)
+
(
J(C)− J(CK,k)
)︸ ︷︷ ︸
(ED)
,
and the remaining discretization error (ED), which is further split.
2. The error from Galerkin discretization (EG) of the averaged long term problem
J(c)− J(CK,k) =
(
J(c)− J(C))︸ ︷︷ ︸
(EA)
+
(
J(C)− J(CK)
)︸ ︷︷ ︸
(EG)
+
(
J(CK)− J(CK,k)
)︸ ︷︷ ︸
(EF)
which also reveals (EF), the error coming from discretizing the fast scale problem.
By CK we define the solution to the semidiscrete problem, which is discrete in terms of
the long scale, e.g. CK ∈ XK , but which is based on the analytic transfer operator F .
This intermediate solution will enter the estimate as an analytical tool only.
While the averaging error (EA) is bound by the a priori estimate in Lemma 3, the
remaining errors (ED) = (EG) + (EF) can be formulated as residual errors of a non
8
conforming Galerkin formulation. Non conformity comes from the approximation of the
transfer operator F by Fk. As outlined above, we have neglected the error coming from
Gaussian quadrature since it is negligible.
The general framework of the dual weighted residual error estimator for such a non
conforming discretization is discussed in [3, Section 2.3] or [19, Theorem 8.7]. An appli-
cation to the multiscale scheme will require a nested application of the DWR method
to also take care of the error coming from approximating the transfer operator F which
implicitly depends on the fast scale contributions. We state the main result:
Theorem 9 (DWR estimator for the long term problem). Let I = [0, T ] and let c ∈ C(I)
be the solution to (1)-(2) and CK,k ∈ XK be the fully discrete solution to Problem 6. Let
tolP > 0 be the tolerance for the approximation of the temporal periodicity in all micro
problems, i.e. |uC(1)− uC(0)|+ |vC(1)− vC(0)| < tolP . Let J ∈ X(I)∗ be a three times
differentiable functional. It holds
J(c)− J(CK,k) = −1
2
Ak(CK,k, Z − iY Z)
+
1
2
(
J ′(CK,k)(C − iXC)−A′k(CK,k)(ZK,k, C − iXC)
)
+
1
2

∫ T
0
ηpi
(
CK,k(t)
) · (Z(t) + ZK,k(t)) ds
+O(tolP ) +O() +O(k2 + k4 +K4) +RK +Rk, (21)
where iX : X(I) → XK and iY : Y (I) → YK are interpolation operators and Z ∈ Y (I)
and ZK,k ∈ YK are the adjoint solutions to
A′(C)(Φ, Z) = J ′(C)(Φ) ∀Φ ∈ X(I),
A′k(CK,k)(ΦK , ZK,k) = J
′(CK,k)(ΦK) ∀ΦK ∈ XK .
(22)
The fast scale error ηpi(CK,k) is given by
ηpi(C) := O(tolP )
+
1
2
(
G(wC − iWwC)−B(uC;k, vC;k; zC − iW zC , wC − iWwC)
)
+
1
2
(
Jpi
′
(uC;k)(u− iV u)−B′(uC;k, vC;k)(u− iV u, v − iV v; zC;k, wC;k)
)
(23)
and the adjoint micro scale solutions (zC , wC) ∈W (J)×W (J) and (zC;k, wC;k) ∈Wk ×
Wk are defined for each fixed C by
B′(uC , vC)(φ, ψ; zC , wC) =
∫ 1
0
f ′u
(
C, uC(s)
)(
φ(s)
)
ds ∀φ, ψ ∈ V (J)pi × V (J)pi
B′(uC;k, vC;k)(φk, ψk; zC;k, wC;k) =
∫ 1
0
f ′u
(
C, uC;k(s)
)(
φk(s)
)
ds ∀φk, ψk ∈ V pik × V pik ,
Again, iV : V
pi(J)→ V pik and iW : W (J)→Wk are interpolation operators. By RK and
Rk we denote remainders which are of third order in the error.
Proof. The proof follows by combining Lemma 3 Lemma 10, 11 and Remark 12.
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4.1. Derivation of the error estimator
The averaging error (EA) J(c)−J(C) is estimated by a priori arguments and considering
the functional J(c) = c(T ) is is directly bound by Lemma 3. We turn our attention to
the Galerkin error (EG) estimating J(C)− J(CK,k).
Lemma 10 (DWR estimator of the averaged long term problem).
Let C ∈ X be solution to Problem 4 and CK,k ∈ XK be the solution to Problem (6),
Z ∈ Y and ZK,k ∈ YK the adjoint solutions to (22). It holds
J(C)− J(CK,k) = R(3)(C − CK,k, Z − ZK,k)
+
1
2
(
J(C − iXC)−A′k(CK,k)(ZK,k, C − iXC)−Ak(CK,k, Z − iY Z)
)
+
1
2
(
[A′k −A′](CK,k)(ZK,k, C − CK,k) + [Ak −A](CK,k, Z + ZK,k)
)
, (24)
where R(3) is of third order in the primal and adjoint discretization error.
Proof. We introduce one Lagrangian for the continuous and the semidiscrete model and
one for the fully discrete model
L(C,Z) := J(C)−A(C,Z), Lk(C,Z) := J(C)−Ak(C,Z).
For the solutions C ∈ X and CK,k ∈ XK it holds for all Z ∈ Y and ZK ∈ YK that
J(C)− J(CK,k) = L(C,Z)− Lk(CK,k, ZK)
= L(C,Z)− L(CK,k, ZK)︸ ︷︷ ︸
=(Ea)
+L(CK,k, ZK)− Lk(CK,k, ZK)︸ ︷︷ ︸
=(Eb)
. (25)
The first part (Ea) is a standard DWR term, which by defining x := (C,Z) and xK,k :=
(CK,k, ZK), is approximated by writing the difference as integral over its derivative and
by approximation with the trapezoidal rule, compare [3, Proposition 2.1]
(Ea) = L(x)− L(xK,k) = 1
2
(
L′(x)(x− xK,k) + L′(xK,k)(x− xK,k)
)
+R(3)(x− xK,k),
where the remainder R(3)(x− xK,k) is of third order in the error.
L′(x)(δx) = J(δC)−A′(C,Z)(δC)−A(C, δZ)
shows that it holds L′(x)(δx) = L′(C,Z)(δC, δZ) = 0 for the analytical solutions C,Z ∈
X × Y and for all δx = (δC, δZ) ∈ X × Y . We neglect the remainder and estimate
(Ea) ≈ 1
2
(
J(C − CK,k)−A′(CK,k)(ZK,k, C − CK,k)−A(CK,k, Z − ZK)
)
. (26)
The forms A(·, ·) and A′(·)(·, ·) are based on the non-discrete transfer operator F . The
discrete primal and adjoint solutions CK,k ∈ XK and ZK ∈ YK are however defined by
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using the discrete form Ak(·, ·). We insert Ak and A′k in (26) such that we can apply
Galerkin orthogonality to introduce interpolations iX : X → XK and iY : Y → YK
(Ea) ≈ 1
2
(
J(C − iXC)−A′k(CK,k)(ZK,k, C − iXC)−Ak(CK,k, Z − iY Z)
)
+
1
2
(
[A′k −A′](CK,k)(ZK,k, C − CK,k) + [Ak −A](CK,k, Z − ZK)
)
.
(27)
The notation [Ak − A](C,Z) := Ak(C,Z) − A(C,Z) is introduced for brevity. In (25),
the second error component (Eb) is a conformity error and given as
(Eb) = [Ak −A](CK,k, ZK).
Together with (27) we obtain the postulated result.
The second line of (24) is the standard residual representation of the DWR error
estimator. Given a reconstruction of the weights C−iXC and Z−iY Z it can be evaluated
numerically, we refer to Section 4.2 for details. The third line in (24) combines two
conformity errors coming from the replacement of the transfer operator F by its discrete
counterpart Fk. These terms will be discussed in the following paragraphs.
Lemma 11 (Primal conformity error). Let the assumptions of Theorem 9 hold. For the
primal conformity error it holds
[Ak−A](CK,k, Z+ZK,k) = 
∫ T
0
ηpi
(
CK,k(t)
) ·(Z(t)+ZK,k(t)) dt+ ∫ T
0
Rk
(
CK,j(t)
)
dt,
where ηpi(C) is defined in (23) and and where Rk is a remainder of third order in the
error.
Proof. For ease of notation we introduce Z˜ := Z + ZK.k. This term does not carry any
convergence properties and the full order of convergence must be reconstructed from the
difference of the two forms [Ak −A]. Subtracting (10) from (19) gives
[Ak −A](CK,k, Z˜) = 
N∑
n=1
∫ Tn
Tn−1
(
F(CK,k(t))−Fk(CK,k(t)))Z˜(t). (28)
For the evaluation of this term we require a nested application of the DWR estimator,
since the difference between the fast scale influences uC and uC;k enter implicitly.
2
Now, let t ∈ [0, T ] be fixed and C := CK,k(t). We introduce
Jpi(u) :=
∫ 1
0
f
(
C, uC(s)
)
ds, Jpi(uC)− Jpi(uC;k) = F
(
CK,k(t)
)−Fk(CK,k(t)), (29)
2A practical evaluation of this error term will require numerical quadrature of the integrals on the right
hand side, e.g. by the 2-point Gauss rule. The error term F(CK,k(t))−Fk(CK,k(t)) must hence be
approximated in two points in each time step [Tn−1, Tn].
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where by uC we denote the continuous periodic micro solution to (12) for this value of C
and by uC;k the discrete solution to (20), which satisfies the periodicity approximately,
i.e. |uC;k(1) − uC;k(0)| < tolP . This will introduce an additional conformity error as
uC;k, vC;k 6∈ V (J)pi. Introducing uC = (uC , vC) and zC = (zC , wC) we estimate
Jpi(uC)− Jpi(uC;k) =
Rk(uC;k)(uC − uC;k; zC − zC;k) + 1
2
(
G(zC − iW zC)−B(uC;k; zC − iW zC)
)
+
1
2
(
Jpi
′
(uC;k)(uC − iV uC)−B′(uC;k)(uC − iV uC ; zC;k)
)
+O(tolP ), (30)
where the tolP term arises from the disturbed Galerkin orthogonality. To clarify the
impact of the approximated tolerance we give a sketch: assume that upiC;k(t) is the fully
periodic solution, strictly satisfying upiC;k(1) = u
pi
C;k(0). Then,
B(uC;k;φK,k) = B(u
pi
C;k;φK,k)︸ ︷︷ ︸
=0
+B(uC;k − upiC;k;φK,k)
⇒ ∣∣B(uC;k;φK,k)∣∣ ≤ c ‖uC;k − upiC;k‖L∞([0,1]) ‖φK,k‖L∞([0,1]) ≤ c tolP ‖φK,k‖L∞([0,1]),
where we estimated the periodicity error ‖upiC;k − uC;k‖ with Lemma 2.
Details on the adjoint solution zC = (zC , wC) ∈ W (J) ×W (J) and its discretization
zC;k = (zC;k, wC;k) ∈Wk ×Wk entering (30) are discussed in Appendix A.2.
Remark 12. Given the definition of the adjoint problem (48)-(51), the adjoint consis-
tency error arising in Lemma 10 can be estimated as∣∣∣[A′k −A′](CK,k)(C − CK,k, ZK,k)∣∣∣
≤ 
∫ T
0
∣∣∣(F ′k(CK,k(t))−F ′(CK,k(t))) · (C(t)− CK,k(t)) · ZK,k(t)∣∣∣ dt
≤ T‖ZK,k‖L∞(I)‖F ′k
(
CK,k
)−F ′(CK,k)‖L∞(I)‖C − CK,k‖L∞(I) (31)
In [11] we have shown a second order error estimator for the primal error of a similar
problem coupling two ode’s
‖C − CK,k‖L∞(I) = O
(
+ 2K2 + k2
)
.
The first term in (31) is bounded, since the adjoint problem (49), going backward in
time, is equivalent to
−Z ′(t)− F ′(C(t))Z(t) = 0, Z(T ) = 1 ⇒
Z(t) = exp
(

∫ t
T
F ′(C(s)) ds),
which is bounded for 0 ≤ t ≤ T = O(1), since the adjoint transfer operator F ′(C) is
bounded, compare (54). The remaining term in (31) measures the discretization error
in the adjoint fast scale problem. With arguments similar to those used in the proof to
Lemma 11, second order convergence in k can be shown. Overall, the adjoint consistency
error is of higher order
∣∣∣[A′k −A′](CK,k)(C − CK,k, ZK,k)∣∣∣ = O(k2 + 2k2K2 + k4).
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Figure 1: Reconstructing a higher order approximation from the discrete solutions. By
i
(2)
X (left) we denote the reconstruction into the space of continuous and piece-
wise quadratic functions on the mesh with double spacing and by i
(1)
Y (right)
the reconstruction into the space of continuous and piecewise linear functions
on the same mesh.
4.2. Evaluation of the error estimator
The a posteriori error estimator presented in Theorem 9 cannot be evaluated exactly
since it depends on the unknown exact solutions C ∈ X and Z ∈ Y . Further, several
higher order remainders appear, which are simply omitted. To approximate primal
and dual residuals weights C − iXC and Z − iY Z and also to approximate the sum
of continuous and discrete adjoint solution Z + ZK,k we use the usual reconstruction
mechanism that is based on computing CK,k ∈ XK and ZK,k ∈ YK and applying a higher
order interpolation by reinterpreting the piecewise linear function CK,k as piecewise
quadratic and the piecewise constant function ZK,k as piecewise linear. Fig. 1 illustrates
this procedure. We ensure that all macro meshes have a patch structure: two adjacent
intervals I2n−1 and I2n each have the size K2n−1 = K2n. The micro meshes are uniform.
For general details on this reconstruction we refer to [3, 20] and in particular to [14] in
the context of temporal Galerkin schemes.
We conclude by giving an algorithm for the iterated solution of the adjoint problem.
Details on the equations and their discretization are given in Appendix A.2.
Algorithm 13 (Solution of the adjoint problem). Let CK,k ∈ XK be a given discrete
primal solution.
1. For n = 1, . . . , N and q = 1, 2 evaluate the adjoint transfer operator F ′k(Cqn)
a) solve the periodic in time tangent problems (52) for (DuC;k, DvC;k) ∈ V pik ×V pik
on the subdivision Jn, where C = C
q
n.
b) Evaluate the transfer operator F ′k(Cqn) by approximating the integral given
in (51) by Gaussian quadrature.
2. Solve the adjoint solution Zn by iterating (66) backward from N to 1.
Step 1, the approximation of the adjoint transfer operator can be run in parallel for
all time steps and both quadrature points. Since this step involves the solution of the
adjoint micro problems for estimating the transfer error the effort is substantial such
that parallelization is beneficial. Further, if memory is an issue, this first step could be
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integrated into the backwards time stepping into step 2 of the algorithm with an on the
fly computation of the required data.3 Overall, the effort for computing all information
required for estimating the error is comparable to the effort for computing the primal
problem. Two different micro problems must be computed in each adjoint macro step.
However, since the adjoint problem is linear, no outer Newton iteration is required that
also calls for repeated solutions of the primal micro problem.
5. Numerical examples
We consider problem (1)-(2) and choose the scale separation parameter as  = 4 · 10−6
and take the final time as T = 2.4 −1 = 600 000. We produce reference values for the
functional output J(c) = c(T ) by resolved simulations based on a direct discretization
of (1)-(2) with the trapezoidal rule using a small time step size k over the full period
of time I = [0, T ]. Extrapolating k → 0 shows the experimental order of convergence
O(k2.0015) and for all further comparisons we set the reference value to
J(cref ) := 1.08704164. (32)
5.1. Convergence of the multiscale algorithm
We start by analyzing the convergence of the multiscale scheme by running simulations
with different but uniform time step sizes for K and k specified by
Ki = 100 000 · 2−i, kj = 0.1 · 2−j , i, j ∈ {0, 1, 2, 3, 4, 5}. (33)
In Fig. 2 we show convergence with respect to the small time step size k (left) and with
respect to the large time step size K (right). In both cases second order convergence
is obtained as long as the step size under investigation is dominant. Furthermore, the
results show that the range of chosen step sizes (33) is balanced with a slight dominance
of the small scale error depending on k. The raw data is also given in Table 1.
5.2. Evaluation of the error estimator
Next, we analyze the quality of the a posteriori error estimator derived in the previous
section. We will show that this error estimator is accurate in predicting J(c)−J(CK,k) for
the complete range of step sizes shown in (33). The smallest step sizes reachKmin = 2 500
and kmin = 0.003125 such that the discretization error O(
2K2 + k2) will still dominate
the averaging error O(). The tolerance for reaching periodicity is set to tolP = 10
−9.
The raw values indicating J(cref )−J(CK,k), overall error estimator ηK,k and its splitting
into discretization error η(EG), primal conformity error (fine scale error) η(EF) adjoint
3This gives the advantage of reducing the memory effort for storing the precomputed 2N values of
F ′k(Cqn). For an ode, this requirement is not substantial but in an application to partial differential
equations a reformulation is preferable.
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(a) Refinement of the micro scale step k.
K
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(b) Refinement of the macro scale step K.
Figure 2: Error with respect to the small step size k and the large step size K. Left:
each line represents a fixed value of K. Right: each line takes k fixed.
k
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Figure 3: Error estimator ηK,k and the parts η(EG) and η(EF) that make it up. Left: fixed
macro step size K = 50 000, and right: fixed micro step size k = 0.00625.
conformity error (which is of higher order) η(EF)′ are shown in Table 1. Finally, we also
present the efficiency of the error estimator by indicating the effectivity index
effK,k = 100% · ηK,k
J(cref )− J(CK,k) . (34)
Values above 100% show an overestimation of the error, values below 100% an underes-
timation. The results collected in Table 1 however show a highly robust estimation for
all combinations of small and large step sizes.
The analysis of the different contribution shows that η(EG) indicates the long term
error depending mostly on K and η(EF) indicates the short term error depending on k,
both converging with order two. The adjoint consistency error η(EF)′ shows higher order
convergence O(k2+2k2K2+k4) as stated in Remark 12 and hence, it can be neglected.
For K = 50 000 fixed and varying k and, for k = 0.00625 fixed and varying K,
respectively, Figure 3 shows the separation of the error estimator into long term and
short term influences each. These results motivate to use η(EF) and η(EG) for controlling
an adaptive procedure to find an optimally balanced discretization K, k.
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k K J(cref )− J(CK,k) ηK,k η(EG) η(EF) η(EF)′ effK,k
0.1
100000 4.52 · 10−2 2.81 · 10−2 2.74 · 10−3 2.55 · 10−2 −1.77 · 10−4 62.1%
50000 4.26 · 10−2 2.75 · 10−2 7.71 · 10−4 2.68 · 10−2 −3.36 · 10−5 64.6%
20000 4.19 · 10−2 2.77 · 10−2 1.30 · 10−4 2.76 · 10−2 −5.30 · 10−6 66.3%
10000 4.18 · 10−2 2.79 · 10−2 3.29 · 10−5 2.79 · 10−2 −1.23 · 10−6 66.9%
5000 4.17 · 10−2 2.81 · 10−2 8.28 · 10−6 2.81 · 10−2 −3.07 · 10−7 67.2%
2500 4.17 · 10−2 2.81 · 10−2 2.08 · 10−6 2.81 · 10−2 −7.67 · 10−8 67.4%
0.05
100000 1.34 · 10−2 9.64 · 10−3 3.12 · 10−3 6.52 · 10−3 −9.50 · 10−6 71.7%
50000 1.06 · 10−2 7.90 · 10−3 8.99 · 10−4 7.00 · 10−3 −2.56 · 10−6 74.8%
20000 9.74 · 10−3 7.45 · 10−3 1.51 · 10−4 7.30 · 10−3 −2.70 · 10−7 76.5%
10000 9.63 · 10−3 7.44 · 10−3 3.83 · 10−5 7.41 · 10−3 −6.62 · 10−8 77.3%
5000 9.60 · 10−3 7.47 · 10−3 9.64 · 10−6 7.46 · 10−3 −1.63 · 10−8 77.8%
2500 9.59 · 10−3 7.48 · 10−3 2.42 · 10−6 7.48 · 10−4 −4.05 · 10−9 78.0%
0.025
100000 6.39 · 10−3 5.07 · 10−3 3.28 · 10−3 1.78 · 10−3 2.80 · 10−6 79.3%
50000 3.36 · 10−3 2.86 · 10−3 9.41 · 10−4 1.92 · 10−3 7.57 · 10−8 85.2%
20000 2.51 · 10−3 2.16 · 10−3 1.58 · 10−4 2.00 · 10−3 3.70 · 10−8 86.3%
10000 2.38 · 10−3 2.07 · 10−3 4.01 · 10−5 2.03 · 10−3 1.04 · 10−8 87.0%
5000 2.35 · 10−3 2.06 · 10−3 1.01 · 10−5 2.05 · 10−3 2.67 · 10−9 87.5%
2500 2.35 · 10−3 2.06 · 10−3 2.53 · 10−6 2.05 · 10−3 6.71 · 10−10 87.7%
0.0125
100000 4.68 · 10−3 3.80 · 10−3 3.32 · 10−3 4.74 · 10−4 1.12 · 10−6 81.1%
50000 1.61 · 10−3 1.46 · 10−3 9.53 · 10−4 5.09 · 10−4 9.70 · 10−8 90.9%
20000 7.46 · 10−4 6.92 · 10−4 1.60 · 10−4 5.32 · 10−4 2.22 · 10−8 92.7%
10000 6.23 · 10−4 5.79 · 10−4 4.06 · 10−5 5.39 · 10−4 5.86 · 10−9 93.1%
5000 5.92 · 10−4 5.53 · 10−4 1.02 · 10−5 5.43 · 10−4 1.48 · 10−9 93.4%
2500 5.84 · 10−4 5.47 · 10−4 2.56 · 10−6 5.44 · 10−4 3.72 · 10−10 93.7%
0.00625
100000 4.26 · 10−3 3.46 · 10−3 3.33 · 10−3 1.22 · 10−4 3.16 · 10−7 81.2%
50000 1.17 · 10−3 1.09 · 10−3 9.55 · 10−4 1.31 · 10−4 3.37 · 10−8 92.5%
20000 3.09 · 10−4 2.98 · 10−4 1.60 · 10−4 1.37 · 10−4 7.13 · 10−9 96.2%
10000 1.86 · 10−4 1.80 · 10−4 4.07 · 10−5 1.39 · 10−4 1.86 · 10−9 96.9%
5000 1.55 · 10−4 1.50 · 10−4 1.02 · 10−5 1.40 · 10−4 4.70 · 10−10 97.2%
2500 1.47 · 10−4 1.43 · 10−4 2.57 · 10−6 1.40 · 10−4 1.18 · 10−10 97.4%
0.003125
100000 4.15 · 10−3 3.37 · 10−3 3.34 · 10−3 3.11 · 10−5 8.27 · 10−8 81.2%
50000 1.07 · 10−3 9.90 · 10−4 9.56 · 10−4 3.34 · 10−5 9.58 · 10−9 92.8%
20000 2.00 · 10−4 1.95 · 10−4 1.61 · 10−4 3.48 · 10−5 1.98 · 10−9 97.6%
10000 7.64 · 10−5 7.60 · 10−5 4.07 · 10−5 3.53 · 10−5 5.14 · 10−10 99.5%
5000 4.55 · 10−5 4.58 · 10−5 1.03 · 10−5 3.55 · 10−5 1.30 · 10−10 100.7%
2500 3.77 · 10−5 3.82 · 10−5 2.57 · 10−6 3.57 · 10−5 3.25 · 10−11 101.3%
Table 1: Functional error J(CK,k) − J(cref ) and error estimator ηK,k for different step
sizes for the large scale and small scale problem. η(EG), η(EF) and η(EF)′ are the
contributions of the estimator effK,k the effectivity, compare (34). All values
are rounded to the first three relevant digits.
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5.3. Adaptive control
We write the error estimator as a sum over the subdivisions of the long time horizon
I. By doing this we can quantify the error contribution of each subdivision. For the
error contribution of element In = (Tn−1, Tn], the error contribution is comprised of two
parts. The error discretization of the averaged long term problem
ηn(EG) := −
1
2
Ak|In(CK,k, Z − iY Z)
+
1
2
(
J ′|In(CK,k)(C − iXC)−A′k|In(CK,k)(ZK,k, C − iXC)
)
(35)
and the error discretization of the fast scale problem.
ηn(EF) :=
1
2

∫
In
ηpi
(
CK,k(t)
) · (Z(t) + ZK,k(t)) ds. (36)
We introduce the following method for refining macro scale and micro scale:
Algorithm 14 (Adaptive refinement). Let an initial subdivision I
(1)
K into N
(1) macro
steps be given with uniform but possibly distinct partitions J
(1)
n for each subdivision
n = 1, . . . , N (l). Let β ∈ R with β ≈ 1. Iterate for l = 1, 2, . . .
1. Compute ηn(EG) and η
n
(EF) for each n = 1, . . . , N
(l).
2. Calculate the average
η¯(l) :=
1
N (l)
N(l)∑
n=1
(
|ηn(EG)|+ |ηn(EF)|
)
(37)
3. For each n = 1, . . . , N (l): if |ηn(EG)|+ |ηn(EF)| > β · η¯(l), we refine this cell:
a) If |ηn(EG)| > β|ηn(EF)| we refine In = (Tn−1, Tn] into two intervals (Tn−1, T ∗n ]
and (T ∗n , Tn] where T ∗n is the midpoint if In. J
(l)
n is kept for both new steps.
b) If |ηn(EF)| > β|ηn(EG)| refine the subdivision J
(l)
n by cutting the step size in half.
c) Otherwise refine In and Jn according to 3.a) and 3.b).
We illustrate the functionality of Algorithm 14 starting with I
(1)
K with K = 50 000 and
k = 0.05 on each J
(1)
n . In Figure 4 we discuss the sixth refinement step of Algorithm 14
in detail. The upper figure shows the error estimator η
(6)
K,k and its partitioning into η(EG)
and η(EF) for each of the 12 macro steps (there has been no refinement of K in the first 5
iterations). The bold line indicates the tolerance for refinement, i.e. β · η¯(6) for β = 1.2.
Three steps exceed this limit and will be refined. In I
(6)
2 and I
(6)
12 the micro scale error is
dominating and Step 3.b) is applied, in I
(6)
8 the dominance of the macro scale error leads
to a refinement on the K-scale according to Step 3.a). To keep the patch structure of
the macro mesh we also refine I
(6)
7 . The resulting discretization and the error estimator
in the next step is shown in the lower plot.
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Figure 4: Absolute values of the error estimator |ηn(EG)|+ |ηn(EF)| for all macro steps before
(top) and after (bottom) the sixth step of adaptive refinement. The bold
line gives the threshold for refining according to iteration 6, the dashed line
indicates iteration 7. Refinement according to Algorithm 14.
The adaptive algorithm roughly balances the error contributions coming from macro
error and micro error over the first couple of steps, see Fig. 5c for details. In Fig. 5a we
further plot the effectivity index (34) on this sequence of adaptively refined meshes and
show that the error estimator still gains accuracy for increased resolution in k and K.
Refinement in Algorithm 14 is based on the absolute values of the local error contri-
butions |ηn(EF)| and |ηn(EG)| and we introduce the indicator index
indK,k :=
N∑
n=1
|ηn(EG)|+ |ηn(EF)|
|J(cref )− J(CK,k)| . (38)
Figs. 5b and 5d show values close to one and suggest no significant overestimation,
neither in the complete error or in the single parts.
To measure the computational effort on locally refined discretizations we count the
overall number of time steps to be computed in the macro and the micro problem:
E
(l)
K,k :=
N(l)∑
n=1
(
1 +
1
k
(l)
n
)
. (39)
We do not take into account that multiple iterations are required within the Newton
solver and that multiple cycles must be repeated for finding a periodic solution. The
computation of the dual solution requires roughly the same effort, since the scheme runs
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(a) Effectivity of the error estimator.
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(b) Effectivity of the error indicators.
1
Refinement Step
η(EF)
η(EG)
14121086420
7
6
5
4
3
2
1
(c) Balancing of micro and macro errors.
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(d) Effectivity of the partial indicators.
Figure 5: Performance on adaptive meshes: Effectivity (34) (top/left), indicator-
effectivity (38) (right) and trend towards a balancing (bottom/right).
Steps
|J
(c
)
−
J
(C
K
,
k
)|
Adaptivity
Naive Ref.
105104103102
10−2
10−3
10−4
(a) Error plotted over the effort (39).
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Figure 6: Comparison of the accuracy on uniform mesh refinement (alternately in micro
and macro problem) and adaptive meshes.
backwards in time and also calls for the solution of periodic in time micro problem.
With these solutions one can compute the error estimator. Figure 6 shows the error
J(cref ) − J(CK,k) on sequences of adaptive and uniform meshes plotted over the ef-
fort (39). Adaptivity gives a slight advantage for the adaptive discretization. Since the
regularity of the solution is very high, significant local effects cannot be expected.
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6. Conclusion
We have presented an a posteriori error estimator for a temporal multiscale scheme of
HMM type that has recently been introduced [11]. This multiscale scheme is based on
separating micro and macro scale by replacing the micro scale influences by localized
periodic in time solution. The resulting scheme calls for the solution of one such periodic
micro problem in each macro step.
The error estimator is based on the dual weighted residual method for estimating
errors in goal functionals. The adjoint problem entering the error estimtor has a structure
similar to the primal one: each adjoint macro time step requires the solution of a periodic
micro problem. In addition, to incorporate the error of the periodic in time micro scale
problems, a further adjoint micro problem must be solved in each macro step. The
resulting error estimator allows for a splitting of the local error contributions into micro
scale and macro scale influences. We have shown very good efficiency of the estimator
for a wide range of discretization parameters.
Based on the splitting into micro scale errors and macro scale errors an adaptive re-
finement loop is presented that allows to optimally balance all discretization parameters.
For the future it remains to extend this setting to temporal multiscale problems in-
volving partial differential equations as discussed in [11, 16] that will add the further
complexity of finding optimal spatial discretization parameters for macro and micro
problem.
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A. Appendix
A.1. Proof to Lemma 2 (Limit Cycles)
Proof to Lemma 2. We consider the homogenous equation X ′′ + 2αX ′ + βX = 0 with
X(0) = X0 and X
′(0) = X1. Its solution is given by
X(t) = exp (−αt)
(
sin (ψt)
(
X1 + αX0
ψ
)
+ cos (ψt)X0
)
, ψ :=
√
β − α2, (40)
Application of this equation to X(t) := x(t + 1) − x(t) shows exponential decay of the
solution to any initial value against the limit cycle, which is unique, since for two such
solutions, the difference X(t) := x(t)− y(t) would converge to zero.
To show the bound for the periodic solution xpi(t), let x
0
pi, x
1
pi be such that xpi(1) =
xpi(0) = x
0
pi and x
′
pi(1) = x
′
pi(0) = x
1
pi. Testing (8) with x
′
pi(t) and using Young’s inequality
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gives the bound
∂t|x′pi(t)|2 + 2α|x′pi(t)|2 + β∂t|xpi(t)|2 ≤
1
2α
|g(t)|2.
Integration over time and using g∞ := max[0,1] |g(t)| yields
|x′pi(t)|2 + β|xpi(t)|2 + 2α
∫ t
0
|x′pi(s)|2ds ≤ |x1pi|2 + β|x0pi|2 +
1
2α
tg2∞. (41)
The solution to the corresponding integral equation for |x′pi(t)|2 is bound by
|x′pi(t)|2 ≤ exp
(− 2αt)|x1pi|2 + (1− exp (− 2αt)) g2∞2α2 . (42)
Since the initial values are chosen such that x′pi(1) = x′pi(0) = x1pi, we further estimate
|x1pi|2 ≤ g
2∞
2α2
, and then, with (42) we also obtain the bound |x′pi(t)|2 ≤ 12α−2g2∞.
Testing (8) with xpi(t) and integrating in time gives∫ t
0
x′′pi(s)xpi(s) ds+ α|xpi(t)|2 +
β
2
∫ t
0
|xpi(s)|2 ds ≤ α|x0pi|2 +
1
2β
tg2∞. (43)
Integration by parts in the first term and using periodicity of xpi(t) gives
|xpi(t)|2 + β
2α
∫ t
0
|xpi(s)|2 ds ≤ |x0pi|2 +
1
2αβ
tg2∞ +
1
α
∫ t
0
|x′pi(s)|2 ds. (44)
The right hand side term in (44) is estimated by (41) to get
|xpi(t)|2 + β
2α
∫ t
0
|xpi(s)|2 ds ≤ |x0pi|2 +
( 1
2αβ
+
1
4α3
)
tg2∞ +
1
α2
(
|x1pi|2 + β|x0pi|2
)
. (45)
Finally, we bound |xpi(t)|2 by the solution to the corresponding integral equation
|xpi(t)|2 ≤ exp
(− β
2α
t
)|x0pi|2 + (1− exp (− β2αt))
(
1
2αβ
+
1
4α3
)
g2∞. (46)
Similar to (42), we us the periodicity of xpi(t) to bound the initial x
0
pi and estimate
|xpi(t)|2 ≤
(
1
2αβ
+
1
4α3
)
g2∞. (47)
Finally, let us assume that we have found a solution x(t) that satisfies periodicity up
to x(t + 1) − x(t) = O(P ) and x′(t + 1) − x′(t) = O(P ). Then, it holds with X(t) :=
x(t+ 1)− x(t)
xpi(t)− x(t) = lim
n→∞
n∑
k=0
X(t+ k) ≤
∞∑
k=1
exp
(− αk)c(α, β)P ≤ c(α, β)
1− exp(−α)P ,
where we used that X(t) := x(t + 1) − x(t) satisfies (40). The same argument can be
applied to x′pi(t)− x′(t).
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A.2. Adjoint problems
The adjoint solution introduced in (22) is given by
ZK,k ∈ YK : A′k(CK,k)(ΨK , ZK,k) = J ′(CK,k)(ΨK) ∀ΨK ∈ XK . (48)
The discrete adjoint problem also decouples into a time stepping scheme. Since the role
of trial and test functions is swapped the exact form is less obvious. It holds
A′(C)(Ψ, Z) =
∫ T
0
(
Ψ′(t)− F ′(C(t))Ψ(t))Z(t) ds, (49)
with F ′(C) to be replaced by F ′k(C) in case of the discrete form A′k(·)(·, ·). We only
consider the simple functional J(C) = C(T ) which gives rise to the right hand side
J ′(CK,k)(ΨK) = ΨK(T ). (50)
By f ′1(·, ·) we denote the partial derivative with respect to the first argument, by f ′2(·, ·)
the partial derivative with respect to the second argument. It holds
F ′(C) =
∫ 1
0
f ′1
(
C, uC(s)
)
+ f ′2
(
C, uC(s)
)
DuC(s) ds, (51)
where DuC : J → R is the derivative of the periodic fast scale solution uC : J → R with
respect to the long scale parameter C. This is determined as solution to (compare (12))
(DuC , DvC) ∈ V pi(J)× V pi(J) :∫ 1
0
(
Du′C(t)−DvC(t)
)
φ(t) +
(
Dv′C(t) + γ(C)DuC(t) +
3
5
DvC(t)
)
ψ(t) dt
=
∫ 1
0
32uC(t)ψ(t) dt ∀(φ, ψ) ∈W (J)×W (J). (52)
This system corresponds to the periodic second order problem
Du′′C(t) +
3
5
Du′C(t) + γ(C)DuC(t) = 32uC(t), uC(1) = uC(0), u
′
C(1) = u
′
C(0), (53)
which, by Lemma 2, has a unique periodic solution, bound by its right hand side
32|uC(t)|. Hereby, the adjoint transfer operator (51) is also bounded by
|F ′(C)| ≤ c max
t∈[0,1]
|DuC(t)|. (54)
The discrete counterpart (DuC;k, DvC;k) is given by restricting trial and test spaces
to V pik and Wk, respectively. The effort for solving (52) corresponds to a solution of the
periodic micro problem (12). However, (52) is linear such that no Newton scheme is
required. Since this tangent micro problem is periodic in time, a couple of cycles must
be simulated to achieve |DuC,k(1)−DuC,k(0)|+ |DvC,k(1)−DvC,k(0)| < tolP .
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To estimate the primal consistency error described in Lemma 11 an additional adjoint
micro-problem has to be solved. Form and right hand side are given by
B′(u, v)(φ, ψ; z, w) :=
M∑
m=1
∫
tmm−1
(
φ′(t)− ψ(t))z(t) + (ψ′(t) + γ(C)φ(t) + 3
5
ψ(t)
)
w(t) dt
Jpi
′
(u)(φ) :=
∫ 1
0
f ′u
(
C, u(s)
)
φ(s) ds.
(55)
Using the exact form of f(·, ·) the right hand side reads
Jpi
′
(u)(φ) := − 128
1 + c
∫ 1
0
u(s)(
1 + 64u(s)2
)2φ(s) ds. (56)
In classical formulation, the adjoint problem corresponds to
z′(t) = γ(C)w(t), −w′(t)− z(t) + 3
5
w(t) = jpi
(
u(t)
)
, (57)
where jpi(u) comes from Jpi
′
(u)(φ) =
∫
jpi(u(s))φ(s) ds. Written as second order equation
and reversing the direction in time t 7→ 1− t this gets
z′′(t) +
3
5
z′(t) + γ(C)z(t) = −γ(C)jpi(u(1− t)), z(1) = z(0), z′(1) = z′(0). (58)
Lemma 2 shows that such a unique periodic solution exists and that is satisfies the bound
|z(t)|+ |z′(t)| ≤ cmaxt∈[0,1] |jpi(u(t))| ≤ cmaxt∈[0,1] |u(t)|.
A.3. Numerical realization
Numerically, the Galerkin discretizations are realized as classical time stepping schemes,
which is possible since the test spaces are piecewise constant with jumps. Although
numerical quadrature effects have been neglected throughout the derivation of the error
estimator, they are essential for computing the solutions to primal and adjoint problem.
A.3.1. Solution of the primal solution
Primal macro problem Let Cn := CK,k(Tn) for n = 0, . . . , N . For C0 := 0 iterate
Cn − Kn
2
2∑
q=1
Fk(Cqn) = Cn−1, n = 1, . . . , N, (59)
where C1n, C
2
n are the evaluations of CK,k in the two Gauss points. Since CK,k is piecewise
linear in each In = (Tn−1, Tn], these are given by
C1n := χ1Cn−1 + χ2Cn, C
2
n := χ2Cn−1 + χ1Cn, χ1/2 :=
1
2
± 1√
12
. (60)
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Each time step in (59) requires the solution of a nonlinear problem. Given a previous
Newton approximation C
(l−1)
n the exact residual of (59) reads
R(l)n := Cn−1 − C(l−1)n +
Kn
2
2∑
q=1
Fk(C(l−1),qn ). (61)
We use an approximated Newton iteration, since the exact Jacobian of Fk(C) would
require the solution of an additional micro tangent problem. We only take the deriva-
tive of f(·, ·) with respect to the first argument, such that the Newton residual update
problem to (59) reads
C(l)n = C
(l−1)
n −
[
1 +
Kn
2
2∑
q=1

∫ 1
0
f ′1
(
C(l−1),qn , uC(l−1),qn (s)
)
ds
]−1
R(l)n (62)
The residual (61) and the newton update problem (62) both depend on the micro scale
solutions u
C
(l−1),q
n
in both of the Gauss points of each macro interval.
Primal micro problem The transfer operator Fk(Cqn) depends on the solution to the
periodic micro problem defined in Problem 6. Let C ∈ R be fixed and Jk a subdivision
of J = [0, 1] into M uniform steps of size k. Let uC,m := uC;k(tm) and vC,m := vC;k(tm).
For given initial values uC,0 and vC,0 iterate for m = 1, 2, . . . ,M(
1 −k2
γ(C)k
2 1 +
3k
10
)(
uC,m
vC,m
)
=
(
1 k2
−γ(C)k2 1− 3k10
)(
uC,m−1
vC,m−1
)
+
(
0
kgm
)
, (63)
where gm =
1
2
(
g(t1m) + g(t
2
m)
)
is the evaluation of the right hand side in the two Gauss
points in Jm = (tm−1, tm], see (60). Finally, to evaluate the transfer operator required
in (59), Gaussian quadrature is applied on each micro subdivision Jn
Fk(Cqn) =
Mn∑
m=1
2∑
r=1
kn
2
f
(
Cqn, u
r
Cqn,m
)
. (64)
A.3.2. Solution of the adjoint solution
Adjoint macro problem Discretization of the adjoint problem (49) is obtained by lim-
iting to the discrete function spaces. Using the notation Zn = ZK,k
∣∣
In
, Ψn = ΨK(Tn)
and Cn = CK,k(Tn), we write
A′(CK,k)(ΨK , ZK,k) =
M∑
n=1
(
Ψn −Ψn−1
− Kn
2

(
F ′k(C1n)
(
χ1Ψn−1 + χ2Ψn
)
+ F ′k(C2n)
(
χ2Ψn−1 + χ1Ψn
)))
Zn, (65)
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where C
1/2
n and χ1/2 are defined in (60). We sort (65) by the test functions and leave
out Ψ0 since C0 is the given initial value. With ZN+1 := 0 this results in
Zn − Kn
2

(
χ2F ′k(C1n) + χ1F ′k(C2n)
)
Zn
= δnN + Zn+1 − Kn+1
2

(
χ1F ′k(C1n+1) + χ2F ′k(C2n+1)
)
Zn+1
for n = N,N − 1, . . . , 1 (66)
Adjoint and tangent micro problem The discretization of the tangent micro prob-
lem (52) is equivalent to the primal micro problem (63). Also, the adjoint macro prob-
lem for estimating the primal conformity error (55) can be transformed into a standard
forward problem, compare (58) such that its approximation is performed in the same
manner as the primal micro problem (63).
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