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Preface
These are notes prepared from a graduate lecture course by the second author
on symmetric spaces at the University of Pittsburgh during the Fall of 2010. We
make no claim to originality, either in the nature of the results or in exposition.
In both capacities, we owe a large debt to the notes of Borel [4], as well as to
Kobayashi and Nomizu [11], [12] for the earlier chapters, and Helgason [5] for the
later chapters.
Several changes were made during the preparation of these notes from the
material as it was presented in the course. First, many proofs have been corrected
or streamlined. Whereever possible, results have beenmore carefully stated. Some
exercises have been added to the text. In addition, we have tried to provide
references to further reading. We have also devoted an entire chapter to a naive
treatment of examples in an effort to illustrate some of the general features of
symmetric spaces.
Most of the material that we have drawn upon is quite standard, but some
of it is difficult to find. The earlier chapters draw primarily from Borel [4] and
Kobayashi and Nomizu [11]. Chapter 6 draws from Borel [4] and Humphreys [7],
although there aremanymore detailed accounts of compact Lie groups; see Knapp
[10] for a thorough treatment. The use of Vogan diagrams in Chapter 8 instead of
the traditional Satake diagrams seems to be due to Knapp [10].
At present, these notes are a first draft—still very much a work in progress. As
of this draft, there are a number of notable omissions:
• Certain portions of the text have not been optimally organized. For
instance, we have interspersed discussion of non-compact orthogonal
symmetric Lie algebras in the chapter on compact orthogonal symmetric
Lie algebras. At the Lie algebra level, the two notions are dual, but doing
it this way avoided certain awkwardness in discussing the “maximally
compact” (as opposed to “maximally split”) Cartan subalgebra.
• Furthermore, the lectures themselves scrupulously avoided the familiar
theorem–proof paradigm. We have attempted in these notes to organize
thingsmore around results, though. However, in some sections it was not
clear exactly how to do this, and in these sections the text often becomes
more obscure.
• We have not yet prepared suitable figures, although figures were pre-
sented in the lecture, and would shed a great deal of light on certain
examples.
• We have omitted the discussion of Satake diagrams in favor of Vogan
diagrams, although Satake diagramswere presented in one of the lectures.
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6 PREFACE
We do not have plans to add this content, since it can be easily found in
Helgason, and does not add any substantial results to those we have
already obtained.
• The final chapter on analysis on symmetric spaces is not yet completed.
The lectures presented a very skeletal outline of the theory of spherical
functions that we should like to include here. In themean time, the expos-
itory articles [19], [18] cover approximately the same content, although
from a slightly different viewpoint.
Jonathan Holland
Bogdan Ion
University of Pittsburgh
December, 2010
CHAPTER 1
Affine connections and transformations
1. Preliminaries
This section sets the notational conventions and basic facts of differential ge-
ometry that will be essential to subsequent investigations. We shall omit proofs of,
and even precise citations for, these facts. Two standard references for this material
are Michor [16] and Kola´rˇ, Michor, Slova´k [13].
1.1. Tensors. LetM be a smooth manifold of dimension n. We denote by C∞
the sheaf of smooth functions onM. A tangent vector at a point p ∈M is anR-linear
derivation vp : C
∞
p → R. The vector space of tangent vectors at p is denoted TMp,
and the disjoint union over all p ∈M, denoted TM, is the tangent bundle and carries
a natural vector bundle structure. The dual bundle TM∗ is the cotangent vector.
Tensors onM are formed by taking tensor products of copies of TMwith copies of
TM∗. Denote by TpqM the bundle of tensors
T
p
qM = TM ⊗ · · · ⊗ TM︸             ︷︷             ︸
p
⊗TM∗ ⊗ · · · ⊗ TM∗︸               ︷︷               ︸
q
.
Tensor fields are sections of the tensor bundle T
p
qM, and here are denoted byT
p
q M.
The space of vector fields is thus T 10 M and the space of differential forms is T
0
1
M.
It is worth remarking that these are all sheaves, and in fact T 1
0
is the sheaf of
derivations of C∞ to itself. The resulting sheaf of C∞-modules is locally free of
rank n, and so this shows that TM is actually a vector bundle.
1.2. Lie derivatives. If φ : M→ N is a differentiable map, then for each p ∈M,
the pushforward φ∗,p : TMp → TNφ(p) is defined by (φ∗,pXp)( f ) = Xp( f ◦ φ) for
f ∈ C∞
φ(p)
. The pushforward is also denoted by dφp. The pullbackφ∗ : TN∗φ(p) → TM∗p
is the transpose of φ∗,p. If φ is a diffeomorphism, then we defined φ∗ on one-forms
by φ∗ = (φ−1)∗ and φ∗ on vectors by φ∗ = (φ−1)∗. When φ is a diffeomorphism, these
operators extend in a unique manner to isomorphisms of the full tensor algebra.
Let X ∈ T 1
0
M. An integral curve of X through a point p is a differentiable
curve γ : (−ǫ, ǫ)→M such that, for all f ∈ C∞(M), (X f ) ◦ γ = ddt ( f ◦ γ). Taking f in
turn to be each of n functionally independent coordinates, this defines a first-order
differential equation in the coordinates of γ, so that through each point p ∈ M,
there exists an integral curve defined on a small enough interval. For each p ∈ M,
there is an open neighborhood U ⊂M containing p and ǫ > 0 such that each point
q ∈ U has an integral curve γq through it defined for all t ∈ (−ǫ, ǫ). The map
(q, t) 7→ γq(t) : U × (−ǫ, ǫ) → M is smooth, by smooth dependence of solutions on
initial conditions. This mapping is the local flow of the vector field X, and we shall
denote the local flow by (q, t) 7→ exp(tX)(q). Shrinking U and choosing a smaller ǫ
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if necessary, exp is a diffeomorphism of U onto its image for all t ∈ (−ǫ, ǫ). Indeed,
exp−1(tX) = exp(−tX) is smooth on U.1
The Lie derivative of a tensor field T along a vector field X ∈ T 10 M is defined
by
LXT = lim
t→0
exp(tX)∗T − T
t
.
For instance, it follows from the definition of the exponential map that LX f = X f
for a function f ∈ C∞(M). The Lie derivative along X is an R-linear derivation of
C∞-modules. In particular,
LX(S ⊗ T) = LXS ⊗ T + S ⊗LXT.
Note also that the Lie derivative commutes with tensor contraction, since by defi-
nition the pullback commutes with tensor contraction.
IfX,Y ∈ T 10 M, then the Lie bracket ofX andY is the commutator of derivations:
[X,Y] f = XY f − YX f .
With this operation, T 1
0
M becomes a Lie algebra. The Lie bracket is related to the
Lie derivative byLXY = [X,Y]. A proof of this is sketched below using differential
forms.
1.3. Differential forms. Let ∧TM∗ be the exterior algebra of the cotangent
bundle, and let Ω denote the sheaf of sections of ∧TM∗. This is a graded algebra
whose graded components Ωk are the spaces of k-forms. Let Der(Ω) be the space
of graded derivations on Ω, equipped with the supercommutator
[D,D′] = DD′ − (−1)degDdegD′D′D.
Then Der(Ω) is a Lie superalgebra graded by degree.
A Lie superalgebra is a Lie algebra in the category of super vector spaces. A
super vector space is a vector space with a Z2 grading V = V0 ⊕ V1. The category
of super vector spaces is just like the category of vector spaces with a Z2 grading
except that the natural braiding isomorphisms τ : V ⊗W  W ⊗ V switch sign if
both tensor factors have odd degree. Thus a Lie superalgebra is a vector space
L = L0 ⊕ L1 together with a bilinear bracket [−,−] such that
• [xi, y j] ∈ Li+ j(2) for xi ∈ Li, y j ∈ L j, i, j = 0, 1.
• [x, y] = −(−1)degxdeg y[y, x]
• [[x, y], z]+(−1)degx(deg y+deg z)[[y, z], x]+(−1)degz(deg x+deg y)[[z, x], y] = 0. (Note
this implies that ad(x) is itself a derivation of degree deg x).
Ordinary Lie algebras are Lie superalgebras concentrated in even degree.
There is a unique derivation of degree 1, d : Ω → Ω, characterized by the
properties
• If f ∈ Ω0 = C∞, then d f is the ordinary differential of f : d f (X) = X f
• d(α ∧ β) = dα ∧ β + (−1)degαα ∧ dβ
• d2 = 12 [d, d] = 0
1We use exp to denote the local flow and Exp to denote the exponential map associated to an affine
connection later.
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Since the action of d on functions commutes with pullbacks, and d is then char-
acterized by algebraic properties that are also invariant under pullback, it follows
easily that d commutes with the pullback along smooth mappings. Hence also
[d,LX] = 0.
For v ∈ TM, there is a derivation of degree −1, iV : ∧TM∗ → ∧TM∗, character-
ized by
• iv f = 0 for f ∈ ∧0TM∗
• ivα = α(v) for α ∈ ∧1TM∗ = TM∗
• iv(α ∧ β) = ivα ∧ β + (−1)degαα ∧ ivβ.
Then, acting on forms,LX = [iX, d]. Indeed, this is true onΩ0 since [iX, d] f = ixd f =
X f = LX f . It is also true on dΩ
0, since
[iX, d]d f = dixd f = d(X f ) = dLX f = LXd f .
Now, Ω is generated as an algebra by Ω0 and dΩ0, and thus any derivation is
determined by its action on Ω0 and dΩ0. Since LX agree on these generators,
LX = [iX, d]. The same method, together with the fact that Lie differentiation
commutes with tensor contraction, shows that iLXY = [LX, iY].
Let us now prove that [X,Y] = LXY:
[X,Y] f = XY f − YX f = iXdiYd f − iYdiXd f
= [ix, d]iYd f − iy[d, iX]d f
= [LX, iY]d f = iLXYd f = (LXY) f .
The operators iX, d,LX,X ∈ T 10 Mgenerate a subalgebra of the Lie superalgebra
Der(Ω) which is determined by Cartan’s identities:
• [LX,LY] = L[X,Y]
• [LX, iY] = i[X,Y]
• [iX, iY] = 0
• [d, iX] = LX
• [d,LX] = 0
• [d, d] = 0
This is a special case of a Weil algebra. Abstractly, if g is a Lie algebra, then we
form the space
W = g︸︷︷︸
degree 0
⊕ (g ⊕Rd)︸   ︷︷   ︸
degree 1
together with a bracket defined as follows. Let φ0, φ1 : g→W be the inclusions of
g into the even and odd parts. Then, for X,Y ∈ g, define the bracket onW by
• [φ0X, φ0Y0] = φ0[X,Y]
• [φ0X, φ1Y] = φ1[X,Y]
• [φ1X, φ1Y] = 0
• [d, φ1X] = φ0X
• [d, φ0] = 0
• [d, d] = 0
In the special case when g = T 1
0
M is the Lie algebra of vector fields on M and
φ0X = LX, φ1X = iX, and d is the exterior derivative, the Cartan identities are
precisely the relations for a Weil algebra.
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The full algebra of derivations ismuchmore difficult to describe. The operation
X 7→ iX from T 10 M → Der−1(Ω) can be extended to an operator T 10 M ⊗ Ωk →
Derk−1Ω denoted by K 7→ iK. One can then define the Lie derivative along K by
LK = [iK, d]. Then any graded derivation in Derk(Ω) can be uniquely decomposed
as iL +LK for some L ∈ T 10 M ⊗Ωk+1 and K ∈ T 10 M ⊗Ωk.2
2. Affine connections
An affine connection ∇ on a smooth manifoldM is an R-bilinear mapping
∇ : T10M ×T 10 M→ T 10 M,
typically written ∇XY for X ∈ T10M and Y ∈ T 10 M, such that for a fixed X, ∇X is a
derivation of C∞-modules via the rule:
∇X( fY) = (X f )Y + f∇XY.
The operator ∇X extends uniquely to a derivation on the full tensor algebra, also
denoted by ∇X. It is degree preserving (i.e., degree zero). The resulting derivation
agrees with X on functions and commutes with tensor contractions.3
Explicit formulas for the extended connection are therefore available using
duality. Thus if α ∈ T 0
1
M is a one-form, then ∇Xα is also a one-form given by
(∇Xα)(Y) = X(α(Y)) − α(∇XY).
Similar expressions hold for higher degree tensors. This defines a derivation with
respect to the product ⊗, but also with respect to the wedge product ∧ under the
natural inclusion of the exterior algebra of differential forms into the tensor algebra.
With this identification, the following analog of Cartan’s main identity holds:
i∇XY = [∇X, iY].
If T ∈ T pq M, denote by ∇T the covariant derivative of T: the section of T pq+1M
defined by double duality
∇T(X ⊗ S) = (∇XT)(S)
for all S ∈ T qp M.
2.1. Connection coefficients. Let X1, . . . ,Xn be a local frame on M: a basis of
sections of T 1
0
U for some open subset U ⊂ M. It is sometimes convenient to
introduce the connection coefficients Γk
i j
relative to this local basis, via4
∇XiX j = Γki jXk.
If V = viXi,W = wiX j ∈ T 10 U, then the covariant derivative of V along W can be
expressed in terms of the connection coefficients via
∇WV = wi∇Xi (v jX j) = wi
(
Xi(v
k) + Γki jv
j
)
Xk.
2See Kola´rˇ, Michor, Slova´k, Theorem 8.3.
3In fact, every derivation of the tensor algebra into the tensor algebra at x that preserves degree
and commutes with tensor contractions is of the form ∇X + S for some X ∈ TxM and S ∈ EndTMx. See
Kostant, B. Holonomy and the Lie algebra in infinitesimal motions of a Riemannian maniold, Trans. Amer.
Math. Soc. 80 (1955), 528–542.
4The Einstein summation convention is implied here and elsewhere indices are used.
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A related formalism is that of the connection one-form relative to the frame. If
X ∈ T 1
0
U, then
∇XXi = θki (X)Xk
whereθ
j
i
is a one-formonU. Equivalently, ∇Xi = θki ⊗Xk. In terms of the connection
coefficients, θk
i
= Γk
i j
ω j where ω j ∈ T 0
1
U is the dual coframe to Xi, defined by
ω j(Xi) = δ
j
i
.
2.2. Parallel transport. Let γ : [0, 1] → M be a continuously differentiable
immersed curve in M with γ(0) = p, γ(1) = q ∈ M. A vector field along γ is a
(continuously differentiable) association of a vector Xt ∈ TMγ(t) to each t ∈ [0, 1]
(that is, X is a section of the pullback bundle γ−1TM). Given a vector field X along
γ, for each t0 ∈ [0, 1], there is an open interval I ∋ t0 such that X|I can be extended
to a vector field X˜ on an open subset of M that includes γ(I). We then define
∇γ˙(t)Xt = (∇γ˙(t)X˜)γ(t). Note that if f is a function vanishing onγ(I) andY is any vector
field in a neighborhood ofγ(I), then (∇γ˙(t)( fY))γ(t) = ddt f (γ(t))Yγ(t)+ f (γ(t)) (∇γ˙(t)Y)γ(t)
which vanishes on I. Since any vector field that vanishes along I can be expressed
as a linear combination of vectors of this form, ∇·γ(t)Xt does not depend on how X
was extended off of γ(I). In a local frame, if V = viXi, then
∇γ˙(t)Vt =
(
d
dt
vk(γ(t)) + Γ
j
i j
(γ(t))γ˙i(t)vk(γ(t))
)
Xk,γ(t).
Since the right-hand side does not involve extending V, this verifies in an alterna-
tive way that the operation on the left-hand side is well-defined.
If Xp ∈ TMp is given, then the parallel transport of Xp along γ is the solution of
the first-order ode
∇γ˙(t)Xt = 0
X0 = Xp (the given initial value)
We then define
πγXp = X1.
This transports the vector Xp ∈ TMp to a vector πγXp ∈ TMq.
The parallel transport obeys the properties:
• The parallel transport is invariant under reparametrizations of the curve:
if s : [0, 1] → [0, 1] is a continuously differentiable function with s′ > 0,
then πγ = πγ◦s.
• If γ and µ are two curves and γ(1) = µ(0), then πγ∪µ = πγ ◦ πµ.
• πγ is invertible, andπ−1γ = π−γ where−γ(t) := γ(1−t) is the curve obtained
by following γ in reverse.
Although we have only defined parallel transport along C1 curves, we can define
it along piecewise C1 curves by decomposing such a curve γ = γ1 ∪ γ2 ∪ · · · ∪ γk
as the compositum of C1 curves, and then defining πγ = πγ1 ◦ πγ2 ◦ · · · ◦ πγk . The
second property above ensures that this is compatible with the notion of parallel
transport already defined.
From parallel transport, the affine connection can be recovered. Let X ∈ T 1
0
M
and suppose that Y = γ˙(0) ∈ TMp. Let γs be the curve γs(t) = γ(t/s) for s ∈ (0, 1).
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Then
(∇YX)p = lim
s→0+
π−1γs (Xγs(1)) − Xp
s
.
Holonomy. If γ is a closed curve, then the parallel transport πγ ∈ GL(TMp).
This map is called the holonomy around γ. As γ varies over all closed curves, this
defines a subgroup of GL(TMp), the holonomy groupΨp. It is an analytic subgroup
of GL(TMp).
5 Moreover, the connected component of the identity, Ψp,e, is the
subgroup generated by the holonomy around closed curves that are homotopic to
the constant curve: γ ∼ p.
2.3. Geodesics and the exponential map. A geodesic is a C1 curve whose
tangent vector is parallel along itself. Equivalently, γ is a geodesic if and only if
∇γ˙γ˙ = 0.
Moreprecisely, this characterizes thegeodesicswithapreferred classofparametriza-
tions known as affine parametrizations, which are determined up to an affine
transformation of time: t 7→ at + b. By the existence and uniqueness theorem for
solutions of ordinary differential equations, there exists a unique geodesic through
pwith prescribed initial velocityXp. This geodesic can be continued for sufficiently
small time t.
For p ∈ M and X ∈ TMp, let γ(t) = Expp(tX) be the geodesic through p with
initial velocity γ′(0) = X. This is well-defined in a neighborhood of X ∈ TMp for
|t| < ǫ. Since TMp is locally compact, there is an open U ⊂ TMp containing the
origin such that Expp(X) exists for all X ∈ U.
We now calculate dExpp,0. Let X ∈ TMp be a vector. Since TMp is a vector
space, we can think of X as an element of the tangent space at the origin T(TMp)0.
If F ∈ C∞(TMp), then XF(0) = ddtF(tX)
∣∣∣
t=0
. Hence, for f ∈ C∞Mp,
dExpp,0(X) f = X( f ◦ Expp)(0) =
d
dt
f (Expp(tX))
∣∣∣∣∣
t=0
= X f (p)
since γ(t) = Expp(tX) satisfies γ˙(0) = X. Thus dExpp,0 = Id. By the inverse function
theorem, Expp is a diffeomorphism of a possibly smaller open neighborhood U of
the origin in TMp onto an open neighborhood of p ∈M.
2.4. Torsion and curvature. The two tensorial invariants of an affine connec-
tion are its curvature tensor R ∈ Ω2 ⊗T 1
1
M and torsion T ∈ Ω2 ⊗T 1M defined by
duality as follows. Let Xp,Yp,Zp ∈ TMp be vectors at p and extend them to vector
fields X,Y,Z in a neighborhood of p. Put
Rp(Xp,Yp)Zp = ([∇X,∇Y]Z − ∇[X,Y]Z)p
Tp(Xp,Yp) = (∇XY − ∇YX − [X,Y])p.
In each of these, the right-hand side is multilinear in each of the vector fields, and
it is readily verified that if one of the vector fields vanishes at p, then the whole
quantity is zero at p. Therefore these do not actually depend on how X,Y,Z are
extended away from p.
The curvature measures the failure of a vector Zp to return to its original
position when it is parallel transported over an infinitely small loop. In fact, if X
5See Theorem 4.2 in Kobayashi and Nomizu, Foundations of differential geometry, Vol. I, Wiley–
Interscience, 1963.
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andY commute, thenπexp(−tY/v)πexp(−tX/u)πexp(tY/v)πexp(tX/u)Zp is the result of parallel-
transporting the vector Zp over the parallelogram whose sides are integral curves
for the vector fields X and Y, followed for parameter time u and v, respectively.
Then the curvature is recovered from the parallel transport via
Rp(Xp,Yp)Zp = lim
u,v→0
Zp − πexp(−tY/v)πexp(−tX/u)πexp(tY/v)πexp(tX/u)Zp
uv
.
Since curvature is generated by the parallel transport over infinitely small
loops, naturally there is a correspondence between the holonomy and the curva-
ture. By taking a “lasso” from x to each point y ∈ M, with an infinitely small loop
at the end, the following Ambrose–Singer holonomy theorem is reasonable:
Theorem 1. Lie(Ψp) is generated as a Lie algebra by the set of all π−1γ R(Xγ(1),Yγ(1)) ∈
gl(TMp) such that γ : [0, 1]→M is a piecewise C1 curves with γ(0) = p, and Xγ(1),Yγ(1) ∈
TMγ(1).
3. Affine diffeomorphisms
Let (M,∇), (M′,∇′) be two manifolds equipped with affine connections. A
diffeomorphism φ : M→M′ is called an affine diffeomorphism if
∇′φ∗Xφ∗Y = φ∗(∇XY)
for all X,Y ∈ T 1
0
M. A local affine diffeomorphism is an affine diffeomorphism
from an open subset ofM to an open subset ofM′.
If φ is a local affine diffeomorphism, then φ maps geodesics to geodesics
(together with the affine parameter). Hence (φ ◦ Expp)(X) = Expφ(p)(φ∗,pX). In
particular,
Proposition 1. Let M be connected and f , g : M → M′ two local affine diffeomor-
phisms (near all points of M). If f∗,p = g∗,p at some p ∈M, then f = g.
Let Z ∈ T 10 M. Then we call Z an infinitesimal affine diffeomorphism if exp(tZ)
is a local affine diffeomorphism of M for all sufficiently small t. For such a Z, by
definition
exp(tZ)∗∇XY = ∇exp(tZ)∗X(exp(tZ)∗Y)
for all Y. Differentiating at t = 0 gives
LZ∇XY = ∇LZXY + ∇X(LZY)
or,
(1) [LZ,∇X] = ∇[Z,X]
for every vector fieldX ∈ T 1
0
M. Conversely, if Z is a vector field such that (1) holds
for all vector fields X,Y, then the local flow of Z is a local affine diffeomorphism,
and so Z itself is an infinitesimal affine diffeomorphism.
The space of infinitesimal affine transformations is a Lie algebra:
Proposition 2. If X,Y are infinitesimal affine transformations, then [X,Y] is an
infinitesimal affine transformation.
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Proof. Let K ∈ T 1
0
M. Then
[L[X,Y],∇K] = [[LX,LY],∇K]
= [LX, [LY,∇K]] − [LY, [LX,∇K]] by (1)
= [LX, [∇[Y,K]]] − [LY, [∇[X,K]]]
= ∇[X,[Y,K]]−[Y,[X,K]] by (1) again
= ∇[[X,Y],K].
as required. 
Let o ∈ M and go be the space of germs of infinitesimal affine transformations
at o. Let
ko = {Z ∈ go | Zo = 0}
be the isotropy algebra of o. Now the kernel of LZ,o : T
1
0
Mo → TMo contains all
vector fields that vanish at o, for if f (o) = 0, and X ∈ T 1
0
M, then, then [Z, fX]o =
(Zo f )Xo + f (o)[Z,X]o = 0 since f (o) = 0 and Zo = 0. Thus LZ factors through the
quotient and defines amapLZ,o : TMo → TMo. That is,LZ,o ∈ gl(TMo). This defines
a representation ko → gl(TMo). The representation is faithful by Proposition 1. In
particular ko is finite-dimensional.
By Proposition 1, a local affine diffeomorphism is determined by its differential
at a point. The following theorem answers the question of which linear isomor-
phisms ψ : TMx → TMy are the differentials of affine transformations. Its proof
will occupy the next subsection.
Theorem 2. Let M,M be two affine manifolds, x ∈ M, y ∈ M. Let ψ : TMx → TMy
be a given linear isomorphism, and defineΨ = Expy ◦ψ ◦ Exp−1x : Ux
∼−→ Uy, where Ux is
a star-shaped neigbhorhood of the origin in TMx small enough thatΨ is a diffeomorphism.
ThenΨ is an affine diffeomorphism if and only ifΨ∗R = R andΨ∗T = T.
3.1. Proof of Theorem 2. Our proof uses Cartan’s structure equations. Let
Vx = Expx(Ux) ⊂ M and Vy = Expy(Uy) ⊂ M. Let Xi,x be a basis of TMx, and
extend these by parallel translation along geodesics through x to a local frame Xi
on Vx. (Geodesics through the center of a normal neighborhood are called radial.)
Note for later use that Ψ∗Xi is also a local frame on Vy that is parallel along radial
geodesics as well.
Let ωi be the dual forms to Xi and θ
j
i
the connection forms of ∇ in the frame:
∇Xi = θ ji ⊗ X j.
Let Ti
jk
= ωi(T(Xi,X j)) and Rℓki j = ω
ℓ(R(Xi,X j)Xk) be the components of the torsion
and curvature in the frame and define
Ti =
1
2
Tijkω
j ∧ ωk, and Rℓk =
1
2
Rℓki jω
i ∧ ω j.
A computation in the frame gives the Cartan structure equations:
dωi = ωk ∧ θik + Ti
dθij = θ
k
j ∧ θik + Rij.
Define a map Φ : R ×Rn →M by
Φ(t; a1, . . . , an) = Expx(ta
iXi,x).
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Then Φ is called a polar normal coordinate system. For each fixed t, it defines a
coordinate system in a neighborhood of Ux, and Φ(t; a
1, . . . , an) = Φ(1; ta1, . . . , tan).
Our strategy is to compute Φ∗ωi and Φ∗θi
j
. Cartan’s equations will then give a
differential equation that governs the evolution in t of these forms whose coeffi-
cients involve the curvature and torsion. The analogous equations onMwill then
be the diffeomorphic image of the equation on M under the mapping Φ. So by
uniqueness of solutions of differential equations, the connection coefficients onM
are the diffeomorphic image of the connection coefficients onM.
Write
Φ
∗ωi = f i(t; a1, . . . , an) dt + ωi, Φ∗θij = g
i
j(t; a1, . . . , an) dt + θ
i
j
where ωi and θ
i
j do not involve dt. To compute f
i, fix a1, . . . , an ∈ R, and compute
the pullback of Φ∗ωi under the map t 7→ (t; a1, . . . , an). That is, let γ(t) = Φ(taiXi,x)
be the geodesic inM through x with initial velocity γ′(0) = aiXi,x. Then
γ∗ωi = fi(t; a1, . . . , an)dt.
But on the other hand
γ∗ωi(d/dt) = ωi(γ∗d/dt) = ωi(akXk,x) = ai.
Similarly, to compute gi
j
, we compute γ∗θi
j
= gi
j
(t; a1, . . . , an) dt via
γ∗θij(d/dt) = θ
i
j(a
kXk,x) dt = Γ
i
jk(x)a
k dt = 0
since the frame Xi is parallel translated along geodesics through x, and so 0 =
(∇X jXk)x = Γijk(x). Thus
Φ
∗ωi = ai dt + ωi
Φ
∗θij = θ
i
j.
Note also that ωi|t=0 = 0 for Φt=0 is constant, and therefore the pullback of any
one-form along Φt=0 must vanish. For the same reason θ
i
j|t=0 = 0.
Now on the one hand,
Φ
∗dωi = dΦ∗ωi = dai dt + dt ∧ ∂ω
i
∂t
+ (terms not involving dt)
Φ
∗dθij = dt ∧
∂θ
i
j
∂t
+ (· · · ).
On the other hand, by Cartan’s structure equations,
Φ
∗dωi = a jθij ∧ dt + Φ∗Ti + (· · · ) = a jθij ∧ dt + Tijk ◦Φa j dt ∧ ω j + (· · · )
Φ
∗dθij = Φ
∗Rij + (· · · )
= Rijkℓ ◦Φak dt ∧ ωℓ.
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Equating coefficients gives
∂ωi
∂t
= dai + (Tijk ◦Φ)a jωk + a jθ
i
j
∂θ
i
j
∂t
= (Rijkℓ ◦Φ)akωℓ.
With the initial conditions
ωi(0; a1, . . . , an) = 0
θ
i
j(0; a
1, . . . , an) = 0
this defines an initial value problem for a system of first-order ordinary differential
equations.
Now, the following diagram is commutative
U ⊂ Rn+1
xxqqq
qqq
qqq
qqq
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
Φ
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄
Φ ❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
Ux ⊂ TMx
ψ //
Expx

Uy ⊂ TMy
Expy

Vx ⊂M
Ψ
// Vy ⊂M
If Ψ∗R = R and Ψ∗T = T, then Φ
∗
ωi,Φ
∗
θi
j
solve the same initial value problem on
Rn+1. (We here use the same letters to denote the corresponding forms on M and
on M, since it is clear from the context which is which.) Hence Φ
∗
ωi = Φ∗ωi and
Φ
∗
θi
j
= Φ∗θi
j
. By commutativity of the diagram,Ψ∗θi
j
= θi
j
andΨ∗ωi = ωi. Hence
Ψ∗(∇XXi) = Ψ∗(θ ji (X)X j) = θ
j
i
(Ψ∗X)Ψ∗(X j) = ∇Ψ∗XΨ∗(X j)
where in the second equality we used θ
j
i
(X) = (Ψ∗θ j
i
)(X) = θ
j
i
(Ψ∗X).
We end with a corollary:
Corollary 1. LetM,Mbe two affinemanifolds, x ∈M, y ∈M. Letψ : TMx → TMy
be a given linear isomorphism, and define Ψ = Expy ◦ψ ◦ Exp−1x : Ux
∼−→ Uy, where Ux
is a neigbhorhood of the origin in TMx small enough thatΨ is a diffeomorphism. Suppose
that ∇R = 0 and ∇T = 0. ThenΨ is an affine diffeomorphism if and only if ψRx = Ry and
ψTx = Ty.
That is, when the curvature and torsion are covariantly constant, it is enough
to check that they agree at a single point.
Proof. The basis Xi is parallel transported along γ, and so the components of
T and R relative to the basis are constant along γ. This holds throughout Vx, and
so the components of T and R are constant in Vx. Similarly, the components of T
and R are constant throughout Vy. Hence Ψ
∗R = R andΨ∗T = T hold throughout
the domain, because they hold at a single point. 
4. CONNECTIONS INVARIANT UNDER PARALLELISM 17
4. Connections invariant under parallelism
LetM be amanifoldwith affine connection∇. Let a, b ∈M be twopoints andγ a
piecewise C1 curve from a to b. We say that πγ : TMa → TMb (the parallel transport
map) is the differential of a local affine diffeomorphism if there exist neighborhoods Ua
andUb of a and b and there is a local affine diffeomorphism Φ : Ua → Ub such that
Φ∗,a = πγ. The connection ∇ is said to be invariant under its parallelism if πγ is the
differential of a local affine diffeomorphism for all γ.
Proposition 3. The following are equivalent:
(1) ∇ is invariant under its parallelism.
(2) πγ is the differential of a local affine diffeomorphism for all geodesics γ.
(3) ∇T = ∇R = 0.
Proof. (1) =⇒ (2): Immediate from the definition of invariance under paral-
lelism.
(2) =⇒ (3): If ∇ is invariant under parallelism, then since local affine dif-
feomorphisms preserve curvature and torsion, ∇γ˙R = ∇γ˙T = 0 for all geodesics γ.
Therefore ∇R = ∇T = 0.
(3) =⇒ (1): Since R and T are covariantly constant, for any curve γ from a to
b, πγRa = Rb and πγTa = Tb. By Corollary (1), there is a local affine diffeomorphism
Ψ : Va → Vb such thatΨ∗,a = πγ. 
Suppose that a and b are close enough that each is the center of a star-shaped
normal neighborhood containing the other, and let [a, b] be the unique geodesic
inside this neighborhood that connects a and b. Suppose that π[a,b] = (τa,b)∗,a where
τa,b is a local affine diffeomorphism. Then τa,b leaves the geodesics (locally near
a, b) invariant. As a result, if c is a point on [a, b] and d is the point past b such that
[a, c] : [b, d] = 1 (same parameter time),
(τa,b)∗,c ◦ φa,c = πb,d ◦ (τa,b)∗,c = π[b,d] ◦ π[a,b] = π[a,d].
The local affine diffeomorphism τa,b is called the transvectionwith support [a, b].
Fix o ∈M and let x : I → Mbe a geodesic through o. Letτo,x(t) be the transvection
with support x(s), 0 ≤ s ≤ t. Then, by the above,
τo,x(t) ◦ τo,x(s) = τo,x(s+t).
Hence t 7→ τo,x(t) defines a mapping I → Aff(Uo), the pseudogroup of affine diffeo-
morphisms of Uo.
Definition 1. Let τ(t) = τo,x(t). Then
dτ
dt
∣∣∣
t=0
= X ∈ T 10 Uo is called the infinitesimal
transvection with support o.
Let mo = {infinitesimal tranvections with o in the support} ⊂ go. Evaluation at
o defines a homomorphism evo : go → TMo, evo(X) = Xo. When restricting this
homomorphism to mo, we have
Proposition 4. Let (M,∇) be an affine manifold with ∇ invariant under parallelism.
Then evo : mo → TMo is a linear isomorphism.
Proof. Each element Xo ∈ TMo generates a unique geodesic for sufficiently
small time. This geodesic then generates a transvection τ such that dτdt
∣∣∣
t=0
= X
which, when evaluated at o is evo(X) = Xo. 
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Let ker evo = ko ⊂ go. The inclusion mo splits the exact sequence
0→ ko ⊂−→ go evo−−→ TMo  mo → 0.
Hence,
Theorem 3. Let (M,∇) be an affine manifold with ∇ invariant under parallelism.
Then go = ko ⊕mo. Furthermore, [ko, ko] ⊂ ko and [ko,mo] ⊂ mo.
Proof. Only the statements about the Lie bracket remain to be proven. Firstly,
since the bracket of two vector fields that vanish at o also vanishes at o, ko ⊂ go is a
Lie subalgebra: [ko, ko].
To prove that [ko,mo] ⊂ mo, let X ∈ ko and Y ∈ mo. Then exp(sX) is a local
affine diffeomorphism and exp(sX)o = o. Hence exp(sX)∗,oY is an infinitesimal
transvection with support o. So exp(sX)∗,oY ∈ mo. The derivative at s = 0 is
LXY ∈ mo. Thus [X,Y] ∈ mo, as required. 
Proposition 5. Let (M,∇) be an afine manifold with base point o ∈ M and with ∇
invariant under parallelism. For X ∈ go, write X = Xk + Xm be the splitting of X into ko
and mo parts. Then for X,Y,Z ∈ mo,
T(Xo,Yo) = [X,Y]o
R(Xo,Yo)Zo = (L[Y,X]kZ)o
Proof. The proof relies on the following fact: if X is an infinitesimal transvec-
tion at o and T is a tensor, then parallel transport along X agrees with the pushfor-
ward along the vector flow of X, ad so
(∇XT)o = lim
t→0
1
t
(
exp(−tX)∗,exp(tX)oTexp(tX)o − To
)
= (LXT)o.
Hence,
T(Xo,Yo) = (∇XY − ∇YX − [X,Y])o = ([X,Y] − [Y,X] − [X,Y])o = [X,Y]o.
Also
R(Xo,Yo)Zo = (∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z)o
= (LX∇YZ −LY∇XZ − ∇[X,Y]Z)o.
Now recall that for an infinitesimal affine diffeomorphism X, ∇[X,W] = [LX,∇W] for
all vector fieldsW. So continuing the above calculation of the curvature:
R(Xo,Yo)Zo = (∇[X,Y]Z + ∇YLXZ − ∇[Y,X]Z − ∇XLYZ − ∇[X,Y]Z)o.
= (−∇[Y,X]Z − ∇XLYZ + ∇YLXZ)o
= (L[Y,X]Z − ∇[Y,X]Z)o
= (L[Y,X]kZ − ∇[Y,X]kZ)o since LW = ∇W forW ∈ m0
= (L[Y,X]kZ)o since ([X,Y]k)o = 0
as required. 
We have the following important corollary: the structure of these Lie algebras
is invariant under affine diffeomorphism. More precisely,
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Corollary 2. Let (M,∇) and (M,∇) be affine manifolds containing respective base
points o, o. Suppose that ∇ and ∇ are invariant under their parallelism. Let Φ : Uo → Uo
be a local affine diffeomorphism. Then Φ induces a Lie algebra isomorphism between go
and go such that the decompositions go = ko ⊕mo and go = ko ⊕mo are preserved.
Proof. Follows from the previous proposition and Theorem 2. 

CHAPTER 2
Symmetric spaces
1. Locally symmetric spaces
Let (M,∇) be an affine manifold, and let σx = − idTMx ∈ End(TMx). Let sx =
Expx σx Exp
−1
x : Ux → Ux for some normal neighborhoodUx that is symmetric with
respect to sx (so that sxUx = Ux). We will sat that (M,∇) is locally symmetric at x if sx
is a local affine diffeomorphism for someUx. We say that (M,∇) is locally symmetric
if it is locally symmetric at all x. The manifold is globally symmetric if is locally
symmetric, and each sx extends to a global affine diffeomorphism at every x.
The local symmetry at x fixes x and reverses the direction of every geodesic
through x. Note that x is the only fixed point of sx in Ux. Indeed, if f is an affine
diffeomorphism such that f (x) = x and f (y) = y for some y ∈ Ux, y , x, then f
must preserve the geodesic γ : I → M connecting x and y: f (γ(t)) = γ(t) for all
t ∈ I. In particular, f∗,x(γ˙(0)) = γ˙(0). Thus x is an isolated fixed point of a local
affine diffeomorphism f if and only if 1 is not an eigenvalue of f∗,x. As a result, sx
is the only potential local affine diffeomorphism of order 2 with x an isolated fixed
point.
Proposition 6. Let (M,∇) be an affine manifold. The following are equivalent:
(1) M is locally symmetric.
(2) T = 0 and ∇R = 0.
(3) For all x ∈ M and all symmetric normal neighborhoods Ux, sx is a local affine
diffeomorphism.
Proof. (3) =⇒ (1) is the definition of locally symmetric space.
(1) =⇒ (2): Tx = σxTx = −Tx, so Tx = 0 for all x. Similarly, ∇R = σx∇R = −∇R,
so ∇R = 0 as well.
(2) =⇒ (3): SinceT = 0 and∇R = 0, the hypotheses of Corollary 1 are satisfied,
and since σxTx = Tx = 0 and σxRx = Rx, sx is a local affine diffeomorphism. This
holds for all symmetric normal neighborhoods because Cartan’s equations in the
proof of Theorem 2 have constant coefficients, and therefore the solution is defined
on the largest possible domain of Exp−1x . 
If (M,∇) is a locally symmetric space, then since T = 0 and ∇R = 0, the
connection is invariant under parallelism. In fact, it is possible to describe the
transvections explicitly. Suppose that x, y ∈ M are each in a normal symmetric
neighborhood of each other. Let [x, y] be the geodesic connecting x and y. Let m
be the midpoint of this geodesic (defined so that [x,m] : [m, y] = 1). Then
τ[x,y] = (sy ◦ sm)∗ = (sm ◦ sx)∗.
Indeed, note first that sm the geodesic [x, y] is stable under each of sm, sx, sy. In
particular, if T is a tangent vector to [a, b], then sm∗T is also a tangent vector. Thus if
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X is anyparallel vector along [a, b], so is sm,∗X because sm is an affinediffeomorphism
and so ∇Tsm,∗X = sm,∗(∇sm,∗TX) = 0. Now, sm,∗X is a parallel vector field along [a, b]
such that sm,∗Xm = −Xm. As a result, sm,∗X = −X. In particular sm,∗Xx = −Xy. Thus
(sy ◦ sm)∗Xx = −sy,∗Xy = Xy.
So (sy ◦ sm)∗,x = π[x,y], as required.
Now, since the connection on a locally symmetric space is invariant under
parallelism, the local Lie algebra go ⊂ T 10 Mo of infinitesimal affinediffeomorphisms
splits go = ko ⊕mo as in the previous section. The involution so : Uo → Uo induces
a map on vector fields so,∗ : T 10 Mo → T 10 Mo that preserves the subspace go as well
as the splitting of go. In fact, since so,∗ ◦ so,∗ = id, so,∗ is a semisimple operator with
eigenvalues ±1. We have the following:
Proposition 7.
(1) ko is the +1 eigenspace and mo is the −1 eigenspace of so,∗.
(2) The following hold:
[ko, ko] ⊂ ko
[ko,mo] ⊂ mo
[mo,mo] ⊂ ko
Proof. Let X ∈ ko generate the flow φt = exp(tX). Then φt is a local affine
diffeomorphism such that φt(o) = o. Now φt is determined by its differential at o:
φt,∗,o ∈ End(TMo). On the other hand, (sOφtso)∗,o = (− idTMo)φt,∗,o(− idTMo ) = φt,∗,o,
and so soφtso = φt. Taking the derivative at t = 0 gives so,∗X = X.
To prove that mo is the −1 eigenspace, let X ∈ mo generate the group of
transvections τ[0,xt] = exp(tX). Then τ[0,xt] = smt ◦ so and soτ[0,xt]so = sosmts2o = sosmt =
τ−1
[0,xt]
. Differentiating at t = 0 gives so,∗X = −X.
Finally, it remains only to show that [mo,mo] ⊂ ko. Let X,Y ∈ mo. Then
so,∗[X,Y] = [so,∗X, so,∗Y] = [−X,−Y] = [X,Y].
So [X,Y] is in the +1 eigenspace of so,∗, which is ko. 
2. Riemannian locally symmetric spaces
Let (M, g) be a Riemannian manifold with Levi–Civita connection ∇. We say
that (M, g) is a Riemannian locally symmetric space if (M,∇) is locally symmetric.
Theorem 4. Let (M, g) be a Riemannian manifold. The following are equivalent:
(1) M is locally symmetric.
(2) ∇R = 0.
(3) For all x and all normal symmetric neighborhoods Ux, sx is a local affine diffeo-
morphism.
(4) ∇ is invariant under parallelism: for every geodesic [x, y], there exists a local
affine diffeomorphism φ : Ux → Uy such that π[x,y] = φ∗,x.
(5) π[x,y] = (so ◦ sx)∗,x for all x ∈ Uo and y = so(x) ∈ Uo.
(6) For all o ∈M, so is a local isometry.
Proof. The only new item is that (5) =⇒ (6). This follows since so,∗,x =
−(so ◦ sx)∗,x = −π[x,so(x)] which is an isometry. 
We shall not prove the following theorem, due to Kobayashi (1955):
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Theorem 5. Let (M,∇) be a complete affine manifold that is connected and simply
connected, and such that∇ is invariant under parallelism. Then any local affine diffeomor-
phism can be extended (uniquely) to a global affine diffeomorphism. In particular, if M is
locally symmetric, then M is globally symmetric.
Isometries of Riemannian locally symmetric spaces are determined at a point:
Proposition 8. Let M,M be Riemannian locally symmetric spaces and f : TMo →
TMo a linear isomorphism. Then there exists a local isometry φ : Uo → Uo such that
φ∗,o = f if and only if f is an isometry and f∗Ro = Ro.
Proof. =⇒ : Local isometries preserve the curvature.
⇐=: If f∗Ro = Ro, then Corollary 1 implies that there exists a local affine
diffeomorphism φ : Uo → Uo. Let Xi be a frame on Uo that is orthonormal at o and
parallel along geodesics through o. Then Xi is orthonormal throughout Uo. Since
φmaps this orthonormal frame to another such frame, φ is an isometry. 
Conventions:
• Henceforth, “symmetric space” will mean “Riemannian globally sym-
metric space”. “Locally symmetric space” will mean “Riemannian locally
symmetric space”.
• We will change notation. Henceforth go and ko refer to the Lie algebras
of infinitesimal isometries and infinitesimal isometries vanishing at o,
and gaffo and k
aff
o will refer to infinitesimal affine diffeomorphisms and
infinitesimal affine diffeomorphisms vanishing at o. Then go = ko ⊕ mo
where
ko = k
aff
o ∩ go, mo = maffo .
Remark. Infinitesimal isometries are typically known as Killing fields in the
literature.
Theorem 6. Let M,M be (Riemannian) locally symmetric spaces. A local isometry
induces a Lie algebra isomorphism go  go preserving the decomposition and such that its
restriction tomo (=TMo) is an isometry tomo (=TMo). Conversely, a local diffeomorphism
of M to M with these properties is a local isometry.
Proof. =⇒ : If φ : M → M is a local isometry, then φ∗go = φ∗go since the
composition of two isometries is an isometry. Since φ∗ : T 10 M → T 10 M is a Lie
algebra homomorphism, it follows that φ∗go = φ∗go is an isomorphism of Lie
algebras. Likewise, φ∗ko = φ∗ko.
⇐=: If X,Y,Z ∈ mo, then Ro(X,Y)Z = [[X,Y],Z]. If φ : M → M is a local
diffeomorphism such that φ∗ : mo
−→ mo is an isometry, then φ∗Ro = Ro. So from
Theorem 8, φ is a local isometry. 
3. Completeness
Let (M, g) be a Riemannian manifold. Then (M, g) is naturally a metric space.
Indeed, the length of a piecewise C1 continuous curve γ : I →M is defined by
L[γ] =
∫
I
g(γ˙, γ˙)1/2dt.
24 2. SYMMETRIC SPACES
The metric can be defined by
d(p, q) = inf{L[γ] | γ piecewise C1 continuous curve from p to q}.
To show that this does indeed define a metric, the only slightly tricky thing is
to prove that d(p, q) = 0 implies that p = q. For this, suppose p , q and take a
relatively compact coordinate neighborhood φ : U → Rn of p that excludes q. Let
r = dist(φ(p), ∂φ(U)), and let λ = infφ(U)minσ(φ∗g) > 0 be the smallest eigenvalue
of φ∗g on φ(U). Then, for any curve γ from p to q, L[γ] ≥ rλ > 0.
There are several potential characterizations of completeness of Riemannian
manifolds. The following standard theorem of Hopf–Rinow guarantees that the
most common such notions are in fact equivalent:
Theorem 7. Let M be a connected Riemannian manifold. Then the following are
equivalent:
(1) The Levi–Civita connection is complete, meaning that Expp is defined on all of
TMp for every p ∈M.
(2) (M, d) is a complete metric space.
(3) M satisfies the Heine–Borel property: a subset of M is compact if and only if it is
closed and bounded.
Furthermore, any of these equivalent statements implies that any two points p, q ∈M can
be joined by a geodesic of length d(p, q).
So far, most of the results concern local isometries and local affine diffeomor-
phisms. Under suitable topological conditions, local isometries can be extended to
global isometries.
Theorem 8. Let (M, g), (M, g) be connected and complete Riemannian symmetric
spaces with M simply connected. Then any local isometry from M to M can be extended
to a global isometry.
The proof requires the use of the injectivity radius:
Definition 2. For each x ∈M, define the injectivity radius injM(x) ∈ (0,∞] by
injM(x) = sup{r | Exp−1x : B(x, r)→ TMx is well-defined}.
We note without proof that injM : M→ (0,∞] is a continuous function.
Proof of Theorem. Let φ be a local isometry with φ(x) = x. Let y ∈ M be
another point, and let γ be a curve of length ℓ in M connecting x and y. We claim
that φ can be extended to a local isometry in a neighborhood of γ.
To prove this, let Γ ⊂ γ be the set of points in γ that are contained in a connected
openneighborhood extendingφ. This is clearly an open set in the relative topology.
We claim it is also closed. LetUΓ be a bounded open neighborhood of γ onwhich φ
extends. Since φ : UΓ →M is a uniformly continuous function from a metric space
to a complete metric space, it extends to a continuous function on the completion
(=closure) of UΓ. Let
r = min
u∈clUΓ
min{injM(u), injM(φ(u))}.
Then r > 0 because it is the minimum of a continuous function on a compact set.
If u is a limit point of Γ, then B(u, r/2) ∩ Γ is nonempty; say it contains a point z.
Then B(z, r) is a normal neighborhood of z and B(φ(z), r) is a normal neighborhood
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of φ(z) ∈ M. By Corollary 1, since φ∗Rz = Rφ(z), φ can be extended to an affine
diffeomorphism φ : B(z, r) → B(φ(z), r) which, by virtue of Theorem 6, is also an
isometry. Since u ∈ B(z, r), it follows that Γ is closed. Thus Γ ⊂ γ is both open and
closed, and so Γ = γ.
Now the extension of φ depends only on the homotopy class of γ. Indeed,
if γ1, γ2 are homotopic curves from x to y, then let F : [0, 1] × [0, 1] → M be a
homotopy for these curves. The image F([0, 1] × [0, 1]) of the unit square under
the homotopy is a connected set, and we can consider the largest connected open
subset A ⊂ F([0, 1] × [0, 1]) that contains γ1 such that φ can be extended in an
open neighborhood of A. Then we show by the same argument as the previous
paragraph that Amust be closed as well, and therefore that A = F([0, 1]× [0, 1]).
SinceM is simply connected by assumption, the result follows. 
Corollary 3. If (M, g) is a connected, complete, simply connectedRiemannian locally
symmetric space, then M is globally symmetric.
Indeed, the involutions sx are local isometries, which therefore extend to global
isometries. As a result of the theorem and its corollary, connected, complete,
simply connected Riemannian locally symmetric spaces are globally symmetric as
well, and these are completely determined by the local structure. Moreover, the
restriction of simple connectedness is not really essential:
Corollary 4. Let M be a complete connected Riemanian locally symmetric space.
The universal covering space M˜ is globally symmetric.
Proof. Let π : M˜ → M be the covering map. Then M˜ is Riemannian with the
pullbackmetric g˜ = π∗g. This is a simply connected Riemannian locally symmetric
space since it is locally isometric to M. It is therefore enough to show that M˜ is
complete.
Let {xn} be a Cauchy sequence in M˜. Then {πxn} is Cauchy in M, since
d(πx, πy) ≤ d(x, y) for all x, y ∈ M˜. Letπxn → X ∈M. Let ǫ > 0 be small enough that
the ball B(X, ǫ) is an evenly-covered neighbordhood. So π−1B(X, ǫ) =
⋃
α B(Xα, ǫ)
is a disjoint union of balls in M˜, each of which is isometric to B(X, ǫ) under the
projection π. Now, since {xn} is Cauchy, there exists N > 0 such that for all
n,m > N, d(xn, xm) < ǫ/2. So {xn}n>N lies entirely within some B(Xα, ǫ/2), since
dist(B(Xα, ǫ/2),B(Xβ, ǫ/2)) ≥ ǫ for α , β. Now because π : B(Xα, ǫ/2)→ B(X, ǫ/2) is
an isometry and πxn → X, it follows that xn → Xα. So (M˜, d) is a complete metric
space. 
4. Isometry groups
Let (M, g) be a Riemannian manifold and I(M) denote the group of isometries
of M to itself. The group I(M) is a topological group relative to the compact-open
topology.1 If p ∈ M, denote by StabI(M)(p) the stabilizer of p in I(M). By a theorem
of Myers–Steenrod (1936), I(M) carries a unique differentiable structure making it
a Lie group and StabI(M)(p) is a compact subgroup of I(M).
Let M be a Riemannian globally symmetric space with a given base point
o ∈ M, and involution so ∈ StabI(M)(o). Then Lie(I(M)), the Lie algebra of I(M), is
1This is the topology whose basis sets are of the form BK,U = { f ∈ I(M) | f (K) ⊂ U}where K,U ⊂M
with K compact and U.
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go, the Lie algebra of infinitesimal isometries. On the one hand, Lie(I(M)) ⊂ go. On
the other hand, since M is complete, every infinitesimal isometry integrates to a
local isometry, and any local isometry generates a global isometry (by Theorem 8);
so go ⊂ Lie(I(M)).
Note that if φ ∈ StabI(M)(o), then φ commutes with so. Indeed, the differentials
of φ and so commute at o:
(φ ◦ so)∗,o = −φ∗,o = (so ◦ φ)∗,o
and so φ and so must also commute globally, since affine diffeomorphisms (in
particular isometries) are determined by their differentials at a point.
Now, the Lie algebra of the centralizer CI(M)(so) is the set of fixed points of the
differential so,∗ : go → go, which is just
Lie(CI(M)(so)) = ko.
Exercise. If G is a topological group, denote by Ge the identity component
of G. Show that (CI(M)(so))e, (CI(M)e (so))e, StabI(M)e (o),CI(M)e(so) all have the same Lie
algebra ko and that (CI(M)(so))e = (CI(M)e (so))e ⊂ StabI(M)e (o) ⊂ CI(M)e (so).
CHAPTER 3
Orthogonal symmetric Lie algebras
Definition 3.
(1) A pair (go, s) consisting of a Lie algebra go and order 2 Lie algebra automorphism
s : go → go is called a symmetric Lie algebra.
(2) A symmetric Lie algebra is called effective if ko = Cgo (s), the set of fixed points of
s, contains no nonzero ideal of go.
(3) An orthogonal symmetric Lie algebra is a symmetric Lie algebra (go, s) such that
ko is a compactly embedded subalgebra of go, meaning that the Lie subgroup of
Int(go) generated by adgo ko is compact.
If (go, s) is a symmetric Lie algebra, then we can decompose go = ko ⊕ po into
the +1 and −1 eigenspaces for the automorphism s. The eigenspaces satisfy the
familiar properties:
(2) [ko, ko] ⊂ ko, [ko, po] ⊂ po, [po, po] ⊂ ko.
The following criterion explains the use of the term effective:
Lemma 1. A symmetric Lie algebra (go, s) is effective if and only if ad : ko → gl(po) is
injective.
Proof. If ad : ko → gl(po) were not injective, then its kernel iwould be an ideal
of ko. But then iwould also be an ideal of go, since ifX = Xk+Xp ∈ go and Y ∈ i, then
[X,Y] = [Xk +Xp,Y] ∈ i because [Xp,Y] = 0 since i commutes with po and [Xk,Y] ∈ i
since i is an ideal of ko.
Conversely, if there were an ideal i of go, i ⊂ ko, then [i, po] ⊂ i (being an ideal)
and [i, po] ⊂ po (by (2)). Hence [i, po] ⊂ i ∩ po = 0. Thus i ⊂ ker[ad : ko → gl(po)]. 
Remark. Helgason defines an effective symmetric Lie algebra as a Lie algebra
such that ko ∩ Z(go) = 0. This is a weaker condition equivalent to the adjoint
representation of ko on all of go being effective. Our definition is from Kobayashi
and Nomizu.
The following criterion explains the use of the term orthogonal:
Lemma 2. A symmetric Lie algebra is orthogonal if and only if there exists a positive
definite bilinear form on go that is invariant under ad(ko).
Proof. For one direction, take any positive definite bilinear form on go and
average it over the (compact) Lie subgroup of Int(go) generated by adgo (ko). Con-
versely, if Q is a ko-invariant positive-definite form on go, then ko
ad−→ so(go,Q) ⊂
int(go) is a compact embedding. 
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Remark. A symmetric Lie algebra is orthogonal if and only if k is a compact Lie
algebra that leaves invariant a positive definite form on po.
1. Structure of orthogonal symmetric Lie algebras
Henceforth, all orthogonal symmetric Lie algebras are assumed to be effective.
Lemma 3. Let (go, s) be an orthogonal symmetric Lie algebra. Then go is semisimple
if and only if Cgo (po) = 0.
Proof. If (go, s) is semisimple, then Cgo (po) is invariant under s, and therefore
splits as the direct sum
Cgo(po) = (Cgo(po) ∩ ko) ⊕ (Cgo(po) ∩ po).
However, Cgo (po) ∩ po is an abelian ideal of go, and must therefore be zero by
semisimplicity. On the other hand, Cgo (po) ∩ ko = ker ad(ko)|po = 0 by effectiveness.
Conversely, assume that Cgo(po) = 0. Let r = kerBgo be the radical of go. Then
since Bgo is s-invariant, r = (r ∩ ko) ⊕ (r ∩ po). Note that Bgo |ko×ko is the Killing form
of the adjoint representation ad(ko) ⊂ so(go,Q), which is negative definite.1 Thus
r ∩ ko = 0 which implies that r ⊂ po. But then [r, po] ⊂ r ∩ ko = 0, so r ⊂ Cgo (po) = 0,
and it follows that go is semisimple. 
Definition 4. Let (go, s) be an orthogonal symmetric Lie algebra. An extension of
(go, s) is an orthogonal symmetric Lie algebra (go, s) such that
(1) go ⊂ go is a subalgebra.
(2) s|go = s
(3) po = po
An orthogonal symmetric Lie algebra ismaximal if it has no proper extensions.
Lemma 4. Let (go, s) be orthogonal symmetric. If go is semisimple, then it is maximal.
Furthermore, in that case ko = [po, po].
Proof. Let (go, s) be an extension of (go, s). Note that the Killing criterion
implies that go is semisimple as well. Let ℓ = [po, po] ⊕ po. This is an ideal in go, go
which is semisimple and s-invariant. Hence, since ℓ is semisimple,
go = ℓ ⊕ Cgo (ℓ), go = ℓ ⊕ Cgo (ℓ).
Now, Cgo (ℓ) ⊂ Cgo (po) = 0. Also, by effectiveness, Cgo (po)∩ ko = ker ad(ko)|po = 0.
Hence, Cgo (ℓ) ⊂ Cgo (po) ⊂ po ⊂ ℓ. So Cgo(ℓ) = 0 as well. 
Theorem 9. Let (g0, s) be an orthogonal symmetric Lie algebra. Then there is a direct
sum decomposition
(go, s) = (h f , s f ) ⊕ (h1, s1) ⊕ · · · ⊕ (ht, st)
such that (h f , s f ) is flat and (hi, si) is irreducible. The decomposition is unique up to
ordering.
Proof. The forms Q,Bgo |po×po are both ad(ko)-invariant, so there exists A : po →
po, symmetric with respect to Q, such that B(x, y) = Q(Ax, y). So A is orthogonally
diagonalizable over R. Let 0, λ1, . . . , λn be the eigenvalues and V0,V1, . . . ,Vn be
the corresponding eigenspaces, which are orthogonal with respect to Q (as well as
B), and are ad(ko)-invariant.
1A Lie algebra is compact if and only if its Killing form is negative definite.
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We claim that [Vi,V j] = 0 for all i , j, and [V0,V0]. Indeed, if x ∈ Vi and
y ∈ V j, then B([x, y], [x, y]) = B(x, [y, [x, y]]) = 0 since x ∈ Vi and [y, [x, y]] ∈ V j.
Thus [x, y] ∈ V0 ∩ ko = 0.
Now A commutes with ad(ko), and so each Vi (i , 0) decomposes into a sum of
simple ko-modules, so that
V1 ⊕ · · · ⊕ Vn = p1 ⊕ · · · ⊕ pt.
Now po = V0 ⊕ p1 ⊕ · · · ⊕ pt and [pi, p j] = 0 for i , j. Let hi = [pi, pi] ⊕ pi. This is an
ideal in go, since it is a ko-module that stable under brackets with each of the the p j.
Because Bhi = Bgo |hi×hi is non-degenerate, hi is a semisimple ideal. Hence there is a
complete reduction
go = Cgo (h) ⊕ (h1 ⊕ · · · ⊕ ht)
where we have denoted h = h1 ⊕ · · · ⊕ ht. Each factor (hi, s|hi) is a symmetric
orthogonal Lie algebra. Let h f = Cgo (h). This is an s-invariant ideal and so
h f = Cgo (h) = (Cgo(h) ∩ ko) ⊕ (Cgo (h) ∩ po) = (Cgo (h) ∩ ko) ⊕ Vo.
Hence
ko = (Cgo(h) ∩ ko) ⊕ [p1, p1] ⊕ · · · ⊕ [pt, pt].
Moreover, the action of ko on pi factors through ad([pi, pi]):
ko
ad //
""❉
❉❉
❉❉
❉❉
❉❉
gl(pi)
[pi, pi]
ad
;;✈✈✈✈✈✈✈✈✈
So if pi were reducible as a [pi, pi]-module, then it would also be reducible as a
ko-module. However it is simple by construction, and therefore each (hi, si) is an
irreducible symmetric orthogonal Lie algebra. 
Theorem 10. Let (go, s) be an irreducible orthogonal symmetric Lie algebra. Then
B = cQ with
• c = 0: flat
• c > 0: go is noncompact and semisimple. In this case ko is a maximal compact
subalgebra.
• c < 0: go is compact and s is an order 2 automorphism.
Remark. In the c < 0 case, if go is not simple, go =
⊕t
i=1 gi where gi E go are
simple ideals. The involution smust interchange them, say s(g1) = g2. In particular
g1  g2. So (g1 ⊕ g2, s) is an orthogonal symmetric Lie algebra, and therefore by
irreducibility, go = g1 ⊕ g2. Thus, up to isomorphism,
go = ro ⊕ ro
where ro is a compact simple Lie lagebra and s is the flip map s(x ⊕ y) = y ⊕ x.
Notation. Henceforth we fix the following notation. go will denote a real Lie
algebra. g = (go)C is the complexification of go. Finally, g
R is g regarded as a real
Lie algebra.
30 3. ORTHOGONAL SYMMETRIC LIE ALGEBRAS
1.1. Real forms. The real Lie algebra go is called a real form of the complex Lie
algebra g. Associated to any complex semisimple Lie algebra g there are precisely
two real forms up to isomorphism. To describe these, let t ⊂ g be a maximal toral
subalgebra. Let to be the real abelian Lie algebra such that to ⊗ C = t. Let Φ ⊂ t∗ be
a set of roots for g, so that each α ∈ Φ is an eigenvalue for the action of t on g and
there is an eigenspace decomposition
g = t ⊕
⊕
α∈Φ
gα.
Then each gα is one-dimensional, each spanned by a single element xα. Let hα,
α ∈ Φ, be elements that are dual to α under the Killing form of g. The xα can be
chosen so that [xα, x−α] = hα and [xα, xβ] = Nα,βxα+β whenever α + β ∈ Φ where
Nα,β ∈ R satisfy Nα,beta = N−α,−β.
Divide the roots into positive and negative rootsΦ = Φ+∪Φ− (relative to some
generic hyperplane in t∗). Let ko =
⊕
α∈Φ+ R(xα+x−α) and po = to⊕
⊕
α∈Φ+ R(xα−x−α).
The Lie algebra
go = ko ⊕ ipo
is a compact real form of g. Indeed, its Killing form is the restriction to go of the
Killing form on g. But, since [xα, x−α] = hα, B(xα, x−α) = 1, so
B(xα − x−α, xα − x−α) < 0
B(i(xα + x−α), i(xα + x−α)) < 0
B(xα − x−α, i(xα + x−α)) = 0
B(ihα, ihα) < 0.
Hence B|go×go is negative-definite.
The Lie algebra
g˜o = ko ⊕ po
is the noncompact real form of go. Note that ko is the maximal compact subalgebra
of g˜o since the restriction of the Killing form to ko is negative semidefinite and the
restriction to po is positive definite.
The functor go 7→ g˜o interchanges the compact and non-compact forms of a
given real orthogonal symmetric Lie algebra go. The Lie algebrs go and g˜o are said
to be dual to each other.
2. Rough classification of orthogonal symmetric Lie algebras
The initial classification of orthogonal symmetric Lie algebras is as follows:
Type I go is compact and simple
Type II (go, go, s) where s is the flip and go is compact and simple.
Type III go is simple, non-compact, and ko is a maximal compact subalgebra.
Type IV go = g
R is the underlying real Lie algebra of a complex simple Lie algebra.
s : gR → gR is complex conjugation.
Of these, types I and II are compact and types III and IV are noncompact. The
duality functor go 7→ g˜o interchanges types I and III and types II and IV. For types
I and II, Q = −Bgo |po×po ; for types III and IV, Q = Bgo |po×po .
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3. Cartan involutions
Definition 5. Let go be a real Lie algebra. An order 2 automorphism θ : go → go is
said to be a Cartan involution if Bθ(X,Y) = −Bgo(X, θT) is positive definite.
Remark.
(1) Let θ be a Cartan involution. Then Bgo is θ-invariant:
Bgo(θX, θY) = tr(adθX adθY) = Bgo(X,Y)
since θ is an automorphism of go.
(2) Let g be complex semisimple and uo a compact real form. Then the
complex conjugattion map
g = uo ⊕ iuo τ−→ uo ⊕ iuo
is a Cartan involution. Indeed, if X,Y ∈ uo, then
Bτ(X + iY,X + iY) = −2BgR(X + iY,X − iY) = −2ReBg(X + iY,X − iY)
= −2Re (Bg(X,X) + Bg(Y,Y)) > 0.
Lemma 5. Let go be a real semisimple Lie algebra, θ a Cartan involution and τ an
involution. Then there exists an interior automorphism φ ∈ Int(go) such that φθφ−1 and
τ commute.
Proof. The group Int(go) is generated by the exponential of the adjoint repre-
sentation:
Int(go) =
〈
eadX | X ∈ go
〉
= Aut(go)e
since go is semisimple. Let ω = τθ so that ω−1 = thetaτ. Since this is a Lie algebra
automorphism, Bgo is ω-invariant. As a result, ω is symmetric with respect to Bθ:
indeed,
Bθ(ωX,Y) = −B(ωX, θY) = −B(X, ω−1θY) = −B(X, (θτ)θY)
= −B(X, θωY) = Bθ(X, ωY).
Since Bθ is positive definite, ω is diagonalizable over R. Let ρ = ω2. This is
diagonalizable over R with positive eigenvalues λ. Hence ρr are diagonalizable
with positive eigenvalues λr. Moreover, by the spectral mapping theorem,
ρrω = ωρr
for all r ∈ R. Also, since ρθ = τθτ = θρ−1, the action of θ sends the eigenspace Vλ
to V1/λ for each eigenvalue λ of ρ. Hence we have for all r that
ρrθ = θρ−r.
Set φ = ρ1/4. Then
φθφ−1τ = ρ1/4θρ−1/4τ = ρ1/2θτ = ρ1/2ω−1
= ρ−1/2ρω = ρ−1/2ω = ωρ−1/2
= τθρ−1/2 = τρ1/4θρ−1/4 = τφθφ−1.
Soφθφ−1 commuteswith τ. Moreover, r 7→ ρr is a 1-parameter subgroup ofAut(go),
so φ is connected to the identity in Aut(go), and therefore φ ∈ Int(go). 
Proposition 9. Let go be a real semisimple noncompact Lie algebra. Then go has a
Cartan involution.
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Proof. Let go ⊂ gR, and let uo be a compact real form of g. Let τ be conjugation
with respect to go and let θ be conjugation with respect to uo. Then θ is a Cartan
involution. So there exists φ ∈ Int(gR) = Int(g) such that φθφ−1 commutes with τ.
As a result, φθφ−1 preserves the set of fixed points of τ, and so
φθφ−1 : go → go
is a Lie algebra involution. Furthermore, φ(uo) ⊂ g is a compact form and
φθφ−1 : gR → gR
is conjugation with respect to φ(uo). So φθφ−1 is a Cartan involution of gR, and so
Bφθφ−1 is positive definite. 
Any two Cartan involutions are conjugate by an interior automorphism:
Proposition 10. Let go be a real semisimple non-compact Lie algebra and let θ1, θ2
be Cartan involutions. Then there exists φ ∈ Int(go) such that
φθ1φ
−1
= θ2.
Proof. There exists φ ∈ Int(go) such that φθ1φ−1 commutes with θ2. In partic-
ular, φθ1φ−1 and θ2 are simultaneously diagonalizable. We are done if we show
that each eigenvector of one is an eigenvector of the other with respect to the same
eigenvalue. Suppose by contradiction that there is X ∈ go, X , 0, such that
φθ1φ
−1(X) = X, θ2(X) = −X.
Then
0 < Bφθ1φ−1(X,X) = −B(X, φθ1φ−1(X)) = −B(X,X)
0 < Bθ2(X,X) = −B(X, θ2X) = B(X,X),
a contradiction. Hence φθ1φ−1 and θ2 have the same eigenspaces, and therefore
φθ1φ−1 = θ2. 
Corollary 5. Let g be a complex semisimple Lie algebra. Then any two compact real
forms of g are conjugate with respect to Int(g). Any Cartan involution of g is conjugation
with respect to some compact real form.
Let go be a noncompact real semisimple Lie algebra and θ a Cartan involution
on go. Under the adjoint map, go is a subalgebra of gl(n) for some n:
go
−→ ad(go) ⊂ gl(go).
Relative to the form Bθ on go, define the transpose of an endomorphism of go by
Bθ(A
Tx, y) = Bθ(x,Ay), for all x, y ∈ go.
Notice that ad(X)T = ad(−θX): indeed,
Bθ(ad(X)
Tx, y) = Bθ(x, ad(X)y) = −Bgo(x, θ ad(X)y)
= −Bgo(x, ad(θX)θy) = Bgo(ad(θX)x, θy)
= −Bθ(ad(θX)x, y).
Thus ad(go) ⊂ gl(go) is invariant under the transpose. Moreover, the form Bθ is
Bθ(X,Y) = − trgo (adX, ad(θY)) = trgo (adX ad(Y)t).
To summarize:
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Remark: We can confine attention to linear Lie algebras go ⊂ gl(n,R) that are
closed under the transpose. The form (X,Y)→ tr(XYt) is positive-definite on go.
4. Flat subspaces
4.1. Regular elements. Let g be a complex Lie algebra, π : g→ gl(V) a repre-
sentation of g. For x ∈ g, let V0(x) = kerπ(x)∞ be the maximal subspace on which
π(x) is nilpotent (the generalized eigenspace for the eigenvalue 0). The dimension
of V0(x) can be read off the characteristic polynomial of π(x):
det(λ − π(x)) = λ2 −
∑
j
λ ja j(x)
where the a j are some polynomial functions on go depending only on π. Then
dimV0(x) is the minimum j such that a j(x) , 0. Define
ℓG(V) = min
x∈g dimV0(x).
Call an element x ∈ g π-regular if dimV0(x) = ℓG(V). This is the complement of an
algebraic set in g. In particular, it is a dense open set.
Definition 6. An element x ∈ g is called regular if it is ad-regular. The set of regular
elements of g is denoted g′. It is a Zariski open subset of g.
4.2. Cartan subalgebras. Let g be a complex reductive Lie algebra. A subal-
gebra h ⊂ g is a Cartan subalgebra if it satisfies any of the following equivalent
conditions
(1) h is a nilpotent Lie algebra such that Ng(h) = h.
(2) h = Cg(x) where x ∈ g′ is a regular element.
If g is also semisimple, then these are equivalent to
(3) h is a maximal abelian subalgebra, and ad(H) is diagonalizable for all H ∈ h.
The conjugacy theorem,whichwe shall not prove (seeHumphreys, Introduction
to Lie algebras and representation theory) is
Theorem 11. Any two Cartan subalgebras are conjugate with respect to Int(g).
4.3. Flat subspaces. Let (go, s) be an orthogonal symmetric Lie algebra. A
flat subspace is a maximal abelian subalgebra of po. The terminology is justified
by the following situation. Let (G,K, σ) be a Riemannian symmetric space with
Lie(G) = go, Lie(K) = ko, and σ∗,e = so. The exponential map defines a local
diffeomorphism Expe : po → G/K. This local mapping sends every flat subspace
of po to a maximal totally geodesic submanifold on which the curvature tensor
vanishes.
Lemma 6. Let ao be a flat subspace. Then ao acts semisimply on go.
Proof. By the decomposition Theorem 9, it is enough to consider the case
where go = [po, po] ⊕ po. By duality, we can take go to be compact. But then ad x is
semisimple with imaginary eigenvalues for any x ∈ go. 
The following theorem characterizes flat subspaces:
Theorem 12. Let go be a reductive orthogonal symmetric Lie algebra. Then ao ⊂ po
is a flat subspace if and only if ao = Cpo (x) for some regular element x ∈ po ∩ g′o.
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For this reason, flat subspaces are often known in the literature as Cartan
subalgebras of po.
2 They are also known as maximal flat subspaces, but we shall
not be interested in any flat subspaces that are not maximal.
Proof. The proof requires the following additional notation. If h ⊂ go is a
subalgebra, define the nil radical of h by
rgo(h) = {x ∈ g | (ad h)∞x = 0}.
Note that in the special case where ad h acts semisimply, rgo(h) = Cgo (h).
Let ao be a flat subspace. Let ho be a Cartan subalgebra of Cgo (ao). We claim
that ho is a Cartan subalgebra of go as well. Indeed, since adgo ao acts semisimply,
Ngo(ho) ⊂ rgo(ho) ⊂ rgo (ao) = Cgo (ao).
Hence
Ngo(ho) = Ngo(ho) ∩ Cgo (ao) = NCgo (ao)(ho) = ho
by hypothesis. Hence ho is a Cartan subalgebra of go.
Now, since ao acts semisimply on go, there is an adgo ao-regular element x ∈ ao.
So h ⊂ Cgo (ao) = Cgo (x). But the inclusion Cgo (x) ⊂ hmust also hold, and so the two
are equal. Thus x ∈ g′o.
Conversely, if ao = Cpo (x) for x a regular element, then ao is maximal abelian,
for
Cgo (x) = Cko(x) ⊕ Cpo (x) = Cko (x) ⊕ ao
Cgo (ao) = Cko(ao) ⊕ Cpo (ao).
But these are both equal for a Cartan subalgebra, and so ao = Cpo (ao), and ao is
maximal abelian. 
Any two flat subspaces are conjugate via an automorphism from K. More
precisely,
Proposition 11. Let g be orthogonal symmetric and a1, a2 flat subspaces. Let K ⊂
GL(po) be the connected Lie subgroup with Lie algebra ko: K =
〈
eadX | X ∈ ko
〉
. Then there
exists a φ ∈ K such that a2 = φ(a1).
Proof. Write a1 = Cpo (X1) and a2 = Cpo (X2) with X1,X2 ∈ po ∩ g′o. Define a
mapping K→ R by
k 7→ Bgo(X1,Ad(k)X2).
Since K is compact, this has an extremum at some k ∈ K. Fix such a k, and then
consider for a fixed Y ∈ ko,
φ(t) = Bgo (X1, e
t adYAd(k)X2).
Then φ′(0) = 0, so
0 = Bgo (X1, [Y,Ad(k)X2]) = −Bgo(Y, [X1,Ad(k)X2])
by invariance. Since this holds for all Y ∈ ko, non-degeneracy of Bgo |ko×ko implies
that [X1,Ad(k)X1] = 0. So
a1 = Cpo (X1) = Cpo (Ad(k)X2) = Ad(k)a2.

2Cf. Borel, Semisimple groups and Riemannian symmetric spaces, 1998, §II.2.
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Corollary 6. Let ao ⊂ po be a flat subspace. Then
po =
⋃
k∈K
Ad(k)ao.
5. Symmetric spaces from orthogonal symmetric Lie algebras
Let (go, so) be an orthogonal symmetric Lie algebra. Write
go = ko ⊕ po.
Let G be a connected Lie group with Lie(G) = go. Assume for now that
(1) There exists an involution s : G→ G such that s∗,e = so. Let K ≤ G be such
that Lie(K) = ko; i.e., Gs,e ≤ K ≤ Gs = {g | s(g) = g}. Note that because Gs,e
is compact, it is closed in G.
(2) K ≤ G is closed.
(Assumption (1) holds for instance when G is simply connected; assumption (2)
always holds, see below.)
It follows that G/K is a manifold. Let o = eK be the coset of the identity in
G/K. Under the submersion G→ G/K, po −→ T(G/K)o. The formQ on po is an adgo -
invariant bilinear form. This induces corresponding form on T(G/K)o. Extend this
to aG-invariant Riemannian form onG/K. In this wayG/K becomes a Riemannian
manifold.
Since G acts by isometries on G/K, there is a Lie group morphism π : G →
I(G/K), φ(g)(xK) = gxK. Moreover, restricting to K, we have
π : K → I(G/K)o = {φ ∈ I(G/K) | φ(o) = o},
the stabilizer of o. The involution s : G → G is compatible with the quotient in the
sense that we may define s : G/K → G/K by s(gK) = s(g)K: this is well-defined
since K is fixed by s. Thus the diagram
G //
s

G/K
s
✤
✤
✤
G // G/K
commutes: sπ(g) = π(s(g)).
Now let g ∈ G be fixed. Let τ(g) : G/K → G/K be the right translation by G.
We have
TgKG/K
s∗,gK //
τ(g−1)

Ts(g)KG/K
τ(s(g)−1)

ToG/K
s∗,o // ToG/K
Hence s∗,gK is an isometry, and so s ∈ I(G/K)o. The geodesic symmetry at gK is
given by sgK = τ(g) ◦ s ◦ τ(g−1). Hence G/K is a Riemannian globally symmetric
space.
Write Lie(I(G/K)) = g˜o and Lie(I(G/K)o) = k˜o. The involution s on G/K defines
an involution on I(G/K) by conjugation: c(s)φ = sφs−1 for φ ∈ I(G/K). Then
(g˜o, c(s)∗,o) is an orthogonal symmetric Lie algebra. Decompose it as
g˜o = k˜o ⊕ p˜o.
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Then there is a natural isomorphism of Gmodules of p˜o with po, since both of them
are isomorphic to ToG/K. Because of the map G → I(G/K) there is a mapping of
Lie algebras go → g˜o, which may or may not be surjective.3
5.1. Transvections and the exponentialmap. The transvections of G/K are of
the form sgK ◦ s. This is the transvection along the geodesic from o to g2K passing
through gK. Let exp : po → G be the Lie algebra exponential. Since for any g ∈ G,
we have sgK = τ(g)sτ(g−1), the isometry τ(expX)sτ(exp(−X))s is the transvection
sending o to exp(2X). Now, exp : po → G → G/K is a local diffeomorphism onto a
neighborhood of o, so the geodesics through o are all of the form t 7→ exp(tX)K for
some X ∈ po. As a result, the Lie algebra exponential and Riemannian exponential
coincide, modulo the identification of ToG/K with po: exp = Exp. Note that since
G/K is complete, Exp : ToG/K → G/K is surjective onto the connected component
of o, and so exp : po → G→ G/K is as well.
In particular, as a result ee have G = K exp(po) = exp(po)K = K exp(po)K. In
terms of this decomposition, we must have
s(k exp(X)) = k exp(−X).
5.2. K is closed. In these next paragraphs, we dispense with assumptions (1)
and (2) above. First, we dealwith assumption (2), that Kwas assumed to be closed.
Let ao ⊂ po be a flat subspace. Then po =
⋃
k∈KAd(k)ao. This holds in particular
for K = Gs,e. Take Ke ≤ Gs,e ≤ K ≤ Gs. We argue that |K/Ke| < ∞, so that K is
closed (i.e., the assumption (2) above is always satisfied.) Indeed, let x ∈ K ≤
G = exp(po)Ke so that it is possible to write xKe = expZKe for some Z ∈ po. The
involution s is the identity on K and coincides with inversion on exppo, so that
since expZ ∈ K ∩ exppo, it follows that exp(Z)2 = e.
Write Z = Ad(k)W for some k ∈ Ke andW ∈ ao. Then
xKe = exp(Z)Ke = k exp(W)Ke = exp(W) (exp(−W)k exp(W))︸                   ︷︷                   ︸
∈Ke
Ke.
It follows that exp(W)2 = e as well, and so exp(W) ∈ K. Since W ∈ po already,
exp(W) ∈ K ∩ exp po. To summarize then
|K/Ke| ≤ |{g ∈ exp ao | g2 = e}|.
On the other hand, exp ao is a closed subgroup of G, since cl exp ao is a connected
abelian subgroup (a torus) whose Lie algebra must be equal to ao (by maximality).
But the set of elements of order two in a connected abelian Lie group is finite. Thus
|K/Ke| < ∞, proving that K is closed.
5.3. Structure of Riemannian symmetric spaces. Suppose that we have a
Riemannian symmetric pair (G, s). Then Lie(I(G/K)) = g˜o and Lie(I(G/K)o) = k˜o and
there is a map
go → g˜o
such that the restriction to po is an isomorphism with p˜o. If (go, s) is semisimple
and irreducible, then ko is simple and so go ֒→ g˜o. But if go is semisimple, then it is
maximal, and so in that case go = g˜o.
3For example, if G = Rn and K = {e}, then I(G/K) is the Euclidean group, and the mapping is not
surjective.
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Assumption (1) above holds when G is simply-connected. In that case, we
claim that G/Gs,e is simply-connected as well. Indeed, if γ is a loop in G/Gs,e
based at o, then we can lift it to a curve γ˜ in G from e to some point x ∈ Gs,e.
Since Gs,e is connected, there is a path µ˜ lying entirely inside Gs,e connecting x
back to e. The compositum γ˜ ∪ µ˜ is a loop in G. Since G is simply connected,
this loop is contractible, and so its image γ under G → G/Gs,e is also contractible.
Consequently, G/Gs,e is a simply connected Riemannian globally symmetric space.
Theorem 13. Let M be a simply-connected Riemannian globally symmetric space.
Then there is a unique decomposition (up to ordering)
M =M f ×M1 × · · · ×Mt
with M f flat and Mi simply-connected irreducible globally Riemannian symmetric with a
semisimple group of isometries. The sectional curvature4 of Mi is positive if Mi is compact,
negative if Mi is non-compact.
Proof. Let go = Lie(I(M)). Conjugation by σ defines the involution on go in
terms of which it becomes an orthogonal symmetric Lie algebra. There is the
decomposition
(go, so) = (h f , s f ) ⊕ (h1, s1) ⊕ · · · ⊕ (ht, st).
Associate to each (hi, si) its simply connected globally Riemannian symmetric space
Mi. Then M is locally isometric to M f ×M1 × · · · ×Mt, and therefore is globally
isometric, since they are both simply-connected globally Riemannian symmetric
spaces. 
Exercise. If M is a semisimple irreducible Riemannian symmetric space, show
that every affine diffeomorphism is an isometry, I(M) = Aff(M).
Remarks:
(1) Let (go, so) be an orthogonal symmetric Lie algebra and G a connected Lie
group Lie(G) = go. Suppose that there exists an involution s : G → G
lifting so; i.e., such that s∗,e = so. If K is an open subgroup of Gs, then
G˜/K = G˜/K˜→ G/K
is a local isometry of Riemannian globally symmetric spaces, and G/K
decomposes in the same way as G˜/K, except the factors are replaced by
the appropriate non-simply connected quotient factors.
(2) If there is no lift to s : G → G, but there is a closed subgroup K ⊂ G with
Lie(K) = ko, then G/K and G˜/G˜s,e are locally isometric and G/K becomes
a locally isometric space. In that case, it only decomposes locally in a
neighborhood of each point.
(3) Suppose that M is a Riemannian manifold and M˜
π−→ M is the universal
cover. The group of covering transformations Γ is the subgroup of I(M˜)
that cover the identity diffeomorphism ofM. This is a discrete group that
acts freely and properly discontinuously on M˜, so there is a canonical
identificationM = M˜/Γ. Suppose now thatM, M˜ are globally symmetric,
4Given by K(X,Y) = 1c B([X,Y], [X,Y]) where c is the constant of proportionality relating the
invariant form on po to the Killing form on go: B(X,Y) = cQ(X,Y).
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with symmetries s, s˜. (It follows by rigidity that π ◦ s˜ = s ◦ π.) Let γ ∈ Γ
and m˜ ∈ M˜. Then
π(s˜(γ.m˜) = s(π(γ, m˜)) = s(π(m˜))
= π(s˜(m˜))
so s˜(γ.m˜) and s˜(m˜) are in the same fiber. Because covering transformations
act transitively on the fiber, there exists a γm˜ ∈ Γ such that s˜γs˜.m˜ = γm˜.m˜.
This establishes a continuous map m˜ 7→ γm˜:
M˜→ Γ.
But Γ is discrete, so this map is constant: γm˜ does not depend on m˜.
Thus Γ is normalized by the group generated by all local symmetries. If
M˜ is semisimple, then I(M˜)e ≤ {group generated by local symmetries}, so
I(M˜)e normalizes Γ. For each γ ∈ Γ, the conjugation map
φ 7→ φγφ−1
I(M˜)e → Γ
is a continuous map from a connected space to a discrete space, and must
therefore be constant. Hence Γmust be central: Γ ≤ CI(M˜)(I(M˜)e).
Conversely, if Γ ≤ CI(M˜)(I(M˜)e) is discrete, then it acts freely and prop-
erly discontinuously, and M˜/Γ is a Riemannian globally symmetric space.
6. Cartan immersion
Lemma 7. Let (go, so) be an orthogonal symmetric Lie algebra. Let G be a connected
Lie group with Lie(G) = go and let s : G→ G be an involution such that s∗,e = so, and let
K be an open subgroup of Gs. Then exppo is closed in G. If ao is a flat subspace of po, then
exp ao is closed in G as well.
Proof. Let gn be a Cauchy sequence in exppo, say gn = expXn, such that
gn → g in G. Then ‖Xn‖ = d(o, gn · o). Since ‖Xn‖ is bounded, it has a subsequence
that converges in po to an element X. By continuity of the exponential, g = expX.
For the second assertion, exp ao is a connected closed abelian subroup of exp po. So
its Lie algebra a1 is abelian and satisfies ao ⊂ a1 ⊂ po. But by maximality, ao = a1,
and hence exp ao = exp ao, as required. 
Under the same hypotheses as the Lemma, the mapping G × G → G, (x, g) 7→
x · g := xgs(x)−1 is a continuous group action. Let
P = G · e = {xs(x)−1 | x ∈ G}.
Since any x ∈ G can be written x = exp(X)k for some X ∈ po and k ∈ K, relative to
this decomposition we have s(x) = exp(−X)k and in particular xs(x)−1 = exp(2X).
Thus
P = {exp(2X) | X ∈ po} = exp po
But since this is also an image of the map x 7→ xs(x)−1, it is a closed subset of G. Let
Gs be the set of fixed points of s. Then
G/Gs
−→ P = exppo
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is a diffeomorphism. Note that G/Gs is the symmetric space and P is a closed
submanifold of G. The inclusion of the symmetric space into G in this manner is
called the Cartan immersion.
The geodesics are of the form t 7→ exp(2tX) for X ∈ po. If ao is a flat subspace
of po, then exp ao is a closed submanifold of P. It is flat, since the bracket, which
defines the curvature, vanishes on ao. It is totally geodesic since the transvection
from a pointA1 = exp(a1) toA2 = exp(a2) is the one parameter group exp(t(a2− a1))
which remains tangent to exp ao for all t.

CHAPTER 4
Examples
1. Flat examples
1.1. Rn with the standard Euclidean metric
∑
i dx
i ⊗ dxi. The geodesics are
straight lines. The symmetry at the point 0 is s0(x) = −x. The geodesic transvections
are the translations, and since these commute with each other, the symmetric space
is flat.
1.2. R+ × R+ with the metric dx2x2 +
dy2
y2
. The geodesics are t 7→ (eta, etb) and so
the symmetry at the point (1, 1) is s(1,1)(x, y) =
(
1
x ,
1
y
)
. The geodesic transvections
are (x, y) 7→ (eta, yetb). The symmetric space is flat, since the geodesic transvections
commute. Note that this is symmetric space is isometric to R2 via x 7→ log x and
y 7→ log y.
1.3. C∗ with the metric |dz|
2
|z|2 . The geodesics are the logarithmic spirals e
t(a+ib).
The symmetry at the point z = 1 is s1(z) =
1
z . The geodesic transvections are
z 7→ et(a+ib). These commute, and therefore the space is flat. Note that C(= R2) is
the universal cover of this symmetric space via z 7→ ez.
1.4. S1 with the metric dθ2. The isometry group is I(S1) = O(2) with identity
component I(S1)e = SO(2) = U(1) = S
1 (the circle group). The geodesic inversion
at the point z = 1 is z 7→ −z. In terms of the group SO(2), this is σ1 : A 7→ A−1. On
the Lie algbra,
so(2)
s1−→ so(2)
A 7→ −A.
1.5. T2. The flat torus T2 = S1 × S1 is a symmetric space. Regard T2 as the
quotient spaceR2/Z2. The automorphisms ofT2 fixing the point o lift to isometries
of R2 that fix the origin and stabilize the lattice Z2. Thus such automorphisms lie
within SL(2,Z)∩O(2) = {± id}. Hence the symmetry at o is σo(x) = −x, and likewise
the symmetry through any other point is σy(x) = y − x. The connected group of
automorphisms of the torus consists entirely of transvections, so as a symmetric
space we have go = po is the two-dimensional abelian Lie algebra.
2. Spheres
2.1. S2 with the induced metric from R3. Let o ∈ S2 be the north pole (0, 0, 1).
The involution at o is the rotation through an angle of π about the axis through o,
since this reverses the direction of all geodesics through o. This is the reflection in
the o-axis, given in terms of the Euclidean dot product by x 7→ 2(x · o)o − x. The
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isometry group of the sphere is I(S2) = O(3), with identity component SO(3), and
the stabilizer of o is a subgroup isomorphic to SO(2). The Lie algebra of SO(3) is
go = so(3) =
{(
A ξ
−ξt 0
)
| A ∈ so(2), ξ ∈ R2
}
The isotropy algebra of o is
ko =
{(
A 0
0 0
)
| A ∈ so(2), ξ ∈ R2
}
.
Hence, the involution in the Lie algebra is(
A ξ
−ξt 0
)
7→
(
A −ξ
ξt 0
)
.
The −1 eigenspace is therefore
po =
{(
0 ξ
−ξt 0
)
| ξ ∈ R2
}
.
To describe the involution at the group level, it is convenient to work in the
spin group SU(2). This is the group of 2 × 2 complex matrices satisfying A∗A = I;
or equivalently the group of unit quaternions Sp(1) (see below). The Lie algebra g
of SU(2) is the space of trace-free antihermitian matrices. Then SU(2) acts on g by
the adjoint representation
Ad(x) : H 7→ xvx∗, x ∈ SU(2), v ∈ g.
The Killing form on g induces the Euclidean norm ‖v‖ =
√
det v, in terms of
which g is identified with the standard three-dimensional Euclidean space R3.
Since Ad(SU(2)) is a connected 3-dimensional Lie group preserving the Euclidean
metric on g, Ad(SU(2)) = SO(3). Thus Ad : SU(2)→ SO(3) is a cover of SO(3).
The involution of SU(2) is defined by complex conjugation of matrices σo :
x 7→ x¯. The fixed points in SU(2) are the real matrices of SO(2) ⊂ SU(2). However,
Ad(σx)y = Ad(x)y for all y ∈ g if and only if σx = ±x. Thus, either x ∈ SO(2) or x is
of the form
x =
(
iu iv
iv −iu
)
, u, v ∈ R, u2 + v2 = 1.
So the set SO(3)σo of elements of SO(3) fixed by the involution σo has two connected
components.
Note the familiar fact that S2  CP1 carries a complex structure (and is a
Ka¨hler manifold). This can be seen in a variety of ways from the symmetric space
structure:
• It is easy to show that if a manifold of dimension 2n has restricted holo-
nomy in U(n), then it is Ka¨hler, and in particular is a complex manifold
(see Kobayashi & Nomizu, Vol. 2).1 In this case, the holonomy algebra is
[po, po] ⊂ ko and the isotropy group is SO(2)  U(1), so S2 is Ka¨hler.
• Define
Jo =
(
0 1
−1 0
)
∈ SO(2) = K.
1As a result, any orientable surface can be given a complex structure that makes it Ka¨hler.
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This is a complex structure in the tangent space at o, meaning that J2o = − id,
and Jo is metric-preserving (being a member of K). Use transvections to
transport the complex structure J to every other point of S2. Since K is
abelian, Jo commutes with K, and so J is invariant under SU(2). With
this complex structure, the metric on S2 is Ka¨hler, and so S2 becomes a
complex manifold.
• SO(2) ⊂ SU(2) is a maximal torus, and any two maximal tori are conju-
gate. Therefore SU(2)/SO(2)  SU(2)/U(1) by an inner automorphism of
SU(2). But in the latter homogeneous space, SU(2) acts on C2 by unitary
transformations and U(1) is the stabilizer of a complex line. But SU(2) is
transitive on the set of complex lines (one-dimensional subspaces), and
so SU(2)/U(1) is identified with the space of complex lines CP1.
The significant point here in the second itemabove is that the complex structure
lies in the center of K (see Chapter 7). For irreducible symmetric spaces, the
center is one-dimensional, and the complex structure is effectively unique (the
only ambiguity is in replacing J by −J). We note also that the involution on su(2)
can be written instead as conjugation by Jo:
σo(x) = JoxJ
−1
o .
This is also a general feature of theHermitian symmetric spaces, that the symmetry
is conjugation by the complex structure, that is a fortiori an inner automorphism.
2.2. S3 with the induced metric. The unit sphere S3 ⊂ R4 naturally carries a
group structure induced by its realization as the group of unit quaternions Sp(1).
LetH denote the quaternions. This carries a real Euclidean inner product 〈p, q〉 =
re(pq). The set of unit quaternions are the solutions of the equation pp = 1. This is
a group, since (pq)(pq) = pqqp = 1 if p, q ∈ Sp(1). The group Sp(1) × Sp(1) acts onH
via
ρ(p, q)x = pxq.
Observe that ρ : Sp(1) × Sp(1) → SO(4). Both groups are compact connected and
have the same dimension, and ker ρ = {(1, 1), (−1,−1)}. So ρ is a double cover.
The involution on Sp(1) × Sp(1) is σo : (p, q) 7→ (q, p). The group of fixed points
for the involution is Ko = ∆(Sp(1)), the diagonal subgroup. This descends under
the quotient to the involution so(p) = p = p
−1 on S3 itself. There is a natural
section of the quotient map Sp(1) × Sp(1)→ (Sp(1) × Sp(1))/∆(Sp(1)) = S3 given by
τ : p 7→ (p, p−1). Note τ ◦ so = σo ◦ τ.
2.3. S4 with the inducedmetric. The group SO(5) is covered by the symplectic
group
Sp(2) = {A ∈ GL(2,H) | A∗A = I}
where ∗ is the quaternionic conjugate-transpose. This is the compact real form of
the symplectic group Sp(4,C). With respect to the natural action onH2, the orbit of
the vector (1 0)T under the action of Sp(2) is the unit sphere S7, and the stabilizer of
(1 0)T is SU(2)  S3. So topologically, Sp(2) is an S3 bundle over S7, and therefore
is simply connected by the long exact homotopy sequence.
The Lie algebra is
sp(2) =
{(
x z
−z¯ y
)
| x, y ∈ imH, z ∈H
}
.
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The adjoint representation of Sp(2) on sp(2) leaves invariant the positive-definite
quadratic form Q(X) = tr(X∗X). Thus Sp(2) → SO(5). This mapping is a double
cover as well, with kernel ±I ∈ Sp(2).
The involution is conjugation by the matrix S =
(−1 0
0 1
)
. Note that this is not
an inner involution.
Digression: The Grassmannian of Lagrangian 2-planes in C4. Note that one family
of involutions on Sp(2) are given by the quaternionic conjugation maps σo(x) = uxu
where u is a fixed imaginary unit quaternion. Any involution of this form gives a
complex structure on the quotient.
For definiteness, there is no loss of generality in taking u = j. Multiplication
by j induces a complex structure onH2; so we shall identifyH2 with C4 relative to
this complex structure. The isotropy group Sp(2)σo is the subgroup
U(2) =
{(
α β
−β α
)
| α, β ∈ R[ j], |α|2 + |β|2 = 1
}
.
With a choice of complex structure j, sp(2) can be identifiedwith the Lie algebra
of 4 × 4 complex matrices
sp(2) =
{(
U V
−V U
)
| U,V ∈ gl2(C), U antihermitian, V symmetric
}
where the bar denotes ordinary complex conjugation. This is the algebra of anti-
hermitian matrices on C4 that preserve the complex symplectic form
ω = e1 ∧ e3 + e2 ∧ e4.
A 2-plane P in C4 is called Lagrangian if ω|P = 0. The group Sp(2) acts tran-
sitively on the Lagrangian 2-planes in C4, and U(2) is the isotropy group of a
particular 2-plane. Thus the symmetric space Sp(2)/U(2) is identified with the set
of Lagrangian 2-planes through the origin in C4. This is an algebraic subvariety of
the Grassmannian Gr2(C
4), and naturally has a Ka¨hler structure.
2.4. Sn. Exercise: discuss Sn as a symmetric space.
3. Projective spaces
3.1. RPn. Let τ : Sn → Sn be the antipodalmap τ(x) = −x. Note that τ is a fixed
point free isometry, so the quotient RPn := Sn/τ carries (uniquely) the structure of
a Riemannian manifold in such a way that τ becomes a local isometry. This is the
real projective space, and it is identified as a point set with the space of lines inRn+1
passing through the origin, since the line through the origin and a point x ∈ Rn+1
passes through x/‖x‖ ∈ Sn and τ(x/‖x‖) ∈ Sn and conversely the line through the
origin is uniquely determined by the two antipodal points that it passes through
on the sphere.
Since it is the quotient of a symmetric space by a discrete group, RPn is a
locally symmetric space. But in fact, it is easy to see that it is symmetric as well.
Consider the symmetry σo : Sn → Sn on the n-sphere about the north pole. This
was given by
σo(x) = 2(o · x)o − x.
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Since σo ◦ τ = τ ◦ σo, σo descends to an isometry of the quotient space RPn. The
group SO(n + 1) acts transitively on RPn by isometries. The stabilizer of the point
o is O(n). (Note the difference with the sphere.)
Of particular interest with RPn is that it has a nontrivial antipodal set. This is
the set of fixed points of σo. On Sn, the fixed points of σo are o and −o. But the
fixed points of σo of RP
n correspond to points on Sn that are either fixed or sent
to their negatives. But σo(x) = −x if and only if o · x = 0, which is the equation
of the equatorial sphere Sn−1 ⊂ Sn. Thus the antipodal set of σo : RPn → RPn is
RPn−1 = Sn−1/τ ⊂ Sn/τ = RPn.
In any symmetric space of rank one (likeRPn), the antipodal set consists of all
points a maximum distance from o. If the isotropy group acts transitively on the
unit sphere of the tangent space at o, then it acts transitively on the antipodal set.
The antipodal set is the cut locus for the exponential map at o, and its complement
is a geodesic ball. This fact is significant because it gives a cell decomposition ofRPn:
topologically, RPn is the result of attaching an n-cell (the n-ball) to RPn−1.
As a result of the cell decomposition, it is possible to compute the cohomology
of RPn. Let U = Bn (a ball) and let V be a thickening of the antipodal set RP
n−1
so that RPn−1 is a deformation retract of V. Then Sn−1 is a deformation retract of
U ∩ V. The Mayer–Vietoris sequence is2
Hq−1(Sn−1)→ Hq(RPn)→ Hq(RPn−1) ⊕H(Rn)→ Hq(Sn−1).
Now
Hq(Sn−1) =
R q = 0, n − 10 otherwise,
Hq(Rn) =
R q = n0 otherwise.
So we determine inductively that
Hq(RPn,R) =

R q = 0
0 0 < q < n
R q = n odd
0 q = n even
.
3 The homology has more structure over Z2. Here the homology algebra is the
truncated polynomial algebra over Z2 generated by a single characteristic class
b ∈ H1(RPn,Z2) subject to the single relation bn+1 = 0.
2All cohomology groups are real.
3A different way to compute the cohomology is via the de Rham isomorphism. Let (ΩSn)τ be
the ring of τ-invariant differential forms on Sn. The exterior derivative commutes with τ and with the
pullback alongSn → RPn, and so there is an isomorphismof cochain complexes ((ΩSn )τ , d)  (ΩRPn, d).
At the level of cohomology,H∗((ΩSn)τ , d)  H∗(RPn). The inclusion of (ΩSn)τ ⊂ ΩSn induces is a natural
map on cohomology H∗((ΩSn)τ, d) → H∗(Sn, d). This is injective since an invariant form ω ∈ (ΩSn)τ is
exact if and only if ω = dσ for some form σ, but in that case ω = 12 d(σ + τ
∗σ) is the exterior derivative
of an invariant form. Thus the cohomology of RPn must be a subspace of the cohomology of Sn in
each degree. Moreover, τ : Sn → Sn is orientation preserving if and only if n is odd, so the top degree
cohomology class (represented by a volume form) is invariant if and only if n is odd.
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The general feature to observe here is that the antipodal set of a compact
symmetric spaceM of rank one is also a symmetric space, andM arises by attaching
a cell to its antipodal set. (This is the analog of the Schubert decomposition of a
generalized flag manifold.) In principle, this allows the cohomology of M to be
computed combinatorially.
3.2. CPn. Let CPn be the space of complex lines through the origin in Cn+1.
Introduce coordinates (Z0,Z1, . . . ,Zn) on Cn+1. Introduce an equivalence relation
on Cn+1 \ {0} via (Z0,Z1, . . . ,Zn) ∼ (Z′0,Z′1, . . . ,Z′n) if there is λ ∈ C, λ , 0, such that
Z′
i
= λZi for each i. Then
CP
n
= Cn+1 \ {0}
/
∼ .
Denote by Z 7→ [Z] the quotient map Cn+1 \ {0} → CPn.
In fact, CPn is a complex manifold. A set of holomorphic coordinate charts
is furnished by the open sets Ui = {[Z] ∈ CPn | Zi , 0}. In each of these, we can
choose a scale so that Zi = 1, and use the remaining Z j, j , i, as coordinate on Ui.
For instance, in U0, let z1 = Z1/Z0, . . . , zn = Zn/Z0. These define n complex-valued
coordinate functions on U0. It is easily seen that the transition functions on the
overlaps are holomorphic, and therefore this atlas gives CPn the structure of a
complex manifold.
Concretely, we can relateCPn to the sphere S2n+1 bymeans of theHopf fibration.
On Cn+1, introduce the Hermitian norm
‖Z‖2 = |Z0|2 + |Z1|2 + · · · + |Zn|2.
The locus ‖Z‖ = 1 is the sphere S2n+1. A scaling argument shows that each complex
line must intersect S2n+1. In fact, any complex line intersects S2n+1 in a circle, since
if Z is on S2n+1, then λZ is also on S2n+1 if (and only if) |λ| = 1. Identifying U(1)
with the group of λ ∈ C such that |λ| = 1, Z 7→ λZ defines a group action ofU(1) on
S2n+1, and the above argument shows that (as a point set, at least)CPn = S2n+1/U(1).
Since U(1), a compact Lie group, acts effectively, this quotient carries the structure
of a differentiable manifold. Furthermore, U(1) acts by isometries on S2n+1, and so
the metric on S2n+1 descends to a metric on CPn, the Fubini–Study metric.
The Fubini–Study metric is Ka¨hler. In the homogeneous coordinates Zi, the
Ka¨hler form of the metric is Ω = i∂∂ log ‖Z‖2. This 2-form is independent of the
choice of holomorphic section of the bundle Cn+1 \ {0} → CPn, and it is easy to
verify that it is closed (from the decomposition d = ∂ + ∂. The Ka¨hler metric itself
is then g(X,Y) = ω(X, iY).
At the group level, CPn is a homogeneous space for the group U(n + 1) con-
sisting of the isometries of Cn+1 that preserve the complex structure. This acts
transitively on the unit sphere S2n+1. If x ∈ U(n + 1) fixes a point o ∈ S2n+1, then x
also stabilizes the orthogonal complement of x, and so the stabilizer of a point is
U(n). Consequently, the stabilizer of a point is U(1) ×U(n) ⊂ U(n + 1). Thus4
CP
n
=
U(n + 1)
U(1) ×U(n) =
SU(n + 1)
S(U(1)×U(n)) .
4The isotropy representation of S(U(1) × U(n)) at the base point o is the usual action of U(n) on
the tangent space, so this is sometimes written CPn = SU(n+ 1)/U(n), although this is something of an
abuse of notation.
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Take the base point o to be the coset of the north pole [1 0 · · · 0]t ∈ S2n+1. Let L
be the complex line through o. Define a linear operator S : Cn+1 → Cn+1 such that
S|L = id, S|L⊥ = − id .
That is,
S(Z0,Z1, . . . ,Zn) = (Z0,−Z1, . . . ,−Zn).
Because it is linear, SL factors through the quotient to CP
n to define the involution
so : CP
n → CPn. The subgroup S(U(1) × U(n)) ⊂ SU(n + 1) is the subset of
(n+1)× (n+1) special unitarymatrices that are fixed by conjugation by the element
S =

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 −1 · · · 0
...
...
...
. . .
...
0 0 0 · · · −1

.
Note that, as we saw with the special case of S2  CP1, this is an inner auto-
morphism of SU(n + 1). A complex structure that gives rise to the same inner
automorphism is Jo = diag(i,−i, . . . ,−i).
A point of CPn is fixed by so if and only if
(Z0,Z1, . . . ,Zn) = (λZ0,−λZ1, . . . ,−λZn)
which can ony happen if λ = 1 and Z1 = Z2 = · · · = Zn = 0, or λ = −1 and Z0 = 0.
The first case corresponds to the base point o itself, while the second case is the
antipodal set. The antipodal set is a cell that is isomorphic to CPn−1.
As in the real case, knowing the antipodal set allows us to compute the coho-
mology of the complex projective space. The Mayer–Vietoris sequence is
Hq−1(S2n−1)→ Hq(CPn)→ Hq(CPn−1) ⊕H(Cn)→ Hq(S2n−1).
Inductively, we find
Hq(CPn) =
R for q = 0, 2, . . . , 2n0 otherwise.
A more detailed analysis shows that the cohomology ring of CPn is the truncated
polynomial algebra generated by a single Chern class c1 ∈ H2(CPn,Z) subject to
only one relation c2
1
= 0.
3.3. HPn. Let HPn be the space of quaternionic lines through the origin in
Hn+1. This is the quotient ofHn+1\{0}by the equivalence relationZ ∼ λZwhenever
Z = (Z0, . . . ,Zn) ∈ Hn+1 \ {0} and λ is a nonzero quaternion. The unit sphere
S4n+3 ⊂Hn+1 is the set of points such that Z ·Z = 1, where · is the usual dot product
and the bar denotes the quaternion conjugation. A quaternionic line inHn+1 must
intersect the unit sphere. In fact, if Z ∈ S4n+3, then λZ is also in S4n+3 if and only
if |λ| = 1. Indentifying Sp(1) with the group of unit quaternions, this argument
shows that (as a point set)HPn = S4n+3/Sp(1). Since Sp(1) is a compact Lie group
acting effectively,HPn carries the structure of a differentiable manifold.
At the group level, let Sp(n + 1) denote the set of (n + 1) × (n + 1) quaternionic
matrices preserving the quaternion Hermitian form X · Y = X0Y0 + · · · + XnYn.
This acts transitively on the unit sphere inHn+1. The stabilizer of the line through
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[1 0 cdots 0]t is Sp(1)Sp(n). Indeed, take the base point o to be the coset of the north
pole [1 0 · · · 0]t ∈ S4n+3. Let L be the quaternionic line through o. Define a linear
operator S :Hn+1 →Hn+1 such that
S|L = id, S|L⊥ = − id .
That is,
S(Z0,Z1, . . . ,Zn) = (Z0,−Z1, . . . ,−Zn).
Because it is linear, SL factors through the quotient toHP
n to define the involution
so :HP
n →HPn. The subgroup Sp(1)Sp(n) ⊂ Sp(n+1) is the subset of (n+1)×(n+1)
quaternionic unitary matrices that are fixed by conjugation by the element
S =

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 −1 · · · 0
...
...
...
. . .
...
0 0 0 · · · −1

.
This is an inner automorphism of Sp(n+ 1). However, unlike the case of SU(n+ 1),
it cannot be written as a conjugation by a complex structure. The group Sp(1)Sp(n)
has trivial center, and so there is no compatible complex structure onHPn. (Note
that the complex structure we wrote down for SU(n + 1) is not in the center of
Sp(n + 1).)
The spaceHPn carrieswhat is known instead as a quaternion-Ka¨hler structure.
This is a triple of local almost-complex structures I, J,K satisfying the quaternion
relations IJ = K, JK = I,KI = J, compatible with g such that the subbundle spanned
by I, J,K is invariant under parellism. This is in contrast to so-called hyper-Ka¨hler
structures, in which there exist local almost complex structures I, J,K satisfying the
quaternion relations compatible with the metric that are each individually parallel.
Compact hyper-Ka¨hler manifolds are very difficult to construct; see Joyce, Compact
manifolds with special holonomy. In particular, there are no compact symmetric
spaces of this kind.
We can work out the homology groups of HPn in the same way that we did
with the other projective spaces. It turns out that
Hk(HPn) =
R 0 ≤ k ≤ n, k ≡ 0 (mod 4)0 otherwise.
In fact, the cohomology ring is generated by a Chern class c2 ∈ H4(HPn,Z) with
the single relation cn+1
2
= 0.
3.4. OP2  F4/ Spin(9) (the Cayley plane). See Baez [1]. For a synthetic con-
struction, see Besse [2].
4. Negatively curved spaces
4.1. The hyperbolic plane. Let H2 = {x + iy ∈ C | y > 0} be the upper half-
plane, with the metric defined by
(3) ds2 =
dx2 + dy2
y2
=
dz dz¯
Im(z)2
.
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One can show easily that the group
SL(2,R) =
{(
a b
c d
)
| ad − bc = 1, a, b, c, d ∈ R
}
when acting by fractional linear transformations
Tz =
az + b
cz + d
preserves the upper half-plane; that is, for any T ∈ SL(2,R), Im(Tz) > 0 if Im(z) > 0.
Conversely, if T ∈ SL(2,C) stabilizes the upper half-plane, then T ∈ SL(2,R). Any
element T ∈ SL(2,R) can be written as a composition of operations:
• Translation: z 7→ z + a, a ∈ R
• Dilation: z 7→ bz, b > 0
• Inversion: z 7→ −1/z
These each act by isometries on the metric (3). Moreover, the inversion is an
involution with fixed point i, and SL(2,R) acts transitively on H2. Thus H2 is a
symmetric space, with base point o = i, and symmetry at i given by so = −1/z. The
isotropy group of o is K = SO(2) ⊂ SL(2,R). Thus
H2 = SL(2,R)/SO(2).
The isometry group is
I(H2) = PSL(2,R) ⋉ Z2,
whereZ2 acts by reflection in the imaginary axis. In particular,
I(H2)e = PSL(2,R).
We can work out the geodesics (and their lengths) in H2 as follows. The curve
of shortest length between two points iy0, iy1 on the imaginary axis is the straight
line connecting them, since y−1
√
dx2 + dy2 ≥ y−1dy with equality if and only if
dx = 0. The length of this curve is calculated as∫ y1
y0
dy
y
= log
y1
y0
.
Now, the groupPSL(2,R) is conformal, preserves the real axis, and sends circles
to circles. It follows that the geodesics are circles perpendicular to the real axis.
The length is somewhat awkward to compute in these coordinates (it is simpler in
the disc model).
At the Lie algebra level, so =
(
0 −1
1 0
)
, and sl(2,R) decomposes via
sl(2,R) =
{(
0 b
−b 0
)
| b ∈ R
}
︸                 ︷︷                 ︸
so(2)=ko
⊕
{(
a c
−a c
)
| a, c ∈ R
}
︸                   ︷︷                   ︸
po
.
The Cartan embedding is
H2
−→ P = exppo = {positive definite symmetric unimodular matrices} .
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Explicitly, this is the embedding
x + iy |→
(
y + x2/y x/y
x/y 1/y
)
B
D
+
i
D
←|
(
A B
B D
)
.
There is also the Cayley transform
z 7→ z − i
z + i
that maps H2 to D, the unit disc. This becomes an isometry when D is equipped
with the hyperbolic metric
ds2D =
dz dz¯
4(1 − |z|2)2 .
The inverse Cayley transform is
w 7→ −iw + 1
w − 1 .
The hyperbolic plane is particularly important in arithmetic. The arithmetic
subgroup SL(2,Z) ⊂ SL(2,R) acts properly discontinuously on H2. The quotient
SL(2,Z)\H2
is a locally symmetric space. The geometrical significance of this quotient is as
follows. Let L ⊂ C be a (unimodular) lattice. Then C/L is an elliptic curve. Modulo
rotation, any unimodular lattice is equivalent to a lattice of the form Lτ = Z +Zτ
where τ ∈ H2, and so any elliptic curve can be written
Eτ = C/Lτ.
Any two unimodular lattices are conjugate under SL(2,R), and SL(2,Z) is the
stabilizer of Li. Thus the moduli space of isomorphism classes of elliptic curves is
SL(2,Z)\H2 ↔ Eτ = C/Lτ
τ↔ Eτ.
4.2. Hyperbolic space. Define the quadratic form Q on Rn+2 by
Q(x) = −x20 + x21 + · · · + x2n+1
and let B(x, y) be the nondegenerate bilinear form induced by polarization. Let
o = (1, 0, . . . , 0). Hyperbolic n-space is defined to be the locus
Hn = {x ∈ Rn+2 | Q(x) = −1, B(x, o) < 0}.
This is a connected component of the hyperboloid of two sheets Q(x) = −1. The
quadratic form −B induces a Riemannian metric on Hn. Indeed, the normal vector
to Hn in Rn+2 is timelike (Q(n) < 0), so by Sylvester’s law of inertia Q|n⊥ is a
positive-definite form.
Theorem 14. The group SO(Q)e acts transitively on H
n.
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To prove transitivity of the full group O(Q), let p, q be two points on Hn,
and let W be the 2-plane through the origin containing p, q. Then Q|W defines a
nonsingular quatradic form onW, and the locus Q|W = −1 is clearly an orbit of the
one-dimensional Lorentz group
t 7→
(
cosh t sinh t
sinh t cosh t
)
.
Thus transitivity follows by Witt’s theorem:
Theorem 15 (Witt’s theorem). Let V be a vector space over a field andQ a nondegen-
erate quadratic form on V. Let W ⊂ V be a linear subspace. Then a function f : W → V
can be extended to an isometry f : V → V if and only if Q f (w) = Q(w) for all w ∈W.
The group SO(Q)e = SO(n, 1)e. The stabilizer of the point o is SO(n). Hence
Hn = SO(n, 1)e/SO(n).
Themetric onHn can be described concretely as follows. Let S = (−1, 0, 0, . . . , 0)
be the “south pole”. Let ρS : Hn → {0} ×Rn ⊂ Rn be the stereographic projection
with respect to S. This is given by
ρS(x) = S − 2 (x − S)〈x − S, x − S〉 .
This is a diffeomorphism of Hn onto the ball {ξ ∈ Rn | |ξ|2 < 1}, and the induced
metric is
4
(1 − |ξ‖2)2 dξ
i ⊗ dξi.
This is the Poincare´ ball model for hyperbolic space. The geodesics are circles
perpendicular to the boundary of the ball.
Related is theKleinmodel, which is the stereographic projectionofHn ontoTHno
with respect to the origin in Rn+1. Since the geodesics on Hn are the intersections
of Hn with 2-planes through the origin of Rn+1, the geodesics go over to straight
lines in the Klein model.
4.3. Siegel space. Let B ⊂ Rn be an open subset. The tube over B, TB, is the
subset of Cn given by
TB = {z = x + iy ∈ Cn | y ∈ B}.
When B is an open convex cone in Rn, TB is a natural domain for the Hardy space
of several variables. A special case of this is when B ⊂ Rn×n is the convex cone of
positive-definite matrices. Then TB := Hn is called the Siegel space, and plays an
important role in the study of abelian varieties and modular forms: the quotient of
the Siegel space by an arithmetic subgroup of the symplectic group is the moduli
space of polarized abelian varieties.
We can identify Hn with the space of (positive definite) Ka¨hler structures on
R2n compatible with a given symplectic structure. Thus as a homogeneous space,
Hn is the symmetric space Sp(n,R)/U(n).

CHAPTER 5
Noncompact symmetric spaces
We return to the general study of noncompact symmetric spaces. We shall here
(without loss of generality) confine attention to closed subgroups G ≤ GL(n,R)
that are closed under the transpose. In particular, with this simplification, we can
identify the Lie algebra of G with a subalgebra of gl(n,R):
go = {X ∈ gl(n,R) | exp tX ∈ G for all t ∈ R}.
This is of course also closed under the transpose. Here the exponential is just the
usual matrix exponential.
To study such groups, it is necessary to understand first the case when G =
GL(n,R) itself and K = O(n). As a point-set the resulting symmetric space G/K
is already well understood from linear algebra. Indeed, the polar factorization of a
nonsingular real matrix A asserts that there is a unique symmetric matrix X and
orthogonal matrix k such that A = keX. To understand G/K (or equivalently, to
understand the symmetric space SL(n,R)/SO(n,R)1, we shall establish that the
polar decomposition is a diffeomorphism. Let Symm(n,R) denote the space of
n × n real symmetric matrices and denote by Φ : O(n) × Symm(n,R) the polar
factorization Φ(k,X) = k expX.
The following Lemma is a topological constraint on the kinds of 1-parameter
subgroups that can arise
Lemma 8 (Chevalley’s lemma). Let f be be a polynomial function on n×n matrices
and suppose that X is a real n×n symmetric matrix. If f (expmX) = 0 for infinitely many
integers m, then f (exp tX) = 0 for all t.
Proof. We may assume that X is diagonal and that f is a polynomial in the
diagonal entries di. Then
f (exp tX) = f (etd1 , . . . , etdn ).
For large t, f (etd1 , . . . , etdn ) , 0 unless f (etd1 , . . . , etdn ) = 0 for all t. 
Proposition 12. Φ : O(n) × Symm(n,R)→ GL(n,R) is a diffeomorphism.
Proof. We first show (1) that Φ is regular, then (2) that it is surjective, and
finally (3) that it is injective.
1A somewhat detailed account of this symmetric space can be found in Ju¨rgen Jost, Riemannian
geometry and geometric analysis, 5th ed., §5.5.
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(1) For regularity, consider exp : Symm(n,R) → GL(n,R). We compute the
differential of exp at X ∈ Symm(n,R):
d expX Y =
d
dt
∣∣∣∣∣
t=0
exp(X + tY)
=
d
dt
∣∣∣∣∣
t=0
∞∑
n=0
1
n!
(X + tY)n
=
∞∑
n=0
1
n!
(Xn−1Y + Xn−2YX + · · · + XYXn−2 + YXn−1)
=
∞∑
n=0
1
n!
(Ln−1X + L
n−2
X RX + · · · + LXRn−2X + Rn−1X )(Y)
where LX (resp. RX) denotes the multiplication on the left (resp. right) by X.
=
∞∑
n=0
1
n!
Ln
X
− Rn
X
LX − Rx (Y)
=
1
LX − RX (LexpX − RexpX)(Y) =
1 − e− adX
adX
(Y).
Now let k ∈ O(n), X,Z ∈ Symm(n,R), Y ∈ o(n) (skew-symmetric
matrices). Then
dΦ(k,X)(YZ) =
d
dt
∣∣∣∣∣
t=0
k exp(tY) exp(X + tZ)
= k(Y expX + d expX Z).
If dΦk,X(Y,Z) = 0, then
Y expX + d expX Z = 0.
Now d expX Z is symmetric, and therefore Y expX is also symmetric.
Hence, because X is symmetric and Y is skew, Y exp(X) = − exp(X)Y.
Hence exp(X)Y exp(−X) = −Y, so if Y were nonzero, then it would be an
eigenvector of Adexp(X) with eigenvalue −1. But suppose that X has
eigenvalues a1, . . . , an. Then adX has eigenvalues ai − a j, and Ad expX =
exp adX has eigenvalues eai−a j . But, for real ai, we have eai−a j , −1. Hence
Y = 0.
Thus we have d expX Z = 0. Using the above calculation,
d expx Z =
∑
k odd
(−1)k−1
k!
adk−1(X)Z
︸                       ︷︷                       ︸
symmetric
+
∑
k even
(−1)k−1
k!
adk−1(X)Z
︸                        ︷︷                        ︸
skew-symmetric
= 0.
Since the first termabove is the symmetric part of d expX Z, and the second
is the skew part, each one must individually vanish. In particular,∑ 1
(2k + 1)!
ad2k(X)Z = 0
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so Z is an eigenvector for
∑∞
k=0
ad2k(X)
(2k+1)! with eigenvalue 0. But this is a sum
of squares
id+
1
6
ad2(X) + · · ·
which has no nontrivial eigenvectors with eigenvalue 0. Hence Z = 0 as
well. This shows that Φ is regular.
(2) For surjectivity, let g ∈ GL(n,R). Since gtg is symmetric, positive-definite,
gtg = exp(2X) for some X ∈ Symm(n,R). Then k = g exp(−X) satisfies
ktk = exp(−X)gtg exp(−X) = e, so k ∈ O(n) and g = Φ(k,X).
(3) For injectivity, suppose that g = k1 expX1 = k1 expX2. Then g
tg =
exp 2X1 = exp 2X2. It is therefore sufficient to show that [X1,X2] = 0, for
then e = exp 2X1 exp 2X2 = exp(2(X1 − X2)) which implies that X1 = X2.
By raising to a power, exp(2mX1) commutes with exp(2X2) for all
integers m. But this is a polynomial relation in the entries of exp(2mX1).
Hence by Chevalley’s lemma, exp(tX1) commuteswith exp(2X2) for every
real t. Differentiating the one parameter group exp(tX1) then implies that
X1 commutes with exp(2X2). So X1 commutes with exp(2mX2) for every
integer m, and so again by Chevalley’s lemma, X1 commutes with the
one-parameter group exp(tX2), and so [X1,X2] = 0.

Proposition 13. Let GC ⊂ GL(C, n) be a linear algebraic group and let GR =
GC∩GL(R, n) be a closed subgroup that is closed under the transpose. Let Go = (GR)e,Ko =
Go ∩O(n), po = go ∩ Symm(n,R). Then
Ko × po Φ−→ Go
(k,X) 7→ k expX
is a diffeomorphism.
Proof. Since Φ is the restriction of a regular injective mapping on GL(R, n)
to a submanifold, Φ is regular and injective, so it is enough to prove surjectivity.
Let g ∈ Go be given. Then gtg ∈ GR can be written gtg = exp(2X) for some
X ∈ Symm(n,R). Also exp(2mX) ∈ GC for all integers m. Since the algebraic group
GC is the locus of a set of polynomial equations, Chevalley’s lemma implies that
the one-parameter group exp(tX) ∈ GC. Differentiating at t = 0 gives X ∈ gC as
well. Thus X ∈ Symm(n,R) ∩ gC = po.
Since X ∈ po, expX ∈ GR, and so k := g exp(−X) ∈ O(n) ∩ GR = Ko. We have
g = k expX = Φ(k,X) for k ∈ Ko and X ∈ po, as required. 
Proposition 14. Let Go and Ko be as above. Let ρ : G → Go be a covering map and
let K = ρ−1(Ko). Then K × po Φ−→ G,Φ(k,X) = k expX, is a difeomorphism.
Proof. (1) Note that expG covers expGo :
po
=

expG // G
ρ

po
expGo // Go
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Hence Φ covers the diffeomorphism Φo : Ko × po → Go:
K × po
ρ×id

Φ // G
ρ

Ko × po Φo // G
The bottom arrow Φo is a diffeomorphism, and the vertical arrows
are covering maps. Since regularity is local, Φ is regular because the
corresponding result is true of Φo.
(2) For injectivity, suppose that k1 expG X1 = k2 expG X2. Then
ρ(k1) expGo X1 = ρ(k2) expGo X2
by injectivity of Φo, it follows that X1 = X2. But therefore we must also
have k1 = k2.
(3) For surjectivity, let g ∈ G. Then there exists ko ∈ Ko and X ∈ po such that
ρ(g) = ko expGo X.
As a result g expG(−X) ∈ K, say g expG(−X) = k. Then
g = k expG X = Φ(k,X),
as required.

Theorem 16 (Cartan decomposition). Let (go, so) be a symmetric orthogonal non-
compact semisimple Lie algebra, and let G be a connected Lie group with LieG = go. Let
K = Ad−1(Int(go) ∩O(n)). Then
K × po Φ−→ G
(k,X) 7→ k expX
is a diffeomorphism.
Proof. Without loss of generality, we can identify go with its image under the
adjoint map ad : go
⊂−→ gl(go). Moreover, we can assume without loss of generality
that go is closed under the transpose, and soX = −Xt. With these identifications,
Int(go) is identified with a subgroup of Aut(go). Now
Int(go) =
〈
eadX | X ∈ go
〉
and (eadX)t = eadX
t
= e− ad soX. So Int(go) is closed under transpose. Furthermore
Int(go) = Aut(go)e and go = Lie(G) = Lie(Int go). Thus
G
Ad−→ Int(go)
is a covering Lie group morphism. Hence, the groups
G
Ad

K≤
oo

Go = Int go Ko = Int go ∩O(n)
satisfies the hypotheses of the previous proposition. Thus K × po → G is a diffeo-
moprhism. 
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Corollary 7. Let (G,K) be as above. Then K is connected and G/K is simply
connected.
Indeed, G/K is diffeomorphic to po, and so K is a deformation retract of G.
Proposition 15. Let (G.K) be as above and let (G˜, K˜) cover the pair (G,K) with G˜
simply-connected. Then Z(G˜) ≤ K˜.
Proof. Because G˜ is simply-connected, there exists a Lie group morphism
s : G˜ → G˜ such that s∗,e = so. Since s is an automorphism, s(Z(G˜)) = Z(G˜). Suppose
that k expX = g ∈ Z(G˜) where k ∈ K˜ and X ∈ po. Then, since s|K˜ = idK˜ and
s|po = − idpo ,
s(g) = k exp(−X) ∈ Z(G˜).
Thus s(g)−1g = exp 2X ∈ Z(G˜) = kerAd. By Chevalley’s lemma, exp(tX) ∈ Z(G˜) for
all t. Hence X ∈ Z(go) ∩ po = 0 by effectiveness. 
Corollary 8. Let (G,K) be as in the theorem. Then there exists a Lie group involution
s : G→ G such that s∗,e = so and Gs = K.
Proof. Consider the diagram
G˜
s //
π

G˜
π

G
s //❴❴❴ G
Wewish to show that there is a (unique) mapping s for which this is commutative.
Note that kerπ ≤ G˜ is a discrete normal subgroup, which is therefore central. Thus,
by the proposition, kerπ ≤ Z(G˜) ≤ K˜. Since s = id on K˜, s = id on kerπ. Hence
s : G˜→ G˜ factors through a unique a group morphism s : G→ G.
Since s∗,e = id on ko, s|K = id. Thus K ⊂ Gs. For the reverse inclusion, if
g = k expX ∈ Gs, then s(g) = k exp(−X) = g = k expX, fromwhich we obtain X = 0,
and so g = k ∈ K. 
Corollary 9. Let (G,K) be as before. Then Z(G) ≤ K.
Theorem 17. Let M be a Riemannian irreducible noncompact connected globally
symmetric space. ThenM is simply connected. Moreover I(M)e = Int go, I(M) = Aut(go).
Remark. It is interesting to compare this result to the Cartan–Hadamard theo-
rem which states that a complete Riemannian manifold of nonpositive sectional
curvature is covered by a vector space.
Proof. The isometry group I(M) acts transitively onM. Let σo be the geodesic
symmetry on M, and so : I(M) → I(M) the conjugation map by σo: φ 7→ σoφσo.
Note that an isometry commutes with σo if and only if it fixes o, so I(M)o = I(M)so .
The group I(M) is semisimple, noncompact, and
M  I(M)e/I(M)e,o.
Hence Z(I(M)e) ⊂ I(M)e,o. In fact, this is true for all o ∈M. But that is only possible
if Z(I(M)e) = idM. Thus I(M)e = Int(go). There is, moreover, a map I(M) → Aut go,
given as follows. Letφ ∈ I(M) and suppose thatφ(o) = o. We canwrite o = exp(X).o
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for some unique X ∈ po (since po is diffeomorphic to M via the map exp(·).o). The
map φ 7→ exp(−X)◦φ defines the map I(M)→ Aut go. This mapping is compatible
with the Cartan decomposition
I(M)o × po −→ I(M).
Now
I(M)o = { f : go −→ go | f so = so f } = Aut(go) ∩O(n).
By applying the Cartan decomposition to Aut(go), there is a diffeomorphism
(4) (Aut(go) ∩O(n)) × po −→ Aut(go).
Hence this shows that I(M)o is a maximal compact subgroup of Aut(go) and there-
fore also a maximal compact subgroup of I(M). Likewise, I(M)e,o is a maximal
compact subgroup of I(M)e. Together with (4), this implies that I(M)e = Int go,
I(M) = Aut(go). 
CHAPTER 6
Compact semisimple Lie groups
1. Introduction
Recall that Riemannian globally symmetric spaces of type II are pairs (G, s0)
where G is a connected compact semisimple Lie groups equipped with its unique
bi-invariant Riemannian metric of unit volume, and s0 is the involution at the
identity s0(g) = g
−1. Let Gsc denote the simply connected cover of G. This is also
compact, and the identity component of the isometry group I(G)e is covered by
Gsc × Gsc which acts via (g, h) · x = gxh−1. The Cartan involution in Gsc × Gsc is the
flip map se(g, h) = (h, g). The Lie algebra of the isometry group is the same as that
ofGsc×Gsc, and this is g0⊕g0. The flip map is se,∗(x⊕ y) = y⊕x, and the eigenspaces
are
k0 = ∆(g0) = {(x, x) | x ∈ g0}, and p0 = {(x,−x) | x ∈ g0}.
A classification of Riemannian symmetric spaces of type II is tantamount to a
classification of the compact connected semisimple Lie groups. This classification
is achieved by first knowing the classification of complex semisimple Lie groups.
Each complex semisimple Lie group has a unique compact real form, which has
a unique simply connected universal cover (also compact). Finally, any compact
G is the quotient of Gsc by a discrete subgroup, which is necessarily in the center.
Therefore, understanding type II symmetric spaces ultimately rests on being able
to identify the center in a compact simply-connected semisimple Lie group.
The approach is to study the geometry of maximal tori in G andGsc. These tori
give rise in a natural manner to various lattices, and a systematic study of these
lattices reveals the center of Gsc. The Weyl group acts by conjugation on these tori,
and this group action lifts to an action of the so-called affine Weyl group on the Lie
algebra of the torus.
Many questions can be resolvedwith a careful study of the fundamental alcove
of the affineWeyl group. For instance, any twomaximal tori inG are conjugate, and
any element of G must lie inside some maximal torus, so G = ∪g∈Gg−1Tg for any
maximal torus T. Therefore, any element of G is represented up to conjugacy by a
unique element of the fundamental alcove. This gives a normal form for elements
of G when acting by conjugation on itself—compare with the Jordan form of a
matrix in GL(n,C).
2. Compact groups
Let G be a compact connected Lie group. The group G ×G acts naturally on G
via the left action
(a, b)x = axb−1.
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As a global Riemannian symmetric space, there is an isomorphism
G  G × G/∆(G)
where ∆(G) is the diagonal subgroup ∆(G) = {(x, x) | x ∈ G}. The involution in this
symmetric space is the flipmapping
s : G × G→ G × G, s(x, y) = (y, x).
Let go = Lie(G). Then Lie(G ×G) = go ⊕ go and the differential of s at the identity is
so := s∗,e : x ⊕ y 7→ y ⊕ x.
As usual, decompose Lie(G × G) into the eigenspaces for so
go ⊕ go = ∆(go)︸︷︷︸
ko
⊕ {(X,−X) | X ∈ go}︸               ︷︷               ︸
po
.
The composite go
X 7→(X,−X)−−−−−−−→ po exp−−→ G × G (x,y)7→(x,y)e−−−−−−−−→ G sends X 7→ (X,−X) 7→
(exp(X), exp(−X)) 7→ exp(X) exp(−X)−1 = exp(2X). Thus in particular go exp−−→ G is
surjective.
Let to ⊂ go be a maximal toral subalgebra. Then
ao = {(X,−X) | X ∈ to} ⊂ po
be a flat subspace. The subgroup
T = exp to = exp ao · e ⊂ G
is closed. So T ≤ G is an abelian, closed, connected subgroup (a torus). Further-
more, T is a maximal torus.
By Corollary 6, po =
⋃
k∈∆(G)Ad(k)ao and so
go =
⋃
g∈G
Ad(g)to
which, at the Lie group level goes over to
(5) G =
⋃
g∈G
gTg−1.
2.1. The center of a compact group.
Definition 7. Let K be a compact abelian Lie group. We say that x ∈ K is a topological
generator if K = cl〈xn | n ∈ Z〉.
Exercise. For example, a topological generator of the standard torus R2/Z2 is
any point with irrational coordinates.
Remarks:
(1) IfK is connected, thenK has topological generators. Indeed, exp : k→ K is
a group homomorphism, since K is abelian, and so ker exp ⊂ k is a lattice.
Any element that is irrational with respect to this lattice is a topological
generator.
(2) If K/Ke is cyclic, then K has topological generators. Indeed, suppose that
Ke = cl〈kno | n ∈ Z〉
and let k1 ∈ K be such that k1Ke is a generator of K/Ke (a finite cyclic
group of order m). Choose a ∈ Ke such that am = km1 ko ∈ Ke (possible
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since the exponential map is surjective onto Ke). Let b = a
−1k1 ∈ K.
Now bm = a−mkm
1
= ko. So cl〈bn | n ∈ Z〉 contains Ke. In particular, it
contains a, and hence also k1 = ab, which along with Ke generates K. Thus
cl〈bn | n ∈ Z〉 = K.
Let S ⊂ G be a torus, and x ∈ CG(S). Then K = cl〈S, x〉 is closed abelian
subgroup of G (and therefore compact). Note that K/Ke is cyclic, being generated
by xKe. So K has a topological generator g. Since g ∈ T for some maximal torus T,
we have
CG(S) =
⋃
T ⊃ S
T maximal torus
T.
Corollary 10.
(1) CG(S) =
⋃
T ⊃ S
T maximal torus
T is connected.
(2) CG(x) is connected for all x ∈ G.
(3) If T is a maximal torus, then CG(T) = T. In particular, T is a maximal abelian
subgroup of G.
Proposition 16. Z(G) =
⋂
T maximal torus T.
Proof. For one inclusion, let z ∈ (G) be given. There exists a maximal torus
T such that z ∈ T. But for any g ∈ G, z = gzg−1 = gTg−1, and so z ∈ ⋂g∈G g−1Tg.
Since any two maximal tori are conjugate by an element of G, this implies Z(G) ⊂⋂
T maximal torus T.
For the opposite inclusion, let x ∈ ⋂T maximal torus T and y ∈ G. Then y ∈ T form
some maximal torus T, and yet also x ∈ T since it is in every maximal torus. Thus
xy = yx, and so x ∈ Z(G). 
3. Weyl’s theorem
In the next section, for a compact connected semisimple group G, we shall
study the adjoint group AdG = Gad and the universal covering group Gsc. These
are compact groups, by a theorem of Hermann Weyl
Theorem 18. Let G be a compact connected semisimple Lie group. Then the funda-
mental group of G is finite.
Proof sketch. 1 The fundamental group is the kernel of the universal covering
map Gsc → G. It is a discrete subgroup of Gsc, which is therefore central, since for
each fixed γ ∈ π1(G), the mapping g 7→ g → gγg−1 is a continuous map from
G → π1(G), but G is connected and π1(G) is discrete, so this must reduce to the
constant map. We shall show that π1(G) = H1(G,Z) is pure torsion, and the result
will follow since the fundamental group of a compact topological space is finitely-
generated. For this, it is enough to show that the first cohomology group H1(G,R)
1This proof is loosely based on an idea in Chevalley and Eilenberg, Cohomology theory of Lie
groups and Lie algebras, Trans. AMS, 63 (1):86–124, 1948. I am grateful to Alexey Solovyev for pointing
it out.
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vanishes, since there is a perfect pairing between H1(G,R) = H1(G,Z) ⊗Z R and
H1(G,R).
Let ω be a closed differential form on G. Then there is a left G-invariant closed
differential form in the same de Rham cohomology class as ω. Indeed, first note
that for every g ∈ G, L∗gω and ω lie in the same cohomology class, since g can be
connected to the identity by a smooth path. Thusω is cohomologous to its average
over the group with respect to the left Haar measure, which is left invariant.
Let ωi be a basis of left-invariant one-forms on G. The equation of Maurer–
Cartan is
dωi = −cijkω j ∧ ωk
where ci
jk
are the structure constants of g relative to the dual basis of ωi. A left-
invariant one-form ω =
∑
i aiω
i is closed if and only if∑
i
aic
i
jk = 0.
This holds if and only if ω([X,Y]) = 0 for all X,Y ∈ g. That is, ω([g, g]) = 0. But g is
semisimple, and so is equal to its derived subalgebra. Hence ω = 0. 
The following alternative approach is more in the spirit of representation the-
ory. See Hodge, The theory and applications of harmonic integrals:
Exercise. Prove this in the following different way. Fix a bi-invariant metric
on G, and show that the Hodge Laplacian on 1-forms is the Casimir operator for
the representation of G on L2(G, g∗). Show that a 1-form on G is invariant if and
only if it is harmonic. Then apply the Hodge theorem and the argument in the last
paragraph to show that H1(G,R) = 0.
4. Weight and root lattices
Let G be a compact connected semisimple Lie group and T ⊂ G a maximal
torus with Lie algebra it0. The exponential map exp : it0 → T is a homomorphism
of the additive group it0 to the multiplicative group T. The kernel is a lattice,
ker exp = 2πiLG ⊂ it0, called the unit lattice. The dual lattice to LG is defined by
ΛG = {α ∈ t∗0 | α(x) ∈ Z for all x ∈ LG},
and is called the weight lattice.
Let Gsc
π−→ G be the simply connected cover of G, and let Gad ⊂ GL(g0) be the
image of the adjoint representation (also a compact Lie group). Since kerπ is a
discrete normal subgroup of Gsc, it must be central.
2 Therefore there are surjective
maps
Gsc
π−→ G ad−→ Gad.
All of these groups have the same Lie algebra and π and ad commute with the
exponential maps. Moreover π−1(T) and ad(T) are both maximal tori in Gsc and
Gad, respectively. Hence, relative to these tori, there is an inclusion of the kernels
of the exponential maps:
LGsc ⊂ LG ⊂ LGad
2Indeed, let Γ = kerπ. If γ ∈ Γ, then γ(g) = g−1γg ∈ Γ defines a continuous function from the
connected space G to the discrete space Γ. It must therefore be constant: γ(g) = g−1γg ≡ γ for all g. So
γ ∈ Z(G).
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and dually
ΛGad ⊂ ΛG ⊂ ΛGsc .
The center ofG and fundamental group of G can be determined from these various
lattices:
Z(G) = LG/LGad = ΛGad/ΛG
π1(G) = LGsc/LG = ΛG/ΛGsc .
So, to classify all possible compact groups with a given Lie algebra, it is enough to
study these lattices.
Here we fix some notation that will help to relate these lattices to the standard
ones that arise in representation theory. If Φ = {α1, . . . , αr} is any root system in
a Euclidean space E, then let L(Φ) be the lattice generated by Φ (as a Z-module).
Let L(Φ∨) denote the lattice generated by the dual root system Φ∨ = {α∨
1
, . . . , α∨r },
where α∨ ∈ E∗ is defined by
α∨(β) = 2
(α, β)
(α, α)
.
Finally, let L̂(Φ) be the dual lattice, defined by
L̂(Φ) = {v ∈ E∗ | v(α) ∈ Z for all α ∈ Φ}.
Specialize now to the case where Φ = Φ(g0, t0) ⊂ it∗0 is the root system for the
adjoint representation of g0 on t0. Then
Q = ΛGad = L(Φ)
P = ΛGsc = L̂(Φ
∨)
Q∨ = LGsc = L(Φ
∨)
P∨ = LGad = L̂(Φ).
The letters P for theweight lattice andQ for the root lattice here are traditional. The
last equation in particular means that the coroot lattice P∨ is generated as follows.
Let ∆ = {α1, . . . , αr} be a base of the root system Φ. The fundamental coweights are
λ∨α1 , . . . , λ
∨
αr defined by
λ∨αi(α j) = δi j.
Then P∨ is generated by {λ∨α1 , . . . , λ∨αr}.
5. The Weyl group and affine Weyl group
The normalizer of T in G acts on T by conjugation, and this action lifts to
the adjoint action on it0 which preserves the lattice 2πiLG. Thus Ad : NG(T) →
GL(2πiLG). Since the latter group is discrete, the identity component NG(T)e acts
trivially of 2πiLG and therefore also on 2πiLG ⊗Z R = it0. Thus NG(T)e ⊂ CG(T).
Since T was a maximal torus, CG(T) = T, and so NG(T)e = T.
TheWeyl group of G is defined by
WG = NG(T)/T.
This is a finite group, since it is discrete andG is compact. TheWeyl group can also
be described as a group generated by reflections. For α ∈ t0, let σα be the reflection
in the hyperplane orthogonal to α.
Equivalence of this definition with the usual one involving reflections can be
found in Helgason, Ch. VII, §2, Corollary 2.13.
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Proposition 17. Let Φ = Φ(g0, t0) be a set of roots for G. Then WG is generated by
the reflections σα for α ∈ Φ.
5.1. Affine Weyl group. The affine Weyl group of G is defined by3
W˜G =WG ⋉ τ(LG)
where τ(LG) is the group of translations of LG on t0. The affine Weyl group is
generated by the reflections σα,n in the affine hyperplane
Hα,n = {x ∈ t0 | α(x) = n}
for α ∈ Φ(ΛG), a root system of ΛG, and n ∈ Z. Indeed, for each such α
σα,n = τ(nα
∨) ◦ σα,0 and τ(nα∨) = σα,n ◦ σα,0.
The alcoves of the affine Weyl group are the connected components of
t0 \
⋃
α∈Φ(ΛG),n∈Z
Hα,n.
Each alcove is a fundamental domain for the affineWeyl group, meaning that each
orbit of W˜G either lies on a wall (one of the hyperplanes Hα,n) or contains exactly
one element of the alcove. There is a unique fundamental alcove of highest weight
relative to choice of positive roots Φ+(ΛG) for ΛG:
∆G = {x ∈ t0 | 0 < α(x) < 1 for all α ∈ Φ+(ΛG)}
5.2. Example: SO(3) and SU(2). We consider the examples SO(3) and its sim-
ply connected cover SU(2), both of which have the same Lie algebra su(2) which is
generated by the Pauli matrices
1√
2
(
0 1
−1 0
)
,
1√
2
(
0 i
i 0
)
,
1√
2
(
i 0
0 −i
)
.
Amaximal toral subgroup of SU(2) is the group of diagonal matrices(
eiθ 0
0 e−iθ
)
with Lie algebra spanned by the matrix
iv =
i√
2
(
1 0
0 −1
)
.
With this generator, ker exp  2πi
√
2Z and so Q∨ = LSU(2) =
√
2Z. The affine
Weyl group is generated by reflections in the hyperplanes H√2,n = n/
√
2. So the
fundamental domain for the action of the affineWeyl group is the interval [0, 1/
√
2].
With the same conventions, since SU(2) is a double cover of SO(3), the lattice
LSO(3) = Z/
√
2. The affineWeyl group is generatedby reflections in the hyperplanes
H2
√
2, n =
1
2
√
2
. The fundamental domain is [0, 1/2
√
2].
3See Macdonald, Symmetric functions and orthogonal polynomials, AMS University Lecture Series,
Volume 12, 1998. pp. 39–40.
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5.3. Example: SO(5) and Sp(2). We consider next the orthogonal group SO(5)
in 5-dimensions and its simply connected double-cover Sp(2) which is the group
of 2× 2 quaternionic matricesA preserving the Hermitian form 〈x, y〉 = x1y1 + x2y2
onH2. Equivalently,
Sp(2) = {A ∈ GL(2,H) | A∗A = I}
where ∗ is the quaternionic conjugate-transpose. This is the compact real form of
the symplectic group Sp4(C). With respect to its natural action onH
2, the orbit of
the vector (1 0)T under the action of Sp(2) is the unit sphere S7, and the stabilizer of
(1 0)T is SU(2)  S3. So topologically, Sp(2) is an S3 bundle over S7, and therefore
is simply connected by the long exact homotopy sequence.
The Lie algebra is
sp(2) =
{(
x z
−z¯ y
)
| x, y ∈ imH, z ∈H
}
.
Amaximal toral subalgebra is (using the standard i, j, k generators ofH):
it0 =
{(
ix 0
0 iy
)
| x, y ∈ R
}
.
Now on it0, the kernel of the exponential map is ker exp = 2πiLSp(2) where
LSp(2) =
(
1 0
0 0
)
Z ⊕
(
0 0
0 1
)
Z.
This is written as the lattice spanned by a single short coroot and long coroot:
Q∨ = LSp(2) =
(
1 0
0 0
)
Z ⊕
(−1 0
0 1
)
Z = α∨Z ⊕ β∨Z.
The root system is isomorphic to C2. It is convenient to normalize the Euclidean
structure so that the short coroot α∨ has length
√
2. ThenQ∨ can be realized as the
lattice in Euclidean R2 by setting α∨ = (
√
2, 0) and β∨ = (−
√
2,
√
2). The reciprocal
lattice Q = (Q∨)∨ is generated by α = α∨ = (
√
2, 0) and β = (−√2/2, √2/2). The
dual of this lattice is P∨ which is generated by λ∨α = (
√
2/2,
√
2/2) and λ∨β = (0,
√
2).
Finally, P is generated by θ = λα = (
√
2,
√
2) (the highest root) and λβ = λ∨β = θs =
(0,
√
2) (the highest short root).
The affine Weyl group for Sp(2) is generated by the affine reflections in the
roots of P: σθ,n, σβ,n. The first of these is reflection across the line x + y = n/
√
2 and
the second is reflection across the line y = n/
√
2. The fundamental alcove is the
region in the first quadrant bounded by y = x and y = −x + 1/
√
2.
The affine Weyl group for SO(5) is generated by the affine reflections in the
roots of Q: σα,n in the line x = n/
√
2 and −x + y = n
√
2, σβ,n. The fundamental
alcove is the region in the first quadrant bounded by y = x and y = 1/2
√
2.
6. Determining the center of G
Definition 8. Let ∆ = {α1, . . . , αn} be a base for the root system Φ and let θ ∈ it∗o be
the highest root. A coweight λ∨αi ∈ P∨ is calledminuscule if λ∨αi (θ) = 1
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In otherwords, theminuscule coweights areλ∨αi for thoseαi whose coefficient in
the expansion of the heighest root is one. Geometrically, the minuscule coweights
are the fundamental coweights λ∨αi that are vertices of the fundamental alcoveWGsc
since the fundamental alcove is the portion of the Weyl chamber bounded on one
side by the single hyperplane Hθ,1 (since θ is the highest root).
Lemma 9. There is a one-to-one correspondence between the nontrivial elements of
Z(Gsc) and the minuscule coweights.
Proof. Any coweight exponentiates to an element of the center. Indeed, if
v ∈ Q∨, then α(v) ∈ Z for all roots α ∈ Q. So Ad e2πiv acts as the identity on each
of the eigenspaces gα. Conversely, in order for Ad e
2πiv to act trivially, α(v) ∈ Z for
all α ∈ Q. Thus there is a mapping from the set of minuscule coweights into the
center of Gsc.
We claim that this is a bijection onto Z(Gsc) \ {e}. A coweight is minuscule
if and only if it is a coweight that is a vertex of the fundamental alcove. But the
fundamental alcove contains a representative from each conjugacy class ofGsc, and
so the mapping is surjective. The mapping is injective since... 
6.1. Dynkin diagrams with highest roots. Here are the Dynkin diagrams for
the simple Lie algebras with their highest root labelled by positive integers under
the corresponding vertices.
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An : •
1
•
1
•
1
. . . •
1
•
1
Bn : •
1
•
2
•
2
. . . •
2
•
2
〉•
2
Cn : •
2
•
2
•
2
. . . •
2
•
2
〈•
1
Dn : •
1
•
2
•
2
. . . •
2
upslope•1
•1
E6 : •
1
•
2
•
3
|
2•
•
2
•
1
E7 : •
2
•
3
•
4
|
2•
•
3
•
2
•
1
E8 : •
2
•
4
•
6
|
3•
•
5
•
4
•
3
•
2
F4 : •
2
•
3
〉 •
4
•
2
G2 : •
2
〉 •
3
6.2. Elements of order 2. From the fundamental alcove, it is possible to iden-
tify up to conjugacy all of the elements of order two in Gad. An element of order
two in Gad is conjugate to some one e
2πiσ where σ is an element of ∆G such that
2σ ∈ LGad . This can only occur at a vertex of the fundamental alcove. Therefore:
Proposition 18. 4 Let θ =
∑
α j∈∆ d jα j be the highest root. Any element of order 2 in
Gad is conjugate to one of the e
πiλ∨α j for d j = 1 or to e
2πiλ∨α j for d j = 2.
7. Symmetric spaces of type II
Let (go ⊕ go,flip) be an irreducible orthogonal symmetric Lie algebra of type II.
The G˜ be a simply connected Lie group with Lie algebra go. As a homogeneous
space G˜ = G˜ × G˜/∆(G˜). Let M be a connected Riemannian globally symmetric
space with local Lie algebra (go ⊕ go,flip). Then there is a covering map π : G˜→M,
since G˜ is the simply-connected symmetric space with the given local Lie algebra.
4 See Borel, Semisimple groups and Riemannian symmetric spaces, Proposition II.4.4, p. 39.
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There is also a cover φ : G˜× G˜→ I(M)e with φ∗,e = idgo⊕go , and these two covers are
compatible in the sense that the diagram commutes:
G˜
π

G˜ × G˜oo
φ

φ−1(I(M)e,o)≥
oo
M I(M)eoo I(M)e,o.≥
oo
Now, ∆(G˜) is a connected Lie group with the same Lie algebra as φ−1(I(M)e,o),
whose identity component is simply connected, and therefore∆(G˜) = φ−1(I(M)e,o)e E
φ−1(I(M)e,o) is a normal subgroup, and
Γ := π−1(o) 
φ−1(I(M)e,o)
∆(G˜)
carries a group structure. Thus Γ ⊂ G˜ is a subgroup.
Let γ ∈ Γ. Since π(γ) = o, there is a diagram
γ

(γ, e)oo
φ

o = φ(γ, e).o φ(γ, e)oo
Let g ∈ G˜ be given. Then note that φ(g, g).o = o (since (g, g) ∈ ∆(G˜) which
covers the identity component of I(M)o), so
gγg−1

(gγ, g)oo
φ

(g, g)(γ, e)
o = φ(g, g)φ(γ, e).o φ(g, g)φ(γ, e)oo
Hence gγg−1 ∈ Γ: so Γ is a normal subgroup of G˜. On the other hand, Γ is
discrete, so it follows that Γ ⊂ Z(G˜), since normal discrete subgroups of connected
Lie groups are central. This proves the following theorem:
Theorem 19. The connected Riemannian globally symmetric spaces of type II are
exactly the compact Lie groups.
8. Relative root systems
Let (go, so) be a reductive orthogonal symmetric Lie algebra of noncompact
type. Let θ be the Cartan involution on g defined by conjugation with respect to
the compact real form of go. Let ao ⊂ po be a flat subspace. Our first goal is to
discuss a decomposition of go into eigenspaces for ad ao:
go = Cgo (ao) ⊕

⊕
α∈Φ(go,ao)
go,α

where Φ(go, ao) ⊂ a∗o. The roots here are in fact real, since for all x ∈ po, ad x is
self-adjoint with respect to Bθ.
8. RELATIVE ROOT SYSTEMS 69
The centralizer Cgo (ao) can be decomposed as lo ⊕ ao where lo ⊂ ko. Let to ⊂ lo be
a maximal abelian subalgebra of lo that acts semisimply on ko.
Proposition 19. ho = to ⊕ ao ⊂ go is a Cartan subalgebra that is stable under so.
Proof. By complexifying, it is enough to show that h ⊂ g is aCartan subalgebra.
Since g is reductive, we must verify
(1) For all H ∈ h, adH is diagonalizable over C.
(2) h ⊂ g is maximal abelian.
The first of these follows since to and ao both act semisimply on go and commute
with each other. For the second, suppose Z ∈ g = go ⊕ igo commutes with ho.
Writing Z = X + iY where X,Y ∈ go, wew have [X, ho] = [Y, ho] = 0. So we can
assume without loss of generality that Z ∈ go. Since [Z, ho] = 0, [so(Z), ho] = 0 as
well. So Z + soZ ∈ Cgo (to) ∩ ko = to. But we also have Z − soZ ∈ Cgo (ao) ∩ po = ao.
Hence Z ∈ to ⊕ ao = ho. 
Remark. The subalgebra to is a maximal toral subalgebra when regarded as a
subalgebra of ko.
The system Φ(go, ao) is called a relative root system. Decompose g in terms of the
Cartan subalgebra h:
g = h ⊕

⊕
α∈Φ(g,h)
gα
 .
l = t ⊕

⊕
α∈Φ(g,h)
α|ao=0
gα

.
The eigenspaces in go are
go,α = go ∩

⊕
λ∈Φ(g,h)
λ|ao=α
gλ

it∗o ⊕ a∗o
Res |ao // ao
Φ(g, h)
⊂
OO
// Φ(go, ao) ∪ {0}
Remarks.
(1) Φ(go, ao) is a possibly non-reduced root system.
(2) Theonlynon-reduced root systemBCn : {±Ei}1≤i≤n∪{±Ei±E j}i< j∪{±2Ei}1≤i≤n
(3) Let H1 ∈ ao be regular with respect to Φ(go, ao) and H2 ∈ ito regular with
respect to {α|ito , 0 | α ∈ Φ(g, h)}. Scale H2 such that |α(H1)| > |α(H2)| for
all α ∈ Φ(g, h), α|ao , 0. Then H = H1 +H2 is regular with respect to Φ(g, h)
and the sign of α(H) is the signa of α(H1).
H → Φ+(g, h) Res |ao−−−−→ Φ+(go, ao) ∪ {0}.
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(4) so(go,α) = go,−α. So we can decompose go,α ⊕ go,−α into its eigenspaces
under so: ko,α ⊕ po,α. If H ∈ ao is regular with respect to Φ(go, ao), then
[H, ko,α] = po,α. In particular,
dim go,α = dim go,−α = dim ko,α = dim po,α.
(5) Let H ∈ ao. Then
Cgo (H) = lo ⊕ ao ⊕

⊕
α∈Φ(go ,ao)
α(H)=0
go,α

which we split at
Cko (H) = lo ⊕

⊕
α∈Φ(go ,ao)
α(H)=0
ko,α
 , Cpo (H) = ao ⊕

⊕
α∈Φ(go,ao)
α(H)=0
go,α
 .
So, by the previous remark,
dimCko (H) − dimCpo (H) = dim lo − dim ao = dim ko − dim po.
(6) As a result of the previous remark, the following are equivalent:
• dimCko (H) = dim lo
• dimCpo (H) = dim ao
• H is regular with respect to Φ(go, ao)
• dimCko (H) = dim ho
• H ∈ g′o ∩ ao.
(7) If an element X = L +
∑
α∈Φ(go ,ao)(Eα + so(Eα)) ∈ ko were to normalize ao,
then note that all Eα = 0. Hence X ∈ lo = Cko (ao). This shows that
Nko(ao) = Cko (ao) = lo. In particular, NK(ao) and CK(ao) have the same Lie
algebra. This suggests the following definition.
Definition 9. Let G be a connected Lie group with Lie(G) = go, and let σ : G → G
be an involution such that σ∗,e = so, and let K = Gσ. The geometric relative Weyl group
is
W(G, ao) =
NK(ao)
CK(ao)
.
The algebraic relative Weyl group is
W(go, ao) =W(Φ(go, ao))
(the group generated by reflections in the hyperplanes of Φ(go, ao).)
Fact. W(G, ao) =W(go, ao) ⊂ GL(ao)
Summary. Let (go, so) be a type I orthgonal symmetric Lie algebra, go = ko ⊕ po,
and let ao ⊂ po be a flat subspace. Let Cko (ao) = lo and to ⊂ lo be a maximal toral
subalgebra. Then
ho = to ⊕ ao
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is a Cartan subalgebra of go.
5 There is a decomposition
go = (lo ⊕ ao) ⊕

⊕
α∈Φ(go,ao)
go,α
 .
The root system Φ(g, h) that arises by complexifying go and the Cartan subalgebra
ho takes real values on restriction to iho, and the relative root system is such that
restriction to iao induces a mapping of root systems Φ(g, h)
Res |ia∗o−−−−→ Φ(go, ao) ∪ {o}
Let
Qso =
⊕
α∈Φ(go,ao)
Zα ⊂ ia∗o, Q∨so =
⊕
α∈Φ(go ,ao)
Zα∨ ⊂ ia∗o.
P∨so = {λ ∈ iao | 〈λ,Qso〉 ⊂ Z}
Let G be a connected Lie group with Lie(G) = go. Let σ : G → G be an involution
such that σ∗,e = so. Then
ho
exp

⊃ ker exp |ho = 2πiLG
H ≤ G
where H is a maximal torus in G. We have
LG,so = LG ∩ iao, LGsc,so = Q∨so , LGad ,so = P∨so
G˜G,ao =W(G, ao) ⋉ LG,ao acts on iao.
Let ∆G,ao be the relative fundamental domain for W˜G,ao .
Theorem 20. If there exists an involution σ : G→ G such that σ∗,e = so, then e2πi∆G,ao
is a system of representatives for K-conjugacy classes in P = exp(po). Furthermore,
Z(G) ∩ A = LG,ao/LGad,ao (here A = exp ao). Elements of Z(G) ∩ A correspond to {o} or
minuscule coweight vertices of cl∆G,so .
8.1. Maximal compact Cartan subalgebras. Let (go, so) be a noncompact or-
thgonal symmetric Lie algebra, g = po ⊕ ko. Let ao ⊂ po be a flat subspace, and as
above let Cko(ao) = lo and let to ⊂ lo be a maximal toral subalgebra. Then
ho = to ⊕ ao
is aCartan subalgebra of go, called amaximally splitCartan subalgebra. Itmaximizes
the split part ao.
By contrast, if instead to ⊂ ko is a maximal toral subalgebra, then
ho = Cgo (to) = to ⊕ bo, (bo ⊂ po)
is called a maximally compact Cartan subalgebra. This maximizes the compact part
to.
5This is the so-called maximally split CSA, in contrast to themaximally compact CSA that starts with
a maximal toral to ⊂ ko and sets ho = Cgo (ho).
72 6. COMPACT SEMISIMPLE LIE GROUPS
9. Fixed points of involutions
Lemma 10. Let G be a compact semisimple Lie group and σ an automorphism of G.
Then the fixed point set Gσ contains a regular element.
Proof. Identical to the proof of Theorem 12. 
Theorem 21. Let G be a connected simply-connected compact Lie group and σ : G→
G an involution. Then Gσ is connected.
Proof. Let g ∈ Gσ be given. We shall construct a path γ : [0, 1]→ Gσ such that
γ(0) = e and γ(1) = g. There are two cases: (1) g ∈ Greg, (2) g < Greg.
(1) If g ∈ Greg, then CG(g) = T is a maximal torus. Let ito = Lie(T). Then
g = exp(2πiX) for some X ∈ ∆G. Now σ acts on T, and so σ∗,e : ito → ito.
In particular, since σ(g) = exp(2πiσ∗,eX) = exp 2πiX = g, σ∗,eX = X + Z for
some Z ∈ LG. But on the other hand σ∗,e acts as aWeyl reflection on ito, and
therefore σ∗,e∆G is also a fundamental alcove for the affine Weyl group.
But since X ∈ ∆G is regular, it is an interior point of ∆G, and therefore is
also an interior point of ∆G +Z. Since theWeyl alcoves are connected and
disjoint, ∆G = ∆G + Z. But this is only possible if Z = 0.
Hence σ∗,eX = X. Therefore the curve γ(t) = exp(2πitX) is also fixed
by σ, and γ(0) = e, γ(1) = g, as required.
(2) Now suppose that g < Greg. Act via conjugation by g on Gσ:
Gσ
c(g)−−→ Gσ, x 7→ gxg−1.
Then (Gσ,c(g))reg ⊂ (Gσ)reg ⊂ Greg. Let S ⊂ (Gσ,c(g))e be a maximal torus.
Then S contains regular points. So S ⊂ CG(S) = T, a maximal torus of
G. Now g ∈ T, say g = exp(2πiX) where X ∈ ito. Let iso ⊂ ito be the Lie
algebra of S. Then so contains regular elements, so it is not contained in
any reflection hyperplane of the affine Weyl group. Thus X + iso contains
regular elements as well. Suppose that X + Z is regular, Z ∈ iso. Then
n = exp(2πi(X+Z)) ∈ Gσ,reg. In particular, there is a path from e to n inside
Gσ (by case (1)). Then the curve exp(2πi(X + tZ)) is a path from g to n
inside Gσ. Composing these two paths gives a path from e to g.

Remark. The theorem is true for σ an arbitrary automorphism.
Corollary 11. Let G be a compact, connected, simply-connected Lie group and
g ∈ G. Then CG(g) is connected.
Remarks. Let G be a connected compact semisimple Lie group and σ : G → G
an involution. Let K = Gσ,e, P = exppo and A = exp ao.
(1) CG(K) ∩ P = CG(K) ∩A ⊂ Z(G) ∩A = Z(G) ∩ P =: F.
Proof. CG(K) ∩ P = CG(K) ∩ A: One inclusion is clear. For the other
inclusion, let x ∈ CG(K) ∩ P. There exists a k ∈ K such that kxk−1 ∈ A,
since all flat subspaces are conjugate by an element of K. But since x
centralizes K, kxk−1 = x.
CG(K) ∩ A ⊂ Z(G) ∩A: Let x ∈ CG(K) ∩ A. For any g ∈ G, we can write
g = k1ak2 for some k1, k2 ∈ K and a ∈ A. Then xg = xk1ak2 = k1xak2 =
k1axk2 = gx. Thus x ∈ Z(G).
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Z(G) ∩ A = Z(G) ∩ P: Clear.

(2) NG(K) ∩ A = {x ∈ A | x2 = F}
Proof. ⊆: Let x ∈ NG(K) ∩ A. If k ∈ K, then xkx−1 = k ∈ K as well.
Since K is fixed by σ and A is inverted by σ,
xkx−1 = k = σ(k) = x−1kx
whence x2kx−2 = k. That is, x2 ∈ CG(K) ∩ A ⊂ F.
⊇: Let x ∈ A, x2 ∈ F. Let k ∈ K = Gσ. Then σ(xkx−1) = x−1kx =
x(x−2kx2)x−1 = xkx−1 since x2 ∈ F. Thus xkx−1 ∈ K as well. Since this
is true for all k ∈ K, x ∈ NG(K) ∩ A.

(3) NG(K) ⊂ A · K.
Proof. Let g ∈ NG(K). Write g = k1ak2 for some k1, k2 ∈ K and a ∈ A.
Since g normalizes K, k−1
1
g = gk3 for some k3; that is, ak2 = gk3. Hence
g = ak2k
−1
3 . 
(4) NG(K) = (NG(K) · A) · K
(5) Ket G
Ψ−→ P be the Cartan map g 7→ gσ(g)−1, which when passed to the
quotient defines the immersion G/K
Ψ−→ P ⊂ G. Note that
NG(K) ∩A // F
x
⋃|
✤ // x2
⋃|
and NG(K)→ F induces an isomorphism NG(K)/K −→ F. Also,
Ψ(gn) = Ψ(g)Ψ(n) for all g ∈ G and n ∈ NG(K).
Indeed,
Ψ(gn) = g nσ(n)−1︸  ︷︷  ︸
∈F
σ(g)−1 = gσ(g)−1nσ(n)−1 = Ψ(g)Ψ(n).
There are therefore two actions of G on F. For the first,
(P, F) ∈ (p, f ) 7→ p f ∈ F.
For the second, we use the identification of F with NG(K)/K. Then
(G/K,NG(K)/K) ∋ (gK, nK) 7→ gnK ∈ NG(K)/K.
But the isomorphism Ψ is equivariant with respect to these actions.
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10. Symmetric spaces of type I
Let M be an irreducible Riemannian globally symmetric space of type I, with
a given basepoint o ∈ M. Let (go, so) be the local Lie algebra of Killing fields at
o. Let G be a simply-connected, connected, compact Lie group with Lie(G) = go,
and σ : G → G an involution for which σ∗,e = so. We have shown that this implies
that Gσ = K is connected. The homogeneous space G/K is a connected and simply
connected Riemannian globally symmetric space with the same local Lie algebra
(go, so).
e ∈ P
π

G
φ

Ψ
oo ≥ φ−1(I(M)e,o) ≥ K = φ−1(I(M)e,o)e
o ∈M I(M)eoo ≥ I(M)e,o
The abelian group F contains as a subgroupΨ(φ−1(I(M)e,o)). But by a diagram
chase Ψ(φ−1(I(M)e,o)) = π−1(o), and π−1(o) ⊂ F acts on P by covering transforma-
tions. Thus
M =
P
Ψ(φ−1(I(M)e,o))
.
Conversely, if H ≤ F is a subgroup, then P/H is a Riemannian globally symmetric
space with local Lie algebra go. (F acts properly discontinuously on P.)
Summarizing:
Theorem 22. If M is an irreducible Riemannian globally symmetric space of type I,
then M = P/Hfor H ≤ G = Z(G) ∩A.
Remark. LetM be a Riemannian globally symmetric space, and let γ be a closed
geodesic, so that γ(0) = γ(1), say. Then
γ˙(1) = πγγ˙(0) = γ˙(0).
So γ loops. If M has rank 1, the dim ao = 1, and so all lines in po are conjugate
with respect to ad ko. As a result, all geodesics in K are conjugate with respect to K.
In particular, if one geodesic is closed, then all geodesics are closed and have the
same length.
The antipodal set Ao is the set of fixed points of so, other than o itself. For a
rank one symmetric space, the antipodal set is the set of points that are a maximal
distance from o. The antipodal set is also a rank one symmetric space.
CHAPTER 7
Hermitian symmetric spaces
1. Hermitian symmetric Lie algebras
Proposition 20. Let (go, so) be an irreducible simple orthogonal symmetric Lie alge-
bra. Then so ∈ Int(go) if and only if rank go = dim ao = rank ko
Here the rank is defined as the dimension of a Cartan subalgebra. Thus the
involution is an interior automorphism if and only if the rank of go is the rank of
the symmetric space.
Proof. Note that any one of the equalities rank go = dim ao = rank ko implies
the others, since ao lies inside a Cartan subalgebra for go.
For the forward implication, let X ∈ ko be a regular element. Then Cgo (X) ⊂ go
is a Cartan subalgebra that is so-invariant, since soX = X. So so|Cgo(X) = id and thus
Cgo (X) ⊂ ko is a Cartan subalgebra of go. Thus rank go = rank ko.
Conversely, assume that rank go = rank ko. Then anymaximal toral subalgebra
to ⊂ ko is a Cartan subalgebra of g. Since so|to = id, it follows that there exists H ∈ to
such that so = e
adH : go → go. (Indeed, we can construct such an element of to in
terms of the root spaces in go.) 
Proposition 21. Let (go, so) be an irreducible semisimple orthogonal symmetric Lie
algebra. Then ko is a maximal proper subalgebra of go.
Proof. Suppose that ko ⊂ lo ⊂ go. Then lo splits as lo = ko ⊕ (lo ∩ po). Now lo ∩ po
is a ko-invariant subspace, but by assumption ko acts irreducibly on po, so lo ∩ po = 0
or po. 
Proposition 22. Let (go, so) be an irreducible semisimple orthogonal symmetric Lie
algebra with Killing form B and positive definite ko-invariant form Q = cB|po×po . Let
A : go → go be a linear isomorphism such that
(1) [A, so] = 0
(2) A|ko is a Lie algebra morphism
(3) A|po : po → po is an equivariantmap of ko-modules (meaningA[k, p] = [Ak,Ap]).
Then there exists a , 0 such that B(Ax,Ay) = aB(x, y) and [Ax,Ay] = aA[x, y] for all
x, y ∈ po. In particular, if A leaves Q invariant, then A ∈ Aut(go).
Proof. If c = 0, then B ≡ 0, [po, po] = 0, and so we can take a = 1. Otherwise,
if c , 0, then B is a nondegenerate form on po. Let A
∗ : po → po be the adjoint of
A with respect to B. Since B(A·,A·) is ko-invariant, A∗A commutes with the action
of ko on po. On the other hand A
∗A is symmetric with respect to B, and therefore
has real eigenvalues. Because the eigenspaces are ko-invariant, irreducibility of po
gives A∗A = a idpo for some real a , 0. Thus B(Ax,Ay) = aB(x, y) for all x, y ∈ po.
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Note that since A|ko is a Lie algebra morphism, it preserves B|ko×ko . Indeed, if
z,w ∈ ko, then
(6) B(Az,Aw) = trgo(ad(Az) ad(Aw)) = trgo(A ad(z)A
−1A ad(w)A−1) = B(z,w).
Now let x, y ∈ po and z ∈ ko. Then
B([Ax,Ay],Az) = B(Ax, [Ay,Az]) = B(Ax,A[y, z])
= aB(x, [y, z]) = aB([x, y], z)
= aB(A[x, y],Az)
by (6). Since this is true for all z ∈ ko, by nondegeneracy of B it follows that
[Ax,Ay] = aA[x, y]. 
Definition 10. A triple (go, so, J) is said to be a Hermitian symmetric Lie algebra if
(1) (go, so) is orthogonal symmetric
(2) J : po → po is a real-linear map with J2 = − id.
(3) J is ko-invariant: J[k, p] = [k, Jp] for all k ∈ ko, p ∈ po
This definition is justified by the following general considerations. If Vc is a
complex vector space of dimension n, let V be the underlying real vector space.
Multiplication by i induces a real-linear map J : V → V satisfying J2 = − id.
Conversely, if (V, J) is a pair consisting of a real vector spaceV of dimension 2n and
a mapping J : V → V satisfying J2 = − id, then J is called a complex structure on V.
If (V, J) is a complex structure, then V ⊗ C splits into +i and −i eigenspaces of J. A
complex-valued bilinear form H on V is called Hermitian if
(1) H(y, x) = H(x, y)
(2) H is R-bilinear
(3) H(JX,Y) = iH(X,Y)
In the present situation, J defines a complex structure on po and by the previous
proposition, Q is J-invariant. It follows that the form defined by
H(x, y) = Q(x, y)+ iQ(x, Jy)
is a Hermitian form on po that is ko-invariant.
1.1. Necessary and sufficient conditions for an orthogonal symmetric Lie
algebra. Let (go, so) be an irreducible semisimple orthogonal symmetric Lie alge-
bra. We here investigate necessary and sufficient conditions for the existence of an
invariant complex structure J ∈ Endko(po). There are two cases:
Case I. p is an irreducible ko-module.
In this case, there can be no complex structure, since the eigenspaces of J are
also ko-invariant. We claim that in this case ko has trivial center. Indeed, if Z ∈ Z(ko),
then adZ : p → p is ko-invariant. By Schur’s lemma, adZ = λ idp for some λ. On
the other hand, since adZ preserves the quadratic form Q, it must be tracefree, so
λ = 0.
Case II. p is a reducible ko-module.
Letθ : p→ p be the conjugationmapwith respect to the real subspace po. There
is noθ-invariant proper submodule of p, since (go, so) is irreducible and semisimple.
So there exists at least one decomposition p = p1 ⊕ p2 into ko-submodules such that
θ(p1) = p2.
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Define a mapping A : U(1) → EndC(p) (λ 7→ Aλ) by Aλ|p1 = λ id and Aλ|p2 =
λ id. Then A is a group morphism onto the subgroup of invertible elements.
Moreover,Aλ is ko-invariant andθ-invariant, and soAλ : po → po is also ko invariant.
Extend Aλ to all of go so that Aλ|ko = id.
Then:
(1) Aλ : go → go is a linear isomorphism
(2) A|ko is a Lie algebra morphism
(3) [Aλ, so] = 0
(4) Aλ|po is an equivariant map of ko-modules
(5) Aλ preservesQ
Hence, by the earlier proposition, Aλ ∈ Aut(go).
Now A : S1 → Aut(go) is a one-parameter subgroup. The derivative at the
identity is a derivation of go, which is equal to adX for some X, by semisimplicity:
adX =
d
dt
∣∣∣∣∣
t=0
Ae2πit ∈ Der(go).
Since Aλ commutes with so, X ∈ ko. Furthermore, since Aλ commutes with ad ko,
X ∈ Z(ko). In particular, dimZ(ko) ≥ 1.
Consider now J = Ai : po → po. This satisfies J2 = − id. Note that by the
construction of A, p1 is the +i-eigenspace of J and p2 is the −i-eigenspace. Suppose
that Z ∈ Z(ko). Then
• et ad(Z) ∈ Aut(go) commutes with so
• et ad(Z)|po is a ko-invariant map
• et ad(Z) : p→ p preserves the p1 ⊕ p2 decomposition of p.
• et ad(Z) commutes with θ (conjugation of gwith respect to go)
Since p1 and p2 are simple ko modules, it follows that
et ad(Z)|p1 = λt id, et ad(Z)|p2 = λt id
for some eigenvalue λt. Thus et adZ = Aλt . Differentiating at the identity implies
that Z is a scalar multiple of X. Thus Z(ko) is one-dimensional.
Write
ko = Z(ko) ⊕ [ko, ko]
Let ito ⊂ [ko, ko] be a maximal toral subalgebra, so
Z(ko) ⊕ ito ⊂ ko
is a maximal toral subalgebra so Cgo (Z(ko)⊕ ito) ⊂ go is a Cartan subalgebra. On the
other hand,
Cgo (Z(ko) ⊕ ito) ⊂ Cgo (Z(ko)) ⊂ Cko (Z(ko)) = ko.
So rank ko = rank go. In particular, by ???, so ∈ Int(go).
Summarizing,
Theorem 23. Let (go, so) be an irreducible semisimple orthogonal symmetric Lie
algebra. The following are equivalent:
(1) (go, so) is Hermitian
(2) p is redicuble as a ko-module
(3) Z(ko) , 0.
If these conditions hold, then rank ko = rank go and so ∈ Int(go)
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Proposition 23. Let (go, so, J) be an irreducible Hermitian symmetric Lie algebra.
Let G be a connected Lie group with Lie(G) = go and K ≤ G a closed subgroup such that
Lie(K) = ko. If J : po → po is K-invariant, then K is connected.
Proof. If (go, so) is flat, then the connected group G is a semidirect product
G = K ⋉ po, so K is connected.
If (go, so) is noncompact, then G is homeomorphic to K × po, and so K is con-
nected.
Next suppose that (go, so) is compact. Then J = exp(ad(Z)) for some Z ∈ Z(ko).
Since J is K-invariant, K ≤ CG(Z(ko)) which is connected. On the other hand,
LieCG(Z(ko)) = Cgo (Z(ko)) = ko. So CG(Z(ko)) = Ke. Combined with the inclusion
K ≤ Ke, so K = Ke. 
Theorem 24. Let (go, so, J) be a Hermitian symmetric Lie algebra. Then there is a
decomposition
(go, so, J) = (g f , s f , J f ) ⊕ (g1, s1, J1) ⊕ · · · ⊕ (gt, st, Jt).
where (g f , s f , J f ) is flat and irreducible, (gi, si, Ji) is semisimple and irreducible. The
decomposition is unique up to order.
Proof. Decompose the Lie algebra in the usual way. Since J is ko-invariant, the
components of po are invariant under J as well. 
2. Hermitian symmetric spaces
LetM be a 2n-dimensional real manifold. Let J : T1
0
M→ T1
0
M be a bundle map
such that J2 = − id. Then J is called an almost complex structure and the pair (M, J)
an almost complex manifold. IfM is a complex manifold and J is the operation of
multiplication by i, then the (MR, J) is an almost complex manifold. The Nijenhuis
tensor is defined by
N(X,Y) = [JX, JY] − J[JX,Y] − J[X, JY] − [X,Y].
It is easily checked that N ∈ T 1
2
M. If (M, J) is associated to a complex manifold,
then the integrability of the eigenspaces of J in T10M ⊗ C implies that N ≡ 0. The
Newlander–Nirenberg theorem asserts the converse:1
Theorem 25. (M, J) is a complex manifold if and only if N ≡ 0.
Definition 11. A triple (M, g, J) is said to be almost Hermitian if
(1) (M, g) is a Riemannian manifold
(2) (M, J) is an almost complex manifold
(3) g is J-invariant
In this situation,
H(X,Y) = g(X,Y) + ig(X, JY)
is a Hermitian form on TM (defined previously). Conversely, the metric g is the
real part of the form H. Hence, all Hermitian forms on a given almost complex
manifold (M, J) arise in this way.
Definition 12. An almost Hermitian manifold (M, g, J) is called Ka¨hler if ∇J = 0.
1A proof of this in the real-analytic category can be found in Kobayashi and Nomizu, Volume 2.
Since symmetric spaces are analytic, this version of the theorem is sufficient for our purposes.
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A more convenient formulation of the Ka¨hler condition uses the fundamental
form: the two form
Ω(X,Y) = g(X, JY).
Since J2 = − id and g is J-invariant, it follows that Ω is skew-symmetric (so Ω ∈
Ω
2M).
Theorem 26. Let (M, g, J) be an almost Hermitian manifold. The following are
equivalent:
(1) (M, g, J) is Ka¨hler
(2) ∇H = 0
(3) dΩ = 0
Moreover, if any of these holds, then (M, J) is a complex manifold.
Proof. Straightforward calcuation. 
Definition 13. An almost Hermitian manifold (M, g, J) is said to be Hermitian
symmetric at x ∈ M if (M, g) is globally symmetric at x and sx ◦ J = J ◦ sx. (M, g, J) is
Hermitian symmetric if it is Hermitian symmetric at every x ∈M.
Notation. Let H(M) = { f ∈ I(M) | f ◦ J = J ◦ f } be the group of Hermitian
isometries. It is a closed subgroup of I(M).
Remark. If (M, g, J) is Hermitian symmetric, then the set of transvections is a
subset ofH(M), since transvections are generated by the global symmetries sx. But
transvections act transitively onM, and so
M = H(M)e/H(M)e,o.
Also H(M)e,o ⊂ I(M)o is a compact Lie group.
Theorem 27. Let (M, g, J) be Hermitian symmetric. Then M is Ka¨hler (in particular,
it is complex).
Proof. J is invariant under the set of all transvections, and therefore∇J = 0. 
Proposition 24. Let (M, g, J) and (M, g, J) be Hermitian symmetric spaces. An
isometry f : M→M is a Hermitian isometry if and only if f∗,o ◦ Jo = Jo ◦ f∗,o
(Here o as usual is a fixed base point ofM and o is its image under f .)
Proof. We need to show that f∗ respects the complex structure at every point.
Since f∗ respects the symmetry at each point, it is equivariant with respect to
transvections, and the result follows since
Jx = τ[o,x] ◦ Jo ◦ τ[x,o].

Proposition 25. Let (M, g, J) and (M, g, J) be Hermitian symmetric spaces. The
differential at o sets up a natural one-to-one correspondence between isometries f : M→M
and the set of Lie algebra isomorphisms φ : go → go that commute with so such that φ|po
is a Hermitian isometry.
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Remark. If (M, g, J) is a Hermitian symmetric space, then M = H(M)e/H(M)e,o
and (LieH(M), so,∗, Jo) is a Hermitian symmetric Lie algebra.
Remark. Let (go, so, Jo) be a Hermitian symmetric Lie algebra and G a connected
Lie group such that Lie(G) = go. Let σ : G → G be an involution such that σ∗,e = so.
LetKbe anopen subgroupofGσ such that J isAdK-invariant; this is alwayspossible
since J is invariant underAdGσ,e. ThenM = G/K is a Riemannian symmetric space,
and we can extend J from o = eK ∈ G/K to a G-invariant almost complex structure
on all ofM; this extension is well-defined, since J is AdK-invariant. The pair (g, J)
is invariant under G, so the associated Hermitian metric is also invariant under G,
and therefore ∇J = 0, so (M, g, J) is Ka¨hler manifold.
Let σ¯ : G/K→ G/K be the geodesic symmetry at o = eK:
G
σ // G
G/K
σ¯ // G/K
We claim that σ¯ is Hermitian. Let gK = (expX)K, X ∈ po. Then the parallel
transport
Texp(X)G/K
σ∗,exp(X)K−−−−−→ Texp(−X)KG/K
preserves the Hermitian structure, since X ∈ po. Hence σ ◦ J = J ◦ σ. Thus
the transvections are Hermitian and σ¯ is Hermitian, so (G/K, g, J) is a Hermitian
symmetric space.
Exercise. LetM be a rank one compact Hermitian symmetric space.
(a) Show that the second Betti number of M is equal to 1. (Hint: Consider first
how to do this with CPn.)
(b) Use the Kodaira embedding theorem to show that M is projective algebraic.
(This is true for compact Hermitian symmetric spaces of any rank, but requires
other methods.)
Let (go, so) be an irreducible Hermitian symmetric space. Then K is connected
and dimR Z(K) = 1. Consider the universal cover of G
G˜
π

≥ G˜σ,e
G ≥ Gσ,e = K
Also, G˜/G˜σ,e is the universal cover of G/K, and so is also a Hermitian symmetric
space. Note π−1(K) ≤ Gσ and J is π−1(K)-invariant. Hence π−1(K) = G˜σ,e. That is,
G/K = G˜/G˜σ,e is simply connected.
Exercise. Give a different proof in of this fact in rank one along the follow-
ing lines. Prove that a compact Hermitian symmetric space M of rank one has
postive curvature, and then apply Synge’s theorem to conclude that M is simply-
connnected.
Theorem 28. Let M be a Hermitian symmetric space. Then
M M f ×M1 × · · · ×Mt
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(a Hermitian isometry of Hermitian symmetric spaces) where M f is flat and Mi are
irreducible and simply-connected.
Proof. The decomposition of Hermitian symmetric Lie algebras
(Lie(H(M)), so, J)  (h f , s f , J f ) ⊕ (h1, s1, J1) ⊕ · · · ⊕ (ht, st, Jt)
induces an inclusion
G f × G1 × · · ·Gt = G ≥ π−1(H(M)e,o)
where G
π−→ H(M)e,o. Let ρi : G → Gi be the projection onto the factor Gi. Then
ρi(π−1(H(M)e,o)) leaves Ji invariant, and so Ki = (Gi)σ,e. (Here K = K f × K1 × · · · × Kt
is the isotropy group in G.) Then
M 
G f
G f ∩ π−1(H(M)e,o) ×
G1
K1
× · · · × Gt
Kt
.
The factors G1/K1, . . . ,Gt/Kt are simply connected, by the earlier remark. 
3. Bounded symmetric domains
A domain is an open connected subset of CN. A domain is bounded if it is
bounded with respect to the standard Euclidean metric on CN. Let µ be the
Lebesgue measure on CN. Denote by H(D) the subspace of L2(D, µ) of square-
integrable functions in D that are also holomorphic.
The following key lemma has a number of important corollaries:
Lemma 11. For any compact set A ⊂ D, we have
sup
z∈A
| f (z)| ≤ CA‖ f ‖L2(D,µ)
for all f ∈ H(D).
Proof. Let r = dist(A, ∂D)/2. By the mean value theorem,
| f (z)| = 1|B(z, r)|
∣∣∣∣∣∣
∫
B(z,r)
f (ζ) dµ(ζ)
∣∣∣∣∣∣
≤
‖ f ‖L2(B(z,r),µ)√
|B(z, r)|
by Cauchy–Schwarz
≤ 1√
|B(z, r)|
‖ f ‖L2(D,µ)
Letting CA =
1√
|B(z,r)|
(independent of z) and then taking the supremum over z ∈ A
implies the lemma. 
Corollary 12. H(D) is a closed subspace of L2(D, µ). Hence H(D) is a Hilbert space
with respect to the L2 inner product.
Proof. If fn is a sequence of functions in H(D) that converges to a function
f ∈ L2(D, µ), then by the Lemma, fn → f uniformly on compact subsets. Since the
compact limit of holomorphic functions is holomorphic, f ∈ H(D) as well. 
Corollary 13. For all z ∈ D, the evaluation map evz : f → f (z) is a continuous
linear functional on H(D).
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Proof. Let A = {z} in the lemma. Then
| evz f | ≤ CA‖ f ‖H(D)
for all f ∈ H(D). 
Since the evaluation map is a continuous linear functional on a Hilbert space,
the Riesz representation theorem implies that there exists, for each z ∈ D, an
element φz ∈ H(D) such that
f (z) =
∫
D
f (ζ)φz(ζ) dµ(ζ).
Let K(z, ζ) = φz(ζ). This is called the Bergman kernel of D.
We note that K(z, ζ) = K(ζ, z). Indeed,
K(ζ, z) = φζ(z) =
∫
D
φζ(w)φz(w) dµ(w)
=
∫
D
K(ζ,w)K(z,w) dµ(w)
=
∫
D
K(ζ,w)K(z,w) dµ(w)
= K(z, ζ).
It follows that K is holomorphic in its first argument and antiholomorphic in its
second. In particular, K is smooth.
Notation. We introduce the Wirtinger derivatives in C:
∂
∂z
:=
1
2
(
∂
∂x
− i ∂
∂y
)
,
∂
∂z¯
:=
1
2
(
∂
∂x
+ i
∂
∂y
)
.
In CN, a point z has coordinates (z1, . . . , zN). Define
Z j =
∂
∂z j
, Z∗j =
∂
∂z¯ j
.
Definition 14. Let H = ZiZ
∗
j
logK(z, z)dzi ⊗ dz j and put g = ReH. This is the
Bergman metric.
Proposition 26.
(1) (D, g) is a Ka¨hler manifold.
(2) If φ : D→ D′ is a biholomorphism, then (D, g) φ−→ (D′, g′) is an isometry.
(3) In particular, the biholomorphisms of (D, g) to itself are precisely the Hermitian
isometries of (D, g). Denote these by H (D).
Proof.
(1) The fundamental form is Ω = ∂∂K(z, z) = ZiZ∗j logK(z, z)dzi ∧ dz j. This is
closed since d = ∂ + ∂ and ∂2 = 0, ∂
2
= 0, ∂∂ = −∂∂.
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(2) By change of variables, for f ∈ H(D′), w ∈ D′, and z = φ−1(w) ∈ D, we
have
f (w) =
∫
D′
f (ζ)K′(w, ξ) dµ(ξ)
=
∫
D
f (φ(ζ))K′(w, φ(ζ))|Jφ(ζ)|2 dµ(ζ)
=
∫
D
f (φ(ζ))K′(φ(z), φ(ζ))|Jφ(ζ)|2 dµ(ζ)
= f (φ(z))
where Jφ = det(∂φi/∂ζ j)1≤i, j≤N is the holomorphic Jacobian. Hence,
K(z, ζ) = K′(φ(z), φ(ζ))|Jφ(ζ)|2.
In particular,
logK(z, z) = log
[
K′(φ(z), φ(ζ))|Jφ(ζ)|2
]
= logK′(φ(z), φ(ζ)) + log Jφ(ζ) + log Jφ(ζ).
But log Jφ is holomorphic, and so annihilated by Z∗
j
and log Jφ is anti-
holomorphic, and so annihilated by Zi. Thus
g = φ∗g′,
as required.
(3) Since Hermitian isometries are biholomorphic, this follows from (2).

Definition 15. Let D be a bounded domain.
(1) D is said to be homogeneous if H (D) acts transitively on D.
(2) D is said to be symmetric if each z ∈ D is an isolated fixed point of some
involution φ ∈ H (D).
(3) A bounded symmetric domain D is called reducible if it is biholomorphic to a
product D1 ×D2 of bounded symmetric domains. A bounded symmetric domain
is irreducible if it is not reducible.
Theorem 29. If D is a bounded symmetric domain, then D is a Hermitian symmetric
space. (In particular, D is homogeneous.)
Indeed, we showed in Chapter 2 that sx is the only the involution with isolated
fixed point x.
Examples.
(1) For n = 1, a domain is homogeneous if and only if it is simply connected.
In that case, the Riemann mapping theorem assures that every domain is
biholomorphic to thedisc. As a symmetric space, thedisc is the hyperbolic
plane. The Bergman metric is the hyperbolic metric.
(2) For n = 2, 3 every homogeneous bounded domain is symmetric.
(3) For n = 4, the set of bounded symmetric domains is a proper subset of
the bounded homogeneous domains (Piatetsky & Shapiro)
(4) In general, if D is a bounded homogeneous domain such that H (D) is
unimodular, then D is symmetric.
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Theorem 30. Let D be a bounded symmetric domain. The D M1 × · · · ×Mt factors
as a product of irreducible non-compact Hermitial symmetric spaces.
Proof. Decompose D M f ×M1 × · · · ×Mt withM f flat. Then CN = M˜ f is the
universal cover ofM f , for someN. Let zi be the ith coordinate function onD. Then
CN = M˜ f

✹
✹
✹
✹
✹
✹
✹
✹
M f

 // D
zi

C
The indicated composite mapping is a bounded holomorphic function on CN,
which is therefore constant. This is true for all coordinate functions, and so CN =
{pt}.
Likewise, if someMkwere compact, then zi|Mk wouldbe aholomorphic function
on the compact manifoldMk, which is again reduced to a constant. So, ifMk were
compact, thenMk = {pt} as well. 
The converse question is more interesting:
Question. Let M be a non-compact Hermitian symmetric space. IsM locally a
bounded symmetric domain?
The answer, which turns out to be Yes, is addressed in the next sections. The
general result is that it is always possible to embed a Hermitian symmetric space
into a generalized flagmanifold. In the compact case, this embedding is essentially
an isomorphism. In the noncompact case, the image is an open subset of a flag
manifold, and there is a natural projection to a bounded symmetric domain in an
affine complex space.
4. Structure of Hermitian symmetric Lie algebras
Let (go, so) be an orthogonal symmetric simple Lie algebra which is not of
compact type. Write
go = ko ⊕ po
and let ito ⊂ ko be a maximal toral subalgebra. Let ho = Cgo (ito) = ito ⊕ bo. This is a
Cartan subalgebra of go. Now decompose the complexification into root spaces
k ⊕ p = g = h ⊕

⊕
α∈Φ(g,h)
gα
 .
Since go is of noncompact type, Φ(g, h) is real on ito ⊕ bo. Relative to this decompo-
sition of g, we can decompose go via
go = ho ⊕

⊕
λ∈Φ+(go ,to)

⊕
α∈Φ(g,h)
α|ito=λ
g±α
 ∩ go
 .
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Indeed, let θ : g→ g be the antilinear involution of complex conjugation with
respect to the real subspace go. For all H ∈ h and x ∈ gα, [H, θx] = α ◦ θ(H)θx.
Thus θgα = gα◦θ. Now ifH ∈ ito, then θ(H) = H and so α ◦ θ(H) = −α(H), since α is
imaginary on ito. Hence (α ◦ θ)|ito = −α|ito , as required.
Definition 16.
(1) If gα ⊂ k, then α is called a compact root.
(2) If gα ⊂ p, then α is called a noncompact root.
(3) Otherwise α is called a complex root.
If α is either compact or noncompact, then s(α) = α for in the former case
s|gα = id and in the latter s|gα = − id. If α is complex, then s(α) , α.
Lemma 12. If rank(k) = rank(g), then ho = to, and so there are no complex roots.
4.1. Example. Consider the root lattice C2. The compact simply-connected
group is Sp(2).
The root space decomposition is
g = t ⊕ g±α ⊕ g±β ⊕ g±θs ⊕ g±θ.
The involutions in Gad are given by e
2πiλ∨
β
/2
= e
πiλ∨
β and e2πiλ
∨
α /2=e
2πiλ∨α . Here are the
Cartan decompositions for these involutions:
σ = Ad eπiλ
∨
β : Here k = gσ = t⊕g±α and p = g±β⊕g±θs⊕gθ. NotedimZ(k) = 1, so
this symmetric space supports a complex structure. (It is locally isometric
to the Grassmannian Gr2(C
4).)
σ = Ad eπiλ
∨
α : Here k = gσ = t⊕g±β⊕g±θ and p = g±α⊕g±θs . ThenZ(k) = 0, and
there is no complex structure. We already observed that this quotient was
locally isometric to S4, but in fact S4 carries no almost complex structure
(let alone a homogeneous complex structure).2
4.2. General case. Let us return to the general case. Let (go, so) be a semisimple
orthogonal symmetric Lie algebra. Let ∆ = {α1, . . . , αn} be a base for Φ(go, ho). Let
θ = d1α1 + · · · + dnαn be the highest root. The fundamentla coroots λ∨j satisfy
λ∨
j
(θ) = d j. In general, involutions come from e
πiλ∨
j with d j = 1, 2. We deal with
these two cases as above:
If d j = 2: For any root α, the possible pairings with λ∨j are α(λ
∨
j
) = 0,±1,±2,
since α j appears in the highest root with coefficient 2. Now the involution e
πiλ∨
j
acts as the identity on the eigenspaces where λ∨
j
is even and acts as the negative
2Suppose S4 had an almost complex structure, and split the complexified tangent bundle into
eigenspaces TS4 ⊗ C = E ⊕ E. Then the Pontrjagin numbers are related to the Chern classes by
p2(TS
4) = c1(E)
2 − 2c2(E). But c1(E) = 0 since H2(S4,Z) = 0, c2(E) = 2 is the Euler characteristic, and
p2(TS
4) = 0 since S4 is cobordant to a point. Contradiction.
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identity on eigenspaces where λ∨
j
is odd. Thus
k = t ⊕

⊕
α(λ∨
j
)=0
g±α
 ⊕

⊕
β(λ∨
j
=2)
g±β

p =
⊕
γ(λ∨
j
)=0
g±γ.
In this case, note that Z(k) = 0 and so there is no complex structure.
If d j = 1: k = t ⊕
(⊕
α(λ∨
j
)=0 g±α
)
. In this case Z(k) is 1-dimensional: it is the
subspace of t spanned by the single coroot λ∨
j
. We also have p = ⊕β(λ∨
j
)=1g±β. (Note
that for any root β, there are only the three possibilities β(λ∨
j
) = 0, 1,−1 since α j
appears in the highest root with coefficient 1.) Let
u+ =
∑
β(λ∨
j
)=1
gβ, u
−
=
∑
β(λ∨
j
)=1
g−β.
Then [u+, u+] = [u−, u−] = 0.
4.3. Strongly orthogonal root systems. Let (go, so) be an irreducible symmetric
orthogonal Lie algebrawith g simple (i.e., type I or III). Letθ : g→ gbe the antilinear
conjugation with respect to the real subspace go. As usual, put go = ko ⊕ po and let
ito ⊂ ko be a maximal toral subalgebra. We have shown that
Cgo (ito) = ito ⊕ bo
is a Cartan subalgebra. Let Φ(go, to) be the relative root system for ito on go, and
decompose g and go via
g = h ⊕

⊕
α∈Φ(g,h)
gα

go = ho ⊕
⊕
λ∈Φ+(go ,to)
([ ⊕
α∈Φ(g,h)
α|ito=λ
g±α
])
.
Lemma 13. Let α ∈ Φ(g, h). Then soα = α if and only if α|bo = 0.
Proof. so acts as − id on b. 
In particular, if bo = 0, then every root is either compact (gα ⊂ k) or noncompact
(gα ⊂ p). Let Φc(g, h) ⊂ Φ(g, h) be the set of compact roots and Φnc(g, h) ⊂ Φ(g, h) be
the set of noncompact roots. Then we have
Lemma 14. If rank k = rank g, then Φ(g, h) = Φc(g, h)∪ Φnc(g, h).
Proof. The maximal toral subalgebra t is a Cartan subalgebra of k, and Cg(t) =
t⊕ b is a Cartan subalgebra of g. These have the same dimension only if b = 0, and
the result follows. 
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Let us therefore suppose that rank k = rank g (equivalently b = 0), so that every
root is either compact or noncompact. Then, by virtue of the identity α ◦ θ = −α,
we showed that θ : gα → g−α. In particular,
gα ⊕ g−α = [(gα ⊕ g−α) ∩ go]︸              ︷︷              ︸
⊂kα
⊕ [(gα ⊕ g−α) ∩ igo]︸              ︷︷              ︸
⊂pα
.
For α ∈ Φ+(g, h), let Eα be the generator of gα and Fα the generator of g−α. Then by
the above
ko = to ⊕

⊕
α∈Φ+c (g,t)
R[Eα + Fα]
 ⊕

⊕
α∈Φ+c (g,t)
R[iEα − iFα]

po =

⊕
α∈Φ+nc(g,t)
R[Eα + Fα]
 ⊕

⊕
α∈Φ+nc(g,t)
R[iEα − iFα]
 .
If (in addition) so is conjugation with respect to e
πiλ∨
j with d j = 1 (so that (go, so)
is Hermitian), then
k = t ⊕
⊕
α∈Φ(g,t)
α(λ∨
j
)=0
gα
p =
⊕
β∈Φ(g,t)
β(λ∨
j
)=±1
gβ = u
− ⊕ u+
u+ =
⊕
β∈Φ(g,t)
β(λ∨
j
)=+1
gβ
u− =
⊕
β∈Φ(g,t)
β(λ∨
j
)=−1
gβ.
Equating the two decompositions, we see that
Φc(g, t) = Φ(k, t) = {α ∈ Φ(g, t) | α(λ∨j ) = 0}
Φnc(g, t) = {α ∈ Φ(g, t) | α(λ∨j ) = ±1}.
Definition 17. A subset F ⊂ Φ of a root systemΦ is strongly orthogonal if for any
two linearly independent α, β ∈ F, α ± β < Φ.
Remark. Notice that any two linearly independent roots in F are orthogonal,
for if α, β ∈ F were not orthogonal, then the Weyl reflection σαβ of β in α in Φ. But
σαβ = β + kα for some k ∈ Z, and then the whole α-string β, β± α, . . . , β+ kαwould
need to be in Φ as well.
Definition18. The strongly orthogonal rank of a root systemΦ, denotedSO-rank(Φ),
is defined as
SO-rank(Φ) = max{|F∩ Φ+| | F ⊂ Φ is a strongly orthogonal root system}.
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This is the maximal cardinality among the strongly orthogonal sets of positive roots. A
strongly orthogonal set of positive Φ is calledmaximal if
|F| = SO-rank(Φ).
Theorem 31. Let (go, so) be an irreducible Hermitian symmetric Lie algebra. Then
rankR(go) = SO-rank(Φnc(g, t)).
Proof. Let F ⊂ Φ+nc(g, t) be strongly orthogonal. Since⊕
α∈F
R[Eα + Fα] ⊂ po
is an abelian subalgebra, |F| ≤ rank go. Suppose that the inequality is strict. Then
there exists a flat subspace ao such that⊕
α∈F
R[Eα + Fα] ( ao.
Let X ∈ ao, X <
⊕
α∈FR[Eα + Fα]. Write
X =
∑
α∈Φ+nc
aα(Eα + Fα) + bα(iEα − iFα) +
∑
β∈F
cβ(iEβ − iFβ).
Since ao is abelian, X commutes with Eγ + Fγ for all γ ∈ F. In particular, the to-
component of [X,Eγ + Fγ] is cγ[iEγ − iFγ,Eγ + Fγ] = cγ2i[Eγ, Fγ]. For this to be zero,
cγ = 0. Thus the last term in X vanishes completely:
X =
∑
α∈Φ+nc
aα(Eα + Fα) + bα(iEα − iFα).
So, commuting with Eγ + Fγ for γ ∈ F now gives
[X,Eγ + Fγ] =
∑
α∈Φ+nc\F
aα[Eα + Fα,Eγ + Fγ] + bα[iEα − iFα,Eγ + Fγ] = 0.
Since aα and bα are real, it follows that∑
α∈Φ+nc\F
aα[Eα + Fα,Eγ + Fγ] =
∑
α∈Φ+nc\F
bα[iEα − iFα,Eγ + Fγ] = 0.
The first sum splits into pairs of the form
aα [Eα,Eγ]︸  ︷︷  ︸
gα+γ
+aβ [Eβ, Fγ]︸  ︷︷  ︸
∈gβ−γ
= 0
(and similarly for the second sum) which implies that one of three possibilities
holds: either α + γ = β − γ, aα = aβ = 0, or [Eα,Eγ] = [Eβ, Fγ] = 0. But if the first
possibility were true, then applying λ∨
j
to both sides would give
2 = λ∨j (α + γ) = λ
∨
j (β − γ) = 0,
a contradiction, so this cannot happen for any γ. If the second possibility were not
true, then [Eα,Eγ] = [Eα, Fγ] = 0 for all γ ∈ F, which implies that F ∪ {α} is strongly
orthogonal. 
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Connected Lie group Lie algebra
GC g
KC k
K ko
G go = ko ⊕ po
G˜ g˜o = ko ⊕ ipo
U± u±
A ao
P± k ⊕ u±
Table 1.
5. Embedding theorems
Let (go, so) be an irreducible Hermitian symmetric Lie algebra whose complex-
ification g is semisimple. Let go = ko ⊕ po be the eigenspace decomposition for
so, and g = k ⊕ p its complexification. Let ito ⊂ ko be a maximal toral subalgebra,
Decompose these various spaces via, in the notation of the previous section,
k = t ⊕
⊕
α∈Φ(g,t)
gα
ko = ito ⊕

⊕
α∈Φ+c (g,t)
R[Eα + Fα]
 ⊕

⊕
α∈Φ+c (g,t)
R[iEα − iFα]

po =

⊕
α∈Φ+nc(g,t)
R[Eα + Fα]
 ⊕

⊕
α∈Φ+nc(g,t)
R[iEα − iFα]

ao =
⊕
α∈F
R[Eα + Fα]
where F ⊂ Φ+nc is a maximal strongly orthogonal system of roots. Finally, put
u± =
⊕
α∈Φ+nc(g,t)
g±α, [u+, u+] = [u−, u−] = 0.
We shall employ the notation in Table 1 to refer to the various Lie algebras
involved, and associated connected Lie groups.
5.1. Example: ∼⋖(2,C). In the following discussion, it is helpful to keep in
mind the following simple example. Let go = su(1, 1) and g = sl(2,C). Then
sl(2,C) = diag(x,−x)︸       ︷︷       ︸
k
⊕
(
0 w
0 0
)
︸  ︷︷  ︸
u+
⊕
(
0 0
w 0
)
︸  ︷︷  ︸
u−
su(1, 1) = diag(ia,−ia)︸        ︷︷        ︸
ko
⊕
(
0 c + ib
c − ib 0
)
︸            ︷︷            ︸
po
, ao =
(
0 c
c 0
)
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The dual Lie algebra is ˜su(1, 1) = su(2) and then we have
su(2) = diag(ia,−ia)︸        ︷︷        ︸
ko
⊕
(
0 −b + ic
b − ic 0
)
︸              ︷︷              ︸
po
.
The groups are
GC = SL(2,C)
K =
{(
cos a − sin a
sin a cos a
)
| a ∈ R
}
G = SU(1, 1) =
{(
α β
β¯ α
)
| α, β ∈ C, |α|2 − |β|2 = 1
}
G˜ = SU(2) =
{(
α β
−β¯ α
)
| α, β ∈ C, |α|2 + |β|2 = 1
}
U+ =
{(
1 w
0 1
)
| w ∈ C
}
 (C,+)
U− =
{(
1 0
w 1
)
| w ∈ C
}
 (C,+)
P+ =
{(
z w
0 z−1
)
| w, z ∈ C, z , 0
}
P− =
{(
z 0
w z−1
)
| w, z ∈ C, z , 0
}
A =
{(
cosh c sinh c
sinh c cosh c
)
| c ∈ R
}
.
Now, let SL(2,C) act on C2 in the usual manner. Then P− is the stabilizer of
the complex line spanned by [1 0]t, and SL(2,C) acts transitively on the space of
complex lines through the origin, whence
SL(2,C)
P−
 CP
1
= S2.
Now, SU(2) acts transitively and freely on S3 ⊂ C4, and we have
S2 =
SL(2,C)
P−
=
SU(2)
P− ∩ SU(2) =
SU(2)
U(1)
(which is precisely the Hopf fibration S2 = S3/S1).
There is also an embedding
SU(1, 1)
U(1)
→ SL(2,C)
P−
= CP
1.
However SU(1, 1) does not act transitively on CP1. Indeed, the orbit of the point
[0 1]t is (
α β
β α
)
=
(
β
α
)
∼
(
β/α
1
)
.
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From |α|2 − |β|2 = 1 it follows that 1 = 1|β|2 +
∣∣∣∣ βα ∣∣∣∣2, so |β/α| < 1. So SU(1, 1) embeds
into a disc in CP1.
Note the factorization
(7)
(
cosh t sinh t
sinh t cosh t
)
=
(
1 0
tanh t 1
) (
cosh t 0
0 cosh t
) (
1 tanh t
0 1
)
.
5.2. General case. We return now to the general case. We have the following
lemmata:
NGC (U
±) = KC ⋉U± = P±:
Proof. Indeed, LieNGC(U
+) = Ng(u
+) = k ⊕ u+, so (NGC(U+))e = P+.
Let g ∈ NGC (U+). Then g acts on k ⊕ u+. Let t ⊂ k be a Cartan subalgebra.
There exists x ∈ P+ such that xg(t) = t. There exists y ∈ KC such that
yxg(t) = t and, in addition, yxg (Φ+(k, t)) = Φ+(k, t). Since yxg preserves
the compact roots, yxg ∈ KC. Thus g ∈ P+. So NGC (U±) = P±.
It suffices to show tht KC ∩ U+ = 1. First, observe that KC ∩U+ D KC
so KC ⊂ CGC (KC ∩ U+). Also Lie(KC ∩ U+) = 0. Let s ∈ KC ∩ U+. Write
s = expX, X ∈ u+. Since X is centralized by KC, X = 0. So s = e. 
P+ ∩ P− = KC:
Proof. The inclusion ⊇ is clear. For the opposite inclusion, let g ∈
P+ ∩ P−. There exists k ∈ KC such that kg ∈ P+ ∩ U−. In particular,
kg = expX for some X ∈ u−. On the other hand, expX ∈ NGC(U+), so
X ∈ Ng(u+). But u− ∩Ng(u+) = 0, so X = 0. Hence g ∈ K. 
G ∩ P± = K = G˜ ∩ P±:
Proof. Wewill show thatG∩P± = K, the other equality being similar.
The inclusion ⊇ is clear. For the opposite inclusion, first note that Lie(G∩
P+) = go ∩ (k ⊕ u+) = ko. So K E G ∩ P+ and (G ∩ P+)e = K. Let g ∈ G ∩ P+.
Let to ⊂ ko be a maximal toral subalgebra, and T ⊂ K a maximal torus,
with Lie algebra Lie(T) = to. There exists k ∈ K such that Ad(kg)to = to.
Thus kg ∈ CG(to) = CG(T) = T. Since T ⊂ K, g ∈ K. 
Combining these remarks with the Cartan immersion, we conclude
Proposition 27. The mapping U+ × KC × U− φ−→ GC defined by φ(x, k, y) = xky is
injective, everywhere regular, and complex analytic.
Theorem 32.
First embedding theorem: There exist Hermitian embeddings G˜/K ֒→ GC/P−
and G/K ֒→ GC/P−. The embedding G/K ֒→ GC/P− is a Hermitian isometry,
and the embedding G˜/K ֒→ GC/P− has open image.
Second embedding theorem: G ⊂ U+KCU−. Hence
G/K 
 //
τ
&&▼▼
▼▼
▼▼
▼▼
▼▼
(U+KCU
−)/P− 
 //
π

GC/P−
U+  CN
is an embedding onto the bounded symmetric domain τ(G/K) ⊂ CN.
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Proof. It remains to showthatτ(G/K) is bounded. For this, let ao =
⊕
α∈FR[Eα+
Fα] be a flat subspace and let A = exp ao ⊂ G ⊂ GC. We claim that A ⊂ U+KCU−.
Indeed, for any α, Eα, Fα, [Eα, Fα] spans a Lie subalgebra of g isomorphic to sl(2,C).
Under the isomorphism Eα+Fα 7→
(
0 1
1 0
)
. The one parameter group exp t(Eα+Eβ)
is a subgroup of U+KCU
−, which decomposes by (7) as
exp t(Eα + Fα) = exp(tEα)k1 exp(tFα).
The product of two elements of this form is
exp t(Eα + Fα) exp t(Eβ + Fβ) = exp(tEα)k1 exp(tFα) exp(tEβ)k2 exp(tFβ)
= exp(tEα)k1 exp(tEβ) exp(tFα)k2 exp(tFβ)
∈ U+k1k2U−.
Hence
G = KAK ⊂ KU+KCU− = U+KCU−.
So if g ∈ G, g = k1ak2 for some ki ∈ K, a ∈ A, and a = u+k3u− for some u± ∈ U±.
Hence
τ(g) = τ(k1ak2) = τ(k1u
+k3u
−k2) = τ(k1u+k−11 ) = k1τ(a)k
−1
1 ⊂ Kτ(A)K.
But K is compact and τ(A) is bounded (by the su(1, 1) case). 
Combining the embedding theoremwith the decomposition theorem for sym-
metric spaces, we have
Theorem 33. Let D be a bounded symmetric domain. Then D  D1 × · · · ×Dt where
each Di is a bounded symmetric domain that is irreducible as a symmetric space. The
decomposition is unique apart from the ordering.
CHAPTER 8
Classification of real simple Lie algebras
To classify symmetric spaces, it is necessary (and sufficient) to classify all real
simple Lie algebras. The essential idea is to start with a complex simple Lie algebra
g and to fix a Cartan subalgebra h ⊂ g and a Cartan involution θ : g → g. Then
the strategy is to mark the Dynkin diagram in a way that shows the involution,
and gives enough information to determine the status of each of the roots that
are fixed by θ: whether they are compact, noncompact, real, or imaginary. There
are two possible approaches to this classification. In one, the Cartan subalgebra
ho is the maximal compact CSA, and in the other it is the maximally split CSA.
These lead us, respectively, to introduce the Vogan diagram and Satake diagram
for a real form. Each of these has advantages and disadvantages: the approach via
Vogan diagrams gives the classification much more easily and one can read off the
subalgebra ko more readily, but with Satake diagrams the rank and restricted root
system can be determined more easily.
1. Classical structures
We here fix notation for the classical groups and Lie algebras. Various groups
can usefully be regarded as matrix groups over R, C, orH. We can pass between
these via the following identifications. IfZ = A+ iB ∈ GL(n,C) is a complex matrix,
with A,B real, then
φ(Z) =
(
A −B
B A
)
∈ GL(2n,R).
is a Lie group morphism into a closed subgroup of GL(2n,R). Similarly, if H =
A+Bj ∈ GL(n,H) is a quaternion matrix, withA,B ∈ GL(n,C) complex (identifying
C = R[i] ⊂H), then
ψ(H) =
(
A −B
B A
)
∈ GL(2n,C)
is a Lie group morphism onto a closed subgroup of GL(2n,C).
sl(n,R): Lie algebra of trace-free real n × nmatrices.
sl(n,C): Lie algebra of trace-free complex n × nmatrices.
sl(n,H): Lie algebra of x ∈ gl(n,H) such that Re tr x = 0. Equivalently,
sl(n,H) = sl(2n,C) ∩ ψ(gl(n,H)). This Lie algebra is also denoted by
su∗(2n).
so(n,R): Lie algebra of x ∈ gl(n,R) such that x + xt = 0. We denote it by just
so(n).
so(n,C): Lie algebra of x ∈ gl(n,C) such that x + xt = 0.
so(n,H): Lie algebra of x ∈ gl(n,H) such that x + xt = 0. Equivalently,
so(2n,C) ∩ ψ(gl(n,H)). We denote it also by so∗(2n).
su(n): Lie algebra of x ∈ gl(n,C) such that x + xt = 0.
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Table 1. Symmetric spaces of Type II and IV
C-simple Compact form Type II Type IV
sl(n,C) su(n) SU(n) SL(n,C)/SU(n)
so(n,C) so(n) SO(n) SO(n,C)/SO(n)
sp(n,C) sp(n) Sp(n) Sp(n,C)/Sp(n)
eC
6,7,8 e6,7,8 E6,7,8 E
C
6,7,8/E6,7,8
fC
4
f4 F4 F
C
4
/F4
gC
2
g2 G2 G
C
2
/G2
su(n,H): Lie algebra of x ∈ gl(n,H) such that x+ xt = 0. This is also denoted
by sp(n). Note that sp(n) , sp(n,R), defined below, but we do have
sp(n)  sp(n,C) ∩ ψ(gl(n,H)).
sp(n,R): Lie algebra of x ∈ gl(2n,R) that leaves invariant the symplectic
form J: Jx + xtJ = 0.
sp(n,C): Lie algebra of x ∈ gl(2n,C) that leaves invariant the symplectic form
J: Jx + xtJ = 0.
1.1. Mixed signature. Let Ip,q denote the pseudo-Hermitian form of signature
(p, q):
Ip,q =
(
Ip
−Iq
)
.
We can define in addition
so(p, q): Lie algebra of x ∈ gl(n,R) leaving Ip,q invariant: Ip,qx + xtIp,q = 0.
Note that so(n) = so(0, n) = so(n, 0).
su(p, q): Lie algebra of x ∈ gl(n,C) leaving Ip,q invariant: Ip,qx + xtIp,q = 0.
Note that su(n) = su(0, n) = su(n, 0).
sp(p, q): Subalgebra of x ∈ sp(n,C) that leave Ip,q invariant: Ip,qx + xtIp,q = 0.
Note sp(n) = sp(0, n) = sp(n, 0) = sp(n,C) ∩ u(2n).
1.2. Examples.
• The spaceof complex structuresonR2n canbe identifiedwithGL(2n,R)/GL(n,C) 
SO(2n)/U(n).
• The space of real structures on Cn is GL(n,C)/GL(n,R)  U(n)/O(n).
• The space of quaternionic structures on C2n is GL(2n,C)/GL(n,H) 
SU(2n)/SU∗(2n).
2. Vogan diagrams
Let (go, so) be an irreducible orthgonal symmetric Lie algebra,with g semisimple
over C. Let ito ⊂ ko be a maximal toral subalgebra and ho = Cgo (ito) the associated
maximally compact Cartan subalgebra of go. This decomposes as ho = ito ⊕ bo for
some bo ⊂ po. Recall that a root α ∈ Φ(go, ho) is:
• Real if α ≡ 0 on ito.
• Imaginary if α ≡ 0 on bo. In this case, a root is compact if gα ⊂ k and
noncompact if gα ⊂ p.
• Complex if neither holds.
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Definition 19. 1 The Vogan diagram associated to the triple (go, ho,∆(go, ho) is a
triple (D, θ,marking in Dθ) consisting of
• The Dynkin diagram D corresponding to the set ∆(go, ho) of simple roots.
• An involution θ : D → D of the Dynkin diagram (indicated by folding the
diagram so that the nodes correspond).
• A subset of nodes in the fixed point set Dθ that are marked if the corresponding
simple root is noncompact.
There could be many Vogan diagrams corresponding to a given simple or-
thogonal symmetric Lie algebra (go, so). However, it turns out (Proposition 28) that
associated to any such Lie algebra there is a Vogan diagram having at most one
marked node α j, and that this node has d j = 〈λ∨j , θ〉 = 1 or 2. Hence we shall
confine attention to this case. We shall not prove here that every possible Vogan
diagram gives a simple real Lie algebra, although this is true. Rather we content
ourselves with the fact that once we have listed all of those that are admissible, we
shall have obtained the complete classification.
2.1. Vogan diagrams, no involution. We first look at the diagrams whose
involution is trivial. In each case, the compact form of the Lie algebra has no
marked node. If a node is marked, the subalgebra ko is the Lie algebra obtained by
the following procedure. Suppose that α j is marked. If d j = 1, then ko is the Lie
algebra with one-dimensional center whose semisimple part is the compact form
of the Lie algebra whose (possibly disconnected) Dynkin diagram is obtained by
deleting α j. If d j = 2, then ko is the compact form of the Lie algebra obtained by
deleting α j and including the affine root −θ.
An: The Dynkin diagram, with the highest root labeled, and showing the
affine root as well, is
◦
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
✐ ✐
✐ ✐
✐ ✐
✐ ✐
✐ ✐
✐ ✐
✐ ✐
✐
1◦ 1◦ 1◦ 1◦ 1◦
go : su(1, n) su(2, n − 1) su(2, n − 2) su(n − 1, 2) su(n, 1)
Also shown is the Lie algebra go with the associated noncompact root.
The maximal compact subalgebra of go with the corresponding to the
marked root is, up to a center, the Lie algebra whose Dynkin diagram is
complementary to the marked root. Thus for go = su(p, q), the isotropy
algebra is ko = s(u(p) ⊕ u(q)).
We can also read off the compact forms. These all have go = su(n+ 1),
and their isotropy algebra ko must come from the corresponding dual
noncompact form. Thus these are go = su(n + 1), ko = s(u(p) ⊕ u(q)) with
p + q = n + 1. In each case the rank of the symmetric space is min(p, q).
1More information on Vogan diagrams can be found in Knapp, Lie groups: beyond and introduction,
Chapter VI.
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The restricted root system and center are
Φ(go, ao) = BCp 0 < p < q |Z(Gscc ) ∩A| = 1
= Cp p = q |Z(Gscc ) ∩A| = 2.
The corresponding simply connected forms of the symmetric spaces
are all Hermitian. Summarizing,
Type Space Note Cartan type
Type III
SU(p, q)
S(U(p)×U(q)) 1 < p ≤ q AIII
SU(1, n)
S(U(1)×U(n)) Hermitian hyperbolic space AIV
Type I
SU(n + 1)
S(U(p)×U(q)) 1 < p ≤ q AIII
SU(n + 1)
S(U(1)×U(n)) Complex projective space AIV
Bn:
◦
✤
✤
1◦ 2◦ 2◦ 2◦ 〉
2◦
go : so(2, 2n − 1) so(4, 2n − 3) · · · so(3, 2n − 2) so(1, 2n)
The noncompact form has go = so(p, q), p + q = 2n + 1, p, q > 0, and
ko = so(p)+so(q). The compact form has go = so(n+1) and ko = so(p)+so(q).
These both have rank min(p, q). The restricted root system is
Φ(go, ao) = Brank, |Z(Bscc ∩A| = 2.
The space is Hermitian if and only if p = 2.
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Type Space Note Cartan type
Type III
SO(p, q)
SO(p) × SO(q)) p + q = 2n + 1, p, q ≥ 2 BI
SO(1, 2n)
SO(2n)
Hyperbolic space BII
Type I
SO(2n + 1)
SO(p) × SO(q)) +1 multiply-connected form BI
SO(2n + 1)
SO(2n)
Sphere (+1 multiply-connected form RP2n) BII
Cn:
◦ ❴❴❴❴❴ ❴❴❴❴❴ 〉
2◦ 2◦ 2◦ 2◦ 〈
1◦
go : sp(1, n − 1) sp(2, n − 2) · · · sp(n − 1, 1) sp(n,R)
The noncompact forms are go = sp(p, q) (p+q = n, p, q ≥ 1)with ko = sp(p)+
sp(q). The corresponding compact form is go = sp(n) and ko = sp(p)+sp(q).
The rank is min(p, q).
The exceptional case (when the last node is colored) is go = sp(n,R)
and ko = u(n), and the corresponding compact form go = sp(n) and ko =
u(n). These two symmetric spaces have rank n. The simply connected
forms for these two symmetric spaces are Hermitian, but none of the
others are.
The restricted roots and center are
Φ(go, ao) Note Group |Z(Gscc ) ∩ A|
BCrank p , q Sp(p, q) 1
Cp p = q Sp(p, q) 2
Cn Sp(n,R) 2
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Type Space Note Cartan type
Type III
Sp(p, q)
Sp(p) × Sp(q)) p + q = n, p, q ≥ 2 CII
Sp(1, n − 1)
Sp(1) × Sp(n − 1) Quaternionic hyperbolic space CII
Sp(n,R)
U(n)
Siegel space CI
Type I
Sp(n)
Sp(p) × Sp(q))
Grassmannian of quaternionic p-planes inHp+1+1
p + q = n, p, q ≥ 2
+1 multiply-connected form if p = q
CII
Sp(1, n − 1)
Sp(1) × Sp(n − 1) HP
1 CI
Sp(n)
U(n)
Complex Lagrangian Grassmannian
+1 multiply-connected form
CI
Dn:
so∗(2n)
◦
✤
✤
✤
1◦
1◦ 2◦ 2◦ 2◦ 2◦
✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
go : so(2, 2n − 2) so(4, 2n − 4) · · · so(2n − 4, 4)
1◦
so∗(2n)
The noncompact forms are go = so(p, q), p + q = 2n, p ≥ 2, q ≥ 4
(even) with ko = so(p) + so(q) with rank min(p, q), and go = so∗(2n) and
ko = u(n) with rank ⌊n/2⌋. (Recall: so∗(2n) = so(n,H).) The corresponding
compact forms are go = so(2n) and ko = so(p) + so(q) for p + q = 2n, p ≥
2, q ≥ 4, and ko = u(n). Of these, the forms (so(2, 2n− 2), so(2)+ so(2n− 2)),
(so(2n), so(2)+so(2n−2)), (so∗(2n), u(n)) and (so(2n), u(n)) carry aHermitian
structure.
The restricted roots and center are
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Φ(go, ao) Note Group |Z(Gscc ) ∩ A|
Brank p , q SO(p, q) 2
Dp p = q SO
∗(n) 4
Cn/2 n even SO
∗(n) 2
BC(n−1)/2 n odd Sp(n,R) 1
Type Space Note Cartan type
Type III
SO(p, q)
SO(p) × SO(q)) p + q = 2n, p, q ≥ 2 even DI
SO∗(2n)
U(n)
DIII
Type I
SO(2n)
SO(p) × SO(q))
p + q = 2n, p, q ≥ 2(even)
+1 multiply-connected form if p , q
+2 forms if p = q
DI
SO(2n)
U(n)
DIII
2.2. Exceptional groups.
Definition 20. The index of an orthogonal symmetric Lie algebra (go, so) is
− tr so = dim po − dim ko.
The noncompact real forms of the exceptional Lie algebra are labeled by their
index.
E6:
◦
✤
✤
✤
2◦ e6(2)
1◦ 2◦ 3◦ 2◦ 1◦
go : e6(−14) e6(2) e6(2) e6(−14)
The compact forms have go = e6 and ko = so(10) ⊕ u(1) (rank 2) or
su(6) ⊕ su(2) (rank 4); of these only the one with ko = so(10) ⊕ u(1) is
Hermitian. The corresponding noncompact forms are go = e6(−14) with
ko = so(10)⊕ u(1) (Hermitian, rank 2) and go = e6(2) with ko = su(6)⊕ su(2)
(not Hermitian, rank 4).
The restricted roots and center are
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Φ(go, ao) Group |Z(Gscc ) ∩A|
BC2 E6(−14) 1
F4 E6(2) 1
Type Space Cartan type
Type III
E6(−14)
Spin(10) ×U(1) EIII
E6(2)
SU(6)× SU(2) EII
Type I
E6
Spin(10) ×U(1) EIII
E6
SU(6)× SU(2) EII
E7:
2◦ e7(7)
◦ ❴❴❴❴
2◦ 3◦ 4◦ 3◦ 2◦ 1◦
go : e7(−5) e7(−5) e7(−25)
go (noncompact) ko Note Rank
e7(−5) so(12) ⊕ su(2) 4
e7(−25) e6 ⊕ u(1) Hermitian 3
e7(7) su(8) 7
E8:
2◦
2◦ 4◦ 6◦ 5◦ 4◦ 3◦ 2◦ ❴❴❴ ◦
go : e8(8) e8(−24)
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Type Space Cartan type
Type III
E7(−5)
Spin(12) × SU(2) EVI
E7(−25)
E6 ×U(1) EVII
E7(7)
SU(8)
EV
Type I
E7
Spin(12) × SU(2) EVI
E7
E6 ×U(1) EVII
E7
SU(8)
EV
go (noncompact) ko Rank Φ(go, ao) |Z(Gscc ) ∩ A|
e8(8) so(16) 8 E8 1
e8(−24) e7 ⊕ su(2) 4 F4 1
Type Space Cartan type
Type III
E8(8)
Spin(16)
EVIII
E8(−24)
E7 × SU(2) EIX
Type I
E8
Spin(16)
EVIII
E8
E7 × SU(2) EIX
F4:
2◦ 4◦ 〈
3◦ 2◦ ❴❴❴❴ ◦
go : f4(−20) f4(4)
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go (noncompact) ko Rank Φ(go, ao) |Z(Gscc ) ∩ A|
f4(4) sp(3) ⊕ su(2) 4 F4 1
f4(−20) so(9) 1 BC1 1
Type Space Cartan type
Type III
F4(4)
Sp(3) × SU(2) FI
F4(−20)
Spin(9)
FII
Type I
F4
Sp(3) × SU(2) FI
F4
Spin(9)
FII
G2:
3◦ 〈
2◦ ❴❴❴❴ ◦
go : g2(2)
Here ko = su(2) + su(2), the rank is 2, Φ(go, ao) = G2, and |Z(Gscc ∩ A)| =
1. The Type III symmetric space is G2(2)/SU(2) × SU(2) and the Type I
symmetric space is G2(2)/SU(2)× SU(2). Both are Cartan type G.
2.3. Vogan diagrams with an involution. The Cartan involution θ induces
an automorphism of the Dynkin diagram, but not every such automorphism is
admissible. The set of fixed points k is a reductive Lie algebra, and its Dynkin
diagram must arise from that of g by folding it along the involution.
An: For n even,
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
For n odd,
◦ ◦ ◦ ◦ ◦
•
◦ ◦ ◦ ◦ ◦
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Then go = sl(n + 1,R) in the noncompact case and go = su(n + 1) in
the compact case. In both cases ko = so(n + 1). The rank is n. We have
Φ(go, ao) = An and |Z(Gscc ) ∩ A| = n + 1.
Type Space Cartan type
Type III
SL(n + 1,R)
SO(n + 1)
AI
Type I
SL(n + 1,R)
SO(n + 1)
AI
There is a remaining formwhen n is odd and there are no noncompact
(painted) roots.
◦ ◦ ◦ ◦ ◦
◦
◦ ◦ ◦ ◦ ◦
Then go = sl
(
n+1
2 ,H
)
 su∗(n + 1) in the noncompact case and go =
su(n + 1) in the compact case. In both cases ko = sp
(
n+1
2
)
. The rank is n+12 .
We have Φ(go, ao) = A(n+1)/2 and |Z(Gscc ) ∩ A| = n+12 .
Type Space Cartan type
Type III
SU∗(n + 1)
Sp
(
n+1
2
) AII
Type I
SU(n + 1)
Sp
(
n+1
2
) AII
Dn:
◦
◦ ◦ ◦ ◦
◦
go : so(2n − 1, 1) so(2n − 3, 3) · · · so(3, 2n − 3)
We have go = so(p, q) in the noncompact case and go = so(2n) in the
compact case, and ko = so(p)⊕ so(q). Here p, q ≥ 1 are both odd, p+ q = 2n.
The rank is min(p, q), Φ(go, ao) = Brank, and |Z(Gscc ) ∩A| = 2.
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Type Space Cartan type
Type III
SO(p, q)
SO(p) × SO(q) DI
Type I
SO(2n)
SO(p) × SO(q) DI
E6:
◦ ◦
• ◦
◦ ◦
We have go = e6(6) in the noncompact case and go = e6 in the compact
case, and ko = sp(4). The rank is 6, Φ(go, ao) = E6, and |Z(Gscc ) ∩A| = 3.
Type Space Note Cartan type
Type III
E6(6)
Sp(4)
EI
Type I
E6
Sp(4)
+1 multiply-connected form EI
The remaining type has no noncompact roots:
◦ ◦
◦ ◦
◦ ◦
Here go = e6(−26) in the noncompact case and go = e6 in the compact case,
and ko = f4. The rank is 2, Φ(go, ao) = A2, and |Z(Gscc ) ∩A| = 3.
Type Space Note Cartan type
Type III
E6(−26)
F4
EIV
Type I
E6
F4
+1 multiply-connected form EIV
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Proposition 28 (Borel and de Siebenthal theorem). Let go be a real simple Lie
algebra and ho a maximally compact Cartan subalgebra. There exists a regular element
such that the Vogan diagram relative to the simple root system ∆ ⊂ Φ(go, ho) has at most
one marked node.
Proof sketch. Define a subspaceH ⊂ to by
H =

⋂
α∈Φim(go ,ho)
kerα

⊥
.
Consider the subset Λ of H defined by
Λ =
{
H ∈ H | α(H) ∈ Z for all α∆im(go, ho)
α(H) ∈ 2Z + 1 for all α∆nc(go, ho)
}
Then, if there are any noncompact roots at all, then Λ , 0. Indeed, it contains the
element ∑
αi∈∆nc
λ∨αi .
LetHo be an element of this set having smallest norm. Choose a set of simple roots
∆
+ for which Ho is dominant. The Vogan diagram with respect to ∆
+ has at most
one marked node. Indeed, suppose that it contained an additional marked node
ω ∈ ∆+, then since Ho is dominant with respect to ∆+,
〈Ho − ω,ω〉 > 0
and so Ho − 2ωi would be dominant with respect to ∆+, in Λ, and have smaller
norm than Ho. But this contradicts the minimality of Ho. 
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