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THE TOTAL JOHNSON HOMOMORPHISM ON THE
HOMOLOGY CYLINDER AND THE BRACKET-QUANTIZATION
HOMFLY-PT SKEIN ALGEBRA
SHUNSUKE TSUJI
Abstract. A homology cylinder of a surface induces an automorphism of the
completed group ring of the fundamental group of the surface. We introduce a
new method of computing the automorphism by using the Goldman Lie algebra
of the surface or some skein algebra. In particular, we give a refinement of a
formula by Kuno and Massuyeau [7].
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1. Introduction and the main result
1.1. Back ground. The mapping class group M(Σ) of a compact connected ori-
ented surface Σ with boundary is the set of the isotopy classes of diffeomorphism
fixing the boundary ∂Σ pointwise. The group M(Σ) acts naturally on the fun-
damental group π1(Σ, ∗) of the surface Σ with basepoint ∗ ∈ ∂Σ. The action is
faithful by a theorem of Dehn and Nielsen, and so provides us with an algebraic
method of studying the mapping class group.
We denote by Σg,1 a compact connected oriented surface of genus g with one
boundary component. In the study of the action of M(Σg,1) on π1(Σg,1), Johnson
introduced a series of homomorphisms, which we call the Johnson homomorphisms.
Morita [10] [11] discovered an explicit relationship between the Johnson homomor-
phisms and the Casson invariant, which is the finite type invariant of 3-manifold of
order 1. Furthermore, Garoufalidis and Levine [1] made us understand the John-
son homomorphisms as the full tree parts of finite type invariants for “homology
cobordisms”.
Kawazumi, Kuno, Massuyeau, and Turaev [5] [6] [9] studied the Goldman Lie al-
gebra using a grading defined by an augmentation ideal. The Torelli group I(Σg,1)
is the kernel of the action ofM(Σg,1) on H1(Σg,1,Z). Furthermore, Kawazumi and
Kuno constructed an injective map from the Torelli group I(Σg,1) to the completed
Goldman Lie algebra in terms of the grading, which recovers the Johnson homo-
morphisms. In other words, we can understand the Johnson homomorphisms as
the associated graded quotients.
We denote by C(Σ) the set of diffeomorphism classes of homology cobordisms of
the surface, which will be defined later. By “stacking sums”, we may consider C(Σ)
as a monoid.
Let {(π1(Σg,1))n}n≥0 be the lower central series of π1(Σg,1). For any N ∈ Z≥1,
using the Stallings’s theorem [13], Garoufalidis and Levine [1] introduced a monoid
homomorphism
Φ′N : C(Σg,1)→ Aut(π1(Σg,1)/((π1(Σg,1))N ).
We can extend it to
Φ = (·)∗ : C(Σg,1)→ Aut(Q̂π1(Σg,1)),
where Q̂π1(Σg,1) is the completed group ring of π1(Σg,1). The monoid homomor-
phisms provides us with an algebraic method of studying C(Σg,1) in terms of the
finite type invariants of 3-manifolds and the Goldman Lie algebra. We remark that
we can also define a monoid homomorphism
Φ = (·)∗ : C(Σ)→ Aut(Q̂π1(Σ)),
for the surface Σ.
In the case Σ = Σg,1, Garoufalidis and Levine [1] derived the Johnson homomor-
phisms of C(Σg,1) from the action Φ
′
N . By their paper, we understand the Johnson
homomorphisms as the full tree parts of finite type invariants for homology cobor-
disms. In terms of the Goldman Lie algebra, Kuno and Massuyeau [7] have recently
obtained a formula for the Johnson homomorphisms of C(Σg,1) using “ generalized
Dehn twists”.
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We can define a submonoid IC(Σg,1) of C(Σg,1) analogous to the Torelli group
I(Σg,1) (Definition 1.1) and construct a map from IC(Σg,1) to the completed Gold-
man Lie algebra. The action Φ = (·)∗ : C(Σg,1) → Aut(Q̂π1(Σg,1)) restricted to
IC(Σg,1) can be regarded as the exponential of the map to the completed Gold-
man Lie algebra (Theorem 1.4). Furthermore, we can understand the Johnson
homomorphisms as the associated graded quotients of the Goldman Lie algebra.
In §1.2 and §1.3, we introduce the notion of the Goldman Lie algebra and ho-
mology cylinders of the surface Σ. In §1.4, we present our main result. In §1.5, we
explain that we understand the Johnson homomorphisms as the associated graded
quotients of the Goldman Lie algebra.
1.2. The Goldman Lie algebra. We set up notation for the Goldman Lie algebra
on the surface Σ. By using the Goldman Lie algebra, we will describe the action Φ
of a homology cylinder of Σ on the completed group ring in §1.4.
Let |π1|(Σ) denote the set of conjugacy classes in π1(Σ). Goldman defined a Lie
bracket on the free Q-vector space Q|π1|(Σ) over the set |π1|(Σ), which we call the
Goldman Lie bracket. Kawazumi and Kuno [5] introduced Lie actions σ : Q|π1|(Σ)×
Qπ1(Σ, ∗) → Qπ1(Σ, ∗) and σ : Q|π1|(Σ) × Qπ1(Σ, ∗1, ∗2) → Qπ1(Σ, ∗1, ∗2) for
∗, ∗1, ∗2 ∈ ∂Σ. The Lie bracket and the Lie actions satisfy the condition
[|(ker ε)n|, |(ker ε)m|] ⊂ |(ker ε)n+m−2|,
σ(|(ker ε)n|)((ker ε)mQπ1(Σ, ∗1, ∗2)) ⊂ (ker ε)
n+m−2Qπ1(Σ, ∗1, ∗2),
where |·| : Qπ1(Σ) → Q|π1|(Σ) is the quotient map. Here, for any group G,
ε : QG→ Q is the augmentation map defined by g ∈ G 7→ 1.
To define the logarithm and the exponential on the group ring, we define filtra-
tions
FnQπ1(Σ, ∗)
def.
= (ker ε)n,
FnQπ1(Σ, ∗1, ∗2),
def.
= (ker ε)nQπ1(Σ, ∗1, ∗2),
FnQ|π1|(Σ)
def.
= |(ker ε)n|.
and completions
Q̂π1(Σ, ∗)
def.
= lim←−i→∞Qπ1(Σ, ∗)/F
iQπ1(Σ, ∗),
Q̂π1(Σ, ∗1, ∗2)
def.
= lim←−i→∞Qπ1(Σ, ∗1, ∗2)/F
iQπ1(Σ, ∗1, ∗2),
Q̂|π1|(Σ)
def.
= lim←−i→∞Q|π1|(Σ)/F
iQ|π1|(Σ).
The completions also have filtrations such that
FnV̂ = ker(V̂ → V/FnV )
where
V = Qπ1(Σ, ∗),Qπ1(Σ, ∗1, ∗2), and Q|π1|(Σ)
and V̂ is the completion of V . Using the Baker-Campbell-Hausdorff series, we
consider F 3Q̂|π1|(Σ) as a group.
Using the filtrations and the completions, we can discuss a relationship between
the Goldman Lie algebra and the mapping class group. Here we denote by tc the
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Dehn twist along a simple closed curve c. Let I ′(Σ) be the subgroup of the mapping
class group M(Σ) generated by
{tc1t
−1
c2
|(c1, c2) bounds a surface} and {tc0 |c0 bounds a surface}.
Then there is an embedding ζ from I ′(Σ) to F 3Q̂π1(Σ). The map ζ satisfies
ξ∗ = exp(ζ(ξ))
def.
=
∞∑
i=0
1
i!
(σ(ζ(ξ)))i : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2).
For details, see §2 or [5] [6] [9].
1.3. Homology cylinders. We recall the definition of homology cobordisms. Let
(M,α) be a pair of a compact connected oriented 3-manifold and a diffeomorphism
∂(Σ× I)→ ∂M , where I is the unit interval [0, 1]. If the embedding maps
α0 : Σ→M,p 7→ α(p, 0) and α1 : Σ→M,p 7→ α(p, 1)
induce the isomorphisms
α0∗ : H1(Σ,Z)→ H1(M,Z) and α1∗ : H1(Σ,Z)→ H1(M,Z),
we call it a homology cobordism.
The set of the diffeomorphism classes of homology cobordisms
C(Σ)
def.
= {homology cobordisms}/diffeomorpic
is a monoid by “stacking sums”. The action C(Σ) → Aut(Q̂π1(Σ, ∗1, ∗2)) and
the Johnson homomorphisms introduced by Garoufalidis and Levine are monoid
homomorphism.
We define the action Φ(·) = (·)∗ : C(Σ) → Aut(Q̂π1(Σ, ∗1, ∗2)) as follows. Let
(M,α) be a homology cobordism of the surface Σ. By Stallings’ theorem, the
embedding maps α0, α1 induce the isomorphisms
α0∗ : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(M,α(∗1, 0), α(∗2, 0)),
α1∗ : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(M,α(∗1, 1), α(∗2, 1)).
Here, for any i = 0, 1, we denote by Q̂π1(M,α(∗1, i), α(∗2, i)) the completion
lim←−n→∞Qπ1(M,α(∗1, i), α(∗2, i))/(ker ε)
nQπ1(M,α(∗1, i), α(∗2, i)).
Let ♦ : Q̂π1(M,α(∗1, 0), α(∗2, 0)) → Q̂π1(M,α(∗1, 1), α(∗2, 1)) be the automor-
phism defined as ♦(γ)
def.
= (γ∗01)
−1γγ∗01, where the continuous map I → M, t 7→
α(∗, t) represents the path γ∗01. The composite α
−1
1∗ ◦ ♦ ◦ α0∗ defines a monoid
homomorphism
Φ = (·)∗ : C(Σ)→ Aut(Q̂π1(Σ, ∗1, ∗2)), (M,α) 7→ (M,α)∗
def.
= α−11∗ ◦ ♦ ◦ α0∗,
which we call the action Φ of C(Σ) on Q̂π1(Σ, ∗1, ∗2).
Definition 1.1. We denote by IC(Σ) the subset of C(Σ) consisting of all elements
Ξ satisfying
(id− Ξ∗)(Q̂π1(Σ, ∗1, ∗2)) ⊂ F
2Q̂π1(Σ, ∗1, ∗2)
for any ∗1, ∗2 ∈ ∂Σ. We call a homology cobordism representing an element of
IC(Σ) a homology cylinder.
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To state our main result, we introduce a homology cylinder version of a Heegaard
splitting of a 3-manifold. We choose disjoint closed disks D1, · · · , DN on Σ where
N is at least 1. Let Σst be the closure of Σ\(D1⊔· · ·⊔DN ). We denote the extended
surface ∂(Σst× I)\(∂Σ× (0, 1)) = Σst×{0, 1}∪ (∂(D1 ⊔ · · · ⊔DN )× I) by Σ˜st. For
an element ξ ∈ I ′(Σ˜st), we take a representative of ξ and denote it by the same
symbol ξ. Here est : Σst × I → Σ × I, (p, t) 7→ (p,
1+t
3 ) is the standard embedding
map. We define a homology cylinder (Σ× I)(est, ξ) by
((the closure of (Σ× I\est(Σst × I))) ∪est◦ξ (Σst × I), id∂(Σ×I)).
Proposition 1.2 (Proposition 4.9). For any homology cylinder (M,α) of the sur-
face Σ, there exist some disjoint closed disks D1, · · · , DN and an element ξ ∈
I ′(Σ˜st) such that the diffeomorphism class of (M,α) equals that of (Σ× I)(est, ξ).
For details, see §4.
To state our main result, we need to define a map v : F 3Q̂|π1|(Σ˜st)→ F
3Q̂|π1|(Σst)
as follows. The maps
Σ˜st → Σst × I ։ Σst, Σst → Σ˜st, p 7→ (p, 1), and Σst → Σ˜st, p 7→ (p, 0)
induce linear maps
κ∗ : Q̂|π1|(Σ˜st)→ Q̂|π1|(Σst), ι0∗ : Q̂|π1|(Σst)→ Q̂|π1|(Σ˜st),
and ι1∗ : Q̂|π1|(Σst)→ Q̂|π1|(Σ˜st).
We remark that the second map is a Lie algebra homomorphisms, but the first one
and the third one are not.
Definition 1.3. For x ∈ F 3Q̂|π1|(Σ˜st), a sequence {vn(x)}n∈Z≥1 ⊂ F
3Q̂|π1|(Σst)
is defined by
v1(x)
def.
= κ∗(x), vn+1(x)
def.
= vn(x) + κ∗(bch(−ι1∗(vn(x)), x)).
Furthermore, v(x) is defined by
v(x)
def.
= lim
n→∞
vn(x).
The element v(x) is a unique one satisfying κ∗(bch(−ι1∗(v(x)), x)) = 0. In other
words, v(x) is the unique solution of κ∗(bch(−ι1∗(·), x)) = 0. There is a topological
definition of v using some skein algebra in §3. Using this map, we state our main
theorem proved in §6.
1.4. Main result. The paper aims to construct a monoid homomorphism
ζ˜ : IC(Σ)→ F 3Q̂|π1|(Σ)
having the following property
Φ(·) = exp(σ(ζ˜(·))) ∈ Aut(Q̂π1(Σ, ∗1, ∗2))
as follows.
Theorem 1.4. We have
(Σ× I)(est, ξ)∗ = exp(e
′
∗(v(ζ(ξ)))) : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2)
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for ∗1, ∗2 ∈ ∂Σ, where e
′
∗ : Q̂|π1|(Σst) → Q̂|π1|(Σ) is induced by Σst →֒ Σ. Using
the formula, the map
ζ˜ : IC(Σ)→ (F 3Q̂|π1|(Σ), bch),
defined by
(Σ× I)(est, ξ) 7→ e
′
∗(v(ζ(ξ))),
is a well-defined monoid homomorphism.
We construct the map ζ˜ in this section in an algebraic method. On the other
hand, in §3, we reconstruct the map in ζ˜ a topological one. In other words, “a
surgery formula” of some skein algebra explained later defines ζ˜ in a similar way to
the WRT invariant. See, for details, Theorem 5.5.
1.5. An application. In this subsection, we assume that Σ = Σg,1. By the monoid
homomorphism ζ˜ : IC(Σg,1) → F
3Q̂|π1|(Σg,1), we recover the Johnson homomor-
phisms of homology cobordisms defined by Garoufalidis and Levine.
We reformulate the Johnson-like filtration {FnC(Σg,1)}n≥0 of C(Σg,1) introduced
by Garoufalidis and Levine. The subset FnC(Σg,1) consists of all elements Ξ satis-
fying
(Ξ∗ − id)(Q̂π1(Σg,1)) ⊂ F
n+1Q̂π1(Σg,1).
Here we set the linear maps
λn+2 :F
n+2Q|π1|(Σg,1)/F
n+3Q|π1|(Σg,1)→ (H1(Σg,1,Q))
⊗n+2,
|(γ1 − 1) · · · (γn+2 − 1)| 7→ cn+2([γ1]⊗ · · · ⊗ [γn+2]),
cn+2 :(H1(Σg,1,Q))
⊗n+2 → (H1(Σg,1,Q))
⊗n+2,
a1 ⊗ · · · ⊗ an+2 7→
n+2∑
i=1
ai ⊗ · · · ⊗ an+2 ⊗ a1 ⊗ · · · ⊗ ai−1.
For any n ∈ Z≥1, the composite
FnC(Σg,1)
ζ˜
→ Fn+2Q|π1|(Σg,1)/F
n+3Q|π1|(Σg,1)
λn+2
→ cn+2(H1(Σg,1,Q)
⊗n+2)
is the n-th Johnson homomorphism introduced by Garoufalidis and Levine. For
details, see [1]. Since we can recover each τn from ζ˜, we call ζ˜ the total Johnson
homomorphism.
2. Review of the Goldman Lie algebra
We denote by Σ a compact connected oriented surface as in §1.2. In this section,
we review some facts on the Goldman Lie algebra of Σ. In particular, we discuss
a relationship between the Goldman Lie algebra and the mapping class group. We
use the propositions in this section to prove our main theorem in §5.
Now we recall the Lie bracket and the Lie action introduced by Goldman and
Kawazumi-Kuno, respectively. Let δ be a free loop in Σ and γ a path from ∗1 ∈ ∂Σ
to ∗2 ∈ ∂Σ. We assume δ and γ are in general position. For an intersection p ∈ δ∩γ,
we denote
• by γ∗,p and γp,∗ a path from ∗ to p and one from p to ∗ along γ.
• by δp a based loop along δ whose basepoint is p, and
• by ǫ(p, δ, γ) the local intersection number of δ and γ at p.
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We set σ(δ)(γ) by
σ(δ)(γ)
def.
=
∑
p∈δ∩γ
ǫ(p, δ, γ)γ∗,pδpγp,∗.
For δ ∈ |π1|(Σ) and δ
′ ∈ π1(Σ, ∗), Goldman defined the bracket as [δ, |δ
′|]
def.
=
|σ(δ)(δ′)|. Kawazumi and Kuno proved that the action σ makes Qπ1(Σ, ∗1, ∗2) a
Lie module of the Goldman Lie algebra.
To discuss the relationship between the Goldman Lie algebra and the mapping
class group, Kawazumi, Kuno, Massuyeau, and Turaev used the filtration and the
completion of the Goldman Lie algebra defined as the equations in §1.2. They
obtained a formula for the action of the Dehn twist tc along a simple closed curve
c in terms of the one of the Goldman Lie algebra.
Theorem 2.1 ([5] [6] [9]). For a simple closed curve c, we set an element
LQ|π1|(c)
def.
= |
1
2
(log γ)2| ∈ Q̂|π1|(Σ)
of the completed Goldman Lie algebra where γ ∈ π1(Σ) satisfies |γ| = c. We have
tc∗ = exp(σ(LQ|π1|(c)))
def.
=
∞∑
i=0
1
i!
(σ(LQ|π1|(c)))
i : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2)
for any ∗1, ∗2 ∈ ∂Σ.
We need the following two propositions Proposition 2.2 and Proposition 2.3 to
state our main theorem Theorem 1.4. We use the first one to prove that the
homomorphism ζ˜ is well-defined. We describe the automorphism induced by a
homology cylinder using the second one.
We can prove the following proposition by “the symplectic expansion”. For
details, see [5] [6] [9]. In this paper, we use it without proof.
Proposition 2.2. (1) For x ∈ F 1Q̂|π1|(Σ), if σ(x)(Q̂π1(Σ, ∗1, ∗2)) = {0} for
any ∗1, ∗2 ∈ ∂Σ, we have x = 0.
(2) We fix a subset B ⊂ ∂Σ such that the map B → π0(∂Σ) is bijective. Let
ξ be a bijection
∐
•,∗∈B Q̂π1(Σ, •, ∗) →
∐
•,∗∈B Q̂π1(Σ, •, ∗) satisfying the
following
• For any •, ∗ ∈ B, ξ(Q̂π1(Σ, •, ∗)) = Q̂π1(Σ, •, ∗).
• For any ⋆1, ⋆2, ⋆3 ∈ B and x ∈ Q̂π1(Σ, ⋆1, ⋆2), x
′ ∈ Q̂π1(Σ, ⋆2, ⋆3),
ξ(xx′) = ξ(x)ξ(x′).
• For any •, ∗ ∈ B,
ξ(InQπ1(Σ,•)Q̂π1(Σ, •, ∗)) = I
n
Qπ1(Σ,•)
Q̂π1(Σ, •, ∗),
(ξ − id)(Q̂π1(Σ, •, ∗)) ⊂ I
2
Qπ1(Σ,•)
Q̂π1(Σ, •, ⋆).
• For any γ ∈ π1(Σ, •, ∗) represented by a continuous map I → ∂Σ,
ξ(γ) = γ
Then there exists a unique element ζAut(ξ) ∈ F
3Q̂|π1|(Σ) such that
ξ = exp(ζAut(ξ)) : Q̂π1(Σ, ⋆, ⋆
′)→ Q̂π1(Σ, ⋆, ⋆
′)
for any ⋆, ⋆′ ∈ ∂Σ.
We use Theorem 2.1 and Proposition 2.2 to prove the following.
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Proposition 2.3. The homomorphism ζ : I ′(Σ) → (F 3Q̂|π1|(Σ), bch) is defined
by
ζ(tc0) = L(c0) and ζ(tc1t
−1
c2
) = LQ|π1|(c1)− LQ|π1|(c2)
where a simple closed curve c0 and the pair (c1, c2) of simple closed curves bound
surfaces. Then the homomorphism is well-defined. Furthermore, ζ satisfies the
property
ξ∗ = exp(σ(ζ(ξ))) : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2)
for any ξ ∈ I ′(Σ) and ∗1, ∗2 ∈ ∂Σ.
Proof. Let
ζ′ : {tc0 |c0 bounds a surface.} ∪ {tc1t
−1
c2 |(c1, c2) bpounds s surface.} → F
3Q̂|π1|(Σ)
be a map defined by
tc0 7→ LQ|π1|(c0) and tc1t
−1
c2
7→ LQ|π1|(c1)− LQ|π1|(c2).
We prove the proposition by two steps. We use Theorem 2.1 and Proposition 2.2
in the first and second steps, respectively.
In the first step, we prove that, for any
ξ1, · · · , ξj ∈ {tc0 |c0 bounds a surface.} ∪ {tc1t
−1
c2
|(c1, c2) bpounds s surface.},
(ξ1 · · · ξj)∗ = exp(σ(bch(ζ
′(ξ1), · · · , ζ
′(ξj)))) : Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2)
holds. Here we denote bch(x1, bch(x2, · · · , bch(xn−1, xn))) by bch(x1, · · · , xn) for
any x1, · · · , xn ∈ F
3Q̂|π1|(Σ). By Theorem 2.1, we have
exp(σ(bch(ζ′(ξ1), · · · , ζ
′(ξj))))
= exp(σ(ζ′(ξ1))) ◦ · · · ◦ exp(σ(ζ
′(ξj)))
= ξ1∗ ◦ · · · ◦ ξj∗ = (ξ1 · · · ξj)∗.
In the second step, we prove that, for any
ξ1, · · · , ξj , ξ
′
1, · · · , ξ
′
j′ ∈ {tc0 |c0 bounds a surface.}∪{tc1t
−1
c2 |(c1, c2) bpounds s surface.},
if
ξ = ξ1 · · · ξj = ξ
′
1 · · · ξ
′
j′ ,
bch(ζ′(ξ1), · · · , ζ
′(ξj)) = bch(ζ
′(ξ′1), · · · , ζ
′(ξ′j′ ))
holds. By the first statement, we have
σ(bch(ζ′(ξ1), · · · , ζ
′(ξj)) = σ(bch(ζ
′(ξ′1), · · · , ζ
′(ξ′j′ ))) =
∞∑
i=1
(−1)i
i
(ξ∗ − id)
i
: Q̂π1(Σ, ∗1, ∗2)→ Q̂π1(Σ, ∗1, ∗2)
for any ∗1, ∗2 ∈ ∂Σ. Using it, by Proposition 2.2, we obtain
bch(ζ′(ξ1), · · · , ζ
′(ξj)) = bch(ζ
′(ξ′1), · · · , ζ
′(ξ′j′ )).
The above two statements prove the proposition.

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3. The bracket-quantization HOMFLY-PT skein algebra
In this section, we set a skein module A′(M) of a oriented 3-manifold M . We
call A′(M) the bracket-quantization HOMFLY-PT skein module in this paper. If
the 3-manifold is a cylinder S × I of a compact oriented surface S, we consider
an algebraic structure of the module and call A′(S)
def.
= A′(S × I) the quantum
bracket-quantization HOMFLY-PT skein module.
For a compact oriented 3-manifold M , let E ′(M) be a set consisting of all em-
beddings E : (
∐
S1)→M satisfying the condition.
• E(
∐
(S1)) ⊂M\∂M.
For two elements E1 and E2 of E
′(M), E1 and E2 are isotopic, if and only if there
exists an isotopy Y : (
∐
S1)× I →M having the properties.
• For any t ∈ I, Y (·, t) ∈ E ′(M).
• E0 = Y (·, 0), E1 = Y (·, 1).
We denote by T ′(M) the set of all tangles, which are isotopy classes of elements of
E ′(M).
In this paper, we also use tangles. For two points ⋆0, ⋆1 ∈ ∂Σ, let E
′(M, ⋆1, ⋆2)
be a set consisting of all embeddings E : I ⊔ (
∐
S1)→M satisfying the condition.
(1) E((0, 1) ⊔
∐
(S1)) ⊂M\∂M.
(2) E({0 ∈ I}) = {⋆0}.
(3) E({1 ∈ I}) = {⋆1}.
For two elements E1 and E2 of E
′(M, ⋆1, ⋆2), E1 and E2 are isotopic, if and only if
there exists an isotopy Y : (I ⊔
∐
(S1))× I having the properties.
• For any t ∈ I, Y (·, t) ∈ E ′(M, ⋆0, ⋆1).
• E0 = Y (·, 0), E1 = Y (·, 1).
We denote by T ′(M, ⋆0, ⋆1) the set of all tangles in M with basepoint set ⋆0, ⋆1,
which are isotopy classes of E ′(M, ⋆0, ⋆1).
To define the quantum-bracket skein module, we will consider a Conway triple
who are elements of T ′(M) or T ′(M, ⋆0, ⋆1) and maps
|·| : T ′(M, ⋆0, ⋆1)→ Z≥0, T 7→ (the number of components of T ),
|·| : T ′(M)→ Z≥0, L 7→ (the number of components of L).
Conway triples need to define skein relations. There exist two types of the skein
relations of the quantum-bracket skein module in this paper.
Definition 3.1. Let (E(C+), E(C−), E(C0)) ∈ E
′(M, ⋆0, ⋆1)
×3 or E ′(M)×3 be em-
beddings having the two properties.
• The image of E(C+), E(C−), E(C0) are equals except for a closed ball as
oriented submanifolds.
• In the ball, the images of them are two lines presented by Figure1, Figure2,
and Figure3.
Then the three elements (T(C+), T(C−), T(C0)) ∈ T
′(M, ⋆0, ⋆1)
×3 or T ′(M)×3 rep-
resented by (E(C+), E(C−), E(C0)) is a Conway triple.
Definition 3.2. For a compact oriented 3-manifold M and ⋆0, ⋆1 ∈ ∂M , we set
A′(M) and A′(M, ⋆0, ⋆1) as the quotients of the free Q[h]-modules Q[h]T
′(M) and
Q[h]T ′(M, ⋆0, ⋆1) by the relations
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Figure 1. T(C+) Figure 2. T(C−) Figure 3. T(C0)
• For a Conway triple (T(C+), T(C−), T(C0)) ∈ T
′(M)×3 or T ′(M, ⋆0, ⋆1)
×3
such that
|T(C+)| = |T(C−)| = |TC0| − 1,
we consider the relation
T(C+) − T(C−) = hT(C0).
• For a Conway triple (T(C+), T(C−), T(C0)) ∈ T
′(M)×3 or T ′(M, ⋆0, ⋆1)
×3
such that
|T(C+)| = |T(C−)| = |TC0|+ 1,
we consider the relation
T(C+) − T(C−) = 0.
In other words, the figure visualizes relations defining the skein modules A′(M) and
A′(M, ⋆0, ⋆1).
= h
= 0
−
−
Let S be a compact oriented surface. We denote by A′(S) and A′(S, ⋆0, ⋆1) the
skein modules A((Σ× I) and A′(Σ× I, (⋆0, 1), (⋆1, 0)) for ⋆0, ⋆1 ∈ ∂Σ. For a tangle
T ∈ T ′(S × I, (⋆0, 1), (⋆1, 0)) represented by Eγ ⊔ E : I ⊔
∐
(S1) → S × I and
t0, t1 ∈ I, we set Et0·γ·t1 as
Et0·γ·t1(t)

(⋆0, t0(1− 3t) + 3t) if t ∈ [0,
1
3 ]
Eγ(3t− 1) if t ∈ [
1
3 ,
2
3 ]
(⋆1, t1(3t− 2) if t ∈ [
2
3 , 1]
and ♦
(t0,t1)
(1,0) (T ) as an element of T
′(S × I, (⋆0, t0), (⋆1, t1)) represented by one of
E ′(S × I, (⋆0, t0), (⋆1, t1)) isotopic to the embedding Et0,γ,t1 ⊔E. The map induces
a bijection ♦
(t0,t1)
(1,0) : A(S, ⋆0, ⋆1) → A(S × I, (⋆0, t0), (⋆1, t1)), whose reverse map
♦
(1,0)
(t0,t1)
denotes. We will define a multiple of A′(S) and right and left actions of
A′(S) on A′(S, ⋆0, ⋆1). We set two embeddings eover, eunder : S × I → S × I as
eover(p, t) = (p,
1 + t
2
), eunder(p, t) = (p,
t
2
).
Let L1 and L2 be two links in S × I and T be a tangle represented by E1, E2, and
E. We set the multiple L1L2 of L1 and L2, the right and left actions L1T, TL1 of
L1 on T as the following. The multiple L1L2 is a link represented by the embedding
eover ◦ E1 ⊔ eunder ◦ E2. The right and left actions L1T, TL1 are the tangles as
L1T
def.
= ♦
(1,0)
( 12 ,0)
((L1T )
′), TL1
def.
= ♦
(1,0)
(1, 12 )
((TL1)
′)
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where the embeddings eover ◦ E1 ⊔ eunder ◦ E and eover ◦ E ⊔ eunder ◦ E1 represent
(L1T )
′ and (TL1)
′.
Furthermore, we consider a Lie bracket [·, ·] : A′(Σ)×A′(Σ)→ A′(Σ) and a Lie
action σ(·)(·) : A′(Σ)×A′(Σ, ⋆0, ⋆1) as the following. By Theorem 3.3, the maps
h(·) : A′(Σ)→ A′(Σ), x 7→ hx
h(·) : A′(Σ, ⋆1, ⋆2)→ A
′(Σ, ⋆1, ⋆2), y 7→ hy
are injective, and by the skein relation, we have
x1x2 − x2x1 ∈ hA
′(Σ),
x1y − yx1 ∈ hA
′(Σ, ⋆1, ⋆2).
for x1, x2 ∈ A
′(Σ) and y ∈ A′(Σ, ⋆1, ⋆2). We can define
[x1, x2]
def.
=
1
h
(x1x2 − x2x1),
σ(x1)(y)
def.
=
1
h
(x1y − yx1).
Let Σ be a compact connected oriented surface. We set Uh(Σ) as the quotient
of the tensor algebra ⊕∞i=0(Q[h]|π1|(Σ))
⊗Q[h]i by the relation
• For any x, y ∈ Q|π1|(Σ),
x⊗ y − y ⊗ x = h[x, y].
We define the Lie bracket [·, ·] : Uh(Σ)×Uh(Σ)→ Uh(Σ) by the Leibniz rule, which
means that we have
[x1 ⊗ · · · ⊗ xi, y1 ⊗ · · · ⊗ yj] =∑
i′∈{1,··· ,i},j′∈{1,··· ,j}
x1 ⊗ · · · ⊗ xi′−1 ⊗ y1 ⊗ · · · ⊗ yj′−1
⊗ [xi′ , yj′ ]⊗ yj′+1 ⊗ · · · ⊗ yj ⊗ xi′+1 ⊗ · · · ⊗ xi
for x1 ⊗ · · · ⊗ xi ∈ (Q[h]|π1|(Σ))
⊗i and y1 ⊗ · · · ⊗ yj ∈ (Q[h]|π1|(Σ))
⊗j . It satisfies
the formula
[x, y] =
1
h
(x⊗ y − y ⊗ x)
for x and y ∈ Uh(Σ). We denote by Ψ
Uh
Q|π1|
the natural injection Q|π1|(Σ)→ Uh(Σ)
and by Ψ
Q|π1|
Uh
the natural surjection
Uh(Σ)→ Q|π1|(Σ), x 7→
{
x if x ∈ Q|π1|(Σ)
0 if x ∈ Q|π1|(Σ)
⊗k, k 6= 1.
We also set Uh(Σ, ⋆1, ⋆2) as the quotient of the tensor module Uh(Σ) ⊗Q[h]
Q[h]π1(Σ, ⋆1, ⋆2)⊗Q[h] Uh(Σ) by the relation
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• For x1, · · · , xi ∈ Q[h]|π1|(Σ) and y ∈ Q[h]π1(Σ, ⋆1, ⋆2),
x1 ⊗ · · · ⊗ xi′ ⊗ y ⊗ xi′+1 ⊗ · · · ⊗ xi
− x1 ⊗ · · · ⊗ xi′−1 ⊗ y ⊗ xi′ ⊗ · · · ⊗ xi
= x1 ⊗ · · · ⊗ xi′−1 ⊗ σ(xi′ )(y)⊗ xi′+1 ⊗ · · · ⊗ xi
We define the Lie action σ(·)(·) : Uh(Σ)→ Uh(Σ, ⋆1, ⋆2) by the Leibniz rule, which
means that we have
σ(x1 ⊗ · · · ⊗ xi)(x
′ ⊗ y ⊗ x′′) = [x1 ⊗ · · · ⊗ xi, x
′]⊗ y ⊗ x′′
+
∑
i′∈{1,··· ,i}
x′ ⊗ x1 ⊗ · · · ⊗ xi−1 ⊗ σ(xi)(y)⊗ xi′+1 ⊗ · · · ⊗ xi ⊗ x
+ x′ ⊗ y ⊗ [x1 ⊗ · · · ⊗ xi, x
′′]
for x1, · · · , xi ∈ Q|π1|(Σ), x, x
′ ∈ Uh(Σ), and y ∈ Qπ1(Σ). It also satisfies
σ(x)(y) =
1
h
(x ⊗ y − y ⊗ x).
We denote by ΨUhQπ1 the natural injection Qπ1(Σ, ⋆1, ⋆2) → Uh(Σ, ⋆1, ⋆2) and by
ΨQπ1Uh the natural surjection
Uh(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2),
x⊗ y ⊗ x′ 7→
{
(x)(x′)y if x, x′ ∈ Q|π1|(Σ)
⊗0 = Q
0 if y ∈ Q|π1|(Σ)
⊗k, y′ ∈ Q|π1|(Σ)
⊗k′ , k + k′ ≥ 1
for y ∈ Qπ1(Σ, ⋆1, ⋆2).
We set the Q[h]-algebra homomorphism ΨA
′
Uh
and the Q[h]-module one ΨAUh by
ΨA
′
Uh
: Uh(Σ)→ A
′(Σ), |γ| ∈ |π1|(Σ) 7→ K|γ|,
ΨA
′
Uh
: Uh(Σ, ⋆1, ⋆2)→ A
′(Σ, ⋆1, ⋆2), x⊗ γ ⊗ x
′ 7→ ΨA
′
Uh
(x)TγΨ
A′
Uh
(x)
for γ ∈ π1(Σ) and x, x
′ ∈ Uh(Σ), whereK|γ| and Tγ are a knot and a a tangle whose
homotopy class is |γ| and γ, respectively. We can prove the following theorem in
the same way as the proof of Turaev [15, Theorem 3.3].
Theorem 3.3. For a compact connected oriented surface Σ and ⋆1, ⋆2 ∈ ∂Σ, the al-
gebra homomorphism ΨA
′
Uh
: Uh(Σ)→ A
′(Σ) and module one ΨA
′
Uh
: Uh(Σ, ⋆1, ⋆2)→
A′(Σ, ⋆1, ⋆2) are bijective. Furthermore, we have
[ΨA
′
Uh
(x),ΨA
′
Uh
(x′)] = ΨA
′
Uh
([x, x′]),
σ(ΨA
′
Uh(x))(Ψ
A′
Uh (y)) = Ψ
A′
Uh(σ(x)(y))
for x, x′ ∈ Uh(Σ) and y ∈ Uh(Σ, ⋆1, ⋆2).
We denote by ΨUhA′ the reverse map of Ψ
A′
Uh
, and consider the composites
ΨA
′
Qπ1
def.
= ΨUhQπ1 ◦Ψ
A′
Uh
, ΨA
′
Q|π1|
def.
= ΨUh
Q|π1|
◦ΨA
′
Uh
,
ΨQπ1A′
def.
= ΨUhA′ ◦Ψ
Qπ1
Uh
, Ψ
Q|π1|
A′
def.
= ΨUhA′ ◦Ψ
Q|π1|
Uh
.
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Let {FnUh(Σ)}n≥0 and {F
nUh(Σ, ⋆1, ⋆2)}n≥0 be the filtrations of Uh(Σ) and
Uh(Σ, ⋆1, ⋆2) such as
FnUh(Σ)
def.
=
∑
2i0+i1+···+ij≥n
hi0(F i1Q|π1|(Σ)) ⊗ · · · ⊗ (F
ijQ|π1|(Σ)),
FnUh(Σ, ⋆1, ⋆2)
def.
=
∑
i1+i2+i3≥n
F i1Uh(Σ)⊗ (F
i2Qπ1(Σ, ⋆1, ⋆2))⊗ F
i3Uh(Σ).
We consider the completed algebra and module
Ûh(Σ)
def.
= lim
←−i→∞
Uh(Σ)/F
iUh(Σ),
Ûh(Σ, ⋆1, ⋆2)
def.
= lim←−i→∞Uh(Σ, ⋆1, ⋆2)/F
iUh(Σ, ⋆1, ⋆2)
of Uh(Σ) and Uh(Σ, ⋆1, ⋆2) in terms of the filtrations. Furthermore, they also define
{FnA′(Σ)}n≥0 and {F
nA′(Σ, ⋆1, ⋆2)}n≥0 of A
′(Σ) and A′(Σ, ⋆1, ⋆2) such as
FnA′(Σ)
def.
= ΨA
′
Uh(F
nUh(Σ)),
FnUh(Σ, ⋆1, ⋆2)
def.
= ΨA
′
Uh(F
n(Uh(Σ, ⋆1, ⋆2)).
We also consider the completed algebra and module
Â′(Σ)
def.
= lim←−i→∞A
′(Σ)/F iA′(Σ),
Â′(Σ, ⋆1, ⋆2)
def.
= lim
←−i→∞
A′(Σ, ⋆1, ⋆2)/F
iA′(Σ, ⋆1, ⋆2),
of A′(Σ) and A′(Σ, ⋆1, ⋆2). For a compact oriented surface S having components
Σ(1), · · · ,Σ(k), using the isomorphism
e∐
i Σ
(i),S∗ : A
′(Σ(1))⊗ · · · ⊗ A′(Σ(k))→ A′(S),
we define the filtration {FnA′(S)}n≥0 as
FnA′(S)
def.
=
∑
i1+···+ik≥n
e∐
i Σ
(i),S∗(F
i1A′(Σ(1))⊗ · · · ⊗ F ik(Σ(ik))).
We also set the filtrations {FnV̂ }n≥0 of completions by
FnV̂
def.
= ker(V̂ → V/FnV )
for V = Uh(Σ),Uh(Σ, ⋆1, ⋆2),A
′(Σ),A′(Σ, ⋆1, ⋆2) and A
′(S). The filtration has the
following property.
Proposition 3.4. For compact connected surfaces S and S′, the induced map e∗ :
A′(S′)→ A′(S) of an embedding e : S′ × I → S × I satisfies
e∗(F
NA′(S′)) ⊂ FNA′(S)
for any N ∈ Z≥0.
Proof. We can prove the statement in the same way as our paper [14, §4]. Fur-
thermore, it is easy to prove it by Lemma 7.6 in this paper in case the sequence is
trivial, which means b = {0, 0, 0, · · ·}.

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4. Homology cylinders
Let Σ be a compact connected oriented surface with boundary. We define a
homology cobordism or cylinder not only in the case that Σ has one boundary
component but in the general case.
Definition 4.1. Let M be a compact connected oriented 3-manifold and α : ∂(Σ×
I) → ∂M a diffeomorphism. We call the pair (M,α) a homology cylinder, if and
only if the embeddings
α0 : Σ→M,p 7→ α(p, 0), α1 : Σ→M,p 7→ α(p, 1)
induce isomorphisms α0∗ : H1(Σ,Z) → H1(M,Z) and α1∗ : H1(Σ,Z) → H1(M,Z)
in homology groups over the integers.
Let (M1, α1) and (M2, α2) be two homology cobordisms. If there exists a diffeo-
morphism χ :M1 →M2 satisfying χ◦α1 = α2, such pairs are called diffeomorphic.
We denote by C(Σ) the set of diffeomorphic classes of homology cobordisms of the
surface Σ.
We consider the stacking sum of homology cobordisms defined as follows, which
makes C(Σ) a monoid. For two homology cobordisms (M1, α1) and (M2, α2), we set
a 3-manifoldM1 ◦α1,α2 M
2 and a diffeomorphism α1⊔α2 : ∂(Σ× I)→ ∂(M1 ◦α1,α2
M2) as the following. The 3-manifold M1 ◦α1,α2 M
2 is the quotient of M1 ⊔M2
by the relation
α10(p) ∼ α
2
0(p) for p ∈ Σ.
We define the diffeomorphism α1 ⊔ α2 as
(α1 ⊔ α2)(p, t) =

α1(p, 1)
α1(p, 2t− 1) if t ∈ [ 12 , 1]
α2(p, 2t) if t ∈ [0, 12 ]
α2(p, 0).
Then the pair (M1 ◦α1,α2 M
2, α1⊔α2) is also a homology cobordism. The operator
(·) ◦ (·) : C(Σ)× C(Σ)→ C(Σ), ((M1, α1), (M2, α2)) 7→ (M1 ◦α1,α2 M
2, α1 ⊔ α2)
makes C(Σ) a monoid, and we call it the stacking sum.
We will consider the action
Φ : C(Σ)→ Aut(Q̂π1(Σ, •, ⋆))
of C(Σ) on Qπ1(Σ, ⋆1, ⋆2) as follows. We set isomorphisms
♦10 : π1(M,α(•, 0), α(∗, 0))→ π1(M,α(•, 1), α(∗, 1)), γ 7→ γ10•γγ01∗,
♦01 : π1(M,α(•, 1), α(∗, 1))→ π1(M,α(•, 0), α(∗, 0)), γ 7→ γ01•γγ10∗,
where the continuous maps
[0, 1]→M, t 7→ α(⋆, t), [0, 1]→M, t 7→ α(⋆, 1− t),
represent the paths γ01⋆ ∈ π1(M,α(⋆, 0), α(⋆, 1)), γ10⋆ ∈ π1(M,α(⋆, 1), α(⋆, 0)) ,
respectively, for any ⋆ ∈ ∂Σ. By Stallings’s theorem [13], the embeddings α0 and
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α1 induced isomorphisms
α0∗ : Q̂π1(Σ, •, ∗)→ Q̂π1(M,π1(M,α(•, 0), α(∗, 0)),
α1∗ : Q̂π1(Σ, •, ∗)→ Q̂π1(M,α(•, 1), α(∗, 1)).
Then the action Φ((M,α)) = (M,α)∗ ∈ Aut(Q̂π1(Σ, •, ∗)) is defined as the com-
posite map
Φ((M,α)) = (M,α)∗
def.
= α−11∗ ◦ ♦
1
0 ◦ α0∗.
The map
Φ = (·)∗ : C(Σ)→ Aut(Q̂π1(Σ, •, ∗))
is a monoid homomorphism.
To make the definition of homology cylinders, we will check that the two condi-
tions in the following proposition are equivalent.
Proposition 4.2. For a homology cobordism (M,α), the following two conditions
are equivalent.
(1) We have
ker(ι∗ : H1(∂(Σ× I),Z)→ H1(Σ× I,Z)) = ker(α∗ : H1(∂(Σ× I),Z)→ H1(M,Z)),
where the natural embedding ι : ∂(Σ × I) → Σ× I and α : ∂(Σ × I) → M
induce the group homomorphisms
ι∗ : H1(∂(Σ× I),Z)→ H1(Σ× I,Z), α∗ : H1(∂(Σ× I),Z)→ H1(M,Z).
(2) For any ⋆1, ⋆2 ∈ ∂Σ, the action (M,α)∗ satisfies
((M,α)∗ − idQ̂π1(Σ,•,∗))(Q̂π1(Σ, ⋆1, ⋆2)) ⊂ F
2Q̂π1(Σ, ⋆1, ⋆2).
Proof. To prove it, we need some notation. We choose some base points ⋆, ⋆1, ⋆2 ∈
∂Σ. Let
γ
∂(Σ×I)
01⋆ ∈ π1(∂(Σ× I), (⋆, 0), (⋆, 1)), γ
∂(Σ×I)
10⋆ ∈ π1(∂(Σ× I), (⋆, 1), (⋆, 0)),
be the paths represented by the continuous maps
I → ∂(Σ× I), t 7→ (⋆, t), I → ∂(Σ× I), t 7→ (⋆, 1− t).
We set the embeddings ι′0, ι
′
1 : Σ→ ∂(Σ× I) as
ι′0 : Σ→ ∂(Σ× I), p 7→ (p, 0), ι
′
1 : Σ→ ∂(Σ× I), p 7→ (p, 1).
They induce
ι′0∗ : π1(Σ, ⋆1, ⋆2)→ π1(∂(Σ× I), (⋆1, 0), (⋆2, 0)),
ι′1∗ : π1(Σ, ⋆1, ⋆2)→ π1(∂(Σ× I), (⋆1, 1), (⋆2, 1)).
First, we prove (1)⇒ (2). Let γ be an element of π1(Σ, ⋆1, ⋆2), and γ¯ the reverse
of γ. Then, the homology class represented by the path
ι′0∗(γ)γ
∂(Σ×I)
01⋆2
ι′1,∗(γ¯)γ
∂(Σ×I)
10⋆1
satisfies
ι∗([ι
′
0∗(γ)γ
∂(Σ×I)
01⋆2
ι′1,∗(γ¯)γ
∂(Σ×I)
10⋆1
]) = 0 ∈ H1(∂(Σ× I),Z).
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By the first statement, we have
α∗([ι
′
0∗(γ)γ
∂(Σ×I)
01⋆2
ι′1,∗(γ¯)γ
∂(Σ×I)
10⋆1
]) = 0 ∈ H1(M,Z),
α0∗(γ)γ01⋆2α1∗(γ¯)γ10⋆1 ∈ [π1(M,α(⋆1, 0)), π1(M,α(⋆1, 0))] ⊂ 1 + F
2Qπ1(M,α(⋆1, 0)).
So we have
α0∗(γ)− γ01⋆1α1∗(γ)γ10⋆2
= (α0∗(γ)γ01⋆2α1∗(γ¯)γ10⋆1 − 1)γ01⋆1α1∗(γ)γ10⋆2
∈ F 2Qπ1(M,α(⋆1, 0), α(⋆2, 0))
Hence we obtain (1)⇒ (2).
Next, we prove (2)⇒ (1). We will prove it in five steps.
(Step 1) The homology group H1(∂(Σ× I),Z) is the direct sum V ⊕ ι
′
1∗(H1(Σ,Z)),
where, for a path γ ∈ π1(Σ, ⋆1, ⋆2) and the reverse path γ¯, the homology
classes of
ι′0(γ)γ
∂(Σ×I)
01⋆2
ι′1(γ¯)γ
∂(Σ×I)
10⋆1
generate V .
(Step 2) We have ker ι∗ = V.
(Step 3) The composite α∗ ◦ ι
′
1∗ : H1(Σ,Z)→ H1(M,Z) is an isomorphism.
(Step 4) We have α∗(V ) = {0}.
(Step 5) We have kerα∗ = V .
(Step 1) The basis in the figure generates the homology group H1(∂(Σ× I),Z)
as a free Z-module. Some set of it generates ι′1∗(H1(Σ,Z)), and one of the others
V . This proves (Step 1).
×{1}
×(0, 1)
×{0}
(Step 2) Using the above basis, we have ι∗(V ) = {0} and ι∗ ◦ ι
′
1∗ = idH1(Σ,Z) :
H1(Σ,Z)→ H1(Σ,Z). So we obtain (Step 2).
(Step 3) By definition of homology cobordisms, the homomorphism α1∗ : H1(Σ,Z)→
H1(M,Z) is an isomorphism. Since α1 = α ◦ ι
′
1, we have (Step 3).
(Step 4) Here we use (2). By it, for a path γ ∈ π1(Σ, ⋆1, ⋆2) and the reverse γ¯,
we have
α0∗(γ)− γ01⋆1α1∗(γ)γ10⋆2 ∈ F
2Qπ1(M, ⋆1M,0, ⋆2M,0).
So we obtain
α0∗(γ)γ10⋆2α1∗(γ¯)γ10⋆1 − 1 ∈ F
2Qπ1(M, ⋆1M0).
Since
IQπ1(M,⋆1M0)/(IQπ1(M,⋆1M0))
2 ≃ H1(M,Q), x− 1 7→ [x],
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where IQπ1(M,⋆1M0)
def.
= {
∑
g∈G qgg|
∑
g∈G qg = 0}, the homology class
[α0∗(γ)γ10⋆2α1∗(γ¯)γ10⋆1 ]
equals 0 as desired.
(Step 5) The statement (Step 4) gives α∗(v1 + ι
′
1∗(v2)) = α∗(ι
′
1∗(v2)) for two
elements v1 ∈ V and v2 ∈ H1(Σ,Z). By (Step 3), if α∗(v1 + ι
′
1∗(v2)) = 0, v2 equals
0. Using (Step 1), we obtain kerα∗ = V as desired.
By the second and fifth steps, we obtain (2)⇒ (1).

Remark 4.3. For a group G, let IQG be the augmentation ideal {
∑
g∈G qgg|
∑
g∈G qg =
0}. We can prove [G,G] ⊂ 1 + I2QG by
k∏
i=1
[γi1, γi2] =
k∏
i=1
(((γi1 − 1)(γi2 − 1)− (γi2 − 1)(γi1 − 1))γ
−1
i1 γ
−1
i2 + 1)
for elements γ11, γ21, · · · , γk1, γ12, γ22, · · · , γk2 ∈ G. So, the linear map
Q⊗G/[G,G]→ IQG/(IQG)
2, [x] 7→ x− 1
is well-defined. It is bijection because
(x− 1)(y − 1) = (xy − 1)− (x− 1)− (y − 1).
Hence we have the isomorphism
Q⊗G/[G,G] ≃ IQG/(IQG)
2.
For a homology cobordism (M,α), if it has one of the properties in Proposition
4.2, we call it a homology cylinder. Then, it has both of them.
We introduce two ways to construct homology cylinders. The first way is to use
boundary links. The second way is to use standard embeddings, which is an analogy
of Heegaard splittings. Both are equivalent to each other, and we can obtain any
diffeomorphic class of a homology cylinder in one of both.
“A construction using a boundary link”. First, we prepare notations about
boundary links.
Definition 4.4. For a framed unoriented link L in Σ × I, we call it a boundary
link if and only if there exists an embedded surface S satisfying the two conditions.
• Any component of S has one or two boundary components.
• The tubular neighborhood of the boundary is isotopic to L.
Here we call S a Seifert surface. A label of S is a map π0(∂S)→ {−1,+1} satisfying
∂1, ∂2 ⊂ (a component of S), [∂1] 6= [∂2]⇒ λ([∂1])λ([∂2]) = −1.
Let a labeled boundary link L(λ) be a framed unoriented link having the two prop-
erties.
• The unframed link of L equals that of L(λ).
• If l and l′ are knot components of L and L(λ) corresponding to [∂] ∈ π0(∂S),
respectively, we have
w(l′)− w(l) = λ([∂]).
Here w(·) is the framing number, which is the difference in the number of
positive crossings and that of negative ones.
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Let L be a boundary link in Σ×I and λ a label of a Seifert surface of L. We choose
a 3-manifold representing the diffeomorphic class obtained by the Dehn surgery of
L(λ) and denote it by (Σ × I)(L(λ)). Then the pair ((Σ × I)(L(λ)), id∂(Σ×I))
is a homology cylinder. Here we write the same symbol (Σ × I)(L(λ)) for the
diffeomorphic class of ((Σ× I)(L(λ)), id∂(Σ×I)). Let IC1(Σ) be the subset of IC(Σ)
consisting of all elements obtained in this way.
Proposition 4.5 ([3] p.4 Theorem 2.5, p.17 Lemma 6.1). We have IC1(Σ) =
IC(Σ). In other words, for any homology cylinder (M,α), there exists a bound-
ary link L ⊂ Σ × I and exists a label λ of a Seifert surface of L such that the
diffeomorphic class (Σ× I)(L(λ)) is that of (M,α).
“A construction using a standard embedding”. We introduce the notion of
standard embeddings.
Definition 4.6. We call est : Σst× I →֒ Σ× I a standard embedding if and only if
there exists an embedding e′st : Σst →֒ Σ satisfying the two properties.
• The image e′st(Σ) is the closure of Σ except for closed disks and includes
∂Σ.
• We have est(p, t) = (e
′
st(p),
1+t
3 ) for p ∈ Σst and t ∈ I.
Let e′st; Σst →֒ Σ be an embedding such that est : Σst × I →֒ Σ × I, e(p, t) =
e′(p, 1+t3 ) is a standard embedding. Here we denote by Σ˜st the closure of the
subsurface ∂(Σst × I)\e
−1
st (∂Σ× I).
For a diffeomorphism χ′ ∈ Diff+(Σ˜st, ∂Σ˜st), the quotient space of the set
(the closure of (Σ× I)\e(Σst × I)) ⊔ Σst × I
by the relation
est ◦ χ
′(p) ∼ p for p ∈ Σ˜st
is a 3-manifold. We denote by (Σ × I)(est, χ
′) the 3-manifold. We recall that
I ′(Σ˜st) ⊂M(Σ˜st) is a subgroup generated
{tc1 ◦ t
−1
c2 |(c1, c2) bounds a surface.} ∪ {tc|c bounds a surface.}.
If χ represents an element ξ of I ′(Σ), the pair ((Σ× I)(est, χ
′), αest) is a homology
cylinder, where we set the diffeomorphism αest : ∂(Σ× I)→ ∂((Σ× I)(est, χ
′)) as
αest(p, t) =

(p, t) if p ∈ Σ, t ∈ {0, 1}
(p, t) if p ∈ ∂Σ, t ∈ [0, 13 ] ∪ [
2
3 , 1]
e−1st (p, 3t− 1) if p ∈ ∂Σ, t ∈ [
1
3 ,
2
3 ]
We write (Σ × I)(est, ξ) for the diffeomorphic class of ((Σ × I)(est, χ
′), αest). Let
IC2(Σ) be the subset of IC(Σ) consisting of all elements obtained in this way. To
prove IC2(Σ) = IC1(Σ), we need the following lemma.
Lemma 4.7. Let S be a compact oriented surface and e an embedding from S to
Σ× I. Then, there exists a standard embedding est : Σst × I → Σ× I and exists an
embedding e˜ : S → Σ˜st satisfying that the composite e◦e˜ is isotopic to e.
Proof. First, we construct a standard embedding est : Σst× I → Σ× I by the three
steps.
• We split S into 0-handles and 1-handles. For example, see Figure 4.
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0-handle
1-handles
Figure 4. A 0-handle and 1-handles
• We consider 1-handles as tangles and illustrate a diagram presenting the
isotopy type of the embedding e similar to a tangle diagram. For example,
see Figure 5.
• We set Σst as the closure of Σ except for closed disks corresponding to
angles for any crossing of this diagram. For example, see Figure 6.
Furthermore, we set e˜ : S → Σ˜st as this diagram except for the neighborhood of
the crossings, where we set e˜ as Figure 7. Then the composite est ◦ e˜ is isotopic to
e. This proves the lemma.

To prove IC(Σ) = IC2(Σ), we need the following lemma, which we call Lickor-
ish’s trick [8].
Lemma 4.8. Let S be a compact oriented surface such that each component of S
has one or two boundary components, est : Σst × I → Σ× I a standard embedding,
e˜ : S → Σ˜st an embedding, and Lest◦e˜(S) a boundary link whose Seifert surface is
e ◦ e˜(S). We write c∂ for a closed curve in S parallel to a boundary ∂. For a label
λ : π0(∂S) = π0(∂est ◦ e˜(S))→ {±1} of e ◦ e˜(S), we have
(Σ× I)(est,
∏
[∂]∈π0(∂S)
t
−λ([∂])
e˜(c∂)
) = (Σ× I)(Lest◦e˜(S)(λ)).
Proposition 4.9. We have IC(Σ) = IC2(Σ). In other words, for any homology
cylinder (M,α), there exists a standard embedding est : Σst × I → Σ× I and exists
an element ξ of I ′(Σ˜st) such that the diffeomorphic class (Σ × I)(est, ξ) is that of
the pair (M,α).
Proof. By Proposition 4.5, it is enough to show that IC1(Σ) ⊂ IC2(Σ). Let L be
a boundary link in Σ × I and e : S → Σ × I a Seifert surface of L. By Lemma
4.7, there exists an embedding eS : S → Σ˜st = ∂(Σst × I)\e−1(∂Σ× I) such that
the composite est ◦ eS is isotopic to this embedding e. By Lemma 4.8, for a label
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Figure 5. A diagram
λ : π0(∂S)→ {±1} of S, we have
(Σ× I)(est,
∏
[∂]∈π0(∂S)
t
−λ([∂])
eS(c∂)
) = (Σ× I)(L(λ)),
where we denote by c∂ the simple closed curve parallel to the boundary ∂. Hence
we obtain (Σ× I)(L(λ)) ∈ IC2(Σ) as desired.

5. The main result
For •, ∗ ∈ ∂Σ, we consider the action Φ : IC(Σ)→ Aut(Q̂π1(Σ, •, ∗)). We obtain
Ξ∗(I
n
Qπ1(Σ,•)
Q̂π1(Σ, •, ∗)) = I
n
Qπ1(Σ,•)
Q̂π1(Σ, •, ∗),
(Ξ∗ − id)(Q̂π1(Σ, •, ∗)) ⊂ I
2
Qπ1(Σ,•)
Q̂π1(Σ, •, ⋆)
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Figure 6. Σst
Figure 7. e˜ : S → ∂(Σst × I)\e
−1
st (∂Σ× I)
for any Ξ. By Prop 2.2, there exists a unique element ζ˜(Ξ) of F 3Q̂|π1|(Σ) satisfying
exp(σ(ζ˜Q|π1|(Ξ))) = Ξ∗ : Q̂π1(Σ, •, ∗)→ Q̂π1(Σ, •, ∗).
In this section, we introduce two ways to compute ζ˜ : IC(Σ) → F 3Q̂|π1|(Σ). The
first way is to use a sequence of the Goldman Lie algebra. The second one is to use
the skein algebra A′.
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To state the main theorems, we introduce an extension of A′(Σ) and set the
filtration of it as
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ)
def.
=
∑
∗∈Z≥0
1
h∗
F 3∗A′(Σ) ⊂ Q[h,
1
h
]⊗Q A
′(Σ),
Fn(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ) =
∑
∗∈Z≥0
1
h∗
F 2∗+max(n,∗)A′(Σ).
We consider the completion
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ)
def.
= lim←−n→∞(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ)/Fn(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ)
in terms of the filtration. Using this extension, we can obtain a formula about the
Baker-Campbel-Hausdorff series as follows.
Remark 5.1. Let (R, {FnR}n≥0) be a filtered completed ring satisfying F
jRF kR ⊂
F j+kR. In this paper, we set the bracket {x, y} by xy−yx. Then, for x0, x1 ∈ F
1R,
bch′(x0, x1)
def.
= log(expx0, expx1) equals∑
j
∑
ǫ1,··· ,ǫj∈{0,1}
bǫ1,··· ,ǫj{xǫ1 , {xǫ2 , · · · {xǫj−1 , xǫj}}},
where bǫ1,··· ,ǫj is a rational number. We return to the skein algebra A
′(Σ). We set
[x, y] as 1h(xy − yx). Hence we obtain
bch(x0, x1)
=
∑
j
∑
ǫ1,··· ,ǫj∈{0,1}
bǫ1,··· ,ǫj [xǫ1 , [xǫ2 , · · · [xǫj−1 , xǫj ]]]
= h
∑
j
∑
ǫ1,··· ,ǫj∈{0,1}
bǫ1,··· ,ǫj{
1
h
xǫ1 , {
1
h
xǫ2 , · · · {
1
h
xǫj−1 ,
1
h
xǫj}}}
= hbch′(
1
h
x0,
1
h
x1) = h log(exp(
1
h
x0
1
h
x1))
for any two elements x0, x1 ∈ F
3Â′(Σ). In other words, we have
exp(
1
h
bch(x0, x1)) = exp(
1
h
x0) exp(
1
h
x1).
“A construction using a standard embedding”. We will introduce how to
compute ζ˜ : IC(Σ)→ F 3Q̂|π1|(Σ) using a sequence of Q̂|π1|(Σ). We fix a standard
embedding est : Σst×I → Σ×I and denote by Σ˜st the closure of ∂(Σst×I)\e
−1(∂Σ×
I).
The embeddings
ι1 : Σst → Σ˜st, p 7→ (p, 0), ι0 : Σst → Σ˜st, p 7→ (p, 1),
induce linear maps
ι1∗ : Q|π1|(Σst)→ Q|π1|(Σ˜st), ι0∗ : Q|π1|(Σst)→ Q|π1|(Σ˜st).
The first embedding ι1 is an orientation preserving map, but the second one ι0 an
orientation reversing one. So the first linear map ι1∗ : Q|π1|(Σst) → Q|π1|(Σ˜st) is
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a Lie algebra homomorphism, but the second one ι0∗ : Q|π1|(Σst) → Q|π1|(Σ˜st) is
not. The embeddings
ι1 : Σst × I → Σ˜st × I, (p, t) 7→ ((p, 0), t),
ι0 : Σst × I → Σ˜st × I, (p, t) 7→ ((p, 1), 1− t)
also induce linear maps
ι1∗ : A
′(Σst)→ A
′(Σ˜st), ι0∗ : A
′(Σst)→ A
′(Σ˜st).
Then we have
ΨA
′
Q|π1|
◦ ι1∗ = ι1∗ ◦Ψ
A′
Q|π1|
,
ΨA
′
Q|π1|
◦ ι0∗ = ι0∗ ◦Ψ
A′
Q|π1|
.
We can extend the linear maps to the completions.
We set the linear map κ∗ : Q|π1|(Σ˜st)→ Q|π1|(Σst) as the composite ofQ|π1|(Σ˜st)→
Q|π1|(Σst × I) induced by the embedding Σ˜st → Σst × I and the natural isomor-
phism Q|π1|(Σst × I) → Q|π1|(Σst). It is not a Lie algebra homomorphism. Let
κ : Σ˜st × I → Σst × I be the tubular neighborhood satisfying the two conditions.
• For any p ∈ Σ˜st, e∂(p, 1) = p.
• For any p ∈ Σ˜st ∩ e
−1
st (∂Σ× I),
est ◦ e∂((p, 1), t) = (e
′
st(p),
2− ǫ+ ǫt
3
)
est ◦ e∂((p, 0), t) = (e
′
st(p),
1 + ǫ− ǫt
3
).
The embedding κ induces the linear map κ∗ : A
′(Σ˜st)→ A
′(Σst). Then we have
κ∗ ◦Ψ
A′
Q|π1|
= ΨA
′
Q|π1|
◦ κ∗ : Q|π1|(Σ˜st)→ A
′(Σst).
We can extend the linear maps to the completion.
Furthermore, since the embeddings idΣ×I , κ ◦ ι0, and κ ◦ ι1 are isotopic, we have
idQ|π1|(Σst) = κ∗ ◦ ι0∗ = κ ◦ ι1∗ and idA′(Σst) = κ∗ ◦ ι0∗ = κ ◦ ι1∗.
Definition 5.2. For an element x ∈ F 3Q̂|π1|(Σ˜st), we define a sequence {vn(x)}n∈Z≥1 ⊂
F 3Q̂|π1|(Σst) by
v1(x)
def.
= κ(x), vn+1(x)
def.
= vn(x) + κ∗(bch(−ι1∗(vn(x)), x))
and an element v(x) ∈ F 3Q̂|π1|(Σst) as
v(x)
def.
= lim
n→∞
vn(x).
By the following proposition, v(x) is well-defined as an element of the completed
Goldman Lie algebra. We can define v(x) using a computation of the skein algebra
A′. Furthermore, v(x) is a unique solution to κ∗(bch(−ι1∗(·), x)) = 0.
Proposition 5.3. Let est : Σst × I → Σ × I be a standard embedding and Σ˜st be
the closure of ∂(Σst × I)\e
−1(∂Σ× I). Then we have the following.
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(1) vn+1(x)− vn(x) = κ∗(bch(−ι1∗(vn(x)), x)) ∈ F
2+nQ̂|π1|(Σst).
(2) For x ∈ F 3Q̂|π1|(Σ˜st) and y ∈ F
3Q̂|π1|(Σst) satisfying κ∗(bch(−ι1∗(y), x)) =
0, we have
exp(
ΨA
′
Q|π1|
(y)
h
) = κ∗(exp(
ΨA
′
Q|π1|
(x)
h
)) ∈
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σst).
Using them, we obtain two statements.
(a) v(x) is well-defined.
(b) v(x) is a unique solution to κ∗(bch(−ι1∗(·), x)) = 0.
Proof. First, we prove the statement (1) by induction. If n = 1,
v2(x)− v1(x) = κ∗(bch(−ι1∗(v1(x)), x))
= κ∗(−ι1∗(v1(x)) + x)F
4Q̂|π1|(Σst)
= −κ∗ ◦ ι1∗κ∗(x) + κ∗(x) = 0
holds. We assume
vk+1(x)− vk(x) = κ∗(bch(−ι1∗(vk(x)), x)) ∈ F
2+kQ̂|π1|(Σst).
For z, w,w′ ∈ F 3Q̂|π1|(Σst) satisfying w − w
′ ∈ FmQ̂|π1|(Σst), we have
−z − w + bch(z, w) = −z − w′ + bch(z, w′) mod Fm+1Q̂|π1|(Σst)
by [F 3Q̂|π1|(Σst), F
mQ̂|π1|(Σst)] ⊂ F
m+1Q̂|π1|(Σst). Using it, we have
vk+2(x)− vk+1(x) = κ∗(bch(−ι1∗(vk+1(x)), x))
= −κ∗ ◦ ι1∗(vk+1(x)) + κ∗(x) + (κ∗ ◦ ι1∗(vk+1(x)) − κ∗(x) + κ∗(bch(−ι1∗(vk+1(x)), x)))
= −κ∗ ◦ ι1∗(vk+1(x)) + κ∗(x)
+ (κ∗ ◦ ι1∗(vk(x)) − κ∗(x) + κ∗(bch(−ι1∗(vk(x)), x))) mod F
3+kQ̂|π1|(Σst)
= −vk+1(x) + κ∗(x) + (vk(x) − κ∗(x) + κ(bch(−ι1∗(vk(x)), x)))
= −vk+1(x) + vk(x) + κ(bch(−ι1∗(vk(x)), x)) = 0
and prove (1).
By (1), we have
K ≥ k⇒ vK(x)− vk(x) ∈ F
k+2Q̂|π1|(Σ),
which means that limn→∞ vn(x) is well-defined. In other words, the statement (a)
holds.
We will prove the statement (2). By definition of bch, we have
κ∗(exp(
1
h
ΨA
′
Q|π1|
(x)))
= κ∗(exp(
1
h
bch(ι1∗(Ψ
A′
Q|π1|
(y)), bch(−ι1∗(Ψ
A′
Q|π1|
(y)),ΨA
′
Q|π1|
(x)))))
= κ∗(exp(
1
h
ι1∗(Ψ
A′
Q|π1|
(y))) exp(
1
h
ΨA
′
Q|π1|
(bch(−ι1∗(y), x)))).
Since
κ∗(x
′) = 0⇒ κ∗(x
′′x′) = 0
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for x′, x′′ ∈ A′(Σ˜st), we have
κ∗(exp(
1
h
ΨA
′
Uh(x))) = κ∗(exp(
1
h
ι1∗(Ψ
A′
Uh(y)))).
Since ι1∗ is an algebra homomorphism, we have
κ∗(exp(
1
h
ΨA
′
Q|π1|
(x))) = κ∗ ◦ ι1∗(exp(
1
h
ΨA
′
Q|π1|
(y))) = exp(
1
h
ΨA
′
Q|π1|
(y))
as desired.
Finally, we prove the statement (b). By (1), we have κ∗(bch(−ι1∗(v(x)), x)) ∈
∩∞i=4F
iQ̂|π1|(Σ) = {0}, which means that v(x) is a solution to κ∗(bch(−ι1∗(·), x)) =
0. By (2), we have
ΨUh
Q|π1|
(v(x)) = ΨUhA′ (h log(κ∗(exp(
ΨA
′
Q|π1|
(x)
h
)))) ∈
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)Uh(Σ).
Since ΨUh
Q|π1|
is an injection, v(x) is a unique solution.
The above statements prove the proposition.

We state Theorem 5.4 using the definition.
Theorem 5.4. Let e′st; Σst →֒ Σ be an embedding such that the map est : Σst ×
I →֒ Σ × I, (p, t) 7→ (e′(p), 1+t3 ) is a standard embedding and Σ˜st the closure of
∂(Σst × I)\e
−1(∂Σ× I). For an element ξ ∈ I ′(Σ˜st), we have
ζ˜Q|π1|((Σ× I)(est, ξ)) = e
′
st∗(v(ζQ|π1|(ξ))) ∈ F
3Q̂|π1|(Σ).
In other words, for ⋆1, ⋆2 ∈ ∂Σ, we have
(Σ× I)(est, ξ)∗ = exp(σ(e
′
st∗(v(ζQ|π1|(ξ)))) : Q̂π1(Σ, ⋆1, ⋆2)→ Q̂π1(Σ, ⋆1, ⋆2).
We will prove the theorem in §6.
“A construction using a boundary link”. For a boundary link L in Σ× I and
a label λ of a Seifert surface of L, we set an element LA′(S, λ) ∈ Â
′(S) as
LA′(S, λ)
def.
= −
∑
[∂]∈π0(∂S)
λ([∂])LA′(c∂),
where
LA′(c)
def.
= ΨA
′
Q|π1|
(LQ|π1|(c)) = Ψ
A′
Q|π1|
(|
1
2
log(γc)
2|)
for any simple closed curve c. Here we use two notations as follows.
• For a simple close curve c, γc is an element, where the conjugacy class |γc|
equals c.
• The simple closed curve c∂ is parallel to the boundary component ∂.
The Seifert surface S defines the embedding eS : S×I → Σ×I inducing the module
homomorphism eS∗ : Â
′(S)→ Â′(Σ).
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Theorem 5.5. For a boundary link L in Σ × I and a label λ of a Seifert surface
S of L, we have
exp(
1
h
ΨA
′
Q|π1|
(ζ˜Q|π1|((Σ× I)(L(λ))))) = eS∗(exp(
1
h
LA′(S, λ)))
=
∞∑
i=0
1
i!hi
eS∗(LA′(S, λ)
i) ∈
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ).
In other words, we have
ΨUhA′ (h log(eS∗(exp(
1
h
LA′(S, λ))))) = Ψ
Uh
Q|π1|
ζ˜Q|π1|((Σ× I)(L(λ))) ∈ Ûh(Σ).
We will prove the theorem in §6.
6. Proof of the main result
In this section, we will prove the theorems in §5. The third statement in Propo-
sition 6.1 plays an important role.
Proposition 6.1. Let Σ be a compact connected oriented surface and M (1) a sub-
manifold of ∂Σ. We choose base points ⋆1, ⋆2 ∈ M
(1) and denote by Σ˜ the closure
of ∂(Σ× I)\(M (1) × I). We consider linear maps
κ′∗ : Q|π1|(Σ˜)→ Q|π1|(Σ), κ
′
∗ : Qπ1(Σ˜, (⋆1, i), (⋆2, i))→ Qπ1(Σ, ⋆1, ⋆2) for i = 0, 1,
ι′0∗ : Q|π1|(Σ)→ Q|π1|(Σ˜), ι
′
0∗ : Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ˜, (⋆1, 0), (⋆2, 0)),
ι′1∗ : Q|π1|(Σ)→ Q|π1|(Σ˜), ι
′
1∗ : Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ˜, (⋆1, 1), (⋆2, 1)).
The homomorphisms κ′∗ : Q|π1|(Σ˜) → Q|π1|(Σ) and κ
′
∗ : Qπ1(Σ˜, (⋆1, i), (⋆2, i)) →
Qπ1(Σ, ⋆1, ⋆2) are composites of the ones induced by the embedding Σ˜ →֒ Σ× I and
the natural maps
Q|π1|(Σ× I)→ Q|π1|(Σ),
Qπ1(Σ× I, (⋆1, i), (⋆2, i))→ Qπ1(Σ, ⋆1, ⋆2).
The embeddings
ι1 : Σ→ Σ˜, p 7→ (p, 1)ι0 : Σ→ Σ˜, p 7→ (p, 0)
induce ι1∗, ι0∗. We can extend them to completions. Then we have the three state-
ments.
(1) For i = 0, 1, x ∈ Q|π1|(Σ˜), and y ∈ Qπ1(Σ˜, (⋆1, i), (⋆2, i)), we have
κ′∗(σ(x)(y)) = κ
′
∗(σ(x)(ι
′
1∗ ◦ κ
′
∗(y))) + κ
′(σ(ι′0∗ ◦ κ
′
∗(x))(y)).
(2) For x ∈ Q|π1|(Σ˜) and y ∈ Qπ1(Σ, ⋆1, ⋆2) satisfying κ
′
∗(x) = 0, we have
κ′∗((σ(x))
n(ι′0∗(y))) = κ
′
∗((σ(x))
n(ι′1∗(y)))
for any n ∈ Z≥0.
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(3) We choose a diffeomorphism χ ∈ Diff(Σ˜, ∂Σ˜) representing an element of
I ′(Σ˜). Let ζQ|π1|(χ) and v(ζQ|π1|(χ)) be elements of F
3Q̂|π1|(Σ˜) and F
3Q̂|π1|(Σ),
respectively, satisfying
χ∗ = exp(σ(ζQ|π1|(χ))) : Q̂π1(Σ˜, ⋆
′
1, ⋆
′
2)→ Q̂π1(Σ˜, ⋆
′
1, ⋆
′
2),
κ′∗(bch(−ι
′
1∗(v(ζQ|π1|(χ))), ζQ|π1|(χ))) = 0.
Then we have
κ′∗ ◦ χ
−1
∗ ◦ ι
′
0∗(x) = κ
′
∗ ◦ χ
−1
∗ ◦ ι
′
1∗(exp(σ(v(ζQ|π1|(χ))))(x))
for any x ∈ Q̂π1(Σ, ⋆1, ⋆2).
Proof. (1)We can prove the statement directly. In this paper, we use the skein
algebra A′ to prove it. We consider three embeddings κ′ : Σ˜ × I → Σ × I, ι′1 :
Σ× I → Σ˜× I, and ι′0 : Σ× I → Σ˜× I.
• The first one satisfies
– For p ∈ Σ˜, κ′(p, 1) = p.
– For p ∈M (1), κ′((p, 1), t) = (p, 1− ǫ+ ǫt), κ′((p, 0), t) = (p, ǫ− ǫt).
for enough small ǫ > 0.
• We define the second one and the third one as
ι′1(p, t) = ((p, 1), t), ι
′
0(p, t) = ((p, 0), 1− t).
There exist isomorphisms ♦
(1,0)
(t0,t1)
: A′(Σ′× I, (⋆, t0), (⋆
′, t1))→ A
′(Σ′, ⋆, ⋆′) for any
t0, t1 ∈ I. These embeddings and these isomorphisms induce the linear maps
κ′∗ : A
′(Σ˜)→ A′(Σ)
κ′∗ : A
′(Σ˜, (⋆1, i), (⋆2, i))→ A
′(Σ, ⋆1, ⋆2),
ι′i∗ : A
′(Σ)→ A′(Σ˜),
ι′i∗ : A
′(Σ, ⋆1, ⋆2)→ A
′(Σ, (⋆1, i), (⋆2, i)).
We prove the statement using
κ′∗(xy) = κ
′
∗(xι
′
1∗ ◦ κ
′
∗(y)) = κ
′
∗(xι
′
0∗ ◦ κ
′
∗(y)),
κ′∗(yx) = κ
′
∗(yι
′
1∗ ◦ κ
′
∗(x)) = κ
′
∗(yι
′
0∗ ◦ κ
′
∗(x)),
κ′∗(x)κ
′
∗(y) = κ
′
∗(ι
′
1∗ ◦ κ
′
∗(x)y) = κ
′
∗(ι
′
0∗ ◦ κ
′
∗(y)x),
κ′∗(y)κ
′
∗(x) = κ
′
∗(ι
′
1∗ ◦ κ
′
∗(y)x) = κ
′
∗(ι
′
0∗ ◦ κ
′
∗(x)y)
for any x ∈ A′(Σ˜) and y ∈ A′(Σ˜, (⋆1, i), (⋆2, i)). We set
eover : Σ
′ × I → Σ′ × I, (p, t) 7→ (p,
2 + t
4
),
eunder : Σ
′ × I → Σ′ × I, (p, t) 7→ (p,
t
4
)
for any surface Σ′. Since the embeddings κ′ ◦ (eover ⊔ eunder), κ
′ ◦ (eover ⊔ (eunder ◦
ι′1 ◦ κ
′)), and κ′ ◦ (eover ⊔ (eunder ◦ ι
′
0 ◦ κ
′)) are isotopic preserving {⋆1, ⋆2} × I,
we have the first one and the second one. Furthermore, since the embeddings
eover ◦ κ
′ ⊔ eunder ◦ κ
′, κ′ ◦ ((eover ◦ ι
′
1 ◦ κ
′)⊔ eunder), and κ
′ ◦ (eunder⊔ (eover ◦ ι
′
0 ◦ κ
′))
are isotopic preserving {⋆1, ⋆2} × I, we also have the third one and the fourth one.
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Using the above formulas, we obtain
hκ′∗(σ(x)(y))
= κ′∗(xy − yx)
= κ′∗(xι
′
1∗ ◦ κ
′
∗(y)− yι
′
0∗ ◦ κ
′
∗(x))
= (κ′∗(xι
′
1∗ ◦ κ
′
∗(y))− κ
′
∗(y)κ
′
∗(x)) + (κ
′
∗(y)κ
′
∗(x)− κ
′
∗(yι
′
0∗ ◦ κ
′
∗(x)))
= κ′∗(xι
′
1∗ ◦ κ
′
∗(y)− ι
′
1∗ ◦ κ
′
∗(y)x) + κ
′
∗(ι
′
0∗ ◦ κ
′
∗(x)y − yι
′
0∗ ◦ κ
′
∗(x))
= h(κ′∗(σ(x)(ι
′
1∗ ◦ κ
′
∗(y))) + κ
′
∗(σ(ι
′
0∗ ◦ κ
′
∗(x))(y)))
for any x ∈ A′(Σ˜) and y ∈ A′(Σ˜, (⋆1, i), (⋆2, i)). By Theorem 3.3, A
′(Σst, ⋆1, ⋆2) is
a free Q[h]-module. So we have
κ′∗(σ(x)(y)) = κ
′
∗(σ(x)(ι
′
1∗ ◦ κ
′
∗(y))) + κ(σ(ι
′
0∗ ◦ κ
′
∗(x))(y)).
For x′ ∈ Qπ1(Σ˜st) and y
′ ∈ Qπ1(Σ˜st, (⋆1, i), (⋆2, i)), we set x and y as
x
def.
= ΨA
′
Q|π1|
(x′), y
def.
= ΨA
′
Qπ1
(y′).
We have
κ′∗(σ(x
′)(y′))
= Ψ
Qπ1(i,i)
A′ (κ
′
∗(σ(x)(y)))
= Ψ
Qπ1(i,i)
A′ (κ
′
∗(σ(x)(ι
′
1∗ ◦ κ
′
∗(y))) + κ
′
∗(σ(ι
′
0∗ ◦ κ
′
∗(x))(y)))
= κ′∗(σ(x
′)(ι′1∗ ◦ κ
′
∗(y
′))) + κ′∗(σ(ι
′
0∗ ◦ κ
′
∗(x
′))(y′))
as desired.
(2)We will prove the statement by induction on n. If n = 0, κ′∗(ι
′
0∗(y)) =
κ′∗(ι
′
1∗(y)) holds. We assume
κ′∗((σ(x))
n−1(ι′0∗(y))) = κ
′
∗((σ(x))
n−1(ι′1∗(y))).
We have
κ′∗((σ(x))
n(ι′0∗(y)))
= κ′∗(σ(x)(ι
′
1∗ ◦ κ
′
∗((σ(x))
n−1(ι′0∗(y))))) + κ
′
∗(σ(ι
′
0∗ ◦ κ
′
∗(x))(σ(x))
n−1(ι′0∗(y)))
= κ′∗(σ(x)(ι
′
1∗ ◦ κ
′
∗((σ(x))
n−1(ι′0∗(y))))),
κ′∗((σ(x))
n(ι′1∗(y)))
= κ′∗(σ(x)(ι
′
1∗ ◦ κ
′
∗((σ(x))
n−1(ι′1∗(y))))) + κ
′
∗(σ(ι
′
0∗ ◦ κ
′
∗(x))(σ(x))
n−1(ι′1∗(y)))
= κ′∗(σ(x)(ι
′
1∗ ◦ κ
′
∗((σ(x))
n−1(ι′1∗(y))))).
By this inductive assumption, we obtain
κ′∗((σ(x))
n(ι′0∗(y))) = κ
′
∗((σ(x))
n(ι′1∗(y)))
as desired.
(3)We write ζ, v, and v′ for ζQ|π1|(χ), v(ζQ|π1|(χ)), and bch(−ι
′
1∗(v), ζ) respec-
tively. Using
χ∗ = exp(σ(ζ)) : Q̂|π1|(Σ˜, ⋆
′
1, ⋆
′
2),
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we have
κ′∗ ◦ χ
−1
∗ ◦ ι
′
0∗(x)
= κ′∗(exp(σ(−ζ))(ι
′
0∗(x)))
= κ′∗(exp(σ(−bch(ι
′
1∗(v), v
′))(ι′0∗(x)))
= κ′∗(exp(σ(−v
′)) ◦ exp(σ(−ι′1∗(v)))(ι
′
0∗(x)))
= κ′∗(exp(σ(−v
′))(ι′0∗(x))),
κ′∗ ◦ χ
−1
∗ ◦ ι
′
1∗(exp(σ(v)(x))
= κ′∗(exp(σ(−ζ))(ι
′
1∗(exp(σ(v)(x))))
= κ′∗(exp(σ(−bch(ι
′
1∗(v), v
′))(ι′1∗(exp(σ(v)(x))))
= κ′∗(exp(σ(−v
′)) ◦ exp(σ(−ι′1∗(v)))(ι
′
1∗(exp(σ(v)(x))))
= κ′∗(exp(σ(−v
′)) ◦ exp(σ(−ι′1∗(v))) ◦ exp(σ(ι
′
1∗(v)))(ι
′
1∗(x))
= κ′∗(exp(σ(−v
′))(ι′1∗(x)).
By (2), we obtain
κ′∗ ◦ χ
−1
∗ ◦ ι
′
0∗(x) = κ
′
∗ ◦ χ
−1
∗ ◦ ι
′
1∗(exp(σ(v(ζQ|π1|(χ))))(x)),
as desired.
The above statements prove the proposition.

Let e′st; Σst →֒ Σ be an embedding such that est : Σst × I →֒ Σ × I, (p, t) 7→
(e′st,
1+t
3 ) is a standard embedding and Σ˜st be the closure of ∂(Σst×I)\(e
′−1(∂Σ)×
I). We choose a diffeomorphism χ representing an element of I ′(Σ˜st). We set
(Σ× I)(est, χ) as the 3-manifold that is the quotient of the set (Σ× I)\e(Σst × I)⊔
Σst × I by the relation est ◦ χ(p) ∼ p for any p ∈ Σ˜st. We consider the embedding
maps.
• We denote by κ the natural embedding Σ˜st → Σst × I.
• The identity map Σst × I → Σst × I induces an embedding map
e♭st : Σst × I → (Σ× I)(est, χ).
• We recall that we set the embeddings ι1, ι0 : Σst → Σ˜st and α1, α0 : Σ →
(Σ× I)(est, χ) as
ι1 : Σst → Σ˜st, p 7→ (p, 1)
ι0 : Σst → Σ˜st, p 7→ (p, 0),
α1 : Σ→ (Σ× I)(est, χ), p 7→ (p, 1),
α0 : Σ→ (Σ× I)(est, χ), p 7→ (p, 0).
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We recall that we set the diffeomorphism αest : ∂(Σ× I)→ ∂((Σ× I)(est, χ)) as
αest(p, t) =

(p, t) if p ∈ Σ, t ∈ {0, 1}
(p, t) if p ∈ ∂Σ, t ∈ [0, 13 ] ∪ [
2
3 , 1]
e−1st (p, 3t− 1) if p ∈ ∂Σ, t ∈ [
1
3 ,
2
3 ].
For any ⋆1, ⋆2 ∈ ∂Σ and t1, t2 ∈ I, we define
♦t2t1 : π1((Σ× I)(est, χ), α
est−1(⋆1, t1), α
est−1(⋆2, t1))
→ π1((Σ× I)(est, χ), α
est−1(⋆1, t2), α
est−1(⋆2, t2))
by (·) 7→ γ⋆1,t2,t1(·)γ⋆2,t1,t2 . Here, for any ⋆ ∈ ∂Σ and t, t
′ ∈ I, the continuous
map I → (Σ × I)(e, χ), s 7→ αest−1(⋆, ts + t′(1 − s)) represents the path γ⋆,t,t′ ∈
π1((Σ × I)(e, χ), α
est−1(⋆, t), αest−1(⋆, t′)). To prove Theorem 5.4, we need the
following lemma.
Lemma 6.2. (1) For any ⋆1, ⋆2 ∈ ∂Σ, the homomorphism
e′st∗ : π1(Σst, e
′
st
−1
(⋆1), e
′
st
−1
(⋆2))→ π1(Σ, ⋆1, ⋆2)
induced by the embedding e′st : Σst → Σ is surjective.
(2) We fix ⋆1, ⋆2 ∈ ∂Σst. The homomorphisms
(α1 ◦ est)∗ : π1(Σst, ⋆1, ⋆2)→ π1((Σ× I)(est, χ), (e
′
st(⋆1), 1), (e
′
st(⋆2), 1)),
(α0 ◦ est)∗ : π1(Σst, ⋆1, ⋆2)→ π1((Σ× I)(est, χ), (e
′
st(⋆1), 0), (e
′
st(⋆2), 0)),
(e♭st ◦ κ˜ ◦ χ
−1 ◦ ι1)∗ : π1(Σst, ⋆1, ⋆2)→ π1((Σ× I)(est, χ), (e
′
st(⋆1),
2
3
), (e′st(⋆2),
2
3
)),
(e♭st ◦ κ˜ ◦ χ
−1 ◦ ι0)∗ : π1(Σst, ⋆1, ⋆2)→ π1((Σ× I)(est, χ), (e
′
st(⋆1),
1
3
), (e′st(⋆2),
1
3
)),
induced by the embeddings α1◦est, α0◦est, e
♭
st◦κ˜◦χ
−1◦ι1, and e
♭
st◦κ˜◦χ
−1◦ι0
satisfy
(α1 ◦ est)∗ = ♦
1
2
3
◦ (e♭st ◦ κ˜ ◦ χ
−1 ◦ ι1)∗,
(α0 ◦ est)∗ = ♦
0
1
3
◦ (e♭st ◦ κ˜ ◦ χ
−1 ◦ ι0)∗.
(3) Let ζQ|π1|(χ) and v(ζQ|π1|(χ)) be elements in F
3Q̂|π1|(Σ˜st) and F
3Q̂|π1|(Σst)
satisfying the two properties, respectively.
• For any ⋆′1, ⋆
′
2 ∈ ∂Σ˜st, we have
χ∗ = exp(σ(ζQ|π1|(χ))) : Q̂π1(Σ˜st, ⋆
′
1, ⋆
′
2)→ Q̂π1(Σ˜st, ⋆
′
1, ⋆
′
2).
• We have κ˜∗(bch(−ι1∗(v(ζQ|π1|(χ))), ζQ|π1|(χ))) = 0.
Then we have
κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x) = ♦
0
1 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x))
for any x ∈ Q̂π1(Σst, ⋆1, ⋆2).
(4) Under the assumption in (3), we have
α0∗(x) = ♦
0
1 ◦ α1∗(exp(σ(e
′
st∗(v(ζQ|π1|(χ)))))(x))
for any x ∈ Q̂π1(Σ, ⋆1, ⋆2).
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Proof. (1)Since est is a standard embedding, the closure of Σ\e
′
st(Σst) is a connected
sum of closed disks. So there exists an embedding e′′ : Σ→ Σst satisfying the two
conditions.
• We have e′st ◦ e
′′(⋆1) = ⋆1, e
′
st ◦ e
′′(⋆2) = ⋆2.
• The composite e′st ◦ e
′′ is isotopic to the identity map preserving {⋆1, ⋆2}.
Then we have e′st∗ ◦ e
′′
∗ = idQ̂π1(Σ,⋆1,⋆2). So the homomorphism
e′st∗ : π1(Σst, e
′
st
−1
(⋆1), e
′
st
−1
(⋆2))→ π1(Σ, ⋆1, ⋆2)
is surjective as desired.
(2)The embeddings α1 ◦ est and α0 ◦ est are isotopic to e
♭
st ◦ κ˜ ◦ χ
−1 ◦ ι1 and
e♭st ◦ κ˜ ◦ χ
−1 ◦ ι0 preserving ⋆1 × I ∪ ⋆2 × I, respectively. It proves (2).
(3)For i = 0, 1, we denote by Proji the natural map Q|π1|(Σ×I, (⋆1, i), (⋆2, i))→
Q|π1|(Σ, ⋆1, ⋆2) and have Proj0 ◦ ♦
0
1 = Proj1. By Proposition 6.1, we obtain
Proj0 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x) = Proj1 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x)).
So we have
Proj0 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x) = Proj0 ◦ ♦
0
1 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x)).
Since Proj0 is an isomorphism, we get
κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x) = ♦
0
1 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x)),
as desired.
(4)By (1), there exists an element x′ ∈ Qπ1(Σ, e
′
st
−1
(⋆1), e
′
st
−1
(⋆2)) satisfying
e′st∗(x
′) = x. Using (2), we obtain
♦01 ◦ α1∗(exp(σ(e
′
st∗(v(ζQ|π1|(χ)))))(x))
= ♦01 ◦ α1∗(exp(σ(e
′
st∗(v(ζQ|π1|(χ)))))(e
′
st∗(x
′)))
= ♦01 ◦ α1∗ ◦ e
′
st∗(exp(σ(v(ζQ|π1|(χ))))(x
′))
= ♦01 ◦ ♦
1
2
3
◦ e♭st∗ ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x
′))
= ♦02
3
◦ e♭st∗ ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x
′))
= ♦01
3
◦ e♭st∗(♦
0
1 ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι1∗(exp(σ(v(ζQ|π1|(χ))))(x
′))),
α0∗(x)
= α0∗(e
′
st(x
′))
= ♦01
3
◦ e♭st∗ ◦ κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x
′)
= ♦01
3
◦ e♭st∗(κ˜∗ ◦ χ
−1
∗ ◦ ι0∗(x
′)).
By (3), we have
α0∗(x) = ♦
0
1 ◦ α1∗(exp(σ(e
′
st∗(v(ζQ|π1|(χ)))))(x)),
as desired.
The above statements prove the lemma.

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proof of Theorem 5.4. We use the notations in Lemma 6.2(3). We assume the dif-
feomorphism χ represents an element ξ of I ′(Σ). By Proposition 2.2, ζQ|π1|(χ)
equals ζQ|π1|(ξ). Furthermore, by Proposition 5.3, v(ζQ|π1|(χ)) equals v(ζQ|π1|(ξ)).
Lemma 6.2(4) says
α−11∗ ◦ ♦
1
0 ◦ α0∗(x) = exp(σ(e
′
st∗(v(ζQ|π1|(ξ)))))(x),
which means
(Σ× I)(est, ξ)∗(x) = exp(σ(e
′
st∗(v(ζQ|π1|(ξ)))))(x).
The equation proves the theorem.

Next, we will prove Theorem 5.5. To do it, we need the following lemma. We
recall that κ : Σ˜st × I → Σst × I is the tubular neighborhood satisfying the two
conditions for enough small ǫ > 0.
• For any p ∈ Σ˜st, e∂(p, 1) = p.
• For any p ∈ Σ˜st ∩ e
−1
st (∂Σ× I),
est ◦ e∂((p, 1), t) = (e
′
st(p),
2− ǫ+ ǫt
3
),
est ◦ e∂((p, 0), t) = (e
′
st(p),
1 + ǫ− ǫt
3
).
Lemma 6.3. For a standard embedding est : Σst × I → Σ × I and an element
ξ ∈ I(Σ˜st), we have
exp(
1
h
ΨA
′
Q|π1|
(ζ˜Q|π1|((Σ× I)(est, ξ)))) = est∗ ◦ κ∗(exp(
1
h
(ΨA
′
Q|π1|
(ζQ|π1|(ξ))))).
Proof. Let e′st : Σst → Σ be the embedding satisfying e
′ × id{ 12} = eΣ×{
1
2}
. By
Theorem 5.4, we have
exp(
1
h
ΨA
′
Q|π1|
(ζ˜Q|π1|((Σ× I)(est, ξ)))) = exp(
1
h
(ΨA
′
Q|π1|
(e′st∗(v(ζ(ξ)))))
= exp(
1
h
(est∗(Ψ
A′
Q|π1|
(v(ζ(ξ)))))) = est∗(exp(
1
h
ΨA
′
Q|π1|
(v(ζ(ξ))))).
Using Proposition 5.3, we have
est∗(exp(
1
h
ΨA
′
Q|π1|
(v(ζ(ξ))))) = est∗ ◦ κ∗(exp(
1
h
ΨA
′
Q|π1|
(ζ(ξ)))).
The equation proves the lemma.

proof of Theorem 5.5. Let L be a boundary link in Σ×I and eS : S → Σ×I a Seifert
surface of L. By Lemma 4.7, there exists a standard embedding est : Σst×I → Σ×I
and an embedding e′ : S → Σ˜st such that the composite est ◦ e
′ is isotopic to eS.
Using Lemma 4.8, for any label λ : π0(∂S)→ {±1}, we have
(Σ× I)(L(λ)) = (Σ× I)(est,
∏
[∂]∈π0(∂S)
t
−λ([∂])
e′(c∂)
).
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By Lemma 6.3, we have
exp(
1
h
ΨA
′
Q|π1|
(ζ˜Q|π1|((Σ× I)(est, ξ))))
= est∗ ◦ κ∗(exp(
1
h
(ΨA
′
Q|π1|
(ζQ|π1|(ξ)))))
= est∗ ◦ κ∗(exp(
1
h
(ΨA
′
Q|π1|
(ζQ|π1|(
∏
[∂]∈π0(∂S)
t
−λ([∂])
e′(c∂)
)))))
= est∗ ◦ κ∗(exp(
1
h
(ΨA
′
Q|π1|
(
∑
[∂]∈π0(∂S)
−λ([∂])e′∗(LQ|π1|(c∂))))))
= est∗ ◦ κ∗ ◦ e
′
∗(exp(
1
h
(ΨA
′
Q|π1|
(
∑
[∂]∈π0(∂S)
−λ([∂])LQ|π1|(c∂)))))
= eS∗(exp(
1
h
(ΨA
′
Q|π1|
(
∑
[∂]∈π0(∂S)
−λ([∂])LQ|π1|(c∂))))).
The computation proves the theorem.

7. A lemma of A′
To give another proof of the formula [7] of Kuno and Massuyeau and to clarify
it, we need a lemma of the filtration of the skein algebra A′. In this section, we
introduce the lemma and prove it.
Let Σ be a compact connected oriented surface and ⋆ a point in ∂Σ. We fix
an embedding e : Σ →֒ Σ˜ × I and a non-increasing sequence b
def.
= {bn}n≥0 of
non-negative integers. For any m ∈ Z≥0, we set a F
(e,b)mQ|π1|(Σ) ⊂ Q|π1|(Σ)
generated by
|η1η2 · · · ηk|
satisfying the properties.
• η1, η2, · · · , ηk ∈ Qπ1(Σ, ⋆).
• There exist non-negative integersm1, · · · ,mk, n1, · · · , ck satisfying the con-
ditions.
– For any i, ηi ∈ F
miQπ1(Σ, ⋆).
– For any i, e∗(ηi) ∈ F
mi+niQπ1(Σ, ⋆).
– We have
∑k
i=1mi ≥ m.
– For any subset ς ⊂ {1, · · · , k},
∑
i∈ς ni ≥ bk−♯ς .
In this paper, we denote by b(N) the N -th element of b(N) for any sequence b.
Let b1,b2, · · · be some sequences. We set a new one Λ(b1,b2) by
Λ(b1,b2)(n)
def.
= min{b1(i) + b2(j)|i + j + 2 = n}.
Then the operator has the associativity, which means
Λ(b1,Λ(b2,b3))(n) = Λ(Λ(b1,b2),b3)(n) = min{bi + b
′
j + b
′′
k|i+ j + k = n− 4}.
We denote
∆(b1, · · · ,bj) = ∆(b1, (∆(b2, · · · ,∆(bj−1,bj) · · · ))).
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In this section, we will prove the following statement Statement (N) for any
N ∈ Z≥1.
Let Σ1, · · · ,ΣN ,Σ be compact connected oriented surfaces and e = e1 ⊔
· · · ⊔ eN : Σ1 × I ⊔ · · · ⊔ ΣN × I →֒ Σ × I be an embedding that induces
homomorphism e∗ : A
′(Σ1)⊗· · ·⊗A
′(ΣN )→ A
′(Σ). For anym1, · · · ,mN ∈
Z≥0 and non-increasing sequences b1, · · · ,bN of non-negative integers, we
have
e∗(⊗
j
i=1Ψ
A′
Q|π1|
(F (ei,bi)miQ|π1|(Σi))) ⊂ F
(
∑N
i=1 mi)+∆(b1,··· ,bN )(0)A′(Σ).
Lemma 7.1. If N = 1, Statement (1) holds.
Proof. Let η1, · · · , ηk be elements of Qπ1(Σ1) satisfying e∗(ηj) ∈ I
nj+mj
Qπ1(Σ)
, where∑
j=1,··· ,k
mj ≥ b1(0).
We remark that we can ignore the self-crossing in the skein algebra. We obtain
e∗(Ψ
A′
Q|π1|
(|η1 · · · ηk|)) ∈ F
∑
j=1,··· ,k(mj+nj)A′(Σ) ⊂ F
∑
j=1,··· ,kmj+b1(0)A′(Σ)
as desired.

Lemma 7.2. Let Σ and Σ˜ be compact connected oriented surfaces and e : Σ →֒ Σ˜×I
an embedding. For non-increasing sequences b,b′ of non-negative integers and
integers m,m′ ∈ Z≥0, we have
[F (e,b)mQ|π1|(Σ), F
(e,b′)m′Q|π1|(Σ)] ⊂ F
(e,Λ(b,b′))m+m′−2Q|π1|(Σ).
Proof. Let η1, · · · , ηk, η
′
1, · · · , η
′
k′ be elements of Qπ1(Σ, ⋆) satisfying the conditions.
• For any j ∈ {1, · · · , k}, there exists a set Sj , existsmj ∈ Z≥0, sxists qαj ∈ Q
for any αj ∈ Sj , and exists γ
(αj)
i ∈ π1(Σ, ⋆) for any αj ∈ Sj , i ∈ {1, · · · ,mj}
satisfying
ηj =
∑
αj∈Sj
qαj (γ
(αj)
1 − 1)(γ
(αj)
2 − 1) · · · (γ
(αj)
mj
− 1) ∈ I
mj
Qπ1(Σ,⋆)
.
• For any j′ ∈ {1, · · · , k′}, there exists a set S′j′ , exists m
′
j′ ∈ Z≥0, sxists
q′α′
j′
∈ Q for any α′j′ ∈ S
′
j′ , and exists γ
′(α′
j′
)
i ∈ π1(Σ, ⋆) for any α
′
j′ ∈
S′j′ , i ∈ {1, · · · ,m
′
j′} satisfying
η′j′ =
∑
α′
j′
∈S′
j′
q′α′
j′
(γ
′(α′
j′
)
1 − 1)(γ
′(α′
j′
)
2 − 1) · · · (γ
′(α′
j′
)
m′
j′
− 1) ∈ I
m′
j′
Qπ1(Σ,⋆)
.
• There exist integers n1, · · · , nk, n
′
1, · · · , n
′
k′ ∈ Z≥0 such that
e∗(ηk) ∈ I
mk+nk
Qπ1(Σ˜×I)
and e∗(η
′
k′) ∈ I
m′
k′
+n′
k′
Qπ1(Σ˜×I)
.
•
∑
i∈{1,··· ,k}mi ≥ m.
•
∑
i∈{1,··· ,k′}m
′
i ≥ m
′.
• For any subset ς ⊂ {1, · · · , k},
∑
i∈ς ni ≥ bk−♯ς .
• For any subset ς ′ ⊂ {1, · · · , k′},
∑
i∈ς′ n
′
i ≥ b
′
k−♯ς′ .
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Here we recall that IQG ⊂ QG is the augmentation ideal {
∑
g∈G qgg|
∑
g∈G qg = 0}.
for any group G. Then we have
[|η1η2 · · · ηk|, |η
′
1, η
′
2, · · · η
′
k′ |]
=
∑
j∈{1,··· ,k}
∑
j′∈{1,··· ,k′}
∑
αj∈Sj
∑
α′
j′
∈S′
j′
∑
i∈{1,··· ,mk}
∑
i′∈{1,··· ,m′
k′
}
∑
p∈γ
(αj)
i ∩γ
′(α′
j′
)
i′
qαj q
′
α′
j′
ǫ(p, γ
(αj)
i , γ
′(α′
j′
)
i′ )|(γ
(αj)
1 − 1) · · · (γ
(αj)
i−1 − 1)(γ
(αj)
i )⋆,p(γ
′(α′
j′
)
i′ )p,⋆
(γ
(α′
j′
)
i′+1 − 1) · · · (γ
(α′
j′
)
m′
j′
− 1)η′j′+1 · · · η
′
k′η
′
1 · · · η
′
j′−1(γ
′(α′
j′
)
1 − 1) · · · (γ
′(α′
j′
)
i−1 − 1)
(γ
′(α′
j′
)
i′ )⋆,p(γ
(αj)
i )p,⋆(γ
(αj)
i+1 − 1) · · · (γ
(αj)
mj
− 1)ηj+1 · · · ηkη1 · · · ηj−1|.
Now, for any subsets ς ⊂ {1, · · · , j − 1, j + 1, · · · , k} and ς ′ ⊂ {1, · · · , j′ − 1, j′ +
1, · · · , k′},∑
i∈ς
ni +
∑
i′∈ς′
n′i′ ≥ bk−♯ς + b
′
k′−♯ς′ ≥ ∆(b,b
′)(k + k′ − 2− ♯ς − ♯′ς ′)
holds. By definition, we obtain
|(γ
(αj)
1 − 1) · · · (γ
(αj)
i−1 − 1)(γ
(αj)
i )⋆,p(γ
′(α′
j′
)
i′ )p,⋆
(γ
(α′
j′
)
i′+1 − 1) · · · (γ
(α′
j′
)
m′
j′
− 1)η′j′+1 · · · η
′
k′η
′
1 · · · η
′
j′−1(γ
′(α′
j′
)
1 − 1) · · · (γ
′(α′
j′
)
i−1 − 1)
(γ
′(α′
j′
)
i′ )⋆,p(γ
(αj)
i )p,⋆(γ
(αj)
i+1 − 1) · · · (γ
(αj)
mj
− 1)ηj+1 · · · ηkη1 · · · ηj−1|
∈ F (e,∆(b,b
′))m+m′−2Q|π1|(Σ).
It proves the lemma.

Lemma 7.3. Let Σ,Σ1,Σ2, and Σ˜ be compact connected oriented surfaces and
e : Σ × I → Σ˜ × I, e1 : Σ1 → Σ × I, and e2 : Σ2 → Σ × I embeddings. We
also denote by e the restriction Σ → Σ˜ × I, p 7→ e(p, 0). For any elements x ∈
ΨA
′
Q|π1|
(F (e◦e1,b1)m1Q|π1|(Σ1)) and y ∈ Ψ
A′
Q|π1|
(F (e◦e2,b2)m2Q|π1|(Σ2)), we obtain
e1∗(x)e2∗(y)− e2∗(y)e1∗(x) ∈ hΨ
A′
Q|π1|
(F (e,∆(b1,b2))m1+m2−2Q|π1|(Σ)).
Proof. We remark that, by definition, we have
ei∗(F
(e◦ei,bi)miQ|π1|(Σi)) ⊂ F
(e,bi)miQ|π1|(Σ)
for i = 1, 2. By the relation of Uh(Σ), we have
Ψ
Q|π1|
A′ (e1∗(x)e2∗(y)− e2∗(y)e1∗(x)) = h[Ψ
Q|π1|
A′ (e1∗(x)),Ψ
Uh
A′ (e2∗(y))].
Using Lemma 7.2, we obtain
h[Ψ
Q|π1|
A′ (e1∗(x)),Ψ
Q|π1|
A′ (e2∗(y))] ∈ hF
(e,∆(b1,b2))m1+m2−2Q|π1|(Σ).
It proves the lemma.

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Lemma 7.4. Let Σ0, · · · ,ΣN+1,Σ be compact connected oriented surfaces and
e+ = e+1 ⊔ · · · ⊔ e
+
N+1 : Σ1 × I ⊔ · · · ⊔ΣN−1 × I ⊔ ΣN × I ⊔ ΣN+1 × I →֒ Σ× I
e− = e−1 ⊔ · · · ⊔ e
−
N+1 : Σ1 × I ⊔ · · · ⊔ΣN−1 × I ⊔ ΣN × I ⊔ ΣN+1 × I →֒ Σ× I
e0 = e01 ⊔ · · · ⊔ e
0
N−1 ⊔ e
0
0 : Σ1 × I ⊔ · · · ⊔ΣN−1 × I ⊔ Σ0 × I →֒ Σ× I
be embeddings satisfying the three conditions.
• The images of e+, e−, e0 equal to each other except for a closed ball D3.
• In D3, the images of e+, e−, e0 are submanifolds shown in the figure.
e+ e− e0
ΣN+1
ΣN
ΣN+1
ΣN
Σ0
• We have
e+i = e
−
i = e
0
i for i = 1, · · · , N − 1,
(Σi × I)\(e
+)−1(D3) = (Σi × I)\(e
−)−1(D3) for i = N,N + 1,
e+
i|(Σi×I)\(e+)−1(D3)
= e−
i|(Σi×I)\(e−)−1(D3)
for i = N,N + 1,
For non-increasing sequences b1, · · ·bN+1 of non-negative integers, integers m1,
· · · , mN+1 ∈ Z≥0, and
x1 ∈ F
(e1,b1)m1Q|π1|(Σ1), · · · , xN+1 ∈ F
(eN+1,bN+1)mN+1Q|π1|(ΣN+1),
the two statements hold.
(1) There exists y ∈ F (e0,∆(bN ,bN+1))+mN+mN+1−2Q|π1|(Σ0) satisfying
e+∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))− e
−
∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))
= he0∗(Ψ
A′
Q|π1|
(x1)⊗ · · ·Ψ
A′
Uh
(xN−1)⊗Ψ
A′
Q|π1|
(y)).
(2) If Statement(N) holds, we have
e+∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))− e
−
∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))
∈ F
∑k
i=1 mi+∆(b1,··· ,bN+1)(0)A′(Σ).
Proof. (1)We set embeddings eover, eunder : Σ0× I → Σ0× I as eover(p, t) = (p,
t+1
2 )
and eunder(p, t) = (p,
t
2 ). Let eN,0 : ΣN×I → Σ0×I and eN+1,0 : ΣN+1×I → Σ0×I
be embeddings satisfying the condition.
• The embedding e+ = e+1 ⊔ · · · ⊔ e
+
N+1 is isotopic to e
+
1 ⊔ · · · ⊔ e
+
N−1 ⊔ e
0
0 ◦
eunder ◦ eN,0 ⊔ e
0
0 ◦ eover ◦ eN+1,0.
• The embedding e− = e−1 ⊔ · · · ⊔ e
−
N+1 is isotopic to e
−
1 ⊔ · · · ⊔ e
−
N−1 ⊔ e
0
0 ◦
eover ◦ eN,0 ⊔ e
0
0 ◦ eunder ◦ eN+1,0.
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Then we obtain
e+∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))− e
−
∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))
= e0∗(Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN−1)⊗
(eN+1,0∗(Ψ
A′
Q|π1|
(xN + 1))eN,0∗(Ψ
A′
Q|π1|
(xN ))− eN,0∗(Ψ
A′
Q|π1|
(xN ))eN+1,0∗(Ψ
A′
Q|π1|
(xN+1)))).
By Lemma 7.3, we have
e+∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))− e
−
∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))
= he0∗(Ψ
A′
Q|π1|
(x1)⊗ · · ·Ψ
A′
Q|π1|
(xN−1)⊗Ψ
A′
Q|π1|
(y))
where we set
y
def.
= [eN+1∗(xN+1), eN∗(xN )] ∈ F
(e0,∆(bN ,bN+1))(0)+mN+mN+1−2Q|π1|(ΣN+1).
It proves the statement.
(2)Using the statement (1) and Statement (N), we obtain
e0∗(Ψ
A′
Q|π1|
(x1)⊗ · · ·Ψ
A′
Q|π1|
(xN−1)⊗Ψ
A′
Q|π1|
(y))
∈ F∆(b1,··· ,bN−1,∆(bN ,bN+1))(0)+(
∑N+1
i=1 mi)−2A′(Σ).
By definition, we have
∆(b1, · · · ,bN−1,∆(bN ,bN+1)) = ∆(b1, · · · ,bN+1).
So we have
e+∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))− e
−
∗ (Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))
= he0∗(Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN−1)⊗Ψ
A′
Q|π1|
(y))
∈ F∆(b1,··· ,bN+1)(0)+(
∑N+1
i=1 mi)A′(Σ).
It proves the statement.

Lemma 7.5. We assume Statement (N). Let
e = e1 ⊔ · · · ⊔ eN+1 : Σ1 × I ⊔ · · · ⊔ ΣN+1 × I →֒ Σ× I
be an embedding. For non-increasing sequences b1, · · · ,bN+1 of non-negative inte-
gers, integers m1, · · · ,mN+1, and elements
x1 ∈ F
(e1,b1)m1Q|π1|(Σ1), · · · , xN+1 ∈ F
(eN+1,bN+1)mN+1Q|π1|(ΣN+1),
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we have
e∗(Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))(1)
− e1∗(Ψ
A′
Q|π1|
(x1)) · · · eN+1∗(Ψ
A′
Q|π1|
(xN+1))
∈ F∆(b1,··· ,bN+1)(0)+
∑N+1
i=1 miA′(Σ),
e1∗(Ψ
A′
Q|π1|
(x1)) · · · eN+1∗(Ψ
A′
Q|π1|
(xN+1))(2)
∈ F∆(b1,··· ,bN+1)(0)+
∑N+1
i=1 miA′(Σ),
e∗(Ψ
A′
Q|π1|
(x1)⊗ · · · ⊗Ψ
A′
Q|π1|
(xN+1))(3)
∈ F∆(b1,··· ,bN+1)(0)+
∑N+1
i=1 miA′(Σ).
Proof. (1)Using Lemma 7.4 (2) repeatedly, we obtain the equation (1).
(2)By definition, we have
ei∗(Ψ
A′
Q|π1|
(xi)) ∈ F
mi+bi(0)A′(Σ).
So we obtain
e1∗(Ψ
A′
Q|π1|
(x1)) · · · eN+1∗(Ψ
A′
Q|π1|
(xN+1))
∈ F
∑N+1
i=1 (mi+bi(0))A′(Σ) ⊂ F
∑N+1
i=1 mi∗+∆(b1,··· ,bN+1)(0)A′(Σ).
(3)Using the equations (1) and (2), we obtain the equation(3).

Theorem 7.6. For any N ∈ Z≥1, Statement (N) holds. In other words, for any
N ∈ Z≥1, we have the following. Let Σ1, · · · ,ΣN ,Σ be compact connected oriented
surfaces and e = e1 ⊔ · · · ⊔ eN : Σ1 × I ⊔ · · · ⊔ ΣN × I →֒ Σ × I be an embedding
that induces homomorphism e∗ : A
′(Σ1)⊗ · · · ⊗A
′(ΣN )→ A
′(Σ). For any integers
m1, · · · ,mN and non-increasing sequences b1 = {b(1)n}n≥0, · · · ,bN = {b(N)i}n≥0
of non-negative integers, we have
e∗(⊗
j
i=1Ψ
A′
Q|π1|
(F (ei,bi)miQ|π1|(Σi))) ⊂ F
(
∑j
i=1 mi)+∆(b1,··· ,bN )(0)A′(Σ)
= F (
∑N
i=1 mi)+min{b(1)k1+···b(N)kN |k1+···+kN≥2N−2}A′(Σ).
Proof. By Lemma 7.1, we have Statement (1). Using Lemma 7.5(3), by induction,
Statement (N) holds for anyN ∈ Z≥1. By definition, we can check ∆(b1, · · · ,bN)(k) =
min{b(1)k1 + · · · b(N)kN |k1 + · · ·+ kN ≥ 2N − 2 + k}.

Using the lemma, we can prove the corollary.
Corollary 7.7. Let Σ′ and Σ be compact connected oriented surfaces and e : Σ′ ×
I → Σ × I an embedding. For an element γ ∈ [π1(Σ
′), π1(Σ
′)] satisfying e∗(γ) ∈
1 + Im+2
Qπ1(Σ×I)
, we have
e∗(
k∏
i=1
ΨA
′
Q|π1|
(|(γ − 1)mi |)) ∈ F 2(
∑k
i=1 mi)+m(
∑k
i=1 mi−(2k−2))A′(Σ).
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Proof. For i = 1, · · · , k, we set an embedding ei : Σ
′ × I →֒ Σ × I as ei(p, t) =
e(p, 2k−2i+t2k ) and consider the embedding e˜ = e1 ⊔ · · · ⊔ ek :
∐
Σ′ × I →֒ Σ × I.
Then we have
e∗(
k∏
i=1
ΨA
′
Q|π1|
(|(γ − 1)mi |)) = e˜∗(⊗
k
i=1Ψ
A′
Q|π1|
(|(γ − 1)mi |)).
Setting a sequence b(i) = {b
(i)
n }n≥0 as
b(i)n = max(m(mi − n), 0)
for any i = 1, · · · , k, we obtain
|(γ − 1)mi | ∈ F (ei,b
(i))2miQ|π1|(Σ).
Using Lemma 7.6, we have
e˜∗(⊗
k
i=1Ψ
A′
Q|π1|
(|(γ − 1)mi |)) ∈ F 2(
∑k
i=1 mi)+min{b(1)j1+···b(k)jk |j1+···+jk≥2k−2}A′(Σ).
Since
m(
k∑
i=1
mi − 2k + 2) ≤ min{b(1)j1 + · · · b(k)jk |j1 + · · ·+ jk ≥ 2k − 2}
we have
e˜∗(⊗
k
i=1Ψ
A′
Q|π1|
(|(γ − 1)mi |)) ∈ F 2(
∑k
i=1 mi)+m(
∑k
i=1 mi−2k+2)A′(Σ).
It proves the corollary.

8. Some formulas of the action of some homology cylinders
In this section, we will give another proof of the theorem (Theorem 8.1 in this
paper) of Kuno and Massuyeau [7] and clarify it. Kuno and Massuyeau obtain this
theorem by observing how paths behave in the neighborhood of a Seifert surface.
On the other hand, we will prove it by using Theorem 5.5 in this paper.
We apply our knowledge of the skein algebraA′ to compute the map ζ˜ : IC(Σ)→
(F 3Q̂|π1|(Σ), bch) in the situation of the formula of Kuno and Massuyeau. Let Σ
be a compact connected oriented surface. For a knot K in Σ×I, the two properties
are equivalent.
(1) The homology class of K equals 0, and the framing number w(K) of K 0.
(2) The knot K is a boundary link, which means a boundary knot.
Theorem 8.1 ([7]). Let Σ be a compact connected oriented surface, ⋆ a base point
in ∂Σ, and K a boundary knot in Σ× I. We denote by λǫ, π0(K)→ {±1}, [K] 7→ ǫ
the label of a Seifert surface of K and by (Σ× I)(K(ǫ)) the element (Σ× I)(K(λǫ))
of IC(Σ). If there exists a path γ ∈ π1(Σ) ∩ (1 + I
m
Qπ1(Σ)
) whose conjugacy class
equals the homotopy class of K, we have
ζ˜Q|π1|((Σ× I)(K(−ǫ))) = ǫ|
1
2
(log(γ))2| mod F 2m+2Q̂|π1|(Σ)
ǫ|
1
2
(log(γ))2| ∈ F 2mQ̂|π1|(Σ).
40 SHUNSUKE TSUJI
In other words, for ⋆1, ⋆2 ∈ ∂Σ, we have
((Σ× I)(K(−ǫ))∗ = id
: Qπ1(Σ, ⋆1, ⋆2)/F
2m−1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆)/F
2m−1Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫ
1
2
|(log γ)2|))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆)/F
2m+1Qπ1(Σ, ⋆1, ⋆2).
Remark 8.2. In the above theorem, Kuno and Massuyeau proved that ζ˜Q|π1|((Σ×
I)(K(−ǫ))) mod F 2m+2Q̂|π1|(Σ) depends only on the homotopy type of the knot
K. In this paper §9, we will verify that the number 2m+ 2 is the best possible.
Proof. Let Σ′ be a compact connected oriented surface and e : Σ′ × I → Σ× I an
embedding such that the image e(∂Σ′ × I) represents K. Using Theorem 5.5, we
have
ΨUh
Q|π1|
(ζ˜Q|π1|((Σ× I)(K(−ǫ)))) = hΨ
Uh
A′ (log(e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|)))))),
where γ∂ is an element of π1(Σ
′) whose conjugacy class equals the boundary ∂Σ′.
We remark e∗(|γ
n
∂ |) = |γ
n| and e∗(γ∂) ∈ 1 + I
m
Qπ1(Σ)
. So we have ǫ| 12 (log(γ))
2| ∈
F 2mQ̂|π1|(Σ).
By Corollary 7.7, since 4N+(m−2)(2N−2(N−1)) = 4(N−1)+2m, we obtain
e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|))))
=
∞∑
i=0
ǫi
i!hi
e∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)i))
= 1 +
ǫ
h
e∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|))) mod F 2m
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ).
Using
e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|)))) − 1 ∈ F 2m−2
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ),
we have
h(log(e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|))))))
=
∞∑
i=1
(−1)i−1
i
(e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|)))) − 1)i
= ǫe∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|))) mod F 2m+2
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ).
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It proves
ζ˜Q|π1|((Σ× I)(K(−ǫ)))
= Ψ
Q|π1|
A′ (ǫe∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)))) mod F 2m+2Q̂|π1|(Σ)
= ǫe∗(
1
2
|(log(γ∂))
2|) = ǫ
1
2
|(log(γ))2|
as desired.

Using the computation in the above proof, we obtain a more accurate formula.
Specifically, we have
e∗(exp(
ǫ
h
ΨA
′
Q|π1|
(
1
2
(|(log(γ∂))
2|))))
=
∞∑
i=0
ǫi
i!hi
e∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)i))
= 1 +
ǫ
h
e∗(Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|))) +
ǫ2
2h2
e∗((Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)))2)
+
ǫ3
6h3
e∗((Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)))3) mod F 2m+4
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ).
Using the notation
L(i)
def.
= e∗((Ψ
A′
Q|π1|
((
1
2
|(log(γ∂))
2|)))i),
we get
ΨUh
Q|π1|
(ζ˜Q|π1|((Σ× I)(K(−ǫ))))
= ΨUhA′ (h log(1 +
ǫ
h
L(1) +
ǫ2
2h2
L(2) +
ǫ3
6h3
L(3))) mod F 2m+6Q̂|π1|(Σ)
= ΨUhA′ (ǫL
(1) +
1
2h
(L(2) − L(1)2) +
ǫ
12h2
(2L(3) − 3L(2)L(1) − 3L(1)L(2) + 4L(1)3))
mod ΨUhA′ (F
2m+6
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ)).
Here we can prove L(2)−L(1)2 ∈ hÂ′(Σ) ⊂ Â′(Σ) and 2L(3)−3L(2)L(1)−3L(1)L(2)+
4L(1)3 ∈ h2Â′(Σ) ⊂ Â′(Σ) using the following lemma, where x = y = z =
ΨA
′
Q|π1|
(12 |log(γ∂)
2|).
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Lemma 8.3. Let e : Σ′ × I →֒ Σ× I be an embedding. Then we have
e∗(xy)− e∗(x)e∗(y) ∈ hA
′(Σ),
e∗(xy)− e∗(y)e∗(x) ∈ hA
′(Σ),
2e∗(xyz)− (e∗(x)e∗(yz) + 2e∗(y)e∗(xz))− (e∗(yz)e∗(x) + 2e∗(xy)e∗(z))
+ e∗(x)e∗(y)e∗(z) + e∗(y)e∗(z)e∗(x) + 2e∗(y)e∗(x)e∗(z) ∈ h
2A′(Σ)
for any x, y, z ∈ A′(Σ′).
Proof. We will prove the equations by the three steps. We assume e is a tubular
neighborhood e∂ : ∂(Σ× I)× I → Σ× I, an embedding est ◦ est∂ : ∂(Σst× I)× I →
Σ×I defined by a standard embedding est : Σst×I → Σ×I, or a general embedding
in (Step 1), (Step 2), or (Step 3), respectively.
(Step 1) For enough small ǫ > 0, we set embeddings κ0 and κ1 as
κ0 : Σ× I → ∂(Σ× I)× I, (p, t) 7→ e
−1
∂ (p, ǫt),
κ1 : Σ× I → ∂(Σ× I)× I, (p, t) 7→ e
−1
∂ (p, 1− ǫ + ǫt),
which induce
κ0∗ : A
′(Σ)→ A′(∂(Σ× I)),
κ1∗ : A
′(Σ)→ A′(∂(Σ× I)).
Since
id ≃ e∂ ◦ κ0 ≃ e∂ ◦ κ1,
κ1 ◦ e
Σ
over ⊔ κ1 ◦ e
Σ
under ≃ e
∂(Σ×I)
over ◦ κ1 ⊔ e
∂(Σ×I)
under ◦ κ1,
κ0 ◦ e
Σ
over ⊔ κ0 ◦ e
Σ
under ≃ e
∂(Σ×I)
under ◦ κ0 ⊔ e
∂(Σ×I)
over ◦ κ0,
e∂ ◦ e
∂(Σ×I)
over ⊔ e∂ ◦ e
∂(Σ×I)
under
≃ e∂ ◦ e
∂(Σ×I)
over ⊔ e∂ ◦ e
∂(Σ×I)
under ◦ κ1 ◦ e∂
≃ e∂ ◦ e
∂(Σ×I)
over ⊔ e∂ ◦ e
∂(Σ×I)
under ◦ κ0 ◦ e∂ ,
eΣover ◦ e∂ ⊔ e
Σ
under ◦ e∂
≃ e∂ ◦ e
∂(Σ×I)
over ◦ κ1 ◦ e∂ ⊔ e∂ ◦ e
∂(Σ×I)
under
≃ e∂ ◦ e
∂(Σ×I)
under ⊔ e∂ ◦ e
∂(Σ×I)
over ◦ κ0 ◦ e∂ ,
we have
id = e∂∗ ◦ κ0∗ = e∂∗ ◦ κ1∗,
κ1∗(z
′
1z
′
2) = κ1∗(z
′
1)κ1∗(z
′
2),
κ0∗(z
′
1z
′
2) = κ0∗(z
′
2)κ0∗(z
′
1),
e∂∗(z1z2) = e∂∗(z1κ0∗ ◦ e∂∗(z2)) = e∂∗(z1κ1∗ ◦ e∂∗(z2))
e∂∗(z1)e∂∗(z2) = e∂∗(κ1∗ ◦ e∂∗(z1)z2) = e∂∗(κ0∗ ◦ e∂∗(z2)z1)
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for z1, z2 ∈ A
′(∂(Σ× I)), z′1, z
′
2 ∈ A
′(Σ). We obtain
e∂∗(xy)− e∂∗(x)e∂∗(y) = e∂∗(xκ0∗ ◦ e∂∗(y)− κ0∗ ◦ e∂∗(y)x) ∈ hA
′(Σ),
e∂∗(xy)− e∂∗(y)e∂∗(x)
= (e∂∗(xy)− e∂∗(x)e∂∗(y)) + (e∂∗(x)e∂∗(y)− e∂∗(y)e∂∗(x)) ∈ hA
′(Σ),
which proves the first equation and the second equation.
Using the first equation and the second equation, we will prove
e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))(a)
− e∂∗(x)e∂∗(yz) + e∂∗(x)e∂∗(y)e∂∗(z) ∈ h
2A′(Σ),
e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))(b)
− e∂∗(yz)e∂∗(x) + e∂∗(y)e∂∗(z)e∂∗(x) ∈ h
2A′(Σ),
e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(y)e∂∗(xz)(c)
− e∂∗(xy)e∂∗(z) + e∂∗(y)e∂∗(x)e∂∗(z) ∈ h
2A′(Σ)
for x, y, z ∈ A′(∂(Σ× I)).
We will prove the equations (a) and (b). Using the first and the second equation,
we obtain
e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(x)e∂∗(yz) + e∂∗(x)e∂∗(y)e∂∗(z)
= e∂∗(xκ0∗(e∂∗(yz)− e∂∗(y)e∂∗(z)))− e∂∗(x)e∂∗(κ0∗(e∂∗(yz)− e∂∗(y)e∂∗(z)))
∈ h2A′(Σ)
e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(yz)e∂∗(x) + e∂∗(y)e∂∗(z)e∂∗(x)
= e∂∗(xyz)− e∂∗(xκ1∗(e∂∗(y)e∂∗(z)))− e∂∗(yz)e∂∗(x) + e∂∗(y)e∂∗(z)e∂∗(x)
= e∂∗(xκ1∗(e∂∗(yz)− e∂∗(y)e∂∗(z)))− e∂∗(κ1∗(e∂∗(yz)− e∂∗(y)e∂∗(z)))e∂∗(x)
∈ h2A′(Σ),
which verify the equations (a) and (b).
We will prove the equation (c). Since
z′1z
′
2 = e∂∗(κ1∗(z
′
1z
′
2)) = e∂∗(κ1∗(z
′
1)κ1∗(z
′
2)) = e∂∗(κ1∗(z
′
1)κ0∗(z
′
2))
for z′1, z
′
2 ∈ A
′(Σ), we obtain
e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))
= e∂∗(xκ1∗(e∂∗(y)e∂∗(z)))
= e∂∗(xκ1 ◦ e∂∗ ◦ κ1∗(e∂∗(y)e∂∗(z)))
= e∂∗(xκ1 ◦ e∂∗((κ1∗ ◦ e∂∗(y))(κ0∗ ◦ e∂∗(z))))
= e∂∗(x((κ1∗ ◦ e∂∗(y))(κ0∗ ◦ e∂∗(z)))).
By definition, we have
e∂∗(y)e∂∗(xz) = e∂∗((κ1∗ ◦ e∂∗(y))x(κ0∗ ◦ e∂∗(z))),
e∂∗(xy)e∂∗(z) = e∂∗((κ0∗ ◦ e∂∗(z))x(κ1∗ ◦ e∂∗(y))).
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We remark that these elements κ0∗(z1) and κ1∗(z2) are commutative for z1, z2 ∈
A′(Σ). Using it, we have
e∂∗(y)e∂∗(x)e∂∗(z) = e∂∗((κ0∗ ◦ e∂∗(z))(κ1∗ ◦ e∂∗(y))x).
Hence, we obtain
e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(y)e∂∗(xz)− e∂∗(xy)e∂∗(z) + e∂∗(y)e∂∗(x)e∂∗(z)
= e∂∗(x(κ1∗ ◦ e∂∗(y))(κ1∗ ◦∂∗ (z))− (κ1∗ ◦ e∂∗(y))x(κ1∗ ◦ e∂∗(z))
− (κ1∗ ◦ e∂∗(z))x(κ1∗ ◦ e∂∗(y)) + (κ1∗ ◦ e∂∗(y))(κ1∗ ◦ e∂∗(z))x)
= e∂∗(κ1∗ ◦ e∂∗(y)((κ1∗ ◦ e∂∗(z))x− x(κ1∗ ◦ e∂∗(z)))
− ((κ1∗ ◦ e∂∗(z))x− x(κ1∗ ◦ e∂∗(z))κ1∗ ◦ e∂∗(y)))
∈ h2A′(Σ),
which verifies the equation (c).
Using the equations (a), (b), and (c), we have
e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(x)e∂∗(yz) + e∂∗(x)e∂∗(y)e∂∗(z)
+ e∂∗(xyz)− e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(yz)e∂∗(x) + e∂∗(y)e∂∗(z)e∂∗(x)
+ 2(e∂∗(xκ0∗(e∂∗(y)e∂∗(z)))− e∂∗(y)e∂∗(xz)− e∂∗(xy)e∂∗(z) + e∂∗(y)e∂∗(x)e∂∗(z))
= 2e∂∗(xyz)− (e∂∗(x)e∂∗(yz) + 2e∂∗(y)e∂∗(xz))− (e∂∗(yz)e∂∗(x) + 2e∂∗(xy)e∂∗(z))
+ e∂∗(x)e∂∗(y)e∂∗(z) + e∂∗(y)e∂∗(z)e∂∗(x) + 2e∂∗(y)e∂∗(x)e∂∗(z) ∈ h
2A′(Σ).
In other words, we obtain the third equation under the assumption of (Step 1).
(Step 2) Let est : Σst × I → Σ× I be a standard embedding, est∂ : ∂(Σst × I)→
Σst × I a tubular neighborhood. Using (Step 1), we obtain
est∂∗(xy)− est∂∗(x)est∂∗(y) ∈ hA
′(Σst),
est∂∗(xy)− est∂∗(y)est∂∗(x) ∈ hA
′(Σst),
2est∂∗(xyz)− (est∂∗(x)est∂∗(yz) + 2est∂∗(y)est∂∗(xz))
− (est∂∗(yz)est∂∗(x) + 2est∂∗(xy)est∂∗(z))
+ est∂∗(x)est∂∗(y)est∂∗(z) + est∂∗(y)est∂∗(z)est∂∗(x)
+ 2est∂∗(y)est∂∗(x)est∂∗(z) ∈ h
2A′(Σst).
We can prove the equations under the assumption e = est ◦ est∂ of (Step 2) using
that est∗ : A
′(Σst)→ A
′(Σ) is an algebra isomorphism.
(Step 3) By Lemma 4.7, there exists a standard embedding est : Σst× I → Σ× I
and exists an embedding e′ : Σ′ → ∂(Σst × I) satisfying est ◦ e
′ ≃ e(·, 1). We can
extend e′ : Σ′ → ∂(Σst) to e
′′ = e′ × idI : Σ
′ × I → ∂(Σst) × I. By definition,
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est ◦ e∂st ◦ e
′′ is also isotopic to e. By the second step, we obtain
est∗ ◦ est∂∗(x
′y′)− est∗ ◦ est∂∗(x
′)est∗ ◦ est∂∗(y
′) ∈ hA′(Σst),
est∗ ◦ est∂∗(x
′y′)− est∗ ◦ est∂∗(y
′)est∗ ◦ est∂∗(x
′) ∈ hA′(Σst),
2est∗ ◦ est∂∗(x
′y′z′)
− (est∗ ◦ est∂∗(x
′)est∗ ◦ est∂∗(y
′z′) + 2est∗ ◦ est∂∗(y
′)est∗ ◦ est∂∗(x
′z′))
− (est∗ ◦ est∂∗(y
′z′)est∗ ◦ est∂∗(x
′) + 2est∗ ◦ est∂∗(x
′y′)est∗ ◦ est∂∗(z
′))
+ est∗ ◦ est∂∗(x
′)est∗ ◦ est∂∗(y
′)est∗ ◦ est∂∗(z
′)
+ est∗ ◦ est∂∗(y
′)est∗ ◦ est∂∗(z
′)est∗ ◦ est∂∗(x
′)
+ 2est∗ ◦ est∂∗(y
′)est∗ ◦ est∂∗(x
′)est∗ ◦ est∂∗(z
′) ∈ h2A′(Σst)
for x′, y′, z′ ∈ A′(Σ˜st). We can prove the equations under the assumption of the
(Step 3) using that e′′∗ : A
′(Σ′)→ A′(Σ˜st) is an algebra isomorphism.

To state an accurate formula, we use the following notation.
Definition 8.4. Let K be a null homologous unoriented framed knot in Σ × I
satisfying w(K) = 0 and e′K : SK → Σ × I a Seifert surface of K. We choose
an element γ∂ ∈ π1(SK) whose conjugacy class is ∂SK. We can extend e
′
K to
eK : SK × I → Σ× I such that eK(·, 0) = e
′
K(·). We use the notation LA′(c∂)
def.
=
ΨA
′
Q|π1|
(LQ|π1|(c∂)) = Ψ
A′
Q|π1|
(| 12 (log γ∂)
2|). Then we set L1(K), L2(K), L3(K) ∈
Q̂|π1|(Σ) as
L1(K)
def.
= Ψ
Q|π1|
A′ (eK∗(LA′(c∂))),
L2(K)
def.
= Ψ
Q|π1|
A′ (
1
2h
(eK∗((LA′(c∂))
2)− (eK∗(LA′(c∂)))
2)),
L3(K)
def.
= Ψ
Q|π1|
A′ (
1
12h2
(2eK∗((LA′(c∂))
3)− 3eK∗((LA′(c∂))
2)eK∗(LA′(c∂))
− 3eK∗(LA′(c∂))eK∗((LA′(c∂))
2) + 4(eK∗((LA′(c∂))))
3)).
Using the notation, we state the theorem.
Theorem 8.5. In the situation of Theorem 8.1, we have
ζ˜Q|π1|((Σ× I)(K(−ǫ)))
= ǫL1(K) + L2(K) + ǫL3(k) mod F
2m+6Q̂|π1|(Σ),
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where L1(K), L2(K), and L3(K) are elements of F
2mQ̂|π1|(Σ), F
2m+2Q̂|π1|(Σ),
and F 2m+4Q̂|π1|(Σ), respectively. In other words, for ⋆1, ⋆2 ∈ ∂Σ, we have
((Σ× I)(K(−ǫ))∗ = id
: Qπ1(Σ, ⋆1, ⋆2)/F
2m−1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m−1Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+1Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K) + L2(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+3Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+3Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K) + L2(K) + ǫL3(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+5Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+5Qπ1(Σ, ⋆1, ⋆2).
Proof. Using the notation L(N)
def.
= eK∗((LA′(c∂))
N ), by the above computation,
we obtain
ΨUh
Q|π1|
(ζ˜Q|π1|((Σ× I)(K(−ǫ))))
= ΨUhA′ (h log(1 +
ǫ
h
L(1) +
ǫ2
2h2
L(2) +
ǫ3
6h3
L(3))) mod F 2m+6Q̂|π1|(Σ)
= ΨUhA′ (ǫL
(1) +
1
2h
(L(2) − L(1)2) +
ǫ
12h2
(2L(3) − 3L(2)L(1) − 3L(1)L(2) + 4L(1)3))
mod ΨUhA′ (F
2m+6
̂
(
∑
∗∈Z≥0
1
h∗
F 3∗)A′(Σ))
= ΨUh
Q|π1|
(ǫL1(K) + L2(K) + ǫL3(k)) mod F
2m+6Q̂|π1|(Σ).
By Corollary 7.7, we have L1(K) ∈ F
2mQ̂|π1|(Σ), L2(K) ∈ F
2m+2Q̂|π1|(Σ), and
L3(K) ∈ F
2m+4Q̂|π1|(Σ). It proves the first formula. Since σ(F
N Q̂|π1|(Σ))(Qπ1(Σ, ⋆)) ⊂
FN−1Q̂π1(Σ, ⋆) for any N ∈ Z≥0, we have
((Σ× I)(K(−ǫ))∗ = id
: Qπ1(Σ, ⋆1, ⋆2)/F
2m−1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m−1Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+1Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+1Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K) + L2(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+3Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+3Qπ1(Σ, ⋆1, ⋆2),
((Σ× I)(K(−ǫ))∗ = exp(σ(ǫL1(K) + L2(K) + ǫL3(K)))
: Qπ1(Σ, ⋆1, ⋆2)/F
2m+5Qπ1(Σ, ⋆1, ⋆2)→ Qπ1(Σ, ⋆1, ⋆2)/F
2m+5Qπ1(Σ, ⋆1, ⋆2)
The above equations prove the theorem.

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9. An application
In this section, we will use Theorem 8.5 in a concrete example. Let Σ1,1 be
a compact connected oriented surface of genus one having a connected boundary.
We fix a generating set {γα, γβ} of π1(Σ1,1) as the figure and denote the element
γαγβγ
−1
α γ
−1
β by γ∂ .
γα γβ γ∂
We choose an embedding e
(1)
Σ1,1
: Σ1,1×I → Σ1,1×I satisfying the two conditions.
• It is an embedding shown in the figure.
• The induced map Q|π1|(Σ)→ Q|π1|(Σ) is an isomorphism.
+1
+1
To apply Theorem 8.5, we need the lemma.
Lemma 9.1. Using the above notation, we have
e
(1)
Σ1,1
((ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2)− (ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2
= 2hΨA
′
Q|π1|
(|(γ∂ − 1)(γ
−1
∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)γ′β
− (γ∂ − 1)(γ
−1
∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)γ
′
β
− (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ−1∂ − 1)(γ
′
β − 1)
+ (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ′β − 1)(γ
−1
∂ − 1)))|)
+ 4hΨA
′
Q|π1|
(|(γ∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)
− (γ∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)(γ
′
β − 1)
− (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ−1∂ − 1)(γ
′
β − 1)
+ (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)(γ
−1
∂ − 1)|).
Proof. Using the notation l
def.
= ΨA
′
Q|π1|
(|γ∂ |), l
′ def.= ΨA
′
Q|π1|
(|γ−1∂ |), we have
e
(1)
Σ1,1
((l + l′ + 2)2)− ((l + l′ + 2)2)
= (e
(1)
Σ1,1
(l2)− l2) + 2(e
(1)
Σ1,1
(ll′)− ll′) + (e
(1)
Σ1,1
(l′2)− l′2).
We will compute the three elements (e
(1)
Σ1,1
(l2)−l2), (e
(1)
Σ1,1
(ll′)−ll′), (e
(1)
Σ1,1
(l′2)−l′2).
In the proof, we denote by L(X) the link presented by the link diagram.
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X
Here X is one of the following.
d(1, 1) d(1, 2) d(1, 3) d(1, 4) d(1, 5) d(1, 6)
d(2, 1) d(2, 2) d(2, 3) d(2, 4) d(2, 5) d(2, 6)
d(3, 1) d(3, 2) d(3, 3) d(3, 4) d(3, 5) d(3, 6)
Using the notation x = γα, y = γβ , we have
(e
(1)
Σ1,1
(l2)− l2)
= L(d(1, 1))− L(d(1, 2)) = h(−L(d(1, 3)) + L(d(1, 4))− L(d(1, 5)) + L(d(1, 6)))
= hΨA
′
Q|π1|
(|−(xyx−1)2y−2 + xyx−1y−1xyx−1y−1 − (xyx−1)2y−2 + xyx−1y−1xyx−1y−1|)
= 2hΨA
′
Q|π1|
(|−(xyx−1)2y−2 + xyx−1y−1xyx−1y−1|),
(e
(1)
Σ1,1
(ll′)− ll′)
= L(d(2, 1))− L(d(2, 2)) = h(L(d(2, 3))− L(d(2, 4)) + L(d(2, 5))− L(d(2, 6)))
= hΨA
′
Q|π1|
(|xyx−1y−1xy−1x−1y − 1 + xyx−1y−1xy−1x−1y − 1|)
= 2hΨA
′
Q|π1|
(|xyx−1y−1xy−1x−1y − 1|),
(e
(1)
Σ1,1
(l′2)− l′2)
= L(d(3, 1))− L(d(3, 2)) = h(−L(d(3, 3)) + L(d(3, 4))− L(d(3, 5)) + L(d(3, 6)))
= hΨA
′
Q|π1|
(|−(xyx−1)−2y2 + yxy−1x−1yxy−1x−1 − (xyx−1)−2y2 + yxy−1x−1yxy−1x−1|)
= 2hΨA
′
Q|π1|
(|−(xyx−1)−2y2 + yxy−1x−1yxy−1x−1|).
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So we obtain
e
(1)
Σ1,1
((l + l′ + 2)2)− ((l + l′ + 2)2)
= (e
(1)
Σ1,1
(l2)− l2) + 2(e
(1)
Σ1,1
(ll′)− ll′) + (e
(1)
Σ1,1
(l′2)− l′2)
= 2hΨA
′
Q|π1|
(|y′y−1(y′y−1 − y−1y′ + y′−1y − yy′−1)
+ yy′−1(yy′−1 − y′−1y + y−1y′ − y′y−1)|)
= 2hΨA
′
Q|π1|
(|(y′y−1 − yy′−1)(y′y−1 − y−1y′ + y′−1y − yy′−1)|),
where y′ = xyx−1. Furthermore, using
y′y−1 − y−1y′ + y′−1y − yy′−1
= (y′y−1y′−1 − y′−1y′y−1)y′ + y′−1(yy′−1y′ − y′yy′−1)
= ((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
+ y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1)),
y′y−1 − yy′−1
= (y′y−1 − 1)(yy′−1 − 1) + 2y′y−1 − 2
= −(y′y−1 − 1)(yy′−1 − 1)− 2yy′−1 + 2,
we obtain
2hΨA
′
Q|π1|
(|(y′y−1 − yy′−1)(y′y−1 − y−1y′ + y′−1y − yy′−1)|)
= 2hΨA
′
Q|π1|
(|(y′y−1 − yy′−1)(((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
+ y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1)))|)
= 2hΨA
′
Q|π1|
(|(y′y−1 − 1)(yy′−1 − 1)(((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
− y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1)))|)
+ 4hΨA
′
Q|π1|
(|(y′y−1 − 1)((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
− (yy′−1 − 1)y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1))|)
= 2hΨA
′
Q|π1|
(|(y′y−1 − 1)(yy′−1 − 1)(((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
− y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1)))|)
+ 4hΨA
′
Q|π1|
(|(y′y−1 − 1)((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))
− (yy′−1 − 1)((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1))|)
+ 4hΨA
′
Q|π1|
(|(y′y−1 − 1)((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))(y′ − 1)
− (yy′−1 − 1)(y′−1 − 1)((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1))|)
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Using |z1z2| = |z2z1| for z1, z2 ∈ Qπ1(Σ), we have
e
(1)
Σ1,1
((ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2)− (ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2
= 2hΨA
′
Q|π1|
(|(y′y−1 − 1)(yy′−1 − 1)(((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))y′
− y′−1((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1)))|)
+ 4hΨA
′
Q|π1|
(|(y′y−1 − 1)((y′y−1 − 1)(y′−1 − 1)− (y′−1 − 1)(y′y−1 − 1))(y′ − 1)
− (yy′−1 − 1)(y′−1 − 1)((yy′−1 − 1)(y′ − 1)− (y′ − 1)(yy′−1 − 1))|).
Recalling the notations
y′y−1 = γαγβγ
−1
α γ
−1
β = γ∂ ,
yy′−1 = γ−1∂ ,
y = γβ ,
y′ = γαγβγ
−1
α = γ
′
β ,
we get
e
(1)
Σ1,1
((ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2)− (ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2
= 2hΨA
′
Q|π1|
(|(γ∂ − 1)(γ
−1
∂ − 1)(((γ∂ − 1)(γ
′
β
−1
− 1)− (γ′β
−1
− 1)(γ∂ − 1))γ
′
β
− γ′β
−1
((γ−1∂ − 1)(γ
′
β − 1)− (γ
′
β − 1)(γ
−1
∂ − 1)))|)
+ 4hΨA
′
Q|π1|
(|(γ∂ − 1)((γ∂ − 1)(γ
′
β
−1
− 1)− (γ′β
−1
− 1)(γ∂ − 1))(γ
′
β − 1)
− (γ−1∂ − 1)(γ
′
β
−1
− 1)((γ−1∂ − 1)(γ
′
β − 1)− (γ
′
β − 1)(γ
−1
∂ − 1))|)
Finally, we can expand it into
e
(1)
Σ1,1
((ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2)− (ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2
= 2hΨA
′
Q|π1|
(|(γ∂ − 1)(γ
−1
∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)γ′β
− (γ∂ − 1)(γ
−1
∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)γ
′
β
− (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ−1∂ − 1)(γ
′
β − 1)
+ (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ′β − 1)(γ
−1
∂ − 1)))|)
+ 4hΨA
′
Q|π1|
(|(γ∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)
− (γ∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)(γ
′
β − 1)
− (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ−1∂ − 1)(γ
′
β − 1)
+ (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)(γ
−1
∂ − 1)|),
as desired.

Using the lemma, we will state the theorem.
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Theorem 9.2. We use the notation in Theorem 8.1. Let e : Σ1,1 × I → Σ × I
be an embedding satisfying e∗(γαγβγ
−1
α γ
−1
β ) ∈ 1 + I
N
Qπ1(Σ×I)
, and K∂ the boundary
knot in Σ1,1 × I whose Seifert surface is Σ1,1 × {
1
2}, respectively. Then we have
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))) = ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= ǫ|
1
2
(log(e∗(γ∂))
2)| mod F 2N+2Q̂|π1|(Σ),
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))− ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= |(e∗(γ∂)− 1)(e∗(γβ)− 1)(e∗(γ∂)− 1)(e∗(γβ)− 1)− (e∗(γ∂)− 1)
2(e∗(γβ)− 1)
2|
mod F 2N+3Q̂|π1|(Σ).
In other words, for ⋆1, ⋆2 ∈ ∂Σ, we have
(Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))∗ = (Σ× I)(e(K∂)(−ǫ))∗ = exp(σ(ǫ|
1
2
(log(e∗(γ∂)))
2|)) :
Q̂π1(Σ, ⋆1, ⋆2)/F
2N+1Q̂π1(Σ, ⋆1, ⋆2)→ Q̂π1(Σ, ⋆1, ⋆2)/F
2N+1Q̂π1(Σ, ⋆1, ⋆2),
(Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))∗ ◦ ((Σ× I)(e(K∂)(−ǫ))∗)
−1
= exp(σ(|(e∗(γ∂)− 1)(e∗(γβ)− 1)(e∗(γ∂)− 1)(e∗(γβ)− 1)− (e∗(γ∂)− 1)
2(e∗(γβ)− 1)
2|)) :
Q̂π1(Σ, ⋆)/F
2N+2Q̂π1(Σ, ⋆)→ Q̂π1(Σ, ⋆1, ⋆2)/F
2N+2Q̂π1(Σ, ⋆1, ⋆2).
Proof. The first formula and the third formula are special ones in Theorem 8.1. We
will prove the second equation using Theorem 8.5.
By Theorem 8.5, we have
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))− ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= (ǫL1(e ◦ e
(1)
Σ1,1
(K∂)) + L2(e ◦ e
(1)
Σ1,1
(K∂)))
− (ǫL1(e(K∂)) + L2(e(K∂))) mod F
2N+3Q̂|π1|(Σ)
= L2(e ◦ e
(1)
Σ1,1
(K∂))− L2(e(K∂))
= Ψ
Q|π1|
A′ (
1
2h
((e∗ ◦ e
(1)
Σ1,1∗
((ΨA
′
Q|π1|
(|
1
2
(log γ∂)
2|))2))
− (e∗ ◦ e
(1)
Σ1,1∗
(ΨA
′
Q|π1|
(|
1
2
(log γ∂)
2|)))2)
−Ψ
Q|π1|
A′ (
1
2h
((e∗((Ψ
A′
Q|π1|
(|
1
2
(log γ∂)
2|))2))− (e∗(Ψ
A′
Q|π1|
(|
1
2
(log γ∂)
2|)))2)).
Using
e∗ ◦ e
(1)
Σ1,1∗
(ΨA
′
Q|π1|
(|
1
2
(log γ∂)
2|)) = e∗(Ψ
A′
Q|π1|
(|
1
2
(log γ∂)
2|)),
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we have
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))) − ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= Ψ
Q|π1|
A′ (
1
2h
((e∗ ◦ e
(1)
Σ1,1∗
((ΨA
′
Q|π1|
(|
1
2
(log γ∂)
2|))2)))
− (e∗((Ψ
A′
Q|π1|
(|
1
2
(log γ∂)
2|))2))) mod F 2N+3Q̂|π1|(Σ).
Since 12 (log(X))
2 = 12 (X − 2 +X
−1), by Corollary 7.7, we obtain
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))− ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= Ψ
Q|π1|
A′ (
1
8h
e∗(e
(1)
Σ1,1
((ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2)− (ΨA
′
Q|π1|
(|γ∂ − 2 + γ
−1
∂ |))
2))
mod F 2N+3Q̂|π1|(Σ).
Using Lemma 9.1, we continue the computation. By the lemma, we have
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))) − ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
= Ψ
Q|π1|
A′ (
1
8
e∗(
2hΨA
′
Q|π1|
(|(γ∂ − 1)(γ
−1
∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)γ′β
− (γ∂ − 1)(γ
−1
∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)γ
′
β
− (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ−1∂ − 1)(γ
′
β − 1)
+ (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ′β − 1)(γ
−1
∂ − 1)))|)
+ 4hΨA
′
Q|π1|
(|(γ∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)
− (γ∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)(γ
′
β − 1)
− (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ−1∂ − 1)(γ
′
β − 1)
+ (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)(γ
−1
∂ − 1)|)) mod F
2N+3Q̂|π1|(Σ)
=
1
4
e∗(|(γ∂ − 1)(γ
−1
∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)γ′β
− (γ∂ − 1)(γ
−1
∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)γ
′
β
− (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ−1∂ − 1)(γ
′
β − 1)
+ (γ∂ − 1)(γ
−1
∂ − 1)γ
′
β
−1
(γ′β − 1)(γ
−1
∂ − 1)))|)
−
1
2
e∗(|(γ∂ − 1)(γ∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)
− (γ∂ − 1)(γ
′
β
−1
− 1)(γ∂ − 1)(γ
′
β − 1)
− (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ−1∂ − 1)(γ
′
β − 1)
+ (γ−1∂ − 1)(γ
′
β
−1
− 1)(γ′β − 1)(γ
−1
∂ − 1)|)) mod F
2N+3Q̂|π1|(Σ)
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where γ′β
def.
= γαγβγ
−1
α . Furthermore, since
e∗(γ∂ − 1) ∈ F
NQπ1(Σ),
e∗(γ∂ − 1) = e∗(γ
−1
∂ − 1) mod F
2NQπ1(Σ),
e∗(γ
′
β − 1) = −e∗(γ
′
β
−1
− 1) = e∗(γβ − 1) = −e∗(γ
−1
β − 1) mod F
2Qπ1(Σ),
we obtain
ζQ|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))− ζQ|π1|((Σ× I)(e(K∂)(−ǫ)))
=
1
2
e∗(|−(γ∂ − 1)(γ∂ − 1)(γβ − 1)(γβ − 1)
+ (γ∂ − 1)(γβ − 1)(γ∂ − 1)(γβ − 1)
+ (γ∂ − 1)(γβ − 1)(γ∂ − 1)(γβ − 1)
− (γ∂ − 1)(γβ − 1)(γβ − 1)(γ∂ − 1)|)) mod F
2N+3Q̂|π1|(Σ)
= |(e∗(γ∂)− 1)(e∗(γβ)− 1)(e∗(γ∂)− 1)(e∗(γβ)− 1)− (e∗(γ∂)− 1)
2(e∗(γβ)− 1)
2|.
It proves the second formula.
Finally, using the second formula, we verify the fourth formula. By definition of
the Baker-Campbell-Hausdorff series, we obtain
(Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))∗ ◦ ((Σ× I)(e(K∂)(−ǫ))∗)
−1
= exp(σ(ζ˜Q|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))))) ◦ exp(σ(−ζ˜Q|π1|((Σ× I)(e(K∂)(−ǫ)))))
= exp(σ(ζ˜Q|π1|((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))))) ◦ exp(σ(−ζ˜Q|π1|((Σ× I)(e(K∂)(−ǫ)))))
= exp(σ(bch(ζ˜Q|π1|(((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))),−ζ˜Q|π1|((Σ× I)(e(K∂)(−ǫ)))))).
By the second formula, we have
bch(ζ˜Q|π1|(((Σ × I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ)))),−ζ˜Q|π1|((Σ× I)(e(K∂)(−ǫ))))
= ζ˜Q|π1|(((Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))))− ζ˜Q|π1|((Σ× I)(e(K∂)(−ǫ))) mod F
4N−2Q̂|π1|(Σ)
= |(e∗(γ∂)− 1)(e∗(γβ)− 1)(e∗(γ∂)− 1)(e∗(γβ)− 1)− (e∗(γ∂)− 1)
2(e∗(γβ)− 1)
2|
mod F 2N+3Q̂|π1|(Σ).
Since σ(F 2N+3Q̂|π1|(Σ)) ⊂ F
2N+2Q̂π1(Σ) for any N ∈ Z≥0, we get
(Σ× I)(e ◦ e
(1)
Σ1,1
(K∂)(−ǫ))∗ ◦ ((Σ× I)(e(K∂)(−ǫ))∗)
−1
= exp(σ(|(e∗(γ∂)− 1)(e∗(γβ)− 1)(e∗(γ∂)− 1)(e∗(γβ)− 1)− (e∗(γ∂)− 1)
2(e∗(γβ)− 1)
2|)) :
Q̂π1(Σ, ⋆)/F
2N+2Q̂π1(Σ, ⋆)→ Q̂π1(Σ, ⋆1, ⋆2)/F
2N+2Q̂π1(Σ, ⋆1, ⋆2)
as desired.

Remark 9.3. The theorem verifies that the number 2m+ 2 in Theorem 8.1 is the
best possible. In other words, there exist two boundary knots K,K ′ having the same
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homotopy type in |π1|(Σ) ∩ |1 + I
m
Qπ1(Σ)
| such that
ζ˜Q|π1|((Σ× I)(K(−ǫ))− ζ˜Q|π1|((Σ× I)(K
′(−ǫ)) 6= 0 mod F 2m+3Q̂π1(Σ).
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