We consider the Kuramoto model of globally coupled phase oscillators in its continuum limit, with individual frequencies drawn from a distribution with density of class C n (n 4). A criterion for linear stability of the uniform stationary state is established which, for basic examples of frequency distributions, is equivalent to the standard condition on the coupling strength in the literature. We prove that, under this criterion, the Kuramoto order parameter, when evolved under the full nonlinear dynamics, asymptotically vanishes (with polynomial rate n) for every trajectory issued from sufficiently small C n perturbation. 
Introduction
The Kuramoto model is the archetype of nonlinear dissipative systems of coupled oscillators. Introduced about forty years ago to mimic simple chemical instabilities [12, 13] , this model has since been applied to a large palette of systems in various domains, from Physics to Biology, to Ecology and to Social Sciences, see [1, 23] for some examples of application.
In its basic form, this model considers a population of N oscillators (N ∈ N, supposedly large) that are characterized by their phase on the unit circle, viz. θ i ∈ T 1 = R/2πZ, and whose dynamics is governed by the following system of globally coupled ODEs
sin(θ j − θ i ), ∀i ∈ {1, · · · , N }, t > 0.
The individual, time-independent, frequencies ω i ∈ R are randomly drawn using a probability density g (which was assumed to be symmetric and unimodal in the original formulation). The parameter K ∈ R + measures the interaction strength.
Many variations on the theme can now be found in the voluminous literature on this subject, including singular or bimodal densities g [3, 6, 10, 15] , interactions involving several Fourier modes [7] and random perturbations of the deterministic dynamics by additive noise [1, 9, 24] , see also [11, 16] for recent generalizations. Here, we shall be specially interested in the continuum formulation of the original model that is obtained at limit N → ∞.
The main features of the Kuramoto phenomenology were identified in the early studies, using both numerical simulations and the analysis of stationary states [12, 13] . In few words, the dynamics is as follows (we refer to [23] for a concise yet more detailed account). While the population behavior remains fully incoherent for sufficiently small interaction strengths, a regime of partial synchronization, in which all oscillators with sufficiently small frequency are locked together, takes place when K increases beyond some threshold K c . (Increasing K further, full synchronization can eventually be achieved, provided that g has compact support.)
The transition at K c can be identified using the order parameter R N (t) associated with each trajectory t → {θ i (t)} N i=1 and defined by R N (t) = N j=1 e iθ j (t) .
In fact, no matter what the initial condition is, the quantity R N (t) asymptotically vanishes when t → +∞, as long as K ∈ [0, K c ). For K > K c , the quantity |R N (t)| tends to a positive value, and this limit increases with K (and reaches 1 when full synchronization occurs). These findings were confirmed later on by thorough investigations on the linear stability of stationary states, both for the finite dimensional system and its continuum limit [17, 18, 25] .
For symmetric and unimodal densities g, the threshold is given by K c = 2 πg(0) and the transition corresponds to a supercritical pitchfork bifurcation of the order parameter [1, 12, 13, 23] . In other cases, the expression of K c and/or the bifurcation type may differ. For instance, the bifurcation at 2 πg(0) is subcritical when g ′′ (0) > 0 and see [15] for the expression of K c in the case of symmetric bi-Cauchy distribution densities.
In spite of accurate results for the linearized dynamics, to the best of our knowledge, full proofs of this phenomenology (i.e. with nonlinear terms included) remained to be provided. Of note, assuming Gaussian or Cauchy distribution, a control of the nonlinear dynamics via center manifold reduction is exposed in [4, 5] , and a complete bifurcation analysis in the four dimensional invariant subspace based on the so-called Ott-Antonsen ansatz [20] is reported in [15] (for symmetric biCauchy distributions as previously mentioned). Besides, when all individual frequencies are equal (or, equivalently, when the frequency distribution is supported at the origin ω = 0), complete asymptotic synchrony has been proved to hold for every K > 0 [10] .
In this paper, we treat from a rigorous mathematical viewpoint, the complete nonlinear dynamics in the incoherent regime of the continuum limit of the Kuramoto model. By identifying a stability condition that holds for every sufficiently regular density g, we prove that for every sufficiently regular and small initial perturbation of the uniform stationary state, the order parameter of the associated trajectory vanishes as t → +∞. We also show that the same conclusion holds for any sufficiently regular perturbation (not necessarily small), provided that the interaction strength is small enough. To some extent, these results confirm that the phenomenology mentioned above holds for a large class of frequency densities and initial perturbations of the infinite-dimensional system.
Instead of using Dynamical System techniques (which were used in previous mathematical approaches), our analysis relies on PDEs methods and more precisely, on the approach to Landau damping in the Vlasov-HMF model in [8] . In particular, our main result is a uniform in time control of the solution regularity, which implies (polynomial) decay in Fourier space (the more regularity, the faster the decay), from where the property R(t) → 0 follows suit.
The analogy between the Kuramoto model and the Vlasov equation -especially that the Kuramoto order parameter R(t) is the analogue of the so-called force (hence the term Landau damping for the property R(t) → 0) -had already been employed in the literature, in particular, for the linear stability analysis, see e.g. [25] . In both cases, the linearized dynamics can be regarded as a Volterra equation (of the second kind) that can be controlled under appropriate conditions on the associated convolution kernel (see [26] for a pedagogical exposition of the Vlasov equation analysis). Our stability criterion is actually the analogue of the stability criterion for the Vlasov equation. Furthermore, the analogy had also been used to prove that the dynamics of the continuum limit is a suitable approximation of the finite dimensional system dynamics on every finite-time interval [14] .
A complete approach to nonlinear Landau damping in the Vlasov(-Poisson) equation was first established in [19] , and recently improved in [2] . In particular, one of the prowesses in [19] was to deal with singular potentials. Instead, the potential in Vlasov-HMF only consists of the first Fourier mode, as in the Kuramoto model; hence the bootstrap argument in [8] suffices for our purpose. In analogy with [8] , our results can be extended to variations of the Kuramoto model where the interaction consists of a finite number of harmonics [7] .
To our knowledge, this paper is the first application of nonlinear damping methods to the global phenomenology of coupled oscillator systems with dissipative dynamics. We hope that this transfer of techniques can be extended to other models, beyond the Kuramoto setting.
The paper is organized as follows. The PDE under consideration and associated quantities are introduced in Section 2. Section 3 contains the main results of the paper and related comments, especially on the relationships between our stability condition and previous ones in the literature. In Section 4, we obtain a Volterra equation for the (rescaled) order parameter and we provide a control of the solution, depending on the input term. Section 5 completes the proof of Landau damping by reporting the analysis of the full nonlinear equation based on a bootstrap argument.
Continuum limit of the Kuramoto model
When restricted to absolutely continuous distributions of the cylinder T 1 × R, the continuum limit of the Kuramoto model is given by the following PDE [14, 24] for densities ρ(θ, ω) 0 such that
where the potential V is defined by
Up to a rescaling of time and frequencies in equation (2.1), the parameter K could be absorbed in the probability density g (which is arbitrary at this stage). Hence, similarly to the Vlasov equation, this density is the only relevant parameter in the dynamics. Nevertheless, we keep the current formulation of equation (2.1), in agreement with the original Kuramoto conjecture on the dynamics dependence on the interaction strength for a given probability density.
Throughout the paper, we shall need the following notations. Given a real function u = u(ω) of class C n , consider its Sobolev norm · H n defined by
where ω = √ 1 + ω 2 for all ω ∈ R and u (k) denotes the kth derivative. For any L 1 real function u, let
be its Fourier transform.
Assuming that the initial density ρ(0, θ, ω) at time 0 is of class C n (n ∈ N) on the cylinder, equation (2.1) has a unique global solution t → ρ(t, θ, ω) defined on R + which is of class C n and ρ(t, θ, ω) remains a normalised density at all times (global existence can be established by standard arguments, for instance, by applying the method of characteristics [14] ).
The uniform density ρ(θ, ω) = 1 2π is an obvious stationary solution of equation (2.1). In order to study the dynamics of perturbations to this uniform steady state, we consider the following decomposition
(Notice that we must have r(t, θ, ω) − 1 2π and T 1 r(t, θ, ω)dθ = 0 for all ω ∈ R). Equation (2.1) implies that r must be the unique global C n solution -which exists for any C n initial condition r(0) -of the following equation
Similarly to as above for real functions, we shall employ the Sobolev norm of a function u of class C n on the cylinder, namely the quantity (which we denote using the same symbol as before)
3 Main results
Landau damping in the Kuramoto model
In this section, we formulate and comment our result on the asymptotic behavior as t → +∞ of the order parameter R(t) defined by
which obviously satisfies |R(t)| 1. The behavior of R(t) is given in the following statement. Let
be the lower half plane of complex numbers with negative imaginary part and notice that for any function G ∈ L 1 (R), the integral R + G(t)e −iωt dt is finite for every ω ∈ Π − . Theorem 3.1 Assume that g is of class C n (R) for some n 4 and satisfies the following conditions
Then, for every K 0 such that
there exists ǫ K > 0 such that for any initial probability density 1 2π + r where r is of class C n (T 1 × R) and such that r · g H n ǫ K , the order parameter associated with the solution of equation (2.1) has the following asymptotic behavior
For the proof, see beginning of section 5 below. Theorem 3.1 calls for the following series of comments.
• The conclusion R(t) = O(t −n ) is only non-trivial for initial perturbations such that R(0) = T 1 ×R r(0, θ, ω)g(ω)e −iθ dθdω = 0. Otherwise, we would have R(t) = 0 and r(t, θ, ω) = r(0, θ − tω, ω) for all t ∈ R + (consequence of the uniqueness for the Volterra equation (4.3) below with p 1 (0, t) = 0 for all t ∈ R + ).
• The assumption g H n < +∞ implies that the condition r · g H n ǫ K holds in particular for any perturbation r such that the norm
is sufficiently small.
• Theorem 3.1 also reveals that the decay O(t −n ) of the order parameter results from some interplay between the H n regularity of g and r; higher regularity implies stronger decay. This rate is likely to be optimal since the one of the linearized dynamics is already given by the regularity of r [25] (see also Proposition 4.1). On the other hand, the rate does not depend on K.
• The minimal required regularity n 4 is a by-product of our technical estimates. We do not know if Landau damping holds for every, say C 1 perturbations, or if there can be arbitrarily small unstable (not C 4 ) perturbations for which |R(t)| δ > 0 uniformly in time.
In addition, the K-dependent smallness condition r ·g H n ǫ K on the size of perturbations can be justified by the fact that this size should vanish when K approaches the value where the criterion (3.2) fails (especially in the case of a subcritical bifurcation where incoherent and partially locked stationary states co-exist for K < K c ). However, a closer look at proof of Theorem 3.1 shows that any perturbation in H n can be made admissible provided that K is sufficiently small, as now claimed.
Proposition 3.2 Under the same conditions on g as in Theorem 3.1, for any initial probability density 1 2π + r with r · g H n < +∞, there exists K r > 0 such that the conclusion of Theorem 3.1 holds for every K ∈ [0, K r ).
The proof of this statement is given in section 5.3.
Finally, and as for the Vlasov equation [8, 26] , a direct consequence of Landau damping is the weak convergence of the solution r(t) of (2.3) to a solution of the free transport equation
To see this, given t ∈ R + and a function u of the cylinder, consider the Galilean change of variables
Corollary 3.3 Under the conditions of Theorem 3.1 (resp. Proposition 3.2), for any initial probability density
, there exists a function r ∞ of the cylinder with r ∞ · g H n−2 < +∞ such that the perturbation r(t), associated with the solution of equation (2.1), has the following asymptotic behavior
We provide a proof in section 5.2.
Analysis of the stability criterion
This section reports some comments on the conditions (3.1) and (3.2) in Theorem 3.1 and their relationships with previous stability conditions in the literature.
The integrability conditions on g in (3.1) can be granted by imposing enough regularity on g. In particular, since the square of
and therefore the desired integrability holds provided that g is of class C n+2 and g H n+2 < +∞.
The conditions (3.1) hold for all n 4 for the (density of the) Cauchy distribution
, and therefore, for any finite convex combination i α i g ∆ i (· − ω i ). The same property holds for
. These examples, especially the densities g ∆ and
, have been extensively considered in the literature, see e.g. [1, 11, 12, 15, 16, 24] .
2) is the analogue of the stability criterion of the Vlasov equation [26] . It appears to be optimal, as least, as far as linear stability is concerned. To see this, assume the existence of ω 0 with Im(ω 0 ) < 0 such that
Then a direct calculation based on Fubini's Theorem shows that we have
and this condition implies that the linearized Kuramoto equation
(with A = 0), whose order parameter R(t) = 4πA K e iω 0 t grows exponentially with t. This exponential instability can be alternatively exhibited in the integral formulation of the dynamics, see Lemma 4.6 below (for the case of a Volterra equation with arbitrary kernel). In addition, if (3.2) fails for some ω 0 in the real axis, one can prove that the order parameter R associated to the solution of linearized equation cannot belong to L 1 (R + ); hence the term 'optimal' for this criterion.
Furthermore, as for the Vlasov equation, one can obtain more explicit stability conditions than (3.2). To that goal, we first need the following considerations. Given a complex valued function
The function D G is continuous on R and the Riemann-Lebesgue lemma implies lim
Extending D G by continuity to R, the expression
defines a closed path in the complex plane. Assuming D G | R = 0, let Ind G (0) ∈ Z + be the index (winding number) of 0 with respect to γ G . We have the following statement whose proof is given in section 4.4 below.
Under the condition (3.1), the function g satisfies the first two assumptions of this Lemma and we have lim
g (ω) = 1. Therefore, to make sure that condition (3.2) holds for a density g satisfying (3.1), it suffices to ensure that the real part of D K 2 g (ω) is positive at every ω ∈ R for which the imaginary part of D K 2 g (ω) vanishes. Using the expression
we obtain the following sufficient condition for stability, which already appeared in [11, 16] and which is the analogue of the Penrose criterion [26] for the Vlasov equation
When g is symmetric and unimodal, the integral only vanishes for ω = 0 and, as observed in [11] , this criterion reduces to the original inequality K < Furthermore, criterions (3.2) and (3.5) are also equivalent and optimal for the bi-Cauchy density
The condition (3.5) then reads K < K ∆,ω 0 where the threshold K ∆,ω 0 is given by
In addition, stationary or periodic solutions with |R| = 0 exist for K > K ∆,ω 0 [15] .
Finally, notice that we do not know whether conditions (3.2) and (3.5) are equivalent in all cases. However, their equivalence is not limited to symmetric examples above and one can show that it holds for every density αg
Dynamics of the (rescaled) order parameter
This section aims at establishing a Volterra integral equation for a rescaled order parameter and to use this equation in order to obtain an estimate for the quantity sup
of T > 0. The first part of the procedure is similar to the one in [25] . The approach here follows even more closely the Vlasov equation analysis as it also employs the Galilean transformation (t, θ, ω) → (t, θ + tω, ω) prior to the Fourier transform. The second part reproduces in details the methods presented in [8, 26] .
Volterra equation for the (rescaled) order parameter
Instead of the decomposition (2.2), it turns out more convenient to separate the perturbation norms from the functions themselves (no matter which norm is involved) [24] , namely we write
where ǫ > 0 (and the norm of r ought to be prescribed). In other words, we have r = ǫr and R = ǫR where the rescaled order parameter R is defined by
Plugging the ansatz ρ = 1 2π + ǫr into equation (2.1) and applying the mentioned Galilean transformation, the following PDE results for the quantity p(t) = T t r(t) · g explicitly given by
where
Now, given any L 1 -function u of the cylinder, let u k (τ ) denote its Fourier transform defined by
(We obviously have g = 1 2π
(1 T 1 · g) 0 when the product 1 T 1 · g is regarded as a function defined on the cylinder.)
The solution p(t) of equation (4.1) must be absolutely integrable over the cylinder for every t ∈ R + . Observing that R(t) = p 1 (t, t), from (4.1), one can derive the following infinite system of coupled ODEs for the quantities { p k (t, τ )} (where we include the explicit dependence on time for clarity)
2) for all (k, τ ) ∈ Z × R and t > 0, where we have used the Kronecker symbol. (NB: For k = 0, we always have p 0 (t, τ ) = 0, as a consequence of the constraint T 1 r(t, θ, ω)dθ = 0 for all ω ∈ R.) Letting k = 1, integrating in time and letting τ = t, we finally obtain the desired equation for the rescaled order parameter
Regarding the term F as an autonomous input signal, equation (4.3) appears to be a Volterra equation of the second kind. As such, it is well-known to have a unique solution for every density g ∈ L 1 (R) [27] . More importantly for our purpose, tricky arguments based on Complex Analysis, and inspired by [8, 26] , show that under suitable stability conditions (as listed in Theorem 3.1), the solution polynomial decay is controlled by the input. As exposed in the next section, this control holds in a broader context than the strict analysis of the Kuramoto model.
Polynomial decay of solutions of Volterra equations. Application to equation (4.3)
Recall that Π − denotes the lower half plane of complex number z with Im(z) 0. For any G ∈ L 1 (R + ), the function D G defined by (3.4) can be extended to a well-defined function on Π − (which we denote by the same symbol).
There exists C n,G ∈ R + such that for every complex valued function F on R + , the solution of the Volterra equation
satisfies the following inequality, for any T > 0 :
The proof is given in section 4.3 below. The following comments prepare its application to equation (4.3) of the Kuramoto model.
For n 4, the condition R + t 4 |G(t)| 2 dt < +∞ is redundant as it can be deduced from the assumptions G ∈ L 1 (R + ) ∩ L ∞ (R + ) and R + t n |G(t)|dt < +∞.
Moreover, we have G = K 2 g in equation (4.3) ; hence it suffices to impose g ∈ L 1 (R + ), R + t 4 | g(t)| 2 dt < +∞, R + t n | g(t)|dt < +∞ and condition (3.2), in order to apply Proposition 4.1 there. Accordingly, the following statement immediately results, which we only state for n 4 anticipating the condition that will result from the bootstrap argument below in the proof of Theorem 3.1. In addition, anticipating also the proof of Proposition 3.2, we explicitly express the dependence on K in the constant C K of the statement (which readily follows from the expression of C n,G in the end of the proof of Proposition 4.1).
Corollary 4.2 Assume that g is of class C n (R) for some n 4 and satisfies g ∈ L 1 (R + ) and
For every K 0 such that the condition (3.2) holds, there exists C K > 0 such that for every input signal F , the solution of equation (4.3) satisfies the following property
The constant C K is a polynomial of order n + 1 in K with g-dependent coefficients.
Proof of Proposition 4.1
Following [8] , the proof of Proposition 4.1 proceeds by iterations on the integer n and thus starts with n = 0. This first step itself separates into two parts; first, we show (in the next statement below) that the solution R of the Volterra equation is square integrable if the source term F is. Then, we use this square integrability to establish the estimate of Proposition 4.1, by application of the Fourier transform.
Proof of the estimate for n = 0
Proof. We shall actually prove a slightly refined result, namely:
. Most of the proof consists in showing statement (i). Indeed, once this is proved, statement (ii) will follow immediately with
, after applying the Cauchy-Schwarz inequality to the integral term in the right hand side of equation (4.4).
For the proof of (i), we need to introduce the trivial extension u to R of a function on R + , defined as follows u| R + = u and u R − * = 0.
over R, and its Fourier transform can be easily solved by the expression
continuous on R and G(±∞) = 0. Hence, the condition D G | R = 0 implies the existence of δ > 0
By the Plancherel Theorem, the function R 0 ∈ L 2 (R) defined via the inverse Fourier transform F −1 as follows
. We are going to prove that R 0 L 2 (R − ) = 0. Uniqueness of the solutions of equation (4.4) will then imply R L 2 (R + ) = R 0 L 2 (R) and the inequality in statement (i) will hold with C G = √ 2π
δ . To that goal, we shall need the following considerations. First, the easy part of the Paley-Wiener Theorem implies that the function F extends to an analytic function on the lower half plane Π − * = {x − iy : x ∈ R, y ∈ R + * }, namely,
Second, we have the following statement. Moreover, if we also have F ∈ L 1 (R + ), then the former property also holds for ǫ = 0.
Proof of the Lemma. The first limit easily follows by applying the Cauchy-Schwarz inequality to the integral in the right hand side of (4.7). For the second limit, it suffices to apply the uniform Riemann-Lebesgue Lemma, see e.g. [21] , to the family {F y } y∈[ǫ,+∞] of functions defined by
Each function F y ∈ L 1 (R + ) (this can be seen by applying Cauchy-Schwarz and using F ∈ L 2 (R + )). All we have to show is that the family is compact in L 1 (R). Since [ǫ, +∞] is compact after addition of the point +∞, it suffices to show that y → F y is continuous in L 1 (R + ). This is granted by the following expression 
The first term vanishes when ǫ → 0. Indeed, by the Plancherel formula, we have
and the right-hand side vanishes by the dominated convergence theorem. The second term also vanishes by combining this same theorem with the continuity and boundedness of G. It results that
The result then immediately follows from the continuity of the Fourier transform in L 2 topology.
(b) It is equivalent to prove that
vanishes for almost every t in R − .
The function z →
e izt is analytic. Hence, given s > 0 and µ > ǫ, the Cauchy theorem implies that the integral
All we have to do next is to show that each term in this decomposition vanishes when taking the limit µ → +∞ and then s → +∞. Since we have D G | Π − δ, we can forget about denominators and focus on the behavior of the numerators in this process. Now, we have
hence the third term vanishes in the limit. Moreover, one can replace µ by +∞ in the first two terms, using t < 0 and the fact that the modulus | F (±s − iy)| remains bounded. Finally, that the first two terms vanish in the limit s → +∞ is a consequence of the second limit behavior in 
Let T η be the operator defined in L ∞ (R) by the convolution with kernel given by the inverse Fourier transform F −1 χ η .
We are going to prove the existence of C 0,G > 0 such that for every F ∈ L 2 (R) ∩ L ∞ (R), the solution of equation (4.4) satisfies the following inequality 
as desired.
From now on, consider an input signal F ∈ L 2 (R) ∩ L ∞ (R) and recall that the trivial extension R of the solution of the Volterra equation (4.4) . By Proposition 4.3, we have R ∈ L 2 (R) ∩ L ∞ (R); hence the following functions are well-defineď
and we seek for bounds on their uniform norm that are independent of F L 2 (R + ) .
Applying the operator (Id − T η ) to equation (4.6), and then Fourier transform, we obtain using also the relation 1
from where the following relation immediately followš
We are going to prove that lim
provided that η is sufficiently large.
Recall the notation t = √ 1 + t 2 and let Du denotes the derivative of the function u. By the Plancherel Theorem, we have (
is finite thanks to the assumptions on G)
.
The first term in the sum is bounded above by
which vanishes as η → +∞. The second term has to be finite thanks to the assumption on G and the fact that
. This asymptotic behavior implies that the contributions involving the derivatives D j χ η must vanish as η → +∞. For the remaining
from where it follows that the second term in the sum above also vanishes in the limit η → +∞. The desired behavior then follows from the inequality
and thenŘ
which implies the existence of C η,G > 0 such that the following inequality holds
Adding this estimate with the one in equation (4.9), the inequality (4.8) follows with
and Proposition 4.1 is proved for n = 0.
Proof of the estimate for n = 1
In order to prove Proposition 4.1 for n = 1, we observe that the function R 1 defined by R 1 (t) = (1 + t)R(t) satisfies the equation
where F 1 (t) = (1 + t)F (t) + ( G 1 * R)(t) and G 1 (t) = tG(t).
Therefore, it suffices to check that
in order to apply the result for n = 0 with input term F 1 . (Recall from the proof for n = 0 that we may assume without loss of generality that (
.) The additional assumption in the statement of the proposition when passing from n = 0 to n = 1 is actually G 1 ∈ L 1 (R + ). Applying adequately the Young inequality, we obtain
from where the desired conclusion follows from R ∈ L 2 (R + ) ∩ L ∞ (R + ) (consequence of Proposition 4.3). Therefore Proposition 4.1 holds for n = 1 with
Proof of the estimate for n > 1
For n > 1, the argument is similar. The function R n (t) = (1 + t) n R(t) satisfies the equation
Using the inequality (
where G n (t) = t n G(t). Similarly to as for the proof in the case n = 1, it therefore suffices to ensure
The first property follows from an induction argument; hence the (additional) conditions G k ∈ L 1 (R + ) for k ∈ {2, · · · , n − 1}. The second property is a consequence of the assumption G n ∈ L 1 (R + ). We conclude that the statement holds with
and the proof of Proposition 4.1 is complete. ✷
Additional results

Simple proof of Proposition 4.1 under stronger constraint
By applying adequately the Young inequality to equation (4.6), one gets
Accordingly, the conclusion of Proposition 4.1 for n = 0 follows by assuming G L 1 (R + ) < 1 instead of
(The Proposition itself then follows when assuming the other conditions
However, notice that when g is unimodal and such that g ≥ 0, both conditions ĝ L 1 (R + ) < 1 and Dĝ| Π − = 0 are equivalent. This applies in particular to Gaussian and Cauchy distribution densities.
Optimality of the stability criterion
As announced in section 3.2, one can show exponential growth of solutions of the Volterra equation when the function D G associated with the kernel G, vanishes at some point in the lower half plane Π − * .
(notice that Re(iω 0 ) > 0) where A ∈ R, A = 0.
Proof. Given A ∈ R and ω ∈ C, the function t → Ae iωt solves the Volterra equation iff we have
For ω = ω 0 , by using D G (ω 0 ) = 0, this expression simplifies to the following one
By the Cauchy-Schwarz inequality
✷
Proof of Lemma 3.4
We have D G | R = 0, hence by applying Lemma 4.4 to G, we conclude that every zero of D G in Π − must lie in the interior of a bounded rectangle {x − iy : |x| s G , 0 y µ G } , for some suitable s G , µ G > 0. Moreover, the function D G is analytic in Π − * . By the argument principle, given ǫ > 0, the number N ǫ of zeros of D G in the half plane {x − iy : x ∈ R, y > ǫ} is given by 1 2πi
for every s s G and µ µ G . As in the proof of Lemma 4.5, the third term vanishes when µ → +∞.
For the second term, we remark that i G ′ is the Fourier transform of t → tG(t). It follows easily that
The right-hand side defines an integrable function of y over [ǫ, +∞[ : indeed, by Fubini's Theorem, we find
The dominated convergence theorem allows us to conclude : we send µ and then s to +∞, and, like for Lemma 4.5, we get that the second term vanishes. The same holds for the fourth term. Finally, we obtain
that is to say, N ǫ is nothing but the winding number of the closed path defined by (continuity by)
Now, using that R + t|G(t)|dt < +∞ and G ∈ L 1 (R + ), we obtain
from where we conclude N ǫ = Ind G (0) for all sufficiently small ǫ. Therefore, under the assumption Given n ∈ N, a solution p of equation (4.1) and T > 0, consider the quantity M n,T (p)
Proposition 5.1 Assume that g is of class C n (R) for some n 4 and satisfies the conditions (3.1) and assume that the condition (3.2) holds. There exists M K > 0, and for every M M K , there exists ǫ K,M > 0 such that for every ǫ ∈ (0, ǫ K,M ) and every initial condition p(0) = r(0) · g with p(0) H n = 1, and for every T > 0, whenever the inequality Proof of Theorem 3.1. For a (rescaled) initial condition r(0) · g H n = 1 as in Proposition 5.1, we have
where the second inequality follows from the Cauchy-Schwarz inequality.
M thr for T > 0 sufficiently small, by continuity. Let T max be defined as follows
We claim that, for every ǫ ∈ (0, ǫ K ), we have T max = +∞ from where the theorem immediately follows. In fact, if we had T max < +∞, then Proposition 5.1 would imply M n,Tmax (p)
M thr 2 . By continuity, there would exist T > T max such that M n,T (p) M thr . But this contradicts the definition of T max , hence we must have T max = +∞. ✷
Proof of Proposition 5.1
We prove separately each of the three claims of the Proposition. Throughout the proof, the dependence on K and ǫ is explicitly detailed so that Remark 3.2 can be readily proved afterwards. The first step consists in propagating the estimate on sup t∈[0,T ] (1 + t) n |R(t)|.
Lemma 5.2 Assume that g is of class C n (R) for some n 3 and satisfies the conditions (3.1) and assume that the condition (3.2) holds. There exists M 1 > 0, and for every M M 1 , there exists ǫ 1 > 0 so that for every ǫ ∈ (0, ǫ 1 ) and every initial condition p(0) with p(0) H n = 1, and for every T > 0, whenever the inequality
holds for the subsequent solution of equation (4.1), we actually have sup
Proof of the Lemma. Using that p(s) is n-times differentiable at all times s ∈ R + , a reasoning similar to the one leading to the inequality (3.3) yields
Multiplying by n j , summing for j = 0 to n, we get
Now, let T > 0 be arbitrary and assume sup
(1 + t) n |R(t)| M for some M > 0. Using Corollary 4.2 together with the expression (4.3) of F , the previous estimate and p(0) H n = 1, we successively have
where the last inequality uses the assumption sup
M for every t T and R + ds (1+s) n−1 = 1 n−2 . We conclude that the Lemma holds with
In order to propagate the bounds on the norms p(t) H n and p(t) H n−2 , we establish the following property.
Lemma 5.3 Given ℓ 1, there exists a constant C ′ ℓ > 0 such that for every K ∈ R + , we have
Strictly speaking, the inequality here applies to trajectories issued from smooth initial conditions, so that t → p H ℓ is certainly differentiable. However, by a density argument, any inequality that follows suit from integration in time holds for trajectories in C n and this is what matters for the proofs of Lemma 5.4 and 5.5 below.
Proof of the Lemma. Given the definition of · H ℓ , all we need to control are the quantities
To that goal, using the scalar product associated with ·
, we obtain that the equation for
which we analyze separately. To that goal we shall use the two basic properties. First, the partial derivative of the product a · b of two functions a and b of a real variable, say x, can be decomposed as follows
Moreover, writing
we easily compute for arbitrary integers j θ , j ω
• For the first term, we combine the two previous properties to obtain
Multiplying by 2 ω 2 ∂ k θ θ ∂ kω ω p and integrating over T 1 × R, this expression gives the following contribution to
2|R(t)| and the Cauchy-Schwarz inequality, this expression turns out to be bounded above by
By summing over k θ and k ω , and using the inequality (straightforward consequence of CauchySchwarz)
, for every m ∈ N and every {a k } m k=1 ∈ C m , we conclude that the first term of the differential inequality for
is of the form
for some constant C > 0.
• For the second term, we first use the basic properties above to get We consider separately the term j ω = k ω . For j θ = k θ , by multiplying by ∂ k θ θ ∂ kω ω p and integrating over T 1 , we obtain For the remaining terms j θ < k θ and j ω = k ω , using Cauchy-Schwarz inequality again, we obtain
and j θ + 1 k θ . Altogether, by summing over k θ , k ω and j θ , we obtain that the terms j ω = k ω give a total contribution to the differential inequality for ∂ t p(t) H ℓ of the form
where C > 0 is again a generic constant.
For the terms j ω < k ω , ignoring the constants and the factors involving R(t), we consider thefor all t ∈ [0, T ]. By evaluating this quantity for ǫ = 0 and using monotonicity with respect to ǫ, we conclude that the Lemma holds with
Proof of Corollary 3.3
We aim at showing that the solution of equation ( 
Proof of Proposition 3.2
To prove the Proposition, beside observing that the stability critierion (3.2) can always be satisfied by choosing K sufficiently small, it suffices to establish a statement analogous to Proposition 5.1 in which the roles of K and ǫ are exchanged. Accordingly, one has to verify that K and ǫ can be exchanged in the statements of Lemmas 5. The reasoning is similar for Lemma 5.5 and the proof of Proposition 3.2 is complete.
