Evaluating software modules for inclusion in a Drupal website is a crucial and complex task that currently requires manual assessment of a number of module facets. This study applied data-mining techniques to identify quality-related metrics associated with highly popular and unpopular Drupal modules. The data-mining approach produced a set of important metrics and thresholds that highlight a strong relationship between the overall perceived reliability of a module and its popularity. Areas for future research into opensource software quality are presented, including a proposed module evaluation tool to aid developers in selecting high-quality modules.
Introduction
Choosing appropriate tools and libraries is an important part of any software development project. This is particularly true for projects built with modular systems, such as the Drupal a content management system for websites. Many thousands of open-source and independently developed "modules" are available to extend the core functionality of Drupal, providing features such as e-commerce capabilities b , calendar displays c , and image carousels d .
types under analysis meant that detailed factors could not be considered. Cai and Zhu [18] focused on understanding how developer reputation relates to project popularity within the Ohloh social network of open-source developers and projects, although a limitation of this study appeared to be that developer reputation was based on aggregate project success, making the identified relationship somewhat cyclic. Some studies have made use of traditional software quality measures such as cyclomatic complexity and comment-to-code ratios [19] [20] [21] , while others have focused on language-specific factors such as dependency hierarchies and abstract syntax tree (AST) node counts [22, 23] .
Within the Drupal community, there has been an increasing focus on code quality evaluation in recent times. Static code analysis tools have been used within the Drupal community as part of the code-review process for many years [24] , but recently discussion has turned towards following the lead of other open-source communities, and making code quality checks a more automated part of Drupal development [25] [26] [27] . Morrison [28] created tooling for quantifying the quality of Drupal modules, though no systematic study was performed using the tooling.
The sources reviewed above confirm that there is potential merit to data-mining approaches for understanding the quality and popularity of software modules, and that there is a need within the Drupal community for greater understanding of project metrics. However, the metrics to be considered in the analysis must be carefully selected to ensure that they will provide useful insights for informing the Drupal community. The reviewed studies list a variety of metrics relating to sourcecode quality and other project facets that are applicable to Drupal modules and are therefore candidates for analysis in this study. Furthermore, in order for the results of this study to be relatable to those of past research, the identified metrics should be aligned with the software quality factors of the ISO25010 standard.
Research Method

Overview of Methodology
To review, the objective of this research was to discover quality-related metrics that are important to consider when deciding whether to add a Drupal module to a website. The methodology used to achieve this objective was a typical data-mining approach comparable to the KDD, SEMMA, and CRISP-DM processes described by [29] . The steps involved in the methodology were as follows:
1. Identify features to include in the dataset based on a review of past studies and a survey of the Drupal community. 2. Construct and employ a tool to collect the dataset. 3. Manually inspect the dataset to remove or rectify incorrect or missing data. This process of "data cleaning" is considered to be an essential step for successful data-mining [30] . for producing models from the data, performing additional data-cleaning as necessary. 5 . Create and execute an experimental plan to optimize the models produced by the machine learning algorithms. 6. Analyze and interpret the models and their performance to answer the research questions above.
Some methodologies (such as CRISP-DM [29] ) involve an iterative feedback loop where the results of analysis are used to drive further data collection, data cleaning, and algorithm application. For this study, iteration was constrained to step 4 of the methodology described above, where the initial results obtained by applying certain algorithms informed decisions for further transformations of the dataset (such as removing certain features or classes) and the application of different algorithms.
Feature Identification
The first step in the research process was to identify a feature-set of quality-related metrics to collect. Source-code and project metrics both needed to be considered. The full feature-set of source-code and project metrics (along with the data-sources from where they were obtained) are provided in Appendix A.
Source-Code Metrics
The source-code metrics used in prior studies were good candidates for the featureset. Several tools were evaluated for extracting metrics from the PHP source-code of Drupal modules, including PHPMessDetector [31] , phpmetrics [32] , and phploc [33] . Two tools were selected for use. PHPDepend [34] was selected for its ability to generate more of the metrics from prior studies than any of the other tools. Secondly, PHPCodesniffer [35] was selected because of its wide use in the Drupal community through the Coder module [36] and PAReview.sh tool [24] . Three Drupal-specific code standards exist for use with PHPCodesniffer: Drupal and DrupalPractice [37] , and also DrupalSecure [38] . All three standards were selected for testing module PHP source-code to generate code-style suggestions/notices that could be used as quality metrics.
Drupal Project Metrics
In order to gain a better understanding of how Drupal developers currently evaluate whether to add a module to a website, a small pilot survey of Drupal developers was performed. The two questions asked on the survey were:
1. What do you consider to be indicators of a Drupal module's quality? 2. What aspects do you consider when evaluating whether to add a particular module to a Drupal project? Eleven survey responses were received, from which could be identified 46 unique factors considered by Drupal developers when evaluating a Drupal module for use. The responses to both questions were combined when evaluating the results because some respondents had answered both questions with a single response, and because there was a large degree of cross-over between the factors identified in the responses to both questions. Of the 46 unique factors, some were impractical to evaluate quantitatively (e.g. "Is the module configurable?"), and others were dependent on the context of a particular website (e.g. "Does the module meet all of my needs?"), making them impractical for general evaluation. However, many factors were identified that could be automatically derived from a Drupal module's codebase and project metadata, and would be suitable for quantitative analysis. Furthermore, there was alignment between these factors and the features analyzed in past studies, confirming their value for analysis in this study.
Some additional project metrics that were not identified by the survey were also selected for inclusion in the feature-set on the basis that they could easily be obtained from the information published about each module on Drupal.org.
Classification Target
The most essential metric for the proposed data mining process was the measure of popularity which all other metrics would be correlated against. The current number of Drupal websites with the module installed was selected for this purpose. One limitation of this metric (which is published for each module on Drupal.org) is that it is only able to account for websites with the "Update Status" module enabled, which includes a callback to Drupal.org to report module installations [39] . However, it is still the most accurate measure of module installation available. While the total number of module downloads is also published, the installation count is a better measure of current popularity, as it will not favour modules where developers have downloaded the module but decided to not use it or stop using it at a later point in time.
Data Collection
With the feature-set of project and source-code metrics identified, the next step was to collect the dataset for a number of Drupal modules.
The data collection was limited to modules available for version 7 of Drupal. While Drupal 8 is the latest version of Drupal, far fewer Drupal 8 modules exist at the time of writing (approximately 3000 Drupal 8 modules compared to approximately 13000 Drupal 7 modules [40] ). Furthermore, many of the modules available for Drupal 8 are much more recently developed and less mature as projects, and would exhibit less of a distinction between popular and unpopular modules.
A tool was developed with the Python programming language to collect the selected features for all Drupal 7 modules with "Full Project" status on Drupal.org (excluding personal "sandbox" projects of Drupal.org users). The tool scraped project metrics from pages about each project on Drupal.org, and downloaded the latest stable release (or unstable release if no stable release existed) of each module to execute the PHPDepend and PHPCodesniffer tools on, which provided source-code metrics.
The Python tool was able to collect data for 12,945 modules out of the total 12,950 Drupal 7 modules available at the time the tool was run. The other five modules exhibited issues which made it difficult to extract data for them from Drupal.org. Other modules required specific tweaks in order for the scraping tool to work correctly, such as fixing broken PHP syntax or module archives (.tar.gz files) to allow the source-code analyses to run, and manually altering the character encoding expected by the scraping tool in some cases.
Data Cleaning
Once the dataset had been collected, a manual process of inspecting and evaluating the correctness of the data was carried out.
Firstly, Boolean values stored numerically were converted to nominal "True/False" values. This was done to ensure the applied machine learning algorithms would treat the features as only having two discrete possible values, as opposed to having many possible values on continuous numeric scale. This transformation was applied for the automated tests status, available for next core, security covered, and recommended release features.
Secondly, the missing values in the collected dataset were analyzed. All sourcecode related features were missing for 6% of the dataset, due to the fact that there was no published release for those modules. Because modules without a published release are impractical to install and therefore rarely used, and because they made up a very small portion of the dataset, those records were removed from the dataset. For other features, values were missing because the scraping tool could not find values on project web-pages. Upon manual inspection of these cases, it became apparent that leaving the values as "missing" was not appropriate, as they were all numeric features where absence from the project web-pages implied the correct value was "zero" (for example, a missing installation count on the main project web-page only occurs in the case when there are zero reported installations of the module). Therefore, a value of zero was substituted for missing values for the following features: average translation percent, description length, issue count, issue new count, issue participants, install count, install download ratio, growth per week, issue response rate, issue response hours, total install count, and total growth per week. Finally, there were yet other features with missing values because the data was either not available for the given module, or was not applicable for the module. Missing values were therefore left unaltered for the following features: release frequency days (missing for the 26% of modules with only a single release), commit frequency days (missing for the 5% of modules with only a single commit), seconds since last commit (missing for 3 modules without a Git history), and days since release (missing on the project web-page for 1 module).
A flaw was also identified in the collection of the available for next core feature. Some modules that were available for Drupal 7 have been included in the core of Drupal 8 itself, and therefore do not have a Drupal 8 version published on their project web-pages. These values were manually adjusted according to a list of Drupal 7 modules migrated to Drupal 8 core [41] .
There were also some issues with the data collected from the "warning" notices reported by the PHPCodesniffer tool. Firstly, formatting issues in the CSV output of the tool meant that the names of some notices had been incorrectly scraped. As this only accounted for 812 of the total 4,901,256 notices, these incorrectly scraped notices were simply removed from the dataset. Secondly, the tool had reported Drupal.InfoFiles.AutoAddedKeys.Project and Drupal.InfoFiles.AutoAddedKeys.Version notices for most modules. The purpose of these notices is to discourage module developers from manually adding project and version information to module code, as this information is automatically added by the publishing process on Drupal.org. Because PHPCodesniffer was executed on published releases of modules that contained automatically added values, these notices were irrelevant, and were therefore removed from the dataset. Finally, because there were relatively few occurrences of each individual notice, it was theorized that stronger correlations might be observed if additional features were added for related groups of notices. For this reason, a new feature for each possible "level" in the notice namespace hierarchy was added to the dataset. For example, given the original Drupal.ControlStructures.ElseIf notice, new features were added for all notices starting with Drupal.ControlStructures and just Drupal.
A second run of the scraping tool was also required to amend and replace some values. The initial implementation for scraping the has documentation feature incorrectly reported all modules as having documentation, so re-scraping was required after the implementation was corrected. It was also apparent that the growth per week could be either very high or very low for popular modules. Because this could indicate that popular modules are losing Drupal 7 installations simply because of migrations to Drupal 8, it was decided to re-scrape a total growth per week that considered all installations of modules, not just those of the Drupal 7 versions. A total install count was also re-scraped to capture the total number of installations of all versions of the module (not just Drupal 7 versions) in order to ensure the installation count and growth rate were based on the same figures.
To reduce feature redundancy in the dataset, the growth per week and install count were removed from the dataset in favour of the total growth per week and total install count replacements. The cyclomatic complexity score (ccn) was also removed because of its similarity to the extended cyclomatic complexity measure (ccn2), which captures information about more branches in source-code and is more widely used in static source-code analysis tools [42] .
Finally, as the purpose of the data mining was to analyze the distinctions between popular and unpopular modules, very recently published modules were removed from the dataset, as enough time would not have passed for their installation counts to show whether they were truly popular when compared with more mature modules. Modules published less than 730 days (∼2 years) from the date of data collection were removed, as this accounted for the tail of the module age distribution that were younger than the majority of modules (centred around a mean age of ∼4.5 years), as approximately illustrated in Figure 1 . This resulted in the removal of 21% of the dataset. The final dataset produced after data cleaning included a total of 10,215 records.
Exploratory Data Analysis
Supervised Machine Learning
Unsupervised association rule mining with the Apriori algorithm [43] was initially used to analyze the dataset, but was unable to derive meaningful insights. Because of this, the focus of the research was shifted towards supervised machine learning algorithms, with the aim of producing models to predict module popularity according to the three classes in Table 1 previously for the prediction of software project popularity [23] .
A class from Table 1 was assigned to each module in the dataset according to the total number of reported installations. The unpopular and popular bin widths were selected to approximate what would generally be re-garded as the lowest and highest tiers of module popularity. Correlations of feature values to these two bins would represent meaningful insights. Initial tests with supervised learning models showed poor predictive performance. However, it was possible to substantially improve performance by removing modules with moderate popularity, which allowed the models to focus on identifying the key differences between highly popular and highly unpopular modules.
Furthermore, initial training of these models showed a heavy dependence on features that were directly related to module install counts, high issue queue activity (popular modules inherently have more active issue queues), or project age (an older module is more likely to have more installs). It was determined that identifying correlations between these features and module popularity would not be useful, as the aim of the research was to find insights into what previously unknown features of modules and their communities are related to module popularity. In order to force the models to be trained on other, more independent features, the following features were removed from the dataset: committer count, total growth per week, install download ratio, issue count, issue new count, issue participants, issue response hours, issue response rate, and project age days. issue open ratio was left in the dataset because it is not directly related to the number of issues or amount of overall issue queue activity. Appendix A notes which features were removed from the feature-set before the final classification models were trained.
Target Classification Models
Based on tests with several classification algorithms, it was decided that four different classification models should be trained to gain different kinds of insights into the data. All of these models could be trained using the Weka data mining workbench [44] .
Two models would be built with the JRip classifier for generating classification rules. JRip is an implementation of the Repeated Incremental Pruning to Produce Error Reduction (RIPPER) algorithm [45] . One model would produce a model starting with rules for the popular class, while the other would start with rules for the unpopular class. Both models would be trained on the dataset including modules with the moderate class. While including the moderate modules would decrease the overall predictive performance of the models, the best rules from the top of each model's rule list could be analyzed to provide insight into the most important factors for distinguishing popular and unpopular modules from all other modules.
Additionally, a J48 decision tree would be trained on the reduced dataset including only popular and unpopular modules. J48 is an implementation of the C4.5 algorithm for generating decision trees [46] . The decision tree would provide a model for distinguishing between the two classes, and potentially demonstrate which features were more or less important in the context of the values for other features.
A Naïve Bayes classifier would also be trained on the reduced dataset to show the relative importance of different features in distinguishing between the two classes.
Model Optimization
An experimental plan was produced for the optimization of the four classification models. The plan consisted of three steps to select optimal configurations for data balancing, feature selection, and classification algorithm parameters. The best configuration found in each step would be selected for application in subsequent steps.
For all experiments, the area under the precision-recall curve for the minority class (popular, which only accounts for approximately 5% of the dataset) was selected as the evaluation metric. Initial testing showed that predictive performance was good for the moderate and unpopular classes, but quite poor for the popular class. This is due to the fact that classification algorithms produce models that are inherently worse at predicting minority classes [47] , and the focus of performance optimization therefore needs to be given to the minority class (though without comprising performance on other classes). Furthermore, optimizing the area under the precision-recall curve gives the greatest flexibility when choosing an appropriate predictive threshold for each of the final classification models in order to optimize the F-measure (a measure that represents a balance between precision and recall) for the minority class.
Data balancing techniques can be a useful way to improve classification algorithm performance on minority classes [48] . For each algorithm, a variety of data balancing techniques were applied, including variations of: over-sampling records for the minority class with the synthetic minority over-sampling technique (SMOTE), under-sampling records for the majority classes, and a combination of over-sampling and under-sampling by way of re-sampling. For efficiency, each technique was applied to a training dataset of two-thirds of the original data, and the target classification algorithm was trained to produce a model that was evaluated against the Feature selection is another important step for improving the performance of classification algorithms, as the presence of irrelevant features has been shown to severely decrease their performance [49] . Various feature-selection techniques were tested, including information gain evaluation, gain ratio evaluation, feature correlation evaluation, and correlation-based feature subset selection. Given the large number of features (over 600 with the many PHPCodesniffer features), feature selection was limited to forward searches. The wrapper method of feature selection was not used, as the running time over the large set of features and training records was prohibitive. Once again, the same approach of using a training and test set with a two-third/one-third split was used to test feature selection techniques.
The parameters of the algorithms also needed to be tuned to achieve optimal performance. The appropriate parameters to be tuned for each algorithm and their purposes are listed in Table 2 . Evaluation of the parameters was performed using 10 iterations (only 3 in the case of JRip, because of the prohibitive model-building time) of 10-fold cross-validation, where data balancing and feature selection were applied to the training fold while the model was evaluated on an untreated test fold. Additionally, in the case of J48 and Naïve Bayes, a threshold selector was applied to find the optimal predictive threshold to maximize the F-measure for the minority class (popular). This was not necessary for the JRip models, as the intention was to manually extract the best subset of generated rules for further evaluation. 
Final Models
Experiments were run according to the optimization methodology described above to generate a set of optimal classification models. The critical performance statistics for the models (averaged over 10-fold cross-validation) are provided in Table 3 , and the performance of each model is discussed below. 
Popular Classification Rules Model
The optimal classification rules model for the popular class was produced by: using SMOTE to double the number of popular records, selecting the top fifteen features according to correlation evaluation, and configuring JRip to use 5 folds for the growing/pruning split, 10 optimization runs, and a minimum rule record count of 25. This model has quite poor accuracy and F-measures, but it is of little importance because the focus of further analysis will only be the top rules for predicting the popular class.
Unpopular Classification Rules Model
The optimal classification rules model for the unpopular class was produced by: re-sampling the dataset to achieve an equal number of records for each class, selecting the top three features according to correlation evaluation, and configuring JRip to use 5 folds for the growing/pruning split, 10 optimization runs, and a minimum rule record count of 25. It is worth noting that several algorithm parameter configurations achieved the greatest area under the precision-recall curve for the popular class, as well as for the weighted average across all classes. The configuration above was selected on the basis of it also being the best performing configuration for the popular rules model.
Once again, while this model has quite poor accuracy and F-measures, it is of little importance because the focus of further analysis will only be the top rules for predicting the unpopular class. It is worth noting that even though the model is intended for use in predicting the unpopular class, the focus on the area under the precision-recall curve for the popular class is still justified as a performance metric because the focus must be on preventing confusion with the popular class.
Naïve Bayes Model
Because of the sensitivity of Naïve Bayes to choices in feature selection (as every feature contributes equally to the final model [50] ), and because of the insignificant amount of time required to train additional Naïve Bayes models, it was decided to perform the experimental process with both possible orderings of the data balancing and feature selection steps. Additionally, once the best techniques for data balancing and feature selection had been identified, both orders of these operations were tested with each configuration of algorithm parameters in the final cross-validated set of experiments.
The best combination of data balancing and feature selection techniques was found by applying feature selection to the dataset before data balancing. However, the optimal Naïve Bayes model was produced by first under-sampling the unpopular class to achieve a class imbalance no greater than 50% of the popular class, then selecting the top eight features according to gain ratio evaluation, and finally using supervised discretization to handle numeric features. Additionally, a predictive threshold of 0.94 was chosen to achieve the greatest F-measure for the popular class.
This model achieved a very high overall accuracy, as well as a reasonably high F-measure for the minority class. This shows that the model is able to distinguish well between popular and unpopular modules based on the small number of features selected.
It is also worth noting that the inferior model produced by following the same experimental process that was used for the classification rule models (data balancing followed by feature selection) was still able to achieve a high level of accuracy (when using an optimized predictive threshold of 0.8486), as is demonstrated by the similarity of the performance statistics for both models in Table 3 .
This shows that the drastic improvement in performance over that achieved by the classification rule models was due to the removal of the "moderately popular" modules from the dataset, and not simply because of the change in experimental process.
Decision Tree Model
The optimal decision tree model was produced by: re-sampling the dataset with a bias of 0.7 towards a uniform class distribution, selecting the top ten features according to information gain evaluation, and configuring J48 with a confidence factor of 0.25 and a minimum number of objects of 25. It is worth noting that using a confidence factor of 0.5 also achieved the greatest area under the precision-recall curve for the popular class, as well as the same weighted average across all classes. The confidence factor of 0.25 was selected on the basis of it being more conservative
The decision tree model achieved a similar accuracy to the Naïve Bayes model, although it did not achieve as high an F-measure on the minority class. However, it is still a useful addition, as the structure of the decision tree can provide different insights to those provided by the Naïve Bayes model.
Analysis of Classification Models
With the optimal classification models determined, the next step in the research process was to inspect the classification models to gain useful insights into the relationships between the analyzed metrics and module popularity.
Classification Rule Models
While the classification rule models did not achieve very high accuracy, they play an important role in the analysis of the dataset. Because they were trained on the entire dataset (including modules with "moderate" popularity), they produced rules that identify combinations of metrics that distinguish popular and unpopular modules from the rest of the dataset. Table 4 shows the top rules for predicting unpopular and popular modules. Rules with confidence values less than 60% on the full dataset have not been included in the analysis. Note that the rules are intended to be applied in sequence for each class (e.g. the second rule for classifying popular modules is only applied to those not matched by the first). Also, note that the second and third rules for the "popular" class are essentially useless, as they make predictions based on maintainer counts that fall between integer values. These rules can only apply to the training records introduced by the SMOTE method of data balancing, so do not need to be considered when evaluating performance on the real dataset.
From the single rule for predicting unpopular modules, we can see that most unpopular modules have one or zero maintainers and no new commits for almost two years or more.
There are several metrics that are considered important by the model for predicting popular modules:
1. Having a version available for the next version of Drupal (as the dataset consisted of Drupal 7 modules, these would be Drupal 8 versions). 2. Good documentation: Having documentation pages and a module description of a reasonable length. 3. A relatively high proportion of translation work: more than 10% of all possible translations for the module. As there are currently 114 languages supported by Drupal, this would equate to roughly 11 full translations of the module (or many more partial translations).
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(release frequency days >= 69.6) and 38 68% (available for next core = True) and (has documentation = True) and (description length >= 1619.294735) and (average translation percent >= 10.657789) and (automated tests status = Enabled) 4. Having three or more maintainers. Furthermore, the maintainers of popular modules are likely to be very experienced members of the Drupal community, with an average of over 1000 commits on Drupal.org across the maintainers. 5. Having automated tests enabled.
6. An active code-base: with the latest commit fewer than ∼4.5 months ago. 7. A low release frequency: over ∼70 days between releases. This is probably just indicative of the fact that popular modules are typically older projects with many long-lived versions. However, it could indicate that popular modules have more stable releases. In any case, it seems that while popular modules are committed to more often, they do not necessarily have frequent releases. 8. The roots noc ratio is an interesting metric. It captures the proportion of classes in the module's code-base that are root classes (classes that do not inherit from a parent). It seems that popular modules have a ratio that is greater than 0% (likely indicating that they have at least some object-oriented code) but not more than about 30% (indicating that these modules make use of inheritance from either their own classes, or from classes in Drupal's core or other modules). Object-oriented code is not a large part of Drupal 7 module development, but it appears that typical object-oriented coding with class inheritance occurs more often in popular modules.
It is worth noting that none of these metrics are able to independently predict
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Evaluating the Quality of Drupal Software Modules 17 that a module is popular or unpopular, as the specified combinations of metrics must be present in order for each rule to apply. Classification was very poor with the moderate class, suggesting it is quite difficult to distinguish between modules with less stark differences in popularity, perhaps because of the external factors affecting module popularity (E.g. If Facebook integration on websites is more than Twitter integration, then the Facebook modules will be more popular than Twitter modules, regardless of internal project/software metrics). Table 5 shows the probabilities (calculated according to the counts in the trained Naïve Bayes classifier) that a module is popular or unpopular. Note that the probabilities are not representative of the actual dataset, but of a balanced dataset which resulted in a classifier that was able to achieve better classification results on the minority class ("popular" modules). Also, note that because the classifier was trained without any of the "moderately popular" modules, these probabilities do not represent rules that will hold across the entire dataset, but rather show the factors that best differentiate between highly popular and highly unpopular modules. There are a number of insights that can be drawn from this probability A module with a commit in the last four months is likely to be popular, while a module without a commit in almost two years or more is likely to be unpopular. 3. A module with more than two maintainers is likely to be popular, while a module with one or no maintainers is likely to be unpopular. 4. A module with automated tests enabled is reasonably likely to be popular, while a module without automated tests is reasonably likely to be unpopular. 5. A module without a recommended release is very likely to be unpopular, but the presence of a recommended release does not strongly indicate that a module is popular. 6. A module with very little translation work (< 1.14%) is almost certainly unpopular, but a higher amount of translation does not necessarily indicate the module is likely to be popular.
Naïve Bayes Model
The ratio of open issues to closed or resolved issues appears to have a more complex relationship to popularity:
• Modules with ratios very close to 0%, 50%, or 100% are more likely to be popular. This is probably because these extreme values are more common in unpopular modules with fewer issues. This is demonstrated in Figure 2 , which shows a portion of the plot of issue count against issue open ratio. Note the dense clusters of unpopular modules with very few issues and issue open ratio values near 0%, 50%, and 100%.
• Importantly, a module is more likely to be popular if it has more closed issues than open issues, which would indicate that the module has an active issue base where issues are closed or resolved, and not simply left open. Figure 3 shows the trained J48 decision tree, with leaves predicting the minority "popular" class highlighted in green, and leaves where pruning occurred according to the threshold probability highlighted in red. The two numbers at each leaf node represent the number of modules in the dataset (excluding "moderately popular" modules) that are classified by each leaf, along with the number of these modules that were incorrectly classified. The percentage represents the success rate of the classification at that leaf. Note that while the success rates of the "popular" leaves are relatively low, this is simply a product of the large class imbalance in the dataset, as there are many more "unpopular" modules which could be misclassified than there are "popular" modules.
Decision Tree Model
The decision tree reflects many of the same insights into the features as the clas- sification rule and Naïve Bayes models above, albeit with slightly different critical values for the features in order to best fit the data classified at each branch point. However, there are two features present in the model that we have not seen in previous models: the number of days since the latest release (days since release), and the extended cyclomatic complexity number (ccn2). These features appear in the lower branches of the decision tree, so are not as important in the decision making process as other features, but the fact that they appear in multiple locations in the tree suggests they are not simply a result of over-fitting the dataset.
Based on the branches in the bottom left and bottom right of the tree, it can be seen that modules without a release in the last few years (807 and 1,708 days) or with a release in the last six months (169 days) are more likely to be popular. This most likely indicates that popular modules are likely to either have frequent releases, or very long-lived stable releases.
It can also be seen that the extended cyclomatic complexity is higher for popular modules. This indicates that popular modules tend to have more complex code-bases, most likely because they provide more complex functionality. Generally, maintaining a low cyclomatic complexity is recommended as good software engineering practice [51] , but this finding suggests that it should not be used as an absolute measure of Drupal module code-quality. In essence, just because a module is more popular and has more experienced maintainers working on it, does not mean that the module's code can be simplified to achieve a lower cyclomatic complexity, as it depends on the complexity of the functionality of the module.
Comparison of Models
It is worth noting the metrics that feature in all three models above, as they are more likely to be strongly related to module popularity. These metrics are available for next core, maintainer count, seconds since last commit, average translation percent, and automated tests status. Most notably, having two or more maintainers is a consistent indicator of popular modules across all models, and similarly, having one or no maintainers is a consistent indicator of unpopular modules.
It is also worth more closely analyzing metrics that are only used in one of the classification models. The roots noc ratio, has documentation, and description length metrics only appear in the classification rules for popular modules, suggesting that these metrics are better for distinguishing popular modules from all other modules, but not as strong as other features for distinguishing between only popular and unpopular modules. The recommended release metric only appears in the Naïve Bayes model, where it features as the strongest indica- tor of a module being unpopular (in the case of a recommended release not being available). Finally, the days since release and ccn2 metrics are only found in the decision tree model, and even then only in lower branches. This suggests that they are only strongly related to module popularity in the presence of certain combinations of the metrics that appear above them in the decision tree.
Application of Models to Closely Related Modules
A possible risk with the trained classifiers is that they simply predict some "confounding" external variable, which is in turn correlated with popular or unpopular modules. For example, if modules providing integration with third-party authentication services were consistently popular, then the classifiers may simply become sensitive to factors that are relevant to third-party authentication modules, but not necessarily related to the popularity of all kinds of modules.
This can be controlled for by observing the performance of the classifiers on a group of modules with similar functionality. Table 6 shows the predictions for a group of modules that all provide some mechanism for adding a content stream from a Facebook page to a Drupal website. Note: "unpop" = Unpopular, "mod" = Moderately Popular, "pop" = Popular a Actually classified as "unpop" because of 85% predictive threshold.
It can be seen that the rules-based classifiers exhibit generally poor performance in determining the popularity of the "Facebook modules", but these classifiers have fairly poor performance in general. Still, there is a general trend of more "unpopular" predictions for those with lower install counts, and more "moderate" and "popular" predictions for those with higher install counts. Furthermore, the uncertainty in the decisions of these classifiers is reflected in their relatively low prediction probabilities.
The Naïve Bayes and decision tree classifiers are able to very accurately distinguish between the classes (100% accurate if the tuned threshold of 85% is taken into account for the decision tree classifier). Additionally, even though they were not trained to predict "moderate" modules, their probabilities for "unpopular" predictions decrease as the module popularity increases, suggesting the model is able to distinguish that those modules are less likely to be unpopular.
Based on these results, it is clear that the classifiers have indeed been successfully trained to distinguish between modules of different popularity, and not simply of different purpose. Table 7 fulfills the original research objective of finding quality-related metrics that are common to popular or unpopular Drupal modules. The table summarizes the important metrics identified by the models described above. Table 7 also states which factor of the ISO25010 [5] software-quality model each metric is most related to, as well as whether the metric is a measurement of the module's code itself or the state of the project and its community.
Findings
Based on this summary, it appears that metrics related to the project itself and its community are more strongly connected to a module's popularity than metrics related to module source-code. Most of those project-related metrics appear to be measures of the activity and maturity of the community surrounding the module, which suggests they would be associated with the reliability of the module (i.e. to receive support or updates).
Novelty of Results
As no other similar study of Drupal modules was found in the literature, this appears to be the first recorded list of metrics correlated with Drupal module popularity. Of particular note are the metrics relating to the experience of module maintainers, the level of object-orientation in module source-code, the code complexity, and the amount of translation work, as these values are not presented on Drupal project web-pages. Furthermore, the thresholds for metrics relating to release and commit frequency, the number and experience of maintainers, the amount of translation work, the description page length, and the ratio of open issues provide an indication of expected values for these metrics in popular and unpopular modules.
Weber and Luo [23] found that in the case of Python projects on GitHub, sourcecode metrics were more relevant than author-related factors for predicting project popularity, though no attempt was made to train a model with a combination of these factors. This study indicates that the inverse may be the case for Drupal modules: source-code metrics appear to be less related to project popularity than project-related metrics (including the number of maintainers and their experience). Emanuel et al. [17] found that projects with high download counts on the SourceFourge open-source project hosting platform were more likely to have a "stable / production" development status. In the metrics identified by this study, only the absence of a "recommended release" was a useful metric for identifying unpopular Drupal modules. This suggests that while modules without a "recommended release" are likely to be unpopular, a module with a "recommended release" may be popular or unpopular.
The fact that maintainer experience was identified as an important metric in this study is consistent with the results reported by Cai and Zhu [18] , who found that open-source projects with higher aggregate developer reputation on the Ohloh social network were more likely to be popular.
Implications
As the Drupal Association has recently removed the restriction of only allowing peer-reviewed developers to fully publish modules, there is a potential risk that many more low-quality modules could appear on Drupal.org. For this reason, the Drupal Association is looking for ways to present a clearer distinction between good and poor modules to Drupal website builders. The identified metrics are good candidates to be considered for presentation as measures of quality on module project pages. While many of these metrics are already presented in some form, they could potentially be grouped together and emphasized as project quality indicators. Additionally, the identified thresholds for the metrics could be used to create a scale for communicating module quality, such as a "red, amber, green" colour scale for metric values associated with unpopular, moderately popular, and popular modules (respectively). An example of how this could be applied to create a module evaluation tool is demonstrated in Figure 4 . A tool such as this would help developers make informed decisions about whether to use a module, even when they have no prior knowledge of reasonable values for project metrics. Such an evaluation tool could also be useful for other open-source communities, as long as the included metrics were verified as being important indicators of project quality for the given context. As automated code-quality checks are being considered by the Drupal Association and other open-source communities, it is worth noting that source-code quality metrics were not good distinguishers of module popularity; popular and unpopular modules could have a range of values for these metrics. The commonly held idea that popular open-source software projects with more experienced developers and more community attention have higher source-code quality appears to be incorrect. This does not necessarily mean that it is not worth running automated checks to remind developers to conform to coding standards and write maintainable code, but perhaps there is an argument to be made that a project with low source-code quality is still a worthy contribution to the open-source community, and may be useful for many thousands of users. At the very least, project-related metrics appear to be better indicators of project success than traditional software quality metrics.
Limitations
It is worth noting that the discovered metric/popularity relationships are not necessarily causal. For example, in the case of the majority of metrics associated with reliability: it is not known whether a module that becomes popular will become more reliable as its community grows, or if a module achieves popularity because of its reliability.
Furthermore, while the potential confounding factor of module purpose has been ruled out by applying the models to a group of modules with a similar purpose, it is possible that other confounding factors may affect module popularity. For example, this study did not take into account internal factors that were impractical to collect on a large scale, such as whether a module has any functional issues preventing its use, the extent and quality of documentation, and how easy the module is to install and configure. Also, external factors were not considered, such as the amount of promotion a module had received.
Additionally, while a popular module can safely be assumed to be of high quality in that it is useful for many Drupal websites, it is not necessarily the case that popular modules are exemplars of high software quality. In fact, the absence of a strong link between traditional software quality metrics and module popularity suggests that this may not be the case. Therefore, while the metrics identified by this study can be taken as indicators of modules that are useful to the community, they do not necessarily indicate that a module is well engineered.
Conclusions and Future Work
In summary, the data-mining process has identified a collection of metrics that can be used to distinguish between popular and unpopular Drupal modules. Some of these metrics are novel in that they are not currently presented on project webpages, and threshold values have been discovered for other metrics. An approach has also been proposed to allow Drupal developers to make informed choices based on the identified metrics and threshold values. Furthermore, this study has highlighted a strong relationship between module popularity and project-related metrics associated with software reliability, while revealing the absence of a strong relationship between module popularity and traditional software-quality metrics.
This study has also highlighted a number of areas for further research into the quality of open-source software.
Firstly, the presented module evaluation tool could be refined further and tested with Drupal website developers to evaluate whether they find it useful for deciding whether to use a module. An experimental trial could be set up to enable comparisons to be made. A comparison can be made between the decisions of more experienced developers with those made by both less experienced developers who did not use the tool as well as less experienced developers who did use the tool. Such an analysis would enable the utility of the tool to be ascertained. If the tool is found to be useful, similar tools could also be trialed in other open-source communities.
As the quantity and experience of module maintainers was shown to have a strong relationship with module popularity, further research could be performed to understand the relationship between module popularity and more detailed metrics about maintainers. A good example of this approach is presented by [18] , where metrics such as maintainer reputation and the deviation of experience among maintainers were examined.
To understand how features in the dataset (including popularity) are associated with the software-engineering quality of modules, expert analysis of modules would need to be performed to qualitatively evaluate modules for software-engineering quality. Alternatively, it may be possible to determine quantitative measures for software-engineering quality through interviews with expert Drupal module developers. With measurements of Drupal software-engineering quality, a similar study to this could be performed to identify metrics associated with well or poorly engineered modules.
The dataset of Drupal 7 modules produced for this study could also be of use for further analysis by members of the Drupal community, such as in identifying typical values for software metrics to be included in any automated code-analysis implemented on Drupal.org.
Additionally, the approach taken in this study could be re-applied to study other open-source software projects, including Drupal Themes (which alter the appearance of Drupal websites) and modules for Drupal 8 (when the ecosystem has become more mature and made more data available).
To understand the nature of the relationships between software metrics and popularity in open-source projects (such as Drupal modules), the progression of metric values over time would need to be studied for a collection of projects. In particular, the project histories would need to be studied from an early point in their life-cycle, which could reveal whether projects become popular because of certain metric values, or if the metric values are a consequence of a project achieving popularity.
This study has shown that mining data about open-source software projects is a fruitful activity with the potential to aid the selection process for developers wishing to use them. The area also presents a number of opportunities for further research.
Appendix A. Dataset Features The ratio of phpcs notices starting with "PART" to the total lines of source-code. The .info file included in the source-code of the module phpcs report List of "code smell" notices reported by the PHP Codesniffer tool when evaluated against the Drupal, DrupalPractice, and DrupalSecure coding standards.
