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DYNAMICAL CUBES AND A CRITERIA FOR SYSTEMS HAVING
PRODUCT EXTENSIONS
SEBASTIA´N DONOSO AND WENBO SUN
Abstract. For minimal Z2-topological dynamical systems, we introduce a cube structure
and a variation of the regionally proximal relation for Z2 actions, which allow us to char-
acterize product systems and their factors. We also introduce the concept of topological
magic systems, which is the topological counterpart of measure theoretic magic systems
introduced by Host in his study of multiple averages for commuting transformations.
Roughly speaking, magic systems have a less intricate dynamic and we show that every
minimal Z2 dynamical system has a magic extension. We give various applications of
these structures, including the construction of some special factors in topological dynam-
ics of Z2 actions, and a computation of the automorphism group of the minimal Robinson
tiling.
1. Introduction
We start by reviewing the motivation for characterizing cube structures for systems
with a single transformation, which was first developed for ergodic measure preserving
systems. To show the convergence of some multiple ergodic averages, Host and Kra [12]
introduced for each d ∈ N a factor Zd which characterizes the behaviour of those aver-
ages. They proved that this factor can be endowed with a structure of a nilmanifold: it is
measurably isomorphic to an inverse limit of ergodic rotations on nilmanifolds. To build
such a structure, they introduced cube structures over the set of measurable functions of
X to itself and they studied their properties. Later, Host, Kra and Maass [13] introduced
these cube structures into topological dynamics. For (X,T ) a minimal dynamical sys-
tem and for d ∈ N, they introduced the space of cubes Q[d+1] which characterizes being
topologically isomorphic to an inverse limit of minimal rotations on nilmanifolds. They
also defined the d-step regionally proximal relation, denoted by RP[d] which allows one
to build the maximal nilfactor. They showed that RP[d] is an equivalence relation in the
distal setting. Recently, Shao and Ye [21] proved that RP[d] is an equivalence relation in
any minimal system and the quotient by this relation is the maximal nilfactor of order d.
This theory is important in studying the structure of Z-topological dynamical systems and
recent applications of it can be found in [6], [14], [15].
Back to ergodic theory, a natural generalization of the averages considered by Host and
Kra [12] are averages arise from a measurable preserving system of commuting transfor-
mations (X,B, µ,T1, . . . ,Td). The convergence of these averages was first proved by Tao
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[22] with further insight given by Towsner [23], Austin [3] and Host [11]. We focus our
attention on Host’s proof. In order to prove the convergence of the averages, Host built
an extension of X (magic in his terminology) with suitable properties. In this extension
he found a characteristic factor that looks like the Cartesian product of single transforma-
tions. Again, to build these objects, cubes structures are introduced, analogous to the ones
in [12].
1.1. Criteria for systems having a product extension. A system with commuting trans-
formations (X, S ,T ) is a compact metric space X endowed with two commuting homeo-
morphisms S and T . A product system is a system of commuting transformations of the
form (Y ×W, σ× id, id× τ), where σ and τ are homeomorphisms of Y and W respectively
(we also say that (Y ×W, σ × id, id × τ) is the product of (Y, σ) and (W, τ)). These are the
simplest systems of commuting transformations one can imagine.
We are interested in understanding how “far” a system with commuting transformations
is from being a product system, and more generally, from being a factor of a product
system. To address this question we need to develop a new theory of cube structures for
this kind of actions which is motivated by Host’s work in ergodic theory and that results
in a fundamental tool.
Let (X, S ,T ) be a system with commuting transformations S and T . The space of cubes
QS ,T (X) of (X, S ,T ) is the closure in X4 of the points (x, S nx,T mx, S nT mx), where x ∈ X
and n,m ∈ Z.
Our main result is that this structure allows us to characterize systems with a product
extension:
Theorem 1.1. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . The following are equivalent:
(1) (X, S ,T ) is a factor of a product system;
(2) If x and y ∈ QS ,T (X) have three coordinates in common, then x = y;
(3) If (x, y, a, a) ∈ QS ,T (X) for some a ∈ X, then x = y;
(4) If (x, b, y, b) ∈ QS ,T (X) for some b ∈ X, then x = y;
(5) If (x, y, a, a) ∈ QS ,T (X) and (x, b, y, b) ∈ QS ,T (X) for some a, b ∈ X, then x = y.
The cube structure QS ,T (X) also provides us a framework for studying the structure of
a system with commuting transformations. We introduce the (S ,T )-regionally proximal
relation RS ,T (X) of (X, S ,T ), defined as
RS ,T (X) B {(x, y) : (x, y, a, a), (x, b, y, b) ∈ QS ,T (X) for some a, b ∈ X}.
We remark that in the case S = T , this definition coincides with Q[2] and RP[1] defined
in [13]. When S , T , the relation RS ,T (X) is included in the regionally proximal relation
for Z2 actions [1] but can be different. So RS ,T (X) is a variation of RP[1] for Z2 actions.
In a distal system with commuting transformations, it turns out that we can further
describe properties of RS ,T (X). We prove that RS ,T (X) is an equivalence relation and the
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quotient of X by this relation defines the maximal factor with a product extension (see
Section 5 for definitions).
We also study the topological counterpart of the “magic extension” in Host’s work [11].
We define the magic extension in the topological setting and show that in this setting, ev-
ery minimal system with commuting transformations admits a minimal magic extension
(Proposition 3.10). Combining this with the properties of the cube QS ,T (X) and the rela-
tion RS ,T (X), we are able to prove Theorem 1.1.
We provide several applications, both in a theoretical framework and to real systems.
Using the cube structure, we study some representative tiling systems. For example,
we show that the RS ,T relation on the two dimensional Morse tiling system is trivial.
Therefore, it follows from Theorem 1.1 that it has a product extension. Another example
we study is the minimal Robinson tiling system. Since automorphisms preserve the RS ,T
relation, we can study the automorphism group of a tiling system by computing itsRS ,T (X)
relation. We show that the automorphism group of the minimal Robinson tiling system
consists of only the Z2-shifts.
Another application of the cube structure is to study the properties of a system having
a product system as an extension, which include (see Section 6 for definitions):
(1) Enveloping semigroup: we show that (X, S ,T ) has a product extension if and only
if the enveloping semigroup of X is automorphic.
(2) Disjoint orthogonal complement: we show that if (X, S ,T ) is an S -T almost pe-
riodic system with a product extension, then (X, S ,T ) is disjoint from (Y, S ,T ) if
and only if both (Y, S ) and (Y,T ) are weakly mixing system.
(3) Set of return times: we show that in the distal setting, (x, y) ∈ RS ,T (X) if and only
if the set of return time of x to any neighborhood of y is an B∗S ,T set.
(4) Topological complexity: we define the topological complexity of a system and
show that in the distal setting, (X, S ,T ) has a product extension if and only if it
has bounded topological complexity.
1.2. Organization of the paper. In Section 3, we formally define the cube structure,
the (S ,T )-regionally proximal relation and the magic extension in the setting of systems
with commuting transformations. We prove that every minimal system with commuting
transformations has a minimal magic extension, and then we use this to give a criteria for
systems having a product extension (Theorem 1.1).
In Section 4, we compute theRS ,T (X) relation for some tiling systems and provide some
applications.
In Section 5, we study further properties of the RS ,T (X) relation in the distal case. In
Section 6, we study various properties of systems with product extensions, which in-
cludes the study of its enveloping semigroup, disjoint orthogonal complement, set of re-
turn times, and topological complexity.
2. Notation
A topological dynamical system is a pair (X,G0), where X is a compact metric space
and G0 is a group of homeomorphisms of the space X into itself. We also refer to X
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as a G0-dynamical system. We always use d(·, ·) to denote the metric in X and we let
∆X B {(x, x) : x ∈ X} denote the diagonal of X × X.
If T : X → X is a homeomorphism of the space X, we use (X,T ) to denote the topolog-
ical dynamical system (X, {T n : n ∈ Z}).
If S : X → X and T : X → X are two commuting homeomorphisms of X, we write
(X, S ,T ) to denote the topological dynamical system (X, {S nT m : n,m ∈ Z}). The transfor-
mations S and T span a Z2-action, but we stress that we consider this action with a given
pair of generators. Throughout this paper, we always use G  Z2 to denote the group
generated by S and T .
A factor map between the dynamical systems (Y,G0) and (X,G0) is an onto, continuous
map pi : Y → X such that pi◦g = g◦pi for every g ∈ G0. We say that (Y,G0) is an extension
of (X,G0) or that (X,G0) is a factor of (Y,G0). When pi is bijective, we say that pi is an
isomorphism and that (Y,G0) and (X,G0) are isomorphic. By a factor map between two
systems (Y, S ,T ) and (X, S ′,T ′) of commuting transformations, we mean that pi◦S = S ′◦pi
and pi ◦ T = T ′ ◦ pi.
We say that (X,G0) is transitive if there exists a point in X whose orbit is dense. Equiv-
alently, (X,G0) is transitive if for any two non-empty open sets U,V ⊆ X there exists
g ∈ G0 such that U ∩ g−1V , ∅.
A system (X,G0) is weakly mixing if the Cartesian product X × X is transitive under
the action of the diagonal of G0. Equivalently, (X,G0) is weakly mixing if for any four
non-empty open sets A, B,C,D ⊆ X there exists g ∈ G0 such that A ∩ g−1B , ∅ and
C ∩ g−1D , ∅.
Let (X,G0) be a topological dynamical system. Denote the orbit closure of a point x ∈ X
by OG0(x) B {gx : g ∈ G0}. If G0 is generated by one element R, we write OR(x) B OG0(x)
for convenience. We say that (X,G0) is minimal if the orbit of any point is dense in X.
A system (X,G0) is pointwise almost periodic if for any x ∈ X, the dynamical system
(OG0(x),G0) is minimal.
3. Cube structures and general properties
3.1. Cube structures and the (S ,T )-regionally proximal relation.
Definition 3.1. For a system (X, S ,T ) with commuting transformations S and T , let FS ,T
denote the subgroup of G4 generated by id × S × id × S and id × id × T × T (recall that
G is the group spanned by S and T ). Write G∆ B {g × g × g × g ∈ G4 : g ∈ G}. Let GS ,T
denote the subgroup of G4 generated by FS ,T and G∆.
The main structure studied in this paper is a notion of cubes for a system with commut-
ing transformations:
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Definition 3.2. Let (X, S ,T ) be a system with commuting transformations S and T . We
define
QS ,T (X) = {(x, S nx,T mx, S nT mx) : x ∈ X, n,m ∈ Z};
QS (X) = pi0 × pi1(QS ,T (X)) = {(x, S nx) ∈ X : x ∈ X, n ∈ Z};
QT (X) = pi0 × pi2(QS ,T (X)) = {(x,T nx) ∈ X : x ∈ X, n ∈ Z};
Kx0S ,T = {(S nx0,T mx0, S nT mx0) ∈ X3 : n,m ∈ Z} for all x0 ∈ X,
where pii : X4 → X is the projection to the i-th coordinate in X4 for i = 0, 1, 2, 3.
We start with some basic properties of QS ,T (X). The following proposition follows
immediately from the definitions:
Proposition 3.3. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . Then,
(1) (x, x, x, x) ∈ QS ,T (X) for every x ∈ X;
(2) QS ,T (X) is invariant under GS ,T ;
(3) If (x0, x1, x2, x3) ∈ QS ,T (X), then (x2, x3, x0, x1), (x1, x0, x3, x2) ∈ QS ,T (X) and
(x0, x2, x1, x3) ∈ QT,S (X);
(4) If (x0, x1, x2, x3) ∈ QS ,T (X), then (x0, x1), (x2, x3) ∈ QS (X) and (x0, x2), (x1, x3) ∈
QT (X);
(5) If (x0, x1) ∈ QS (X), then (x0, x1, x0, x1) ∈ QS ,T (X); If (x0, x1) ∈ QT (X), then
(x0, x0, x1, x1) ∈ QS ,T (X);
(6) (x, y) ∈ QR(X)⇔ (y, x) ∈ QR(X) for all x, y ∈ X, where R is either S or is T .
It is easy to see that (QS ,T (X),GS ,T ) is a topological dynamical system. Moreover, we
have:
Proposition 3.4. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . Then (QS ,T (X),GS ,T ) is a minimal system. Particularly, taking R to be either S or
T , QR(X) is minimal under the action generated by id × R and g × g for g ∈ G.
Proof. We use results on the enveloping semigroups, and defer the definitions and basic
properties to Appendix A.
The proof is similar to the one given in page 46 of [9] for some similar diagonal actions.
Let E(QS ,T (X),GS ,T ) be the enveloping semigroup of (QS ,T (X),GS ,T ). For i = 0, 1, 2, 3, let
pii : QS ,T (X)→ X be the projection onto the i-th coordinate and let pi∗i : E(QS ,T (X),GS ,T )→
E(X,G) be the induced factor map.
Let u ∈ E(QS ,T (X),G∆) denote a minimal idempotent. We show that u is also a
minimal idempotent in E(QS ,T (X),GS ,T ). By Theorem A.1, it suffices to show that if
v ∈ E(QS ,T (X),GS ,T ) with vu = v, then uv = u. Projecting onto the corresponding co-
ordinates, we deduce that pi∗i (vu) = pi
∗
i (v)pi
∗
i (u) = pi
∗
i (v) for i = 0, 1, 2, 3. It is clear that
the projection of a minimal idempotent to E(QS ,T (X),G∆) is a minimal idempotent in
E(X,G). Since pi∗i (v)pi
∗
i (u) = pi
∗
i (v), by Theorem A.1 we deduce that pi
∗
i (u)pi
∗
i (v) = pi
∗
i (u)
for i = 0, 1, 2, 3. Since the projections onto the coordinates determine an element of
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E(QS ,T (X),GS ,T ), we have that uv = u. Thus we conclude that u is a minimal idempotent
in E(QS ,T (X),GS ,T ).
For any x ∈ X, (x, x, x, x) is a minimal point under G∆. So there exists a minimal
idempotent u ∈ E(QS ,T (X),G∆) such that u(x, x, x, x) = (x, x, x, x). Since u is also a
minimal idempotent in E(QS ,T (X),GS ,T ), the point (x, x, x, x) is minimal underGS ,T . Since
the orbit closure of (x, x, x, x) under GS ,T is QS ,T (X), we have that (QS ,T (X),GS ,T ) is a
minimal system.
The fact that QR(X) is minimal follows immediately by taking projections. 
We remark that Kx0S ,T is invariant under Ŝ B S × id × S and T̂ B id × T × T . We let
F x0S ,T denote the action spanned by Ŝ and T̂ . We note that (Kx0S ,T ,F x0S ,T ) is not necessarily
minimal, even if X is minimal (the minimality of Kx0S ,T implies the minimality of OS (x0)
under S and the minimality of OT (x0) under T , which does not always hold). See the
examples in Section 4.
The following lemma follows from the definitions:
Lemma 3.5. Let pi : Y → X be a factor map between two minimal systems (Y, S ,T ) and
(X, S ,T ) with commuting transformations S and T . Then pi×pi×pi×pi(QS ,T (Y)) = QS ,T (X).
Therefore, pi × pi(QS (Y)) = QS (X) and pi × pi(QT (Y)) = QT (X).
Associated to the cube structure, we define a relation in X as was done in [13] with
cubes associated to a Z-system. This is the main relation we study in this paper:
Definition 3.6. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . We define
RS (X) = {(x, y) ∈ X × X : (x, y, a, a) ∈ QS ,T (X) for some a ∈ X};
RT (X) = {(x, y) ∈ X × X : (x, b, y, b) ∈ QS ,T (X) for some b ∈ X};
RS ,T (X) = RS (X) ∩ RT (X).
It then follows from (3) of Proposition 3.3 that RS (X),RT (X),RS ,T (X) are symmetric
relations, i.e. (x, y) ∈ A if and only if (y, x) ∈ A for all x, y ∈ X, where A is RS (X),RT (X)
or RS ,T (X). It is worth noting that in the case S = T , RS ,T (X) is the regionally proximal
relation RP[1] defined in [13].
Using these definitions, our main Theorem 1.1 can be rephrased as (we postpone the
proof to Section 3.4):
Theorem. Let (X, S ,T ) be a minimal system with commuting transformations S and T .
The following are equivalent:
(1) (X, S ,T ) is a factor of a product system;
(2) If x and y ∈ QS ,T (X) have three coordinates in common, then x = y;
(3) RS (X) = ∆X;
(4) RT (X) = ∆X;
(5) RS ,T (X) = ∆X.
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Remark 3.7. In the case where (X, S ,T ) = (Y × W, σ × id, id × τ) is exactly a product
system, we have that
QS ,T (X) = {(y1,w1), (y2,w1), (y1,w2), (y2,w2) : y1, y2 ∈ Y, w1,w2 ∈ W} .
In this case, RS ,T (X) = ∆X holds for trivial reasons. Suppose that ((y1,w1), (y2,w2)) ∈
RS ,T (X) for some (y1,w1), (y2,w2) ∈ X. Since ((y1,w1), (y2,w2)) ∈ RS (X), there exists
a ∈ X such that ((y1,w1), (y2,w2), a, a) ∈ QS (X). Therefore w2 = w1 and (y1,w2) = a =
(y2,w2), which implies that y1 = y2. Thus RS ,T (X) = ∆X.
3.2. Magic systems. We construct an extension of a system with commuting transforma-
tions which behaves like a product system for use in the sequel. Following the terminol-
ogy introduced in [11] in the ergodic setting, we introduce the notion of a magic system
in the topological setting:
Definition 3.8. A minimal system (X, S ,T ) with commuting transformations S and T is
called a magic system if RS (X) ∩ RT (X) = QS (X) ∩QT (X).
We remark that the inclusion in one direction always holds:
Lemma 3.9. Let (X, S ,T ) be a system with commuting transformations S and T . Then
RS (X) ∩ RT (X) ⊆ QS (X) ∩QT (X).
Proof. Suppose (x, y) ∈ RS (X)∩RT (X). Then in particular (x, y) ∈ RS (X). So there exists
a ∈ X such that (x, y, a, a) ∈ QS ,T (X). Taking the projections onto the first two coordinates,
we have that (x, y) ∈ QS (X). Similarly, (x, y) ∈ QT (X), and so RS (X) ∩ RT (X) ⊆ QS (X) ∩
QT (X). 
In general, not every system with commuting transformations is magic. In fact, RS (X)∩
RT (X) and QS (X) ∩ QT (X) may be very different. For example, let (T = R/Z,T ) be a
rotation on the circle given by T x = x + α mod 1 for all x ∈ T, where α is an irrational
number. Then QT (T) ∩ QT (T) = T × T. But RT (T) ∩ RT (T) = {(x, x) ∈ T2 : x ∈ T}
(here we take S = T ). However, we can always regard a minimal system with commuting
transformations as a factor of a magic system:
Proposition 3.10 (Magic extension). Let (X, S ,T ) be a minimal system with commuting
transformations S and T . Then (X, S ,T ) admits a minimal magic extension, meaning it
has an extension which is a minimal magic system.
Proof. By Section 4 of [10], we can find a point x0 ∈ X such that QS [x0] B {x ∈
X : (x0, x) ∈ QS (X)} and QT [x0] B {x ∈ X : (x0, x) ∈ QT (X)} coincide with OS (x0) and
OT (x0) respectively (moreover, the set of such points is a Gδ set).
Let Y be a minimal subsystem of the system (Kx0S ,T , Ŝ , T̂ ), where Ŝ = S × id × S ,
T̂ = id × T × T . Since the projection onto the last coordinate defines a factor map from
(Y, Ŝ , T̂ ) to (X, S ,T ), there exists a minimal point of Y of the form ~z = (z1, z2, x0). Hence,
Y is the orbit closure of (z1, z2, x0) under Ŝ and T̂ . We claim that (Y, Ŝ , T̂ ) is a magic
extension of (X, S ,T ).
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It suffices to show that for any ~x = (x1, x2, x3), ~y = (y1, y2, y3) ∈ Y , (~x, ~y) ∈ QŜ (Y) ∩
QT̂ (Y) implies that (~x, ~y) ∈ RŜ (Y)∩RT̂ (Y). Since (~x, ~y) ∈ QŜ (Y) and the second coordinate
of Y is invariant under Ŝ , we get that x2 = y2. Similarly, (~x, ~y) ∈ QT̂ (Y) implies that
x1 = y1.
We recall that d(·, ·) is a metric in X defining its topology. Let  > 0. Since (~x, ~y) ∈
QŜ (Y), there exists ~x′ = (x′1, x
′
2, x
′
3) ∈ Y and n0 ∈ Z such that d(xi, x′i) <  for i = 1, 2, 3
and that d(S n0 x′1, x1) < , d(S
n0 x′3, y3) < . Let 0 < δ <  be such that if x, y ∈ X and
d(x, y) < δ, then d(S n0 x, S n0y) < .
Since ~x′ ∈ Y , there exist n,m ∈ Z such that d(x′1, S nz1), d(x′2,T mz2), d(x′3, S nT mx0) < δ.
Then d(S n0 x′1, S
n0+nz1), d(S n0 x′3, S
n0+nT mx0) < .
Let 0 < δ′ < δ be such that if x, y ∈ X and d(x, y) < δ′, then d(S nx, S ny) < δ. Since
~z ∈ Kx0S ,T , we have that (z1, x0) ∈ QT [x0]. By assumption, there exists m0 ∈ Z such that
d(T m0 x0, z1) < δ′. Then d(S nT m0 x0, S nz1) < δ and d(S n+n0T m0 x0, S n+n0z1) < .
Denote ~z′ = (S nz1,T mz2, S nT mx0) ∈ Y . Then the distance between
(~z′, Ŝ n0~z′, T̂ m0−m~z′, Ŝ n0T̂ m0−m~z′)
and the corresponding coordinates of w = (~x, ~y, ~u, ~u) is smaller than C for some uniform
constant C > 0, where ~u = (x1, a, x1) for some a ∈ X (the existence of a follows by
passing to a subsequence). We conclude that (~x, ~y) ∈ RŜ (Y). Similarly (~x, ~y) ∈ RT̂ (Y). 
Moreover, if (X, S ,T ) is a system with commuting transformations S and T and (Y, Ŝ , T̂ )
is the magic extension described in Proposition 3.10, we have:
Corollary 3.11. If ((x1, x2, x3), (x1, x2, y3)) ∈ QŜ (Y), then ((x1, x2, x3), (x1, x2, y3)) ∈ RŜ (Y).
The following lemma is proved implicitly in Proposition 3.10. We state it here for use
in the sequel:
Lemma 3.12. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . Let (Y, Ŝ , T̂ ) be the magic extension given by Proposition 3.10 and let ~x = (x1, x2, x3),
~y = (y1, y2, y3) be points in Y. For R being either S or T , if (~x, ~y) ∈ RR̂(Y) then x1 = y1,
x2 = y2 and (x3, y3) ∈ RR(X).
3.3. Partially distal systems. We first recall the definition of proximal pairs and distal-
ity:
Definition 3.13. Let (X,G0) be a topological dynamical system, where G0 is an arbitrary
group action. We say that two points x, y ∈ X are proximal if there exists a sequence
(gi)i∈N in G0 such that limi→∞ d(gix, giy) = 0.
A topological dynamical system is distal if the proximal relation coincides with the
diagonal relation ∆X = {(x, x) ∈ X × X : x ∈ X}. Equivalently, (X,G0) is distal if x , y
implies that
inf
g∈G0
d(gx, gy) > 0.
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We introduce a definition of partial distality, which can be viewed as a generalization
of distality, and is the main ingredient in the proof of Theorem 1.1.
Let (X, S ,T ) be a minimal system with commuting transformations S and T . For R
being either S or T , let PR(X) be the set of proximal pairs under R.
Definition 3.14. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . We say that (X, S ,T ) is partially distal if QS (X) ∩ PT (X) = QT (X) ∩ PS (X) = ∆X.
We remark that when S = T , partial distality coincides with distality. If QS (X) is
an equivalence relation on X, then the system (X, S ,T ) being partially distal implies that
the quotient map X → X/QS (X) is a distal extension between the systems (X,T ) and
(X/QS (X),T ).
The following lemma allows us to lift a minimal idempotent in E(X,G) to a minimal
idempotent in E(X4,FS ,T ). Recall that taking R to be either S or T , if u ∈ E(X,R) is an
idempotent, then (x, ux) ∈ PR(X) for all x ∈ X (Theorem A.2).
Lemma 3.15. Let (X, S ,T ) be a minimal system with commuting transformations S and
T , and let u ∈ E(X,G) be a minimal idempotent. Then there exists a minimal idempotent
û ∈ E(X4,FS ,T ) of the form û = (e, uS , uT , u), where uS ∈ E(X, S ) and uT ∈ E(X,T ) are
minimal idempotents. Moreover, if (X, S ,T ) is partially distal, we have that uS u = uT u =
u.
Proof. For i = 0, 1, 2, 3, let pii be the projection from X4 onto the i-th coordinate and let
pi∗i be the induced factor map in the enveloping semigroups. Hence pi
∗
2 : E(X
4,FS ,T ) →
E(X, S ), pi∗3 : E(X
4,FS ,T ) → E(X,T ), and pi∗4 : E(X4,FS ,T ) → E(X,G) are factor maps. By
Proposition A.3, we can find a minimal idempotent û ∈ E(X4,FS ,T ) such that pi∗4(̂u) = u.
Since the projection of a minimal idempotent is a minimal idempotent, û can be written in
the form û = (e, uS , uT , u),where uS ∈ E(X, S ) and uT ∈ E(X,T ) are minimal idempotents.
Now suppose that (X, S ,T ) is partially distal. Let u ∈ E(X,G) and û = (e, uS , uT , u) ∈
(X4,FS ,T ) be minimal idempotents in the corresponding enveloping semigroups. Note
that (ux, uS ux, uT ux, uux) = (ux, uS ux, uT ux, ux) ∈ QS ,T (X) for all x ∈ X. So we have that
(ux, uS ux) ∈ PS (X) ∩ QT (X) and (ux, uT ux) ∈ PT (X) ∩ QS (X). Thus uS ux = uT ux = ux
for all x ∈ X since X is partially distal. This finishes the proof. 
Corollary 3.16. Let (X, S ,T ) be a partially distal system with commuting transformations
S and T . Then for every x ∈ X, the system (KxS ,T , Ŝ = S × id × S , T̂ = id × T × T ) with
commuting transformations Ŝ and T̂ is a minimal system. Moreover, (KxS ,T , Ŝ , T̂ ) is a
magic extension of (X, S ,T ).
Proof. Since (X, S ,T ) is a minimal system, there exists a minimal idempotent u ∈ E(X,G)
such that ux = x. By Lemma 3.15, there exists a minimal idempotent û ∈ E(X4,FS ,T ) such
that û(x, x, x) = (x, x, x), which implies that (x, x, x) is a minimal point of KxS ,T . The proof
that (KxS ,T , Ŝ , T̂ ) is a magic extension is similar to Proposition 3.10.

Corollary 3.17. Let (X, S ,T ) be a partially distal system. Then (X, S ) and (X,T ) are
pointwise almost periodic.
10 SEBASTIA´N DONOSO AND WENBO SUN
Proof. By Lemma 3.15, for any x ∈ X, we can find minimal idempotents uS ∈ E(X, S )
and uT ∈ E(X,T ) such that uS x = uT x = x. This is equivalent to being pointwise almost
periodic. 
3.4. Proof of Theorem 1.1. Before completing the proof of Theorem 1.1, we start with
some lemmas:
Lemma 3.18. For any minimal system (X, S ,T ) with commuting transformations S and
T , QS (X) ∩ PT (X) ⊆ RS (X).
Proof. Suppose (x, y) ∈ QS (X) ∩ PT (X). Since (x, y) ∈ PT (X), passing to a subsequence
if necessary, there exists a sequence (mi)i∈N in Z such that d(T mi x,T miy) → 0. We can
assume that T mi x and T miy converge to a ∈ X. Since (x, y) ∈ QS (X), we have that
(x, y, x, y) ∈ QS ,T (X) and therefore (x, y,T mi x,T miy) → (x, y, a, a) ∈ QS ,T (X). We con-
clude that (x, y) ∈ RS (X). 
Lemma 3.19. Let (X, S ,T ) be a minimal system with commuting transformations S and
T such that RS (X) = ∆X. Then for every x ∈ X, (KxS ,T , Ŝ , T̂ ) is a minimal system. Particu-
larly, for every x ∈ X we have that (OS (x), S ) and (OT (x),T ) are minimal systems.
Proof. Since RS (X) = ∆X, by Lemma 3.18, we deduce that QS (X) ∩ PT (X) = ∆X. For
any x ∈ X, let u ∈ E(X,G) be a minimal idempotent with ux = x and let (e, uS , uT , u) ∈
E(X4,FS ,T ) be a lift given by Lemma 3.15. Then (x, uS x, uT x, ux) = (x, uS x, uT x, x) ∈
QS ,T (X). Projecting to the last two coordinates, we get that (uT x, x) ∈ QS (X). On the
other hand, (uT x, x) ∈ PT (X) as uT ∈ E(X,T ). Since QS (X) ∩ PT (X) = ∆X, we deduce
that x = uT x and thus (x, uS x, uT x, ux) = (x, uS x, x, x). Since RS (X) = ∆X, we have that
(uS x, uT x, ux) = (x, x, x) and this point is minimal.
The second statement follows by projecting KxS ,T onto the two first coordinates. 
Lemma 3.20. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . If QS (X) ∩QT (X) = ∆X, then RS (X) = ∆X.
Proof. We remark that if (x, a, b, x) ∈ QS ,T (X), then (x, a) and (x, b) belong to QS (X) ∩
QT (X). Consequently, if (x, a, b, x) ∈ QS ,T (X), then a = b = x. Now let (x, y) ∈ RS (X) and
let a ∈ X such that (x, y, a, a) ∈ QS ,T (X). By minimality we can take two sequences (ni)i∈N
and (mi)i∈N in Z such that S niT mia → x. We can assume that S niy → y′ and T mia → a′,
and thus (x, S niy,T mia, S niT mia) → (x, y′, a′, x) ∈ QS ,T (X). We deduce that y′ = a′ = x
and particularly T mia→ x. Hence (x, y,T mia,T mia)→ (x, y, x, x) ∈ QS ,T (X) and therefore
x = y. 
We are now ready to prove Theorem 1.1:
Proof of Theorem 1.1.
(1) ⇒ (2). Let pi : Y × W → X be a factor map between the minimal systems
(Y × W, σ × id, id × τ) and (X, S ,T ). Let (x0, x1, x2, x3) and (x0, x1, x2, x′3) ∈ QS ,T (X).
It suffices to show that x3 = x′3. Since pi
4(Qσ×id,id×τ(Y × W)) = QS ,T (X), there exist
((y0,w0), (y1,w0), (y0,w1), (y1,w1)) and ((y′0,w
′
0), (y
′
1,w
′
0), (y
′
0,w
′
1), (y
′
1,w
′
1)) in Qσ×id,id×τ(Y×
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W) such that pi(y0,w0) = x0 = pi(y′0,w
′
0), pi(y1,w0) = x1 = pi(y
′
1,w
′
0), pi(y0,w1) = x2 =
pi(y′0,w
′
1), pi(y1,w1) = x3 and pi(y
′
1,w
′
1) = x
′
3.
Let (ni)i∈N and (mi)i∈N be sequences in Z such that σniy0 → y1 and τmiw0 → w1. We can
assume that σniy′0 → y′′1 and τmiw′0 → w′′1 so that ((y′0,w′0), (y′′1 ,w′0), (y′0,w′′1 ), (y′′1 ,w′′1 )) ∈
Qσ×id,id×τ(Y ×W). Since pi(y0,w0) = pi(y′0,w′0), we have that
pi4((y′0,w
′
0), (y
′′
1 ,w
′
0), (y
′
0,w
′′
1 ), (y
′′
1 ,w
′′
1 )) = (x0, x1, x2, x3).
Particularly, pi(y′1,w
′
0) = pi(y
′′
1 ,w
′
0) and pi(y
′
0,w
′
1) = pi(y
′
0,w
′′
1 ). By minimality of (Y, σ)
and (W, τ), we deduce that pi(y′1,w) = pi(y
′′
1 ,w) and pi(y,w
′
1) = pi(y,w
′′
1 ) for every y ∈ Y and
for every w ∈ W. Hence x3 = pi(y′′1 ,w′′1 ) = pi(y′′1 ,w′1) = pi(y′1,w′1) = x′3.
(2) ⇒ (3). Let (x, y) ∈ RS (X) and let a ∈ X such that (x, y, a, a) ∈ QS ,T (X). We remark
that this implies that (x, a) ∈ QT (X) and then (x, x, a, a) ∈ QS ,T (X). Since (x, x, a, a) and
(x, y, a, a) belong to QS ,T (X), we have that x = y.
(3) ⇒ (1). By Lemma 3.19, for every x0 ∈ X, we can build a minimal magic system
(Kx0S ,T , Ŝ , T̂ ) which is an extension of (X, S ,T ) whose factor map is the projection onto
the last coordinate. We remark that if ~x = (x1, x2, x3) and ~y = (y1, y2, y3) are such that
(~x, ~y) ∈ RŜ (Kx0S ,T ), then by Lemma 3.12, x1 = y1, x2 = y2 and (x3, y3) ∈ RS (X). Hence, if
RS (X) coincides with the diagonal, so does RŜ (Kx0S ,T ).
Let φ : Kx0S ,T → OS (x0) × OT (x0) be the projection onto the first two coordinates. Then
φ is a factor map between the minimal systems (Kx0S ,T , Ŝ , T̂ ) and (OS (x0) × OT (x0), S ×
id, id×T ) with commuting transformations. We remark that the latter is a product system.
We claim that the triviality of the relation RS (X) implies that φ is actually an isomor-
phism. It suffices to show that (a, b, c), (a, b, d) ∈ Kx0S ,T implies that c = d. By mini-
mality, we can find a sequence (ni)i∈N in Z such that S nia → x0. Since RS (X) = ∆X,
we have that lim S nic = b = lim S nid. So lim Ŝ ni(a, b, c) = lim Ŝ ni(a, b, d) and hence
((a, b, c), (a, b, d)) ∈ PŜ (Kx0S ,T ). Since RŜ (Kx0S ,T ) is the diagonal, by Lemma 3.19 applied
to the system (Kx0S ,T , Ŝ , T̂ ) we have that every point in K
x0
S ,T has a minimal Ŝ -orbit. This
implies that (a, b, c) and (a, b, d) are in the same Ŝ -minimal orbit closure and hence they
belong to QŜ (K
x0
S ,T ). By Proposition 3.10, since they have the same first two coordi-
nates, we deduce that ((a, b, c), (a, b, d)) ∈ RŜ (Kx0S ,T ), which is trivial. We conclude that
(Kx0S ,T , Ŝ , T̂ ) is a product system and thus (X, S ,T ) has a product extension.
(2) ⇒ (4) is similar to (2) ⇒ (3); (4) ⇒ (1) is similar to (3) ⇒ (1); (3) ⇒ (5) is
obvious.
(5) ⇒ (1). By Proposition 3.10, we have a magic extension (Y, Ŝ , T̂ ) of (X, S ,T ) with
Y ⊆ Kx0S ,T for some x0 ∈ X. The magic extension satisfies QŜ (Y)∩QT̂ (Y) = RŜ (Y)∩RT̂ (Y).
Since RS (X) ∩ RT (X) is the diagonal, by Lemma 3.12, we have that RŜ (Y) ∩ RT̂ (Y) =
QŜ (Y) ∩QT̂ (Y) is also the diagonal. By Lemma 3.20, we have that RŜ (Y) coincides with
the diagonal relation. Therefore, (Y, Ŝ , T̂ ) satisfies property (3) and we have proved above
that this implies that (Y, Ŝ , T̂ ) (and consequently (X, S ,T )) has a product extension. This
finishes the proof. 
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We remark that if (X, S ,T ) has a product extension, then Theorem 1.1 gives us an
explicit (or algorithmic) way to build such an extension. In fact, we have:
Proposition 3.21. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . The following are equivalent:
(1) (X, S ,T ) has a product extension;
(2) There exists x ∈ X such that the last coordinate of KxS ,T is a function of the first
two coordinates. In this case, (KxS ,T , Ŝ , T̂ ) is a product system;
(3) For any x ∈ X, the last coordinate of KxS ,T is a function of the first two coordinates.
In this case, (KxS ,T , Ŝ , T̂ ) is a product system.
Proof. (1) ⇒ (3). By Theorem 1.1, when (X, S ,T ) has a product extension, then the last
coordinate of QS ,T (X) is a function of the first three ones, which implies (3).
(3)⇒ (2). Is obvious.
(2) ⇒ (1). Let Y ⊆ KxS ,T be a minimal subsystem and let (x1, x2, x3) ∈ Y . We remark
that (Y, Ŝ , T̂ ) is an extension of (X, S ,T ) and that the last coordinate of Y is a function of
the first two coordinates. Hence, the factor map (x′1, x
′
2, x
′
3) → (x′1, x′2) is an isomorphism
between (Y, Ŝ , T̂ ) and (OS (x1) × OT (x2), S × id, id × T ), which is a product system.

We can also give a criterion to determine when a minimal system (X, S ,T ) with com-
muting transformations S and T is actually a product system:
Proposition 3.22. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . Then (X, S ,T ) is a product system if and only if QS (X) ∩QT (X) = ∆X.
Proof. Suppose that (X, S ,T ) = (Y × W, σ × id, id × τ) is a product system and (y1,w1),
(y2,w2) ∈ Qσ×id(Y ×W) ∩Qid×τ(Y ×W). Then ((y1,w1), (y2,w2)) ∈ Qid×τ(Y ×W) implies
that y1 = y2, and ((y1,w1), (y2,w2)) ∈ Qσ×id(Y × W) implies that w1 = w2. Therefore,
QS (Y ×W) ∩QT (Y ×W) = ∆Y×W .
Conversely, suppose that QS (X) ∩ QT (X) = ∆X. By Lemma 3.20, Theorem 1.1 and
Proposition 3.21, we have that for any x0 ∈ X, (Kx0S ,T , Ŝ , T̂ ) is a product extension of
(X, S ,T ). We claim that these systems are actually isomorphic. Recall that the factor
map pi : Kx0S ,T → X is the projection onto the last coordinate. It suffices to show that
(x1, x2) = (x′1, x
′
2) for all (x1, x2, x), (x
′
1, x
′
2, x) ∈ Kx0S ,T . Let (ni)i∈N and (mi)i∈N be sequences
in Z such that S niT mi x → x0. We can assume that S ni x1 → a1, S ni x′1 → a′1, T mi x2 → b2
and T mi x′2 → b′2. Therefore, (x0, a1, b1, x0) and (x0, a′1, b′1, x0) belong to QS ,T (X). Since
QS (X) ∩QT (X) = ∆X, we have that a1 = b1 = a′1 = b′1 = x0. We can assume that S ni x →
x′ and thus (x0, S ni x1, x2, S ni x) → (x0, x0, x2, x′), (x0, S ni x′1, x′2, S ni x) → (x0, x0, x′2, x′).
Moreover, these points belong to QS ,T (X). Since RS (X) is the diagonal, we conclude that
x2 = x′ = x′2. Similarly, x1 = x
′
1 and the proof is finished.

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3.5. Equicontinuity and product extensions. Let (X, S ,T ) be a system with commuting
transformations S and T . Let suppose that (X, S ,T ) has a product extension. In this sec-
tion we show that one can always find a product extension where the factor map satisfies
some kind of equicontinuity conditions.
We recall the definition of equicontinuity:
Definition 3.23. Let (X,G0) be a topological dynamical system, where G0 is an arbitrary
group action. We say that (X,G0) is equicontinuous if for any  > 0, there exists δ > 0
such that if d(x, y) < δ for x, y ∈ X, then d(gx, gy) <  for all g ∈ G0. Let pi : Y → X
be a factor map between the topological dynamical systems (Y,G0) and (X,G0) . We say
that Y is an equicontinuous extension of X if for any  > 0, there exists δ > 0 such that if
d(x, y) < δ and pi(x) = pi(y) then d(gx, gy) <  for all g ∈ G0.
The following proposition provides the connection between equicontinuity and the
property of being a factor of a product system:
Proposition 3.24. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . If either S or T is equicontinuous, then (X, S ,T ) has a product extension.
Proof. Suppose that T is equicontinuous. For any  > 0, let 0 < δ <  be such
that if two points are δ-close to each other, then they stay -close under the orbit of
T . Suppose (x, y) ∈ RS (X). Pick x′, a ∈ X and n,m ∈ Z such that d(x, x′) < δ,
d(S nx′, y) < δ, d(T mx′, a) < δ, d(S nT mx′, a) < δ. By equicontinuity of T , we have
that d(T−mS nT mx′,T−ma) < , d(T−mT mx′,T−ma) < . Therefore d(x, y) < 4. Hence,
RS (X) coincides with the diagonal and (X, S ,T ) has a product extension. 
Specially, when S = T we have:
Corollary 3.25. Let (X,T ) be a minimal system. Then (X,T ) is equicontinous if and only
if (X,T,T ) has a product extension.
Under the assumption that QT (X) is an equivalence relation, we have a better criterion:
Proposition 3.26. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . Suppose that QT (X) is an equivalence relation. Then the system (X, S ) is an
equicontinuous extension of (X/QT (X), S ) if and only if (X, S ,T ) has a product extension.
Proof. Suppose that (X, S ,T ) has no product extensions. By Theorem 1.1, we can pick
x, y ∈ X, x , y such that (x, y) ∈ RT (X). Denote  = d(x, y)/2. For any 0 < δ < /4, there
exist z ∈ X, n,m ∈ Z such that d(z, x), d(T mz, y), d(S nz, S nT mz) < δ. Let x′ = S nz, y′ =
S nT mz. Then (x′, y′) ∈ QT (X), d(x′, y′) < δ and d(S −nx′, S −ny′) = d(z,T mz) >  − 2δ >
/2. So (X, S ) is not an equicontinuous extension of (X/QT (X), S ).
On the other hand, if (X, S ) is not an equicontinuous extension of (X/QT (X), S ), then
there exists  > 0 and there exist sequences (xi)i∈N, (yi)i∈N in X and a sequence (ni)i∈N in
Z with d(xi, yi) < 1/i, (xi, yi) ∈ QT (X), and d(S ni xi, S niyi) ≥ . By passing to a subse-
quence, we may assume (S ni xi)i∈N, (S niyi)i∈N, (xi)i∈N and (yi)i∈N converges to x0, y0,w and
w respectively. Then x0 , y0. For any δ > 0, pick i ∈ N such that d(S ni xi, x0), d(S niyi, y0),
d(xi,w), d(yi,w) < δ. Since (xi, yi) ∈ QT (X), we can pick z ∈ X,m ∈ Z such that d(z, xi),
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d(T mz, yi), d(S niz, S ni xi), d(S niT mz, S niyi) < δ. So the distance between the correspond-
ing coordinates of (S niz, z, S niT mz,T mz) and (x0,w, y0,w) are all less than Cδ for some
uniform constant C. So (x0, y0) ∈ RT (X), and (X, S ,T ) has not a product extension. 
In the following we relativize the notion of being a product system to factor maps.
Definition 3.27. Let pi : Y → X be a factor map between the systems of commuting
transformations (Y, S ,T ) and (X, S ,T ). We say that pi is S -equicontinuous with respect
to T if for any  > 0 there exists δ > 0 such that if y, y′ ∈ Y satisfy (y, y′) ∈ QT (Y),
d(y, y′) < δ and pi(y) = pi(y′), then d(S ny, S ny′) <  for all n ∈ Z.
Lemma 3.28. Let (X, S ,T ) be a minimal system with commuting transformations S and
T , and let pi be the projection to the trivial system. Then pi is S -equicontinous with respect
to T if and only if (X, S ,T ) has a product extension.
Proof. If pi is not S -equicontinuous with respect to T , there exists  > 0 such that for any
δ = 1i > 0 one can find (xi, x
′
i) ∈ QT (X) with d(xi, x′i) < δ and ni ∈ Z with d(S ni xi, S ni x′i) ≥
. For a subsequence, (xi, S ni xi, x′i , S
ni x′i) ∈ QS ,T (X) converges to a point of the form
(a, x, a, x′) ∈ QS ,T (X) with x , x′. We remark that this is equivalent to (x, a, x′, a) ∈
QS ,T (X) and hence (x, x′) ∈ RS (X). By Theorem 1.1 (X, S ,T ) has no product extension.
Conversely, if (X, S ,T ) has no product extension, by Theorem 1.1 we can find x , x′
with (x, x′) ∈ RS (X). Let 0 <  < d(x, x′) and let 0 < δ < /4. We can find x′′ ∈
X and n,m ∈ Z such that d(x′′, x) < δ, d(S nx′′, x′) < δ and d(T mx′′, S nT mx′′) < δ.
Writing w = T mx′′, w′ = S nT mx′′, we have that (w,w′) ∈ QS (X), d(w,w′) < δ and
d(T−mw,T−mw′) > /2. Hence pi is not S -equicontinuous with respect to T . 
A connection between a magic system and a system which is S -equicontinuous with
respect to T is:
Proposition 3.29. For every minimal system with commuting transformations (X, S ,T ),
the magic extension constructed in Theorem 3.10 is S -equicontinuous with respect to T .
Proof. Let (X, S ,T ) be a minimal system with commuting transformations S and T . Re-
call that the magic extension Y of X is the orbit closure of a minimal point (z1, z2, x0)
under Ŝ and T̂ , and the factor map pi : Y → X is the projection onto the last coordinate.
Let ~x = (x1, x2, x3), ~y = (y1, y2, y3) ∈ Y be such that pi(~x) = pi(~y) and (~x, ~y) ∈ QT̂ (Y). Then
we have that x1 = y1 and x3 = y3. Since Ŝ n~x = (S nx1, x2, S nx3) and Ŝ n~y = (S nx1, y2, S nx3),
we conclude that Ŝ preserves the distance between ~x and ~y. 
A direct corollary of this proposition is:
Corollary 3.30. Let (X, S ,T ) be a minimal system with commuting transformations S
and T . If (X, S ,T ) has a product extension, then it has a product extension which is
S -equicontinuous with respect to T .
Proof. If (X, S ,T ) has a product extension, by Theorem 1.1, we can build a magic exten-
sion which is actually a product system. This magic extension is S -equicontinuous with
respect to T . 
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3.6. Changing the generators. Let (X, S ,T ) be a system with commuting transforma-
tions S and T . We remark that QS ,T (X) depends strongly on the choice of the generators
S and T . For instance, let (X, S ) be a minimal system and consider the minimal systems
(X, S , S ) and (X, S , id) with commuting transformations. We have that (X, S , id) has a
product extension, but (X, S , S ) does not (unless (X, S ) is equicontinous). However, there
are cases where we can deduce some properties by changing the generators. Let (X, S ,T )
be a minimal system with commuting transformations S and T . Denote S ′ = T−1S ,
T ′ = T . We have that (X, S ′,T ′) is a minimal system with commuting transformations S ′
and T ′. Suppose now that (X, S ′,T ′) has a product extension. By Proposition 3.21, for
any x ∈ X we have that (KxS ′,T ′ , Ŝ ′, T̂ ′) is an extension of (X, S ′,T ′) and it is isomorphic
to a product system. We remark that (KxS ′,T ′ , T̂ ′Ŝ ′, T̂ ′) is an extension of (X, S ,T ) and it is
isomorphic to (Y ×W, S × T,T × T ), where Y = OS ′(x) and W = OT ′(x). It follows that
(X, S ,T ) has an extension which is the Cartesian product of two systems with commuting
transformations with different natures: one of the form (Y, S , id) where one of the transfor-
mations is the identity, and the other of the form (W,T,T ) where the two transformations
are the same.
3.7. Computing the group of automorphisms by using the RS ,T (X) relation. The fol-
lowing lemma is used in the next section to study the automorphism group of the Robinson
tiling system, but we state it here due to its generality. It reveals that studying cube struc-
tures can help to understand the group of automorphisms of a dynamical system. We re-
call that an automorphism of a dynamical system (X,G0) is a homeomorphism φ : X → X
such that φg = gφ for every g ∈ G0.
Lemma 3.31. Let (X, S ,T ) be a minimal system with commuting transformations S and
T , and let φ be an automorphism of (X, S ,T ). Then φ × φ × φ × φ(QS ,T (X)) = QS ,T (X).
Particularly, if (x, y) ∈ RS (X) (or RT (X) or RS ,T (X)), then (φ(x), φ(y)) ∈ RS (X) (or RT (X)
or RS ,T (X)).
Proof. Let x ∈ QS ,T (X) and let x ∈ X. There exist sequences (gi)i∈N in G and (ni)i∈N, (mi)i∈N
in Z such that (gix, giS ni x, giT mi x, giS niT mi x)→ x. Since (φ(x), φ(x), φ(x), φ(x)) ∈ QS ,T (X)
we have that
(giφ(x), giS niφ(x), giT miφ(x), giS niT miφ(x)) ∈ QS ,T (X)
=(φ(gix), φ(giS ni x), φ(giT mi x), φ(giS niT mi x)) ∈ QS ,T (X)
→(φ × φ × φ × φ)(x) ∈ QS ,T (X).
Hence φ × φ × φ × φ(QS ,T (X)) = QS ,T (X).
If (x, y) ∈ RS (X), then there exists a ∈ X with (x, y, a, a) ∈ QS ,T (X) and thus (φ(x), φ(y), φ(a), φ(a)) ∈
QS ,T (X). This means that (φ(x), φ(y)) ∈ RS (X). The proof for the cases RS (X) and RS ,T (X)
are similar. 
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4. Examples
In this section, we compute the RS ,T (X) relation in some minimal symbolic systems
(X, S ,T ). We have chosen some representative minimal symbolic systems (X, S ,T ) and
we find that computing cube structures results useful to study some associated objects like
the group of automorphisms. We start by recalling some general definitions.
LetA be a finite alphabet. The shift transformation σ : AZ → AZ is the map (xi)i∈Z 7→
(xi+1)i∈Z. A one dimensional subshift is a closed subset X ⊆ AZ invariant under the shift
transformation. When there is more than one space involved, we let σX denote the shift
transformation on the space X.
In the two dimensional setting, we define the shift transformation σ(1,0) : AZ2 → AZ2 ,
(xi, j)i, j∈Z 7→ (xi+1, j)i, j∈Z and σ(0,1) : AZ2 → AZ2 , (xi, j)i, j∈Z 7→ (xi, j+1)i, j∈Z. Hence σ(1,0) and
σ(0,1) are the translations in the canonical directions. A two dimensional subshift is a
closed subset X ⊆ AZ2 invariant under the shift transformations. We remark that σ(1,0)
and σ(0,1) are a pair of commuting transformations and therefore if X ⊆ AZ2 is a subshift,
(X, σ(1,0), σ(0,1)) is a system with commuting transformations σ(1,0) and σ(0,1).
Let X ⊆ AZ2 be a subshift and let x ∈ X. If B is a subset of Z2, we let x|B ∈ AB denote
the restriction of x to B and for ~n ∈ Z2, we let B + ~n denote the set {~b + ~n : ~b ∈ B}. When
X is a subshift (one or two dimensional), we letAX denote its alphabet.
In the following we compute the relation Rσ(1,0),σ(0,1)(X) in two particular two dimen-
sional subshifts: The Morse Tiling and the minimal Robinson tiling. For the Morse tiling
and tiling substitutions, see [20] for more background, and for the Robinson tiling we
refer to [8], [20].
4.1. The Morse tiling. Consider the Morse tiling system given by the substitution rule:
One can iterate this substitution in a natural way:
Figure 1. first, second and third iteration of the substitution
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We identify 0 with the white square and 1 with the black one. Let Bn = ([−2n−1, 2n−1 −
1] ∩ Z) × ([−2n−1, 2n−1 − 1] ∩ Z) be the square of size 2n centered at the origin. Let
(xn)n∈N be a sequence in {0, 1}Z2 such that the restriction of xn to Bn coincides with the
nth-iteration of the substitution. Taking a subsequence we have that (xn)n∈N converges to
a point x∗ ∈ {0, 1}Z2 . Let XM ⊆ {0, 1}Z2 be the orbit closure of x under the shift actions.
We point out that XM does not depend on the particular choice of x (we refer to Chapter
1 of [20] for a general reference about substitution tiling systems). Moreover, the Morse
system (XM, σ(1,0), σ(0,1)) is a minimal system with commuting transformations σ(1,0) and
σ(0,1).
Proposition 4.1. For the Morse system, Rσ(1,0)(XM) = Rσ(0,1)(XM) = ∆XM . Consequently,
the Morse system has a product extension.
Proof. Note that for x = (xi, j)i, j∈Z ∈ XM, we have that xi, j + xi+1, j = xi, j′ + xi+1, j′ mod 2
and xi, j + xi, j+1 = xi′, j + xi, j+1 mod 2 for every i, j, i′, j′ ∈ Z. From this, we deduce that if
x0,0 = 0 then xi, j = xi,0 + x0, j for every i, j ∈ Z. From now on, we assume that x∗0,0 = 0.
For N ∈ N, let BN denote the square ([−N,N] ∩ Z) × ([−N,N] ∩ Z). Suppose (y, z) ∈
Rσ(1,0)(XM) and let w ∈ XM be such that (y, z,w,w) ∈ Qσ(1,0),σ(0,1)(XM). We deduce that there
exist n,m, p, q ∈ Z such that
σ
p
(1,0)σ
q
(0,1)x
∗|BN = y|BN ;
σ
p+n
(1,0)σ
q
(0,1)x
∗|BN = z|BN ;
σ
p
(1,0)σ
q+m
(0,1)x
∗|BN = σp+n(1,0)σq+m(0,1)x∗|BN = w|BN .
Since σp(1,0)σ
q+m
(0,1)x
∗|BN = σp+n(1,0)σq+m(0,1)x∗|BN , we deduce that x∗p+c,0 = x∗p+n+c,0 for all c ≤ N.
This in turn implies that y|BN = σp(1,0)σq(0,1)x∗|BN = σp+n(1,0)σq(0,1)x∗|BN = z|BN . Since N is
arbitrary we deduce that y = z. Therefore Rσ(1,0)(XM) = ∆XM and thus (XM, σ(1,0), σ(0,1))
has a product extension. 
Remark 4.2. In fact, let (Y, σ) be the one dimensional Thue-Morse system. This is the
subshift generated by the one dimensional substitution 0 7→ 01, 1 7→ 10 (see [19]). Then
we can define pi : Y ×Y → XM by pi(x, x′)n,m = xn + x′m and it turns out that this is a product
extension of the two dimensional Morse system. Moreover, we have that (Kx∗S ,T , Ŝ , T̂ ) is
isomorphic to (Y ×Y,T × id, id×T ), where the isomorphism φ : Kx∗S ,T → Y ×Y is given by
φ(a, b, c) = (a|A, b|B), where A = {(n, 0) : n ∈ Z} and B = {(0, n) : n ∈ Z}. We show in the
next subsection that this is a general procedure to build symbolic systems with a product
extension.
4.2. Building factors of product systems. Let (X, σX) and (Y, σY) be two minimal one
dimensional shifts and letAX andAY be the respective alphabets.
Let x ∈ X and y ∈ Y . Consider the point z ∈ (AX × AY)Z2 defined as zi, j = (xi, y j)
for i, j ∈ Z and let Z denote the orbit closure of z under the shift transformations. Then
we can verify that (Z, σ(1,0), σ(0,1)) is isomorphic to the product of (X, σX) and (Y, σY) (and
particularly (Z, σ(1,0), σ(0,1)) is a minimal system).
18 SEBASTIA´N DONOSO AND WENBO SUN
Let A be an alphabet and let ϕ : AX × AY → A be a function. We can define φ : Z →
W B φ(Z) ⊆ AZ2 such that φ(z)i, j = ϕ(zi, j) for i, j ∈ Z. Then (W, σ(1,0), σ(0,1)) is a minimal
symbolic system with a product extension and we write W = W(X,Y, ϕ) to denote this
system. We show that this is the unique way to produce minimal symbolic systems with
product extensions.
Proposition 4.3. Let (W, σ(1,0), σ(0,1)) be a minimal symbolic system with a product exten-
sion. Then, there exist one dimensional minimal subshifts (X, σX) and (Y, σY) and a map
ϕ : AX ×AY → AW such that W = W(X,Y, ϕ).
Proof. We recall thatAW denotes the alphabet of W. For n ∈ Nwe let Bn denote ([−n, n]∩
Z) × ([−n, n] ∩ Z). Let w = (wi, j)i, j∈Z ∈ W. By Proposition 3.21, the last coordinate in
Kwσ(1,0),σ(0,1)(W) is a function of the two first coordinates. Since K
w
σ(1,0),σ(0,1)
(W) is a closed
subset of X3 we have that this function is continuous. Hence, there exists n ∈ N such
that for every i, j ∈ Z, wi, j is determined by w|Bn , w|Bn+(i,0) and w|Bn+(0, j). Let AX =
{w|Bn+(i,0) : i ∈ Z} and AY = {w|Bn+(0, j) : j ∈ Z}. Then AX and AY are finite alphabets and
we can define ϕ : AX ×AY → AW such that ϕ(w|Bn+(i,0),w|Bn+(0, j)) = wi, j.
We recall that since (W, σ(1,0), σ(0,1)) has a product extension, (K
w0
σ(1,0),σ(0,1)(W), σ̂(1,0), σ̂(0,1))
is a minimal system. Let φ1 : K
w0
σ(1,0),σ(0,1)(W) → AZX and φ2 : Kw0σ(1,0),σ(0,1)(W) → AZY defined
as φ1(w1,w2,w3) = (w1|Bn+(i,0))i∈Z and φ2(w1,w2,w3) = (w2|Bn+(0, j)) j∈Z. Let X = φ1(W)
and Y = φ2(W). Then (X, σX) and (Y, σY) are two minimal symbolic systems and W =
W(X,Y, ϕ). 
The previous proposition says that for a minimal symbolic system (W, σ(1,0), σ(0,1)),
having a product extension means that the dynamics can be deduced by looking at the
shifts generated by finite blocks in the canonical directions.
Remark 4.4. It was proved in [17] that two dimensional rectangular substitutions are sofic.
It was also proved that the product of two one dimensional substitution is a two dimen-
sional substitution and therefore is sofic. Moreover, this product is measurably isomorphic
to a shift of finite type. Given Proposition 4.3, the natural question that one can formu-
late is what properties can be deduced for the subshifts (X, σX) and (Y, σY)? For example,
what happens with these subshifts when (W, σ(1,0), σ(0,1)) is a two dimensional substitution
with a product extension? We do not know the answer to this question.
4.3. The Robinson Tiling. Consider the following set of tiles and their rotations and
reflections:
Figure 2. The Robinson Tiles (up to rotation and reflection). The first tile
and its rotations are called crosses.
Let A be the set of the 28 Robinson tiles. Let Y ⊆ AZ2 be the subshift defined by the
following rules:
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(1) The outgoing arrows match with the ingoing arrows;
(2) There exists ~n ∈ Z2 such that there is a cross in every position of the form {~n +
(2i, 2 j)} for i, j ∈ Z ( this means that there is a 2-lattice of crosses).
This system is not minimal but it has a unique minimal subsystem [8]. We let XR
denote this unique minimal subsystem. Then (XR, σ(1,0), σ(0,1)) is a minimal system with
commuting transformations σ(1,0) and σ(0,1) and we call it the minimal Robinson system.
For n ∈ N we define supertiles of order n inductively. Supertiles of order 1 correspond to
crosses and if we have defined supertiles of order n, supertiles of order n+1 are constructed
putting together 4 supertiles of order n in a consistent way and adding a cross in the middle
of them (see Figure 3). We remark that supertiles of order n have size 2n − 1 and they are
completely determined by the cross in the middle. Particularly, for every n ∈ N there are
four supertiles of order n. It can be proved [8], [20] that for every x ∈ XR, given n ∈ N,
supertiles of order n appear periodically (figure 4 illustrates this phenomenon).
Figure 3. A supertile of order 3. The four 3x3 squares of the corners are
supertiles of order 2.
Let x ∈ XR. A horizontal line in x is the restriction of x to a set of the form {(i, j0) : i ∈
Z} where j0 ∈ Z. Similarly, a vertical line in x is the restriction of x to a set of the
form {(i0, j) : j ∈ Z} where i0 ∈ Z. We remark that a line passing through the center
of a supertile of order n has only one cross restricted to the supertile. The presence
of supertiles of any order, forces the the existence of lines (vertical or horizontal) with
at most one cross that are called fault lines. A point x ∈ XR can have 0,1 or 2 fault
lines. When x is a point with two fault lines, then these lines divide the plane in four
quarter planes (one line is horizontal and the other is vertical). On each one of these
quarter planes the point is completely determined. The tile in the intersection of two fault
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lines determines completely the fault lines and therefore this tile determines x. See [20],
Chapter 1, Section 4 for more details.
Given a point x ∈ XR and n ∈ N, supertiles of order n appear periodically, leaving lines
between them (which are not periodic). We remark that the center of one of the supertiles
of order n determines the distribution of all the supertiles of order n. We say that we
decompose x into supertiles of order n if we consider the distribution of its supertiles of
order n, ignoring the lines between them.
Let Bn B ([−2n−1, 2n−1] ∩ Z) × ([−2n−1, 2n−1] ∩ Z) be the square of side of size 2n + 1.
Recall that x|Bn ∈ ABn is the restriction of x to Bn. Then, looking at x|Bn , we can find the
center of at least one supertile of order n, and therefore we can determine the distribution
of supertiles of order n in x. We remark that if x and y are points in X such that x|Bn = y|Bn ,
then we can find the same supertile of order n in the same position in x and y, and therefore
x and y have the same decomposition into tiles of order n.
We study the Rσ(1,0),σ(0,1)(XR) relation in the minimal Robinson system. We have:
Proposition 4.5. Let (XR, σ(1,0), σ(0,1)) be the minimal Robinson system. Then (x, y) ∈
Rσ(1,0),σ(0,1) if and only if they coincide in the complement of its fault lines. Particularly,
points which have no fault lines are not related to any point by Rσ(1,0),σ(0,1)(XR).
Proof. We start computing the Rσ(1,0)(XR) relation. Let x, y ∈ Rσ(1,0)(XR) with x , y (the
case Rσ(0,1)(XR) is similar). Let p ∈ N be such that x|Bp , y|Bp and let x′ ∈ X, n,m ∈ Z and
z ∈ XR with x′|Bp = x|Bp ,σn(1,0)x′|Bp = y|Bp ,σm(0,1)x′|Bp = z|Bp andσn(1,0)σm(0,1)x′|Bp = z|Bp . Then
σn(1,0)σ
m
(0,1)x
′|Bp = σm(0,1)x′|Bp and thusσn(1,0)σm(0,1)x′ andσm(0,1)x′ have the same decomposition
into supertiles of order p, which implies that x and y have also the same decomposition.
Particularly, the difference between x and y must occur in the lines which are not covered
by the supertiles of order p (we remark that these lines have at most one cross). Let Lp be
such a line on x. For q larger than p, we decompose into tiles of order q and we conclude
that Lp lies inside Lq. Taking the limit in q, we deduce that x and y coincide everywhere
except in one or two fault lines.
Now suppose that x and y coincide everywhere except in fault lines. For instance,
suppose that x and y have two fault lines and let n ∈ N. We can find z ∈ XR with
no fault lines and p ∈ Z such that z|Bn = x|Bn and σp(1,0)z|Bn = yBn . Then, we can find
a supertile of large order containing z|Bn and σp(0,1)z|Bn . Hence, along the horizontal we
can find q ∈ Z such that σq(0,1)z|Bn = σq(0,1)σp(1,0)z|Bn . Since n is arbitrary, we have that
(x, y) ∈ Rσ(1,0)(XR). 
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Figure 4. For an arbitrary n ∈ N, the colored squares represent tiles of
order n. In this picture we illustrate how points with two fault lines, with
different crosses in the middle are related.
Let pi : X → X/Rσ(1,0),σ(0,1)(XR) be the quotient map. By Proposition 4.5 we have that in
the minimal Robinson system, we can distinguish three types of fibers for pi: fibers with
cardinality 1 (tilings with no fault lines), fibers with cardinality 6 (tilings with one fault
line), and fibers with cardinality 28 (tilings with 2 fault lines).
Using Lemma 3.31 with this discussion, we compute the group of automorphisms of
XR:
Corollary 4.6. The group of automorphisms of the minimal Robinson system is spanned
by σ(1,0) and σ(0,1).
Proof. Clearly, the shift transformations are automorphisms of the system. We claim that
there are no other automorphisms. The factor map pi : XR → XR/Rσ(1,0),σ(0,1)(XR) is almost
one to one since points with no fault lines are not related with any point. Consider two
fibers F and F′ with 28 elements. We remark that in such a fiber, all points have two
fault lines and they coincide outside them. It follows that such a fiber is determined only
by the position where those two fault lines intersect. Therefore, if F and F′ are two
fibers with 28 elements, we have that F′ = σn(1,0)σ
m
(0,1)F for some n,m ∈ Z. Let φ be a
automorphism of the minimal Robinson system and let F be a fiber with 28 elements.
By Lemma 3.31, φ(F) is also a fiber with 28 elements. Hence, there exist n,m ∈ Z with
φ(F) = σn(1,0)σ
m
(0,1)(F). We conclude that the automorphisms φ and σ
n
(1,0)σ
m
(0,1) coincide
in one fiber, and by minimality they coincide in all fibers. Particularly, they coincide in
fibers with one element, meaning that there exists x ∈ XR with φ(x) = σn(1,0)σm(0,1)(x). The
minimality of system implies that φ and σn(1,0)σ
m
(0,1) are equal. 
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5. RS ,T (X) relation in the distal case
5.1. Basic properties. This section is devoted to the study of the RS ,T (X) relation in the
distal case. We do not know if RS ,T (X), RS (X) and RT (X) are equivalence relations in the
general setting. However, we have a complete description of these relations in the distal
case.
Recall that a topological dynamical system (X,G0) is distal if x , y implies that
inf
g∈G0
d(gx, gy) > 0.
Distal systems have many interesting properties (see [1], chapters 5 and 7). We recall
some of them:
Theorem 5.1.
(1) The Cartesian product of distal systems is distal;
(2) Distality is preserved by taking factors and subsystems;
(3) A distal system is minimal if and only if it is transitive;
(4) If (X,G0) is distal and G′0 is a subgroup of G0, then (X,G
′
0) is distal.
The main property about distality is that it implies that cubes have the following tran-
sitivity property:
Lemma 5.2. Let (X, S ,T ) be a distal minimal system with commuting transformations S
and T . Suppose that R is either S or is T . Then
(1) If (x, y), (y, z) ∈ QR(X), then (x, z) ∈ QR(X);
(2) If (a1, b1, a2, b2), (a2, b2, a3, b3) ∈ QS ,T (X), then (a1, b1, a3, b3) ∈ QS ,T (X).
Proof. We only prove (1) since the proof of (2) is similar. Let (x, y), (y, z) ∈ QR(X).
Pick any a ∈ X. Then (a, a) ∈ QR(X). By Proposition 3.4, there exists a sequence
(gn)n∈N = ((g′n, g
′′
n ))n∈N in GR such that gn(x, y) = (g′nx, g′′n y) → (a, a), where GR is the
group generated by id×R and g×g, g ∈ G. We can assume (by taking a subsequence) that
g′′n z → u and thus (g′′n y, g′′n z) → (a, u) ∈ QR(X). Since (g′n, g′′n )(x, z) → (a, u), by distality
we have that (x, z) is in the closed orbit of (a, u) and thus (x, z) ∈ QR(X). 
Remark 5.3. It is worth noting that the gluing lemma fails in the non-distal case, even if
S = T (see [24] for an example).
The following proposition gives equivalent definitions of RS ,T (X) in the distal case:
Proposition 5.4. Let (X, S ,T ) be a distal system with commuting transformations S and
T . Suppose x, y ∈ X. The following are equivalent:
(1) (x, y, y, y) ∈ QS ,T (X);
(2) There exists a, b, c ∈ X such that (x, a, b, c), (y, a, b, c) ∈ QS ,T (X);
(3) For every a, b, c ∈ X, if (x, a, b, c) ∈ QS ,T (X), then (y, a, b, c) ∈ QS ,T (X);
(4) (x, y) ∈ RS ,T (X);
(5) (x, y) ∈ RS (X);
(6) (x, y) ∈ RT (X).
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Particularly, RS (X) = RT (X) = RS ,T (X).
Remark 5.5. This proposition shows that in the distal case, the relation RS ,T (X) coincides
with the RP[2]T relation defined in [13], [14], [15] and [21] when S = T .
Proof. (1)⇒(3). Suppose that (x, a, b, c) ∈ QS ,T (X) for some a, b, c ∈ X. By (3),(4) and (5)
of Proposition 3.3, (x, a, b, c) ∈ QS ,T (X) implies that (a, x, a, x) ∈ QS ,T (X), and (x, y, y, y) ∈
QS ,T (X) implies that (x, x, y, x) ∈ QT,S (X). By Lemma 5.2, (a, x, a, x), (x, x, y, x) ∈ QS ,T (X)
implies that (x, a, y, a) ∈ QS ,T (X). Again by Lemma 5.2, (x, a, b, c), (x, a, y, a) ∈ QS ,T (X)
implies that (b, c, y, a) ∈ QS ,T (X) and thus (y, a, b, c) ∈ QS ,T (X).
(3)⇒(2). Obvious.
(2)⇒(1). Suppose that (x, a, b, c), (y, a, b, c) ∈ QS ,T (X) for some a, b, c ∈ X. Then
(b, c, y, a) ∈ QS ,T (X). By Lemma 5.2, (x, a, y, a) ∈ QS ,T (X). By (4) and (5) of Propo-
sition 3.3, (y, a, y, a) ∈ QS ,T (X). Hence (x, y, a, a), (y, y, a, a) ∈ QS ,T (X) and (a, a, y, y) ∈
QS ,T (X). By Lemma 5.2, (x, y, y, y) ∈ QS ,T (X).
(1)⇒(4). Take a = y and b = y.
(4)⇒(5) and (4)⇒(6) are obvious from the definition.
(5)⇒(1). Suppose (x, y, a, a) ∈ QS ,T (X) for some a ∈ X. By (4) and (5) of Proposition
3.3, (y, y, a, a) ∈ QS ,T (X). By Lemma 5.2, (x, y, y, y) ∈ QT,S (X) and thus (x, y, y, y) ∈
QS ,T (X).
(6)⇒(1). Similar to (4)⇒(2). 
We can now prove that RS ,T (X) is an equivalence relation in the distal setting:
Theorem 5.6. Let (X, S ,T ) be a distal system with commuting transformations S and T .
Then QS (X), QT (X) and RS ,T (X) are closed equivalence relations on X.
Proof. It suffices to prove the transitivity of RS ,T (X). Let (x, y), (y, z) ∈ RS ,T (X). Since
(y, z, z, z) and (x, y) ∈ RS ,T (X), by (4) of Proposition 5.4, we have that (x, z, z, z) ∈ QS ,T (X)
and thus (x, z) ∈ RS ,T (X). 
We also have the following property in the distal setting, which allows us to lift an
(S ,T )-regionally proximal pair in a system to a pair in an extension system:
Proposition 5.7. Let pi : Y → X be a factor map between systems (Y, S ,T ) and (X, S ,T )
with commuting transformations S and T . If (X, S ,T ) is distal, then pi × pi(RS ,T (Y)) =
RS ,T (X).
Proof. The proof is similar to Theorem 6.4 of [21]. Let (x1, x2) ∈ RS ,T (X). Then there
exist a sequence (xi)i∈N ∈ X and two sequences (ni)i∈N, (mi)i∈N in Z such that
(xi, S ni xi,T mi xi, S niT mi xi)→ (x1, x1, x1, x2).
Let (yi)i∈N in Y be such that pi(yi) = xi. By compactness we can assume that yi → y1,
S niyi → a, T miyi → b and S niT miyi → c. Then (y1, a, b, c) ∈ QS ,T (Y) and pi4(y1, a, b, c) =
(x1, x1, x1, x2). Particularly, (y1, a) ∈ QS (Y). By minimality we can find gi ∈ G and pi
such that (giy1, giS pia) → (y1, y1). We can assume that gib → b′ and giS pic → c′, so
that (y1, y1, b′, c′) ∈ QS ,T (Y) and pi4(y1, y1, b′, c′) = (x1, x1, x1, x′2), where x′2 = lim giS pi x2.
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Recall that (x1, x′2) ∈ OG∆(x1, x2), where G∆ = {g × g : g ∈ G}. Since (y1, b′) ∈ QT (Y),
we can find (g′i)i∈N in G and (qi)i∈N in Z such that (g
′
iy1, g
′
iT
qib′) → (y1, y1). We can
assume without loss of generality that g′iT
qic′ → c′′ so that (y1, y1, y1, c′′) ∈ QS ,T (Y)
and pi4(y1, y1, y1, c′′) = (x1, x1, x1, x′′2 ), where x
′′
2 = lim g
′
iT
qi x′2. Recall that (x1, x
′′
2 ) ∈OG∆(x1, x′2). So (x1, x′′2 ) ∈ OG∆(x1, x2). By distality, this orbit is minimal and thus we can
find (g′′i )i∈N in G such that (g
′′
i x1, g
′′
i x
′′
2 ) → (x1, x2). We assume without loss of generality
that g′′i y1 → y′1 and g′′i c′′ → y′2. Then (y′1, y′1, y′1, y′2) ∈ QS ,T (Y) and pi4(y′1, y′1, y′1, y′2) =
(x1, x1, x1, x2). Particularly (y′1, y
′
2) ∈ RS ,T (Y) and pi × pi(y′1, y′2) = (x1, x2). 
These results allow us to conclude that cubes structures characterize factors with prod-
uct extensions:
Theorem 5.8. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T . Then
(1) (X/RS ,T (X), S ,T ) has a product extension, where X/RS ,T (X) is the quotient of
X under the equivalence relation RS ,T (X). Moreover, it is the maximal factor
with this property, meaning that any other factor of X with a product extension
factorizes through it;
(2) For any magic extension (Kx0S ,T , Ŝ , T̂ ), (K
x0
S ,T/RŜ ,T̂ (Kx0S ,T ), Ŝ , T̂ ) is a product system.
Moreover, both (Kx0S ,T , Ŝ , T̂ ) and (K
x0
S ,T/RŜ ,T̂ (Kx0S ,T )) are distal systems.
We have the following commutative diagram:
(Kx0S ,T , Ŝ , T̂ ) (X, S ,T )
(Kx0S ,T/RŜ ,T̂ (Kx0S ,T ), Ŝ , T̂ ) (X/RS ,T (X), S ,T )
Proof. We remark that if (Z, S ,T ) is a factor of (X, S ,T ) with a product extension, then pi×
pi(RS ,T (X)) = RS ,T (Z) = ∆X, meaning that there exists a factor map from (X/RS ,T (X), S ,T )
to (Y, S ,T ). It remains to prove that X/RS ,T (X) has a product extension. To see this, let pi be
the quotient map X → X/RS ,T (X) and let (y1, y2) ∈ RS ,T (X/RS ,T (X)). By Proposition 5.7,
there exists (x1, x2) ∈ RS ,T (X) with pi(x1) = y1 and pi(x2) = y2. Since (x1, x2) ∈ RS ,T (X),
y1 = pi(x1) = pi(x2) = y2. So RS ,T (X/RS ,T (X)) coincides with the diagonal. By Theorem
1.1, (X/RS ,T (X), S ,T ) has a product extension. This proves (1).
We now prove that the factor of the magic extension is actually a product system. By
Theorem 5.6, we have that QŜ (K
x0
S ,T ),QT̂ (K
x0
S ,T ) are equivalence relations and by Theorem
3.10 and Proposition 5.4, we have that QŜ (K
x0
S ,T )∩QT̂ (Kx0S ,T ) = RS ,T (Kx0S ,T ). Consequently
(Kx0S ,T/RŜ ,T̂ (Kx0S ,T ), Ŝ , T̂ ) is isomorphic to (Kx0S ,T/QT̂ (Kx0S ,T )×Kx0S ,T/QŜ (Kx0S ,T ), Ŝ × id, id× T̂ ),
which is a product system.
Since (X, S ,T ) is distal, the distality of (Kx0S ,T , Ŝ , T̂ ) and (K
x0
S ,T/RS ,T (Kx0S ,T ), Ŝ , T̂ ) follows
easily from Theorem 5.1. 
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5.2. Further remarks: The RS ,T (X) strong relation. Let (X, S ,T ) be a system with
commuting transformations S and T . We say that x and y are strongly RS ,T (X)-related
if there exist a ∈ X and two sequences (ni)i∈N and (mi)i∈N in Z such that (x, y, a, a) =
lim
i→∞(x, S
ni x,T mi x, S niT mi x), and there exist b ∈ X and two sequences (n′i)i∈N and (m′i)i∈N in
Z such that (x, b, y, b) = lim
i→∞(x, S
n′i x,T m
′
i x, S n
′
i T m
′
i x).
It is a classical result that when S = T , the RT,T (X) relation coincides with the strong
one (see [1], Chap 9). We show that this is not true in the commuting case even in the
distal case, and give a counter example of commuting rotations in the Heisenberg group.
We refer to [2] and [16] for general references about nilrotations.
Let H = R3 be the group with the multiplication given by (a, b, c) · (a′, b′, c′) = (a +
a′, b + b′, c + c′ + ab′) for all (a, b, c), (a′, b′, c′) ∈ H. Let H2 be the subgroup spanned
by {ghg−1h−1 : g, h ∈ H}. By a direct computation we have that H2 = {(0, 0, c) : c ∈ R}
and thus H2 is central in H. Therefore H is a 2-step nilpotent Lie group and Γ = T3 is
a cocompact subgroup, meaning that XH B H/Γ is a compact space. XH is called the
Heisenberg manifold. Note that T3 is a fundamental domain of XH.
Lemma 5.9. The map Φ : XH → T3 given by
Φ((a, b, c)Γ) = ({a}, {b}, {c − abbc})
is a well-defined homomorphism between XH and T3. Here bxc is the largest integer
which does not exceed x, {x} = x − bxc, and T3 is viewed as [0, 1)3 in this map. Moreover,
(a, b, c)Γ = ({a}, {b}, {c − abbc})Γ for all a, b, c ∈ R.
Proof. It suffices to show that (a, b, c)Γ = (a′, b′, c′)Γ if and only if ({a}, {b}, {c − abbc}) =
({a′}, {b′}, {c′ − a′bb′c}). If (a, b, c)Γ = (a′, b′, c′)Γ, there exists (x, y, z) ∈ Γ such that
(a′, b′, c′) = (a, b, c) · (x, y, z) = (x + a, y + b, z + c + ay). therefore,
x = a′ − a, y = b′ − b, z = c′ − c − a(b′ − b).
Since x, y ∈ Z, we have that {a} = {a′}, {b} = {b′}. So b − b′ = bbc − bb′c. Then
(c′ − a′bb′c) − (c − abbc) = (c′ − c − a(b′ − b)) − (a′ − a)bbc = z − xbbc ∈ Z.
So ({a}, {b}, {c − abbc}) = ({a′}, {b′}, {c′ − a′bb′c}).
Conversely, if ({a}, {b}, {c − abbc}) = ({a′}, {b′}, {c′ − a′bb′c}), suppose that
x = a′ − a, y = b′ − b, z = c′ − c − a(b′ − b).
Then (a′, b′, c′) = (a, b, c) · (x, y, z). It remains to show that (x, y, z) ∈ Γ. Since {a} =
{a′}, {b} = {b′}, we have that x, y ∈ Z and b − b′ = bbc − bb′c. Then
(c′ − a′bb′c) − (c − abbc) = (c′ − c − a(b′ − b)) − (a′ − a)bbc = z − xbbc ∈ Z
implies that z ∈ Z.
The claim that (a, b, c)Γ = ({a}, {b}, {c−abbc})Γ for all a, b, c ∈ R is straightforward. 
Let α ∈ R be such that 1, α, α−1 are linearly independent over Q. Let s = (α, 0, 0) and
t = (0, α−1, α). These two elements induce two transformations S ,T : XH → XH given by
S (hΓ) = shΓ,T (hΓ) = thΓ,∀h ∈ H.
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Lemma 5.10. Let XH, S ,T be defined as above. Then (XH, S ,T ) is a minimal distal system
with commuting transformations S and T .
Proof. We have that st = (α, α−1, α + 1) and ts = (α, α−1, α) and by a direct computation
we have that they induce the same action on XH. Therefore S T = TS .
It is classical that a rotation on a nilmanifold is distal [2] and it is minimal if and only
if the rotation induced on its maximal equicontinuous factor is minimal. Moreover, the
maximal equicontinuous factor is given by the projection on H/H2Γ which in our case is
nothing but the projection in T2 (the first two coordinates). See [16] for a general reference
on nilrotations.
Since S T (hΓ) = (α, α−1, α) ·hΓ for all h ∈ H, we have that the induced rotation on T2 is
given by the element (α, α−1). Since 1, α and α−1 are linearly independent over Q, by the
Kronecker Theorem we have that this is a minimal rotation. We conclude that (XH, S T )
is minimal which clearly implies that (XH, S ,T ) is minimal.

In this example, we show that the relation RS ,T (X) is different from the strong one:
Proposition 5.11. On the Heisenberg system (XH, S ,T ), we have that
RS ,T (XH) =
{(
(a, b, c)Γ, (a, b, c′)Γ
) ∈ XH × XH : a, b, c, c′ ∈ R}.
However, for any c ∈ R\Z, Γ and (0, 0, c)Γ are not strongly RS ,T (XH)-related.
Proof. Suppose that ((a, b, c)Γ, (a′, b′, c′)Γ) ∈ RS ,T (XH). Then ((a, b, c)Γ, (a′, b′, c′)Γ) ∈
RT (XH). Projecting to the first coordinate, we have that ({a}, v, {a′}, v) ∈ QS ,id(T) for some
v ∈ T, where in the system (T, S , id), S x = x+α for all x ∈ T (we regard T as [0,1)). Since
the second transformation is identity, we have that {a} = {a′}. Similarly, {b} = {b′}. So in
order to prove the first statement, it suffices to show that ((a, b, c)Γ, (a, b, c′)Γ) ∈ RS ,T (XH)
for all a, b, c, c′ ∈ R. Since (XH, S ,T ) is minimal, exist a sequence (gi)i∈N in G and a
sequence (ci)i∈N in R such that
lim
i→∞ gi((0, 0, 0)Γ) = (a, b, c), limi→∞ gi((0, 0, ci)Γ) = (a, b, c
′).
Since RS ,T (XH) is closed and invariant under g × g, g ∈ G, it then suffices to show that
Γ and (0, 0, c)Γ are RS ,T (XH)-related for all c ∈ R. Fix  > 0. Let ni → +∞ be such that
|{niα}| <  and cniα < . Let xi = (0, cniα , 0)Γ. Then d(xi,Γ) <  and by Lemma 5.9, we
have that
S ni xi = (niα,
c
niα
, c)Γ = ({niα}, cniα, {c − niαb
c
niα
c})Γ = ({niα}, cniα, c)Γ.
So d(S ni xi, (0, 0, c)Γ) < 2. We also have that d(S ni(0, 0, c)Γ, (0, 0, c)Γ) < . Let
δ > 0 be such that if d(hΓ, h′Γ) < δ, then d(S nihΓ, S nih′Γ) < . Since the rotation on
(α, α−1) is minimal in T2, we can find mi large enough such that 0 < {miα} + cni < δ and|{miα−1} − c| < δ. Hence, d(T mi xi, (0, 0, c)Γ) < δ and thus d(S niT mi xi, (0, 0, c)Γ) < 2. It
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follows that for large enough i, the distance between (Γ, (0, 0, c)Γ, (0, 0, c)Γ, (0, 0, c)Γ) and
(xi, S ni xi,T mi xi, S niT mi xi) is less than 6. Since  is arbitrary, we get that
(Γ, (0, 0, c)Γ, (0, 0, c)Γ, (0, 0, c)Γ) ∈ QS ,T (XH)
and thus Γ and (0, 0, c)Γ areRS ,T (XH)-related. This finishes the proof of the first statement.
For the second statement, let h = (h1, h2, h3) ∈ H with hi ∈ [0, 1) for i = 1, 2, 3.
We remark that S nΓ = (nα, 0, 0)Γ = ({nα}, 0, 0)Γ. So if (Γ, hΓ) are RS ,T (XH)-strongly
related, then h2 = h3 = 0. Hence for c ∈ (0, 1), Γ and (0, 0, c)Γ are not RS ,T (XH)-strongly
related. 
5.3. A Strong form of the RS ,T (X) relation. We say that (x1, x2) ∈ X × X are R∗S ,T (X)-
related if there exist (ni)i∈N and (mi)i∈N sequences in Z such that
(x1, S ni x1,T mi x1, S niT mi x1)→ (x1, x1, x1, x2).
Obviously, R∗S ,T (X) ⊆ RS ,T (X).
In this subsection, we prove that the relation generated by R∗S ,T (X) coincides with theRS ,T (X) relation. We start with some lemmas:
Remark 5.12. It is shown in [24] that, even in the case S = T , the relation generated by
R∗S ,T (X) may not coincide with the RS ,T (X) relation in the non-distal setting. In fact, there
exists a system with R∗T,T = ∆X , RT,T .
Lemma 5.13. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T . Then RS ,T (X) = ∆X if and only if R∗S ,T (X) = ∆X.
Proof. We only prove the non-trivial direction. Suppose that R∗S ,T (X) coincides with the
diagonal. Fix x0 ∈ X and consider the system (Kx0S ,T , Ŝ , T̂ ). Let RŜ ,T̂ [(x0, x0, x0)] be the
set of points that are RŜ ,T̂ related with (x0, x0, x0). Pick (x1, x2, x3) ∈ RŜ ,T̂ [(x0, x0, x0)].
By definition, we have that x1 = x2 = x0. Hence (x0, x0, x3) ∈ Kx0S ,T and thus (x0, x3)
belongs to R∗S ,T (X). We conclude that #RŜ ,T̂ [(x0, x0, x0)] = 1. By distality and minimality,
the same property holds for every point in Kx0S ,T and thus RŜ ,T̂ (Kx0S ,T ) coincides with the
diagonal relation. Particularly, (Kx0S ,T , Ŝ , T̂ ) has a product extension and consequently so
has (X, S ,T ). This is equivalent to saying that RS ,T (X) = ∆X. 
Let R(X) be the relation generated by R∗S ,T (X). We have:
Lemma 5.14. Let pi : Y → X be the factor map between two minimal distal systems
(Y, S ,T ) and (X, S ,T ) with commuting transformations S and T . Then pi × pi(R(Y)) ⊇
R∗S ,T (X).
Proof. Similar to the proof of Proposition 5.7. 
We can now prove the main property of this subsection:
Proposition 5.15. Let (X, S ,T ) be a distal minimal system with commuting transforma-
tions S and T . Then R(X) = RS ,T (X).
28 SEBASTIA´N DONOSO AND WENBO SUN
Proof. We only need to prove that RS ,T (X) ⊆ R(X). Let pi : X → X/R(X) be the pro-
jection map. By Lemma 5.14, ∆X = pi × pi(R(X)) ⊇ R∗S ,T (X/R(X)). By Lemma 5.13,RS ,T (X/R(X)) = ∆X and then (X/R(X), S ,T ) has a product extension. By Theorem
5.8 (X/RS ,T (X), S ,T ) is the maximal factor with this property and therefore RS ,T (X) ⊆
R(X). 
.
6. Properties of systems with product extensions
In this section, we study the properties of systems which have a product extension.
We characterize them in terms of their enveloping semigroup and we study the class of
systems which are disjoint from them. Also, in the distal case we study properties of
recurrence and topological complexity.
6.1. The enveloping semigroup of systems with a product extension. Let (X, S ,T ) be
a system with commuting transformations S and T , and let E(X, S ) and E(X,T ) be the
enveloping semigroups associated to the systems (X, S ) and (X,T ) respectively. Hence
E(X, S ) and E(X,T ) are subsemigroups of E(X,G). We say that (X, S ,T ) is automorphic
(or S and T are automorphic) if for any nets uS ,i ∈ E(X, S ) and uT,i ∈ E(X,T ) with
lim uS ,i = uS and lim uT,i = uT , we have that lim uS ,iuT,i = uS uT . Equivalently, S and T are
automorphic if the map E(X, S ) × E(X,T )→ E(X,G), (uS , uT ) 7→ uS uT is continuous.
The following theorem characterizes the enveloping semigroup for systems with pro-
duction extensions:
Theorem 6.1. Let (X, S ,T ) be a system with commuting transformations S and T . Then
(X, S ,T ) has a product extension if and only if S and T are automorphic. Particularly,
E(X,G) = E(X, S )E(X,T ) B {uS uT : uS ∈ E(X, S ), uT ∈ E(X,T )}, and E(X, S ) commutes
with E(X,T ).
Proof. First, we prove that the property of being automorphic is preserved under factor
maps. Let pi : Y → X be a factor map between the systems (Y, S ,T ) and (X, S ,T ) and
suppose that (Y, S ,T ) is automorphic. Suppose that (X, S ,T ) is not automorphic. Then
there exist nets uS ,i ∈ E(X, S ) and uT,i ∈ E(X,T ) such that uS ,iuT,i does not converge
to uS uT . Taking a subnet, we can assume that uS ,iuT,i converges to u ∈ E(X,G). Let
pi∗ : E(Y,G) → E(X,G) be the map induced by pi and let vS ,i ∈ E(Y, S ) and vT,i ∈ E(Y,T )
be nets with pi∗(vS ,i) = uS ,i and pi∗(vT,i) = uT,i. Assume without loss of generality that
vS ,i → vS and vT,i → vT . Then vS ,ivT,i → vS vT . So uS ,iuT,i → uS uT = u, a contradiction. On
the other hand, since a product system is clearly automorphic, we get the first implication.
Now suppose that S and T are automorphic.
Claim 1: E(X, S ) commutes with E(X,T ).
Indeed, let uS ∈ E(X, S ) and uT ∈ E(X,T ) . Let (ni) be a net such that S ni → uS .
Then S niuT → uS uT . On the other hand, since S commutes with E(X,T ) we have that
S niuT = uT S ni for every i and this converges to uT uS by the hypothesis of automorphy.
Claim 2 : For any x ∈ X, KxS ,T = {(uS x, uT x, uS uT x) : uS ∈ E(X, S ), uT ∈ E(X,T )}.
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We recall that KxS ,T in invariant under S × id × S and id × T × T . Since KxS ,T is closed
we have that is invariant under uS × id × uS and id × uT × uT for any uS ∈ E(X, S ) and
uT ∈ E(X,T ). Hence (uS × id × uS )(id × uT × uT )(x, x, x) = (uS x, uT x, uS uT x) ∈ KxS ,T .
Conversely, let (a, b, c) ∈ KxS ,T . Let (mi)i∈N and (ni)∈N be sequences in Z such that
S mi x → a, T ni x → b and S miT ni x → c. Replacing these sequences with finer filters, we
can assume that S mi → uS ∈ E(X, S ) and T ni → uT ∈ E(X,T ). By the hypothesis of
automorphy, S miT ni → uS uT and thus uS uT x = c and (a, b, c) = (uS x, uT x, uS uT x). The
claim is proved.
Let (a, b, c) and (a, b, d) ∈ KxS ,T . We can take uS , u′S ∈ E(X, S ) and uT , u′T ∈ E(X,T )
such that (a, b, c) = (uS x, uT x, uS uT x) and (a, b, d) = (u′S x, u
′
T x, u
′
S u
′
T x). Since E(X, S ) and
E(X,T ) commute we deduce that c = uS uT x = uS b = uS u′T x = u
′
T uS x = u
′
T a = u
′
T u
′
S x =
d.
Consequently, the last coordinate of KxS ,T is a function of the first two ones. By Propo-
sition 3.21, (X, S ,T ) has a product extension.

6.2. Disjointness of systems with a product extension. We recall the definition of dis-
jointness:
Definition 6.2. Let (X,G0) and (Y,G0) be two dynamical systems. A joining between
(X,G0) and (Y,G0) is a closed subset Z of X × Y which is invariant under the action g × g
for all g ∈ G0 and projects onto both factors. We say that (X,G0) and (Y,G0) are disjoint
if the only joining between them is their Cartesian product.
Definition 6.3. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . We say that a point x ∈ X is S -T almost periodic if x is an almost periodic point of
the systems (X, S ) and (X,T ). Equivalently, x is S -T almost periodic if (OS (x), S ) and
(OT (x),T ) are minimal systems. The system (X, S ,T ) is S -T almost periodic if every
point x ∈ X is S -T almost periodic.
Remark 6.4. We remark that if (KxS ,T , Ŝ , T̂ ) is minimal, then x is S -T is almost periodic.
Consequently, if (X, S ,T ) has a product extension we have that (KxS ,T , Ŝ , T̂ ) is minimal for
every x ∈ X and then (X, S ,T ) is S -T almost periodic.
The main theorem of this subsection is:
Theorem 6.5. Let (X, S ,T ) be an S -T almost periodic system. Then (X, S ) and (X,T ) are
minimal and weak mixing if and only if (X, S ,T ) is disjoint from all systems with product
extension.
We begin with a general lemma characterizing the relation of transitivity with the cube
structure:
Lemma 6.6. Let (X,T ) be a topological dynamical system. Then (X,T ) is transitive if
and only if QT (X) = X × X.
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Proof. Let x ∈ X be a transitive point. We have that X × X is the orbit closure of (x, x)
under T ×T and id×T . Since QT (X) is invariant under these transformations we conclude
that QT (X) = X × X.
Conversely let U and V be two non-empty open subsets and let x ∈ U and y ∈ V . Since
(x, y) ∈ QT (X), there exist x′ ∈ X and n ∈ Z such that (x′,T nx′) ∈ U × V . This implies
that U ∩ T−nV , ∅. 
We recall the following lemma ([18], page 1):
Lemma 6.7. Let (X,T ) be a topological dynamical system. Then (X,T ) weakly mixing if
and only if for every two non-empty open sets U and V there exists n ∈ Z with U∩T−nU ,
∅ and U ∩ T−nV , ∅
The following lemma characterizes the weakly mixing property in terms of the cube
structure:
Lemma 6.8. Let (X,T ) be a topological dynamical system. The following are equivalent:
(1) (X,T ) is weakly mixing;
(2) QT,T (X) = X × X × X × X;
(3) (x, x, x, y) ∈ QT,T (X) for every x, y ∈ X.
Proof. (1) ⇒ (2). Let suppose that (X,T ) is weakly mixing and let x0, x1, x2, x3 ∈ X. Let
 > 0 and for i = 0, 1, 2, 3 let Ui be the open balls of radius  centered at xi. Since (X,T )
is weak mixing there exists n ∈ Z such that U0 ∩ T−nU1 , ∅ and U2 ∩ T−nU3 , ∅. Since
(X,T ) is transitive we can find a transitive point in x′ ∈ U0 ∩ T−nU1. Let m ∈ Z such that
T mx′ ∈ U2 ∩ T−nU3. Then (x′,T nx′,T mx′,T n+mx′) ∈ U0 × U1 × U2 × U3 and this point
belongs to QT,T (X). Since  is arbitrary we conclude that (x0, x1, x2, x3) ∈ QT,T (X).
(2)⇒ (3). Clear.
(3) ⇒ (1). Let U and V be non-empty open sets and let x ∈ U and y ∈ V . Since
(x, x, x, y) ∈ QT,T (X), there exist x′ ∈ X and n,m ∈ Z such that (x′,T nx′,T mx′,T n+mx′) ∈
U ×U ×U × V . Then x′ ∈ U ∩ T−nU and T mx′ ∈ U ∩ T−nV and therefore U ∩ T−nU , ∅
and U ∩ T−nV , ∅. By Lemma 6.7 we have that (X,T ) is weak mixing. 
Remark 6.9. When (X,T ) is minimal, a stronger results hold [21], Subsection 3.5.
The following is a well known result rephrased in our language:
Proposition 6.10. Let (X,T ) be a minimal system. Then RT,T (X) = X × X if and only if
(X,T ) is weakly mixing.
Proof. If (X,T ) is minimal we have that (x, y) ∈ RT,T (X) if and only if (x, x, x, y) ∈ QT,T (X)
[13], [21]. 
Remark 6.11. If (X,T ) is not minimal, it is not true thatRT,T (X) = X×X implies that (X,T )
is weakly mixing. For instance, let consider the set X B {1/n : n > 1}∪ {1−1/n : n > 2}∪
{0} and let T be the transformation defined by T (0) = 0 and for x , 0, T (x) is the number
that follows x to the right. If x and y are different from 0, then (x, x, x, y) ∈ QT,T implies
x = y and thus (X,T ) is not weakly mixing. On the other hand, if x and y are different
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from 0, then there exists n ∈ Z with y = T nx. Then lim
i→∞(x,T
nx,T ix,T n+ix) = (x, y, 0, 0)
meaning that (x, y) ∈ RT,T (X). Since RT,T (X) is closed we have that RT,T (X) = X × X.
Lemma 6.12. Let (X, S ,T ) be a minimal system with commuting transformations S and
T . If S is transitive, then RT,T (X) ⊆ RS ,T (X) ⊆ RS ,S (X).
Proof. Suppose (x, y) ∈ RS ,T (X). For  > 0, there exist z ∈ X, n,m ∈ Z such that
d(x, z) < , d(y, S nz) <  and d(T mz, S nT mz) < . Pick 0 < δ <  such that d(x′, y′) < δ
implies d(S nx′, S ny′) <  for all x′, y′ ∈ X. Since S is transitive, there exist z′ ∈ X, r ∈ Z
such that d(z, z′) < δ and d(T mz, S rz′) < δ. So d(S nz, S nz′) <  and d(S nT mz, S n+rz′) < .
Thus d(x, z′) < 2, d(y, S nz′) < 2 and d(S rz′, S r+nz′) < 3. Since  is arbitrary, (x, y) ∈
RS ,S (X).
Suppose (x, y) ∈ RT,T (X). Then there exists a ∈ X such that for any  > 0, there exists
z ∈ X,m, n ∈ Z such that d(x, z), d(y,T mz), d(a,T nz) and d(a,T n+mz) < . Pick 0 < δ < 
such that d(x′, y′) < δ implies d(T nx′,T ny′) <  for all x′, y′ ∈ X. Since S is transitive,
there exists z′ ∈ X, r ∈ Z such that d(z, z′) < δ and d(T mz, S rz′) < δ. So d(T nz,T nz′) < 
and d(T n+mz,T nS rz′) < . Thus d(x, z′) < , d(y, S rz′) < , d(a,T nz′) < , d(a,T nS rz′) <
2. Since  is arbitrary, (x, y, a, a) ∈ QS ,T (X). Similarly, (x, b, y, b) ∈ QS ,T (X) for some
b ∈ X. So (x, y) ∈ RS ,T (X). 
Lemma 6.13. Let (X, S ,T ) be a system with commuting transformations S and T such
that both S and T are minimal. Then RS ,T (X) = X×X if and only if both (X, S ) and (X,T )
are weakly mixing.
Proof. If both (X, S ) and (X,T ) are weakly mixing, then RS ,S (X) = X × X and T is transi-
tive. By Lemma 6.12, RS ,T (X) = X × X.
Now suppose that RS ,T (X) = X × X. For any x, y ∈ X, since (x, y) ∈ RS ,T (X), we may
assume that (x, a, y, a) ∈ QS ,T (X) for some a ∈ X. For any  > 0, there exists z ∈ X,
n,m ∈ Z such that d(x, z) < , d(a, S nz) < , d(y,T mz) < , d(a, S nT mz) < . Pick
0 < δ <  such that d(x′, y′) < δ implies d(S nx′, S ny′) <  for all x′, y′ ∈ X. Since
(z,T mz) ∈ RS ,T (X), there exist z′ ∈ X, r ∈ Z such that d(z, z′) < δ, d(T mz, S rz′) < δ. So
d(S nz, S nz′) < , d(S nT mz, S n+rz′) < . Thus d(x, z′) < 2, d(a, S nz′) < 2, d(y, S rz′) <
2 and d(a, S n+rz′) < 2. Since  is arbitrary, (x, y) ∈ RS ,S (X). So RS ,S (X) = X × X
and since S is minimal we have that (X, S ) is weakly mixing. Similarly, (X,T ) is weakly
mixing. 
Shao and Ye proved [21] the following lemma in the case when S = T , but the same
method works for the general case. So we omit the proof:
Lemma 6.14. Let (X, S ,T ) be a system with commuting transformations S and T such
that both S and T are minimal. Then the following are equivalent:
(1) (x, y) ∈ RS ,T (X);
(2) (x, y, y, y) ∈ KxS ,T ;
(3) (x, x, y, x) ∈ KxS ,T .
Remark 6.15. We remark that a transformation is minimal if and only if it is both almost
periodic and transitive.
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Lemma 6.16. Let (X, S ,T ) be a system with commuting transformations S and T such
that (X, S ) and (X,T ) are minimal and weak mixing. Let (Y, S ,T ) be a minimal system
with commuting transformations S and T such that (Y, S ,T ) has a product extension. Let
Z ⊂ X ×Y be a closed subset of X ×Y which is invariant under S = S ×S and T = T ×T.
Let pi : Z → X be the natural factor map. For x1, x2 ∈ X, if there exists y1 ∈ Y such
that z1 = (x1, y1) ∈ Z is a S -T almost periodic point, then there exists y ∈ Y such that
(x1, y), (x2, y) ∈ Z.
Proof. By Lemma 6.14, (x1, x2, x2, x2) ∈ Kx1S ,T . So there exists a sequence (Fi)i∈N ∈ FS ,T
such that
lim
i→∞ Fi(x1, x1, x1, x1) = (x1, x2, x2, x2).
Recall that z1 = (x1, y1) ∈ pi−1(x1) . Without loss of generality, we assume that
lim
i→∞ Fi(y1, y1, y1, y1) = (y1, y2, y3, y4);
lim
i→∞ F i(z1, z1, z1, z1) = (z1, z2, z3, z4),
(6.1)
where F i = Fi×Fi and z2 = (x2, y2), z3 = (x2, y3), z4 = (x2, y4) are points in Z. Since (x1, y1)
is S -T almost periodic, there exists a sequence of integers (ni)i∈N such that limi→∞ S
niz2 =
z1. We can assume that limi→∞ S
niz4 = z′4 = (x1, y
′) ∈ Z. Then
lim
i→∞(id × S × id × S )
ni(z1, z2, z3, z4) = (z1, z1, z3, z′4).(6.2)
This implies that (y1, y1, y3, y′) ∈ QS ,T (Y) by Theorem 1.1 since RS (Y) = ∆X we have that
y′ = y3. Therefore z′4 = (x1, y3) and z3 = (x2, y3) belong to Z. 
We are now finally able to prove the main theorem of this subsection:
Proof of Theorem 6.5. Let (X, S ,T ) be a system such that (X, S ) and (X,T ) are minimal
weak mixing and let (Y, S ,T ) be a system with a product extension. Suppose Z ⊆ X × Y
is closed and invariant under S = S × S ,T = T × T . We have to show that Z = X × Y . Let
W = {Z ⊆ X × Y : Z is closed invariant under S = S × S ,T = T × T } with order Z ≤ Z′
if and only if Z′ ⊂ Z. Let {Zi}i∈I be a totally ordered subset ofW and denote Z0 = ∩i∈IZi.
It is easy to see that Z0 ∈ W. By Zorn’s Lemma, we can assume Z contains no proper
closed invariant subset.
For any x ∈ X, denote Fx = {y ∈ Y : (x, y) ∈ Z}. Then Fx ⊆ Y is a closed set of Y .
For any g ∈ G, let Zg = {(x, y) ∈ X × Y : y ∈ (Fx ∩ gFx)}. Then Zg ⊆ Z is closed
invariant. Since Z contains no proper invariant subset, either Zg = ∅ or Zg = Z. Denote
U = {x ∈ X : ∃y ∈ Y, (x, y) is an almost periodic point of Z}. For any x0 ∈ U, suppose
z0 = (x0, y0) ∈ Z is an S -T almost periodic point. For any g ∈ G, (x0, gx0) ∈ RS ,T (X).
By Proposition 6.16, there exists y ∈ Y such that (x0, y), (gx0, y) ∈ Z. So Fx0 ∩ Fgx0 =
Fx0 ∩ gFx0 , ∅. Therefore Zg , ∅. So Zg = Z for all g ∈ G. Thus Fx = gFx for every
x ∈ U. Since g is arbitrary, Fx is closed invariant under G for every x ∈ U. Since (Y,G) is
minimal, and Fx , ∅ we get that Fx = Y for all x ∈ U.
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It suffices to show that U = X. Fix x ∈ X. Since x is S -T -almost periodic, there
exist minimal idempotents uS ∈ E(X, S ) and uT ∈ E(X,T ) such that uS x = x = uT x.
These idempotents can be lifted to minimal idempotents in E(Z, S ) and E(Z,T ) which
can be projected onto minimal idempotents in E(Y, S ) and E(Y,T ). We also denote these
idempotents by uS and uT . By Theorem 6.1, these idempotents commute in E(Y,G). So
for y ∈ Y such that (x, y) ∈ Z, we have that uS uT (x, y) = (x, uS uT y) ∈ Z, and uS (x, uS uT y) =
(x, uS uT y), uT (x, uS uT x) = (x, uS uT x). This means that the point (x, uS uT x) ∈ Z is S -T -
almost periodic. Hence U = X and therefore Z = X × Y .
Conversely, let (X, S ,T ) be a system disjoint from systems with product extension. Let
U and V be non-empty open subsets of X and let x ∈ U and y ∈ V . Since X is S -T almost
periodic, we have that (OS (x), S ) and (OT (x),T ) are minimal systems. By hypothesis,
(X, S ,T ) is disjoint from (OS (x) × OT (x), S × id, id × T ). Since (x, (x, x)) and (y, (x, x))
belong to X × (OS (x) × OT (x)), we have that there exist sequences (ni)i∈N and (mi)i∈N
in Z such that (S niT mi x, (S ni x,T mi x)) → (y, (x, x)). Particularly (x, S mi x,T mi x, S niT mi x) ∈
QS ,T (X) and this point converges to (x, x, x, y) ∈ QS ,T (X). This implies that (x, y) ∈ QS (X),
(x, y) ∈ QT (X) and (x, y) ∈ RS ,T (X) and since x and y are arbitrary we deduce that QS (X) =
QT (X) = RS ,T (X) = X × X. By Lemma 6.6 we deduce that S and T are transitive and
since (X, S ,T ) is S -T almost periodic we deduce that S and T are minimal. By Lemma
6.13 we deduce that (X, S ) and (X,T ) are minimal and weak mixing.

6.3. Recurrence in systems with a product extension. We define of sets of return times
in our setting:
Definition 6.17. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T , and let x ∈ X. Let x ∈ X and U be an open neighborhood of x. We define the
set of return times NS ,T (x,U) = {(n,m) ∈ Z2 : S nT mx ∈ U}, NS (x,U) = {n ∈ Z : S nx ∈ U}
and NT (x,U) = {m ∈ Z : T mx ∈ U}.
A subset A of Z is a set of return times for a distal system if there exists a distal system
(X, S ), an open subset U of X and x ∈ U such that NS (x,U) ⊆ A.
A subset A of Z is a Bohr0 set is here exists an equicontinuous system (X, S ), an open
subset U of X and x ∈ U such that NS (x,U) ⊆ A.
Remark 6.18. We remark that we can characterize Z2 sets of return times of distal systems
with a product extension: they contain the Cartesian product of sets of return times for
distal systems. Let (X, S ,T ) be a minimal distal system with a product extension (Y ×
W, σ × id, id × τ), and let U be an open subset of X and x ∈ U. By Theorem 5.8 we can
assume that the product extension is also distal. Let pi denote a factor map from Y ×W →
X. Let (y,w) ∈ Y ×W such that pi(y,w) = x and let UY and UW be neighborhoods of y and
w such that pi(UY ×UW) ⊆ U. Then we have that that Nσ(y,UY)×Nτ(w,UW) ⊆ NS ,T (x,U).
Conversely, let (Y, σ) and (W, τ) be minimal distal systems. Let UY and UW be non-
empty open sets in Y and W and let y ∈ UY and w ∈ UW . Then Nσ(y,UY) × Nτ(w,UW)
coincides with Nσ×id,id×τ((y,w),UY × UW).
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Denote by BS ,T the family generated by Cartesian products of sets of return times for
a distal system. Equivalently BS ,T is the family generated by sets of return times arising
from minimal distal systems with a product extension.
Denote by B∗S ,T the family of sets which have non-empty intersection with every set inBS ,T .
Lemma 6.19. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T , and suppose (x, y) ∈ RS ,T (X). Let (Z, S ,T ) be a minimal distal system with
RS ,T (Z) = ∆Z and let J be a closed subset of X × Z, invariant under T × T and S × S .
Then for z0 ∈ Z we have (x, z0) ∈ J if and only if (y, z0) ∈ J.
Proof. We adapt the proof of Theorem 3.5 [14] to our context. Let W = ZZ and S Z,T Z : W →
W be such that for any ω ∈ W, (S Zω)(z) = S (ω(z)), (T Zω)(z) = T (ω(z)), z ∈ Z. Let
ω∗ ∈ W be the point satisfying ω(z) = z for all z ∈ Z and let Z∞ = OGZ (ω∗), where GZ is
the group generated by S Z and T Z. It is easy to verify that Z∞ is minimal distal. So for
any ω ∈ Z∞, there exists p ∈ E(Z,G) such that ω(z) = pω∗(z) = p(z) for any z ∈ Z. Since
(Z, S ,T ) is minimal and distal, E(Z,G) is a group (see [1], Chapter 5). So p : Z → Z is
surjective. Thus there exists zω ∈ Z such that ω(zω) = z0.
Take a minimal subsystem (A, S ×S Z,T×T Z) of the product system (X×Z∞, S ×S Z,T×
T Z). Let piX : (A, S × S Z,T × T Z) → (X, S ,T ) be the natural coordinate projection. Then
piX is a factor map between two distal minimal systems. By Proposition 5.7, there exists
ω1, ω2 ∈ W such that ((x, ω1), (y, ω2)) ∈ RS ′,T ′(A), where S ′ = S × S Z,T ′ = T × T Z.
Let z1 ∈ Z be such that ω1(z1) = z0. Denote pi : A → X × Z, pi(u, ω) = (u, ω(z1)) for
(u, ω) ∈ A, u ∈ X andω ∈ W. Consider the projection B = pi(A). Then (B, S ×S ,T×T ) is a
minimal distal subsystem of (X×Z, S ×S ,T ×T ) and since pi(x0, ω1) = (x, z0) ∈ B we have
that J contains B. Suppose that pi(x, ω2) = (x, z2). Then ((x, z0), (y, z2)) ∈ RS×S ,T×T (B) and
thus (z0, z2) ∈ RS ,T (Z). Since RS ,T (Z) = ∆Z×Z we have that z0 = z2 and thus (y, z0) ∈ B ⊆
J 
Theorem 6.20. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T . Then for x, y ∈ X, (x, y) ∈ RS ,T (X) if and only if NS ,T (x,U) ∈ B∗S ,T for any open
neighborhood U of y.
Proof. Suppose N(x,U) ∈ B∗S ,T for any open neighborhood U of y. Since X is dis-
tal, RS ,T (X) is an equivalence relation. Let pi be the projection map pi : X → Y B
X/RS ,T (X). By Theorem 5.8 we have that RS ,T (Y) = ∆Y . Since (X, S ,T ) is distal, the
factor map pi is open and pi(U) is an open neighborhood of pi(x). Particularly NS ,T (x,U) ⊆
NS ,T (pi(x), pi(U)). Let V be an open neighborhood of pi(x). By hypothesis we have that
NS ,T (x,U)∩NS ,T (pi(x), pi(U)) , ∅ which implies that NS ,T (pi(x), pi(U))∩NS ,T (pi(x),V) , ∅.
Particularly pi(U)∩ V , ∅. Since this holds for every V we have that pi(x) ∈ pi(U) = pi(U).
Since this holds for every U we conclude that pi(x) = pi(y). This shows that (x, y) ∈
RS ,T (X).
Conversely, suppose that (x, y) ∈ RS ,T (X), let U be an open neighborhood of y and let
A be a B∗S ,T set. Then, there exists a minimal distal system (Z, S ,T ) with RS ,T (Z) = ∆Z,
an open set V ⊆ Z and z0 ∈ V such that NS ,T (z0,V) ⊆ A. Let J be orbit closure of (x, z0)
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under S × S and T × T . By distality we have that (J, S × S ,T × T ) is a minimal system
and (x, z0) ∈ J. By Lemma 6.19 we have that (y, z0) ∈ J and particularly, there exist
sequences (ni)i∈N and (mi)i∈N in Z such that (S niT mi x, S niT miz0) → (y, z0). This implies
that NS ,T (x,U) ∩ NS ,T (z0,V) , ∅ and the proof is finished. 
Corollary 6.21. Let (X, S ,T ) be a minimal distal system with commuting transformations
S and T . Then (X, S ,T ) has a product extension if and only if for every x ∈ X and every
open neighborhood U of x, NS ,T (x,U) contains the product of two set of return times for
a distal system.
Proof. We prove the non-trivial implication. Let suppose that there exists (x, y) ∈ RS ,T (X)\
∆X and let U,V be open neighborhoods of x and y respectively such that U ∩ V = ∅. By
assumption NS ,T (x,U) is a BS ,T set, and by Theorem 6.20 NS ,T (x,V) has nonempty inter-
section with NS ,T (x,U). This implies that U ∩ V , ∅, a contradiction. We conclude that
RS ,T (X) = ∆X and therefore (X, S ,T ) has a product extension. 
Specially, when S = T we get
Corollary 6.22. Let (X,T ) be a minimal distal system. Then (X,T ) is equicontinuous if
and only if for every x ∈ X and every open neighborhood U of x, NT (x,U) contains the
sum of two sets of return times for distal systems.
Proof. Suppose (X,T ) is equicontinuous, then the system (X,T,T ) with commuting trans-
formations T and T has a product extension. So for every x ∈ X and every open neigh-
borhood U of x, we have that NT,T (x,U) contains a product of two sets A and B. In terms
of the one dimensional dynamics, this means that NT (x,U) contains A + B.
Conversely, if NT (x,U) contains the sum of two sets of return times for distal systems
A and B, we have that NT,T (x,U) contains the set A × B. By Corollary 6.21, (X,T,T ) has
a product extension and by Corollary 3.25 (X,T ) is an equicontinuous system. 
Question 6.23. A natural question arising from Corollary 6.22 is the following: is the
sum of two set of return times for a distal system a Bohr0 set?
6.4. Complexity for systems with a product extension. In this subsection, we study the
complexity of a distal system with a product extension. We start recalling some classical
definitions.
Let (X,G0) be a topological dynamical system. A finite cover C = (C1, . . . ,Cd) is a
finite collection of subsets of X whose union is all X. We say that C is an open cover
if every Ci ∈ C is an open set. Given two open covers C = (C1, . . . ,Cd) and D =
(D1, . . . ,Dk) their refinement is the cover C ∨ D = (Ci ∩ D j : i = 1, . . . , d j = 1, . . . , k).
A cover C is finer than D if every element of C is contained in an element of D. We let
D  C denote this property.
We recall that if (X, S ,T ) is a minimal distal system with commuting transformations
S and T then QS (X), QT (X) and RS ,T (X) are equivalence relations.
Let (X, S ,T ) be a minimal distal system with commuting transformations S and T , and
let piS be the factor map piS : X → X/QS (X). Denote IS = {pi−1S y : y ∈ X/QS (X)} the set of
fibers of piS .
36 SEBASTIA´N DONOSO AND WENBO SUN
Given a system (X, S ,T ) with commuting transformations S and T , and given a finite
cover C, denote CT,n0 =
∨n
i=0 T
−iC. For any cover C and any closed Y ⊂ X, let r(C,Y) be
the minimal number of elements in C needed to cover the set Y . We remark that D  C
implies that r(D,Y) ≤ r(C,Y).
Definition 6.24. Let C be a finite cover of X. We define the S -T complexity of C to be
the non-decreasing function
cS ,T (C, n) = max
Y∈IS
r(CT,n0 ,Y).
Proposition 6.25. Let (X, S ,T ) be a distal system with commuting transformations S and
T . Then (X, S ,T ) has a product extension if and only if cS ,T (C, n) is bounded for any open
cover C.
Proof. Suppose first that RS ,T (X) = ∆X. Since QS (X) is an equivalence relation, by Propo-
sition 3.26, we have that piS : (X,T ) → (X/QS (X),T ) is an equicontinuous extension.
Let  > 0 be the Lebesgue number of the finite open cover C, i.e. any open ball B
with radius  is contained in at least one element of C. Then there exists 0 < δ < 
such that d(x, y) < δ, piS (x) = piS (y) implies that d(T nx,T ny) <  for all n ∈ Z. For
any Y ∈ IS , by compactness, let x1, . . . , xk ∈ Y be such that Y ⊂ ⋃ki=1 B(xi, δ). Then
T j(B(xi, δ) ∩ Y) ⊂ B(T jxi, ) ∩ Y ⊂ B(T jxi, ) for any j ∈ N (since QS (X) is invariant un-
der T ×T ). Let Ui, j be an element of C containing B(T jxi, ). Then T j(B(xi, δ)∩Y) ⊂ Ui, j.
So B(xi, δ)∩Y ⊂ ⋂nj=0 T− jUi, j. Thus {⋂nj=0 T− jUi, j : 1 ≤ i ≤ k} is a subset of CT,n0 covering
Y with cardinality k. Therefore r(CT,n0 ,Y) is bounded by the quantity of balls of radius δ
needed to cover Y .
Suppose that cS ,T (C, n) is not bounded. For Y,Y ′ ∈ IS , let dH(Y,Y) be the Hausdorff
distance between Y and Y ′. Since the factor map X → X/QS is open, for any ′ > 0, there
exists δ′ > 0 such that if y, y′ ∈ X/QS and d(y, y′) < δ′, then dH(pi−1y, pi−1y′) < ′.
Let y ∈ Y and let C′ ⊆ C be a subcover of Y = pi−1(y). Let ′ > 0 be such that if
d(x,Y) < ′, then x is covered by C′ . We can find δ′ > 0 such that if d(y, y′) < δ′, then
dH(pi−1y, pi−1y′) < ′. Thus C′ is also an open covering of Y ′ = pi−1(y′).
If pi−1y ⊂ ⋃ki=1 B(xi, δ), then there exists δ′ > 0 such that d(y, y′) < δ′ implies that
pi−1y′ ⊂ ⋃ki=1 B(xi, δ). If cS ,T (C, n) is not bounded, there exists yi ∈ Y such that pi−1(yi)
can not be covered by i balls of radius δ > 0. We assume with out loss of generality that
yi → y (by taking a subsequence). Since pi−1y can be covered by a finite number K of
balls of radius δ, we get that for large enough i, pi−1yi can also be covered by K balls of
radius δ, a contradiction. Therefore cS ,T (C, n) is bounded.
Conversely, let suppose that cS ,T (C, n) is bounded for every open cover C and suppose
that RS ,T (X) , ∆X. We remark that if C is an open cover and Y ∈ IS then
r(CT,n−n ,Y) B r(
n∨
i=−n
T−iC,Y) = r(T n
2n∨
i=0
T−iC,T nT−nY) = r(
2n∨
i=0
T−iC,T−nY).
Since T commutes with S we have that T−nY ∈ IS and thus the condition that cS ,T (C, n) is
bounded implies that r(
∨n
i=−n T
−iC,Y) is bounded for any Y ∈ IS .
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Since RS ,T (X) , ∆X by Proposition 3.26, there exist  > 0 and x ∈ X such that for
any δ > 0, one can find y ∈ X and k ∈ Z such that d(x, y) < δ, piS (x) = piS (y) and
d(T kx,T ky) > . Pick any Y ∈ IS and let C′ be a finite cover of open balls with radius /4.
Let C be the finite covering made up of the closures of the elements of C′. Since C ≺ C′
we have that r(CT,n−n ,Y) is also bounded.
By a similar argument of Lemma 2.1 of [4], there exist closed sets X1, . . . , Xc ⊂ X such
that Y ⊂ ⋃ci=1 Xi, where each Xi can be written as Xi = ⋂∞j=−∞ T− jUi, j, with Ui, j ∈ C. Then
y, z ∈ Xi implies that d(T jy,T jz) < /2 for any j ∈ Z.
Let (δn)n∈N be a sequence of positive numbers such that limn→∞ δn = 0. For any n ∈ N
we can find yn ∈ X and kn ∈ Z with d(x, yn) < δn, piS (x) = piS (yn) and d(T kn x,T knyn) > .
By taking a subsequence, we may assume that all yn belong to the same set Xi. Since Xi
is closed, x ∈ Xi. Thus d(T jx,T jyn) < /2 for any j, n ∈ N, a contradiction.

Appendix A. General facts about the enveloping semigroup
Let (X,G0) be a topological dynamical system. The enveloping semigroup (or Ellis
semigroup) E(X,G0) of (X,G0) is the closure in XX of the set {g : g ∈ G0} endowed with
the product topology. For an enveloping semigroup E(X,G0), the applications E(X,G0)→
E(X,G0), p 7→ pq and p 7→ gp are continuous for all q ∈ E(X,G0) and g ∈ G0. We have
that (E(X,G0),G0) is dynamical system and if G0 is abelian, G0 is included in the center
of E(X,G0). It is worth noting that E(X,G0) is usually not metrizable.
If pi : Y → X is a factor map between the topological dynamical systems (Y,G0) and
(X,G0), then pi induces a unique factor map pi∗ : E(Y,G0)→ E(X,G0) that satisfies pi∗(u)y =
pi(uy) for every u ∈ E(Y,G0) and y ∈ Y .
This notion was introduced by Ellis [7] and allows the translation of algebraic proper-
ties into dynamical ones and vice versa.
We say that u ∈ E(X,G0) is an idempotent if u2 = u. By the Ellis-Nakamura Theorem,
any closed subsemigroup H ⊆ E(X,G0) admits an idempotent. A left ideal I ⊆ E(X,G0)
is a non-empty subset such that E(X,G0)I ⊆ I. An ideal is minimal if it contains no proper
ideals. An idempotent u is minimal if u belongs to some minimal ideal I ⊆ E(X,G0).
We summarize some results that connect algebraic and dynamical properties:
Theorem A.1. Let (X,G0) be a topological dynamical system and let E(X,G0) be its
enveloping semigroup. Then
(1) An ideal I ⊆ E(X,G0) is minimal if and only if (I,G0) is a minimal system. Par-
ticularly, minimal ideals always exist;
(2) An idempotent u ∈ E(X,G0) is minimal if and only if (OG0(u),G0) is a minimal
system;
(3) An idempotent u ∈ E(X,G0) is minimal if vu = v for some v ∈ E(X,G0) implies
that uv = u;
(4) Let x ∈ X. Then (OG0(x),G0) is a minimal system if and only if there exists a
minimal idempotent u ∈ E(X,G0) with ux = x.
38 SEBASTIA´N DONOSO AND WENBO SUN
Theorem A.2. Let (X,G0) be a topological dynamical system. Then
(1) (x, y) ∈ P(X) if and only if there exists u ∈ E(X,G0) with ux = uy;
(2) Let x ∈ X and let u ∈ E(X,G0) be an idempotent. Then (x, ux) ∈ P(X);
(3) Let x ∈ X. Then there exists y ∈ X such that (x, y) ∈ P(X) and (OG0(y),G) is
minimal.
(4) If (X,G0) is minimal, (x, y) ∈ P(X) if and only if there exists u ∈ E(X,G0) a
minimal idempotent such that y = ux.
Proposition A.3. Let (Y,G0) and (X,G0) be topological dynamical systems and let pi : Y →
X be a factor map. If u ∈ E(X,G0) is a minimal idempotent, then there exists a minimal
idempotent v ∈ E(Y,G0) such that pi∗(v) = u.
Proof. If u ∈ E(X,G0) is a minimal idempotent, let v′ ∈ E(X,G0) with pi∗(v′) = u. Then
pi∗(OG0(v′)) = OG0(u). Let J ⊆ OG0(v′) be a minimal subsystem. Since (OG0(u),G) is
minimal, we have that pi∗(J) = OG0(u). Let φ be the restriction of pi∗ to J. Since u
is idempotent, we have that φ−1(u) is a closed subsemigroup of E(Y,G0). By the Ellis-
Nakamura Theorem, we can find an idempotent v ∈ φ−1(u). Since v belongs to J we have
that v is a minimal idempotent.

Acknowledgments
We thank our advisors Bernard Host, Bryna Kra and Alejandro Maass for introducing
us to the subject and for their help and useful discussions.
References
[1] J. Auslander, Minimal flows and their extensions, North-Holland Mathematics Studies 153, North-
Holland Publishing Co., Amsterdam, 1988.
[2] L. Auslander, L. Green and F. Hahn, Flows on homogeneous spaces Ann. Math. Studies 53, Princeton
University Press, 1963.
[3] T. Austin. On the norm convergence of nonconventional ergodic averages, Ergodic Theory Dynam.
Systems 30 (2010), no. 2, 321–338.
[4] F. Blanchard, B. Host and A. Maass, Topological complexity, Ergodic Theory Dynam. Systems 20
(2000), no. 3, 641–662.
[5] Q. Chu, Multiple recurrence for two commuting transformations, Ergodic Theory Dynam. Systems
31 (2011), no. 3, 771–792.
[6] S. Donoso, Enveloping semigroups of systems of order d, to appear in Discr and Cont. Dynam. Sys.
[7] R. Ellis, Lectures on Topological Dynamics, W. A. Benjamin, New York, 1969.
[8] F. Ga¨lher, A. Julien, J. Savinien, Combinatorics and topology of the Robinson tiling,
arXiv:1203.1387
[9] E. Glasner, Ergodic theory via joinings. Mathematical Surveys and Monographs, 101, American
Mathematical Society, Providence, RI, 2003.
[10] E. Glasner, Topological ergodic decompositions and applications to products of powers of a minimal
transformation, J. Anal. Math. 64 (1994), 241–262.
[11] B. Host, Ergodic seminorms for commuting transformations and applications, Studia Math. 195
(2009), no. 1, 31–49.
DYNAMICAL CUBES AND A CRITERIA FOR SYSTEMS HAVING PRODUCT EXTENSIONS 39
[12] B. Host and B. Kra, Nonconventional averages and nilmanifolds, Ann. of Math. (2) 161 (2005), no.
1, 398–488.
[13] B. Host, B. Kra and A. Maass, Nilsequences and a Structure theory for topological dynamical sys-
tems, Adv. Math. 224 (2010), no. 1, 103–129.
[14] W. Huang, S. Shao and X.D. Ye, Nil Bohr0-sets, Poincare recurrence and generalized polynomials,
arXiv:1109.3636.
[15] W. Huang, S. Shao and X. Ye, Higher order almost automorphy, recurrence sets and the regionally
proximal relation, arXiv:1110.6599.
[16] A. Leibman, Pointwise convergence of ergodic averages for polynomial sequences of rotations of a
nilmanifold, Ergodic Theory Dynam. Systems 25 (2005), 201–213.
[17] S. Mozes, Tilings, substitution systems and dynamical systems generated by them, J. Anal Math. 53
(1989), no. 1 ,139–186.
[18] K. Petersen, Disjointness and weak mixing of minimal sets, Proc. Amer. Math. Soc. 177 (1970),
278–280.
[19] Queffe´lec M, Substitution Dynamical Systems - Spectral Analysis, LNM 1294, 2nd ed., Springer,
Berlin (2010)
[20] C. Radin, Miles of tiles. Student Mathematical Library, 1., American Mathematical Society, Provi-
dence, RI, 1999.
[21] S. Shao and X. Ye, Regionally proximal relation of order d is an equivalence one for minimal systems
and a combinatorial consequence. Adv. Math. 231 (2012), no. 3-4, 1786–1817.
[22] T. Tao, Norm convergence of multiple ergodic averages for commuting transformations, Ergodic
Theory Dynam. Systems 28 (2008), no. 2, 657–688.
[23] H. Towsner, Convergence of diagonal ergodic averages, Ergodic Theory Dynam. Systems 29 (2009),
no. 4, 1309–1326.
[24] S. Tu and X. Ye, Dynamical Parallelepipeds in Minimal Systems. J. Dynam. Differential Equations
25 (2013), no. 3, 765–776.
Centro de Modelamiento Matema´tico and Departamento de Ingenierı´a Matema´tica, Universidad de
Chile, Av. Blanco Encalada 2120, Santiago, Chile
Universite´ Paris-Est, Laboratoire d’analyse et de mathe´matiques applique´es, 5 bd Descartes, 77454 Marne
la Valle´e Cedex 2, France
E-mail address: sdonoso@dim.uchile.cl, sebastian.donoso@univ-paris-est.fr
Department of Mathematics, Northwestern University, 2033 Sheridan Road Evanston, IL 60208-2730,
USA
E-mail address: swenbo@math.northwestern.edu
