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A lower Wegner estimate and bounds on the spectral shift
function for continuum random Schrödinger operators
Martin Gebert
ABSTRACT. We prove a strictly positive, locally uniform lower bound on the density
of states (DOS) of continuum random Schrödinger operators on the entire spectrum, i.e.
we show that the DOS does not have a zero within the spectrum. This follows from a
lower Wegner estimate for finite-volume continuum random Schrödinger operators. We
assume throughout iid random variables and the single-site distribution having a Lebesgue
density bounded from below on its support. The main mathematical novelty in this paper
are pointwise-in-energy bounds on the expectation of the spectral shift function at all
energies for these operators where we mainly focus on perturbations corresponding to a
change from Dirichlet to Neumann boundary conditions along the boundary of a cube.
We show that the bound scales with the area of the hypersurface where the boundary
conditions are changed. We also prove bounds on the averaged spectral shift function for
perturbations by bounded and compactly supported multiplication operators.
1. Introduction and results
Wegner estimates are among the most frequently used tools in the theory of random
Schrödinger operators. For example, they imply that the integrated density of states (IDOS)
of random Schrödinger operators with a suitably regular single-site probability distribution
is Lipschitz continuous and therefore has a bounded density, which is called the density
of states (DOS), see [KM07, Ves08] for reviews. In his celebrated work [Weg81] Wegner
proved an upper and a positive lower bound on the DOS for the Anderson model on Zd . His
initial motivation for proving such bounds was to clarify that a possible phase transition
in the spectrum of such operators is not associated with a singularity or zero of the DOS.
In the following, the upper bound attracted a lot of attention in the mathematical physics
community as it turned out to be useful for proving localisation for random Schrödinger
operators via the multiscale analysis method, see [AW15] for the history of localisation.
In this paper we consider (alloy-type) continuum random Schrödinger operators, see
Section 1.1 for precise definitions. For these operators an optimal upper Wegner estimate is
obtained in [CHK07a]. On the other hand, a lower Wegner estimate and a strictly positive
lower bound on the DOS for these models were only obtained recently in the region of
complete localisation in [DGHKM17]. However, for the Anderson model on Zd a positive
lower bound on the DOS holds on the entire spectrum. This was proved in [Jes92, HM08]
using the ideas of [Weg81]. In this paper we show that localisation is not necessary for
a lower Wegner estimate to hold for continuum random Schrödinger operators as well.
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More precisely, we show a lower Wegner estimate which implies strict positivity of the
DOS on the entire spectrum except possibly very close to band edges, see Theorem 1.1
and Corollary 1.2, where the constant in the lower Wegner estimate is locally uniform in
energy. Our strategy of proof is the same as in [DGHKM17] which relies on a Dirichlet-
Neumann bracketing argument and controlling the resulting error for the spectral shift
function. At this point the restriction to the region of complete localisation was necessary
in [DGHKM17].
The main new ingredient and mathematical novelty presented in this paper are quanti-
tative bounds on the averaged finite-volume spectral shift function for continuum random
Schrödinger operators. In Theorem 1.4 we obtain new pointwise-in-energy bounds on the
averaged finite-volume spectral shift function corresponding to a change from Dirichlet
to Neumann boundary conditions along the boundary of a finite volume. Our bound is
optimal in the sense that it is proportional to the area of the hypersurface where the bound-
ary conditions are changed and is uniform in the finite-volume restriction. Compared to
earlier results obtained in [DGHKM17], which relied on exponential decay of fractional
moments of resolvents, the proof here relies only on a priori fractional moment bounds
for continuum random Schrödinger operators established in [AENSS06]. We also show
pointwise-in-energy bounds for the finite-volume spectral shift function for perturbations
by bounded and compactly supported potentials, see Theorem 1.7. Bounds on the spec-
tral shift function in the context of multi-dimensional Schrödinger operators have a long
history and we refer to Remark 1.8 for related results.
1.1. The model. We consider random Schrödinger operators with an alloy-type random
potential of the form
ω 7→H0+Vω :=H0+
∑
k∈Zd
ωk uk (1.1)
acting on a dense domain in the Hilbert space L2(Rd ) for d ∈N. H0 is a non-random self-
adjoint operator and ω 7→Vω is a random potential subject to:
(K) The unperturbed operator is given by H0 := −∆+V0 with −∆ being the non-
negative Laplacian on d-dimensional Euclidean space Rd and V0 ∈ L
∞(Rd ) is a
deterministic, Zd -periodic and bounded background potential. We also assume
H0 Ê 0.
(V1) The random coupling constants ω := (ωk )k∈Zd ∈ R
Z
d
are identically and inde-
pendently distributed according to the Borel probability measure P :=
⊗
Zd P0
on RZ
d
. The single-site distribution P0 is absolutely continuous with respect to
Lebesgue measure on R. The corresponding Lebesgue density ρ is bounded with
support supp(ρ)⊆ [0,1]. We denote the corresponding expectation by E[·].
(V2) The single-site bump functions uk ( ·) := u( · −k), k ∈Z
d , are translates of a non-
negative bounded function 0 É u ∈ L∞c (R
d ) supported in a ball of radius Ru > 0.
Moreover, we assume a covering condition, i.e. there exist Cu,−,Cu,+ > 0 such
that
0<Cu,− É
∑
k∈Zd
uk ÉCu,+ <∞. (1.2)
We note that the condition supp(ρ)⊆ [0,1] in (V1) is not stronger than the seemingly
weaker property supp(ρ) is compact. In fact, the former can be obtained from the latter
via the inclusion of an additional periodic potential, a change of variables of the random
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couplings (ωk )k∈Zd and by rescaling the single-site potential u. The random potential V
need not even be of the precise form (1.1), as Zd -translation invariance is not necessary
for most of the arguments which do not involve the existence of the IDS.
The above model is Zd -ergodic with respect to lattice translations. It follows that there
exists a closed set Σ ⊂ R, the non-random spectrum of H , such that Σ = σ(H ) holds P-
almost surely [PF92]. We drop the subscript ω from H and other quantities when we think
of these quantities as random variables.The covering conditions (1.2) imply the spectral
inclusion
Σ0+ [0,Cu,−]⊆Σ⊆Σ0+ [0,Cu,+], (1.3)
where Σ0 :=σ(H0), see [PF92].
Given an open set G ⊂ Rd , we write HG for the Dirichlet restriction of H to G. We
define the random finite-volume eigenvalue counting function
R ∋ E 7→NL(E ) := Tr
(
1(−∞,E](HL)
)
(1.4)
for L > 0. Here, 1B is the indicator function of a Borel set B ⊂ R, HL := HΛL and ΛL :=
(−L/2,L/2)d is the open cube about the origin of side-length L. We also define ΛL(x0) :=
x0+ΛL. A Wegner estimate holds under our assumptions: given a bounded interval I ⊂ R
and E1,E2 ∈ I with E1 < E2, the estimate
E
[
NL(E2)−NL(E1)
]
ÉCW,+(I )|ΛL |(E2−E1) (1.5)
holds for all L > 0, where CW,+(I ) is a constant which is polynomially bounded in sup I ,
and |B | is the Lebesgue measure of a Borel set B ⊆ Rd . We refer to [RMV13, Kle13,
NTTV18] for recent trends concerning Wegner estimates. Ergodicity implies, almost
surely, that the limit
N (E ) := lim
L→∞
1
|ΛL |
NL(E ) (1.6)
exists for all E ∈ R, see [PF92]. The non-random limit function N is called the integrated
density of states (IDOS) of H , see e.g. the reviews [KM07, Ves08]. The Wegner estimate
(1.5) implies Lipschitz continuity of the IDOS N , which implies absolute continuity of N
with a bounded Lebesgue density n. The latter is the density of states (DOS) of H . The
Wegner bound for the DOS implies
esssup
E∈I
n(E )ÉCW,+(I ). (1.7)
1.2. Lower Wegner estimate and strict positivity of the DOS. One goal of this pa-
per is to derive lower bounds for the IDOS and DOS of alloy-type random Schrödinger
operators that complement (1.5) and (1.7). To state the theorem, we need an additional
assumption on the single-site probability density.
(V1’) The single-site probability density is bounded away from zero on its support
ρ− := essinf
ν∈[0,1]
ρ(ν)> 0. (1.8)
In the following we show a lower bound on the expectation of the eigenvalue counting
function which we refer to as a lower Wegner estimate. We use the notation Int(A) for the
interior of a set A ⊂R.
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Theorem 1.1. Assume (K), (V1), (V1’) and (V2). Consider a compact energy interval
I ⊂ Int(Σ0+ [0,Cu,−]). Then there exists a constant CW,−(I )> 0 and an initial length scale
L0 > 0 such that
E
[
Tr
(
1[E1,E2](HL)
)]
ÊCW,−(I )(E2−E1)|ΛL | (1.9)
holds for all E1,E2 ∈ I with E1 <E2 and all L > L0.
Corollary 1.2. Assume (K), (V1), (V1’) and (V2). Consider a compact energy interval
I ⊂ Int(Σ0+ [0,Cu,−]). Then there exists a constant CW,−(I )> 0 such that
essinf
E∈I
n(E )ÊCW,−(I ). (1.10)
Remarks 1.3. (i) If V0 = 0, Int(Σ0 + [0,Cu,−]) = [0,∞) and the latter results hold
on the entire almost sure spectrum. The same is true for Cu,− = Cu,+. The restriction
to Int
(
Σ0 + [0,Cu,−]
)
and the assumption (V1’) originates in the strategy of proof in
[DGHKM17] which is also used here. It consists of giving a lower bound on the DOS
of H in terms of the IDOS of H0 at certain energies. However, the argument fails for
energies which are far away from the spectrum of the operator H0.
(ii) Partially, the interest in lower bounds on the DOS stems from the occurrence of
the DOS as the intensity of the Poisson point process describing level statistics of eigenval-
ues in the localised regime. Poisson statistics are well understood for the Anderson model
on Zd [Min96]. It was also believed to hold for continuum models on Rd as well [CGK10].
Very recently, using new ideas, this was established at the very bottom of the spectrum of
continuum random Schrödinger operators in [DE].
The proof of a lower bound on the DOS for alloy-type continuum random Schrödinger
operators requires detailed control of the spectral shift function for a perturbation by a
boundary condition on a hypersurface. This control is the main achievement of this paper.
1.3. Bounds on the spectral shift function. Let A,B ,C be self-adjoint operators which
are bounded from below and admit purely discrete spectrum. Then the spectral shift func-
tion (SSF) for A and B is defined by
ξ
(
E , A,B
)
:= Tr
(
1(−∞,E](A)−1(−∞,E](B )
)
. (1.11)
This definition makes sense and coincides with the abstract definition of the SSF [Yaf92].
Note that the spectral shift function is linear with respect to the perturbation, i.e.
ξ
(
E , A,B
)
= ξ
(
E , A,C
)
+ξ
(
E ,C ,B
)
. (1.12)
For L, l ∈ R>0 and x0 ∈ ΛL such that Λl (x0) ⊂ ΛL we write H
D/N
L,l
, for the self-adjoint
restriction of the operator H to ΛL \Λl (x0) with Dirichlet boundary conditions along the
outer boundary ∂ΛL and Dirichlet boundary conditions, respectively Neumann boundary
conditions along the inner boundary ∂Λl (x0). Moreover, we denote by H
D/N
L
the restriction
of H to ΛL with Dirichlet, respectively Neumann boundary conditions. Then we have the
following bounds on the corresponding spectral shift functions.
Theorem 1.4. Assume (K), (V1) and (V2). Given a compact energy interval I ⊂R then
(i) there exists C1 > 0 such that
sup
E∈I
E
[
|ξ(E , H NL,l , H
D
L,l )|
]
ÉC1l
d−1 (1.13)
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holds for all L > 1 and l Ê 1 such that x0 ∈ ΛL, provided Λl (x0) ⊂ ΛL with
dist
(
∂Λl (x0),∂ΛL
)
Ê 1.
(ii) there exists C2 > 0 such that
sup
E∈I
E
[
|ξ(E , H NL , H
D
L )|
]
ÉC2L
d−1. (1.14)
Using the operator inequalities H N
L,l
⊕H N
Λl (x0)
É HL É H
D
L,l
⊕H D
Λl (x0)
and ξ(E , A,B ) É
ξ(E , A,C ) for B ÉC , Theorem 1.4 implies
Corollary 1.5. Assume (K), (V1) and (V2). Given a compact energy interval I ⊂ R, then
there exists a constant C > 0 such that
sup
E∈I
E
[
|ξ
(
E , HL, H
⋆
L,l ⊕H
⋆
Λl (x0)
)
|
]
ÉC l d−1 (1.15)
holds for all L > 1 and l Ê 1 such that x0 ∈ ΛL , provided Λl (x0) ⊂ ΛL with
dist
(
∂Λl (x0),∂ΛL
)
Ê 1. Here, ⋆ denotes boundary conditions on the inner boundary
∂Λl (x0) subject to H
N
L,l
⊕H N
Λl (x0)
ÉH⋆
L,l
⊕H⋆
Λl (x0)
ÉH D
L,l
⊕H D
Λl (x0)
.
Remark 1.6. We restricted ourselves to L > 1, l Ê 1 and boxes with dist
(
∂Λl (x0),∂ΛL
)
Ê 1
in the above theorems since we do not want to complicate things with notational subtleties
arising from small length scales l ,L in the proof.
Theorem 1.7. Assume (K), (V1) and (V2). Let W ∈ L∞c (R
d ) . Given a compact energy
interval I ⊂R, there exists a constant C > 0 such that
sup
E∈I
E
[
|ξ(E , HL, HL +W )|
]
<C (1.16)
for all L > 1.
The proof of Theorem 1.7 follows along the very same lines as Theorem 1.4. We
indicate it in Section 3.
Remarks 1.8. (i) Theorem 1.4 (ii) implies that the IDOS is independent of any
boundary conditions lying in between Dirichlet and Neumann boundary conditions. This
is known for deterministic Schrödinger operators with magnetic fields [Nak01, DIM01,
Min02] provided the IDOS exists. The deterministic proofs there show that the error is of
order o(|ΛL|).
(ii) For continuum Schrödinger operators, there is a subtle problem to obtain bounds
on the SSF, which hold pointwise in energy and are uniform in the volume. It has been
noted in [Kir87] that for d Ê 2 and E > 0
sup
L>0
ξ
(
E ,−∆DL ,−∆
D
L +W
)
=∞ (1.17)
for W ∈ L∞c (R
d ) and W Ê 0. The divergence in (1.17) is due to increasing degeneracies of
the eigenvalues of the Laplacian for larger volumes at fixed energy. Theorem 1.7 shows
that such subtleties are ruled out by the randomness. and one has pointwise-in-energy
bounds on the SSF uniform in the volume and locally uniform in energy.
(iii) There are several results for Lp -boundedness of the SSF [CHN01, HS02,
HKNSV06]. Results analogous to Theorem 1.4 and 1.7 are known in the region of com-
plete localisation, see [DGHKM17] and [DGM, Thm. 3.1, Cor. 3.2]. For a special class of
perturbations pointwise-in-energy bounds on the averaged SSF are proved in [CHK07b].
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(iv) A bound on a one-parameter averaged fractional spectral shift function is proved
in [AENSS06, App. D] for a perturbation by a potential. Their ideas, using the Birman-
Schwinger principle and a weak-L1 bound on the resolvent, are quite similar to the ideas
used in our proof.
2. Proof of Theorem 1.4
Let p > 0. Then we denote by S p the corresponding Schatten-p-class with norm ‖ · ‖p .
For 0< p < 1 and a compact operator A with singular values (an)n∈N we note that ‖A‖p :=(∑
n∈N |an |
p
)1/p
is not a norm but a quasi norm. However, the “triangle-like” inequality
‖A+B‖
p
p É‖A‖
p
p +‖B‖
p
p (2.1)
still holds for compact operators A,B and p ∈ (0,1], see [McC67, Thm. 2.8]. We also
note that the (generalised) Hölder inequality for Schatten classes remains true for Hölder
exponents p1, ..., pn > 0 subject to p
−1
1 + ...+p
−1
n = p
−1. We write χx := 1Λ1(x) for x ∈R
d ,
where 1A stands for the indicator function on the Borel set A ⊂R
d .
We only prove Theorem 1.4 (i). The second part, Theorem 1.4 (ii), follows along the
very same lines. We restrict ourselves to l ∈ N. Let Λl (x0) ⊂ ΛL for some x0 ∈ ΛL. We
denote by ∂Λl the inner boundary of ΛL\Λl (x0) and we set ΛL,l :=ΛL\Λl (x0).
2.1. Splitting the perturbation into O(l d−1) smaller perturbations. We assume l ∈N
and split ∂Λl in a disjoint union of hypercubes of side length 1. More precisely, there exists
a constant Cl ∈N such that
∂Λl =
⋃
n=1,...,Cl
Γn , (2.2)
for a family
(
Γn
)Cl
n=1 of open hypercubes of side length 1 such that Γn ∩Γm = ∅. The
constant Cl satisfies Cl =O(l
d−1), as l →∞.
Next we define a family of operators lying between H N
L,l
and H D
L,l
. For M ∈ {1, ...,Cl } we
define HL,l ,M as the operator which admits Dirichlet boundary conditions on the set ΓM :=
M⋃
n=1
Γn and Neumann boundary conditions on the complement ∂Λl \
M⋃
n=1
Γn . More precisely,
the corresponding Laplace operator is defined by the quadratic form
∫
ΛL,l
dx∇u∇v with
domain
H0,ΓM (ΛL,l ) :=
{
u ∈H 1(ΛL,l ) : u|ΓM = 0
}
. (2.3)
Here H 1(ΛL,l ) is the first order Sobolev space on ΛL,l . For more information on Laplace
operators with mixed boundary conditions we refer to [LR17] and references therein. We
use the notation HL,l ,0 :=H
N
L,l
.
Now we exploit the linearity of the spectral shift function with respect to the perturba-
tion, see (1.12), and obtain for E ∈R that
ξ(E , H NL,l , H
D
L,l )=
Cl∑
M=1
ξ(E , HL,l ,M , HL,l ,M−1). (2.4)
This implies
|ξ(E , H NL,l , H
D
L,l )| É
Cl∑
M=1
|ξ(E , HL,l ,M , HL,l ,M−1)|. (2.5)
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Since Cl =O(l
d−1), as l →∞, the assertion follows once we have proved
sup
M∈{1,...,Cl }
E
[
|ξ(E , HL,l ,M , HL,l ,M−1)|
]
<C (2.6)
for a constant C > 0 which is independent of l ,L, the particular decomposition in (2.2) and
locally uniform in E .
2.2. Bound on the SSF using the Birman-Schwinger principle. We fix 0< p < 1 and
I ⊂ R compact. Moreover, let M ∈ {1, ...,Cl } and m ∈ N with m+1 > d/p and m odd. In
the following we assume without loss of generality that HL,l ,M Ê 0 for all L, l > 0. This
can always be achieved by adding a constant to H . We denote by ̺(·) the resolvent set of
an operator. Therefore, 1 ∈ ̺(HL,l ,M ) and by definition of the spectral shift function, we
obtain
|ξ(E , HL,l ,M , HL,l ,M−1)| = |ξ((E +1)
−m , (HL,l ,M +1)
−m , (HL,l ,M−1+1)
−m)|. (2.7)
We define
WM := (HL,l ,M−1+1)
−m − (HL,l ,M +1)
−m . (2.8)
Then the assumption m+1 > d/p implies that WM ∈S
p , see Lemma A.1. The Birman-
Schwinger principle, see Lemma B.1, implies that
|ξ
(
(E +1)−m , (HL,l ,M +1)
−m , (HL,l ,M−1+1)
−m
)
|
É liminf
εց0
‖|WM |
1/2 1
(HL,l ,M +1)
−m − (E − iε+1)−m
|WM |
1/2‖
p
p
É (E +1)mp liminf
εց0
‖|WM |
1/2 (HL,l ,M +1)
m
hE˜ (HL,l ,M )
1
HL,l ,M − E˜
|WM |
1/2‖
p
p , (2.9)
where E˜ := E − iε and
hE (x) :=
(1+x)m − (1+E )m
x−E
=
m−1∑
k=1
(1+x)k (1+E )m−k−1. (2.10)
We note that we allow the right hand side of (2.9) to be ∞. In particular, using Fatou’s
lemma we obtain for all E ∈R the bound
E
[
|ξ(E , HL,l ,M , HL,l ,M−1)|
]
É (E +1)mp liminf
εց0
E
[
‖|WM |
1/2 (HL,l ,M +1)
m
hE˜ (HL,l ,M )
1
HL,l ,M − E˜
|WM |
1/2‖
p
p
]
. (2.11)
In the following we write HM :=HL,l ,M to shorten notation.
2.3. Inserting higher powers of resolvents. To bound the expectation value of (2.9),
we aim at applying the following weak-L1 bound for resolvents due to [AENSS06]. This
is the main ingredient to the proof. We formulate the lemma in a general way:
Lemma 2.1. Let 0 < p < 1. Then there exists a constant Cp > 0 such that for all self-
adjoint operators A, all ε> 0, all E ∈ R and all operators M1, M2 ∈S
2 and U1,U2 ∈S
∞
with U1,U2 Ê 0 the inequalities∫1
0
dt
∫1
0
dsρ(t )ρ(s)‖M1U
1/2
1
1
A+ tU1+ sU2−E + iε
U 1/22 M2‖
p
2 ÉCp‖M1‖
p
2 ‖M2‖
p
2
(2.12)
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and ∫1
0
dt ρ(t )‖M1U
1/2
1
1
A+ tU1−E + iε
U 1/21 M2‖
p
2 ÉCp‖M1‖
p
2 ‖M2‖
p
2 (2.13)
hold.
PROOF. This lemma follows from [AENSS06, Lemma 3.1 and Proposition 3.2] and the
layer-cake representation, see also [BNSS06, App. A.3]. 
Later on we apply Lemma 2.1 with A = HL,l ,M and U1 = ui and U2 = u j for i , j ∈Z
d .
Before doing so, we need to rewrite the expression (2.11) in a suitable way to fit the
requirements of Lemma 2.1. Especially, we need to raise the ‖·‖p-norm appearing in (2.9)
for some 0 < p < 1 to a Hilbert-Schmidt norm and we have to insert Hilbert-Schmidt
operators M1, M2 which are independent of the "random variables" s and t . We do both
things using the resolvent equation. This is the main part of this subsection.
Let τ ∈ N even and to be determined later. We apply the resolvent equation τ-times
and obtain
1
HM − E˜
=
τ∑
k=1
( 1
HM +1
)k
(E˜ +1)k−1+ (E˜ +1)τ
( 1
HM +1
)τ 1
HM − E˜
. (2.14)
Then the triangle-like inequality (2.1) and (2.14) imply that
‖|WM |
1/2 (HM +1)
m
h˜E (HM )
1
HM − E˜
|WM |
1/2‖
p
p
É
τ∑
k=1
|E˜ +1|p(k−1)‖|WM |
1/2 gE˜ (HM )
(HM +1)k−1
|WM |
1/2‖
p
p
+|E˜ +1|τp‖|WM |
1/2 gE˜ (HM )
(HM +1)τ
1
HM − E˜
|WM |
1/2‖
p
p , (2.15)
where gz (x) := (x+1)
m−1/hz (x). We note that gz is the rational function
gz (x)=
(x+1)m−1(x− z)
(x+1)m − (z+1)m
=
m−1∏
i=1
x−ai (z)
x−bi (z)
(2.16)
for some (ai (z))
m−1
i=1
⊂ C and (bi (z))
m−1
i=1
⊂ C depending continuously on z ∈ C. The as-
sumption m ∈ N odd implies that x = E is the only real-valued solution of the equation
(x +1)m = (E +1)m , i.e. Im bi (E ) 6= 0 for all i = 1, ...,m−1. Moreover, bi (E ) 6= b j (E ) for
i 6= j and supx∈R |gE (x)| <∞. By continuity of the bi (z) for i = 1, ...,m−1 this implies
sup
x∈R,ε∈(−ε0,ε0)
|gE+iε(x)| <∞ (2.17)
for some ε0 > 0. In the following we restrict ourselves to ε< ε0 such that (2.17) holds.
We estimate the expectation of the first part of (2.15) with the generalized Hölder
inequality ‖ABC‖p É‖A‖2p‖B‖‖C‖2p . This gives for k = 1, ...,τ−1
E
[[
‖|WM |
1/2 gE˜ (HM )
(HM +1)k−1
|WM |
1/2‖
p
p
]
É ‖
gE˜ ( ·)
( · +1)k−1
‖∞E
[[
‖WM‖
p
p
]
<C1 (2.18)
for some C1 > 0 independent of all relevant quantities where the latter is finite due to (2.17)
and Lemma A.1.
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We note that using the covering condition (V2), we can write the identity on L2(Rd )
as 1=
∑
n∈Zd un v for some v ∈ L
∞
c (R
d ) with ‖v‖∞ É
1
Cu,−
. Hence, using (2.1), we estimate
the second part of (2.15) by
‖|WM |
1/2 1
(HM +1)τ/2
1
HM − E˜
gE˜ (HM )
(HM +1)τ/2
|WM |
1/2‖
p
p
É
∑
i , j∈Zd
‖|WM |
1/2 1
(HM +1)τ/2
ui v
1
HM − E˜
u j v
gE˜ (HM )
(HM +1)τ/2
|WM |
1/2‖
p
p . (2.19)
We note here that we have actually inserted an identity on L2(ΛL,l ) but any identity on
L2(Rd ) is trivially an identity on the smaller space as well and one should rather think of
ui as u˜i := ui1ΛL,l for i ∈Z
d .
In the following, we write
1
(HM +1)τ/2
=
1
(HM +1)τ/2−σ
1
(HM +1)σ
(2.20)
where σ ∈N is chosen such that 2σ > d/2 and τ ∈N even such that τ/2−σ Ê 0. To keep
notation simple and the argument clear, we restrict ourselves for the moment to σ= 1 and
therefore to d É 3. We set Vi j :=ωi ui +ω j u j . Then the resolvent equation implies
1
HM +1
=
1
Hi j +1
(
1−Vi j
1
HM +1
)
=
1
Hi j +1
T, (2.21)
where Hi j := HM −Vi j indicating that Hi j is independent of the random variables ωi and
ω j and we have set T :=1−Vi j
1
HM+1
. Inserting (2.21) in (2.19), implies
‖|WM |
1/2 1
(HM +1)τ/2
ui v
1
HM − E˜
u j v
gE˜ (HM )
(HM +1)τ/2
|WM |
1/2‖
p
p
É‖|WM |
1/2 1
(HM +1)τ/2−1
T
1
Hi j +1
vui
1
HM − E˜
u j v
1
Hi j +1
T ∗
gE˜ (HM )
(HM +1)τ/2−1
|WM |
1/2‖
p
p .
(2.22)
Now, we insert four more identities of the form 1 =
∑
n∈Zd χn in the above and use (2.1)
which gives together with (2.19) that
E
[
‖|WM |
1/2 1
(HM +1)τ/2
1
HM − E˜
gE˜ (HM )
(HM +1)τ/2
|WM |
1/2‖
p
p
]
É
∑
i , j ,n,m,a,b∈Zd
E
[
‖AτnTn,mBm,i Ci , j B
∗
j ,bT
∗
b,a (D
τ
a )
∗‖
p
p
]
. (2.23)
We have set in above
Aτn := |WM |
1/2 1
(HM +1)τ/2−1
χ1/2n , Tn,m := χ
1/2
n
(
1−Vi j
1
HM +1
)
χ1/2m (2.24)
and
Bm,i := χ
1/2
m
1
Hi j +1
vu1/2i , Ci , j := u
1/2
i
1
HM − E˜
u1/2j (2.25)
and
Dτa := |WM |
1/2 gE˜ (HM )
(HM +1)τ/2−1
χ1/2a . (2.26)
We fix r > 0, such that for 0< p < 1 and we have
1
p
=
1
2
+
1
r
+
1
r
. (2.27)
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We apply the generalized Hölder inequality to estimate for all i , j ,n,m, a,b ∈Zd
E
[
‖AτnTn,mBm,i Ci , j B
∗
j ,bT
∗
b,a (D
τ
a )
∗‖
p
p
]
É E
[
‖Aτn‖
p
r ‖Tn,m‖
p‖Bm,iCi , j B
∗
j ,b‖
p
2 ‖Tb,a‖
p‖(Dτa )‖
p
r
]
. (2.28)
Since suppρ ⊂ [0,1], assumption (1.2) implies that ‖Vi j‖ É Cu,+. Using this and
Lemma A.3, it is straight forward to see that for n,m ∈Zd
‖Tn,m‖ ÉC1e
−c1|n−m| (2.29)
for constants c1 and C1 > 0 independent of all relevant quantities. We choose τ ∈ N also
such that r > d/(τ/2−1). Since gE˜ has the form (2.16), we are in position to apply Lemma
A.4, proved later on, to obtain for all n ∈Zd the estimate
‖Aτn‖r <Cr e
−cr dist(n,ΓM ) and ‖Dτn‖r <Cr e
−cr dist(n,ΓM ), (2.30)
where the constants Cr > 0 and cr > 0 are locally uniform in energy E , independent of the
random variables and all other relevant quantities. Hence, (2.29) and (2.30) imply∑
n∈Z d
‖An‖
p
r ‖Tn,m‖
p É
∑
n∈Z d
Cr C1e
−cr dist(n,ΓM )e−c1|n−m|
ÉC2e
−c2 dist(m,ΓM ) (2.31)
for some constants C2 > and 0 < c2 < min{cr ,c1} independent of all relevant quantities,
especially of the random variables, and locally uniform in energy. The same bound holds
for
∑
a∈Zd ‖Tb,a‖
p‖(Dτa )‖
p
r . Inserting the latter in (2.28), gives∑
n,a∈Z d
(2.28)ÉC3e
−c3 dist(m,ΓM )e−c2 dist(b,ΓM )E
[
‖Bm,iCi , j B
∗
j ,b‖
p
2
]
. (2.32)
for constants c3 > 0 andC3 > 0 locally uniform in energy E and uniform in all other relevant
quantities.
2.4. Application of Lemma 2.1. For i , j ∈Zd , i 6= j we write HM =Hi j +ωi u˜i +ω j u˜ j ,
u˜i := ui1ΛL,l and E
⊥
i j
for the expectation with respect to all random variables except ωi and
ω j . With this notation at hand the expectation in (2.32) can be written as
E
[
‖Bm,iCi , j B
∗
j ,b‖
p
2
]
= E⊥i j
[∫1
0
∫1
0
dt dsρ(t )ρ(s)‖Bm,i u˜
1/2
j
1
Hi j + t u˜ j + su˜i −E + iε
u˜1/2i B
∗
j ,b‖
p
2
]
.
(2.33)
The latter is precisely of the form needed in Lemma 2.1 where we note that Bm,i and
B∗
j ,m
are independent of t and s. Therefore, Lemma 2.1 implies that there exists a constant
Cp > 0 independent of all relevant quantities such that
(2.33)ÉCp E
⊥
i j
[
‖Bm,i‖
p
2 ‖B
∗
j ,b‖
p
2
]
. (2.34)
The same holds for i = j along the very same lines using (2.13) in Lemma 2.1. Since we
restricted ourselves to d É 3, we have 2> d/2 and Lemma A.3 provides for all n,m ∈Zd
the bound
‖Bn,m‖2 ÉC4e
−c4|n−m| (2.35)
for some constants c4 > 0 and C4 > 0 independent of all relevant quantities, especially in-
dependent of all random variables. Moreover, we used in the latter that um ÉCu,+
∑
x∈J χx
for some finite index set J ⊂Rd only depending on the support of u, see (V2) and we also
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used ‖v‖∞ É
1
Cu,−
. Finally, the bounds (2.28), (2.32), (2.33) and the latter imply that there
exist constants c5 > 0 and C5 > 0 independent of all relevant quantities and locally uniform
in the energy such that
(2.23)ÉC5
∑
i , j ,b,m∈Zd
e−c5|b−M0|e−c5|m−M0|e−c5|b−i |e−c5| j−m|, (2.36)
where M0 is the centre of the hypercube ΓM . Estimating the above sum by the correspond-
ing integral it is straightforward to see that
(2.36)ÉC6 <∞, (2.37)
where the constant C6 > 0 is locally uniform in the energy E and independent of all other
relevant quantities. This together with the bounds (2.11), (2.15) and (2.18) give (2.6) and
the assertion follows in a neighbourhood of E ∈ I where we recall that we assumed d É 3.
Since I is compact the result follows.
For d > 3, the proof proceeds along the very same lines. The only difference is that for
d > 3 we have ρ > 1 in (2.20). In this case we substitute (2.21) by
1
(HM +1)ρ
=
m∑
k=1
Ak ,i j Tk (2.38)
valid for some m ∈ N and for some operators Ak ,i j ∈ S
∞, k = 1, ...,m, which are inde-
pendent of the random variables ωi and ω j and satisfy χx Ak ,i jχy ∈S
2 for x, y ∈Rd , and
some bounded operators Tk . Moreover, there exists constants c > 0 and C > 0 independent
of all relevant quantities such that for x, y ∈Rd and k = 1, ..,m the bounds
‖χx Ak ,i jχy‖2 ÉC e
−c|x−y | and ‖χx Tkχy‖ÉC e
−c|x−y | (2.39)
hold. Equation (2.38) follows from an iteration of the resolvent equation where the opera-
tors Ak ,i j and Tk are expressions given in terms of the resolvents of Hi j and HM . Then the
bounds (2.39) follow from Lemma A.3. For d > 3 the assertion follows from using (2.38)
and (2.39) in the subsequent steps of the proof.
3. Proof of Theorem 1.7 and Theorem 1.1
PROOF OF THEOREM 1.7. The proof of Theorem 1.7 follows along the same lines as the
proof of Theorem 1.4. In the case of a perturbation by a potential W ∈ L∞c (R
d ) we set
WM := (HL+1)
m − (HL +W +1)
m (3.1)
instead of (2.8) where m ∈N is chosen such that WM ∈S
p for some 0 < p < 1. Then we
use Lemma B.1 and the proof follows along the very same lines as the one of Theorem 1.4
where we note that Lemma A.1 and Lemma A.2 also hold in the case of WM given above
with dist(x,Γ1) substituted by dist(x, supp(W )). 
PROOF OF THEOREM 1.1. The proof of Theorem 1.1 follows word for word from the
proof of [DGHKM17, Thm. 2.3]. The only difference is that we use Theorem 1.4 instead
of [DGHKM17, Thm. 2.7] to deduce [DGHKM17, eq. (3.32)]. [DGHKM17, Thm. 2.7]
was the only reason for the limitation of the previous result to the region of complete
localisation. 
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Appendix A. Geometric resolvent inequality and Combes-Thomas estimate
In this section we consider the following deterministic Schrödinger operator
(D) H :=−∆+V0+V with two bounded potentials V0,V ∈ L
∞(Rd ) such that 0ÉV ÉT
for some finite constant T > 0 and −∆+V0 Ê 0.
Let L, l > 0 with Λl (x0) ⊂ΛL for some x0 ∈ ΛL and Γ ⊂ ∂Λl (x0) open. We denote by
HL,l ,Γ the restriction of H to ΛL,l :=ΛL \Λl (x0) with Dirichlet boundary conditions on ∂ΛL
and Dirichlet boundary conditions on Γ and Neumann boundary condition on ∂Λl (x0) \Γ,
where we also assume that ∂Λl (x0) \ {Γ∪∂Λl (x0) \Γ} has Lebesgue measure 0 on ∂Λl (x0),
see [LR17, Sec. 2] for the definition of the corresponding Laplace operator. Moreover, we
write |x| for the Euclidean norm of a vector x ∈ Rd . We also recall that χx := 1Λ1(x) for
x ∈Rd .
Lemma A.1. Assume (D) and p > 0. Let m + 1 > d/p and T > 0. There exists a fi-
nite constant C > 0 such that for all L, l > 0, x0 ∈ ΛL such that Λl (x0) ⊂ ΛL with
dist(Λl (x0),∂ΛL)> 1, for all Γ⊂ ∂Λl (x0) open, all hypercubes Γ1 ⊂ ∂Λl (x0) of side length
1 and all measurable potentials V : Rd → [0,T ] the operator WΓ,Γ1 satisfies WΓ,Γ1 ∈ S
p
with
‖WΓ,Γ1‖p <C <∞, (A.1)
where WΓ,Γ1 := (HL,l ,Γ+1)
−m − (HL,l ,Γ∪Γ1 +1)
−m .
We are not aiming at optimality in the above and the assumption m+1 > d/p is not
optimal.
PROOF OF LEMMA A.1. We restrict ourselves to p É 1 in the proof. The proof for p > 1
follows along the very same lines using the actual triangle inequality where (2.1) is used
in the following. Let Γ2 := Γ∪Γ1. We assume in the following that Γ2 \Γ 6=∅. We write
WΓ,Γ1 =
m−1∑
k=0
(HL,l ,Γ+1)
−k
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
(1+HL,l ,Γ2 )
−(m−1−k)
=
m−1∑
k=0
∑
x,y∈Zd
(HL,l ,Γ+1)
−kχx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy (HL,l ,Γ2 +1)
−(m−1−k).
(A.2)
We first show that (HL,l ,Γ+1)
−rχx ∈ S
p for k > d/(2p). To see this, we estimate using
inequality (2.1)
‖(HL,l ,Γ+1)
−kχx‖
p
p É
∑
y1,...,yk∈Zd
‖χy1 (HL,l ,Γ+1)
−1χy2 ...χyk (HL,l ,Γ+1)
−1χx‖
p
p
É
∑
y1,...,yk∈Zd
k∏
i=1
‖χyi (HL,l ,Γ+1)
−1χyi+1‖
p
pk
, (A.3)
where yi+1 = x. We note that pk > d/2. Hence, Lemma A.3 implies
(A.3)ÉC1
∑
y1,...,yk∈Zd
k∏
i=1
e−c1|yi−yi+1| (A.4)
for some C1 > 0 and c1 > 0 independent of all relevant quantities. Using repeatedly∑
y2∈Zd
e−c1|y1−y2|e−c1|y2−y3| ÉC2e
−c1/2|y1−y3| (A.5)
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for some C2 > 0 in (A.4), we end up with
‖(HL,l ,Γ+1)
−kχx‖p <Ckp <∞, (A.6)
where Ckp is independent of all relevant quantities. Let k ∈ {0, ...,m−1}. Then the Hölder
inequality with 1/∞+1/∞+1/p = 1/p implies
‖(HL,l ,Γ+1)
−kχx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy (HL,l ,Γ2 +1)
−(m−1−k)‖p
É‖χx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy‖min
{
‖χy (HL,l ,Γ2 +1)
−(m−1−k)‖p ,‖(HL,l ,Γ+1)
−kχx‖p
}
.
(A.7)
We assume for the moment that k Êm−1−k and therefore k Ê (m−1)/2> d/(2p). Taking
together (A.7) and (A.6), we obtain for m+1> d/p and k Êm−1−k
‖(HL,l ,Γ+1)
−kχx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy (HL,l ,Γ2 +1)
−(m−1−k)‖p
ÉCkp‖χx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy‖ÉC3e
−c dist(x,Γ1)e−c dist(y,Γ1) (A.8)
for some C3 > 0, where we used Lemma A.2 for the last inequality. The case k <m−1−k
follows along the very same lines estimating ‖χy (1+HL,l ,Γ2 )
−(m−1−k)‖p instead.
Since the bound (A.8) is summable in x, y ∈ Zd , we obtain together with (2.1) that
WΓ,Γ1 ∈S
p with
‖WΓ,Γ1‖
p
p ÉC
p
3
∑
x,y∈Zd
e−cp dist(x,Γ1)e−cp dist(y,Γ1) =C4 <∞ (A.9)
for some C3 independent of all relevant quantities. 
Lemma A.2. Assume (D). Let T > 0. There exist C ,c > 0 such that for all x, y ∈ Rd ,
such that for all L, l > 0, x0 ∈ ΛL such that Λl (x0) ⊂ ΛL with dist(Λl (x0),∂ΛL) > 1, for
all Γ ⊂ ∂Λl (x0) open, all hypercubes Γ1 ⊂ ∂Λl (x0) of side length 1 and all measurable
potentials V :Rd → [0,T ]
‖χx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ∪Γ1 +1
)
χy‖ÉC e
−c dist(x,Γ1)e−c dist(y,Γ1). (A.10)
PROOF. We use the notation Γ2 := Γ∪Γ1 and assume that Γ2 \Γ 6=∅. Let x ∈R
d such that
dist(x,Γ1)É 4. Then by Lemma A.3
‖χx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy‖É‖χx
1
HL,l ,Γ2 +1
χy‖+‖χx
1
HL,l ,Γ+1
χy‖
ÉC1e
−c1|x−y | ÉC1e
−c2 dist(Γ1,y) (A.11)
for some appropriate constants c1 > c2 > 0 andC1 > 0 independent of all relevant quantities.
The same also holds for y ∈Rd such that dist(y,Γ1)É 4.
Hence, we consider in the following x, y ∈Rd such that dist(x,Γ1),dist(y,Γ1)Ê 4. We
introduce a switch function ψ ∈C 2(ΛL,l ) with dist
(
supp(ψ),Γ1
)
Ê 1/4,
supp(∇ψ)⊆
{
z ∈ΛL,l : 1/4É dist
(
z,Γ1
)
É 1/2
}
=:Ω, (A.12)
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‖∇ψ‖∞ É 8 and 1ÊψÊ1ΛL,l \∂Γ1,− , where ∂Γ1,− := {x ∈ΛL,l : dist(x,∂Γ1)< 2}. We have
‖χx
( 1
HL,l ,Γ+1
−
1
HL,l ,Γ2 +1
)
χy‖= ‖χx
( 1
HL,l ,Γ+1
[
−∆,ψ
] 1
HL,l ,Γ2 +1
)
χy‖ (A.13)
for all x, y ∈ ∂Γc1,−. Here, the operator ψHL,l ,Γ−HL,l ,Γ2ψ=−[−∆,ψ] is a differential oper-
ator of order one acting only on supp(∇ψ). Next we cover supp(∇ψ) by the cube Λ2(k)
where k is the center of the hypercube Γ1 and estimate
(A.13)É ‖χx
1
HL,l ,Γ+1
1Λ2(k)
[
−∆,ψ
] 1
HL,l ,Γ2 +1
χy‖
É ‖χx
1
HL,l ,Γ+1
1Λ2(k)‖‖1Λ2(k)
[
−∆,ψ
] 1
HL,l ,Γ2 +1
χy‖. (A.14)
We note that dist(Λ1(y),Λ2(k))Ê 1 for all y ∈R
d with dist(y,Γ1)Ê 4. Standard arguments
provided for example in [Sto01, Lemma 2.5.3] and the proof of [Sto01, Lemma 2.5.2]
imply
‖1Λ2(k)
[
−∆,ψ
] 1
HL,l ,Γ2 +1
χy‖ ÉC2‖1Λ3(k)
1
HL,l ,Γ2 +1
χy‖, (A.15)
where C2 > 0 is independent of the precise boundary condition on Γ1 and all other relevant
quantities. Lemma A.3 below implies that
(A.15)ÉC3e
−c3|k−y |. (A.16)
for some constants c3 > 0 and C3 > 0 independent of all relevant quantities. For the second
term in (A.14) Lemma A.3 yields
‖χx
1
HL,l ,Γ+1
1Λ2(k)‖ ÉC3e
−c3|x−k | (A.17)
with some appropriate constants c3 > 0 and C3 > 0 uniform in all relevant quantities.
Putting it all together, (A.14), (A.16) and (A.17) imply that
(A.13)ÉC4e
−c4|x−k |e−c4|k−y | ÉC5e
−c4 dist(x,Γ1)e−c4 dist(y,Γ1) (A.18)
for some appropriate constants c4 > 0 and C4,C5 > 0 which are uniform in all relevant
quantities. 
Lemma A.3. Assume (D). Let p > d/2, z ∈ C\[0,∞) and T > 0. Then, there exist finite
constants Cp,z ,cp,z > 0 such that for all x, y ∈ R
d , such that for all L, l > 0, x0 ∈ ΛL such
that Λl (x0) ⊂ ΛL, for all Γ ⊂ ∂Λl (x0) open and all measurable potentials V : R
d → [0,T ]
we have the estimate
‖χx (HL,l ,Γ− z)
−1χy‖p ÉCp,z e
−cp,z |x−y |, (A.19)
where the constants cp,z > 0 and Cp,z > 0 depend continuously on the distance
dist(z, [0,∞)).
PROOF. The proof follows from [DGHKM17, Lemma A.2] where we note that the oper-
ator norm Combes-Thomas estimate used in the proof there extends to complex energies
and mixed boundary conditions as well, see in particular [Sto01, Thm. 2.4.1 and Rmk.
2.4.3], [GK03, Thm. 1] and [She14]. 
To state the next lemma let
g (x) :=
n∏
i=1
x−ai
x−bi
, x ∈R, (A.20)
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for some n ∈N0 be a rational function with (ai )
n
i=1
⊂ C and (bi )
n
i=1
⊂ C such that bi 6= b j
for i 6= j and Imbi 6= 0. In the case n = 0 we set g ≡ 1. We define for x ∈ R
d , Γ,Γ1 ⊂ ∂Λl
open with Γ1 being a hypercube of side length 1
D
g ,τ
x,Γ,Γ1
:= |WΓ,Γ1 |
1/2 g (HL,l ,Γ2 )
(HL,l ,Γ2 +1)
τ
χx , (A.21)
where we have set Γ2 := Γ∪Γ1 and τ ∈N.
Lemma A.4. Assume (D) and p > 0. Let τ ∈N and p > d/τ and g be of the form (A.20).
Then, there exist finite constants Cp ,cp > 0 such that for all x ∈ R
d , for all L, l > 0, x0 ∈
ΛL such that Λl (x0) ⊂ ΛL with dist(Λl (x0),∂ΛL) > 1, for all Γ ⊂ ∂Λl (x0) open and all
hypercubes Γ1 ⊂ ∂Λl (x0) of side length 1 and all measurable potentials V :R
d → [0,T ]
‖D
g ,τ
x,Γ,Γ1
‖p <Cp e
−cp dist(x,Γ1), (A.22)
where the constants cp and Cp depend continuously on dist(bi ,C\[0,∞)) for i = 1, ...,n.
PROOF. We restrict ourselves to p É 1 in the proof. The proof for p > 1 follows along the
very same lines using the actual triangle inequality where (2.1) is used in the following.
We write Dx :=D
g ,τ
x,Γ,Γ1
. We first focus on the function g . Since bi 6= b j , a partial fraction
decomposition allows for writing
g (x)=
n∏
i=1
x−ai
x−bi
= 1−
n∑
i=1
di
x−bi
(A.23)
for some (di )
n
i=1
⊂C. This and (2.1) imply that
‖Dx‖
p
p É‖|WΓ,Γ1 |
1/2 1
(HL,l ,Γ2 +1)
τ
χx‖
p
p
+ sup
i=1,...n
|di |
n∑
i=1
‖|WΓ,Γ1 |
1/2 1
(HL,l ,Γ2 +1)
τ
1
HL,l ,Γ2 −bi
χx‖
p
p . (A.24)
We treat the term ‖|WΓ,Γ1 |
1/2 1
(HL,l ,Γ2+1)
τχx‖p frist. We insert identities 1 =
∑
k∈Zd χk and
obtain using the triangle inequality and subsequently the Hölder inequality that
‖|WΓ,Γ1 |
1/2 1
(HL,l ,Γ2 +1)
τ
χx‖
p
p
É
∑
k1,...,kτ∈Zd
‖|WΓ,Γ1 |
1/2χk1‖
p
p(τ+1)
τ∏
i=1
‖χki
1
HL,l ,Γ2 +1
χki+1‖
p
p(τ+1)
, (A.25)
where kτ+1 = x. Now, for k ∈Z
d we have
‖|WΓ,Γ1 |
1/2χk‖pτ =‖χk |WΓ,Γ1 |χk |WΓ,Γ1 |χk‖
1/4
pτ/4 É ‖χkW
2
Γ,Γ1
χk‖
1/4
pτ/4, (A.26)
where we used the operator inequality |WΓ,Γ1 |χk |WΓ,Γ1 | É |WΓ,Γ1 |
2 ÉW 2
Γ,Γ1
in the latter. We
insert another identity and estimate
(A.26)É
∑
j∈Zd
‖χkWΓ,Γ1χ j WΓ,Γ1χk‖
1/4
pτ/4 É
∑
j∈Zd
‖χkWΓ,Γ1χ j ‖
1/4
pτ/2‖χ j WΓ,Γ1χk‖
1/4
pτ/2, (A.27)
where we implicitly assumed here that pτ/4Ê 1. Otherwise, one has to use (2.1) and adapt
the exponents accordingly. Since we assumed pτ> d , we obtain that pτ/2> d/2. Hence,
we can apply Lemma A.2 and obtain
(A.27)ÉC1
∑
j∈Zd
e−c1 dist(k ,Γ1)e−c1 dist(Γ1, j )e−c1 dist( j ,Γ1)e−c1 dist(Γ1,k) ÉC2e
−c2 dist(Γ1,k) (A.28)
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for some constants c1,c2,C1,C2 > 0 independent of all relevant quantities. Moreover, since
pτ> d/2, Lemma A.3 implies for j ,k ∈Zd that
‖χk
1
HL,l ,Γ2 +1
χ j‖pτ ÉC3e
−c3| j−k |. (A.29)
for constants c3,C3 > 0 independent of all relevant quantities. Inserting (A.28) and (A.29)
in (A.25) implies
(A.25)ÉC4e
−c4 dist(x,Γ1) (A.30)
for constants c4,C4 > 0 independent of all relevant quantities.
The remaining term in (A.24) is estimated along the very same lines. This gives the
assertion. 
Appendix B. Bound on the spectral shift function and the Birman-Schwinger
principle
Lemma B.1. Let A,B be self-adjoint operators in a Hilbert space H with purely discrete
spectra and we assume W :=B − A ∈S p for some 0< p É 1. Then for all E ∈R
|ξ(E , A,B )| É liminf
z→E
Im z 6=0
‖|W |1/2
1
A− z
|W |1/2‖
p
p , (B.1)
where we allow the right hand side to be∞.
The latter lemma is well-known for all energies E ∈ R such that the limit
|W |1/2 1
A−E−iε
|W |1/2 exists in S p as ε→ 0, see [Sob93]. This follows from the Birman-
Schwinger principle. Since we want the result for all energies allowing the right hand side
to be∞ as well, we give a proof for completeness.
PROOF. Let E ∈R and P := P{E}(A) be the orthogonal projection on the spectral subspace
of A corresponding to E ∈ R. Obviously, P = 0 if E ∈ ρ(A). First we restrict ourselves to
the case W P = 0 and we write A˜ := P⊥AP⊥, where P⊥ :=1−P . For λ∈ (0,1] we obtain
1
Bλ−E
=
1
A˜−E
(
1− (Bλ− A˜)
1
A˜−E
)−1
, (B.2)
where Bλ := A +λV . W P = 0 implies Bλ − A˜ = λW + PAP
⊥ +P⊥AP = λW . Now, E
is an eigenvalue of Bλ if and only if 1 is an eigenvalue of λW
1
A˜−E
. Since the spec-
trum of operators R and S satisfy σ(RS) \ {0} = σ(SR) \ {0}, the latter is equivalent to
sgn(W )|W |1/2 1
A˜−E
|W |1/2 having an eigenvalue 1/λ. Considering the eigenvalues of Bλ
as functions of λ, we see that
|ξ(E , A,B )| É #
{
λ : E ∈σ(Bλ)
}
= #
{
1/λ ∈σ
(
sgn(W )|W |1/2
1
A˜−E
|W |1/2
)}
É ‖|W |1/2
1
A˜−E
|W |1/2‖
p
p (B.3)
where p > 0 and we used ‖sgn(W )‖ = 1 in the last inequality. Now
(B.3)= liminf
z→E
Im z 6=0
‖|W |1/2
1
A˜− z
|W |1/2‖
p
p = liminf
z→E
Im z 6=0
‖|W |1/2
1
A− z
|W |1/2‖
p
p , (B.4)
where the first equality follows from W ∈S p and the strong convergence 1
A˜−z
→ 1
A˜−E
as
z → E and the second equality follows from W P = 0.
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In the case W P 6= 0 let ϕ be such that W Pϕ 6= 0, Pϕ=ϕ and ‖ϕ‖2 = 1. Then we have
for 0< p É 1 the lower bound
‖|W |1/2
1
A− z
|W |1/2‖
p
p Ê‖|W |
1/2 1
A− z
|W |1/2‖
p
1
Ê | ImTr
(
|W |1/2
1
A− z
|W |1/2
)
|p . (B.5)
Let Q = |ϕ〉〈ϕ|, (an)n∈N and (ϕn)n∈N be the eigenvalues and eigenvectors of A. We chose
the eigenvectors such that ϕ1 =ϕ. Then we obtain
(B.5)Ê |Tr
(
Q |W |1/2 Im
1
A− z
|W |1/2Q
)
|p
=
∣∣∣ ∑
n∈N
Im
1
an − z
|〈|W |1/2ϕ, |W |1/2ϕn〉|
2
∣∣∣p . (B.6)
Since Im z 6= 0 and Im 1an−z Ê 0 has the same sign for all n ∈N we obtain
(B.6)Ê
1
ε
〈|W |1/2ϕ, |W |1/2ϕ〉 (B.7)
and therefore liminf z→E
Im z 6=0
‖|W |1/2 1
A−z
|W |1/2‖
p
p =∞. This trivially gives the bound (B.1)
in the case W P 6= 0. 
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