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ABSTRACT
A new cosmological multidimensional hydrodynamic and N-body code based on an
Adaptive Mesh Refinement scheme is described and tested. The hydro part is based
on modern high-resolution shock-capturing techniques, whereas N-body approach is
based on the Particle Mesh method. The code has been specifically designed for cos-
mological applications. Tests including shocks, strong gradients, and gravity have been
considered. A cosmological test based on Santa Barbara cluster is also presented. The
usefulness of the code is discussed. In particular, this powerful tool is expected to be
appropriate to describe the evolution of the hot gas component located inside asym-
metric cosmological structures.
Key words: hydrodynamics – methods: numerical – galaxy formation – large-scale
structure of Universe – Cosmology
1 INTRODUCTION
Numerical simulations of structure formation are essential
tools in theoretical cosmology. Their main role, in addition
to many other uses, has been to test the viability of the dif-
ferent models of structure formation – e.g. variants of the
cold dark matter (CDM) model – by evolving initial condi-
tions using basic physical laws.
Historically, the use of cosmological simulations started
in 1960s (Aarseth 1963) and 1970s (e.g. Peebles 1970, White
1976). These calculations were N-body, collisionless, simu-
lations with few particles. In early 1980s, the N-body tech-
niques and computers advanced to the extent that simula-
tions could be applied systematically as a scientific tool ( see
Hockney & Eastwood 1988 for a good review of N-body tech-
niques) and their use led to important results such as the de-
velopment of the CDM paradigm (Peebles 1982, Blumenthal
et al. 1984, Davies et al. 1985). N-body techniques have con-
tinued to be developed and refined, with examples includ-
ing AP3M (Couchman 1991), ART code (Kravtsov, Klypin
& Khokhlov 1997), GADGET code (Springel, Yoshida &
White 2001), MLAPM (Knebe, Andrew & Binney 2001) or
more recently the code presented by Bode & Ostriker (2003).
The physics of the gaseous, baryonic, component of the
Universe is far more complicated to model than the forma-
tion of structures in the dark matter due to gravitational in-
stability. Understanding the behaviour of baryons is crucial
for a complete theory of the formation of cosmic structures,
particularly on galactic and cluster scales. Any realistic sim-
ulation which sets out to explain the growth of structures
in the Universe must therefore contain a hydrodynamical
treatment of the evolution of the baryonic fluid. Pioneering
simulations using Smooth Particle Hydrodynamics (SPH)
techniques were first carried out by Gingold & Monaghan
(1977); early cosmological simulations that followed baryons
and dark matter include those by Evrard (1988) and Hern-
quist & Katz (1989).
The integration of the hydrodynamics equations gov-
erning the evolution of gas can be done using different tech-
niques. The adoption of a particular technique, with its as-
sociated benefits and drawbacks, has a direct consequence
on the outcome of the simulation. The numerical techniques
used to model the evolution of the baryons can be split into
two general classes: Lagrangian and Eulerian.
The most popular of the Lagrangian scheme is
SPH(Lucy 1977, Gingold &Monaghan 1977). Other schemes
which could be defined as quasi-Lagrangian include those de-
scribed by Gnedin (1995) and Pen (1995). SPH techniques
have made possible huge advances in the field of numerical
Cosmology in the recent past. Relatively easy to implement
and with a low computational cost, SPH techniques have a
huge dynamical range because of their Lagrangian nature.
This feature has made them particularly successful in sim-
ulations of cosmic structure formation. However, the SPH
technique also has significant drawbacks, including (i) an
approximate treatment and description of shock waves and
strong gradients, (ii) a poor description of low density re-
gions, (iii) a requirement to the use of numerical artifacts
such as the artificial viscosity and (iv) the possible violation
of conservation properties (see Okamoto et al. (2003) for a
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recent example of unphysical results in simulations due to
the SPH nature).
Eulerian schemes present an alternative to Lagrangian
schemes. Within this board class of techniques, the ones
based on Riemann solvers have been particularly success-
ful (e.g. Ryu et al. 1993; Quilis, Iba´n˜ez & Sa´ez 1994; Bryan,
Norman, Stone, Cen & Ostriker 1995; Gheller, Pantano &
Moscardini 1998, and others). These numerical schemes are
written in conservative form, which ensures excellent conser-
vation of physical quantities. Shock waves, discontinuities
and strong gradients are sharply resolved in typically one
or two cells. The use of Riemann solvers removes the need
to invoke artificial viscosity to integrate equations with dis-
continuities. Although these properties are needed in order
to build a robust hydrodynamical scheme, precisely due to
their Eulerian character – fix numerical grids are needed to
integrate the hydrodynamical equations – these techniques
are limited by poor spatial resolution. In order to achieve ad-
equate resolution, dense numerical grids are needed which
quickly drives up the computational cost. Even with the best
computers available nowadays, a simple Eulerian approach
cannot compete with a Lagrangian approach in cosmological
applications, which demand a good spatial resolution and a
huge dynamical range.
In this paper, we present a new numerical code which
combines the best features of the Eulerian and Lagrangian
approaches. The basic idea is to improve the numerical res-
olution by implementing a scheme known as Adaptive Mesh
Refinement (AMR) described originally by Berger & Oliger
(1984) and Berger & Colella (1989). In order to do this, we
use an Eulerian approach as the ones described above, but
gaining resolution – both spatial and temporal – by selec-
tively refining the original computational grid. The result
is a hierarchy of nested grids which naturally behaves as a
Lagrangian scheme (the grids are refined only where the cal-
culation requires it) and each one of these grids is treated
as an independent computational domain by the Eulerian
scheme.
AMR schemes have proved to be extremely powerful
in many fluid dynamics applications. In cosmology, recent
AMR implementations have been designed by Bryan &
Norman (1997), Kravtsov, Klypin & Hoffman (2002) and
Teyssier (2002). These codes share the basic ingredients with
the one described in this paper, although there are slight dif-
ferences depending on each particular implementation.
The central tenet of the AMR scheme, the refinement of
the computational grid wherever better resolution is needed,
can be exploited to incorporate an N-body scheme to fol-
low the evolution of dark matter. The Particle-Mesh(PM)
method is ideally suited for grating onto an hydro-AMR
code. In practise, a PM scheme is used for each nested grid,
with progressively higher spatial resolution when the cell
size gets smaller. This implementation of the AMR-PM has
the advantage of avoiding the problem of setting a softening
parameter in the gravitational force law, as this parameter
is naturally determined by the cell size. Several implemen-
tations of this approach for dark matter only have been pre-
sented in the literature with different degrees of success (Vil-
lumsen 1989, Jessop et al. 1994; Splinter 1996; and Kravtsov,
Klypin & Khokhlov 1997).
In the present paper, we describe a new coupled hydro-
dynamical and N-body code for cosmological applications
– called MASCLET (Mesh Adaptive Scheme for Cosmo-
logicaL structurE evoluTion) – based on an AMR scheme.
The basic hydrodynamical solver is based on the Piecewise
Parabolic Method (Colella & Woodward 1984) whereas the
N-body method used is a classic PM according to Hockney &
Eastwood (1988). The scheme presented in this paper is able
to refine and unrefine grids automatically according with a
set of parameters which can be chosen depending upon the
application. The code is written in Fortran 90 and there is
a parallel version using OpenMP standard directives.
The following section is devoted to present the equa-
tions describing the evolution of gaseous and dark matter
components, and the main features of the basic hydrody-
namical and N-body schemes for a fix grid. Sec. 3 describes
the AMR strategy and how it is implemented in the code.
In Sec. 4, we present several numerical tests including the
so-called Santa Barbara cluster (Frenk et al. 1999). Finally,
our main conclusions are summarized in Sec. 5.
2 EQUATIONS AND THE BASIC
NUMERICAL PROCEDURE
In this Section we write down the basic equations governing
the evolution of cosmological inhomogeneities as a hyperbolic
system of conservation laws. The mathematical properties of
this kind of system and the numerical algorithms specifically
designed for solving it have been well studied in the litera-
ture (LeVeque 1992, Toro 1997).
2.1 Gas dynamics
2.1.1 Evolution equations in conservation form
For spatial scales where relativistic corrections are not re-
quired, cosmological inhomogeneities evolve according to the
following equations (Peebles 1980):
∂δ
∂t
+
1
a
∇ · (1 + δ)v = 0 (1)
∂v
∂t
+
1
a
(v · ∇)v +Hv = −
1
ρa
∇p−
1
a
∇φ (2)
∂E
∂t
+
1
a
∇ · [(E + p)v] = −3H(E + p)−Hρv2 −
ρv
a
∇φ (3)
∇2φ =
3
2
H2a2δ (4)
where x, v = a(t) dx
dt
= (vx, vy , vz), and φ(t,x) are, respec-
tively, the Eulerian coordinates, the peculiar velocity, and
the peculiar Newtonian gravitational potential. The total
energy density, E = ρǫ + 1
2
ρv2 , is defined as the addition
of the thermal energy, ρǫ, where ǫ is the specific internal en-
ergy, and the kinetic energy (where v2 = v2x + v
2
y + v
2
z). The
background parameters are the scale factor, a, background
density, ρ
B
, and the Hubble constant, H . The density con-
trast , δ, is defined as δ = ρ/ρ
B
− 1. Pressure gradients and
gravitational forces are the responsible for the evolution.
Poisson’s equation (4) is an elliptic equation, and its
solution depends on the boundary conditions. This equation
has to be solved in conjunction with Eqs (1–3) to compute
the source term ∇φ which appears in Eqs (2–3).
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An equation of state p = p(ρ, ǫ) closes the system. In
this paper we used an ideal gas equation of state p = (γ −
1)ρǫ with γ = 5/3.
The hydrodynamic equations Eqs (1–3) can be rewrit-
ten in a slightly different form:
∂u
∂t
+
∂f(u)
∂x
+
∂g(u)
∂y
+
∂h(u)
∂z
= s(u) (5)
where u is the vector of unknowns(conserved variables):
u = [δ,mx,my,mz, E] , (6)
the three flux functions Fα ≡ {f , g,h} in the spatial direc-
tions x, y, z, respectively , are defined by
f(u) =
[
mx
a
,
m2x
(δ + 1)a
+
p
aρ
B
,
mxmy
(δ + 1)a
,
mxmz
(δ + 1)a
,
(E + p)mx
a(δ + 1)
]
(7)
g(u) =
[
my
a
,
mxmy
(δ + 1)a
,
m2y
(δ + 1)a
+
p
aρ
B
,
mymz
(δ + 1)a
,
(E + p)my
a(δ + 1)
]
(8)
h(u) =
[
mz
a
,
mxmz
(δ + 1)a
,
mymz
(δ + 1)a
,
m2z
(δ + 1)a
+
p
aρ
B
,
(E + p)mz
a(δ + 1)
]
(9)
and the sources s are
s(u) =
[
0,−
(δ + 1)
a
∂φ
∂x
−Hmx,
−
(δ + 1)
a
∂φ
∂y
−Hmy,−
(δ + 1)
a
∂φ
∂z
−Hmz,
− 3H(E + p)−
ρ
B
Hm2
(δ + 1)
−
mxρB
a
∂φ
∂x
−
myρB
a
∂φ
∂y
−
mzρB
a
∂φ
∂z
]
(10)
where mx = (δ+1)vx, my = (δ+1)vy , and mz = (δ+1)vz.
System (5) is a three-dimensional hyperbolic system of
conservation laws with sources s(u). From the numerical
point of view is important to introduce the Jacobian matri-
ces associated to the fluxes:
Aα =
∂Fα(u)
∂u
(11)
Hyperbolicity demands that any real linear combination of
the Jacobian matrices ξαA
α should be diagonalizable with
real eigenvalues (LeVeque 1992). This is of crucial impor-
tance from the numerical point of view.
The spectral decompositions of the above Jacobian ma-
trices in each direction, i.e., the eigenvalues and eigenvectors
are explicitly written in Quilis, Iba´n˜ez & Sa´ez (1996).
The sources do not contain any term with differential
operators acting on hydrodynamical variables u. This is an
important property consistent with the fact that the left
hand side of Eq. (5) defines a hyperbolic system of conser-
vation laws.
2.2 The hydro code
The mathematical properties resulting from the hyperbolic
character of the system of equations (5) allow us to design a
set of numerical techniques known as high-resolution shock-
capturing (HRSC). These techniques are the modern imple-
mentation of Godunov’s original method (Godunov 1959,
see Laney (1998) for a modern review on Godunov schemes
and Eulerian methods).
The HRSC techniques have several key ingredients such
as the reconstruction procedure, the Riemann solver, and
time advancing schemes which can vary in different imple-
mentations. Nevertheless, all of these implementations share
the same basic properties: the ability to handle shocks, dis-
continuities and strong gradients in the integrated quanti-
ties, and excellent conservation properties.
Our basic hydro solver is based on a particular imple-
mentation of the HRSC methods – see Quilis, Iba´n˜ez & Sa´ez
(1996) for more details. The main ingredients of our solver
are the following:
(i) It is written in conservation form. This is a very impor-
tant property for a numerical algorithm designed to solve,
numerically, a hyperbolic system of conservation laws. That
is, in the absence of sources, those quantities that ought to
be conserved –according to the differential equations– are
exactly conserved in the difference form.
(ii) Reconstruction procedure. This procedure allows the
method to gain resolution by reconstructing, through inter-
polations, the distribution of the quantities within the nu-
merical cells. In order to increase spatial accuracy, we have
used two cell-reconstruction techniques. We have imple-
mented a linear reconstruction – first order –, with the min-
mod function (Quilis, Iba´n˜ez & Sa´ez 1994) as a slope limiter.
With this reconstruction, our algorithm is a MUSCL-version
(van Leer 1979) and second order accurate in space. We
have also implemented a parabolic reconstruction (PPM)
subroutine according to the procedure derived by Colella &
Woodward (1984). With the parabolic reconstruction, the
algorithm is third order accurate in space. Statements on
the order of the scheme must be taken with caution, as the
mathematical proofs only exist for the one-dimensional case,
being the order reduced in multidimensional extensions. In
any case, the higher the order of the method in 1D, the
better the accuracy in the multidimensional applications.
Hence, from the cell-averaged quantities ui,j,k we con-
struct, in each direction, a piecewise linear or parabolic
function which preserves monotonicity. Thus, the quantities,
uR
i+ 1
2
,j,k
,uR
i,j+ 1
2
,k
,uR
i,j,k+ 1
2
and uL
i+ 1
2
,j,k
,uL
i,j+ 1
2
,k
,uL
i,j,k+ 1
2
,
can be computed; the superindices R and L stand for the
values at both sides of a given interface between neighbour
cells. These values at each side of a given interface allow us
to define the local Riemann problems. The numerical fluxes
can be computed through the solution of these local Rie-
mann problems.
(iii) Numerical fluxes at interfaces. We have used a lin-
earized Riemann solver following an approach similar to the
one described by Roe (1981). The procedure, applied in each
direction, starts by constructing the corresponding numeri-
cal flux according to Roe’s prescription and in order to do
that it is necessary to know the spectral decomposition of
the Jacobian matrix Aα. The numerical flux associated with
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the x-direction is:
f̂i+ 1
2
,j,k =
1
2
(
f(uLi+ 1
2
,j,k) + f(u
R
i+ 1
2
,j,k)
−
5∑
η=1
| λ˜xη | ∆ω˜ηR˜
x
η
)
(12)
where λ˜xη and R˜
x
η (η = 1, 2, 3, 4, 5) are, respectively, the
eigenvalues and the η-right eigenvector of the Jacobian ma-
trix:
Axi+ 1
2
,j,k =
(
∂f(u)
∂u
)
u=(uL
i+1
2
,j,k
+uR
i+1
2
,j,k
)/2
. (13)
These are calculated in the state which corresponds to the
arithmetic mean of the states at each side of the interface.
The quantities ∆ω˜η – the jumps in the local characteris-
tic variables through each interface– are obtained from the
following relation
u
R − uL =
5∑
η=1
∆ω˜ηR˜
x
η (14)
where λ˜xη , R˜η and ∆ω˜η, are functions of u, which are cal-
culated at each interface and, consequently, they depend on
the particular values uL and uR. The numerical fluxes in
the y direction, gˆ, and z direction , hˆ, are obtained in an
analogous way.
(iv) Advancing in time. Once the numerical fluxes fˆ ,gˆ,
and hˆ are known, the evolution of quantities ui,j,k is gov-
erned by
dui,j,k
dt
= −
fˆi+ 1
2
,j,k − fˆi− 1
2
,j,k
∆xi
−
gˆi,j+ 1
2
,k − gˆi,j− 1
2
,k
∆yj
−
hˆi,j,k+ 1
2
− hˆi,j,k− 1
2
∆zk
+ si,j,k (15)
An ordinary differential equation (ODE) solver derived
by Shu and Osher (1988) is used to solve Eq (15). It is a
third order Runge-Kutta that does not increase the total
variation of the numerical solution and preserves the con-
servation form of the scheme.
Gravity is included in the gas evolution through the
source term , si,j,k, in Eq. (15). This term includes the gra-
dient of the gravitational potential which is produced by the
total mass distribution, gas plus dark matter. The procedure
used to solve Poisson’s equation (4) is described in Sec. 2.4.
The criteria to select the time step is very important
and it must be considered globally with other time con-
strains that are unrelated to the gas part. Therefore, we
will discuss it in the forthcoming section 2.5.
2.3 Dark matter dynamics
The dark matter is treated as a collisionless system of par-
ticles. Each of these particles evolves obeying the following
equations:
dx
dt
=
v
a
(16)
dv
dt
= −
∇φ
a
−Hv (17)
where x, v = a(t) dx
dt
= (vx, vy , vz), and φ(t,x) are, respec-
tively, the Eulerian coordinates, the peculiar velocity, and
the peculiar Newtonian gravitational potential.
When φ(t,x) is known, the position and velocities of
each one of the dark matter particles can be updated from
the previous time step.
In our code we solved these equations using a Lax-
Wendroff scheme which is second order. We summarize
the steps to go from time step n, where all the variables
are known, to the step n + 1, using an intermediate step
tn+
1
2 = tn + ∆t
2
:
(i) Compute the intermediate step:
x
n+ 1
2 = xn +
1
2
vn
an
∆t (18)
v
n+ 1
2 = vn −
1
2
[
∇φn
an
+Hnvn
]
∆t (19)
(ii) Step n+ 1:
x
n+1 = xn +
vn+
1
2
an+
1
2
∆t (20)
v
n+1 = vn −
[
∇φn+
1
2
an+
1
2
+Hn+
1
2v
n+ 1
2
]
∆t (21)
where the potential at intermediate step, φn+
1
2 , is computed
using a linear extrapolation from φn−1 and φn.
In order to recover the continuous density field for dark
matter component, ρ
DM
, we use triangular shaped cloud
(TSC) scheme (Hockney & Eastwood 1988) at each time
step.
2.4 Poisson solver
The gravitational potential is computed by solving Poisson’s
equation. As two components are considered, gas and dark
matter, the source in Poisson’s equation is the total density
contrast:
∇2φ =
3
2
H2a2δT =
a2
2
(ρb + ρDM − ρB ) (22)
where δ
T
= δb + δDM + 1 when δb = ρb/ρB − 1 and δDM =
ρ
DM
/ρ
B
− 1.
Poisson’s equation (22) is solved using Fast Fourier
Transform (FFT) methods (Press et al. 1996). The FFT
is used as follows:
(i) The density contrast in physical space –with suitable
boundary conditions– is the starting point.
(ii) A FFT gives δ(k) (the Fourier component of δ).
(iii) Poisson’s equation in Fourier space, φ(k) =
G(k)δ(k), – being G(k) the Green’s function – is used to
get φ(k).
(iv) The inverse FFT leads to the required gravitational
potential in physical space.
2.5 The time step criteria
In order to solve numerically the Eq (15) and Eqs (16–17),
we need to choose a time step. The numerical stability of the
methods used to integrate these equations imposes several
criteria on the time step. At each numerical iteration, we
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compute several time steps given by the different stability
conditions. The most restrictive of all of them is selected to
advance the gaseous and dark matter components.
The time step criteria we consider are the following:
(i) Courant time. It is based on the Courant condition for
stability of an algorithm to solve partial differential equa-
tions. We compute ∆tC as:
∆tC = CFL1 ×
∆x
cs +max(|vx|, |vy |, |vz|)
(23)
where CFL1 is dimensionless factor between 0 and 1, and
cs is the sound speed. This quantity is computed for all cells
and the final Courant time step is ∆tC = min(∆tC)i,j,k,
∀i, j, k. Typically, we use CFL1 = 0.5.
(ii) Dark matter particle cell-crossing time. We compute
the cell-crossing time for the fastest dark matter particle,
and define the new time step as a fraction of this crossing
time:
∆tDM = CFL2 ×
∆x
max(|v|)
(24)
where we choose CFL2 = 0.2.
(iii) Expansion time. The equations we are considering
have source terms which include factors due to the cosmo-
logical expansion. At early times in particular, these factors
can be important and their time variations introduce an-
other time step constraint. We compute this new time step
by imposing a maximum change of 2% in the expansion of
the Universe. In the case of flat Universe without cosmolog-
ical constant, the time step is:
∆te = 0.015t (25)
(iv) As an extra criteria to avoid unexpected problems,
we also introduce another time step , ∆tin, which prevents
the new time step to increase more than 25% of the global
time step for the previous iteration.
∆tin = ∆t
n−1 + 0.25∆tn−1 (26)
The global time step is defined as the most stringent of
all the previous time steps:
∆t = min(∆tC ,∆tDM ,∆te,∆tin) (27)
At the beginning of the cosmological simulations, ∆te
is the dominant time criteria but ∆tC and ∆tDM quickly
take over.
3 THE ADAPTIVE MESH REFINEMENT
STRATEGY
The fundamental idea behind the AMR technique is to over-
come the lack of resolution associated with the fix grid Eu-
lerian description. The basic idea is simple. Regions in the
original computational domain in which improved resolution
is required are selected according to some criteria (see Sec.
3.1). These new computational domains, which we call child
grids or patches, are remapped with a higher number of cells
and therefore with better resolution. The values of the dif-
ferent quantities defined on the child grids are obtained by
interpolating from the parent grid. Once the child grids are
built, they can be evolved as an independent computational
domain by using the same methods we have described in Sec
2. Although conceptually simple, there are severe technical
complications concerning with the communication among
the different patches and the boundary problems at differ-
ent levels.
Our implementation of the AMR technique follows the
one described in Berger & Colella(1989).
3.1 Creating the grid hierarchy
The first step in the construction of the hierarchy of patches
is the coarse basic grid on which all the relevant quantities
are known. From this starting point, some criteria must be
applied to decide which cells are refinable. These criteria are
application dependent and may need to be modified in cer-
tain cases. Generally speaking, our code uses two conditions:
i) if quantities (like density or pressure) are larger than a
given threshold, and ii) if gradients of quantities are steeper
than a given limit. Depending on the applications, we may
ask for only one of these conditions to be satisfied, whereas
in other cases both conditions must apply. The routine con-
trolling this process can easily incorporate new conditions.
All the numerical cells from the coarse grid which satisfy the
refinement criteria are labelled as refinable.
In order to illustrate the process of patch generation, let
us describe in detail the mechanism for creating new patches
at level , l+1, once all the relevant information is known at
lower level, l.
Let us begin with the level , l, where according to a set
of refinement criteria, we have identified all the cells which
fulfil these conditions. Then, we select among the refinable
cells the one which maximizes the refinement criteria (i.e. if
the criteria are based on local density, we chose the cell with
the highest density). Around this maximum, the minimal
patch is created by adding two cells along each coordinate
direction. Once a patch containing 5× 5× 5 cells is created,
the patch is extended two cells along x-axis direction at the
high-x end of the patch, such that the new dimension of the
patch becomes 7×5×5 cells. If the number of refinable cells
after the extension increases, then the extension is accepted
, otherwise this edge remains fixed to the value before the
extension. The same procedure is repeated for the low-x end
of the patch. In this way, the extension of the patch along
x-axis direction is controlled. Exactly same mechanism is re-
peated for y- and z-axes. The patch extension procedure goes
on until no new refinable cells are included in the patch, and
therefore its dimensions remain unchanged. At this point,
the patch is perfectly defined. All the cells contained in the
recently formed patch are removed from the list of refinable
cells at level l. Then, we look again for the remaining refin-
able cell which maximizes the refinement criteria, and the
process is repeated. The procedure goes on until all refin-
able cells have been allocated in patches, and therefore, all
patches at levels l + 1 have been defined.
According to this mechanism, the basic coarse domain is
divided into patches which contain the refinable cells. As an
extra control to avoid the existence of patches with very few
refinable cells, we introduce a new quantity. The efficiency
of the patch, ε, is defined as ε = Nr/Nt, where Nr is the
number of refinable cells in the patch and Nt is the total
number of cells in the same patch. This is a free parameter
– which can be adjusted depending on the application – and
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it controls the minimal efficiency. Therefore, patches with
an efficiency lower than the chosen threshold are discarded.
As an additional precaution, every patch is extended in
every direction by adding two extra cells.
When regions on the parent grids are already identified
and defined, they are remapped with higher resolution by
splitting the coarse cells into new, smaller cells. The ratio,
r, between the coarse cell size ∆x and the finer cell size ∆x′
is a free integer parameter depending on the particular AMR
implementation. In our code we have chosen, r = ∆x/∆x′ =
2. This choice is a compromise between gaining resolution
and avoiding possible numerical instabilities that can results
from using a too high value of r. The method previously
described produces patches with a boxy geometry and cubic
cells (∆x = ∆y = ∆z) at any level.
At this point, the geometry of the patches, their po-
sitions in the parent grid , and their new number of cells,
are known. The next step must be to define the values of
the quantities in the equations onto the new, finer grids. In
order to do this, we have implemented two methods: a tri-
linear and a tricubic monotonic interpolation, respectively
(see for instance Press et al. 1996).
The main difference between the two interpolation
methods , i.e. trilinear and tricubic, is their order and there-
fore their accuracy. In applications where few refinement
levels are required, tricubic interpolation produces better
results. When the number of refinements is high and the
size of cells is small enough, both methods produce simi-
lar results, though the tricubic interpolation is slightly more
CPU intensive.
The procedure described above can be applied recur-
sively. The patches formed from the coarse grid, now become
parent grids. The process can be applied to them, thus pro-
ducing a new set of patches in a higher level of refinement.
The method described above allows us to create a whole
set of patches at different levels which map our computa-
tional domain with adaptable resolution. The grid hierarchy
is reconstructed after each time step, once the system has
been evolved in time. At the new time step, the hierarchy
is rebuilt with the procedure described above. Only a frac-
tion of cells would be brand new refined cells, in the sense
that they would map a region of the computational domain
not previously covered at the previous time step and with
the same resolution. In this situation, it would be a great
waste of computational resources to completely rebuild the
grid hierarchy by interpolating from the parent levels. In or-
der to improve performance, the cells at a certain level of
refinement – at the advanced time – which were in refined
patches at the same level at the previous time step, are sim-
ply updated with their time evolution within their patch.
Only those cells covering regions of the computational do-
main, which were not refined at the previous time step with
the same resolution, are assigned with interpolated values
from the respective parent patch at a lower level.
It should be noted that the process of grid creation
described above, produces a certain degree of overlapping
between patches at the same level. This situation must be
kept under control by the code as we do not wish to have
a scenario in which cells – located at the same coordinates
but belonging to different patches – could be assigned with
slightly different values of the physical quantities.
The process of building the whole set of nested grids and
the multidimensional interpolations needed to assign values
to the new created cells, is very CPU demanding. In our
implementation, the hierarchy may not be rebuilt every time
step. A free parameter, which depends on the application,
controls how frequently the hierarchy can be modified, in
the meantime, it remains unchanged.
3.2 Gas
The gas evolution in the AMR implementation is carried
out by evolving the different levels starting from the basic,
coarsest level toward the highest, most refined level.
The coarse basic grid (l = 0) is evolved with a time step
∆t0, as described in Sec 2.2. After that, all quantities are
known on the coarse grid at time tn+1 = tn+∆t0. Then, we
go back to time tn and advance the level l + 1 (l = 1) with
a time step ∆t1 that satisfies ∆t1 ≤ ∆t0. This time step,
∆t1, is computed according to the prescription described in
Sec 2.5 but for all the patches at level l = 1. In certain
situations, ∆t1 could be equal to ∆t0, an in principle it
seems feasible to save CPU time by using such a time step.
However, and in order to maintain the order of the method,
it is recommended that ∆tl−1/∆tl be an integer number
larger than 1. In our particular implementation, we always
ensure that this condition is satisfied.
The patches at level l = 1 are advanced until they reach
time t = tn + ∆tl−1. At this stage, we say that they syn-
chronize with the previous level. This process is repeated in
a similar way for all the levels. Thus, all patches at a given
level l are advanced until
∑
∆tl = ∆tl−1. Then both levels
are synchronized.
In order to evolve the patches within a given level, l,
every patch is extended by two cells on each side. These cells
are defined by interpolation from the parent patch at level
l− 1. The interpolation methods used are the same as those
described in Sec 3.1. In the case that ∆tl < ∆tl−1 and more
that one step is needed, new values at the boundary cells – at
intermediate times between t and t+∆tl−1 – must be defined
at each substep. The quantities at these boundary cells are
defined by interpolation from the parent patch at level l− 1
whose values at times t and t+∆tl−1 are already known. Due
to the properties of the algorithm, lower resolution levels
evolve first, and therefore, values for the patch quantities at
level l−1 , at any intermediate time between t and t+∆tl−1,
can be obtained by linear interpolation from the values at
these times.
Every time that the evolution of the patches at level
l catches up and synchronizes with the evolution of their
parent patch l− 1, the code runs a procedure whose task is
to unify the values of all overlapping cells at different patches
within the level l. This is done by defining a master patch per
level l among the subset of patches which mutually overlap.
Whenever another patch at the same level overlaps with the
master, the value of all quantities at the overlapping cells
are copied directly from the master cells. This process is
also crucial to ensure good conservation properties.
3.3 Dark matter
The Dark matter part of the code also benefits from the
AMR strategy. Again, the basic idea is to repeat the proce-
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dure described in Sec 2.3 to take advantage of the preexisting
set of patches.
In order to solve Poisson’s equation, the continuous dark
matter density is required at each patch. The dark matter
density in a patch is obtained using the TSC mesh assign-
ment method with the grid and cell size corresponding to
this patch. All particles within the patch contribute to the
density of this patch. Therefore, particles can contribute to
the density of different patches at different levels, but are
’spread’ with different cloud sizes. This approach naturally
offers the advantage of not having to specify a softening
length parameter.
In order to solve Poisson’s equation (Eq. 22) at levels l >
0 we use a successive overrelaxation method (SOR). These
kind of methods solve Eq.(22) by discretizing the equation
and treating it as a linear system of equations (see Press et
al. 1992).
φi+1,j,k + φi−1,j,k + φi,j+1,k + φi,j−1,k +
φi,j,k+1 + φi,j,k−1 − 6φi,j,k =
a2
2
δi,j,k. (28)
The new potential φnew is defined by an iterative pro-
cess as follows:
φnewi,j,k = ωφ
∗
i,j,k + (1− ω)φ
old
i,j,k (29)
where
φ∗i,j,k = (
a2
2
δi,j,k − φi+1,j,k − φi−1,j,k
−φi,j+1,k − φi,j−1,k − φi,j,k+1 − φi,j,k−1)/6. (30)
The overrelaxation parameter, ω, is defined in the in-
terval 1 < ω < 2. In order to find the optimum value for
the overrelaxation parameter, we have used the asymptotic
Chebyshev acceleration procedure (see Press et al. 1992).
Following this method, the number of iterations (typically
∼ 10) is minimized.
Once the potential is known at each level, the positions
and velocities of all particles can be updated using the Eqs
(18–21). However, we must use the values of ∆tl and φl
corresponding to the highest resolution level patch that each
particle is in. A similar methodology of time substepping and
synchronization to that described above for the gas is also
implemented for the dark matter.
Let us note, that the code can also be applied to dark
matter only problems. In these cases, the patches are placed
according to criteria based on the dark matter distribution
and its features.
3.4 Some extra tricks
The above description is based on the idea of repeating the
same numerical scheme for each patch independently. How-
ever, several additional mechanisms have to be put in place
to avoid problems associated with the ’abrupt’ change in
resolution at the patch boundaries, such as the violation of
conservation properties or numerical instabilities.
From the numerical point of view, boundaries represent
a difficult issue which deserves special attention. Consider a
situation in two dimensions, for the shake of simplicity, like
the one illustrated by the sketch in Figure 1. In this case,
we focus on the left hand boundary, indicated by the thick
central line, of a given patch at level l. At this point, on the
F
l−1
i+1/2,j
f l
n−1/2,m+1
f
n−1/2,m
l
+
(i,j) (i+1,j)
(n,m)
(n,m+1)
(n+1,m)
+ +
+(n+1,m+1)
Figure 1. The left hand boundary between a patch at level l and
its parent patch at level l− 1.
left hand side of the boundary, we have the cell (i, j) of the
parent patch at level l − 1 and four cells (n,m), (n+ 1,m),
(n,m+ 1), (n+ 1, m+ 1) on the right side. Underlying the
four cells of the patch at level l, there is also a parent cell
(i+1, j), which was evolved together with the parent patch
at level l− 1. Therefore, the values of quantities at cell ul−1i,j
and ul−1i+1,j are consistent with a numerical flux at their in-
terfaces of F l−1
i+1/2,j
. According to our scheme, when the child
cells are advanced in time and synchronized with their par-
ent patch, we substitute the value for the parent cell, ul−1i+1,j ,
by an average of the values of the child cells uln,m, u
l
n+1,m,
uln,m+1 , u
l
n+1,m+1. However, these child cells were updated
using two numerical fluxes f ln−1/2,m and f
l
n−1/2,m+1. It is
clear that due to the non linear character of the problem
and the change in the numerical resolution across the bound-
ary, F l−1 6= (f ln−1/2,m+f
l
n−1/2,m+1)/2. Therefore, when the
value for cell ul−1i+1,j is redefined as the average from its child
cells, this new value differs from the previous one which was
obtained on the coarse grid, and is therefore linked to its
neighbours at the same level by a flux F l−1(in our example
it would refer to the cell ul−1i,j ). The assignation of new values
for the quantities at cell ul−1i+1,j must imply a correction for
the values at its neighbour cells at the level l − 1. These ef-
fects must be taken carefully into account, otherwise severe
numerical problems can develop.
In order to overcome this problem, Berger & Colella
(1989) designed a technique known as refluxing. In this
method, after all values have been advanced in time, and
patches at different levels have been synchronized, the value
of the parent cells next to a boundary (ul−1i,j in our exam-
ple) are modified according to the flux difference between
the coarse flux (F ) and the average of the fine fluxes (f).
In the above explanation, and for the sake of simplicity, we
have assumed that ∆tl = ∆tl−1. In a general case when
∆tl < ∆tl−1, the fine fluxes (f) for all the substep have
to be added and compared with the coarse flux (F ). A de-
tailed description of this technique can be found in Berger
& Colella (1989).
Another issue related with the change of numerical res-
olution at boundaries between patches has to do with spu-
rious oscillations of the gravitational forces. The potential
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is sensitive to changes of resolution. Therefore, the evolu-
tion of the gas volume elements and dark matter particles
can be affected by spurious oscillations created by changes in
the resolution of the gravitational potential across the patch
boundaries. The way we have avoided these problem is by
using a smooth transition method (see Anninos, Norman &
Clarke 1994; Jessop et al. 1994). In our scheme, particles and
gaseous cells in a patch at level l are split in three groups: i)
if the particles or cells are located at a distance less than two
cells (one cell for the level l− 1) from any of the boundaries
of the patch, they evolve with the potential of the parent
patch φl−1, ii) particles or cells located at a distance be-
tween two cells and four cells to the boundaries evolve with
a linear combination of potential φl−1 and φl, being φl−1 at
a distance of two cells and φl at four cells distance, and iii)
the rest of particles or cells which evolve with the potential
φl. We have found that this method has cured any problem
arising from oscillations in the gravitational forces.
4 TESTING THE CODE
4.1 Gas
4.1.1 Shock tube
The so-called shock tube problems are a set of solutions of
different Riemann problems associated with the equations
governing the dynamics of ideal gases in 1D planar sym-
metry, and when the gas is, initially, at rest. They involve,
in general, the presence of shocks, rarefactions and contact
discontinuities. Taking into account the fact that the analyt-
ical solution of the Riemann problem is well-known, they are
considered as standard test-beds for checking a hydro-code.
In order to take advantage of the analytical solution
of the standard shock tube problem, we have considered a
computational domain defined by a cube (one unit length
each edge) in which a discontinuity has been placed parallel
to one of the cube faces. This discontinuity separates the
system in two states. Initially, both states have the same
density (ρ = 1) and velocity (v = 0). Pressure on the left
(right) hand side of that discontinuity is p = 1 (p = 0.1).
The coarse grid (l = 0) used in these computations has 643
cells. The evolution from the above initial data leads to the
formation of a rarefaction wave, a contact discontinuity, and
a shock wave.
Figure 2 displays the results using four levels (squares)
compared with analytical results (solid line). Refinements
have been placed dynamically by taking into account three
conditions. The first condition is based on thresholds on
the relative jumps in pressure. For example, for a given
cell (i, j, k), the relative jump along x-direction is defined
as
|pi+1,j,k − pi−1,j,k|
min(|pi+1,j,k|, |pi−1,j,k|)
. The jumps are computed for
the three directions (x,y,z) and the condition is satisfied if
any of them is larger than the given threshold. The second
condition is similar to the previous one but is applied to the
density. The third condition looks at relative variations of
right and left velocity derivatives. For a given cell (i, j, k) ,
we define the right derivate as Dr =
vi+1,j,kx − v
i,j,k
x
∆x
and the
Figure 2. Plot of the analytical (solid line) and numerical
(squares) solutions for shock tube numerical experiment. From
top to bottom, first, second, and third panels display density, ve-
locity and pressure in arbitrary units , respectively. The fourth
panel shows the refinement structure. All quantities are plotted
as a function of distance normalized to cube side length, L.
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left derivate as Dl =
vi,j,kx − v
i−1,j,k
x
∆x
. The relative variation
of the derivate is defined as
|Dr −Dl|
min(|Dr |, |Dl|)
.
The first condition is specially suited for identifying
shocks, second condition finds shocks and contact discon-
tinuities, whereas the third condition can track the head
and tail of the rarefaction waves.
The code has automatically allocated and deallocated
the numerical patches needed to integrate the hydrodynam-
ics equations. In order to illustrate the refinement structure,
the location of each patch and their level are plotted in the
bottom panel of Figure 2.
The main features of the analytical solution are recov-
ered well. The shock is sharply resolved in two or three cells
of the highest level. The contact discontinuity and the rar-
efactions wave are also well described. Tiny oscillations are
visible in the velocity associated with the contact disconti-
nuity.
4.1.2 Self-similar spherical collapse
Bertschinger (1985) presented the solution for the evolution
of a single mass perturbation in a flat Einstein-de Sitter Uni-
verse with no cosmological constant. Given a perturbation
of radius Ri at time ti with overdensity δi = δρ/ρ, shells
of matter surrounding the perturbation start to decelerate
and eventually decouple from the Hubble flow at some ”turn
around” time which is related to the parameters defining the
perturbation as follows:
rta = Riδ
1/3
i
(
4t
3πti
)8/9
(31)
For a collisional fluid, the infalling matter produces
an increase in pressure which eventually results in a
strong shock wave propagating outwards. According to
Bertschinger’s solution, the position of the shock is given by
λs = rs/rta. Due to the self-similar character of the prob-
lem, the solution is fully characterized by the dimensionless
functions V, D and P:
λ(r, t) =
r
rta(t)
v(r, t) =
rta
t
V (λ)
ρ(r, t) = ρBD(λ)
p(r, t) = ρ
B
rtatP (λ).
Functional forms for V,D, and P can be found in
Bertschinger (1985) for different values of the adiabatic ex-
ponent γ.
We have set up an initial perturbation with Ri = 0.1
and δi = 0.1 at a given time. The simulation has been done
using four refinement levels and a coarse grid with 643 cells.
This is an extremely stringent test for our code, because a
strong shock moves outwards and the self-similarity has to
be kept numerically. Moreover , it is a spherical problem
described with a Cartesian code. It should be stressed that
this test also checks the multilevel Poisson solver described
above.
The refinement criteria is based on a Lagrangian ap-
proach which tries to keep same mass within any cell of
the simulations regardless of the level of refinement. In or-
der to do that, a cell in the coarse grid is labelled as refin-
able when its density is higher than the background density
(ρ
B
= 3H
2
8piG
); therefore, the initial perturbation is completely
refined. The cells at first levels are labelled as refinable when
their density exceeds the initial mean density at the coarse
level by a factor of eight , that is when the local density is
larger than 8ρ
B
. The process is similar for higher levels, thus
for example, for the second level the condition for a cell to
be refineable is a local density higher than 64ρ
B
.
Figure 3 shows the results (triangles) compared with
the analytical solution from Bertschinger (1985) after four
thousand time steps. The numerical solution exhibits a good
agreement with the analytical one. It must be noticed that in
the pressure plot, numerical limitations force a low, non-zero
numerical value for the pressure – although with irrelevant
physical consequences – as the code can not cope with a
zero value. Self-similarity is well maintained for as long as
we have kept this test running (more than six thousand time
steps). To illustrate the convergence properties, we display
the results (squares) when only two refinement levels are
allowed.
4.2 Gravity solver
Force accuracy is crucial to describe correctly the dynamics
of both the dark matter and gaseous components. In order to
test the properties of our gravity solver, we present a simple
test comparing the acceleration when a single point mass is
considered.
We have placed a single point mass (∼ 1015M⊙) at the
centre of the computational box. The numerical accelera-
tion is computed for several thousand test points randomly
placed within the computational domain. The basic grid has
643 cells. This procedure is repeated with two, four, and
six nested refinements. In each of these cases, the massive
particle is always located at the finest refinement. In the
upper panel of Figure 4, we plot the relative errors of the
computed accelerations when compared with the theoreti-
cal ones given by ∇φ = Gm/r2, as a function of the ra-
dial distance normalized to the distance from the box centre
to the edge of the computational box. Due to the PM-like
scheme we are using, the forces are obtained by differencing
the potential values between neighbouring cells. When the
separation between two particles is less than two cells, the
forces computed with the PM-like method are affected by
considerable errors. These errors are maximal when parti-
cles lay within the same cell, as the numerical derivative of
the potential vanishes. In Figure 4, this behaviour is clearly
visible when the distance approaches the cell size for each
level. The higher the level of refinement, the smaller the spa-
tial range of the force errors, as they are always linked to
particle separations smaller than two cells, and the cell sizes
shrink for higher levels.
Lower panel in Figure 4 shows the relative errors for
the numerical acceleration for the four level case (points)
and the error for the acceleration for a Plummer potential,
φ = −Gm/(r2 + ǫ2)1/2. The softening, ǫ, is set to the cell
size of the refinement level including the massive particle. In
this case, distance is in units of grid cells of the finest refine-
ment level. It should be noted that ,whereas the Plummer
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Figure 3. Self-similar solution for the evolution of a inhomo-
geneity of radius, Ri = 0.1, and density contrast ,δi = 0.1. The
continuous line represents the analytical solution and the sym-
bols show the numerical solution (squares for the case of l=2 and
triangles for l=4).
Figure 4. (a) The pairwise force accuracy for the coarsest grid
level (0), and for second, fourth, and sixth levels, versus particle
separation. (b) A comparison of the error in the force for the four
levels case (points) with the error for the force for a Plummer
potential (continuous line).
acceleration marginally catches the 1/r2 law at 6 or 7 cells,
our result oscillates around this value at two cells.
The implementation of the gravity solver described
above naturally fixes the force softening to the local prop-
erties of the solution in an unambiguous way. In this sense,
numerical problems like the two-body effects can be sup-
pressed because the cell size can be adapted depending on
the local density. This is an important advantage respect to
the codes using a fix softening.
4.3 Cosmological simulation: the Santa Barbara
cluster
The best test we can think of for a cosmological code in
a realistic setting is to compare with the results presented
in Frenk et al. (1999, hereafter F99). In this reference, the
authors performed adiabatic simulations of a galaxy cluster
with several codes. This work not only allows a comparison
between the different codes and schemes, but also establishes
a standard test.
We have adopted the initial conditions used in F99 to
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simulate with our code the so-called Santa Barbara clus-
ter (SB). The initial conditions were generated in order to
obtain a galaxy cluster of mass ∼ 1015M⊙ located at the
centre of a computational box of side length 64 Mpc. The
coarse grid (l=0) has 643 cells. The first refinement (l=1)
is fixed covering the central 32 Mpc and has also 643 cells
which are half the size of their parent cells. Higher refine-
ments are carried out according to a local density criteria.
Two groups of dark matter particles – with different masses
– are used. At the initial time, the first group of particles
is located within the region of computational domain that
is not covered by the refinement, whereas the second group
is placed on the refinement. Therefore, on the part of the
coarse grid (l=0) not refined, we place 323 particles with
individual mass, ml=0
DM
∼ 6.24 × 1010M⊙, whereas on the
first refinement (l=1), there are 643 particles with mass,
ml=1
DM
= ml=0
DM
/8 ∼ 7.8× 109 M⊙. The cosmological parame-
ters assumed are Ω = 1, Ho = 50 km s
−1 Mpc−1, and the
baryon content is Ωb = 0.1. The simulation was started at
z = 30.
The refinement criteria is based on the local gas den-
sity. Any cell with a baryonic mass larger than 3.5× 109M⊙
is labelled as refinable. This procedure is repeated up to six
levels (l=6), which means that the highest comoving spatial
resolution is ∆x
l=6
= 15.6 Kpc, although the real resolu-
tion is a factor of two worse than this value, as the gravity
part of the code needs two cells in order to compute the
gravitational force.
In Figure 5 radial profiles for gas density, dark matter
density, temperature, entropy (S = ln[Tρ−(γ−1)
gas
]), pressure,
and gas radial velocity are shown, respectively. The profiles
have been computed by averaging the quantities in spher-
ical shells of 0.2 dex logarithmic width. The inner radius
of the first shells is 10kpc and the outer radius of the last
one is 10Mpc. In order to compare with F99 results, each
panel displays the average results of all simulations (dashed
line), results from Jenkins’ & Pearce’s simulation using Hy-
dra SPH (triangles), and the simulation of Bryan & Norman
using the SAMR Eulerian code (crosses). Open circles show
the results of our simulation. Our results show very good
agreement with the general trends shown by the average re-
sults of all simulations. There is a particularly good match
with the profiles from Bryan’s SAMR code.
Nevertheless, there are differences between the pro-
files in F99 and the ones we have obtained in our simu-
lation which deserve further comments. Our results exhibit
a slightly steeper dark matter density profile in the inner
most regions. In the SB cluster simulation, there is a merger
event at z ∼ 0. We would suggest that this fact could pro-
duce the small differences in the final state of the cluster,
leading to minor discrepancies in the comparison. We note
that our simulations at z ∼ 0.09 show a better agreement
– in the global quantities, radial profiles, and 2D images –
with the results in F99. In any case, we believe our results
are consistent with F99.
In addition to the differences previously mentioned,
there is also a systematic natural dispersion due to factors
like the way in which the initial conditions are implemented,
the different approaches when averaging to compute the ra-
dial profiles, and the inherent peculiarities of each particular
numerical algorithm. It is notable that similar results to ours
have been obtained by Kravtsov, Klypin & Hoffman (2002)
when they tested their new AMR-like code using the Santa
Barbara test. These authors claim that their profiles are con-
sistent with the recent results – using very high resolution
simulations – presented by Ghinga et al. (2000), Klypin et
al. (2001), and Power et al. (2003).
Returning to the physical meaning of our simulations,
our results reinforce the difference – first revealed in F99 by
Bryan’s results – between SPH and Eulerian codes. These
alarming differences are particularly dramatic in the ther-
modynamics of the gas, and quantities like temperature or
entropy clearly manifest different trends. There is no doubt
that these differences are evidence of different physical prop-
erties, and could therefore be crucial in the process of struc-
ture formation. New formulations of SPH, like the entropy-
conserving (Springel & Hernquist 2002) which is written in
conservative form similar to the Eulerian schemes, have dra-
matically improve the comparison. In a detailed study, As-
casibar et al. (2003) simulated a cluster of galaxies – similar
to the SB cluster – using the Eulerian code ART(Kravtsov,
Klypin & Hoffman 2002) and SPH code GADGET(Springel
& Hernquist 2002). The outcome of their simulation showed
how the results of the new SPH implementation are closer
to the ones produced by the Eulerian AMR codes. Although
encouraging, there are still significant differences in the en-
tropy and temperature profiles. A good example of these
differences is given by Okamoto et al. (2003), where the au-
thors proved that standard SPH approach produces artificial
effects which can lead to unrealistic results when studying
galaxy formation. These spurious effects are not necessary
linked to the artificial viscosity used by the SPH method.
Figure 6 shows, at the final redshift z = 0, the gas col-
umn density along the z-axis in the different regions. The top
panel (a) shows a region of 64 Mpc side length, where the
column density has been computed by integrating along the
central 32 Mpc. Panels (b) and (c), show the column den-
sity maps for two zooms into the central region. The images
show regions of 16 and 4 Mpc side, integrated along 8 and 2
Mpc, respectively. The ’pixelization’ effect introduced by the
variation in the cell size corresponding to the different levels
is clearly visible, as is a web of gaseous filaments linking the
structures. It should be noted that there are no unphysical
effects associated with filaments crossing the boundaries of
patches at different levels.
In Figure 7, we present several panels displaying maps of
the following quantities: a) gas column density, b) dark mat-
ter column density , c) X-ray surface brightness calculated as∫
LXdl where LX = ρ
2T 1/2, and d) emission-weighted tem-
perature calculated as
∫
LXTdl/
∫
LXdl. All images corre-
spond to the projection of these quantities along the z-axis
in the 8 Mpc central box. The gross features are similar to
the images in F99, although, as the average profiles showed,
there are differences in some of the details. The dark mat-
ter (Figure 7, panel b) column density looks very similar
to results from the highest resolution simulations in F99.
Smoothing and presentation effect apart, the substructure
in our simulation matches the results from Jenkins & Pearce
(SPH) and Bryan & Norman (AMR).
The rich structure of shocks, voids, gradients and tur-
bulence can be shown by displaying the entropy and temper-
ature within a thin slice containing the centre of the cluster.
Figure 8 displays the entropy and the logarithm of temper-
ature in four thin slices. Upper (lower) panels of Figure 8
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Figure 5. Radial profiles for Santa Barbara cluster. Dashed lines shows the average results of all the simulations displayed in F99.
Triangles and crosses show the results of simulations carried out by Jenkins (SPH) and Bryan (SAMR), respectively. Open circles display
our results.
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a
b
c
Figure 6. Logarithm of gas column density along z-axis for three
centred regions at redshift z=0. From top to bottom: (a) 64 Mpc
side image of the gas column density integrate along the central
32 Mpc, (b) 16 Mpc side image of the gas column density in-
tegrate along the central 8 Mpc, and (c) 4 Mpc side image of
the gas column density integrate along the central 2 Mpc. The
’pixelization’ effect due to the variation in the cell sizes for the
different levels is clearly visible.
a
c d
b
Figure 7. Logarithm of gas column density (a), dark matter
column density (b), X-ray surface brightness (c), and emission-
weighted temperature(d) along z-axis for the central 8 Mpc at
z=0. The image sizes are 8 × 8 Mpc. As these panels show raw
results from the simulations, the ’pixelization’ effect stands out
clearly.
a b
c d
Figure 8. The structure of the shocks and turbulence in the
our simulation of the Santa Barbara cluster. Panels (a) and (c)
display the entropy in a very thin slice for two zoom-ins at 8 (a)
and 2 (c) Mpc. Identically panels (b) and (d) show logarithm of
the temperature in the same regions.
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show a zoom of the central 8 Mpc (2 Mpc). The images
in black and white, are encoded in such a way that black
(white) stands for the minimum (maximum) value of the
quantity plotted.
The entropy plots show a constant entropy core (panels
(a) and (c) in Figure 8). In the temperature maps (panels
(b) and (d)) several features are noticeable. A rich structure
of shock is visible at all scales. The existence of cold regions
embedded in the central hot structure is another remarkable
feature. In all cases, a highly turbulent structure is clearly
visible. All these features can be studied due to the good
shock capturing properties of the algorithm.
The Santa Barbara run has been performed using the
parallel version of the code, which has been tested in dif-
ferent architectures. In particular, the run studied in this
section was performed in an Origin 3800 using 8 processors,
and took 130 hours of CPU time, with a memory require-
ment of around 2 Gb.
5 CONCLUSION
We have described and tested a new cosmological code spe-
cially designed to study the formation and evolution of cos-
mological structures, i.e. galaxy cluster, galaxies, etc. The
code can follow the hydrodynamics of the gas in a cosmo-
logical context, the dark matter component, and the grav-
ity of the two coupled components. The main ingredients
of the code are: i) a hydro solver based on high-resolution
shock-capturing techniques, ii) a N-body solver based on
the generalization of the Particle Mesh scheme, iii) a Pois-
son solver which combines FFT and SOR techniques, and
iv) an Adaptive Mesh Refinement (AMR) scheme which al-
lows us to gain resolution in schemes (i)-(iii) by refining the
grid as required according to several application dependent
criteria.
A set of tests, including a realistic cosmological simu-
lation known as the Santa Barbara cluster, have been per-
formed so as to explore the reliability of the code. All of them
have been passed successfully. The whole package of the dif-
ferent ingredients represents a powerful code which will be
able to tackle – with very high spatial and time resolution –
all sort of challenging cosmological problems without giving
up an accurate description of the physical properties of the
gaseous and dark matter components.
Previous results using AMR simulations – with reso-
lution comparable to those of SPH – showed substantial
differences in quantities like temperature and entropy with
respect to SPH results. This is an important conclusion –
confirmed by our simulations – which points out crucial dif-
ferences between the SPH and the Eulerian methods when
describing the physics of structure formation.
AMR codes, like the one presented in this paper, will
be essential tools in the future of numerical cosmology. They
combine successfully the best properties of previous tradi-
tional approaches: i.e. excellent spatial resolution of the SPH
techniques, and an accurate description of the hydrodynam-
ics of the problem (handling of shocks and discontinuities,
treatment of void regions, accurate thermodynamics, turbu-
lence, and some others) inherited from the Eulerian codes
based on Riemann solvers.
In the near future some improvements to the code will
be performed. Already as ongoing projects, we are working
to incorporate star formation recipes, chemical evolution,
cooling, and magnetic fields.
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