A complete classification of additive rank-one nonincreasing maps on hermitian matrices over Galois field GF (2 2 ) is obtained. This field is special and was not covered in a previous paper. As a consequence, some known applications, like the classification of additive rank-additivity preserving maps, are extended to arbitrary fields. An application concerning the preservers of hermitian varieties is also presented.
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Additive Rank-one Nonincreasing Maps on Hermitian Matrices 485 matrix X is denoted by X tr . A matrix X ∈ M n (G) is hermitian if X * := X tr = X.
Let H n (G) be the set of all such matrices. Likewise we denote by H n (K) the set of all hermitian matrices with entries from a field K possessing an involution , which is assumed to be nonidentical ( = id) unless otherwise stated. Note that H n (G) is a vector space over the subfield {x ∈ G| x = x} = {0, 1} =: Z 2 . A map Φ : H n (G) → H m (G) is additive if Φ(X + Y ) = Φ(X) + Φ(Y ) for all X, Y ∈ H n (G), and is rank-one nonincreasing if rk X = 1 implies rk Φ(X) ≤ 1. Note that for any X ∈ H n (G) of rank r there exists an invertible matrix Q ∈ M n (G) such that X = Q( Consequently, any additive rank-one nonincreasing map Φ : H n (G) → H m (G) is also rank-r nonincreasing for any r, i.e., rk X = r implies rk Φ(X) ≤ r. It also follows that any rank-one matrix M ∈ H n (G) can be written as M = xx * for some nonzero x ∈ G n .
To shorten writings, we define x 2 := xx * and x•y := xy * + yx * . Given vectors x 1 , . . . , x r ∈ G n let x 1 , . . . , x r be their G-linear span, and let x 1 , . . . , x r (2) be the Z 2 -subspace in H n (G) generated by matrices x 2 and x•y ; x, y ∈ x 1 , . . . , x r . It is easily checked that if x 1 , . . . , x r are G-linearly independent then matrices x If we replace matrices x j • x k and ıx j • x k by (x j + x k ) 2 and (ıx j + x k ) 2 then we obtain an additive basis formed by rank-one matrices. We want to point out that if x 1 , x 2 are linearly independent then there are precisely five rank-one matrices in x 1 , x 2 (2) . Namely:
2 . Note that their sum is zero. Though being obvious, it is perhaps worthwhile to mention that if x 1 = e 1 and x 2 = e 2 are standard vectors then x 1 , x 2 (2) = H 2 (G) ⊕ 0 n−2 and the five rank-one matrices are:
If σ ∈ {id, } then we say that an additive map g :
holds for all x ∈ G and all x ∈ x 1 , . . . , x r . Any such g induces an additive map P(g) :
where m × n matrix T is defined by T e j := g(e j ) for j = 1, . . . , n.
We are now ready to state the main theorem of this paper. We call the maps of the form (i) standard, while those of the forms (ii)-(iii) nonstandard.
Remark 2.3. It follows immediately from Theorem 2.1 that, in the case m = n, the semigroup of additive rank-one nonincreasing maps is generated by standard maps, maps of the form Φ(X) = f (X)E 11 , where f is an additive functional, and by the map Φ(X) = (
Remark 2.4. Let K be a field and an involution on it (we do not assume that = id). If an additive rank-one nonincreasing map Φ : H n (G) → H m (K) has in its image a matrix of rank at least 3 then it can be shown that it is of the standard form, i.e., Φ(X) = ξT X σ T * , where ξ = ξ is a scalar and σ : G → K is a field homomorphism which intertwines the two involutions, i.e.,
Moreover, the additivity of Φ forces that char K = 2. To keep the paper concise we will not prove this here.
Example 2.5. It already follows from Theorem 2.1 that the conclusion in Remark 2.4 does not hold if max(rk Φ(X)) ≤ 2. However, if K = G then there exist different nonstandard additive rank-one nonincreasing maps Φ :
where the multiplication and the involution is given by the rule a 4 = a + 1 = a. The additive map τ : G → GF (4 2 ) defined by τ (1) := 1 and τ (ı) := a 2 + a is a field homomorphism, though it does not intertwine the two involutions. In fact,
Note that the map x → x 2 is additive in a field of characteristic two. Hence, the map Φ :
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The determinants of their Φ-images
all vanish, since a 4 = a + 1. Hence, all of the above matrices are of rank one indeed.
Note that Φ is neither of the form (ii), since its image contains a matrix of rank two, nor of the form (i), since in this case Φ(E ii ) = E ii (i = 1, 2) would imply T = t 1 E 11 + t 2 E 22 , and consequently the matrix Φ(E 12 + E 21 ) would have zero entry at position (1,1), which is a contradiction. The map Φ is also completely different from the map (iii), because its image contains more than two linearly independent matrices (see e.g. the matrices in (2.1)).
Example 2.6. In the case max(rk Φ(X)) ≤ 2 we have new nonstandard additive rank-one nonincreasing maps Φ :
is additive and rank-one nonincreasing. It is not of the forms (i), (ii), (iii) since the same arguments as in Example 2.5 apply.
Proofs.
Throughout this section, n, m ≥ 2 are integers and Φ :
is an additive rank-one nonincreasing map.
Standard maps.
We start with lemmas needed to classify maps, which turn out to be standard. The proof of the first of them can be easily deduced from [28, Lemma 3.1] and will not be given here. 
Lemma 3.2. Let r be an integer and suppose that rk Φ(
Then, the image Im Φ| x1,...,xr (2) is contained in y 1 , . . . , y r (2) , where
Proof. As Φ is rank nonincreasing, Im Φ| x1,...,xr (2) contains only matrices of rank ≤ r. Since the space x 1 , . . . , x r (2) is additively spanned by rank-one matrices,
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Consequently, since rk Φ(x
The next lemma can be proved via [27, Theorem 3.1], however we give a selfcontained proof which is not much longer.
Lemma 3.3. Let r ∈ {2, 3} and x 1 , . . . , x r ∈ G n . If Φ| x1,...,xr (2) preserves rankone and rk Φ( r j=1 x 2 j ) = r then Φ| x1,...,xr (2) 
Proof. By the assumption, Φ| x1,...,xr (2) preserves rank-one, i.e., it can not annihilate rank-one matrices. Hence, if we denote Φ(x
for some function ν jk : G → G which satisfies ν jk (0) = 0 and ν jk (x) = 0 whenever x = 0. Moreover, from (3.1) we deduce that
If r = 2 then rk Φ( 2 j=1 x 2 j ) = 2, so y 1 and y 2 as well as x 1 and x 2 are linearly independent. Define first g(x 1 ) := ν 12 (1)y 1 and g(x 2 ) := y 2 , and then extend the map g, on whole x 1 , x 2 , σ 12 -semilinearly. Since ν 12 (1)ν 12 (1) is nonzero, it equals 1, so we deduce that Φ| x1,x2 (2) 
If r = 3 we proceed similarly. Vectors y 1 , y 2 , y 3 as well as x 1 , x 2 , x 3 are linearly independent. If an invertible matrix P ∈ M m (G) is such that P y j = e j for all j and if x, y = 0 then any 2 × 2 minor of the rank-one matrix 2 ) = 2 and P(g) = Φ| x1,x2 (2) = P(g ) for some σ-semilinear map g :
Proof.
Since g(x 1 ) and g(x 2 ) are linearly independent, we deduce that σ(x) = σ (x)t 1 t 2 . Hence, σ = σ and t 1 t 2 = 1 = t 1 t 1 , i.e., t 1 = t 2 =: t. This ends the proof.
Proof. We separate two cases. Case 1. Assume first that Im Φ| x1,x2,x3 (2) = Im Φ| x1,x2 (2) . Then there existsẋ 3 ∈ x 1 , x 2 , x 3 such that Φ(ẋ 2 3 ) / ∈ Im Φ| x1,x2 (2) and x 1 , x 2 ,ẋ 3 = x 1 , x 2 , x 3 . By the assumption, Im Φ| x1,x2 (2) 
(2) , so Lemma 3.1 implies that rk Φ(x and choose an invertible matrix P such that P g(x 1 ) = e 1 , P g(x 2 ) = e 2 , and P y 3 = e 3 . By Lemma 3.2, the set Φ (
2 ) = 0 for some nonzero x 1 and x 3 . We can choose
2 )P * = 0. In both cases the matrix 2 ) = 0 since the matrix
has nonzero entry at position (1, 2). Consequently, Φ| x1,x2,ẋ3 (2) = Φ| x1,x2,x3 (2) preserves rank-one as claimed. By Lemma 3.3 applied at r = 3, there exists a σ -semilinear map g : x 1 , x 2 , x 3 → G m such that Φ| x1,x2,x3 (2) = P(g ). By Lemma 3.4, g | x1,x2 = t·g for some nonzero t. Hence, if we σ-semilinearly extend g by g(x 3 ) := tg (x 3 ) then Φ| x1,x2,x3 (2) = P(g). Case 2. Assume now that Im Φ| x1,x2,x3 (2) = Im Φ| x1,x2 (2) . We claim that in this case there existsẍ 3 ∈ {x 3 
for all suchẍ 3 , so if an invertible matrix P satisfies P g(x 1 ) = e 1 and P g(x 2 ) = e 2 then 0 = P Φ(0)P
where A, B, C, D ∈ {0} ∪ {E 11 + xE 12 + xE 21 Since all three matrices are in Im Φ| x1,x2,x3 (2) = g(x 1 ), g(x 2 ) (2) and are of rank ≤ 1, this is possible only if there exists x ∈ {1, ı, ı} such that
Since rk Φ(x 2 2 +ẍ 2 3 ) = 2, Lemma 3.2 implies that the set Φ (
Actually, the last is not an option, since for y = 0, the matrix
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is the only possibility for the matrix in (3.7) to be of rank ≤ 1. Consequently, if in (3.7)
we replace x by ıx and ıx respectively then we deduce that rk g(
Therefore,
holds for x which is defined in (3.6). Now, we σ-semilinearly extend g on
). Since matrices (yxx 1 +ẍ 3 ) 2 and (yxx 2 +ẍ 3 ) 2 ;
(y ∈ G), together with matrices from x 1 , x 2 (2) , additively span
, we infer from (3.5), (3.6), (3.8), and (3.9) that Φ| x1,x2,x3 (2) = P(g).
Nonstandard maps.
We proceed with lemmas related to nonstandard maps. Recall that given a matrix H ∈ H n (G) its hermitian variety is defined by
Here, x is the 1-dimensional space generated by the vector x, i.e., a point in the projective space P G(n − 1, 2
The next lemma follows immediately from Bose and Chakravarti [4, Theorem 8.1 and its Corollary]. We give an alternative proof for the sake of completeness. 
Lemma 3.6. The number of points on variety
The lemma below will be crucial to classify nonstandard maps. 
Proof. Let x be an arbitrary vector. Then,
Here, |P G(n−1, 2 2 )| denotes the number of all 1-dimensional subspaces in G n . Hence,
and |V H+G | from Lemma 3.6. Then, routine calculations derive from (3.10) the equation
Since rk H, rk G ≥ 1 by the assumption, the right side of (3.11) is ≤ 1. Hence, rk(H + G) is odd and in particular ≥ 1. By rearranging equation (3.11) such that the second summand on the left side goes to the right side and the first or the second summand on the right side goes to the left side, we deduce that rk H and rk G are even and in particular ≥ 2. Consequently, 1 = 1/2 rk H + 1/2 rk G + 1/2 rk(H+G) and this equation is satisfied precisely when the rank-values are minimal, i.e., rk H = 2 = rk G and rk(H + G) = 1. Therefore, there exists an invertible matrix Q 1 such that
The same argument implies that M 2 ∈ H 2 (G)⊕0 n−2 . Since rk(E 11 +E 22 +(M 1 +M 2 )) = 1 and rk(M 1 + M 2 ) = 2 we easily check that M 1 + M 2 = xE 12 + xE 21 for some x ∈ {1, ı, ı}. We now replace Q 1 by Q := Q 1 diag (1, x, 1, . . . , 1) .
Remark 3.8. If (K, ) is any field with nonidentical involution, but distinct from G, then the identity x tr H xx tr G x = 0 implies that at least one of hermitian matrices H = H tr or G = G tr must be zero. To see this we define an additive map on H n (K), using the notations from Theorem 2.1, by Φ : 
Proof. It is easy to see that any additive map c : Z 2 → Z 2 is of the form c(x) = hx for some h ∈ Z 2 . Similarly, any additive map c : G → Z 2 is of the form c(x) = hx + hx for some h ∈ G. Hence, there exist h jj ∈ Z 2 and h jk ∈ G such that 
Proof of the main result.
We are now ready to prove Theorem 2.1.
Proof. First we prove the "if" part. It is obvious that the maps of the forms (i)-(ii) do not increase rank-one. If Φ is of the form (iii) then, for any rank-one hermitian matrix x 2 , the upper-left 2 × 2 minor of
where (Qx) tr = (z 1 , . . . , z n ). If z 1 and z 2 are both nonzero then z 1 z 1 +z 2 z 2 = 1+1 = 0.
To prove the "only if" part let Φ be an additive rank-one nonincreasing map. We separate two cases. The maps from the first case turn out to be nonstandard, while those from the second case turn out to be standard. Then, since rank-one matrices additively span H n (G), we can easily see that Im Φ = {0, Φ(M 1 ), Φ(M 2 ), Φ(M 1 ) + Φ(M 2 )} for some M 1 and M 2 . If matrices Φ(M 1 ) and Φ(M 2 ) are equal, or some of them is zero, then obviously Φ(X) = f (X)M for some additive functional f and rank-one matrix M . Consequently, we deduce by Lemma 3.9 that Φ is of the form (ii). If Φ(M 1 ) and Φ(M 2 ) are nonzero and distinct then rk Φ(M 1 ) + Φ(M 2 ) = 2, so there exists an invertible P such that Φ(M i ) = P E ii P * (i = 1, 2). Then, Φ(X) = P h(X)E 11 + g(X)E 22 P * for some nonzero additive functionals h, g : H n (G) → Z 2 . By Lemma 3.9, h(X) = s(H • X) and g(X) = s(G • X) for some nonzero hermitian matrices H and G. 
