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In this paper we consider the following parameters: IR(G), the upper irredundance number, 
which is the order of the largest maximal irredundant set, I’(G), the upper domination 
number, which is the order of the largest minimal dominating set and /3(G), the independence 
number, which is the order of the largest maximal independent set. 
It is well known that for any graph G, 
/3(G) < I-‘(G) < IR(G). 
In this paper we show that these parameters are equal for all chordal graphs, and a class of 
graphs not containing a set of forbidden subgraphs. 
1. Introduction 
Let G = (V, E) be a finite graph with no loops or multiple edges. If W E V(G) 
then we refer to the induced subgraph on W, denoted ( W), as the subgraph of G 
with vertex set W and all edges of E(G) with both end vertices in W. The open 
neighborhood of a vertex x is the set N(x) = {y E V(G): (x, y) E E(G)}, and the 
closed neighborhood of x is the set N[x] U {x}. For a subset of vertices 
X E V(G), we define N(X) = lJxsx N(x) and N[X] = N(X) U X. 
A set of vertices D s V(G) is a dominating set of G if N[D] = V(G), The 
domination number of G, denoted y(G) and the upper domination number of G, 
denoted T(G), are respectively the minimum and maximum cardinalities taken 
over all minimal dominating sets of G. The independent domination number, 
denoted i(G), and the independence number, p(G), are respectively the 
minimum and maximum cardinalities taken over all maximal sets of independent 
vertices of G. 
For x E X E V(G), if N[x] - N[X - {x}] = 0, then x is said to be redundant in 
X. A set X of vertices is irredundant if and only if no vertex in X is redundant. 
The lower and upper irredundance numbers, ir(G) and IR(G), are respectively 
the minimum and maximum cardinalities taken over all maximal irredundant sets 
of vertices of G. 
The modern study of domination in graphs was begun by Ore [18] and Berge 
[2]. For a survey of domination results, the reader is referred to [8], [5], or [16]. 
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The concept of independent domination was first introduced by Cockayne and 
Hedetniemi [7], while irredundant sets in graphs were first studied by Cockayne, 
Hedetniemi and Miller [9]. Since then, results on irredundance have been 
presented by Bollobas and Cockayne [3], Allan and Laskar [l], Cockayne, 
Favaron, Payan and Thomason [6], and a survey article by Hedetniemi, Laskar 
and Pfaff [13]. 
The six max-min parameters defined above, two each for domination, 
independence and irredundance, are all related by the following inequalities. 
Theorem 1 (Cockayne and Hedetniemi [7-81). For any graph G, 
ir(G) c y(G) 6 i(G) 6 /3(G) C r(G) c IR(G). 
The questions that naturally arise are: Do there exist graphs for which these 
inequalities are strict, and if so, for any pair of the above parameters, are there 
necessary and sufficient conditions for equality of that pair? 
In answer to the first question, there are graphs for which these inequalities are 
strict. Slater gave the first example (Fig. 1) of a tree T for which ir(T) = 4, while 
y(T) = 5. Later, Cockayne, Favaron, Payan and Thomason [6] exhibit a graph 
which has unequal values of all six parameters. 
Regarding the second question, many results have been given that address the 
question of equality of some of these parameters. Most results of this type give 
sufficient conditions, usually in terms of forbidden subgraphs. However, forbid- 
den subgraph characterizations for equality of parameters have been hard to 
obtain; in fact, it usually is impossible. As noted by Bollobas and Cockayne [3], a 
necessary and sufficient forbidden subgraph list characterizing graphs G having 
ir(G) = y(G) is impossible to obtain. This is easy to see since the addition of a 
new vertex adjacent to all vertices of a graph G produces a graph G’ containing 
G as an induced subgraph with i(G’) = y(G’) = ir(G’) = 1. This also indicates a 
similar problem for characterizing graphs G with y(G) = i(G). We note here that 
the same is true for those graphs having /3(G) = r(G) = IR(G). For any graph G, 
the addition of an independent set of vertices to G, of size 2 - IV(G)l, where each 
vertex in this set is adjacent to all the vertices of G, creates a graph G’ with 
/3(G’) = QG’) = IR(G’) = 2 - IV(G)l, yet containing G as an induced subgraph. 
The first result involving forbidden subgraphs that implies equality of two of 
these parameters was the following presented by Allan and Laskar [l]. 
T: 
k--l 
Fig. 1. A tree with ir( T) = 4 and y(T) = 5. 
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G1 G2 
Fig. 2. Forbidden subgraphs for Theorem 3. 
Theorem 2 (Allan and Laskar [l]). Zf G is any graph without an induced subgraph 
isomorphic to K1,3, 
y(G) = i(G). 
Laskar and Pfaff [14] have also presented several sufficient conditions on G 
such that ir(G) = y(G). We state several of their results in the following 
theorems. The first result pertains to chordal graphs. A graph G is chordal if any 
induced cycle of G (of length four or more) contains a chord, i.e., an edge joining 
two non-consecutive vertices of the cycle. A vertex x is a simplicial vertex if N(x) 
induces a complete subgraph. It is well known that any chordal graph contains at 
least one simplicial vertex. If both G and its complement are chordal, then G 
(and its complement) is referred to as a split graph. 
Theorem 3 (Laskar and Pfaff [14-E]). (i) Let G be a chordal graph. Zf G 
contains neither G, nor Gz of Fig. 2 as an induced subgraph, then ir(G) = y(G). 
(ii) Zf G is the complement of a bipartite graph or a split graph and is connected, 
then ir(G) = y(G) = y,(G) = y,(G), where yt and yC are respectively the total and 
connected domination numbers of G. 
Theorem 4 (Laskar and Pfaff [14]). F or any graph G that contains no induced 
K1,3 and no G3 (of Fig. 3) where the dotted edges of G3 are the only extra edges 
allowed, ir(G) = y(G) = i(G). 
Cockayne, Favaron, Payan and Thomason [6] give sufficient conditions for 
equality of some of the maximum parameters. In particular, they prove the 
Fig. 3. Forbidden subgraphs for Theorem 4. 
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Fig. 4. Forbidden subgraphs for Theorem 5. 
following: 
Theorem 5 (Cockayne, Favaron, Payan and Thomason [6]). Zf G contains no 
subgraph isomorphic to the graph GA (of Fig. 4), where the dotted edges of G4 are 
the only extra edges allowed, then IR(G) = T(G). 
In the same paper they present several other results which do not involve 
forbidden subgraph characterizations. One of these results deals with the 
following. Let E(G) denote the maximum number of pendant edges in a spanning 
subforest of G. A famous result relates E(G) to the domination number. 
Theorem 6 (Nieminen [17]). For any graph G with n vertices, 
y(G) + e(G) = n. 
It is easily verified that the string of inequalities of Theorem 
extended as follows: 
ir(G) s y(G) s i(G) 5 P(G) s T(G) 6 IR(G) s c(G). 
1 can now be 
Theorem 7 (Cockayne, Favoron, Payan and Thomason [6]). (i) Zf G is a graph of 
order n with no isolates and IR(G) = E(G) (i.e., y(G) + IR(G) = n), then 
/3(G) = T(G) = IR(G) = E(G). 
(ii) Zf G is bipartite, then /3(G) = Z’(G) = IR(G). 
In this paper we will show that for any chordal graph G, P(G) = T(G) = 
IR(G). We also give a list of forbidden subgraphs that is sufficient for 
/3(G) = T(G) = IR(G). 
2. Main results 
Before proceeding with the main results, we need to establish some further 
notation. Let Z be an irredundant set with x E Z such that x is adjacent to some 
other vertex of I. By the definition of irredundance, there must exist a vertex 
y E V(G) - Z such that N(y) n Z = {x}. For convenience we will refer to this set 
of vertices y E V - I, for such a vertex x, as B,. We will refer to B, as the set of 
private neighbors of X. Also, if Z is a maximal irredundant subset of vertices with 
IZ( = IR(G), we will refer to Z as an IR-set of G. Likewise we will refer to a Z-set 
or a P-set of G. 
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The following lemma will be used extensively. 
Lemma 8. Let Z be an IR-set such that (I) contains as few edges as possible. Zf x is 
not an isolated vertex in (I) and y E B,, then there exists a vertex z E Z which is not 
an isolated vertex in (I), such that B, E N(y). 
Proof. Let Z, x and y be stated as above. Consider the set I’ = Z - {x} U {y}. 
Note 11'1 = 111 = IR(G), thus if I’ was irredundant, then it would have to be a 
maximal irredundant set. Clearly, (I’) contains fewer edges than (I), since x is 
not an isolate in (I) and y is an isolate in (Z' ) . Thus I’ can not be irredundant. 
Since y is an isolate in I’, there must exist a vertex z # y which is redundant in I’. 
This is only possible if z is not an isolate in Z and B, E N(y). Cl 
With this lemma, we are now prepared to present the following result. 
Theorem 9. Zf G is a chordal graph, 
/l(G) = Z-(G) = IR(G). 
Proof. Since it is known that 
/3(G) c T(G) < IR(G), 
We need only prove that /3(G) 3 IR(G) to complete the proof. Let G be a 
chordal graph and Z an IR-set with (I) containing as few edges as possible. If Z is 
an independent set, the proof is complete, hence we assume that Z is not 
independent. Let (xi, yl) be an edge in (Z) with w1 E B,, and z1 E B,,, . By Lemma 
8, there exist vertices x2, y2 E Z with x2 adjacent to y2 such that B,, E N(z,). Let 
w2 E B,,, let z2 E By2 and continue applying the lemma. Since the graph is finite, at 
some point a vertex will be repeated but, up to that point, we will have the 
subgraph of Fig. 5. 
There are possible extra edges in the subgraph of Fig. 5 but, since each wi and 
zi are in B, and B,,i, respectively for each i, there are no additional edges between 
vertices in Z and vertices not in Z, other than those shown. 
For a vertex that is finally repeated, there are four cases to consider. 
Case 1. Suppose Lemma 8 produces x~+~ =xi for some i s k. Then B,, s N(zk). 
z1 w2 =2 Wk 
Fig. 5. Partial underlying structure of G. 
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Let 
C = {Wj, Xj, Yj, Zj: i pi ~ k}. 
This set C forms a cycle and since C is chordal, (C) is chordal and thus must 
contain a simplicial vertex. But in (C) every vertex is adjacent to two 
non-adjacent vertices, thus no simplicial vertex can exist. 
Case 2. Suppose Lemma 8 produces x~+~ =yi_l for some i 6 k. Then B,_, c 
N(zk). Let 
C = {Zi-1) U {Wj, Xi, Yj, Zj: i Sj s k}s 
The only candidate for a simplicial vertex in (C) would be z~_~ since yi_l $ C. For 
this to be true, (wi, zk) E E(G). As above, by considering C’ = C - {z~_~}, a
contradiction would result. 
Case 3. Suppose Lemma 8 produces yk = yi for some i < k. Then (xk, yi) E 
E(G). Let 
C = {Yi, Zi} U {Wj, Xj, Yj, Zj: i <i < k} U {Wk, ~k}e 
Since (C) is chordal, a contradiction occurs as in the previous cases since no 
simplicial vertex can exist. 
Case 4. Suppose Lemma 8 produces yk = yi for some i < k. Then (xk, xi) E 
E(G). Let 
C = {xi, J’i, Zi} U {Wj, Xj, Yj, Zj: i <i < k} U {Wk, ok}- 
As in Case 2, the only candidate for a simplicial vertex is Xi, but this would imply 
that (xk, yi) E E(G) and by letting C’ = C - {xi} the previous case results. 
Exhausting all possibilities we may conclude that our original supposition that Z 
was not independent is false, hence /3(G) 2 IR(G). Thus, the result follows. 0 
We have also obtained a forbidden subgraph list which also implies these 
parameters are equal. 
Theorem 10. For any graph G that does not contain either K1,3, C4 or the graph H 
of Fig. 6 as an induced subgraph, 
/3(G) = l-(G) = IR(G). 
Proof. Let G be a graph containing no induced subgraph isomorphic to K1,3, C4 
or H. As in the proceeding proof, let Z be an IR-set containing as few edges as 
possible. Once again, if Z is an independent set, the proof is complete, hence we 
assume that Z is not independent. By Lemma 8 we can again form the subgraph of 
Fig. 5. As in the proof of Theorem 9, there are no additional edges between 
vertices in Z and vertices not in Z, other than the edges shown in Fig. 5. Also, 
since G contains no induced Cd, (Wi, Zi) 4 E(G) and (y,, Xi+l) 4 E(G) for all 
values of i. Once again, there are four cases to consider. 
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r, H 
Fig. 6. The graph H of Theorem 10. 
Case 1. Suppose B,, E N(zk) for some i s k. Let 
K = {Zk, Wjj Xi, Zi-I}. 
Note the case where i = 1 becomes somewhat complicated and we will postpone 
this until the end of the proof. Since (K) is not a K1,3 (zk, Zi-1) E E(G). Thus the 
vertices y, z~_~, and zk form a triangle and we will claim for 
A = {Xi-I, .Yi-1, Zi-rr wi, Xi, Yip zk, yk, xk}, 
(A) is isomorphic to the graph H. We show this is true by systematically 
eliminating the twelve possible additional edges in (I). We use the subgraph of G 
shown in Fig. 7. 
The twelve possible additional edges in the induced subgraph (A) fall into 
three different types. The first is an edge between two vertices each of distance 
one from the triangle. The second is an edge between a vertex of distance one 
from the trainagle to a vertex of distance two from the triangle. And the third is 
an edge between two vertices each of distance two from the triangle. We will 
examine one edge of each type and the others of that type are eliminated in the 
exact same manner. 
(1) (Yi-1, Xi) 4 E(G): {Yi- 1, zi-1, wi, Xi} would form a Cd. 
(2) (Xi-19 Xi) $ E(G): {Wi_rXi-1, yi-1, Xi} would form a Kr,s 
(3) (xi-r, Yi) $ E(G): {wi-r, Xi-r, yi-1, yi} would form a k1,3. 
Thus G contains a subgraph isomorphic to H, and thus we have a 
contradiction. 
Case 2. Suppose B ,,_, s N(zk) for Some i -=C k. Then (zk, Wi) E E(G) or else 
{zk, &__r, yi_l, wi} would induce a K1,3. NOW, the vertices wi, Zi-t and .i& form the 
X. 
1-l yi-l 
X. 
1 ‘i Xk ‘k 
‘k 
Fig. 7. The subgraph of G isomorphic to H. 
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same triangle as in Case 1 and the same set A leads to a subgraph isomorphic 
to H. 
Cuse 3. Suppose (xk, yi) E E(G) for some i < k. Then (xk, Xi) E E(G) or else 
{yi, Xi, Zi, xk} would induce a K 1,3. Thus the vertices xk, Xi and yi form a triangle 
and we claim for 
A = {Zi-1, ‘Vi, Xi, Yip Zi, Wi+i, Xk, wk, zk-I}, 
(A) is isomorphic to H. As in Case 1, we easily eliminate the twelve possible 
additional edges, this time in the subgraph induced by vertices not in I. We leave 
the details to the reader. Also note, if i = 1 we can apply Lemma 8 to x1 to find y, 
in (I) so that By0 E N(w,). Pick z,, E Bye. We need t0 show &-, $ {Z,, w,, zk_1, wk} 
in order to obtain distinct vertices to form the subgraph A. If z. = w, then 
(wr, zr) E E(G) since there cannot be a K1,3 but then, if z. = w2 or z. = 
zi, {xi, y,, wl, zl} induces a C4. If zo=zk-i then (wi, wk) EE(G) since again, 
there cannot be a K1,3 but then, if z. = z&i or to = wk, {xi, wi, wk, &} induces 
a C4. 
Thus G contains a subgraph isomorphic to H, and a contradiction results. 
&Se 4. SUppOSe (Xk, Xi) E E(G). Then (xk, J’i) E E(G) Or dSe {Xi, Wi, yi, Xk} 
would form a K1,3. This is exactly Case 3 and G would contain the same subgraph 
isomorphic to H. 
Finally, we return to Case 1 where i = 1. As in Case 3, we apply Lemma 8 to xi 
to find y, in (I) so that B, E N(w,). Pick z. E Bye. If it happens that z. # zk then 
y, # yk (because there are no (2,‘s) so that {zo, wl, zk} induces a triangle. Then it 
follows that there is a vertex x0 E Z such that (x0, y,) E E(G) and x0 #xk or else 
{zo, yo, yk, &} would induce a c‘$. Now the remainder of the proof of Case 1 
follows. 
So suppose z. = z k. Furthermore, suppose that (zo, zi) 4 E(G) for 1s i < k and 
(~0, wi) $ E(G) for 1 <i Sk, otherwise we could choose zo#zk. Now we can 
assume that (I) contains no additional edges other than those in Fig. 5 and the 
edge (Wi, zk). If there would be additional edges, we can apply the appropriate 
one of the four cases to finish the proof. In this situation, let I’ = Z - {yi: 16 i c 
k} U {Zi: 1 s i s k}. The induced subgraph (I’ ) has fewer edges than (I) but, 
each xi has a private neighbor (namely Wi) and each Zi has a private neighbor 
(namely itself) so that applying Lemma 8, there is a u E I’ such that B, E IV&) 
for some i and note that u and {Xi, vi, Wi, Zi: 1 c i s k}. Pick f E B,. Thus 
(t, Zi) E E(G) and also (t, w~+~) E E(G) or else {t, U, Zip Wi+l} induces a K1,3. 
Now, {t, zi, w~+~} induces a triangle and since u is a vertex of distance one from 
this triangle, u is not adjacent to any of the vertices Xi, yip Xi+19 yi+i* But since u is 
irredundant in I’ there must be a vertex v E I’ such that (u, V) E E(G). Now, the 
subgraph induced by {v, U, t, Xi, yip Zip Wi+i> Xi+i, yi+i} leads to the desired 
contradiction. 
Having exhausted all possibilities, we may again conclude that our original 
supposition that Z was not independent is false and thus /3(G) 2 IR(G). Cl 
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(4 (b) 
Fig. 8. No induced K,,,‘s or H’s. 
We conclude this section with examples that show that all three of the 
forbidden subgraphs of Theorem 10 are necessary, i.e., forbidding any two of the 
three does not imply that all three of the parameters are equal. In each example 
the verification of IR(G), r(G) and B(G), though not trivial, is left to the 
reader. 
The graph Gi of Fig. 8(a) contains no subgraph isomorphic to K1,3 or to H (but 
contains C,‘s) and has IR(Gr) = T(G,) = 3 while /l(G,) = 2. The graph G2, Fig. 
8(b), satisfies the same conditions as Gi and IR(GJ = 3 while r(G2) = B(G2) = 2. 
The graph G3 in Fig. 9 contains no induced C,‘s or H’s (but contains K,,,‘s) 
and has IR(G,) = 7, r(G,) = 6, and /3(G3) = 5. 
The graph G4 of Fig. 10 contains no induced C,‘s or K1,3’~ (but contains H’s) 
and IR(G,) = 9, r(G,) = 7 and /3(G4) = 6. 
3. Conclusion 
Theorems 7 and 9 seem to present interesting algorithmic questions. For an 
arbitrary bipartite graph G, Dewdney [lo] shows that the problem of determining 
y(G) is NP-complete, while Hedetniemi, Laskar and Pfaff [19] show the same is 
G3: 
Fig. 9. No induced C,‘s or H’s. 
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G : 
4 
Fig. 10. No induced C,‘s or K,,, ‘S. 
true for the problem of determining ir(G). For an arbitrary chordal graph G, the 
problem of determining y(G) and ir(G) are both NP-complete as shown by 
Booth [4] and Laskar and Pfaff [15]. The maximum independent set problem can 
be solved in polynomial time for the same two families of graphs (see [ll] and 
[12]). From this and Theorems 7 and 9, both problems of finding T(G) and 
IR(G), for G either bipartite or chordal, can be solved in polynomial time. Thus 
in some cases it is ‘hard’ to determine the minimum value of a parameter, while 
the corresponding max-min problem is relatively ‘easy’; This leads to the 
interesting question of why this occurs and in which other cases does this occur? 
We do not have answers to these questions, but feel they are worth investigating. 
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