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Grinding is an essential step of mineral processing. It accounts for a large proportion of 
any processing plant's capital expenditure and operating cost and requires considerable 
mechanical energy. It is known that grinding mills are not particularly energy efficient 
and about 25 - 55% of total concentrator plant power is utilised for grinding and up to 
70% for harder ore, Napier Munn et al [1] Considering the decrease in the availability of 
high grade minerals and the resulting motivation to lower overheads in the mineral 
liberation process, there is interest in investigating bettcr means to improvc grinding 
efficiency. 
Comminution has been the subject of research for over a century. Historically, the main 
driving force in research has been in developing semi empirical models of grinding 
output and power consumption for mill design. With the advent of low cost, high 
performance computers, the Discrete Element Method (DEM) has the potential to make a 
significant contribution to understanding the fundamentals of the grinding mechanism 
and power consumption of mills. 
Existing semi-empirical modelling methods used to design mills are based on data 
obtained from pilot and full scale mills. They have successfully been used in design and 
scale up but suffer the limitations of any empirical model; in that they are unreliable 
beyond the range over which they are developed. They depend primarily on operator 
trials of existing equipment. A limitation of these methods is that they provide very little 
insight into the mechanics of charge motion and the fundamentals of rock breakage 
within the mill. In contrast, DEM allows modelling of the individual collisions, which 
when applied to the entire system over time, results in the prediction of the overall charge 
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The development of the theory pertinent to this thesis is presented through a review of the 
literature. The literature reviewed in this chapter will focus on the following sections: 
Discrete Element Method as an application to analyse the motion of the charge; an 
overview of the charge motion studies; detailed look into the DEM theory; and the effect 
of and measurement of particle interaction properties for incorporating into the Discrete 
Element Method 
2.1 Discrete Element Method 
"The Discrete Element Method (DEM) is a numerical technique which models a system 
as a collection of bonded or unbonded particles. It involves following the motion of 
distinct general shaped rigid bodies or particles that are subjected 10 interactions 
between neighbouring particles and the environment. Engineering problems that exhibit 
such large scale discontinuous behaviour cannot be easily solved with a conventional 
continuum based procedure such as the Finite Element Method (FEM) . Meshless 
methods, such as DEM, are more naturally suited to modelling th e motion of brittle and 
granular solid~ than continuum-based methods such as conventional FE and FD 
method,>. The discrete element procedure is used to determine the dynamic interaction of 
the bodies and has successfully reproduced complex non-linear interaction phenomena". 
- http ://egweb.mines.eduJdem/ 
DEM simulation has found widespread application since it was first proposed by Cundall 
and Strack [2]. They applied DEM to model soil particles under dynamic loading 
conditions. Later this method was applied to simple flow studies in rapid granular flow 
by Campbell [3], Barker [4] and Walton [5]. The first industrial application of DEM in 











[7] studied the grinding mechanism of centrifugal mills using DEM simulation. They 
investigated charge motion in a centrifugal mill at various operating conditions. In their 
model they were able to predict energy dissipation classified for various interactions, i.e. 
particle on particle and particle on surface interactions. This categorization enables one to 
examine the wear rate of grinding component and mill liners. Since then studies on ball 
mills and in particular using DEM simulations have proliferated. Mishra and Rajamani 
[8], Cleary [9], Dong and Moys [10] have focused on traditional ball mills and have done 
an appreciable amount of work in this area. 
The simplest particles in DEM are rigid, circular discs, for a 2D model, and rigid spheres, 
for a 3D model. The behaviour of particles at contact points is modelled using the soft 
contact approach, whereby the individual particles are allowed to overlap one another, 
and interparticle forces are characterized by the repeated implementation of a contact 
force law at each contact within the system and a force displacement law for each particle 
within the system during every time-step within the analysis duration. This process, as 
utilized in a particular DEM code, Particle Flow Code (PFC) is depicted schematically in 
Figure 2-1. An extensive overview of the DEM is presented in the Particle Flow Code 
(PFC) manual [11]. 
Upd lid w I ~ltlon nd 
contacts 
Conll,K;t forea 











Due to the computational expense ofDEM , matelial modelling is best served by utilizing 
a simplified contact model to describe the interaction between particles. Contact force 
laws are modelled using a linear spring and dashpot; Figure 2-2 illustrates the schematic 
of the model after McBride [12]. This has in the past few years become a commonly used 
model. The numerical springs simulate the normal and shear contact forces at the contact 
area. The dashpots dissipate energy for both normal and tangential motion. The 
magnitude of these contact forces are a function of the numerical spring stiffuess and the 
amount of over-closure at the contact point. Frictional forces are modelled according to 
the Mohr-Coulomb law using the numerical spring. 
The Mohr Coulomb law is based on sliding friction; here the law is applicable when the 
material experiences shear stress. The Mohr-Coulomb law does not provide any 
prediction of how the granular material deforms and flows , it rather describes the onset of 
yielding. The Plastic Potential theory provides the required constitutive equations for 
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Figure 2-4 - Mill Motion terminology 
In the second part of their work, Powell and Nurick [21] tracked particles using an X ray 
machine. They used a Perspex mill with plastic media and tracked denser particles. 
Following this work, Govender [23] later employed this technique in his PhD studies to 
reconstruct the 3 dimensional trajectory data. This novel approach based on Powell's 
technique employs two X-ray sources to track an individual particle in two planes. The 
individual images are captured at 50 frames per second and then reconstructed using 
complex image processing algorithms. The end product is the tracking history of the 
individual particle for various lifter types, mill speed and mill filling conditions. This 
tracking history data is pertinent to validating DEM simulations. Comparisons between 
experimental and DEM trajectory data conducted by Govender et af [24] have shown 
there were good predictions in the overall en masse motion but poor predictions in the 
shoulder and toe regions. This is attributed to the estimations made of the material 
interaction properties ofthe simulated particle. 
The work conducted in this thesis will provide measured material interaction properties 











properties will be used in the contact models in DEM to simulate the experimental 
measurements made by Govender, and thus better test the DEM simulations. 
2.3 Contact Mechanics - The evolution of the collision model 
This section of the chapter investigates the kinematics of the collision model. Itfocuses 
on the evolution of the theory from classical rigid body analysis to more complex analysis 
taking into account inelasticity and tangential compliance. 
The interaction of particles investigated in the field of rapid granular flow is the basis for 
understanding the theory of particle interaction. Here, the rigid particles are subjected to 
successions of collisions. These collisions create random fluctuations in particle velocity, 
which are responsible for transfer of momentum and impulse. This is directly applicable 
to charge flow in a tumbling mill. 
The description of the observed interaction of two bodies is generally defmed by three 
coefficients. The coefficients, restitution t, n and friction, defme the property of the 
interacting bodies. The Text book definition of the restitution is the measure of elasticity 
of the collision between two objects and calculated by the ratio of velocities before and 
after the collision. Friction is defined as the resistive force that prevents two objects from 
sliding freely against each other and the coefficient of friction is the ratio of tangential 
force to normal loading during a sliding process. 
The observation of a simple of two body interaction can be described with the classical 
approach to the theory of rigid body analysis which was originally postulated by Wren, 
Wallis and Newton between 1670 and 1686 [25]. This is based on the conservation of 
linear momentum and angular momentum. To understand the underlying premise of rigid 











• The contact area of the colliding bodies remains small in comparison with the 
cross sectional surface area. 
• The contact period is brief, and the displacement negligible therefore the contact 
event can be described as instantaneous. 
A stereo-mechanical impact (classical theory of impact) of two bodies can be described 




















Figure 2-5 - Assumed deformation history - Goldsmith [27] 
Goldsmith [27] envisaged that impact consisted of two sub-intervals: compression and 
restitution . The approach period (compression) extends from the instant of the contact to 
maximum defonnation; this is when kinetic energy is transfonned into internal energy of 
defonnation . Restitution follows compression for the period until the instant of 
separation. 
In 1882, Hertz [28] first looked at the possible influence of elastic defonnation when 
studying Newton's optical interference fringes in the gap between two glass lenses. He 
fonnulated a theory that is still today used to explain defonnation in solid bodies. 
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Figure 2-6 - Hertz's theory of contact 
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et al [29J 
In developing theories of impact collisions, Maw et made 
• The ratio of contact area to the area colliding is small. 
• The theory is an extension of impact IS u .. "",,,.-',,.<I.<>,",. 
• of static friction are equaL 
• are elastic. 
• traction is regarded as axisymmetric, where the is 
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Maw et [29] on a of 











The first is; 
x = (1- V)(1 + (1/ K?) 
2-v 
Equation 2-10 
Where X is the non dimensional radius of gyration, and v the Poisson ratio which is the 
ratio of transverse contraction strain to longitudinal extension strain in the direction of 
stretching force, and K radius of gyration denoted by, K =.J 1/ MR2 (J is the moment of 
inertia and M and R are respectively the mass and radius of the impacting body). The 
second parameter is the non-dimensional angle, which is related to the normal and 
tangential velocities about the contact point. Therefore the non dimensional angle or 
parameter is proportional to the ratio of local angle of incidence and the angle of friction. 
2(I-v) 
If/ = tan ex 
.u(2 - v) 
Equation 2-11 
Where .u is the coefficient of friction and tan ex is the local angle of incidence of the 
contact area.lf/I is defined as the non-dimensional angle of incidence and 1f/2 is the non-
dimensional angle of reflection. Kharaz et af [31] describes Maw et at analysis in the 
following manner Figure 2-7: 
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• Coefficient of rotational restitution f3 , for contacts that are not continuously 
sliding during the collision. (where -1 ~ f3 ~ 1, for f3 = -I being perfectly 
smooth and f3 = 1 being perfectly rough and f3 = 0 correspond to the rolling 
contact) 
• Coefficient offrictionJL, for collisions that are sliding or grazing. 
Therefore using the Walton's model, Foerster e/ af [35] derive the following calculations 










Figure 2-8 - in-flight collisions of two spheres 
Notation: 
n = normal unit vector perpendicular to the contact point (vector) 
u = relative velocity at the contact point (vector) 
J = impulse at the point of contact (vector) 
t = unit tangent vector about the contact point (vector) 
y = angle of incidence between 1,1 and n 
C, and C 2 = translational velocities (vector) 
WI and W2 = angu lar ve locities (vector) 











and D2 corresponding Ulamelters of the two balls (scalar) 
ml and m2 = masses of each baH (scalar) 
Moment about centre ofa 102enl;:oUls sphere 
individual offsets to centre) colliding (particle 1), relative 
collisions are "' ... ,"'"'''''''''," 
[35J velocity cmnp()nents in the 
impulse this force over total 
(c; - ) J Equation 2-12 
The angular can be from the pre- velocities. 
this case WJ (1)2 =0, no to for velocities) 
'\ 
DJ 
~)= -(2 )= Equation 2-13 
10 
homogenous spheres 
Relative about contact point is "'-'JJiJ"-'" as. 
u=(C, -c,l-[( ~' "I + i OJ, )xn] C, -C, Equation 2-14 
post- velocity contact 
, 
u ",,- Equation 2-15 














The angular velocity terms in Equations 2-17 and Equations 2-18 above may be 
expressed as pre- and post- collisional translational velocities using the conservation of 
angular momentum. The angular momentum for a sphere about a contact point on its 
surface H is illustrated in Figure 2-9. 
H = lw+rxmv Equation 2-19 
11 
Figure 2-9 - Angular momentum for sphere 
Therefore, the conservation of angular momentum for the two particle collision system 













collision angular are zero impulse J which is equated in 
the conservation of angular momentum can simplified to: 
+ )= nxJ Equation 
Sulbstiltuting into Equation 
[(n.J)n-J] Equation 
Therefore the relative post- ,",v,",,,,jevu,, .. velocity is, where m = ----
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.",n"UH velocity can be related as: 
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Maw et at [29J 
Equation 2-28 
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"-2 == Equation 2-32 




u_".,,, .. 2-34 
From a of '1'I vs. slope of Equation 2 - 32 and intercept of 2-
33, yield fJ, e fl· 
collisions that on the v<t"vu.aHIJll" follow same as above 
but the particle is treated as zero having ~H"H"~ mass and radius. 
It is concluded that theory Maw et [29] using of collision 
relationship ca1culating 














2.4 Experimental Investigation 
This section looks at the experimental techniques used to formulate the rigid body theory. 
From the Hertzian contact model to the investigation of the in-flight collisions of the two 
spheres, the section review.~ in detail the procedures that evaluate the theOlY. 
To define the kinematics of rigid body theory experimental investigations are conducted. 
Looking at the classic theory of impact to define the coefficients of restitution and 
friction simple experiments detennine the material interaction properties. 
For a ball bouncing on a table, nonnal restitution is defmed as: 
Figure 2-10 - Bouncing ball experiment 
e=~ Equation 2-35 
Where, H is the initial drop height and h is the maximum height after collision. For the 












Figure 2-11 - Billiard ball collision 
blue red 
Vafter - Vafter 
red blue 
Vb>/' -Vbf, eJore e ore 
Equation 2-36 
This only applies for collisions that are head-on and en IS the normal coefficient of 
restitution. 
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2.4.1 Experiments to measure particle interaction 
this section 
procedures 
pertinent experiments are summarised. 
eXf)eriments are 
experimental techniques 
2.4.1.1 Maw et al/29J Experimental set-up 
air. A 
H .... ~U" ..... setup was on "'UU.LUF, pucks on a cushion of 
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two pucks were not but a 
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surface. 
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IJ'U'V""U on them so as to highlight position thereby measure the relative 
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noted by them that the selection and the forging of material considerably 
affected their results, especially with the rubber puck. 
O " , -
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Figure 2-13 - Photographic and schematic image of the colliding puck 
2.4.1.2 Kharaz et al [31J Experimental set-up 
Kharaz et al reported a detailed experimental setup for the rebound behaviour of spheres. 
They used glass spheres striking an aluminium anvil to analyse the rebound behaviour. 
The authors reported using Ning' s [36] scalar analysis of the rigid body model rather than 
the vector model proposed by Walton [5]. Their experimental setup is as follows: 
• The particles are held in a vacuum nozzle above the anvil, so as to release the 
particle without initial spin before collision. 
• Optical-fibre triggering device was used to switch-on the strobe and camera 











• The mechanical structure, camera, the optical trigger and the strobe are 
mounted on optical benches so as to maintain their alignment. (Lasers are 
used to align the benches) 
• The strobe used in the experiment is used to illuminate the impact event very 
close to the image axis. A uniform beam was maintained using electronic 
control and the strobe is triggered only for those flashes which are required in 
the image. 
• The collision event was captured using a digital camera with a resolution of 
768 x 484 pixels. The camera was set to single frame mode and the exposure 
time was set to 200 milliseconds. 
• The captured images are processed using commercial software, Global Lab 
Image. Circles are superimposed over the particle images to identify the centre 
of area. 
• A calibration map was utilised to obtain stationary images of the particles and 
an overall positional accuracy of ± 0.1 pixels for a particle and ± 0.05" for the 
orientation of the anvil was noted. 
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2.4.2 Application to this study 
The experimental techniques presented in Section 2.4.1 have defined procedures to 
measure the material interaction properties. For the application of this work, the 
experimental procedures of Foerster et al [35J and Kharaz et al [31] will be used. These 
experimental techniques have demonstrated a usefitl methodology to capture and measure 
the colliding spherical materials photographically. Foerster et al [35] technique, of two 
particle collision experiments is most appropriate to this application of study. To capture 
the collision of the two particles, Foerster et at [35] used a digital camera set at open 
frame mode. The collision event was illuminated using stroboscopic light in a dark room. 
The sequence of drops of the coUiding particles was carefully controlled by electronic 
timing circuitry. These contributions made by Foerster et al [35] will be used to define 
the experimental design and construction of the two particle collision experiment. 
2.5 Discussion 
The literature presented here encompasses a new form of analysis of the rigid body 
theory for the application of Numerical simulations. The numerical tool such as the 
Discrete Element Method used to simulate charge motion in mills provides suitable 
approximations for en masse behaviour. Understanding the charge the motion in mills has 
been a subject of interest for comminuters all over the world. The trend, in comminution 
research is shifting towards energy efficient devices. Therefore, DEM has tremendous 
application in this area. In DEM, the individual collisions are described by contact force 
laws and force displacement laws, McBride [12]. If DEM is going to be used as a 
practical tool to model charge movement in AG and SAG mills, suitable contact models 
should be developed 
Commercial DEM codes such as Particle Flow Code (PFC) distributed by Itasca use the 
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4.1 Design Specification 
The ext)erlm<:mt,al procedure setup have ,rplrr1Pn1-", based on 
experimental and Kharaz et I J, as listed 
l1li The primary uwu.-uu collisions two particles, 
1 is vat uv •. "" 2 is release 
mechanism to allow a uu'u.-uu collision. 
l1li The is designed to carry out a "'U'U"j,UU of similar 
dissimilar materials to 





adjusting the rn1[)act is important 
l1li 
prior spin to vV.lU;:>jlVU 
l1li The eXl)erlm(~ntal should 
collisions on material ""U.tu,",.~" 
direct to 
experiment. 
is that they should 
drop incorporate n;:I1'T'f'IP 
colliding particles are to captured as photographic ""'''-F.'''' analysis 










4.2 The Design 
The in-flight drop tester comprises two sections: the Centering block and the rapid 
release mechanism. These sections are supported by a solid steel structure which is 
mounted on the wall. The structure is designed to allow variations in the drop height of 
the colliding particles. Each section suspends a particle mounted on an unbeveled orifice 
of 1.5 mm diameter which is subjected to partial vacuum. The pneumatic system, 
supplied by Festo, comprises a piston, two way valves, solenoids and vacuum nozzles. 
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Figure 4-1 - Experimental Setup 
A Schematic of the basic operation and specification of the experiment is illustrated in 
Figure 4-1. Based on the design specifications, the experiment can be broken down into 
the following sections, Centering block, Release Mechanism, height support mountings, 











4.2.1 The Centering Block 
The basic operation of the Centering b lock as illustrated in Figure 4-2 is to locate the X 
and Y positions of the colliding particle. Particle 1 is suspended in the nozzle hole by 
vacuum. The micrometers adjust the minute increments of offsets. The initial design 
incorporated two manually adjusted micrometers, but trial runs of the experiment have 
shown that [mer adjustment to 0.005 mm is required to acquire a good set of results ; 
therefore one of the manually operated micrometers was replaced with a digital 
micrometer with a maximum offset distance of SOmm. 
Micromeler 
Aluminium frame 
Figure 4-2 - Schematic of the Centering block 
39 
Nylon block 













4.2.2 The Release :.vIechanism 
The basic operation of the quick release mechanism as illustrated in Figure 4-3 is to 
release particle 2 and retract before particle 1 has reached it. Particle 2 is suspended in the 
nozzle hole by vacuum. The piston shown in the figure acts as the retraction mechanism. 
The pneumatically operated piston was chosen as the ideal mechanism because the whole 
experimental operation can be controlled by pneumatic solenoids for very rapid action. 
Nylon slider 
Nozzle hole 
Figure 4-3 - Schematic of Quick Release Mechanism 
4.2.3 Height Support and Mountings 
One of the specifications of the experiment is to change the drop heights of the incident 
ball (particle 1). Initial trial runs were conducted to assess the type of structure required 
to support the Centering block and release mechanism. Figure 4-4 illustrates the L-Bar 
which supports the two sections. The L-Bar supports were constructed from steel and 
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I I and release 
, 1 mechanism 
~ 
Figure 4-4 - Preliminary design of wall mount support, Centering block (top) and 
release mechanism (bottom), L - bar mounting (right) 
This L-Bar design was later rejected because there were significant errors in the 
collisional data. It was noticed that the L-Bars were subjected to torsion by the retracting 































Figure 4-5 - Improved support mounting 
In the Foerster et at [35] experiment anti-vibration mountings were incorporated in the 
design. Following their lead, an improved design for the support was devised as shown in 
Figure 4-5. This new design overcomes issues pertaining to retraction force and 
vibrations along whole support mountings . To resolve any unwanted vibrations, the 
whole support is made from solid steel and the square tubing, shown ln yellow in Figure 
4-7, welded to the wall mountings to absorb any stray vibrations carried along the steel 
































The full setup of the experiment as illustrated in Figure 4-6 shows the Centering block 
and release mechanism mounted on two separated pairs of steel tracks. The advantage of 
this design is that the heights of the two sections can be adjusted independently and any 
stray vibrations caused by the release mechanism are damped by the locator bolts as 
high lighted in Figure 4-7. 
4.2.4 Camera support 
The support illustrated in Figure 4-8 was made from salvaged photographic copying 
equipment. The copying equipment was modified and mounted on the wall as shown in 
the figure. Additional camera mountings were added to enable flexibility of the 
movement of the camera. 
Figure 4-8 - camera support 
The position of the camera relative to the in-flight tester is shown in Figure 4-9 . The 











Figure 4-9 - camera support position 
4.2.5 Pneumatic design 
The choice of pneumatics to suit the problem was carefully considered. One of the main 
requirements is to ensure that the particles are released with no initial spin. To achieve 
this a partial vacuum is maintained through the nozzles which suspend the tested 
materials. Foerster el al [35] mention that the advantage of using vacuum to suspend the 
particles is in the lack of instabi lities in releasing the particles without prior spin. If, 
instead, electromagnetic devices were used to suspend and release the particle, (a device 
such as electromagnetic solenoids) the effects of magnetism can alter the collision, i.e. 
the ferrous particle may become magnetic and spin can be introduced by the 
electromagnets upon release of the particle. 











Figure 4-10 illustrates the design chosen for the vacuum nozzle. This is based on the 
Foerster et al [35] experiment which incorporated a brass unbeveled orifice. The orifice is 
machined to suit to the size of the particle. For 5 - 10mm diameter particles, a 1.5mm 
diameter orifice is drilled and for 10 - 25mm diameter particles a 3mm orifice is drilled. 
The fmal setup of the pneumatic system is illustrated in Figure 4-11. The types of the 
pneumatics used are: 4/3 valve, 3/2 valves, venturies and solenoids. The solenoids trigger 
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5.1 Mechanical setup 
This is a stage in the procedure and 
is determined by tests. Kharaz et 
the in-flight is the 
on a area (contact 
on the same contact is limited 
dependency 
accuracy of 
1] reported that the 
of the tests. 
probability of 
the are 
test conditions were the experimental orc)ce,Qlu'e ofthe ,-",-,vu,,,,, 
to test consistency of 
indent:atic,ns. To 
ral1lClOlm centre to centre 
collisions. They were, drop tests on landing 
over a records the impact point 











Figure 5-3 illustrates the overall flow of the experimental procedure. The green shaded 
region describes the mechanical procedure of the experiment. This includes the 
pneumatics and the support structures. The feed back loops amongst decision boxes 
indicate the checks for consistency and repeatability. 
5.2 Summary of the flowchart in the mechanical assembly and 
procedure 
1. Before switching on the air supply for the pneumatics, the alignments of the 
nozzle holes from the Centering block to the release mechanism must be checked. 
This is checked by using a weighted plumb line. For initial alignment this 
methodology is fairly accurate, Figure 5-1 illustrates the brass nozzles through 
which initial alignment is assessed using a plumb line. All the digital and 
mechanical micrometer readings are zeroed. 
Brass nozzle alignrnenl 
of the centering block 











2. Carbon paper and recording paper are placed on the landing stage grid and the 
alignment is ensured to be perpendicular to the camera. Since the structures 
supporting the camera and the in-flight drop tester are rigid and mounted on the 
wall, the perpendicular alignment to camera, and "collision plane" (the plane in 
which particles collide for various offsets) is at 90± 2 degrees. This accuracy can 
be checked later by the initial trial drops. Illustration of the landing stage is shown 
in Figure 5-2. 
Figure 5-2 -landing stage (carbon paper on grid) 
3. For initial trial runs a single Strobotak Strobe is used for the illumination. The 
strobe is mounted firmly onto a tripod. 
4. The air supply to the pneumatics are switched on and checked for leaks in the 
system. 
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Figure 5-3 - Experimental Procedure flow chart 
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5.3 The Electronic setup 
The operations of the pneumatic valves are controlled by 24 Volt DC solenoids. Foerster 
et al [35] mention the importance of the DC (direct current) in the experimental design as 
opposed to AC (alternating current) to avoid uncertainties in the activation time of the 
valves. 
The pneumatic system is controlled by relays whose electronic timings are operated by 
software programmed in QBasic. The timing for the software is a function of the 
processor speed. A Pentium 2, 350MHZ computer with 716 time steps per second is 
adequate for the experiment. Appropriate times are entered in the software so that the 
particles collide within the field of view of the camera. The time step sequence for the 
software is illustrated in Figure 5-4. The whole event, from triggering the camera to 
reset, takes place in 3 seconds. 
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The type of operating system (OS) used to run the interface is very important in the 
experimental design, as complicated operating systems (such as the windows interface) 
can hinder the time steps in the operation of the solenoids. The preferable and basic type 
of OS is DOS or Disk Operating System. DOS utilizes very little memory (RAM) and 
interfacing to the ports (parallel and serial) is often easier. Often in software, 
programmers implement redundant codes as a failsafe. These extra lines of codes slow 
down the operations of the software, therefore it is critical in the current experimental 
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Figure 5-6 - QBasic relay control code 
4. When the drop height of the first particle is changed, which is the Centering block 
height relative to the release mechanism, the times are readjusted in the blue 
region, which is the release of the second particle. 
5. The triggering of the strobe is controlled by the optical trigger. Preliminary tests 
have shown that the image quality is greatly affected by continuously recording 
the drop sequence. This effect of the "strobe noise" is mentioned in the 
experimental work conducted by Kharaz et at [31] and they overcame the 
problem by triggering the strobe when the colliding particles are in the field of 












In this we review enhancement and scaling le(;nnlGZieS used in 
processing. 
mrltIs:ea HH ..... F>'"'''' are caJ)tulrea using a digital camera (N ikon D 100) fitted with a 17 




maximum resolution of camera is 6. 
resolution was to 3.3 The 
was because of 6.1 Mega IS 





mamtlmmg an adequate 
results omrrea Images 
3.3 Mega .. u ..... F.','" mke up ap}:)rQ)umlate 
is desirable as storage capacity the camera is 
»v ....... vu enables one to '-''''~'~'''Jl'-' and store more images. 
resolution is manipulate, still 
image "" .. ",,.."',, 
co Hiding balls. 
56 
image LJl """'''',3''ll The use a normal 
PV1'\PTlrrl,"nt because control 
Initial tests were conducted 
H,,(j •• u.J'''''' to the Nikon, 
length is lffiJ)OS!ntHe. 
background, which 
University of Cape Town
V1 
-J 
USB downlO9d 10 
F>C 
lmag .... saved in 














Cettulat~ _. sphQte 
d'_onim~ 
... I M .. S$ .... centr!! to Super impose 
csnllR dlstaRca elrde 0_ sphere 
IlTIII9tN1 
-----~ 










5.5.1 Strobe Positions 
Illumination of the colliding balls is a critical factor in acquiring clear images. 
Illumination of the colliding balls is governed by the strobe position with respect to the 
position of the camera. Figure 5-8 - Figure 5-12 illustrate possible scenarios for the 
strobe orientations. 
Background Screen 
Single strobe pOSition 1 
Shadow cast on the left of the ball 
Plan view of camera and single 
sphere posmon 















Dual strobe position 2 
Figure 5-9 - Dual strobe @ ± 45 " 
----'---
Dual strobe 3 
No shadow cast on either side 
of the ball 











strobe position 4 
Figure 5-11 - Single strobe @ 0" 
Single strobe position 5 











The effective positions of the strobe illumination were tested for the given plan view of 
the camera position with respect to the plane of collision. Foerster et af [35] described in 
their experimentation using the dual strobe ± 45" setup as illustrated in Figure 5-9. The 
Strobe setup ± 90° as illustrated in Figure 5-10 was also tested, but instead of using 
strobe B, a mirror was placed facing strobe A. Essentially; the mirror replaced the 
illumination from strobe B. Using mirrors to reflect illumination is a useful technique as 
the space constraints in the experimental design can be overcome. 
The Strobe position setup illustrated in Figure 5-12 was used by Kharaz et af [31] for 
their experimentation. They incorporated a mirror placed under the camera at 45" to the 
field of view; the strobe positioned perpendicular to the camera reflects the light off the 
mirror onto the colliding particle. For the current in flight collision experiments, the 
single strobe OU position setup as illustrated in Figure 5-11 was chosen as the ideal 
choice because: 
• No comprise was made on the strobe size, therefore illumination was much 
brighter and direct on colliding spheres. 
• Easier to calculate specular reflection / phongs positions . 
The setup that was utilised is illustrated in Figure 5-13. 











5.5.2 Specular Reflections 
The effects of specular reflections: specular reflection or phongs are the reflections of the 
light source on the surface of the steel balls or on any shiny surface. There may be more 
than one specular reflection depending on the number oflight source points (i.e. strobes). 
The surface property of the steel ball makes it difficult to pick out the full shape of the 
sphere, thus making it difficult to locate the ball position using image processing. In the 
initial expeliments two strobes were used, as per Figure 5-9. For the steel ball bearings 
the second strobe was removed so as to leave only one specular reflection to track. The 
image from the dual strobe ± 45" setup on the steel ball is compared with the image from 
a single O ~ strobe in Figure 5-14. 
Since it is difficult to distinguish the full shape of the steel ball in the images, specular 
reflections were used as reference locations to the centres of the spheres. Specular 
reflection is viewpoint dependent. Light striking a specular surface, by Snell's Law, will 
be reflected at an angle which mirrors the incident light angle, so the viewing angle is 
very important. Specular reflection forms tight, bright high lights, making the surface 
appear glossy. 











Lorenz et af [37] first mention the effects of the specular reflection in their experiment. 
They overcome the problem by coating a portion of the steel ball bearing with a 
fluorescent dye. Therefore the steel balls only come into contact on the non-coated side. 
The choice the non-reflective coating is particularly important, as modem dyes are 
solvent based chemicals; therefore they leave a thick residue when dry. This however can 
cause the steel balls to spin due to an unbalanced coefficient of drag. 
A calibration frame with indented ball bearings was used to determine the specular 
reflection errors, illustrated in Figure 5-15. The distances between each ball bearing were 
measured using a coordinate measuring machine with accuracies of ± O.003mm. 











The offset distances were calculated for the control frame using a CAD package. The 
images were imported into ACAD ver.2002; linear measurements were taken of the ruler 
and the spaces between each centroid. 
The positions of these reflections are dependent on the position of the camera with 
respect to the light source and the position of the camera with respect to the plane of 
collision. Accordingly, to minimise deviation, the following key features were 
incorporated into the image analysis: 
• The light source was moved closer to the camera; the strobe was placed below 
the camera with centre to centre distance of 194 ± 2 rum, thus reducing the 
angle of incidence and reflection. This was also a key feature in Kharaz et al 
[31] experimental setup, where a mirror was placed below the camera lens to 
project light from the strobe which was placed on the side of the camera. 
• The optimum location of the camera is 578 ± 2 rum from the plane of 
collision. The angles of incidence and reflection are reduced by the camera 
distance from the collision plane. The position of the camera was tested at 
various perpendicular lengths without compromising the image quality and 
size. The 35mm wide angle lens of the camera was a limiting factor for the 
camera position. The optimum positions of the camera and strobe are 
illustrated i  Figure 5-16 and the effect it has on the specular reflection is 
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Figure 5-16 - Camera & strobe distances from the collision plane (side view) 
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Figure 5-18 - Specular reflection for mu Itiple positions 
The positions of camera and strobe are used to calculate the relative specular reflection 
position about the centroid of the ball. This is illustrated schematically in Figure 5-17 
and Figure 5-18. 
Angles a and 'a in Figure 5-17 represent the angles of reflection for a sphere of radius r 
and at the centroid respectively, where' a < a. The terms i and z represent the distance 
between camera and strobe and the distance to collision plane respectively. The strobe is 
vertically below the camera. 
Calculating the effect on the angle 'a for height y as shown in Figure 5-18: 

















But angle of incidence and reflection are equal, (laws of reflection of light), therefore er 
the distance between surface specular reflection and centroid for a given radius as 
illustrated in Figure 5-17: 
Equation 5-3 
From Equation 5-3, er becomes smaller when the r is small. Alternatively, er becomes 
smaller when sin I a approaches a small value. This can be achieved by reducing i (i.e. 
strobe and camera lie on top of each other) or make z, the distance from camera to 
collision plane very large. The value er is viewing area specific; therefore the offset errors 
are smaller closer to the camera focus area and greater at the edges ofthe images. 
Specular reflection en-ors are calculated from the calibration frame. Because the balls are 
fixed on the calibration frame, this gives a good estimate of how much the error is 
inferred by the reflections. Figure 5-19 illustrates the calibration frame relative ball 
positions. The relative grid distances between the 6mm diameter balls on the frame is 
10mm, therefore initial calculations are calculated for these positions and then estimated 
for the captured images of binary particle collisions for varying diameter and measured 
relative y pre- and post- colliding ball image positions. 
Figure 5-20 illustrates the calculated distances for the specular reflection en-ors. This 
illustration is a side view of the calibration frame. From the diagram the influence of the 
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Figure 5-20 - Measuring the specular reflection relative distances between the ball 











Calculated the relative errors are tabulated in Table 5-1. The influence of 4 different 
relative distances on the calibration frame was tested, namely: IOmm, 20mm, 30mm and 
40mm. The following procedure was undertaken to calculate the relative distance error: 
• The centre to centre distances on the calibration frame were estimated for Bo, BI, 
and B2. Therefore YaclUaf is known. 
• Influence of specular reflection error is added to Yauuaf for BO- 1 and Bo-2. 
• Because we require the relative distance between BI and B2, the relative reflection 
distances between the ball images are calculated. 
• Percentage error is determined by the ratios Yaell/al and Ymea.lured. 
Rei y = Yb2 - Ybl Diameter EYl = Ybl - e'(bl) Ey2 = Yb2 - e,(b2) Ey2 - Eyl % Error 
10.00 6.00 4.49 14.44 9.95 0.48 
15.00 6.00 4.49 19.42 14.93 0.48 
20.00 6.00 4.49 24.40 19.90 0.48 
25.00 6.00 4.49 29.37 24.88 0.48 
10.00 6.30 4.47 14.42 9.95 0.51 
15.00 6.30 4.47 19.39 14.92 0.51 
20.00 6.30 4.47 24.37 19.90 0.50 
25.00 6.30 4.47 29.34 24.87 0.50 
10.00 8.15 4.31 14.24 9.93 0.66 
15.00 8.15 4.31 19.21 14.90 0.65 
20.00 8.15 4.31 24.18 19.87 0.65 
25.00 8.15 4.31 29.15 24.84 0.65 
Table 5-1 - Specular reflection relative height error (Between two subsequent 











Rei y = Yb2 - Ybl Diameter EYl = Ybl - er(bl) Ey2 = Yb2 - er(b2) Ey2 - Eyl % Error 
5.00 6.00 9.47 14.44 4.98 0.48 
10.00 6.00 9.47 19.42 9.95 0.48 
15.00 6.00 9.47 24.40 14.93 0.48 
20.00 6.00 9.47 29.37 19.90 0.48 
5.00 6.30 9.44 14.42 4.97 0.51 
10.00 6.30 9.44 19.39 9.95 0.50 
15.00 6.30 9.44 24.37 14.92 0.50 
20.00 6.30 9.44 29.34 19.90 0.50 
5.00 8.15 9.28 14.24 4.97 0.65 
10.00 8.15 9.28 19.21 9.93 0.65 
15.00 8.15 9.28 24.18 14.90 0.65 
20.00 8.15 9.28 29.15 19.87 0.65 
Table 5-2 - Specular reflection relative height error (Between two subsequent 
images, B\ and B2 for yb\ = 10mm) 
As shown in Table 5-] and Table 5-2, for relative Y distances of 5, 10, 15, 20, 25 mm 
the maximum specular reflection error is less than 1 %, indicating that the error 
contribution by the reflections for the measured relative distances range of 15 - 20mm for 
8.15mm diameter steel and 6.3mm diameter ceramic ball bearings will not be greatly 
affected and are well within range. 
5.5.3 Image Enhancement 
Once the images are captured in the digital camera, they are imported into image 
processing software to enhance the quality and visibility, so as to identify the colliding 
balls. The Raw image captured by the camera as illustrated in Figure 5-21 is processed 
by the following techniques and checked for quality. Since the images are imported into 
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Figure 5-21- Image enhancement techniques 
The imported images in CAD are scaled and the relative contact velocities pre- and post-
of the colliding particles are measured using the dimensional tool. 
5.6 Summarising the flowchart in the Image processing procedure: 
1. Camera and strobe are placed perpendicular to the collision plane. The strobe 
positioned below the camera. 
2 . The captured images are downloaded from the camera to the computer and 
processed. 
3. The images are pre-processed III the IrFanView software. The brightness and 
contrast of the images are adjusted and they are renamed. 
4. The enhanced images are copied and then pasted into ACAD ver 2002 software 
for post processing. 
5. Lines are drawn over the desired scaled ruler length (1 OOmm length) and the 
relative reflection points of the colliding particles. An experimental procedure 











the left-hand side to the particle which is being released by the release 
mechanism. The dimension tool in ACAD software is used to measure apparent 
image distances in the X and Y velocity components. Where X is the horizontal 
axis and Y the vertical. The set of measurements from each processed image are 
logged in EXCEL. 
5.7 Error Propagation 
"It is common and well established practice that the first time an experiment is 
performed the results bear little resemblance to the "truth" being sought. As more data 
points are obtained with successive refinements of the technique and method, the overall 
results gradually approach to some confident description of events. " - Philip R 
Bevington, Data Reduction and Error Analysis for the Physical Sciences. (McGraw-Hill 
1969) 
The source of error in experiments is a major contributing factor to consistent data 
analysis. For the in-flight collision of spherical particles, alignment and repetition of the 
drop test is critical in the experimental design. 
Obtaining precise measurements even of simple impact configurations is not easy, as 
reported by Kharaz et al [31]. In all previous experimental work, a significant degree of 
random variation in collision geometry combined with measurement errors have led to a 
wide scatter of the individual data points that are presented, Foerster et al [35], Maw et al 
[29]. This is particularly a problem for a particle-particle experiment, in which precise 
control of impact conditions is very difficult, as reported by Kharaz et al [31]. 
An aim of the present work was to improve both the reproducibility of impact 
experiments and the precision of measurement so that scatter could be reduced. Sphere-











material properties, and critical attention was paid to all aspects of the experimental set-
up. 
The impact of the spheres occurs at a small contact area. Therefore consistency of 
impacting on the same contact area will greatly be affected if one does not have a clear 
understanding of what contributes to the sources of "misalignments" in the experimental 
procedure. 
In order to have a clear understanding of these propagations of possible errors in the 
experimental procedures, the contributing errors can be separated into four sections, 
which are: construction of the experiment; experimental setup; image acquisition; and 
image processing. These contributing errors in each of these sections are broken down 
further into its elements and their tolerances calculated. The combinations of errors 
contribute globally to the accuracy of the results gathered. 
5.7.1 Construction 
Designing and constructing precise experiments are not trivial tasks. Especially when the 
experiments require dropping two spherical particles with a minimum diameter of 5mm 
and they are required to collide with same offset in repeat experiments. Generally, 
mechanical set-up affects reproducibility rather than accuracy, except for vibration and 
spin, which do affect accuracy, and are determined by the construction. In mechanical 
manufacturing processes, tolerances are used to get an appropriate fit. Every attempt in 
the design and manufacturing of the components has maintained high standards in 
machining and fabrication. The support structure was machined to tolerance of ± 0.1 mm, 











5.7.2 Experimental setup 
The setup detennines whether the impact plane is parallel to the image plane. This 
contribution is illustrated in Figure 5-22. Because the collision is assumed to be in the 
plane perpendicular to the camera, it is critical to maintain consistent precision when 
dropping the particles. 
To check if the particles collisions occur in this plane an impact plate with carbon paper 
is used. This is shown as a schematic in Figure 5-23. Any slight misalignment introduces 
a source of error to the final calculations, as they are assumed to be parallel. 
Image plan to 
image plane 











In Figure 5-23, plane 1-1 (shown as impact spots on the carbon paper) is required to get 
good data. Plane 2-2 has an angular offsetaang . To check the contribution of angular 
offset on the measured data, Figure 5-24 illustrates contribution of error on the measured 









Figure 5-23 - Impact spots caused by slight misalignment 
For x = unit length, the prescribed error ea is : 
e = (1 - cos a ) * 100 a ang Equation 5-4 
To make e small we must change the maximum allowable offset angle . Therefore, in the 











to reduce the onset this angular offset error. Table 5-3 illustrates the calculated errors for 
impact plots presented in Figure 5-25 to Figure 5-27 for steel, ceramic and Teflon. 





Figure 5-24 - Selecting suitable images based on impact spots 
Material Angle Error for unit 
length 
Steel 3° 0.14% 
Ceramic 10° l.51% 
Teflon 3° 0.14% 
Table 5-3 - Angular offset error 
Note, that the contribution of e to the measured distance only affects the X - direction 
component of the relative distance. The Y- direction component is not affected because 
















Figure 5-26 - Impact plots for ceramic balls 
centre 











5.7.3 Image acquisition 
In order to understand the major effects of these errors, we must first look at the type of 
results gathered. For this, the results obtained are a series of digitized photographic 
images illustrated in Figure 5-28. The photographic images of the colliding spheres are 
captured in single frame mode, i.e. exposure time of 3 seconds. During which the strobe 
illuminates at a given frequency, and captures a sequence of "ghost images" of the each 
sphere. 
Figure 5-28 - Digitized photographic images 
Figure 5-29 illustrates the source of inaccuracies in the captured images. Before 
acquiring suitable images, it is important to understand the sources of errors that 
contribute to the overall images. This analysis is a benchmark to identify any possible 
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Figure 5-29 - Sources of inaccuracies in image acquisition 
From the illustration presented in Figure 5-29, key sources of possible errors are broken 











the pertinent data are constituted by the strobe frequencies and the resolution of the scale 
ruler. This is because the free falling balls experience no external interactions, and 
therefore limiting any onset of the experimental setup errors, the real sources of errors are 
inferred in the images captured. The strobe frequency is the only mechanical/electrical 
source of error on the images. The frequency of the strobe sets how far part the 
successive images of the colliding balls are in the photographs. The Strobotak 
manufactured bulb strobe and the GNS manufactured bright LED strobe contribute a 
frequency of error of ± 1 Hz for frequency range (200 - 1000Hz). This error is 
determined from the machine specifications. 
The factors contributing to the quality of the image are the light source, i.e. the strobe and 
the image capturing device, i.e. the digital camera. Each of the pieces of equipment can 
be broken down into the elements which contribute to overall image quality. Figure 5-30 
illustrates the breakdown of possible sources of errors that could affect the quality of the 
image. 
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Figure 5-30 - Source of image quality errors 
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aberrations) resulting from the spherical geometry of lens surfaces. There are three 
primary sources of non-ideal lens action (errors) that are observed: 
• The on-axis lens errors such as chromatic and spherical aberration. 
• The major off-axis errors manifested as coma, astigmatism, and field curvature. 
• And a third class of aberrations, commonly seen in cameras that have zoom lens 
systems, is geometrical distortion, which includes both barrel distortion and 
pincushion distortion. 
The Focal point is where light converges to a single point after passing through the lens. 
Focal length is the distance between the focal point and optical centre of the lens. Figure 
5-31 illustrates these terminologies. 
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Figure 5-32 - Types of geometric distortion 
Olympus microscopy resource centre have defined the geometrical distortion aberration 
in the following manner: 
"Geometric distortion is manifested by changes in the shape of an image rather than the 
sharpness or colour spectrum. The two most prev lent types of geometrical distortion, 
positive and negative are termed pincushion and barrel, respectively." -
www.olympusmicro.com 
When images suffer from distortion, the true geometry of a specImen IS no longer 
maintained in the image. This is a critical factor when measuring relative distances of the 
colliding spheres that can result in under or over estimated values. Figure 5-32 illustrates 
exaggerated examples of significant pincushion and barrel distortion in the image of a 
computer microprocessor integrated circuit. 
Geometric distortion can be difficult to detect, especially when the aberration is relatively 
slight and the image lacks periodic structures. This is most severe in images that have 
straight lines, such as periodic grids, squares, rectangles or other regular polygonal 
features that readily show the curvature present from distortion. Distortion is often found 
in optical designs utilizing compound lens systems (telephoto, fisheye, and zoom) 











Complex lens systems, such as the zoom design, can result in pronounced distortion, 
which may vary with focal length, producing pincushion distortion at long focal lengths 
and barrel distortion at short focal lengths. 
5.7.3.1 Geometric Lens Correction 
Initial grid calibration tests were conducted to check the profound effect of the geometric 
aberration. Figure 5-33 illustrates the calibration grid used to check for aberrations. This 
image was imported into a CAD (Computer Aided Design) software package to check if 
the parallel lines were "truly" parallel. 
Figure 5-33 - Checking for image distortions 
If the image was distorted, considerable effect of the geometric aberration will be noticed 
around the edges. As shown in Figure 5-33, the quality of the image is suitable for data 
analysis and collection. There are no observed geometric aberrations in the image. Since 











measurable effect of the barrel and pincushion type errors; therefore the contribution to 
error is set to zero . 
5.7.4 Image processing 
This is the final stage of the rigorous assessments of the experimental procedure. Here the 
enhanced images are imported into ACAD for scaling and measuring the pertinent 
dimensions from the rel ative particles. Figure 5-34 illustrates the breakdown of the 
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Figure 5-34 - Sources of inaccuracies in image processing 
The following section calculates the sources of errors at various stages of image 
processing. The summed sources of errors are then propagated into the pertinent pre- and 











particle collision in free fall . The mechanical setup has no effect on the particles when 
they are in free fall and therefore cannot contribute to experimental error. 
5. 7.4.1 Scaling error 
In the image processing, the captured images are ACAD and scaled according the relative 
scale factor between pixel measurement and the known actual measurement. A 
methodology is presented here to measure any onset errors while scaling the images. 
Figure 5-35 - Scale factor calibration, ACAD units of length 
To calibrate the scale ruler in the image, Figure 5-35 illustrates the scale factor 
calibration error. Because the imported images in CAD are rescaled automatically, all 
Images are scaled m order to get the actual relative distances. 
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calculation of the nonnal and tangential coefficients of restitutions and friction, it is 
imperative to detennine the effects of any onset of errors on the offsets . To estimate these 
errors we calculate the error in horizontal drift of the measured centroids of the tested 
materials. 
Figure 5-36 - ACAD measurement of drift for shiny materials 
Figure 5-36 and Figure 5-40, illustrates centroid drift calculations for shiny and non 
shiny materials. The measurements are the distance between a vertical line and the 
measured centre of the ball. For the shiny materials, because of the high reflectivity, the 
specular reflections are used as reference points of the centres of the images. These 
specular reflection points are used to detennine the pre- and post- relative distances 
before and after collision and offset distances pre- collision. Therefore it is pertinent to 
identify if the measured distances are affected by drift in the horizontal axis, because 
each collision is a product of the varying offset distance in the horizontal axis. 
Two vertical lines are drawn as illustrated in Figure 5-36 for particle 1 and 2 images 











are ZOOMED in on as shown in Figure 5-37 to identify the centroid. As shown in 
Figure 5-37 the image becomes pixelled as we ZOOM in. Ifwe regenerate the pixels, we 
can superimpose a circle, thus determining the centroid of the shiny particle. 
Figure 5-37 - Identifying the centroid of the specular reflection 
Once the centroids of the specular reflections of particle 1 and 2 have been identified, the 
vertical lines are drawn cutting through the rest of the specular reflection images above 
and below as illustrated in Figure 5-36. It is assumed that the balls fall vertically and any 








Particle I Particle 2 
Figure 5-38 - Calculating the drift 
Using the sign convention as illustrate in the schematic Figure 5-38, we can identify the 











Similarly we can now calculate the drift for the non-shiny materials. Because the non-
shiny materials do not exhibit properties such as specular reflections, full images of the 
sUlfaces can be distinguished. The process of the identifying the full shape image 
depends on the scale factor; the following method is used to superimpose circles over the 
images: 
• The scale factors of the individual images are calculated. 
• Actual dimensions (diameter) of the balls are measured using a digital Vernier 
calliper with an accuracy of ± 0.01 mm . 
• Image diameter is calculated using the scale factor and the actual diameter. 
• Circles are drawn of the estimated dimensions of the balls. 
• The circles are copied and pasted over the colliding ball images pre- and post 
collision by the user based on subjective fit as shown in Figure 5-39. 
Figure 5-39 - Identifying the overall shape of the non shiny balls 
Once the circles are fitted over the bal.l images in the CAD software, centroid of the circle 
is identified using the OBJECT SNAP function and vertical lines are drawn for both 
particle 1 and 2 using the ORTHAGONAL function. Similar to the reflective materials, 











Figure 5-40 - ACAD measurement of drift for non shiny materials 
Calculating and identifying the maximum and minimum drift distances for particle I and 
2 are shown in Figure 5-40. The errors in the measurement of the offset are presented in 
Table 5-4. 
Material Offset Error 
Offset Drift Drift Sum of Drift For PI and P2 
Distance Max Min 
Steel 0.5644 +0.0217 -0.0148 +0.0379 
Particle 1 
Steel +0.0162 -0.0115 -0.0263 
Particle 2 
Ceramic 0.4432 +0.0189 -0.0163 .~. " +0.0335 
Particle 1 - :, :,-
~ 
. 
Ceramic 'c +0 .0146 -0.0145 ;#:". -0.0308 " , 
Particle 2 ? .r . ~'. 
Teflon 1.9654 +0.1045 -0.0327 +0.1367 
Particle 1 
Teflon +0.0322 -0.0290 -0.0617 
Particle 2 











The offset drift errors shown in Table 5-4, are offset specific. That is the relative eITors 
will be greater for small offsets than larger offsets. Therefore to determine the percentage 
error for varying offset distance, Table 5-4 is recalculated for the cOITesponding variable 
shown in Table 5-5. 
Material Offset Error 
OjJ<>et Drift Drift Ave. Drift For PI Error 
Distance Max Min and P2 
Steel XXX +0.0217 -0.0148 0.0379 - 0.0263 0.0058 
Particle I 2 (.xx-x + 0.0058) 
Steel +0.0162 -0.0115 
Particle 2 
Ceramic XXX +0.0189 -0.0163 0.0335-: 9.03.08 0.00135 
Particle f '" 2 (XXX +0.00135) 
~, '. 
Ceramic +0.0146 -0.0145 . -., 
Particle 2 ... .~. 
I :~ 
~. 
Teflon XXX +0.1045 -0.0327 0.1367 - 0.0617 0.0375 
Particle 1 2 (XXX + 0.0375) 
Teflon +0.0322 -0.0290 
Particle 2 
- ~ 
Table 5-5 - Drift errors for changing offset 
Table 5-5 shows the change in the measured error for varying offset dimensions. It is 
noted that these offset dimensions are image specific; that is whenever an image is 
imported into ACAD for dimensioning, the user has no control over the scaling. For these 
particular images as illustrated in Figure 5-36 and Figure 5-40, the corresponding errors 











Material Offset Error Formulae % Error 
Steel 0.5644 0.0058 1% 
(XXX + 0.0058) 
Ceramic 0.4432 0.00135 0.3% 
(XXX + 0.00135) 
Teflon 1.9654 0.0375 1.8% 
(XXX + 0.0375) 
Table 5-6 - Percentage Drift error 
Introducing a suitable drift error based on the measured offset value is a cumbersome 
task. This is because the errors are changing considerably for the measured offset 
distances from direct impact to completely sliding. The offset value is particularly used to 
determine the contact angle between the colliding balls . Figure 5-41 illustrates the 
relationship for varying offset distances and contact angle. From the relationship it is 
noted that the contact angle is not I inear with respect to the offset; indicating that for 
small offset distance, the change in contact angle will be less and have small %error than 












Figure 5-41 - Function of offset on contact angle and %error 
Therefore the errors calculated for the offset drift as shown in Table 5-6 cannot be used 











absolute errors will be used to define the errors about the offset. To calculate the absolute 
errors , the following procedure was implemented: 
• Sample images were selected randomly to get a range of offset values for Steel, 
Ceramic and Teflon ball bearings (10 images per material) . 
• Vertical lines were drawn as shown in Figure 5-36 and Figure 5-40 to demarcate 
the drift in the falling ball images. 
• Drift for each subsequent ball images for Particle I and 2 were tabulated and 
converted into actual measurements using the scaled ruler ratio calculation. 
• Because the vertical lines drawn are best possible fit through all ball images, 
average drift is calculated about the line using the standard root mean squared 
(RMS) calculation. 
• These calculated RMS values are the absolute errors for the all selected centres 
about the vertical line. 
• Because the absolute error calculated is the drift about the vertical line, we 
assume that the error in vertical locations of the ball is the same as the horizontal 
error and then this same absolute error can be used on the likely error in the 
measured relative distances between successive images of the balls in the pre -
and post- collision. 
Material RMS 
Steel Particle] 0.195 
Steel Particle 2 0.188 
Ceramic Particle 1 O.l72 
Ceramic Particle 2 0.165 
Teflon Particle 1 1.16l 
Teflon Particle 2 1.656 
Table 5-7 - Calculating the Absolute error for Steel, Ceramic and Teflon (all 
dimensions in mm) 
As shown in Table 5-7 the absolute errors calculated for steel, ceramic and Teflon balls 











on about vertical This is by the selection of the non-specular 
reIJlectIOn ban on the photographs. 
To the error the 
<aUUla.",u in Table 
absolute error 1 and 2 are added is 




error (in mm) 
absolute errors for the and collision ball are shown in Table 5-10 
Material Post Xl error Post error Post 
±0.390 ± 0.376 
±0.330 ± ±0.330 
Teflon ±2.322 ± ± ± 12 
Table 5-9 - Post collision absolute errors (in mm) 




collision absolute errors (in mm) 
calculate errors, 1 Particle 2 
errors are doubled. pre- and are cal culated 










Figure 5-42 illustrates how the corresponding absolute errors are summed for post-







..... ; .. .... .. .... i . 1 
Figure 5-42 - Post collision error calculation (for particlel) 
5. 7.4.3 Post collisional spin error 
Post- collisional spm orientations are calculated from the captured on photographic 
images as shown in Figure 5-43. Spin orientations of the Teflon balls are measured in 
ACAD using the ANGULAR dimension function as shown in Figure 5-44. 












Figure 5-44 - Angular dimension in ACAD 
Measuring the angles of spin in ACAD is subjective. This leads to error in fitting the best 
fit lines about the centroids of the Teflon balls to measure the angles. Once the circles are 
superimposed over the images as explained extensively earlier in this chapter, horizontal 
lines are drawn using the OBJECT SNAP and ORTHO functions about the centres of 
each subsequent image. The next step is to switch off the ORTHO function and draw 
lines from the centres to the demarcated line edges on the images. Because the lines are 
fitted by the user, errors are calculated in fitting angular lines in the images. This is 
illustrated in the schematic shown in Figure 5-45. 
Mall angle 















From repeated measures the error in estimating the angle for the total maximum minus 
minimum error is approximately ± 4 degrees. This is estimated from the fitted lines 
which have an error of ± 2 degrees about each axis as shown in Figure 5-45. 
5.8 Propagation of Error Calculation 
Summarising all the contributing errors from the vanous stages of the experimental 
procedures, the following pertinent sources of inaccuracies which can affect the overall 
results have been identified. Therefore, errors which significantly affect the measured 
relative distances of the particles are listed below and tabulated in Table 5-11 : 
• Specular reflections affecting the location of the centroid of highly polished 
materials. 
• Angular offset angles from image plane to image plane. Those outside a selected 
angular range were discarded to reduce this error. 
• Importing images into ACAD and scaling and dimensioning. 
• Accuracy of location of the centre of the image - this was derived from the drift 
about the ideal vertical drop line. 
Table of Errors 
g ~ s:::- I I ::: ::: ..: ~ ~ ·5 ~ ."I .2 I Q I $. ...... .. ... ::: ~ :5 e ~ "- oS ;; '= ,SO ... -. ... - .l::l ~ e ~ ~ ::: " '- e ~ '- e ::: ~ -e ::z .2 ::: -..!. ~ ~ ::: ::: ... 1>01) 't t= ~ .S! e .2 ! Q ~ e Q ~ ... - " t ~ ... \,j ~ ~ ::: ~ Q W :S - .~ ... ~ ....., ... ~ I " ~ ~ §: ~ ~ == ~ '" Q ·S "r. Q C) ~ <:;) c::c: "" \,j 
-e 
! 
Steel ± 0.383 0.7% 0. 14% 0.2% ± 0.390 ± 0.376 ± 0.390 ± 0.376 
Ceramic ± 0.338 0.5% l.51 % 0.2% ± 0.344 ± 0.330 ± 0.344 ± 0.330 
Tenon ± 2.817 nil 0.14% 0.2% ± 2.322 ± 3.312 ± 2.322 ± 3.312 











calculated errors are below. is estimated the lT111mp,nr specification, 
and it is ± O.OOlg for scale. 
• AS is specular reflection error material. This is zero for other 
materials. 
• is the angular angle of plots in the 
• &/ is error in the factor. 
• is the error in the 
• , absolute error pre collision measurements plane 
• I' x , absolute error post measurements andY 
• fun, uu.' .... ,,,,'" mass error for .... "''''yHLvU to be equivalent both 
all of the errors which 1'1""'", .... , to the 
rhct<'ln(',pc L (m): 
For X - direction components (pre- collision): 
* Mng])+( IOiJ + [IoJf *&/ J) 
direction components (post- collision): 
/1L' 
x 
For Y - fUr,prtltnn components collision): 
For direction components (post- collision): 














elCJCItles are calculated relative 
velocities will be discussed 




Note: Yl and Y2 and XI 
respectively. C] 
and V2, C; and 
the error 
Propagation 





Given that a is 













Post- ........... "'~ x vel. 
Relative velocities for Particle 1 and 2 
X2 are measured relative 
pre-impact 
are equal to Ly and Lx 
and are equal to Vl 
velocities and are equal to Uj and U2. Now including 
propagation error Appendix [E] -













(~) Equation 5-10 
Now that we have established the LlC 
both particles. Therefore particle 1 and 2 will 
velocities, it can be applied 











Table _&~'~&~,' error components 
Note, LlCL;and 
The propagation of error is 
the total error each 
angle of impact plots 
I-;r.,,'r<,r,~ .. et al [35J rigid body rhp,(,YMl to "'.nv .... ' ... '" 
material interaction parameters. 
5.8.1 Error Non Dimensional Constants 
non dimensional angle vs. non 























Figure 5-46 - Geometric Analysis of the collision 
'1/1 can be rewritten as: 
Equation 5-12 
It is noted that unit vectors nand t are equal to 1 and therefore '1/, is dominated by the 











error in the a, !:.J) = + 
cos a Equation 5-13 
Acosa cos 5-14 
Thus, 
Acosa Equation 5-15 





Thus equation calculating error in If/l: 
Equation 5-17 












This is expanded using the relationships in Chapter 2 - literature review: 
({( C; -C; l+[%m'J H%m' (nJ)n ]}t J 
(u ·n) lfI2= 
Equation 5-19 
Where, m' = -1 I -1' Resolving for pre- velocity using the impulse equations: m] +m2 
Equation 5-20 
Therefore: 





2 - JuJJnJcos r Equation 5-22 
The angle z9 is calculated geometrically as shown in Figure 5-47 and Figure 5-48. The 
impulse is given by the post impact velocity vector minus the pre-impact velocity vector. 
















Figure 5-48 - Geometric analysis of the collision with Impulse 
Thus the error the in'l/2' 
Equation 5-23 
Where: 
ll;, ~ ~ [ i," r + (~ J ~,[ i," J MI Y +~x . . [ . J + . II (FJrst order Taylor senes 
estimation) 
M d v( llm, ) ' +( llC; J +( llC, J (No~ llm, 
ml CI CI ml 
is very small, therefore negligible) 













5.8.2 Error - Coefficient of Normal 





























5.8.3 Coefficient of Friction 
For ~~LU"H'VU" involve .:n ... u,u5, the normal COlnD~:memts ofthe 






And it error is: 











Error - Coefficient of Tangential Restitution 
OMU,,,,,,",UcUUI restitution is defined as: 
, 
nXu 




























It is error /3 and 1f/2 are similar, indicating that the Non dimensional 
error 
is dominated by the tangential restitution. Summarising 
on the material properties in Table 5-14: 
Material property Formulae Error Contribution 
Normal restitution e ± lie Offset, Pre- and Post 
Post ball 
anj2,entlal restitution /3 ± li/3 
Post ball 
Friction Pre- and Post 
image 
Table 5-14 - Summary of error contribution 
•• H .... H''-H'''' presented here will a measure 
It was reported by previous authors that 




" ..... ,HUH that follows, the measured 
test the models in DEM. 
IS pf()ce:eame: to 
5.9 Discussion 
The experimental procedure pn~sente:a 1"1\< .... ,'>" follows a rigorous methodology to 
minimise sources of error. two are captured on 
photographic film a dark room, to capture images using 
stroboscopic light were utilised. such as baH bearings, the 



















calculate the pertinent 
propagated. 
ULL',",,,,.'UF, the location of the centroid of 
was calculated using the geometry and the VV,CHLJ,VU 
to image 
angles: This was val."""'''.'-'\.1 
",-,,",au.,,, and dimensioning: This was ,-,;;U",YJLaC,-,U 
the image: This was derived from the drift 
errors was calculated as percentages and will be applied 
use et al [35] rigid body theory to 












Experimental Results and Discussions 
ceramic, T!!iflon ball are 
chapter methodology rigid body f'fll'f'H,lfl 
will 
Method "Y"'-'I-<""" 
6.1 Summary of pertinent formulae 
of fonnulae which are to calculated the 
interaction ",rr,,,,,,,rr.c',, are presented Figure 6-1 a schematic the unit 
vector n tangent vector t at the contact unit vector n is a function of the 
centre to centre 
n= arc cos Equation 
that the 
in Figure 6-1 
rt:CUOIlS of unit vectors n t are U'-'IJ"",U"""~ on the angle theta as 












Figure 6-1- Calculating the normal and tangent at contact point 
Recalling the equations from Chapter 2 - Evolution of the contact model, calculating the 
total collisional impulse J, this represents the integral of force over the total collisional 
time. 
Equation 6-2 
Velocity has following vector components (x y z) in 3 dimensional space, where x is 
positive when it is pointing to the right and y is positive when it is pointing up. The z 
component is zero, as it is out of plane of the collision, so it is omitted. Therefore the 
(x, y) velocities are: 
C1 = (0, -v nl ) 
C2 =(0,-vn 2 ) 
C - (-v -v ) I - xi' )'1 











post angular can from 
this case 0)\ and 0)2 0, no prior to 
)=-nxJ 
I = -- for homogenous spheres 
10 
the to calculate 
contact point: 





velocities and angular 








f3 is as: 
113 
impulse, pre- velocities. (In 
the angular velocities). 
Equation 6-3 
Equation 














Maw et al analysis, a of non dimensional angle incidence vs. non 
UU"v'J,;)lVUal angle of 'P2 contact is plotted, which the 
material interaction properties are derived. 
'1/1 
(a·n) 
6.2 Application the theory - Example 
derived theory of two 
that were tested. To apply the theory apl)ro1pmltel 
processed to pick out the ... "",-!',nPYIi" measurement data. 
Chapter 5. 
Figure an example a 
8. diameter ball 



















Figure 6-2 - Steel ball colliding - glancing collision 
The image features the bright spots of reflection or phongs. Detailed description of the 











Figure 6-3 - Teflon balls with markings, and relative measurements about the 
contact point 
The next stage in the procedure is to tally all the dimensions in EXCEL. This 
experimental procedure is computed for the varying offset distances. To extract a good 
set of data, the offset distances are incremented less than a millimetre (0.05 - 0.25mm); 












The used to '"""'"'"',''''"' the pre- impact 
this section. '"'''''v"''''''J'''' are COIIGtllcre:Q to extract 




6.2.1.1 Data collection 
collision 8.15mm UlUH' ..... "'. ball with material ""'-""t;'UUJlVH 
05 CrMo17 




measured relative This is a centering to release 
'H~'~U""U""" drop height of 568 ± 1 mm and for ten drops for a of 
offsets. 
is the distance np'UfP£'T1 prior to and Lx are the 
post after nUl"''''''''', 
measured of the scaled on the image is 1.HUL1",,,.,,, ... as "Scale Measured", this is 
lli " R~~~ 
vaIvuILa .... ' ... as: Scale Actual I Scale iVH.,aC>LUv,,,,. This is varied jJv\..au"v 
automatically rescales the images, so user cannot HU'U,F.'''' to a 
fixed pixel and resolution. scale the actual relative between 











No. Scale Scale Ball 1 Ball2 
Measured 
Actual (mm) (pixel) Ln Lx 
1 100 81.0 1.23 19.6 
2 100 83.8 1.19 0.98 24.8 
3 100 8904 1.12 
4 100 89.0 1.12 
5 100 92.5 
6 100 90.0 
7 100 91.8 
8 100 93.0 
9 100 92.7 
10 100 217.0 0046 43.7 1.82 40.6 2.58 62.3 
Table 6-1 - Raw data points from (all ACAD units) 
Ball 1 Ball2 





28.82 19.65 0.58 18.50 0042 25.33 
28.23 0.50 17.85 0.97 25.75 
29.16 0.94 20046 0.95 18.66 1.15 29.59 
28041 0.88 19.92 0.84 18.29 0.60 24047 
29.17 0.68 20.17 0.84 18.73 1.19 28.75 
Table length (all dimensions mm) 
Once the actual are known, the relative pre- and post impact can be 
calculated. looks at the centre of mass the 











6.2.1.2 Relative velocity calculations 
It is improbable that the position of the impact is captured on film, the nearest images 
pre- and post- collision are used to calculate the velocities prior to and after collision as 
shown in Figure 6-4. 




~ __ _ ___ .J 
yl.J · y, Poo' Co"o'oe 
____ ~_ ~ __ ~' _________ _ _ _ x~ _ _ ~ __________ 1_ 
Figure 6-4- Centre of mass schematic 
For the given strobe frequency, we capture subsequent images for the collision of two 
balls. Ball positions BI and B2, B6 and B7 pre- impact images for ball I and 2 
respectively, and B4 and B5, B9 and BID yield the post- impact images. The relative 
distances between these ball positions are demarcated by YI and Y2 for pre collision 
images, Y;, y~ , x;, x~ are post collision distances. We can detennine the average pre-
and post- velocities from the measured relative distances between the images and strobe 











properties. is because 
at 
after 
after lmlpac:t, but as 
measured velocities not be same as the 
B7, B4, which the and 
'VV'H~";:' should be ",<u",u.la.\-,u immediately prior to 
impact is not known, 
Therefore we use relative velocity ........ v ........... ,,".;> to 
..,u .. ..,v.,. known velocities are 
the velocities of these 
images following equations: 
• Deriving the ball velocity at (particle 1) HH~''''''''' velocity: 
initial u at BI is 1rr\".urrI and the particle to to ball 





t is the between the llU'''''F.''''' in seconds strobe 
frequency f 
If velocity v is given by: 
v = u+at Equation 
Then substitutirtg .... n." .. 6 -12 Equation 6 - 11 will yield 
by the for the fmal velocity VB2 at B2: 










.. un .. v .. 6 - 13 to vu..,-, ... " ... _v at given the 
measured UJ'''~H~'''' Y J strobe t: 
VB 2 = ----"'='---
t 
Equation 6-14 




., !PT1IU1't'. 0' ball 1) impact 
""""""1"''' are a cOlmp,onent of the y and x 
we need to individually. 
Calculating the -component velocity for given that distance traveled to 
t 
Equation 6-16 
Calculating -CIJmpOnellt velocity the traveled 














impact Y and X for ball 
.LJ"lI' ......... vu 6-19 
""" ... "' ... ",,."" summarising, Table 6-3, illustrates the and post-
centre of mass. velocities which are used to 
Particle 1 
Particle 2 
Pre- im act vel. 
1 2 
Yl +-at 
V B2 = ---='-----
1.3 Data Caifcu,ratl.rms 
centre of mass velocities 
The actual velocities ..,,,,.U..., .• ,,, can now with 
from the strobe 
set at 150 Hz. 
6-4 illustrates the velocItIes 
data presented in TabJe 
experiment, the IS 
consecutive image is 111 











No. Vn Vx Vy (mm) Vn Vx Vy 
4.26 0.03 3.47 0.51 2.72 0.10 3.60 
2 4.40 0.13 2.96 1.17 2.86 0.18 4.41 
3 4.37 0.06 3.06 2.90 0.12 4.43 
7 4.27 0.50 0.15 3.83 
8 4.40 0.95 2.83 0.17 4.40 
9 4.29 0.84 2.77 0.09 3.64 
10 4.41 0.84 2.84 0.18 4.28 
(velocities ) 
are now imported into Matlab for post using the 
et [35J rigid body technique. Appendix illustrates the the Matlab 
to derive 'P1 vs. 'P2 non angles of 
vs. reflection, as proposed and Offset 
measurements from 6-4 are then the rigid 
binary collisions to quantify the pertinent Non-dimensional, 
Calculated relative elOIClt1l~s are presented Appendix F -
derived materials mtleralctl()ll are tabulated in Table 
















0.06 -0.04 0.03 
2 O. -0.24 0.90 
3 0.08 -0.13 0.79 0.03 1.65 
4 0.07 0.16 0.56 19 
5 0.09 -0.06 0.69 0.03 0.61 





As shown data presented in Table material interaction 
normal and restitution and friction scatter. This is observed 
in the values where is significant fluctuation for 
wilJ be chapter. of 
the is a result scatter. 
6.2.2 onrn1t ......... the error 
The r-ru",,,,,c''''V''UU'5 errors are now "' ........ UJlU .... 'U. for the two particle ,ovr,,,,,r",,,,,,,,,n't as derived 
distances: in propagation "" ... "" ... Jl"' .. VH. Relative Error in 
* + Mng]) + * 6-20 
direction components colliflion): 
*[~f +L~Ang])+( (+ * Equation 6-21 
ForY direction components collision): 










For Y - direction components (post- collision): 
M~ = (L; * [ &/ + ~S]) + (I: + [(, * &/ J) Equation 6-23 
The individual error contributions: 
Table of Errors 
~ 
~ s:- I I ;:: It: ...: "I:s .5 ;... ~ ~ ~ .~ I .0 I ~ S - .. .. ~ ::: ~ ;... .!a ~ oS -= .~ - ~ -. 2l E ::: .... ,....., '- - ~ i -.. ~ .~ ~ e '" e ::::: e " .~ :::II '"" ::: ::: .... ... ! ;.. ~ \i 1: ~ 0 e ~ .0 a 0 ~ e <:) ~ e " ... ... ... ,;: 't .. ~ .... <:) .- .S I ~ "- o::s So ;:i .~ - -' - ;.< '-' ... .... -~ ~ ~ ~ ~ ::::: ::::: .., '" ~ <:) .5 ~ 0 <:) ~ .... ~ C cc ... ;.. 
Steel ± 0.383 0.7% 0.14% 0.2% ± 0.390 ± 0.376 ± 0.390 ± 0.376 
Ceramic ± 0.338 0.5% 1.51 % 0.2% ± 0.344 ± 0.330 ± 0.344 ± 0.330 
Teflon ± 2.817 nil 0.14% 0.2% ± 2.322 ± 3.312 ± 2.322 ± 3.312 
Table 6-6 - Table of Errors in the appropriate X and Y directions 
Now adding all the errors; 
Calculating the actual L (for shiny materials - Steel ball bearings): 
• For X - direction components (pre- collision): 
MofJ = (Loll * [0.002 + 0.00 14]) + (0.383 + [0.383 * 0.002]) = (LOf/ * 0.0034) + (0.3838) 
• For X - direction components (post- collision PIJ: 
M; = (( * [0.002 + 0.0014]) + (0.390 + [0.390 * 0.002]) = (( * 0.0034) + (0.3901) 
• For X - direction components (post- collision P2): 
M; = (L; * [0.002 + 0.0014]) + (0.376 + [0.376 * 0.002]) = (( * 0.0034) + (0.3768) 
• For Y - direction components (pre- collision PIJ: 
My = (Ly * [0.002 + 0.007]) + (0.390 + [0.390 * 0.002 J) = (Ly * 0.0034) + (0.3901) 
• For Y - direction components (pre- collision P2): 
My = (Ly * [0.002 + 0.007]) + (0.376 + [0.376 * 0.002]) = (Lr * 0.0034) + (0.3768) 











M;. (L; *[ 0.002+ 0.007])+ (0.390+ [0.390* 0.002]) (L: *0.009) + (0.3901) 
.. For direction components (post- collision 
= (L; *[ 0.002+ 0.007])+ (0.376+ [0.376 * 0.002]) = (L; *0.009) + (0.3768) 
<II direction components (pre- collision): 
= (LOff *[0.002 + 0.0151]) + (0.338+[0.338* 0.002]):::: (LOff * 0.0171) +( 0.3387) 
.. X - direction components (post- collision 
= (L; *[ 0.002+ 0.0151])+ (0.344+ * 0.002]) = (L; * 0.0171) + (0.3447) 
<II - direction components (post- collision 
M; = *[0.002+0.015 +(0.330+[0.330*0.002])= *0.01 +(0.3307) 
• direction components collision PJJ: 
My (Ly *[ 0.002+ 0.005])+ (0.344+ [0.344 * 0.002J) *0.007) + (0.3447) 
<II For direction components (pre- collision 
=(Ly [0.002+0.005])+(0.330+ *0.002])= *0.007)+ (0.3307) 
<II For direction components (post- collision PJJ: 
M' y (L; *[ 0.002+ 0.005])+ (0.344+ [0.344* 0.002]):::: *0.007)+(0.3447) 
<II direction components (post- collision PlY: 
(L; * [0.002+ 0.005])+ (0.330+ [0.330*0.002 J) (L; * 0.007) + (0.3307) 
Calculating the actual L (for shiny materials - Teflon ball bearings): 
direction components collision): 
17 +[2.8 *0.002]) = (LOff *0.0034) + 
<II X - direction components (post- collision PI): 
(L; *[0.002+0.0014])+ + *0.002]) =(L; *0.0034)+{2.3266) 











M; (~~ *[0.002+0.0014])+(3.3 +[3.3 *0.002])= *0.0034)+(3.3186) 
• direction components (pre- collision 
+ ) 
• For direction components (pre- collision 
• For Y - di .. nE'iinH components (post- collision 
M; (L; *[0.002])+ + * 0.002]) = * 0.002) + (2.3266) 
• For Y - direction components (post- collision P2): 
+ 186) 
Table 6-7 total error for the presented Table 
colliding 
±0.1 
Table 6-8 illustrates the error 
Table 6-7, 
relative velocities 
UJUHV"" of errors on uU'-'U'" relative 
maximum of ±0.70mm and ±0.60mm for ball 2 
their on the errors of 
and ±0.09 as Table 6-8. Table 6-9 the velocities 
the lllCen'11ll1:1es. 
Ball1 Ball2 
No. Ln Lx Ly Offset Ln Lx Ly 
1 0.64 0.39 0.60 0.39 0.54 0.38 0.59 
2 0.65 0.39 0.57 0.39 0.55 0.38 0.64 
3 0.65 0.39 0.58 0.39 0.55 0.38 0.64 
4 0.63 0.39 0.58 0.39 0.54 ! 0.38 0.64 
5 0.64 0.39 0.57 0.39 0.53 0.38 0.61 
6 0.65 0.39 0.57 0.39 0.54 0.38 0.60 
7 0.64 0.39 0.57 0.39 0.54 0.38 0.61 
.... __ .
8 0.65 0.39 0.57 0.39 0.54 0.38 0.64 
9 0.65 0.39 0.57 0.39 0.54 I 0.38 0.60 
10 0.65 0.39 ! 0.57 0.39 0.55 0.38 0.64 












No. Vn Vx Vy Offset I Vn Vx Vy 
1 0.097 0.059 0.089 0.386 0.082 0.057 0.088 
2 0.099 0.059 0.084 0.388 0.083 0.057 0.096 
3 0.098 0.059 0.085 0.386 0.083 0.057 0.096 
4 0.095 0.059 0.085 0.386 0.082 I 0.057 0.096 
5 0.097 0.059 0.084 0.386 0.081 0.057 I 0.091 
6 I 0.098 0.059 0.084 0.386 0.082 0.057 0.090 
7 0.097 0.059 0.084 0.386 0.082 0.057 0.090 
8 0.099 0.059 0.085 0.387 0.083 0.057 0.096 
9 0.098 0.059 0.084 0.387 0.082 0.057 0.089 
10 0.099 0.059 0.085 0.387 0.083 0.057 I 0.095 
Table 6-8 - Error ro a ation on the relative velocities of steel balls ± ms+ p p g ( ) 
BallI Offset Ball2 
. No. Vn Vx Vy (mm) Vn Vx Vy 
1 4.26±O.10 0.O3±0.06 3,47±0.09 0.51 ± 0.39 2.72±0.O8 O.10±0.06 3.60±O.09 
2 4,40±0.10 O.13±0.06 2.9S±0.08 1.17±0.39 2.86±O.08 0.18± 0.06 4,41 ± 0.10 
3 4.37±0.10 0.06 ± 0.06 I 3.06 ± 0.09 0.65± 0.39 2.90±0.08 0.12±0.06 4,43±0.10 
4 4.05±O.10 0.09±O.OS 3.05± 0.09 0.S1 ± 0.39 2.76±0.08 0.15± O.OS 4.41 ±0.10 
5 4.27±0.10 0.09±0.06 12.91 ±0.08 0.76±0.39 2.65±0.08 0.07±0.06 3.84±0.09 
6 4.35+0.10 0.06+0.06 2.91 +0. 2.81 +0.08 0.06+ 0.06 3.7S+0.09 
7 4.27±0.10 0.06±0.O6 2.93±0.08 0.50 ± 0.39 I 2.71 ± 0.08 0.15±0~3±0.09 
8 4,40±0.10 0.14±0.06 .03±0.09 o.95±o.3912.83±o.08 0.17±0.06 4,40±0.10 
9 4.29±0.10 0.13± 0.06 2.95±0.08 0.84±0.39 0.08 0.09±0.06 3.64±0.09 
10 4,41 ±0.10 0.10±0.06 2.99±0.09 0.84±0.39 2.84±0.08 0.18±0.06 4.28±0.10 












No. Vn Vx Vy Offset Vn Vx Vy 
1 2.28 211 .07 2.57 76.19 3.01 59.06 2.45 
2 2.24 47.06 2.85 33.17 2.90 31.62 2.17 
3 2.25 97.26 2.79 59.52 2.87 47.81 2.17 
4 2.36 64.63 2.80 63.60 2.97 37.60 2.17 
5 2.28 63.63 2.89 51 .04 3.06 77.77 2.36 
6 2.25 97.88 2.88 66.77 2.94 89.59 2.39 
7 2.28 102.64 2.87 76.92 3.01 39.20 2.36 
8 2.24 42.05 2.81 40.91 2.92 33.10 2.17 
9 2.27 44.45 2.86 45.97 2.96 62.73 2.44 
10 2.24 57.46 2.83 46.04 2.91 31.99 2.21 
Table 6-10 - Percentage error contribution for velocities and offset 
Table 6-10, tabulates the percentage error contribution on the pre- and post- velocities 
and offset. It is noted in Table 6-10, that the X velocity p rcentage error components for 
both pal1ic\e I and 2 are not consistent, whereas the Y velocity components and the offset 
are consistent. This data is for small offsets , less than 15%, the full data is given in 
Appendix F - Binary impact data, and illustrated in Figure 6-5. 
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error for both n<>."1"I'I"." a non linear trend. 
indicates that 
offset are very 
velocities for direct 
velocity pelrcent<lge error COlm):lon,ents closer to 0% 
hp,cpt,C\rp it can be ,",v"v""''''',",'''' the 
rnn'''I'TC' should be carefully controlled. 
Material interaction n .. r,..,.""rh, errors are now calculated 
experimental error. 
in pre- and post-
Table 6-11. 
• flu = + 
flu' = u 
And 
coefficients 
in Equation 6-24 to 




• L-OeIIICllem of normal restitution: 
L1e 
• L-OeIIICl(~m of tangential restltultIon: 
+2 
the contributed measured 
6-28 we calculate error 




















Psi 1 2 Normal Tangential 
No. Friction 
'1'1 '1'2 Restitution Restitution 
1 ±0.004 ± 0.008 ± 0.006 ±0.003 ±0.122 
+0.010 +0.052 + 0.193 + 0.007 + 0.361 
3 ±0.005 ±0.030 ±0.174 ±0.004 ± 0.371 
4 .039 0.002 +0.528 
5 +0.006 + 0.012 + 3 
6 +0.005 +0.026 +0.186 +0.004 
7 ±0.004 ± 0.011 ± 0.152 ±0.002 ±0.177 
8 ±0.008 ±0.OO6 ± 0.161 ± 0.002 ±O.O52 
9 +0007 ±0.017 ±O.169 ± 0.001 ±0.160 
10 + 0.175 +0.004 
I I 
Table 6-11 Error propagation for the material pi up~,,·: 
Normal Tangential 
No. 'P2 Friction 
Restitution Restitution 
I 1 I 0.06 ± 0.004 -0.04± 0.01 0.03±0.01 0.027 ± 0.003 0.58± 0.12 
I 2 0.14+ 0.010 -0.24+ 0.0 0.058+ .64+ 
3 0.08± 0.005 -0.13± 0.03 0.79±0.17 0.034±0.004 1.6S±0.37 
4 0.07± 0.005 0.16± 0.04 0.S6± 0.13 0.016 ± 0.002 -2.19± 0.53 
5 0.09± 0.006 -0.06 ± 0.01 0.69±0.15 0.025 ± 0.003 0.61 ± 0.13 
6 " -0.12+ 0.03 0.87+0.19 0.029 + 0.004 1.70+0.37 
7 -0.05+:0.01 I 0.72+0.15 0.019+0.002 0.81 + 0.18 
8 0.12± 0.008 0.03± 0.01 0.76± 0.16 0.014± 0.002 -0.24± 0.05 
9 0.10± 0.007 0.07± 0.02 0.78± 0.17 O.OOS± 0.001 -0.72±0.16 
10 0.10±0.004 -0.09± 0.02 0.82± 0.18 0.031 ± 0.004 0.91 ±0.20 












No. "2 Friction Restitution Restitution 
v.1 21.1 21.1 
2 6.7 22.1 21.6 11.9 22,1 
'-------. ....... 
3 6.7 22.5 22.0 11.6 22.5 
4 6.7 24.1 23.6 11.7 24.1 
5 6.7 21.3 20.8 12.0 
6 6.7 22.0 21.5 12.0 22.0 
7 6.7 21.8 21.2 11.9 21.8 
8 6.7 21.7 21.1 11.7 21.7 
9 6.7 22.1 21.6 11.9 22.1 
10 6.7 21.8 21.3 11.8 21.8 
Table 6-13 %Error propagation for the material properties 
As sho'v\'f\ 6-12, the calculated errors the lffI and 1ff2' CO€!ttlclents of nonnal 






llU",,,.,,,,,U.llE, that the these 
error. Iffl and friction 
calculated error propagation data is 
..... n~""'A'.'" ofDEM cornnalfl 
pe1rcentalge error components are 
20%. 
about the mean are tabulated 
restitution afi(;ctc;O close 
are .UM"V ...... ~ by 7% and The 
Appendix H - Error data. 
in Chapter 7, the vp<."" ....... u X velocity 
the per'cerlta~~e error is approximately 
than 5%. 
the DEM as 
velocity COlnpl)nc;nts 
<>"" ... " "",. percentages will 
pelrcentalge error bars for the eXt)erLm(~ntal velocity cornnan 
It demonstrated that contribution of various errors the data can have an 
."", ... ,, •• ,," on the overall acquired raw The error calculations pn~senteo here are good 











which may hinder the experimental is air drag and contribution 
the following section. the calculations. We will test this pnlenc>m(:mc1n 
6.2.3 Testing for the effect of air and gravity 
we will test 
impact event is not 
air drag on the 
measured 
images are 
now has a significant f'r\T\tri!hntlr\T'\ to velocities. 
6.2.3.1 Effect of the air drag Calculated comparison 
the in-flight impact of two 
impacting ban and the blue 
as depicted in Figure 6-4, is 
impact event is 
coHision. 
exposure 
the individual P~~'''''U'U 
To calculate the <LU" .... ",,,"''"' 






l"'ll;;Oa~,,,,u from the quick release mechanism. JJ",'_aLl"'" 
illuminating frequency of the 
the overlap of the baH the 
drag, we use the 
experimental 
Images 
are known, therefore we can 
centering 
each baH position: 
andP.E= , we can 
1 
one and 
PTlPre"l to detlefIftme 
heights of ba11 
velocity of the 
to ImlPac:t. 










If energy is conserved at the time of impact, that is K.E = P.E, due to the fact that for 
falling objects in freefa ll, conserve potential energy with respect to initial height, then all 
that energy is transferred to kinetic when they fall. 
• Therefore resolving for velocity at impact, v = ~2gh ms·l , where g IS the 
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Figure 6-6 - Measuring height to impact 
This height is measured from the schematic described in Figure 6-6, where the total 
height h is calculated from: nozzle to nozzle distance, nozzle to top of scaling ruler 
distance, and finally measured from the image, the height of the pre- impact. Because the 











Material Heights (m) Calculated Measured ~ Velocity Error % 
velocity (ms- I ) velocity (ms- I ) 
Steel 0.968 4.36 4.28 0.08 1.8 
0.488 3.09 3.05 0.04 1.3 
0.427 2.89 2.84 0.05 1.7 
Ceramic 0.488 3.09 3.07 0.02 0.6 
0.427 2.89 2.87 0.02 0.7 
Teflon 0.832 4.04 3.97 0.07 1.7 
0.705 3.72 3.69 0.03 0.8 
Table 6-14 - % Error comparison between measured and calculated velocity for 
ball1 
Comparisons of the calculated velocities with measured velocities from the data for ball I 
are shown in Table 6-14. The comparisons show that for the highest height setting, the 
error is less than 2% for all materials, therefore it can be concluded that calculating 
velocities from the two ball images and ignoring air drag, contributes little error to the 
particle velocity at impact. The average error is less than 1.2%. 
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Figure 6-7 - Effect of gravity on Steel 
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Figure 6-8- Effect of gravity on Ceramic 
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Figure 6-9 - Effect of gravity on Teflon 
The effect of gravity and air drag was tested on drop tests for all the materials for the 
associated drop heights. From the graphs presented in Figure 6-7, Figure 6-8, Figure 











also retlern~d the net effect ""~'VH''''' acceleration and drag, g is 9.81mls2. R-
squared 
well the 
are COrrel,itlCln coefficients the 
line. The designations for corresponding 
are shown in 6-15. 
Material % Error 
Steel 0.2 
0.8 
0.127 low 9.74 0.7 
Ceramic 0.248 Intermediate 0.6 
0.8 
Teflon 9.80 0.1 
9.79 
0.5 
6-15- ing to drag experimental error 
the iUustrations in Figure 
of the vauvu.:> 
affect calculated the gralvltatIOn,::U 
Figure 
calculated to slightly 
particles 
- Figure the gra:QlCniS of the corresponding 
overall U"""VH_~""V'''. It is noted that drag can 
lera1tIon of 
From the graphs, 
Im/s2 (approximate 
it is clearly noticed 
TltatlOnal acceleration is 
at sea 
Because the Image colliding shiny are not the 
are by specular ."'LL"' ... ·LLVU". of specular 
VH~'V"'VUU were menw::>ne:a Chapter 5 LUi'",".,CU Procedure. The COlTe~;pondllllg 
error in positions is less 1% for 













the Section 6.2, the methodology of analysing the pvr,pnrnpnT<I 
to test phenomenon as of (n-<l'UlTU 
The tests show, measured average a.v'-"vlvl 
v"J''''~U''''' gathered the images by an 
calculated 
6.3 Material interaction results 
The 
obtained. 
interaction properties the binary vVJLU':>J'VH of different 
steel, Teflon Table 6-16 nrp"pnT" 
__ "'~' • .! and for of heights given in 6-15. 
Material Diameter (mm) Density (Kg/m ) 
Steel 8.15 7800 
Ceramic 6.30 





the npl'hnPnt u~._ ... "". properties 
eX1Jerlmc~ntal procedure. 












Figure 6-10 below, illustrates the schematic of the least square fit of the non dimensional 
angles, which is plotted from the Psi 1 and Psi 2. The experimental plots that are 
presented later are obtained from data such as shown in Table 6-5. 
3 
2 
Y &lick = mx +c 
\jJ2 
Y slide = mx +c 
o 




Figure 6-10- Non dimensional angles of Incidence vs. Reflection 
Because the collisions either stick or slide at the contact, it is quite complicated to 
distinguish the transition. The graph clearly identifies the two regimes of the sticking and 
slipping conditions delineated using least square fitting. These are indicated by the red 
and blue lines respectively in Figure 6-10. To identify these regimes, best fits from two 
regions are derived in order to yield the characteristic trend as observed by Maw et al 
[29] and Foerster et al [35]. The abscissa '!flO at the intersection of the straight lines yields 













sliding is assumed to yields e p. that 
Ilffl/ are ,",V, .. dUV,", and produce values e 
plot 'PI vs. help distinguish sticking 
nelref()re from for 





a plot 'Pi vs. the of Equation 6-30 the intercept Equation 
values e and p which are obtained 
It is noted, of the scatter observed 
to distinguish or identify the two ,,,,>, .. ,v,.,, 
of experiment. 
that it is 
the scatter in the 
select fits unavoidable, especially 
sliding or SIlC:KlTIlg following observation was made: 






this occurs PV,"P""P1'\,('P" O~H""-,> .. ..., at 
.. Typically, the stick-slip occurs only within stick of the 
From the observations above, if we plot the tangential restitution plots vs. 
DeI'cerlta~~e offset as shown Figure , the plots indicate from 
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Figure 6-11 - Identifying stick and slide regions 
. .... , 
• 
90 100 
Therefore from the observation made in Figure 6-11, it can be concluded that data that 
lie between 0% - 32% offset are considered to lie in the sticking region. Data that lie 
beyond 32% are deemed to slide. Note because of the wide scatter at the 32% offset 
mark, we approximate the data at this point to distinguish sliding and sticking. 
In order to extract the pertinent material interaction properties we use the standard t-test 
distribution on the data. It is noted that the data has wide scatter in the stick and slip 
regions, a suitable fit of the standard deviation which is close to the mean value IS 
calculated and outliers which do not fit within the standard deviation are omitted. 
To visualise the data selection to calculate the mean for the coefficients of normal and 
tangential restitutions and friction, Figure 6-12 illustrates the scheme to select the 
appropriate values from the calculated data. A typical data set looks similar to Figure 
6-12, where values for the non-dimensional constants IJI, and 1J12, coefficient of normal 
and tangential restitution and friction are calculated for the individual collisions. The 
legend in the figure illustrates the data which were selected and discarded to determine 






















Figure 6-12 - Calculating the mean from the calculated data 
The following methodology based on Foerster et af [35] was adhered in order to select 
the appropriate values: 
• Friction is only calculated from the sliding region; therefore all the data in the 
sticking region were discarded. Even though we calculate the friction in the 
sticking region, this is mainly attributed to stick - slip as postulated by Maw et af 
[29] and Walton [5]. 
• Normal restitution is estimated from both sticking and sliding regions. The mean 
and standard deviation is calculated in sliding region. As shown in Figure 6-13, 
outliers in the sticking region that do not lie within the standard deviation derived 
in the sliding region are discarded. This was done because there is considerably 
more scatter in the calculated data in the sticking region than in the sliding region. 
Therefore, it is noted that the sliding region gives a better representation of the 
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Figure 6-13 - Discarding outliers 
• To calculate the coefficient of tangential restitution, data is selected from the 
sticking region as illustrated in Figure 6-12. If we refer to the plot of the 
tangential restitution vs. percentage offset in Figure 6-11, it is clear from the 
scatter in the graph, that f3 is poorly defined in the sticking region. To estimate the 
value of tangential restitution we adapt the assumption made by Foerster et al [35] 
to calculate the three coefficients in the two distinct regions. Because the 
coefficients of normal restitution, e, are calculat d from both the sticking and 
sliding regions, their values can be used to select the best fit data from the sticking 
region. By selecting the data points that give e values within the standard 
deviation range derived from the sticking region, data that gives the best f3 values 
can be selected. 
For this type of experiment scatter in the data is unavoidable. Selecting data staticaHy 
will provide a better calculated value of the various material interaction properties. 
Statistical analysis on the data are conducted in MA TLAB, details of the code is 
described in Appendix 1- Statistical Analysis of the data. 
6.3.2 Visualising the data 
Often it is useful to visualise the data; that is to check if the obtained relative velocities 
and their corresponding offsets lie within acceptable ranges calculated from the measured 
images. This enables the user to analyse the data in a different perspective. Figure 6-14 











the streak of the contact points and their respective unit tangent and nonnal vectors for 
the various offset settings . 
..... ------ .. ------ ---~ -- .. ---- -- .. ----- - .. --
" I,.. . . 
Figure 6-14 - Matlab schematic ofthe data points for various offsets. 
Plots of non dimensional constant  of steel, ceramic and Teflon materials are graphed to 
illustrate the transition from sticking to sliding, Figure 6-15 to Figure 6-21. Initial plots 
are shown for the raw data. The data to produce these Psi graphs are shown in Appendix 


















0.00 0.50 1.00 1.50 2.00 2.50 
o Stick D Slip - Linear (Stick) - Linear (Slip) 












D Slip Linear (Stick) 
2 
R2 = 0.909 
R2 = 0.0073 
2.5 
- Linear (Slip) 

















R2 = 0.855 
R2 = 0.117 
-0.5 --l-----.-------r---------r-----,--------1 
o 0.5 1.5 2 2.5 
<> Stick o Slip - Linear (Stick) - Linear (Slip) 





R2 - 0.015 
I: 
-1 +-----,-----,-----,-----,----~ 
o 0.5 1.5 2 2.5 
<> Stick o Slip - Linear (Stick) - Linear (Slip) 

















o 0.5 1.5 2 
¢ Slick o Slip - Linear (Slip) 






t!l r..:-t---t t: I I~II £ 
-1 
0 0.5 
L ¢ Slick o Slip 
![ 
1.5 
- Linear (Slick) 
2 
R2 = 0.943 
R2 = 0.0002 
2.5 
- Linear (Slip) 
















!to R2 = 0.702 




1.5 2 2.5 
0 Stick 0 Slip - Linear (Slip) - ,Linear (Stick) 
Figure 6-21 - Non dimensional plots for Teflon balls at height = intermediate setting 
Error bars in Figure 6-15 to Figure 6-21 are derived from the absolute propagated errors 
in the experiment. Table 6-17 tabulates the percentage errors for the If/, and 1f/2 values. 
These errors indicate that the experiment is precise but the measurements are 
considerably affected by inaccuracies, in particular measuring the relative distances from 
the photographic images. 
Material If/, 1f/2 
Steel high 7% 22% 
Steel inter 7% 30% 
Steel low 7% 55% 
Ceramic inter 9% 30% 
Ceramic low 9% 55% 
Teflon high 20% 40% 
Teflon inter 20% 55% 













curve as shown Figure 6-10 and in Figure 6-15 to ... 'i.r ..... ·a 6-21 , 
\.I""""'U fit the 
statistical measure of how successful the 
the CO(;mll::lellt 
Equations calculating are 
is employed. 
explaining the variation 
III 
IS aeltIlle~a as ratio the sum of squares 
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definitions, 1<_<'l'1nn,,£1 can on any value between 0 and 1, 
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in your 
data about flvp,rfl~rp If you increase the 











not improve. Note it is possible to a negative R-square for equations that do not 
C(}lUairn a constant term. is as the proportion of variance by 
the fit, and is actually worse than just fitting a horizontal line, then is 
negative. In case, R-square cannot be IY"'VYlln'IPfJ as the square C01Tel'allon. " 
ver.6.5 
Because determines the data to the plotted curve, we can 
error for combined 
its effect on measured properties 
Table illustrates R-squared 






Table 6-18 - R for stick and slide 








the fit does not correspond to experimental IS as a the wide 
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Figure 6-22 - Understanding the Tangential coefficient of restitution 
In Figure 6-22, plot of % Offset vs. the data obtained for the beta in the calculations for 
steel at high height setting as an example is illustrated. Upon examining the graph, it is 
clear that the significant correlation contributed by the R 2 between the predicted and the 
response values indicates that this region, in particular the fJ, has a significant error. 
Referring to Maw et al [29] in Chapter 2 - Evaluation of the contact model, /3 is defmes 
as the rolling contact at the contact point, where it is continuously either sliding or 
sticking. In other words, this region is highly unstable, therefore the wide scatter in the 
sticking region. 
The tangential restitution is equated as: 
/3 = _ -'---.( n_x u---,-' )
(nxu) 
Equation 6-32 
Given that normal n and tangent t vectors are orthogonal to each other, therefore 
Equation 6-36 can be rewritten as: 
(t. u') 
/3=--












tangential is merellore the ratio of and post- m the 
wide scatter in sticking can be attributed to 
velocities Ull'~"'U.VH. The Y.Ul.lVlli:> for If/I and 1f/2' are given in 
6-34 and .LI"'I''''''~.V'' 6-35. of these constants are graphed respect to 
contact offset as shown Figure 
_ (u·t) 
lffJ = --- 6-34 (u.n) 
(u·n) 
Equation 
Therefore the angle 
Equation 
Equation 6-37 
The Equation 6-30 is to Equation 6-37 Foerster et 
value is not describing in the 
Therefore is reinstated to the 
plot of non graph tow slopes, one 
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Figure 6-23 - '1/1 '1/2 and tangential restitution plots vs. offset 
It is assumed that the tangential component in Equation 6-34 and Equation 6-35 
contributes to the scatter for direct impacts but its effect is masked by the normal 
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Figure 6-24 shows the unstable region for the steel balls at high height setting. If we 
assume the blue line indicates the linear fit of the collisions which are in sliding, and the 
red line indicates the linear boundary for the collisions which are sticking, then the data 
between the two lines are all the points which are in transition or highly unstable 
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Sticking commences to 
the periphery, sliding 
begins at the centre 
Event 2 
Sticking collapses at the 
periphery, as the sliding 
between the contacts 
grows. Eventually the balls 
pari with sticking at the 
centre 
Event 3 
Figure 6-25 - Schematic of the Hertzian theory of contact 
Figure 6-25 illustrates the schematic of the Hertzian theory contact. Details of the contact 
are described in Chapter 2 - Evolution of the contact model. To understand the 
instabi lity of the sticking region for the tangential restitution, the Hertzian theory of 
contact can be used. Based on the theory and referring to Figure 6-25 the following can 
be assumed: 
e Event i : Beginning of direct contact, sticking occurs between the contacting 
surfaces. Contact areas are represented by the grey circ les. 
e Event 2: During contact, the deformation caused on both balls, changes the 
contact area. A periphery of sticking occurs with sliding at the centre. 
e Event 3 : Once the both balls have reached maximum deformation, restitution 
takes place. This is where the periphery of sticking collapses as the sliding area 
increases. At the same time sticking occurs at the centre. 
The classical approach to impact, states that during collision, the angles of incidence and 











stick region is highly erratic; especially the tangential restitution is continually changing 
between stick and slip. Figure 6-26 illustrates examples of collision events based on 
varying slip conditions. 
1 i:;;;; r 
n , 
~' , , 
i = incidence 
r - reflection 
fa'" apparent reflection 
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Figure 6-26 - Angles of incidence and reflection orientations 
The following scenarios are described to define the various possible types of collisions: 
• Scenario 1: For a classical impact, the angles incidence and reflection are equal, 
the normal about the contact point is perpendicular, and there is no post spin after 
collision. 
• Scenario 2: For contacts that experience stick during collision, it is assumed that 
angle of incidence and reflection are not equal and this promotes spin post 
collision. 
• Scenario 3: For collisions that expenence stick-slip-stick, it is assumed that 
instantaneous contact is sticking then sliding and sticking and finally depart with 
spin. For this case, it can be concluded that at initial contact coeffiiecient static 
friction is promoting stick, and then proceeds to kinetic friction. Because the 
initial contact angle is small, the colliding ball loses kinetic energy as heat and the 
kinetic friction is overcome by static friction which causes the ball to depart from 











• Scenario 4: For large contact angles, the collision is assumed to be pure sliding. 
Therefore the contacting surfaces are only governed by the kinetic friction. 
This collision history provides high instability in the tangential direction. Kharaz et al 
[31] refer to this as the effect the tangential compliance. Therefore the wide scatter in the 
sticking region is attributed to the rate of growth of the sticking periphery and collapse, 
which is an effect ofthe tangential compliance. 
6.3.3 Material Interaction properties 
Material interaction properties are presented in Table 6-19. Statistical analysis was 
conduced on the calculated data for all the tested materials using the technique presented 
in Section 6.3.2. 
Table 6-20 illustrates the relative velocities about the normal and tangential directions. 
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6.3.4 Material Interaction Comparisons 
Tangent 
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Figure 6-29 - Non dimensional constants compared for Teflon ball bearings at 
various heights 
From the graphs presented in Figure 6-27 to Figure 6-29, the comparisons of the non 
dimensional constants for the varying heights indicate clear dissimilarity. There is 
considerable difference for the steel and ceramic ball bearings. Teflon's non dimensional 
constants seem similar to each other. It can be assumed from the observations that the 
shiny materials such as the steel and ceramic ball bearings behave differently to materials 
with a rougher surface such as Teflon. The noticeable differences are in the sliding 
regions for both steel and ceramic ball. It can be concluded that materials with shiny 
surfaces may have an increase in friction for increasing velocity, whereas rough the 
material's friction remains unchanged. 
Based on these observations the following assumptions can be drawn for the steel: 
• High impact velocities decrease the gradient of the characteristic Psi graph in the 
sliding region. This indicates that a high impact velocity reduces the contact 











• It may be inferred that the coefficient of nonnal restitution in the sticking region 
wi II increase with increasing velocity. 
Given these assumptions above, the nonnal restitution and friction values for the varying 
heights can be compared as a function offset. These graphs are illustrated in Figure 6-30 




























• . --.~ . k~.~· • • ••• •• 
• 
• 
,. •• ...A.j • #.. .~ 
.~":". ~-• • • • 
.~ 
• • .high 
• • . .: .. . .. ~ ..• .. • inter low 
• • 
+-~L-____ -' ___ ~ ____ ~I ___ ~ __ -' ___ ' _____ -, ________ ~ 
0 20 40 60 80 100 
% Offset 










• • • • • • ,~ • • • • • • • • • •• • • • •• • • • • • • • • • • • • • • • 


































• • • • •• • • • • •• • • • •• • • • •• • •••• • • • • • • .. " • • • • • 0.2 • 0 
0 20 40 60 80 100 
% Offset 
Figure 6-32 - Coefficient of Normal restitution for Teflon 
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The plots in Figure 6-30 to Figure 6-32 indicate that the steel and ceramic balls behave 
considerably differently to Teflon. It is observed that the coefficients of restitution of 
both steel and ceramic decrease with respect to the impact velocity, where the coefficient 
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DEM Comparisons and Testing 
chapter focuses on testing models in """"'OTO Element Method (DEM) 
utilising the measured interaction nmf'an'1.el,o.rs tested models ,,'<.,tU"'''' the '''''.r',u/<' 
damping model found in Particle Flow and a of standard Models 
7.1 Approach to Testing OEM 
numerical HI,,'U,",I" in DEM must follow a routine which is 
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~uv .. n .• be rer)eatea with similar .... VIIUl; .. Vll" 
mid-air to 
extract " .. ' ... .,."nv,,, ....... F, material 
IDlleraC1l()ns nrt""",rtH>" for lmpa(;l velocities, P'!""'rt"ly,(f to the hypothesis 
Applying measured material interaction nn'TlVYl in DEM should improve 
the To test the 
such as ceramic and Teflon are incorporated into and against binary 
the can the cannot test how 
cope with varying conditions, Therefore experimental conditions were set up as 
comparative tests DEM the were CO]][}palrea 
• Post- collision velocities are compared 
collision velocity) 
164 










• Offsets between the two particles are changed to achieve a range of collisions; the 
collisions range from sticking conditions to complete sliding conditions. 
This methodology is illustrated in a flowchart in Figure 7-1, where the highlighted 
boxes indicate the experimental stage and their corresponding components such as 
particle velocities for both Ball I and Ball 2, and measured material interactions for 
different materials. The red boxes describe the DEM testing phase where a variety of 
models can be tested. Finally, the green box highlights the comparison stage, where the 












Figure 7-1 - Testing procedure 
DEM is tested in two separate packages. Firstly we test the outputs DEM in a 
commercially available software package cal1ed Particle Flow Code (PFC) supplied by 
Itasca. Secondly, we test the DEM in an in-house model tester encoded in Delphi and 











7.2 Predictions using PFC 
For preliminary tests , the values obtained for the material interaction properties were 
tested in the viscous damping model (VDM) found in the Particle Flow Code (PFC) 
package distributed by Itasca. Figure 7-2 below illustrates the schematic of the collision 
and conditions which are set in PFC. Conditions such as offset, pre-velocities of both 
particles, initial height and step time of the simulation are inputs, and outputs are post-
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was nn~seme:a in Chapter 2 Discrete 
Equation 1 
a is the fraction of damping (a would mean an undamped "W",ff""TTl and a 
mean a 
Where 
2m(fJ :;;;:: Equation 2 
is the critical ,","US.uVLUf'", constant, m reduced m ss of corna(;nnlg pair, (fJthe 
natural frequency of K 11,S spring "UJLLU'''''''' 
",,,,,e,,,",,,. Damping can be to a restitution 
(normal tangential) 
Equation 3 
tests balls were In PFC. damping 
t<:'l'1rr.T" were applied for the various impact ""iV'VU"",.,. Table 7-1 below illustrates the 











Vel. Initial Initial e fJ J1 K Density an as n,S 
Velocity Velocity 
B1 B2 
High 4.31 2.75 0.75 0.58 0.041 3 .14e I 0 7800 0.09 0 .17 
Inter 3.08 2.28 0.58 0.43 0.107 3.14e 10 7800 0.17 0.26 
Low 2.95 2.50 0.22 0.71 0.250 3.14e 10 7800 0.43 0.11 
Table 7-1 - Material input parameters in PFC (steel) 
The method of testing is a measure of checking the variables between DEM and 
Experimental velocities. Here the various post- collisional velocities are compared for 
varying impact velocity settings; that is for the coefficients of normal and tangential 
restitutions and friction which were measured for the various height conditions. The 
combinations presented in Table 7-2 for the low, intermediate and high drop velocities 
and the associated material property settings are tested. 
Test Particle Mat. Prop. Mat. Prop. Mat. Prop. Vel. 
(High) (Inter) (Low) 
I B I X - Velocity X X X High 
2 B I X - Velocity X X X Inter 
3 B I X - Velocity X X X Low 
4 B2 X - Velocity X X X High 
5 B2 X - Velocity X X X Inter 
6 B2 X - Velocity X X X Low 
7 B I Y - Velocity X X X High 
8 BI Y - Velocity X X X Inter 
9 BI Y - Velocity X X X Low 
10 B2 Y - Velocity X X X High 
I I B2 Y - Velocity X X X Inter 
12 B2 Y - Velocity X X X Low 











Comparisons are made between experimental and simulated horizontal (X) and vertical 
(Y) velocities, immediately after collision, for Steel ball bearings impacting at different 
offsets. Figure 7-5 to Figure 7-16 compare experimental and DEM results using a 
viscous damping model (VDM) for high, intennediate and low impact velocity settings 
for each ball. Lines are polynomial fits to the data to show the trends of the compared 
data. 
The simulated DEM outputs are shown as a dotted line and the experimental results with 
an approximate error bars from Table 7-3 are shown as a solid line. The derivations of 
these propagated errors are presented in Chapter 6 - Error propagation. The offsets of 
the ball collisions are shown as a percentage, where 0% indicates a direct or sticking 
impact and 100% indicates a grazing impact. Therefore the impacts range from sticking 
to sliding. 
Material X Velocity Error Y Velocity Error 
Steel 22% 5% 
Ceramic 45% 5% 
Teflon 55% 5% 
Table 7-3 - Percentage Errors for Velocities 
EXP poly fit 
- - - - OEM high material prop. poly. fit 
- - - - OEM inter material prop. poly. fit 
- - - - DEM low material prop. poly. fit 
Figure 7-4 - Legend for graphs 
Figure 7-4 illustrates the coloured legend used for the graphs. The experimental post-
collisional velocities are demarcated with a solid line, and the three material property 
settings with dashed Jines. Note that the high, inter, low material properties is the short 
























0 20 40 60 80 100 
% Offset 
Figure 7-5 - Exp. vs. DEM comparison Test 1 
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Figure 7-7 - Exp. vs. DEM comparison Test 3 












0 20 40 60 80 100 
% Offset 



























0 20 40 60 80 100 
% Offset 
Figure 7-9 - Exp. vs. DEM comparison Test 5 
Exp vs. DEM Ball2 (low) 
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Figure 7-11 - Exp. vs. DEM comparison Test 7 
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Figure 7-13 - Exp. vs. DEM comparison Test 9 
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Figure 7-15 - Exp. vs. DEM comparison Test 11 




fII - 2 .s 




0 20 40 60 80 100 
% Offset 
Figure 7-16 - Exp. vs. DEM comparison Test 12 
The following observations can be made from DEM vs. Experimental comparison in the 











DEM provides a reasonable '-"'-''-'''',",'' with the velocity 
• PFC predIcts the post velocities in the X to equal for both particles, 
data a slight variation is than the 
simulated 
their p'T1'~ruv 
This may related to slip between the two particles 
is not fully by the contact modeL 
• It seems in simulation, the mterrne(llalte property works 






• It is deduced a possible reason for poor predictions is the 
to model the L"""'F.,",JLUH.U .. "'-'1"+'.,,,", ... ;,,,,",, which "LI'_,",L.:> 
'''"1£'1''''"'''''<' in X direction. 
• F or predictions than 40% offset senm~s, the fails to 
this It is that the region commences this 
40%). 
material property ""LHU;;" have a sul)stantlal1) on 
for 
• The 
predicted in X direction, than in the Y direction. is a 
the given in X am~ctllon. 
respective property 
Table 7-4 their 1""."nPI-1'",'p 
input parameters are pn~semt:a Table 
shown Figure to 7-32. 
177 
materials and 
parameters are presented in 
7 -17 to Figure For the 
















Initial Initial e flo Ji Kn.s Density an 
Velocity Velocity 
B1 B2 
3.10 2.33 0.33 0.17 0. 101 3.14e1O 3284 0.33 
3.00 2.62 0.11 0.97 0.256 3.14e10 3284 0.57 
Table 7-4 - Material input parameters in PFC (ceramic) 
Initial Initial e flo Ji K n.s Density an 
Velocity Velocity 
B1 B2 
4.04 2.04 0.56 0.63 0.184 12.8e8 2122 0.18 
3.75 2.13 0.49 0.61 0.105 12.8e8 2122 0.22 
Table 7-5 - Material input parameters in PFC (teflon) 































Figure 7-17 - Exp. vs. DEM for Ceramic (intermediate height) 
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Figure 7-18 - Exp. vs. DEM for Ceramic (low height) 
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Figure 7-20 - Exp. vs. DEM for Ceramic (low height) 
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Figure 7-22 - Exp. vs. DEM for Ceramic (low height) 
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Figure 7-24 - Exp. vs. DEM for Ceramic (low height) 
Exp vs. DEM Ball1 (high) 
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Figure 7-26 - Exp. vs. DEM for Teflon (intermediate height) 
Exp vs. DEM Ball2 (high) 
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Figure 7-28 - Exp. vs. DEM for Teflon (intermediate height) 
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Figure 7-30 - Exp. vs. DEM for Teflon (intermediate height) 
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Figure 7-32 - Exp. vs. DEM for Teflon (intermediate height) 
As shown in the predictions for the ceramic and Teflon balls in Figure 7-17 to Figure 
7-32, it seems the sliding region is not predicted welL Therefore shiny materials with low 
friction surfaces such as steel and ceramic ball bearings and dull materials with high 
friction such as Teflon, behave similarly in the viscous damping model in PFC. The 
tentative conclusion that can be drawn from the mismatch of the experimental data and 
DEM predictions is that for the spring and dash pot Model, the shear springs and 
coulomb friction fail to predict the sliding or slipping interactions between particles. It is 
also possible that these models are not compatible with the analysis from Foerster et al 
[35] assumptions . 
To test deduction of sliding collisions which greatly affect the viscous damping model 
predictions, the spin of the Teflon balls is checked. Figure 7-33 to Figure 7-36 illustrates 
comparisons for experimental spin vs. DEM predictions for the teflon balls with high and 
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Figure 7-35 - Exp vs. DEM spin intermediate material property BaIIl 
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velocities are with a solid line the 
predications are u. .... ,'u,,· .... lines. error of ±7 were from 
the ± 4 deQree deviation in measured ~.>~_u_ rotations. The noticeable TT<31r",nf'P<: in 
for both sets clearly indicate the 
fails to "n.· .. pr·1"1 predict this region. For the conditions the DEM predictions 
settings as shown in 
(intermediate material 
over " ... ·">rI,,~1" for high UU.,UVlll, 
7-33 and Figure 7-34. 
"lV'''lWl''i>. It is the 
introduction of a single 
etrllm(muu effect on 
experimental 
to have a significant 
that erratically 
It was that 
value 
of the predictions. It is deduced 
damping 
The 
error bars, that the 
and 






and restitution, and have a substantial in the sliding 
due to energy sliding contact. This 
in the region. 
7.3 Delphi Interface - R Sarracino 
in-house model tester was R Sarracino (MPRU of 
The tester allows user to test a range contact models 
specifically for the two-body collision illustration of the 
shown in 7-37. 
The Model tester reproduces in-flight vVIUi>'lVU the for the 





a la Maw et al [29] and 1·<At'· ... .,1-'''' .. et al [35] 











.~ .- ';'" " 
~ 
'- ' 
S'I'lt t ,_ 
~ nt, .s -- n ... " 
Dllft.n •• ,. ...., 
CUMSI.f 
... --" ,~ , ,. 
_ .10 ,-. 
'" ..-' .... 
-x nv -_'." 'ON'"" 
• ~,--. [!I--. ~ .. ~~ 
Figure 7-37 - Sarracino Model tester in Delphi 
The effect of applying set of material of properties for the given heights is tested. The 
characteristic Psi graph is produced using the viscous damping model - spring dash pot. 
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Figure 7-39 - Exp vs. DEM Psi graph for high, inter, low material properties (steel) 
Figure 7-38 illustrates the non dimensional plots for the three material property settings 
in steel. It is noted that for decreasing material property settings, the trend shows that the 
Psi graphs decrease in gradient where the high material property plot has the steepest 
gradient. Comparing these predictions with the experimental results for steel as shown in 
Figure 7-39, shows that the predictions are the reverse of the experimental results. In the 
experimental results, the non dimensional plots increase in gradient in the sliding region 
for decreasing material property settings. The contrast in the behaviour of the graphs 
indicates that the viscous damping model fails to simulate the binary impact of particles 
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Figure 7-40 - Non dimensional plots for the four DEM models (steel) 
Figure 7-40, illustrates the comparisons for four DEM models. They are: viscous 
damping model or spring dash pot model; a modified spring dash pot model; bilinear 
model; and a model incorporating slip with no damping in the tangential direction. These 
modified and new models were written by Dr. R Sarracino. The comparison shown in 
Figure 7-40 for steel indicates that the models do not behave similarly to the 
experimental results, as indicted by comparison with the polynomials of the experimental 
data, indicating a clear failure of predictions in the sliding region. It is assumed that 
because of high polished surface of the steel ball bearings, they behave differently to that 
of rough surface materials. The poor correlation to smooth as oppose to rougher surfaces 
indicates that the DEM contact models do not adequately describe the slip-stick condition 











Figure 7-41, illustrates the comparison for the Teflon material. The experimental 
averages are shown as solid lines and the viscous damping model (spring dash pot) is 
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- Linear (Exp high) 
- Linear (Exp inter) 
Figure 7-41 - Exp vs. DEM Psi graph for high, inter, low material properties 
(ceramic) 
The compansons shown in Figure 7-41, indicate that agam the sliding regIOn IS 
incorrectly predicted. This is a clear indication that the tangential compliance is not 
modelled well in the sliding region. 
Figure 7-42, illustrates the comparisons made for four DEM models for the applied 
material interaction properties of Teflon. DEM models again fail to predict the region of 
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Figure 7-42 - Non dimensional plots for the four DEM models (Teflon) 
7.4 Summary 
• From the comparisons shown in this chapter, it can be clearly seen that the 
Models fail to predict experimental results in the sliding region. 
• This effect is clearly noticed in the simulations in the PFC for the X velocity. A 
tentative conclusion that can be drawn from the behaviour is that for the spring-
dashpot model the shear springs and coulomb friction fail to predict the sliding or 
slipping interactions between particles. 
• It is possible that these models are not compatible with the analysis from Foerster 
et af [35] assumptions, as shown by the poor predictions given in Figure 7-5 to 
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8.2 Conclusions and Recommendations 
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o Recommendation: Coating the particles with a luminescent paint should 
resolve this issue. But the high surface finish of the tested materials can 
prevent the luminescent coatings from adhering properly to the surface. An 
alternative solution is to diffuse the light displayed by the high intensity 
source (i.e. strobes) using a fluorescent screen. The images captured by the 
camera will be bright blurred spots of the highly reflective materials. Another 
solution would be to incorporate radar or an infra red camera instead of an 
optical camera as illustrated in Figure 8-1 which captures the images as high 







/ / 0 
o 
Figure 8-1 - Alternative to optical camera 
Observation: The experiments were difficult to reproduce; this was observed on the 
impact plots on the carbon paper. 
o Conclusion: Because the colliding contact area is small, aligning the particles 
precisely is difficult. Scatter is observed on the impact plane. Ideally this 
impact plane is parallel to the focal plane of the camera. The scatter can be 
affected by the initial drop height between the particles; as the height is 
increased the probability of impacting on the same contact point will decrease, 
plagued by factors such as air-drag. Air-drag has a large contribution to the 











and minor difference in surface properties can resu It in the ball drifting off a 
vertical path. 
o Recommendation: The source of the scatter is in the alignment of the 
particles and the type of material used for the test. Although, a suitable range 
of materials should be tested and incorporated into DEM, it is recommended 
that materials that are less dense, i.e. which can be greatly effected by air 
friction with regards to their size, should be omitted or replaced with larger 
diameters (larger diameter = denser material). Air-drag will always be a factor 
contributing to this experiment; therefore it is recommended that reducing the 
collision drop height (the height between the perpendicular field of view of 
camera and the quick release mechanism, as illustrated in Figure 8-2 to a 
nominal fixed distance and reduce the height between the landing stage and 
the quick release mechanism so that the angle of rotation of the real impact 
plane to the desired impact plane will be small thus showing a smaller scatter 
in the impact points of the balls on the landing surface. 
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as in Figure 8-3 to the pre-
been toolbox can 
now determine are Particle 1 2 
calculating the 01 stances between "u.'Ju'-'''IU'~H' HU""",",,,. Particle I 










infonnation that can be ascertained from thi s analysis IS the 
offset distance and its error between the Particle I and 2. 




Figure 8-3 - Automated image analysis process 
Once the pre- impact particles have been identified, the toolbox 
should now detennine the post-impact particles. To achieve 
this, the toolbox should calculate the relative distances / 
velocities (velocity calculated from the know strobe frequency) 
for Particle 1 and 2 in the Y component direction as illustrated 
in Figure 8-3. Because the collision of two particles conserves 











and for Particle 2 should increase post-impact. Since the 
"collision" of Particle 1 and 2 is not captured in the image, 
using the change in velocity is an adequate method to 
determine pre- and post- impact velocities. 
Finally, once all the pertinent information has been measured 
from the images, the automated toolbox will extract the 
material interaction properties using the Foerster et al [35] and 
Maw et al [29] techniques. 
Observation: It was observed that impact time is not measured in the experiment. 
o Conclusion: Impact time of the two particles is a critical component that 
cannot be measured using the experimental setup and technique. From the 
impact one could extract the impulse of the collision or the force of impact 
over the collision time. 
j J Mic 
5 A 
co 4 1\ 3 2 
Acoustic signal 
Figure 8-4 - Acoustic microphones to determine the collision 
o Recommendation: As illustrated in Figure 8-4 the use of non contact sensors 
such as acoustic microphones can determine the time of impact. The acoustic 











duration of the impact, where this 1S an unknown factor m the current 
experimental setup. 
Synchronising with the strobe timing could give an accurate time of collision, 
relating directly to the filmed images. 
8.2.2 Experimental Results: 
Observation: The results exhibit a scatter in the data, despite extreme care in the setup 
and measurement. 
o Conclusion: The sources of scatter result from errors in the image analysis 
technique and the technique employed to determine the pre- and post- impact 
velocities. Because the collision of the two in flight particles occur in a small 
contact area and the collision event is not captured on the photographic 
images, unknown intrinsic errors such as particles not impacting on the same 
impact point for each drops could promote to the scatter in the data. 
o Recommendations: Because the accumulated data has scatter, it is 
recommended that selective statistical analysis on the data is applied. This 
involves discarding data points (outliers) which can contribute to the 
significant overall error of the calculated material properties and estimating 
their influences on the estimated average calculated valves. Other efforts to 
reduce the error in results are to employ the automated technique which is 
described in the experimental setup section above. 
It is assumed that large portion of the scatter in the data is unavoidable and it 
is an intrinsic property of the binary impact of two materials. It is 
recommended that a more rigorous calculation routine is developed to reduce 
the scatter in the calculated data. Because the measured material interaction 
parameters are used in DEM and the scatter in the data is unavoidable, it is 
recommended to include a statistical distribution of the scatter per interaction 
parameter in the numerical models in DEM to give a better prediction for the 











Observation: Deriving the material interactions properties of the colliding particles using 
the Non-dimensional constants gives difficulty in assessing the sticking and sliding 
regions in the graph due to experimental scatter. 
o Conclusion: This is a significant problem with collisions of two particles in 
free fall. Previous authors, who conducted similar experiments, stepped away 
from this type of experiment because of its instabilities. 
o Recommendation: Because the accumulated data exhibits significant scatter, 
it is recommend that the data is compared with a static condition. As 
illustrated on Figure 8-5 repeating the experiments with impacts on a fixed 
particle may give a good estimation of the two distinct sticking and sliding 





Figure 8-5 - Fixed particle condition 
Observation: The technique used to derive the pertinent material interaction properties 











o Conclusion: Friction is a major contribution in the sliding region; it can be 
argued that applying one friction in the numerical models will be insufficient 
to correctly model the sliding behaviour. The limitation is in the mathematical 
technique employed Foerster et al [35] Kharaz et al [31] and Maw et af [29], 
they all assume the friction extrapolated from the Non dimensional plots is an 
average value of static and kinetic friction. 
o Recommendation: To resolve this issue, it IS recommended that the 
experimental technique utilised to justify Foerster et al [35] should be 
readdressed. It is well known that the kinetic friction is a function of nonnal 
and shear force. In Foerster et af [35J analysis friction is a component of the 
Impulse about the nonnal vector as given in Equation 8-1, and angle e is the 
angle between the nonnal n vector and impulse 1. The schematic of the 
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It is hypothesised the output from of the form 











a, and time b represents vibration signal from frictional sliding. Based on the plausible 
assumption (hypothesis) described earlier, a simple relationship between the vibration 
signal for time b and the onset of dynamic friction can be drawn. Other pertinent 
information which may arise from this experiment is a test of the assumption of the 
existence of a slip-stick region during collision. It has been shown in the experimental 
results for the stick regions, the tangential restitution had significant scatter in the data. In 
the literature the assumption is presented that the tangential restitution is highly unstable 
and continuously changing due to the slip-stick phenomenon, and this experiment could 







Figure 8-8 - Impact signal on Hopkinson bar 
8.2.3 Discrete Element Method vs. Experiment Comparisons 
Observation: Comparisons made between the DEM and experimental results of the 
relative velocities show that the viscous damping model in PFC fails to correctly predict 
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8.3 Summary of conclusions and recommendations 
• Specular reflection on surfaces makes it to 
the overall shape ofthe 
• In-flight are difficult to reproduce. 
• It is recommended ffi1age be 
developed to errors and process numerous 
• To the collisions, 
microphones are 
• Statistical can be used to discard any data. 
• Despite to in the experiment, scatter is persistent in 
the 
• Scatter in is an intrinsic property 
• Onset of scatter is unavoidable in the data. 
• It is ,",""UUH"''''''~'~ that the analysis of ""","",""," et should readdressed. 
• It is sliding is an effect of the • ...,..,;;, ...... compliance, which is a 
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Drawings of the centering block 





























Figure 10-2 - Runner for the nylon block 
Digital Micro 
S~pport bracket 














Figure 10-4 - Nylon centering slider 
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Figure 10-6 - Assembled view centering block (front view) 














____ - Reslslance 
spring 
Figure 10-8 - Assembled view centering block (side) 























Figure 10-10 - Quick release mechanism assembled view 











Figure 10-12 - Mechanism arm retracted 











Drawings of the support structure 
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Figure 10-19 - Assembled structure 











Figure 10-21- Degree of freedom for the camera support 
Equipment details 
Micrometer 
Figure 10-22 - Mitutoyo digital micrometer 
Description Range Accuracy 
MITUTOYO Digimatic Depth 













Figure 10-23 - GNS MFS0130 Digital LED Strobe 
Description Range Accuracy 
Strobe GNS MFSOI30 
300 - 999 Rpm ± 1 Rpm 
Digital LED Strobe 
Relay Board - 24 Volt 
Relays are electrically controlled switches. In the type used for this project, a coil pulls 
in an armature when sufficient coil current flows . Figure 10-24 below shows the relay 

















Figure 10-24 - 24 V relay board 
The relay is energised by a 24 Volts DC power supply with a maximum current of 30 
rnA. The opto-isolator (also known as opto-coupler) is an LED emitter combined with a 
photodetector. The opto-isolator allows signals to be sent between circuits while keeping 
the circuits completely isolated from one another. This relay board is used to read data 
into the parallel port of the cell controller and to control the operation of the pneumatic 
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Figure 10-25 - Circuit diagram of relay board 
A green LED lights up to indicate the presence of the 24 V supply voltage. The contacts 











(TTL) causes the opto-isolator to start conducting. The latter, in tum, turns on the 
transistor (MPSA 13) and the red LED switches on indicating that the relay has been 
triggered. The relay contacts now switch position. The 'normally closed' (N/C) becomes 
open circuit while the 'normally opened' (N/O) closes. Output is between the 'common' 
(COM) and 'normally opened' (N/O) contacts. This output can now be used to connect 
to the input lines of the parallel port of a computer and to operate the pneumatic solenoid. 
As soon as the power is removed, the red LED switches off showing that the contacts 
have gone back to the 'normally closed' position. 
Digital camera 
This list, supplied by Nikon Europe 
• 6.1 effective Mega Pixels rendering 3,008 x 2,000-pixel images 
• Compact and lightweight (weighs approx. 700gl24.7 oz.) 
• Low-noise CCD sensor 
• 3D Digital Matrix Image Control for precise exposure control, adaptive auto 
white balance and optimal colour accuracy 











• colour modes offered for different workflow 











• Optional Multi 
alkaline) 
capability_ 
processing provided by new one-chip 
of 114,000 sec. and flash sync up to 80 sec. 
1.1 interface for quick computer C01[lm~CIllon 
can displayable in viewfmder 
the LCD monitor 
cards Type I and II including 5 
(supplied) enables easy transfer and """""'''' of 
includes rudimentary RAW manipulation 
'--'UIJCUll"-' 3 for excellent image management and 
Pack MB-DIOO accepts six L5V LR6 
",U'"M"''' or one or two Li-Ion batteries for extended shooting 
mem  recording/playback function, vertical shutter 
Command start button and a 10-












Figure 10-26 - Festo Standard Piston 
Description Range Pressure 
Piston DNC-32-200-PPV-
200mm stroke 6-12Bar 
A 















Software Code in Qbasic 
CLS 
LET X = 0 
PRINT "TEST" 
OUT &H378, 0 
GOSUB DELA Y1 
PRINT "DELAY DONE" 
OUT &H378, 1 
GOSUB DELA Y2 
PRINT "DELAY DONE" 
OUT &H378, 2 
GOSUB DELA Y3 
PRINT "DELAY DONE" 
OUT &H378, 4 
235 
Pressure 











PRINT "DELAY DONE" 
OUT &H378, 0 
END 
DELAY1-
LET X= 0 
10 LET X:::: X + 1 
PRINT X 




20 LET Y Y + 1 
PRINT Y 
IF Y 100 THEN RETURN 
GOT020 
DELAY3: 
LET Z= a 
30 LET Z;:::;: Z + 1 
PRINT Z 
IF Z ;;;;; 50 THEN RETURN 
GO TO 30 
to run change Y 
Appendix C 
Software code in Matlab 
to control 
% Calculate the coefficient of restitution from test 
% Assumptions of no spin before 










% Particles are 
% ------------------------------------------------------------
% clear all; 
% close all; 
% clc; 
0/0 -----------------------------------------------------------
% Data entry 
radius1 
radius2 == 4.075; 
density1 == 7800; 
density2 =: 7800; 
mass1 (4/3)*pi*(radius1 A3)*density1 
mass2 =: 
inertia1 ;;;: mass1 )A2)/10 
inertia2 
For i 1:132; 
Offset == collisions(8,i); 
linearVelocity1Pre == [0; collisions(1,i); 0] 
linearVeiocity2Pre collisions(2,i); 0] 
1\1I;;"'~rlT\I Pre [0;0;0] 
rotationaiVeiocity2Pre [0;0;0] 
linearVelocity1Post;;;: [collisions(4,i); coilisions(5,i); 0] 
[collisions (6, i); 0] 
[0;0;0] % do not need to be measured 
rotationaiVeiocity2Post ;;;: [0;0;0] % do not need to be measured 










+ %for angle theta 
anglegamma :::: angle2to1 + (pi!2) % for angle gamma 
nX = -1 *cos(angle2to1)' 
nY )' 
n:::: [nX, 0] 
tX::::: -1*sin(angle2to1) 













}, 'Particle 1') 
plot( contactPoint(1 ).contactPoint(2), 'r"') 
'Contact point') 
plot([contactPoint(1);contactPoint(1) + nX*radius2] , [contactPoint(2);contactPoint(2) + 
nY*radius2]) 
















% Main Section 
% calc 
gPre (IinearVelocity1Pre - linearVelocity2Pre) 
% extrapolate linear velocities to determine collisional 
impulse1 mass1 * (linearVelocity1Post - Pre) 
::: -1 * mass2 * (linearVelocity2Post - IIn"'-..n1,,,",'lrIlV/I-FP 
impulse Mean (impulse1)% + impulse2) I 2 % danger danger check 
deltalmpulsiveSpin::: -1 , impulseMean) 
rotationaiVeiocity1 Post::: )). (1'::'lt<>lm,n"""'/P',."non 
rotationaiVeiocity2Post (1/(inertia2/radius2)). *deltal mpulsiveSpin 
rotVel1 (i, 1) dot( (rotationalVelocity1 Post),(rotationaIVelocity1 
rotVeI2(i, 1) ::: rlntHrr\t<:>tinn<>l\I 
reducedMass::: 1/«1/mass1) + (1/mass2)) 
::: gPre + «7/(2*reducedMass))*impulseMean) -
«5/(2*reducedMass) )*n *dot(impu IseMean, n))' 
Psi1(i,1)::: -1*dot(gPre,t)/dot(gPre,n) 
) ::: -1*dot(gPost,t)/dot(gPre,n) 
normV:: dot(gPre,n) 
tanV dot(gPre,t) 
restN(l,1) -1*( dot(n,gPost))/( dot(n,gPre)) 
modcross 
Relvelnorm(i,1) abs(dot(gPre,n)) 











friction(i,1) == magmodcross/(dot(n,impulseMean» 
beta(i, 1) ;;: -1 *(cross(n,gPost))/( cross(n,gPre)) 
symbol(i,1) sign( dot(gPre, t)) 
NewPsi2(i, 1) ;;: Psi1 (i, 1) - +restN(i, 1 )}*friction(i, 1 )) 
Yint(i,1) «7/2)*( 1 »*friction(i, 1 )*symbol(i, 1)) 
NewPsi 1 (i, 1) ;;: Psi2(i, 1 )/beta(i, 1) 
CHAIn,'::,."" 1) 1 - «7/2)*(1 +restN(i, 1 »*friction(i, 1 )"'symbol(i, 1 (i, 1) 
1) ;;: «7/2)*(1 +restN(i, 1 ))*friction(i, 1 )"symbol(i, 1» 
figure(2) 
hold on; 
plot([O;gPre( 1 )],[O,gPre(2)],'r') 






Matlab function to 
"collisions" . 
Appendix D 
Software code in 
ball on ball collision 
; by Chandramohan 
MPRU 












set == 1 e-6 ,initial when no contact is detected 
set dt max == 1e-6 ; max allowable time-step 
set pinterval=30 ;plot update interval 
set emf ;hardcopy output is emf 
set hist_rep=1 0 ;interval at wich the history variables are monitored 
call fishcall.FIS routine names at which PFC can be 
;during 
define initialParamaters 





(lPIr'lpr'::ltp the wall 
;wall id 1 kn = 1e6 ks 1e6 fric 0.067 node .0,0.2) (1 
... o,."or..,'" the ball 
ball id == 2 x ° Y = 0.30 rad = 0.00315 
range name y(O.2 , .4) 
n,.nnart., yv == -2.59835945 xv Orange 
ball id = 1 x -0.004413857 y = 0.31 rad = 0.00315 
range name 














plot create mainView 
plot add wall black 
plot add ball yellow 
ball id on 
plot show 
history id 1 ball xp id= 1 
history id 2 ball xp id:;;2 
history id 3 ball yp id=1 
id 4 ball yp id=2 
history id 5 ball xv id=1 
history id 6 ball xv id==2 
history id 7 ball yv id=1 
kn=12.8e8 ks=12.8e8 fric=0.031 
id 8 ball yv id==2 
history id 9 ball sp id==1 
history id 10 ball sp id==2 
create unbalancedForce 
;plot add history 1 
;p/ot add 2 
;plot show 
------------_ ....... _----------, 
--------------------------, 
set grav == 0 -9.81 
call ContactDampingModel.dat 
cycle 50000 












Propagation of Errors 
Data WO"11u'tUl.",, and Error Analysis the physical . Philip R Bevington 
""eVU<.-tU.,::; professor of Physics, University. 
Formulae error propagation: 
Addition Subtraction: 
If Yis B constants x and z: 
Y xA±zB 
Then, =xIM/+z/MI 
Multiplication and Division: 
Y is weighted product of A B for constant x: 
Y ±xAB 
Then, L\.Y = 
Powers: 










Y = ±XA±B 
Then, llY = Y ~(B ~)' 
Exponentials: 
If Y is obtained raising the natural base to power A for constants x and y: 
Y = ±xe±yA 
Then, L1Y = Y(y&4) 
Appendix F 
Binary Collision Data 
Ball1 Ball2 
VPre VPost(x) VPost(y) Offset VPre VPost(x) VPost(y) 
4.26 0.03 3.47 0.51 2.72 0.10 3.60 
4.40 0.13 2.96 1.17 2.86 0.18 4.41 
4.37 0.06 3.06 0.65 2.90 0.12 4.43 
4.05 0.09 3.05 0.61 2.76 0.15 4.41 
4.27 0.09 2.91 0.76 2.65 0.07 3.84 
4.35 0.06 2.91 0.58 2.81 0.06 3.76 
4.27 0.06 2.93 0.50 2.71 0.15 3.83 
4.40 0.14 3.03 0.95 2.83 0.17 4.40 
4.29 0.13 2.95 0.84 2.77 0.09 3.64 
4.41 0.10 2.99 0.84 2.84 0.18 4.28 
4.39 0.13 3.01 0.78 2.87 0.15 4.41 
4.36 0.14 2.92 0.78 2.77 0.08 3.88 
3.87 0.10 2.99 0.67 2.83 0.08 4.38 
4.37 0.15 3.00 1.09 2.84 0.13 4.40 
4.32 0.13 2.99 0.96 2.80 0.11 4.36 
4.44 0.19 2.97 1.41 2.82 0.13 4.27 
4.38 0.20 3.07 1.28 2.90 0.16 4.39 
4.39 0.20 2.99 1.08 2.84 0.12 4.38 
4.44 0.19 2.97 1.41 2.82 0.13 4.27 











4.39 0.20 2.99 1.08 2.84 0.12 4.38 
4.34 0.18 2.99 1.50 2.98 0.18 4.38 
4.38 0.19 3.02 1.23 2.86 0.16 4.39 
4.35 0.20 2.99 1.06 2.76 0.17 4.36 
4.32 0.21 3.02 1.22 2.80 0.19 4.38 
4.35 0.16 3.02 1.16 2.80 0.14 4.41 
4.36 0.20 3.02 1.39 2.80 0.17 4.40 
4.27 0.22 3.03 1.28 2.75 0.17 4.36 
4.33 0.21 3.01 1.47 2.79 0.21 4.33 
4.31 0.21 2.97 1.64 2.73 0.17 4.29 
4.28 0.21 2.99 1.36 2.79 0.21 4.35 
4.36 0.20 3.01 1.65 2.75 0.24 4.36 
4.32 0.25 3.02 1.17 2.65 0.22 4.34 
4.42 0.26 3.01 1.96 2.75 0.24 4.36 
4.32 0.28 2.98 1.87 2.73 0.24 4.31 
4.30 0.24 2.97 2.07 2.72 0.25 4.27 
4.27 0.28 2.94 1.85 2.67 0.23 4.25 
4.29 0.28 3.05 2.17 2.73 0.24 4.32 
4.34 0.26 3.08 2.13 2.79 0.28 4.36 
4.35 0.30 3.06 2.11 2.77 0.30 4.30 
4.33 0.33 3.07 2.27 2.74 0.31 4.28 
4.39 0.27 3.14 2.04 2.78 0.27 4.42 
4.26 0.32 3.13 2.60 2.71 0.28 4.34 
4.29 0.36 2.99 2.53 2.72 0.16 3.75 
4.32 0.32 3.08 2.17 2.80 0.29 4.26 
4.29 0.31 3.08 2.55 2.60 0.33 4.33 
4.26 0.29 3.01 2.46 2.65 0.14 3.39 
4.30 0.33 3.04 2.31 2.70 0.25 3.98 
4.23 0.38 3.07 2.61 2.72 0.35 4.27 
4.33 0.38 3.07 2.64 2.76 0.33 4.27 
4.29 0.35 3.10 2.55 2.71 0.38 4.27 
4.28 0.39 3.14 2.21 2.65 0.35 4.28 
4.22 0.43 3.06 2.85 2.64 0.36 4.21 
4.26 0.35 3.12 2.75 2.71 0.38 4.21 
4.25 0.35 3.12 2.75 2.74 0.38 4.22 
4.26 0.39 3.10 2.66 2.70 0.35 4.27 
4.27 0.42 3.11 2.98 2.73 0.42 4.20 
4.30 0.41 3.16 3.13 2.73 0.41 4.23 
4.24 0.43 3.13 3.16 2.69 0.41 4.20 
4.33 0.43 3.06 3.03 2.70 0.39 4.20 
4.27 0.43 3.15 3.04 2.71 0.41 4.23 
4.32 0.46 3.07 3.26 2.76 0.41 4.19 
4.41 0.44 3.16 3.17 2.69 0.41 4.25 
4.31 0.44 3.14 3.25 2.71 0.43 4.22 
4.26 0.41 3.17 3.23 2.68 0.43 4.28 
4.24 0.43 3.12 3.25 2.68 0.45 4.18 
4.26 0.50 3.21 3.79 2.71 0.46 4.16 











4.27 0.41 3.16 3.34 2.72 0.41 4.23 
4.26 0.45 3.18 3.46 2.67 0.45 4.18 
I 
4.27 0.47 3.15 3.51 2.68 0.44 4.17 
4.25 0.48 3.13 3.68 2.69 0.47 4.09 
4.32 0.52 3.19 3.59 2.71 0.42 3.97 
4.27 0.50 3.15 3.45 2.71 0.46 4.10 
4.26 0.50 3.19 3.89 2.70 0.48 4.08 
4.27 0.52 3.16 3.85 2.71 0.52 4.05 
4.29 0.54 3.20 3.78 2.69 0.47 4.17 
4.23 0.51 3.23 4.20 2.64 0.57 4.07 
4.28 0.54 3.25 4.02 2.71 0.51 4.11 
4.27 0.52 3.24 3.94 2.69 0.54 4.07 
4.27 0.50 3.23 4.01 2.71 0.53 4.13 
4.26 0.53 3.27 4.12 2.75 0.54 4.13 
4.28 0.54 3.25 3.86 2.69 0.52 4.13 
4.26 0.56 3.24 4.01 2.68 0.50 4.09 
4.28 0.56 3.29 4.08 2.80 0.54 4.10 
4.31 0.57 3.33 4.42 2.70 0.56 4.07 
4.28 0.56 3.21 4.37 2.70 0.55 4.08 
4.23 0.61 3.33 4.62 2.68 0.60 4.01 
4.25 0.63 3.30 4.67 2.70 0.59 3.93 
4.28 0.62 3.34 4.76 2.69 0.59 3.96 
4.27 0.59 3.29 4.52 2.67 0.58 4.02 
4.27 0.66 3.37 5.03 2.72 0.61 3.93 
4.32 0.63 3.35 4.73 2.77 0.58 3.97 
4.33 0.61 3.38 4.81 2.74 0.60 3.98 
4.32 0.58 3.34 4.39 2.76 0.56 4.05 
4.29 0.58 3.29 4.42 2.70 0.56 4.06 
4.27 0.57 3.28 4.30 2.71 0.55 4.08 
4.29 0.66 3.42 4.87 2.74 0.61 3.92 
4.30 0.66 3.43 5.17 2.73 0.60 3.88 
4.33 0.58 3.45 4.91 2.76 0.61 4.00 
4.34 0.65 3.49 5.20 2.78 0.65 3.94 
4.30 0.65 3.42 5.17 2.74 0.65 3.92 
4.35 0.64 3.45 5.17 2.86 0.64 3.94 
4.32 0.68 3.71 6.00 2.74 0.62 3.64 
4.32 0.70 3.61 6.00 2.79 0.65 3.82 
4.33 0.68 3.63 5.97 2.74 0.68 3.74 
4.34 0.68 3.66 5.90 2.78 0.64 3.81 
4.33 0.68 3.62 5.72 2.79 0.67 3.83 
4.27 0.69 3.52 5.83 I 2.68 0.65 3.77 
4.28 0.66 3.65 5.77 I 2.73 0.67 3.72 
4.38 0.67 3.81 6.46 2.80 0.65 3.64 
4.31 0.67 3.88 6.49 2.77 0.62 3.56 
4.34 0.66 3.66 5.79 2.79 0.64 3.83 
4.37 0.70 3.72 6.15 2.76 0.65 3.70 
4.33 0.67 3.76 6.14 2.76 0.65 3.67 











4.34 0.69 3.75 6.31 2.78 0.65 3.64 
4.27 0.66 3.82 6.53 2.74 0.66 3.64 
4.32 0.68 3.81 6.47 2.76 0.65 3.56 
4.33 0.69 3.83 6.59 2.79 0.64 3.61 
4.36 0.64 3.95 6.96 2.78 0.64 3.51 
4.31 0.65 4.06 7.14 2.78 0.59 3.45 
4.33 0.56 4.09 7.41 2.82 0.57 3.35 
4.34 0.64 3.91 6.96 2.80 0.65 3.56 
4.33 0.65 3.94 6.87 2.76 0.64 3.48 
4.31 0.62 3.98 7.19 2.79 0.63 3.44 
4.33 0.47 4.20 7.85 2.78 0.48 3.21 
4.37 0.41 4.33 8.18 2.83 0.40 3.18 
4.40 0.54 4.23 7.69 2.85 0.52 3.38 
4.37 0.52 4.20 7.79 2.82 0.50 3.31 
4.38 0.40 4.33 7.91 2.81 0.41 3.17 
4.36 0.39 4.32 8.14 2.79 0.39 3.13 
Table 10-1 - Steel Ball (high velocity drop) 
Ball1 Ball2 
VPre VPost(x) VPost(y) Offset VPre VPost(x) VPost(y) 
3.48 0.03 2.95 0.77 2.79 0.05 3.58 
2.94 0.02 2.41 0.65 2.34 0.03 3.19 
3.08 0.08 3.17 0.92 2.34 0.08 3.34 
2.85 0.06 2.45 0.96 2.33 0.10 3.15 
2.95 0.05 2.26 1.47 2.14 0.08 3.05 
2.45 0.11 2.33 1.37 2.20 0.04 3.04 
2.98 0.16 2.27 2.09 2.22 0.15 2.84 
2.94 0.14 2.32 2.35 2.01 0.16 2.97 
3.12 0.13 2.53 1.86 2.30 0.15 3.21 
3.08 0.22 2.53 2.74 2.34 0.15 3.16 
3.10 0.21 2.52 2.21 2.22 0.15 3.13 
3.08 0.20 2.52 2.70 2.28 0.19 3.12 
3.08 0.18 2.41 2.22 2.13 0.18 3.10 
3.17 0.17 2.48 3.04 2.31 0.24 3.13 
3.38 0.10 2.91 2.28 2.73 0.10 3.31 
3.14 0.18 2.41 2.68 2.20 0.18 3.03 
3.13 0.19 2.44 3.15 2.28 0.10 2.66 
3.16 0.26 2.65 3.79 2.38 0.14 2.75 
3.11 0.27 2.56 4.15 2.25 0.06 2.54 
3.12 0.27 2.65 4.16 2.28 0.33 3.06 
3.13 0.28 2.67 4.77 2.22 0.28 2.93 
3.11 0.34 2.84 5.85 2.26 0.21 2.64 
3.11 0.33 2.65 5.00 2.25 0.21 2.71 
3.10 0.35 2.68 5.15 2.20 0.27 2.77 
2.99 0.40 2.71 6.05 2.15 0.21 2.50 
3.06 0.33 2.65 5.74 2.14 0.34 2.73 
3.01 0.32 2.60 5.49 2.08 0.33 2.73 











3.17 0.33 2.86 5.96 2.32 0.02 2.46 
3.08 0.24 3.06 7 .82 2.19 0.17 2.43 
3.07 0.33 2.89 6.81 2.25 0.33 2.74 
3.13 0.32 2.97 7.05 2.29 0.24 2.63 
3.10 0.32 3.02 7.03 2.39 0.32 2.66 
3.30 0.32 3.25 7.68 2.46 0.25 2.75 
3.18 0.31 3.11 7.55 2.37 0.28 2.67 
3.07 0.12 3.19 8.26 2.25 0.17 2.55 
Table 10-2 - Steel Ball (Intermediate velocity drop) 
Ball1 Ball2 
VPre VPost(x) VPost(y) Offset VPre VPost(x) VPost(y) 
3.07 0.09 3.07 7.93 2.69 0.16 2.79 
3.09 0.17 3.08 7.57 2.70 0.12 2.85 
3.05 0.15 3.03 7.71 2.62 0.15 2.79 
2.97 0.17 3.01 7.15 2.50 0.16 2.82 
2.97 0.21 2.92 6.90 2.50 0.14 2.83 
2.90 0.20 2.80 6.35 2.42 0.17 2.80 
2.99 0.18 2.94 6.42 2.55 0.16 2.94 
3.03 0.19 2.95 6.23 2.63 0.18 2.93 
3.05 0.19 2.94 6.14 2.58 0.19 2.91 
2.93 0.16 2.83 7.23 2.43 0.18 2.80 
2.85 0.18 2.74 5.90 2.42 0.23 2.80 
2.93 0.17 2.86 5.44 2.50 0.15 2.89 
3.03 0.21 2.90 5.53 2.58 0.16 2.99 
2.99 0.14 2.90 4.99 2.57 0.18 3.00 
2.98 0.10 2.90 4.91 2.52 0.16 3.03 
2.95 0.22 2.78 4.85 2.47 0.18 2.91 
2.91 0.13 2.84 4.45 2.47 0.18 2.95 
2.91 0.11 2.81 4.16 2.49 0.14 2.96 
2.86 0.15 2.70 4.09 2.38 0.13 2.88 
2.92 0.13 2.75 3.65 2.46 0.14 2.96 
3.01 0.14 2.79 3.67 2.54 0.11 2.97 
2.94 0.12 2.77 3.44 2.47 0.10 2.96 
2.90 0.13 2.72 3.33 2.43 0.10 2.98 
2.91 0.14 2.71 2.91 2.45 0.08 2.97 
2.90 0.10 2.65 3.02 2.44 0.03 2.77 
2.95 0.09 2.68 2.48 2.49 0.10 2.94 
2.99 0.10 2.70 2.21 2.53 0.05 2.97 
2.90 0.09 2.71 2.19 2.47 0.09 3.03 
2.91 0.05 2.73 1.83 2.44 0.07 2.99 
2.91 0.05 2.74 1.87 2.42 0.07 3.02 
2.94 0.06 2.75 1.58 2.46 0.04 3.04 
2.87 0.07 2.66 1.28 2.45 0.04 3.00 
2.91 0.08 2.67 1.03 2.48 0.12 2.99 
2.90 0.04 2.72 0.97 2.48 0.02 3.01 
2.95 0.04 2.71 0.84 2.53 0.04 3.02 











Table 10-3 - Steel ball (low velocity drop) 
8all1 8all2 
VPre VPos!tx) VPost(y) Offset VPre VPost(x) VPost(y) 
3.09 0.03 2.48 0.38 2.42 0.05 3.19 
3.71 0.04 2.54 0.80 2.45 0.04 3.22 
3.13 0.07 2.54 0.42 2.38 0.01 3.23 
3.11 0.05 2.56 0.46 2.27 0.06 3.21 
3.06 0.03 2.58 0.57 I 2.39 0.12 3.23 
2.80 0.06 2.55 0.66 2.40 0.09 3.20 
2.98 0.01 2.61 0.30 2.40 0.03 3.28 
2.79 0.06 2.55 0.82 2.37 0.09 3.20 
2.83 0.11 3.94 0.92 2.39 0.07 3.21 
3.11 0.08 2.62 0.88 2.39 0.08 3.12 
3.12 0.10 2.53 0.95 2.33 0.15 3.17 
3.12 0.08 2.58 1.24 2.39 0.11 3.27 
3.17 0.12 2.49 1.33 2.34 0.10 3.19 
3.12 0.11 2.60 1.03 2.35 0.10 3.20 
3.13 0.14 2.58 1.60 2.35 0.14 3.18 
3.13 0.14 2.54 9.92 2.33 0.11 3.14 
3.03 0.17 2.54 1.82 2.18 0.18 3.01 
3.11 0.15 2.58 2.05 2.34 0.13 3.13 
3.15 0.19 2.59 2.09 2.33 0.19 3.18 
3.13 0.14 2.62 2.08 2.32 0.16 3.10 
3.11 0.19 2.62 2.17 2.25 0.20 3.18 
3.06 0.20 2.58 1.93 2.29 0.19 3.15 
3.10 0.24 2.67 2.11 2.41 0.17 3.10 
3.03 0.13 2.66 2.24 2.30 0.25 3.15 
3.04 0.17 2.64 2.75 2.30 0.27 3.13 
3.09 0.17 2.66 2.50 2.29 0.24 3.13 
3.20 0.24 2.68 2.62 2.36 0.18 3.13 
3.04 0.25 2.71 2.86 2.39 0.23 3.11 
3.04 0.23 2.71 2.87 2.43 0.23 2.99 
3.00 0.21 2.64 2.90 2.34 0.28 3.10 
3.11 0.24 2.77 2.72 2.29 0.19 3.11 
3.12 0.29 2.65 3. 11 2.34 0.29 3.03 
3.15 0.29 2.77 3.38 2.33 0.31 3.16 
3.05 0.23 3.10 4.27 2.21 0.28 2.85 
3.06 0.27 2.78 3.37 2.32 0.31 3.10 
3.03 0.29 2.78 3.62 2.25 0.32 3.07 
3.24 0.24 2.74 3.30 2.35 0.27 3.11 
3.16 0.30 2.80 3.69 2.43 0.28 3.14 
3.09 0.31 2.77 3.96 2.25 0.31 3.05 
3.06 0.17 3.02 3.97 2.31 0.15 2.94 
2.95 0.34 2.70 3.96 2.10 0.22 2.84 
3.08 0.35 2.78 3.99 2.36 0.35 2.91 
3.16 0.29 2.82 3.93 2.36 0.34 3.02 











3.08 0.38 2.82 4.57 2.32 0.33 2.85 
3.08 0.33 2.83 4.68 2.27 0.35 2.83 
3.16 0.31 2.81 4.43 2.28 0.36 2.91 
3.20 0.33 2.77 3.87 2.27 0.33 2.95 
3.12 0.33 2.75 4.34 2.27 0.35 2.87 
3.13 0.32 2.96 5.07 2.33 0.33 2.80 
3.13 0.30 3.03 5.23 2.33 0.35 2.78 
3.13 0.27 3.14 5. 81 2.37 0.29 2.62 
3.16 0.24 3.09 5.74 2.29 0.26 2.62 
3.17 0.18 3.15 5.98 2.43 0.18 2.61 
3.28 0.00 3.32 6.28 2.49 0.00 2.65 
Table 10-4 - Ceramic balls (intermediate velocity drop) 
8all1 8all2 
VPre VPost(x) VPost(y) Offset VPre VPost(x) VPost(y) 
3.23 0.01 3.27 5.13 2.86 0.19 3.14 
3.29 0.08 3.36 5.74 2.95 0.01 3.00 
3.05 0.13 3.09 5.51 2.62 0.15 2.90 
3.14 0.23 3.13 4.78 2.80 1.69 3.01 
3.17 0.17 3.18 4.52 2.80 1.71 3.16 
3.20 0.20 3.11 4.42 2.84 0.15 3.04 
2.72 0.19 2.63 4.44 2.19 0.23 2.66 
2.43 0.24 2.29 4.41 1.89 0.24 2.33 
3.05 0.15 2.94 4.15 2.69 0.16 2.98 
3.07 0.15 2.93 3.91 2.66 0.18 2.98 
3.01 0.15 2.80 3.67 2.59 0.15 2.98 
2.98 0.15 2.80 3.24 2.57 0.14 2.96 
2.96 0.16 2.85 3.29 2.54 0.14 3.01 
2.97 0.17 2.79 3.05 2.63 0.14 3.00 
3.04 0.16 2.83 2.90 2.65 0.09 3.07 
3.00 0.15 2.90 2.71 2.61 0.09 3.04 
2.93 0.16 2.77 2.49 2.48 0.10 2.96 
3.03 0.07 2.82 1.95 2.63 0.07 3.07 
2.93 0.06 2.80 1.17 2.61 0.28 3.10 
3.05 0.10 2.84 1.85 2.65 0.09 3.09 
3.21 0.05 3.00 2.08 2.88 0.09 2.10 
3.00 0.07 2.77 1.93 2.58 0.09 3.01 
2.63 0.06 2.60 1.54 2.43 0.08 2.83 
3.11 0.10 2.87 1.53 2.71 0.07 3.15 
3.00 0.08 2.80 1.45 2.57 0.02 3.09 
2.96 0.09 2.70 1.24 2.51 0.04 3.06 
3.04 0.03 2.83 0.74 2.58 0.04 3.10 
2.98 0.04 2.70 1.14 2.52 0.03 2.98 
2.73 0.02 2.91 0.79 3.10 0.03 3.18 












4.04 0.03 2.71 1.00 2.04 0.06 3.94 
3.93 0.12 2.66 2.51 2.04 0.07 3.95 
4.04 0.10 2.33 3.01 2.04 0.12 3.97 
4.11 0.14 2.78 3.64 2.04 0.17 4.03 
4.04 0.22 2.55 4.00 2.04 0.23 3.96 
4.04 0.26 2.52 4.55 2.04 0.32 3.76 
4.44 0.30 2.57 5.02 2.04 0.35 3.75 
4.04 0.32 2.57 5.55 2.04 0.42 3.72 
4.04 0.59 2.47 5.98 2.04 0.42 3.75 
3.87 0.44 2.58 8.28 2.04 0.48 3.68 
4.04 0.39 2.65 8.72 2.04 0.47 3.77 
3.99 0.48 2.68 9.12 1.96 0.55 3.74 
4.04 0.52 2.66 9.04 2.04 0.55 3.69 
4.04 0.55 2.72 6.52 2.04 0.52 3.74 
4.23 0.51 2.83 11.33 2.10 0.64 3.65 
3.61 0.50 2.72 8.15 1.87 0.65 3.56 
4.30 0.59 2.78 10.27 2.07 0.69 3.55 
4.02 0.62 2.79 12.21 2.01 0.73 3.48 
4.03 0.60 2.92 7.43 2.05 0.74 3.55 
4.31 0.67 2.85 11 .01 2.07 0.69 3.55 
4.16 0.67 3.13 10.75 2.14 0.80 3.51 
4.04 0.75 3.02 11.34 2.03 0.75 3.20 
4.04 0.75 3.09 12.58 2.14 0.74 3.33 
4.04 0.76 3.04 14.12 2.27 0.83 3.32 
4.04 0.80 3.04 12.67 1.88 0.83 3.11 
4.04 0.78 3.46 12.33 1.80 0.86 3.19 
4.04 0.86 3.36 14.79 1.89 0.76 2.94 
4.03 0.72 3.38 14.17 1.90 0.83 2.91 
3.83 0.71 3.58 16.80 2.10 0.74 2.79 
4.06 0.67 3.69 16.58 2.08 0.69 2.78 
4.07 0.66 3.83 16.55 2.01 0.68 2.66 
3.94 0.57 3.89 17.66 2.25 0.65 2.71 
3.88 0.36 4.14 18.57 2.07 0.33 2.39 
4.15 0.00 4.11 20.24 2.18 0.00 2.28 
Table 10-6 - Teflon Balls (High velocity drop) 
Ball1 Ball2 
VPre VPost(x) VPost(y) Offset VPre VPost(x) VPost(y) 
3.80 0.13 2.61 2.68 2.12 0.15 3.76 
3.74 0.16 2.55 2.60 2.01 0.12 3.46 
3.74 0.22 2.63 2.67 2.18 0.20 3.65 
3.74 0.23 2.53 3.80 2.11 0.24 3.63 
3.86 0.23 2.64 3.81 2.19 0.23 3.28 
3.27 0.28 2.64 4.74 2.18 0.26 3.69 
3.46 0.33 2.67 4.48 2.19 0.32 3.66 
3.82 0.34 2.74 6.13 2.05 0.35 3.70 
3.78 0.33 2.69 6.44 2.11 0.36 3.47 











3.70 0.38 2.65 7.24 2.17 0.43 3.53 
3.74 0.43 2.76 7.99 2.09 0.35 3.60 
3.79 0.46 2.67 7.86 2.12 0.41 3.29 
3.73 0.44 2.78 8.56 2.06 0.47 3.53 
3.73 0.49 2.79 9.00 2.19 0.40 3.07 
3.81 0.42 2.81 8.67 2.02 0.25 2.79 
3.77 0.55 2.96 9.95 2.20 0.57 3.42 
3.82 0.45 2.90 10.62 2.18 0.41 3.09 
3.86 0.51 2.85 10.31 2.11 0.14 2.55 
3.77 0.52 2.91 11 .66 2.06 0.50 3.49 
3.77 0.59 3.00 12.37 2.20 0.51 3.44 
3.87 0.57 2.95 13.19 2.09 0.60 3.33 
3.84 0.59 3.11 13.19 2.15 0.54 3.32 
3.71 0.60 3.08 13.77 2.11 0.60 3.26 
3.80 0.60 3.14 13.97 2.11 0.63 3.22 
3.74 0.60 3.17 14.52 2.12 0.58 3.13 
3.85 0.59 3.43 15.99 2.10 0.59 3.02 
3.83 0.57 3.65 17.09 2.20 0.55 2.97 
3.82 0.44 3.64 18.80 2.12 0.51 2.70 
3.75 0.33 3.88 19.17 2.20 0.34 2.56 
Table 10-7 - Teflon Balls (Intermediate velocity drop) 
Appendix G 
































































Table 10-11 - Calculated parameters ceramic (intermediate height) 






















Table 10-14 - Calculated parameters Teflon (intermediate height) 
Appendix H 
Error propagation data 
±/j/I ± /j/2 ±e ±p ±/J 
0.004 0.008 0.006 0.003 0.122 
0.010 0.052 0.193 0.007 0.361 
0.005 0.030 0.174 0.004 0.371 
0.005 0.039 0.132 0.002 0.528 
0.006 0.012 0.145 0.003 0.130 
0.005 0.026 0.186 0.004 0.373 
0.004 0.011 0.152 0.002 0.177 
0.008 0.006 0.161 0.002 0.052 
0.007 0.017 0.169 0.001 0.160 
0.007 0.021 0.175 0.004 0.198 
0.006 0.017 0.182 0.000 0.173 
0.006 0.021 0.175 0.000 0.220 
0.006 0.073 0.196 0.004 0.886 
0.009 0.006 0.177 0.003 0.043 
0.008 0.002 0.165 0.002 0.014 
0.012 0.021 0.177 0.005 0.122 











0.009 0.037 0.182 O.~ 
0.012 0.021 H177 0.0 122 0.011 0.023 .1 6 0.001 0.145 
0.009 0.037 0.182 0.001 0.281 
0.013 0.046 0.241 0.006 0.245 
0.010 0.021 I 0.177 0.001 0.138 
0.009 0.049 0.156 0.002 0.373 
0.010 0.048 0.162 0.001 0.318 
0.010 0.002 0.160 0.003 0.014 
0.012 0.006 0.161 0.003 0.036 
0.011 0.055 0.145 0.002 0.342 
0.012 0.012 0.166 0.002 0.066 
0.014 0.016 0.159 0.005 0.076 
0.011 0.025 0.171 0.001 0.149 
0.014 0.032 0.152 0.007 O.~ 
0.010 0.083 0.124 0.005 0.571 
0.017 0.026 0.155 0.007 0.107 
0.016 0.016 0.162 0.003 0.068 
0.018 0.046 0.162 0.009 0.174 
0.016 0.022 0.157 0.003 0.094 • 
R*: 0.004 0.147 0.005 0.013 0.017 0.150 0.007 0.065 
0.D18 0.015 0.152 0.004 0.056 
0.020 0.027 0.147 0.003 ~ 0.018 0.006 0.132 0.005 
0.023 0.015 0.127 0.005 0.045 
0.022 0.010 0.171 0.005 0.030 
0.019 0.035 0.160 0.002 0.126 
0.022 0.010 0.112 0.008 0.031 
0.022 0.024 0.138 0.009 0.076 
0.020 0.023 0.143 0.004 0.077 
0.023 0.058 0.150 0.001 0.171 
0.023 a n?A I 0.160 0.004 0.083 
0.022 O-i+ 0-135 0.003 0.111 
0.019 0.1 0.109 0.007 0.441 
0.026 0.0 0.140 0.001 0.192 
0.024 0.025 0.133 0.005 0.069 
0.024 0.015 0.142 0.006 0.043 
0.024 0.059 0.141 0.001 0.169 
0.027 0.055 0.153 0.003 0.139 
0.028 0.028 0.141 0.005 0.069 
0.029 
~0.027 0.028 0.062 0.136 0.002 0.155 
0.030 0.009 0.181 0.007 0.021 
0.029 I 0.011 0.133 0.007 0.026 
0.030 0.028 0.146 0.006 0.065 




















































































































0.081 0.190 0.162 0.004 0.165 
0.081 0.258 0.140 0.001 0.225 
0.092 0.339 0.152 0.005 0.261 
0.086 0.227 0.173 0.002 0.186 
0.094 0.344 0.151 0.005 0.257 
0.092 0.282 0.160 0.001 0.216 
0.097 0.281 0.181 0.001 0.204 
0.116 0.307 0.172 0.002 0.186 
0.129 0.552 0.178 0.012 0.303 
0.155 0.495 0.192 0.002 0.227 
0.116 0.276 0.189 0.005 0.168 
0.111 0.358 0.161 0.002 0.228 
0.133 0.394 0.199 0.000 0.210 
0.254 0.783 0.271 0.002 0.220 
0.000 0.173 -0.193 0.011 0.173 
0.203 0.660 0.243 0.004 0.231 
0.231 0.642 0.279 0.002 0.198 
0.288 1.012 0.226 0.011 0.251 
1.458 3.664 1.853 0.007 0.179 
Table to-15 - Calculated error Steel (high height) 
,I ±'III ±'II2 ±e ±p ±j3 
0.006 0.038 0.238 0.005 0.404 
0.005 0.077 0.374 0.006 0.961 
0.008 0.388 0.477 -0.161 3.424 
0.008 0.126 0.322 0.003 1.064 
0.012 0.176 0.275 0.019 0.963 
0.011 2.953 0.093 0.115 17.321 
0.018 0.014 0.399 0.006 0.051 
0.020 0.016 0.140 0.012 0.051 
0.016 0.064 0.189 0.002 0.271 
0.024 0.226 0.281 0.005 0.633 
0.019 0.235 0.156 0.012 0.833 
0.024 0.155 0.224 0.002 0.442 
0.019 0.074 0.178 0.002 0.260 
0.027 0.161 0.283 0.022 0.402 
0.020 0.047 0.244 0.010 0.161 
0.024 0.060 0.238 0.015 0.172 
0.029 0.134 0.299 0.020 0.319 
0.036 0.183 0.254 0.001 0.349 
0.041 0.062 0.235 0.012 0.104 
0.041 0.193 0.186 0.002 0.326 
0.050 0.111 0.160 0.012 0.153 
0.072 0.562 0.165 0.015 0.545 
0.054 0.206 0.243 0.006 0.264 
0.057 0.313 0.196 0.002 0.384 











0.069 0.159 0.200 0.014 0.160 
0.064 0.184 0.168 0.011 0.202 
0.104 0.935 0.229 0.030 0.634 
0.075 0.369 0.200 0.001 0.344 
0.244 1.719 0.307 0.033 0.502 
0.108 0.720 0.234 0.011 0.473 
0.122 0.767 0.253 0.009 0.444 
0.121 1.517 0.299 0.045 0.889 
0.201 1.656 0.468 0.028 0.587 
0.175 1.303 0.387 0.020 0.529 
0.000 0.179 0.480 0.141 0.790 
Table 10-16 - Calculated error Steel (intermediate height) 
±Vfl ±Vf2 ±e ±fJ ±{3 
0.297 4.444 0.766 0.037 1.066 
0.177 3.794 0.851 0.049 1.519 
0.208 2.979 0.698 0.031 1.019 
0.129 3.212 0.095 0.123 1.761 
0.112 2.152 0.402 0.049 1.354 
0.087 1.368 0.264 0.032 1.103 
0.090 1.932 0.178 0.056 1.511 
0.083 1.820 0.337 0.040 1.538 
0.081 1.219 0.225 0.026 1.064 
0.136 0.755 0.329 0.014 0.392 
0.074 1.427 0.217 0.037 1.357 
0.063 1.657 0.018 0.069 1.845 
0.065 1.481 0.286 0.040 1.602 
0.054 1.281 0.012 0.048 1.653 
0.052 0.767 0.190 0.032 1.017 
0.051 1.111 0.233 0.035 1.500 
0.045 1.268 0.192 0.081 1.948 
0.041 0.997 0.139 0.049 1.676 
0.040 0.757 0.033 0.030 1.304 
0.034 0.720 0.013 0.029 1.439 
0.035 0.582 0.133 0.017 1.155 
0.032 0.627 0.012 0.025 1.346 
0.031 0.649 0.006 0.028 1.450 
0.026 0.793 0.040 0.037 2.072 
0.027 0.299 0.157 0.003 0.749 
0.022 0.208 0.178 0.001 0.650 
0.019 0.383 0.241 0.011 1.361 
0.019 0.507 0.001 0.022 1.818 
0.016 0.243 0.108 0.010 1.058 
0.016 0.187 0.152 0.006 0.796 
0.013 0.319 0.071 0.017 1.611 
0.011 0.501 0.029 0.025 3.149 











Table 10-17 - Calculated error Steel (low height) 
±'I'I ±'I'2 ±e ±p ±/3 II 
0.005 0.004 0.307 0.001 0.065 
0.010 0.121 0.208 0.013 0.948 
0.005 0.111 0.193 0.006 1.668 
0.006 0.043 0.102 0.002 0.589 
0.007 0.001 0.158 0.002 0.014 
0.008 0.450 0.155 0.020 4.272 
0.004 0.006 0.113 0.001 0.120 
0.010 0.323 0.101 0.015 2.453 
0.012 2.434 3.215 0.033 16.476 
0.011 0.081 0.137 0.002 0.574 
0.012 0.070 0.170 0.001 0.459 
0.016 0.019 0.178 0.006 0.092 
0.017 0.006 0.221 0.005 0.028 
0.013 0.141 0.136 0.007 0.854 
0.022 0.073 0.164 0.001 0.279 
0.000 1.049 0.153 0.051 4.934 
0.025 0.145 0.085 0.005 0.481 
0.029 0.015 0.175 0.007 0.045 
0.030 0.107 0.165 0.001 0.304 
0.029 0.000 0.119 0.010 0.001 
0.031 0.134 0.087 0.002 0.366 
0.027 0.262 0.139 0.012 0.812 
0.030 0.467 0.177 0.023 1.316 
0.032 0.103 0.054 0.003 0.272 
0.042 0.098 0.107 0.006 0.201 
0.037 0.086 0.087 0.005 0.199 
0.039 0.165 0.153 0.002 0.360 
0.044 0.509 0.160 0.021 0.999 
0.044 0.478 0.193 0.017 0.936 
0.045 0.277 0.157 0.006 0.535 
0.041 0.355 0.038 0.021 0.743 
0.050 0.256 0.205 0.005 0.451 
0.056 0.341 0.119 0.011 0.538 
0.085 1.005 0.187 0.198 1.092 
0.056 0.547 0.077 0.028 0.865 
0.063 0.589 0.046 0.034 0.839 
0.054 0.035 0.137 0.013 0.056 
0.065 0.401 0.196 0.010 0.555 
0.074 0.391 0.104 0.012 0.484 
0.074 0.710 0.169 0.087 0.876 
0.074 0.610 0.077 0.034 0.754 











0.073 0.302 0.134 0.003 0.378 
0.082 0.191 0.094 0.008 0.214 
0.099 0.679 0.244 0.020 0.644 
0.104 0.516 0.164 0.011 0.466 
0.092 0.219 0.146 0.007 0.221 
0.071 0.215 0.138 0.001 0.276 
0.088 0.253 0.187 0.003 0.266 
0.129 0.736 0.162 0.020 0.544 
0.144 0.912 0.113 0.033 0.611 
0.234 1.755 0.235 0.054 0.736 
0.217 0.917 0.121 0.018 0.415 
0.297 1.543 0.179 0.030 0.513 
Table 10-18 - Calculated error Ceramic (intermediate height) 
±'I', ±'I'2 ±e ±/.1 ±/3 
0.134 1.813 0.728 0.351 1.291 
0.218 5.177 0.295 0.269 2.332 
0.175 2.721 0.056 0.117 1.509 
0.110 3.719 0.401 0.094 3.191 
0.096 2.883 0.045 0.126 2.797 
0.091 2.083 0.385 0.045 2.118 
0.092 1.032 0.028 0.046 1.040 
0.091 1.040 0.176 0.042 1.059 
0.081 1.230 0.204 0.027 1.403 
0.072 0.872 0.175 0.019 1.102 
0.065 0.444 0.285 0.002 0.620 
0.053 0.752 0.175 0.020 1.255 
0.054 1.274 0.017 0.060 2.084 
0.048 1.417 0.410 0.034 2.564 
0.045 0.820 0.298 0.020 1.581 
0.041 1.377 0.055 0.070 2.895 
0.037 0.980 0.009 0.051 2.283 
0.027 0.196 0.087 0.000 0.602 
0.015 0.647 0.111 0.030 3.420 
0.026 0.541 0.126 0.018 1.758 
0.029 0.047 0.277 0.010 0.135 
0.027 0.175 0.133 0.000 0.543 
0.021 2.469 0.624 0.165 9.794 
0.021 0.546 0.172 0.018 2.175 
0.019 0.428 0.001 0.019 1.808 
0.016 0.372 0.124 0.015 1.854 
0.009 0.061 0.026 0.000 0.510 
0.015 0.013 0.120 0.005 0.070 
0.010 0.382 0.030 0.026 3.017 











±¥/I ±¥/2 ±e ±f.1 ±{J 
0.011 0.048 0.187 0.011 0.906 
0.028 0.045 0.228 0.017 0.337 
0.034 0.276 0.435 0.045 1.722 
0.041 0.110 0.158 0.033 0.562 
0.045 0.073 0.307 0.026 0.339 
0.052 0.097 0.335 0.031 0.394 
0.058 0.043 0.299 0.026 0.158 
0.065 0.084 0.327 0.033 0.275 
0.070 0.345 0.440 0.017 1.039 
0.103 0.266 0.397 0.063 0.550 
0.110 0.372 0.330 0.082 0.719 
0.116 0.152 0.310 0.058 0.278 
0.115 0.143 0.375 0.053 0.265 
0.077 0.347 0.289 0.017 0.950 
0.158 0.561 0.359 0.111 0.755 
0.101 0.477 0.178 0.026 1.005 
0.137 0.307 0.374 0.076 0.479 
0.179 0.335 0.406 0.088 0.399 
0.090 0.487 0.203 0.033 1.145 
0.151 0.231 0.379 0.069 0.324 
0.146 0.300 0.246 0.009 0.437 
0.158 0.394 0.303 0.002 0.530 
0.188 0.322 0.373 0.018 0.364 
0.237 0.161 0.616 0.066 0.145 
0.191 0.332 0.306 0.017 0.372 
0.182 0.900 0.055 0.074 1.056 
0.265 0.677 0.316 0.003 0.547 
0.239 0.582 0.186 0.001 0.520 
0.406 1.612 0.458 0.047 0.851 
0.383 0.968 0.298 0.002 0.541 
0.380 1.340 0.181 0.051 0.755 
0.541 2.519 0.405 0.095 0.999 
0.997 5.936 0.281 0.344 1.279 
Table 10-20 - Calculated error Teflon (high height) 
±~I ±~2 ±e ±f.1 ±{J 
0.030 0.025 0.282 0.016 0.176 
0.029 0.071 0.265 0.003 0.515 
0.030 0.299 0.317 0.025 2.100 
0.043 0.095 0.362 0.005 0.466 
0.043 0.090 0.337 0.006 0.438 
0.054 0.856 0.243 0.073 3.322 
0.051 0.783 0.286 0.069 3.223 
0.072 0.150 0.219 0.010 0.440 










































0.329 0.045 0.064 
0.301 0.045 0.153 
0.400 0.021 0.423 









Table 10-21 Calculated error Teflon (intermediate height) 
Appendix I 





load contactParams2. mat 
%======================================================== 














ediff e - me; 
ediff == abs(ediff); 




% restitution (b) 
% removing clear outliers upfront. These are typically values that are 
% unphysical 
bb 




% remove outliers 
bdiff bb - mb; 
bdiff abs(bdiff); 
















mf = mean(fsl); 
sf= 
fdiff == fsl - mf; 
fdiff == abs(fdiff); 
[rw,col] = find(fdiff < 





x1 == 0 : max(sI1_new)/100 : max(sI1_new); 
:::: m.*x1 + c; 
0/0=============================================== 
% stick values used in final fit 
ee = [estJ; 
mee= 
see = 
eediff = ee mee; 
eediff 













x2 :: min(st1~new} : (max(st1_new)-min(st1~new)}/100 : max(st1_new); 
m.*x2 + c; 
hold on 
plot(x2,y2, 'r') 
'r*', 'U neWidth' 
plot(sI1_new,sI2_new,'k*','LineWidth',3) 
plot(x1 ,y1, 'k') 
xlabel('\psL 1','FontSize',20) 
,'FontSize' 
end 
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