This article studies the pointwise convergence for the fractional Schrödinger operator P t a,γ with complex time in one spatial dimension. Through establishing L 2maximal estimates for initial datum in H s (R), we see that the solution converges to the initial data almost everywhere with s > 1 4 a(1 − 1 γ ) + when 0 < a < 1 and s > 1 2 (1 − 1 γ ) + when a = 1. By constructing counterexamples, we show that this result is almost sharp up to the endpoint. These results extends the results of P. Sjölin, F. Soria and A. Baily. Second, we study the Hausdorff dimension of the set of the divergent points, by showing some L 1 -maximal estimates with respect to general Borel measure. Our results reflect the interaction between dispersion effect and dissipation effect, arising from the fractional Schrödinger type operator P t a,γ with the complex time.
Introduction
In this article, we are going to study pointwise convergence of the fractional Schrödinger operator with complex time in one spatial dimension as follows P t a,γ f (x) = e ig(t)(−∆) a 2 f (x) = Rf (ξ)e it|ξ| a −t γ |ξ| a e ixξ dξ, (1.1) where t > 0, γ > 0, g(t) = t + it γ , and a > 0. The operator P t a,γ generates several classical equations, for example, (1) If g(t) = it, (1.1) is the solution to the linear fractional dissipative equation (see [9, 12] )
(1.2)
(2) If g(t) = t and a = 2, (1.1) is the solution to the basic and universal form of the Schrödinger equation 1 ,
(3) If g(t) = e iθ t and a = 2, (1.1) is the solution to the linear complex Ginzburg-Landau equation
where θ ∈ [− π 2 , π 2 ], see [5] for example.
For the equation (1.2), Miao-Yuan-Zhang [9] obtained pointwise estimates of the kernel function P(x, t, a) of the semigroup e −t(−∆) 3), Carleson [4] put forward a question about the range of exponent σ for the Sobolev space H σ (R n ) such that for f ∈ H σ (R n ), there is
a. e. x ∈ R n , as the time t tends to 0. He proved the almost everywhere convergence for the exponent σ ≥ 1 4 in dimension 1, which is sharp by the counterexamples given by Dahlberg and Kenig [6] . Barcelo, Bennet, Carbery and Rogers [2] refined these results by showing the divergent set such that, for 1 4 
where dim U is the Hausdorff dimension of a set U ⊂ R. This paper is devoted to the study of the pointwise convergence and the Hausdorff dimension of divergent set of the operator P t a,γ . For the sake of simplicity, we only recall some related results in one spatial dimension. For the case g(t) = t, Sjölin [14] proved that the almost everywhere convergence holds for the operator e it(−∆) a 2 if and only if σ ≥ 1 4 when a > 1. In [19, 20] , Walther considered the fractional Schrödinger operator e it(−∆) a 2 of a concave phase case, that is, a ∈ (0, 1), and proved almost sharp L 2 maximal estimates(up to the endpoint) for functions in H s (R) if s > a 4 . We also refer to Rogers and Villarroya [13] for the half wave operator e it √ −∆ , where they showed the L 2 maximal estimates for s > 1 2 . For the operator P t a,γ , Sjölin in [15] and in [16] together with Soria studied the classical Schrödinger operator with a complex parameter(a = 2 and γ ∈ (0, ∞)). Later, using the Kolmogrov-Selierstov-Plessner method, Bailey [1] improved their results to the case a > 1.
We first consider positive parts question in the case 0 < a ≤ 1. Let s + = max{0, s} for s ∈ R and define the maximal operator P * a,γ by P * a,γ f (x) = sup 0<t<1 P t a,γ f (x) .
The following is established:
(i) Local estimate : For a ∈ (0, 1) and γ ∈ (0, ∞), we have 
For p = 1, we have
Remark 1.1.
(1) Theorem 1.1 extends the results of [1, 15, 16] to the case that 0 < a ≤ 1.
(2) For γ ∈ (0, 1], we note from Remark 2.2 below that the dissipative part plays a leading role, then we can obtain the boundedness of the operator P t a,γ , in accord with the operator e −t(−∆) a 2 for any s > 0, see the detail in Remark 2.2.
(3) For γ > 1, if we just consider the dispersive effect for the operator e it(−∆) a 2 , we can get (1.7) with s > a 4 for a < 1, see Remark 2.2 below for more detail. Furthermore, we consider the dissipative effect for the operator P t a,γ , we can improve this result to s > a 4 1 − 1 γ for a < 1 as in Theorem 1.1.
(4) From Theorem 1.1 and the result in [1, 15, 16] , we know that the index of regularity s is not continuous with respect to a at the point a = 1 due to the finite speed propagation for the wave equation, see Fig.1 below. This phenomenon corresponds to fractional Schrödinger operator e it(−∆) a 2 and half wave operator e it √ −∆ as in [13, 14] .
The proof of Theorem 1.1 (i,ii) is based on some oscillatory estimates and the Littlewood-Paley decomposition(see Section 2), which shows the interaction between the dispersive effect and the dissipative effect for the operator P t a,γ . Theorem 1.1 (iii) is proved by showing P * a,1 and the fractional dissipation e −t(−∆) a 2 is bounded by the Hardy-Littlewood maximal functions. As a direct consequence, through a standard argument, we obtain the almost everywhere convergence results:
holds almost everywhere.
By employing the theorems of Nikishin [11] , we construct a counterexample to obtain a necessary condition for the pointwise convergence of the operator P t a,γ , which indicates that Corollary 1.2 is sharp up to the endpoint.
, and for a = 1, if γ > 1 and s < 1 2 (1 − 1 γ ), then the almost everywhere convergence (1.10) fails. Next, we consider the maximal estimate for the operator P t a,γ in the cases of general Borel measures, in order to estimate the Hausdorff dimension of the divergent set. Let µ be a Borel measure on R. The support of a measure µ is the smallest closed set F such that µ(R\F) = 0, which is denoted by spt µ. Let X ⊂ R, then we denote M(X) by the set of all Borel measures µ on R with 0 < µ(X) < ∞ and with compact spt µ ⊂ X. And for s > 0, the s-energy of a Borel measure µ is denoted by I s (µ)(see [8] ), that is
With these notations, we will prove the following results: As an application of Theorem 1.4, we have the following estimate on the Hausdorff dimension of the divergent set of the operator P t a,γ , in viewing of the relation between the energy of a Borel measure and the Hausdorff dimension of a set, see Lemma 5.1 below. Theorem 1.5. Let a ∈ (0, ∞) and γ ∈ (0, ∞). We have following estimates:
(i) For a > 0 and a 1, if γ ∈ (0, 1] and s ∈ (0, 1 2 ] for any f ∈ H s (R). This paper is organized as follows. In the section 2, we will give the main oscillatory estimates associated with the operator P t a,γ , which plays an important role in the proof of Theorem 1.1 and the Hausdorff dimension of the divergent set. Section 3 is aimed at proving Theorem 1.1 and discusses the almost everywhere convergence of the solution to the Schrödinger equation. Section 4 is devoted to the proof of Theorem 1.3. In the section 5, we will study the Hausdorff dimension of the set of the divergent points.
1.1. Notations. Finally, we conclude the introduction by giving some notations which will be used throughout this paper. If A and B are two positive quantities, we write A B when there exists a constant C > 0 such that A ≤ CB, where the constant will be clear from the context. We use S(R) denote the Schwartz class of functions on the Euclidean space R.
For σ > 0, H σ (R) denotes the Sobolev space
For s ≥ 0 and a Borel set U ⊂ R, the Hausdorff measures H s of U can be defined as
And the Hausdorff dimension of a Borel set U ⊂ R is equivalently defined by
For X ⊂ R, we denote |X| or m(X) to be the Lebesgue measure of set X.
Preliminaries
In this section, we give some oscillatory estimates for latter use. First, we will utilize the stationary phase analysis and Fourier localization method to obtain the Carleson type estimates for a ∈ (0, 1]. We also show a Poisson kernel type estimate associated with the operator e −(1+i)t(−∆) a 2.1. Elementary oscillation estimates. In the case a ∈ (0, 1], we will show the following corresponding estimates:
, compactly supported, positive, even and real-valued. Suppose χ is a compactly supported function and χ(ξ) = 1 for |ξ| ≤ 1.
Then, (i) Global estimate : If a ∈ (0, 1], then there exists a function K(x) ∈ L 1 (R) such that for ∀t 1 , t 2 ∈ (0, 1) and x ∈ R and N ∈ 2 N , we have
If a ∈ (0, 1), then for x ∈ B(0, 1), we can take K(x) as
While for a = 1 and x ∈ B(0, 1), we can take K(x) ∈ L 1 (B(0, 1)) as
Remark 2.1. This lemma extends the results of Bailey [1] to the case that a ≤ 1. Here, we focus on the high frequency part, since the maximal estimates of low frequency are quite easy.
(1) For the proof of the global estimate (2.1), we will utilize the Fourier localization methods since the critical point depends on the frequency.
(2) We can observe that the estimate (2.1) holds for a > 1 and x ∈ B(0, 1) by choosing
where σ is as in (2.3) . This fact can be deduced from Lemma 2.1 [1] .
(3) The local estimates (2.2) and (2.5) will play an important role in the proof of the maximal estimate for the operator P t a,γ in the general Borel measure µ ∈ M(B(0, 1)). In order to prove Lemma 2.1, we first recall the Van der corput Lemma. Lemma 2.2 (Van der corput lemma, [18] ). Suppose φ is real-valued and smooth in (a, b), ψ is complex-valued and smooth, and that
Next, we prove the Poisson-type kernel estimates, which reflects that the dissipative part of the operator paly an leading role, when γ ∈ (0, 1]. The case γ = 1. is associated with the complex Ginzburg-Landau equation (1.4) . Let L(x, t, a) be the convolution kernel of the operator e −(1+i)t(−∆) a 2 . Lemma 2.3 (Poisson-type kernel estimates). For a > 0, then we have for x ∈ R and t > 0
Since the finiteness is trivial, we just consider the case |x| ≫ 1. By integration by parts, we have
By changing of variables, we have
which is a direct consequence of the basic inequalities
for each ξ 0 and ǫ > 0, (2.10) and integration by parts.
Remark 2.2. As a direct consequence of the estimate (2.7), we have for x ∈ R and t > 0,
On the other hand, by simple modifications of above arguments, for a > 0, as stated in the introduction, we have the following estimates 2 for P(x, t, a) andP(x, t, a), which are the kernels of the fraction dissipation operators e −t(−∆)
which implies, for t > 0 and x ∈ R,
which extends the results of Lemma 1.4 in [1] . Especially, one has
.
Proof of the global estimates in Lemma 2.1. Without loss of generality, we can assume that
To do this, we introduce the dyadic partition of unity [10] 
where M denotes the dyadic integer, η(ξ) is a smooth function and such that supp
Applying the dyadic partition of unity to (2.16), we estimate
uniformly for t, ǫ ∈ (0, 2).
We divide the two cases to estimate Λ M . Case 1: |x| ≥ 2 2−a M a−1 t. In this region, we have
Hence, using integration by parts twice, we get
On the other hand, it is easy to see that
Case 2: |x| ≤ 2 2−a M a−1 t. In this region, for ξ ∈ [ 1 2 , 2], we have
Hence, we obtain by Lemma 2.2
This together with the elementary inequality e −y β y −β , for any y, β > 0, (2.20) yields that
21)
where we have used the fact that ǫ > t γ by definition of t and ǫ. Subcase 2.1: γ ∈ (0, 1] and α ∈ (0, 1). Since t ∈ (0, 2) and |x| ≤ 2 2−a M a−1 t, we have by (2.21)
Choosing β = 1 2 − τ > 0, we have
This estimate together with (2.22) and (2.19) implies that
provided that α > a 2 (1 − 1 γ ) + and taking τ > 0 small enough.
2.2.2.
Estimation for Λ M with a = 1. In this case,
Through the direct computation, we have
We divide the two cases to estimate Λ M . Case 1: |x| ≥ 2t. Note that the argument in case 1 in section 2.2.1 also holds for a = 1, that is, the estimate (2.19) holds for a = 1.
Case 2: |x| ≤ 2t. The elementary inequality e −y β y −β , for any y, β > 0, (2.24) yields that
where we have used the fact that ǫ > t γ by definition of t and ǫ. Subcase 2.1: γ ∈ (0, 1] and α ∈ (0, 1). Since t ∈ (0, 2) and |x| ≤ 2t, we have by (2.25)
Choosing β = 1 − τ > 0, we have 
This estimate together with (2.26) and (2.19) implies that
provided that α > (1 − 1 γ ) + and taking τ > 0 small enough. Therefore, combining the estimate (2.23) and (2.27), we conclude the proof of Lemma 2.1(i).
2.3.
Proof of the local estimates in Lemma 2.1.
2.3.1.
Local estimate for 0 < a < 1. Let t = t 1 − t 2 and ǫ = t γ 1 + t γ 2 as in the above subsection, F(x, t, ξ) = t|ξ| a − xξ and G(ξ)
where σ is defined as in (2.3). To do this, we split the integral into two parts as A + B, where
First, it is easy to see that
It remains to estimate B. By symmetry, we just need to consider the positive part {ξ : ξ > |x| −1 } of the integral region for B. We consider the following two cases.
Case 1: |x| a ≥ 2at. By a direct calculation, we see that
and ∂ ξ F(x, t, ξ) is monotonic with respect to ξ. Then the conditions ξ ≥ |x| −1 and at |x| a−1 ≤ |x| 2 imply that
By Lemma 2.2, we have
It is easy to see that
Define h ǫ (ξ) = e −ǫ|ξ| a , then we have
From above estimates, we have
This implies that |B| |x| α−1 .
(2.31) Case 2: |x| a ≤ 2at. We split the integral region of B into three parts as follows
where δ is a small constant and ρ = |x|
For ξ ∈ I 1 , we have atξ a−1 ≥ δ a−1 |x| ≥ 2|x|, then
It follows from the proof as in Case 1 that
By Lemma 2.2, we have |J 1 |, |J 3 | |x| −1 |x| α = |x| α−1 .
(2.32) Finally we estimate the integral J 2 . Since ρ might be the critical point of F, we consider
As (2.30), we have sup
Since |G ′ (ξ)| ρ −α |h ′ ǫ (ξ)| + ρ −α−1 h ǫ (δρ), then we have
To obtain the estimate of J 2 , we consider the following two subcases.
, by the inequality (2.24), we have
In fact since γ > 0, α < 1 2 , we have β > 0. Then 
Split the integral (2.4) into two parts as follows
Next we turn to look at the integral B. We consider the following two cases. Case 1, |x| < 2t. In this case, we have
(2.37) Case 2, |x| > 2t. Choose the functions χ 1 (ξ), χ 2 (ξ) ∈ C ∞ c (R) such that 
It suffices to estimate |B 1 |, since the estimate for |B 2 | is similar. For |B 1 |, we have
Note that if 0 < σ < 1, we have the estimate for the Bessel potential of order σ
which can be found in [7] . Then
and
Thus B(0, 1) . The proof is completed.
L 2 -maximal estimates and almost everywhere convergence
In this section, we first prove Theorem 1.1 by employing the estimates established in previous section. Second, we give the proof of the almost everywhere convergence result in Corollary 1.2 by a standard method.
3.1. Proof of Theorem 1.1. First, it is easy to see that third part of Theorem 1.1 follows from Remark 2.2 and boundedness of the Hardy-Littlewood operator M .
(i) Next, we turn to prove Theorem 1.1(i) by the local estimate (2.2). We first consider the case that 0 < a < 1.
Let η ∈ S(R) be a positive, even function with supp η ⊂ [−1, 1] and η = 1 in [− 1
a,γ f (x), as N → ∞. From Fatou's lemma, it suffices to prove for s > 1 4 a(1 − 1 γ ) + and N ∈ N,
with some constant C depending on a, γ, s and independent of f and N. And by duality, it is equivalent to prove for ∀g(x) ∈ L 2 (B(0, 1)) with g L 2 (B(0,1)) = 1, Then by Fubini's theorem and Cauchy-Schwarz inequality, we have On the other hand, applying Lemma 2.1 with α = 2s, µ = η 2 , t 1 = t(x), t 2 = t(y), we get 1) B(0,1) g(x)g(y) · |x − y| α−1 dxdy
Since 1 2 a(1 − 1 γ ) + < α = 2s < 1 2 , by Hölder inequality and Hardy-Littlewood-Sobolev inequality, we estimate
Similarly, we obtain M 2 ≤ 1. Plugging this into (3.4), we obtain (3.3).
By the similar argument above, we can also obtain the proof of the case a = 1. So we conclude the proof of Theorem 1.1(i).
(ii) Finally, we shall prove Theorem 1.1(ii). For the case a ∈ (0, 1], split the function f (x) into two functions as follows
Step 1: Estimation for f 1 (x). Choose the function ψ(t) ∈ S (R) such that
where a ∈ (0, 1] and γ > 1. By Plancherel's theorem, it is easy to see that
We have
Since t ∈ supp ψ ⊂ [−2, 2] and γ > 1, then i − γ|t| γ−2 t ≤ C γ . By (3.6), we have
Interpolation between (3.6) and (3.7) yields 
where a ∈ (0, 1] and γ > 1.
Step 2: Estimation for f 2 . Similar to (i), we only need to prove
By duality, it is equivalent to prove for ∀g(x) ∈ L 2 (R) with g L 2 (R) = 1
Through the same argument in (3.4), we can obtain For (3.12) , by Lemma 2.1 with α = 2s, µ = η 2 , t 1 = t(x), t 2 = t(y), and Young's convolution inequality, we obtain that
which proves the estimate (3.10). (3.9) and (3.10) together finish the proof of Theorem 1.1.
3.2.
The proof of Corollary 1.2. First we claim that for ∀ f ∈ S (R), we have that
In fact, through a direct computation, we have
We see that when t → 0, there holds pointwise convergencê f (ξ)(e it|ξ| a e −t γ |ξ| a − 1) → 0, ∀ξ ∈ R.
Meanwhile, we have |f (ξ)(e it|ξ| a e −t γ |ξ| a − 1)| ≤ 2|f (ξ)| ∈ L 1 .
Then (3.13) follows from the Lebesgue Dominated Convergence Theorem.
Next we consider the function f ∈ H s . Since Schwartz functions are dense in H s , then for ∀ǫ > 0, we have f = g + h, where g is the Schwartz function and h H s < ǫ. With this decomposition of f , we have that lim sup
For ∀λ > 0, set
In order to prove the convergence a.e., we just need to prove |E| = 0. It is obvious that
Case 1: γ > 1. By the maximal estimate in Theorem 1.1(ii), for 0 < a < 1 with s > 1 4 a(1 − 1 γ ) and a = 1 with s > 1 2 (1 − 1 γ ), we have for ∀ǫ > 0. Then we have |E λ | = 0 for any λ > 0. These imply that
Thus for a ∈ (0, 1), we have 
then we have |E λ | = 0, for any λ > 0. This yields that |E| = 0, which means for 0 < a ≤ 1,
The proof is completed.
4. Sharpness of the sobolev index s when 0 < a ≤ 1
In this section, we will show the necessary condition for the pointwise convergence, that is Theorem 1.3. To do this, we first derive that the almost everywhere convergence result implies the weak boundedness of the operator P * a,γ . 
for ∀λ > 0 and f ∈ H s (R).
To prove Proposition 4.1, we need two results of Nikishin [11] .
Lemma 4.2 (Nikishin [11] ). Assume X is a space with σ-finite measure, D is an Ndimensional region with mD < ∞ and S (D) denotes the set of the measurable functions on the region D. Assume also that L p (X) is separable. Let G be a bounded 3 hyperlinear operator from L p (X) into S (D), which means that
Then for an arbitrary ǫ > 0 there exists a set E ǫ ⊂ D with mE ǫ ≥ mD − ǫ such that
2)
for all λ > 0 and f ∈ L p (X). Here q = min(p, 2).
The second result explains the relationship between the almost everywhere pointwise convergence and the boundedness for the relevant operator. [11] ). Let T n : L p (X) → S [0, 1] be a sequence of linear operators which are continuous in measure 4 . If for each f ∈ L p (X) the lim n→∞ T n f exists almost everywhere on [0, 1], then the operator G defined by G f = sup n |T n f | is hyperlinear and bounded. 3 Here we say G : L p (X) → S (D) is bounded, if for ∀ǫ > 0, there exists a constant R > 0 such that for ∀ f ∈ L p (X) with f L p ≤ 1, we have m{x : |G f | ≥ R} ≤ ǫ. 4 Each T n is continuous in measure, if convergence of f k → f 0 in L p (X) implies convergence of T n f k → T n f 0 in measure on [0, 1]. Now, we apply these two lemmas to show Proposition 4.1. Recall P t a,γ f (x) = f (ξ)e 2πi(xξ−t|ξ| γ ) e −t γ |ξ| a dξ, x ∈ R,f ∈ L 2 ((1 + |ξ| 2 ) s dξ).
One can regard P t a,γ as an operator on L 2 ((1 + |ξ| 2 ) s dξ). By Chebyshev's inequality, one can find that P t a,γ is continuous in measure. And if the almost everywhere convergence for P t a,γ f (x) with f ∈ H s holds, we have that P * a,γ is bounded and hyperlinear by Lemma 4.3. Therefore, Proposition 4.1 follows from Lemma 4.2.
then From this inequality, we can obtain N 2s−1+ 1 γ ≥ C. (4.12) Let N tend to ∞, then N 2s−1+ 1 γ → ∞ for s < 1 2 (1 − 1 γ ), which contradicts with (4.12). In conclusion, for a = 1, if s < 1 2 (1 − 1 γ ), we see that the weak type (2, 2) inequality |{x ∈ R; |P * 1,γ f A (x)| N}| N −2 f A 2 H s fails, which implies almost everywhere convergence fails either.
Hausdorff Dimension of Divergent points
In this section, we will discuss the problem for the set of the divergent points. First we need to establish the maximal estimate for the operator P t a,γ with 0 < a ≤ 1 and γ > 0 in the general Borel measure µ ∈ M(B(0, 1)). As a consequence, we obtain Theorem 1.5 by the Frostman lemma below. Then by Lemma 2.1 , Remark 2.1 and the fact that ω L ∞ (µ) ≤ 1, we finish the proof.
To prove Theorem 1.5, we recall the following lemma, which builds the relation between dim U and the energy I s (µ) of Borel measue µ on U.
Lemma 5.1 (Frostman, [8] ). For a Borel set U ⊂ R n , dim U = sup{s: there is µ ∈ M(U) such that I s (µ) < ∞}.
The proof of Theorem 1.5. First, we give the detail proof of Theorem 1.5(i). Suppose I 1−2s (µ) < ∞. Let Q = x ∈ R : P t a,γ f (x) f (x) as t → 0 . Q is obviously a Borel set. Let λ ∈ (0, 1), ǫ > 0 and choose a smooth function g for which f − g H s (R) < λǫ. Since lim t→0 + P t a,γ g(x) = g(x), for any x ∈ R, then we have lim sup
for any x ∈ R. Therefore, by the estimate (1.11) and the Cauchy-Schwarz inequality, we have µ({x : lim sup .3), we have µ(Q) = 0, which contradicts with the condition µ ∈ M(Q) and 0 < µ(Q) < ∞. In conclusion, we have dim Q ≤ 1 − 2s in this case.
The proofs of Theorem 1.5(ii)(iii)(iv) are similar to that of (i) above. Therefore, we conclude the proof of Theorem 1.5.
