S U M M A R Y Direct measurement of the sediment shear-wave quality factor, Q,j, has been hindered by the lack of an effective shear-wave source. We show that if a satisfactory horizontal component ocean bottom seismometer (OBS) is available, then sediment Q, can be determined directly by using spectral ratios of converted shear-wave reflections. Spectral ratios are formed with the PS reflection from the sediment/basement interface and the PSSS multibounce sediment shear-wave reflection. As a check, we also computed Qfi from the peak amplitudes of PS and
INTRODUCTION
When corrected for geometric spreading, seismic body propagation loss, it is sometimes more convenient to speak waves decay in amplitude like eCeX, where x is the of the quality factor Q, given by Q = nf/ccu, where f is source-receiver distance and a is the attenuation.
frequency and c is the seismic velocity. Attenuation includes both intrinsic losses due to anelastic heating and apparent losses resulting from scattering. Although neither the mechanism nor the exact mathematical description of attenuation is precisely known, most in silu measurements imply that Q is frequency independent (Hamilton 1976a; Kanamori & Anderson 1977) , whereas most theories suggest some form of frequency dependence (e.g. Stnck 1967).
The determination of the attenuation characteristics of seismic waves in marine sediments has been the focus of numerous studies (e.g. Hamilton 1976a, b; Jacobson, Shor & Dorman 1981; Jensen & Schmidt 1986) . Stratification within the sediments may result in significant scattered energy and associated interference of seismic signals that can make attenuation measurements extremely difficult. Attempts to separate effective compressional-wave attenuation into its components and to determine its frequency dependence (e.g. Jacobson 1987) have not been conclusive. There is still no conclusive evidence of the frequency dependence of Q within the seismic band between 1 and 100Hz, although some studies (e.g. Stoll 1985; Jensen & Schmidt 1986 ) have presented evidence which suggests that (Y varies as f". with B between 1 and 2.
The effect of sediment shear-wave parameters on acoustic propagation loss in the ocean has been examined by Vidmar (1980a, b) , Harrison & Cousins (1985) and Hughes et al. (1990) . Sediment attenuation can be useful in identifying sediment type (Hamilton 1980) , and changes in attenuation with depth can indicate the degree of lithification (Hamilton 1976a; Jacobson et al. 1981) . Reflectively modelling of the oceanic crust can give erroneous results for crustal Q, if incorrect assumptions are made about sediment Q,j.
Ocean bottom sediment compressional-wave properties can be measured directly due to the ease of generating and detecting compressional signals (e.g. Hamilton 1976a; Jacobson et al. 1981) . Although the shear-wave properties of ocean sediments can be determined using Scholte-waves (Jensen & Schmidt 1986) , numerical modelling shows that Scholte-waves propagate only in the topmost portion of the sediments. For shallow water sediments, Jensen & Schmidt found a relatively steep gradient in both shear-wave velocity, c,, and Q, between the sea-floor and 60 m depth.
Direct measurement of sediment Qs has been limited by the absence of high quality sediment shear-wave data. This is due largely to the lack of satisfactory ocean bottom S-wave sources, but is also related to problems in ocean bottom seismometer (OBS) design (Sutton & Duennebier 1987 ). Here we circumvent the source problem by analysing converted shear-wave reflections from the top of the crust (basement) recorded by an OBS. The detection and identification of multiply-reflected basement-converted shear waves allows us to make the first direct measurement of effective Qs for the entire sediment column at a deep water site.
We first present the OBS data that motivated the shear-wave analysis and discuss the key phases. We briefly review propagation parameters and alternative descriptions of attenuation. Then, using synthetic seismograms, we show that spectral ratios and peak amplitude ratios can be used to determine Qa from converted S-wave reflections. A variety of velocity profiles are tested, with and without clipping, with and without added noise, and with the use of a realistic multipulse source function. Finally, we apply our methods to horizontal-component OBS data.
D A T A
The OBS data used in this study were obtained in conjunction with the Ocean Sub-bottom Seismometer IV Experiment on DSDP Leg 88 (Duennebier et The data used in this study were recorded by a Hawaii Institute of Geophysics isolated sensor ocean bottom seismometer, OBS Y-220, (Byme et al. 1983 ) from a 30 litre airgun towed across the site in an approximately north-south direction by Soviet research vessel Dimitri Mendeleeu (Duennebier ef al. 1987) . The airgun was towed at a depth of 20m and operated at a pressure of about 2000 psi with a repetition rate of 1 min. More than 300 shots were recorded at horizontal ranges between 0 and 55 km, with nominal spacing of about 0.17 km. The analogue data were digitized at 80 samples s-'. Ship track, gain and Ro.M spreading corrections were applied. Fig. 1 shows the unfiltered OBS horizontal geophone (a) and hydrophone (b) record sections. Horizontal geophones are sensitive to motion along their axis in the horizontal plane; this motion can be due to either non-vertical compressional-waves, to shear waves, or, sometimes, to tilting of the instrument package. In contrast, pressure sensors detect only compressional-wave energy and are insensitive to shear-wave energy and tilt. Comparing the pressure data with the horizontal data, we see that only the direct water wave is common to both; thus the phases observed on the horizontal component must be near-vertical travelling shear waves.
Data analysis
Using the 2 . 0 0 f 0 . 0 2~ P + S traveltime from the horizontal geophone data and the sediment thickness of 356m from drilling, we estimate an average sediment shear-wave velocity, C , , between 0.195 and 0.204 km s-', assuming the average sediment compressional-wave velocity, S,, is between 1.8 and 1.5 kms-I. Basement compressional and shear-wave velocities of 2.45 and 4.35 km s-I, respectively, were obtained from the slopes of the PSS and PPS refraction branches, in general agreement with other studies (e.g. Spudich & Orcutt 1980; White & Stephen 1980; Duennebier et al. 1987) . As it is difficult to locate precisely where these phases emerge from the converted basement reflection, or to determine their slope at that point, the actual velocities at the top of the crust may be somewhat lower than these measurements. The limited dynamic range of the instrument, which clipped some high amplitude signals, precludes amplitude versus offset analysis R a n g e (km) R a n g e (km) to identify the critical distances for the refraction phases and thereby constrain the uppermost crustal velocities. This paper will focus on the first 12s of the horizontal data (Fig. 2) . A reduction velocity of 2.25 kms-' was applied in order to separate phases and to facilitate identification of the sediment shear-wave reflections. T h e traveltime curves shown in Fig. 2 were generated by tracing rays for converted and multiply-reflected S phases using a one-layer sediment model with c, = 1.55 km s-', cp = 0.198 km s-', and a sediment thickness of 356 m. The PS phase travels down through the sediment column as P and converts to S at the sediment/basement interface. The PSSS phase transits the sediment column four times, once as P and three times as S. The PSSS multiple shear-wave reflection from basement was the motivation for the phase IPS is identified as a converted S-wave reflection from within the sediment column by its arrival time between the WW and PS phases and by the similarity of its coda to that of the other S-wave reflections. Phases appearing between PS and PSSS that have approximately the same moveout are the result of multipathing within the sediment column. Fig. 4 shows the spectra of 2 s of OBS 'noise' prior to the first arrival, and of 2 s of 'signal' starting at 5.67s, which includes the PS reflection for the trace at 0.41 km in Fig. 3 .
Noise levels are a combination of background noise and signal generated noise from earlier shots. The amplitude spectrum (solid line in Fig. 4 Fig. 3 .
18 Hz. Spectral estimates in this paper are referenced to 1 (digital unit)/&. The 9 Hz dominant frequency gives a shear wavelength in the sediments of about 22 m, compared to about 190 m for compressional waves. This difference results in a finer sampling of the sediment structure using shear waves than is possible with compressional waves for this source. The sensitivity of short-wavelength shear waves to fine scale structure may explain some of the reverberation observed in the horizontal data.
Path differences
Snell's Law shows that the shear legs for PS and PSSS reflections are near vertical for an average sediment shear-wave velocity Zfi = 0.2 km s-and for any reasonable choice of sediment C,. The extreme case, where the incident P -wave is horizontal at the sediment/basement boundary, and E, = 1.5 km s-', gives a shear-wave incident angle at the receiver of OD = 7.7". A s Fig. 5 shows schematically, the PS arrival, S , , and the PS branch of the PSSS reflection, S ; , have different paths and consequently different ray parameters. In order to estimate Qs, we compare the amplitudes and the spectra of S, and S,, assuming that S ; a n d S, are the same. The amplitudes of S ; and S, depend in part on phase conversion at the sediment/basement interface and the downward path-length, with associated compressional losses, which are both angle dependent. We need t o show that S ; samples the same portion of the sediment column as S,. A s all S paths are nearly vertical, and as S, and S, have the same source and receiver, this will be true if the downward P paths for S, and S ; at range X are approximately the same, i.e. if their ray parameters, p , are not very different.
Assuming horizontal layers, the total horizontal distance X , between source and receiver can be expressed as X,(P) = X W ( P ) + -U P ) + N p q 9 ( P ) .
(1)
where X, is the horizontal water distance, No is the number of sediment shear paths, and X , and X , are the horizontal sediment compressional and shear-wave distances, respec- where H , is the thickness of the water column between the source and the ocean bottom, Hsed is the sediment thickness, cw is the water velocity, and c, and c, are the sediment compressional and shear-wave velocities. We choose a real reference distance X , corresponding to the OBS range of interest and solve (2) for complex p , (PS phase with N, = 1) and complex p, (PSSS phase with N, = 3). We find that the real parts of p l and p z differ by less than 2 per cent with Hw=5.467 km and Hsed= 0.356 km, and that the sediment path-length and the traveltime of P S ( p , ) differ from those of PS(p,) by less than one metre and 0.01 s, respectively. Thus the P paths and associated losses, as well as the incident angles at the basement and associated P-to-S conversion, are effectively identical for PS and PSSS.
PROPAGATION PARAMETERS
In a homogeneous medium, seismic wave propagation is determined by the phase velocity c and the specific quality factor Q, which is a dimensionless measure of the internal friction or anelasticity of the medium. Johnston & Toksoz (1981) where A,, is the initial amplitude, X is the path-length in the attenuating medium, c is the phase velocity, and w is the angular frequency. The attenuation factor (Y is given in terms of w or frequency f by
Attenuation can also be expressed by the power-law relation where O < B < 1 and k, is the attenuation coefficient (Strick 1967) . In order to satisfy the Paley-Weiner causality condition, a precisely linear frequency dependence (B = 1) is not possible (Papoulis 1962) . Combining the expressions for a(f) in (5) and (6) gives
It can be seen that if k, and Q are constant and B # 1, then the velocity of propagation must be dependent o n frequency. To model seismic data accurately it is important to know the frequency dependence of Q and c. We investigate the dispersion relations of Strick (1967 Strick ( , 1970 , Liu, Anderson & Kanamori (1976) and Kjartansson (1979) in a later section. & Menke 1986 ). In apparent attenuation, energy is redistributed to other parts of the coda, unlike intrinsic attenuation where energy is removed from the coda. However, its affect on spectral content is difficult to distinguish from intrinsic losses. Note that Q;' includes all non-intrinsic losses.
Effective attenuation

METHODS TO ESTIMATE Q
Spectral ratios
The spectral ratio (SR) method uses the ratio of the amplitude spectra of different arrivals to estimate Q.
Variations of the spectral ratio method have been used by Jannsen, Voss & Theilen (1985) and Jacobson (1987) to determine compressional Q, in marine sediments. We chose the spectral ratio method since the PS and PSSS reflections are observed for the same source and receiver, and the shear-wave ray paths are virtually the same. When the ratio of the amplitude spectra of these phases are taken, source and receiver effects cancel.
We use the PS reflection (the dashed ray path in Fig. 5 ) at the reference depth, z,, as our reference signal, with associated amplitude spectrum S,( 0). The amplitude spectrum S,(w) of the PSSS phase (solid ray path in Fig. 5 ) is related to IS,(w)( by
where 3 is a ratio of geometrical spreading terms and 9 contains reflection and transmission coefficients, assumed independent of frequency. Here z , is the depth at the waterlsediment interface and z, is the depth at the sediment basement interface. Taking the natural log of the ratio of the two spectra gives
In SR(w) = In ~ = In I 9 % 1 -2 4 2 , -2"). 
in which const is a term independent of w that includes spreading and transmission/conversion losses. This last expression differs from the expression obtained by Jannsen et al. (1985) only in the constant term. Note that if Q is independent of w , then equation (11) 
Substituting (12) into (11) 
where a , and a, are the coefficients of w and w 2 , respectively. The coefficients a, and a, are estimated by a least-squares quadratic fit to the spectral ratios. It can be seen that when a 2 = 0 , (14) reduces to the constant Q estimate obtained from (1 1).
The PS and PSSS reflections in the OBS data contain noise. If the noise power is constant, and S, and S2 are the noise free signal spectra and S,, is the noise spectrum, then since S, is less than S,. In general, the magnitude of this inequality will increase with frequency since S, decreases with frequency faster than S,. This reduces the slope of the SR curve, giving a Q estimate that is larger than the true Q. Consequently, we subtracted the noise power from both PS and PSSS prior to taking the ratios as where SS+"(w) is the wavelet spectrum that includes noise. We used a portion of the data prior to the first arrival, with the same length as the signal window, for the noise estimate.
It is important to note that the Q estimated from data in this manner is an effective Q , which includes intrinsic attenuation, apparent attenuation due to scattering and intrabed multiples, interference and leakage to other paths. The relative importance of these mechanisms will vary with sediment type and the complexity of the velocity structure in the sediment column.
As we are comparing phases for the same source and receiver, source and receiver directivity factors will not affect the relative amplitudes. From (10) we see that the slope of the SR plot is independent of the reflection/transmission factor 9 and of the spreading term 9. The intercept, ZSR, of the least-squares fit to the SR plot gives an estimate of In 1991. Below we use synthetic data to examine how closely ZsR matches the true value of In I99l.
Peak amplitude ratios
Sediment Qs can also be estimated from the ratio of the time domain amplitude, s,, of PS to the amplitude, s,, of PSSS (Fig. 5) . In order to estimate Qs in this fashion, we need t o correct s, and s, for losses due to transmission and phase conversion. For a perfectly elastic medium, s, = G,R,s,, and s, = G,Rzso, in which so is the source amplitude, and R and G are the reflection/transmission coefficient and spreading terms, with subscripts 1 and 2 referring to the PS and PSSS phases, respectively. As we have shown above that the difference between the ray parameters p 1 and p 2 for PS and PSSS, respectively, is negligible, the water paths are nearly identical and can be neglected. Then R,, corresponding to the PSSS reflection in Fig. 5 , has the form R , = T$,R~,,R;,R&-,
where Tdp, and Rfs are the transmission and reflection coefficients at the water/sediment interface, and R"p, and R& are the reflection coefficients at the sediment/basement interface. The superscripts refer to the direction of propagation, whereas the left subscript denotes the incident phase and right subscript denotes the resultant phase.
The amplitudes, s, and s2, are the maxima of the envelope functions for the PS and PSSS wavelets. The envelope function is computed by taking the square root of the sum of the squared time series and its squared Hilbert transform. Since only the last leg is constrained to be S, PSSS also includes contributions from the SPSS and SSPS phases. This gives the ratio of the peak amplitudes of the sediment shear reflections for nearly vertical P and S ray paths as where the subscripts P and S refer to P and S-waves, R , , R , , R , and R , correspond to the reflection/transmission coefficients for the PS, PSSS, SPSS and SSPS phases, respectively, and the (Y terms are the attenuation factors where those terms associated with sz are identified by primes. Note that the left-hand side of (16) is a ratio of time domain amplitudes whereas the right-hand side has terms in a,,, (Y, etc. which depend on frequency. We give meaning to identical dispersion relations for band-limited nearly constant Q using a standard linear solid for their viscoelastic model (e.g. Futterman 1962; Liu et al. 1976; Kanamori & Anderson 1977) . In a different approach, Strick (1967 Strick ( , 1970 used the power law (6) to obtain an expression for c ( w ) that does not require bandwidth specification. Both thc band-limited and the Strick relations require the selection of parameters that affect the frequency dependence of c and of Q, and the resulting waveforms.
In contrast to these nearly constant Q models, Kjartansson (1979) gives a linear description of attenuation with Q exactly independent of frequency; attenuation is completely specified by co, the phase velocity at a reference frequency f,, and by Q. Kjartansson' s model requires the phase velocity to be slightly dependent on frequency.
We review several dispersion relations to examine their potential differences and the influence of parameter selection. Here it is useful to have Q defined in terms of complex seismic phase velocity, c ( w ) , by (16) by specifying that the frequency to be used in evaluating m p and ( Y ,~ is f,, the centroid of the spectrum of PS, and that the frequency to be used in evaluating a$ and c$ is f2, the centroid of the spectrum of PSSS. Substituting for a using (5) with h, and c, the thickness and phase velocity in the jth sediment layer. The directivity terms cos B ( p ) have negligible effect since the rays are nearly vertical and pI = p 2 . If the sediment shear-wave velocity is significantly less than the compressional-wave velocity and fi is not too different from fi, the second term on the right-hand side of (17) is small and can be neglected in a first-order approximation of Q. These formulae are used below.
DISPERSION RELATIONS
Anelasticity in earth materials results in the dispersion of seismic waves. Attenuation, characterized by the intrinsic quality factor Q , causes a wavelet to broaden and flatten during propagation. In reflectivity modelling, attenuation is introduced by making the seismic velocities complex. Depending on the dispersion relation, the specification of a reference velocity and a reference Q, as well as additional parameters, are generally required. However, improper selection of the additional parameters can cause either c ( w ) or Q ( w ) as calculated for synthetic seismograms to be significantly different from the reference values away from the reference frequency. In order to make synthetics for testing a method of extracting Q from data, we need to examine first the variation of c and Q with w.
Based on a variety of assumptions, methods and approximations, several investigators have derived nearly Budiansky (1978) , is nearly equivalent to definition (3) for body waves, but it is more convenient than (3) because neither the change in amplitude nor the cycle length needs to be determined. 11.
Here w , , w2, c,, and Q, are input parameters. The radian frequencies w 1 and w2 are intended to be chosen so that w , << w << w2 in the band of interest. The reference velocity cg is the velocity of the medium both at w = 0 and w-m. Note that the Q ( w ) given by this rule is not equal to the parameter Q,: Q ( w ) > Q , for all o, but Q ( w ) is only slightly greater than Q, for w 1 << w<< w2. Notice that Q( w ) + m both in the limit w + 0 and in the limit w -, a.
Power Law (PLQ) rule (Strick 1967 (Strick , 1970 , a modified version of Strick's Power Law as presented in Mallick & Frazer (1987) :
Here c,, k,, E , and u are the input parameters. However, it is usually more convenient to define ko by the relation k,= I W~J~/~C _ Q , and then to regard c,, w o , Q,,,, E, and u as input parameters. In consequence of the above definition of k,, equation (20) implies that for w >> E Notice that Q ( w ) is greater than Q , whenever w > w , . Substituting the expression for k , into (20) gives 1 It can be seen that c, is the seismic velocity in the limit as w+m.
The parameter E was introduced by Mallick & Frazer (1987) to remove the velocity singularity at w = 0; for body waves, e should be chosen so that E << w in the band of interest; we use E = 0.001. Following Strick (1970) , we use u = 0.1, thought to be suitable for most earth materials.
Constant Q (CQ) rule (Kjartansson 1979) :
Here c,, w,, and y are the input parameters. However, it is often more convenient to define y by y = ( l / n ) tan-' (l/Q,) and c, by c~, = c,/cos ( n y / 2 ) so that c,, w,, and Q, are the input parameters. With this dispersion relation it is easy to see that Q is independent of w. However, like the ABQ rule and the PLQ rule, the CQ rule gives a seismic velocity that increases with frequency.
For testing our procedures, we require synthetic seismograms computed both with a frequency-independent Q and with a frequency-dependent Q. We chose fo = 1 Hz for the reference frequency, with w,, = 21tf0. Fig. 6 shows c ( w ) and Q ( w ) for three dispersion relations. Clearly the Q and c given by these relations can differ significantly from the input parameter Q, and c, away from the reference frequency. In selecting values for the parameters w , and w2 in the ABQ, and u in the PLQ relations, there is a trade-off between constant Q and c ( w ) . Keeping Q nearly constant away from w, causes c ( w ) to diverge more from the reference phase velocity, and vice versa. Although the shapes of the phase velocity curves in Fig. 6(a) are similar, we found that improper selection of the other input parameters can cause the PLQ and ABQ curves to differ significantly from the CQ curve. For the ABQ it was necessary to increase the bandwidth to w , =0.01 and w2 = 10 000 (the dashed curves in Fig. 6 ) in order for Q ( w ) to be effectively constant over the frequency band 3 to 18 Hz ( Fig. 6b ) and maintain c ( o ) relatively constant, compared with w l =0.1 and w 2 = lo00 (dotted). For the A B Q relation, as w , decreases, c ( w ) increases. Examination of (19) and Fig. 6(a) indicates that ABQ increases the propagation velocity of a pulse, whereas PLQ gives the delay generally expected in a dispersive medium. However, we see in Fig. 6(b) , obtained from c ( w ) using (18), that PLQ gives Q ( w ) considerably greater than Q, for w > wo.
To see the differences in the resulting waveforms, we computed the plane wave solutions for the reference model using c, = c, = c, = 1.0 km s-' and Q, = 50 at x = 10 km.
As 
DATA
Reflectivity synthetic seismograms were computed using both the CQ and PLQ dispersion relations. We used fo = 1 Hz as the reference frequency for both relations. For the PLQ computations, we used u = 0.1 and E = 0.001, with c , and Q , the reflectivity model velocity and model Q, respectively. For the CQ computations, c , and Q, are the reflectivity model parameters. The code used to generate the synthetic seismograms was developed by Mallick & Frazer (1987 , 1988 . In this study, a variety of sediment models were used to test the accuracy of the spectral ratio (SR) and peak amplitude ratio (PAR) methods for Qs estimation. SR and P A R give effective Q,, equation (8), as the reflectivity synthetics include all multiples and converted phases.
From single-channel reflection data and core logs from drilling (Duennebier et af. 1987) , it is certain that the actual sediment column at Hole 581C has vertical heterogeneity. Hence we require a definition of intrinsic Q for an n-layer sediment profile. A natural definition is obtained by considering the effect of the intrinsic Q of each layer on a vertically travelling seismic wave. The amplitude loss of the wave in layer j due to intrinsic attenuation can be expressed as exp /2cIQ, ] , in which h,, c / , and Q, are the thickness, phase velocity, and Q in layer j , and w is the angular frequency. The loss for a stack of n layers, Ln is then Next, we define C to be the total thickness of the stack, HT = C,"_l h,, divided by the total traveltime; thus Finally, we define Ql, the effective intrinsic Q of the stack, by writing Solving (22) and (24) for Q , then yields
In these equations the c, and Q, are frequency-dependent quantities computed using the dispersion relation for the jth layer. For the multilayer sediment models in this study, we refer to Q, in (25) as the true Q. In discussing our tests on synthetic data, we will say that a method gave the correct result if the Q recovered by the method was equal to Q, given by (25).
Synthetic data
Here we discuss the synthetic record sections used to develop and test our SR and PAR methods for extracting Qp. Recall that in the S R method we must first estimate the spectrum of PS and the spectrum of PSSS; Q, is then obtained from the slope of the ratio of these two spectra. The synthetic traces were computed with a Nyquist frequency of 40 Hz, consistent with the OBS data sampling interval of 0.0125s. We used 55 point windows for PS and PSSS in order to match the length of the PS coda in the OBS data at 0.41 km (Fig. 3) . Prior to transforming to the frequency domain, the mean was removed and a 10 per cent Hanning taper was applied to the windowed phases. Tests showed that 256 point windows padded with zeros gave the best results. Although tapering the window is unnecessary for synthetic data from simple models free of noise, we include the taper in our tests since the OBS data may contain other phases and noise arriving close t o the PS and PSSS wavelets.
The airgun source function and the theoretical instrument response were included in our modelling to facilitate direct comparison of synthetics to the OBS data. At first glance it might be surmized that the source and the instrument functions should be self-cancelling in both the S R and PAR methods. In theory they are not exactly self-cancelling in the SR method because a long source-instrument wavelet may cause the tails of the PS and PSSS arrivals to be outside their respective windows; they are not exactly self-cancelling in the PAR method because of the possible interference of other phases with PS and PSSS. Accordingly, in the synthetic seismograms used below to test our methods for estimating Qo, we included a source and instrument response similar to those of the data. However, we also tested our SR and P A R methods with a variety of other source-instrument wavelets, including the unit (delta function) wavelet. We found that both methods were relatively insensitive to the source-instrument wavelet; the other factors discussed below such as noise, clipping, and interference had much larger effects.
The H I G OBS horizontal component instrument velocity response is relatively flat between 3 and 20 Hz (Sutton et al. 1980) where most of the energy in the data is found (Fig. 4) . The instrument response was computed with the formula in Table IV of Sutton et af. (1981) using t, = 0.035. The Soviet airgun source was modelled using a modified form of the explosive source function presented in Spudich & Orcutt (1980) . The spectral content of the airgun source wavelet is a function of the airgun volume, chamber pressure, and depth. The source function parameters that control the bubble pulse decay were estimated by comparing the amplitude spectrum of the source wavelet convolved with the instrument response with the water wave from OBS hydrophone data at about 13 km, where the water wave is not severely clipped as in the near traces (Fig. 7) . The peaks in the amplitude spectra of the convolved wavelet and the OBS water wave at about 9 Hz match reasonably well (Fig.   7) , as does the fall-off in the spectral estimates between the first and third peaks. Since the water wave in real data is contaminated by the sediment basement P reflections, as well as by refracted phases and surface waves not included in the convolved wavelet, we can only approximate the .__-.
*.
-_ -.
20
Source Instrument --. . Amplitude spectra for the source wavelet, source convolved with the instrument response, and water wave from the OBS hydrophone data at about 13 km. The wavelets giving these spectra are shown at the right.
shape of its spectrum. To match the water wave spectrum, we need an accurate sediment model and an accurate transfer function between the instrument and the sediments in which it rests. Spikes or holes in the spectral ratios can be caused by other arrivals in the same time window. Holes in either of the spectra due to time series discretization can also cause the SR curve to be irregular. When the spectral estimate of PSSS is greater than that of PS at the same frequency, or when the PS and PSSS spectra are significantly dissimilar in shape, interference with another phase or with noise is the likely cause, The longer the source-receiver wavelet and the more complicated the sediment structure, the greater the chance that interference effects will be encountered. A s interference is likely in real data, we smoothed the amplitude spectra using a i , 4, smoothing function before taking the spectral ratios. The degree of acceptable smoothing was established with tests on simple models where apparent attenuation would not be a factor, and we could ensure that the trend of the SR curve was not distorted. We found that five passes through the smoothing function gave minimal distortion of the SR curve. The bandwidth for least-squares estimation was restricted to those frequencies where the general trend of the SR curve was approximately the same as that near the dominant frequency. The difference between the true Q and the estimated Q is the measure of error.
Tests on one-and two-layer sediment models
The application of the spectral ratio (SR) method to synthetic seismograms computed using the Constant Q rule for one-layer sediment models with Q, of 50, 100 and 150 (Table 1 ) recovered the intrinsic model Q, with an error less than 5 per cent. The spectral ratio curves for these models are virtually linear and are consequently not shown.
Although, as noted above, the source and instrument are not exactly self-cancelling in the SR method, our tests of SR for these models with and without the source and instrument functions gave results that were insignificantly different. The peak amplitude ratio (PAR) method Q, estimates were between 10 and 20 per cent below the model Q. To assess the sensitivity of the PAR method to the frequency parameters in equation (17), we also computed Q, fcom (17) by substituting, in turn, -2fl, -2f2, and f = -2[(f, +f2)/2], in place of f-,. These substitutions were motivated by the expectation that fi would not be too different from f,.
The most accurate P A R results for both low-and high-Q models were obtained with f in place of f3, although -2fl
and -2f2 in place of f; gave smaller errors for high-and low-Q, respectively. The PAR results using f in place of f3 were within 5 per cent of the model Q. This improvement may result from f compensating for the band-limited nature of the source spectrum. We use f in place of f; for the remainder of the P A R tests unless otherwise stated.
The spectral ratio intercept I,, from equation (10) gives an estimate of the shear-to-shear reflection coefficient at the sediment/basement interface R$ as Note that the PS reflection coefficients in R, and R,, equation (16), essentially cancel because p , = p 2 and because R , and R , make only small contributions to 9?r. Also, the spreading ratio 9 is easily computed if the sediment thickness is known. Equation (26) gives a lower bound for R$ since layering within the sediment column and conversion of S-to-P at the water bottom will make I&Bre,l<lR$I. In general, R& will be negative since we expect a significant increase in c,. c, and p at the sediment/basement interface. For the one-layer models in Table 1 , (26) gave R& within 5 per cent of the model value. In addition, increasing the sediment Q, and the basement Q, and Qp had an insignificant effect on the accuracy of the SR and PAR results for these models. This indicates that Q, determined by these methods is effectively independent of other attenuation parameters.
To test the robustness of SR and PAR for more complicated sediment structures, horizontal component synthetic seismograms were computed, for both low and high Q,, with a relatively strong impedance boundary within the sediment column. Table 2 gives two two-layer models that differ from each other only in the Q, of the two sediment layers. The parameters in Table 2 serve as the input model parameters to the dispersion relations of the reflectivity code. Table 3 gives the actual velocities, at 9 Hz, of the models in Table 2 , computed by the CQ rule (21), and the actual Qs, at 9 Hz, computed using the O'Connell & Table 2 . Input parameters c, and Q, used in computing the synthetic traces in Fig. 8 . Velocities are in km s-' and densities are in gm ctW3. Actual velocities at 9 Hz are given in Table 3 . Budiansky relation (18). The intrinsic Q, of the sediment column, given by substituting Table 3 values into equation (25), is 50 in case (a) and 200 in case (b). Note that the Table 3 values are also obtained from the PLQ rule at 9 Hz, using the input parameters c, and Q, given in Table 4 . The non-linear nature of the PLQ dispersion relation required adjustment of the velocities as well as Q in order t o match the sediment Q,, Q,, c,. and c, in Table 3 . Using the model parameters in Table 4 , (20) gives velocities and layer Q within 1 per cent of the values in Table 3 . Note the significant difference between the CQ (Table 2) and PLQ (Table 4) model Q, necessary t o obtain the same values of (2, and E for the sediment column; this difference was noted earlier in the curves for Q ( o ) and c ( o ) in Fig. 6 . Fig. 8 shows the traces computed for these models at a range of 0.41 km, corresponding to trace 3 in the OBS data (Fig. 3) . Fig. 9 shows the ray paths of the major arrivals identified on the bottom trace in Fig. 8 . In Fig. 9 , all ray paths not labelled P are S, and phases resulting from reflection/conversion at the intrasediment boundary are dashed. Additional layers significantly increase the multipathing and the complexity of the seismic trace, with the number and amplitude of phases observed depending on the magnitude of the impedance contrast between the layers. The seismogram for the PLQ model with intrinsic Qp = 200 is also plotted in Fig. 8 . As expected, very little difference can be seen between the traces for the CQ and PLQ models. The close similarity of these traces demonstrates that identical synthetic seismograms can be obtained from significantly different input models when different dispersion relations are used. The amplitude spectra for the CQ and PLQ models also show only slight differences (Fig. 10a) . The PLQ trace for intrinsic Q, = 50 is omitted because it is similarly indistinguishable from the corresponding CQ trace and amplitude spectrum [case (a), Table 21 . Fig. lO(a) shows the smoothed amplitude spectra of the PS and PSSS wavelets in Fig. 8 . The resulting spectral ratio curves are shown in Fig. 10(b) . The differences between these models can readily be seen in the relative amplitudes of the PS and PSSS phases, their amplitude spectra, and the slope of the SR curves. Assuming constant Q,. a straight Table 3 showing the wavelets selected for Q analysis for the CQ models. Ray paths for the arrivals identified on the lower trace are shown in Fig. 9 . The PL trace for Q =SO is omitted because it is indistinguishable from the CQ trace for Q = SO.
line was fitted to each spectral ratio curve and equation (11) was used to estimate Q,. We obtained Q, = 52 f 1, in the band (3, 151 Hz, and Q, = 198 f 3, in the band [3,25] Hz, for the low-and high-Q CQ models, respectively. The f refers to 95 per cent confidence limits for the least-squares fit to the spectral ratios. Recovered Q, vaned less than 10 per cent from the true Q, for both CQ models in Table 2 using bandwidths of at least 10Hz that included the dominant frequency of 9 Hz. Estimates without tapering the wavelets differed from these results by less than 5 per cent. The error for the high-Q model increases slightly as the bandwidth decreases, with Q, = 208 f 10, in the band \\/ , . ' , , : ,. . .
. . . bandwidth for the low-Q model. This is because the spectral estimates at frequencies greater than about 15 Hz (lower dotted curve in Fig. 10a) approach the numerical noise level, related to a combination of the source function spectral content and the low Q,. The accuracy of these SR Q, estimates suggests that layering and S-to-P conversion do not present problems for the SR method. We also used the quadratic least-squares procedure, equations (13) and (14), to estimate Q, from traces computed using the PLQ dispersion relation. The quadratic least-squares Q, procedure is much more sensitive to bandwidth than the linear least-squares procedure. The most accurate Q, estimates were obtained for the band where the significance of the second-order term in the quadratic least-squares fit was a minimum, as determined by standard F-test techniques (Hines & Montgomery 1980) . However, the quadratic least-squares results of Q, = 54 f 0.1, in the band [3, 15] The quadratic least-squares Q, estimates from PLQ synthetic seismograms (Fig. lob) do not recover the true Qs as accurately as the linear least-squares procedure applied to Constant Q synthetics. This is probably due to averaging effects over the band for which the quadratic least-squares estimate is obtained. For some bands, the quadratic least-squares procedure applied to PLQ synthetics gave errors greater than 50 per cent whereas the linear least-squares procedure, applied to the same PLQ dependence of Q will be very difficult to extract from our OBS data.
To determine the usefulness of the PAR method on real data, where the sediment column is likely to be heterogeneous, we also applied the PAR method to the traces in Fig. 8 . When estimating (2, using the peak amplitude ratio (PAR) method for multilayer sediment structures, the reflection coefficient term, 9, in equation (17) , must be modified to include the S-wave transmission coefficients, T&, and T& The expression for the PSSS reflection-transmission factor R 2 , equation (15), then becomes For the low-Q two-layer model, PAR results using both the spectral ratio intercept, IS,, and model parameters to estimate %9?r gave Q, estimates within 10 per cent of the true Q. However, the estimates for the two-layer high-Q models are about 30 per cent below the true Q using the model '%Br, whereas substituting exp(I,,) for U9e, in (17) resulted in less than 5 per cent difference between the estimated and true Q,. These results suggest that interference between phases resulting from conversion at, and reflections from, the IPS boundary causes a reduction in the peak amplitude of the PSSS reflection, and that these interference effects are included in the SR intercept. This surprising in that interference is a frequency-dependent phenomenon while I,, should contain only frequencyindependent components. In addition, the interference effect on I,, does not affect the spectral ratio results.
Noise
Real data can be influenced by factors not usually included in synthetic seismograms such as noise and signal 'clipping' due to limited recording dynamic range. To determine the sensitivity of the SR and PAR methods to these factors, we applied different levels of signal clipping and noise to the synthetic data.
To determine the accuracy of the SR method in the presence of noise, we added different levels of noise energy to the high-Q, wavelets. Noise was incorporated in the synthetic wavelets by taking a portion of the corresponding OBS data trace preceding the water wave as the noise estimate and adding it to both the PS and PSSS wavelets prior to transforming to the frequency domain. Such added noise has a greater effect on the spectral estimates of the lower amplitude PSSS wavelet than it does on the higher amplitude PS. We also generated random, or white, noise in the frequency domain by fixing the noise modulus at unity and randomizing the phase, transforming to the time domain, and adding the result to the synthetic trace. W e express the percentage of noise energy as lOOlog,, of the ratio of the variance of the noise amplitudes t o the variance of the signal + noise amplitudes for the PSSS wavelet. When obtaining spectral noise estimates, we windowed the noise with the same taper used on the signal.
Subtracting the noise power from the spectral power estimates steepens the slope of the spectral ratios and consequently has the effect of lowering the Q, estimate. If noise power is not subtracted from the signal power spectra before the spectral ratio is taken, then the Q, estimate may be higher than the true value. The high-Q, models are more sensitive to noise since a slight change in slope can result in a significant error in the Q, estimate. Accordingly, for our noise analysis, we use the high-Q CQ model in Table 2 with Q, = 200.
A linear least-squares fit to the spectral ratios was made using the frequency band in which spectral estimates for the PS phase were at least 3 dB greater than those of the PSSS wavelet and the spectral estimates for both phases were at least 3 dB above the noise level. These acceptance criteria can reduce the useable bandwidth significantly and exclude certain frequencies within that band. Fig. ll(a) shows the wavelet spectra after adding about 5.5 per cent data noise energy to the hi-Q CQ model trace in Fig. 8 . For the PS phase, very little difference can be seen between the amplitude spectra with noise added (solid) and without noise for frequencies less than 30Hz. However, for PSSS, near 15 Hz and above 19 Hz there are noticeable differences between the amplitude spectra with noise and without noise. These small differences significantly affect the spectral ratio curve. The SR curve becomes considerably more irregular (solid, Fig. l l b ) . But the Q, estimate obtained with the noise power subtracted as discussed above, using those frequencies in the [3, 25] Hz band that meet our acceptance criteria, was 216 f 38, still within 10 per cent of Q,. In Fig.  ll(b) , the short linear portion of the SR curve near 15Hz
shows the frequencies not used in the fit. Although not subtracting the noise power does not appear t o change the shape of the SR curve significantly (dotted, Fig. l l b ) , it results in a Q, estimate of 248 f 40 for the same band; thus the bias in the Q estimate increased from 10 t o 25 per cent when noise was not subtracted. Data noise gave larger errors in the Qp estimates than did random noise, so we used data noise for the remainder of our tests.
As noise levels increase, the useable bandwidth narrows and the portion of the amplitude spectrum above noise level becomes smaller and more distorted. The associated SR curves are more irregular with more frequencies excluded. Subtracting the noise power compensates for both the reduction in slope of the SR curve and the associated downward shift in the spectral ratio intercept. We obtain less than 25 per cent error between measured and true Q, with the addition of up to 6.5 per cent noise to the synthetic data for the high-Q CQ model. For the one-layer sediment models in Table 1 , and for multilayer sediment models with lower impedance contrast or with Q, less than 150, we find better than 25 per cent accuracy for as much as 8 per cent noise energy added. These results differ somewhat from those reported by Janssen et al. (1985) and Tonn (1991) who obtained greater than 25 per cent error for the addition of more than 5 per cent noise energy. The improved accuracy we obtained may be due to the lack of downgoing S-waves through the water column, the nearly perfect S-wave reflection at the water/sediment interface, the subtraction of the noise power from the spectral estimates prior to taking the ratios, or a combination of the above. For the PLQ Q, = 200 synthetics, the addition of about 5 per cent noise energy causes Q, estimates to be more than 25 per cent different from the true Q. We found that the linear least-squares procedure gave much better estimates than the quadratic fit for PLQ models when more than 3 per cent noise energy was added. For example, for the Q, = 200 PLQ model with 5 per cent noise, we obtained Q, estimates of 144 and 213 using the quadratic and linear least-squares procedures, respectively. These results indicate that, when noise is present in narrow-band data, a linear approximation to the spectral ratios gives the most reliable Q, estimate for both frequency-dependent and frequency-independent Q. We also infer that, from our real data, which undoubtedly include noise and interference effects, it will be very difficult to determine any frequency dependence of Q,.
The peak amplitude ratio (PAR) method was also tested with noise for the one-layer Q, = 150 model (b) in Table 1 . The PAR method gave better results than the SR method as the noise levels increased above about 8 per cent, where the SR slope became negative. The PAR estimates of Q, were within 10 per cent of the model Q of 150 with up to 25 per cent noise energy added using the model 93, in (17) . This means that if we are sure the sediment column is nearly homogeneous, if we know the sediment thickness, and if we can make a good estimate of a,, then sediment Q, can be determined accurately even in the presence of considerable noise by comparing peak amplitudes of selected phases.
Clipping
Clipping due to restricted instrument dynamic range affects primarily the PS reflection for the near traces. The gain in the OBS record section used in this study was set automatically according to the RMS voltage for the previous minute, resulting in clipping of the highest amplitude signals in each trace. To test the impact of clipping on the SR Q, results, we applied 'hard' and 'soft' clipping to CQ synthetic data for the two-layer model with Q, = 200. In both cases the clipping level was set to a percentage of the maximum amplitude of the PS wavelet. For hard clipping, all amplitudes greater than the clipping level were set to the clipping level. We limited clipping of PS to levels at which PSSS was not clipped. As can be seen in Fig. 12(a) , hard clipping results in a shift of energy to higher frequencies, increasing the centroid frequency of the PS spectrum. In Fig. 12(b) , it is clear that increased clipping causes greater distortion of the SR curves between 3 and 20 Hz.
For soft clipping, the wavelets were first scaled by sinh (l.O)/(clipping level). We took the sinh-' of the scaled amplitudes to obtain the soft clipped wavelets shown in Fig.   13(a) . Comparing Figs 12(a) and 13(a) , we see that hard clipping shifts more energy to higher frequencies than does soft clipping. In Fig. 13 , we see that as the amount of clipping increases, more energy shifts to the higher frequencies, the SR curves become more distorted, and their intercepts become more positive. However, the SR method still yields estimates within 25 per cent of the model Q with up to 50 per cent hard or soft clipping applied to the wavelets.
Application of the PAR method to data with the PS phase clipped will give an upper bound for Q, if we have a reasonably good estimate of 9. As expected, the PAR method is sensitive to clipping and gives a much higher Q, estimate than the true Q. However, using -2f, and exp (ISR), in place of f3 and the model 992, respectively, in (17), gave results close to the true Q. In addition, as clipping increases above 35 per cent, the centroid frequency increases; then using twice the dominant frequency for the PS reflection, -2fIn, in place of in (17), gives Q, estimates closer to the true Q than using either f3, f, or -2fi. For the source function employed, the difference between fi and f i D is an indication of the amount of clipping present in the data. These results show that the amplitude spectrum below 20 Hz is not greatly affected by moderate amounts of clipping, and that clipping effects are mostly confined to the SR intercept.
Apparent attenuation
Here we consider the effects of apparent attenuation on our procedures for estimating Q,. In particular, for multilayered models, we wish to know whether our procedures tend to estimate the Q, given by equation (25) , or whether they recover an effective Q containing a strong component of apparent attenuation. First, notice that if Q, is large, then (8) reduces to Q E = Q,. If (2, is small, then the QE Synthetic seismograms were computed for sediment models with realistic velocities containing alternating layers with high impedance contrast. These models were designed to maximize the magnitude and frequency of impedance contrasts while maintaining total P + S sediment traveltime of about 2.00s for a sediment thickness of 356m. The vertical traveltime through each sediment layer was held constant for velocities computed with the Constant Q rule. These sediment models (Table 5 ) have layer thicknesses of 1, 4, {, f and A, at 10 Hz, respectively, while holding shear Q, = 150 fixed. In Table 5 , the number of sediment layers having the same density, velocity and Q in that layer is in parentheses, e.g. model A5 has 142 sediment layers. Residual fractions of layers were distributed equally between the top and bottom layers. Table 2 at the top included for comparison.
As the synthetics shown in Fig. 14 are horizontal motion, virtually all of the energy is in shear. In particular, the energy between WW and PS consists of intrasediment P-to-S converted arrivals. Note that the amplitude of the water wave is approximately the same for all models. In model A2 (Fig. 14) , the amplitude of the converted S phases decreases with time as more energy is removed from the downgoing P-wave. The amplitude reduction is also partly due to the upgoing S-waves losing energy t o reverberations, reconversion, and absorption in the sediment column. alternating sediment layer thicknesses of 1, f , i, a and &la (see Table 5 ). The trace at the top is for the constant Q two-layer high-Q model.
10Hz in models Al-A4 in Fig. 15 with the acoustic propagation loss maximum determined by Hughes et al.
(1990) for one-layer sediment models. The arrivals between WW and PS increase in frequency from about 10Hz for model A2 to about 1 8 H z in model A4. As the layer thickness decreases, the layers become increasingly transparent to the downgoing P-wave resulting in less P-to-S conversion. In model A 5 (Fig. 15e) , the ;Afi layer thickness is small enough to allow the 9 Hz peak in the source spectrum (Fig. 7) to control the location of the dominant frequency of the PS and PSSS spectra, as opposed to the 10Hz dominant frequency in the spectra of models Al-A3. The 10Hz peak matches the frequency used to determine the layer thicknesses. For model A4, the pronounced peak in the spectrum near 18 Hz is likely due to phases that include odd numbers of multiple ray paths in both layers. In general, the sediment layers act as a strongly peaked bandpass filter whose zeros are related to the thicknesses and velocities of the layers in the sequence.
The wavelet arrival times for models A1-A5 were computed by ray theory. All models have a time-average sediment S-wave velocity of 0.201 km s-' with arrival times for PS and PSSS of 5.61 and 9.14 s. Since thin-bed layering delays the arrival of some of the energy, we used a larger window, 1.0 s, for the spectral ratio analysis compared with the 0.69 s window in the analyses of the two-layer sediment models above. The phases PS and PSSS still arrive at the computed times, but their amplitudes can be significantly reduced (Fig. 14) . The delay of energy is clearest in model A5 where the apparent PSSS arrival occurs at about 9.42 s, 0.29 s later than the ray theoretical arrival time. model A2 in which it was set to 5 Hz. Below 5 Hz, the SR curve for model A2 was greatly distorted, probably because of interference.
As expected, the PS and PSSS phases for these models have much more irregular amplitude spectra and SR curves (Figs 15 and 16) than those of the noise free two-layer models (Fig. 10) . The spectrum of model A4 (Fig. 15d) clearly shows a significant shift in the dominant frequency of the wavelets to about 18 Hz with a corresponding reduction in the peak at 10 Hz. The linear least-squares S R method for models A1-A5 gives Qa estimates within 25 per cent of the true Q of 150 with 95 per cent confidence limits between f 2 6 and f47. These results could have been improved by shifting the time windows to compensate for the layering delay and by increasing the percentage of the wavelets tapered. We conclude that spectral ratio estimates of QE will not be significantly affected by apparent attenuation due to intrabed multiples resulting from thin, horizontal bedding within the sediment column in the [3, 20] Hz band. In our analysis of the OBS data, we expect that the Qp recovered will be close to the intrinsic Q defined for multilayer models by equation (25) . In addition to estimating the importance of QA, the long codas for these models also test the sensitivity of the SR method to source function and window length. Interference may explain why the 95 per cent confidence limits for the Qa estimates for models A1-A5 are significantly larger than those for the two-layer models of Table 2 . these OBS data. Fig. 17(b) shows that the shapes of the signal spectra are roughly similar to those for the two-layer synthetic data shown in Fig. l l ( a ) ; thus interference and clipping are probably not significant for this trace. The horizontal geophone is contained in a cylindrical OBS instrument package. Coupling through soft sediments can modify the instrument response to ground motion, with the coupling resonance frequency related to the shape and mass of the instrument package and the properties of the sediments (Sutton et al. 1981) . Coupling effects include instrument package rocking induced by shear waves, resulting in enhancement of the spectra near the resonance frequency. To have complete confidence in our estimates of sediment Q, from horizontal geophone OBS data, we need to know that the effects of coupling resonance are linear for the coda amplitude and spectral content of PS and PSSS.
APPLICATION TO OBS D
Linear effects will not bias our estimated Q, because our numerical experiments showed that the source wavelet is practically self-cancelling in both the SR and PAR methods.
Cross-coupling from vertical seismic motion t o horizontal geophone signals may also affect the Q, estimates, although Sutton et af. (1981) determined that this is not a problem for this instrument. High amplitude signals will be more strongly affected if the resonance effect is non-linear, with soft clipping of the signal the most likely result. However, the similarity of the spectra of PS and PSSS noted above leads us t o conclude that the coupling effects are linear wifhin the dynamic range of the instrument. In any case, our clipping experiments on synthetic data indicate that soft clipping effects should not significantly affect the Q, estimates.
In Fig. 17(b) , the fall-off in energy at frequencies less than 5 Hz may be due to interference by Scholte-waves generated by earlier shots, gradient induced shear-compressional wave coupling (Fryer 1981) , or source characteristics. The divergence of the PS and PSSS spectra below 5 Hz results in distortion of the spectral ratio curve (Fig. 17c) Table 6 we list the SR and PAR results for OBS data traces 1-7 from Fig. 3 . We believe these traces are relatively free of interference and clipping effects. Fig. 18 shows the Frequency (Hz) Figure 18 . Amplitude spectra of the p s (solid), psss (dashed), and noise estimate (dotted) wavelets for the OBS data.
wavelet spectra for these traces, and Frequency (Hz) Figure 19 . Spectral ratio curves for the spectra in Fig. 18 . The dashed lines are the least-squares fits over the band in which the Qs estimate was obtained. 0 same shape as the PS spectra. In the peak amplitude ratio analysis, we estimated KBe, with exp (ISR), and used f for f3 in equation (17) while neglecting the second term on the right-hand side of (17).
Some trace-to-trace variation is seen in the linear least-squares SR Q, estimates of Table 6 . Although the degree of signal clipping in the data is unknown, the spectral ratio tests on synthetic data above indicate that relatively large amounts of clipping will not affect the SR estimates in the [3, 181 Hz band used in this analysis. The efficiency of P-to-S conversion generally increases with range up to the sediment/basement shear-wave critical angle, increasing the amplitude of the PS arrival and generally resulting in more severe clipping of that phase as the range increases. Consequently, we reduced the length of the time window at greater offsets in an effort to exclude the most severely clipped pulses in the PS coda. Not surprisingly, we still obtained significantly higher Q, estimates from the two farthest traces in Table 6 than from the five nearest traces.
The increase in f at 0.906 km also suggests greater signal clipping. Holes in the spectra of PSSS, such as those seen at about 5Hz in Figs 18(b) and (f), are probably caused by interference; they result in holes in the SR curves (Figs 19b and f) which we exclude from the least-squares estimates. These interference and clipping effects may account for the variation observed in the spectral ratio results for the five nearest traces in Table 6 . Also, as the spectra in Fig. 18 show, the noise energy varies from trace to trace. If the in-trace noise variability is as great as its trace-to-trace To average these effects and thus lower the statistical variance of the spectral estimates, we computed arithmetic (Fig. 20a ) and median averages of the spectral estimates for the nearest five traces in Table 6 prior to taking their ratios. Both averaging methods gave similar results, although the median average spectra and spectral ratios were noticeably less smooth. We obtained Q, = 97 f 11 over the [3,17.2] Hz band for the arithmetic spectral average in Fig. 20(b) using the linear least-squares procedure. The peak amplitude ratio results, QpAR in Table 6 
CONCLUSIONS
We have shown that spectral ratio and peak amplitude ratio methods can give accurate estimates of sediment Q, from converted shear-wave reflections on horizontal component synthetic seismograms. Tests on synthetic data suggest that moderate amounts of noise and signal clipping do not introduce significant error in spectral ratio estimates of Q,.
Q, estimates within 25 per cent of the model can be qbtained with the addition of up to 7 per cent noise energy.
However, the frequency dependence of sediment Q, cannot be determined by spectral methods for narrow bandwidth data when a small amount of noise is present.
Our methods were applied to horizontal component OBS data collected over soft sediments at a deep water site in the northwest Pacific. The spectral ratio method gave Q, estimates between 97 and 110 (corresponding to an attenuation, a, between 0.281 and 0.248 dB A-') using the linear least-squares procedure. The spectral average of these traces yields a Q, estimate of 97 f 11. We suggest that the spectral ratio method can give effective Qp estimates for the entire sediment column with better than 10 per cent accuracy from converted shear-wave reflections for broadband horizontal component OBS data in areas where PS and PSSS are observed. This accuracy is not greatly degraded by modest amounts of noise and signal clipping. 
