Abstract. A new rank revealing method is proposed. For a given matrix and a threshold for near-zero singular values, by employing a globally convergent iterative scheme as well as a deflation technique the method calculates approximate singular values below the threshold one by one and returns the approximate rank of the matrix along with an orthonormal basis for the approximate null space. When a row or column is inserted or deleted, algorithms for updating/downdating the approximate rank and null space are straightforward, stable and efficient. Numerical results exhibiting the advantages of our code over existing packages based on two-sided orthogonal rankrevealing decompositions are presented. Also presented are applications of the new algorithm in numerical computation of the polynomial GCD as well as identification of non-isolated zeros of polynomial systems.
1. Introduction. The numerical rank determination arises in many applications that involve matrix computations, such as those discussed in a series of proceedings, SVD and Signal Processing, I, II, III [5, 13, 18] . While the singular value decomposition (SVD) is undoubtedly the most reliable method to determine the rank numerically, there are certain drawbacks. Among them, it is quite expensive when matrices become large. Moreover, it may not be able to take the matrix structure into account, and it is not easy to update or downdate when rows/columns are inserted or deleted. Alternative methods have been proposed, such as rank-revealing QR decomposition (RRQR) [2, 3, 4] and rank-revealing two-sided orthogonal decompositions (UTV, or URV/ULV) [6, 16, 17] .
In this paper, a new rank-revealing algorithm is presented. For a given m × n matrix A, instead of calculating a decomposition that reveals the approximate rank, our method calculates the approximate rank and null space of A directly. We briefly outline the method as follows. Without loss of generality, we assume m ≥ n, and let σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0 be singular values of A. Since the smallest singular value σ min ≡ σ n satisfies σ min = min Here and after, for an arbitrary matrix B of full column rank, B + stands for its pseudo-inverse. It can be shown that (Lemma 1 in §4) the Gauss-Newton iteration in (1.2) is essentially the inverse iteration on the matrix A A without undesirable matrix multiplication. The global convergence of the iteration is therefore warranted, and (ς j , x j ) will converge to the singular pair (σ n , v n ). In this article, unless otherwise mentioned, we always use "singular vector" to represent the right singular vector. After σ n = σ min is calculated along with its associated singular vector v n , the matrix
has the same set of singular values along with the associated singular vectors as those of A except the smallest singular value σ n of A is replaced by the singular value 2 + σ 2 n of A with associated singular vector v n (Corollary 2 in §5). Therefore, if we choose = A F , then the replacement 2 + σ 2 n becomes the largest singular value of A . In the meantime, the second smallest singular value σ n−1 of A becomes the smallest one of A , and iteration (1.2) for finding the smallest singular pair of A can be applied to A to calculate the singular pair (σ n−1 , v n−1 ) of A. This process can be continued recursively to calculate as many singular values of A as desired in ascending order σ n ≤ σ n−1 ≤ · · ·, along with their associated singular vectors v n , v n−1 , · · ·. Once σ k is larger than the prescribed threshold θ > 0, we will admit k as the approximate rank of A and the computed v k+1 , · · · , v n as an orthonormal basis for the approximate null space of A.
Our method has been implemented as a Matlab package RankRev and applied to many applications. In §7 we present comprehensive numerical results of our code compared with UTV Tools [6] and Matlab SVD function. To calculate the approximate rank and null space of a given matrix that has a low rank deficit, our code can be 20 times faster than the full SVD when the matrix size becomes very large. Compared with UTV Tools, our method seems to be more robust and accurate in general, especially when the singular value gap at the rank threshold is relatively small. Moreover, row/column updating and downdating in our method, elaborated in §8, are quite simple and straightforward. Separate numerical results are presented in §8.5 comparing our method with UTV Tools in this respect. While UTV Tools may return incorrect ranks in certain difficult cases, our code always produce accurate results on all the matrices tested.
While rank-revealing has a large variety of applications, the development of our algorithm follows the needs of two important applications emerged recently: a stable numerical algorithm for the computation of GCD (greatest common divisor) of univariate polynomials and the identification of non-isolated numerical solutions of polynomial systems. The details of those applications will be illustrated in §9.
2. Notation, terminology and definitions. The terms rank, nullity, and null space are used in the exact sense as in common linear algebra textbooks. In numerical linear algebra, the approximate rank, also known as the numerical rank, has a specific meaning given in Definition 1 below. Since the approximate rank, approximate null space and approximate nullity are important concepts in our discussion, to be more clear and concise we shall use specific terms approxi-rank, approxi-null space and approxi-nullity for those notions. The usual notation rank(A) remains to be the exact rank of a matrix A.
Throughout this paper, matrices are denoted by upper case letters such as A, B, Q, R, etc. Lower case boldface letters like u, v and x represent column vectors. The notation (·) denotes the transpose of a matrix or vector (·) and vector spaces are denoted by a boldface upper case letters like W with W ⊥ denoting its orthogonal complement.
The definition of approxi-rank is first given by Golub, Klema and Stewart [7] . We shall use a somewhat simplified definition.
Definition 1. For a given threshold θ > 0, a matrix A ∈ R m×n has approxirank k within θ, denoted by rank θ (A) = k, if k is the smallest rank of all matrix within a 2-norm distance θ of A. Namely,
In this case, we also say the approxi-nullity of A within θ is n − k.
Notice that the exact rank of a matrix may be considered the approxi-rank of the matrix within zero.
The minimum in (2.1) is attainable [7, 12] : For θ > 0, let A = U ΣV be the singular value decomposition of A with singular values satisfying [7] ). Moreover, A k is nearest to A (with respect to 2-norm) with rank k. In other words, for
We call the ratio γ = σ / σ the approxi-rank gap. The size of this gap strongly influences the difficulties in achieving the accuracy of rank-revealing computation as shown in numerical examples in §7 and §8.5. If the singular values of A and the threshold θ satisfy (2.2), then clearly σ = σ k and σ = σ k+1 . When rank θ (A) = k, we called the null space of A k the approxi-null space of A within θ since A k is the nearest matrix to A with rank k. Let v 1 , · · · , v n be the singular vectors of A (and A k ) associated with singular values σ j , j = 1, · · · , n, the approxi-null space of A is spanned by v k+1 , · · · , v n . The approxi-nullity of A equals the dimension of the approxi-null space. Any vector v satisfying Av 2 ≤ θ is called an approxi-null vector of A within θ.
3. The basic algorithm. As before, let A ∈ R m×n (m ≥ n) with singular values σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0. We first establish the equivalence between finding the smallest singular value σ min ≡ σ n of A and solving the least squares problem of the quadratic system
n be a vector satisfying
with a scaling factor τ > σ n . Then u is in the subspace W spanned by the singular vector(s) of A associated with the smallest singular value(s). Proof. Let A = U ΣV be the singular value decomposition of A with orthogonal U and
Assume g(z) reaches its minimum at z = y ≡ (y 1 , · · · , y n ) . Then
Hence, σ 2 j ≤ 2τ 2 , and σ j = σ for all j ∈ J for certain σ ∈ {σ 1 , · · · , σ n } with σ < √ 2τ . It follows that
Therefore, the possible minimum values of g(z) are σ 
and g(z 1 , · · · , z n ) reaches the minimum if σ = σ n . Consequently, σ j = σ n for all j ∈ J, and u = j∈J y j v j where v j is the singular vector associated with σ j , j = 1, · · · , n.
Based on Proposition 1, the smallest singular value of A can be calculated via solving system (3.1) by the Gauss-Newton iteration [3] :
We shall prove in the next section ( §4) that the scalar sequence ς j , j = 1, 2, · · · always converges to the smallest singular value σ min of A. And if σ min is a simple singular value, namely σ n−1 = σ n , then the vector sequences 1 ςj Ax j and x j , j = 1, 2, · · · converge to the corresponding left and right singular vectors respectively. When σ min is not simple, ς j still converges to σ min , while 1 ςj Ax j and x j converge into left and right singular subspaces associated with σ min .
When A has more than one zero singular values, the matrix 2τ x j A becomes rank deficient and its pseudo-inverse is undefined. While exact rank deficiency rarely happens in real computation, when it occurs, replacing A by A + E with tiny E 2 will ensure the existence of the pseudo-inverse. Such substitution has virtually no effect on the computing results. For details, see [8] .
In the remainder of this paper, we shall frequently refer to the iteration (3.2) above as "applying the Gauss-Newton iteration on matrix A" for solving the least squares quadratic system in (3.1).
4. The convergence theory. The theory of the Gauss-Newton iteration warrants its local convergence under some restrictions, and the convergence rate is at least linear. The following lemma shows that the Gauss-Newton iteration (3.2) on the overdetermined quadratic system (3.1) is essentially the inverse iteration on the matrix A A, and the convergence is therefore global. Lemma 1. Let A ∈ R m×n be of full column rank, and let {x j } be a vector sequence generated by iteration (3.2). Then there are constants c j , j = 0, 1, · · · such that
Proof. For simplicity, let x and y denote x j and x j+1 respectively. Now,
This yields
For a given matrix A ∈ R m×n and a threshold θ > 0, we assume rank θ (A) = k and the singular values of A satisfy
then W = span v k+1 , · · · , v n is the approxi-null space of A, where v j is the singular vector associated with σ j for j = k + 1, · · · , n. The orthogonal complement W ⊥ of W is span v 1 , · · · , v k , and every vector z ∈ R n can be written as z = z + z with z ∈ W ⊥ and z ∈ W. We say a sequence of non-zero vectors z j converges into
The approxi-rank depends critically on the threshold θ > 0 one chooses, and the approxi-rank gap γ = σ / σ dictates its computing difficulties. The following proposition ensures that the vector sequence {x j } generated by iteration (3.2) converges into the approxi-null space of A.
Proposition 2. Suppose A ∈ R m×n and rank θ (A) = k with a nontrivial approxi-null space W and approxi-rank gap γ. Then for x 0 not orthogonal to W, the iteration (3.2) generates a vector sequence x j and a scalar sequence ς j where x j converges into W linearly in the following sense
and ς j satisfies
for certain η ∈ R, and with α = η σ 2 ,
. By a simple induction, inequality (4.3) follows. For inequality (4.4),
As an important special case, if there is a significant gap in magnitude between σ n−1 and σ n , then the iteration (3.2) converges to σ n and its associated singular vector v n . Corollary 1. If σ n−1 > σ n and x 0 satisfies x 0 v n = 0, then for each j the matrix B j = 2τ x j A in the Gauss-Newton iteration in (3.2) is of full rank with well defined pseudo-inverse. Moreover, the sequences ς j and
to σ n and v n respectively with
is of full rank because of the assumption x 0 v n = 0 . Similarly B j is of full rank for all j > 0 since x j v n = 0 from (4.3). The proof of the remaining assertions is a straightforward verification.
5.
Computing the approxi-null space. The iteration (3.2) produces a vector w 1 in the approxi-null space W of A. When the approxi-nullity of A is bigger then one, we may stack a scalar multiple of w 1 on top of A to form a new matrix B. We will show in this section when iteration (3.2) is applied to B it may produce another approxi-null vector w 2 of A that is orthogonal to w 1 . This deflation-iteration process can be continued recursively to produce an orthonormal basis for the approxi-null space W.
Proposition 3. Under the same assumptions of Proposition 2, for any unit vector w ∈ W, the matrix
and its approxi-null space W spanned by the singular vectors of B associated with σ k+2 , · · · , σ n is a subspace of W.
Proof. Since w ∈ W, we can write
. . .
where P is a permutation matrix withÛ andV being orthogonal matrices in the SVD of
We claim thatσ
In fact,σ k+1 is the largest singular value of D which is larger than or equal to sincê
On the other hand, let y = (0, · · · , 0, y n−1 , y n ) ∈ R n−k such that y 2 = 1 and
and inequalities (5.3) hold. Consequently, they lead to the validity of the inequalities in (5.2) with
In practice, we may choose = A ∞ . In applying iteration (3.2) on B, as the least squares solution of 
w 2 ∈ W is approximately orthogonal to w 1 . Continuing this process recursively an orthonormal basis for W can be constructed.
As an important special case, if σ n−1 σ n , iteration (3.2) converges to w = v n and ς = σ n . In this case, stacking v n on top of A makes σ n−1 the smallest singular value of the resulting matrix.
Corollary 2. Let σ be a singular value of A with associated singular vector v. The matrix
has the same singular values and corresponding singular vectors as those of A, except the singular value σ of A is replaced by the singular value ρ 2 + σ 2 of A ρ associated with the same singular vector v.
Proof. For simplicity, let σ = σ n and A = U ΣV be the SVD of A. We have
By applying a Givens transformation from the left on ρ and σ, it is clear that the singular value σ of A is replaced by the singular value ρ 2 + σ 2 of A ρ while the associated singular vector remains the same.
6. The overall algorithm. As mentioned before, the approxi-rank k of matrix A depends critically on the chosen threshold θ > 0 for which singular values of A satisfy
There is no uniform threshold for all applications. The user must make a decision on the threshold θ > 0 based on the nature of the application.
The approxi-rank gap γ =
may be considered a condition number for this rank-revealing problem. If γ is large, say 10 3 , then every iterative step in (3.2) will improve the convergence by 6 digits because in Proposition 2 the sequences {x j } and {ς j } satisfy Pseudo-code RankRev: input: Matrix A ∈ R m×n , threshold θ > 0 output: approxi-rank k, orthonormal basis w k+1 , · · · , w n for the approxi-null space. Since the machine epsilon of IEEE standard double precision is about 2.2 × 10 −16 , therefore x 3 in this case is sufficiently accurate to be an approxi-null vector unless the randomly chosen initial vector x 0 is almost orthogonal to the approxi-null space.
Compute the QR decomposition
Let (σ 1 , v 1 ), · · · , (σ n , v n ) be the singular pairs of A with σ j 's satisfying (6.1). For an input threshold θ > 0, our algorithm begins with calculating the smallest singular pair (σ n ,v n ). Ifσ n > θ, A will be classified as being of full approxi-rank, and the process stops. Otherwise the algorithm continues by calculating singular pairs (σ n−1 ,v n−1 ), (σ n−2 ,v n−2 ), · · ·. Once we reachσ k > θ, the process will be terminated with k being the approxi-rank of A and span{v k+1 , · · · ,v n } the approxi-null space. If the approxi-rank gap γ =σ
is not as large, it may need more than three iteration steps in (3.2) for each singular value. The users can set the number of iteration steps based on the nature of the application. The overall algorithm RankRev is shown in a pseudo-code in Figure 6 .1.
Practically, the iteration (3.2) is carried out by finding a least squares solution ∆x (= x j+1 − x j ) to the linear system
at the j-th stage. To avoid unnecessary QR decomposition of the full matrix at each step, we may calculate the QR decomposition of A before the iteration and update the QR decomposition at each step.
With QR factorization A = Q R 0 , finding the least squares solution to (6.2) is equivalent to solving the least squares problem of
for ∆x = x j+1 − x j , in which one uses the QR decomposition of the upper Hessenberg matrix 2τ x j R . Updating the QR factorization of an n-column upper-Hessenberg matrix requires n Givens transformations which cost O(n 2 ) flops in total. After QR updating, solving (6.3) for its least squares solution requires a total of O(n 2 ) flops in backward substitutions.
The final QR factorization of 2τ x j R can be used as the QR decomposition of the matrix B in (5.1) with ρ = 2τ and w = x j . The computations are all in the order of O(n 2 ) except the first QR factorization of A which costs O(mn 2 ). Actually, in many occasions the QR decomposition of A had already been calculated for other purposes.
7. Numerical experiments and comparisons. Our rank-revealing algorithm is implemented as a Matlab module RankRev that is electronically available from the authors upon request. Here we compare its efficiency, robustness and accuracy with Matlab built-in SVD function as well as hurv in the UTV Tools implemented by Fierro, Hansen and Hansen [6] . The package UTV Tools is perhaps the only published comprehensive rank-revealing package with updating/downdating capabilities. All tests are carried out in Matlab 6.1 on a Dell personal computer with a Pentium 4 CPU of 1.8 Mhz, 768 Mb of memory, and machine precision ε ≈ 10 −16 . The main objective of our code RankRev is to calculate the approxi-rank and the approxi-null space of a matrix A that has a low approxi-nullity (equivalently, A is close to being of full approxi-rank) within a user-specified threshold. If the given matrix A is of approxi-rank about n/2, the full SVD can be more efficient. For low approxi-rank (i.e., high approxi-nullity) cases, UTV Tools function lurv and SVDPACK based on Lanczos method [1] are efficient options.
When A ∈ R m×n has an approxi-rank k within threshold θ > 0, then A is often considered to be under a perturbation of a "noise" matrix E with E 2 ≤ θ such that A − E has exact rank k. The 2-norm of E is often referred to as noise level. Usually, we consider a perturbation magnitude near machine precision, say 1.0e-12, a low noise level, perturbation near 1, say 1.0e-3, a high noise level, and the median noise level is around 1.0e-8. Results for Type 1 matrices.
All three algorithms output accurate approxi-ranks. Table 7 .1 list the times and errors in executing svd, hurv and RankRev. The time measures are in seconds and the error measures the distances of the computed approxi-null spaces to the spaces spanned by the right singular vectors associated with the 10 smallest singular values. The results show that our RankRev is at least as efficient as hurv with significantly higher accuracy. When matrix sizes are in the thousands, both hurv and RankRev are more than 10 times faster than standard SVD even with the interpretation overhead in Matlab codes. 3 . While computing approxi-ranks of this sort of matrices is not the main goal of either RankRev or hurv, we simply use them to test the robustness of both codes since both algorithms must recursively deflate n 2 times here. As shown in Table 7 .2, the approxi-null space accuracy for hurv seems to deteriorate when n increases and it fails to provide accurate approxi-ranks for n = 400 and n = 500 1 even when its refinement option is activated. In contrast, our code RankRev always outputs accurate approxiranks and tiny errors in computed approxi-null spaces.
7.3. Type 3. Decreasing gaps, fixed size, low approxi-nullity, median noise level. Matrices A j , j = 6, 5, · · · , 2, 1 used in this test are of size 1000 × 500 with an approxi-nullity fixed at 10 within the same threshold 10 −8 . The singular values range from ε to A j 2 = 20. However, the approxi-rank gaps are set at 10 j for j = 6, 5, · · · , 2, 1 respectively. The accuracy measures on Type 3 matrices without refinement. Due to the fixed size of the test matrices the execution time is close to a constant for each code. We therefore list only the average time in the parentheses next to the code name.
tighter accuracy on the approxi-null space is required in application, while UTV Tools has its own refinement strategy [6, 11] , we may simply set tighter criteria for stopping the Gauss-Newton iteration. Table 7 hurv (9.74) 7.4e-11 2.2e-10 6.3e-10 2.0e-09 6.9e-09 1.6e-08 RankRev (7.82) 7.4e-11 2.2e-10 6.3e-10 2.0e-09 6.9e-09 1.8e-08 Table 7 . 4 The accuracy measures on Type 3 matrices with refinement. The results exhibited in Table 7 .5 show significant advantage of RankRev over hurv in accuracy without refinement. If both codes activate the refinement option, however, hurv achieves slightly higher accuracy (2.9e-15) over RankRev (4.3e-14), while RankRev is slightly faster in speed by about 15%. Results for Type 5 matrices.
Updating and downdating. For A ∈ R
m×n , the algorithm RankRev in Figure 6 .1 produces an approxi-rank k, a matrix W = w k+1 , w k+2 , · · · , w n whose columns form an orthonormal basis of the approxi-null space W of A, and a QR decomposition
When a row/column is inserted in A, the determination of a new set of k, W , Q and R of the new matrix using the information already available is called updating. It is called downdating if a row/column is deleted from A instead.
One of the main motivations in seeking alternatives to SVD in determining approxi-ranks is its difficulties in updating and downdating. The UTV decomposition possesses good updating capabilities but its downdating seems somewhat complicated. In contrast, both updating and downdating in our method are straightforward and they are also quite stable and efficient.
In elaborating our procedure for updating and downdating, we shall repeatedly use the following QR-downdating strategy [8, §12.5.3] .
We wish to compute the QR decomposition of the submatrixB in
where the QR decomposition of B is available as given above. Let q be the first row of Q and G 1 , · · · , G m−1 be Givens rotations such that
Notice that
is upper Hessenberg and
and thereforeB
This QR downdating process requires O(n 2 ) flops.
Column updating.
For A = (a 1 , · · · , a n ) ∈ R m×n and a n+1 ∈ R m , letÂ = (a 1 , · · · , a n , a n+1 ). Clearly the approxi-null spaceŴ ofÂ contains ŵ k+1 · · · ,ŵ n whereŵ
Thoseŵ j 's remain orthonormal. The approxi-rank ofÂ is either k or k + 1. Only when it stays at k, the orthonormal basis ofŴ contains an additional vector which is the only approxi-null vector of the matrix
and H be the Householder transformation satisfying is below the threshold θ,ŵ n+1 becomes the additional approxi-null vector and {ŵ k+1 , · · · ,ŵ n+1 } constitutes an orthonormal basis for the approxi-null spaceŴ ofÂ. For further updating or downdating, if needed, we also update the QR decomposition in (8.1):
ComputingQ andR requires O(n 2 ) additional flops sinceR is already uppertriangular.
If the new column is inserted between the (l − 1)-th and the l-th column of A where l < n, we may first append the new column as the last (i.e., the (n + 1)-th) column and complete the computation described above. Then by switching its l-th and (n + 1)-th components for each approxi-null vectorŵ j , j = k + 1, · · · , n + 1, we obtain an orthonormal basis for the approxi-null space ofÂ, the new matrix with a new l-th column inserted.
For further updating and/or downdating, the QR decomposition in (8.6) needs to be revised. We illustrate the process for n = 4 and l = 2 as follows:
where G j 's are the Givens rotations. The newQ andŘ are then available for further use.
We summarize the column updating process as follows.
• Input: matrix A, approxi-rank k, scaling factor τ , rank threshold θ, orthonormal basis for the approxi-null space W, the QR decomposition Q and R as in (8.1), a new column a n+1 and its location l to be inserted.
• AppendÂ = (a 1 , · · · , a n , a n+1 ), formȂ as in (8.3).
• Update the QR decompositionQ andR ofȂ as in (8.4).
• Calculateŵ n+1 as in (8.5), and obtain the residual |ζ| y 2 .
• If the residual
-Swap the l-th and the (n+1)-th components of every approxi-null vector as columns ofŴ -CalculateQ andŘ as in (8.7), set asQ andR respectively. end if • Output updated k,Ŵ ,Q,R.
While the only significant cost of updating is solving an upper-triangular system Rx = −d 1 in (8.5) with n 2 + O(n) flops whenQ andR are not needed, the cost stays at O(mn + n 2 ) with outputQ andR.
8.2. Column downdating. LetÃ = (a 1 , · · · , a l−1 , a l+1 , · · · , a n ) where the l-th colum a l of A is deleted andW be its approxi-null space. If the approxi-nullity of A, or the dimension n − k of its approxi-null space W, is zero, then the approxi-nullity of A remains zero, requiring no further computations. We therefore assume n − k ≥ 1, and write
Let H ∈ R (n−k)×(n−k) be the Householder transformation satisfying
the columns of W H also form an orthonormal basis for W. By removing the l-th component ofŵ j for each j = k + 1, · · · , n, we obtain a set of vectorsw k+1 , · · ·,w n satisfyingÃw
Apparently, {w k+2 , · · · ,w n } is a subset of an orthonormal basis forW, and the magnitude of Ãw k+1 2 determines the possible existence of an additional approxi-null vector: when it is small enough, the normalization ofw k+1 completes {w k+1 , · · · ,w n } as an orthonormal basis forW .
To downdate the QR decomposition in (8.1) for further updating/downdating, since
whereR is obtained from R by deleting its l-th column and G l , · · · G n−1 are the Givens rotations that transformR into upper-triangularŘ. Applying the QR downdating technique in (8.2) 
The column downdating process stops here ifw k+1 is not an approxi-null vector. Otherwise, we will stack τw k+1 as the top row and update the QR decomposition in (8.9) :
where G is a product of n − 1 Givens rotations that transforms the upper Hessenberg matrix τw k+1 R into upper triangular formȒ.
The column downdating algorithm can be summarized as follows:
• Input: matrix A, approxi-rank k, scaling factor τ , threshold θ, orthonormal basis w k+1 , · · · , w n for the approxi-null space W, the QR decomposition Q and R as in (8.1), a column index l indicating the l-th column of A is to be deleted.
• Form W = w k+1 , · · · , w n and the Household transformation H in (8.7)
• SetŴ = W H and η as in (8.7).
• GetW = w k+1 , · · · ,w n by deleting the l-th row ofŴ and normalizing the first column afterward.
• Form the QR decomposition (8.8).
• Apply the QR downdating process (8.2) on (8.8) to obtainQ andR in (8.9).
• If Ãw k+1 2 > θ, then -Output k,W = w k+2 , · · · ,w n ,Q,R, the approxi-rank stays at k.
else -Update the QR decomposition as in (8.10).
-Output k = k −1,W = w k+1 , · · · ,w n ,Q,Ȓ, the approxi-rank reduces by one. end if It requires O(n 2 ) flops to carry out the column downdating process.
Row updating.
Inserting a row b into A for a new matrixÂ, the approxirank ofÂ will remain the same unless the approxi-rank k of A is less than n. In such cases, it is clear that the approxi-null spaceŴ ofÂ is a subset of the approxi-null space W of A, and they are equal if b is approximately orthogonal to W. Namely,
> θ, the approxi-rank of the new matrixÂ becomes k+1. To find an orthonormal basis ofŴ in this case, we first let y = W b ∈ R n−k and H ∈ R (n−k)×(n−k) be the Householder transformation such that Hy = ( y 2 , 0, · · · , 0) . Denoting H = [y k+1 , · · · , y n ], we have {y} ⊥ = span{y k+2 , · · · , y n }.
The columns {ŵ k+2 , · · · ,ŵ n } form an orthonormal basis forŴ because
,
To update the QR decomposition in (8.1), we apply the QR downdating strategy in (8.2) on
to delete its first row, yielding
When inserting a new row b into A, let P be the permutation matrix that swaps the new row to the top. It follows that
and G is the product of n Givens rotations. Our row-updating algorithm can be summarized as follows:
• Input: matrix A, approxi-rank k, scaling factor τ , threshold θ, orthonormal basis w k+1 , · · · , w n for the approxi-null space W, the QR decomposition Q and R as in (8.1), a new row b and the row index l indicating b will be inserted above the l-th row of A.
• Form W = w k+1 , · · · , w n .
• If W b 
Applying the QR downdating algorithm (8.2) on this QR decomposition, yields
Obviously, the approxi-null spaceŴ ofÂ contains the approxi-null space W of A. For the possible emergence of an extra approxi-null vector ofÂ, we may apply the GaussNewton iteration (3.2) on the matrixŘ to calculate the singular vector. As explained earlier, if this singular vector is indeed an extra approxi-null vector, it is orthogonal to columns of W and forms an orthonormal basis forŴ along with columns of W . We omit the pseudo-code since the process is a straightforward application of QR downdating algorithm.
Remark: As mentioned in [6] , row downdating may be difficult and complex for UTV decomposition: "· · · [W]e want to emphasize that numerically stable UTV downdating algorithms have become very complex, and the computational overhead can become quite large, especially when the exact rank decreases. It may be worth to consider whether recomputation of the ULV decomposition · · · is to be preferred · · ·". In comparison, row downdating in our algorithm seems quite straightforward.
8.5.
Numerical results on updating and downdating. Our updating and downdating algorithms have been thoroughly tested for all circumstances of inserting/deleting rows or columns. Since UTV Tools [6] contains only row-updating and row-downdating modules, we shall restrict our comparisons with UTV Tools to those situations only. The results of our method on column updating and downdating are quite similar.
The two modules in UTV Tools for row-updating and row-downdating are urv up and urv dw respectively. The updating module urv up works on inserting a row at the bottom and the downdating module urv dw applies to deleting the top row. Row inserting/deleting may or may not change the approxi-rank. Our tests show that there seems to be a significant difference in performance for both modules of UTV Tools in rank invariant and rank altering cases.
All tests in this section are conducted on the same computer listed in §7. Both urv up and urv dw are set to use their default control parameters, while our codes rowup and rowdown are set to optimize the speed. 8.5.1. Row-updating with changing approxi-ranks. The test matrix is initially a 1000 × 500 matrix having an approxi-nullity 10 with threshold 10 −8 . The approxi-rank gap is γ = 10 4 . After executing our RankRev and hurv on this initial matrix separately, a random vector is inserted at the bottom in each updating step. Therefore, every update results in an increase in the approxi-rank by one. Both urv up in UTV Tools and our rowup have no difficulty identifying the increasing approxi-ranks with nearly identical accuracy in the updated approxi-null space. As shown in Table 8 .1, urv up is considerably faster than our rowup in this case. 8.5.2. Row-updating without changing approxi-ranks. When no changes in the approxi-rank occur for row updating, the code urv up in UTV Tools seems to have difficulties in identifying the approxi-ranks during the recursive updating, especially when the approxi-rank gap is not large enough. Even when the gap is large, urv up is still prone to miscalculating the approxi-rank at certain point. In contrast, our code rowup always outputs accurate approxi-ranks in all occasions and runs more than twice as fast. Comparisons on random row-updating with changing approxi-ranks Table 8 .2 shows this event on a typical example. The initial matrix has the same features as the one in §8.5.1 except the approxi-rank gap γ is increased to 10 6 since urv up fails too soon for the gap 10 4 . A sequence of rows consisting of linear combinations of the existing rows are inserted at the bottom one at a time. The approxi-rank should stay at 490. However, after certain steps in the recursive updating, urv up outputs inaccurate approxi-ranks. Comparisons on random row-updating without changing approxi-ranks. Data in parentheses indicate inaccurate computation.
8.5.3. Row-downdating without changing approxi-ranks. When deleting a row does not change the approxi-rank, our code rowdown and its counterpart urv dw in UTV Tools show similar performance in both efficiency and accuracy. The test starts by constructing an initial matrix A ∈ R 1000×500 with the same features as in the initial matrix in §8.5.1. Then 20 rows that are linear combinations of the existing rows of A are generated and stacked on top of A. Deleting those rows one-by-one does not alter the approxi-rank. Table 8 .3 shows the results. 8.5.4. Row-downdating with decreasing approxi-ranks. As mentioned in [6] , UTV decomposition may have difficulties in downdating especially when it reduces the approxi-ranks. This phenomenon does occur in the experiment we conducted below. We downdate a matrix of 1030 × 500 obtained by stacking 30 random rows on top of a matrix A of size 1000 × 500 with an approxi-nullity 30 within a threshold of 10 −8 . The approxi-rank gap is set at a relatively large threshold 10 6 . During the test, the 30 random rows are deleted one-by-one and both urv dw and rowdown are used to downdate the approxi-rank and the approxi-null space. The approxi-rank should decrease by one at every downdating step. urv dw 6e-8 1e-7 1e-7 · · · 4e-7 4e-7 4e-7 space error rowdown 6e-8 1e-7 1e-7 · · · 4e-7 4e-7 4e-7 Comparisons on random row-downdating with changing approxi-ranks. Data in parentheses indicate inaccurate computation.
1 to 15, both urv dw and rowdown exhibit similar efficiency and accuracy. At step 16, urv dw miscalculates the approxi-rank by one and this error is carried on in remaining downdating steps. Whereas, our code rowdown always produces the correct approxi-rank.
It is not clear whether the inaccurate outputs of UTV Tools in those difficult tests in both §7 and §8.5 are inherent in the UTV decomposition or the results of coding errors. They are under investigation by the authors of UTV Tools.
9. Applications.
Computing polynomial GCD.
A new method for computing the greatest common divisor (GCD) of univariate polynomials plays a key role in establishing a novel algorithm that accurately calculates polynomial roots and their multiplicities without using multiprecision arithmetic even if the polynomial is inexactly given [19] . This root-finding method is implemented in the Matlab package MultRoot [20] . Our rank-revealing method and recursive column updating constitute indispensable components in the new GCD-finder and the root-finder.
For any polynomial h(
. Let p(x) and q(x) be polynomials of degrees n and m respectively. Write
is a greatest common divisor of p(x) and q(x), denoted by GCD(p, q), if there are polynomials v(x) and w(x) such that
where v(x) and w(x) share no common roots (or equivalently, no common factors). The (n + r) × (n − m + 2r) matrix
is called the r-th Sylvester subresultant matrix of p and q. The following results are well known [14, 19] :
• S r (p, q) has full rank if and only if deg(GCD(p, q)) ≤ m − r.
• If S r−1 (p, q) is of full rank and S r (p, q) is rank deficient, then the null space of S r (p, q) is spanned by the vector w −v whose components v ∈ R n−m+r and w ∈ R r are coefficient vectors of v(x) and w(x) in (9.1) respectively. Also, deg(GCD(p, q)) = m − r + 1. From those results, one may calculate GCD(p, q) by finding the first approxi-rank deficient Sylvester matrix S r (p, q) in the sequence
and a (single vector) basis of the approxi-null space. A GCD-finder constructed in this way can be illustrated in the following process.
First, we form S 1 (p, q), set the first permutation P 1 = I (n−m+2)×(n−m+2) , and calculate its QR decomposition
If S 1 (p, q) is approxi-rank deficient, then GCD(p, q) = q. The process needs to continue only if S 1 (p, q) is of full approxi-rank. In general, if S j (p, q) is of full approxi-rank with its pivoted QR decomposition T j = S j (p, q)P j = Q j R j being available, we attach one zero row to the bottom of T j and add two columns
to the right of the resulting matrix to form T j+1 . With a proper permutation matrix P j+1 , we have T j+1 P j+1 = S j+1 (p, q). Therefore
Updating the QR decomposition of T j+1 = S j+1 (p, q)P j+1 requires only O(n + m) additional flops. We apply the iteration (3.2) on R j+1 for an approxi-null vector. If R j+1 (or equivalently S j+1 (p, q)) remains in full approxi-rank, the process continues to j + 2 in a similar way. It stops at the (column permuted) k-th Sylvester resultant matrix T k = S k (p, q)P k , the first to be approxi-rank deficient.
It can be shown that the null space of T k is of dimension one with a single null vector z ∈ R n−m+2k in its basis. Let w −v = P k z with w ∈ R k and v ∈ R n−m+k .
Then v and w are coefficient vectors of v(x) and w(x) satisfying (9.1). Now u(x) = GCD(p, q) is the quotient of p(x) and v(x). However, it is numerically unstable to use polynomial synthetic division p(x) ÷ v(x) for finding u(x) [19] . Instead, we use the "least squares division" [19] which solves the coefficient vector u of u(x) as a least The procedure listed in Figure 9 .1 illustrates the calculation of deg (GCD(p, q) ) and the coefficients of u(x), v(x) and w(x) in (9.1). To achieve highest attainable accuracy, the Gauss-Newton iteration on a quadratic system based on (9.1) can be applied to refine the GCD [19] .
Pseudo-code GCD:
input: coefficient vectors for p(x), q(x) output: d = deg(GCD(p, q)), coefficients of v(x) and w(x) in (9.1) QR decomposition QR = S 1 (p, q) For j = 1, 2, · · · , m do Gauss-Newton iteration (3.2) on R, get and x if is small enough, then extract coefficients of v(x) and w(x) from x solve (9.2) for the coefficients of u(x) exit else if j ≤ m then update Q j+1 R j+1 = S j+1 (p, q)P j+1 else deg(GCD(p, q)) = 0, v(x) = p(x), w(x) = q(x) end if end if end do Fig. 9.1 . Pseudo-code of GCD 9.2. Non-isolated solutions to a polynomial system. When a numerical solution x 0 of a system of polynomial equations P (x) = p 1 (x), · · · , p n (x) = 0 where x = (x 1 , · · · , x n ) ∈ C n is obtained, we wish to identify whether x 0 is an isolated solution of P (x) = 0. While in the previous sections we mainly focus our attention on the development of our method and algorithm in the real vector space R n , the entire content remains valid in C n with proper adjustments.
If the Jacobian of P (x), denoted by P x (x), at x 0 allows no small (relative to P x (x 0 ) ∞ ) singular values, x 0 is of course an isolated solution. When our rankrevealing algorithm is applied to P x (x 0 ) and the result shows it admits very small singular values, x 0 may lie on a solution component of P (x) = 0 with positive dimension or it may still be an isolated zero with multiplicity ≥ 2. Our strategy to distinguish those cases is given below.
If P x (x 0 ) permits only one singular value that appears tiny and if x 0 is not an isolated solution, then x 0 must lie on a one (complex) dimensional solution component M of P (x) = 0. We will begin to identify this path to a substantial length by a path following scheme developed in [9] . If this attempt fails, no such solution component M may exist and x 0 will be classified as an isolated solution of P (x) = 0.
When P x (x 0 ) has k > 1 very small singular values as a result of our rank-revealing algorithm, we augment P (x) = 0 with k − 1 generic hyperplanes The existence of such component M of P = 0 implies the solution component M of P (x) = 0 containing x 0 is of dimension k − 1. If it fails, the process may be continued in the same manner and the dimension of M will ultimately (very soon in practice) be determined. Of course, when dim(M ) = 0, x 0 is an isolated zero even though P x (x 0 ) may have very small singular values from our rank-revealing algorithm. Example [15] : Consider the polynomial system P (x) = p 1 (x), p 2 (x), p 3 (x) , x = ( u, v, w ) ∈ C 3 where
2 )(w − u 3 )(u 2 + v 2 + w 2 − 1)(w − 0.5).
Obviously, the solution set of P (x) = 0 consists of
