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Abstract
Balance theory has advanced with interdisciplinary contributions from social science, physical science,
engineering, and mathematics. The common focus of attention is social networks in which every indi-
vidual has either a positive or negative, cognitive or emotional, appraisal of every other individual. The
current frontier of work on balance theory is a hunt for a dynamical model that predicts the temporal
evolution of any such appraisal network to a particular structure in the complete set of balanced networks
allowed by the theory. Finding such a model has proved to be a difficult problem. In this article, we con-
tribute a parsimonious solution of the problem that explicates the conditions under which a network will
evolve either to a set of mutually antagonistic cliques or to an asymmetric structure that allows agreement,
cooperation, and compromise among cliques.
Keywords: balance theory, generalized balance, dynamical system
1. Introduction
The broad interest in balance theory is based on one of its special cases: a group in which every
individual has a list of friends and enemies and belongs to one of two mutually antagonistic
cliques, parties, or factions. If the group is a legislative body, then this special case corresponds to a
two-party system inwhich the expectation of agreement, cooperation, and compromise is low, and
legislative decisions dependmore on the relative sizes of the two parties than on bipartisan deliber-
ative processes. However, other special cases of the theory include networks with lower intensity
positive and negative interpersonal appraisals in which multiple cliques, parties, or factions are
connected in a structure of asymmetric positive appraisals that allow agreement, cooperation, and
compromise. This article advances balance theory with a positive contagion model of the tempo-
ral evolution of any appraisal network to a particular structure in the complete set of balanced
networks.
Balance theory considers a complete signed network with three or more individuals in which
every individual i has a positive or negative σij = ±1 appraisal of every other individual j. In such
networks every (i, j) pair of individuals has two directed signed appraisals, i ±−→ j and i ±←−− j.
Thus, the theory assumes that perfect neutrality is impossible in any group of individuals whose
behaviors are visible to every individual in the group. Since Cartwright and Harary’s (1956)
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Figure 1. A directed graph of positive appraisalsG , correspond-
ing to an appraisal network of n= 12 individuals. Every (i, j) pair
of individuals has two directed signed appraisals, i ±−−→ j and
i
±←−− j. The arcs of the graph are the individuals’ set of posi-
tive appraisals (e.g., 2 +1−→ 5), and all other undisplayed arcs are
negative appraisals (e.g., 2 −1−→ 4, 1 −1←→ 2).
formulation of the theory, there has been a sustained flow of interdisciplinary contributions to
it. These contributions include empirical studies that have evaluated whether the theory’s pre-
dictions are evident in observed appraisal networks (Davis, 1970, 1979; Davis & Leinhardt, 1972;
Facchetti et al., 2011; Hallinan, 1974; Holland & Leinhardt, 1971; Ilany et al., 2013; Leskovec et al.,
2010; Louch, 2000; Rawlings & Friedkin, 2017), advancements of balance theory that have relaxed
its assumptions (Davis, 1967, 1970; Easley & Kleinberg, 2010; Harary et al., 1965; Johnsen, 1985;
Montgomery, 2009), and studies of dynamical mechanisms that alter appraisal networks toward
balance (Abell & Ludwig, 2009; Antal et al., 2005, 2006; de Rijt, 2011; Hummon & Doreian, 2003;
Jia et al., 2016; Kułakowski et al., 2005; Marvel et al., 2011; Sørensen & Hallinan, 1976; Srinivasan,
2011; Traag et al., 2013).
The paper is organized as follows. First, we briefly review Cartwright and Harary’s seminal
formalization of balance (Section 2), the current state of work on its generalization (Section 3),
and the current state of work on related dynamical mechanisms (Section 4). After introducing
some graph-theoretic preliminaries in Section 5, we introduce our positive contagion mechanism
(Section 6) and analyze its implications for the suite of macrostructures allowed by it (Section 7).
We conclude with a discussion of the open theoretical problems that our model has addressed,
the distinctive properties of the model, and their implications (Section 8).
2. Classic balance
The focal special case of a balanced network of positive and negative interpersonal appraisals is a
network of extremal appraisals governed by four rules. (1) An enemy of an enemy is a friend,
that is, if i −1−−→ k and k −1−−→ j, then i +1−−→ j. (2) A friend of an enemy is an enemy, that is, if
i −1−−→ k and k +1−−→ j, then i −1−−→ j. (3) An enemy of a friend is an enemy, that is, if i +1−−→ k and
k −1−−→ j, then i −1−−→ j. (4) A friend of a friend is a friend, that is, if i +1−−→ k and k +1−−→ j, then i +1−−→ j.
Rule 4, henceforth referred to as transitivity, has a special status. It says that i will agree with the
positive appraisals of k if i positively appraises k. Hence, any subgraph of the network in which
every (i, j) pair of individuals in the subgraph has a path of positive appraisals from i to j and a
path of positive appraisals from j to i must be a clique with all positive within-clique appraisals,
whose members agree in their positive or negative appraisals of all other members of network.
In general, a complete signed network is uniquely determined by its directed graph G of positive
appraisals as in Figure 1 in which the absence of an i to j arc implies the existence of a negative
i to j arc. The Figure 1 network includes instances of violations of all four rules. It can be shown
that in a complete signed network, any triple i = j = k must be one of the 16 types of configu-
rations of positive appraisals as in Figure 2, and that 14 of these possible types violate one or
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Figure 2. Four rules of classic balance and the triads violating them (the arcs stand for positive appraisals). Rule 1: An enemy
of an enemy is a friend. Rule 2: A friend of an enemy is an enemy. Rule 3: An enemy of a friend is an enemy. Rule 4: A friend of
a friend is a friend. Classic balance allows no violations of rules 1–4. Generalized balance allows no violations of rule 4 and
includes classic balance as special case. The seven triads with violations of rule 4 (if i +1−−→ k and k +1−−→ j, then i +1−−→ j) cannot
appear in any balanced appraisal network.
more of rules 1–4. The two triad types permitted by these four rules are composed of symmet-
ric appraisals, and any network strictly composed of these two triad types satisfies σikσkjσij = +1
for any triple i = j = k. It can be shown that this special case implies a network in which any
cyclic sequence i1 −→ i2 −→ . . . −→ im −→ i1 contains an even number of negative appraisals, that
is, σi1i2σi2i3 . . . σimi1 = +1. Such an appraisal network must be either (i) a network of all positive
appraisals or (ii) a network that is partitioned into two cliques of individuals with all positive
within-clique appraisals and all negative between-clique appraisals. Classic balance theory pre-
dicts that any appraisal network, such as Figure 1, will evolve either to one clique or two cliques
with all positive within-clique appraisals and all negative between-clique appraisals. This funda-
mental result was discovered by Cartwright and Harary (1956), whose formalization of Heider’s
works (Heider, 1944, 1946) opened the field of balance theory.
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Figure 3. The displayed graphs are special cases of generalized balance theory. The nodes A, B, . . . are cliques of individuals.
Each clique is either a nontrivial clique ofmultiple individualswith all positive interpersonal appraisals, or a trivial cliquewith
one individual. The −→ arcs between two cliques (U,V) is an asymmetric relation in which all U’s appraisals of V are positive
and all V’s appraisals of U are negative. The absence of an arc between two cliques stands for all negative between-clique
appraisals.
3. Generalized balance
Generalized balance theory is a response to empirical evidence on classic balance predictions
(Davis, 1970, 1979; Davis & Leinhardt, 1972; Hallinan, 1974; Holland & Leinhardt, 1971; Rawlings
& Friedkin, 2017). Classic balance theory predicts one or two mutually antagonistic cliques. The
evidence instead documents the prevalence of three or more cliques and positive asymmetric con-
nectivity among cliques. The empirical evidence also shows that appraisal network evolution is
not reliably governed by rules 1–3 and instead is mainly based on the elimination of violations of
transitivity. These findings triggered the development of generalized balance theory, which allows
all nine types of triads that do not violate transitivity in contrast to classic balance, which is con-
strained to two types of triads. In generalized balance theory, a network G is structurally balanced
if it does not violate transitivity. It predicts that a network with violations of transitivity will evolve
to a network in which all violations of transitivity are eliminated. The extremal terms “friend” and
“enemy” are also relaxed to allow signed relations with heterogeneous levels of positive and nega-
tive appraisals; that is, an i ±−−→ jmay correspond to lower intensity positive or negative appraisals.
Generalized balance theory’s domain of special cases includes any G composed of a subset of the
nine triad types that do not violate transitivity. Figure 3 illustrates several of such special cases. In
generalized balance theory, the topology of balanced (transitive) appraisal networks may or may
not be constrained by any shared rules on negative appraisals. Special cases of networks in which
one, two, or three of the rules 1–3 are satisfied might either be based on the postulate of a shared
group interpersonal appraisal culture, or on the postulate that such special cases are epiphenom-
ena of the mechanism that eliminates violations of transitivity. In this article we develop the latter
postulate.
4. Dynamical mechanisms
Modeling of the dynamical mechanisms, which evolve networks to a state of structural balance,
has mainly focused on mechanisms that generate the classic Cartwright and Harary (1956) spe-
cial case. As Marvel et al. (2011) remark, finding a mechanism that generates this special case has
proved to be a challenge. Following Kułakowski et al. (2005), a line of work has been advanced
on this special case under the simplifying assumption of symmetric networks (Antal et al., 2006;
Marvel et al., 2011; Srinivasan, 2011; Zheng et al., 2014). With this assumption, the number
of possible triad types is reduced from 16 to 4 types (300, 102, 003, 201), and the problem
simplifies to a hunt for a mechanism that eliminates 003 and 201 types of triads. In classic balance,
symmetric positive appraisal is an emergent condition of the resolution of violations of transitivity
under the constraints of rules 1–3. In generalized balance, where the constraints of rules 1–3 are
relaxed, symmetric positive appraisals are restricted to cliques that may be connected by asym-
metric appraisals. Thus, we discard the symmetry assumption. The dynamical problem posed by
generalized balance is to find a natural mechanism of individuals’ temporal alterations of their
own appraisals leading to a stable network of appraisals. This mechanism should (i) satisfy the
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condition of transitivity and (ii) predict what class of balanced condensed macrostructure an
appraisal network will evolve to (e.g., the classic Cartwright–Harary macrostructure, or one of
the Figure 3 macrostructures, or some other form). The solution of the problem is complex when
the postulated mechanism allows conversions of positive appraisals to negative appraisals.
We replace the simplifying structural assumption of a symmetric unbalanced G with the
simplifying assumption of a positive contagion (transitive closure) mechanism that eliminates vio-
lations of transitivity. The postulate of this mechanism is motivated by empirical evidence that
conversions of appraisals mainly propagate positive appraisals that eliminate violations of transi-
tivity (Davis, 1970; Davis & Leinhardt, 1972; Hallinan, 1974; Holland & Leinhardt, 1971; Louch,
2000; Rawlings & Friedkin, 2017). The mechanism transforms any unbalanced appraisal network
of n≥ 3 individuals to a stable balanced network in n− 2 steps. It is an influence system mecha-
nism that maintains positive appraisals and resolves appraisal disagreements, thus forming cliques
of individuals who agree in their appraisals of all members of the network. As we will show, an
attractive implication of this mechanism is that graph theory’s four topological categories of net-
works (strong, unilateral, weak, and disconnected) are categorical distinctions that transfer to the
class of balanced condensed macrostructures generated by it, and that each such class is associated
with a distinctive set of allowed triads. In this framework, the focal Harary and Cartwright (1956)
case of classic balance evolves from a disconnected G with two strong components. In the next
section, we introduce the relevant concepts.
5. Graph-theoretic preliminaries
Consider a directed graph (network) G of n nodes where some ordered pairs (i, j) of nodes are
connected by arcs i→ j. The structure of arcs is encoded by the graph’s binary adjacency matrix
X= (xij), where xij = 1 if the i→ j arc exists, and otherwise xij = 0. A subgroup of nodes and all
arcs between them constitutes a (induced) subgraph G ′ of G . Subgraphs correspond to submatri-
ces X′ = (xij)i,j∈V ′ of X, where V ′ ⊆ {1, . . . , n} is a subset of nodes. Henceforth, unless otherwise
stated, we assume reflexive G with i→ i arcs (loops), that is, xii = 1 for all i. In our figures, these
loops will be omitted. Nodes i and j are structurally equivalent if xij = xji, xik = xjk ∀k = i, j. If G
is the graph of positive appraisals of a complete signed network, then a set of two or more struc-
turally equivalent nodes is a set of individuals with positive self-appraisals, who agree in the signs
of each other’s appraisals and their appraisals of all other individuals.
A sequence of arcs i−→ k1 −→ . . . ks−1 −→ j connecting i to j is said to be a walk of length s≥ 1,
connecting i to j. A walk is a path if no node in it appears more than once (k1, . . . , ks, j are all
different), and it is a cycle if j= i. An arc i−→ j is a path of length 1 from i to j, and a loop i−→ i is
a trivial cycle. A graph is acyclic if it contains no cycles but for the self-loops.
A node j is reachable from i if at least one path from i to j exists; if i is also reachable from j, then
i and j are mutually reachable. A graph is strong (strongly connected) if any two of its nodes are
mutually reachable. A strong component of a graph is amaximal strong subgraph, that is, no node
can be added to it without destroying its strong connectivity. A strong graph contains only one
strong component (the whole graph). A clique in a graph is a subgraph, which is complete (i.e., any
two nodes i, j in it are mutually connected i←→ j). Note that a clique is a strong component if the
clique is maximal. Cliques and components can be trivial, containing only a single node; otherwise
they are said to be nontrivial. In an acyclic graph, every node is both a trivial clique and trivial
strong component. Figure 4 illustrates the strong components of the graph shown in Figure 1.
Given an adjacency matrix X, its symmetrization X† = (x†ij) consists of the entries x†ij = x†ji =
max (xij, xji). The corresponding graph G † is referred to as the symmetrization of G ; walks in G †
are called semi-walks in G . Graph G is connected if G † is strong, that is, each pair of nodes (i, j) is
connected by a semi-walk. Otherwise, G is said to be disconnected.
Any G belongs to one of four connectivity categories—strong, unilateral, weak, or discon-
nected. Strong connectivity has been already defined: it requires mutual reachability for any pair
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Figure 4. The four strong components of the Figure 1 network G . Its nontrivial components are A= {2, 3, 4}, B= {5, 6, 7},
and C= {8, 9, 10, 11, 12}, and its trivial component is D= {1}. A− C are not cliques, and D is a trivial clique. The condensed
macrostructure of the network is an acyclic graph with four nodes (A, B, C, D) corresponding to the four strong components,
and two arcs A→ B and B→ C indicating the existence of least arc from A to B (there are two such arcs), and at least one arc
from B to C (there is one such arc).
of nodes i and j. If G is not strong, then it is unilateral (unilaterally connected) if either i can reach
j or j can reach i in all (i, j) pairs of nodes. A G is weak (weakly connected) if it is connected, but
not unilateral. If G is not connected, then it is said to be disconnected.
Given a directed graph G , its condensed macrostructure (or condensation) G ∗ is a directed
graph whose nodes are strong components of G . An arc in G ∗ exists between strong components
U andV if somemembers i ∈U and j ∈V are connected by arc i−→ j in G . In G ∗, theremay be one
or multiple nodes, and no or some asymmetric arcs; the graph G ∗ is always acyclic, in particular,
mutual connections U ←→V are impossible. The nodes of any acyclic directed graph (in particu-
lar, the condensation G ∗) can always be reordered in such a way that from node i only itself and
nodes with greater indices j> i can be reached. Such a reordering renders the adjacency matrix
X∗ upper-diagonal. The condensed macrostructure of a graph inherits its connectedness category.
Lemma1. (Harary et al., 1965, Theorem 3.4) The connectivity types ofG andG ∗ (strong, unilateral,
weak, or disconnected) coincide.
Using induction on s, it can be shown that the matricesXs, where s= 1, 2, . . ., encode G ’s walks
of length s, that is, (Xs)ij > 0 if and only if a walk of length s from i to j exists in G . Obviously, if j
is reachable from i, the shortest path from i to j has length no more than n− 1. Since each node
has a self-loop, each walk of length s< n− 1 can be augmented to a walk of length n− 1. For this
reason, Xn−1 may be considered as the reachabilitymatrix of the graph: (Xn−1)ij > 0 if and only if
j is reachable from i.
Definition 1. Let X be n× n adjacency matrix of some graph G and xii = 1 for all i. The graph
corresponding to the reachability matrix Xn−1 is the transitive closure of G and is denoted by G¯ . In
other words, i−→ j in G¯ if and only if j is reachable from i in G .
Definition 2. Following Harary et al. (1965), the graph G is transitive if it contains arc i−→ j
whenever two arcs i−→ k and k−→ j exist for some k = i, j.
Using induction on s= 1, 2, . . ., it can be proved that if i and j are connected by a walk of
length s≥ 1, then transitivity automatically implies the existence of arc i−→ j. Thus, any strong
component of a transitive graph is a clique. Furthermore, if i and j belong to the same clique
(and thus mutually connected i←→ j), then they are structurally equivalent: the existence of arc
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i−→ k implies the existence of j−→ k and vice versa. Finally, it can be shown that if G is transitive,
the same holds for its condensed macrostructure G ∗. It appears that the latter properties (transi-
tive condensed macrostructures composed of strong components that are cliques of structurally
equivalent nodes) in turn imply transitivity of G . We summarize these facts in a key lemma that
follows from standard results of graph theory (Harary et al., 1965, Chapter 5).
Lemma 2. The following statements are equivalent: (i) graph G is transitive; (ii) G¯ = G , that is, j is
reachable from i in G if and only if there is an arc i−→ j; (iii) all strong components of G are cliques,
the nodes of each nontrivial clique are structurally equivalent, and the condensed macrostructure
G ∗ is transitive. Among all graphs containing G as a subgraph, G¯ is the minimal transitive graph,
that is, no arc can be removed from G¯ without destroying transitivity. The graphs G and G¯ have
same strong components, and (G¯ )∗ = G ∗.
Lemmas 1 and 2 imply the following inheritance corollaries: The connectivity category of the
graph G (strong, unilateral, weak, or disconnected), its transitive closure G¯ , and its condensation
G ∗ are identical. If the graph of positive appraisals G is strong (a single strong component), then
transitive closure generates a network that is one clique of structurally equivalent individuals who
positively appraise each other. In the more interesting case of G with two or more strong components,
transitive closure transforms the strong components into cliques and generates a network in which




N*, if ∀i ∈U, i −1−−→ j, ∀j ∈V , and ∀j ∈V , j −1−−→ i, ∀i ∈U,
A*, if ∀i ∈U, i +1−−→ j, ∀j ∈V and ∀j ∈V , j −1−−→ i, ∀i ∈U. (1)
For the Figure 1 non-transitive graph of positive appraisals G , the following tabulation illustrates




1 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 1 0 1 1 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 1 1 0 1
0 0 0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1 0 1 1






1 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1




X∗ = X¯∗ =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 1 1
0 0 1 1
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The adjacency matrix X associated with the Figure 1 graph G becomes the adjacency matrix X¯
associated with its transitive closure G¯ : (i) each strong component of G corresponds to a com-
plete strong component (clique) in G¯ , (ii) any incomplete set of positive appraisals from a strong
component U to strong component V corresponds to a complete A∗ relation if and only if there
exists at least one arc i ∈U → j ∈V , and (iii) all violations of transitivity are eliminated. The
weak connectivity of G¯ is an inherited trait of G . The adjacency matrices associated with the
macrostructures of G and G¯ are identical X∗ = X¯∗. Note that the transitive closure of Figure 1
results in a network with a near complete agreement of positive appraisals of one clique.
6. Positive contagion
In generalized balance theory, a complete signed network is structurally balanced if its graph of
positive appraisals G is transitive. The nine triad types that do not violate transitivity include triads
that do not contain any path i→ k→ j. Such triads are said to be vacuously transitive. Ongoing
chaotic changes of signs, in general, do not result in a stable balanced network without viola-
tions of transitivity. In contrast, all such violations will be rapidly resolved if +1−→ arcs are stable
and a contagion mechanism converts i −1−→ j arcs to i +1−→ j arcs if at least one k = i, j exists such
that i +1−→ k +1−→ j. With each such conversion, i resolves an appraisal disagreement with the corre-
sponding k. It also may introduce new violations of transitivity, but since the total number of arcs
in the graph of positive appraisal is limited, the process of conversion terminates in finite time (no
more than ≤ n− 2 steps) and, as will be shown, the terminal graph coincides with the transitive
closure of the initial positive appraisal network. We refer this mechanism as positive contagion.
It is a mechanism that rapidly builds (i) maximal cliques of individuals with enduring positive
relationships that, in sociology and anthropology, have long been emphasized as the “primary”
social units of social cohesion, social control, and social support (Friedkin, 2004; Shils, 1951), and
(ii) the asymmetric hierarchical networks noted by Davis and Leinhardt (1972) that triggered the
development of generalized balance theory. Lemma 2 implies that such a mechanism preserves
the connectivity category of the network’s condensed macrostructure during the evolution of the
network toward generalized structural balance. All special cases of generalized balance are covered
by this mechanism.
We now develop a mechanism that attends to the individual decision-making involved in an
i’s conversion of an appraisal i −1−→ j into i +1−→ j, adding thus a new arc into the positive appraisal
graph G . The assumption of positive appraisal stability implies that the decision to convert a neg-
ative appraisal to positive appraisal is irreversible, that is, G can only acquire new arcs, but cannot
lose them. This assumption comports with empirical evidence that conversions of negative arcs to
positive arcs are more typical than “reversed” conversions from positive arcs into negative ones,
and that the temporal reduction of violations of transitivity appears to be the main moving part
of appraisal network evolution (Rawlings & Friedkin, 2017).
Along with the standard binary adjacency matrix of a graph, one may consider a more general
weighted adjacency matrix X= (xij), where xij ∈ (0, 1] if arc i−→ j exists and xij = 0 otherwise.
Dealing with a positive appraisal graph, the weight xij can be interpreted as the appraisal’s strength.
A pair (G ,X) is said to be a weighted (or valued) graph. We call two weighted adjacency matrices
X, X˜ equivalent (denotedX∼ X˜) if they correspond to the same graph G , that is, xij > 0 if and only
if x˜ij > 0. Similarly, one can consider a weighted signed complete appraisal network S , whose
signed adjacency matrix S= (sij)i,j, sij ∈ [− 1, 1] \ {0}, encodes positive (sij > 0) and negative (sij <
0) appraisals of heterogeneous strengths. We say that the weighted graph (G ,X) is the graph of
positive appraisals of the weighted signed network (S , S) if xij =max (0, sij). It is always assumed
that sii = xii > 0 ∀i, that is, individuals appraise themselves positively. In this situation, Xn−1 is a
(weighted) adjacency matrix of the transitive closure G¯ .
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The process of positive contagion evolves the weighted graph of positive appraisals (G (t),X(t)),
where t = 1, 2, . . .. During this process, G (t) can acquire (but not lose) arcs, and the weights on
arcs can be altered. In terms of the signed network S(t), the evolution switches negative appraisals
i
sij(t)<0−−−−→ j to positive ones i sij(t+1)>0−−−−−−→ j and alters the strengths of the positive appraisals. An
evolution of negative appraisals, except for the aforementioned switchings, does not play any role.
Let X(1) be the weighted adjacency matrix of a positive appraisal graph G and W∼X(1) be
row-stochastic, that is, 0≤wij ≤ 1, ∑nj=1 wij = 1 ∀i. Then the DeGroot (1974) influence system
dynamics
X(t + 1)=WX(t)= . . . =WtX(1), t = 1, 2, . . . (2)
is a positive contagion mechanism that generates an evolving adjacency matrix based on the fol-
lowing simple rule. If individual i’s initial appraisal of j is positive (xij(1)> 0⇔wij > 0) and i
disagrees with j’s positive appraisal of some other individual k = i, j, xik(t)= 0< xjk(t), then i
resolves this disagreement by converting the negative appraisal of k to a positive appraisal at the
next period xik(t + 1)≥wijxjk(t)> 0. These conversions of appraisals from negative to positive
are irreversible: if xij(t)> 0, then xij(t + 1)≥wiixij(t)> 0. Using induction on s, it can be shown
that X(s)∼X(1)s and hence X(n− 1) stands for the weighted adjacency matrix of the transitive
closure G¯ . In other words, the mechanism eliminates any violation of transitivity and achieves
the transitive closure of G in at most n− 2 iterations. After this, the topology encoded by the
adjacency matrix X(t) remains unchanged (while the strengths of appraisals continue evolving).
The assumption of a time-invariantW in (2) may be relaxed in two ways. (i)While maintaining
the assumption wij > 0 if xij(1)= 1 and wij = 0 if xij(1)= 0, one can relax the assumption of time-
invariance by allowing changes in the values wij along the sequence t = 2, 3, . . . . (ii) The more
interesting relaxation assumes that W(t)∼X(t), that is, W is altered with temporal propagation
of new positive appraisals:
X(t + 1)=W(t)X(t) (3)
Updating the set of positive wij(t) accelerates the process of transitive closure computation. The
topology of the graph G (t) coincides with the closure G¯ (1) after at most 1+ log2 (n− 1)
steps since, as can be easily shown, X(s)∼X(1)2s−1 . In algorithmic graph theory, an equiva-
lent procedure to compute the transitive closure X(t + 1)=X(t)2 is referred to as the Warshall
algorithm (Warshall, 1962).
7. Classes of balanced condensedmacrostructures
With positive contagion particular structural conditions of the initial appraisal network G predict
the structure of the transitive closure and, in turn, the structure of the transitive closure is uniquely
determined by G ’s condensed macrostructure G ∗ = G¯ ∗. If the graph is strongly connected, then
it has one strong component, and its condensed macrostructure is single node. If the graph is
connected but not strongly connected, then it contains multiple strong components and its con-
densed macrostructure must be either a unilateral or a weak acyclic graph, and thus must include
at least one sink and least one source nodes. Sinks of G ∗ stand for strong components in G with
one or more incoming arcs and no outgoing arcs; sources stand for strong components with one
or more outgoing arcs and no incoming arcs. Each category of a connected G (strong, unilateral,
and weak) permits a distinctive subset of appraisal configurations among any three individuals.
Strong Condensed Macrostructures. The condensed macrostructure G ∗ of a strong graph G is a
singleton, and its transitive closure G¯ is a single clique. The set of its permitted triads isS= {300}.
Unilateral CondensedMacrostructures. If the graph G is unilateral, then it contains two or more
strong components that include (i) a unique source component, (ii) a unique sink component, and
(iii) a unique complete (Hamiltonian) path that starts from the source component and includes
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(a) (b)
Figure 5. (a) The condensed macrostructure G ∗ of a unilateral G with four strong components. (b) Transitive closure trans-
forms any incomplete nontrivial strong component of G into a clique, transforms any positive relation between two strong
components into a complete asymmetric A∗ relation, and eliminates any violation of transitivity.
all other components (Harary et al., 1965, Theorem 3.10). Note that the Figure 3 network that
has a unique source and a unique sink is not a unilateral network. Figure 5 is an example of the
condensed macrostructure G ∗ of a unilateral G , and its transitive closure G¯ ∗. Without loss of
generality, we may reorder the components in a way that this complete path is 1−→ 2−→ . . . −→m,
where component 1 is the source and component m is the sink. Then component s is connected
to all components r > s. Compared to the case of strong network, three more types of triads are
possible in a transitive unilateral graph. Any three nodes i = j = k can belong to a single clique-
component (triad 300), three different cliques (triad 030T), or two cliques, for example, i, j belong
to one clique and k to the other clique (constituting triad 120D or 120U). Therefore, the set of
permitted triads in transitive unilateral networks is U=S∪ {120D, 120U, 030T}.
Weak Condensed Macrostructures. If the graph G is weak, then its transitive condensed
macrostructure G ∗ may include multiple sink and source cliques. If at least one of these cliques
is nontrivial, say U, then the graph contains a triad 102 (constituted by two nodes from U and
a node from some other component V). Besides this, a weak graph can contain all the remain-
ing triads that do not violate transitivityW= U∪ {003, 102, 021U, 021D, 012}, as illustrated with
condensed macrostructures of Figure 6(a) shows an initial condensed macrostructure of nodes
that are nontrivial strong components of an initial G . (b) The transitive closure of G turns these
strong components into cliques connected by A∗ relations. This closure contains all permitted
types of triads. Figure 6(a) is an example of a gradable weak graph, where each node i can be
assigned a grade or level Li in such a way that each arc i−→ j connects the nodes from adjacent lev-
els: Lj = Li + 1. The source of the graph has level 0, whereas its sink has level 3. All paths between
the source and the sink have equal length 3.
Disconnected Condensed Macrostructures. If the graph is disconnected, then each of its con-
nected parts is either strong or unilateral or weak, and all the above applies to each connected
part. The classical Cartwright–Harary special case corresponds to a disconnected graph G with
two strong components that transitive closure transforms into cliques.
8. Discussion
We discuss the open theoretical problems that our model has addressed, the distinctive proper-
ties of the model, and their implications. The modeling of dynamical mechanisms that generate a
classic Cartwright and Harary (1956) partition of a group into two mutually antagonistic cliques
(parties and factions) has proved to be challenging problem. Such a mechanism must transform
an initial network that may include all 16 types of the triad configurations shown in Figure 2, to a
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(a) (b)
Figure 6. (a) is theweak condensedmacrostructure of a positive appraisal network and (b) is the condensedmacrostructure
of its transitive closure. The nodes stand for nontrivial strong components, which in (b) become cliques. The closure contains
all nine types of permitted triadsW.
network that includes only two triad types—triads with three symmetric positive relations (the 300
type), and triads with one symmetric positive relation and two symmetric negative relations (the
102 type). Following Kułakowski et al. (2005), a prominent line of work has been advanced under
the simplifying assumption of a symmetric initial network (Antal et al., 2006; Marvel et al., 2011;
Srinivasan, 2011; Zheng et al., 2014). This assumption eliminates all but 4 of the 16 possible types
of triads, and the problem complexity is reduced to a mechanism that eliminates triads with three
symmetric negative relations or two symmetric positive relations. Surprisingly, even with this
simplification, obtaining a satisfactory dynamical mechanism is unsettled. In generalized balance
theory, symmetric relations are an emergent condition restricted to cliques, which might be con-
nected by asymmetric relations. The Cartwright–Harary partition (Cartwright & Harary, 1956)
appears as one special case among others. Generalized balance theory was developed because the
empirical evidence on the topology of complete signed networks and their temporal changes does
not support the assumption of initial symmetry or the assumption that rules 1–3 (involving ene-
mies) universally constrain individuals’ positive and negative relations. The evidence supports
the assumption that sign conversions are mainly governed by individuals’ eliminations of their
violations of transitivity. As we have noted, formulating a dynamical mechanism of individual
decision-making that transforms an initial network, including all 16 types of triads, to a transitive
network (with no violations of transitivity) is also a challenging problem. In this article, we have
presented a solution to this problem based on the assumption of a positive contagion mechanism,
which is a special case of the DeGroot (1974) influence system model, in which positive arcs are
preserved and propagated by individuals who are resolving their appraisal disagreements with
those individuals whom they positively appraise.
Our model also addresses an open problem, posed by generalized balance theory, on the
generic macrostructures that result from the evolution of an initial network, which may
include all 16 types of triads, to a network with no violations of transitivity. Davis (1967;
1970; 1985) defined three types of macrostructures—Classic, Cluster, and Ranked-Cluster—
each with distinctive set of permitted triad types. Classic balance permits A = {300, 102},
Cluster balance permits B = {A, 003}, Ranked-Cluster balance permits C= {B, 030T, 021U,
021D, 120D, 120U, 121D}, and the general class of Transitive balance permit D= {C, 012}, all tri-
ads that do not violate transitivity. The definitions of the Cluster and Ranked-Clusters special
cases are not derived from principled foundations; for example, Cluster balance relaxes rule 1, but
excludes the 012 triad permitted by this relaxation. We have addressed the question of what the
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principled foundation might be. We draw on the fact that any directed network is strongly con-
nected, unilaterally connected, weakly connected, or disconnected. If the network is transitive,
then its generic macrostructures must be as follows. If the network is strongly connected, then its
set of permitted triads is S= {300}. If the network is unilaterally connected, its set of permitted
triads isU=S∪ {120D, 120U, 030T}. If the network is weakly connected, then its set of permitted
triads isW= U∪ {003, 102, 021U, 021D, 012}, which includes all triad types that do not violate
transitivity. If network is disconnected, then each of its connected parts is either strong or unilat-
eral or weak, and all the above applies to each connected part. The classical Cartwright–Harary
partitioned macrostructure is a special case that appears in the class of disconnected networks,
among many other special cases in this class.
We also have addressed the open dynamical system problem of predicting which class of
macrostructure a network will evolve to. The network generated by the positive contagion mech-
anism inherits the connectivity category of the initial network from which it evolved. The strong
components of the initial network are the strong components of the evolved network. Any strong
component with multiple individuals in the initial network becomes a clique in the evolved net-
work. Any two strong components in the initial network with at least one positive arc connecting
them become a complete asymmetric connection in which all members of one clique have positive
arcs to all members of the other. A path of such arcs from a source component to a sink compo-
nent in the macrostructure implies positive asymmetric appraisals of every clique that a clique can
reach on that path.
Finally, it may be noted that the postulated contagion mechanism solves an open problem
on the application of balance theory to networks that include individuals with a neutral or no
appraisal of some other persons, and to large-scale appraisal networks in which the assumption
of a complete signed network is unrealistic. The positive contagion mechanism is insensitive to
the relaxation of the assumption of a complete signed network. The 16 triad types in Figure 2
may be maintained under the assumption that the missing arcs in them may correspond either to
negative, neutral, or no appraisals. No i ±−−→ j appraisal can occur if i is unaware of j.
The motivation for this contribution is Friedkin’s (2006) observation that all the macrostruc-
tures of generalized balance theory are interpersonal agreement structures with one or more
disjoint sets of structurally equivalent individuals in which the members of each set have iden-
tical profiles of appraisals. Every member of a nontrivial clique (i) agrees in the signs of their
appraisals of every other member of the network and (ii) has a positive appraisal of every mem-
ber of their clique. Thus, it is natural to consider a more general definition of balance as such an
agreement structure, and employ an interpersonal influence system model (here DeGroot) that is
modifying individuals’ appraisals of others. Any general influence model must allow for failures to
reach balance. Introducing stubborn attachments to negative appraisals would operate to inhibit
the evolution to balance. Moreover, an influence system approach raises the possibility that inter-
personal appraisals are issue-specific, that is, depending on the issue to a which a group is oriented,
individuals’ appraisals of particular others may vary.
We conclude with some remarks on the Harary–Cartwright special case of a group in which
every individual has a list of friends and enemies and belongs to one of two mutually antagonistic
cliques, parties, or factions. If the group is a legislative body, then this special case corresponds to a
two-party system in which the expectation of cooperation, agreement, and compromise is low and
legislative decisions dependmore on the relative sizes of the two parties than on bipartisan deliber-
ative processes. In the U.S. Congress, it took some time and effort to dramatically dampen friendly
relations among individuals in different parties, and then to consolidate each party into coherent
clique each with little interest in cooperation and compromise. Given the achievement of such
a social structure, it will take time and effort to transform it into a social structure that includes
a robust set of positive arcs between the parties. Generalized balance theory suggests that any
such transformation toward unilateral or weakly connected networks that allow between-clique
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agreements is a transformation toward hierarchically organized influence and control systems that
allow agreements.
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