In this paper, we compute the number of covers of curves with given ramification in positive characteristic for one class of examples. The proof combines the linear series approach with stable reduction of Galois covers.
Introduction
(*) This paper considers the question of determining the number of covers berewrite intro: discuss degenerations more prominently tween genus-0 curves with fixed ramification. More concretely, we consider covers f : P 1 → P 1 branched at r ordered points Q 1 , . . . , Q r of fixed ramification type (d; C 1 , . . . , C r ), where d is the degree of f and C i = e 1 (i)-· · · -e si (i) is a conjugacy class in S d . This means that there are s i ramification points in the fiber f −1 (Q i ), with ramification indices e j (i). The Hurwitz number h(d; C 1 , . . . , C r ) is the number of covers of fixed ramification type over C, up to isomorphism. This number does not depend on the position of the branch points. If p is a prime not dividing any of the ramification indices e j (i), the p-Hurwitz number h p (d; C 1 , . . . , C r ) is the number of covers of fixed ramification type whose branch points are generic over an algebraically closed field k of characteristic p. In positive characteristic, we need to require that the branch points are generic, since the number of covers depends on the position of the branch points, in general. For a definition of generic branch points, see § 3. Note that the condition that f is a cover of genus-0 curves implies that 2d − 2 = i,j (e j (i) − 1).
In this paper, we consider covers with ramification type (p; e 1 , e 2 , e 3 , e 4 ), where the degree p is a prime number and 1 < e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p, i.e. C i is the conjugacy class of a single cycle of order e i . Our main result is the following. The computation of the characteristic-zero Hurwitz number translates to a combinatorial problem, by using Riemann's Existence Theorem. Namely, h(d; C 1 , . . . , C r ) is the cardinality of the set of Hurwitz factorizations
where ∼ denotes uniform conjugacy by S d . A variant is considering the Nielsen classes, where one specifies the transitive group G generated by the σ i , and considers the tuples (σ 1 , . . . , σ r ) only up to uniform conjugacy by G. Nielsen classes correspond to isomorphism classes of G-Galois covers. In a few concrete cases there exist closed formulae for the Hurwitz number. For example, this is the case if all C i are the conjugacy class of a single cycle and the number of branch points is at most 4 ( [3] ). In positive characteristic, the only general result known is that the p-Hurwitz number is less than or equal to the Hurwitz number, since every tame cover may be lifted from characteristic p to characteristic zero ([?]). In this paper, we combine two methods to obtain information on p-Hurwitz numbers.
The first method is the deformation of admissible covers. These are certain covers between degenerate curves which deform to covers of smooth curves ( § 2) . With this method one obtains a lower bound on the p-Hurwitz number from information on covers with less branch points. See for example [?] and [?] . The results of [?] use that the p-Hurwitz number in the single-cycle case and 3 branch points can be computed using linear series.
It is an interesting question under what assumptions one obtains all covers by deforming admissible covers. A cover which arises as the deformation of an admissible cover is said to have a good degeneration. In [?] one finds examples of covers with generic branch points which do not have a good degeneration. One might still hope that in special cases, for example in the single-cycle case, all covers with generic branch points have a good degeneration. This paper provides some (small) evidence for this.
The second method for constructing covers in positive characteristic is by degenerating covers from characteristic zero. In this approach it is more common to replace f : P 1 → P 1 by its Galois closure g : Y → P 1 . Let G be the Galois group of g. Let R be a discrete valuation ring with fraction field K of characteristic zero and residue field k an algebraically closed field of characteristic p > 0. Suppose that g may be defined over K. We say that g has good reduction if after replacing K by a finite extension, the cover g extends to a cover of smooth curves g R : Y R → P 1 R over R. One asks how many covers of fixed ramification type have good reduction to characteristic p. In practice, it is mostly easier, though equivalent, to determine the number of covers with bad reduction.
The strongest results on the number of covers with bad reduction are due to Wewers ([4] ) generalizing results of Raynaud ([?]) in the case of covers with three branch points such that p strictly divides the order of the Galois group G. These results translate the calculation of the number of covers with bad reduction to a combinatorial problem (see § 3). Some partial results in the case of covers branched at four points can be found in [2] and special Galois groups are treated in [?] , [?] and [?] .
In this paper, we restrict to a case where the classical Hurwitz number is known, and where we can combine these methods to compute the p-Hurwitz number. Let p be a prime number. We fix positive integers 1 < e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p such that
The strategy of the proof is as follows. In § ??, we recall a result from [3] which describes the possible degenerations of a cover with ramification type (p; e 1 , e 2 , e 3 , e 4 ) in characteristic zero. If the admissible cover is build up from single-cycle covers, one can determine the number of admissible covers in characteristic p by the linear series method (ADD REF). For admissible covers which are not build up from single-cycle covers, we use the theory of stable reduction of three-point covers to calculate the number of admissible covers in positive characteristic in this case as well ( § 5). Using the deformation of admissible covers, we therefore obtain a lower bound on the p-Hurwitz number h p (p; e 1 , e 2 , e 3 , e 4 ).
We obtain an upper bound on the p-Hurwitz number as well, by using some techniques from [2] from which we conclude that the number h(p; e 1 , e 2 , e 3 , e 4 ) − h p (p; e 1 , e 2 , e 3 , e 4 ) of covers with bad reduction in the case of four generic branch points is positive and divisible by p, in our situation. Theorem 1.1 follows since the upper and lower bound coincides. It also follows that every cover with ramification type (p; e 1 , e 2 , e 3 , e 4 ) and generic branch points has a good degeneration.
We would thank Peter Müller for help with the group theory, and Björn Selander for a helpful discussion.
The characteristic-0 situation
In this paper, we consider covers f : P 1 → P 1 branched at r ordered points Q 1 , . . . , Q r of fixed ramification type (d; C 1 , . . . , C r ), where d is the degree of f and C i = e 1 (i)-· · · -e si (i) is a conjugacy class in S d . This means that there are s i ramification points in the fiber f −1 (Q i ), with ramification indices e j (i). The Hurwitz number h(d; C 1 , . . . , C r ) is the number of covers of fixed ramification type over C, up to isomorphism. This number does not depend on the position of the branch points.
Riemann's Existence Theorem implies that the Hurwitz number h(d; C 1 , . . . , C r ) is the cardinality of the set of Hurwitz factorization defined as
where ∼ denotes uniform conjugacy by S d .
In this paper, we are mainly interested in the case that C i is the conjugacy class in S d of a single cycle. In this case, we write C i = e i , where e i is the length of the cycle. A cover f : Y → P 1 over C of ramification type (d; e 1 , e 2 , · · · , e r ) has genus g(Y ) = 0 if and only if r i=1 e i = 2d + 1. Giving closed formulae for Hurwitz numbers may get very complicated, even in characteristic zero. The following result from [3] illustrates that the genus-0 singlecycle case is a nice case to look at, as one may give closed formulae for the Hurwitz numbers, at least if the number r of branch points is at most 4. Lemma 2.1. We have (a) h(d; e 1 , e 2 , e 3 ) = 1, (b) h(d; e 1 , e 2 , e 3 , e 4 ) = min i (e i (d + 1 − e i )).
(c) Let f : P 1 C → P 1 C be a cover of ramification type (d; e 1 , e 2 , . . . , e r ) with r ≥ 3. The Galois group is the Galois closure of f is either S d or A d unless (d; e 1 , e 2 , . . . , e r ) = (6; 4, 4, 5) in which case the Galois group is S 5 acting transitively on 6 letters.
Boccara ([1]
) proves a partial generalization of Lemma 2.1.(a). He gives a necessary and sufficient condition for h(d; C 1 , C 2 , ) to be nonzero in the case that C 1 , C 2 are arbitrary conjugacy classes of S d and only C 3 = is assumed to be the conjugacy class of a single cycle. This result illustrate that it may be possible to extend the result of this paper further.
We fix a ramification type (d; e 1 , e 2 , e 3 , e 4 ) and suppose that e 1 ≤ e 2 ≤ e 3 ≤ e 4 . Let H be the Hurwitz curve parameterizing covers of ramification type (d; e 1 , e 2 , e 3 , e 4 ) branched at 4 ordered branch points 0, 1, λ, ∞ , and let π : H → P 1 λ \ {0, 1, ∞} be the natural map sending a cover f to the branch point λ. We denote byπ :H → P 1 λ the natural extension of π to a cover of projective curves. The pointsH \ H correspond to admissible covers. An admissible cover f such that the corresponding point [f ] ∈H is ramified of order is called an -cusp. The number of cusps ofH and their order may be computed in terms of the action of the braid group on the set of Hurwitz factorizations.
Our analysis of ρ may be interpreted geometrically in terms of degenerations as follows: we let X → S be a family of rational curves with four sections Q 1 , . . . , Q 4 , which has smooth generic fiber X, but has special fiber X 0 consisting of two smooth rational components X 1 0 , X 2 0 joined at a single node. We moreover suppose that Q 1 , Q 2 specialize to X 1 0 , and Q 3 , Q 4 specialize to X 2 0 . If we letX be X {Q 1 , . . . , Q 4 }, we also choose local monodromy generators for π tame 1 (X) which are compatible with the degeneration to X 0 . We then find that if we have a branched cover of X corresponding to a Hurwitz factorization (σ 1 , σ 2 , σ 3 , σ 4 ), we obtain an admissible cover on X 0 . An admissible cover is uniquely determined by a pair of (possibly disconnected) covers of X 1 0 and X 2 0 , with monodromy on X 1 0 given by (σ 1 , σ 2 , ρ) above Q 1 , Q 2 and the node, and monodromy on X 2 0 given by (ρ −1 , σ 3 , σ 4 ) above the node, Q 3 , and Q 4 .
An admissible cover can always be deformed to a smooth cover of monodromy (σ 1 , σ 2 , σ 3 , σ 4 ). However, the deformation to a smooth cover is not necessarily unique.
For our purposes, it suffices to consider degenerations where λ specializes to ∞. To describe the corresponding cusps, we define the action braid operator Q 3 on the set of Hurwitz factorizations as Q 3 · (g 1 , g 2 , g 3 , g 4 ) = (g 1 g 2 g 1 g −1 2 g −1 1 , g 1 g 2 g −1 1 , g 3 , g 4 ). One easily checks that Q 3 ·ḡ is again a Hurwitz factorization of the same ramification type asḡ. The points ofπ −1 (λ) correspond to the orbits of Q 3 acting on the set of Hurwitz factorizations. The ramification index inπ of the point ofH is the length of the corresponding orbit. We write (e 1 , e 2 ; e 3 , e 4 ) for the type of such cusps, to indicate that we consider cusps over ∞ ∈ P 1 λ . The following lemma summarizes the results. A proof formulated in a somewhat different language can be found in [3] . Lemma 2.2. Let g = (g 1 , g 2 , g 3 , g 4 ) be a Hurwitz factorization corresponding to the ramification type (d; e 1 , e 2 , e 3 , e 4 ). Let ρ := g 3 g 4 .
(a) Suppose that ρ is a pure cycle, of length ≥ 1. Then the cusp ofH corresponding to (g 1 , g 2 , g 3 , g 4 ) is ramified in π of order . For every there is at most one such -cusp. (c) If ρ is not a pure cycle, then g 1 and g 2 are disjoint. In particular, the cycle type of ρ is e 1 -e 2 . These cusps are unramified in π.
(d) The number of e 1 -e 2 -cusps is
In the proof of the main theorem, it is sometimes convenient to pass to the Galois closure. Therefore it is useful to relate the number of Galois and non-Galois covers of given ramification type.
Let G ⊂ S d be a transitive group. We consider G-Galois covers branched at r ordered points which occur as the Galois closure of non-Galois covers of type (d; C 1 , . . . , C r ). Isomorphism classes of such G-Galois covers correspond to Nielsen classes:
where ∼ G denotes uniform conjugacy by G. In particular, we see from this description that it makes sense to talk about the ramification type of a G-Galois cover. A more standard invariant of a Galois cover is its class vector which consists of an r-tuple of conjugacy classes of G. Since we fix a permutation representation G ⊂ S d of G, we may instead consider the weaker invariant of conjugacy classes in S d . This enables easier comparison with the non-Galois case, where we do not fix the Galois group.
The following easy result relates the number of Galois and non-Galois covers with given ramification type. Proof. Let τ be as the statement of the lemma. Lemma 2.1.(c) implies that the Galois group of a cover f of ramification type τ is A d if all e i are odd, and S d otherwise. In the second case, it is obvious that the number of Galois covers of type τ equals the number of non-Galois covers. Suppose that all e i are even, i.e. the Galois group of all covers of type τ is A d . Let X = {(g 1 , . . . , g r ) | g i ∈ C i , i g i = 1, g i = A d }. Since the center of G := A d is trivial, it follows that G acts freely on X. We conclude that the number of Galois covers of type τ is |X|/|G|. Since the centralizer C S d (A d ) of A d in S d is trivial, as well, it follows that h(d; e 1 , . . . , e r ) = |X|/|S d |. The lemma follows.
Stable reduction
In this section, we recall some generalities on stable reduction of Galois covers of curves. The main references for this section are [4] and [2] . Since these sources only consider the case of Galois covers, we restrict to this situation here as well. Lemma 2.3 implies that we may translate results on good or bad reduction of Galois covers to results on the stable reduction of the non-Galois covers, so this is no restriction.
We start with a group-theory result which will be used in the sequel.
Proposition 3.1. Let p be a prime number and G a transitive group on p letters. Suppose that G contains a pure cycle of length 1 < e < p − 1. Then G is either A p , S p or G contains a unique minimal normal subgroup isomorphic to PSL 2 (2 r ).
The last case only occurs if p = 1 + 2 r and e = p − 2 = 2 r − 1.
Note that we do not need to exclude the exceptional case d = 6 and G = S 5 in Proposition 3.1, since we assume that the degree d is prime.
Proof. A transitive group on p letters is either 2-transitive or solvable in which case it is a subgroup of Z/pZ Z/(p − 1). Since we exclude e = p − 1, the last case does not occur, and G is 2-transitive, hence primitive. The 2-transitive permutation group have been classified by Cameron ([?]). A Theorem usually attributed to Malgraff ([?]) states that G is now at least p − e + 1-transitive. In our situation, we have that p + 1 − e ≥ 3.
Suppose that G = A p , S p . Since G is at least 3-transitive, we conclude that G has a unique minimal normal subgroup N which is isomorphic to a Matthieu group M 11 , M 23 , to N = PSL 2 (2 r ), or is elementary abelian. It is easy to check that the Matthieu groups M 11 and M 23 do not contain any single cycles, for example with the computer algebra package Gap. Therefore this case does not occur. The group PSL 2 (2 r ) can only occur if p = 2 r + 1. In this case, we have that G is a subgroup of Aut(PSL 2 (2 r )) = PΓL 2 (2 r ) PSL 2 (2 r ) Z/rZ. This group only contains single cycles of order e = p − 2 = 2 r − 1, so we obtain the desired restriction.
ADD ARGUMENT EXCLUDING N ELEMENTARY ABELIAN. CAN G RE-ALLY BE 3-TRANS IN THIS CASE???
3.1. Terminology. Let R be a discrete valuation ring with fraction field K of characteristic zero and residue field an algebraically closed field k of characteristic p > 0. Let f : V = P 1 K → X = P 1 K be a degree-p cover branched at r points Q 1 = 0, Q 2 = 1, . . . , Q r = ∞ over K with ramification type (p; C 1 , . . . , C r ). For the moment, we do not yet assume that the C i are the conjugacy classes of a single cycle. We denote the Galois closure of f by g : Y → P 1 and let G be its Galois group, i.e. G is a transitive subgroup of S p whose order is divisible by p. We write H = Gal(Y, V ) A p−1 , and choose a Sylow p-subgroup I ⊂ G. We suppose that Q i ≡ Q j (mod p), for i = j, in other words, that (X; {Q i }) has good reduction as marked curve. We assume moreover that g has bad reduction to characteristic p, and denote byḡ :Ȳ →X its stable reduction.
Since (X; Q i ) has good reduction to characteristic p, there exists a model X 0 → Spec(R) such that the Q i extend to disjoint sections. There is a unique irreducible componentX 0 ofX, called the original component, on which the natural con-
We denote by G b the decomposition group ofȲ b . We call the components X b for b ∈ {1, 2, . . . , r} := B the primitive tails. The following lemma states, in the terminology of [4] , thatḡ does not have any new tails.
Lemma 3.2. The curveX consists of at most r + 1 irreducible components: the original componentX 0 and primitive tailsX i for all i such that C i is not the conjugacy class of a p-cycle. The restriction ofḡ to the original componentX 0 is inseparable. The restriction ofḡ to the tailsX i (i = 0) is separable.
Proof. In the case that r = 3 this is proved in [4] , § 4.4. The general case is a straightforward generalization.
The finite mapḡ between semistable curves in characteristic p is called a stable G-map. We refer to [4] for a precise definition. For every b ∈ B = {1, 2, . . . , r}, we choose an irreducible componentȲ b ofȲ aboveX b , and writeḡ b :Ȳ b →X b for the restriction ofḡ toȲ b . The coversḡ b are called the primitive tail covers associated to g (see § 3.2). The restriction ofḡ to the original componentX 0 is inseparable, and is described by a so-called deformation datum (see § 3.3). In our situation the stable G-mapḡ, in particular the deformation datum, is uniquely determined by the set of primitive tail covers (ḡ b ) b∈B ( § 3.3). In § 3.2, we study the existence of tail covers somewhat more systematically. This will be a key step in the computation of the number of covers with bad reduction.
3.2.
The tail covers. In § 3.1, we have seen that associated to a Galois cover with bad reduction is a set of (primitive) tail covers. In this section, we show the existence of tail covers for conjugacy classes e = p and e 1 -e 2 of S p . Recall from § 2 that these are the 3-point covers occurring as degeneration of the pure-cycle 4-point covers.
Definition 3.3. Let k be an algebraically closed field of characteristic p > 0. Let C be a conjugacy class of S p which is not the class of a p-cycle. A primitive tail cover of ramification type C is a Galois cover ϕ C : T C → P 1 k defined over k which is branched at exactly two points 0, ∞, satisfying the following conditions.
(a) The Galois group G C of ϕ C is a subgroup of S p and contains a subgroup H of index p such thatT C := T C /H has genus 0. (b) The induced mapφ C :T C → P 1 is tamely branched at x = 0, with conjugacy class C, and wildly branched at x = ∞.
As part of the datum of a tail cover, we fix a wild ramification point η ∈ T C .
Remark 3.4. Let g : Y → P 1 be a Galois cover of type (p; C 1 , . . . , C r ) with bad reduction, as in § 3. For every b ∈ B, we letḡ b =ḡ|Ȳ b :Ȳ b →X b be the associated cover. Thenḡ b is a tail cover of type C b in the sense of Definition 3.3.
The following lemma shows the existence of primitive tail covers for the conjugacy classes occurring in the degeneration of single-cycle 4-point covers (Lemma 2.2).
Lemma 3.5.
(a) Let 2 ≤ e < p − 1 be an integer. There exists a primitive tail cover ϕ e : T e → P 1 k of ramification type e. Its Galois group is A p is e is odd and S p if e is even, with the possible exception of (e, p) = (15, 17). The wild branch point of ϕ e has inertia group of order p(p − 1)/ gcd(p − 1, e − 1) =: pm e . The conductor is h e := (p − e)/ gcd(p − 1, e − 1). (b) In the case that e = p − 1, there exists a primitive tail cover with Galois group F p F * p . The cover is totally branched above the wild branch point and has conductor h p−1 = 1. (c) Let 2 ≤ e 1 ≤ e 2 ≤ p−1 be integers with e 1 +e 2 < p. There is a primitive tail cover ϕ e1,e2 : T e1,e2 → P 1 k of ramification type e 1 -e 2 . The wild branch point of ϕ e1,e2 has inertia group of order p(p−1)/ gcd(p−1, e 1 +e 2 −2) =: pm e1,e2 . The conductor is h e1,e2 := (p + 1 − e 1 − e 2 )/ gcd(p − 1, e 1 + e 2 − 2).
Proof. Let 2 ≤ e ≤ p − 1 be an integer. We define the primitive tail cover ϕ e as the Galois closure of the degree-p coverφ e :T e := P 1 → P 1 given by
One easily checks that this is the unique degree-p cover between projective lines with one wild branch point and the required tame ramification. The decomposition group G e of T e is contained in S p . We note that the normalizer in S p of a Sylow p-subgroup has trivial center. Therefore the inertia group I of a wild ramification point of ϕ e is contained in
is an injective character. Therefore it follows from [?], Proposition 2.2.(i) that gcd(h e , m e ) = 1. The statement on the wild ramification follows now directly from the Riemann-Hurwitz formula (as in [4] , Lemma 4.10).
To prove (a), we suppose that e = p−1. It remains to show that the Galois group G e of ϕ e is A p or S p with as possible exception only e = 15 and p = 17. Suppose that this is not the case.
The computation of the wild ramification shows that the inertia group I(η) of the wild ramification point η is isomorphic to Z/pZ Z/ p−1 2 Z. Therefore PΓL 2 (2 r ) contains a subgroup isomorphic to I(η) if and only if p = 17 = 2 4 + 1, in which case I(η) = N PΓL2(2 r ) (I). We conclude that if G e S p , A p then e = 15 and p = 17. Now suppose that e = p − 1. It is easy to see that the Galois closure ofφ e is in this case the cover ϕ p−1 :
Let e 1 , e 2 be as in the statement of (c). As in the proof of (a), we define ϕ e1,e2 as the Galois closure of a non-Galois coverφ e1,e2 :T e1,e2 → P 1 of degree p. The coverφ e1,e2 , if it exists, is given by an equation
c i y i has degree p−e 1 −e 2 . We may assume that c p−e1−e2 = 1. The condition thatφ e1,e2 has exactly three ramification points y = 0, 1, ∞ yields the condition F (y) = γt e1−1 (t − 1) e2−1 . Therefore the coefficients ofF satisfy the recursion
This implies that the c i are uniquely determined by c p−e1−e2 = 1. Conversely, it follows that the polynomial F defined by these c i has the required ramification. We conclude that there is a unique tail cover of type e 1 -e 2 . The statement on the wild ramification follows from the Riemann-Hurwitz formula, as in the proof of (a).
The following lemma counts the number of primitive tail covers with ramification type C. From the proof of Lemma 3.5 it follows already that the primitive tail covers are unique as mere cover. This means that the map ϕ C : T C → P 1 is unique. The non-uniqueness of the tail covers comes from the possibility of several, nonequivalent, isomorphisms Gal(T C , P 1 ) G C . These isomorphisms are measured by the outer automorphism group Out(G C ) := Aut(G C )/G C .
There is a unique primitive tail cover of type e.
(b) Let e 1 , e 2 be as in Lemma 3.5.(c) and let G e1,e2 be the Galois group of the corresponding tail cover. The number of primitive tail covers of type e 1 -e 2 is
Recall that the case (e, p) = (15, 17) is the only possible exception to the condition of (a).
Proof. Let ϕ : T → P 1 k be a primitive tail cover of type C, and let G ⊂ S p be its Galois group. Part of the datum of a Galois cover is an isomorphism α :
also defines a G-Galois cover (NEED TO ADD AN INVERSE??), hence we obtain an action of Out(G) on the set of primitive tail covers.
If C ∈ {e = p, e 1 -e 2 } is one of the conjugacy classes considered in the statement of the lemma, one easily deduces that (3.1) (resp. (3.2)) is the unique non-Galois tail cover of type C. This implies that any two primitive tail covers ϕ i : T i → P 1 , i = 1, 2 of type C have isomorphic Galois groups. Moreover, ϕ 2 = ϕ 1 •α, where α ∈ Aut(G), as follows from the previous argument. This implies that the number of primitive tail covers is at most [Aut(G) : G].
From now on, we identify the quotients ofT i of T i . Suppose that the primitive tail covers ϕ i , i = 1, 2 are isomorphic as G-Galois covers, i.e. there exists a G-equivariant isomorphism ι : T 1 → T 2 . Since G is a normal subgroup of Aut(G), the isomorphism ι induces an isomorphism between T 1 andT 2 which we denote byῑ. Via the identification of these two curves, we may therefore regardῑ as isomorphism ofT 1 which commutes with the degree-p mapφ 1 to P 1 .
We first consider the case that C is the conjugacy class of a pure cycle of length e. In the case that e is even and different from p − 1, the Galois group of ϕ e is S p and Aut(S p ) = S p . Therefore there is a unique tail cover in this case. The same conclusion holds in the case that e = p − 1, since G p−1 F p χ F * p and Aut(G p−1 ) = G p−1 , as well.
It remains to consider the case that e is odd. Choose a primitive (p − e)th root of unity ζ ∈F p . Then µ(x, y) = (ζ e x, ζy) is an automorphism ofT e . One easily checks that µ generates the group of automorphisms ofT e which commutes with the map to P 1 . Taking the quotient by the action of µ, we obtain a diagram
Since we know the ramification of the other three maps, one easily computes that the tame ramification ofψ e is e-(p − e). Let ψ e : T e → P 1 be the Galois closure of ψ e . Since A p does not contain an element of cycle type e-(p − e), it follows that the Galois group G of ψ e is S p . As in the proof of Lemma 3.5, one checks by using the Riemann-Hurwitz formula that the wild ramification point of ψ e has ramification of order p(p − 1) and conductor 1.
Abhyankar's Lemma shows that the pullback of ψ e via the (p − e)-cyclic cover P 1 → P 1 / µ consists of two irreducible components, each of which is an A p -Galois cover of P 1 ramification type e. Moreover, Gal(T e , P 1 ) S p interchanges the two irreducible components, and acts as A p on each of them. Together with the above discussion, it follows that there is a unique primitive tail cover in this case.
Next we consider the case that C = e 1 -e 2 . If e 1 = e 2 , the curveT e1,e2 does not admit any nontrivial automorphisms which commute withφ e1,e2 .
Suppose that e 1 = e 2 . We claim that µ(x, y) = (−x, 1 − y) is the unique nontrivial element of Aut(T e1,e1 ) which commutes withφ e1,e2 . Any such automorphism permutes y = 0 and y = 1, and fixes the point y = ∞. Write
it follows that the d i also satisfy recursion (3.3). Since d p−2e1 = −c p−2e1 , we conclude that G(y) = −F (y). This proves the claim on µ.
We defineψ e1,e2 :T e1,e2 / µ → P 1 / µ as the quotient ofψ e1,e2 by µ . As in the proof in the single-cycle case, one checks thatψ e1,e2 has ramification type e 1 -2 (p−1)/2−e1 . (This is the conjugacy class consisting of an e 1 -cycle and (p − 1)/2 − e 1 transpositions). The wild ramification has order p2m e1,e2 and conductor h e1,e2 if h e1,e2 is odd. If h e1,e2 is even, the ramification index is pm e1,e2 and the conductor is h e1,e2 /2. As in the proof of the single-cycle case, it follows that the number of primitive tail covers is as stated in (b).
In the computation of the number of covers with bad reduction, we need several groups of automorphisms. Let ϕ C : T C → P 1 be a primitive tail cover with Galois group G C , together with a wild ramification point η, as above. We define Aut G C (ϕ C ) as the set of G C -equivariant automorphisms of T C and Aut 0 G C (ϕ C ) ⊂ Aut G C (ϕ C ) as the subset of automorphisms which fix η. The following lemma determines these groups of automorphisms. The proof is an easy generalization of the proof of Lemma 3.6. Lemma 3.7. Let C ∈ {e = p, e 1 -e 2 } be as in Lemma 3.5. In particular, we assume that G C ∈ {A p , S p , F p χ F * p in the case that C = e. (a) The group Aut Ge (ḡ e ) (resp. Aut 0 Ge (ḡ e )) is cyclic of order (p − e)/2 (resp. h e ) if e is odd and p − e (resp. h e ) is e is even. (b) The group Aut Ge 1 ,e 2 (ϕ e1,e2 ) is trivial. In particular, Aut 0 Ge 1 ,e 2 (ϕ e1,e2 ) is trivial, as well.
Proof. We use the notation of the proof of Lemma 3.6.(a). Let 2 ≤ e < p − 1 be an odd integer. Then Gal(T e , P 1 ) A p . Therefore it follows by degree considerations that the cover T e → T e is cyclic of degree (p − e)/2. The proof of Lemma 3.6.(a) shows moreover, that the cover T e → P 1 / µ is Galois. We denote the Galois group of this cover by Q. This is a group of order p!(p − e)/2 which contains normal subgroups isomorphic to A p and Z/ p−e 2 Z, respectively. From the commutative diagram (3.4) it follows that Q = Z/((p − e)/2)Z S p . Now, note that Aut Ge (ϕ e ) is necessarily a subgroup of Q. In fact, this is precisely the subgroup of Q which commutes with every element of A p ⊆ Q. One easily checks that the semidirect product cannot be split, and that Aut Ge (ϕ e ) is precisely the normal subgroup Z/((p − e)/2)Z, that is the Galois group of T e over T e .
To compute Aut 0 Ge (ḡ b ) we need to compute the order of the inertia group of a wild ramification point of T e in the map T e → T e . Since a wild ramification point of T e has inertia group of order p(p − 1) = pm e gcd(p − 1, e − 1), we know the orders of inertia groups of three of the four maps, and conclude that Aut 0 Ge (ḡ b ) has order h e = (p − e)/ gcd(p − 1, e − 1).
We now suppose that 2 ≤ e < p − 1 is even. As in the case that e is odd treated in the proof of Lemma 3.6, one shows that µ(x, y) = (ζ e x, ζy) is an automorphism ofT e which generates the group of automorphisms ofT e which commutes with the map to P 1 . We obtain a diagram similar to 3.4. However, in this case the Galois group ofψ e is equal to the Galois group ofφ e which is S p . We conclude that the degree of T e → T e is p − e in this case. Similarly to the case that e is odd, we conclude that Aut Ge (ḡ e ) (resp. Aut 0 Ge (ḡ e )) is cyclic of order p − e (resp. h e ) in this case. If e = p − 1, we have that p − e = 1, hence µ is trivial. It follows that the statement of (a) holds in this case as well.
We prove (b). The group G e1,e2 is the Galois group of a wildly ramified cover of degree p. Therefore its order is divisible by p, and thus G e1,e2 contains a p-cycle. In S p a p-cycle commutes only with powers of itself. Since G e1,e2 also contains an e 1 -e 2 cycle, it follows that G e1,e2 has trivial center.
If e 1 = e 2 , the curveT e1,e2 does not admit any nontrivial automorphisms which commute withφ e1,e2 . Thus the group Aut Ge 1 ,e 2 (ϕ e1,e2 ) is contained in G e1,e2 , and therefore in Z(G e1,e2 ) = 1. This proves (b) in this case.
Suppose that e 1 = e 2 . It follows from the proof of Lemma 3.6.(b) that µ(x, y) = (−x, 1 − y) is the unique non-trivial element of Aut(T e1,e1 ).
As in the proof of Lemma 3.6.(b), we writeψ e1,e2 :T e1,e2 / µ → P 1 / µ for the quotient ofψ e1,e2 by µ . We write (h , pm ) for the conductor and ramification index of a wild ramification point of ψ e1,e2 . (We gave an explicit expression for these numbers in the proof of Lemma 3.6.(b).)
Similar to the proof of (a), it follows that Aut Ge 1 ,e 2 (ϕ e1,e2 ) Z/2Z if and only if the Galois group G of the Galois closure ψ e1,e2 ofψ e1,e2 equals the Galois group G of ϕ e1,e2 . The group G is generated by an e 1 -e 2 -cycle and the inertia group of a wild ramification point, which has order pm e1,e2 = p(p−1)/ gcd(p−1, 2e 2 −2) | p(p−1)/2. It follows that G ⊂ A p . We claim that G is never a subgroup of A p , and hence that G = G. Part (b) of the lemma follows from this.
We have seen that the conjugacy class describing the tame ramification of ψ e1,e2 is e 1 -2 r with r = (p − 1)/2 − e 1 . This conjugacy class is contained in A p if and only if r is even. This happens if and only if p ≡ 3 (mod 4), since e 1 is odd.
The tame part of the wild ramification has conjugacy class m (p−1)/m . This conjugacy class is contained in A p if and only if m | (p − 1)/2. In the case that p ≡ 3 (mod 4), one checks that h e1,e2 is odd, and hence that m = 2m e1,e2 . Since (p − 1)/2 is odd, we conclude that m (p − 1)/2. Therefore G ⊂ G. We conclude that [G : G] = 2.
3.3. Deformation data. We keep the notations and assumptions from § 3.1. In particularḡ :Ȳ →X is the stable reduction of a Galois cover of type τ = (p; C 1 , C 2 , . . . , C r ) satisfying the genus-0 condition. We suppose that all occurring conjugacy classes are either the conjugacy class of a single cycle or the conjugacy class of an e 1 -e 2 -cycle. Moreover, we assume that r = 3, 4. By assumption, the branch points Q i specialize to pairwise distinct points onX 0 which we denote bȳ Q i . For every i, we let h i (resp. pm i ) be the conductor (resp. the order of the wild ramification) of the tail cover of type C i . we recall from § 3.2 that
In this section, we show that for every set of tail covers there is a unique deformation datum. Recall that the deformation datum measures the "inseparability" of the stable reductionḡ. We also show that every set of tail covers, together with its associated deformation datum, is the set of tail covers of a Galois cover with bad reduction. Definition 3.8. Let k be an algebraically closed field of characteristic p. A deformation datum is a pair (g, ω), where g : Z → X = P 1 k is a finite Galois cover of smooth projective curves and ω is a meromorphic differential form on Z such that the following conditions hold.
(a) Let H be the Galois group of Z → X. Then
Here χ : H → F × p in an injective character. (b) The differential form ω is either logarithmic, i.e. of the form ω = df /f , or exact, i.e. of the form df , for some meromorphic function f on Z.
To the G-Galois cover g : Y → P 1 with bad reduction, we may associate a deformation datum, as follows. Choose an irreducible componentȲ 0 ofȲ above the original componentX 0 . Since the restrictionḡ 0 :Ȳ 0 →X 0 is inseparable over X 0 and G ⊂ S p , it follows that the inertia group I ofȲ 0 is cyclic of order p, i.e. a Sylow p-subgroup of G. Since the inertia group is normal in the decomposition group, the decomposition group ofȲ 0 is a subgroup of N Sp (I) Z/pZ χ Z/pZ * , where χ : Z/pZ * → Z/pZ * is an injective character. It follows that the mapḡ 0 factors asḡ 0 :Ȳ 0 →Z 0 →X 0 , whereȲ 0 →Z 0 is inseparable of degree p and Z 0 →X 0 is separable. We conclude that the Galois group H := Gal(Z 0 ,X 0 ) is a subgroup of Z/pZ * Z/(p − 1)Z. The inseparable mapȲ 0 →Z 0 is characterized by a differential form ω onZ 0 satisfying the properties of Definition 3.8, see [4] .
The differential form ω is logarithmic ifȲ 0 →Z 0 is a µ p -torsor and exact if this map is an α p -torsor. A differential form is logarithmic if and only if it is fixed by the Cartier operator C and exact if and only if it is killed by C. (See for example [?] for the definition of the Cartier operator and an outline of these properties.) Wewers ([4] ) shows that in the case of covers branched at r = 3 points the differential form is always logarithmic.
The deformation datum (Z, ω) associated to g satisfies the following compatibilities with the tail covers. We refer to [4] or [2] for proofs of these statements.
(a) If C i is the conjugacy class of a p-cycle thenQ i in unbranched inZ 0 →X 0 and ω has a simple pole in all points ofZ 0 aboveQ i . (b) Otherwise,Z 0 →X 0 is branched of order m i atQ i , and ω has a zero of order h i − 1 at the points ofZ 0 aboveQ i .
(c) The mapZ 0 →X 0 is unbranched outside {Q i }. All poles and zeros of ω are above theQ i .
We call a deformation datum satisfying these properties a deformation datum of type (p; C 1 , . . . , C r ). The following proposition states that there is a unique deformation datum of type (p; C 1 , . . . , C r ).
Proposition 3.9. The assumptions on the type τ = (p; C 1 , . . . , C r ) are as above.
We fix the pointsQ 1 = 0,Q 2 = 1, . . . ,Q r = ∞ onX 0 P 1 k . There is a unique deformation datum of type τ .
Proof. In the case that r = 3 this is proved in [4] . (The proof in this case is similar to the proof in the case that r = 4 which we give below.) Suppose that r = 4. We writeQ 3 = λ ∈ P 1 k \ {0, 1, ∞}. It is shown in [4] or [2] that the deformation datum is a differential form ω on the coverZ 0 ofX 0 defined as a connected component of the (normalization of the) projective curve with Kummer equation
The degree ofZ 0 →X 0 is
.
The differential form ω may be written as
where ∈ k × is a unit. From this expression it follows that for every λ there is at most one deformation datum.
To show the existence of the deformation datum, it suffices to show that one may choose such that ω is logarithmic or exact, or, equivalently, such that ω is fixed or killed by the Cartier operator C. It follows from standard properties of the Cartier operator, (3.6) and the assumptions on the e i that Cω = c 1/p (1−p)/p ω, where One easily checks that c is nonzero as a polynomial in λ. It follows that ω defines an exact differential form if and only if λ is a zero of the polynomial c. We assume that c(λ) = 0. Since k is algebraically closed, we may choose ∈ k × such that p−1 = c. Then Cω = ω, and ω defines a logarithmic deformation datum.
As a consequence of Proposition 3.9, we show that every set of tail covers occurs as the set of tail covers associated with a cover with bad reduction. Lemma 3.10. We fix a type τ = (p; C 1 , C 2 , . . . , C r ) satisfying the conditions of the beginning of this section. In the case that r = 4 we suppose moreover that C i = p. For every i ∈ {1, 2, . . . , r} with c i = p, we choose a tail coverḡ i of type C i . There exists a cover g : Y → P 1 in characteristic zero with bad reduction and tail covers g i . This lemma is proved in [4] in the case that r = 3 and in [2] , Proposition 2.4.1 for r = 4. The proof of the lemma in the case that C i = = p is much easier, therefore this assumption is made in [2] . One may get rid of this assumption, by arguing as in [4] . We note that the only place where we use order-p ramification is in § 4 where we deal with three-point covers. This is why we have different assumptions on the type for r = 3 and r = 4 points.
Proof. We sketch the proof in the case of r = 4 points with prime-to-p ramification in our situation, which is much easier than the general one due to the easy structure of the stable reduction (Lemma 3.2).
We remark that away from the wild branch point ξ i , the primitive tail coverḡ i is tamely ramified. Therefore we can lift this cover of affine curves to characteristic zero.
(It suffices to consider this case. The case of arbitrary λ follows by specialization.) Then (3.5) defines an m-cyclic cover Z 0 → X 0 . We write Z → X for its generic fiber. Associated to the deformation datum is a character χ : Z/mZ → F × p defined by χ(β) = β * z/z (mod z). The differential form ω corresponds to a p-torsion point Q 0 ∈ J(Z 0 )[p] χ on the Jacobian ofZ 0 . (Here we use that the conjugacy classes C i are conjugacy classes of prime-to-p elements. This implies that the differential form ω is holomorphic.) Since 4 i=1 h i = 2m and the branch points are generic, we have that J(Z 0 )[p] χ Z/pZ × µ p ([?]). After enlarging the discretely valued field K, if necessary, we may choose a p-torsion point Q ∈ J(Z 0 ⊗ R K)[p] χ lifting Q 0 . It corresponds to ań etale p-cyclic cover W → Z. The cover ψ : W → X is Galois, with Galois group N := Z/pZ χ Z/mZ. It is easy to see that ψ has bad reduction, and that its deformation datum is (Z 0 , ω).
By using formal patching ([?] or [4] ), one now checks that there exists a map g R : Y → X of stable curves over Spec(R) whose generic fiber is a G-Galois cover of smooth curves, and whose special fiber defines the given tails covers and the deformation datum. Over a neighborhood of the original component g R is the induced cover Ind G N Z 0 → X 0 . Over the tails, the cover g R is induced by the lift of the tail covers. The fact that we can patch the tail covers with the cover over X 0 follows from the observation that h i < m i (Lemma 3.5), since locally there a unique cover with this ramification ([4], Lemma 2.12).
Reduction of 3-point covers
In this section, we compute the number of 3-point covers with bad reduction for the relevant ramification types (see § 2). Here we rely on the results of Wewers [4] , who gives a precise formula for the number of lifts of a given special G-map in the 3-point case. In this section, we recall the results of Wewers in the special case we consider.
We fix a set of primitive tail coversḡ b , b ∈ B = {1, 2, 3}. Lemma 3.10 implies that there exists a G-Galois cover g : Y → P 1 in characteristic zero with bad reduction to characteristic p with tail coversḡ b . Letḡ :Ȳ →X be the stable reduction of g.
Wewers ([4] , Lemma 2.17) shows that the number of lifts of a given special G-map ( § 3.1) equals the cardinality of the group Aut 0 G (ḡ) of G-equivariant automorphisms ofȲ which induce the identity on the original componentX 0 .
Choose γ ∈ Aut 0 G (ḡ), and consider the restriction of γ to the original component X 0 . LetȲ 0 be an irreducible component ofȲ aboveX 0 whose inertia group is the fixed Sylow p-subgroup I of G. as in § 3.3, we write G 0 = I χ H 0 for the decomposition group ofȲ 0 . Wewers ([4] , proof of Lemma 2.18) shows that γ 0 := γ|Ȳ 0 centralizes H 0 and normalizes I, i.e. γ 0 ∈ C N G (I) (H 0 ). SinceȲ |X 0 = Ind G G0Ȳ and γ is G-equivariant, it follows that the restriction of γ toX 0 is uniquely determined by γ 0 . We denote by n the number of γ 0 ∈ C N G (I) (H 0 ) such that there exists a γ ∈ Aut 0 G (ḡ) with γ|Ȳ 0 = γ 0 . Wewers ([4] , Corollary 4.8) shows that the cardinality of Aut 0 G (ḡ) equals
If p divides the order of the elements of the conjugacy class C i , we define h Ci = | Aut 0
Otherwise, the numbers are as defined in § 3.1. (Note that the group Aut 0
.) The main difficulty in computing the number of curves with bad reduction is to compute the number n defined above. As explained by Wewers ([4, Lemma 2.17]), one may express the number n in terms of groups of automorphisms of the tail covers. However, there is a mistake in the concrete description he gives of Aut 0 G (ḡ) in terms of the tails, therefore we do not use Wewers' description. For a corrected version, we refer to the manuscript [?].
In our situation, the greatest difficulty is in computing the restriction of the group Aut 0 G (ḡ) to the e 1 -e 2 -tail, since we have not determined the exact Galois group G e1,e2 of these tails. To avoid having to compute this group, we use the following trick. We first consider covers of type (p; e 1 -e 2 , e 3 , p). These covers all have bad reduction. This observation allows us to compute the restriction of Aut 0 G (ḡ) to the e 1 -e 2 -tail, since there is a unique e 1 -e 2 -tail, up to outer automorphism. .
Note that this number is always positive.
In Lemma 4.1, we have counted non-Galois covers, but in this section, we are dealing with Galois covers. We note that the Galois group of a cover in characteristic zero of type τ * := (e 1 -e 2 , e 3 , p) only depends on e 1 , e 2 , e 3 . We write γ(e 1 -e 2 , e 3 ) for the quotient of the number of Galois covers of type τ * by the Hurwitz number h(τ * ). As in Lemma 2.3 it follows that γ(e 1 -e 2 , e 3 ) is 2 if the Galois group is A p and 1 if the Galois group is S p . Moreover, we will deduce from Proposition 3.1 that no other Galois groups occur. This number will drop out from the calculations as soon as we pass back to the non-Galois situation in § 5.
Proof. We first assume that e 1 = e 2 . This lemma follows similarly to the proof of [3] , Theorem 4.2.(ii). The only things to check are that the formula of loc.cit. computes the Hurwitz number in this situation, and that the assumption e 2 ≤ e 3 made by Liu and Osserman is not needed.
In the case that e 1 = e 2 the number computed in [3] differs from the Hurwitz number we want by a factor two, since we may interchange the two (disjoint) cycles of length e 1 = e 2 .
Since p divides one of the ramification indices, all covers of type (p; e 1 -e 2 , e 3 , p) have bad reduction to characteristic p. Recall that there is a unique tail cover of type e 3 (Lemma 3.6). Therefore the product of the number of e 1 -e 1 -tails and the cardinality of | Aut 0 G (ḡ)| equals h(p; e 1 -e 2 , e 3 , p). It follows that
regardless of whether e 1 equals e 2 or not. Note that the Galois factor γ(e 1 -e 2 , e 3 ) comes in as Lemma 4.1 counts non-Galois covers.
Lemma 4.2. Let τ = (p; C 1 , C 2 , C 3 ) be a type satisfying the genus-0 condition, where C i is either the conjugacy class in S p of a single cycle or of the product of two disjoint cycles. Suppose that all covers of type τ have Galois group G = G(τ ) which is S p or A p . We exclude the case that C i is a single cycle of length p − 2 if p = 17. Suppose moreover, that there exists at least one cover of type τ with bad reduction to characteristic p, and let n = n (τ ) be as defined above. Then the following holds. Proof. Let g : Y → P 1 be a cover of type τ with bad reduction to characteristic p, and letḡ :Ȳ →X be its stable reduction. LetȲ 0 be an irreducible component of Y above the original componentX 0 . We write G 0 = I H 0 for the decomposition group ofȲ 0 , where I is a Sylow p-subgroup of G. By definition, n is the cardinality of the set of γ 0 ∈ C N G (I) (H 0 ) which extend to an element of Aut 0 G (ḡ). In particular, n divides |C N G (I) (H 0 )|. One checks that C N G (I) (H 0 ) is cyclic of order (p − 1)/2 if G = A p (resp. p − 1 if G = S p ). This implies (a).
Consider 1 ≤ i ≤ 3 such that C i = e is the conjugacy class in S p of a single cycle of length e ≤ p − 1. Let γ 0 ∈ C N G (I) (H 0 ). We also write γ 0 for the unique G-equivariant automorphism of Ind G G0Ȳ0 induced by γ 0 .
Claim: There always exists a γ ∈ Aut(ḡ −1 (X i )) which extends γ 0 .
Suppose that e = p − 1. We remark that the restriction of γ ∈ Aut 0 G (ḡ) tō X i is an element of Aut G (ḡ i ), since G = G i in our situation. (Here we use that we excluded the exceptional case e = p − 2 and p = 17.) If the order of γ 0 divides m i = (p − 1)/ gcd(p − 1, e − 1), the induced automorphism of Ind G G0Ȳ0 acts trivially on the fiber of ξ i . Therefore we may extend γ 0 toȲ i by the identity, cf. [4] , Remark 2.18. In general, the length of the orbits of γ 0 is the order of γ 0 divided by m i , which divides gcd(p − 1, e − 1)/2. Now choose γ i ∈ Aut G (ḡ i ) to be a generator. Lemma 3.7.(a) shows that γ i has order (p − e)/2. Since Aut 0 G (ḡ i ) has order h e = (p − e)/(gcd(p − 1, e − 1), it follows that the length of the orbits of γ i on the fiber ofḡ i above ξ i is gcd(p − 1, e − 1)/2. Therefore, there exists a power of γ i whose action on the fiber above ξ i is compatible with the action of γ 0 .
If e = p − 1 then m i = p − 1 and h i = 1. Therefore the claim is trivially satisfied in this case.
We now prove (b). Suppose that C i = e 1 -e 2 for some i. Let τ * = (p; e 1e 2 , p + 2 − e 1 − e 2 , p) be the type of Lemma 4.1. We write G * for the corresponding Galois group and g * for any cover of type τ * . The above claim implies in this case γ 0 ∈ C N G * (I) extends to an element of Aut 0 G (ḡ * ) if and only if it extends to the e 1 -e 2 -tail. It follows from (4.2) that γ 0 extends if and only if the order of γ 0 divides
The proof of Lemma 3.6 implies that the e 1 -e 2 -tail is unique up to outer automorphisms of the Galois group. This implies that n (τ ) satisfies (b).
Part (c) follows from (b) and the claim.
Let 2 ≤ e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p be integers with i e i = 2p + 2 and e 1 + e 2 ≤ p. The following proposition gives the number of Galois covers of type (p; e 1 -e 2 , e 3 , e 4 ) with bad reduction to characteristic p. Proof. Proposition 3.1 implies that the Galois group of any cover of type τ is either A p or S p with the possible exception of τ = (p; 3-3, p − 2, p − 2). MOVE THIS ARGUMENT SOMWHERE ELSE? We start by proving that this exceptional case does not actually occur. Suppose that there exists a cover of type (p; 3-3, p−2, p−2) whose Galois group G is not isomorphic to A p or S p . proposition 3.1 implies that p = 2 r + 1 for some r and G is a subgroup of Γ := PΓL 2 (2 r ). Since p is a Fermat prime number, we have that r is a power of 2. Since 2 r + 1 = 3 it follows moreover that 3 | 2 r − 1. We conclude that all elements of order 3 in Γ are contained in a Borel subgroup. One easily deduces that their cycle type is (2 r − 1)/3 three-cycles. Therefore the cycle type 3-3 only occurs for p = 7 which is not a Fermat prime number. We conclude that the Galois group is always A p or S p .
Therefore we may apply Lemma 4.2.(c). We first remark that the restriction of Lemma 4.2.(a) is automatically satisfied. To see this, we assume that G = A p . In particular, we have that e 1 + e 2 is even, since G should contain a e 1 -e 2 -cycle. It follows that also the Galois group G * corresponding to the type τ * = (p; e 1e 2 , p + 2 − e 1 − e 2 , p) is also A p . Lemma 4.2.(a) applied to τ * implies that n (τ * ) which is given by (4.2) divides (p − 1)/2. But n (τ * ) is exactly the right hand side of the formula of Lemma 4.2:(b). We conclude that n = (p − 1)[Aut(G e1,e2 ) : G e1,e2 )]γ(e 1 -e 2 , e 3 ) gcd(p − 1, e 1 + e 2 − 2) .
As in the proof of Lemma 4.1, the number of covers of type τ with bad reduction is the product of the number of e 1 -e 2 -tails with the cardinality of Aut 0 G (ḡ). By (4.1), this number of covers with bad reduction is therefore p + 1 − e 1 − e 2 . The following corollary follows immediately from Proposition 4.3 together with the definition of the Galois factor γ(e 1 -e 2 , e 3 ).
Corollary 4.5. The number of Galois covers of type τ = (p; e 1 -e 2 , e 3 , e 4 ) with bad reduction to characteristic p is
if e 1 = e 2 , (p + 1 − e 1 − e 2 )/2 if e 1 = e 2 .
Reduction of admissible covers
In this section, we use the results of § 4 to compute the number of "admissible covers with good reduction". We return to the case of non-Galois covers. We start by defining what we mean by this. As always, we fix a type (p; e 1 , e 2 , e 3 , e 4 ) with 1 < e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p satisfying the genus-0 condition i e i = 2p + 2. As in § 2, we consider admissible degenerations of type (e 1 , e 2 ; e 3 , e 4 ), which means that
We denote byH p the Hurwitz curve parameterizing (admissible) covers of type (p; e 1 , e 2 , e 3 , e 4 ) in characteristic p. The natural mapπ p :H p → P 1 λ which sends a cover [f ] to the branch point λ is not finite, in general. Moreover, the curveH p is not projective. Alternatively, one could define h adm p as the number of admissible covers in characteristic p counted with multiplicity, where the multiplicity is given as in Lemma 2.2.
The following proposition is the main result of this section. d; a, b, c) with a, b, c < p has good reduction to characteristic p if and only if its degree d is strictly less than p. Since the degree d 2 of the cover xf 2 0 is always at least as large as the other degree d 1 , it is enough to calculate when d 2 < p. The Riemann-Hurwitz formula implies that d 2 = ( + e 3 + e 4 − 1)/2. Therefore the condition d 2 < p is equivalent to the inequality e 3 + e 4 + ≤ 2p − 1.
Since we assumed the existence of an -cusp, it follows from Lemma 2.2.(b) that ≤ 2d+1−e 3 −e 4 = 2p+1−e 3 −e 4 . We find that d 2 < p unless = 2p+1−e 3 −e 4 . We conclude that there are 2p + 1 − e 3 − e 4 admissible covers with bad reduction. Moreover, this case actually occurs, since the lower bound for is always less than or equal to the upper bound, which is 2p + 1 − e 3 − e 4 .
We now consider the case of an e 1 -e 2 -cusp (Lemma 2. 2.(d) ). Let f 0 : V 0 → X 0 be an admissible cover in characteristic 0 corresponding to an e 1 -e 2 -cusp, as above.
In particular, the restriction f 1 0 (resp. f 2 0 ) has type (d 1 ; e 1 , e 2 , e 1 -e 2 ) (resp. (d 2 ; e 1e 2 , e 3 , e 4 )). We write g 0 for the Galois closure of f 0 , and g i 0 for the corresponding restrictions. Let G i be the Galois group of g i 0 . The assumptions on the e i imply that p does not divide the order of Galois group of g 1 0 , therefore g 1 0 has good reduction to characteristic p. Moreover, the cover g 1 0 is uniquely determined by the triple (ρ −1 , σ 3 , σ 4 ) if e 1 = e 2 . If e 1 = e 2 there are exactly 2 possibilities for the tuple (σ 1 , σ 2 , σ 3 , σ 4 ) for a given triple (ρ −1 , σ 3 , σ 4 ). Therefore to count the number of admissible covers with bad reduction in this case, it suffices to consider the reduction behavior of the cover g 2 0 : Y 2 0 → X 2 0 . Since the decomposition group G 1 is contained in G 2 , it follows that G 2 = G is the Galois group of g 0 . Corollary 4.5 implies that the number of admissible covers with bad reduction in the 2-cycle case is p + 1 − e 1 − e 2 , independent of whether e 1 equals e 2 , or not. We conclude using Lemma 2.2 that the total number of admissible covers with bad reduction is (2p + 1 − e 3 − e 4 ) + (p + 1 − e 1 − e 2 ) = p.
The proposition follows.
Remark 5.3. Theorem 4.2 of [?] does not need the assumption d = p. Therefore the proof of Proposition 5.2 in the single-cycle case shows the following stronger result. Let (d; e 1 , e 2 , e 3 , e 4 ) be a genus-0 type with 1 < e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p.
Then the number of admissible covers with a single ramified point over the node and bad reduction to characteristic p is 2p + 1 − e 3 − e 4 .
Proof of the main result
In this section, we count the number of non-Galois covers with ramification type (p; e 1 , e 2 , e 3 , e 4 ) and bad reduction in the case that the branch points are generic. Equivalently, we compute the p-Hurwitz number h p (e 1 , e 2 , e 3 , e 4 ). We consider the case of Galois covers, and deduce the answer in the non-Galois case from Lemma 2.3.
Suppose that r = 4 and fix a genus-0 type τ = (p; e 1 , e 2 , e 3 , e 4 ) with 2 ≤ e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p, where we exclude e i = p − 2 in the case that p = 17. We let g : Y → X = P 1 K be a Galois cover of type τ defined over a local field K as in § 3.1, such that (X; Q i ) is the generic r-marked curve of genus 0. It is no restriction to suppose that Q 1 = 0, Q 2 = 1, Q 3 = λ, Q 4 = ∞, where λ is transcendental over Q p . We suppose that g has bad reduction to characteristic p, and denote byḡ :Ȳ →X the stable reduction. We have seen in § 3.1 that we may associate toḡ a set of primitive tail covers (ḡ b ) and a deformation datum (Z, ω). We have seen that the primitive tail coversḡ b for b ∈ B = {1, 2, 3, 4} are essentially uniquely determined by the e b (Lemma 3.5).
The following proposition shows in the case that the branch point are generic the number of covers with bad reduction is divisible by p. Proposition 6.1. Suppose that (X = P 1 K ; Q i ) is the generic r = 4-marked curve of genus zero. Then the number of covers of X of ramification type (e 1 , e 2 , e 3 , e 4 ) with bad reduction is divisible by p.
Proof. We use the notation of the proof of Proposition 3.9. This proposition is proved in [2] , Lemma 3.4.1, in a more general setting. In our situation, the statement of the proposition follows from the observation that the set of lifts Q of the p-torsion point Q 0 ∈ J(Z 0 )[p] χ corresponding to the deformation datum is a µ ptorsor.
Theorem 6.2. Let p be an odd prime and k an algebraically closed field of characteristic p. Suppose given integers 2 ≤ e 1 ≤ e 2 ≤ e 3 ≤ e 4 < p. There exists a dense open subset U ⊂ P 1 k such that for λ ∈ U the number of degree-p covers with ramification type (e 1 , e 2 , e 3 , e 4 ) is given by the formula h p (e 1 , . . . , e 4 ) = min i (e i (p + 1 − e i )) − p.
Furthermore, every such cover has good degeneration under a degeneration of the base sending the first two branch points to the same component.
Proof. Propositions 3.9 and 6.1 imply that the number of degree-p covers with ramification type (e 1 , e 2 , e 3 , e 4 ) and bad reduction is at least p. This implies that the generic Hurwitz number h p (e 1 , . . . , e 4 ) is at most min i (e i (p + 1 − e i )) − p. Proposition 5.2 implies that the number of admissible covers in characteristic p equals min i (e i (p + 1 − e i )) − p. Since the number of separable covers can only decrease under specialization, we conclude that the number of admissible covers and the generic Hurwitz number both equal min i (e i (p + 1 − e i )) − p. This proves the theorem. Remark 6.3. By using the results of [2] one can in fact prove a stronger result than Theorem 6.2. We say that a λ ∈ P 1 k \ {0, 1, ∞} is supersingular if it is a zero of the polynomial (3.7) and ordinary otherwise. Then the number of covers in characteristic p of type (p; e 1 , e 2 , e 3 , e 4 ) branched at (0, 1, λ, ∞) is h p (p; e 1 , e 2 , e 3 , e 4 ) if λ is ordinary and h p (p; e 1 , e 2 , e 3 , e 4 ) − 1 if λ is supersingular. To prove this result, one needs to study the stable reduction of the cover π :H → P 1 λ of the Hurwitz curve to the configuration space. We do not prove this result here, as it would require too many technical details.
