altitude prescribed from CPL, and provides retrievals of COT and CER (Veglio and Holz, 16 2015) . Note for this investigation, FEANOR relies on mean IR radiances averaged over 17 all co-located eMAS pixels within each CPL level 2 field-of-view, and the retrieval is 18 only applied when CPL cloud top height (CTH) is above 8 km. The second approach, 19 referred to here as OE-IR, also uses the 8.5, 11, and 12 µm channels, along with the 6.7, 20 7.2, 8.2, 12.6, 13.3, 13.6, and 13.9 µm channels, and provides full-swath pixel-level 21 retrievals of COT, CER, and CTH (Wang et al., 2015a,b) at the native eMAS spatial 22 resolution. The OE-IR retrievals are applied only when the cloud thermodynamic phase is 23 ice, as determined by the MAS06 IR-derived cloud phase algorithm (Baum et al., 2012) . 24
Both FEANOR and OE-IR provide estimates of retrieval uncertainty that account for a 25 variety of radiometric, ancillary, and model error sources. 26 The availability during SEAC 4 RS of CPL also allows for additional evaluation of the 27 eMAS retrievals. CPL is an elastic backscatter lidar that was first deployed in 2000 28 
eMAS Calibration 7
For remote sensing science applications, absolute radiometric calibration is a critical 8 component. Calibration of the eMAS thermal IR channels is monitored in-flight by 9 viewing two onboard blackbody sources once every scan; the shortwave channels are 10 calibrated in a laboratory setting pre-and post-deployment by observing AAF laboratory 11 standard integrating hemispheres, with day-to-day fluctuations in the field monitored by a 12 smaller portable hemisphere prior to each flight. In addition, because ambient flight 13 conditions are significantly different from those at ground level, yielding potential 14 inconsistencies between the laboratory calibration and that at flight altitude, periodic 15 underflights of Terra and Aqua MODIS are used as flight-level calibration sources via 16 statistical comparisons of collocated reflectance measurements and cloud property 17 retrievals (e.g., King et al., 2010 atmospheres, though the contribution of surface reflection to TOA reflectance and 8 retrieval uncertainty is substantially smaller than in the VIS/NIR/SWIR channels 9 commonly used for COT and CER retrievals; moreover, contamination by low-altitude 10 clouds is likely larger than at 1.38 or 1.88 µm. However, thresholds on the central 11 1.88 µm channel reflectance (must be larger than 0.02) and the 1.88/0.65 µm channel 12 reflectance ratio (must be larger than 0.09) are used here to identify and remove clear sky 13
and low-altitude cloud pixels, respectively, that may otherwise be spuriously identified as 14 thin cirrus using only the 1.83 and 1.93 µm channels. In addition, the case studies 15 selected here only include ocean scenes for which the surface is dark, thus the 16 contribution of surface reflection to measured TOA cirrus reflectance is expected to be 17 negligible. 18 The 1.88 µm spectral region also exhibits markedly stronger ice crystal absorption than at 19 1.38 µm, and TOA reflectance is consequently more sensitive to particle size. The 20 previous techniques utilizing 1.38 µm for single-channel cirrus COT retrievals (e.g., 21
Meyer and Platnick, 2010), which require a priori assumptions of CER, will have much 22
larger uncertainties when applied to the channels near 1.88 µm and are thus ill suited for 23 this spectral region. However, a strong contrast in single scattering albedo (ω 0 ) is evident 24 between the 1.83 and 1.93 µm channels, indicating stronger ice crystal absorption at the 25 latter wavelength. It should be noted that the present retrieval technique does not explicitly account for 10 water vapor absorption within the cloud layer itself, which can be non-negligible for the 11 spectral channels used here. Like MOD06/MAS06, however, the use of CTH derived 12 from the thermal IR channels for above-cloud atmospheric absorption corrections is 13 expected to at least partially account for the in-cloud absorption, since such radiative vapor absorption at 1.83 and 1.93 µm yields atmospherically-corrected reflectance that is 21 biased low at both channels by roughly 1-2% for optically thick clouds and approaching a 22 maximum low-bias of 7-8% at COT = 1; such errors correspond to low-biased COT by 23 roughly the same magnitude at COT = 1, and CER low-biases about double that 24 magnitude. That said, in practice it is impractical to estimate the exact in-cloud water 25 vapor absorption (or the errors resulting from its neglect) at pixel-level due in part to the 26 lack of a computationally efficient on-line RT algorithm that necessitates the use of pre-27 computed LUTs, as well as the general ignorance of the retrieval algorithm to pixel-level 28 radiative cloud top retrieval biases. 29
Retrieval Uncertainty 30 9
The pixel-level retrieval solutions are found using Newtonian iteration to locate the 1 minimum of a cost function defined in terms of the difference between the observed and 2 forward-modeled LUT spectral reflectances; note no a priori is assumed, thus the cost 3 function simplifies to the weighted least squares estimate (Rodgers, 1976 
matrix is coupled with the forward-modeled Jacobian, or retrieval solution space 7 sensitivity matrix (derived here from the forward-modeled retrieval LUTs), to provide a 8 baseline retrieval uncertainty estimate that accounts for known error sources. Here, 9 multiple error components are assumed to contribute to the total retrieval uncertainty, 10 namely radiometric errors, atmospheric water vapor profile errors, and cloud model 11 errors (specifically size distribution effective variance). Because the 1.83 and 1.93 µm 12 channels are assumed to be nominally free of surface contamination in the over-ocean 13 case studies shown here, uncertainty due to surface albedo error is not considered. 14 For eMAS, because ambient conditions at flight level are often not stable (a problem 15 exacerbated by in-flight altitude changes), and can be substantially different from the 16 laboratory conditions under which pre-and post-deployment calibration is typically 17 performed, the absolute pixel-level radiometric uncertainty is unknown. Therefore a 18 constant relative reflectance error, here 10%, is assumed at both 1.83 and 1.93 µm; note 19 for MAS06, reflectance errors are assumed to be 5% for 3.7 µm, 10% for 1.6 µm, and 7% 20 for the remaining channels. Water vapor profile errors are assumed to be 20% at all 21 atmospheric layers. For cloud model uncertainty, expected reflectance errors are 22 estimated using forward RT calculations to determine TOA reflectance deviations due to 23 changes in the effective variance (from 0.1 to 0.05 and 0.2) of the assumed ice particle 24 size distributions used to integrate the single scattering properties of Yang et al. (2013) . 25 Note uncertainty due to an incorrect ice crystal habit assumption, which can vary widely 26 in nature (van Diedenhoven et al., 2014) and is expected to contribute significantly to 27
retrieval uncertainty yet in practice is difficult to quantify, is presently ignored, as it is in 28 both MOD06 and MAS06. Conversely, CER, shown in Fig. 4(e)-(h) , exhibits less agreement in terms of retrieval 30 magnitude, though the spatial CER patterns appear consistent. Here, CER retrievals are 1 shown for the standard MAS06 CER channels, namely (e) 1.6 µm, (f) 2.1 µm, and (g) 2 3.7 µm, as well as for the 1.93 µm channel (h). Again, both liquid and ice phase MAS06 3 retrievals are shown, and can be identified by the dual phase color bar at bottom right. 4
Disagreement between CER retrievals is not unexpected, in part because photon 5 penetration depth within clouds has been shown to be spectrally dependent in the SWIR 6 and MWIR (Platnick, 2000) , though it is interesting to note that the 1.93 µm CER appears 7
to have better agreement with the 3.7 µm CER. Similar to the COT retrievals, the 8 presence of underlying low-altitude liquid phase clouds is evident in the MAS06 CER 9 retrievals by the relatively small (purple) features within the optically thin portions of the 10 cirrus, while these features are not evident in the 1.93 µm retrievals. plots. In addition, the larger spatial extent of the 1.83/1.93 µm retrievals is evident in both 13
figures, again indicating less frequent retrieval failures using this channel pair. 14 15
Discussion 16
Previous bi-spectral imager retrievals of cloud optical thickness (COT) and effective 17 particle radius (CER) based on the Nakajima and King (1990) approach, such as those of 18 the operational MODIS cloud optical property product (MOD06), have typically paired a 19 non-absorbing VIS or NIR wavelength channel, sensitive to COT, with an absorbing 20 SWIR or MWIR wavelength channel sensitive to CER. However, TOA reflectance 21 measurements in these spectral channels can be quite sensitive to contributions from 22 surface reflection, in particular for the case of optically thin cirrus clouds. Thus cirrus 23 retrieval approaches that rely on these channels are often subject to larger retrieval 24 uncertainty and increased retrieval failure frequency (i.e., reflectance observations that 25 are outside the retrieval solution space) since they require appropriate assumptions 26 regarding spectral surface reflection. 27
In practice it is only necessary to select two spectral channels that exhibit a strong 28 contrast in cloud particle absorption. Here it is shown that two absorbing wavelength 29 channels within the broader 1.88 µm water vapor absorption band, namely the 1.83 and 1 1.93 µm channels, have sufficient differences in ice crystal single scattering albedo such 2 that a bi-spectral COT-CER retrieval approach can be applied. A distinct advantage of 3 this channel selection for cirrus cloud retrievals is that the surface contribution to 4 measured cloudy TOA reflectance in these channels is minimized due to below-cloud 5 water vapor absorption, thus reducing retrieval uncertainty due to errors in the surface 6 reflection assumption as well as reducing the occurrence of retrieval failures. Using two 7 cirrus cloud case studies observed by eMAS over the Gulf of Mexico during NASA's 8 SEAC 4 RS field campaign, it is shown that the 1.83/1.93 µm channel pair can yield COT 9 and CER retrievals for thin to moderately thick single-layer cirrus that are reasonably 10 consistent with other solar and IR imager-based retrievals, as well as lidar-based COT 11 retrievals from collocated CPL. It is also shown that the present approach can provide 12 useful information in multilayer cloud cases, i.e., cirrus overlying low-altitude liquid 13 clouds, again due to the below-cirrus water vapor absorption that results in the reduced 14 sensitivity of TOA reflectance at 1.83 and 1.93 µm to low-altitude clouds. 15 Finally, it is worth reemphasizing that, unlike the 1.38 and central 1.88 µm wavelength 16 channels, below-cirrus atmospheric water vapor absorption does not completely attenuate 17 the contribution of surface reflection in the 1.83 and 1.93 µm channels (see Fig. 1 ). 18
Nevertheless, the surface contribution is substantially smaller than that in the 19 VIS/NIR/SWIR window channels commonly used for COT and CER retrievals. 
