In one-dimensional problems of mathematical physics the word "adjacent" can here be usually interpreted positionally on the matrix itself, if the rows and columns are in an appropriate order. Otherwise the word should be interpreted in terms of the physical application. For example, in the inverse of the matrix Ln treated by W. L. Wilson [3J, which arises from a two-dimensional physical problem, the elements at the positions (4, 14) and (7, 19) may be regarded as adjacent because they correspond to pairs of points that are close together in the physical problem. This question of the definition of "adjacent" is related to that of how to extrapolate from a matrix to a larger one. It seems difficult to formulate any general rule for extrapolation.
For the present each case would have to be treated on its own merits by the exercise of judgment, as in the reference cited.
I. J. Good where A has p rows and p columns, B has q rows and q columns, and C has p rows and q columns. The whole matrix is symmetric and positive definite. We seek matrices U of p rows and columns and V of g rows and columns such that UAU' = I V B V = I Ü C V = R where R = (r»), r"-= p" r,y = 0, *' j¿ j.
Hotelling showed that the p/ were the roots of the equation
and that the coefficients of v, could be found as the solutions of the consistent homogeneous equations (C'A-lC-*B)y-0; the coefficients of m¿ are then given by A-1 C y. This procedure clearly presents a formidable computational problem if p and q are at all large. If a high-speed computer is available, the problem is greatly reduced, since the various stages form standard computational problems ; A-1 C and C A-1 C can be calculated by a process of pivotal condensation as described by A. C. Aitken [2] , and the roots and vectors derived from (C A-1 C -XB) can be readily obtained from the latent roots and vectors of B_1 C A-1 C, or from those of the symmetric matrix K-1 C A"1 C K'-\ where K is a triangular matrix such that B = K K'. Nevertheless, several fairly complicated stages of computation are involved, and their linking together is not altogether straightforward ; in addition, a fair amount of intermediate storage capacity is called for. The purpose of this note is to describe a more direct method of computation which avoids some of these difficulties.
The method suggested here is similar to a well known rotation method for finding the latent roots and vectors of as ymmetric matrix (see Householder [_3J) . We wish to find matrices U of p rows and columns and V of q rows and columns In this form it is seen that we require two orthogonal matrices S and T such that they together transform the matrix H-1 C K'_1 of p rows and q columns to the diagonal form R. We can now show that S and T can be found iteratively as the products of sequences of elementary rotation matrices. It is found that
d¡¡Ci+d2¡si...
where Si, ft, s2, c2 are written for sin 0X, cos 0i, sin 02, cos 62, only elements in the first two rows and columns being affected. We now choose 0i and 02 to satisfy the equations
With these values of 0i and 02, the transformation causes two of the elements of Di to vanish.
A similar pair of transformations can now be applied to Di to remove two other elements. This will in general restore to non-zero values the elements just dealt with; but it will be seen that each pair of transformations dealing with elements d»y and da leaves unaltered the sum of squares of the remaining nondiagonal elements. It can be shown that, on successive iteration, the sum of squares of all the non-diagonal elements will tend to zero and the matrix itself to diagonal form. The required orthogonal matrices are the products of all the successive rotation matrices.
The above argument holds good when p = q, so that D is a square matrix. If p > q, there will be x variâtes that have no corresponding y variâtes. These can be dealt with by a transformation of the type Dt = Si D which annihilates a single element and retains the sum of squares of the remaining non-diagonal elements as before.
The angles 0i and 02 are obtained from the equations given above. These are Ëo{x) =^-er*^fxG»{x).
