We construct quantum MDS codes for quantum systems of dimension q of length q 2 + 1 and minimum distance d for all d q + 1, d = q. These codes are shown to exist by proving that there are classical generalised Reed-Solomon codes which are contained in their Hermitian-dual. These constructions include many constructions which were previously known but in some cases these codes appear to be new. We go on to prove that if d q + 2 then there in no generalised Reed-Solomon code which is contained in its Hermitian dual. We also construct a [[18, 0, 10]] 5 quantum MDS code, a [[18, 0, 10]] 7 quantum MDS code and a [[14, 0, 8]] 5 quantum MDS code, which are the first quantum MDS codes discovered for which d q + 3, apart from the [[10, 0, 6]] 3 quantum MDS code derived from Glynn's code.
Linear codes
Let A be a finite set. A code C over A of length n is a subset of A n . The elements of C are called codewords. The minimum distance d is the minimum number of coordinates in which two codewords differ. The Singleton bound states that |C| |A| n−d+1 .
A code for which |C| = |A| n−d+1 is called a maximum distance separable code or simply an MDS code.
Let F q denote the finite field with q elements, where q = p h for some prime p. The weight of a vector of F n q is the number of non-zero coordinates that it has. A k-dimensional linear code C of length n is a k-dimensional subspace of F n q . We will denote such a code with minimum distance d as a [n, k, d] q code.
Let α be a Hermitian form defined on F n q 2 × F n q 2 by
The Hermitian dual of a linear code C over F q 2 is C ⊥ h = {v ∈ F n q | α(u, v) = 0, for all u ∈ C}.
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In this article we will construct linear MDS codes C over F q 2 for which C ⊥ h C and from these we will construct previously unknown quantum MDS codes.
Lemma 1 C is a linear [n, k, n − k + 1] q 2 MDS code if and only if C ⊥ h is a linear [n, n − k, k + 1] q 2 MDS code. Moreover, (C ⊥ h ) ⊥ h = C.
Proof. Since α(u, v) = α(v, u) q , it follows that C (C ⊥ h ) ⊥ h . That the dimension of C is k implies that the dimension of C ⊥ h is n − k, which implies that dim C = dim(C ⊥ h ) ⊥ h . This proves the moreover claim. Thus, it suffices to prove the forward implication.
Suppose that C ⊥ h has a non-zero codeword of weight at most k. Let G be a k × n matrix whose row space is C. Since C ⊥ h has a non-zero codeword of weight at most k there are k columns of G which are linearly dependent. These columns form a k×k sub-matrix of G whose rows are linearly dependent. Therefore, C has a codeword of weight at most n − k, which implies that the minimum distance of C is at most n − k, a contradiction.
Quantum codes
A quantum code on n subsystems is a K-dimensional subspace of (C q ) ⊗n . A code with minimum distance d is able to detect errors on up to d − 1 of the subsystems and correct errors on up to We rely on the following theorem from [16, Corollary 19] . 
In the next section we will give a simple construction of k-dimensional MDS codes of length q 2 + 1 over F q 2 which are contained their Hermitian dual, for all k q − 1. These codes are generalised Reed-Solomon codes. Theorem 3 then implies the existence of [[q 2 + 1, q 2 + 1 − 2k, k + 1]]uantum MDS codes for all k q − 1.
In Huber and Grassl [10] There are many constructions of quantum MDS codes with d q + 1, mostly based on cyclic or consta-cyclic constructions and generalised Reed-Solomon codes. These include [3] [4] [5] , [8, 9] , [11] , [12] [13] [14] [15] , [17, 18] , [22] [23] [24] and [26] [27] [28] [29] .
Here we give a short proof that for all d q + 1, d = q, there are quantum MDS codes arising from generalised Reed-Solomon codes of length q 2 + 1. This extends the results of Jin et al [12] , who proved the existence for k 1 2 q and Grassl and Röttler [8] who proved the existence for k q unless q is even and k is odd.
Theorem 4 There exists a
Proof. For all k q ,where k = q − 1, we will construct a [
Denote by {a 1 , . . . , a q 2 } the elements of F q 2 .
Let h(X) be a monic polynomial of F q 2 [X] of degree q − k such that h(a j ) = 0 for all j and h(0) q+1 = 1. If k = q then we can take h(X) = 1. If k = q − 2 then we can take h(X) = X 2 + dX + e, where e q+1 = 1 and d is chosen so that h(X) is irreducible. If k q − 3 then we can take h(X) = g(X) − cX, where g(X) is monic of degree q − k, g(0) = 1 and c ∈ {g(x)/x | x ∈ F q 2 \ {0}}. This last condition requires that x → g(x)/x is not a permutation and ensures that h(a j ) = 0. The map x → g(x)/x + dx is a permutation for at most q 2 − q of the elements d ∈ F q 2 , so such a g(X) exists, see [21] .
where f i denotes the coefficient of X i in f (X).
Firstly, we prove that D is an MDS code. Observe that D is a [q 2 + 1, k, d] q 2 linear code, so we have to prove that d = q 2 + 2 − k.
Consider u and v two codewords of D given respectively by polynomials f and g of degree at most k − 1.
If f k−1 = g k−1 and u and v agree in the coordinate indexed by a i then a i is a zero of h(X)(f (X) − g(X)). Since (f − g)(X) has at most k − 1 zeros and h(a i ) = 0, the codewords u and v agree in at most k − 1 coordinates.
If f k−1 = g k−1 then (f − g)(X) has degree at most k − 2 and therefore has at most k − 2 zeros. Thus, the codewords u and v agree in at most k − 1 coordinates.
Hence, the minimum distance of D is at least q 2 + 1 − (k − 1) which attains the Singleton bound.
Let r m denote the coefficient of X m in h(X) q+1 . Then
Since t∈F q 2 t i = 0 for all i = 0, . . . , q 2 − 2 and t∈F q 2 t q 2 −1 = −1, we have that
Thus, D D ⊥ h , as required.
In Theorem 4, we proved that there are k-dimensional generalised Reed-Solomon codes over F q 2 which are contained in their Hermitian duals. However, for larger dimensions generalised Reed-Solomon codes are not contained in their Hermitian duals, as we shall now prove.
Theorem 5 If k q + 1 then a k-dimensional generalised Reed-Solomon code over F q 2 is not contained in its Hermitian dual.
Proof. Let A = {a 1 , . . . , a q 2 } be the set of elements of F q 2 , where a q 2 = 0. Let D be a generalised Reed-Solomon code over F q 2 which is contained in its Hermitian dual.
Since D is a generalised Reed-Solomon code there are v 1 , . . . , v n , elements of F q 2 , such that
where c f is the coefficient of X k−1 of f or possibly zero. We also allow some of the v i to be zero too, which would be equivalent to taking a shorter length generalised Reed-Solomon code.
Since D is contained in its Hermitian dual,
Let f i denote the coefficient of X i in f (X) and g m denote the coefficient of X m in g(X). Then the above is
For all ℓ = 1, . . . , q 2 − 2, where ℓ = ℓ 0 + ℓ 1 q, with f (X) = X ℓ 0 and g(X) = X ℓ 1 , this implies that
Considering this set of equations in matrix form Au=0, the matrix A = (b ℓi ) is given by b ℓi = a ℓ i and the i-th coordinate of u is v q+1 i
. The matrix A contains (q 2 − 2) × (q 2 − 2) submatrix which is a Vandermonde matrix, so has rank q 2 − 2. Therefore, the solution space has dimension one and is spanned by the all-one vector. This implies that v q+1 i = λ q+1 = 0 for all i = 1, . . . , q 2 − 1, for some λ ∈ F q 2 .
Thus, we have that
Since v i = 0 for i = 1, . . . , q 2 − 1, we have that the code D has length at least q 2 − 1.
Theorem 5 tells us we should look elsewhere if we want to construct stabiliser MDS codes for which d q + 2. This we will do in the next section.
Linear codes of rate one half
Let M be a k × k matrix and let I k denote the k × k identity matrix. For some λ ∈ F q , let G = (λI k | M).
The subspace spanned by the rows of G is a k-dimensional linear code C(M) of length 2k over F q . In the following theorems we will determine the minimum distance of C(M) depending on certain hypotheses regarding M. Let S be the set of of columns of G viewed as points of PG(k − 1, q), the (k − 1)-dimensional projective space over F q . Since (a 1 , . . . a k )G has at least 2k −d+1 zeros, there is a subset S ′ of S of 2k − d + 1 points which are incident with the hyperplane
For any subset T of S, let G(T ) denote the submatrix of G restricted to the columns of T . Observe that the rank of the matrix G(S ′ ) is at most k − 1. Let σ be an automorphism of F q . For a matrix A = (a ij ), we define A σ = (a σ ij ) and A t = (a ji ) Theorem 8 Suppose that M is non-singular k×k matrix and that (M σ ) t = −λ σ+1 M −1 for some automorphism σ of F q and for some non-zero λ ∈ F q . If every j × (k − d + 1 + j) sub-matrix of M and every (k − d + 1 + j) × j sub-matrix of M has rank j for
is a linear code of minimum distance at least d such that C C ⊥σ , where ⊥ σ is defined with respect to the sesqui-linear form
Proof. Observe that for a sub-matrix B of A there is a corresponding submatrix B ′ of A σ (taking the same restriction to rows and columns) and that the rank of B ′ is equal to the rank of B. That C(M) is a linear code of minimum distance d now follows from Theorem 7.
If u is the i-th row of G and v is the j-th row of G then
Thus, C C ⊥σ .
We are now in a position to prove the main theorem of this section.
Theorem 9
If there is a k × k non-singular matrix M with entries from F q 2 for which (M σ ) t = −λ q+1 M −1 for some non-zero λ ∈ F q 2 , where σ(x) = x q , and every j × j sub-matrix of M is non-singular for all j = 1, . . . , ⌊ 
Proof. By Theorem 8, C(M) C(M)
Rains [19] showed that if there is a pure [[n, k, d]]uantum code with n, d 2 then there exists a pure [[n − 1, k + 1, d − 1]]uantum code. Later Rains [20] proved that a quantum MDS code must be pure, so there exists a [[2k − r, r, k + 1 − r]]uantum MDS codes, if the hypothesis on M is satisfied, for all r = 0, . . . , k − 1.
Circulant matrices
A circulant matrix M is a matrix whose (i + 1)-th row is a cyclic shift of the first row i places to the right with wrap around. In other words,
A linear code of rate one half which is the row span over F q of a matrix
for some λ ∈ F q , is called a doubly circulant code. Such codes have been well studied, see for example [2] and [25] .
Theorem 10 Let M be a k × k non-singular circulant matrix with entries from F q 2 whose first row is 
and the indices are read modulo k.
Proof. If M = (a ij ) then a ij = x j−i+1 , since M is circulant whose first row is x = (x 1 , . . . , x k ).
The scalar product of the i-th row of M with the r-th column of
Observe that H 0 (x) ∈ F q , so there is a λ ∈ F q such that λ q+1 = H 0 (x). Moreover, since M is non-singular λ = 0.
so it suffices that H m (x) = 0 for m = 1, . . . , ⌊ Proof. This follows from Theorem 9 and Theorem 10. A [ [10, 0, 6] ] q code exists for both q = 3 and q = 4 since in both cases there are Hermitian self-orthogonal [10, 5, 6 ] q codes. These examples are due to Glynn [6] for q = 3 and Grassl and Gulliver [7] for q = 4.
For q = 3, Corollary 11 applies if x = (ǫ 2 , ǫ 3 , ǫ 3 , ǫ 2 , 1), where ǫ 2 = ǫ + 1.
For q = 4, Corollary 11 applies if x = (ǫ 2 , ǫ 12 , ǫ 12 , ǫ 2 , 1), where ǫ 4 = ǫ + 1.
An exhaustive search reveals that there are no circulant matrices M for which the hypothesis of Corollary 11 is satisfied for q = 4 or q = 5.
There are examples for q = 7, for example x = (ǫ 21 , ǫ 44 , ǫ 8 , ǫ 9 , ǫ 12 , 1), where ǫ 2 = ǫ + 4, which are perhaps interesting in that they are not obtained by shortening a generalised Reed-Solomon code. This can be checked by calculating the dimension of the subspace of quadrics which are zero on the columns of G. In the case of a generalised Reed-Solomon code this dimension is k−1 2 . In all the examples in which M satisfies the hypothesis of Corollary 11, the dimension is 9. The existence of a [ [12, 0, 7] ] 7 quantum MDS code was already known, see [8] .
An exhaustive search reveals that there are no matrices M for which the hypothesis of Corollary 11 is satisfied for q = 4.
For q = 5, Corollary 11 applies if x = (ǫ 10 , ǫ 10 , 1, ǫ 6 , ǫ 3 , ǫ 6 , 1), where ǫ 2 = ǫ + 3.
Thus, there is a [ [14, 0, 8] ] 5 quantum MDS code. This was not previously known.
There are examples for q = 7, for example x = (ǫ 4 , ǫ 40 , ǫ 45 , 1, 1, ǫ 45 , ǫ 40 ) , where ǫ 2 = ǫ + 4. Again, as in the case k = 6, these are perhaps interesting because they cannot be obtained from shortening a generalised Reed-Solomon code. The existence of a [ [14, 0, 8] ] 7 quantum MDS code was already known, see [8] . k = 8 (q 7).
An exhaustive search was too large to perform and no examples were found under the assumption x 7 = x 6 .
An exhaustive search was too large to perform for k 9. However, under the assumption x j = x k+2−j further exhaustive searches were executed. This is a natural assumption to make since it is equivalent to assuming H m = H −m . In other words, we assume that H m is a Hermitian surface, for all m. This is equivalent to assuming that M is symmetric.
Observe that under the assumption that M is symmetric we are obliged to restrict our attention to k odd, since M = (a ij ) contains a submatrix An exhaustive search for symmetric matrices satisfying the hypothesis of Corollary 11 reveals that there are examples for q = 5 and q = 7 and none for q = 8.
For q = 5, we have x = (1, ǫ 14 , ǫ 21 , ǫ 16 , ǫ 17 , ǫ 17 , ǫ 16 , ǫ 21 , ǫ 14 ), where ǫ 2 = ǫ + 3.
For q = 7, we have x = (1, ǫ 12 , ǫ 2 , ǫ 17 , ǫ 13 , ǫ 13 , ǫ 17 , ǫ 2 , ǫ 12 ), where ǫ 2 = ǫ + 4.
Thus, there is a [ [18, 0, 10] ] 5 and a [ [18, 0, 10] ] 7 quantum MDS code. These were not previously known.
