Optical coherence correlation spectroscopy (OCCS) by Broillet, Stéphane et al.
Optical coherence correlation
spectroscopy (OCCS)
Stephane Broillet,1,* Akihiro Sato,1 Stefan Geissbuehler,1 Christophe
Pache,1 Arno Bouwens,1 Theo Lasser,1 and Marcel Leutenegger1
1Laboratoire d’Optique Biome´dicale LOB, E´cole Polytechnique Fe´de´rale de Lausanne,
CH-1015 Lausanne, Switzerland
*stephane.broillet@epfl.ch
Abstract: We present a new method called optical coherence correlation
spectroscopy (OCCS) using nanoparticles as reporters of kinetic processes
at the single particle level. OCCS is a spectral interferometry based method,
thus giving simultaneous access to several sampling volumes along the
optical axis. Based on an auto-correlation analysis, we extract the diffusion
coefficients and concentrations of nanoparticles over a large concentration
range. The cross-correlation analysis between adjacent sampling volumes
allows to measure flow parameters. This shows the potential of OCCS for
spatially resolved diffusion and flow measurements.
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1. Introduction
The observation of dynamic processes at the nanoscale allows the study of kinetics at the single
particle level. Fluorescence Correlation Spectroscopy (FCS) [1, 2] is a widely used technique
to study enzyme reaction kinetics [3] and molecular dynamics in cells [4], but also allows
investigating coalescence and aggregation [5], the interaction between nanoparticles and mem-
branes [6] or flow in micro-channels [7]. Using fluorescence as a reporter signal has a number
of advantages, in particular molecular specificity, high contrast and single molecule sensitiv-
ity. However, fluorophores tend to photo-bleach, especially when observed at high illumination
intensities and/or over long time periods. This typically limits the total observation time for
classical FCS to a few seconds, which complicates characterizing slow processes. On the other
hand, the optical emission from fluorophores saturates at high excitation intensities, which im-
poses constraints for the study of fast molecular processes.
Novel techniques such as Raman correlation spectroscopy (RCS) [8], coherent anti-Stokes
Raman scattering correlation spectroscopy (CARSCS) [9, 10], correlation spectroscopy based
on second and third harmonic non-linear light-matter interactions (NLCS) [11] and FCS on
quantum dots [12] have been conceived to overcome these drawbacks. Based on the absorption
properties of gold nanoparticles (NPs) and an auto-correlation analysis, photothermal correla-
tion spectroscopy (PCS) has been demonstrated recently [13, 14]. These gold NPs are photo-
stable and available with biocompatible surface coatings and have been proven to be alternative
markers for time-lapse observations. NPs can also be detected using their light scattering prop-
erties [15]. For instance, their diffusion properties can be measured by dynamic light scatte-
ring (DLS) [16], low-coherence interferometry (LCI) [17], scattering correlation spectroscopy
(SCS) [18] or scattering interference correlation spectroscopy (SICS) [19]. The luminescence
properties of gold NPs can also be used to perform FCS experiments [20], overcoming the
photobleaching but not the signal limitation. Whereas DLS and SICS provide good tempo-
ral resolution, they have limited spatial resolution because the long coherence length of the
monochromatic illumination integrates the signal due to particle dynamics over a wide depth
range. In contrast, FCS, PCS, SCS and LCI measure particle dynamics locally but need longer
time spans for measuring the spatial distribution of particle dynamics in larger volumes (using
for instance raster image correlation spectroscopy (RICS) [21] in the case of FCS). Dual and
multiple focal FCS systems are known to measure lateral flow and diffusion [22–24] but entail
a higher complexity of the optical system.
Here we introduce Optical Coherence Correlation Spectroscopy (OCCS), which exploits the
backscattered light of NPs illuminated by a broadband light source. Over a large concentration
range, this technique allows the extraction of the diffusion coefficient and concentration of NPs
using an auto-correlation analysis. OCCS gives simultaneous access to several sampling vol-
umes along the optical axis, which allows assessing flow parameters through cross-correlation
analysis. Thus, OCCS enables spatially resolved diffusion and flow measurements.
2. Theory
2.1. Principle of OCCS
A typical OCCS experiment is shown in Fig. 1. The sample is composed of NPs diffusing in
a liquid (Fig. 1(a)). The OCCS system is a low coherence interferometer that illuminates the
sample with an elongated Bessel beam (Fig. 1(b)). The LCI principle allows a multitude of
sampling volumes along this Bessel beam to be interrogated simultaneously, i.e. the total illu-
minated volume can be subdivided into several sampling volumes along the optical axis. The
lateral extent of a single sampling volume is determined by the numerical aperture whereas the
axial extent is governed by the temporal coherence of the broadband light source. The superpo-
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sition of the backscattered sample field and the reference field results in a spectral interference
signal which is recorded via a spectrometer (Fig. 1(c)). The acquired spectrum is then resam-
pled at equidistant wavenumbers (λ to k mapping, Fig. 1(d)). By taking the Fourier transform
of the resampled spectrum, we obtain the time-dependent signal traces extending over several
sampling volumes (Fig. 1(e)). Concentration and diffusion coefficients of identical NPs are
then extracted by fitting the auto-correlations of these time-dependent signals by corresponding
correlation model functions (Fig. 1(f) top). Additionally, cross-correlating time traces between
adjacent sampling volumes yields access to the mean transit times of NPs moving across the ax-
ially aligned sampling volumes (Fig. 1(f) bottom). OCCS correlations therefore allow assessing
diffusion, concentration and directed flow along the optical axis.
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Fig. 1. A typical OCCS experiment. (a) Particles diffusing in a liquid. The trajectory rp(t) of a
particle is exemplified. (b) Bessel illumination of the particles and detection of the backscattered
light W (rp,k). (c) The interference signal generated by the backscattered sample field and the
reference field is recorded via a spectrometer. (d) The sample spectrum is then re-sampled at
equidistant wavenumbers (λ to k mapping) (e), and the depth profile containing a sequence
of sampling volumes is extracted by computing the fast Fourier transform of the spectrum. (f)
Auto-correlations of these time-dependent signals and cross-correlations of time traces between
different sampling volumes are calculated.
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Signal acquisition in OCCS
The spectrum of the interfering fields resulting from the superposition of the reference light
and the light back-scattered from the sample is measured in OCCS. Due to the used broadband
light source, OCCS has a limited temporal coherence characterized by a coherence length lc.
This allows to differentiate axial sampling volumes [25]. Supposing a Gaussian-shaped source
spectrum, lc is given as
lc =
2ln(2)
npi
λ 20
∆λ
, (1)
where n is the refractive index of the medium, λ0 is the central source wavelength in vacuum
and ∆λ its spectral bandwidth at full width at half-maximum (FWHM). The 1/e2 half width
of the axial coherence gate is then z0 = lc/
√
2ln(2). The sampling volumes are defined as a
brightness profile of 2z0 axial length and spaced by the center to center distance [25]
∆z =
2pi
2∆ks
, (2)
where ∆ks is the spectral bandwidth of the spectrometer. If the available source spectrum is not
fully imaged on the spectrometer, the axial resolution will be inferior to the value lc in Eq. (1).
Choosing ∆ks such that ∆z. lc/2 enables two consecutive sampling volumes to be resolved. In
our case, ∆z = 1.66µm and lc = 3.07µm, and ∆z' lc/2.
In the plane-wave approximation, the detected signal spectrum as a function of time t at
wavenumber k after mapping from λ to k = 2pi/λ can be written as [25]
ID (k, t) = |Er+Es|2 = S (k) |αr exp(2ikzr)+
N
∑
p=1
αp exp(2ikzp(t)) |2 =
S (k)
(
α2r +
N
∑
p=1
α2p
)
+ (i)
2S (k)
N
∑
p=1
αrαp cos(2k (zr− zp (t)))+ (ii)
2S (k)
N
∑
p=1
q>p
αpαq cos(2k (zp (t)− zq (t))) , (iii)
(3)
where αp stands for the electric field reflectivity of each scatterer p and zp their positions.
αr is the reflectivity and zr the optical path length of the reference arm. S (k) represents the
power spectrum of the light source. The first term (i) is the back-reflected average power and
is path-length independent. As the reference intensity is much stronger than the reflected sam-
ple intensity, subtracting the reference power spectrum eliminates the path-length independent
contribution. The second term (ii) corresponds to the interference between the reference field
and each scatterer’s fields. This is the term of interest in OCCS because it depends on the path-
length difference between the reference arm and the scatterers. The third term (iii) corresponds
to the interference occurring between the fields of the scatterers. Due to the strong reference
intensity, this term can be neglected. Therefore, Eq. (3) can be reduced to the second term.
Considering the case where the sample contains only scatterers of the same kind (αp =αs∀p)
and assuming only one single moving particle, the inverse Fourier transform yields the complex
signal in a sampling volume Vm
Id,m (t) = αrαsg(2n(z1(t)− zm)) = αrαs|g(2n(z1(t)− zm))|exp(i2nk0 (z1(t)− zm)) , (4)
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where zm is the position of the center of the sampling volume Vm and k0 is the central wave
number of the source spectrum.
We now take into account the brightness profile Wm(ρ,z) of the sampling volume Vm as
defined in Eq. (16). Neglecting the small phase contribution due to the radial displacement ρ ,
the signal Id,m (t) becomes
Id,m (t) = αrαsWm (ρ1(t),z1(t))exp(i2nk0 (z1(t)− zm)) . (5)
Taking the modulus of this signal, we obtain the OCCS signal
Im(t) = αrαsWm (ρ1(t),z1(t)) . (6)
which is a similar expression as in incoherent methods like FCS. For OCCS, this expression
is limited to the single particle regime (N  1). This equation shows that Im scales with the
scattering amplitude in volume Vm because the signal is proportional to the particle electric
field reflectivity αs.
Auto- and cross-correlation in the single particle regime
In general, the cross-correlation function Gmn(τ) of the fluctuating signals Im(t) and In(t) in the
sampling volumes Vm and Vn is
Gmn(τ) =
(T − τ)
T−τ∫
0
Im(t)In(t+ τ)dt
T−τ∫
0
Im(t)dt
T∫
τ
In(t)dt
−1, (7)
where T is the measurement time and τ is the lag time. If m = n, Gmm(τ) = Gm(τ) is the
auto-correlation related to the sampling volume Vm.
In case of a directed net flow and n 6= m, the cross-correlations Gmn and Gnm are different.
The directed flow from sampling volume Vm to Vn results in a shift of the maximum cross-
correlation amplitude towards a lag time τ equal to the mean transit time τmn a NP requires to
move from Vm to Vn. Hence, a flow from Vm to Vn can be evidenced by taking the difference
Gnm−Gmn. With a net flow, this difference shows a non-zero amplitude with a maximum at
τ = τmn.
In the single particle regime we estimate the shape of the auto-correlation function by [26,27]
GS,m(τ) =
1
〈C〉(4piDτ) 32
∫∫
Wm(r)Wm(r))exp
(
− (r− r)
2
4Dτ
)
drdr(∫
Wm (r)dr
)2 , (8)
where 〈C〉 is the average concentration of the particles in the sampling volume, D is the diffu-
sion coefficient and W (r) is the brightness profile. For a three-dimensional Gaussian volume
with 1/e2 radii of r0 laterally and z0 axially, we would obtain
GS,m(τ) =
γ
N
[(
1+
τ
τxy
)√
1+
τ
τz
]−1
, (9)
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where N is the average number of particles in the volume and γ is the volume contrast [28].
τxy = r20/4D and τz = z
2
0/4D are the lateral and axial diffusion times. The average number of
particles N in a sampling volume is calculated using the formula
N = 〈C〉Veff = 〈C〉
(∫
W (r)dr
)2
∫
W 2 (r)dr
= 〈C〉γ−1
∫
W (r)dr, (10)
where Veff is the effective sampling volume.
This 3D Gaussian auto-correlation model has initially been used for interpreting our OCCS
measurements (Fig. 2). It is obvious that this simple model is inadequate, because the shape
of the measured correlation curve is significantly different from the model. As shown by the
brightness profile in Fig. 4, the Gaussian approximation is only valid in the axial direction.
Therefore, we applied Eq. (8) on the numerically calculated brightness profile for better es-
timating the shape of the auto-correlation curve. Figure 2 clearly shows the much improved
match of the experimental curve and the numerical model. We attribute the residual difference
to the coherent nature of OCCS that we ignored in this calculation. For a further improve-
ment we designed a Monte Carlo based model (appendix A) taking into account the brightness
W (r) and all coherent light interactions. The simulated correlations closely approach the ex-
perimental results, which confirms that the lateral Bessel illumination profile has a significant
impact on the shape of the correlation curve. The Bessel profile leads to an autocorrelation
that does not monotonically decrease as the particle moves away from the center of the sam-
pling volume. Instead, the particle transiently disappears when moving through the minima
between the ”Bessel” lobes. Therefore, we introduce an exponential decay term and write the
auto-correlation term as
GS,m(τ) =
γ
N
[(
1+
τ
τxy
)√
1+
τ
τz
]−1(
1+Ab exp
(
− τ
τb
))
(11)
with τb = r2b/4D. The parameter Ab and the characteristic length rb account for the radial Bessel
profile. The characteristic length rb depends on the distance between the lobes and is thus
constant for a given setup. Ab is linked to the visibility of the Bessel side lobes. The visibility
increases with the particle brightness because it depends on the signal to noise ratio (SNR).
Eq. (11) closely matches the experimental correlation curve as shown in Fig. 2.
Auto-correlation in the few particles regime
We need an extended fit model when measuring at higher particle concentrations. Similarly to
Eq. (5), we write the total signal of N particles within a sampling volume as
Id,m(t) =
N
∑
p=1
αrαsWm (ρp(t),zp(t))exp(i2nk0 (zp(t)− zm)) . (12)
In the image plane, the different field contributions from all particles in one sampling volume
create a speckle pattern that fluctuates in time due to the particles’ mutual movements (stochas-
tic phase contributions). In a heterodyne detection, the signal of scattered light for diffusing
particles decorrelates at a rate of exp(−q2cD) with the scattering vector qc = 2nk0 [16]. The
signal analyzed in OCCS is a product of two intensities formed in a heterodyne light scatte-
ring geometry for which Kalkman et al. [29] showed that it is a Lorentzian with half linewidth
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Fig. 2. Normalized OCCS curves for 100nm gold NPs in water at 9.3pM in the sampling
volume V0 (N  1). The auto-correlation curves are obtained by averaging 10 measurements.
The illumination power was 2mW and each measurement lasted 100s. The measured auto-
correlation is compared to different model functions: calculation from the brightness profile
W (r), from a full Monte-Carlo (MC) simulation, from an analytical model considering a 3D
Gaussian volume, and from an analytical model considering a 3D Bessel-Gaussian (BG) vol-
ume.
2q2cD = 8n
2k20D . Integrating this coherent contribution into Eq. (11) yields
GF,m(τ) =
γ
N
[(
1+
τ
τxy
)√
1+
τ
τz
]−1(
1+Ab exp
(
− τ
τb
))(
1+Ac exp
(
− τ
τc
))
, (13)
where
τc =
1
8n2k20D
(14)
is the decorrelation time. Ac has to be proportional to N because the speckle fluctuations contrast
is independent of the number of particles.
Auto-correlation in the many particles regime
As the concentration 〈C〉 increases, all terms in Eq. (13) decrease with 1/N, i.e. 1/〈C〉 as
in incoherent methods like FCS, but the Ac coefficient is proportionally growing with N. In
consequence, the auto-correlation is dominated by the coherent particle interaction. In the many
particles regime (N 1) and because τc τb, Eq. (13) simplifies to
GM,m(τ) = γ (1+Ab)exp
(
− τ
τc
)
, (15)
which corresponds to the theory for dynamic light scattering (DLS).
3. Methods
3.1. OCCS setup
Fig. 3 depicts the OCCS setup based on a Mach-Zehnder interferometer [30–32].
The broadband light source (Ti-Sa laser, Femtolasers Inc.) delivers output powers up to
400mW with a central wavelength of 790 nm and FWHM bandwidth of 130 nm. The lin-
early polarized output of the laser is attenuated (down to 45mW), coupled into the illumination
fiber (mode field diameter of 4.2 µm, single mode polarization maintaining fiber, Fibercore
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Fig. 3. Schematic of the OCCS setup. The interferometer in in a Bessel-Gauss configura-
tion [33]: an axicon generates the Bessel beam illumination, whereas the detection mode is
Gaussian. The complementary apertures Fill and Fdet are placed in conjugated planes of the
objective back-aperture, ensuring the dark-field effect [31].
Ltd.) in order to adjust the power at the sample between 2-20mW (depending on the exper-
iment). The collimated illumination is split into a reference and an illumination arm by an
unpolarized beam-splitters 50/50. BK7 glass prisms located in the reference arm compensate
for the dispersion mismatch due to the different optical components (objective, lenses, etc.)
inside the illumination and detection arms. An axicon (176◦ apex angle, Del Mar Photonics
Inc.) generates a radial zero-order Bessel beam, which is further imaged in the objective’s fo-
cal plane by telescopes. In order to suppress residual stray light from the tip of the axicon, an
illumination mask Fill is placed in the intermediate focal plane of the following telescope. The
epi-illuminated OCCS setup contains a 164 mm tube lens (Carl Zeiss) and a Zeiss plan apoc-
hromat water immersion objective (25×, NA 0.8) for illumination and detection. As illustrated
in Fig. 3, the illumination and detection fields do not overlap in the back-focal plane of the
objective. This corresponds to a dark-field configuration, which is generated by the detection
aperture Fdet conjugated to the back focal plane of the objective. Overall, this interferometer
implements a so-called Bessel-Gauss configuration [33]. The complementary apertures Fill and
Fdet ensure the dark-field effect. This is essential for a high SNR while measuring the weak
backscattered light from NPs. The illumination field corresponds to a radial zero-order Bessel
distribution in the focal plane with the first minimum located at 0.41 µm lateral radius, whereas
the detection mode is Gaussian with a smaller numerical aperture (NA) of about 0.18.
The backscattered light (Fig. 1(b)) is superimposed with the reference light and focused into
a single mode fiber (mode field diameter of 4.6 µm, Corning Inc.) guiding the collected light
to the spectrometer (Fig. 1(c)). The customized spectrometer decomposes the input field with a
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transmission grating (1200 lines/mm, Wasatch Inc.). The spectral interferogram was registered
with a linear array (Atmel Aviiva M2 - 2048 pixels). The spectrum is recorded from 720nm
to 860nm wavelength. The detector was set to a line rate of 10kHz with an integration time of
43 µs. The reference arm intensity is adjusted to fill about 75% of the available dynamic range
of the camera. The sample spectrum is obtained by subtracting the reference spectrum from the
measured spectrum. The sample spectrum is then re-sampled at equidistant wavenumbers (λ to
k mapping, Fig. 1(d)) and the residual dispersion is compensated by multiplying with calibrated
phase factors. The depth profile containing a sequence of sampling volumes (center to center
distance of 1.66 µm in water) is then extracted by computing the fast Fourier transform (FFT)
of the corrected spectrum (Fig. 1(e)). Auto-correlations of these time-dependent signals and
cross-correlations of time traces between different sampling volumes are then calculated (Fig.
1(f)).
3.2. Sample preparation
Sample solutions of monodisperse polystyrene microspheres (PS MSs) with a diameter of
109nm (POLYBEAD Microspheres 0.109 µm, Polysciences, Inc.) and gold colloids (gold NPs)
with diameters of 30, 50, 80 and 100nm (EM.GC30, EM.GC50, EM.GC80, EM.GC100, British
Biocell International) were used. For all measurements in the single particle regime, the con-
centration of particles was 9.3pM, which is the supplier’s given concentration of 100nm gold
NPs stock solution. The solutions containing other particles were prepared by diluting an ad-
equate volume of stock solution in ultrapure water or in glycerol. To obtain solutions of the
desired concentration for the measurements in the few particles and many particles regimes, the
samples were prepared using the same procedure. All sample measurements were performed
in plastic wells (µ-Slide 8 well, uncoated, sterile, Ibidi GmbH) with a single well-volume of
300 µl.
3.3. Characterization of the sampling volumes
The determination of r0, z0, Ab and rb is crucial for an appropriate fit model, which requires
an accurate characterization of the OCCS sampling volumes. The spatial light field distribution
W (r) = W (x,y,z) (brightness profile) was characterized by imaging individual gold NPs and
polystyrene microspheres. The scattering particles were dispersed in an agarose gel with a
0.3% weight/volume ratio. We imaged individual NPs using a two axis piezoscanning stage
(x-y, resolution 0.12 µm) for displacing the NPs and an illumination power of 9mW.
We compared the brightness profile measurements with ab initio calculations using the fo-
cus field calculation framework by M. Leutenegger et al. [34]. Based on the detection fiber
specification (core diameter and NA), we calculated the conjugated Gaussian field Edet(x,y,z)
in the object space. As OCCS is an interferometric technique, it measures the field amplitude
and not the intensity. Therefore, the spatial distribution Wm(x,y,z) of the detected signal in the
sampling volume Vm was related to the product of the illumination field amplitude Eill(x,y,z),
the detection field amplitude Edet(x,y,z) and the coherence gate g(2n(z− zm)) where zm is the
center position of sampling volume Vm.
Wm(x,y,z) = |Eill(x,y,z) ·Edet(x,y,z) ·g(2n(z− zm))| (16)
Our OCCS brightness profile is rotationally symmetric around the optical axis z, such that the
position can be expressed by the cylindrical coordinates (ρ,z), where ρ =
√
x2+ y2. Figure 4(a)
shows the measured brightness profile W (r) in the x-y cross-section with an individual100nm
gold NP, whereas the axial x-z cross-section is shown in Fig. 4(b). In Fig. 4(c) we compare the
radial illumination profile (averaged on 10 particle observations) W (r) of individual 100nm,80nm, 50nm, 30nm gold NPs and 109nm PSs MSs with the calculation (red line). As
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Fig. 4. Brightness profiles characterization. (a)100nm single gold NP en-face view. (b) Cross-
section of the same particle along the y-axis. Scalebars: 1 µm. (c) Radial brightness profiles of100nm, 80nm, 50nm, 30nm gold NPs and 109nm PSs MSs (averaged for at least ten
particles of each type) compared with calculation. (d) Axial brightness profiles of the same
particles compared with the coherence gate. The 30nm gold NPs axial brightness profile
seems to be larger due to a lower signal-to-noise ratio (SNR). (e) Depth of field characterization
with 100nm gold NPs freely diffusing in water (concentration: 9.3pM; illumination power:
2mW; average on 10 measurements of 100 seconds). The useful DOF is indicated by the dashed
lines showing the FWHM. V0 corresponds to the focal sampling volume.
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the particle signal decreases, so does the observed strength of the side lobes because the signal
in these lobes approaches the noise level. Figure 4(d) shows the measured axial brightness
profiles W (r) compared with the coherence gate determined by the measured source spectrum
S(k) of our OCCS system and calculated using the Wiener-Khinchin relation. The calculated
coherence gate is 3.07 µm long. We obtain a good match except for the 30nm gold NPs, for
which the axial brightness profile seems to be larger due to a lower signal-to-noise ratio (SNR).
The depth of field (DOF) assessment is important to evaluate the number of useful sampling
volumes. We used stock solutions of100nm gold NPs (concentration of 9.3pM) freely diffus-
ing in water, an illumination power of 2mW and measured the time-averaged signal amplitude
〈Im〉 for the sampling volume Vm along the optical axis. Figure 4(e) compares the average DOF
from 10 measurements of 100 seconds with an ab initio calculation. Within the DOF of about
40 µm FWHM, 20 sampling volumes can be observed simultaneously in axial separation steps
of ∆z = 1.66µm (Eq. (2)).
3.4. Data analysis
In the single particle regime, the extent z0 was extracted from the coherence length given by the
spectrum of the light source. Figure 4(d) confirms the good agreement between the calculated
and the measured axial brightness profile. The lengths r0 and rb were calibrated with an auto-
correlation measurement of 109nm polystyrene microspheres matched to Eq. (11) by using
the theoretical value for the diffusion coefficient D. These characteristic lengths r0, rb and z0
were then kept fixed and Eq. (11) was used to fit the auto-correlations shown in Fig. 6(a), where
only Ab, N and D were free fit parameters.
Ab is obviously linked to the visibility of the side lobes as explained in section 2.3 (single
particle regime). We calibrated Ab,PS by using the 109nm polystyrene microspheres. Taking
the maximum signal hs of the first side lobe with respect to the profile maximum signal in
Fig. 4(c), we estimated the value Ab = Ab,PShs,PS/hs for other particles. We then fitted the auto-
correlation curves using Eq. (11) with only N and D being free parameters. These results differ
by less than 6% with respect to the previous fit with Ab as a free parameter. Considering this
small difference, the fitting can be done without having to measure first the brightness profile
of each particle type. However, for the smallest NPs of 30nm, a correction factor has been
used, as is explained in details in appendix B.
In the few particles regime, the same calibration values r0, rb, z0 and Ab,PS are used in the fit
model. The free parameters are D, N and Ac. The theorical number of particles in a sampling
volume is calculated from the brightness profile using Eq. (10).
4. Experimental results
4.1. Proof-of-principle experiments
It has been shown that the scattered field amplitude is proportional to the NPs volume up to
diameters of 100nm [35, 36]. The expected third power dependency of the scattering signal
versus NP diameter is well confirmed by our measurement as shown by the fitted trend line in
Fig. 5.
In proof-of-principle experiments, we performed OCCS on freely diffusing gold NPs by
varying the NP diameter and the viscosity of the solvent. Figure 6 summarizes the results of
these experiments. The normalized auto-correlations of differently sized gold NPs (concentra-
tion: 9.3pM; 100nm, 80nm, 50nm illuminated with 2mW and 30nm illuminated with
8mW) are shown in Fig. 6(a). These NPs are freely diffusing in water inside the focal sam-
pling volume V0 (Fig. 4(e)). Extracting the diffusion coefficients is based on a straightforward
fitting procedure as described in the Data Analysis section. The fit residuals are on the order of
a few percent, thus confirming the quality of our method. The extracted diffusion coefficients
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Fig. 5. OCCS signal scaling versus gold NP diameter. The OCCS signals were taken from the
center of the measured brightness profiles (Fig. 4(c), illumination power of 9mW).
(Fig. 6(b)) are related by the Stokes-Einstein relation, D = kBT/3piηd, where kB is the Boltz-
mann constant, T the absolute temperature, η the fluid viscosity and d the particle diameter.
Diffusion constants of up to 15 µm2 s−1 were measured. In a following experiment, we varied
the viscosity by measuring 80nm gold NPs (illuminated with 2mW) diffusing in different
glycerol/water solutions, over a range of 0% w/w up to 80% w/w of glycerol. The extracted
diffusion data (Fig. 6(c)) matches well the viscosity versus glycerol concentration model ac-
cording to Cheng [37].
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Fig. 6. (a) Normalized OCCS curves from gold NPs of different diameters in water in the sin-
gle particle regime. Thin lines with markers show the average auto-correlations in V0 of 10
measurements lasting 100 seconds each. Thick lines show the fits using Eq. (11) and the resid-
uals. (b) The extracted diffusion coefficients compared to the theoretical values. (c) The ex-
tracted lateral diffusion time τxy of 80nm gold NPs versus viscosity in various glycerin/water
solutions.
So far, we introduced OCCS for the single particle regime. As OCCS is based on a coher-
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ent scattering process, the coherent interaction among signals from several particles cannot be
neglected if more than one particle is contained in a sampling volume. The scattered field orig-
inating from several particles results in a speckle field, i.e. an additional coherent contribution
that is absent in intensity based methods like FCS. This speckle field fluctuates in time due to
the particles’ mutual movements and decorrelates at a rate of 1/8n2k0
2
D as shown by Kalkman
et al. [29]. Integrating this coherent contribution into Eq. (11) yields Eq. (13).
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Fig. 7. (a) OCCS autocorrelations of 109nm polystyrene MSs at different concentrations in
80% glycerol/water mixtures in the focal sampling volume for a measurement of 50 seconds
(thin lines with markers), along with the fit using Eq. (13) (thick lines) and the fit residuals.
(b) The extracted Ac and N along with the number of particles calculated from the brightness
profile (red line). Each value is averaged over 10 measurements lasting 50 seconds each. (c)
OCCS autocorrelations of 109nm polystyrene MSs in glycerol/water mixtures in V0 (thin lines
with markers).Thick lines show the fits using Eq. (13). (d) The extracted τc as compared to the
theoretical values. Each data point is averaged on 10 measurements lasting 100 seconds each.
The auto-correlations (Fig. 7(a)) were obtained by measuring 109nm polystyrene micro-
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spheres (PS MSs) at different concentrations in 80% glycerol/water solutions with an illumina-
tion power of 10mW. These auto-correlations have been background corrected by multiplying
with (1−〈B〉/〈Im〉)−2, where B is the measured background intensity [38, 39]. The measured
auto-correlations fit our phenomenological model well (Eq. (13)) as supported by the small
residuals in Fig. 7(a). Figure 7(b) relates the extracted Ac and N with the number of particles
estimated with Eq. (10). Concentrations below 70pM correspond to the single particle regime,
for which no meaningful Ac can be extracted. According to our measurements, Ac is indeed
equal to N, as has been derived by Berne and Pecora [16].
In the limit of high concentration we enter the many particles regime. As the concentration
〈C〉 increases, all contributions in Eq. (13) decrease with 1/N, i.e. 1/〈C〉, but the Ac coefficient
is growing proportionally with N. In consequence, the auto-correlation is dominated by the
coherent particle interaction. In this regime, Eq. (13) simplifies to Eq. (15).
Figure 7(a) shows auto-correlations as a function of concentrations extending over two or-
ders of magnitude. This demonstrates the transition from the single particle regime to the many
particles regime and underlines the differences due to the coherent interactions appearing in
the few particles regime. In the few particles regime, the diffusion coefficient D is also re-
lated to the decorrelation time τc. Figure 7(d) shows τc extracted from the auto-correlations
(Fig. 7(c)), where the small residuals show the good agreement with our fit model. For these
experiments in different glycerol/water solutions we used 109nm polystyrene MSs at a con-
centration of 332pM (illumination power of 10mW). The background-corrected amplitudes of
the auto-correlations (Fig. 7(c)) have been used to determine τc. The measured τc matches well
the relation due to Cheng [37] at high viscosities (trendline), whereas deviations at low viscosity
(c.f. the residuals) are mainly due to our limited sampling rate (10 kHz).
In summary, the OCCS based auto-correlation analysis applies to a wide range of particle
concentrations subdivided into three regimes illustrated by Fig. 8. (i) In the single particle
regime (N 1), Eq. (11) allows assessing the mean concentration and diffusion coefficient of
NPs. (ii) With increasing NP concentration (few particles regime: N ∼ 1), the coherent interac-
tion becomes significant and Eq. (13) adequately fits the measured auto-correlations. (iii) For
high concentrations, i.e. the many particles regime (N 1), the fit model simplifies to Eq. (15)
and only the diffusion coefficient can be extracted.
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Fig. 8. The three concentrations regimes in OCCS with their corresponding fit model. Left: in
the single particle regime the starting amplitude is γ/N and the decay is modeled using Eq. (11).
Middle: the few particles regime is modeled according to Eq. (13). Right: the many particles
regime fit model has a starting amplitude of γ and a single exponential decay according to
Eq. (15).
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4.2. Multiplex advantage and cross-correlations
OCCS has an intrinsic multiplex advantage and allows cross-correlating signals from several
sampling volumes. A directed flow from sampling volume Vm to Vn results in a characteristic
shift of the maximum correlation amplitude towards a lag time τ equal to the typical transit
time τmn between these volumes. This peak shift is evidenced by the difference of the cross-
correlation curves ∆Gn,m = Gnm−Gmn. Obviously, no axial net flow results in ∆Gn,m = 0.
As already observed by M. Geissbu¨hler et al. [11] light scattering on NPs induces directed
NPs movements. This induced net flow depends on the impinging illumination power. At low
illumination power, the diffusion will dominate and the additional induced flow is insignificant
(case (i)). By increasing the illumination power a notable directed flow appears (case (ii)). At
low illumination power but with an additional external pump laser, the induced directed flow
due to the optical forces can be easily assessed via OCCS (case (iii)).
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Fig. 9. (a) Cross-correlation between sampling volume V0 and V2, different illumination powers
on a sample of 100nm gold NPs. Blue cross markers indicate the mean transit time between
the sampling volumes. (b) Cross-correlation between sampling volume V0 and V2, additional
pushing laser 532nm, illumination laser at 2mW. (c) The extracted mean transition speed from
the cross-correlations in (b).
Figure 9(a) shows the experimental result when measuring the OCCS signal of a 100nm
gold NP sample illuminated with increasing powers (2-20mW) and evaluating the cross-
correlations ∆Gm+2,m. The axial distance 2∆z is slightly greater than the coherence length lc,
minimizing the spatial overlap while increasing the sensitivity for slow axial flow. For the low-
est power of 2mW negligible directed flow is perceived (case (i)), i.e. ∆Gm+2,m ' 0. Therefore,
we conclude that diffusion is the dominant process, which can be measured by OCCS. For
higher illumination powers a directed flow with decreasing transit time appears (case (ii)). At
powers of & 5mW the notable directed flow is due to the force equilibrium between the optical
forces induced by the illumination beam and the counteracting drag force (Stokes’ law) [40,41].
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All measurements have been performed with Vm being the focal volume V0 (Fig. 4(e)). Due to
the Bessel illumination, the optical force varies strongly with the lateral NP position within the
sampling volume, which causes a spread in transit times that is difficult to model. Therefore,
we estimated the mean transit time by the lag time of max(∆Gm+2,m) (blue crosses in Fig. 9(a)).
Taking into account the distance 2∆z = 3.32µm between the sampling volumes, a mean transit
speed of 20µm/s at 5mW illumination power and of 80µm/s at 20mW has been measured. For
all the previous concentration and diffusion measurements based on the auto-correlation analy-
sis, we kept the illumination power small and checked for a negligible net flow (∆Gm+2,m ' 0).
To study case (iii), we used an additional laser beam at 532nm with 20mW and 40mW power
to push differently sized gold NPs through the sampling volumes (2mW illumination power).
This extra laser beam with a Gaussian beam shape had been focused 25 µm further away from
the objective than the observation focus with an effective NA of 0.19 (source: diode pumped
solid state laser, Roithner Lasertechnik, Austria). The cross-correlations differences ∆Gm+2,m
are shown in Fig. 9(b) and the observed mean transit speeds are shown in Fig. 9(c). OCCS
clearly resolves the induced flow speed exerted on identical NPs by different power levels of
the extra laser source at 532 nm (see Fig. 9(c), mean transit speed between 2.0 and 2.2 times
greater at 40mW than at 20mW) and, as expected, the optical forces are lower for smaller
particles [41].
Figure 10 presents information on the axial flow by calculating the cross-correlations
∆Gm+2,m in different sampling volumes for the same three cases.
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Fig. 10. Cross-correlations between sampling volumes with a sample of100nm gold NPs at a
concentration of 9.3pM. (a) Illumination laser set at 2mW. (b) Illumination laser set at 20mW.
(c) Illumination laser set at 2mW, while an additional laser (20mW, 532nm, Gaussian shape,
NA=0.19) is used to push the particles. The legends indicate the sampling volume’s relative
positions from the observation focus (increasing index means further away from objective).
For case (i), Fig. 10(a) shows the results when measuring a100nm gold NP sample with an
illumination power of 2mW. In that case, the cross-correlation curves do not show a clear flow
signature because the diffusion is the dominant process for the NP mobility. The volumes are
numbered according to Fig. 4(e). Figure 10(b) shows the resulting cross-correlations measured
with 100nm gold NPs in case(ii) with the illumination laser beam at a power of 20mW.
Finally, in case (iii), the second laser beam was focused 25 µm further away from the objective
than the observation focus. Therefore, in the sampling volumes close to the objective (negative
indices), the pushing laser intensity was almost constant within a sampling volume. This led to
a well defined transition time showing up a sharp peak in the cross-correlations with small lag
time spread. On the other hand, closer to the focus of the green laser beam (positive indices),
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the green laser beam illuminated a region smaller than the sampling volume, which led to a
notable transit time spread.
5. Conclusion
In conclusion, we presented a new spectroscopic technique named Optical Coherence Correla-
tion Spectroscopy. We used numerical simulations to estimate the performance of our method
and to build an analytical model for the auto-correlation from the single particle regime up to
the many particles regime. The mean NP concentration can be measured over a large range well
above the single particle limit. Based on OCCS, the diffusion coefficient of gold NPs down to30nm in water (approximately 15 µm2 s−1) and in glycerol/water solutions with varying vis-
cosities has been investigated. A key feature of OCCS is the simultaneous probing of several
sampling volumes in the axial direction. The cross-correlation between signal traces originat-
ing from different volumes enabled the measurement of the mean transit speed along the axial
direction (up to 700 µm s−1 was shown). In summary, OCCS opens the door to fast 3D flow
and diffusion measurements.
Appendix
A. Monte-Carlo simulation
This Monte-Carlo simulation models the essential parts of OCCS in order to investigate numer-
ically the main concepts and to propose better fit functions for the auto- and cross-correlations.
According to Fig. 1, the simulation starts by calculating random trajectories of particles due
to Brownian motion within a cylindrical volume. At each time step, the back-scattered light
is calculated for each particle and the summed field is superimposed with the reference field.
The resulting interference spectra are then ”detected” by modeling shot noise, read-out noise
and truncation to discrete values. This yields the time-dependent interferograms which are then
processed as real data from the spectrometer.
occsTrajectory.m
Single particle trajectory (free Brownian motion).
Nanoparticles trajectories
Within a cylindrical volume of lateral radius R and axial length L, we simulate the free Brownian
motion of N NPs. The initial position (x,y,z) of each NP is randomly chosen in the volume by
assuming a uniform distribution. The simulated measurement time T is divided in small time
intervals ∆t less than or equal to the sampling time of the spectrometer. The trajectory is then
obtained step by step by adding normally distributed random numbers of ∆r =
√
2D∆t standard
deviation to each coordinate of the NPs, where D are the diffusion constants of the particles.
If a particle exits the simulation volume, i.e. its x2+ y2 > R2 and/or |z|> L/2, its position is
reset randomly with a uniform distribution on the surface of the cylindrical volume. Therefore,
the particle concentration in the entire volume is kept constant, whereas the local concentration
varies due to Brownian motion of the particles. The random reseting of the position avoids
long-term correlations between particles leaving and entering the simulation volume.
occsBrightness.m
Approximative OCCS brightness profile modeling a Bessel illumination profile and a Gaussian
detection profile.
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Brightness profile
The brightness profile of the back-scattered light by a small particle can be approximated by the
scalar product of the illumination field amplitude Eill(ρ,z,k) and the field amplitude Edet(ρ,z,k)
detected by the single-mode fiber. k= 2pin/λ is the wave vector inside the sample medium with
refractive index n. We assume rotational symmetry around the optical axis z, and use cylindrical
coordinates (ρ,z), where ρ =
√
x2+ y2. Within the illumination and detection volume, the
light keeps to a large extent its linear polarization, such that the polarization of the field can be
neglected. The amplitude W (ρ,z,k) = Eill(ρ,z,k)Edet(ρ,z,k) approximates then the detected
amplitude spectrum of a point-like scatterer at the position (ρ,z), that is the brightness profile
for detecting a small particle at the wavenumber k.
The lateral illumination profile is modeled as a zero-order Bessel profile J0(2.404kρ/kcρ0) of
the first kind, where ρ0 = 410nm is the radius of the first Bessel zero at the central wave vector
kc = nk0 = 2pin/λ0. The axial illumination profile is given by the axial spread z0 as determined
by the waist of the Gaussian amplitude profile on the conical wavefront. The maximum field
shall be reached at z = 0, which yields the illumination profile
Eill(ρ,z,k) = J0
(
2.404kρ
kcρ0
)
max(0,v(z))exp
(
1− v2(z)
2
− ikzcosθ
)
, (17)
where v(z) = 1+
√
2z/z0. The cone semi-angle of the illumination beam is θ , which is given
by sinθ = 2.404/kcρ0.
For negative v(z), the axial field is null because the illumination cone does not reach the
optical axis. The present approximation does not model the non-overlap zone for v(z) < 0 in
which the beam profile is a converging half-Gaussian ring. For 0 < v(z) . 0.2, the calculated
beam profile approaches the real beam profile and becomes sufficiently accurate for v(z)& 0.2.
We observe this range by limiting the calculations to the FWHM of the axial profile, that is to
the range −0.481z0 . z. 0.652z0.
The Gaussian detection profile is accurately calculated by the well-known formula for the
propagation of the amplitude in a Gaussian beam [42].
Edet(ρ,z,k) =
w(0,k)
w(z,k)
exp
( −ρ2
w2(z,k)
+ i arctan
(
z
Z(k)
)
− ik ρ
2
2R(z,k)
− ikz
)
(18)
R(z,k) is the radius of wavefront curvature, w(z,k) is the beam waist and Z(k) is the Rayleigh
length.
R(z,k) = z
(
1+
Z2(k)
z2
)
w(z,k) =
w0kc
k
√
1+
z2
Z2(k)
Z(k) =
w20k
2
c
2k
(19)
With good approximation, the single-mode fibers serving as illumination source and detection
pinhole have non-dispersive numerical apertures (NA). Also, the axicon and lenses show only a
small dispersion of the refraction index. Neglecting this material dispersion, the Gaussian beam
waist w(0,k) and the Bessel beam waist ρ0 scale with the wavelength (factor kc/k) and need
only be given for the central wave vector kc.
In order to speed up the simulation, we further approximated the brightness profile by split-
ting off the wavelength dependency and by neglecting small phase contributions in the Gaussian
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detection mode. Using these simplified Eq. (17) and Eq. (18), we approximated the brightness
profile by the amplitude for k = kc multiplied by the axial phase factor:
W (ρ,z,k)≈ J0
(
2.404ρ
ρ0
)
max(0,v(z))exp
(
1− v2(z)
2
)
× w(0,kc)
w(z,kc)
exp
( −ρ2
w2(z,kc)
)
× exp(−ikz(1+ cosθ)) .
(20)
We calculate the axial phase factor just upon integration over all scatterers in the occsIn-
terferogram function. This requires only little memory such that multi-threaded calcula-
tions on graphics cards can be used.
occsInterferogram.m
Interference spectrum intensity for scattered field(s).
occsDetect.m
Detected intensity converted to digital values.
Detected interferogram
The signal intensity on the spectrometer is given by the interference between all field contri-
butions Es(k) back-scattered from the particles and the reference field Er = exp(2izrk). The
sample field is given by
Es(k) =
N
∑
p=1
αpW (ρp,zp,k), (21)
where we assume that the particles reflectivity αp is approximately constant across the source
spectrum. The signal on the spectrometer is then
I(k) = S(k)|Er(k)+Es(k)|2, (22)
where S(k) is the intensity spectrum of the source. The source’s spectral power is expressed in
photons per detection interval per pixel (spectral channel). Hence, I(k) yields the number of
photons received during the exposure time by each detector pixel. The detector converts these
photons in digital values. Firstly, shot noise is applied to the signal by drawing random numbers
from a Poisson distribution with average values I(k). Next, these detected photon numbers are
scaled by the detector sensitivity s and an eventual bias (dark current, offset o) is added. Finally,
Gaussian read noise is added (standard deviation σ ) and the result is rounded and limited to the
numeric range of the detector.
ID(k) = [spoissrnd(I(k))+o+normrnd(0,σ)] ∈ [0,2bits−1] (23)
occsTomogram.m
Tomogram amplitude |A(z)| from interference spectrum ID(k).
Tomogram amplitude
From here on, the simulated interference spectra are processed in the same way as the measure-
ments. First, the average spectrum I¯D(k) (background and reference spectrum ) is subtracted
and the spectrum is interpolated to an equidistant wavenumber sampling. Then, the fast Fourier
transform A(z) =F−1 (ID(k)− I¯D(k)) is calculated. The resulting tomogram is cropped to the
region of interest (ROI) and only the tomogram amplitude |A(z ∈ ROI)| is retained.
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B. Data analysis
For the smallest NPs of 30nm, the low SNR led to a low visibility of the lateral side lobes.
In this case, the value of the diffusion coefficient D seemed to increase. We investigated if the
Monte-Carlo simulation could reproduce this effect. For this purpose, we simulated two kinds
of particles: both had the diffusion coefficient of the 100nm gold NPs. One kind was given
the brightness of 100nm gold NPs with an illumination power of 2mW, while the other was
given the brightness of the30nm gold NPs with an illumination power of 8mW as used in the
experiment. This way, we eliminated the influence of the diffusion coefficient when comparing
the effect of the SNR, that is the NP brightness. The Monte-Carlo simulated auto-correlation
curves for the sampling volume V0 are shown in Fig. 11 and were fitted using Eq. (11) with r0,
Ab and N as free parameters.
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Fig. 11. Monte-Carlo simulation with two kinds of 100nm NPs that were given the bright-
nesses of 100nm and 30nm gold NPs, which modeled high and low SNR, respectively,
along with fits (thick lines).
It turned out that dim NPs seem to move faster. We interpret this finding as an apparent
decrease of the parameter r0 for low SNR. Because we set the brightness of the low SNR
particles at the same value as the30nm gold NPs in our measurements, we could use the ratio
(0.84) between the r0 values of the two simulated curves in Fig. 11 to fit the auto-correlation
curves of the measurements of the 30nm gold NPs.
Supporting information
A Matlab implementation of the algorithm developed here can be downloaded from our website
[43].
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