We propose a new version of potentially optimal intervals for the DIRECT algorithm. A two-points based sampling method is presented. The method starts from a distingished point (the peak point) by forming an initial triangle. The idea is to sample the midpoint of a specific interval: the basis of the resulting triangle. This specific interval is obtained by translating the initial interval towards the lowest function value : min{f(c i ),f(c i+1 )} and then overcoming the disadvantage if the global minimum lies at the boundaries. Two-dimensional version of our subdivision and sampling method is also discussed.
Introduction
By DIRECT: "DIviding RECTangles", we mean the algorithm developed by Jones et al. [11] , and [12] . The algorithm begins by scaling the domain into the unit hypercube by adopting a center-sampling strategy. The objective function is evaluated at the midpoint of the domain, where a lower bound is constructed. In one-dimension, the domain is trisected and two new center points are sampled. At each iteration (dividing and sampling), DIRECT identifies intervals that contain the best minimal value of the objective function found up to now. This strategy of selecting and dividing gives DIRECT its performance and fast convergence compared to other deterministic methods. As a young method, DIRECT is being enhanced with new ideas. Some modifications have been investigated by many authors: Gablonsky et al. [6] [7] [8] [9] studied the behaviour of DIRECT. The algorithm was used for lower dimensional problems with few local minima. Finkel and Kelly, [3] [4] [5] studied the convergence of the algorithm. Huyer and Neumaier [10] used some ideas behind DIRECT to overcome some disatvantages that the algorithm encounters The algorithm converges to the global optimal function value, if the objective function is continuous or at least continuous in the neighborhood of a global optimum. This could be assured since, as the number of iterations goes to infinity. In this paper we introduce a different way for sampling and dividing the search domain. Since the midpoint sampling is the most efficient method in global optimization, as in DIRECT, our subdivision scheme maintains this property. Each interval contains a distinguished point, the peak point, whose function value is known. This point is nothing but the center of a specific interval. Like DIRECT, we derive two possibilities to define a potentially optimal interval. The paper is organized as follows. Section 2 is a short introduction to the subdivision and sampling method both for one and two dimensional versions. Details of this method are discussed in sections 3 and 4, while in section 5, we give an algorithm for this. We then conclude in the 6 th section.
A new variante of the DIRECT algorithm
In this section, we give an overview of the ideas behind our subdivision scheme and leave the details to the next section. The one-dimensional DIRECT algorithm can be described by the following steps: the first step in the algorithm is the initialization, it consists by evaluating the objective function at the midpoint of an initial interval. This value is taken as f min . This interval is then divided into three subintervals. The point sampled before will be a midpoint of the center subinterval. So, two new points are added at every step. In each iteration (divide-sample), new intervals are created by dividing old ones, and then the function is sampled at new centers of the new intervals. During an iteration, DIRECT will identifie potentially optimal intervals. DIRECT will sample at the centers of the newely created intervals. We describe now the one and two dimensional versions of our method of subdividing and sampling. For a more detailed description of the one dimensional version, the reader is refered to [2] . We evaluate the objective function at two consecutive points : one-third and two-third of the length of an interval [a, b] . These two points are given by : c 1 =(2a + b)/3, and c 2 =(a + 2b)/3. We divide this interval into two subintervals (bisection). The sampled points (1/3 and 2/3) will be respectively 2/3 and 1/3 of the left and right subintervals. We add a new point for each subinterval. So we need two new points at each iteration. This is exactly the contrary of what is done in DIRECT, see figure (1). The two dimensional version consists by considering four points which form the center of the considered domain. The subdivision can be done similarly. In three dimensions, the points considered form a centered cube. For the N-dimensional case we will have 2 N points. Figure ( 2) is an illustration of a twodimensional case. We describe how this subdivision is done in N-dimensional bisection either for a hypercube or a hyperrectangle. Recall that DIRECT evaluates the function at the points c±δe i , where c is the center of a hypercube and δ equals 1/3 of the side length of the cube and e i is the ith coordinate vector. The algorithm divides the hypercube in the order given by : w i =min{f(c+δe i ), f(c-δe i )}, first, perpendicular to the direction with the lowest w i , and then divides the remaining domain perpendicular to the direction of the second lowest w i . Figure (2) is an illustration of the division of a hypercube, where w 1 =min{5, 8}=5, and w 2 =min{6, 2}=2, i.e., the division is done, first, perpendicular to the y-axis, and then perpendicular to the x-axis. An analogue subdivision to our method is presented in figure (7) . Note that this subdivision can be done using the lower bound in [2] . Recall that for a hyperrectangle, DIRECT trisectes the longest coordinate directions. Details are discussed in the next section. 
Construction of a triangle
DIRECT deals with the following unbound-constrained optimization problem. The function
formed by the intersection of (3.2) and (3. . Note that the lower bounds in figure (3) can be considered as stronger bounds. As a consequence , strong bounds leads to weak optimality and weak bounds gives strong optimality, [11] . But we do not use these bounds as in DIRECT, this only will help us in the construction of a triangle whose basis is the interval in consideration whose length is exactly equals 1/3 of the length of the interval [a, b]. We have chosen this length to be equal 1/3 in order to guarantee that all triangles having the same basis have the same area. We can extend this length to cover the maximum possible length, but this will influence the potential optimality. We can restrict our lower bounds on the center subinterval [c 1 , c 2 ]. Since the peak where f is minimal is not the lowest one , we can not see wich interval can be selected to be further explored. As observed before, we see that the downward peak is pointed in the direction of the minimum value: min{f(c 1 ),f(c 2 )}, i.e., x* is close to the side where f is minimal at one of these two points. Hence, for each tooth the peak point will be the center of the subinterval located in the projection of the top of the triangle onto the interval, notice that this triangle have two equal sides, see figure (4) . An idea to see weather an interval is potentially optimal or not, is to choose a triangle in each iteration. The triangle with the lowest function value at this point is optimal. The distance from the center of the interval [a, b] to the peak point helps us to construct a triangle. If the peak is at the right from the center (resp. to the left), then we should add this distance to the right (resp. to the left) point c 2 (resp. to the left point c 1 ). The whole interval [c 1 , c 2 ] moves (translation) to the right (resp. to the left), as illustrated in figure (4) . Notice that all triangles have the same area. If the peak point coincide with the center, there is nothing to do, see figure (4). We compute the value of the objective function at this point. There is two possibilities to define a potentially optimal intervals, see figure (6) . Note that the method of covering by triangles is also considered in [1] , where the considered semplexes are regular. The method used a Branch and Bound technique to eliminate unecessary subregions (removal cone). In our method we don't need to remove those subintervals, this is because by the Lipschitz condition, we know that the objective function cannot lie in this region (see [13] ). (5) shows a two-dimensional translation of the domain. Note that the notion of enlarged rectangle has been used in [7] . 
Potentially optimal intervals
From the Lipschitz condition (3.1) in one dimensional formulation
|f(x) -f(y)| ≤ K |x -y| ∀x, y ∈ [c 1 ±δ, c 2 ±δ]
Let x*= c±δ, where c= (c 1 +c 2 )/2 =(a+b)/2, and δ=|x*-c|=|f(c 1 )-f(c 2 )|/2K, By setting y=x* in (3.1), we get the following inequalities
By setting x=c 1 ±δ or x=c 2 ±δ in these two inequalities we get a lower bound for f in this interval. This lower bound is given by
The first version of potentially optimal intervals, which is the same as in DIRECT, and it is the most natural one, is then given by following defintion. 
These conditions in the definition are the same as in DIRECT . Condition (4.2) forces the lower bound for the interval, to exceed the current best solution by a nontrivial amount, ε>0, is a balance parameter between local and global search. In some calculations ε is proposed between 10 -3 and 10 Here w 1 =min{5, 8}=5, and w 2 =min{6, 2}=2, i.e., the division is done, first, perpendicular to the y-axis, and then perpendicular to the x-axis
We now formally state a one-dimensional algorithm for the first version.
Univariate algorithm.
Step Step 2. Identify the set S of all potentially optimal intervals. The selection of all potentially optimal intervals is done using definition (4.1) by the construction of a triangle.
Step 3. Select any interval i ∈S, with two consecutive points c i and i c' . Step 6. Set S = S-{i} . If S≠∅ , go to step 3.
Step 7. Set t = t+1 . If t < iteration number, then stop. Otherwise, go to step 2. 
Conclusions
This paper gives a new method for sampling and subdividing the domain search, and presents a simple definition of potentially optimal hyperrectangles. There is a distingished point: the peak point, which is the center of a specific interval. This interval is obtained by a construction of a triangle using the distance from the peak point to the center. The result is a translation of the initial interval towards the lowest function value, and then, overcoming the disadvantage if the global minimum lies at the boundaries. The idea is to evaluate the objective function at this point. A new version of potentially optimal intervals is given. Future work should be done on numerical tests to compare both with DIRECT, and MCS [10] , for functions for which global minimizers are at the boundaries.
