Machine learning approaches applied to Brazilian Portuguese word prediction by Cruz Cavalieri, Daniel et al.
Metodos de Aprendizaje Automatico aplicados a la Prediccion
de Palabras para Portugues de Brasil 
Machine Learning Approaches applied to Brazilian Portuguese Word
Prediction
Daniel Cruz Cavalieri
Teodiano Freire Bastos Filho
Universidad Federal del Espritu Santo
Av. Fernando Ferrari, s/n.
Campus Universitario, Vitoria
Esprito Santo, Brasil
fdaniel,tfbastosg@ele.ufes.br
Sira Elena Palazuelos Cagigas
Javier Macas Guarasa
Jose L. Martn Sanchez
Universidad de Alcala
A2, Km. 33,6. Campus Universitario
Alcala de Henares, Madrid, Espa~na
fsira,macias,jlmarting@depeca.uah.es
Resumen: Las personas con discapacidades fsicas pueden tener serios problemas
para utilizar el teclado de los ordenadores para escribir. Por esta razon suelen uti-
lizar herramientas especcas que incluyen sistemas de ayuda a la escritura como
la prediccion de palabras para reducir el numero de pulsaciones necesarias para es-
cribir el texto. La prediccion de palabras se puede basar en informacion estadstica,
gramatical, especca del tema y/o del usuario, etc. En este trabajo se trata de
incrementar la calidad de la prediccion de palabras en portugues de Brasil mejo-
rando la prediccion de la categora de la palabra predicha. Para ello se proponen
los siguientes metodos: redes neuronales articiales, maquinas de soporte vectorial,
modelos logsticos regularizados y un clasicador de Bayes. Al incorporarlos a la
prediccion de palabras se obtienen ahorros en el numero de pulsaciones necesarias
para escribir un texto entre 32,55% y 34,58%.
Palabras clave: Aprendizaje automatico, prediccion de palabras, procesamiento
del lenguaje natural.
Abstract: People with physical disabilities may have serious problems to use com-
puter keyboards to write. For this reason, they may use specic tools that include
systems to assist the writing process, such us word prediction, in order to reduce
the number of keystrokes needed to write the text. Word prediction may be based
on dierent sources of information: statistical, grammatical, specic of the subject
or/and the user, etc. In this paper we increase the quality of the word prediction
in Brazilian Portuguese by improving the prediction of the part of speech (POS) of
the predicted word. We propose the following methods to predict the POS: articial
neural networks, support vector machines, regularized logistic models and a nave
Bayes classier. When included in the word prediction system, they save between
32.55% and 34,58% of the keystrokes needed to write the text.
Keywords: Machine learning, word prediction, natural language processing.
1. Introduccion
Las personas con discapacidad pueden ex-
perimentar diversas dicultades a la hora de
comunicarse o escribir textos (Cavalieri et
al., 2008) dependiendo de su tipo y grado de
discapacidad y es comun que utilicen orde-
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nadores como ayudas tecnicas que faciliten
esos procesos.
Los ordenadores son herramientas muy
versatiles, que se pueden adaptar a las ca-
ractersticas de las personas con necesidades
diferentes, permitiendo, por ejemplo, conec-
tar distinto tipo de pulsadores para personas
que no pueden utilizar el teclado conven-
cional o el raton, proporcionando salida de
voz para las personas que no se pueden co-
municar, etc.
Las aplicaciones que se controlan con
pulsadores normalmente utilizan tecnicas de
barrido: en cada menu se van resaltando se-
cuencialmente las opciones disponibles y el
usuario presiona el pulsador cuando se re-
salta la opcion que desea. Como ejemplo, en
la Figura 1 se muestra una aplicacion que se
controla con un pulsador: un teclado virtual.
Figura 1: Pantalla de un teclado virtual con-
trolado por pulsador.
Si el usuario utiliza una aplicacion de este
tipo para escribir, para elegir cada letra del
texto debe esperar a que se barran todas
las anteriores, y este proceso es muy lento
y puede resultar muy cansado. Esta lenti-
tud es especialmente relevante si lo esta uti-
lizando para comunicarse y desea mantener
una conversacion (Garay-Vitoria y Gonzalez-
Abascal, 1997).
La prediccion de palabras es una tecnica
comunmente incluida en las herramientas uti-
lizadas por personas con discapacidad para
escribir con el objetivo de reducir la canti-
dad de pulsaciones necesarias para introducir
el texto. En la columna derecha de la Figu-
ra 1 podemos ver las palabras que se predicen
cuando el usuario ha escrito "Te".
Este trabajo explora tecnicas de predic-
cion de palabras para portugues de Brasil,
con los objetivos futuros de introducirlas en
el sistema PREDWIN (Palazuelos, 2001), ya
desarrollado para el idioma espa~nol, y de uti-
lizarlas para la prediccion en otros idiomas.
La estructura del artculo es la siguiente:
en primer lugar se explica brevemente el fun-
cionamiento del sistema de prediccion de pa-
labras. A continuacion se describen los meto-
dos de prediccion de categoras que se evaluan
en este artculo. El siguiente apartado trata
sobre la evaluacion automatica del sistema,
describiendo el procedimiento, los resultados
y su discusion, y por ultimo las conclusiones.
2. Prediccion de palabras
La Figura 2 presenta la arquitectura ge-
neral del sistema utilizado para la evaluacion
de los metodos de prediccion de palabras.
Este sistema fue desarrollado para su uso en
espa~nol (Palazuelos, 2001) y adaptado para
la prediccion de palabras en portugues de
Brasil en este trabajo.
Figura 2: Arquitectura general del sistema de
prediccion utilizado. Adaptado de (Palazue-
los, 2001).
A continuacion se describe brevemente ca-
da uno de los bloques:
Textos de prueba: Son textos, ex-
trados principalmente de Internet, cuyo
contenido es fundamentalmente pe-
riodstico y literario.
Modelo de usuario: Es el algorit-
mo que utiliza el sistema de evaluacion
automatica para simular que hay un
usuario intentando escribir el texto de
prueba. Elige las letras del texto una a
una y se las enva al sistema de predic-
cion de palabras. Por cada letra el sis-
tema de prediccion devuelve una lista de
palabras predichas. Si la palabra deseada
esta en esa lista, el modelo de usuario la
elige. Si no, continua con la siguiente le-
tra. Este proceso se repite hasta el texto
de prueba se acaba.
Modulo de coordinacion: Parte en-
cargada de procesar las letras prove-
nientes del modelo de usuario y orga-
nizar el ujo de trabajo del sistema de
prediccion de palabras de forma que se
utilicen todos los diccionarios y metodos
de prediccion en el orden adecuado y se
genere la lista de palabras optima con
los algoritmos y diccionarios disponibles.
Este ujo de trabajo ha sido determina-
do por experimentacion. Una vez gene-
rada la lista de palabras predichas, la
enva al modelo de usuario.
Gestores de diccionarios: Encarga-
dos de seleccionar las palabras de cada
diccionario que cumplen las restricciones
impuestas por los metodos de prediccion
(por ejemplo, seleccionan las palabras
mas frecuentes de las categoras preferi-
das con los rasgos adecuados).
Diccionarios: El diccionario general
contiene las palabras y la informacion de
cada una necesaria para apoyar los meto-
dos de prediccion: categoras gramati-
cales, rasgos y frecuencia. Los dicciona-
rios personales de usuario (diccionario de
texto en curso y tematicos) contienen
tambien informacion sobre las secuen-
cias de palabras (bigramas y trigramas)
que han aparecido en los textos de en-
trenamiento.
Modulos de entrenamiento de los
diccionarios: Engloban los proce-
dimientos automaticos y manuales
necesarios para generar los diccionarios
utilizados por el sistema, a partir de las
fuentes de entrenamiento disponibles.
Fuentes de entrenamiento de los
diccionarios. En este trabajo, el di-
ccionario general se ha generado a
partir de un conjunto de 730 textos pe-
riodsticos categorizados, pertenecientes
al periodico \Folha de S~ao Paulo" del
perodo de 1994 a 1995 del corpus
portugues CHAVE (Santos y Rocha,
2004). La informacion morfosintactica
fue obtenida mediante un categorizador
automatico llamado PALAVRAS (Bick,
2000). Se han elegido 76 categoras: las
10 clases gramaticales basicas del por-
tugues de Brasil (substantivo, verbo, ad-
jetivo, etc.), a~nadiendo sus posibles e-
xiones (genero, numero, grado, etc.), y
algunos smbolos (punto, coma y guion).
Esa eleccion de categoras tiene como
objetivo principal facilitar el aprendiza-
je de la estructura de la frase por los
metodos de prediccion. Para seleccionar
este conjunto de categoras se realizaron
experimentos con combinaciones dife-
rentes de categoras hasta que se con-
siguio el conjunto optimo para la predic-
cion de palabras. Los demas dicciona-
rios (diccionario de texto en curso y
tematicos) se generan a partir de textos
escritos por los usuarios o seleccionados
por ellos sobre temas particulares (de-
portes, poltica, etc.).
Metodos de prediccion: Son los
distintos algoritmos encargados de
averiguar, a partir de las informaciones
proporcionadas por el modulo de coor-
dinacion (frecuencia de las categoras
anteriores, categoras gramaticales de
las palabras anteriores, etc.), el conjunto
de categoras y rasgos que puede tener
la palabra siguiente y su probabili-
dad. Pueden estar basados en redes
neuronales, etc.
Informacion especca: Es la infor-
macion que necesita cada metodo de
prediccion para funcionar (secuencias
de categoras gramaticales, frecuencia
gramatical, conocimiento lingustico es-
pecco, etc.). Por ejemplo, un ana-
lizador necesita las reglas gramaticales.
Modulo de entrenamiento de infor-
macion especca: Engloba los pro-
cedimientos, automaticos o manuales,
necesarios para generar la informacion
especca que necesita cada metodo de
prediccion utilizado.
Fuentes de entrenamiento de la in-
formacion especca: Es el conjun-
to de fuentes de informacion necesarias
para generar la informacion especca.
Por ejemplo, para entrenar los pesos de
las redes neuronales se necesitan textos
categorizados.
Una explicacion mas detallada de cada
una de las partes del sistema para espa~nol
puede encontrarse en (Palazuelos, 2001).
3. Metodos de prediccion
En este apartado se describen brevemente
los metodos de prediccion propuestos en este
artculo. Todos ellos son metodos de predic-
cion de categoras gramaticales, que en fun-
cion de la categora de las palabras anteriores
escritas por el usuario predicen la categora
de la palabra siguiente. Para integrarlos en el
sistema de prediccion de palabras visto an-
teriormente, el modulo de coordinacion debe
categorizar las palabras anteriores y propor-
cionarle a los metodos de prediccion la lista
de categoras anteriores. Estos aplicaran el
algoritmo de prediccion de categoras y ob-
tendran el listado de posibles categoras si-
guientes y la probabilidad de cada una. Por
ultimo, el modulo de coordinacion propor-
cionara ese listado de categoras siguientes
a los gestores de diccionarios para que estos
obtengan el listado de palabras adecuado.
3.1. Redes Neuronales Articiales
La red basica elegida es una red neuronal
de Elman con tres capas (Elman, 1990), una
capa oculta recurrente y con funcion de trans-
ferencia tan-sigmoide y neuronas con funcion
log-sigmoide en su capa de salida. As, pode-
mos obtener las categoras mas probables, co-
mo se muestra en la Figura 3.
Figura 3: Ejemplo de una red neuronal recur-
rente de Elman con una funcion log-sigmoide
en la capa de salida, utilizando secuencias de
2 categoras y 76 categoras de palabras.
El objetivo principal a lograr con esta
topologa es una red con una memoria a cor-
to plazo, as, el contexto de la categora de la
ultima palabra vista puede ser parametrizado
por el proceso de aprendizaje. Dado que esta
red se entrena con la categora de la palabra
siguiente en funcion de la anterior, en la capa
oculta se espera que se aprendan algunas es-
tructuras lingusticas que relacionan secuen-
cias de pares de categoras del texto (Naka-
mura et al., 1990).
Como entrada de la red se utiliza el listado
de las categoras de las palabras del corpus
de texto. Las entradas y la salida se codi-
can utilizando 76 bits, que es el numero de
categoras gramaticales utilizadas. Para cada
categora, un solo bit es activado (1), su posi-
cion es diferente para cada categora grama-
tical y los demas bits estan a cero (0), como se
muestra en la Figura 4. Esta representacion
permite a la red identicar perfectamente ca-
da categora, y, en un futuro, permitira in-
cluir la informacion de las distintas categoras
que pueden estar asociadas a cada palabra, y
su frecuencia.
Se utilizan redes neuronales feed-forward
entrenadas con los algoritmos Resilient Back-
propagation (RP), Scaled Conjugate Gradient
(SCG) y Gradient Descent Adaptive with Mo-
mentum. Se realizaron pruebas variando el
numero de neuronas de la capa oculta entre
el 15 y el 75 con incrementos de 5 neuronas,
y variando el numero de categoras anteriores
consideradas entre 1 y 3. Esto permitio deter-
minar la mejor estructura para uso en futuras
aplicaciones.
Figura 4: Entrenamiento adoptado para una
red neuronal de Elman. Ejemplo utilizan-
do secuencias de 3 categoras. Adaptado de
(Nakamura et al., 1990)
3.2. Maquinas de Soporte
Vectorial
Las maquinas de soporte vectorial o
maquinas de vectores soporte, del ingles
Support Vector Machines (SVMs) (Burges,
1998; Christianini y Shawe-Taylor, 2000), son
un conjunto de algoritmos de aprendizaje
estadstico utilizados en numerosas aplica-
ciones reales (Vert, 2002; Joachims, 1998; Os-
una, Freund, y Girosi, 1997).
Las SVMs basicamente aprenden como
clasicar objetos x 2 Rn en dos o mas clases
a partir de un conjunto etiquetado de vec-
tores f(xi;yi)g, con i = 1; :::;m, siendo xi el
vector de caractersticas de entrenamiento e
yi la clase a la que pertenece. El clasicador
resultante se basa en la siguiente funcion de
decision:
f(x) =
mX
i=1
yiiK(xi;x) + b; (1)
donde x es cualquier nuevo vector de carac-
tersticas a ser clasicado, K(; ) es la funcion
kernel, f1; : : : ; mg y b son los parametros
de la funcion de decision encontrados durante
la etapa de entrenamiento, necesarios para la
optimizacion del problema o, en otras pala-
bras, necesarios para garantizar el error mni-
mo (Vert, 2002). Cualquier vector xi que se
corresponde con un i > 0 es un vector de so-
porte del hiperplano optimizado (Sundarkan-
tham y Shalinie, 2007) que permitira realizar
la separacion entre distintas clases.
Los kernels K son una familia de fun-
ciones, lineales o no, que proyectan los datos
de entrada en un espacio de Hilbert de di-
mension superior al espacio de caractersti-
cas, donde vectores linealmente no separables
en este ultimo espacio pueden ser linealmente
separados en el espacio trasformado. A pesar
de investigaciones recientes en la busqueda
de nuevos kernels, se pueden destacar las si-
guientes cuatro funciones kernel principales:
lineal: K(xi;x) = xi
T  x;
polinomial: K(xi;x) = (xi
T x+r)d;  > 0;
RBF: K(xi;x) = exp( kxi   xk2);  > 0;
sigmoide: K(xi;x) = tanh(xi
T  x+ r).
donde , d y r son parametros del kernel.
En este trabajo fueron evaluadas SVMs
con las cuatro funciones kernel basicas pre-
sentadas anteriormente, siendo elegida la que
proporciono mejores resultados. Para eso,
nuevamente fueron utilizados como datos de
entrada las categoras desde la primera pala-
bra en la frase hasta la ultima, siendo for-
madas secuencias de entrenamiento con 2, 3,
4 y 5 categoras (1, 2, 3 y 4 categoras anterio-
res y la de la palabra actual). Esas secuen-
cias fueron nuevamente codicadas en un vec-
tor de 76 bits, donde cada bit representa una
clase gramatical diferente y para cada unidad
correspondiente a la categora, solamente una
es activada (1), y las otras estaran a cero (0).
Con eso, se forma un vector de caractersticas
de tama~no igual al numero de categoras an-
teriores multiplicado por el numero maximo
de categoras (76). En la Figura 5 se muestra
un ejemplo para 4 categoras.
Figura 5: Entrenamiento de las SVMs. Ejem-
plo con secuencias de 4 categoras (3 ante-
riores y la actual).
3.3. Modelo de Regresion
Logstica
La regresion logstica es una tecnica es-
tadstica que tiene como objetivo generar, a
partir de un conjunto de observaciones, un
modelo que permita la prediccion de valo-
res tomados por una variable categorica, fre-
cuentemente binaria, a partir de una serie de
variables explicativas continuas y/o binarias.
Es un modelo de regresion para variables de-
pendientes o de respuesta con distribucion bi-
nomial (Figueira, 2006). Es un modelo lineal
generalizado, cuya funcion es:
P (y = classjx;w) = 1
1 + e y(wTx+b)
; (2)
donde x 2 Rn, representa el vector de carac-
tersticas, y 2 f1; : : : ; 76g representa la clase
de cada vector de caractersticas, w y b son
los parametros del modelo.
Para estimar los valores dew y b, una solu-
cion sera resolver el siguiente problema de
optimizacion (Ng, 2004).
minw;b
mX
i=1
log(1+e y(w
Tx+b)) R(w); (3)
donde R(w) es el termino de regularizacion
y tiene como objetivo penalizar los parame-
tros/pesos muy grandes, y   0 es el termi-
no para elegir entre ajustar bien la curva
que separa los datos y obtener terminos re-
gularizados peque~nos (Ng, 2004). En este tra-
bajo fue elegido un modelo con termino de
regularizacion L2 y la determinacion de los
parametros optimizados (w y b) puede ser en-
contrada en (Fan et al., 2008) y (Lin, Weng,
y Keerthi, 2007).
Los datos de entrada utilizados para en-
trenamiento y prueba del modelo de regresion
logstica tienen el mismo formato de los datos
utilizados para entrenar las SVMs, mostra-
dos en la Figura 5. Se han generado modelos
utilizando 1, 2, 3 y 4 categoras gramaticales
anteriores mas la de la palabra actual, avan-
zando desde la primera palabra de la frase
hasta la ultima.
3.4. Clasicador Bayesiano Nave
El clasicador Bayesiano Nave es uno
de los mas ecaces y ecientes algoritmos
de clasicacion, con un simple clasicador
probabilstico basado en la aplicacion del teo-
rema de Bayes con una fuerte hipotesis de
independencia (Zhang y Su, 2008).
Asumiendo que Ct es la categora actual y
Ct n; : : : ; Ct 2; Ct 1 son las n categoras an-
teriores, para el clasicador de Bayes la ca-
tegora siguiente es C, tal que:
g(C) = argmaxCt p(Ct)
nY
i=1
p(CtjCt i); (4)
donde
p(CtjCt i) = Frec(Ct iCt)
Frec(Ct)
; i = 1; 2; : : : ; n: (5)
Freq(Ct iCt) es el numero de veces que
las categoras Ct i y Ct aparecen en el tex-
to de entrenamiento separadas i posiciones,
y Freq(Ct) es el numero de veces que la ca-
tegora Ct aparece. Se han generado modelos
con i igual a 1, 2, 3, y 4.
4. Resultados
En este apartado se muestra el rendimien-
to de los metodos de prediccion descritos
cuando se integran en la prediccion de pa-
labras, su objetivo nal.
Para ello, los metodos de prediccion de
categoras fueron incorporados al sistema
general de prediccion de palabras y se rea-
lizaron experimentos con el sistema glo-
bal. En los experimentos se evaluaron los
parametros que habitualmente se contabi-
lizan en los sistemas de prediccion de pa-
labras:
el ahorro de pulsaciones que se pro-
duce con respecto al sistema sin ayuda
de prediccion, que valora la disminucion
del esfuerzo fsico necesario para escribir
el texto, y
el porcentaje de palabras que se
predicen antes de que el usuario las
acabe de escribir por completo, que
puede dar una idea del grado de apoyo
que la prediccion proporciona a una per-
sona con problemas lingusticos.
Ambos resultados se proporcionan en va-
lor absoluto y como mejora relativa con res-
pecto a la escritura del texto sin prediccion
gramatical, y con informacion de las bandas
de abilidad. Ademas, tambien se a~nade in-
formacion del tiempo que tarda cada algorit-
mo en predecir cada palabra.
En la evaluacion de la prediccion de pa-
labras hay que considerar que un cambio en
cualquier parametro de la conguracion del
experimento (el idioma, los textos de prue-
ba, la conguracion del sistema de prediccion
o de la propia interfaz donde este instalado)
puede llevar a variaciones muy signicativas
en los resultados. En (Palazuelos, 2001) se
puede encontrar una exposicion y discusion
de los factores que afectan a los resultados
de la prediccion de un sistema determinado.
Por esta razon, para poder vericar realmente
la ecacia de un determinado metodo o dic-
cionario, y, para poder hacer comparaciones
entre ellos, es necesario realizar los experi-
mentos en series en las que lo unico que vare
sea el o los factores concretos a evaluar, ya
que, en caso contrario, la inuencia de las
demas modicaciones puede cambiar total-
mente los resultados.
Esta variabilidad implica tambien que sea
muy difcil comparar nuestros sistemas con
otros (que, por ejemplo, pueden ser para otro
idioma, incluir mas o menos palabras en la
lista de palabras predichas, o utilizar textos
de prueba mas o menos adaptados a los tex-
tos de entrenamiento).
A continuacion se muestran los resulta-
dos de una serie representativa de experi-
mentos, en que se comparan todos los meto-
dos descritos en este artculo. En esta prueba
se utilizaron textos periodsticos procedentes
de Internet con 70694 palabras, siendo nece-
sarias 449194 pulsaciones para su escritura
sin apoyo de prediccion de palabras. Ninguno
de los textos de prueba solapaba con los uti-
Tabla 1: Resultados obtenidos en la etapa de prueba por los distintos metodos de prediccion.
Metodo
de predic-
cion
# Cate-
goras
anteriores
# Palabras
predichas
( 0,31%)
Mejora
relativa
(%)
# Pulsaciones
ahorradas
( 0,14%)
Mejora
relativa
(%)
Tiempo de
procesamien-
to (ms/pal.)
Unigramas 0 54267 (76,77%) Base 140394 (31,25%) Base 3,06
RNA 2 54354 (76,89%) 0,16 152411 (33.93%) 8,56 37,02
3 54549 (77,16%) 0,52 153659 (34,21%) 9,45 57,70
4 54535 (77,14%) 0,49 153197 (34,10%) 9,12 77,53
SVM 2 54858 (77,60%) 1,09 153813 (34,24%) 9,56 188,75
3 54840 (77,58%) 1,06 154214 (34,33%) 9,84 186,13
4 54841 (77,58%) 1,06 154277 (34,35%) 9,89 124,60
5 54856 (77,60%) 1,09 154290 (34,35%) 9,90 134,35
LR 2 54558 (77,18%) 0,54 154579 (34,41%) 10,10 121,58
3 54553 (77,17%) 0,53 154990 (34,50%) 10,40 114,92
4 54522 (77,13%) 0,47 155203 (34.55%) 10,55 107,72
5 54512 (77,11%) 0,45 155348 (34.58%) 10,65 108,09
Bayes 2 54474 (77,06%) 0,38 154041 (34,29%) 9,72 6,46
3 54354 (76,89%) 0,16 153903 (34,26%) 9,62 6,62
4 54334 (76,86%) 0,12 153936 (34.27%) 9,65 6,45
5 54308 (76,82%) 0,08 153870 (34.25%) 9,60 6,51
lizados en el entrenamiento. Se predicen 5
palabras como maximo, ordenandolas por su
probabilidad.
Como base de comparacion se utilizo un
metodo de prediccion sin informacion gra-
matical, basado solamente en la frecuencia
absoluta de las palabras (unigramas). En este
metodo el conjunto de palabras predichas
esta formado por las palabras mas frecuentes
que empiezan por la parte ya escrita de la
palabra en curso (Palazuelos, 2001).
Los resultados nales se presentan en la
Tabla 1. En ella se puede observar, con
respecto al ahorro de pulsaciones, que los
mejores resultados fueron proporcionados por
los modelos LR, en particular los entre-
nados con secuencias de 5 categoras. As,
se puede inferir que la prediccion de cate-
goras de palabras en portugues de Brasil
puede ser un problema linealmente separa-
ble y cuya distribucion de probabilidades de
categoras esta proxima de la distribucion
normal (Figueira, 2006).
Se puede observar, en general, que la
tendencia de todos los metodos (excepto el
bayesiano) es mejorar a medida que se au-
menta el numero de categoras que se con-
sideran. En el caso del modelo bayesiano, el
rendimiento empeora cuando la categora an-
terior utilizada esta mas alejada de la actu-
al. Esto prueba que la categora que aporta
mas informacion sobre la posible categora si-
guiente es la categora inmediatamente ante-
rior, y que a medida que las categoras estan
mas alejadas tienen menor capacidad para
predecir cual sera la categora siguiente (hay
que tener en cuenta que al considerar una ca-
tegora alejada en este metodo no se tienen
en cuenta las categoras que estan entre la
anterior y la actual).
Con respecto al porcentaje de palabras
predichas (como ocurre en espa~nol), cuando
aumenta el numero de pulsaciones ahorradas
disminuye el numero de palabras predichas.
La razon es que en los metodos sin apoyo
gramatical se predicen muy pronto las pa-
labras mas frecuentes, que son muy cortas
(artculos, preposiciones). Los metodos con
apoyo gramatical predicen mejor las palabras
largas, que son mas productivas en cuanto
a numero de pulsaciones, aunque predigan
menos palabras en total.
Aunque el tiempo de computacion de
algunos metodos parezca grande, hay que
considerar que las personas con discapaci-
dad manejan en las aplicaciones tiempos de
barrido mucho mayores, por lo que estos
margenes no son problematicos.
5. Conclusiones y Trabajos
Futuros
Este trabajo trata del uso de redes neu-
ronales articiales, maquinas de soporte vec-
torial, modelos de regularizacion logstica y
un clasicador de Bayes en la prediccion de
categoras para el portugues de Brasil.
Estos metodos de prediccion de categoras
se han integrado en el sistema de prediccion
de palabras, consiguiendo una mejora relati-
va de hasta un 10,65% de pulsaciones aho-
rradas con respecto al metodo de prediccion
sin informacion gramatical (unigramas). En
general sus resultados mejoran al aumentar
el numero de categoras consideradas, aunque
esto no ocurre con el clasicador bayesiano,
ya que las categoras mas alejadas tienen
menos informacion para predecir.
Los resultados aqu presentados abren
camino para otros trabajos futuros, como,
por ejemplo, un estudio mas profundo acerca
del numero de categoras anteriores optimo
para cada metodo de prediccion, gestion de
la ambiguedad de las palabras y la fusion de
todos estos algoritmos.
Actualmente se estan realizando pruebas
de estos metodos para espa~nol con resultados
preliminares altamente satisfactorios.
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