Electrode-Specific Degradation Diagnostics for Lithium-Ion Batteries with Practical Considerations by Lee, Suhak
Electrode-Specific Degradation Diagnostics
for Lithium-Ion Batteries with Practical Considerations
by
Suhak Lee
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Mechanical Engineering)
in the University of Michigan
2021
Doctoral Committee:
Associate Research Scientist Jason B. Siegel, Co-chair
Professor Anna G. Stefanopoulou, Co-chair
Assistant Professor Bryan R. Goldsmith




© Suhak Lee 2021
DEDICATION
To




First and foremost, I would like to express my gratitude to my advisors, Pro-
fessor Anna Stefanopoulou and Associate Research Scientist Jason Siegel, for
their remarkable guidance, encouragement, and support. Prof. Stefanopoulou
and Dr. Siegel provided me the opportunity to work on state-of-the-art lithium-
ion batteries.
I am thankful to the committee members, Assistant Professor Bryan Gold-
smith and Assistant Professor Youngki Kim, for taking the time and interest in
evaluating my work and for providing their critical feedback. I truly believe
that their insightful comments have led this dissertation to be more thorough
and complete.
It has been a great pleasure working with all my colleagues in the Pow-
ertrain Control Laboratory that I cannot thank enough for their company and
enthusiastic discussion - Peyman Mohtat, Miriam Figueroa, Ting Cai, Sravan
Pannala, Vivian Tran, Dr. Valentin Sulzer, and Andrew Weng. Thanks to my
friends in Ann Arbor and around the world who made my Ph.D. full of good
times.
I would like to recognize financial support from Samsung SDI, South Ko-
rea. Thanks to the colleagues at Samsung SDI - Dr. Tae-Kyung Lee and Jang-
Woo Lee, for exciting discussion and feedback.
I would also like to thank Professor Jun Ni, who allowed me to embark
on the Ph.D. program and work on both physics and data-driven approaches in
fault diagnostics and prognostics.
Special thanks go to my loving wife, Gieun Kim. Without her love and sup-
port, I would not have completed this Ph.D. journey. I am incredibly thankful
to my family in South Korea for their unconditional love and faith in me that
made me keep moving forward.




DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
CHAPTER
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Battery Degradation and State-of-Health . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Degradation Modes of Li-ion Batteries . . . . . . . . . . . . . . . . . . 2
1.2 The Need of Advanced Diagnostics and State of the Art . . . . . . . . . . . . . . 5
1.2.1 Battery Cell-Level State of Health Estimation . . . . . . . . . . . . . . . 7
1.2.2 Electrode-Specific Degradation Diagnostics . . . . . . . . . . . . . . . . 9
1.3 Contributions and Dissertation Organization . . . . . . . . . . . . . . . . . . . . 10
2 Li-ion Battery Models and Electrode-Specific Degradation Diagnostics . . . . . . . . 14
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Overview of Li-ion Battery Models . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Open Circuit Voltage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Half-cell Potential Function . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Parameterization with Electrode Parameters . . . . . . . . . . . . . . . . 17
2.4 Electrode-Specific Degradation Diagnostics . . . . . . . . . . . . . . . . . . . . 19
2.5 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5.1 Half-cell Potential Function Identification . . . . . . . . . . . . . . . . . 21
2.5.2 Electrode Parameter Identification . . . . . . . . . . . . . . . . . . . . . 23
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Estimation Considering Positive Electrode Half-Cell Potential Change Due to Aging . 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Estimation of Electrode State of Health Parameters . . . . . . . . . . . . . . . . 28
3.2.1 Conventional Voltage Fitting Method . . . . . . . . . . . . . . . . . . . 28
3.2.2 Proposed Peak Alignment Method . . . . . . . . . . . . . . . . . . . . . 30
3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
iv
3.3.1 Test Cell and Aging Condition . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Fresh cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.3 Aged cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.4 Aged cell with Half-cell potential calibration . . . . . . . . . . . . . . . 39
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.1 Half-cell potential change . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2 Electrode state of health diagnostics . . . . . . . . . . . . . . . . . . . . 42
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Estimation Accuracy with Limited Data Availability . . . . . . . . . . . . . . . . . . . 46
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 OCV model and parameter estimation . . . . . . . . . . . . . . . . . . . 46
4.2.2 Error bound of parameter estimation . . . . . . . . . . . . . . . . . . . . 47
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Data window . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.2 Analytic error bounds of electrode parameters . . . . . . . . . . . . . . . 53
4.3.3 Impact of voltage constraint . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.1 Numerical validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.2 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5 Minimum-Time Measurement of Open Circuit Voltage of Battery Systems . . . . . . 65
5.1 Motivation and Connection to Electrode Degradation Diagnostics . . . . . . . . . 65
5.2 Minimum-Time Optimal Control Problem . . . . . . . . . . . . . . . . . . . . . 67
5.2.1 Battery model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2.2 Formulation of minimum-time optimal control problem . . . . . . . . . 69
5.3 Pontryagin Analysis for Optimal Control Sequence . . . . . . . . . . . . . . . . 70
5.3.1 Minimum-Time control without active state constraints . . . . . . . . . . 70
5.3.2 Minimum-time control with active state constraints . . . . . . . . . . . . 71
5.3.3 Optimal input current sequence . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Conversion to Switching Time Optimization . . . . . . . . . . . . . . . . . . . . 75
5.4.1 Switching time optimization for inactive state constraint . . . . . . . . . 75
5.4.2 Switching time optimization for active state constraint . . . . . . . . . . 75
5.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5.1 Comparison between ordinary pulse-relation profile and minimum-time
current profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5.2 Minimum-time current profile with active state constraint . . . . . . . . 80
5.5.3 Sensitivity of model parameter error . . . . . . . . . . . . . . . . . . . . 82
5.5.4 Reformulated switching time problem . . . . . . . . . . . . . . . . . . . 84
5.6 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6.1 Comparison between Pulse-Relaxation and Minimum-Time Profile . . . 86
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Electrode-Specific Degradation Diagnostics at Practical Charging Rate . . . . . . . . 90
v
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2 Practical Charging Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3 Peak Smoothing with Increasing Current Rates . . . . . . . . . . . . . . . . . . 93
6.3.1 Peak Behavior Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.2 Analysis on Peak Smoothing Phenomenon . . . . . . . . . . . . . . . . 96
6.4 Overpotential due to Internal Resistance . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 Battery model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.2 Sensitivity-based Least Square Estimation . . . . . . . . . . . . . . . . . 102
6.4.3 Adaptive Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.5.1 Resistance Estimation via Window Least Square Estimation . . . . . . . 106
6.5.2 Electrode SOH Estimation Error due to Inaccurate Resistance . . . . . . 109
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7 Physics-Guided Machine Learning for Battery Diagnostics and Prognostics . . . . . . 112
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.2 Case Study 1: Electrode Degradation Diagnostics using Neural Network . . . . . 113
7.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2.2 Proposed Data-driven Method using Neural Network . . . . . . . . . . . 114
7.2.3 Degradation Simulation and Electrochemical Features . . . . . . . . . . 114
7.2.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2.5 Interpretable Machine Learning . . . . . . . . . . . . . . . . . . . . . . 121
7.2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.3 Case Study 2: Early Prediction of Battery Cycle Life . . . . . . . . . . . . . . . 124
7.3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.3.2 Experimental Method and Data Generation . . . . . . . . . . . . . . . . 124
7.3.3 Feature Extraction and Machine Learning Approach . . . . . . . . . . . 126
7.3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.2.1 Degradation diagnostics for field use cases . . . . . . . . . . . . . . . . 137
8.2.2 Second-life batteries via advanced battery degradation diagnostics . . . . 137
8.2.3 Physics-guided machine learning in battery lifetime prediction . . . . . . 138
APPENDIX A Optimal Control Theories . . . . . . . . . . . . . . . . . . . . . . . . . . 140
A.1 State Constraints In Optimal Control Problem . . . . . . . . . . . . . . . . . . . 140
A.2 Number of Switching Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141




1.1 Degradation mechanisms in Li-ion cells . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Degradation mechanisms: Causes, effects and degradation modes in Li-ion cells . . . 5
1.3 Life cycle of traction batteries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 An example of the equivalent circuit model: OCV-R-RC-RC . . . . . . . . . . . . . . 15
2.2 Open circuit voltage (OCV) of a cell aligned with the utilization window of individual
electrodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Half-cell potential of electrodes and their function fit . . . . . . . . . . . . . . . . . . 22
2.4 Full-cell C/20 data and the OCV model fit . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Flowchart for the proposed peak alignment method . . . . . . . . . . . . . . . . . . . 31
3.2 Voltage curve and differential voltage curve for an NMC/graphite cell . . . . . . . . . 32
3.3 Results of the fresh cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Results of the aged cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Results on the aged cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method after updating the positive electrode potential
function Up(y) from the calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Positive electrode half-cell potential change is identified from the proposed peak align-
ment (PA) method with Up(y) calibration . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7 Electrode state of health (eSOH) diagnostic results with degradation modes . . . . . . 43
4.1 Half-cell potential of individual electrodes and OCV of a NMC/graphite cell . . . . . 48
4.2 Definition of data window . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Data windows (DWs) for different battery usage patterns . . . . . . . . . . . . . . . . 53
4.4 The analytic error bound of each electrode parameter in a logarithm scale . . . . . . . 54
4.5 The analytic error bound of each electrode parameter for various data windows . . . . 55
4.6 Analytic error bound with respect to depth of discharge (DOD) . . . . . . . . . . . . . 57
4.7 Scatter plot of the electrode parameter estimation errors from Monte Carlo simulation
for the DW-deep case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.8 The OCV model fit for the given full-range data of a NMC/graphite cell . . . . . . . . 62
4.9 Experimental estimation errors for the electrode parameters under different data win-
dows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.1 Example of incremental open-circuit voltage (OCV) measurement . . . . . . . . . . . 65
5.2 Schematic of two-stage OCV measurement strategy . . . . . . . . . . . . . . . . . . . 67
vii
5.3 Schematic of equivalent circuit model (ECM) with double RC pairs . . . . . . . . . . 68
5.4 Schematic of bang-bang control trajectory . . . . . . . . . . . . . . . . . . . . . . . . 72
5.5 Schematic of bang-off-bang control trajectory . . . . . . . . . . . . . . . . . . . . . . 74
5.6 Ordinary pulse-relaxation for OCV measurement . . . . . . . . . . . . . . . . . . . . 78
5.7 Minimum-time current profile for OCV measurement . . . . . . . . . . . . . . . . . . 79
5.8 Minimum-time current profile for OCV measurement with an active state constraint
for SOCmax = 0.60 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.9 Trad-off relationship between total testing time and the level of SOC upper bound . . . 82
5.10 Minimum-time current profile for OCV measurement with 10% model parameter errors 83
5.11 Experimental results for pulse-relaxation profile and minimum-time profile . . . . . . 87
5.12 Relaxation voltage with respect to the OCV reference . . . . . . . . . . . . . . . . . . 88
6.1 Experimental data of voltage and differential voltage curves with increasing charging
rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Peak behavior map with respect to charging rate for three different ambient temperatures 97
6.3 Peak distance with respect to cell state-of-health and charging rate . . . . . . . . . . . 98
6.4 Comparison of the voltage between the experimental data and three electrochemical
models at different charging rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.5 Simulation results of terminal voltage and differential voltage curves with increasing
charging rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.6 Simulation results of surface concentration of lithium using DFN model . . . . . . . . 100
6.7 Example of sensitivity-based data selection strategy . . . . . . . . . . . . . . . . . . . 105
6.8 Proposed framework with an adaptive parameter estimation from two separate datasets 106
6.9 Current profile of synthetic drive cycle . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.10 Sensitivity of equivalent circuit parameters with synthetic drive cycle . . . . . . . . . 108
6.11 Estimation error statistic (i.e. mean and standard deviation) of equivalent circuit
model parameters with and without data selection strategy . . . . . . . . . . . . . . . 109
6.12 Estimation error of electrode parameters with respect to resistance error . . . . . . . . 111
7.1 Schematic structure for a three layer feed-forward neural network . . . . . . . . . . . 114
7.2 Evolution of three different data curves with increments of three different degradation
modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.3 Defined features from the IC and DV curves . . . . . . . . . . . . . . . . . . . . . . . 117
7.4 Schematic view of training and testing data sets . . . . . . . . . . . . . . . . . . . . . 118
7.5 Averaged test errors (MAE and RMSE) over the test data set for three independent
degradation modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.6 Correlation matrix for input features . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.7 Partial dependence plots (PDP) for the selected features for three degradation modes . 123
7.8 Discharge capacity curves and correlation with Ah-throughput life, indicating the dif-
ficulty of the early prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.9 Features from the discharge voltage curves . . . . . . . . . . . . . . . . . . . . . . . 126
7.10 Ah-throughput life predictions using a ridge regression algorithm . . . . . . . . . . . 129
7.11 Map between the variance of ∆Q190−10 and degradation modes . . . . . . . . . . . . 130
7.12 Correlation between the log of the variance of ∆Q190−10 and the Ah-throughput life




2.1 The NMC/graphite pouch cell specification . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 The identified electrode parameters for fresh NMC/graphite pouch cell . . . . . . . . 25
3.1 Test cells and aging condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 The parameter estimates from the fresh and aged cells . . . . . . . . . . . . . . . . . 45
4.1 Nominal parameters for the selected NMC/graphite cell . . . . . . . . . . . . . . . . 52
4.2 Estimation error bound for unconstrained case . . . . . . . . . . . . . . . . . . . . . 58
4.3 Estimation error bound for constrained case . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Estimation errors for the experimental validation under different data windows . . . . 64
5.1 Comparison of total testing time without active state constraint . . . . . . . . . . . . . 80
5.2 Comparison of total testing time with active state constraint . . . . . . . . . . . . . . 80
5.3 Comparison of total testing time with 10% model parameter errors . . . . . . . . . . . 84
5.4 Comparison of two different solutions in switching points with the computation time . 85
5.5 Comparison of two different solutions in switching points under the presence of an
active state constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6 Identified parameters for the equivalent circuit model . . . . . . . . . . . . . . . . . . 86
5.7 Comparison of total testing time for one OCV measurement from experiment . . . . . 89
6.1 Estimated charge time chart for battery electric vehicles . . . . . . . . . . . . . . . . 92
6.2 Cycle aging test condition matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 C-rate dependency test procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.1 Nominal parameters for a LFP/graphite cell . . . . . . . . . . . . . . . . . . . . . . . 115
7.2 Degradation simulation scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.3 Parametric study for selecting the best NN model structure . . . . . . . . . . . . . . . 120
7.4 The aging test conditions matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.5 Log-correlation of various statistics of the discharge difference curve, ∆Q190−10, with
Ah-throughput life . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
ix
ABSTRACT
Li-ion batteries inevitably degrade with cyclic usage and storage time. Close to end-of-life
batteries can no longer meet their performance requirements and the likelihood of occurring catas-
trophic failures increases. Thus, an accurate diagnosis of their state of health over long-term use
has become a critical function for reliable and safe battery management systems, especially for
vehicle electrification and large scale energy storage systems. Degradation of batteries is typically
quantified at the cell level with capacity loss and power fade, however different usage conditions
and environmental factors can contribute to the degradation of batteries differently. Therefore,
typical cell-level lumped degradation metrics are not sufficient to give a full explanation of battery
state of health.
This dissertation presents approaches for the diagnosis of electrode-specific degradation of
Li-ion batteries considering a variety of practical aspects in real-world applications such as the
half-cell potential change, the partial data availability, data acquisition method, and practical charg-
ing rate. The electrode-specific degradation diagnosis is performed by model-based identification
of the individual electrode state-of-health (eSOH) parameters, electrode capacity and utilization
range.
The advancements contributed by this dissertation are summarized as follows. First, a novel
diagnostic algorithm is proposed by combining the terminal voltage fitting process with the peak
alignment method to improve electrode parameter estimation confidence. The proposed method
addresses the half-cell potential change of the positive electrode due to the chemical aging of the
metal oxide. The diagnostic result is experimentally verified with large-format prismatic commer-
cial cells. The second practical consideration is partial data availability. In practice, the full range
of OCV measurement is not obtainable without the designated offline diagnostic test. With the lim-
ited data, the accuracy of parameter estimation becomes questionable. Therefore, the achievable
estimation error bound is analyzed with respect to partial data windows through the Cramer-Rao
Bound and confidence interval. The result shows that the eSOH estimation improves when a data
window includes slope changes of electrode half-cell potential. This fundamental limitation is
applied in data-driven approach to provide data-requirements for machine learning of battery cy-
cle life prediction. Third, continued from the partial window idea, a time-optimal current profile
is proposed to enable direct measurement of pseudo-OCV data for the desired range without a
long relaxation period. By allowing bi-directional charging, the proposed time-optimal control
x
problem identifies a proper sequence of charge/discharge pulses and successfully reduces total
data acquisition time by more than 60% in both simulation and experiment, showing a possible
way to implement the developed OCV-based electrode degradation diagnostic algorithm. Fourth,
the feasibility of the electrode-specific degradation diagnostics is studied for real-world charging
conditions where the typical charging current rate is usually higher (e.g. C/5) than C/20 of pseudo-
OCV data. With increasing charging rates, the individual electrode's electrochemical features is
obscured, and the overpotential due to internal resistance needs to be estimated concurrently, mak-
ing the eSOH estimation challenging. An adaptive algorithm with a data selection strategy is
proposed to deal with the estimation of both resistance and electrode SOH parameters. Lastly, the
potential of the physics-guided machine learning approaches is explored with two case studies for




1.1 Battery Degradation and State-of-Health
Lithium-ion (Li-ion) batteries are imperative for various applications ranging from consumer elec-
tronics to the transportation industry as a critical energy storage device. Especially in electric
vehicles (EVs) and stationary energy storage systems (ESS) applications, it has become a dom-
inant solution due to their high energy density and long lifespan. However, the performance of
batteries gradually deteriorates with time and usage over their lifetime. For battery-powered sys-
tems, it is important to understand the battery degradation to manage both the performance of the
systems and warranty liabilities. Underestimation of the battery life can be too conservative for
system design, and overestimation could cause large financial losses.
Degradation of batteries is an inevitable phenomenon due to the undesirable chemical and
mechanical reactions inside the battery. These side reactions are usually irreversible and result
in a reduction of available energy per full-charge and failure to meet the power requirement due
to the internal resistance increase. To quantify such performance degradation, cell capacity and
internal resistance are often used as parameters in defining the state-of-health (SOH) of batteries.
Cell capacity is a measure of the total electrical charge it can store, represented in ampere-hours
(Ah). Internal resistance is directly related to cell power that describes how quickly a cell can
provide the stored energy. An aged cell with the increased internal resistance provides less power
than a fresh cell for the same withdrawing current. As a metric, the battery SOH is quantified by
the ratio of the current capability of a battery cell to that of at the beginning of their life. Generally
speaking, determining the SOH of a battery pack composed of multiple cells is not straightforward
due to cell-to-cell variability. The cell-to-cell variability within a battery pack is still an active
research problem, where it can be caused by manufacturing variability or non-uniform temperature
distribution due to an imperfect cooling system. In most cases, the battery pack SOH is typically
determined by the weakest cell in a series string. Therefore, the battery SOH in this thesis refers
to individual cell performance.
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Typically, batteries are categorized into two types based on their serving purposes: an energy
cell or a power cell. The former is aiming to maximize the energy storage capacity for a long run-
time while the latter is designed for high-power delivery such as power tools. As a general rule,
energy content optimization is realized at the expense of power capability and vice versa. Given
these differences, the most common way of defining the SOH is based on capacity loss or internal
resistance increase for capacity fade or power fade, respectively [20]. Over a number of cycles,
the capacity of a Li-ion cell will drop due to a variety of degradation mechanisms. Typically, if an
aged cell is fully charged and discharged to its lower voltage limit, the charge drawn from the cell
will be less than that of when it was new. For electric vehicle applications, the ability to achieve the
maximum range is most important, hence the SOH is based on a comparison of current cell capacity
with respect to fresh cell capacity as shown in Eq. (1.1). On the other hand, for hybrid electric
vehicles (HEV) that use the battery system for power assist, the ability to deliver a specified power
level is more important than the total capacity. As cells age, their internal resistance increases,
resulting in a voltage drop for a given load and negatively impacting their ability to provide peak
power. Thus, the SOH for power cells is quantified as a function of its increasing internal resistance
as it ages as represented in Eq. (1.2). Typically, the internal resistance is measured from DC
resistance by hybrid pulse power characterization [17] or electrochemical impedance spectroscopy
[2]. Based on the loss of the capacity or increase of the internal resistance, the simplest form of
SOH metrics can be written as follows,
SOHcapacity =
Cell capacity now
Cell capacity when new
× 100, (1.1)
SOHresistance =
Internal resistance when new
Internal resistance now
× 100. (1.2)
1.1.1 Degradation Modes of Li-ion Batteries
Capacity and power fade in Li-ion batteries result from various degradation mechanisms in dif-
ferent cell components: the electrodes, the electrolyte, the separator, and the current collectors.
Fig. 1.1 [8] illustrates some of the most commonly reported degradation mechanisms in Li-ion
cells. These degradation mechanisms result in a loss of cyclable lithium for intercalation in the
electrodes, electrolyte decomposition, active material loss from the electrodes, increased internal
resistance due to resistive film formation, phase changes in the active materials, and loss of elec-
trical contact between the electrodes and current collector.
From a diagnostic perspective, it is very challenging to identify those individual degradation
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Figure 1.1: Degradation mechanisms in Li-ion cells. Figure from [8]
mechanisms responsible out of the large number of possible mechanisms due to their complicated
inter-dependencies. Since not every individual degradation mechanism produces a unique aging
effect, degradation mechanisms with the same physical effect can be grouped into a few degra-
dation modes, as suggested by Bloom et al. [11] and Dubarry et al. [26]. The widely accepted
degradation modes are [8]:
1. Loss of lithium inventory (LLI). LLI is related to the consumption of Li-ions by side re-
actions such as, solid electrolyte interface (SEI) formation on the surface of the graphite
negative electrode, electrolyte decomposition reactions, lithium plating etc. Li-ions con-
sumed by such parasitic reactions are irreversible, leading to capacity fade. LLI can also
occur when the lithiated electrode material is isolated, trapping in the electrode material and
making it unavailable for subsequent charge/discharge.
2. Loss of active material at positive electrode (LAMPE). LAM indicates active material is
no longer available for lithium insertion and extraction. LAMPE can be caused by struc-
tural disordering, metal ion dissolution, particle cracking or loss of electrical contact. These
processes can lead to both capacity and power fade.
3. Loss of active material at negative electrode (LAMNE). LAMNE indicates active material
at the negative electrode is no longer available for lithium insertion and extraction due to
particle cracking, blockage of active sites by resistive surface layers, and loss of electrical
contact. These processes can lead to both capacity and power fade.
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Each degradation mechanism has its own causes and stress factors in areas such as battery
chemistry, environmental conditions (e.g. temperature, mechanical stress), and usage patterns
(e.g. operating range, input current). For instance, batteries degrade even when not in use, called
calendar aging, of which main stress factors are high storage SOC and high temperature [34].
High SOC implies low lithium concentration in the active material of the positive electrode, which
increases the tendency to chemically decompose electrolyte. When it comes to cyclic aging, it is
affected by additional factors, such as over-charge/discharge, current rate, and depth of discharge
[56]:
• High temperature: accelerates side reactions, including (i) SEI layer growth rates on the
negative electrode, resulting in LLI and internal resistance increase [108, 1], (ii) metal ion
dissolution [108, 96], and (iii) electrolyte decomposition, with (ii) and (iii) causing LAM
and LLI.
• Low temperature: slows down the transport of Li ions in both electrodes and the electrolyte.
As a result, at low temperatures, local lithium plating at the graphite negative electrode
may occur due to the low electrode polarization potential [108, 44], leading to LLI [7].
Continuous growth of lithium dendrite can cause catastrophic failure of Li-ion batteries by
penetrating the separator and causing an internal short circuit.
• Over-charge/discharge: when a cell is overcharged, the positive electrode active material is
over-delithiated and the negative electrode is over-lithiated. The positive electrode materials
suffers from irreversible structural change when over-delithiated [81], and the dissolution
of transition metal ions and active material decomposition [124, 33], resulting in LAM.
Significant increase of the total internal resistance was found during the overcharing process
[39]. During over-discharging, the negative electrode potential increases which leads to the
anodic dissolution of the copper (Cu) current collector and formation of Cu2+ ions [123].
• High rate currents: excessive charge and discharge currents can cause localized over-
charge and over-discharge to occur, leading to the same degradation mechanisms as over-
charge/discharge [56]. For graphite negative electrode, fast charging results in metallic Li
plating due to the graphite's limited ability to accept Li-ions at high current rates, leading to
LLI [14, 95]. In addition, high rate currents cause a rapid increase in cell temperature and
consequently can affect the degradation rate.
• Mechanical stresses: Li-ion cells are subjected to stress from different sources. In a pack,
cells are packaged in a constrained space (e.g. external preload is applied), electrode materi-
als exhibit a volume change induced by lithium intercalation and de-intercalation [71]. The
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electrode materials can suffer from material failure such as cracking or fracture at the local-
ized maximum stress areas, most likely near the separator [29]. This can result in significant
degradation of cell performance and capacity fade [75, 12].
Yet, most of the commonly reported degradation mechanisms can fall into one of the three
degradation modes. Fig. 1.2 [8] summarizes an overview of the causes and effects of widely
known degradation mechanisms and categorizes them into the three degradation modes. These
degradation mechanisms leave a fingerprint on the open circuit voltage (OCV). Hence, as the cell
ages, the cell's OCV curve change can be used for electrode-specific degradation diagnostics. To
sum up, it is necessary to detect the type and extent of degradation inside Li-ion cells to prevent
an abrupt failure and maximize the utilization, and this can be performed by exploring the OCV of
the cell.
Figure 1.2: Degradation mechanisms: Causes, effects and degradation modes in Li-ion cells. Fig-
ure from [8]
1.2 The Need of Advanced Diagnostics and State of the Art
Degradation of Li-ion batteries is often characterized at a cell level, based on capacity loss or resis-
tance increase. However, a detailed understanding of battery degradation is still necessary because
the actual state-of-health of Li-ion batteries can be different depending on how they were used,
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even if they have the same capacity or resistance values. For instance, two given aged cells (assum-
ing historical data is not provided, but the characterization test is performed) can have very similar
capacity values, but they could have undergone totally different degradation paths. Different usage
conditions and environmental factors can cause the degradation of Li-ion cells differently. Then,
the capacity-based-cell-level SOH metric fails to distinguish them as a different state of health.
This is because the capacity fade results from a complex interplay of physical and chemical degra-
dation mechanisms inside a cell. Therefore, advanced battery degradation diagnostics is needed.
There can be four broad different aspects of the usefulness of the battery degradation diagnostics.
• Intelligent Battery Management: by taking the battery degradation into account, the bat-
tery management system (BMS) can be more accurate and reliable across the battery life
[73]. As the battery ages, the battery model used in the battery management system becomes
off from the physical battery's actual state. Thus, proper model calibration is required to keep
the model prediction accurate. One common practice is state of charge (SOC) estimation as-
sociated with changes in battery capacity [125]. Furthermore, with a correct battery model,
health-aware optimal control [120, 90] is possible for intelligent and safer battery operation.
For instance, Samad et al. [90] showed power capability calculation considering capacity
loss and resistance increase to reduce the number of Li-ion cells in the pack.
• Remaining Useful Life Prediction: with knowledge of the current and historical state of
health of batteries, one can extend this into the future for predicting the remaining useful life
(RUL). Battery RUL prediction is one of the most active research topics [89, 86, 116] in that
it can be beneficial in many aspects such as maintenance scheduling, warranty liability, and
safety assurance. To develop a reliable battery prognostics solution, an accurate understand-
ing of the current SOH of batteries and diagnostics that enable BMS to interpret the possible
issues is essential.
• Second Life Batteries: the global plug-in electric vehicle (BEVs & PHEVs) industry has
continued to expand at a rapid pace with significant improvements in battery technology
and global efforts on environmental protection from emissions. With the continued global
growth of vehicle electrification, a new opportunity is emerging for the ESS and power
systems using second-life EV batteries [13, 63] as illustrated in Fig. 1.3. Stationary energy-
storage applications require less frequent battery cycling (e.g. 100 to 300 cycles per year)
compared to automotive applications, which makes the reuse of retired EV batteries a viable
and important option to bolster a local utility's power and energy reserves at a lower cost.
• Feedback on Cell Design for Improvement: with the advanced diagnostics for battery
degradation along with historical data from diverse environmental and usage conditions, one
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can find a correlation between battery degradation and the operating conditions [121]. For
instance, if the battery cell undergoes severe loss of negative electrode active material at a
particular usage condition (e.g. hot operating temperature), the battery manufacturer could
improve the anode material or design to address this specific degradation. Another aspect is
an adaptation for field applications. Unlike the lab-based aging study where aging test condi-
tions are under control, real-world operating conditions can vary to a large extent. Therefore,
the diagnostic algorithm that is robust and flexible is required to encounter unfavorable situ-
ations.
Figure 1.3: Life cycle of traction batteries. Figure is reproduced from [83].
1.2.1 Battery Cell-Level State of Health Estimation
Unlike other battery state estimation such as the state of charge (SOC) or state of power (SOP) es-
timation, the SOH estimation belongs to a parameter identification problem in long-term use [68].
In typical SOC/SOP estimation, cell capacity and internal resistance are considered as a constant
for capacity or as a function of SOC and temperature for internal resistance, but not varying with
aging. If a cell degrades in long-term use the changes in cell capacity and internal resistance due
to aging can adversely impact on estimating the SOC and SOP. Therefore, together with the bat-
tery SOC, SOP, and internal temperature, the battery SOH is one of the critical functionalities for
battery management systems.
However, direct measurement of these cell-level SOH parameters is generally challenging be-
cause cells are rarely fully charged and discharged in practice. Instead, these parameters are esti-
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mated from available measurements, such as cell voltage, current, and surface temperature. There
have been several methods proposed for battery SOH estimation, which can be generally grouped
into three categories: empirical model-based, electrochemical model-based, and data-driven ap-
proaches.
Firstly, equivalent-circuit models (ECMs) are the most common type of empirical modeling
approach, which does not consider fundamental physics. The ECM uses circuit elements (e.g.
voltage source, resistor, and capacitor) to predict the electrical behavior of a Li-ion battery [57].
With a given ECM structure, observers can be designed to estimate model parameters such as cell
capacity and/or internal resistance [48, 84, 41]. In [15, 104], a genetic algorithm (GA) and recur-
sive least squares (RLS) are applied to identify ECM's parameters. On the other hand, empirical
degradation models can be directly constructed using simple regression models with historical bat-
tery degradation data. Cordoba-Arenas et al. [20] proposed an empirical capacity fade model using
a power-law relation with ampere-hour (Ah) charge throughput associated with the relevant aging
factors such as charging rate, temperature, operating mode, and minimum SOC bound. Guha et
al. [36] adopted linear and exponential functions as a basis function to build a fused degradation
model and estimate the remaining useful life (RUL) of batteries. Similar empirical degradation
models can be found in literature [92, 103, 77]
Another widely used approach is the use of electrochemical models that are based on the math-
ematical description of the underlying physics of a battery cell such as mass and charge transfer
kinetics that are closely related to aging. Fuller et al. developed a detailed Li-ion cell model
based on porous electrode and concentrated solution theories, Ohm's law, and intercalation kinet-
ics [30]. Ning and Popov [70] proposed the single-particle model (SPM) for Li-ion batteries to
model the cycle life of batteries. These models provide insights into key electrochemical mech-
anisms such as diffusion, migration, and reaction kinetics inside the cell. Specifically for battery
degradation, solid electrolyte interphase (SEI) film growth is widely known as the primary cause
for capacity fade and impedance rise [102]. Reniers et al. provides a comprehensive comparison
of mechanical-chemical degradation models for Li-ion batteries showing the impact of interplay of
several degradation mechanisms in accelerating the overall degradation trend [85]. Electrochemi-
cal models are based on first principles and accurately covering a wide range of operations (e.g. up
to 5C), but identifying a large number of model parameters is not an easy task [28] especially un-
der real-world usage conditions, often making the electrochemical models intractable for onboard
BMS.
Data-driven methods have been gaining more attention in battery SOH estimation with recent
advancements in powerful machine learning algorithms and their model-free characteristics [56].
These data-driven methods take operational data and their corresponding SOH as input and output
data and find a nonlinear relationship between them without first principles. Thus, these methods
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require plenty of high-quality data for training, which is typically obtained in a laboratory setting.
For instance, battery aging tests are standardized and performed consistently, and aging conditions
such as current and temperature can be easily controlled. The ground truth battery SOH (e.g. cell
capacity and internal resistance) is measured by conducting a characterization test. In literature,
a variety of approaches can be found, such as support vector machine [112, 111], artificial neural
network [43], and Gaussian process regression [110, 119]. Although the data-driven methods
generally provide good estimation accuracy even with nonlinearity, it still has some issues in field
applications such as data quality, missing features, and overfitting for the given training dataset.
1.2.2 Electrode-Specific Degradation Diagnostics
Compared to cell-level SOH estimation, relatively less attention has given to estimation of the
electrode-specific state of health (eSOH) inside the cell. Diagnosis of these degradation modes is
performed by tracking changes in the electrode-SOH-related parameters (i.e. electrode capacity
and utilization range), which are estimated from eSOH estimation techniques. In literature, ex-
isting approaches for eSOH estimation can be divided into two groups: 1) voltage fitting and 2)
differential analysis.
Firstly, voltage fitting approaches use optimization algorithms such as nonlinear least-squares
to find a parameter set that provides the best fit for the voltage curve between measured data and
model prediction. Han et al. [37] proposed a battery model with electrode-specific parameters and
identified those parameters by fitting the voltage curve using a genetic algorithm (GA). Birkl et
al. [8, 7] performed degradation diagnostics by fitting the parameterized model to a measured low
rate of pseudo-OCV data based on the model framework from [26].
On the other hand, differential analysis is another type of data-driven method that focuses
on thermodynamic information from electrode materials. In this approach, an electrode-specific
degradation diagnosis is performed by monitoring changes of distinct signatures in differential
curves. The two most common types of differential technique are differential voltage (DV) analysis
[11, 40, 109], and incremental capacity (IC) analysis [25, 3], which have an inverse relationship.
The basic premise of differential analysis is that the valuable electrochemical features become
noticeable in the differential data. The differentiation transforms voltage plateaus into clearly
identifiable peaks in IC curves and valleys in DV curves. For example, a differential voltage curve
can be obtained by taking a derivative of the voltage measurements with respect to capacity (i.e.
dV/dQ vs. Q). Peaks in the DV curve (dV/dQ vs. Q) indicate phase transitions in the electrodes,
whereas peaks in the IC curve (dQ/dV vs. V ) represent the location of a phase equilibria [11].
Graphically speaking, IC curves are plotted to the cell voltage, which can be directly measured,
whereas DV curves are plotted to the cell capacity, which is a secondary indicator that varies
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with aging and loses reliability as a reference in the course of aging [26]. However, IC curves
can be infinite due to division by zero in a two-phase equilibrium region for graphite versus Li.
Furthermore, DV curves are more intuitive in analyzing each electrode's contribution graphically
[11], since the contributions from the cathode and anode electrodes add linearly in DV curves.
The peaks in the DV curve are attributed to positive and negative electrodes by comparing
them to half-cell data. Therefore, in differential analysis, the changes of local peaks in the differ-
ential curves are used to identify electrode-related degradation modes. To this end, very low rate
charge/discharge currents (e.g. C/20 or lower) are typically used for quasi-equilibrium condition,
as the peaks in the differential curves are more clear and the kinetic artifacts (e.g. polarization) are
minimum.
IC/DV analysis is also a powerful tool for online SOH estimation [37]; it can be easily im-
plemented in a BMS by measuring two quantities only, cell voltage and charge/discharge ca-
pacity. However, generally differential analysis is sensitive to measurement noise and sampling
techniques. Especially, measurement noise can significantly deteriorate diagnostic accuracy when
taking derivatives of noise. Therefore, data processing, such as smoothing and filtering, is recom-
mended using moving average [11], Savitzky-Golay filter [91].
In summary, estimation of the electrode-specific state of health is essential in degradation di-
agnosis because it enables to maintain safe operation of Li-ion batteries and possibly to evaluate
the accurate SOH of end-of-life batteries for second-life usage.
1.3 Contributions and Dissertation Organization
Based on the above summary and literature review, the following gaps have been identified in the
practical aspect of implementing degradation diagnostics for Li-ion batteries.
• Electrode-specific degradation diagnostic approaches assume the invariant half-cell potential
of individual electrodes with aging.
• A full-range of OCV measurements is rarely available in practice. With the limited data
availability, the reliability of parameter estimation results needs to be considered.
• OCV-based eSOH estimations require low rate pseudo-OCV data (e.g. C/20), which is chal-
lenging in real-world applications due to the typical time constraints for data acquisition.
• Pure data-driven machine learning methods are often difficult to interpret the results because
it does not use a first principle or physical knowledge.
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The advancements contributed by this dissertation and relevant publications are summarized as
follows:
In Chapter 3, a novel method for estimating the electrode-specific state of health under the
consideration of positive electrode half-cell potential change is proposed. In the proposed method,
the alignment of local peaks in the differential voltage curve are used to identify the contribution
of individual electrodes to the cell OCV curve and the aged positive electrode half-cell potential is
calibrated. The proposed method includes experimental data to provide valid estimates of the elec-
trode parameters. The preliminary comparative fitting results were presented at the 2018 Dynamic
Systems and Control Conference [53]. An article with the detailed algorithms and the calibration
of the aged half-cell potential has been published in the Journal of The Electrochemical Society
[54].
• S. Lee, J. B. Siegel, A. G. Stefanopoulou, J.-W. Lee, and T.-K. Lee, ”Comparison of individual-
electrode state of health estimation methods for lithium ion battery”, in ASME 2018 Dy-
namic Systems and Control Conference, American Society of Mechanical Engineers Digital
Collection, 2018.
• S. Lee, J. B. Siegel, A. G. Stefanopoulou, J.-W. Lee, and T.-K. Lee, ”Electrode state of health
estimation for lithium ion batteries considering half-cell potential change due to aging”,
Journal of The Electrochemical Society, vol. 167, no. 9, pp. 090531, 2020.
In Chapter 4, the reliability of electrode parameter estimation accuracy is analyzed with a focus
on the limited data availability for the OCV of a cell. In this work, the Cramer-Rao Bound (CRB)
and confidence interval are used for quantifying the estimate's error bound of the electrode param-
eters at different locations and sizes of the partial data window. It is demonstrated that the local
slope of the half-cell potential of an individual electrode heavily influences on the identifiability
of the corresponding electrode parameters. With the proposed method, a preferable data range is
given for the required estimation accuracy. A preliminary identifiability study was presented at the
2018 American Control Conference [51], and detailed framework with numerical and experimental
verification results were published in the IEEE Transactions on Industrial Informatics [52]:
• S. Lee, P. Mohtat, J. B. Siegel, and A. G. Stefanopoulou, ”Beyond estimating battery state
of health: identifiability of individual electrode capacity and utilization”, in 2018 Annual
American Control Conference (ACC), pp. 2288-2293, IEEE, 2018.
• S. Lee, P. Mohtat, J. B. Siegel, A. G. Stefanopoulou, J.-W. Lee, and T.-K. Lee, ”Estimation
error bound of battery electrode parameters with limited data window”, IEEE Transactions
on Industrial Informatics, vol. 16, no. 5, pp. 3376-3386, 2019.
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In Chapter 5, a method to directly measure the equilibrium voltage of a battery cell is presented.
The key idea is to allow bi-directional current applying (e.g. both charge and discharge pulses are
available even when the battery is in charge) such that one can actively perturb a battery cell with
a concatenation of charge and discharge pulses. By doing so, unlike the typical way of measuring
the OCV of a cell waiting a long relaxation period when the terminal voltage reaches a steady-
state, the proposed minimum-time current profile removes the relaxation period, and thus the total
data acquisition time is reduced to less than half. A preliminary optimal control problem and the
numerical solution was presented at the 2019 American Control Conference [50]. The theoreti-
cal analysis of the given minimum-time optimal control problem and the reformulated switching
time problem with numerical and experimental validation results are submitted to a peer reviewed
journal and under review:
• S. Lee, Y. Kim, J. B. Siegel, and A. G. Stefanopoulou, ”Minimum-time measurement of open
circuit voltage of battery systems”, in 2019 Annual American Control Conference (ACC),
pp. 884-889, IEEE, 2019.
• S. Lee, Y. Kim, J. B. Siegel, and A. G. Stefanopoulou, ”Optimal control for fast acquisition
of equilibrium voltage for lithium-ion batteries”, Manuscript is submitted to a peer reviewed
journal and under review.
In Chapter 6, the feasibility of the electrode SOH estimation is studied focusing on practical
charging rates. Since the close-to-OCV data requires a very low rate (e.g. C/20 or lower) constant-
current voltage measurement, it could limit the use of the electrode SOH estimation algorithm in
real-world applications. In this work, first, the smoothing behavior of the peak in the differential
voltage curve is analyzed with respect to increasing C-rate [66] and aging state. Since the peak is
directly related to the graphite negative electrode, the peak smoothing at a high C-rate adversely
affects the estimation accuracy for the electrode parameters. Secondly, the estimation of the in-
ternal resistance and its impact on the electrode SOH estimation accuracy is studied. At practical
charging rates, pseudo-OCV data cannot be directly measured due to the overpotential from the
internal resistance. Lastly, an adaptive algorithm that enables estimating the internal resistance and
electrode parameter in a real-world battery usage scenario is proposed.
• P. Mohtat, S. Lee, J. B. Siegel, and A. G. Stefanopoulou, ”Differential expansion and volt-
age model for Li-ion batteries at practical charging rates”, Journal of The Electrochemical
Society, vol. 167, pp. 110561, 2020.
• S. Lee, J. B. Siegel, A. G. Stefanopoulou, J.-W. Lee, and T.-K. Lee, ”(tentative title) Peak
behavior in differential voltage curve with increasing C-rates”, Manuscript is in preparation.
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In Chapter 7, two case studies are presented to show how physics can guide data-driven ma-
chine learning algorithms in battery degradation diagnostics and prognostics. The first case study
is the electrode-specific degradation diagnostics using the generated aged data and electrochemical
features extracted from the differential curves. In this example, the data-driven diagnostic model
specifically benefits from training/testing dataset preparation and feature selection [49]. The sec-
ond case study is about the early prediction of battery cycle life [101], where it only uses the first
few cycle data to predict the lifetime of the battery down to end-of-life.
• S. Lee and Y. Kim, ”Li-ion Battery Electrode Health Diagnostics using Machine Learning”,
in 2020 Annual American Control Conference (ACC), pp. 1137-1142. IEEE, 2020.
• V. Sulzer, P. Mohtat, S. Lee, J. B. Siegel, and A. G. Stefanopoulou, ”Promise and Challenges
of a Data-Driven Approach for Battery Lifetime Prognostics”, arXiv preprint arXiv:2010.07460,
2020.
This dissertation is organized as follows. In Chapter II, a parametric OCV model is presented
with individual half-cell potential functions. The OCV model parameters are electrode capacity
and utilization range used for electrode-specific degradation diagnostics in the following chap-
ters. Chapter III addresses an issue about half-cell potential change due to aging and its impact
on electrode SOH estimation accuracy. An algorithm to use peak information in differential volt-
age curve to calibrate the aged positive electrode half-cell potential function is presented. Chap-
ter IV discusses the estimation accuracy of the electrode parameters with a focus on partial data
availability. With the findings from Chapter IV on the partial data window, Chapter V presents a
method to move quickly to the desired OCV data range by allowing bi-directional charging and
minimum-time optimal control. Chapter VI discusses the feasibility of the electrode degradation
diagnostics under practical charging rates. An adaptive algorithm is presented explaining how to
use the developed algorithm in a real-world battery usage scenario. Chapter VII discusses potential
opportunities of the physics-guided machine learning for battery diagnostics and prognostics with
two case studies. In this chapter, the machine learning algorithms are applied, focusing on how
electrochemical knowledge can benefit feature selection and interpretation of the results. Finally,
Chapter VIII summarized the main contributions of this dissertation and possible future extension.
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CHAPTER 2
Li-ion Battery Models and Electrode-Specific
Degradation Diagnostics
2.1 Introduction
To perform electrode-specific degradation diagnostics, relevant Li-ion battery models and corre-
sponding electrode parameters are covered in this chapter. First, an overview of different Li-
ion battery models are given with a focus on open-circuit voltage (OCV) of a cell, where the
changes in the OCV curve with aging reflects the electrode-specific degradation. Diagnosis of the
electrode-level degradation modes is performed by tracking changes in the electrode parameters,
individual electrode capacity and utilization window. Estimation of these electrode parameters is
formulated as a nonlinear least-squares problem and shown with an experimental result for a 5 Ah
NMC/graphite pouch cell.
This chapter is organized as follows. Section 2.2 covers an overview of different Li-ion battery
models. For electrode-specific degradation diagnostics, Section 2.3 presents an OCV model with
the individual electrode potentials and their parameters, electrode capacity and utilization window.
In Section 2.4, electrode-specific degradation diagnostics are presented based on changes in the
electrode parameters. These parameters are identified using non-linear least squares for a Nickel-
Manganese-Cobalt (NMC) oxide/graphite cell in Section 2.5. Finally, conclusions are drawn in
Section 2.6.
2.2 Overview of Li-ion Battery Models
A variety of models have been proposed to predict the electrical, thermal, and mechanical re-
sponses of Li-ion batteries. These models are used not only to understand the internal dynamics of
the battery systems but also to develop model-based estimation and control techniques.
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The electrical behavior of Li-ion batteries, the most common type of battery response, is mod-
eled with current and voltage as input and output response. The two existing approaches are
equivalent-circuit models and electrochemical models, where the former is a phenomenological
model, whereas the latter is a physics-based model. Equivalent-circuit models (ECMs) are widely
adopted due to their simplicity and reasonable accuracy [57, 38, 42]. ECMs consist of electrical el-
ements such as an OCV as a voltage source, an ohmic resistance, and one or more parallel resistor-
capacitor pairs. The voltage source element OCV is characterized as a nonlinear static function
of its state of charge (SOC) and temperature based on the slow rate charge and discharge voltage
measurements. An ohmic resistance in series Rs explains an instantaneous cell's voltage drops
when it is under load. The voltage of a cell also shows a dynamic response (non-instantaneous)
to a step current or when it is allowed to rest, which are modeled with several pairs of parallel
resistances and capacitances.
Figure 2.1: An example of the equivalent circuit model: OCV-R-RC-RC
On the other hand, to understand fundamental physics inside a battery cell, more complicated
electrochemical models are used. The electrochemical models basically describe the distribution
of lithium concentrations inside a cell. With a distribution of lithium, these models build their
basis (equilibrium voltage, OCV) from each electrode's half-cell potential, which is a function of
the normalized lithium concentration. When the current load is applied, overpotential is modeled
on top of the OCV based on the porous electrode and concentrated solution theories, Ohm's law,
and intercalation kinetics. Fuller et al. [30] developed a pseudo-two-dimensional (P2D) model
assuming the electrode active materials as spherical particles across the electrode thickness. The
developed model is capable of predicting the internal states of a cell, such as the distribution
of lithium concentration, current, and potential in the solid and liquid phases. Although the P2D
model provides very accurate model prediction as well as internal dynamics, the model complexity
and resulting computational cost make this model difficult to be used in control applications. To
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address the model complexity, many attempts have been made. Forman et al. [27] used quasi-
linearization and Pade approximation of diffusion to decrease the complexity and numerical cost
of the P2D model. In a different approach, Ning and Popov [70] proposed the single-particle model
(SPM) for Li-ion batteries. The SPM assumes each electrode as a single-spherical particle with no
electrolyte dynamics based on the uniform current distribution across both electrodes. Recently,
there has been progress on extending the SPM to include electrolyte dynamics [35, 82].
Among these models, this dissertation focus on the physics-based model, starting from the
OCV model for the electrode-specific degradation diagnostics. Generally, developing diagnostic
tools based on the physics-based electrochemical model is challenging due to the complexity of
the models [80]. To address this challenge, many researchers have focused on simple but accurate
models at an equilibrium condition. Since the OCV is simply the potential difference between
the half-cell potential of the positive electrode (PE) and negative electrode (NE), it provides a
thermodynamic fingerprint of each electrode without complex electrochemical dynamics such as
diffusion and lithium intercalation. Therefore, the OCV model presented here is composed of the
half-cell potentials of both electrodes that can capture the changes of the OCV curve due to aging
with the electrode parameters.
2.3 Open Circuit Voltage Model
The OCV is an important component of battery models as it contains information on the cell's
SOC. As part of battery modeling, the OCV is typically parameterized as a function of SOC and
temperature by fitting empirical functions to fresh cell's OCV data [113, 117]. However, since the
degradation of Li-ion cells changes the cell capacity as well as OCV characteristics, we need an
accurate but simple OCV model that can be used for the electrode degradation diagnostics. This
section presents a parametric model for the OCV of the Li-ion battery cell based on two single
electrode half-cell potentials. The OCV model developed in this chapter is the basis for diagnostic
algorithms presented in Chapter 3 and Chapter 4, which identify and quantify the electrode-specific
degradation modes (i.e. LAM and LLI).
2.3.1 Half-cell Potential Function
As the cell OCV is the potential difference between the half-cell potential of the two electrode, it
can be written as follows,
Voc = Up − Un.
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where Up denoting the positive electrode half-cell potential and Un denoting the negative electrode
half-cell potential.
The half-cell potential, also called open circuit potential (OCP), is the steady-state voltage of a
half-cell consisting of one of the active electrode materials as a working electrode and lithium foil
as a counter electrode. The potential of active materials varies with the extent of lithiation. Thus,
the half-cell potential of an electrode is defined as a function of the Li stoichiometry. The measure-
ment of the half-cell potential is performed on the fabricated coin cell by charging and discharging
at a very low rate. The recorded voltage and cumulative Ah can be stored as a lookup table or used
for curve-fitting based on different basis functions. In literature [97, 88, 79], a number of basis
functions are presented for the development of the half-cell potential function for commonly used
electrode materials. Common types of basis functions are exponential, hyperbolic tangent, poly-
nomials, and cubic splines. However, these fits are all empirical modeling, which means they do
not have physical relations. Karthikeyan et al. [47] and Birkl et al. [9] proposed a general fitting
function with some theoretic interpretation based on Nernst equation [106]. One thing to note is
that once the half-cell potential functions (Up, Un) are fitted, they stay fixed and are assumed not
to change as the cell ages.
The basis functional form of NMC and graphite electrodes used in this work are:
• NMC, Up(y):




5 + a6exp(a7y + a8),
• Graphite, Un(x):































2.3.2 Parameterization with Electrode Parameters
This section describes the relationship of the OCV model and the electrode parameters that are
related to the state of health of individual electrodes. For a Li-ion battery with lithium metal
oxide LiMO2 for the positive electrode (PE) and graphite C6 for the negative electrode (NE), as a
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cell is charging the normalized lithium concentration x in the graphite increases. This increase is
balanced with a decrease in the normalized lithium concentration y in the metal oxide. Likewise,










where forward reaction dcg denoting discharge and backward reaction chg denoting charge of a
cell.
The normalized lithium concentration is represented by x and y for each electrode. For exam-
ple, a fully lithiated graphite anode is x = 1 for LixC6 i.e., one lithium atom per six carbon atoms.
When a cell is at equilibrium state, the terminal voltage of a cell is equal to the OCV, which is the
difference between the half-cell potentials of PE (Up(y)) and NE (Un(x)),
Voc(z) = Up(y)− Un(x), (2.1)
where z is the state of charge of the cell.
In general, the battery manufacturer specifies the voltage limits to prevent overcharge or over-
discharge:
Vmax = Up(y100)− Un(x100), (2.2)
Vmin = Up(y0)− Un(x0), (2.3)
where subscripts 100 and 0 indicate the utilization window of each electrode at upper and lower
voltage limits, respectively. This utilization window is defined within a range of [0,1] (i.e., x ∈
[x0, x100] ⊂ [0, 1] and y ∈ [y0, y100] ⊂ [0, 1]).
As the cell SOC changes within the safe voltage limits, the normalized lithium concentration











where Q is the charge Amp-hours (Ah) from fully discharged state found by coulomb counting
and C denotes the cell capacity defined by the upper voltage limit, Vmax, and lower voltage limit,
Vmin.
By defining the capacity of individual electrodes, Cp for PE and Cn for NE, we can write the
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following equality equation for the cell capacity, C,
C = Cp(y0 − y100) = Cn(x100 − x0). (2.5)
Combining Eq. (2.4) and Eq. (2.5), the normalized lithium concentration at each electrode can
be written as a function of Q and the electrode parameters, θ = [Cp, Cn, y0, x0],
y = y0 −
Q
Cp




Finally Eq. (2.1) can be parameterized with the electrode parameters, electrode capacity and
utilization window, θ = [Cp, Cn, y0, x0],













Graphical interpretation of the OCV model is shown in Fig. 2.2. The upper utilization window
of both electrodes y0 and x0 are aligned with the fully discharged state of the cell. The capacity of
the individual electrode Cp and Cn scale the electrode half-cell potentials with respect to the cell
capacity axis.
2.4 Electrode-Specific Degradation Diagnostics
For an aging diagnosis, we refer to commonly defined degradation modes: loss of lithium inven-
tory (LLI) and loss of active material (LAM) at each electrode [26, 8]. LLI is the most common
degradation mode for cell capacity fade where it represents irreversible lithium consumption from
parasitic reactions such as surface film formation and lithium plating and the lithium loss asso-
ciated with the loss of lithiated active materials. LAM indicates that active material is no longer
available for lithium intercalation/extraction, which can occur at each electrode. Based on the as-
sociated electrode, LAM is further clustered into LAMPE for positive electrode and LAMNE for
negative electrode. LAMPE can be caused by structural disordering, metal ion dissolution, loss of
electrical contact, and LAMNE is due to particle cracking or the blocking of active sites by resistive
surface layers.
Identification of an electrode SOH and its corresponding degradation mode is performed by
tracking changes in the electrode parameters θ = [Cp, Cn, y0, x0] as a cell ages. A reduction in
lithium inventory can describe LLI. At any DOD, total lithium inventory can be defined by the
summation of lithium contents inside individual electrodes. Since x and y represent the degree
of lithiation in the corresponding electrode, the lithium content in one electrode can be calcu-
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Figure 2.2: Open circuit voltage (OCV) of a cell aligned with the utilization window of individual
electrodes. (a) half-cell potential of Nickel-Manganese-Cobalt (NMC) oxide positive electrode,
(b) OCV of the full-cell with respect to the charge AhQ, (c) half-cell potential of graphite negative
electrode.
lated from multiplication of the normalized lithium concentration and the electrode capacity (e.g.,






(y0 × Cp + x0 × Cn). (2.8)
Therefore, LLI is defined as the reduction in the above amount by





where the superscript f represents the estimate from fresh cell and a for aged cell.











2.5.1 Half-cell Potential Function Identification
To develop an OCV model, half-cell potential functions are firstly identified from coin-cells with
electrode materials harvested from the LiNi1/3Mn1/3Co1/3O2 (NMC) /graphite full-cell. The
electrode sheets were collected from the cell production line after going through the calendaring
process. The active electrode material was coated on both sides of the current collector. To have
a better electronic conductivity between the electrode and the coin cell base, the active material
coated on one side of the electrode was carefully removed with N-Methyl-2-pyrrolidone (NMP),
rinsed with dimethyl carbonate (DMC), and dried inside the glove box. Disks of 14 mm diameter
were cut from the cleaned area of the electrode sheets using a puncher. The half-cell electrode
disk was placed in a coin cell base (CR2032-type), followed by a glass fiber separator with the
electrolyte (LiPF6 solution in ethylene carbonate (EC) and ethyl methyl carbonate (EMC); 1 M
LiPF6 in EC/EMC = 30/70). Finally, lithium metal foil was used as the counter electrode, followed
by a spacer, a spring for improved contact and the coin cell lid.
Initial formation cycles were performed for the coin cells. The NMC/Li coin cell was cycled at
C/50 constant current between 2.8 V and 4.35 V for three times. Similarly, the graphite/Li coin cell
was cycled at C/50 constant current between 0.005 V and 1.0 V for three times. The measurements
from the last cycle were used for the half-cell potential function identification.
During the identification of half-cell potential function, the goodness of fit is determined based
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Figure 2.3: Half-cell potential of electrodes and their function fit. (a) The graphite half-cell po-
tential and fit, (b) The differential voltage data and fit for the graphite/Li half-cell. (c) The NMC
half-cell potential and fit, (d) The differential voltage data and fit for the NMC/Li half-cell.
on the error in voltage between the model and data as well as the agreement in the differential
voltage curve for representing the phase transitions of electrode materials (e.g. graphite electrode).
Fig. 2.3 shows the data and fit for graphite and NMC half-cell potentials, respectively. The data
and model fit are in excellent agreement. Especially, distinct local peaks in the graphite differential
voltage curve, so-called phase transitions, are well captured with the half-cell potential function,
Un(x). On the other hand, the NMC electrode has a monotonic decrease as the stoichiometry y
increases, showing no distinct peak in the differential voltage curve. These local peaks (i.e. phase
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transitions) play a central role in the electrode-specific state of health estimation by providing
distinct signatures in the cell differential voltage curve.
The identified half-cell functions are:
• NMC, Up(y):
Up(y) =4.345− 1.652y + 1.623y2 − 2.084y3 + 3.515y4
− 2.217y5 − 0.562e− 4exp(109.451y + 100.006),
• Graphite, Un(x):































2.5.2 Electrode Parameter Identification
The full-cell used for the electrode parameter identification is pouch type 5 Ah NMC/graphite cells
that were fabricated at the University of Michigan Battery Lab (UMBL). After the fabrication, the
cells were cycled for initial formation to ensure stabilization of the cell. The detailed specification
is shown in Table 2.1.
The identification of electrode parameters is conducted via a non-linear least-square optimiza-
tion with the OCV measurement of the full-cell. The cell was cycled at C/20 rate constant current
to approximate the OCV measurement. Since the cell operates between the predefined voltage
limits, Vmax is used as an equality constraint in Eq. (2.12b), which provides additional information
to find the unknown parameters. Then, from the OCV model in Eq. (2.7), the least-square problem






∥∥Voc(Qi; θ)− V dataoc,i ∥∥2 (2.12a)
subject to Vmax = Up(y100)− Un(x100). (2.12b)
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Table 2.1: The NMC/graphite pouch cell specification.
Full-cell (pouch type)
Nominal capacity 5.0 Ah






Number of double sided electrode sheets 14
Negative electrode
Material Graphite:PVDF (95:5)




Material 1 M LiPF6
Organic solvent in electrolyte 2% EC:EMC (3:7)
The minimization problem is solved by using the fmincon function in MATLAB. Due to the
nonlinearity of the OCV model, the parameter identification problem becomes a non-convex opti-
mization problem with respect to the electrode parameters, thus local minima could exist. To find
an optimum solution, multiple initial guesses are generated within feasible bounds for the electrode
parameters and provided to optimization solver. A parameter set providing the smallest cost func-
tion value is determined as an estimate. For instance, out of 100 randomly generated start points,
we have observed that 55 start points converged to the same solution providing the minimum func-
tion value. The feasible bounds were given for the electrode parameters θ = [Cp, Cn, y0, x0] that
are x, y ∈ [0, 1] and Cp, Cn ∈ [C, 2C] (i.e. electrode capacity is typically larger than cell capacity).
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The fitting results shows an excellent agreement in the full-cell with the RMSE of 5.4 mV.
The alignment of local peaks between the data and model fit in the differential voltage curve
in Fig. 2.4 indicates the correct identification of negative electrode parameters. The identified
electrode parameters are summarized in Table 2.2.
Figure 2.4: Full-cell C/20 data and the OCV model fit. (a) The voltage curve, (b) The differential
voltage curve.
Table 2.2: The identified electrode parameters for fresh NMC/graphite pouch cell.
Parameters Values
Cp 5.8 Ah
[y100, y0] [0.03, 0.89]
Cn 6.0 Ah
[x100, x0] [0.85, 1.4e-3]
RMSEV 5.4 mV
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This approach requires accurate knowledge of the half-cell potentials of both electrodes. In
general, these half-cell potentials can be directly measured from coin-cell terminal voltage or found
from literature. The coin-cell takes one of the electrodes as a cathode and a thin lithium metal as
a reference electrode. In case the half-cell potentials are not accurate (e.g., cell- to-cell variance,
aging), the model will cause additional error in the parameter estimation.
Furthermore, it is worth mentioning that the cell capacity C can be also estimated by incorpo-
rating the lower voltage limit Vmin constraint. Once the electrode parameters are identified, it is














Once the four electrode parameters and the cell capacity are identified, the utilization window
of each electrode at the upper voltage limit can be estimated with the following relations:









In this chapter, a parameterized OCV model was presented with the individual electrode half-cell
potentials, which is an accurate representation of the cell's OCV. The basis function for the half-
cell potentials of the electrode materials were introduced with the literature review. Section 2.5
described the procedure of identifying the half-cell potential function from the coin cell measure-
ment and their experimental preparation. Furthermore, the electrode SOH parameters, electrode
capacity and utilization window, were identified for the 5 Ah UMBL NMC/graphite pouch cell
with an excellent agreement. Lastly, Section 2.4 explained how the identified electrode parameters
could be used for electrode-specific degradation diagnostics. With the proposed OCV model and




Estimation Considering Positive Electrode Half-Cell
Potential Change Due to Aging
3.1 Introduction
Estimation of electrode state of health (eSOH) is essential to understanding battery degradation
status in detail. This is accomplished by considering electrode capacity and a utilization range
as eSOH parameters. Several studies are available in the literature exploring eSOH estimation.
Existing approaches can be divided into two groups: 1) voltage fitting and 2) differential analysis.
The voltage fitting approach adopts optimization algorithms to find a parameter set that provides
the best fit for the voltage curve between measured data and model prediction. On the other hand,
differential analysis focuses on thermodynamic information from electrode materials. The basic
premise of differential analysis is that the valuable electrochemical features become noticeable in
the differential data (e.g. dV/dQ vs. Q). The peaks in the differential voltage curve are attributed
to positive and negative electrodes by comparing them half-cell data. Therefore, the changes of
local peaks in the differential curves are used to identify electrode-related degradation modes. It
is noteworthy that the aforementioned conventional eSOH estimation approaches share a common
assumption that the half-cell potential of an electrode (Up or Un) with respect to lithium concentra-
tion (stoichiometry y or x) is invariant to aging, but the electrode capacity and utilization window
vary with aging.
In this chapter, a novel eSOH estimation method is proposed based on a hypothesis that the
NMC positive electrode half-cell potential could change due to aging. The rationale for this hy-
pothesis is supported by comparing the experimental results of eSOH estimation and findings from
the literature.
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3.2 Estimation of Electrode State of Health Parameters
In this section, eSOH estimation methods are presented with detailed algorithms. The OCV model
developed in Chapter 2 is used for the estimation but with a change in the direction of Q from the
charge Ah to the discharge Ah of the cell:













where Q is the discharge Ah from fully charged state and the electrode parameters are θ =
[Cp, Cn, y100, x100].
3.2.1 Conventional Voltage Fitting Method
Under the assumption of the invariance of the half-cell potential, parameters to be estimated are
only the electrode capacity and utilization window, θ = [Cp, Cn, y100, x100]. The identification of
these parameters is finding the best reconstruction of the battery data, such as voltage or dV/dQ
curves, with a given battery model and parameters, which is typically formulated as a nonlinear
least-squares problem. The least-squares based voltage fitting (VF) approach has been commonly
applied for battery parameter identification and degradation diagnostics [37, 8].
Algorithm 5 summarizes the detailed procedures. The electrode parameters θ = [Cp, Cn, y100, x100]
are estimated by minimizing the summation of the squares of the voltage error between the model
and measured data (P1). Cell voltage data can be measured from a low rate constant current (e.g.
C/20 rate) as a pseudo-OCV, and it can be further processed with filtering and down-sampling us-
ing interpolation for computational benefit. Note that the optimization problem P1 has an equality
constraint for the maximum voltage limit Vmax, which results in providing additional information
for estimating the parameters. In this work, fmincon solver with a sequential quadratic program-
ming (SQP) algorithm in MATLAB is used to solve optimization problems (P1, P2, P3, P4).
Due to the nonlinearity of the OCV model, the estimation problem becomes a non-convex
optimization problem with respect to the electrode parameters. Thus local minima could exist and
optimization solution is affected by initial guess. In order to find an optimum solution, multiple
initial guesses are generated within feasible bounds of the electrode parameters. Feasible bounds
can be determined by assumptions or preliminary knowledge of cell parameters. The electrode
capacities, Cp and Cn are designed to be larger than the cell capacity C. Typical energy cells
have roughly 10% excess of negative electrode capacity than positive electrode capacity. The
utilization window x and y are bound to be between 0 and 1 since those are the normalized lithium
concentration of the individual electrode. This practice provides reasonable initial conditions for
the unknowns. Once the electrode parameters are estimated, the cell capacity C is computed by
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applying the minimum voltage limit Vmin as explained in P2.
Algorithm 1: Voltage Fitting (VF)
Data : Discharge Amp-hours Qi and cell pseudo-OCV Voc,i for i = 1, ..., n
Model : OCV model Voc in Eq. (3.1)
Estimate: Electrode parameters θ = [Cp, Cn, y100, x100] and cell capacity C
Procedure
1 Preprocess voltage data e.g., interpolation and filtering
2 Generate multiple initial guesses θ0 = [Cp, Cn, y100, x100]0






‖Voc(Qi; θ)− Voc,i‖2 . (P1)
subject to Vmax = Up(y100)− Un(x100).

















∥∥∥Voc(C; θ̂)− Vmin∥∥∥2 . (P2)
5 Estimate the utilization range at fully discharged state (y0, x0),
ŷ0 = ŷ100 +
Ĉ
Ĉp




Yet, besides the electrode parameters, another essential component in the OCV model is the
half-cell potential of each electrode. With the assumption on the invariance of the half-cell potential
of the electrode with respect to lithium concentration (i.e. Up(y) or Un(x)), half-cell potential
functions identified from fresh electrode materials are continuously used for electrode-level state
of health estimation through the course of aging.
Generally, the invariance of a half-cell potential curve is a reasonable assumption. Experi-
mental studies have shown no distinct changes in the half-cell potential curves with respect to Li
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concentration for aged electrode materials of Li-ion batteries compared to pristine electrode mate-
rials. Authors in [62] compare the fresh and aged half-cell potentials of Lithium Iron Phosphate
(LFP) positive and graphite negative electrodes and show no apparent changes. Especially for the
graphite negative, it is shown in [10] that half-cell potentials (vs. Li) and differential voltage curves
of unaged and aged anode materials are unchanged with respect to normalized Li concentration.
Furthermore, based on this invariance assumption, many studies [37, 8, 7] have shown that eSOH
estimation methods work well for aged cells. Although this is true for graphite and LFP, aging
could influence the Nickel-Manganese-Cobalt (NMC) positive electrode half-cell potential, where
the proposed method becomes crucial.
3.2.2 Proposed Peak Alignment Method
The overall flowchart of the proposed peak alignment method is summarized in Fig. 3.1. The
proposed method is a refinement of existing approaches in that it combines least-squares voltage
fitting and differential voltage analysis (DVA) for robust and accurate estimation. Furthermore,
the proposed method is capable of identifying shape changes in the half-cell potential curve and
calibrating the aged half-cell potential function when needed.
Electrode materials undergo several phase transitions during lithium intercalation, and their
potentials show a staircase curve. Plateaus correspond to the coexistence of two phases, and steps
between the plateaus represent the single-phase stage when the phase transition completes [21].
This sharp change at the step appears as a local peak in a differential voltage curve (dV/dQ vs. Q).
Hence, a derivative of the voltage allows the electrochemical features to be seen clearly as peaks
in the dV/dQ curve. Differential voltage analysis (DVA) uses the dV/dQ curve to identify the
electrode-level degradation modes [11, 109]. Since OCV is the potential difference between two
electrodes, electrode parameters can be identified by matching electrochemical features to corre-
sponding electrodes. For example, a utilization window of the electrode is identified by aligning
peak locations in the dV/dQ curve of the cell with respect to electrode's half-cell dV/dQ curve
(i.e. dUp/dy, dUn/dx). The electrode capacity, Cp and Cn, are scaling factors that determine the
ratio of the half-cell potential curve to the cell capacity axis.
Algorithm 9 presented here is formulated to utilize the graphite anode and its electrochemical
feature (i.e. phase transitions). One of the key contributions of this method is that it allows PE
parameter estimation to be successful using voltage fitting even when the PE material does not
have distinct peaks to be used for the conventional DVA. As shown in Fig. 3.2(a), since NMC
does not have distinct peaks, the peaks in the cell dV/dQ curve in Fig. 3.2(b) are all attributed
to the graphite NE as shown in Fig. 3.2(c). Estimation of NE parameters uses this unique peak





























































Figure 3.1: Flowchart for the proposed peak alignment method. The proposed algorithm is for a
electrode-specific state of health estimation associated with the positive electrode half-cell poten-
tial change.
the scaled half-cell potential provides an estimate of the utilization window x100. Identifying NE
parameters allows the separation of the PE potential from the cell OCV by Eq. (3.3); then, the PE
parameters are estimated by the least-squares based voltage fitting for the extracted PE potential
Ũp(Q) as formulated in P3.
However, battery degradation can result from two different ways of variation in battery pa-


















Figure 3.2: Voltage curve and differential voltage curve for an NMC/graphite cell. (a) NMC
positive electrode, (b) full-cell, (c) graphite negative electrode
SOH (eSOH) parameters θ = [Cp, Cn, y100, x100]. Changes, especially those in eSOH parame-
ters are useful to identify the degradation modes of the cell, such as LLI and LAM. On the other
hand, qualitative changes that can occur in an electrode active material structure could affect its
electrochemical characteristics, including half-cell potential.
Changes in the half-cell potential profile of an electrode's material affect the accuracy of the
eSOH estimation because conventional eSOH estimation methods use the half-cell potential func-
tion obtained from a fresh cell over the life of a cell. This is more likely to happen when the life
of the aged cell is close to its end of life (EOL). Therefore, we need a method that can identify the
qualitative degradation in the half-cell potential curve and calibrate it, if needed, as well as estimate
the electrode state of health accurately. In this study, the assumption on the invariance of half-cell
potential is relaxed only for the NMC positive electrode, not for the graphite negative electrode. It
is reported in the literature that a graphite anode does not show apparent changes from aging in the
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half-cell potential profile [10, 62, 98].
The procedure of calibrating the PE half-cell potential function is explained in Algorithm 9:
Peak Alignment (PA) - step 10. When the half-cell potential function becomes uncertain with
aging, the fitting problem is extended to not only identifying the electrode parameters but also
finding the half-cell potential function. To deal with this, the fitting parameters are now both
the PE parameters θp and the coefficients of the half-cell potential function θUp . Therefore, the
solution of the optimization problem P4 includes an estimate of the PE SOH parameters θ̂p and
the calibrated aged half-cell potential function Ũp(y). The half-cell potential function considered
in this study for the NMC positive electrode is
Up(y) = a0 + a1y + a2y
2 + a3y
3 + a4exp(a5y + a6), (3.4)
where θUp = [a0, ..., a6].
In solving P4, two additional constraints are considered here for Up(y) at y = 0 and y =
1 assuming the upper and lower voltage limits of the electrode material do not change at fully
lithiated and delithiated states. In general, Up,max and Up,min are available from the literature
reporting various half-cell potentials of positive electrode materials [79].
3.3 Experimental Results
In this section, the eSOH estimation results are compared for a fresh and an aged NMC/graphite
cell using the conventional VF method and the proposed PA method. Since peaks in the cell
differential voltage (dV/dQ) curve provide a proof of the correct alignment of the graphite negative
electrode, the validity of the estimation results is checked by the alignment of the peaks in the
dV/dQ curve between the measured data and model prediction.
3.3.1 Test Cell and Aging Condition
Samsung SDI's prismatic NMC/graphite cells were used. The half-cell potential functions of each
electrode were characterized by coin cell measurements made with pristine electrode materials.
Since the proposed PA method uses local peaks in the differential voltage curves, the graphite NE
half-cell potential function considers the phase transitions; thus, it captures the two most apparent
peaks in dUn/dx curve, as shown in Fig. 3.2(c). For pseudo-OCV data for the cell, constant current
discharge voltage data was measured at C/20 rate from the fully charged state at the upper voltage
limits of 4.2V at 25◦C.
33
Algorithm 2: Peak Alignment (PA)
Data : Discharge Amp-hours Qi and cell pseudo-OCV Voc,i for i = 1, ..., n
Model : Half-cell potential functions Up(y), Un(x)
Estimate: Electrode parameters; PE θp = [Cp, y100], NE θn = [Cn, x100], and cell capacity
C
Procedure
1 Preprocess voltage data and get dV/dQ curve
2 Locate the distinct peak position Qj from the cell dV/dQ curve where j is the peak
number.
3 Locate the distinct peak positions xk from the graphite NE differential voltage
dUn/dx curve where k is the peak number.
4 Match the pair of peaks Qj from the cell with the corresponding peaks xk from the
NE (see Fig. 3.2),
(Q1, x1), (Q2, x2).









6 Extract the PE utilized potential Ũp(Q),







7 Generate multiple initial guesses θp,0 = [Cp, y100]0









9 Calculate the root mean square error (RMSE) of the PE potential fit in P2.
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9 Procedure (continued)
10 If PE Potential Fit RMSE > threshold, then calibrate the PE half-cell potential





∥∥∥Up(Qi; θp, θUp)− Ũp(Qi)∥∥∥2 . (P4)
subject to Up(y = 0) = Up,max & Up(y = 1) = Up,min.
where θUp are the coefficients of the PE half-cell potential function Up(y). (see
Eq. (3.4)).
11 Estimate the cell capacity C such that satisfying the lower voltage limit constraint
(see P2).;
12 Estimate the utilization range at fully discharged state (y0, x0),
ŷ0 = ŷ100 +
Ĉ
Ĉp




Cycling test conditions that were conducted for inducing a specific aging path for the test cell
are summarized in Table 3.1. The aged cell has 66% of cell capacity compared to the fresh cell,
which is well beyond the typical definition of end of life (i.e. EOL is defined when the cell capacity
has decreased by 20% from fresh status). Different rates of continuous charge/discharge currents
have been applied to the test cell: 0.5C for charging and 1.5C for discharging between 15% to
95% SOC under the high temperature at 45◦C. Note that there are more aged cells that have gone
through similar aging conditions that produce similar estimation results. Thus, one aged cell case
is presented in this section.
3.3.2 Fresh cell
The estimation results of fresh and aged cells are summarized in the following. In each figure,
results obtained from the conventional VF method are plotted on the left column and the results
from the proposed PA method are on the right side. At each row, voltage curves of the measured
data and model prediction are plotted on top, dV/dQ curves are in the middle, and lastly, the
utilized potentials of individual electrodes along with their estimated parameters are described at
bottom. The estimated cell capacity C is compared to the measured C/20 discharge capacity, and
its error is inside the parenthesis. Note that all capacity values are normalized by the fresh cell
capacity Cfresh for clarity (i.e. C = 1.00 for the fresh cell).
Fig. 3.3 shows the result of the fresh cell case. First, the voltage curves of measured data and
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Table 3.1: Test cells and aging condition













model fit are plotted in Fig. 3.3(a) and Fig. 3.3(b) along with the RMSE for the voltage. In the
fresh cell case, data and model show an excellent agreement (i.e. the RMSE values are below 5
mV for both methods). The validity of the estimation result is tested by checking the alignment of
the peaks in the dV/dQ curves as shown in Fig. 3.3(c) and Fig. 3.3(d). As can be seen in Fig. 3.3(c),
the VF method does not guarantee a perfect alignment of the peaks (local peaks are a little off by
1.2% to the normalized capacity). This is because the VF method does not take peak information
into account in parameter estimation. However, the VF method shows a reasonable alignment of
the peaks in the dV/dQ curve for the fresh cell case.
The identified electrode parameters decouple individual electrode potentials, as shown in Fig. 3.3(e)
and Fig. 3.3(f). The dashed line of each electrode potential represents the full range, and the solid
line indicates the actual utilization range in the cell illustrated by [y100, y0], [x100, x0]. The electrode
capacities associated with the full range are of PE Cp and NE Cn, respectively. A typical battery
contains an excess amount of electrode capacity over cell capacity, and NE has a larger capac-
ity than PE. The slight misalignment in Fig. 3.3(c) explains the difference between the estimated
parameter values from the two methods, but the difference is tiny that can be neglected.
Lastly, it is shown that the cell capacity is very accurately estimated, less than 0.1% error for
both methods. Here, to maximize the estimation accuracy for electrode parameters, a full-range of
C/20 discharge data is used, producing an accurate estimation of cell capacity.
3.3.3 Aged cell
The estimation results of the aged cell are summarized in Fig. 3.4. In estimation, the same OCV
model is used (i.e. no changes in the half-cell potentials are considered). The RMSE values in
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Figure 3.3: Results of the fresh cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method. (a)&(b) voltage curves, (c)&(d) differential voltage curves,
(e)&(f) parameter estimates.
increase (from 4.4 mV at the fresh cell to 23.9 mV at the aged cell) while the VF method still
shows a relatively good agreement between data and model. Even so, the VF method exhibits
a substantial misalignment of the peaks in the dV/dQ curves in Fig. 3.4(c). The peak at higher
SOC is drifted by 5.14% in the normalized cell capacity, even though the cell capacity is still
estimated very accurately. Recall that the alignment of peaks implies the correct estimation of
the NE contribution in the full-cell and the observed misalignment from the VF method indicates
the estimation results are incorrect. To be specific, the NE capacity Cn shows a 17% discrepancy
between the two methods, and consequently, the utilization range of the NE becomes considerably
different. Note that the NE utilization at the fully discharged state x0 is critical to identifying the
utilized graphite anode potential, as can be seen in Fig. 3.4(e), the estimate from the VF method


























VF-Aged cell PA-Aged cell
Depth of discharge Depth of discharge
Depth of discharge Depth of discharge
Depth of dischargeDepth of discharge
Figure 3.4: Results of the aged cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method. (a)&(b) voltage curves, (c)&(d) differential voltage curves,
(e)&(f) parameter estimates showing a substantial disagreement between the two methods. Depth
of discharge is normalized based on the fresh cell capacity.
potential attributes the knee of the NMC/graphite cell's OCV curve. Consequently, the identified
NE shows a smaller utilization range and less capacity reduction in PE for the VF method, showing
a 16% difference in the PE capacity Cp from two methods. Throughout this comparison, we
find that a good agreement in the voltage curve (small voltage fit error), along with a precise
cell capacity estimation from the conventional VF method, does not always promise an accurate
electrode-specific parameter estimation.
On the other hand, in the proposed PA method (results are summarized in the right column
of Fig. 3.4), the peaks are forced to be aligned between the measured data and model prediction.
For this reason, the NE parameters can be accurately estimated using Eq. (3.2). The NE estimates
imply the knee of the cell OCV curve comes from both electrode potentials, and leads to the
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estimate of the PE capacity reduction by 36% from the fresh cell indicating LAMPE as one of
the main degradation modes. However, an obvious mismatch was observed in the dV/dQ curves
around the high SOC region, as shown in Fig. 3.4(d) contributing a large voltage error. According
to the PA method, once the NE parameters are identified the PE parameters θp = [Cp, y100] are
estimated by fitting to the extracted PE potential Ũp(Q) as described in P3. At this step, like
conventional eSOH estimation approaches, Up(y) characterized by the fresh cell positive electrode
material is used, assuming no change in the half-cell potential profile due to aging. However, it was
not able to obtain a good fit in the voltage curve by only tuning the PE parameters θp = [Cp, y100],
which suggests another possible aging effect, i.e., change in the half-cell potential curve. In order
to mitigate this mismatch, calibration of the half-cell potential function is further considered here.
3.3.4 Aged cell with Half-cell potential calibration
From the previous results, the invariance assumption of electrode half-cell potentials show lim-
itations with aforementioned methods. Misalignment of the peaks is found in the VF method,
indicating an incorrect electrode parameter estimation result. Substantial increases in voltage fit
error are observed from the PA method without calibration. In order to rectify these shortcomings,
we propose calibrating the half-cell potential function is proposed. With calibration, the refitted
Ûp(y) function is believed to reflect the changes in the half-cell potential profile due to aging, and
consequently, these estimated PE parameters become more accurate than the case without such
calibration. This refitted Ûp(y) function is then fed to update the OCV model as well as the VF
method. With this update, electrode parameter estimation results in Fig. 3.5 show an excellent
agreement in the voltage curves between the measured data and model fit, and no more apparent
mismatch is observed in the dV/dQ curves as well. Likewise, the estimated electrode parameters
obtained from the two methods agree.
3.4 Discussion
The analysis of the aged cell shows that without considering the shape change of the half-cell po-
tential, the VF method produced misalignment of the local peaks in the differential voltage dV/dQ
curve, and the PA method showed an increased voltage fit error. This mismatch caused differences
in the identified electrode parameters, thus making it challenging to analyze the electrode state of
health accurately. In an ideal case, the two different methods have to provide the same results, such

























VF-Aged cell with calibration PA-Aged cell with calibration
Depth of discharge Depth of discharge
Depth of discharge Depth of discharge
Depth of dischargeDepth of discharge
Figure 3.5: Results on the aged cell from the conventional voltage fitting (VF) method and the
proposed peak alignment (PA) method after updating the positive electrode potential function
Up(y) from the calibration. (a)&(b) voltage curves, (c)&(d) differential voltage curves, (e)&(f)
normalized parameter estimates show excellent agreement in the results and verifying the pro-
posed method. Depth of discharge is normalized based on the fresh cell capacity.
3.4.1 Half-cell potential change
What makes the proposed PA method superior to the VF method is that the PA method is capable
of separating each electrode's potential from the full-cell OCV by utilizing its electrochemical
features. With prior knowledge of the half-cell potential of the electrode materials, we can attribute
the mismatch in the voltage curve, or the differential voltage curve, to the positive electrode half-
cell potential for a cell composed of a graphite negative electrode. The separation allows for
the calibration by re-fitting the coefficient of commonly used half-cell potential functions. After
calibration, the two methods produce well-agreed upon results.
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Figure 3.6: Positive electrode half-cell potential change is identified from the proposed peak align-
ment (PA) method with Up(y) calibration. Overall, the aged Up(y) is shifted up and to the left
slightly.
It should be noted that the calibration of the half-cell potential is only considered for the NMC
positive electrode, not for the graphite negative electrode. This selection is based on findings in the
literature. Especially in the field of electrochemistry, the aging effect of various electrode materials
has been extensively studied through experiments [115, 46, 62, 10, 98, 16, 124, 108, 96, 45]. One
finding on the graphite anode in [10, 62, 98] is that, even with cycle-aging, it does not show ap-
parent changes in the half-cell potential profile and peak locations in the differential voltage curve.
On the other hand, transition metal (TM) dissolution is a well-studied degradation mechanism for
cathode materials [16]. Moreover, as a cell composed of a NMC cathode degrades toward its end
of life (EOL) from long-term cycling, degradation is accelerated due to the increased dissolution
of its active material into the electrolyte at the high charge state [124]. More importantly, it is
found in [108, 96, 45] that TM dissolution is accelerated at elevated temperatures as the test cells
were cycle-aged under high temperature conditions. Other crucial degradation mechanisms for the
cathode are structural disordering and surface film modification. Authors in [108] showed a signif-
icant lattice expansion for the thermally aged NMC cathode as well as SEI film thickness growth,
indicating impedance rise of the cell. Therefore, assuming the invariance of half-cell potentials for
eSOH estimation might not be valid for certain circumstances.
The calibrated PE half-cell potential curve is plotted in Fig. 3.6 showing the evolution of an
aged half-cell potential curve. Compared to a fresh half-cell potential, the aged one is shifted
up overall and slightly to the left. Specifically, the voltage curve above 3.8 V shows an upward
drift. This overall shift of the average potential agrees with a study [33] on the aging pattern of a
NCM/graphite cell.
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3.4.2 Electrode state of health diagnostics
We can quantify the degradation of each mode and understand the impact of aging conditions to
the degradation pathway associated with the identified electrode SOH parameters summarized in
Table 3.2.
One of the most significant changes of the electrode parameters in Table 3.2 is a decrease of
the PE capacity, Cp. This decrease indicates the loss of active material at the positive electrode,
LAMPE. Similarly, the utilization window of the negative electrode has changed by 28%, which is
mostly attributed to the shifting of the upper utilization window, x100, from 0.84 to 0.61. Loss of
lithium inventory (LLI) requires computing the loss of the total amount of intercalated lithium in
the electrodes. After such half-cell potential calibration, the voltage fit error (in RMSE) reduces
to 3.1 mV from 23.9 mV using the proposed peak alignment method. Consequently, the half-cell
potential calibration causes differences in the estimated parameters, especially of the PE param-
eters (i.e. electrode capacity Cp and utilization window [y0, y100]). However, the NE parameter
estimation is robust in estimation since these are directly identified from the peak information (i.e.
peak location and distance between two local peaks). As a summary of electrode state of health di-
agnostics, Fig. 3.7 presents the degradation of each mode obtained from the proposed PA method.
For the selected NMC/graphite cell aged under a high operating temperature of 45◦C, we observe
28% LAMPE, 9% LAMNE, and 28% LLI out of 34% of cell capacity loss.
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Figure 3.7: Electrode state of health (eSOH) diagnostic results with degradation modes. Quantifi-
cation of each degradation mode is based on the estimated electrode parameters obtained from the
proposed peak alignment method.
3.5 Conclusion
This chapter proposed a novel electrode state of health (eSOH) estimation method to overcome
some limitations of the conventional approaches and provide accurate estimates. Some limitations
of the conventional voltage fitting (VF) method are:
• no guarantee on the alignment of the peaks in the differential voltage curve, because the
least-squares voltage fitting does not explicitly consider peak information.
• since the graphite negative electrode has a relatively low and flat voltage curve, it suffers
poor identifiability in the electrode parameter estimation.
The proposed peak alignment (PA) method explicitly uses the peak information to estimate
eSOH parameters for electrodes that have distinct local peaks in the dV/dQ curve. At the same
time, it leverages the VF method for an electrode that has no peaks in the differential voltage curve.
Moreover, the PA method is capable of separating the individual electrode potentials from the full-
cell voltage measurement. For example, graphite negative electrode parameters can be directly
estimated by scaling and sliding local peaks in the dV/dQ curve. Once the negative electrode
is identified, the utilized potential of the positive electrode can be extracted by adding the cell
pseudo-OCV (e.g. C/20 rate voltage measurement) and the identified negative electrode potential.
Even if the positive electrode such as NMC does not have distinct peaks to be used, the proposed
PA method still can estimate the positive electrode SOH parameters by applying the least-squares
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fitting only for the extracted positive electrode potential. Therefore, this separation of individual































































































































































































































































































































































































































Estimation Accuracy with Limited Data Availability
4.1 Introduction
Advanced battery management system, which leverages an in-depth understanding of the battery
state of health, can improve efficiently and safely. To this end, we introduce the electrode-level
battery state of health (eSOH) estimation problem with open-circuit voltage (OCV) data. In real-
world applications, collecting the full-range OCV data is difficult since the battery is not deeply
discharged. When the available data is limited, the estimation accuracy deteriorates.
In this chapter, the uncertainty of the electrode parameter estimation is analyzed with a con-
sideration of partial data availability using on the Cramer-Rao bound and confidence interval. By
introducing a voltage constraint in the estimation problem, the positive electrode parameters can
be estimated with sufficient accuracy over a wide range of SOC. However, the estimation accuracy
of the negative electrode parameters is more sensitive to the depth of discharge. The proposed
framework can be used as a guideline for selecting proper data windows and understanding the
impact on parameter estimation.
This chapter is organized as follows. Section 4.2 presents the derivation of error bound for the
electrode parameters using Cramer-Rao bound and confidence interval. In Section 4.3, analytic
error bound calculation is summarized, and the results are validated over numerical simulation and
experiment in Section 4.4. Conclusions are drawn in Section 4.5.
4.2 Methodology
4.2.1 OCV model and parameter estimation
In this chapter, the OCV model is written as a function of the discharge Amp-hours Q (or depth
of discharge, DOD, depends on the normalization) with the electrode parameters (i.e., electrode
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capacity and utilization range) θ = [Cp, Cn, y100, x100],













The parameter estimation is formulated as a nonlinear least-squares problem shown in Eq. (4.2a)
since the OCV model in Eq. (4.1) is a nonlinear static equation. The cell operates between the pre-
defined voltage limits, thus Vmax is used as an equality constraint in Eq. (4.2b), which provides
additional information to find the unknown parameters. The impact of the equality constraint on





∥∥Voc(Qi; θ)− V dataoc,i ∥∥2 (4.2a)
subject to Vmax = Up(y100)− Un(x100). (4.2b)
4.2.2 Error bound of parameter estimation
The purpose of the identifiability analysis is twofold. One is to address whether it is possible to de-
termine unknown model parameters and, if it is observable, the second goal is to provide a measure
of the reliability of the estimates out of the noisy measurements. The former is called structural
identifiability analysis, which decides whether the model parameters are uniquely determinable
based on the model formulation. This can be used to select a set of model parameters to be esti-
mated based on ill-conditioning of the Fisher information matrix (FIM) [18]. The latter is known
as practical identifiability, investigating whether the parameter value can be determined with pre-
cision, associated with limitations in the available data. In general, the goodness of fit does not
guarantee how reliable the parameter estimates are. For instance, if the experimental data is very
noisy or the number of data points is insufficient, the estimated parameter values could vary dras-
tically without a significant difference in the goodness of fit. Therefore, providing a quantitative
metric for the reliability of the parameter estimate is essential in parameter estimation.
Another use of the identifiability analysis is to evaluate a relative estimability between the pa-
rameters. As the typical number of unknown parameters is more than one, the notion of relative
estimability is commonly used to partition a set of parameters to be estimated into several groups.
In literature, sensitivity analysis and FIM are widely used [28, 122, 64, 72]. Suitable linear trans-
formation of FIM reveals the linear dependence between parameters and enables grouping them
for the best estimation strategy. As the linear dependence between the parameter sensitivity vectors
makes the entire electrochemical parameter vector weakly identifiable [93], Park et al. [72] apply
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Figure 4.1: Half-cell potential of individual electrodes and OCV of a cell. The utilization rage
is denoted with [y100, y0], [x100, x0]. (a) half-cell potential of Nickel-Manganese-Cobalt (NMC)
oxide for the positive electrode, (b) cell OCV with respect to depth of discharge (DOD), (c) half-
cell potential of graphite for the negative electrode. Local slopes of half-cell potential αk, βk are
depicted associated with the cell DOD Qk.
the Gram-Schmidt orthogonalization on FIM to reveal the linear dependence between the dynam-
ical parameters and organize them into groups to avoid non-unique solutions during the parameter
identification process. Similarly, Mohan et al. [64] propose an online estimator with a partitioning
of battery states and parameters based on their relative significance on the measurement by apply-
ing principal component analysis (PCA) on FIM. The use of PCA on FIM allows us to quantify
the reflection of the physical parameters to the principal components (PCs) and compute the rel-
ative significance. The proposed significance measure indicates the difficulty of estimating each
parameter and is used to design a cascading structure of the online state-parameter estimator.
The PCA is commonly used for dimensionality reduction by projecting data points onto the
first few orthonormal basis called principal components (PCs) that explain the majority of data
variability. Essentially, PCA finds a new coordinate system based on the variance of data such that
the largest variance comes to lie on the first coordinate, the second-largest variance on the second
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coordinate, and so on.
As the inverse of the FIM is related to the lower bound on the covariance of the parame-
ter vector (i.e. Cramer-Rao bound, CRB), one can find an interesting connection between PCA
and FIM/CRB. In the process of principal component decomposition, eigenvectors of FIM and
the diagonal matrix of corresponding eigenvalues are obtained. The eigenvectors or PCs of FIM
represent linear combinations of physical parameters to be estimated from the data. And the cor-
responding eigenvalues reflect the variance of the sensitivity values along with the PCs. As the
variance quantifies parameter estimation precision, the eigenvalues from the PCA on the FIM pro-
vide us information on which parameter can be determined with what accuracy from a given data
set [69]. For instance, large eigenvalue means higher sensitivity of the corresponding parameter
to the measured output such that small change of parameter is noticeable in the output measure-
ment. Hence, the descending order from the largest eigenvalue to smallest eigenvalue explains the
relative estimability of parameters.
In this work, the Cramer-Rao bound is used for quantifying the estimates' error bound for the
electrode parameters. The error bound defined here is a quantitative measure for evaluating the
relative identifiability of the parameters with respect to various data conditions. Note that the
Cramer-Rao bound is the lower bound of the variance for any unbiased estimator, thus the error
bound in this paper is the best-case scenario.
Suppose that a series of n observations Y = [y1, y2, ..., yn], in our case the terminal voltage
measurements of the cell, are represented by the statistical model
yj = fj(θ0) + εj, j = 1, 2, ..., n (4.3)
where fj is the model in terms of the true parameter vector θ0 ∈ Rm, in our case fj is the OCV
model in Eq. (4.1) and θ0 ∈ R4 represents the capacity and utilization range of the individual elec-
trodes. It is assumed the observation error εj are independent and identically distributed random
variables with a zero mean and variance var[εj] = σ20 . Then, with a series of measured output,
the least square estimator θ̂LS becomes also a random variable following a sampling distribution,
and the uncertainty of the estimation can be quantified from this distribution. Nonlinear regres-
sion approximation theory [94] describes that the estimator θ̂LS approximately follows a Gaussian
distribution as sample size increases (i.e., asymptotically) under several regularity conditions and
sampling conditions are met [4]
θ̂LS ∼ Nm(θ0, σ20(χT (θ0)χ(θ0))−1 = Nm(θ0,Σ0), (4.4)
where χij(θ) is n × m sensitivity matrix with elements that corresponds to the sensitivity of the
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Here, the true parameter θ0 and the observation error variance σ0 are unknown, the covariance
matrix Σ0 called unconstrained Cramer-Rao bound (CRB) must be approximated,
Σ0 = F
−1 ≈ Σ(θ̂) = σ̂2(χT (θ̂)χ(θ̂))−1, (4.6)
where the matrix F is known as the Fisher information matrix and θ̂ is a parameter estimate ob-
tained from the nonlinear least squares in Eq. (4.2a), and the approximation of the observation
error variance σ̂2 of σ20 is given by






Now, the sampling distribution of the estimator can be approximated with θ̂ as
θ̂LS ∼ Nm(θ0,Σ0) ≈ Nm(θ̂,Σ(θ̂)). (4.8)






, k = 1, 2, ...,m. (4.9)
Finally, since both θ0,Σ0 are unknown and approximated as Eq. (4.8), the approximate confidence
interval is constructed with t-distribution [4]
θ̂k − t1−αSE(θ̂k) ≤ θk ≤ θ̂k + t1−αSE(θ̂k), (4.10)
where t1−α is the critical value of the t-distribution with the confidence level (1 − α)%. The
confidence level is the probability that the confidence interval contains the true parameter. Here,
t1−α = 2 is used for 95% confidence level (i.e., α = 0.05). Note that the interval in Eq. (4.10) is
composed of the point estimate θ̂k and the margin of error that determines the uncertainty in the






Observe that the SE term is divided by the least square estimate θ̂k for normalization, which enables
the evaluation of the relative identifiability among all four electrode parameters.
If the estimation problem includes constraints to satisfy, the following procedure has to be
additionally considered to determine the constrained CRB. The CRB under the parametric con-
straints can be found by a reparameterization of the original problem to remove redundancies in
the parameter vector [99]. Consider a continuously differentiable constraint and its gradient matrix




If the gradient matrix H(θ) is full row rank, then one can find an orthogonal matrix U (UTU = I)
whose columns form an orthonormal basis for the nullspace of H(θ). That is
H(θ)U = 0. (4.13)
If UTΣ−1U is nonsingular, then the parameters are identifiable and the constrained CRB (i.e.,
the error covariance matrix) can be obtained with some modifications,
Σ
′
(θ̂) = U(UTΣ−1(θ̂)U)−1UT . (4.14)
Then the SE term in Eq. (4.9) is recomputed with Σ′(θ̂) instead of Σ(θ̂). In our case the voltage
limit constraint Eq. (4.2b) ties up the utilization range of each electrode (y100 and x100). And the
gradient matrix H(θ) is full row rank where the first and third column entries are the nonzero local













= [α|y100 0 − β|x100 0] . (4.15)
4.3 Results and Discussion
In this section, the error bound of each electrode parameter is presented, and the dependence on
different data window is investigated. For simulation, nominal parameters in Table 4.1 are used.
The electrode parameters are estimated by fitting the OCV model to the full range of voltage data
for a 5 Ah NMC/graphite cell. The details can be found in the experimental validation section.
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[y100, y0] [0.10, 0.95]
Negative Electrode
Cn 6.24 Ah
[x100, x0] [0.81, 0.02]
















Figure 4.2: Definition of data window. Data window DW = [Qs, Qe] of open circuit voltage (OCV)
is illustrated with respect to depth of discharge (DOD) to represent when only partial OCV curve
data is available for parameter estimation.
4.3.1 Data window
The concept of data window (DW) is defined to represent the partial availability of the OCV in the
parameter estimation problem. Two points determine the location and size of the DW; starting-
point Qs and end-point Qe of the window, i.e., DW = [Qs, Qe], as shown in Fig. 4.2 by the blue
shaded region. The differential voltage (dV/dQ) curve is plotted on the right side of the y-axis
with the indication of the two distinct peaks representing the phase transitions of the graphite NE.
Various data windows are considered here with an assumption that the OCV data is partially
available. For instance, if an electrified vehicle is used only for short commutes assuming full
overnight charging is available, the battery would operate at high SOC range with small depth of
discharge (DOD). Similarly, range anxiety tends to make battery electric vehicle (BEV) drivers
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stay away from low SOC. Typical lower bound for the plug-in hybrid electrode vehicle (PHEV)
is designed to be around 30% SOC of the battery to protect against over-discharge and possible
degradation. Thus, four different DWs are defined for a quantitative identifiability analysis on the
electrode parameters: DW-shallow, medium, non-full, and deep as shown in Fig. 4.3. DW-shallow
represents the battery is used down to 80% SOC. DW-medium and non-full demonstrate 40% of
the battery capacity usages but utilized at different locations in the OCV curve where the non-full
represents not fully charged. Lastly, DW-deep represents almost full range of the OCV curve is
available.























Figure 4.3: Data windows (DWs) for different battery usage patterns. The peak locations (P1, P2)
are also depicted.
4.3.2 Analytic error bounds of electrode parameters
Here, the error bounds, of which the SE term in Eq. (4.9) is defined by either Eq. (4.6) for the
unconstrained case or Eq. (4.14) for the constrained case, are computed for all combination of the
sizes and locations of DWs. Since the starting and end-points are interchangeable and correspond-
ing results are symmetric, the error bound results are drawn in a triangular-shaped plot with Qs as
y-axis and Qe as x-axis in Fig. 4.4. It is assumed that the data points are evenly distributed with
0.5% DOD intervals and the observation error εj , Gaussian white noise with a standard deviation
of 10 mV, is added. Note that the error bound is proportional to the observation error as shown
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from Eq. (4.6) to Eq. (4.11), thus a larger measurement noise leads to larger error bounds making
the estimation unreliable. A logarithmic scale color bar is adopted to highlight the transitions in
the error bounds (e.g., the transition from the yellow to dark blue indicates a decrease of the error













Figure 4.4: The analytic error bound of each electrode parameter in a logarithm scale. Triangular
plots for the analytic error bound of each electrode parameter in a logarithm scale. Four prede-
fined data windows are indicated by red dots. Data points are evenly distributed with 0.5% depth
of discharge (DOD) intervals and noise standard deviation σ =10 mV. No voltage constraint is
considered.
In terms of the DW, size and location are essential. First, a large size DW provides a small
estimation error bound and thus more accurate estimation can be achieved. Graphically speaking,
as the DW becomes wider (i.e., Qs → 0 and Qe → 1), it approaches to right bottom corner in the
triangular plot in Fig. 4.4 which indicates the small error bound. Furthermore, for a quantitative
analysis, the error bounds of the four predefined DWs are summarized in Fig. 4.5. The results in
Fig. 4.5 are from the unconstrained and constrained CRBs verifying the impact of the voltage limit



















































shallow w/o constraint shallow w/ constraint
medium w/o constraint medium w/ constraint
non-full w/o constraint non-full w/ constraint
deep w/o constraint deep w/ constraint
Figure 4.5: The analytic error bound of each electrode parameter for various data windows. Re-
sults of both unconstrained (solid) and constrained (stripe pattern) cases are shown. Voltage limit
constraint improves all the electrode parameters, especially for the positive electrode parameters.
It is found that the half-cell potential slopes drives the identifiability of the electrode param-
eters. The cell with NMC/graphite chemistry, the NMC posivite electrode (PE) potential has a
relatively steeper slope than that of the graphite negative electrode (NE) potential, which suggests
better identifiability of the PE parameters (y100, Cp) than that of the NE parameters (x100, Cn), e.g.,
the PE parameters show green color around the left bottom corner in Fig. 4.4, meanwhile the NE
parameters show yellow color indicating the PE parameters have smaller error bounds than that of
the NE. For the chemistry of LFP, it has a flat half-cell potential in the middle, thus when only the
flat voltage portion is utilized in a certain data window the positive electrode parameters are not
observable. Meanwhile, when it is utilized over the range for the given data window that includes
the very top charge level or deep discharge level, also known as knee or shoulder of the potential,
the abrupt slope change provides ample information and makes the parameter estimation feasible
[51, 65]. This observation explains the poorer estimation error for the DW-shallow than the others.
When only the upper 20% range of battery capacity is used, all electrode parameters are not iden-
tifiable because of a lack of information. Large errors (above 30% break line) are obtained, except
for the PE upper utilization range y100 as shown in Fig. 4.5. Even more so, the NE parameters are
almost not identifiable due to large errors for the DW-shallow and non-full cases. This becomes
understandable when the battery is depleted to the low SOC area, such as the DW-medium and
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deep cases where the NE half-cell potential increases and consequently the slope of the potential
changes. Especially, for the DW-deep case, the utilized graphite anode potential rises significantly
when the battery is almost fully depleted, making the estimation error of all electrode parameters
less than 5%.
This improvement is also a benefit from the inclusion of the peaks inside the DW. As [51]
explained, the slope change of the half-cell potential due to the phase transition improves the
identifiability of the electrode parameters. Along with the phase transition, the potential undergoes
a rapid change and results in the peak in the dV/dQ curve as shown in Fig. 4.2 that provides ample
information on the associated electrode parameters. Therefore, having a data range that includes
these peaks provides better identifiability. For the graphite NE, distinct vertical transitions are
observed in the NE parameters (x100, Cn) as the end point Qe increases in Fig. 4.4.
In regard to the location of the DW, the comparison between two same size of DWs, DW-
medium vs. DW-non-full. The non-full operates around a higher SOC region than that of the
medium where the PE potential has a relatively steeper slope, hence it provides better identifiability
of the PE parameters for the non-full than that of the medium case. Similarly, when the relatively
low SOC region is utilized as in the medium case, the relatively steeper slope of the graphite NE
provides better identifiability of the NE parameters in the medium.
4.3.3 Impact of voltage constraint
The optimization problem in Eq. (4.8) has a nonlinear equality constraint for the upper voltage
limit. In this case, the constrained CRB is used for computing the error bound. The voltage
constraint ties the upper utilization ranges of each electrode (y100 and x100), which provides the
parameter dependency between the positive and negative electrodes that reducing the number of
unknown parameters and consequently improves the estimation accuracy (see Fig. 4.5; the error
bounds of the PE parameters become significantly improved, especially the utilization range y100
becomes less than 0.3% for all the DWs except the DW-shallow case). Parameter dependency






















β is smaller than α due to the flat voltage curve of the graphite NE. Hence, the error bound σx
is larger than σy. Furthermore, since the parameters from the same electrode are correlated, the
improvement in the estimation accuracy of y100 is beneficial to the estimation accuracy of Cp as
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well. More clear effects of the size of the data window and the peak information can be found in
Fig. 4.6. Here, the estimation error bounds of each electrode parameters are plotted with respect
to DOD. All of the error bound decreases as more data points are included in the DW, which
indicates the impact of the provided information on the estimation accuracy. Moreover, the error
bound decreases with the transition around the peaks. Especially, the estimation error bounds of
the PE parameters show a sharp transition at P1 location, DOD = 0.4. Similarly, the transitions
occur at both peak points for the NE parameters. Since the slope of the graphite NE potential starts
to change before P2 location, the transitions of the error bound in the NE parameters occur around
DOD = 0.7.

















































Figure 4.6: Analytic error bound with respect to depth of discharge (DOD). As the size of data




Given the error bound based on the CRB, this section presents numerical simulation results ob-
tained from a Monte Carlo simulation (MC) to verify the analytic derivation. The parameter es-
timation has been repetitively conducted for 1,000 times for both the unconstrained case and the
constrained case. The voltage data is simulated by the OCV model in Eq. (4.1) with the nomi-
nal electrode parameters in Table 4.1 and the additive zero-mean Gaussian voltage error with a
standard deviation of σ = 10 mV. The DW-deep case is selected that utilizes 90% of the battery
capacity from the fully charged state.
From the MC simulation, the estimation errors of each electrode parameters are calculated
based on the nominal parameters in Table 4.1. Then, these errors are drawn on scatter plots along
with a histogram in Fig. 4.7 verifying the distribution of the estimated electrode parameters is ap-
proximately a Gaussian, which agrees with the aforementioned approximation theory. Observe
that the estimation errors are centered at near zero indicating the estimates are unbiased. Since the
estimator is unbiased, the error bound obtained from the CRB can be considered as a proper metric
for our electrode parameter estimation problem. The error bounds of all four electrode parameters
at the 95% confidence level show a good agreement with the numerical MC simulation results for
both the unconstrained and constrained cases (see Table 4.2 and Table 4.3). Hence, this agreement
verifies the derivation of the analytic error bound. In addition to that, for the unconstrained case, a
strong correlation has been observed among the parameters from the same electrode, either from
the PE or NE, as shown in the top left (ey100 vs. eCp) and bottom right (ex100 vs. eCn) plots in
Fig. 4.7. Whereas, the parameters from the different electrodes do not show any correlation. Com-
paring Table 4.2 and Table 4.3, the parameter dependency in Eq. (4.16) improves the estimation
accuracy, especially for the PE parameters.
Table 4.2: Estimation error bound for unconstrained case
w/o constraint
Error bound eθk (%)
θ1 = y100 θ2 = Cp θ3 = x100 θ4 = Cn
MC simulation 2.5 1.3 3.0 3.9
Analytic derivation 2.5 1.3 3.0 3.9
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Figure 4.7: Scatter plot of the electrode parameter estimation errors from Monte Carlo simula-
tion for the DW-deep case. Estimation errors show approximate normal distribution. The 95%
confidence-level error bound (solid line) agrees with the simulation results.
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Table 4.3: Estimation error bound for constrained case
w/ constraint
Error bound eθk (%)
θ1 = y100 θ2 = Cp θ3 = x100 θ4 = Cn
MC simulation 3.2e-2 0.9 3.0 3.9
Analytic derivation 3.0e-2 0.9 3.0 3.9
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4.4.2 Experimental validation
In this section, the parameter estimation is done for a 5 Ah NMC/graphite cell at different data
availabilities to experimentally validate the proposed analytic error bounds. Pseudo-OCV data is
measured at C/20 rate of constant current from fully charged state and the half-cell potentials of
each electrode are also individually measured from a coin cell referenced by the lithium metal
counter electrode. Then, the electrode parameter values are estimated by fitting the OCV model to
the voltage data using a nonlinear least-squares estimation as illustrated in Eq. (4.8) including the
voltage equality constraint.
To validate the proposed results, the estimates from full-range data are set as a baseline and
compared with the estimated parameter values from the predefined data windows to quantify es-
timation errors. In Fig. 4.8(a), the measured data and the model estimate show a good fit. The
voltage errors are spread symmetrically centered at zero such that the assumption on the zero-
mean observation error holds. Fig. 4.8(b) shows decoupled voltage curves for both electrodes with
an indication for the utilized range (solid lines) along with the full electrode capacity range (dashed
lines). Here, the graphite NE has more total electrode capacity; thus the electrode capacity range
(red dashed line) is larger than that of the NMC PE (blue dashed line). More detailed information
on the parameter estimation can be found in [53, 51, 37].
Fig. 4.9 and Table 4.4 summarize the relative estimation errors obtained from the predefined
data windows. Fig. 4.9 shows that most of the errors are inside the error bounds except ey100 for
the DW-shallow case. Note that the error bounds do not necessarily predict exact error values for
a given data window, but describe a boundary for error statistics. From Fig. 4.9 and Table 4.4, not
only the inclusion of the estimation errors is validated, but also the effects of different data windows
can be found. The DW-deep shows the smallest estimation errors where almost all data range is
available. Like in the analytic error bound results in Fig. 4.5, comparing two data windows, the
medium and the non-full, that have the same span but at different location, the medium case shows
relatively smaller estimation errors especially for the negative electrode parameters (x100 and Cn)
because the utilization range of the electrode becomes more informative as the DW gets closer to
a deeper discharged area.
4.5 Conclusion
In this chapter, the estimation uncertainty of the electrode parameters was quantified with a focus
on the limited availability of the OCV data. In realistic scenarios, OCV data is difficult to measure
due to the time limit; hence, OCV data is likely limited to an incomplete data window. When such
data is limited, the reliability of the estimation accuracy needs to be analyzed.
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Figure 4.8: The OCV model fit for the given full-range data of a NMC/graphite cell. (a) Measured
data and model fit with an error plot, (b) decoupled voltage curves for each electrode; utilized
range is marked with solid line and full electrode range is represented by dashed line.
To this end, an analytical error bound of the electrode parameters was derived based on the
Cramer-Rao bound and confidence interval. The derived error bounds agreed with the numerical
Monte Carlo simulation as well as the experimental results obtained from 5 Ah NMC/graphite
cell. The results showed that the data window plays a vital role in the estimation accuracy asso-
ciated with the local slope of the half-cell potential. Furthermore, the PE parameters can be even
more accurately estimated by introducing a voltage constraint in the estimation problem. On the
other hand, when only a small portion of data is available, the graphite NE parameters' estimation





















































































































































































































































































































































































































































































Figure 4.9: Experimental estimation errors for the electrode parameters under different data win-
dows. Most of the estimation errors are inside the analytic error bounds validating the proposed
results (graph is not to scale).
uncertainty when the data window is limited.
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Table 4.4: Estimation errors for the experimental validation under different data windows.
Data Window ID Data Window Range
Experimental Estimation Error eθ (%)
θ1 = y100 θ2 = Cp θ3 = x100 θ4 = Cn
Shallow [0.0, 0.2] 14.9 16.8 38.3 24.1
Medium [0.3, 0.7] 0.1 0.4 4.9 14.5
Non-full [0.1, 0.5] 0.2 0.9 10.0 24.1
Deep [0.0, 0.9] 0.0 0.8 1.6 1.8
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CHAPTER 5
Minimum-Time Measurement of Open Circuit
Voltage of Battery Systems
5.1 Motivation and Connection to Electrode Degradation Di-
agnostics
































Figure 5.1: Example of incremental open-circuit voltage (OCV) measurement.
The traditional way of measuring open-circuit voltage (OCV) of batteries uses pulse and re-
laxation, which is time-consuming due to its intrinsic dynamics and corresponding long relaxation
period. Typically, rest voltage (i.e., after long hours of relaxation with no current applied) is con-
sidered as the OCV at given SOC. For a laboratory test without restriction on testing time, accurate
and exhaustive characterization of the OCV-SOC curve can be achieved by applying a series of
pulse currents followed by a long relaxation repeatedly, as illustrated in Fig. 5.1. This pulsing
procedure is called incremental OCV measurement or Galvanostatic Intermittent Titration Tech-
nique (GITT). As one can see in Fig. 5.1, the total amount of time performing the measurement
mainly consists of relaxation time, which is simply an elapsed time for terminal voltage goes to a
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steady-state. During the relaxation, the terminal voltage varies even though the current is cut-off.
Hence, predetermined relaxation time affects the measured voltage value. In literature [55, 5, 87],
it has been shown that rest voltage measured with less relaxation time induces error in OCV mea-
surement. Moreover, in many cases, the relaxation time is empirically determined by exploring
extensive test cases [78]. For this reason, measurement of exact OCV after long relaxation is
time-consuming and not possible to be used in real-world applications.
Instead, it has been shown that very slow rate constant current measurements (e.g., C/20: a
current rate of 20 hours from a fully charged to a fully discharged state) are close enough to the
incremental OCV data. Thus, voltage data obtained from slow rate constant current is generally
used as a pseudo-OCV measurement in many studies [8, 11, 37]. However, the C/20 rate still
requires roughly 20 hours to scan the full range of OCV curve, which is not practical when the
given time is limited. Therefore, if only small-time is allowed for data acquisition, we need a
strategy in order to maximize opportunity.
We can come up with a two-stage charging strategy for a partial pseudo-OCV measurement,
as illustrated in Fig. 5.2. A slow-rate constant current can be applied at Stage II in order to ob-
tain partial pseudo-OCV measurements so that the measured data can be used for electrode-level
degradation diagnostics [52, 65]. However, the key to success for Stage II measurement depends
on the initial condition at the end of Stage I. Stage I is commonly adopted in electric vehicles (EV)
to meet the high demand for fast charging capability. However, due to high current at Stage I,
Stage II can not be directly followed unless the battery is at equilibrium state at the end of Stage I.
Therefore, we need a method that enables fast charging while satisfying steady-state voltage at the
end of Stage I as shown in Fig. 5.2.
In this chapter, a minimum-time optimal control problem is proposed to find an input current
profile for direct measurement of pseudo-OCV of lithium-ion batteries such that the relaxation is
not required to reach a steady-state voltage. The problem is studied both numerically and ana-
lytically with variable-order Gaussian quadrature collocation method and Pontryagin's minimum
principle (PMP). The PMP analysis is adopted to show the solution of the problem is either bang-
bang or bang-off-bang control by allowing a bi-directional charging, depending on the additional
state constraint. The proposed minimum-time input current profile reduces the total testing time
by 69% compared to the conventional pulse-relaxation method by removing the relaxation step.
The problem is taken one step further by converting it into a finite-dimensional switching-time op-
timization problem. With the reformulation, the proposed minimum-time optimal control problem
shows that it is even computationally tractable for real-time applications. Finally, the proposed
method is experimentally validated with a 4.5 Ah NMC/graphite cell showing 69% of time reduc-
tion.
The organization of this section is as follows: In Section 5.2, the formulation of the minimum-
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Figure 5.2: Schematic of two-stage OCV measurement strategy. Stage I is the main contribution
of this chapter.
time optimal control problem is provided. In Section 5.3, the Pontryagin analysis is applied to
explain the sequence of the optimal control solution (i.e., bang-bang and bang-off-bang controls).
Section 5.4 introduces the reformulation of a switching-time optimization problem based on the
PMP analysis. In the switching-time optimization, we seek the finite number of control disconti-
nuity points with a fixed control sequence in order to obtain fast computation. Section 5.5 presents
the simulation results for the proposed minimum-time optimal control trajectory, which is obtained
by variable-order adaptive orthogonal collocation methods using the software package GPOPS-II.
The results of the reformulated switching time optimization problem are also compared to the
solution of the original optimal control problem in terms of computational cost. In Section 5.6,
experimental results are presented to validate the proposed method, and Section 5.7 summarizes
contributions.
5.2 Minimum-Time Optimal Control Problem
5.2.1 Battery model
For the problem of determining an optimal control input current profile, an equivalent circuit model
(ECM) with double RC pairs is considered to capture the battery's voltage dynamics. The ECM is
widely used for control-oriented applications owing to its simplicity and reasonable accuracy [42].
The schematic of an equivalent circuit model is shown in Fig. 5.3. Under a current I (positive for
charge), the terminal voltage Vt is modeled with three parts,
67
• The open-circuit voltage, Voc, which is usually a nonlinear function of SOC
• The voltage drop across a series of parallel RC circuits, V1,2, which are used to approximate
the voltage dynamics during transients
• The voltage drop over a series resistor Rs, accounting for the Ohmic resistance























Vt(t) = Voc(SOC) + V1(t) + V2(t) +RsI(t),
(5.1)
where Cbat is the cell capacity. Typically, the equivalent resistance Ri and capacitance Ci vary











Figure 5.3: Schematic of equivalent circuit model (ECM) with double RC pairs.
By defining the state vector x = [SOC, V1, V2]T , input current u = I , and output variable
y = Vt, Eq. (5.1) can be written in a state-space form as given by,
ẋ = Ax+Bu,
y = h(x, u),
(5.2)
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where the nonlinear function h(x, u) is from the OCV-SOC relationship and voltage elements.
5.2.2 Formulation of minimum-time optimal control problem
This section presents the formulation of an optimal control problem considered in this study. As
mentioned earlier, the objective is to change the current SOC to the desired SOC as quickly as pos-
sible while satisfying input and state constraints; thus, the considered problem becomes a typical
minimum-time optimal control problem. According to Eq. (5.1), when there is no current applied,
the steady-state of the terminal voltage, Vt, is determined by the two polarization voltages V1 and
V2 and hence V1 and V2 have to be zero at the final time to reach an equilibrium so that no relax-








subject to ẋ = Ax+Bu,
y = h(x, u),
x(t0) = x0, x(tf ) = xf ,
G(x, u) ≤ 0,
umin ≤ u ≤ umax,
(5.3)
where tf is the final time and G(x, u) denote inequality constraints including state, control, and
output variables.
More specifically, the considered constraints are summarized as follows:
SOCmin ≤ SOC ≤ SOCmax,
Imin ≤ I ≤ Imax.
Note that Imin and Imax here can be either discharge and charge current assuming a bi-directional
charging is available.
Initial condition x0 and the target state at the final time xf are given,
SOC(t0) = SOC0, V1(t0) = V2(t0) = 0,
SOC(tf ) = SOCf , V1(tf ) = V2(tf ) = 0.
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5.3 Pontryagin Analysis for Optimal Control Sequence
Pontryagin's minimum principle (PMP) is a powerful computational and analytical tool to solve
an optimal control problem, especially with the constrained control inputs. The PMP analysis
provides a set of necessary conditions that the optimal control must satisfy while minimizing the
Hamiltonian function.
In general, the optimal control solution cannot be uniquely obtained only with necessary con-
ditions. However, it is still useful and effective in reducing the number of possible control actions
to a finite-dimensional subset, and thus, enabling the fast computation of an optimal trajectory. In
this paper, the PMP analysis is adopted to understand the structure of solutions to the considered
minimum-time optimal control problem.
5.3.1 Minimum-Time control without active state constraints
Consider a minimum time control problem in Eq. (5.3) with system dynamics given in Eq. (5.1).
Then, the HamiltonianH is defined as,



















where λ is a co-state vector.
The corresponding co-state equations are written as
λ̇1 = −Hx1 = 0,









In Eq. (5.4), the control inputs u appears as linear; that is, the optimal control input u∗ can be
determined based on the values of the switching function φ = λTB, as follows:
u∗ =
 umax φ ≤ 0,umin φ > 0, (5.6)
with
φ = λTB = −λ1/3600Cbat + λ2/C1 + λ3/C2.
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Eq. (5.6) states that the optimal control u∗ minimizing the HamiltonianH takes either the upper
or lower bound values for control depending on the sign of the switching function φ. If the optimal
control switches from one extreme to the other within bound (i.e., never in between the bounds), it
is referred to as a bang-bang control.
The schematic of the bang-bang control trajectory is illustrated in Fig. 5.4 for the battery charg-
ing case (i.e. target SOC > initial SOC). As one can see, the obtained optimal input current profile
is a concatenation of charge and discharge pulse currents. As a result, the corresponding SOC
trajectory Fig. 5.4(b) is non-monotonic piecewise linear, where the value of SOC can go higher
than the target SOC along the trajectory.
The resulting optimal current profile and non-monotonic SOC trajectory confirm that the bi-
directional charge/discharge capability is required. This means that when the discharge current
pulse is applied, the stored energy has to be drawn away from the battery. For instance, when
the battery is at charging operation under the proposed two-step charging strategy, the discharged
energy can be moved to another energy storage device and charged back to the battery following
the bang-bang current profile shown in Fig. 5.4 in order to minimize the energy consumption.
5.3.2 Minimum-time control with active state constraints
The above analysis is based on the assumption that none of the state inequality constraints are
active. However, the state constraint for the battery SOC can be active in the considered problem,
i.e., SOCmin ≤ SOC ≤ SOCmax. When the state constraints are active for a finite time t1 ≤
t ≤ t2, optimal state x∗ has to slide along the boundary of the state constraint set Ωx(t)) and the
minimization of the Hamiltonian with respect to control u does not provide useful information.
Therefore, the solution in that time interval needs to be found from other considerations. In this
study, we adopt the method introduced in [32] for the analysis under the presence of additional
state constraint. Further details can be found in Appendix A.1.
Since only one of the bounds can be active at a time, we can define G(x, t) = x1 − SOCk
where SOCk is a constant value of either SOCmin or SOCmax. For instance, for the charging case
G(x, t) = x1 − SOCmax. According to Appendix A.1, the derivative of the constraint function
G(x, t) with respect to time is computed until the control u appears explicitly for the first time in
G(j) as follows:









The control input u appears in the first derivative of the state constraint function G(x); thus,



















Figure 5.4: Schematic of bang-bang control trajectory. (a) the optimal control u∗ takes only upper
or lower bound values depending on the sign of the switching function φ, (b) SOC trajectory
according to the optimal control.
modifications needs to be satisfied:
H̄ = H(x∗, u, λ∗, t) + µ∗G(j),
λ̇∗(t) = −H̄x
= −Hx − µ∗G(j)x ,
G(j)(x∗, t) = 0.
(5.8)
From Eq. (5.8), G(1) = 0 is obtained, leading to a solution for control u = 0 for the given time
interval. Therefore, when SOC hits the bound, the control input current has to be zero, which is a
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relaxation step in battery testing terminologies. Given the analysis above, we can conclude that the
time-optimal trajectory is a concatenation of bang and off or so-called bang-off-bang control with
a finite number of switching.
5.3.3 Optimal input current sequence
According to the PMP analysis, it is found that the values of the optimal input current u∗ can
take are u∗ ∈ [umin, 0, umax]. However, the possible control sequence also has to be considered.
A piecewise continuous function u∗(t) on an interval [t0, tf ] can only have a finite number of
discontinuities. First, when no state constraints considered, the number of switching points can be
analyzed by referring a problem of the number of zeros of an exponential polynomial. Moreover, if
all eigenvalues of the matrix A from state equation are real-valued, i.e., A ∈ Rn), then the number
of switching points of the optimal control is at most n − 1 [105] (See Appendix A.2 for more
information).
In this problem, the dimension of matrix A in Eq. (5.2) is n = 3 and hence it is expected at
most n − 1 = 2 switching points along the optimal control trajectory as illustrated in Fig. 5.4.
Thus, when the battery SOC state constraint is inactive, two possible control sequences can be
considered:
• Charge-Discharge-Charge (CDC): low SOC level to high SOC level
• Discharge-Charge-Discharge (DCD): high SOC level to low SOC level
where the value of input current is chosen from the control upper and lower bounds.
Now, when the SOC-related state constraint is being active during a time interval t1 ≤ t ≤ t2,
the optimal control is off, i.e., u∗ = 0, and SOC does not change. However, the other states V1, V2
still vary during the time interval until the next optimal control sequence is involved. In this case, it
has to be analyzed where the off control step can be placed in the entire control sequence. For the
case of charging (i.e., the baseline control sequence is CDC), three different control sequences can






Since only one of the bounds can be active at a time, SOCmax is considered for the charging
case. Then, the second case can be dropped since the discharge current cannot make the SOC to be
bounded by the upper SOC constraint. The third case can also be taken out because off at the end
of the control sequence, which corresponds to relaxation, is not a finite optimal control solution
where the final state is fixed. The third case means waiting for V1(tf ) = V2(tf ) = 0 by applying
zero current, but V1, V2 decay exponentially; thus, theoretically, it takes infinite time to converge
to 0, which is not a finite solution. Therefore, only possible sequence among three is the first case
where the off control step is located right after the first charge current is applied as illustrated in
Fig. 5.5.
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Figure 5.5: Schematic of bang-off-bang control trajectory. (a) the optimal control u∗ takes upper
or lower bound values and when the state constraint being active the optimal control u∗ = 0, (b)
SOC trajectory according to the optimal control with the maximum SOC active state constraint.
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5.4 Conversion to Switching Time Optimization
Based on the PMP analysis that the solution of the optimal control problem is either a bang-
bang control or bang-off-bang control, the original control problem can be converted into a finite-
dimensional optimization problem of finding proper switching timings of the control sequence
[107]. Converting to a switching time optimization problem reduces computational cost consider-
ably, and thus, the proposed method can be implemented in real-time applications.
5.4.1 Switching time optimization for inactive state constraint
Given the control sequence and its value, the optimal control problem can be reformulated into
a finite-dimensional optimization problem. Note that the possible control sequence can be either
CDC or DCD. In this study, we seek a control input that changes the initial SOC to a higher target
SOC without any constraints violation. Thus, the CDC (Charge-Discharge-Charge) is chosen as the
optimal control sequence. By keeping the convention of positive current for charge, Eq. (5.3) can





subject to ẋ = Ax+Bu∗,
x(t0) = x0,
x(tf ) = xf ,
u∗ =

|umax| t0 < t ≤ ts1
− |umax| ts1 < t ≤ ts2
|umax| ts2 < t ≤ tf
(5.9)
where the target states at the final time xf = [SOCf , 0, 0]T .
5.4.2 Switching time optimization for active state constraint
Switching time optimization problem is generalized for a bang-off-bang control. When it comes
to a bang-off-bang control, a relaxation period is included in the control sequence due to the active
state constraint. Based on the result in Section 5.5, we can determine the generalized control





subject to ẋ = Ax+Bu∗,
x(t0) = x0,
x(tf ) = xf ,
SOCmin ≤ x1(t) ≤ SOCmax,
u∗ =

|umax| t0 < t ≤ ts1
0 ts1 < t ≤ ts2
− |umax| ts2 < t ≤ ts3
|umax| ts3 < t ≤ tf
(5.10)
where the target states at the final time xf = [SOCf , 0, 0]T .
5.5 Simulation Results
This section presents the effectiveness of the proposed current profile in reducing the total test-
ing time through simulation studies. First, the solution to the original optimal control problem is
obtained and its results are compared to those from traditional pulse-relaxation. Then, the impact
of the active battery SOC constraint and parameter uncertainty on the performance is also inves-
tigated. Finally, the solutions to the reformulated switching-time optimization problem are com-
pared to those from the original control problem. Note that, for computing a numerical solution,
this study uses a general-purpose MATLAB software package GPOPS-II [74], which is featured
by the Legendre-Gauss-Radau (LGR) pseudo-spectral method with adaptive multi-mesh-interval
collocation. More detailed theoretical information on this method can be found in [31, 22].
5.5.1 Comparison between ordinary pulse-relation profile and minimum-
time current profile
To simplify the analysis, parameters in the equivalent circuit model are assumed constant instead of
a function of temperature and SOC. Especially, temperature change was less than 2◦ in experiment;
therefore, the temperature effect is neglected hereinafter.
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In simulation study, nominal battery parameters used are as follows:
Cbat = 2.3 Ah, Rs = 10.5 mΩ
R1 = 17.3 mΩ, C1 = 1.9e3 F
R2 = 22.2 mΩ, C2 = 6.5e4 F
The constraint boundaries and the initial and final conditions are specified as follows:
SOCmin = 0, SOCmax = 1
Imin = −1C, Imax = 1C
Vt,min = 2.5V, Vt,max = 3.6V
SOC(t0) = 0.2, SOC(tf ) = 0.48,
V1(t0) = V2(t0) = 0, V1(tf ) = V2(tf ) = 0.
Here, the input current is limited for a bound of 1C rate (a C-rate is a measure of the rate at
which a battery is discharged relative to its maximum capacity) that can charge and discharge the
battery. Target SOC is chosen, such that the battery is charged for 1,000 seconds at a 1C rate. To
validate the time reduction, two cases are compared; the first case is the ordinary pulse-relaxation
profile where the constant charging current pulse is applied, followed by a relaxation period. The
second case is where the minimum-time current profile is applied.
5.5.1.1 Ordinary Pulse-Relaxation Profile
We can monitor voltage dynamics across the two RC pairs (V1, V2), accounting for the relaxation
time, as shown in Fig. 5.6. Here, the battery model is simulated at a 1C rate charging current
for 1,000 seconds. The terminal voltage is dropped instantaneously when the current is cut-off,
and then, the voltage relaxation period follows. Since the 2nd RC pair has a larger time constant,
its slow voltage response V2 dominates voltage dynamics and the relaxation time as shown in
Fig. 5.6(d)). The total testing time is about 140 minutes for one OCV point, mostly spent on the
long-relaxation period.
5.5.1.2 Minimum-Time Current Profile
The minimum-time optimal current profile and corresponding voltage dynamics are summarized
in Fig. 5.7. The optimal current profile consists of charge, discharge pulse, and a short duration of
charge pulse with no relaxation period (i.e., control sequence is Charge-Discharge-Charge). Initial
SOC is changed to the target SOC and the RC pairs' voltage reach zero at the final time, i.e.,
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Figure 5.6: Ordinary pulse-relaxation for OCV measurement. (a) current profile (Charge-
Relaxation) and SOC variation, (b) terminal voltage, (c) voltage across 1st RC pair, (d) voltage
across 2nd RC pair. Total testing time for one OCV point measurement is about 140 min.
V1(tf ) = V2(tf ) = 0 (see Fig. 5.7(c) and Fig. 5.7(d)). With the minimum-time profile, it takes 43
minutes in total to achieve the goal, which is only 31% of the previous testing time (69% reduction)
at the ordinary pulse-relaxation case as summarized in Table 5.1.
In optimal control problems, control is typically set to be between lower and upper bounds, and
if the optimal control switches from one extreme to the other without taking a value in between,
then it is referred to as a bang-bang control. As shown in Fig. 5.7(a), the current values are
either positive or negative 1C, which are the maximum allowable current extremes, indicating
the minimum-time current profile is a bang-bang control. Another interesting observation is that
the SOC trajectory is now non-monotonic. Along the trajectory, the SOC goes beyond the target
value, and the excessive amount of SOC is then balanced by a discharge pulse followed. When the
1st switching occurs, as shown in Fig. 5.7(c) and Fig. 5.7(d), V1 drastically switches from positive
to negative value due to the relatively fast time constant compared to V2. Meanwhile, 2nd RC pair's
voltage V2 gradually decreases until it is close to zero. And then, the 2nd switching occurs from
the discharge pulse to a short duration of the charge pulse in order to make both voltages equal
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Figure 5.7: Minimum-time current profile for OCV measurement. (a) current profile (Charge-
Discharge-Charge) and SOC variation, (b) terminal voltage, (c) voltage across 1st RC pair, (d)
voltage across 2nd RC pair. Total testing time for one OCV point measurement is 43 min (69%
time reduction).
to zero. Finally, the voltages of both RC pairs V1, V2 converge to zero, and the terminal voltage
becomes a steady state.
Electrochemically speaking, this decaying pattern of the relaxation voltage is from a slow dif-
fusion process of lithium inside the solid particles. When a constant current flows, Li concentration
inside the solid particle has a gradient from the center of the particle to the surface. When the cur-
rent is cut-off, the gradient of Li concentration tries to find a uniform distribution so-called diffu-
sion phenomenon, which causes changes in the overall Li concentration inside particles. Moreover,
since the surface concentration of the lithium determines the open-circuit potential of the electrode
particle, the terminal voltage we measure changes slowly along with the re-distribution of the Li
concentration.
On the other hand, the proposed minimum-time current profile applies a concatenation of
charge and discharge pulses, which essentially perturbs the lithium concentration distribution in-
side the electrode particles. In other words, the optimal current profile makes the surface Li con-
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centration closer to the average concentration over a particle, thus no need for a long period of
re-distribution step. Needless to say that these pulses do not guarantee a perfect uniform distribu-
tion; hence, the relaxation voltage of an actual Li-ion cell might oscillate around the steady-state.
5.5.2 Minimum-time current profile with active state constraint
In this section, an active state constraint and its impact on total testing time are presented. As shown
in Fig. 5.7(a), the SOC trajectory is non-monotonic such that it exceeds the target value along its
path. In case the given bound constraint for SOC is violated, the original optimal current profile
needs to be altered under the presence of an active state constraint. In order to study the impact of
the different level of active state constraint, we change the upper bound of SOC constraint SOCmax
while keeping the initial and target SOCs the same as follows:
SOCmin ≤ SOC ≤ SOCmax,
SOCmin = 0, SOCmax = 0.60
SOC(t0) = 0.2, SOC(tf ) = 0.48.
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Figure 5.8: Minimum-time current profile for OCV measurement with an active state constraint
for SOCmax = 0.60. (a) current profile (Charge-Relaxation-Discharge-Charge) and SOC variation,
(b) terminal voltage, (c) voltage across 1st RC pair, (d) voltage across 2nd RC pair. Total testing
time for one OCV point measurement is 46 min (67% time reduction).
First of all, we observe a relaxation period in Fig. 5.8(a) when the SOC hits the upper bound of
SOCmax = 0.60 by the first charge current. The modified control sequence is Charge-Relaxation-
Discharge-Charge. During the relaxation period, both voltages decrease exponentially due to
its dynamics without any current being applied; however, V2, which has a relatively slow time
constant, still needs to be forced to zero potential with a discharge pulse (see Fig. 5.8(c) and
Fig. 5.8(d)).
Another important observation is that there exists a trade-off relationship between the total
testing time and the level of SOC upper bound. The difference from the previous case where
there is no bound constraint is that a relaxation period is now required for some amount of time
because of the SOC constraint; thus, total testing time increases. However, the effectiveness of time
reduction is still significant, even with a narrow SOC constraint bound. For instance, as one can
see in Fig. 5.9, for the same target SOC (SOC(tf ) = 0.48), the total testing time is 76 min (46%
time reduction) with an upper bound of SOCmax = 0.50. Furthermore, as the bound increases,
total testing time decreases. This time reduction is a benefit of allowing opposite current directions
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(e.g., charge to discharge for an increasing SOC) in the control sequence. Therefore, if there is a
need for a minimum perturbation of the battery (e.g., a small SOC variation), we can introduce a
tightly bounded SOC constraint while allowing both charge and discharge input currents for the
control sequence.





















Figure 5.9: Trad-off relationship between total testing time and the level of SOC upper bound.
Pulse-relaxation point is when no optimal control sequence is involved. The SOC constraint be-
comes inactive above SOCmax = 0.70 for a target SOC is 0.48.
5.5.3 Sensitivity of model parameter error
One thing to note is that the optimal control problem can be solved when the model parameters are
known. However, as mentioned earlier, battery parameters can change over time. Then, we can
perform a parameter estimation regularly for model calibration when the battery model prediction
deviates from the measured data. For the equivalent circuit type of models, it has been studied ex-
tensively on how to estimate the circuit parameters using a variety of offline and online techniques.
In offline cases, parameter estimation is mostly done in a batch process based on the least-squares
approaches. Two of the best-known techniques are the electrochemical impedance spectroscopy
(EIS) [23] or pulsed current tests (PCT). During battery operation, we can use online estimators
such as recursive least-squares (RLS) [125] and extended Kalman filter (EKF) [118]. However,
these approaches rely on the static output nonlinearity and do not address how to update the OCV
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curve.



















































































































Figure 5.10: Minimum-time current profile for OCV measurement with 10% parameter errors. (a)
current profile and SOC variation, (b) terminal voltage, (c) voltage across 1st RC pair, (d) voltage
across 2nd RC pair. Total testing time for one OCV point measurement is about 100 min (29%
time reduction).
If there is an error in the model parameters either from parameter estimation or due to aging,
it should be analyzed how sensitive the proposed method is to the parameter error. In order to
see the impact on the total testing time, the diffusion related RC pair parameters are increased by
5% in the plant model, and the minimum-time current profile that is obtained with the nominal
parameters is applied. Note that increasing all RC parameters by 5% is the same as the time
constant, τ = R × C), has changed by 10.25% in total. According to Eq. (5.1), the time constant
τ determines the relaxation time after the current is cut-off. In other words, if one of the RC
parameter is overestimated and the other is underestimated than true value, the total impact on the
time constant can be compensated. Thus, the parameter error focused here is the time constant of
both RC pairs.
The results are summarized in Fig. 5.10 and Table 5.3. The parameter error causes the terminal
voltage deviated from the OCV, and it requires the relaxation time after the current becomes zero.
However, the benefit of the minimum-time current profile is still observed. The total testing time
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has reduced to 100 minutes (29% time reduction) in spite of the 10% error in the time constant
for both RC pairs. Here, the OCV and corresponding measurement time are strictly defined when
the terminal voltage reaches a complete steady-state. However, in practice, the amount of time
reduction can be more beneficial by allowing steady-state defined within a bound rather than a
fixed value.
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5.5.4 Reformulated switching time problem
In this section, the solutions from the original minimum-time optimal control problem and the re-
formulated switching time optimization problem are compared. Ideally, the reformulated switching
time problem should provide the same results, but with less computation time.
5.5.4.1 Bang-Bang Control Case
The new optimization variables, tk, are switching time when the current value switches from one
extreme to another. Once the switching time is fixed, the entire input current profile is determined
for the system dynamics. The solution of switching time is found based on the objective function,
which is minimum final time, and the state constraint at final time. Therefore, the transformed
switching time problem is a constraint optimization problem. Here, we use fmincon in MATLAB
to solve the switching time optimization problem in Eq. (5.9).
One benefit is that the converted switching time optimization problem requires less computa-
tion time than the original optimal control problem, as shown in Table 5.4. Numerical simulations
were run on a computer equipped with an 2.5GHz Intel quad-core i7-4870HQ processor and 16
GB of RAM running on macOS 10.15.2. Note that the aforementioned minimum-time problem
is solved with a tool (i.e., GPOPS-II) specifically designed for an optimal control problem. Thus,
if one uses typical approaches for trajectory optimization such as nonlinear programming and dy-
namic programming (DP) [6], it would take more computational cost.
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Table 5.4: Comparison of two different solutions in switching points with the computation time
Switching Points [min] Computation
Time [sec]ts1 ts2 tf
Minimum Time
(Sec. 5.3.1)
29.7 43.0 43.4 3.5
Switching Time
(Sec. 5.4.1)
29.7 43.0 43.4 0.4
5.5.4.2 Bang-Off-Bang Control Case
Under the presence of an active state constraint, the switching time optimization problem is re-
duced to Eq. (5.10) and the results of switching points are presented in Table 5.5. One can see,
the two different approaches provide the same solution. To compare with the results in Section
5.5.2, the target SOC and state constraint were chosen for SOCf = 0.48 and SOCmax = 0.60.
When it comes to the computation time, the benefit of converting to a switching time optimiza-
tion becomes more significant. In general, computation time increases as the complexity of the
problem increases, such as including the active state constraint. Comparing the two approaches in
Table 5.5, the switching time optimization requires much less computing in solving the problems,
i.e., it only takes 14% of computation time compared to the original optimal control problem. This
is because we found the control sequence and its value from the PMP analysis and the finite num-
ber of switching points, which reduces the size of feasible solution space. Specifically speaking, in
the minimum-time optimal control problem, the control u can be any value between the upper and
lower bounds; thus, the finding an optimal control is not only to search the sequence but also the
value while checking the violation of the constraints. On the other hand, in the converted switching
time optimization problem, we already have prior knowledge of the control sequence and its value;
therefore, the optimization variable is only the switching time.
5.6 Experimental Validation
This section validates the time reduction in measuring an OCV point compared to conventional
pulse-relaxation case. The model parameters θ = [RS, R1, C1, R2, C2] are identified using least-
squares fit [76] and summarized in Table 5.6. Then, the minimum-time optimal control problem
is solved and the optimal input current is applied to a 4.5 Ah Nickel-Manganese-Cobalt (NMC)
oxide/graphite pouch cell, which was built at the University of Michigan Battery Lab.
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Table 5.5: Comparison of two different solutions in switching points under the presence of an
active state constraint
Switching Points [min] Computation
Time [sec]ts1 ts2 ts3 tf
Minimum Time
(Sec. 5.3.2)
24.0 38.3 45.9 46.2 4.3
Switching Time
(Sec. 5.4.2)
24.0 38.3 45.9 46.2 0.6








5.6.1 Comparison between Pulse-Relaxation and Minimum-Time Profile
In this section, the total testing time is compared with two different methods of measuring an OCV
point: (i) ordinary pulse-relaxation and (ii) proposed minimum-time profile. At each current profile
testing, the cell was initialized to a 50% SOC under the room temperature of 25◦C. For both cases,
the current limit is set to 1C-rate bound for both charge and discharge to prevent any adverse
degradation of the cell. Note that one can allow higher current level for the bound. The target
SOC is chosen at 55% SOC. The ordinary pulse-relaxation profile applies 1C constant charge
current until the cell SOC reaches the target value. Once it reaches the target SOC, the applied
current is cut-off, called a relaxation period, until the relaxation voltage reaches a steady-state.
The minimum-time optimal current profile allows the input current to be a charge or discharge
current within the given bound.
In Fig. 5.11, one can see the proposed minimum-time profile takes a longer time for initial
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Figure 5.11: Experimental results for pulse-relaxation profile and minimum-time profile. (a) ter-
minal voltage trajectory, (b) current profile in C-rate, (c) SOC trajectory.
SOC variation than that of the ordinary pulse-relaxation method. It is because the minimum-time
profile exceeds the target SOC during the first charge current (see Fig. 5.11(c)). However, to
measure a steady-state terminal voltage or OCV, it is necessary to consider the relaxation period
that dominates the testing time. The relaxation voltage is the voltage response right after the current
is cut-off. In Fig. 5.11(a), the voltage of the pulse-relaxation profile drops instantaneously when the
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current becomes zero. After this instantaneous voltage drop, the relaxation period follows showing
an exponential decaying pattern.




















OCV bound = ±1 mV
Figure 5.12: Relaxation voltage with respect to the OCV reference. OCV bound of 1 mV is plotted
as dashed line to determine the relaxation time.
The zoom-in view of relaxation voltages are shown in Fig. 5.12. In this figure, time is set
for zero at the start point of relaxation period (i.e., relaxation time), and the relaxation voltage is
subtracted by the reference OCV value to highlight the deviation from the OCV reference. The
OCV reference is defined as a steady-state terminal voltage; we take the measurement after 5hr
relaxation. As we discussed earlier, the ordinary pulse-relaxation case shows the exponential de-
caying relaxation voltage. On the other hand, the minimum-time profile case shows a slight os-
cillation in the relaxation voltage, indicating the surface Li concentration of the electrode particle
is still fluctuating after the current is cut-off. Nevertheless, the relaxation voltage of the proposed
minimum-time profile is within a very narrow OCV bound (i.e., ±1 mV ). The OCV bound is
introduced here for practicality. Even though the OCV reference should be treated as true OCV
measurement, in many applications, a tolerance (or bound) is given to define a single measurement
value considering measurement error due to noise or sensor accuracy. Therefore, the relaxation
time is defined when the residual voltage is within a reasonable OCV bound. Note that one can
also determine the OCV in terms of the slope of the voltage change, e.g., dVt/dt ≈ 0.
Total testing time for one OCV measurement is summarized in Table 5.7. With the given 1 mV
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OCV bound, the ordinary pulse-relaxation takes 55 minutes (= 5 minutes for SOC variation + 50
minutes for relaxation). On the other hand, the proposed minimum-time current profile only takes
17 minutes (= 16 minutes for SOC deviation + 1 minutes for relaxation). Therefore, it is shown
that the proposed minimum-time current profile is able to obtain very accurate OCV measurements
with much less time. It is noted that the temperature rise due to the pulses from the proposed profile
is less than 2◦C, and it drops quickly when the current is cut off, which allows us to neglect the
adverse effect on the cell degradation due to temperature rise.




55 [min] 17 [min] -69%
5.7 Conclusion
In this chapter, an optimal control problem is proposed for direct measurement of open-circuit volt-
age (OCV) of a cell showing a substantial benefit in reducing the data acquisition time compared
to a conventional pulse-relaxation method.
The minimum-time problem was solved numerically and analyzed by Pontryagin's maximum
principle (PMP). The PMP analysis is adopted to find the optimal control sequence with the con-
sideration of the state constraint. And then, the minimum-time optimal control problem was con-
verted into a finite-dimensional switching time optimization problem. By converting the problem,
it is shown that the proposed method is even computationally tractable for real-time applications.
The results were shown with simulation and experiment that the data acquisition time for the cell
OCV can be reduced by 69% compared to the conventional pulse-relaxation method.
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CHAPTER 6
Electrode-Specific Degradation Diagnostics at
Practical Charging Rate
6.1 Introduction
Pseudo-OCV measurement makes the implementation of the electrode-specific degradation diag-
nostics challenging in that it requires a very low rate constant current applied. This low-rate current
requirement limits the time for data acquisition, raising a partial data availability issue in practice.
In Chapter IV, the partial data window of the OCV curve and corresponding estimation accuracy
was well-addressed.
Ideally we need robust algorithms that enable the estimation of aging mechanisms during nor-
mal or even fast charging. To this end, one of the candidates for a diagnostic algorithm is an
extension of the peak alignment method [54] from Chapter III. In that method, the distance be-
tween two observable peaks in the differential voltage is used to estimate the graphite negative
electrode's operating window and capacity using a pseudo-OCV data. These peaks are the result of
the phase transitions in the graphite at specific lithiation states that enables the electrode-specific
degradation diagnostics.
In this work, the feasibility of electrode degradation diagnostics is studied at a practical charg-
ing rate instead of the pseudo-OCV measurement considering a typical charging scenario in real-
world applications. Under a dynamic load condition, a Li-ion cell's terminal voltage is apart from
an equilibrium state (i.e. open-circuit voltage) due to its overpotential. This deviation from the
equilibrium condition makes the electrode state of health (eSOH) estimation challenging. There-
fore, it is needed to understand the boundary of the eSOH estimation in terms of the increas-
ing charging rate assuming a constant current charging operation (i.e. typical constant-current-
constant-voltage, CCCV, charging protocol).
This section is organized as follows. Section 6.2 opens discussion on the practical charging
rate for typical electric vehicles and corresponding two consideration factors. In Section 6.3, the
peak behavior map is constructed with respect to aging and C-rate to understand the boundary of
90
the electrode SOH estimation and the peak smoothing phenomenon is analyzed with electrochem-
ical models. In Section 6.4, the method of estimating the internal resistance is introduced with
the sensitivity-based data selection feature to improve the estimation accuracy. Furthermore, we
propose the comprehensive electrode-specific SOH estimation algorithm considering a real-world
usage scenario for battery electric vehicles. In Section 6.6 summarizes contributions.
6.2 Practical Charging Rate
When it comes to practical charging rates, it depends on three factors: 1) the size of the battery
system, 2) the charging power, and 3) the acceptable rate of charge for battery systems. Roughly
speaking, the time to full charge from empty (in hours) or C-rate can be estimated by dividing the
battery size (in kWh) with the charging power (in kW). The C-rate is a measure of the current rate
relative to its capacity at which a battery is completely discharged from a fully charged state. For
electric vehicle (EV) applications specifically, the charger type is commonly categorized into three
based on their charging capability: Level 1, Level 2, and Level 3 (or often called DC fast charging).
A Level 1 charger is simply charging from a standard 120V household outlet without additional
installation, which provides about 2 to 5 miles of range per hour (charging power is from 1.4 kW
to 2.3 kW). Level 2 is the most common type for EV chargers since they require simple installation
yet have a good power output of around 7.7 kW up to 19.2 kW, adding between 15 and 40 miles of
range per hour of charging. Level 3 or DC fast chargers have the highest charging power, around
50 kW up to 150 kW, but they are expensive and require a complex installation. In recent years,
ultra-high DC off-board charge with 250 kW is in development to keep up with the long-range EVs
equipped with a large battery pack and make the charging comparable to refilling gas.
For a typical mid-range battery electric vehicle with a 39 kWh battery pack, it would take 6
hours to fully charge the car from empty using a 7.2 kW - Level 2 charger. It is true that EVs are
rarely charged from empty, but we still can get an idea of the approximated range of C-rate of C/5
considering Coulombic efficiency. Charging time data in Table 6.1 is compiled from [19], [58],
and automaker's charging guideline. Considering the most accessible charger type is the Level 2
charger, the practical charging rate can be defined from C/13 up to C/5.
In regards to a practical charging rate, two factors need to be considered: 1) peak smoothing
behavior, and 2) overpotential due to internal cell resistance. The first part is a C-rate dependency
on peak behavior. As Fig. 6.1 shows, the peaks in the differential voltage curve widen and shift
as the charging C-rate increases. Since local peaks in the differential voltage curve are closely
related to the graphite negative electrode parameters, it can result in poor estimation accuracy for
the electrode SOH.
Secondly, the overpotential due to the internal resistance is no longer negligible under practical
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Table 6.1: Estimated charge time chart for battery electric vehicles. Charge time can vary depend-
ing on ambient temperature and vehicle's acceptance rate.








































40 151 28.5 6.0
0.7
(0-80%)





24 125 17.0 6.5
1.0
(0-80%)
*Charging times of Level 1 and 2 are from empty to full in hours
charging rates. In regards to battery degradation, not only cell capacity decreases but also internal
resistance tends to increases. Since cell's current SOH is assumed unknown, the internal resis-
tance of the battery needs to be estimated. In estimating the resistance parameter, constant current
charging data does not provide sufficient excitation for parameter identification; thus, it requires
additional dataset apart from simple charging data.
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Figure 6.1: Experimental data of terminal voltage and differential voltage curves with increasing
charging rates. (a) terminal voltage, (b) differential voltage (dV/dQ) showing the peak smoothing
behavior.
6.3 Peak Smoothing with Increasing Current Rates
6.3.1 Peak Behavior Map
As can be seen in Fig. 6.1, as the C-rate increases there is an appreciable shift in the location and
reduction of height for these peaks (called peak smoothing). Especially, the peak associated with
the phase transition at a stoichiometry of x = 0.5 shows more smoothing than other local peaks.
For instance, above 1C, the peak associated with the phase transition at x = 0.5 is effectively
flattened and no longer observable.
Losing peak information at a high C-rate deteriorate the electrode SOH estimation because the
peak is closely related to the graphite negative electrode. From this finding, we can set a boundary
for the charging current rate in regards to the eSOH estimation and degradation diagnostics. In this
section, the peak behavior is summarized as a peak behavior map with respect to the state-of-health
of Li-ion cells and charging C-rates.
To study the degradation under a variety of conditions, 5 Ah NMC/graphite pouch cells were
manufactured at the University of Michigan Battery Lab (UMBL). The cycle aging experiments
were designed to cover an array of test conditions such as different charge/discharge C-rates, and
different operating temperatures. The test conditions range from low C-rate room temperature
baseline aging to high C-rate hot temperature accelerated aging. Each of the test conditions was
performed at three different temperatures: hot (45◦C), cold (−5◦C), and room temperature (25◦C).
Before the start of the cycling the cells were held at the target temperature for 3 hours to ensure
thermal equilibrium. For peak dependency analysis, we select three cells cycle-aged with high
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C-rate charge/discharge profile under different ambient temperature as summarized in Table 6.2.
Table 6.2: Cycle aging test condition matrix. The HT, RT, and CT corresponds to hot (45◦C), room
(25◦C), and cold (−5◦C), temperature.
Cell ID Ambient Temperature Depth of Discharge Charge Discharge
HT 45◦C 0-100% 2C 2C
RT 25◦C 0-100% 2C 2C
CT −5◦C 0-100% 2C 2C
The test conditions for C-rate dependency is summarized in Table 6.3. The pouch cells were
installed in the fixture and put in a climate chamber with the temperature set to 25◦C. The cell was
charged with a constant current (CC) from the fully discharged state at different rates (C/20, C/10,
C/5, C/2, 1C, and 2C) up to 4.2 V. The cell was discharged to 3 V with the same constant current
rate of C/5 followed by a constant voltage (CV) period until the current dropped below C/40 to
ensure the complete discharged state, followed by a rest of 3 hours for temperature equilibrium.
To understand the dependence of the peaks on C-rates, the amplitude and location of local
peaks are investigated with the different constant charging current rates as shown in Fig. 6.2. First
of all, local peaks are observable up to C/2, except the Peak 1 for Cold Temperature (CT) cells at
78% and 70% SOH levels. Beyond the end-of-life, Peak 1 from the CT cell is merged with other
local peaks nearby into one, generating an inaccurate location. Above 1C, Peak 2 (related to the
phase transition at a stoichiometry of x = 0.5) is flattened no information can be obtained. From
this, we can set a conservative boundary for the robust peak information up to C/5 rate.
Comparing Peak 1 and Peak 2, Peak 2 shows more variations than that of Peak 1 in both am-
plitude and location as the C-rate increases. The amplitude decrease means the peak is flattened,
making it unobservable, hence deteriorating the electrode-specific SOH estimation. Another inter-
esting observation is that the location of the peak decreases (i.e. shift to the lower Q[Ah]) for both
Peak 1 and Peak 2 as the cell's SOH level decreases (see Fig. 6.2(d) and (e)). It is important in
eSOH estimation because the peaks in the differential voltage curve are directly connected to the
graphite negative electrode parameters. From Ref. [54], the relationship between the peak location










where Q1 and Q2 are the locations of the distinct peaks from the cell charge dV/dQ curve, and
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Table 6.3: C-rate dependency test procedure.
Description State Controls Current Stop-criterion
Initialization
0 CC discharge C/5 = 1 A V < 3.0
1 CV at 3.0 V variable I < C/40
2 Rest 0 A t > 3 hr
C/20 Charge
3 CC charge C/20 = 0.25 A V > 4.2
4 Rest 0 A t > 3 hr
Initialization
5 CC discharge C/5 = 1 A V < 3.0
6 CV at 3.0 V variable I < C/40
7 Rest 0 A t > 3 hr
C/10 Charge
8 CC charge C/10 = 0.5 A V > 4.2
9 Rest 0 A t > 3 hr
Initialization
10 CC discharge C/5 = 1 A V < 3.0
11 CV at 3.0 V variable I < C/40
12 Rest 0 A t > 3 hr
C/5 Charge
13 CC charge C/5 = 1 A V > 4.2
14 Rest 0 A t > 3 hr
Initialization
15 CC discharge C/5 = 1 A V < 3.0
16 CV at 3.0 V variable I < C/40
17 Rest 0 A t > 3 hr
C/2 Charge
18 CC charge C/2 = 2.5 A V > 4.2
19 Rest 0 A t > 3 hr
Initialization
20 CC discharge C/5 = 1 A V < 3.0
21 CV at 3.0 V variable I < C/40
22 Rest 0 A t > 3 hr
1C Charge
23 CC charge 1C = 5 A V > 4.2
24 Rest 0 A t > 3 hr
the x1 and x2 are the stoichiometric states (i.e. negative electrode SOC) from the graphite negative
electrode's differential voltage curve dUn/dx. Here, the location of the peak of the cell is a mea-
surement and the stoichiometric states are a priori known assuming the graphite negative electrode
open-circuit potential, Un(x), is given.
In Eq. (6.1a), the negative electrode capacity, Cn, is estimated by the relative distance between
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two peaks without knowing the exact the peak location, whereas the lower utilization window, x0,
is dependent on the peak location, Q1. Therefore, although both peaks are shifting as the C-rate
increases, it is worth checking the relative distance between the two for the negative electrode
capacity estimation. Fig. 6.3 presents the peak distance with respect to the cell SOH and the C-
rate. In can be seen that the peak distance shows less dependency on the C-rate than cell SOH,
proving the usefulness of the peak distance at practical charging rate for eSOH estimation.
It is note that, with the finding from Fig. 6.3, the negative electrode capacity, Cn, is then esti-
mated directly from the CC charge data up to C/5 without use of nonlinear least square estimation
(i.e. voltage fitting for the electrode parameter estimation, θ = [Cp, Cn, y100, x100], in Chapter II).
This separation of parameters reduces the number of the unknown in the nonlinear least square esti-
mation, improving the estimation accuracy and making the eSOH estimation tractable at a practical
charging rate.
6.3.2 Analysis on Peak Smoothing Phenomenon
In this section, first, the underlying physics of the peak smoothing behavior at increasing C-rate is
studied with different electrochemical models, namely single-particle model (SPM), single-particle
model with electrolyte (SPMe), and Dolye Fuller Newman (DFN) model. The electrochemical
models basically describe the distribution of lithium concentrations inside a cell. Fuller et al. [30]
developed a pseudo-two-dimensional (P2D) model (called DFN model after authors' name) assum-
ing the electrode active materials as multiple spherical particles across the electrode thickness. Al-
though the DFN model provides very accurate model prediction and internal dynamics, the model
complexity and computational cost make this model difficult to use in control applications. To deal
with the model complexity, many attempts have been made. For instance, Ning and Popov [70]
proposed the single-particle model replacing each electrode with a single-spherical particle with
no electrolyte dynamics based on the uniform current distribution across both electrodes. With the
inclusion of electrolyte dynamics, the SPM has extended to the SPMe [35, 82].
The model parameters are adopted from [66] for pouch cells built at the University of Michi-
gan Battery Lab (UMBL). The cell chemistry is NMC/graphite, and the detailed specification of
the battery can be found in [66]. For comparing the voltage prediction and the differential voltage
(dV/dQ) curve for peak smoothing behavior, we used Python Battery Mathematical Modelling
(PyBaMM) that solves physics-based electrochemical differential-algebraic equation models by
using state-of-the-art automatic differentiation and numerical solvers [100]. In Fig. 6.4, a com-
parison of three electrochemical models' voltage and the experimental data is plotted at different
charging rates (i.e. charging rate of C/20, C/2, and 1C). Basically, three electrochemical models









































































































































































































































































































































































































































































































Figure 6.3: Peak distance with respect to cell state-of-health (SOH) and charging rate for three
different ambient temperatures. (a) peak distance vs. cell SOH, (b) peak distance vs. C-rate (SOH
of the cell is denoted in the bracket), showing less dependency on the C-rate than SOH.




























































































Figure 6.4: Comparison of the terminal voltage between the experimental data and three electro-
chemical models at different charging rates. (a) C/20, (b) C/2, (c) 1C. All of these models show a
good match with the experimental data.
However, differentiating these models by looking at only the voltage response is difficult. The
difference becomes clear when it comes to the peak behavior in the dV/dQ curve under different
charging C-rates as shown in Fig. 6.5. Fig. 6.5(b), (d), and (f) show the dV/dQ curves with in-
creasing charging rates from C/20 to 2C. Among the three models, only the DFN model is capable
of capturing the peak smoothing phenomenon (i.e. peak widen and pressed while shifting to the
lower capacity), whereas the SPM and SPMe models show only the peak shifting without smooth-
ing. When comparing the single-particle type models and the DFN model, the biggest difference
is the capability of capturing the lithium concentration distribution across the electrode thickness,
where the former cannot, but the latter is capable. Since the peak in the dV/dQ curve is originated
from graphite negative electrode, the surface concentration of lithium is further analyzed for the
DFN model using the PyBaMM.
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Figure 6.5: Simulation results of terminal voltage and differential voltage curves with increasing
charging rates. (a) terminal voltage of SPM, (b) differential voltage of SPM with peak shifting, (c)
terminal voltage of SPMe, (d) differential voltage of SPMe with peak shifting, (e) terminal voltage
of DFN model, (f) differential voltage of DFN model showing the peak shifting and smoothing
behavior.
The schematic of the DFN model is shown in Fig. 6.6(a) with the location of slicing for the
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Figure 6.6: Simulation results of surface concentration of Li using DFN model. (a) Schematic of
slicing for surface concentration of Li across negative electrode thickness, (b) surface concentration
distribution of lithium at C/20 charge, (c) surface concentration distribution of lithium at 2C charge.
DFN model is capable of explaining the Li concentration difference in the electrode thickness,
while the single-particle type models cannot. Hence, as shown in Fig. 6.6(b) and Fig. 6.6(c), the
normalized surface Li concentrations of the graphite negative electrode at different locations have
different values when the battery is being charged at a constant current. The Li concentrations
begin with the uniform distribution initially; however, they diverge and converge during charging.
Comparing the two charging rates, C/20 vs. 2C, it is found that the divergence of the surface
concentration of lithium becomes large when a higher current is applied. Dashed lines in Fig. 6.6(b)
and Fig. 6.6(c) indicate the phase transition for graphite at a stoichiometric state of x = 0.5, which
corresponds to the peak showing the peak smoothing in the dV/dQ curve around 3 Ah. Because
of the divergence of the Li concentration at high C-rates during charging, the phase transition of
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the graphite negative electrode does not occur simultaneously, causing the peak smoothing.
Mohtat et al. [66] develop a multi-sized particle model to capture the smoothing behavior in
the differential voltage curve at high C-rates. In [66], the connection between the particle size
distribution and peak smoothing is also explained by the divergence between the particle surface
concentrations associated with limits in the diffusion process; the particles surface concentration
remain separated, where the smaller particles charge faster at the second plateau.
6.4 Overpotential due to Internal Resistance
Another consideration is the overpotential due to internal resistance. Since the electrode-specific
SOH estimation relies on the cell's open-circuit voltage (OCV), the difference between the termi-
nal voltage and the OCV needs to be modeled for a practical rate of charging scenario. Battery
model parameters are often identified as a function of SOC and temperature for accurate voltage
prediction; however, it increases the complexity of the model and makes the online parameter iden-
tification challenging under dynamic operation. For the case of the electrode SOH estimation, the
overpotential can be simply modeled with the lumped constant resistance under constant current
(CC) charging mode, assuming the resistance does not vary much over the commonly utilized SOC
range of 20% - 90%.
With battery degradation, the internal resistance of a cell tends to increase; thus, it requires
additional parameter estimation for the internal resistance besides the electrode SOH estimation.
Treating the cell internal resistance as an additional unknown on top of the electrode SOH pa-
rameters makes the whole parameter set less identifiable due to the increased number of unknown
parameters. Furthermore, for a constant current charging scenario, the resistance parameter does
not have sufficient excitation, resulting in poor estimation results [61]. Therefore, it is advisable
to separate the parameter estimation into two sub-problems based on the battery's operation mode:
1) resistance estimation using transient data, 2) electrode SOH estimation using CC charge data.
6.4.1 Battery model
For the problem of identifying the internal resistance of a cell, an equivalent circuit model with a
single RC pair is used to capture the battery's voltage dynamics.
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Consider the OCV-R-RC equivalent circuit model in discrete-time,
SOC(k + 1) = SOC(k)− ∆T
3600Cbat
I(k),







Vt(k) = Voc(SOC(k))− V1(t)−R0I(t),
(6.2)
where Cbat is the cell capacity and I > 0 for discharging. Typically, the resistance R0, R1 and
capacitance C1 vary with SOC, current direction, and temperature; however, they are assumed to
be a constant in the following analyses.
6.4.2 Sensitivity-based Least Square Estimation
In this section, the method for estimating the resistance parameters is presented. Since we need a
lumped resistance for the electrode SOH estimation, the ordinary least square estimation is used.
From the equivalent circuit model in Eq. (6.2), we can rewrite the equations in a linear regression
form with the new output signal, y(k) = Voc(SOC(k))−Vt(k), representing the voltage difference
between the open-circuit voltage and the terminal voltage. The value of y(k) can be computed
based on measurements and the known OCV model. Specifically, the SOC(k) can be obtained by
integrating current and scaling the integral to SOC using the cell capacity, and the corresponding
Voc(SOC(k)) is based on the OCV-SOC relationship.
With the new output, y(k), an ARX (Auto-Regression with eXogenous inputs) equation can be
derived through time shift and algebraic manipulations,










y(k) = (1− ∆T
R1C1
)V1(k − 1) +
∆T
C1
I(k − 1) +R0I(k). (6.4)
By replacing V1(k − 1) with y(k − 1) and I(k − 1),
V1(k − 1) = y(k − 1)−R0I(k − 1). (6.5)
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Then, Eq. (6.4) can be written
y(k) = (1− ∆T
R1C1
)[y(k − 1)−R0I(k − 1)] +
∆T
C1
I(k − 1) +R0I(k)
= (1− ∆T
R1C1
)y(k − 1) + (R0 +R1)∆T −R0R1C1
R1C1
I(k − 1) +R0I(k)









, b1 = R0. (6.7)
A parametric linear regression form can then be obtained as
y(k) = θTφ(k), (6.8)
where
θ = [a0, b0, b1]
T , φ(k) = [y(k − 1), I(k − 1), I(k)]T . (6.9)
This linear regression equation can also be written in matrix notation as
Y = Φθ, (6.10)
where Y is N x 1 vector of the output signals, Φ is a N x 3 matrix of regressor, and N is the size














The parameters, θ, can be identified by solving the least square problem:
θ̂ = (ΦTΦ)−1(ΦTY ). (6.12)
Now, the problem is how to collect the measurement of voltage and current from a transient
discharge cycle. The conventional estimation methods tend to use all of the data points for esti-
mating variables. There exist several challenges in implementing this LS estimation in real-world
applications. First, not all data points are sensitive to the target parameters to estimate. Using
insensitive data can cause significant estimation errors due to unknown disturbances such as mea-
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surement noise and model uncertainty. Unlike the lab setting where the current and voltage data
cannot be designed or controlled, estimating the resistance parameter in a real-world case needs
to use unpredictable random data collected online. Secondly, the number of data points in a batch
LS estimation can be limited by the onboard BMS memory. With a typical sampling rate of 1 Hz
or 10 Hz in automotive applications, several hours of drive cycle data might require a lot of mem-
ory for onboard BMS to store and process it. Therefore, in this work, the analytic sensitivity and
data selection strategy is proposed. Sensitivity is the relationship between the variation of output





A higher sensitivity value means a stronger correlation between the output and the parameter.
Using highly sensitive data for estimation will yield good accuracy, demonstrated by the Fisher
information matrix and Cramer-Rao bound analysis [52]. The data selection strategy is motivated
by Ref. [60] where the analytic expressions of the sensitivity of equivalent circuit parameters are
introduced. The key idea is to determine if the incoming data is sensitive enough or not for each
parameter, and extract only the favorable data points (i.e. selecting data points that show higher
sensitivity than the sensitivity threshold) that could improve the estimation quality and reduce the
number of data points required.
In [59], the sensitivities of the target variables R1 and τ1 have been derived in a compact form



















where L−1 stands for the inverse Laplace transform, s is the complex frequency variable, and ∗
represents convolution. These expressions can be conveniently used to calculate the sensitivity of
data points in any measurement sequence in real time through the realization of state-space form.
Note that, with the sensitivity-based data selection algorithm, N in Eq. (6.11) indicates the
number of the pre-selected data points. Thus, data points in the vector Y and the regressor matrix
Φ do not have to be in series measurements. Instead, it only requires current time and previous
time's voltage and current measurements.
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Figure 6.7: Example of sensitivity-based data selection strategy. (a) sensitivity of data points for
resistance R1, (b) selected data points.
6.4.3 Adaptive Algorithm
Fig. 6.8 illustrates the workflow of the proposed adaptive parameter estimation algorithm. De-
pending on the battery operation mode, the parameter estimation is conducted separately in two
different threads. The resistance parameter θ1 is estimated from transient data such as the drive
cycle of an electric vehicle. Estimation is performed by ordinary least square (OLS) estimation
as a batch process, but only data points with higher sensitivity are selected. To be specific, in the
upper pipeline in Fig. 6.8, only a window of data points is used in the LS estimation through the
sensitivity-based data selection algorithm from the transient data. Since the least square estimation
operates once with the fixed sized data window, we call it as window LS estimation.
Once the battery is on charge mode, the lumped resistance, Rtotal = R0 +R1, is then provided
to the electrode SOH (eSOH) estimator that is also conducted in a batch process using nonlinear
least square. With more accurate resistance information, the eSOH estimation accuracy improves.
Since the eSOH estimation is associated with equality constraints, fmincon in MATLAB is used.
Detailed procedures of the eSOH estimation can be found in [54].
Since the resistance parameter estimation is based on the known OCV model, the output of
the eSOH estimation, Voc(SOC), Cbat, and θ2 in the lower pipeline in Fig. 6.8 is provided to the
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internal resistance estimation block as a feedback for updating the resistance parameter estimate
when the next drive cycle data is available.
The proposed framework works as an adaptive process because the update of the two sets of
parameter estimates, θ1 = [R0, R1] and θ2 = [Cp, Cn, y100, x100], is performed separately and
dependent on each other at the time of parameter estimation. Therefore, this adaptive process
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Figure 6.8: Proposed framework with an adaptive parameter estimation from two separate datasets.
The resistance parameters are estimated using transient data and the electrode SOH parameters are
estimated from constant-current charge data. Both estimations pre-select data points to improve
the estimation accuracy.
6.5 Results and Discussion
6.5.1 Resistance Estimation via Window Least Square Estimation
The resistance parameters are identified using the least square estimation method in Eq. (6.11) such
that N data points are selected from the transient data through sensitivity criterion. Sensitivity cal-
culation is realized from the Laplace domain to the discrete-time domain via state-space realization
of the transfer function in Eq. (6.14). The initial current is zero; thus, the initial sensitivity is set to
zero.
The effectiveness of the sensitivity data selection is studied with a single RC equivalent circuit
model (i.e. OCV-R-RC model in Eq. (6.2)) and transient data generated from a synthetic drive
cycle and additive Gaussian white noise. The synthetic drive cycle is composed of several stan-
dard drive cycles based on a home-to-work/work-to-home commute scenario. Drive cycle and
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corresponding required current profile was obtained by using Advisor (A user-friendly advanced
powertrain simulation software developed at National Renewable Energy Laboratory) [114] as-
suming driving a BMW i3 2018 with 33 kWh battery pack. The EPA standard drive cycles used
for the synthetic drive cycle are UDDS (Urban Dynamometer Driving Schedule), HWFET (High-
way Fuel Economy Test), and US06 (one of Supplemental Federal Test Procedure, SFTP). The
UDDS represents city driving conditions, HWFET is used to determined the highway fuel econ-
omy rating, and SFTP US06 combines the current city and highway cycles to reflect real-world
fuel economy more accurately that has a high speed, quick acceleration, and four stops. As shown
in Fig. 6.9, US06 has more frequent large spikes in current profile than the other two, and HWFET
has a higher average current than UDDS, reflecting the highway driving condition. This dynamic
current profile provides different sensitivity for each parameter in Eq. (6.14) depending on the
magnitude of the current and the fixed current holding time.
Figure 6.9: Current profile of synthetic drive cycle. This profile is assumed for a home-to-
work/work-to-home commute scenario for a battery electric vehicle (BMW i3 2018 with 33 kWh
battery pack).
The normalized sensitivity values from the given synthetic drive cycle are presented in Fig. 6.10.
Comparing Fig. 6.9 and Fig. 6.10, it is found that the sensitivity value has a dependency on the
drive cycle that battery cell is operated on. Generally, higher current values provide higher sensi-
tivity for the model parameters. We can evaluate the identifiability of the model parameter based
on the magnitude of the normalized sensitivity in Fig. 6.10. The ohmic resistance, R0 is the most
sensitive, the resistance in RC pair, R1, is the second, and the time constant, τ = R1C1, is the least
sensitive. A higher sensitivity means a stronger correlation between the output and the parameter;
hence, a better identifiability.
The sensitivity threshold is arbitrary, meaning there is no rule of thumb for determining its
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value. We can set up different values of the threshold for different parameters. Based on the
threshold value, the number of selected data points can be different. A more conservative threshold
(i.e. lower threshold value) would take more data points, but it decreases the overall sensitivity of
the dataset. On the other hand, an aggressive threshold results in a small number of data points
that make the window LS vulnerable. However, one good practice is identifying the battery model
parameters when it is fresh state and applying a variety of standard drive cycles to find the optimal
value for a robust and accurate resistance estimation. Note that the overarching goal is to select
only the favorable data points that could improve the estimation quality and reduce the number of
data points required.




















Figure 6.10: Sensitivity of equivalent circuit parameters with synthetic drive cycle. Sensitivity
values show drive cycle dependency.
To examine the impact of the data-selection strategy in resistance estimation, a simulation study
is performed based on a known model with the synthetic drive cycle shown in Fig. 6.9. First, the
current profile is applied to the model to predict the terminal voltage added with Gaussian white
noise with a standard deviation of 5 mV for a real-world voltage sensor accuracy. The sensitiv-
ity values are computed in real-time from Eq. (6.14) to store data points that pass the sensitivity
threshold for the window LS estimation. Since the additive noise is random, the estimation accu-
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racy is evaluated via Monte Carlo simulation with 1,000 iterations. Finally, the error statistics (e.g.
mean and standard deviation of the estimation error) are plotted.
The mean and standard deviation of estimation errors (µ ± σ) of the equivalent circuit model
parameters are plotted in Fig. 6.11. Note that each plot is not in the same scale. The estimation
results agree with the notion of identifiability from the average sensitivity in Fig. 6.10 in that the
ohmic resistance, R0, shows the smallest error in average, then the resistance in a RC pair, R1,
lastly the time constant, τ1 shows the largest error in average. In terms of the effectiveness of the
data selection, RC pair's parameters, R1 and τ1, are significantly improved with the data selection
strategy.
In summary, the contributions of the sensitivity-based data selection are threefold. 1) the esti-
mation accuracy is improved by selecting the sensitive data from transient data, 2) the estimation
is no longer dependent on the drive cycle and more robust, and 3) it helps reduce the number of
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Figure 6.11: Estimation error statistic (i.e. mean and standard deviation) of equivalent circuit
model parameters with and without data selection strategy. (a) ohmic resistance R0, (b) RC pair
resistance R1, (c) RC pair time constant τ1.
6.5.2 Electrode SOH Estimation Error due to Inaccurate Resistance
Although the data selection strategy improves the quality of estimation, it still can result in an
estimation error for the resistance parameters (see Fig. 6.11). Especially, an accurate estimate of
RC pair resistance, R1, is challenging and an on-going research topic. Another issue is a modeling
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error, which includes many aspects. For instance, with more rigorous identification of parameters,
the equivalent circuit model parameters are typically modeled as a function of SOC and tempera-
ture. This study assumes a constant value for the model parameters by removing SOC dependence,
and assuming temperature is controlled within a reasonable bound. Furthermore, a difference in
the parameter value can exist depending on the charge and discharge operation mode. In [76],
an equivalent circuit model with different parameters for charge and discharge is developed for
lithium iron phosphate (LFP)/graphite cell. Hence, we should understand the impact of inaccurate
resistance to the electrode SOH estimation for a robust and reliable algorithm.
In this analysis, the estimation is focused on the electrode-specific parameters such as electrode
capacity and utilization range, θ2 = [Cp, Cn, y100, x100]. First, CC charge data is generated from a
known model under C/5 rate. Then, the electrode parameter estimation is performed using nonlin-
ear least square (NLS) as illustrated in Eq. (2.12) while varying the resistance parameter values.
Under constant current charging mode, the overpotential due to internal resistance can be modeled
as a lumped ohmic drop, ∆V = I × (R0 + R1) = I × Rs, with the equivalent series resistance,
Rs. Thus, the inaccurate resistance means the error in the lumped resistance, Rs = R0 +R1. This
analysis aims to understand how much error will occur for the electrode-specific parameters when
the resistance estimate is inaccurate. Therefore, the estimation errors of the electrode parameters
and corresponding cell capacity are plotted with respect to the percentage error of the lumped
resistance.
Fig. 6.12 shows the estimation error of the electrode parameters and cell capacity to the lumped
resistance error ranging from -50% to +50%. It is found that the positive electrode (PE) parameters
such as PE capacity, Cp, and the PE lower utilization range, y0, are the most sensitive to the resis-
tance error. For a cell with NMC/graphite chemistry, the NMC PE dominates for the overall cell
voltage, where the graphite negative electrode (NE) shows mostly plateaus. Therefore, inaccurate
resistance affects mainly the PE parameters. Another interesting observation is that even with a
large error in the resistance, negative electrode parameters and cell capacity are still estimated with
reasonable accuracy. For instance, a 50% error in the resistance induces less than 0.5% error for
the NE capacity and less than 1% error for the cell capacity. It is worth noting that there is no
measurement noise or modeling error considered in order to check the sole impact of the inaccu-
rate resistance. One reasoning for the accurate estimation of the NE parameters is that the peak
distance is independent of the resistance value. To sum up, from this simulation study, the impact
of the resistance error on the electrode parameter estimates is acceptable, verifying the robustness
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Figure 6.12: Estimation error of electrode parameters with respect to resistance error. (a) estima-
tion error of positive electrode capacity, (b) estimation error of positive electrode lower utilization
range, (c) estimation error of positive electrode upper utilization range, (d) estimation error of cell
capacity, (e) estimation error of negative electrode capacity, (f) estimation error of negative elec-
trode lower utilization range, (g) estimation error of negative electrode upper utilization range, (h)
root-mean-square-error for voltage fit.
6.6 Conclusion
In this chapter, the feasibility of the electrode-specific SOH estimation is analyzed considering
a real-world charging scenario. First, the peak behavior map is constructed from comprehensive
aging test data. It is found that the peak distance does not change much with increasing C-rate
up to C/5, enabling the negative electrode capacity estimation directly from the measured data
at a practical charging rate. Secondly, the peak smoothing behavior with increasing C-rate is
investigated using electrochemical models to understand this phenomenon's root cause. The non-
uniformity of the graphite negative electrode's surface concentration across the electrode thickness
is found to be causing the phase transition out of synchronized; thus, the peak smooths out. Third,
the method of estimating the resistance parameter is introduced to deal with the overpotential due to
the internal resistance during the constant current charging mode. Finally, the overall algorithm for
the electrode SOH estimation is proposed integrating the comprehensive estimation procedures.
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CHAPTER 7
Physics-Guided Machine Learning for Battery
Diagnostics and Prognostics
7.1 Introduction
Recent data-driven machine learning approaches have shown great potential in battery state of
health (SOH) estimation and cycle life or remaining useful life (RUL) prediction. Diagnostic
information on battery degradation allows for its maximum utilization while avoiding unfavorable
or even dangerous operations. Furthermore, advancements in lifetime prediction lead to predictive
maintenance and extend the opportunity for second-life applications.
In the data-driven approach, often called the black-box approach, very little or no prior un-
derstanding of the Li-ion battery's physical degradation is required. Instead, data-driven models
attempt to find a correlation between the given input and output data. For battery diagnostics and
prognostics, the input data is typically battery operational data, including voltage, current, temper-
ature, or some features extracted from such battery data. And the output data is the battery SOH
or cycle life.
Although these machine learning approaches are gaining more attention due to their easy ac-
cessibility with open-source software and remarkable improvements in computing power and data
management platforms, it still has some challenges. For instance, without knowledge of bat-
tery degradation, establishing input and output data from experiments can be arbitrary and time-
consuming. Furthermore, it could be challenging to interpret the results of data-driven methods
without knowledge of the underlying physics.
In this work, two case studies are presented to show how physics can guide data-driven ma-
chine learning algorithms in battery degradation diagnostics and prognostics. The first case study
is the electrode-specific degradation diagnostics using the generated aged data and electrochemical
features extracted from the differential curves. In this example, the data-driven diagnostic model
specifically benefits from training/testing dataset preparation and feature selection [49]. The sec-
ond case study is about the early prediction of battery cycle life [101], where it only uses the first
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few cycle data to predict the lifetime of the battery down to end-of-life. In this example, a predic-
tive algorithm motivated by a recent work [95] is applied to different chemistry battery cell with
diverse aging conditions.
This chapter is organized as follows; Section 7.2 presents the first case study on the electrode
degradation diagnostics using an artificial neural network model. Section 7.3 introduces the second
case study on the early prediction of battery cycle life with feature extraction in the discharge
voltage curve and ridge regression model. Lastly, Section 7.4 summarizes the contributions of the
physics-guided machine learning.
7.2 Case Study 1: Electrode Degradation Diagnostics using Neu-
ral Network
7.2.1 Background
In terms of electrode-level degradation of a Li-ion battery, sets of degradation mechanisms can
be clustered into so-called degradation modes. There are three commonly accepted degrada-
tion modes: loss of lithium inventory (LLI), loss of active positive electrode material (LAMPE),
and loss of active negative electrode material (LAMNE) [26, 8]. These three degradation modes
[LAMPE, LAMNE, LLI] are closely related to the changes in the electrode SOH parameters θ =
[Cp, Cn, y0, x0], i.e., electrode capacity and utilization range, where the parametric OCV model can
be written as follows













In the model-based approach, the electrode-specific degradation diagnostics is formulated as a
parameter identification problem finding a proper set of electrode parameters, θ, such that the error
between the model and data is minimized as described in Chapter 2.
However, there exist some challenges to solve this nonlinear least-squares problem in onboard
applications. Since the OCV model is nonlinear, the parameter identification becomes a non-
convex optimization problem and thus local minima could exist. One way to address this non-
convexity is to run a solver with various initial points and finding multiple local minima. This




















Figure 7.1: Schematic structure for a three layer feed-forward neural network.
7.2.2 Proposed Data-driven Method using Neural Network
To avoid the complex optimization problem, we propose a machine learning-based approach for
electrode-level Li-ion battery degradation diagnostics using a multi-layer feed-forward neural net-
work model with the electrochemical features. An artificial neural network (ANN) is an inter-
connected group of nodes (see Fig. 7.1). Each circular node represents an artificial neuron, and
an arrow represents a connection from the output of one neuron to the input of another. The in-
put layer is composed of electrochemical features extracted from the differential analysis. Final
outputs represent the percentage degree of three different degradation modes [LAMPE, LAMNE,
LLI].
7.2.3 Degradation Simulation and Electrochemical Features
In terms of battery degradation, the resulting degree of three degradation modes, [LAMPE, LAMNE,
LLI], can be arbitrary depending on the battery usage and storage conditions. Covering all different
combinations of degradation requires extensive aging tests, which cost a substantial amount of
time and effort. Instead of conducting numerous aging testing, we can generate aged cell's OCV
curve based on the physical-model in Eq. (7.1) by changing the electrode SOH parameters, θ =
[Cp, Cn, y0, x0], for different degree of degradation. For example, 10% LAMPE can be simulated by
reducing the positive electrode capacity Cp by 10% from the nominal value. It is worth mentioning
that simulating aged cell data is valid only when the half-cell potentials of both electrodes are
accurately known. Aging simulation can also be performed by an open-source toolbox named
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’Alawa’ [26].








[y0, y100] [0.95, 0.02]
Negative Electrode
Cn 2.89 Ah
[x0, x100] [0.04, 0.83]
As a source of training and testing dataset, all possible combinations of three independent
degradation modes [LAMPE, LAMNE, LLI] are simulated for a LFP/graphite cell. The nominal
parameters to represent the cell's fresh condition are provided in Table 7.1. Aged cell data are
generated in two ways; a sole degradation mode and a combined mode. First, the sole degradation
mode is simulated to have a clear demonstration of different patterns in the differential curves for
each degradation mode. Figure 7.2 summarizes the evolution of the OCV curve and differential
curves. Degradation level ranges from 1% to 10% with 1% increment, which produces 30 data sets
for three modes.
• LAMPE: PE capacity Cp is reduced and NE capacity Cn is fixed. This reduction leads to
changes in utilization range x0 and y0.
• LAMNE: NE capacity Cn is reduced and PE capacity Cp is fixed. This reduction leads to
changes in utilization range x0 and y0.
• LLI: Reduction in utilization range without any changes in electrode capacity Cp and Cn.
However, degradation of real batteries can be more complicated than a single degradation
mode. A cell could undergo a mixture of degradation modes at different levels, that makes it
challenging to accurately identify the individual degradation modes. To emulate a realistic sce-
nario of an aged cell, the combined degradation case is also simulated. For the given parameters
and cell chemistry, it is found that some features start to disappear above 10% of degradation level,
which makes the NN losing input features. Thus, in this study, the degradation level is set until
each degradation mode reaches to 10% degradation as summarized in Table 7.2. It should be noted
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Figure 7.2: Evolution of three different data curves with increments of three different degradation
modes. First column (blue) is for LAMPE, second column (red) is for LAMNE, third column (green)
is for LLI. (a)-(c) OCV curve, (d)-(f) IC curve, (g)-(i) DV curve. Fresh cell data is outlined in thick
solid line, dashed lines represent 2% increment of each degradation mode, and thin solid lines
indicate data for 10% degradation for each mode.
that the proposed framework can be applied to any type of cell chemistry and degradation level as
long as the electrochemical features are captured.
Physics-guided machine learning can benefit from feature extraction. The derivative of the
voltage measured at a slow rate constant current produces two most common types of differen-
tial curves: incremental capacity (IC, dQ/dV ) curve and differential voltage (DV, dV/dQ) curve.
Despite a simple inverse relationship, there exist distinct differences between the two curves: IC
curve is plotted for cell voltage, which is a direct measurement of the battery; on the other hand,
DV curve is referenced to the capacity, which is an accumulative Amp-hour charge obtained by
Coulomb counting. Regarding the electrochemical features, the DV curve has local peaks at phase
transitions of the electrode material, whereas the peaks in the IC curve are from phase equilib-
ria. The plateau corresponds to the coexistence of the phases or phase equilibrium, and the step
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Fresh Single mode Combined mode
LAMPE 0 1 0 0 . . . 10 0 0 1 1 0 1 . . . 9 9 0 9
LAMNE 0 0 1 0 . . . 0 10 0 1 0 1 1 . . . 9 0 9 9
LLI 0 0 0 1 . . . 0 0 10 0 1 1 1 . . . 0 9 9 9







































⑥IC curve DV curve
Feature Description Feature Description Feature Description
F1 IC Peak ① location F5 IC Peak ③ location F9 DV Peak ⑤ location
F2 IC Peak ① intensity F6 IC Peak ③ intensity F10 DV Peak ⑤ intensity
F3 IC Peak ② location F7 DV Peak ④ location F11 DV Peak distance ④-⑤
F4 IC Peak ② intensity F8 DV Peak ④ intensity F12 DV = 0.8 ⑥ location
Figure 7.3: Defined features from the IC and DV curves. Three distinct points are chosen from
each curve based on the differential analysis studies.
between the plateaus is called a phase transition. The peaks in these curves are assigned to PE,
NE, or their sum by comparing the half-cell potentials to the cell. Here, 12 different features are
defined from local peaks in each differential curve, as summarized in Fig. 7.3. In this particular
case, the IC curve contains three distinct peaks. These peaks correspond to the phase equilibria
of the negative electrode, where the graphite half-cell potential is flat. The DV curve shows three
consecutive local peaks in the low capacity area where the graphite has multiple phase transitions
where the stoichiometric state x ≈ 0.18 [21]. To manifest the cell capacity fade, the location of the
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point at dV/dQ = 0.8 [V/Ah] is chosen for a feature. Note that the characteristics of local peaks
in the differential curves can be different from battery chemistry and its nominal parameters.
7.2.4 Results and Discussion
To accurately estimate the degree of each degradation mode, a thorough investigation has been
made in training and testing. In the training phase, the given data set is divided into a training
set and a validation set with random indexing (i.e., in total 230 data sets are randomly split at
8:2 ratio). Since data separation is randomly performed, the best NN model is selected based on
the minimum validation error among 1,000 times repetition for cross-validation. Training for the
NN parameters, weights and bias term, is done through the use of the Levenberg-Marquardt (LM)
algorithm. The performance of the NN model is evaluated by computing estimate errors based on















Figure 7.4: Schematic view of training and testing data sets. (a) Train and test data structure (a
subset of data is selected for illustration), (b) all test data set with degradation level
Various error metrics can be used for evaluating the performance of trained model. In this
study, two most common types of error metrics are used; mean absolute error (MAE) and root
mean squared error (RMSE) for testing. The MAE measures the average magnitude of the errors
in a set of model estimations. In the MAE, all the individual differences are weighted equally
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in the average. Meanwhile, the RMSE is a square root of the averaged quadratic score where the
difference between model estimation and observed values are squared during calculation. Since the
errors are squared before averaged, the RMSE put a relatively high weight to large errors, hence the
RMSE is more sensitive to the large errors. For this reason, the RMSE is typically considered more
useful to check model performance to the outliers when large errors are particularly undesirable.























In this section, the performance of the proposed method using a NN model is presented and
discussed with a focus on the network structure and the diagnostic accuracy. First, different struc-
ture of the neural network is studied to find the best model structure. Due to the nature of the NN
model, as increasing the number of layers and neurons results in growing the number of NN model
parameters to optimize, hence it often faces an over-fitting issue. In this study, in total 8 different
candidate structures are compared to see the impact of the number of neurons and hidden layers.
Results are summarized in Table 7.3 where the NN structure is represented by a sequence of the
number of neurons from the input layer to the hidden layer to the output layer. Since the dimension
of input feature is 12 (the extracted feature from the IC and DV curves) and the output dimension
is 3 (degree of degradation for three degradation modes), all models are composed of 12 neurons
in the input layer and 3 neurons in the output layer. It can be seen that the number of network
parameters increases as the model structure becomes complicated. Comparing the results from
Model 2 to Model 5, the impact of increasing the number of neurons is shown that the test error
decreases and after a certain number of parameters it begins to grow indicating the over-fitting
problem. Model 4 shows the best performance over the given test data set in both MAE and RMSE
less than 0.1.
Secondly, the diagnostic errors are evaluated for each degradation mode [LAMPE, LAMNE,
LLI]. By comparing the errors, the empirical diagnostic accuracy of each degradation mode can
be analyzed with two types of error metrics. Figure 7.5 shows that, for the considered battery
chemistry, LAMNE is most accurately estimated over the given test data. Investigating the input
features and output degradation levels, we found that the feature F11, distance between two peaks
in the DV curve, only changes with an increase in the degradation level of LAMNE. Therefore,
the better accuracy of LAMNE can be achieved when the change in F11 is discernible, which is
the considered case of an LFP/Graphite cell. It is also found that LLI is most challenging to be
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Table 7.3: Parametric study for selecting the best model structure. The best result is highlighted in
boldface text.







Model 1 12x3 39 0.579 0.937
Model 2 12x6x3 99 0.132 0.190
Model 3 12x8x3 131 0.063 0.106
Model 4 12x10x3 163 0.055 0.087
Model 5 12x12x3 195 0.070 0.093
Model 6 12x6x10x3 181 0.069 0.124
Model 7 12x10x6x3 217 0.073 0.106
Model 8 12x10x10x3 273 0.135 0.200
accurately estimated in the averaged test errors. In Fig. 7.5, two error metrics (MAE and RMSE)
show the largest deviation for LLI mode, indicating that the individual errors are widely spread out











Figure 7.5: Averaged test errors (MAE and RMSE) over the test data set for three independent
degradation modes.
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7.2.5 Interpretable Machine Learning
As shown in Fig. 7.3, the proposed NN model is built with 12 features defined from two differential
curves (i.e. IC curve and DV curve). Although individual features provide different electrochem-
ical information, not all of the features might be useful in building a NN model. Furthermore,
for machine learning algorithms, several potential issues arise when a data set is high dimensional
(i.e. commonly referred to as the curse of dimensionality). First, as more input features we have,
the risk of overfitting the model increases, which would result in undesirable out of sample per-
formance. Secondly, it takes more time and computational cost to train and optimize the model
with many input features. Finally, the data-driven models become more challenging to interpret
the relationship between the input features and model predictions as the model complexity tends
to increase with more input features.
Most machine learning algorithms are referred to as black-box models because they can be cre-
ated directly from input and output data without physical knowledge of underlying phenomena or
mechanisms. However, the black-box models often raise a question on how the data-driven model
works. For instance, it is typically impossible for even those who build them to understand how
input features are used to make such predictions. This question is an on-going research topic for
interpretable machine learning in the artificial intelligence (AI) community [24]. Interpretability is
the degree to which a model can be understood in human terms. Nevertheless, it is not desirable to
restrict ourselves to simple models such as decision trees or linear regression that are considered
interpretable due to their simplicity and thus trade model performance for interpretability. Instead,
we apply methods that analyze the model after the model is trained. The partial dependence plot
(PDP) is an easy-to-understand visualization of the features' impact on the predicted output from
the trained model. The PDP maps the marginal effect of the selected input features and uncovers
the relationship between the predicted response and the individual input features (details on the
PDP can be found in [67]).
Although the PDP is one of the useful graphical tools to visualize and analyze the interaction
between the predicted response and a set of input features of interest, however, the reliability of the
produced plots strongly builds on the independence assumption of the input features. Furthermore,
the size of the set of input feature is recommended to be small thus the input features of interest
are typically selected among the most important features.
In this study, Pearson's correlation coefficient is used to check the linear dependence between
the features and select a subset of uncorrelated or weakly correlated features. Note that correlation
cannot capture the non-linear relationship between features; hence the goal of the correlation anal-
ysis here is not to prove the independence between features but to exclude some features showing
apparent linear dependency with the correlation value close to 1 or -1 . For dependency analysis,
principal component analysis (PCA) is one good option. However, the PCA makes it difficult to
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Figure 7.6: Correlation matrix for input features. The correlation coefficient value is denoted
where two features are crossed. Green means positive and red means negative correlation.
interpret the given input features; therefore, it is not considered in this study.
Fig. 7.6 presents the correlation matrix as a heatmap. The correlation coefficient values are
denoted where two features are crossed. Green means positive and red means negative correlation.
The stronger the color, the larger the correlation magnitude, meaning that two features have a linear
relationship (except the main diagonal). For instance, F4 shows strong correlations with F8 (-0.97)
and F11 (0.97), which means that F4, F8, and F11 are close to linearly dependent. In which case,
building a NN model with linearly dependent features can be redundant and inefficient. Moreover,
dependent features violate the assumption for the PDP analysis. Therefore, we down select six
features (F2, F3, F6, F9, F11, and F12) out of 12 different features defined as shown in Fig. 7.3
using this correlation matrix that has a relatively weak correlation to each other.
Fig. 7.7 shows six 1-way partial dependence plots. The target variables are the percentage de-
gree of three degradation modes [LAMPE, LAMNE, LLI] as illustrated in different colors. From the




Figure 7.7: Partial dependence plots (PDP) with the selected features for three degradation modes.
derstand which feature is dominant in explaining the individual degradation mode. For instance, in
Fig. 7.7(a) F2 shows a strong dependence on LLI compared to other degradation modes, indicating
F2 (IC peak 1 intensity) is the main contributing feature for LLI estimation. Similarly, LAMNE can
be distinguished from others with F11 (DV peak distance), verifying the rationale for the empirical
diagnostic accuracy results shown in Fig. 7.5. Furthermore, it is found that F3 (IC peak 2 location)
does not contribute to the model performance at all, even though it is extracted from one of the
peaks similarly to other features. To sum up, this PDP result can be used 1) for feature selection
where the insensitive feature can be removed from the data; thus, it can reduce the effort on data
collection and avoid the issue with high input feature dimension, and 2) for interpretation of the
data-driven model on how the feature of interest impacts the model prediction.
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7.2.6 Summary
In this case study, an electrochemical feature-based diagnostic model is proposed for estimating the
level of electrode-level degradation modes (i.e. percentage degree of LAMPE, LAMNE, and LLI).
The main contribution of this work is twofold. First, it combines the comprehensive electrochem-
ical features extracted from both the incremental capacity (IC) curve and the differential voltage
(DV) curve to enhance the diagnosis accuracy. Secondly, to the best of authors' knowledge, it is
the first attempt applying a machine learning algorithm for the electrode health diagnostics, which
can resolve the implementation issue of the model-based approach for onboard application. With
the given specific features from both differential curves, the proposed NN model shows strong
potential in identifying each degradation mode with high accuracy.
7.3 Case Study 2: Early Prediction of Battery Cycle Life
7.3.1 Background
Recent data-driven approaches have shown great potential in predicting the battery cycle life by
utilizing features from various battery data. Severson et al. [95] demonstrated fairly accurate cycle
life prediction (9.1% test error) with early (first 100) cycle data of the discharge voltage curve. In
their study, a dataset of 124 LFP/graphite A123 cells was generated from different fast charging
rates and their charging profiles. The cells were cycled between full charge and full discharge with
identical nominal temperatures and discharge C-rates, but varying charge C-rates.
However, this study cautions that data-driven approaches must be combined with specific de-
sign of experiments in order to limit the range of aging conditions. In this work, we investigate
the performance of the data-driven approach for battery lifetime prognostics with Li-ion batteries
cycled under a variety of aging conditions, in order to determine when the data-driven approach
can successfully be applied associated with electrochemical knowledge on battery degradation.
We also analyze the impact of the partial data window on the prediction accuracy considering a
real-world system.
7.3.2 Experimental Method and Data Generation
In this work, we construct a dataset of 12 NMC/graphite cells cycled to failure and probe the
feasibility of this particular data-driven approach in Ref. [95]. To study the degradation under a
variety of conditions, 12 identical 5 Ah NMC/graphite pouch cells were selected from a batch
manufactured at the University of Michigan Battery Lab (UMBL). The cycle aging experiments
were designed to cover an array of test conditions such as different charge/discharge C-rates, and
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different operating temperatures. The test conditions, summarized in Table 7.4, range from low C-
rate room temperature baseline aging to high C-rate hot temperature accelerated aging. Each of the
test conditions was performed at three different temperatures: hot (45◦C), cold (−5◦C), and room
temperature (25◦C). Before the start of the cycling the cells were held at the target temperature for
3 hours to ensure thermal equilibrium.
The cycling consists of a constant current (CC) charge until reaching 4.2 V, followed by a
constant voltage (CV) phase at 4.2 V until the current falls below C/50, and finally CC discharge
until reaching 3.0 V. The dynamic tests were performed using a battery cycler (Biologic, France).
The fixtures were installed inside a climate chamber (Cincinnati Ind., USA) in order to control the
temperature during cycling and the characterization tests. The temperature was measured using a
K-type thermocouple (Omega, USA) place on the surface of the battery.
Throughout the cycling, intermediate diagnostic (C/20) tests were performed at a periodic num-
ber of cycles corresponding to an expected 5% capacity loss. For these diagnostic tests, the cells
were brought back to the room temperature (25◦C) and held at rest for 3 hours to ensure thermal
equilibrium. The diagnostic test consists of an initial C/5 discharge until reaching 3.0 V, followed
by a constant voltage (CV) phase at 3.0 V until the charge current falls below C/50 and 1 hour rest
to ensure the cell is fully discharged. This is followed by a C/20 charge until reaching 4.2 V, then
a constant voltage (CV) phase at 4.2 V until until the charge current falls below C/50 and 1 hour
rest. Finally, the cell is discharged at C/20 until reaching 3.0 V.
The discharge capacity curves of the 12 cells cycled to full depth-of-discharge are shown in
Fig. 7.8(a). Discharge capacity is plotted as a function of Ah-throughput, rather than cycle number,
because cells charged and discharged between fixed voltage limits at different temperatures and C-
rates observe different Ah-throughput per cycle. Thus, the term Ah-throughput life is defined as
the Ah-throughput at which 80% of initial capacity was reached. The wide variety of operating
conditions gives rise to a wide range of Ah-throughput lives for the cells, ranging from 1000 Ah
to 3000 Ah with significant capacity loss during early cycling. Fig. 7.8(c) shows that the percent
capacity remaining after the first 200 Ah of throughput does correlate with Ah-throughput life,
but only weakly (Pearson correlation coefficient of 0.50), indicating the difficulty of the early
prediction. The correlation of the early percentage capacity loss with Ah-throughput life provides
a baseline benchmark for features in the discharge voltage curve.
On average, the cells cycled at hot temperature degraded the fastest, followed by the cells
cycled at cold temperature, and the cells cycled at room temperature degraded the slowest. Mean-
while, higher charge and discharge rates led to faster degradation on average. While these obser-
vations hold in an averaged sense, there are also significant outliers. For example, cell 1, cycled
at low C-rate, and cell 12, cycled at room temperature, are among the fastest degrading cells. The
fact that averaged trends were as expected but with significant outliers suggests that differences
125
in degradation rate were driven by a mix of operating variations and manufacturing variations. It
should be notes that the cells used in these experiments were designed as energy cells, rather than
power cells, hence the poor performance at these relatively high C-rates.
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Figure 7.8: Discharge capacity curves and correlation with Ah-throughput life, indicating the diffi-
culty of the early prediction. (a) Discharge capacities as a function of Amp-hour (Ah) throughput.
The dashed black line is at 200 Ah throughput. (b) Same data, but normalized so that 80% relative
capacity is reached at a normalized Ah throughput of 1, showing the relative shapes of the dis-
charge capacity curves. (c) Correlation of percent remaining capacity after 200 Ah of throughput
to Ah-throughput life. The correlation is 0.50. Colors denote temperature: hot (red), room (green),
cold (blue).
7.3.3 Feature Extraction and Machine Learning Approach







































































Figure 7.9: Features from the discharge voltage curves. (a) Typical discharge voltage curves after
10 Ah and 190 Ah of cycling. (b) Difference between discharge voltage curves from cycles taken
after 10 Ah of cycling and 190 Ah of cycling. (c) Ah-throughput life against variance of ∆Q190−10,
plotted on a log-log scale. The correlation is −0.90.
Charge and discharge voltage curves contain much more information than simply providing
the capacity of the cell. Typically, state-of-health-related information is extracted from either a
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charge/discharge voltage curve or its derivative with respect to discharge capacity (differential volt-
age analysis), on a cycle-by-cycle basis. For example, electrochemical models can be parametrized
using voltage curves, or features can be directly extracted from them [8, 49]. Severson et al. [95]
propose a new approach, comparing two discharge voltage curves from different cycles, shown
here in Fig. 7.9(a). By inverting the discharge voltage curve to find the discharge capacity as
a function of voltage, and then taking the difference in discharge capacities between cycles, we
obtain discharge capacity difference
∆Qx−y(V ) = Qx(V )−Qy(V ). (7.5)
Here, we define Qx to be the discharge capacity as a function of voltage for the cycle in which x
Ah throughput was reached. The typical convention is to use x > y, so that ∆Qx−y is negative,
but this is not strictly necessary.
Fig. 7.9(b) shows ∆Q190−10 for all 12 cells, and Fig. 7.9(c) shows the variance of each of these
curves plotted against Ah-throughput life on a log-log axis, with a strong negative correlation of -
0.90. Other statistics of the ∆Q190−10 curve, such as the minimum and mean values, also show very
good correlation, while the skew and kurtosis show poor correlation (see Table 7.5). This excellent
correlation holds despite the wide range of operating temperatures and charge/discharge C-rates
that were used not only to cycle the cells but also to obtain the ∆Q190−10 curve (the ∆Q190−10
curve is calculated directly from cycling data, rather than from separate low C-rate characterization
cycles at room temperature).
To demonstrate the effectiveness of using features from the discharge voltage curve for battery
lifetime prognostics, we use some of the data to train a simple machine learning algorithm, then
evaluate its predictive power on a test set. Note that We restrict ourselves to simple regularized
linear regressions as the small size of the dataset could easily lead to over-fitting if using more
advanced algorithms. The focus of this work is to better understand the features themselves, and
what are the scenarios in which they can be useful for prognostics, rather than optimization of the
prognostics algorithm itself.
Based on the correlations in Table 7.5, we select the logarithms of variance, mean, and mini-
mum of ∆Q190−10 as features, and the log of Ah-throughput life as the objective. Note that final
errors are reported for the Ah-throughput life not in its logarithm.
We use a regularized linear regression model, the Ridge regression model. With this algorithm,
we find a vector of weights w∗ that minimizes the cost function
J(w) = ‖y −Xw‖2 + α‖w‖2 (7.6)
where y is the vector of data and X is the matrix of features. The hyperparamer α was tuned for
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optimal results, to a value of 8. We choose the ridge regression model because the model only has
three features, all of which are known to correlate strongly with the objective, so L1-regularizations
such as LASSO regression are not necessary (L1-regularization is useful when trying to obtain
sparse models where some of the weights are set to zero). We implement the ridge regression
using the Python packages such as numpy, pandas, and scikit-learn.
7.3.4 Results and Discussion
For training and testing, the data is separated into training and testing sets with an 8/4 ratio. Av-
eraging over 100 such random splits, the average training RMSE is 269 Ah (13% MPE) and the
average testing RMSE is 335 Ah (16% MPE). This can be compared to the average error from a
simple regression to the mean, which gives an average training RMSE of 539 Ah (29%) and an av-
erage testing RMSE of 617 Ah (35%). Therefore, using features from the discharge voltage curve
approximately reduces the error of lifetime prediction in half. In Fig. 7.10, cell-by-cell predictions
for a single representative train/test split are presented, which gives a training RMSE of 211 Ah
(12% MPE) and a testing RMSE of 277 Ah (14% MPE). The strong correlation of the features
obtained from the discharge voltage curve verifies the capability of the presented data-driven ap-
proaches even for different cell chemistry (LFP/graphite in [95] and NMC/graphite in this study),
a wide range of operating temperatures, and various C-rates for charge/discharge cycling.
From this, we can see how physics can help in understanding the results in two aspects. Firstly,
the strong correlation of the features obtained from the discharge voltage curve can be rationalized
with the electrode-specific degradation diagnostic results from the characterization tests. In the
case of these NMC/graphite cells, the degradation mechanism leading to these features is also
visible in the discharge capacity curve even after 200 Ah of cycling, but using the feature from the
discharge voltage curve gives superior predictive power. Using differential voltage analysis on the
characterization tests, we can better understand what are the main degradation mode occurring in
these cells, and hence rationalize the predictive power of the discharge voltage features. For each
characterization cycle (C/20 discharges at room temperature), we use the algorithm of Mohtat et
al. [65] to determine which form of degradation has occurred: loss of lithium inventory (LLI),
or loss of active material (LAM) in the negative or positive electrode. At the same time, we
calculate var(∆Q) for that cycle by taking the difference in the discharge voltage curve with the
first characterization cycle for that cell. This allows us to build a map between var(∆Q) and LLI,
LAMn, and LAMp, shown in Fig. 7.11. These results show that var(∆Q) tracks LLI in exactly the
same way at all C-rates and temperatures, which may be why var(∆Q) is such a good predictor
of end-of-life. Note that there may be other forms of degradation, such as SEI formation, lithium
plating, or particle cracking, that also contribute to var(∆Q) but are not captured by LLI or LAM
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Figure 7.10: Ah-throughput life predictions using a ridge regression algorithm. The logarithms of
minimum, mean, and variance of ∆Q190−10 are used as features. The legend shows root-mean-
square error (in Ah) and mean percentage error. For comparison, a baseline prediction (from a
regression to the mean) for this case gives 513 Ah training RMSE (27%) and 720 Ah testing
RMSE (39%).
in the characterization cycles.
Another important finding is the impact of the partial data window on the correlation between
the feature and the Ah-throughput life. In a real-life system, full discharges rarely occur, and
so typically only partial discharge data is available. We investigate whether this method is still
useful in this case by reducing the size of the window used for the calculation of ∆Q190−10, and
plotting the resulting correlation of its variance with respect to the Ah-throughput life in Fig. 7.12.
There is a very rapid drop-off in the log-correlation between variance and Ah-throughput life as
soon as the depth of discharge is reduced from 100% (i.e. whenever the final voltage drop-off in
Fig. 7.8(a) is not captured in ∆Q). Other features (minimum, mean) in the ∆Q190−10 curve show
similar correlation with Ah-throughput life when reducing the size of the data window. Fig. 7.12(b)
shows the voltage and differential voltage (dV/dQ) for a representative cell as a function of depth
of discharge. This shows that it is important to capture the final voltage drop-off, between 90 and
100% depth of discharge, to get the best correlation. Furthermore, the correlation decreases further
when the cell is not discharged below the peak in dV/dQ at 40% depth of discharge. These results
suggest that, for NMC/graphite cells, this data-driven approach is only useful if full discharge data
is available. This effect is likely to also be significant for LFP/graphite cells used in [95], since the
portion of the voltage curve that produces the ∆Q feature is only reached at around 90% depth of
129































Figure 7.11: Map between the variance of (∆Q) and the degradation modes. Degradation modes
are loss of lithium inventory (LLI), loss of active material in the negative electrode (LAMn), and
loss of active material in the positive electrode (LAMp).
discharge.









































Figure 7.12: Correlation between the log of the variance of ∆Q190−10 and the Ah-throughput life
with varying data window size. Note that varying the minimum voltage makes it available to cal-
culate ∆Q190−10. The bottom plot shows voltage, and differential voltage (dV/dQ), for reference.
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7.3.5 Summary
The second case study verifies the capability of the data-driven prognostics in the early-prediction
of Li-ion battery lifetime using features from the discharge capacity difference curve. This suggests
that the data-driven approach is promising in the case where constant-current discharge data can
be deliberately generated, even if the operating temperatures and discharge currents vary.
The strong correlation and corresponding good prediction accuracy were rationalized with the
electrode-specific degradation diagnostics, which were obtained from the detailed understanding
of the battery degradation. We also found that the suggested feature (the variance of discharge
capacity difference) loses the strong correlation when using either partial discharge voltage data.
This loss of the correlation due to the partial data window was explained by the differential voltage
curve's electrochemical information.
7.4 Conclusion
In this chapter, two case studies are presented to show how the physics can guide and improve
data-driven machine learning algorithms in battery degradation diagnostics and prognostics. The
two case studies demonstrate the benefit of electrochemical information of the battery degradation,
especially in feature selection and interpretation of the results for both diagnostic and prognostic
approaches.
In the first case study, 12 different input features are extracted from local peaks in the differ-
ential voltage and incremental capacity curves, where these curves, commonly used in the electro-
chemical analysis, manifest the thermodynamic information of the individual electrode inside the
cell. Furthermore, aged cell data for all possible combinations of different degrees of degradation
modes can be generated based on physical knowledge on the electrode degradation and the OCV
change without the need for executing extensive aging tests.
In the second case study, the strong correlation between the proposed feature, the variance of
∆Q190−10, and the Ah-throughput life is explained with the electrode-specific degradation diag-
nostic results from the characterization tests. To be specific, it is found that var(∆Q) tracks LLI
for all different aging conditions (e.g. C-rate and temperature), indicating the main degradation
mode for Ah-throughput life is LLI that can be extracted from the discharge capacity difference
in early cycle data. Furthermore, the analysis on the impact of partial data window (i.e. when
less electrochemical information is available) to the correlation shows the possible challenges in
real-world applications.
Without an understanding of the underlying physics, pure data-driven approaches could face
practical limitations. Combining the strengths of data-driven approaches and physics-based models
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is essential to better estimate health, diagnose degradation, predict life, and detect the onset of
failures. Therefore, a possible future extension from this is to develop a proper hybrid model to























































































































































































































Conclusions and Future Work
This work presents the diagnostics for electrode-specific degradation of Li-ion batteries consider-
ing various practical aspects for real-world applications. The electrode-specific degradation diag-
nosis is performed by quantifying the extent of the three main degradation modes, namely Loss
of Lithium Inventory (LLI), Loss of Active Material at Positive and Negative Electrodes (LAMPE
and LAMNE) via model-based parameter identification. This work particularly focuses on practical
considerations such as half-cell potential change, partial data availability, estimation accuracy, and
practical charging rate.
8.1 Summary of Contributions
The contributions in this dissertation arise from the thorough understanding of the limitations in
electrode-specific degradation diagnostics in real-world applications and relevant publications are
summarized as follows.
1. A novel electrode state-of-health estimation method that can calibrate the aged half-cell
potential function for metal oxide positive electrode was developed [54].
2. Guideline was developed for determining the desired OCV data window based on identifia-
bility analysis and error bound of electrode state-of-health parameters [52].
3. A time-optimal current profile and computationally efficient method were developed for fast
acquisition of the desired OCV data window [50].
4. An adaptive algorithm was proposed for electrode-specific degradation at a practical charg-
ing rate with analysis on peak smoothing behavior [66].
5. Possible ways of improving data-driven machine learning methods were proposed in battery
degradation diagnostics and prognostics using physics-guided approaches [49, 101].
135
In Chapter 3, a novel method for estimating the electrode-specific state of health under the
consideration of positive electrode half-cell potential change is proposed. In the proposed method,
the alignment of local peaks in the differential voltage curve are used to identify the contribution
of individual electrodes to the cell OCV curve and the aged positive electrode half-cell potential
is calibrated. The proposed method includes experimental data to provide valid estimates of the
electrode parameters.
In Chapter 4, the reliability of electrode parameter estimation accuracy is analyzed with a
focus on the limited data availability for the OCV of a cell. In this work, the Cramer-Rao Bound
(CRB) and confidence interval are used for quantifying the estimate's error bound of the electrode
parameters at different locations and sizes of the partial data window. With the proposed method,
a preferable data range is given for the required estimation accuracy.
In Chapter 5, a method to directly measure the equilibrium voltage of a battery cell is presented.
The key idea is to allow bi-directional current applying (e.g. both charge and discharge pulses are
available even when the battery is in charge) such that one can actively perturb a battery cell with
a concatenation of charge and discharge pulses. By doing so, unlike the typical way of measuring
the OCV of a cell waiting for a long relaxation period when the terminal voltage reaches a steady-
state, the proposed minimum-time current profile removes the relaxation period, and thus the total
data acquisition time is reduced to less than half.
In Chapter 6, the feasibility of the electrode SOH estimation is studied focusing on practical
charging rates. In this work, first, the smoothing behavior of the peak in the differential voltage
curve is analyzed with respect to increasing C-rate and aging state. Secondly, the estimation of
the internal resistance and its impact on the electrode SOH estimation accuracy is studied. Lastly,
an adaptive algorithm that enables estimating the internal resistance and electrode parameter in a
real-world battery usage scenario is proposed.
In Chapter 7, two case studies are presented to show how the physics can guide and improve
data-driven machine learning algorithms in battery degradation diagnostics and prognostics. The
two case studies demonstrate the benefit of electrochemical information of the battery degradation,
especially in feature selection and interpretation of the results for both diagnostic and prognostic
approaches.
8.2 Future work
This dissertation addresses practical considerations in identifying electrode parameters associated
with partial data availability, data acquisition strategy, and half-cell potential change due to aging.
The proposed approach is found to be effective in providing accurate information about electrode-
specific degradation modes and their diagnostics. Nevertheless, to advance the presented work, the
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following can be considered as opportunities for future research.
8.2.1 Degradation diagnostics for field use cases
When it comes to battery degradation study, battery cycling and storage conditions such as current
and temperature can be closely controlled in a laboratory setting. ’Ground truth’ battery health,
e.g., capacity and resistance, can easily be measured with regular characterization cycles as re-
quested, and batteries can be cycled continuously until failure, which is often specified as the point
where measured capacity reaches 80% of the pristine cell capacity. Lab tests are useful to find
out how different operating conditions affect cycle life, and hence determine warranties and plan
maintenance schedules.
However, unlike the lab-based testing, field-use cases have several critical challenges. Firstly,
unlike the lab-based test, operating conditions can vary throughout a cell's life in the real world.
For instance, electric vehicle batteries undergo seasonal variations in ambient temperature, geo-
graphical differences, varying SOC windows depending on drivers. This uncertainty also applies
to future operating conditions, so any predictions about the future must take into account the wide
range of operating conditions possible. Secondly, the data from the field use cases is difficult to be
used for degradation diagnostics for several reasons. Typical industrial sensors have less accuracy
than the lab test equipment and sensors. During operation, there are numerous disturbance sources
including measurement noise, input bias and noise, and so on. Most of all, smaller coverage of the
available data range and rapidly varying currents make it very challenging to extract features or fit
parameters.
A possible extension from this work includes constructing degradation data from a variety of
usage scenarios. Indeed, the availability of data on long-term aging tests of Li-ion batteries is still
a challenge in developing and validating the diagnosis of battery degradation. If we could use
field data to supplement or replace lab tests, this would significantly increase the amount of data
available, accelerating our understanding of battery performance. Furthermore, the robustness and
accuracy of the algorithm can be investigated under more field use cases.
8.2.2 Second-life batteries via advanced battery degradation diagnostics
When a battery pack cannot provide a required capacity or power for its primary use, retired Li-
ion batteries can be re-purposed into a different second-life application. It is reported that these
second-life batteries are both environmentally beneficial and economically viable. Especially, with
the explosive growth of electric vehicle markets, end-of-life batteries from the primary application
can then be reassembled into a second-life battery pack for applications such as grid or stationary
energy storage systems.
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In terms of long-term battery degradation, cell-to-cell variability is the main challenge to build
a second-life battery pack. This variability has two sources: 1) extrinsic and 2) intrinsic. One of
the most common extrinsic factors is operating conditions. Battery degradation is subject to their
operating conditions, including temperature, charge/discharge current rate, depth of discharge, me-
chanical pressure, and so on. For instance, despite the battery cooling system, there is a temperature
gradient inside a battery pack resulting in non-uniform degradation between cells. Intrinsic factors
mostly originate from manufacturing variability in electrode materials, manufacturing processes,
formation conditions, etc.
Since two batteries can have similar capacity but different internal health states, detailed Li-ion
battery SOH information is essential to build a robust and reliable second-life battery pack. With
comprehensive diagnostic information, retired Li-ion batteries can be evaluated rigorously and re-
assembled into second-life applications. When building a re-purposed battery pack, multiple aged
cells can be optimally selected depending on their degradation status and the use of applications.
8.2.3 Physics-guided machine learning in battery lifetime prediction
Depending on their applications, Li-ion batteries undergo different usage patterns and environ-
mental conditions, making the degradation of batteries different. A critical challenge is to achieve
accurate predictions of a lifetime under various operating conditions in use. Improvements in
remaining life prediction can bring a more beneficial warranty design, cost-effective predictive
maintenance, improved prospects for second-life applications, and ultimately better control and
management of the battery systems that could prolong their life.
Two distinct approaches exist to address the challenge of lifetime prediction: data-driven meth-
ods and physics-based models. Data-driven methods try to find a correlation between the given
input and output data, not necessarily relying on the underlying physics. Due to its nature, data-
driven models require a lot of training data, which is not always available. Alternatively, in the
physics-based approach, models are constructed from first-principles, and they are tuned with pa-
rameter identification through data fitting. It uses relatively less experimental data than the data-
driven methods, but a specific experimental design is often required.
Unfortunately, neither of these approaches alone can solve the challenge of battery lifetime
prognostics. The data-driven approach suffers from the curse of dimensionality, where the amount
of data needed to capture all combinations of operating conditions grows exponentially. A hybrid
approach can be used to combine the flexibility of the data-driven approach with the accurate
physics-based approach. The specific form of the hybrid model to use for lifetime prediction is
yet to be determined. One promising approach is physics-guided machine learning. For instance,
one could use electrochemical knowledge on battery degradation to identify useful features in the
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data to use as input to data-driven machine learning algorithms instead of raw data. Alternatively,
data-driven models can be used to improve the physics-based models by filling the gap between




A.1 State Constraints In Optimal Control Problem
The state constraint Ωx(t) ⊂ Rn is defined by the scalar inequality function G(x, t) ≤ 0. The
function G(x, t) is assumed to be continuously differentiable. In the formulation of the modified
Hamiltonian, it is assumed that the state constraint x∗(t) ∈ Ωx(t) is active in a subinterval [t1, t2]
of [t0, tf ] and inactive for t0 ≤ t < t1 and t2 < t ≤ tf . Then, the constraint function G(x, t) is
taken for consecutive derivatives with respect to time until the control u appears explicitly for the
first time in G(j):




















Then, the following modifications are satisfied for the optimal control u∗ when the state con-
straint is active in the time interval t ∈ [t1, t2]. The Hamiltonian and co-states are augmented by
the active state constraint with additional Lagrange multiplier µ where µ∗ ≥ 0,
H̄ = H(x∗, u, λ∗, t) + µ∗G(j)(x∗, u, t),
λ̇∗(t) = −H̄x
= −Hx − µ∗G(j)x ,
G(j)(x∗, t) = 0.
(A.2)
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where H̄ is the augmented Hamiltonian function and satisfies the optimality condition
H(x∗, u∗, λ∗, t) + µ∗G(j)(x∗, u∗, t) ≤
H(x∗, u, λ∗, t) + µ∗G(j)(x∗, u, t).
A.2 Number of Switching Point





φ(t) = λT (t)B = λ(t0)e
−AT (t−t0)B.
(A.3)
In the case when all eigenvalues of A are real, φ(t) is given as a sum of exponential functions,
φ(t) = γ1(t)e
α1t + ...+ γk(t)e
αkt, (A.4)






(1 + deg γi). (A.5)
Then φ(t) can have at most (deg φ − 1) zeros. The proof of this claim is by induction. If
deg φ = 1 then φ is of the form, φ(t) = ceα1t, c 6= 0, and does not have zeros. Suppose the
claim has been proved for all functions with deg φ = r − 1 and consider φ with deg φ = r.
Let ξ(t) = φ(t)e−α1t = γ1(t) +
∑k
i=2 γi(t)e
(αi−α1)t. Since deg γ̇1(t) is one less than deg γ1(t),
it follows by induction hypothesis that ξ̇(t) has at most r − 1 zeros. By mean value theorem,
ξ(b) − ξ(a) = ξ̇(c)(b − a), and between any two zeros of function, ξ, there must be a zero of its
derivative; hence, ξ and, therefore, φ can at most r zeros [105].
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