Abstract. The ionisation rates of lithium-like nitrogen (N v) and oxygen (0 VI) werc measured using a 60kJ theta pinch as a plasma light source (7, = 8@-150eV.
Introduction
Radiation losses from impurity ions in hot, dense plasmas are limiting factors in controlled fusion research. Light elements like carbon, nitrogen, and oxygen are present as common impurities in large fusion devices as well as heavy elements like molybdenum, iron, gold, etc, which emanate from the limiter and the walls of the plasma devices. All the impurities are highly ionised in the hot plasmas and the degree of ionisation is determined by the ionisation rates and the plasma temperature and density. The radiation losses are determined by the ionisation stages which are most abundant in the plasma. In order to be able to evaluate these losses, it is important to measure quantitatively the rates for the processes responsible for the ionisation stage build-up. Cross sections for collisional ionisation and excitation of lower ionisation stages can be measured by crossed-beam experiments (Dunn 1976) . This technique has recently been applied to lithium-like carbon and nitrogen ions (Crandall et al 1977) . Another technique which can be used to measure the collisional ionisation and excitation rates is to observe the radiation from ions embedded in a well diagnosed plasma. This has the advantage of an experimental situation closely resembling present-day fusion-plasma devices. On the other hand it is only possible to measure rates, i.e. the product of the cross section and the electron velocity averaged over the Maxwellian electron velocity distribution. The method employed in earlier investigations, as well as in the present study. is to use a diagnosed plasma created by a theta pinch as the source of ions and to observe thc emitted radiation from the ions. The theta pinch is a suitable plasma device as the pinching of the plasma creates a very fast increase in temperature and density. This sudden increase is much more rapid than the ionisation and excitation processes and consequently the ionisation stage build-up is determined mainly by the collisional ionisation between the electrons and ions. After the first increase in temperature and density there is a slow change in the temperature during the time of interest. The time scale of the plasma, a few microseconds, makes it feasible to diagnose the plasma carefully regarding the temporal and radial dependence of temperature and density. Thus, the modelling of the plasma is relatively easy and by using theoretical or semiempirical input rates for the ionisation, excitation, and recombination processes, it is possible to predict the light output from the plasma. As the temperature might vary as a function of time it is possible to measure the rates over an extended temperature region.
Earlier ionisation rate measurements have recently been reviewed by several authors (Kunze 1972 , Burgess et al1977, Gabriel and Jordan 1972 , Kunze and Johnston 1971 , Haddad and McWhirter 1973 . Lithium-like ions have been studied by Kunze (1971) and by Datla et ul (1976) . We have previously studied neon including the lithium-like Ne VIII . The present paper is an extension of this work covering carbon, nitrogen and oxygen in the attainable ionisation stages. Several ionisation stages of carbon were also observed, i.e. C IV, v and VI, but the time development of the emission from these ions was found to be dominated by the excitation rates and thus closely followed the temperature variations of our plasma. We therefore present these data only to show that our temperature measurements and their incorporation into the model yield reasonable predictions for the time development of the emission from these ions.
Experimental

Theta pinch
The theta pinch, the capacitor bank and the experimental set-up were the same as those used in our previous work (Jones et ul 1977) . In the present investigation we found it convenient to use pure nitrogen as the fill gas (2.5 mT) as this produced a plasma with impurity radiation from carbon and oxygen as well. Thus we could diagnose one plasma and study three elements from it. To obtain a higher temperature and also to overlap with the measurements from the nitrogen plasma we studied an oxygen-seeded helium plasma (20mT (He + 1% OJ). The gas was continuously flowing to compensate for the leakage through the slit of the vuv monochromator in order to maintain a constant pressure in the discharge tube.
Diagnostics
The electron density was measured with holographic interferometry (Jahoda and Siemon 1972) . Figures 1 and 2 show the measured electron density as a function of time averaged over the area. It can be seen from the figures that the electron density was very similar for the two plasmas; however, the stability and reproducibility were better for the oxygen-seeded helium plasma than for the nitrogen plasma. The holograms showed that the position of the plasma centrum varied somewhat from shot to shot for the nitrogen plasma, but the viewing solid angle was made large enough to enable viewing of the total pinched-plasma diameter under all circumstances. The density profiles as a function of radius were plotted at times ranging from 0.3 ps to 1.3 ps. The diameter of the compressed nitrogen plasma was about 3.5 mm and that of the seeded helium plasma was roughly 3 mm. The electron temperature was measured by means of 90" Thomson scattering using a 2 J ruby laser with a 20 ns pulse width. The profile was scanned on a shot-toshot basis using a 20 cm monochromator equipped with a holographic grating and a quartz window photomultiplier tube. The focal spot of the laser was about 1 mm in diameter and was moved along the radius of the plasma to obtain the radial dependence of the electron temperature. Five different radial positions were measured. Figures 1 and 2 show the time dependences of the temperatures at the centre of the tube for the two plasmas. The profiles obtained in the Thomson scattering measurements were fitted by least squares to a Gaussian after having been corrected for the variation in sensitivity of the optical system as calibrated by a tungsten lamp. On each radius the time was scanned in steps of 0 1 ps from 0.3 to 1.6 ps after the initiation of the bank discharge, This gave 12-15 data points on each radius and wavelength. Smooth curves were drawn through these points. The radial dependence of the temperature is shown in figure 3 . The errors are estimated from the scattering of the experimental points and from the possible uncertainties in the fitting procedure. We estimate the actual error in the temperature to be k20"/,. This is smaller than the standard deviation of the temperature measured at one spatial position at one time since we assumed the temperature varied smoothly in time and space, which decreased the uncertainty in our statistics. The holograms were also analysed at the same positions as used in the Thomson scattering measurements. The total intensity of the Thomson scattered light showed the same temporal and radial dependence as did the density obtained from the holograms.
V U v emissioiz measurements
A 2.2 m grazing-incidence spectrograph was connected to the discharge tube so as to view the plasma radially. The open port was large enough to view the entire plasma except prior to the first compression. The spectra were recorded photographically in order to identify the lines from carbon, nitrogen and oxygen in all the ion stages occurring. The identification was ensured by using methane (carbon), nitrogen and oxygen respectively as fill gases. As already mentioned, we found that the nitrogen plasma had impurities from both carbon and oxygen that made it possible to observe emission from all three elements from the same plasma. Kelly and Palumbo (1973) .
After the photographic recording, the ion stages to be studied were selected and the strong lines from each ion stage were recorded photoelectrically. Each line was recorded in one shot, using a monochromator resolution of 0.35 A. The reproducibility of the vuv emission made it possible to superimpose three shots on each picture.
The lines studied are given in table 1 with wavelengths and assignments from Kelly and Palumbo (1973) .
Theoretical
Modelling of the plasma and the light emission
As in our previous work (Jones et ai 1977) we solved the set of coupled rate equations including the relevant corrections for spatial and temporal temperature and density dependences occurring in our plasma. The equation for the change in the number density of the zth ion, N , , is
( 1) where Nc(r, t ) is the measured electron density and Sz(r, t ) is the ionisation rate from Kunze's semiempirical formula (Kunze 1971 , Lotz 1967 :
Here E, is the ionisation energy (ev), n, the number of equivalent electrons, and kT the electron temperature (eV) ; a,(r, t ) is the rate coefficient for radiative recombination taken from Merts et a1 (1976): where gz and gn are the statistical weights of the ground state of the recombining ion and the excited state n of the recombined ion respectively, En is the binding energy of state n (eV) and kT is the electron temperature (ev); &(r, t ) is the rate coefficient for dielectronic recombination and yz(r, t ) is the rate coefficient for threebody recombination.
As in our previous work, we integrate over the volume of the plasma viewed assuming that the ion radial density distribution is the same as that of the electrons. Since the axial and theta integrals are constants in time we obtain for the relative rate of change of the total ion number density:
where the three-body and dielectronic recombination rates have been neglected. This assumption is justified since, following Merts et a1 (1976) , the three-body recombination rate for these ions at our plasma conditions is two orders of magnitude smaller than the radiative recombination rate. At the densities prevailing in our plasma, the contribution from the dielectronic recombination is also small. This can be understood since the effect of the collisional limit, i.e. the principal quantum number above which the rate of collisional ionisation is larger than the rate of radiative decay, is to decrease the effective ionisation potential. The contribution to the dielectronic recombination rate will thus decrease since the states above the collisional limit should not be included in the summation for the dielectronic rate (Burgess 1965) . Thus the radiative recombination is the only correction required for our conditions and is important only for the high ion stages at late times. Assuming that every excitation leads to the emission of a photon (coronal equilibrium) we get for the light emission,
where X(r,t) is the excitation rate coefficient. The temperature dependence of the excitation rate was then taken into account according to Van Regemorter (1962) and McWhirter (1975) by using the formula
The end losses were taken into account by letting the number of electrons from the ionised atoms follow the total measured electron density, i.e.
for the nitrogen ions in the nitrogen plasma. For the oxygen and carbon impurities in the nitrogen plasma we used the nitrogen end losses obtained above as input in the plasma modelling program. We compute the necessary integrals including the measured spatial and temporal dependences of the temperature and density. These integrals are then used when solving the rate equations according to equations (4) and (5). The procedure for fitting to the observed light emission is to choose initial conditions and multiply the ionisation rates of Kunze with a factor until the best agreement is found between the observed and predicted profiles. We also considered effects of optical depths for the observed vuv resonance lines of nitrogen. For N v, for example, the optical depth is about 3 for our plasma conditions (Griem 1964) . However, the optical depth in the axial direction is considerably larger. Therefore most of the light observed in the radial direction will be light originally emitted in the axial direction which finally exits radially after being absorbed and scattered (Julienne and Davis 1973) . This tends to steepen the rise and the fall of the vuv light profile but will not change the position of the peak. The oxygen lines in the nitrogen or helium plasma are all optically thin.
The depression of the effective ionisation potential due to the collisional limit was considered by calculating the principal quantum number state above which the rate of collisional ionisation is larger than the rate of radiative decay. For the Li-like ions we also considered the population of the 2p state by taking an average of the 2s and 2p energies assuming a statistical population. This is appropriate, since for the 2p-2s transition the excitation rate exceeds the radiative rate by about a factor of four (Merts et a1 1976 , Wiese et a1 1966 and the 2p and 2s levels will then be nearly in collisional equilibrium. In the radiative recombination integrals we included all the states up to the collisional limit. For the temperature correction of the excitation rate we used the corrected excitation energies (considering the 2p-2s statistical population).
For the helium-like ions the metastable triplet state has to be considered also. Following Datla et a1 (1976) , we calculated the effect of the metastable state of N VI to be negligible for our plasma conditions (200eV, 2 x 1OI6 cmP3).
Results and discussion
The results for the fits are given in figures 4-7. The time scale starts at the pinch of the plasma, 0.3 ps after the initiation of the main bank current, since the earlier time developments of the emitted light profiles are totally determined by plasma dynamics. The experimental light profiles were fitted mainly to the rise, the peak, and the first fall. This is appropriate as the late time profiles are dominated by long-lasting tails that might be emitted from a 'halo' of the plasma and are not predicted by the present model. Also part of the tail can be associated with a background emission that has not been subtracted from the raw data. We have seen effects of long-lasting tails also for krypton and earlier thetapinch experiments have seen this effect as well (Thomas et a1 1972) . The positions of the peaks are sensitive to the ionisation rates for the lithium-like ions while for the highest ion stages (CV, VI, N VI, 0 VI) the predicted light profiles were found to be insensitive to the ionisation rates. The determining factor in the light profile for these ion stages is the excitation rate, or rather the temperature dependence of the excitation rate. This can be understood when one considers that the actual electron temperature at the relevant times (figures 1 and 2) is comparable to the ionisation potential of these ions. This means that the rate of population of the excited states is the dominant factor in the light emission profile. The emission profiles for the carbon ions were found to be insensitive within experimental error to a change in Figure 4. Experimental (--) and theoretical Figure 5 . Experimental ( -) and theoretical tracted from the C v profile as described in the text. the ionisation rates by at least a factor of two. Thus the fits achieved for carbon demonstrate the accuracy of the temperature measurements where the exponential temperature dependence in the excitation rate (equation (6)) is the dominating factor.
The time development of the emission from C v (248.7 A) has a contribution from N IV (248.6 A). We have thus subtracted a reasonable intensity of the N IV time profile in order to get the C v profile.
The multiplicative factors and the initial conditions which were used in the fits are presented in table 2. The initial conditions were chosen so that the predicted relative light outputs of the first two ion stages at the very early times (0.3 ps) were in agreement with experiment. The main error in the fit comes from the choice of the initial conditions. For each variation of the multiplicative factor for the ionisation rate we changed the initial conditions so as to arrive at the best fit. This sensitivity to initial conditions implies that the errors in our rate measurements are Table 2 . The initial number densities and the multiplicative factors for the ionisation rates used in the fitting program. larger than for our earlier work for neon. The multiplicative factor for the lithium-like ions was found to be 0.9 i -0.3 where the error includes the largest acceptable variation in the fitting procedure combined with a 20% error in the temperature and density. It is interesting to compare the rates obtained for the lithium-like ions with earlier measurements (Kunze 1971 , Datla et al 1976 and with the calculations of Duchs and Griem (1966) . With the corrections discussed earlier our measured rates are in agreement with Kunze's semiempirical formula but in disagreement with his earlier measured values that were obtained at higher temperatures. Assuming the temperature dependence suggested by Seaton (1962) , we get an ionisation rate coefficient 3 , in analogy with Duchs and Griem (1966) as shown in table 3. E is the ionisation energy of 0 VI decreased due to the collisional limit as mentioned previously. In the last column, corrections have been made to the depressed ionisation potential as a result of 2s-2p ground-state population mixing. It is clear that the semiclassical dipole approximation gives rates that are too low by about a factor of three. 
where E is the ionisation energy (ev), T the electron temperature (ev), and S, thc ionisation rate (cm3 s-l).
Present
Duchs In table 4 we summarise the ionisation rates for the lithium-like ions as given by the semiempirical formula (Kunze 1971) , by earlier experiments (Kunze 1971 , Datla et al 1976 , and by the present investigation. In the first row of the table are given the ionisation potentials for the studied lithium-like ions (C IV, N v, 0 VI, and Ne VIII). The ratios between the electron temperature and the ionisation potential for the different experiments are given in the rows just preceding the experimental rate results. Earlier experiments have revealed ionisation rate measurements for C IV, N V, and 0 VI. The present study includes N v and 0 VI while we have previously reported measurements for Ne VIII. The comparison between the semiempirical formula and experimental ionisation rates shows that the rates measured at lower temperatures are in better agreement with the semiempirical formula than those measured at higher temperatures.
There are several experimental differences between the earlier experiments and the present one which might explain the discrepant results. We will discuss the differences and also the two corrections we have applied to the Kunze semiempirical formula to meet the conditions of our plasma. The earlier experiments have been performed at lower densities, which can explain why the corrections important in this experiment are negligible. The conditions for the present ionisation rate measurements are not ideal as the ion stage build-up is fast for the lithium-like ions and the higher ion stages were found to be completely dominated by excitation. The high density is also evident from the magnitude of the correction to the ionisation rate ' ' Crandall et al (1977) .
'According to Kunze (1971) and Lotz (1967) . According to Burgess (1964). formula. First, the depression of the ionisation limit decreases the ionisation potential by about 10% which leads to a 25% increase in the ionisation rates. We have estimated that the contribution from excitation of the ground state to levels above the collision limit (11 = 6 for these lithium-like ions) is of the same order of magnitude as the increase in the ionisation rate due to the decreased ionisation potential. Second, the inclusion of the 2p level to the ground-state population also increases the ionisation rate due to the effective decrease of the ionisation potential. These two corrections are the important factors for the ionisation rate measurements for our conditions. Stepwise excitation followed by ionisation from the 3d levels is negligible since the radiative decay is fast enough to prevent any appreciable population of the 3d level. The atomic structure of the lithium-like ions is simple, since there are no metastable states to take into consideration. Furthermore, any double-ionisation process is negligible for these few-electron systems. Thus the present results give 0.9 k 0.3 as a correction to the ionisation rates predicted by the Kunze semiempirical formula. Our earlier ionisation rate measurements on lithium-like neon were more sensitive to the change in ionisation rates and thus gave a more accurate value for the multiplicative factor. Recently. beam experiments have been reported for lithium-like carbon and nitrogen (Crandall et a1 1977) . The measured ionisation cross sections can be compared with the rate measurements after integrating the cross sections over a Maxwellian electron distribution. These computed values are also included in table 4 for comparison. We can thus see from the table that the ion-beam experiments give rates that fall somewhere between earlier experiments and the calculated rates of Lotz (1967) . On the other hand the present plasma experiment with a temperature closer to the threshold energy tends to give higher ionisation rates. This could be further evidence that the ionisation rate formulae have the wrong temperature dependence as discussed recently by Datla et a1 (1976) .
Conclusion
The ionisation rates for lithium-like nitrogen and oxygen have been measured and found to agree with Kunze's semiempirical formula to within 10% when the formula is corrected for the depression of the ionisation limit and the collisional population of the 2s and 2p levels. These corrections to the ionisation rate formula are found to be important for the present plasma conditions. Earlier plasma measurements as well as ion-beam measurements on lithium-like carbon and nitrogen tend to give a larger correction to the semiempirical formuia when the rates are measured at higher temperatures. Thus the temperature dependence in the ionisation rate formula seems to be inconsistent with the present experimental data around threshold and with the earlier data at higher temperatures.
