We introduce the characteristic class of an ℓ-adicétale sheaf using a cohomological pairing due to Verdier (SGA5). As a consequence of the Lefschetz-Verdier trace formula, its trace computes the Euler-Poincaré characteristic of the sheaf. We compare the characteristic class to two other invariants arising from ramification theory. One is the Swan class of and the other is the 0-cycle class defined by Kato for rank 1 sheaves in [15] .
Let k be a perfect field, ℓ be a prime number invertible in k and Λ be a finite extension of either F ℓ or Q ℓ . Let X be a separated k-scheme of finite type. Let f : X → Spec k denote the structural morphism and put K X = Rf ! Λ. For anétale sheaf F of Λ-modules on X, its characteristic class is defined as follows. We put H = RHom(pr * 2 F , Rpr 
We define the characteristic class of F , denoted C(F ), to be the pairing 1, 1 ∈ H 0 (X, K X ). If X is smooth of dimension d, we have C(F ) ∈ H 2d (X, Λ(d)). By the Lefschetz-Verdier trace formula [11] Théorème 4.4, the trace Tr C(F ) gives the Euler-Poincaré characteristic χ(Xk, F ) if X is proper, wherek denotes a separable closure of k.
By devissage, computations of the characteristic classes are reduced to a computation of C(j ! F ) where j : U → X is an open immersion, U is smooth and F is a smooth sheaf on U. In this paper, we compute the characteristic class of C(j ! F ) or rather the difference C(j ! F )−rank F ·C(j ! Λ) in terms of the ramification of F along the boundary X \ U. More precisely, we prove that C(j ! F ) − rank F · C(j ! Λ) is equal to the following two invariants, under certain assumptions. One is the Swan class Sw(F ) of F defined in [16] . The other is the 0-cycle class c F defined by Kato [15] in rank 1 case. We also define a localization of the difference C(j ! F ) − rank F · C(j ! Λ) in H 0 X\U (X, K X ) as a cohomology class with support on the boundary.
The relation with the Swan class is a refinement of the generalized GrothendieckOgg-Shafarevich formula proved in [16] . The proof uses a finiteétale covering of U trivializing the reduction modulo ℓ of the ℓ-adic sheaf F . It is similar to that of the generalized Grothendieck-Ogg-Shafarevich formula in loc. cit. The key ingredients in the proof are the compatibility of the characteristic class with pull-back and an explicit computation of the characteristic class in the tamely ramified case. This argument works in arbitrary dimension and in arbitrary rank, under a certain mild assumption that the sheaf is "potentially of Kummer type" (see Definition 3.1.1). However, since we use the pull-back to a covering, we can not avoid a denominator.
The relation with the other invariant c F in rank 1 case is proved using a blow-up at the ramification locus in the diagonal X ⊂ X × X. This argument does not involve a denominator and we get an integral result. However, even to formulate the statement at least for the moment, we need to assume that the sheaf has rank one. Using this approach, we obtain a new proof of the Grothendieck-Ogg-Shafarevich formula for curves without using a covering trivializing the sheaf or the Weil formula. A crucial fact, used in the proof, is the following geometric interpretation of the ramification theory for Artin-Schreier-Witt characters of Kato [14] , proved in [2] .
Let (X × X) ′ → X × X be the log blow-up and X → (X × X) ′ be the log diagonal map. We consider the blow-up (X × X) ′′ → (X × X) ′ at the Swan divisor D F ⊂ X regarded as a closed subscheme of (X × X)
′ by the log diagonal map. Then, the sheaf Hom(pr * 2 F , pr * 1 F ) on U × U is unramified along the exceptional divisor of (X × X)
′′ . Further the restriction of a smooth extension of Hom(pr * 2 F , pr * 1 F ) on the exceptional divisor is the Artin-Schreier sheaf defined by the refined Swan conductor. This interpretation means that one can kill the ramification of a sheaf not only by a ramified covering but also by blowing-up the diagonal on the ramification locus. More quantitatively, the Swan conductor measures the necessary blow-up to kill the ramification. This fits nicely with the ramification theory in [1] . The authors expect that this argument should work with arbitrary rank (cf. [2] ).
The paper is organized as follows. In Section 1, we recall some sorites on cohomological correspondences and the Verdier pairing, and we give some complements. In Section 2, we define the characteristic class of a cohomological correspondence. Proposition (2.1.12) gives a recipe to compute it. It plays a crucial role in this paper. Then we compute the characterstic class under some tameness condition. In Section 3, we introduce the notion of a sheaf of Kummer type, and recall the definition of the Swan class of Kato-Saito [16] . For a sheaf potentially of Kummer type, we prove the main formula of this paper relating its characteristic class and its Swan class. In Section 4, we study sheaves of rank one. We recall the ramification theory of Artin-Schreier-Witt characters in [14] . Then, we prove an integral relation between the characteristic class and the 0-cycle class c F for a rank one sheaf, by blowing-up the diagonal. In Section 5, we define a cohomology class C 0 X\U (F ) ∈ H 0 X\U (X, K X ) with support on the boundary and show that it is a refinement of the difference C(j ! F ) − rank F · C(j ! Λ).
The authors thank Luc Illusie and Kazuya Kato for inspiring discussions. They thank Illusie for pointing out an error in Lemma 2.1.3 in an earlier version and informing the reference [9] .
Notation
In this paper, k denotes a field. In sections 3 and 4, we will assume k perfect. Schemes over k are assumed separated and of finite type. Thus the diagonal map δ : X = ∆ X → X × X is a closed immersion. For a divisor with simple normal crossings of a smooth scheme over k, we assume that the irreducible components and their intersections are also smooth over k.
The letter ℓ denotes a prime number invertible in k and Λ denotes a finite commutative Z ℓ -algebra. For a scheme X over k, D ctf (X) denotes the derived category of complexes of Λ-modules of finite tor-dimension on theétale site of X with constructible cohomology [7] 4.6. We omit to write R or L to denote the derived functors unless otherwise stated explicitly or for RHom. Let K X denote f ! Λ where f : X → Spec k is the structure map and let D denote the functor RHom( , K X ). For objects F and G of D ctf (X) and D ctf (Y ) on schemes X and Y over k, F ⊠ G denotes pr
Preliminaries on cohomological correspondences.
We recall some generalities onétale cohomology and constructions in [11] .
1.1 Review on base change maps, cycle class maps etc.
− −− → Y be a commutative diagram of schemes over k. We have base change morphisms of functors For a morphism f : X → Y of schemes over k and objects F and G of D ctf (Y ), we recall the definition of the canonical isomorphism
This induces the map (1.5) by adjunction. If F and G are objects of the filtered derived category [12] Chap. V § §1-3, the isomorphism (1.5) is an isomorphism in the filtered derived category. Recall that an object of DF ctf (X) is a complex F of Λ-modules on theétale site of X with finite filtration F • such that Gr F • F is an object of D ctf (X). In particular, we have an isomorphism (1.6)
For a morphism f : X → Y of schemes over k and objects F and G of D ctf (Y ), a canonical map
is defined as follows. We have the canonical isomorphism Let f : X → Y be a morphism of smooth schemes of the same dimension n over k. The map f is the composition pr 2 • γ of the graph map γ : X → X × Y and the second projection pr 2 : X × Y → Y . Since γ is a section of the first projection pr 1 : X × Y → X and the projections are smooth of relative dimension n, a canonical isomorphism
.9). By composing with the adjunction map
We recall the cycle class map. Let C be a scheme over k and d ≥ 0 be an integer.
where Z d (C) denotes the free abelian group generated by the integral closed subschemes of C of dimension d. The cycle class map
) factors through the quotient by rational equivalence and induces a map
If C is a closed subscheme of a smooth scheme X of dimension d + c, the target
. The cycle class map and the intersection product are compatible in the following sense. Let X and Y be smooth schemes of dimension d + c and e + c over k and f : X → Y be a morphism over k. Let C ⊂ X and D ⊂ Y be closed subschemes satisfying [10] . The commutative diagram (1.11) for the diagonal map δ : X → Y = X × X implies the compatibility
V ∩W (X, Λ(c + d)) of the cup-product and the intersection theory for closed subschemes V and W in X of codimensions c and d.
Cohomological correspondences.
We recall definitions on cohomological correspondences following [11] . In order to remain compatible with the convention in [5] 1.1.10 (ii), we have chosen to switch the factors in [11] and consider a cohomological correspondence as a map from the second factor to the first factor. Definition 1.2.1 Let X and Y be schemes over k and F and G be objects of D ctf (X) and of D ctf (Y ) respectively. We call a correspondence between X and Y a scheme C over k and morphisms c 1 : C → X and c 2 :
The definition here is slightly different from that given in [11] 
and by the adjunction, the following three notions are equivalent:
We will identify them freely in the following. If F and G are objects in the filtered derived categories, a homomorphism u : c *
If c : C → X × Y is a closed immersion, the three notions above are further equivalent to the following:
Recall that a canonical isomorphism (1.14)
RHom(pr * 2 G, pr
A typical example of a cohomological correspondence is given as follows. Assume X and Y are smooth of dimension d over k and c = (c 1 , c 2 ) : C → X × Y is a closed immersion. Let F and G be sheaves of free Λ-modules on X and Y respectively and assume G is smooth. Then, the canonical map c * Hom(pr is an isomorphism and we identify Hom(c * 1 F )). Since pr 1 : X × Y → X is smooth, we have a canonical isomorphism pr *
3.2.5) and we identify RHom(pr * 2 G, pr
In other words, the pair (Γ, γ) of a cycle class Γ ∈ CH d (C) and a homomorphism γ : c * 2 F → c * 1 F defines a cohomological correspondence u(Γ, γ). We recall the definition of the push-forward of a cohomological correspondence. We consider a commutative diagram
is defined in [11] (3.3.1), using the isomorphism (1.14). The diagram (1.16) defines a commutative diagram (1.18)
We assume the vertical arrows in (1.16) are proper. Let u : c * 2 G → c ! 1 F be a cohomological correspondence. We identify u with a section of c ! RHom(pr * 2 G, pr
By the assumption that f, g and h are proper, the base change map (1.2) defines a map of functors h * c
This and the isomorphism (1.17) give maps
The push-forward h * u : c ′ *
1 f * F is defined by the image of h * u by the composition. The push-forward h * u is equal to the composition of the maps
The formation of the push-forward is compatible with the composition.
A variant h ! u of h * u is defined if the map c 2 : C → V in (1.16) is proper. In this case, we define h ! u to be the composition
The formation of the h ! u is also compatible with the composition. If f, g, h and c 2 are proper, we have h * u = h ! u.
We study the restriction of a cohomological correspondence to an open subscheme. We consider a commutative diagram
of schemes over k where the vertical arrows are open immersions. Let F and G be objects of D ctf (X) and of D ctf (Y ) respectively andū :c * 
Lemma 1.2.2 Let the notation be as above and let
Proof. 1. The isomorphisms (1.13) form a commutative diagram
We define the pull-back of a cohomological correspondence. Let f : X ′ → X and g : Y ′ → Y be morphisms of smooth schemes over k. We assume dim X = dim X ′ and dim Y = dim Y ′ . Let F and G be objects of D ctf (X) and of D ctf (Y ) respectively. Then the canonical maps (1.9) and (1.13) induce a map
With the isomorphism (1.14), the map (1.23) is identified with the composition
where the middle arrow is defined by (1.9). Let c = (c 1 , c 2 ) : C → X × Y be a correspondence and u : c *
F be a cohomological correspondence on C. We identify u with a map u :
By the proper base change theorem, the base change map (f × g)
The composition defines a cohomological correspondence (f × g)
. For a cohomological correspondence u(Γ, γ), its pull-back is computed by using the intersection product. 
is commutative.
Proof. Clear from the commutative diagram (1.11).
Complement on the Verdier pairing.
We briefly recall the definition of the pairing [11] (4.2.5). We consider a cartesian diagram
of schemes over k. Let P and Q be objects of D ctf (X) and let P ⊗ Q → K X be a morphism. Then, the map (4.2.1) in [11] and the map P ⊗ Q → K X induce a map
If the maps c : C → X and d : D → X are closed immersions, the pairing (1.27) gives a pairing , : 
where the lower horizontal arrow is the pairing (1.27
The pairing , is compatible with the proper push-forward in the following sense.
be a commutative cube of schemes over k. We assume that the horizontal faces are cartesian and that vertical arrows are proper. Let P and Q be objects of D ctf (X) and let P ⊗ Q → K X be a morphism.
Then, the pairings , for P ⊗ Q → K X and for
where the left vertical maps are induced by the base change maps
Proof. It follows from the commutativity of the squares (A) and (B) in the diagram [11] Applying the pairing (1.27) to cohomological correspondences, we obtain the Verdier pairing. Let X and Y be schemes over k and 
The pairing (1.27) defines the Verdier pairing
The following result will be useful in computing the Verdier pairing of the extension by zero of a correspondence. 
′ by the restriction of f . We consider a commutative diagram
x x r r r r r r r r r r
of schemes over k. We assume that the vertial arrows f, g, h and the horizontal arrows c,c,c
′ are proper and that the four slant parallelograms are cartesian, so that the six slant arrows are open immersions. We also assume
1. For morphisms a :
. Suppose the squares
are commutative. Then, for the zero-extensions j C! u and j D! v, the squares 
commutative. Then, we have
2. We show the assertion for u. The proof for v is similar and omitted. We claim that we obtain (1.33) by applying j * to (1.34). This is clear for the bottom line and the right column. For the top line, we have j * C j C! u = u by Corollary 1.2.4.2. We show it for the left column. It suffices to show the diagram
t t t t t t t t t
is commutative. The lower right triangle is commutative by the transitivity (1.4) of the base change maps (1.2) for the base change of
Since the base change map (1.2) is the inverse of (1.1), the upper left triangle is the adjoint of the transitivity for the canonical mapsc ! Λ → f * c ′ ! Λ → j * c ! Λ and is commutative. Hence, the left column in (1.34) also induces that in (1.33).
Sinceā is an isomorphism, there exists a unique mapū :c ! Λ → H that makes the square (1.34) commutative. Since u is the unique map that makes the square (1.33) commutative, we have j * Cū = u. Thus we obtainū = j C! u by Lemma 1.2.3. 3. We defined the push forward
The push forward f * ū ′ is the adjoint of the composition
, we obtain a commutative diagram
where the lower horizontal arrow is induced by
2 Characteristic class of an ℓ-adicétale sheaf.
Characteristic class of a cohomological correpondence.
Let X be a scheme over k and δ : X = ∆ X → X × X be the diagonal map. Let F be an object of D ctf (X) and let 1 = u(X, 1) be the cohomological correspondence defined by the identity of F on the diagonal X.
) the characteristic class and write C(F , C, u). If C = X is the diagonal and u : F → F is an endomorphism, we drop C from the notation and we write C(F , u) ∈ H 0 (X, K X ). Further, if u is the identity, we simply write C(F ) = 1, 1 and call it the characteristic class of F .
Lemma 2.1.3 Let X be a scheme over k and c = (
Proof. It is a special case of the equality [11] (4.13.1). For later use, we briefly skecth the proof. By the isomorphism (1.6), the homomorphism u ∈ Hom DF ctf (C) (c * 2 F , c
Since the restriction of the canonical pairing (1.27) on Corollary 2.1.5 Let X be a scheme over k and (F , F ) be an object of DF ctf (X). Then, we have 
of schemes over k where the vertical arrows are proper and the horizontal arrows are closed immersions. Let u : c *
In particular, if X is proper over k, we have
where k is a separable closure of k.
By devissage using Lemma 2.1.3 and Proposition 2.1.6, the computation of a characteric class is reduced to the computation of C(j ! F ) where j : U → X is an open immersion, U is smooth and the cohomology sheaves H q F are locally constant on U. We will later compute the characteristic class C(j ! F ) or rather the difference C(j ! F ) − rank F · C(j ! Λ) in terms of the ramification of F along the boundary X \ U.
We give an equivalent description of the characteristic class. The canonical isomorphism (1.14)
Thus the evaluation map
If X is smooth of dimension d and if F is a smooth sheaf of free Λ-modules, the map (2.4) is equal to the composition of
Proof. Let 1 : Λ X → δ ! H * be the cohomological correspondence defined by the identity of F . Then the evaluation map (2.4) is equal to the composition of
where the last arrow is induced by the pairing (1.30). Thus the assertion follows from Lemma 1.3.1.
We define a refinement of the characteristic class for zero-extensions. Let X be a scheme over k and j U : U → X be an open immersion over k. Let δ : X → X × X and δ U : U → U × U be the diagonal maps. Let F be an object of D ctf (U). We put
Definition 2.1.8 Let X be a scheme over k and j U : U → X be an open immersion over k. Let C be a closed subscheme of X × X and we consider the cartesian diagram
the characteristic class to be the class of the composition
If C is the diagonal and u : F → F is an endomorphism, we drop C from the notation and we write
Further, if u is the identity, we simply write C ! (j U ! F ) and call it the refined characteristic class of j U ! F .
It is clear from Proposition 2.1.7 that the characteristic class
We give a compatibility with the pull-back. Let
be a cartesian square of schemes over k where the horizontal arrows are open immersions. We assume that U and V are smooth over k and dim U = dim V . By this assumption, the map (1.9) induces a canonical map
Proposition 2.1.9 Let the notation be as above and assume that
Then, we have
Proof. The equality
By the uniqueness Lemma 1.2.3, we have (f ×f )
Thus the assertion follows.
Corollary 2.1.10 If X = U and Y = V , we have
We apply Proposition 2.1.9 to a finiteétale Galois covering. We keep the notation in Proposition 2.1.9 and assume that V → U is a finiteétale Galois covering of Galois group G. We assume further that C = U is the diagonal and hence u : F → F is an endomorphism. For σ ∈ G, let Γ σ ⊂ V × V be the graph of σ : V → V and let
Corollary 2.1.11 Let the notation be as in Proposition 2.1.9. We assume that C = ∆ U ⊂ U × U and u : F → F is an endomorphism of F . We assume further that V → U is a finiteétale Galois covering of Galois group G.
Proof. By Proposition 2.1.9, it suffices to show
and the assertion follows.
Proposition 2.1.12 We consider a commutative diagram 
We also assume that the four slant parallelograms are cartesian and 
′ * be maps making the diagrams (1.33) commutative ford =δ : X → X×X and v = 1.
We have
Proof. 1. By Corollary 1.2.4, we have 1 = j ! 1. Hence, we have C(j ! F , C, j ! u) = j ! u, j ! 1 . Since the assumptions in Proposition 1.3.3 are satisfied, we have j ! u, j
Since the restriction of f to X is the identity, the assertion follows. 2. We have ū ′ ,1 ′ = Tr δ ′ * ū′ by Lemma 1.3.1. Thus, it follows from 1.
Characteristic class and log blow-up
In this subsection, X denotes a smooth scheme of dimension d over k and D = m i=1 D i ⊂ X denotes a divisor with simple normal crossings. Let U ⊂ X be the complement of D and j : U → X be the open immersion.
Let (X × X) ′ → X × X be the blow-up at D i × D i for i = 1, . . . , m. It is defined by the product of the ideal sheaves 
′ . Let F be a locally constant sheaf of free Λ-modules of finite rank on U tamely ramified along D = X \U. We put H 0 = Hom(pr * 2 F , pr * 1 F ) and H = RHom(pr * 2 F , pr
∼ . Here and in the rest of this subsection, the symbol j * for an open immersion j denotes the usual direct image and is not an abbreviation of Rj * . We also put
We define
Definition 2.2.1 Let j : U → X and F on U be as above. Let C be a closed subscheme of U × U and let
∼ respectively. 1. We say that a closed subscheme C ⊂ U × U is non-expanding with respect to X if we have If a closed subscheme C ⊂ U × U is non-expanding with respect to X, the closure 
closed subscheme that is non-expanding with respect to X. We call the image of the injection
of morphisms of schemes over k. We assume V is the complement of a Cartier divisor B of Y . Then, the closed subscheme C = U × V U ⊂ U × U is non-expanding with respect to X.
In the tame case, the characteristic class is computed as follows. 
1. The restriction map
be an algebraic cycle class and Γ ∈ CH 0 (C) be the restriction. Then, we have
The right hand side is the product of the class
as in (1.22).
Similarly as H
By Lemma 2.2.4 below, the assumptions in Proposition 2.1.12 are satisfied. We claim that the map Tr : 
Proof. It suffices to show that the stalk of f * H ′ is 0 at an arbitrary geometric point of
. . , D m be the components of D. Then, since the question isétale local and since it is reduced to the case where Λ is a field, we may assume F is the tensor product F 1 ⊗ · · · ⊗ F m where F i is the extension by zero of a smooth sheaf of rank 1 on the complement X \ D i for each i = 1, . . . , r.
Let (X × X)
′ is the fiber product of (X × X) ′ i over X × X. Hence, by the Künneth formula, it is reduced to the case r = 1 and D = D 1 .
The fiber of (X × X) 
. Since the conormal sheaf
Corollary 2.2.5 1. Assume that F is tamely ramified along D and that C = U is the diagonal. Then every endomorphism of F is in the tame part and we have
In particular, for F = Λ and γ = id, we have
Assume C is non-expanding and is of dimension d. Then, we have
If X is proper, taking the trace of (2.13), we recover the Lefschetz trace formula
for an open variety [16] Theorem 2.3.4. In particular, if C = U, we have
Characteristic class and Swan class
In this section, ℓ denotes a prime number invertible on a noetherian scheme X and E denotes a finite extension of Q ℓ . Let O be the integer ring of E and F = O/λ be the residue field of E. For a constructible E-sheaf F on X, F O denotes an O-lattice and F n denotes the reduction
We put F = F 1 . For a constructible E-sheaf F on a scheme X over k and a cohomological correspondence u on C ⊂ X × X, the characteristic class C(F , C, u) ∈ H 0 (X, K X ) is defined as
It inherits the properties established in the previous section for torsion coefficients. For a smooth E-sheaf F on a smooth dense open subscheme U ⊂ X, we will prove that the difference C(j ! F ) − rank F · C(j ! E) is given by the Swan class Sw(F ) defined in [16] , under a certain assumption formulated using a notion introduced in §3.1. The definition of the Swan class Sw(F ) will be recalled in §3.2. We say that a finiteétale scheme V over U is of Kummer type with respect to D i , i ∈ I if the locally constant sheaf on U represented by V is of Kummer type with respect to D i , i ∈ I. For a geometric pointx of a normal noetherian scheme X, let Xx be the strict localization of X atx and let Ix = π 1 (U × X Xx,η x ) be the inertia group atx whereηx is a geometric point of Ux = U × X Xx. 
ℓ-adic sheaves potentially of Kummer type

We say that a locally constant constructible sheaf F of sets on U is of Kummer type with respect to X if there exists a finite family of Cartier divisors
D i ⊂ X, i ∈ I suchV − −− → Y f     f U − −− → X satisfying
Then, we have (1) ⇒ (2) ⇒ (3). If X is a regular noetherian scheme and U is the complement of a divisor with simple normal crossings, then the three conditions (1), (2) and (3) are equivalent.
Proof. (1) ⇒ (2) Let F be a locally constant constructible sheaf of sets on U that is of Kummer type with respect to D i , i ∈ I. Let the notation be as in the condition (Kum) and take a geometric pointx above x. We define a map Proof. Clear from Lemma 3.1.2 and the strong resolution of singularities for surfaces.
Remark. Let U ⊂ X be a dense open subscheme of a normal scheme X over k and F be a locally constant constructible sheaf of sets on U. We consider the following conditions:
(1 ′ ) There exists a proper modification X ′ → X such that F is of Kummer type with respect to X ′ .
(2 ′ ) For each geometric pointx of X, the image of the inertia Ix → AutFx has order invertible in k.
Kato has told the authors that (2 ′ ) implies (1 ′ ). For the other implication, there is a counterexample.
We consider a geometric construction generalizing the log blow-up studied in the previous section. Assume k is perfect and let Y be a normal scheme over k. 
For a geometric pointȳ of Y , let Yȳ denote the strict localization. Taking a geometric pointη of Vȳ = V × Y Yȳ, we define the inertia group by Iȳ = π 1 (Vȳ,η).
Proposition 3.1.4 Let the notation be as above. Let F and G be locally constant constructible sheaves of sets on V of Kummer type with respect to D i , i ∈ I and put
H = Hom(pr * 2 G, pr * 1 F ) on V × V .
The base change map
is an isomorphism. 2. Let y ∈ Y g \ V be a point such thatδ(y) =γ(y). Letȳ be a geometric point above y and let Iȳ = π 1 (Vȳ,η) be the inertia group whereη is a geometric point of Vȳ = V × Y Yȳ. We identify (j * δ * H)ȳ = (j * Hom(G, F ))ȳ = Hom Iȳ (Gη, Fη) and (j g * γ * H)ȳ = (j g * Hom(g * G, F ))ȳ = Hom Iȳ (g * Gη, Fη). Let m be an integer satisfying the property in the condition (Kum) for the sheaves F and G.
Y,ȳ be the unique m-th root of u i such that v i (ȳ) = 1 for each i ∈ I. Letḡ :η →η be a map compatible with g : V → V and assumeḡ
is commutative, where the horizontal arrows are the isomorphisms (3.3) and the right vertical arrow is induced by the isomorphismḡ * : g * Gη → Gη.
Proof. 1. It is sufficient to show that the map (j * H)γ (ȳ) → (j g * γ * H)ȳ is an isomorphism for each geometric pointȳ of Y g \ V . Letη be a geometric point of Vȳ = V × Y Yȳ where Yȳ is the strict localization. Let Iȳ = π 1 (Vȳ,η),
, g(η)) be the inertia groups. We regard the Iȳ-set Fη as an Iγ (ȳ) -set by the map p 1 * : Iγ (ȳ) → Iȳ. We also regard the I g(ȳ) -set G g(η) as an Iγ (ȳ) -set and an Iȳ-set by the maps p 2 * : Iγ (ȳ) → I g(ȳ) and by g * : Iȳ → I g(ȳ) . Then, the stalks (j * H)γ (ȳ) and (j g * γ * H)ȳ are naturally identified with the sets Hom Iγ (ȳ) (G g(η) , Fη) and Hom Iȳ (G g(η) , Fη) respectively. Since p 1 * •γ * = id and p 2 * •γ * = g * , it suffices to show that the images of Iȳ and of Iγ (ȳ) by the compositions
are the same.
Take a basis t i of O(−D i ) for each i ∈ I atȳ and an integer m invertible at y such that the image of Iȳ → Aut(Fη) is a quotient of the image of the map t : Iȳ → M = i∈I µ m (3.1). We also take a basis s i of O(−D i ) for each i at g(y) such that the image of I g(ȳ) → Aut (G g(η) ) is a quotient of the image of s : I g(ȳ) → M = i∈I µ m . Sinceȳ is a geometric point of (Y × Y ) ∼ , there exists a unit u i on a neighborhood ofȳ such that g * (s i ) = u i t i for each i ∈ I. Since the m-th roots of u i define anétale covering, we have a commutative diagram
Since the mapγ * : Iȳ → Iγ Let D i ⊂ Y, i ∈ I be a finite family of Cartier divisors of Y such that V ∩ D i = ∅ for each i ∈ I. Let F be a smooth E-sheaf on U and put F V = f * F on V . We assume that F V is of Kummer type with respect to D i , i ∈ I. We put H = Hom(pr *
For σ ∈ G, applying the construction of the diagram (3.2) to the map σ : V → V , we obtain an open immersion j σ : V → Y σ and an immersionγ σ :
. Let y ∈ Y σ \ V be a point satisfyingγ σ (y) =δ(y) andȳ be a geometric point above y. The base change maps induce isomorphisms
We recall the definition of the Brauer trace. Recall that F is the residue field of an ℓ-adic field E. For an automorphism a of an F -vector space M of dimension n, the Brauer trace Tr Br (a : M) ∈ E is defined as follows. Let det(T − a :
be the eigenpolynomial of a and letα 1 , . . . ,α n ∈ E ur be the Teichmüller liftings of α 1 , . . . , α n . Then the Brauer trace Tr Br (a : M) is defined to be the sumα 1 + · · · +α n . Let σ ∈ G be an element of order prime to ℓ. We regard the canonical map
Then, we have
Proof. We putx =f (ȳ) and take a geometric pointη of Vȳ. Let Ix = π 1 (Ux,η) be the inertia group. Then, the element σ ∈ G is in the image of the natural map Ix → G. By the assumption that the order of σ is prime to ℓ, we may take an inverse imagē σ ∈ Ix such that the pro-order ofσ is prime to ℓ. The mapσ :η →η is compatible with σ : V → V .
We take an basis t i of O(−D i ) for each i ∈ I. Since F V is constant, the image of π 1 (V,η) → Aut(F V,n,η ) is of order a power of ℓ for each n ≥ 0. Thus, in the condition (Kum) for F n , we may take a power of ℓ as an integer m. By the assumptioñ δ(y) =γ σ (y), we have σ(t i )/t i = 1 at y. Sinceσ is of pro-order prime to ℓ, for each i ∈ I and a power m of ℓ, we haveσ(
Hence Trȳ(σ * ) is equal to Tr(σ * : Fη). Since the pro-order ofσ is prime to ℓ, the action ofσ * on Fη is of finite order prime to ℓ. Thus, we have Tr(σ * : Fη) = Tr Br (σ : M).
X of schemes over k satisfying the following properties.
(3.8.1) U is the complement of a Cartier divisor B of X ′ and the map X ′ → X is an isomorphism on U. We define the log blow-up (Z × Z)
For an element σ ∈ G, let Γ σ denote the graph of σ. We consider the Gysin map (g × g)
in the intersection theory [10] . For σ = 1, the Swan character class s V /U (σ) ∈ CH 0 (Y \ V ) Q is defined as the intersection product
The following basic facts are proved in [16] . 
is empty and hence s V /U (σ) = 0.
We consider an open immersion U → X of schemes over k. We assume U is smooth of dimension d. For a smooth E-sheaf F on U, the naive Swan class is defined as follows. We take a finiteétale Galois covering V → U of Galois group G, trivializing the reduction F modulo λ. Let M be the F -representation of G corresponding to F. We take a cartesian diagram (3.7) such thatf : Y → X is proper. Let G (p) denote the subset of G consisting of elements of order a power of p. Then, the naive Swan class Sw
where Tr Br denotes the Brauer trace. The naive Swan class Sw naive (F ) lies in fact in 
The characteristic class and the Swan class
Now, we state and prove the main result of this section.
Theorem 3.3.1 Let X be a scheme over a perfect field k and j : U → X be an open immersion. We assume U is smooth of dimension d. Let F be a smooth E-sheaf on U.
1. Let f : V → U be a finiteétale Galois covering trivializing the reduction F mod λ. Let (3.9) 
for σ ∈ G, = 1. If the order of σ is not a power of p, the both sides are 0. 2. Assume F is potentially of Kummer type with respect to X. Then, we have
Proof. 1. First, we show that we may assume the additional conditions (3.9.1)-(3.9.5) below are satisfied. By Proposition 2.1.6 and Lemma 3.2.1, we may replace X and Y by proper modifications. By replacing X by a blow-up, we may assume that U is the complement of a Cartier divisor B. By replacing Y by the closure of the image of the immersion (σ) σ∈G : V → ( σ∈G ) X Y , we may assume the action of G on V is extended to an action on Y . Let D i , i ∈ I be a finite family of Cartier divisors of Y with respect to which F V is of Kummer type. By replacing it by the family σ(D i ), (i, σ) ∈ I × G, we may assume the family D i , i ∈ I is stable under the G-action. 2) The action of G on V over U is extended to an action on Y over X. 
is an invertible ideal for each i ∈ I and σ ∈ G.
∼ be the open immersion. The closed immersion We take an alteration (3.12)
satisfying the following properties.
(3.12.1) The diagram is cartesian.
(3.12.
2) The map g : Z → Y is proper, surjective and generically finite.
(3.12.3) Z is smooth over k and W is the complement of a divisor E = j∈J E j with simple normal crossings.
We consider the smooth E-sheaf
We show that they satisfy the assumptions in Proposition 2.2.
be the log blow-up as in §2.2. Since F is constant on V , the sheaf F W is tamely ramified along Z \ W . By Lemma 2.2.2, the subscheme W × U W ⊂ W × W is non-expanding with respect to Z. Hence its closed subscheme C is also non-expanding with respect to
∼ . By Proposition 3.1.4 and by the assumption that F V is of Kummer type, the restriction map Γ(
the image of σ * in Γ(C, H| C ) lies in the tame part Γ( C, (j V * H)| C ). Thus the reductions F n satisfy the assumptions in Proposition 2.2.3. By applying it to F n and taking the limit, we obtain
If the order of σ is not a power of p, the intersection C ∩ ∆ log Z is empty and hence the both sides in (3.10) are 0 by Lemma 3.2.1.2. If the order of σ is a power of p, we have Tr δ ′ * σ = Tr Br (σ : M ) by Corollary 3.1.5 since F V is assumed of Kummer type. Thus (3.10) follows from the definition of the Swan character class.
2. We take a commutative diagram (3.9) as in 1 such that the pull-back F V is of Kummer type with respect to Y . Applying Lemma 1.2.5 to the reductions F n and taking the limit, we obtain
By 1, the right hand side is equal to
Thus, taking f * , we obtain
We recover the following main result of [16] . 
for a smooth F -sheaf F on U. By Brauer induction, we may assume the rank of F is 1. Letχ : π 1 (U) ab → F × be the character corresponding to F and let χ : π 1 (U) ab → E × be its Teichmüller lifting. Then, the order of χ is finite and the corresponding smooth E-sheaf F χ on U is potentially of Kummer type. Thus, it suffices to take the trace of (3.11).
4 Characteristic class of a sheaf of rank 1
In this section we assume Λ is a finite local Z ℓ -algebra. We fix an inclusion
]/Z and identify the p-primary part µ p ∞ (Λ) as a subgroup of Z[
]/Z. Let X be a smooth scheme over k and j : U → X be the open immersion of the complement of a divisor D with simple normal crossings. For a smooth rank 1 sheaf F on U, we will show that the difference C(j ! F ) − rank F · C(j ! Λ) is given by the 0-cycle class c F defined by Kato in [15] , assuming F is clean with respect to D. The definition of the 0-cycle class c F will be recalled in Definition 4.2.1.2. As a byproduct, we obtain a new proof of the Grothendieck-Ogg-Shafarevich formula (3.13) χ c (U, F ) = rank F · χ c (U, Λ) − deg SwF .
for curves without using the Weil formula.
Review on ramification of Artin-Schreier-Witt characters
We briefly recall the ramification theory of Artin-Schreier-Witt characters according to [14] §3 and [2] §10. Let K be a complete discrete valuation field of characteristic p > 0. Let F be the residue field of K. Let Ω F = Ω 1 F/F p be the F -vector space of differential 1-forms and put
For a ∈ K × , let d log a ∈ Ω F (log) denote the image of 1 ⊗ a. We have a short exact sequence
of F -vector space where the residue map res : Ω F (log) → F sends d log a to ord a. A choice of prime element defines a splitting F → Ω F (log) of the exact sequence.
, the Swan conductor of χ is defined to be the smallest integer r ≥ 0 such that χ ∈ F r H 1 (K, Q/Z). For r > 0, a canonical injection
is defined in Theorem (3.2) (3) [14] and is recalled in Proposition 10.7 [2] .
Blow-up of the diagonal
Let X be a smooth scheme of dimension d over a perfect field k and U ⊂ X be the complement of a divisor D = i∈I D i with simple normal crossings. Let j : U → X denote the open immersion and let F be a smooth Λ-sheaf of rank 1 on U. For each irreducible component D i of D, the sheaf F defines a character of the absolute Galois group of the local field K i at the generic point. By the identification
]/Z fixed at the beginning of this section, the p-primary part of the character
]/Z. Hence applying the theory recalled in the previous subsection, we define the Swan conductor Sw i (F ) ∈ N for each i. We define the Swan divisor D F to be i∈I Sw i (F )D i . 
For a locally free sheaf E of finite rank on a scheme S, let c * (E) = i c i (E) ∈ i CH i (S → S) denote the total Chern class and put c * (E) 
The refined Swan character may be also regarded as an O Dw -linear map rswF :
In [16] , the equality c F = Sw(F ) is proved if d ≤ 2 in Theorem 5.1.5 and is conjectured in general in Conjecture 5.1.1. Let f : (X × X) ′ → X × X be the log blow-up with respect to D ⊂ X and let
′ are the complement of the proper transforms of D × X and of X × D respectively. In this section, we write (U × U) ′ for the log product (X × X)
′′ be the complement of the union of the proper transforms of ′′′ is smooth of dimension 2d over k. The log diagonal X → (U × U) ′ is uniquely lifted to a closed immersion X → (U × U)
′′′ . We identify the exceptional divisor of the blow-up g : 
First, we verify it at the generic point of each irreducible component of ( 
denote the refined Swan character of the p-primary part of χ i . Let η i be the generic point of the divisor (U × U) ′′′ × (U ×U ) ′ D i , let L i be the local field at η i and E i be the residue field.
× be the character defined by the sheaf H 0 . We have an inclusion 
of Artin-Schreier theory.
Corollary 4.2.4 The smooth sheaf
Proof. We prove it by contradiction. Assume the sheaf H 0 is unramified along ∆ i . Then the sheaf H 0 is extended to a smooth sheaf on a neighborhood of the generic 
2. If F is clean with respect to D, the identity of H 0 is extended to an isomorphism
Proof. 1. It suffices to show that the restrictions of Rf
Since the assertion isétale local on X, we may assume the following conditions are satisfied:
The open subschemes U 1 ⊂ X 1 and U 2 ⊂ X 2 are the complement of divisors D 1 ⊂ X 1 and D 2 ⊂ X 2 with simple normal crossings. The rank 1 sheaf F 1 on U 1 is tamely ramified along D 1 and F 2 on U 2 is wildly ramified along each component of D 2 .
Then, by the Künneth formula, it suffices to show the cases where X = X 1 and X = X 2 respectively. The case F is tamely ramified is proved in Lemma 2.2.4. Assume 
. By the assumption that rswF is nowhere vanishing, the restriction of H ′′′ 0 on every geometric fiber is an Artin-Schreier sheaf on A d defined by a non-trivial linear form. Thus the assertion follows. Now, we are ready to prove the main result of this section. 
′′ , H ′′ ) = Γ(X, j * End(F )) = Γ(U, End(F )) to be the identity. We also define1 
′′ . Thus the assumptions in Proposition 2.1.12 are satisfied. Since both (f •ḡ) * 1 and (f •ḡ) * 1 * are equal to j ! 1 = 1, we obtain C(j ! F ) = 1 ,1 * . By the compatibility (1.12), the right hand side is further equal to cl(X, X) (X×X) ′′ . Since the conormal sheaf N X/(X×X) ′′ is isomorphic to Ω X/k (log D)(D F ), the self-intersection product (X, X) (X×X) ′′ is equal to the 0-cycle class
Thus the assertion follows. As in Section 3, let E denote a finite extension of Q ℓ . 
Proof. By Proposition 2.1.6 and Lemma 3.2.1, we may replace X by a proper modification. Hence, by [15] Theorem 4.1, we may assume that X is smooth, that U ⊂ X is the complement of a divisor with simple normal crossings and that F is clean with respect to the boundary. Then the assertion follows from Theorem 4.2.6 applied to the reductions F n and the equality Sw(F ) = c F ([16] Theorem 5.1.5). Remark. By the argument in the proof of Corollaries 3.3.2, 4.2.7, we obtain the Grothendieck-Ogg-Shafarevich formula
This proof does not use the Weil formula.
5 Localized characteristic class.
Let X be a smooth scheme over k and S ⊂ X be a closed subscheme such that the complement U is dense. Let F be an object of D ctf (X) and assume that the cohomology sheaves H q F are smooth on U. In this section, we will define a localization C 0 S (F ) ∈ H 0 S (X, K X ) of the characteristic class as a cohomology class supported on S.
Discrepancy of the map (1.7).
Let i : Z → X be a closed immersion of schemes over k. For an object
. We construct a functor
fitting in a distinguished triangle
Let P → X be a conservative family of geometric points. For a Λ-sheaf F on X, let F → C(F ) be the Godement resolution defined by
is defined as follows. Let U → X be an etale morphism and s ∈ F (U) be a local section. Then, by regarding s as a map Λ U → F | U , we obtain a map s :
. Let K 1 → K be the Cartan-Eilenberg flat resolution. The map defined above induces a map a :
of double complexes. Let N > 0 be an integer greater than the cohomological dimension of i ! . Let τ ′′ <N be the partial canonical truncation with respect to the Godement degree. Then we define 
Proof. Proof. The canonical map i * F ⊗ L Ri ! Λ → Ri ! F is an isomorphism on U ∩ Z. Hence, the assertion follows from the distinguished triangle (5.1).
Localized characteristic class
Let X be a scheme over k and δ : X → X × X be the diagonal map. Let F be an object of D ctf (X) and put H = RHom(pr * 1 F , pr ! 2 F ) on X × X. Recall that the characteristic class C(F ) ∈ H 0 (X, K X ) is defined by the composition δ * Λ → H → δ * K X by Proposition 2.1.7. We consider (5.2) ∆ δ δ * Λ → ∆ δ H → ∆ δ δ * K X .
Assume the cohomology sheaves H q F are smooth on the complement U of a closed subscheme S ⊂ X. Then, the cohomology sheaves of H are smooth on U × U and hence the complex ∆ δ H on the diagonal X is acyclic on U by Corollary 5.1.2. Hence the composition of the canonical map Λ X = Rδ ! δ * Λ X → ∆ δ δ * Λ with the composition of (5.2) defines a cohomology class C 0 S (F ) ∈ H 0 S (X, ∆ δ δ * K X ). Further assume X is smooth of dimension d. Since the diagonal δ : X → X × X is a section of the smooth projection pr 2 : X × X → X, we have an isomorphism K X ⊗ Rδ ! Λ → Λ X . Hence, by Corollary 5.1.2, we obtain a distinguished triangle We also assume that U = X \S is dense in X. Then, we have H Thus the composition δ * Λ → F 0 H → H → δ ! K X is equal to the sum of the compositions δ * Λ → F 0 H → H q → δ ! K X . Since the cohomology sheaves of F 0 H are smooth on U × U, the assertion follows.
We show that the localized characteristic class refines the characteristic class of F . Proof. Let j : U → X be the open immersion. By applying Lemma 5.2.2 to the filtration defined by the subcomplex j ! F U ⊂ F , it is reduced to the cases where F U = 0 and F = j ! F U respectively.
First, we show the case F U = 0. In this case, the complex H is supported on S × S and the localized class C 0 S (F ) ∈ H 0 S (X, K X ) is defined by the composition δ * Λ → H → δ * K X → δ * ∆ δ δ * K X . Thus the assertion follows in this case.
We show the case F = j ! F U . First, we consider the case F = j ! Λ. By Corollary 5.1.2, we have C We prove the general case F = j ! F U . Since it has been proved for j ! Λ U , it suffices to show that the image of C 0 S (j ! F )−rank F ·C 0 S (j ! Λ) is equal to C(j ! F )−rank F ·C(j ! Λ). To show this, we define a variant C 0 S! (j ! F U ) ∈ H 0 S (X, ∆ δ δ * j ! K U ) of the difference C ! (j ! F U )− rank F · C ! (j ! F U ) ∈ H 0 (X, j ! K U ).
Recall that the refinement C ! (j ! F U ) of C(j ! F U ) is defined in Definition 2.1.8 by the composition of δ * Λ → H → δ * j ! K U . Applying ∆ δ to this, we obtain a cohomology class C 
The image of its inverse image in H
Proof. We may assume X and hence U is connected. We may also assume S is nonempty. We consider a commutative diagram
of exact sequences. The horizontal arrows are induced by the distinguished triangle 
