Abstract-Broadcasting (one-to-all communication) is one of most important and fundamental research problems for information dissemination in all types of networks. In this paper, we mainly focus on the minimum-latency broadcasting in known topology Wireless Mesh Networks (WMNs), in which the network topology and the size is known in advance. It is well known that the computation of a minimum-latency broadcasting schedule for a given WMN is NP-hard, therefore polynomial-time solutions can be only achieved by approximation algorithms. In this paper, we adopt a new noisy wireless network model introduced very recently by Censor-Hillel et al. in [ACM PODC 2017, [6]]. More specifically, for a given noise parameter p ∈ [0, 1], any sender has a probability p to transmit noise or any receiver has a probability p to potentially receive noise in addition to the traditional wireless collision model.
Introduction
Wireless Mesh Networking has been considered as a highly promising network architecture for future-generation wireless networks. The dynamic self-functionalities and characteristics in addition to inherent flexibility, scalability and reliability advantages are the main attractive features of WMNs. Due to the space constraint, the more general introduction of WMNs can be found in the full version (an online technical report) of this work in [33] and [1] .
A WMN can be modelled as an undirected graph G = (V, E), in which the V denotes the set of mesh nodes and E represents the pairs of distinct mesh nodes, e.g., (v, w) ∈ E if only if the mesh node v can directly communicate with the mesh node w and vice versa. In other words, we can specify that v and w are neighbors. Due to the advantage and natural properties of wireless communication, the message sent by a mesh node can be potentially disseminated to all of its neighbors.
Communication in WMNs consists of the synchronous communication steps/rounds. In each communication round, each mesh node can either transmit or receive messages but can not stay on both states simultaneously. In the transmission state, the sent message can be potentially disseminated to each of its neighbors by the end of this round. However, a receiver adjacent to the transmitter can successfully receive this message iff it is in the receiving state and the current sender is the only one transmitting among its neighbors under the classic faultless model. If more than one simultaneous transmitting mesh nodes among its neighbors or it is not staying at receiving mode, we say that a collision occurs and it does not retrieve any message in this round. Specifically, the classic faultless model assumes that any message that is transmitted without collision will be correctly received. Furthermore, we also assume that it is indistinguishable between the background noise and a collision at any mesh nodes. In other words, we do not employ any collision detection schemes in our work.
In the noisy wireless network model introduced very recently by Censor-Hillel, Haeupler, Hershkowitz, and Zuzic in [6] , the classic graph-based faultless model is augmented with random faults. More specifically, for a given noise parameter p ∈ [0, 1], any transmission may be noisy with probability p (called a sender fault), or a mesh node u may receive a noise message with probability p instead (called a receiver fault). Furthermore, the faults have been assumed to occur independently at each mesh node.
The single-message broadcasting and the gossiping are two fundamental and classical research problems for the information distribution in any types of networks including the WMNs. In the single-message broadcasting, a distinguished source message from the source mesh node needs to be disseminated to all others in the same network, whereas each mesh node holds a message and aims to distribute their own message to all others in the gossiping problem. A trade-off between the single-message broadcasting and the gossiping is the k-multiple message broadcasting. For all problems addressed above, the time (e.g., step/round) efficiency is a crucial and major criterion to evaluate the performance of algorithms and approaches.
Our results
In this paper, we first propose a new asymptotically latency-optimal approximation schedule (under classic faultless model) that can complete single-message broadcasting task in O(D + log 2 n) time rounds in any WMN, where n and D denote the size and the diameter of the network respectively. Note also that the computation of a latencyoptimal broadcasting schedule is NP-hard. Therefore, only approximation algorithms are achievable in polynomial time. We then show that this diameter-linear broadcasting algorithm remains robust under the noisy wireless network model and it also improves the currently best known result in [6] by a Θ(log log n) factor.
We also further extend our robust single-message broadcasting algorithm to k multi-message broadcasting scenario and show how it can broadcast k messages in O(D + k log n + log 2 n) time steps. Our new robust multi-message broadcasting scheme is not only asymptotically optimal but also answers affirmatively the problem left open in [6] on the existence of an algorithm that is robust to both sender and receiver faults and can broadcast k messages in O(D + k log n + polylog(n)) time steps.
Related work
The single-message broadcasting and gossiping in known topology wireless networks had been extensively studied in [9] , [2] , [12] , [18] , [23] , [22] , [8] , [11] , [16] , [20] , [7] , [25] , [15] , [24] , [17] , [28] , [29] . Due to the space constraint, we refer the reader to [33] for more details.
The k multi-message broadcasting problem had also been extensively studied. Bar-Yehuda and Israeli [5] proposed a O((n + (k + D) log n) log Δ)-round algorithm, where Δ is the maximum node degree. A deterministic algorithm with running time in O(n log 4 n+k log 3 n) rounds was shown by Chlebus et al. [10] . A nearly optimal O(k log n + D log n/D + poly(log n))-round scheme was given by Ghaffari and Haeupler in [13] . Ghaffari et al. proposed a scheme that can accomplish k multi-message broadcasting task in O(k log n + D + log 2 n) rounds if the topology is known in [14] .
Very recently, Censor-Hillel, Haeupler, Hershkowitz, and Zuzic in [6] introduced a new wireless communication model that was called noisy radio network model, in which the classic graph-based model is augmented with random faults. More precisely, for a constant fault parameter p ∈ [0, 1), every transmission may be noisy with probability p (sender fault), or a node v that would otherwise receive a message with probability p for noise (receiver fault). Moreover, these faults occur independently at each node. It had been shown that while the Decay algorithm of Bar-Yehuda, Goldreich and Itai [5] was robust to faults, the diameter-linear algorithm of Gąsieniec, Peleg and Xin [18] deteriorated considerably. A new randomized, diameter-linear algorithm in the noisy radio network model had been proposed with running time Θ(D + log n log log n(log n + log 1 δ )) to complete the single-message broadcasting with a probability of at least 1 − δ. The work in [6] also described how to extend two robust single-message broadcasting schemes to the multimessage scenario, achieving throughputs of Ω 1 log n and Ω 1 log n log log n messages per round, respectively. Latency-efficient communication schemes under the traditional physical interference model had also been studied extensively in [21] , [3] , [26] , [27] , [30] , [31] . Very recently, Xin and Xia proposed a "noisy" physical interference model and showed an interesting state-of-the-art framework on latency-efficient gossiping scheme in [32] .
Latency-optimal Broadcasting Schemes
In this section, we first present the idea of our new asymptotically latency-optimal algorithm that achieves a communication schedule to accomplish the single-message broadcasting mission in D + O(log 2 n) time rounds under classic faultless model which is based on a non-trivial combination between our newly designed transmission scheduling and the good properties of a super gathering spanning tree (SGST) in [8] . We then show this diameter-linear broadcasting algorithm remains robust under the noisy wireless network model, which also improves the currently best known result in [6] by a Θ(log log n) factor. Finally, we extend our robust single-message broadcasting algorithm to k multi-message broadcasting scenario and show it can broadcast k-message at O(D+k log n+log 2 n) time rounds. This new robust multi-message broadcasting scheme is not only optimal but also answers affirmatively the problem left open in [6] on the existence of an algorithm that is robust both for sender and receiver faults and can broadcast kmessage in time O(D + k log n + polylog(n)).
Preliminaries
For the convenience of our presentation as well as the self-containedness, we first introduce an interesting recursive ranking approach proposed in [8] , [28] , [29] for tree data structures. In a tree, all leaves will be set at rank 1. For a non-leaf intermediate node v in the tree, rank (v, x) will be determinated by the ranks among its children set Q, where x is a fixed integer threshold and 2 ≤ x ≤ Δ. Let r max denote the largest rank among the ranks of v children. If the number of mesh nodes with the rank r max in Q is less than x, rank(v, x) will be set at r max , otherwise rank(v, x) = r max + 1. See Figure 1 for an example. Lemma 1. Let T denote a n-node tree with maximum degree Δ. Then, r
max ≤ log x n , for all 2 ≤ x ≤ Δ, where r
(see [8] , [28] , [29] .) To simplify our presentation and clarify our contribution later, we will use the same concept definitions for three different transmission sets from [8] , [28] , [29] .
Given the source node s in the broadcasting scheme, we can start to construct the tree by setting s as the root. Other mesh nodes in WMNs can be partitioned into different BFS layers L i = {v | dist(s, v) = i}, based on the hop distance to s, where i = 0, .., D. We also define the size of L i by
Given a fixed integer parameter x ≥ 2, we denote
max . According to the ranking and partitioning procedures mentioned above, we can categorize all mesh nodes into the following transmission sets. Definition 2. The fast transmission set can be specified by
2.1.1. The super gathering spanning tree. A state-ofthe-art architecture "super gathering spanning tree" (SGST) has been proposed for the graph-based interference model in [8] , [28] , [29] and been further extended into physical interference model in [26] , [27] , [30] , [32] . The SGST architecture will be used in our new broadcasting schemes in both the classic graph-based faultless and the noisy wireless network models, which also plays a crucial role for the performance guarantee in terms of time efficiency. A SGST is a BFS spanning tree T G constructed from the given G = (V, E), which holds the following attractive properties:
(1) T G is rooted at the source node s, (2) T G is ranked based on the ranking procedure mentioned in Section 2.1, (3) all mesh nodes in F k j in T G can transmit their messages to their parents simultaneously without any collision, for all
max ≤ log x n , j = 1, 2, ..., r [2] max ≤ log n and k = 1, ..., D. The following theorem from [8] will be used to evaluate and analyze the performance of the new broadcasting scheme we proposed in the Section 2.2. Theorem 5. Given an arbitrary graph G (or a WMN), a SGST can be always constructed in O(n 2 log n) time (See [8] .) 
Decay Algorithm.
The classic Decay algorithm [5] , [6] is to broadcast a single message holding at the source node s to all others in the given network. The time rounds can be divided into phases of O(log n)-round. During the i th round of each phase, where i ≤ O(log n), each informed node broadcasts the message independently with probability 2 −i . The following Lemma stated in [6] . Lemma 6. If a node v has an informed neighbor at the start of the phase, it becomes informed by the end of the phase with constant probability.
Consequently, the following Lemma can be also derived: Lemma 7. In any bipartite graph, one partition (holding the message) can inform all nodes in another partition in one phase (O(log n) rounds), with constant probability.
The main Theorem of the time complexity of Decay algorithm ( [5] ) states: Theorem 8. In the faultless model, Decay algorithm broadcasts a single message in O(D log n + log n(log n + log 1 δ )) steps with a probability of failure of at most δ.
More precisely, it has been shown in [6] . Fix a path s = u 0 , u 1 , ..., u l = v from the source s to any node v (the length l of the path is at most the diameter D). At round t, let φ be the largest i such that u i knows the message (initially, φ = 0). After one phase (O(log n) rounds) φ either remains the same or increases by 1 with constant probability according to Lemma 6. Therefore, after O(D + log n + log 1 δ ) phases, the probability of failure can be bounded by a Chernoff bound:
We can apply a union bound counting all n nodes and derive that the failure probability is at most n · exp(−Ω(log n + log
This is a very crucial property used in the analysis of our new broadcasting schemes.
Optimal Single-Message Broadcasting Schedule in Faultless Model
In this section, we show a new single-message broadcasting scheme of length D + O(log 2 n) time rounds, which is asymptotically optimal. We adopt the randomized Decay algorithm in the Section 2.1.2 to replace the deterministic one used for the super-slow transmissions in [8] . Combining the new transmission pattern with the good properties of the super gathering spanning tree, we derive the claimed result.
In our single-message broadcast scheme, we first construct a SGST rooted at s. Similarly as the approach in [8] , we also define the shortest path from the source node s to a leaf a by p(a) that can be considered as a sequence of the consecutive segments: Now, we show how to govern the those transmissions in our broadcasting schedule. Assume the mesh node v on BFS layer L i in a fast segment in p(a) who is progressing the source message to its child w with the same rank according to the definition and construction of fast transmission sets. Then v will be scheduled to transmit the source message to w at a time round t satisfying t ≡ i + 9j mod 9r [2] max , where j = rank(v, 2) = rank(w, 2). Therefore, if the source message arrives at the first mesh node of a fast transmission segment for some p F i (a), it might need to wait for at most 9r [2] max = O(log n) time rounds before being transmitted to the next BFS layer in the same segment p F i (a). However, it will then be delivered through the fast segment p F i (a) without extra further delays. Once the source message reaches the end mesh node u of fast segment p F i (a), it has to be transmitted from some mesh node (e.g., could be u) on the same u s BFS layer to the next mesh node w on the routing path p(a), then the message will be handled either in a slow transmission segment or a superslow transmission segment. The slow transmissions and the super-slow transmissions at the BFS layer L i are scheduled to transmit at the time rounds t satisfying t ≡ i + 3 mod 9 and t ≡ i+6 mod 9 respectively. Consequently, there are no any collisions between the transmissions from the different types of transmission sets at the same BFS layer. According to such a schedule, the simultaneous transmissions are permitted at different BFS layers by at least three-layer apart. Therefore, there are no collisions coming from different BFS layers either.
Once the broadcasting message reaches a slow transmission segment in p(a), our slow transmissions mechanism will take care of the message and take at most x transmissions to handle one single slow transmission edge and progress distance one on the routing path p(a) which can be guaranteed according to the property of the SGST we constructed. Note that the transmission mechanisms for the fast and the slow transmissions are identical as the one in [8] . Note also that there are at most r [2] max = O(log n) number of slow transmission edges in total in any p(a) according to the ranking procedure.
Once the message reaches the end of a slow transmission segment (or a fast transmission segment) and gets into a super-slow transmission segment, we will use the super-slow transmissions mechanism to handle it. For the super-slow transmissions, we employ the Decay algorithm mentioned in Section 2.1.2 with a O(log n) transmission rounds in each phases to guarantee the probability to succeed. By Lemma 7, the Decay algorithm could guarantee to move an uniform message from one partition of a bipartite graph with size n (e.g., L j ) to another one (e.g., L j+1 ) in O(log n) time rounds with a constant probability. Since the path can be decomposed into at most O(log x n) super-slow edges. By Theorem 8, the message successfully traverses all of the super-slow edges after O(log n(log x n+log 1 δ )) transmission rounds with a probability of at least 1 − Combining with the above observations, we now can bound the total number of time rounds required for the broadcast a single source message to reach any arbitrary leaf a. Let D i denote the length of p F i (a) (the ith fast transmission segment on the p(a), where 1 ≤ i ≤ r [2] max . Therefore, the total time rounds required to disseminate the source message from s to a can be bounded by O(log n) + D 1 + . . .+O(log n)+D r [2] max ≤ D +O(log 2 n) (with probability 1 to succeed the intended transmissions) counting for the fast transmissions, plus extra r [2] max · O(x) = O(x log n) time rounds (with probability 1 to succeed the intended transmissions) for the slow transmissions and O(log n(log x n + log 1 δ )) with a probability of at least 1 − δ n to succeed the intended transmissions for the super-slow transmissions, which yields a total of D + O(log 2 n + x · log n + log 2 n log x ) time rounds with a probability of at least 1 − δ n . Combing with the union bound for all mesh nodes together, we can summarize our findings in the following theorem. Theorem 9. In the faultless model, we can spreads a single message in D + O(log 2 n + x · log n + log n(log x n + log 1 δ )) rounds with a probability of failure of at most δ. By setting the threshold parameter x = Θ(log n) in the ranking procedure, we derive the claimed time bound D + O(log 2 n).
Optimal Single-Message Broadcasting in Noisy Model
In this section, we now describe how we can adapt the single-message broadcasting algorithm we derived at Section 2.2 from the faultless setting to the sender or receiver faults setting (the noisy network model) in order to obtain robust single-message broadcast scheme. Our new robust scheme is based on the framework in [6] , As in the broadcasting scheme at Section 2.2, a SGST is constructed from the source node s. The transmission patterns can separate the fast, slow, and super-slow transmissions as well as the transmissions from the neighboring BFS layers to avoid the collisions.
During super-slow transmission rounds, a standard Decay algorithm (see Section 2.1.2) is performed on all nodes. These rounds are meant to push the message from one fast stretch or one slow transmission to the next.
During slow transmission rounds, we replace the deterministic approach of faultless broadcasting by the standard Decay algorithm. Note also the number of informed nodes who are competing the transmission at any node (associating on a slow transmission edge) can be bounded by the ranking parameter x due to the properties of the SGST.
During fast transmission rounds, we adopt the framework from [6] but modify the transmission pattern for the fast stretches. First, partition the nodes of each fast stretch into blocks of size S := Θ(log log n) (all the blocks have size Θ(log log n), except possibly the last one). The procedure of broadcasting on a block has been defined in the following way: a mesh node v belong to the fast transmission sets on BFS layer L i can transmit to its child w on next BFS layer in a time round t satisfying t ≡ i + 9j mod 9r [2] max , where j = rank(v, 2) = rank(w, 2). This procedure continues on for c · S = Θ(log log n) rounds for some sufficiently large constant c. Note that it has been stated in [6] the probability that a message that is in a broadcasting block in the beginning fails to exit the block is at most 1 log c n for a constant c which can be set as large as needed (by increasing the round multiplier c) .
We use the same concept "supernode" from [6] to contract the nodes in a block into one. A broadcast on this supernode corresponds to the block-broadcast procedure described in the last paragraph and "superrounds" on this graph correspond to Θ(log log n) rounds in the original graph.
Similarly, we can define ranks, BFS levels and fast transmission supernodes in the same way as in the original graph we defined in the last Section 2.2. The algorithm on the contracted graph is as follows: at round t, a fast supernode with level i and rank j broadcasts if t ≡ i + 9j mod 9r [2] max ; the slow and super-slow transmissions at the BFS layer L i will perform the transmissions at the time rounds t satisfying t ≡ i+3 mod 9 and t ≡ i+6 mod 9 respectively. Similarly, there will be no collisions between different types of the transmissions as well as the communication from the consecutive BFS layers.
Consider any SGST-path p C (a) on the contracted graph
from s to another node a and note that it has at most r [2] max = O(log n) fast stretches and at most r [2] max = O(log n) slow transmission edges, and at most r Assuming a message is on a super-slow transmission edge, by following the standard Decay algorithm, during the next Θ(log n) rounds it is transmitted along that edge with constant probability according to Lemma 6. Given the fact that there are only O(log x n) such edges, a Chernoff bound gives us that after O(log n(log x n+log 3 δ )) such time rounds, the message is transmitted along all the super-slow edges on p(a) with probability at least 1− δ 3n . By employing a union bound for all n mesh nodes, the failure probability can be bounded at most n · exp(−Ω(log n + log
Similarly, we assume a message is on a slow transmission edge. By the construction and the properties of a SGST, we know that the number of informed neighboring nodes can be bounded by x − 1. Therefore, the graph induced by the slow transmission edges together with the corresponding incident nodes can be colored by x (Θ(x)). We can now consider all nodes with same colour as one single node since they perform in an identical transmission manner. By following the standard Decay algorithm, during the next Θ(log x) rounds it is transmitted along that edge with constant probability according to Lemma 6. Given the fact that there are only O(log n) such edges, we can use a Chernoff bound to show that after O(log x(log n + log 3 δ )) such time rounds, the message is transmitted along all the slow edges on p(a) with probability at least 1 − δ 3x . Applying a union bound over all x nodes (Θ(x) coloring scheme) gives that the failure probability is at most
Finally, we start to counting the number of time rounds that a message spends on fast stretches (during fast transmission rounds). Note that from the design of the algorithm (transmission patterns) and the properties constructed by the SGST no two broadcasting nodes ever interfere with each other. Therefore, the only failures occurs from constant probability faults. We follow the similar strategies and analysis from [6] but more smartly use the properties of the SGST. Combing with a better probability setting (e.g., by an appropriate constant c), we improves a Θ(log log n) factor from the best robust single-message broadcasting scheme proposed in [6] .
For the sakes of clarification and comparison, we use the same concepts from [6] . Call a fast transmission node from the path p C (a) a barrier if its BFS level is divisible by S and call a message active if it is on a fast transmission stretch and the node it is currently at is broadcasting. We also define a new concept "connector". Call a slow transmission edge from the path p C (a) a connector if it connects two fast transmission stretches. A connector will be used to glue two separate fast stretches together (with extra small overhead, e.g., O(log log n) rounds by setting x = log n) to minimize the total number of the fast stretches. Note that a message that enters a fast stretch has to wait r [2] max cS = O(log n log log n) rounds until it becomes active. Once it is active, we now analyze its behavior during the next cS = O(log log n) rounds. The message can either exit the fast stretch, remain active (reaching the next barrier) or become inactive (failing (c − 1)S out of cS transmissions). We now follow the framework in [6] and bound the probability of becoming inactive by using a different probability setting, which is at most 1 log 3 n log log n by Chernoff with an appropriate constant c. Every time a message becomes inactive, it waits O(log n log log n) rounds before it becomes active.
.., d q be the lengths of the fast stretches in the path p C (a). Combining the properties of the SGST with the power and functionality of connectors, we can bound q ≤ r [x] max = O(log x n). By choosing x = log n, q ≤ Θ( log n log log n ). When a message is active, it traverses the paths in at most
rounds. Note that the extra small overheads at the connectors can be bounded in the slow transmission rounds by O(log n log log n) in total with a failure probability at most · O(log n log log n)
O(log n log log n) log 3 n log log n = O(log 2 n) + Θ T log 2 n log log n where T is the total length of the robust single-message broadcasting scheme. The q term comes from becoming active each time a message enters a fast transmission stretch under consideration of the help from the connectors. The T cS accounts for the possibility of a message becoming inactive in between barriers. Note that the work in [6] requires O(log 2 n log log n) + Θ T log 2 n number of time rounds to handle the fast stretches. Consequently, our new scheme saves a Θ(log log n) factor to complete the message broadcasting in the fast stretches. Under a same Chernoff bound as [6] together with the approaches we used to handle slow-transmission edges and super-slow transmission edges, we can prove that if T = Θ(D + log n(log n + log 3 δ )), the message gets passed along the path with a probability of at least 1 − δ 3n . Similarly, the union bound gives that the failure probability is at most δ 3 . Putting together the behavior during the fast, slow, superslow transmission rounds gives that the protocol forwards the message from the source to all other nodes in the claimed number of rounds with probability at least 1 − δ.
Consequently, we specify our main results in this section in the following Theorem.
Theorem 10. Our robust broadcasting scheme spreads a single message in O(D + log n(log n + log 1 δ )) time rounds with a probability of failure of at most δ if sender or receiver faults occur with probability p.
Robust Algorithms for Multi-Message Broadcasting
Haeupler in [19] states that the interesting feature of single-message broadcasting algorithms that are robust to sender failures is that they can be used in a black-box manner to transmit k messages with the random linear network coding. By using the exactly same conditions specified in [6] to satisfy the requirements to use random linear network coding, we state the results that can be obtained and refer the reader to [6] for details.
Theorem 11. Our robust single-message broadcasting scheme with random linear network coding can broadcast k messages in O(D + k log n + log 2 n) rounds if sender or receiver faults occur with constant probability. It follows that any topology has a coding throughput of Ω
Conclusion
In this paper, we propose asymptotically latency-optimal schedules under both classic faultless and noisy wireless network models that can complete single-message broadcasting task in O(D+log 2 n) time units in any WMN of size n, and diameter D, which also improves the currently best known result in [6] by a Θ(log log n) factor. We also show how to extend our robust single-message broadcasting algorithm to k multi-message broadcasting scenario and achieve a time bound on O(D + k log n + log 2 n). This new robust multimessage broadcasting scheme is not only asymptotically optimal but also answers affirmatively the main problem left open in [6] . We hope our work can stimulate the further research on reliable and robust communication in wireless networks.
