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Abstract
Event time models predict occurrence times of
an event of interest based on known features. Re-
cent work has demonstrated that neural networks
achieve state-of-the-art event time predictions in
a variety of settings. However, standard event
time models suppose that the event occurs, even-
tually, in all cases. Consequently, no distinction
is made between a) the probability of event oc-
currence, and b) the predicted time of occurrence.
This distinction is critical when predicting med-
ical diagnoses, equipment defects, social media
posts, and other events that or may not occur, and
for which the features affecting a) may be dif-
ferent from those affecting b). In this work, we
develop a conditional event time model that distin-
guishes between these components, implement it
as a neural network with a binary stochastic layer
representing finite event occurrence, and show
how it may be learned from right-censored event
times via maximum likelihood estimation. Re-
sults demonstrate superior event occurrence and
event time predictions on synthetic data, medi-
cal events (MIMIC-III), and social media posts
(Reddit), comprising 21 total prediction tasks.
1. Introduction
The modeling of event times, also known as failure or sur-
vival times, is ubiquitous in biostatistics and medicine, eco-
nomics, operations research, and other fields. Common
approaches include the Cox proportional hazards (Cox-PH)
model (Cox, 1972), which assumes the effect of features is
multiplicative on the hazard rate, and the accelerated failure
time (AFT) model (Wei, 1992), in which features accelerate
or decelerate the event time density. A key characteristic of
event time models, including Cox-PH and AFT, is that they
are capable of learning from censored event times, particu-
larly right-censored events, wherein the event time is known
only to be above a given value. Right-censored events are
common in real-world applications, in which events cannot
be observed indefinitely.
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A number of neural-network-based variations on established
event time models have been shown to improve the resulting
event time predictions, including several based on Cox-PH
(Zheng et al., 2019; Katzman et al., 2018b; Kvamme et al.,
2019b), and others designed for time-series features (Ren
et al., 2019; Lee et al., 2018). Other neural-network-based
models have used alternative loss functions; for example,
Chapfuwa et al. (2018) used a nonparametric, adversarially
trained model to obtain more accurate event time predic-
tions. Recent interest in these models reflects the wide range
of problems to which they can be applied, and the impor-
tance of learning from censored observations rather than
discarding them.
However, the standard event time framework, which is
shared by the examples above, makes the strong assumption
that events of interest will occur, eventually, in all individu-
als (Kalbfleisch & Prentice, 2011). This assumption, while
justified when predicting time of death, for example, limits
effectiveness in settings in which censored event times are
observed, but events occur only in a subset of the popula-
tion. These settings include prediction of medical diagnoses,
physical activities, social media activities, interest in spe-
cific media content, and many others. In each case, event
time models cannot distinguish between a) the probability
of event occurrence, and b) the time of occurrence, as well
as the factors that impact the former versus the latter.
As a motivating example, we consider the problem of med-
ical diagnosis, in which many patients are lost to follow-
up, and consequently their subsequent diagnostic status is
unknown. If a binary classifier is chosen to predict diag-
nosis, the population must be limited to individuals with
adequate follow-up, resulting in substantial loss of training
data. Moreover, these individuals may be systematically
different from others, leading to biased predictions (von
Allmen et al., 2015). If an event time model is applied, on
the other hand, factors affecting the time to diagnosis, which
include socioeconomic status, racial/ethnic status, and ac-
cess to care (Dovidio & Fiske, 2012), are conflated with
physiologic factors relevant to the underlying condition.
In this work, we address these limitations by formulating
a novel conditional event time framework. Further, we
develop a neural conditional event time model in which
event occurrences are drawn from a multivariate Bernoulli
distribution, i.e., binary stochastic layer, and event times
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Neural Conditional Event Time Models
are predicted with a neural accelerated failure time model
conditioned on event occurrence. This approach provides
distinct event occurrence and event time predictions, leading
to substantially improved prediction performance in both
cases.
We evaluate our model on synthetic data, prediction of 10
clinically important events from MIMIC-III (Johnson et al.,
2016), and prediction of user submissions to popular subred-
dits, e.g., r/worldnews, from reddit.com, a leading news and
web content aggregator. Model predictions are compared to
a standard, i.e., not conditional, neural event time model as
well as binary classification of observed event occurrences,
with emphasis on predicted event probabilities. This work, a
novel generalization of the event time framework, leverages
gradient estimation methods to predict medical conditions,
user preferences, and other characteristics not yet observed;
and to distinguish the presence of these characteristics from
the rate at which they manifest.
2. Related Work
Neural-network-based (not conditional) event time models
have been used to stratify patient risk (Ranganath et al.,
2016) and recommend treatment based on electronic health
record data and other clinical data (Katzman et al., 2018b),
detect online fraud (Zheng et al., 2019), and predict survival
based on blood serum biomarkers (Kvamme et al., 2019b).
Many of these examples are based on Cox-PH (Cox, 1972),
but the effect of features is modeled via neural networks
(Zheng et al., 2019; Katzman et al., 2018b). In contrast,
Ranganath et al. (2016) develop a generative model incor-
porating the Weibull distribution, whereas Chapfuwa et al.
(2018) use an adversarial approach to generate nonparamet-
ric event time distributions. Additionally, Ren et al. (2019)
use a recurrent neural network to predict event risk based on
time-series data, and Lee et al. (2018) use a concordance-
based loss function that accounts for competing risks, in
which only one of several events of interest may occur.
Conditional event time distributions were explored by
Elandt-Johnson (1976) and later used in biostatistics to pre-
dict long-term versus short-term survival (Farewell, 1982)
and oncology outcomes (Gaynor et al., 1993). However,
scaling the conditional event time framework to large
datasets with many interrelated events of interest requires
gradients of the event occurrence model to be backpropa-
gated across a multivariate Bernoulli distribution, i.e., binary
stochastic layer. While high-variance gradient estimates can
be obtained using the score function estimator (Williams,
1992), a number of lower-variance yet unbiased estimators
have been developed more recently (Tucker et al., 2017;
Grathwohl et al., 2017; Yin & Zhou, 2019). Alternatively,
Jang et al. (2016) and Maddison et al. (2016) introduce a
continuous relaxation of the categorical distribution that
results in biased gradient estimates, but allows gradients to
be backpropagated directly.
3. Conditional Event Time Models
Here we introduce the conditional event time (CET) frame-
work, distinguish it from other event time models, and show
how conditional event time models may be implemented via
neural network with a binary stochastic layer to predict the
occurrence of multiple interrelated events on large datasets.
3.1. Event Time Framework
Suppose we have N data points in triplets of the form D =
{xi, ti, si}Ni=1, where the xi ∈ Rd are d features associated
with individual i, the ti ∈ (0,∞) are associated event times,
and the si ∈ {0, 1} denote whether the ti are true event
times or right-censoring times. We begin with a single event
of interest to simplify our notation, then extend to the more
general case in which there are M events of interest.
Let Fi ∈ (0,∞) and Gi ∈ (0,∞) denote random variables
associated with events and censoring, respectively, for in-
dividual i. We suppose the Fi are drawn independently
from event time distribution fθ(t|xi), which has associated
survivor function Fθ(t|xi) = 1−
∫ t
0
fθ(τ |xi)dτ . Similarly,
the Gi are drawn independently from the unknown censor-
ing density gi(ti), which has associated survivor function
Gi(t) = 1−
∫ t
0
gi(τ)dτ .
Our time observations correspond to random variables Ti ∈
(0,∞) and Si ∈ {0, 1}, where Ti = min(Fi,Gi) and Si =
1(Ti = Fi) indicates whether Ti corresponds to an event
time (si = 1) or a censoring time (si = 0). We suppose
the Fi and Gi are mutually independent given x1, ...,xN ,
implying that a) event times for individuals i and j are
conditionally independent given xi and xj , and b) censoring
is non-informative, meaning that observing si = 0 implies
only that the event occurred after ti.
The likelihood of observing a particular {ti, si} conditioned
on features xi is then given by the following:
pθ(ti, si = 1|xi) = fθ(ti|xi)Gi(ti),
pθ(ti, si = 0|xi) = gi(ti)Fθ(ti|xi),
pθ(ti, si|xi) = pθ(ti, si = 1|xi)si
× pθ(ti, si = 0|xi)1−si .
(1)
Note that the gi(·) do not depend on θ, therefore parameters
θ of the event time model may be chosen to maximize the
likelihood as follows:
θML = argmax
θ
N∑
i=1
{si log fθ(ti|xi) (2)
+ (1− si) logFθ(ti|xi)}.
When there are M events of interest, we suppose the event
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times ti ∈ (0,∞)M are independent given x1, ...,xN , re-
sulting in the following joint density pθ(ti, si|xi):
pθ(ti, si|xi) =
M∏
j=1
pjθ(t
j
i , s
j
i |xi). (3)
The corresponding maximum likelihood estimate is then:
θML = argmax
θ
N∑
i=1
M∑
j=1
log pjθ(t
j
i , s
j
i |xi). (4)
For further details, see Kalbfleisch & Prentice (2011). Im-
portantly, events 1, . . . ,M are viewed as independent (given
xi), rather than competing events.
3.2. Conditional Event Time
In the conditional event time framework, we are interested
in the hidden variable ci ∈ {0, 1}, which indicates whether
an event of interest will ever occur in individual i. This
variable may be viewed as an underlying medical condition,
equipment defect, or other characteristic of interest that will
eventually manifest given sufficient time. When ci = 1, the
associated event time Fi is finite, whereas when ci = 0, it
is not. As before, we begin with a single event of interest to
simplify notation.
Since ti may not be finite, we augment the domain of Fi
such that Fi ∈ (0,∞) ∪ {∞}, whereas the censoring time
Gi remains finite.
We would like to have a model pφ(ci|xi), parameterized
by φ, for the probability P (Fi <∞|xi) that the event will
ever occur in individual i. We suppose the ci depend on xi
and follow a Bernoulli distribution:
ci | xi ∼ Bern (σ(hφ(xi))) , (5)
where σ(·) denotes the logistic function and hφ(·) : Rd →
R is a function with parameters φ to be learned along with
θ, i.e., the parameters of the event time function.
When ci = 1, the standard event time model (described
previously) applies. Alternatively, when ci = 0 the ob-
served time ti is guaranteed to be a censoring time, there-
fore P (si = 1|ci = 0,xi) = 0 and p(ti, si = 1|ci =
0,xi) = 0 for all ti. Moreover, since ci = 0 implies that
P (Gi < Fi) = P (Gi < ∞) = 1, the density of Ti is
simply gi(·), the density of censoring times. Consequently,
pθ(ti, si|ci,xi) consists of the following four terms:
pθ(ti, si = 1|ci = 1,xi) = fθ(ti|xi)Gi(ti),
pθ(ti, si = 0|ci = 1,xi) = gi(ti)Fθ(ti|xi),
p(ti, si = 1|ci = 0,xi) = 0,
p(ti, si = 0|ci = 0,xi) = gi(ti).
(6)
In practice, we penalize incorrect prediction of si = 1 when
ci = 0 by assigning a small probability 0 <   1 to
P (Fi < ∞|ci = 0), where  is a hyperparameter of our
model tuned on the validation set. Combining the four terms
in (6) yields the following expression for pθ(ti, si|ci,xi):
pθ(ti, si|ci,xi) = pθ(ti, si = 1|ci = 1,xi)sici (7)
× pθ(ti, si = 0|ci = 1,xi)(1−si)ci
× p(ti, si = 1|ci = 0,xi)si(1−ci)
× p(ti, si = 0|ci = 1,xi)(1−si)(1−ci),
which may be simplified (see Appendix) as follows after
removing terms that do not depend on θ or ci, including
gi(·) and Gi(·):
pθ(ti, si|ci,xi) ∝∼ si(1−ci)
× fθ(ti|xi)siFθ(ti|xi)(1−si)ci .
(8)
We then use Jensen’s inequality to maximize a lower bound
on the expected log-likelihood over the latent variables ci:
log pθ,φ(D) =
N∑
i=1
logEci∼pφ(ci|xi)[pθ(ti, si | ci,xi)]
≥
N∑
i=1
Eci∼pφ(ci|xi)[log pθ(ti, si | ci,xi)]. (9)
When there are M events of interest, rather than a single
one, we suppose the cji are independent given xi and drawn
from a multivariate Bernoulli distribution:
ci | xi ∼
M∏
j=1
Bern
(
σ(hjφ(xi))
)
, (10)
where hφ(·) : Rd → RM describes the log-odds of all M
events. In parallel with equations (3) and (4), we expand
pθ(ti, si|ci,xi) to obtain the following lower bound on the
log-likelihood:
log pθ,φ(D) ≥ (11)
N∑
i=1
Eci∼pφ(ci|xi)
 M∑
j=1
log pjθ(t
j
i , s
j
i |ci,xi)
 .
Importantly, when M events are present, the fact that one
event will (eventually) occur, i.e., cji = 1 for some j, af-
fects the timing of other events. Thus we have fθ(ti|xi, ci)
rather than fθ(ti|xi). This is critical when predicting medi-
cal diagnoses, for example, wherein the presence of a given
condition may affect health services use or providers’ ability
to recognize other conditions. Importantly, however, this de-
pendence requires that∇φ log(pθ,φ(D)) be backpropagated
through samples from a multivariate Bernoulli distribution.
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3.3. Event Occurrence as a Binary Stochastic Layer
We instantiate hφ(xi) and the parameters of the event time
distribution fθ(ti|xi, ci) as neural networks, allowing our
conditional event time model to be learned via backprop-
agation. The form of fθ(·) chosen for our experiments
is described in the next section, however, the conditional
event time framework permits a range of parametric dis-
tributions to be used. Learning the parameters θ and φ
therefore requires us to calculate both∇θ log pθ,φ(D) and
∇φ log pθ,φ(D) from equation (11). The former may be
estimated directly based on samples of c, but the latter must
be backpropagated across these samples, drawn from a mul-
tivariate Bernoulli distribution, which is not differentiable.
To estimate∇φ log pθ,φ(D), we take advantage of recently
developed gradient estimators for categorical and Bernoulli
random variables. Specifically, we explore both the Gumbel-
Softmax estimator developed concurrently by Jang et al.
(2016) and Maddison et al. (2016), which is a continuous
(and differentiable) relaxation of the categorical distribution;
as well as the Augment-Reinforce-Merge (ARM) estima-
tor (Yin & Zhou, 2019), which provides an unbiased, low-
variance gradient estimate for the multivariate Bernoulli
distribution specifically. Although conditional event time
models have been proposed in the past, as previously de-
scribed, these developments allow them to be applied to
large datasets containing a large number of features and in-
terrelated event occurrences. This is critical to their applica-
tion to the problems we have described, including diagnosis
of multiple medical conditions from the electronic health
record, and prediction of user interests from social media
activity or in recommender systems.
3.4. Accelerated Failure Time
We model the event time distribution fθ(·) using the ac-
celerated failure time (AFT) model originally proposed by
Wei (1992). This model supposes that a baseline survival
function F0(t) is scaled uniformly by the effect of features
x such that Fθ(ti) = F0(µ(xi) · ti). Consequently, the den-
sity fθ(ti|xi) may be written as µ(xi)f0(µ(xi) · ti), and
the log-transformed event time random variable Fi satisfies:
log(Fi) = µ(xi) + νiε. (12)
When ε is chosen to be normally distributed, i.e., ε ∼
N (0, 1), fθ is log-normal with mean and standard deviation
given by µ(xi) and νi, respectively.
To account for the dependency of both the scale and un-
certainty of event time predictions on x, we instantiate
µ(xi) and ν(xi) in (12) using neural networks with pa-
rameters θµ and θν , respectively, where θ = {θµ, θν},
µ(xi) = NN(xi; θµ), and ν(xi) = exp (NN(xi; θν)).
When predicting M events of interest, we have µ(·) :
Rd+M → RM and ν(·) : Rd+M → RM , where µj(xi, ci)
and νj(xi, ci) specify the parameters of the time distribu-
tion f jθ (t
j
i |xi, ci).
This approach provides a simple, flexible event time distri-
bution capable of making accurate event time predictions,
as we will show. Having described the conditional event
time model, we now present experimental results.
4. Experiments
We describe our experimental methods, including perfor-
mance metrics, baseline models, datasets, and training and
evaluation procedures. We perform experiments on one syn-
thetic and two real-world datasets, comprising a total of 21
distinct prediction tasks.
4.1. Performance Metrics
AUC The area under the receiver operating characteristic
(AUC) assesses binary classification performance of the
learned pφ(c|x) in predicting whether events of interest will
ever occur. It is calculated using standard methods based on
the predicted pφ(c|x) and true c, on the test set.
Mean Relative Absolute Error (MRAE) The accuracy
of event time predictions was assessed on the test set by
normalizing the absolute error of predictions by the event
range, i.e., |t− tˆ|/tmax, where tˆ is the predicted event time.
For censored events, predictions are penalized only if the
predicted time is before the censoring time, therefore the
relative absolute error is defined as max(0, t− tˆ)/tmax.
Concordance Index (CI) Correct ordering of event time
predictions was assessed using the concordance index (CI)
developed by Harrell Jr et al. (1984), which quantifies the
degree to which the order of predicted event times is consis-
tent with the true event times. Pairs of event times contribute
to the CI only if a) both event times are known, or b) one
event time is known, the other is censored, and the known
event time occurs before the censoring time.
4.2. Baseline Models
We compare the performance of our neural conditional event
time model (CET) to a) a neural event time model (ET), and
b) a binary classifier (BC) trained to predict whether events
are observed, i.e., s. These represent the available alterna-
tives to CET. All three performance metrics are evaluated
on the ET models, but only the AUC can be evaluated on the
binary classifier, which does not predict event times. The
ET model matches the baseline model used in Chapfuwa
et al. (2018) and is similar to the deep survival models used
by Katzman et al. (2018a) and Kvamme et al. (2019a), but
we use the accelerated failure time model from CET rather
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than a Cox proportional hazards framework (Cox, 1972).
Our aim is to evaluate differences between CET, ET, and
BC rather than the impact of specific neural network ar-
chitectures or hyperparameters, therefore, all neural net-
work layers and model hyperparameters are identical be-
tween the CET model and the two baselines. Thus, the
ET model pθET(t, s|x) matches the event time component
pθCET(t, s|c,x) of CET with the exception of the additional
input c, and the BC model matches pφ(c|x) from CET.
4.3. Datasets
Here we describe the three datasets used in our experiments.
Experimental results are presented in the next section.
4.3.1. SYNTHETIC
To illustrate the advantage of the CET model over alter-
native approaches when learning from censored data, we
construct a simple, synthetic dataset with five features and
two events of interest. The eventual occurrence of the first
event depends only on the first two features, as shown in the
top left panel of Figure 2, whereas the eventual occurrence
of the second event depends only on the second two features,
as shown in the bottom left panel of Figure 2. The timing of
both events (expected log-time), however, depends linearly
on a fifth feature drawn from a standard normal distribu-
tion. Training, validation, and test sets contain 24k, 8k, and
8k samples, respectively. Censoring times are uniformly
distributed over the full range of event times.
4.3.2. MIMIC-III
MIMIC-III (Medical Information Mart for Intensive Care),
is a de-identified, accessible dataset of intensive care unit
stays at the Beth Israel Deaconess Medical Center between
2001 and 2012 (Johnson et al., 2016). With this dataset, we
aim to predict whether and when each of 10 important but
non-routine laboratory measurements will be collected for
the first time based on physiologic and other measurements
from the first 24 hours. Laboratory measurements were
selected among those rarely observed in the first 24 hours
based on our assessment of their diagnostic and clinical rele-
vance. For example, observing a “WBC, CSF” measurement
suggests that a lumbar puncture has been performed. All
10 laboratory measurements and their rates of occurrence
among MIMIC-III stays are presented in Table 1.
The most common chart events (80 total), lab measurements
(30 total), and output events (10 total) occurring within the
first 24 hours of admission among all stays in the training set
were used as features for the prediction tasks. We ensured
that lab measurements selected as events were excluded, but
these measurements were not among the 30 most common
and were typically observed beyond 24 hours. All measure-
Table 1. Relevance and occurrence rates for MIMIC-III events.
LAB MEASURE RELEVANCE RATE
WBC, CSF LUMBAR PUNCTURE 4.4%
TROPONIN T HEART DAMAGE 35.2%
INTUBATED INTUBATE PATIENT 38.5%
WBC, PLEURAL PLEURAL FLUID 2.8%
TSH THYROID FUNCTION 20.5%
D-DIMER THROMBOSES 5.1%
UROBILINOGEN URINALYSIS 54.8%
ANA AUTOIMMUNE 1.8%
AMMONIA LIVER FUNCTION 3.6%
LIPASE PANCREATIC FUNC. 34.8%
ments were aggregated by patient by taking the sum and
count of all output events; the mean, minimum, maximum,
and count of other numeric measurements; and the count of
all categorical measurements, resulting in 346 total features.
Event times were censored uniformly over the interval
(0, 2 · tjmedian), where tjmedian is the median event time at
which measurement j was first collected. Note that artificial
censoring is critical to our performance evaluation, which
requires ground truth event occurrence labels that are dis-
tinct from observed events in the training data. MIMIC-III
was chosen for its completeness, which allows this ground
truth to be determined. In contrast, CET is designed to be
effective on datasets with many censored events.
4.3.3. REDDIT
Reddit is a web content aggregator and discussion forum
with approximately 330 million users as of April 2018
(Pardes, 2018). With this dataset, we aim to predict whether
and when users will post to each of 9 different subreddits
for the first time based on their prior comment history. Sub-
reddits were hand-selected among those with at least 100k
subscribed Reddit users, and all data were collected using
the pushshift.io API. Submission histories prior to Jan 2020
were collected and grouped by user, and individual comment
histories from June 2005 to Nov 2017 were collected for all
users that posted to at least one of the 9 subreddits. Users
with 20 or more comments prior to their first submission to
any of the 9 subreddits were included in the final dataset,
which included 492,059 total Reddit users. The number of
total subscribers to each subreddit and the proportion of our
sample who posted to it are presented in Table 2.
For the prediction tasks, the first 20 comments from each
Reddit user were encoded using Google’s Universal Sen-
tence Encoder (Cer et al., 2018). Embedded comments
were refined via a single fully-connected layer with tanh
activation, then aggregated via max and average pooling
(Shen et al., 2018). The average time between comments
and average comment length (batch-normalized) were used
as additional features. Submission times were censored uni-
formly over the interval (0, 2 · tjmedian), where tjmedian is the
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Table 2. Popularity and submission rate for each Subreddit.
SUBREDDIT TOTAL SUBSCRIBED RATE
ADHD 613K 6.3%
ANXIETY 325K 8.4%
BOOKS 17.5M 13.4%
DEPRESSION 597K 20.0%
FITNESS 7.7M 34.6%
LIFEPROTIPS 17.2M 25.9%
MENTAL HEALTH 144K 2.8%
SUICIDE WATCH 180K 7.3%
WORLD NEWS 23.1M 0.3%
median submission time to subreddit j. Similar to MIMIC-
III (4.3.2), this provides ground truth event occurrence labels
that are distinct from observed events in the training data.
4.4. Training and Evaluation
For all tasks, data were partitioned into training (60%), vali-
dation (20%), and test (20%) sets. Our aim is to illustrate
differences between CET and alternative approaches, there-
fore we utilize simple multilayer perceptron architectures
with a single hidden layer (ReLU activations) for the func-
tions hφ(·), µ(·), and ν(·). All hyperparameters including
hidden layer width, Gumbel-Softmax temperature, number
of ci samples, Gumbel-Softmax versus ARM estimator, and
the penalty  (see 3.2) were tuned to maximize AUC on the
validation set. Hyperparameters were then fixed, and all
models (CET and baselines) were evaluated 10 times on
the test set. Reported performance measures are the mean
and standard deviation of each measure over all 10 runs.
All models were implemented in Tensorflow 1.10 (Abadi
et al., 2016) and trained via backpropagation with the Adam
optimizer (Kingma & Ba, 2014) and a batch size of 400,
learning rate of 3× 10−4, and dropout rate of 0.5.
5. Experimental Results
Prediction performance (AUC, MRAE) aggregated across
all tasks in each dataset is shown in Figure 1. Results show
that CET effectively predicts event occurrence despite learn-
ing from censored events, with superior performance (AUC,
MRAE) compared to ET and BC.
5.1. Synthetic
Results on our synthetic dataset (see Table 3), illustrate
superior performance of the CET framework compared to
existing baselines in a) predicting the probability of event
occurrence, and b) making accurate event time predictions
despite using a simple, parametric event time model. The
left panels of Figure 2 show that a simple multilayer percep-
tron classifier trained directly on known event occurrences
(i.e., c) effectively separates (AUC≈1) individuals in whom
Synthetic MIMIC reddit
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Figure 1. AUC (left) and MRAE (right) for all prediction tasks.
the event does versus does not occur in both tasks. Impor-
tantly, this information is not available to the CET and base-
line models, which are trained on censored event times. The
middle left panels show that CET also separates these groups
effectively despite learning from censored event times only.
In contrast, BC (right panels) cannot distinguish between
cases that have been censored and cases in which the event
never occurs. Similarly, although the ET model is able to
learn from censored events, it conflates low event probabil-
ities with high event times, leading to poor classification
performance (middle right panels).
Figure 2 was generated with a lower noise setting compared
to the quantitative results, providing clearer separation be-
tween groups that allows classification performance to be
visualized more effectively.
Table 3. Performance metrics on synthetic data.
TASK AUC MRAE CI
CET
T1 0.93±0.02 0.07±0.00 0.88±0.01
T2 0.94±0.02 0.07±0.00 0.89±0.00
AVG 0.93±0.02 0.07±0.00 0.88±0.00
ET
T1 0.83±0.00 0.08±0.00 0.90±0.00
T2 0.83±0.00 0.08±0.00 0.90±0.00
AVG 0.83±0.00 0.08±0.00 0.90±0.00
BC
T1 0.84±0.00
T2 0.83±0.00
AVG 0.84±0.00
Compared to the ET model, CET also makes substantially
more accurate event time predictions, as shown in Table 3.
This results from the fact that ET must predict a high event
time, rather than a low event probability, for individuals
in whom the event is not likely to occur. Consequently,
when events do occur in these individuals, the event times
predicted by ET are highly inaccurate. In contrast, CET
distinguishes between event probabilities and event times,
allowing it to maintain accurate predictions in these cases.
The CI is similar between the CET and ET models, but
consistently higher for ET. This suggests that the ET model
is more effective in correctly ordering observed, i.e., non-
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BC trained on event occurrence
(Synthetic Task 1; AUC=1.00)
CET trained on censored event times
(Synthetic Task 1; AUC=0.96)
ET trained on censored event times
(Synthetic Task 1; AUC=0.87)
BC trained on censored event times
(Synthetic Task 1; AUC=0.91)
BC trained on event occurrence
(Synthetic Task 2; AUC=1.00)
CET trained on censored event times
(Synthetic Task 2; AUC=0.96)
ET trained on censored event times
(Synthetic Task 2; AUC=0.86)
BC trained on censored event times
(Synthetic Task 2; AUC=0.91)
Figure 2. Prediction of event occurrence on synthetic data.
censored, events. These results are consistent with the fact
that the ET objective is designed solely to optimize this
ordering, whereas the CET objective also seeks to optimize
the predicted probability of event occurrence.
Figure 3 shows that the event probabilities predicted by CET
and ET are effectively calibrated, whereas those predicted
by BC are not.
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Figure 3. Calibration curves on synthetic data.
Results on all datasets use the Gumbel-Softmax estimator
with temperature fixed to 0.3, which was found to optimize
AUC on the validation sets.
5.2. MIMIC-III
MIMIC-III results are consistent with the synthetic dataset:
the CET model predicts event occurrence more effectively
than ET or BC, and also predicts event times more accurately
than ET, but with lower concordance index compared to ET
(see Table 4). However, the degree of these differences is
larger than found on the synthetic data. In particular, event
time predictions made by ET are highly inaccurate, which
may be due to the high variance and long tail of event times
Table 4. Performance metrics on MIMIC-III dataset.
LAB AUC MRAE CI
C
E
T
CSF 0.77±0.01 3.09±7.55 0.53±0.04
TROP. 0.78±0.00 0.11±0.01 0.59±0.03
INTUB. 0.85±0.00 0.14±0.01 0.67±0.01
PLEUR. 0.76±0.00 0.05±0.01 0.47±0.03
TSH 0.70±0.00 0.22±0.14 0.52±0.03
D-DIM. 0.77±0.00 0.07±0.03 0.50±0.05
UROB. 0.76±0.00 0.13±0.01 0.62±0.03
ANA 0.74±0.01 0.04±0.01 0.50±0.04
AMM. 0.77±0.01 0.33±0.74 0.50±0.05
LIPASE 0.73±0.00 0.14±0.01 0.60±0.02
AVG 0.76±0.00 0.43±0.78 0.55±0.02
E
T
CSF 0.58±0.02 3.1E9±5.0E9 0.59±0.02
TROP. 0.72±0.01 9.1E5±1.8E6 0.71±0.01
INTUB. 0.74±0.02 1.7E1±5.6E0 0.73±0.02
PLEUR. 0.59±0.02 5.6E2±1.3E3 0.59±0.02
TSH 0.60±0.01 3.1E5±3.4E5 0.60±0.01
D-DIM. 0.60±0.02 3.9E3±8.7E3 0.56±0.01
UROB. 0.72±0.01 8.0E3±1.0E4 0.68±0.01
ANA 0.56±0.02 4.1E3±1.2E4 0.56±0.03
AMM. 0.60±0.02 4.3E3±9.5E3 0.61±0.02
LIPASE 0.66±0.01 1.3E6±2.7E6 0.68±0.02
AVG 0.64±0.01 3.1E8±5.0E8 0.63±0.01
B
C
CSF 0.75±0.01
TROP. 0.78±0.00
INTUB. 0.81±0.00
PLEUR. 0.75±0.00
TSH 0.70±0.00
D-DIM. 0.76±0.00
UROB. 0.75±0.00
ANA 0.73±0.01
AMM. 0.77±0.00
LIPASE 0.71±0.00
AVG 0.75±0.00
in most of the tasks.
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Table 5. Performance metrics on Reddit dataset.
SUBR AUC MRAE CI
C
E
T
ADHD 0.63±0.00 0.04±0.00 0.58±0.01
ANX. 0.69±0.00 0.04±0.00 0.59±0.01
BOOKS 0.67±0.00 0.06±0.00 0.59±0.00
DEP. 0.68±0.00 0.07±0.00 0.62±0.01
FIT. 0.68±0.00 0.09±0.00 0.64±0.00
LPT 0.68±0.00 0.08±0.00 0.60±0.00
MH 0.68±0.00 0.02±0.00 0.55±0.01
SW 0.68±0.00 0.03±0.00 0.57±0.01
WN 0.93±0.01 0.01±0.00 0.73±0.02
AVG 0.70±0.00 0.05±0.00 0.61±0.01
E
T
ADHD 0.59±0.01 3.74±0.41 0.64±0.01
ANX. 0.68±0.00 3.37±0.32 0.72±0.00
BOOKS 0.66±0.00 2.50±0.36 0.67±0.00
DEP. 0.67±0.00 1.86±0.19 0.70±0.00
FIT. 0.67±0.00 0.95±0.10 0.66±0.00
LPT 0.68±0.00 1.36±0.26 0.65±0.00
MH 0.63±0.00 6.45±0.96 0.65±0.01
SW 0.66±0.00 4.18±0.50 0.70±0.00
WN 0.37±0.05 10.10±2.91 0.39±0.05
AVG 0.62±0.01 3.83±0.52 0.65±0.01
B
C
ADHD 0.62±0.00
ANX. 0.68±0.00
BOOKS 0.66±0.00
DEP. 0.67±0.00
FIT. 0.66±0.00
LPT 0.67±0.00
MH 0.67±0.00
SW 0.68±0.00
WN 0.92±0.01
AVG 0.69±0.00
Direct prediction of known event occurrences yields AUCs
ranging from 0.74 (TSH) to 0.90 (Intubation) with an aver-
age of 0.80. It is notable that performance on most tasks is
high, demonstrating that important diagnostic tests ordered
by care providers can be effectively predicted based on pa-
tient profiles over the first 24 hours, even when many events
are censored. Although censoring is artificial on MIMIC-III,
it is natural in most medical prediction settings, wherein
many patients are lost to follow-up before events of inter-
est can be observed. Moreover, follow-up rates are often
correlated with events of interest, leading to biased results
when these patients are removed from the dataset. The CET
framework allows event occurrence to be predicted effec-
tively in all patients, not just those who have been followed
for a sufficiently long period.
5.3. Reddit
Reddit results remain consistent with previous experiments.
Event occurrence probabilities predicted by CET are supe-
rior to those predicted by ET and BC, as measured via AUC,
and event time predictions are more accurate than those
predicted by ET. On the other hand, ET orders events more
effectively than CET, as measured via CI (see Table 5).
Direct prediction of known event occurrences, i.e., subreddit
posts, yields AUCs ranging from 0.64 (r/ADHD) to 0.94
(r/worldnews), with an average of 0.71. Good prediction
performance, although not as high compared to MIMIC-III,
suggests that Reddit users’ tendency to post to specific sub-
reddits – including several related to mental health, (e.g.,
r/ADHD, r/depression, r/mentalhealth, r/SuicideWatch), can
be predicted effectively from a small number of early com-
ments. Prediction performance may be substantially higher
when using a more sophisticated natural language model,
whereas our current aim was to demonstrate the advantages
of CET compared to alternative learning frameworks.
The CET model learns from censored event times to predict
the probability that users will post to a given subreddit.
This is particularly advantageous when predicting mental
health status, as many users with mental health problems
may discontinue social media activity before they might
otherwise decide to post. Good prediction performance
also suggests that CET might be effective for predicting
other social media activity, or in recommender systems that
predict user interest in specific media content.
6. Conclusion
In this work we have presented conditional event time mod-
els, argued that they are advantageous when modeling event
occurrence and event times in a variety of real-world set-
tings, and described how they can be implemented as a
neural network with a binary stochastic layer representing
the unknown, eventual occurrence of each event of inter-
est. Results demonstrate that CET yields superior event
occurrence probabilities and event time predictions com-
pared to alternative approaches across one synthetic and two
real-world datasets comprising a total of 21 distinct predic-
tion tasks. Learning of CET models on large-scale datasets
is facilitated by recent, improved methods for estimating
gradients across categorical variables in neural networks.
We believe CET, rather than alternative event time models,
should be preferred when learning from multiple censored
events, particularly when accurate prediction of eventual
event occurrence is a primary goal. Future work will focus
on evaluating CET in additional real-world settings, includ-
ing prediction of medical diagnoses, wherein learning event
occurrence probabilities from censored events is critical to
avoid selection biases that may otherwise confound results.
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Appendix A: Derivation of Equation (8)
(Section 3.2)
From equation (7) of section 3.2, we have the following
expression for pθ(ti, si|ci,xi):
pθ(ti, si|ci,xi) = pθ(ti, si = 1|ci = 1,xi)sici (13)
× pθ(ti, si = 0|ci = 1,xi)(1−si)ci
× p(ti, si = 1|ci = 0,xi)si(1−ci)
× p(ti, si = 0|ci = 1,xi)(1−si)(1−ci).
We assign a small probability 0 <   1 to P (Fi <
∞|ci = 0), so that:
p(ti, si = 1|ci = 0,xi) =fθ(ti|xi)Gi(ti) (14)
p(ti, si = 0|ci = 0,xi) =(1− )gi(ti)
+ gi(ti)Fθ(ti|xi) (15)
≈gi(ti).
This allows us to expand (13):
pθ(ti, si|ci,xi) =
(
fθ(ti|xi)Gi(ti)
)sici (16)
× (gi(ti)Fθ(ti|xi))(1−si)ci
× (fθ(ti|xi)Gi(ti))si(1−ci)
× gi(ti)(1−si)(1−ci).
Simplifying, we obtain:
pθ(ti, si|ci,xi) =
(
fθ(ti|xi)Gi(ti)
)si (17)
× Fθ(ti|xi)(1−si)ci
× gi(ti)(1−si),
× si(1−ci) (18)
We then remove terms that do not depend on θ or ci, in-
cluding gi(·) and Gi(·), to obtain equation (8) from section
3.2:
pθ(ti, si|ci,xi) ∝∼ si(1−ci)
× fθ(ti|xi)siFθ(ti|xi)(1−si)ci .
(19)
Appendix B: Descriptive Statistics,
MIMIC-III
MIMIC-III may be accessed, following approval, at https:
//mimic.physionet.org. A complete description of
this dataset, including descriptive statistics for all tables
used in this work, may be found in (Johnson et al., 2016).
Appendix C: Descriptive Statistics, Reddit
Reddit data was accessed via the pushshift.io API. Code
needed to generate our dataset is available at http://
anon.site.
Our final dataset included the earliest 20 comments and first
subreddit submissions to each of the nine chosen subreddits
from 492,059 unique Reddit users active between 2005 and
2020. Supplementary table (6) shows the breakdown of
comments and submissions by year:
YEAR SUBMISSIONS COMMENTS
2005 0 69
2006 0 5228
2007 0 18118
2008 136 42624
2009 985 123788
2010 5285 301978
2011 14294 748479
2012 30456 1254574
2013 43994 1339624
2014 57023 1471171
2015 81687 1559287
2016 93793 1613979
2017 105302 1362261
2018 89941 0
2019 58704 0
2020 3717 0
Table 6. Comments and submissions by year in Reddit dataset
Supplementary figure (4) shows the number of users who
posted to each subreddit. Supplementary table (7) shows
that the majority of users posted to only one of the nine
subreddits, and none posted to eight or all nine.
Figure 4. Total submissions to each subreddit
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NUM. SUBREDDITS NUM. USERS
1 416965
2 60795
3 11236
4 2408
5 525
6 113
7 17
8 0
9 0
Table 7. Reddit users by the number of distinct subreddits to which
they posted
Appendix D: Additional Experiment Details
All models were trained in Tensorflow 1.10 (Abadi et al.,
2016) using a single NVIDIA Titan XP GPU.
Hyperparameters were explored via random search, selected
uniformly in the ranges listed in supplementary table (8),
and tuned to optimize AUC of the CET model on the valida-
tion set.
HYPERPARAMETER RANGE
ESTIMATOR {GUMBEL-SOFTMAX, ARM}
NUM. ci SAMPLES {30, ..., 200}
log  (−4, 0)
HIDDEN UNITS {100, ..., 1000}
GUMBEL-SM TEMP. (0, 1)
Table 8. Hyperparameter ranges for random search
The Gumbel-Softmax estimator with a temperature of ap-
proximately .3 and was found to be optimal on all three
datasets. 100 samples were adequate on all datasets; further
increasing the number of samples did not improve perfor-
mance. Optimal values of log  were approximately -2 on
all datasets. Layer widths of 750 (for hφ(xi), µθ(xi, ci),
and νθ(xi, ci)) were used in the final MIMIC-III and Red-
dit models, whereas widths of 100 were used in the final
Synthetic model.
