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FOREWORD 
This is a technical report of a study conducted by the Electrical 
Engineering Department of Auburn University under the auspices of the 
Auburn Research Foundation toward the fulfillment of the requirements 
prescribed in NASA Contract NAS8-20163. 
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ABSTFWT 
I n  t h i s  work, t h ree  techniques f o r  the  syn thes i s  of a network 
w i t h  a given t r a n s f e r  funct ion a r e  descr ibed.  
which a r e  based on approximation methods us ing  sampled inpu t s ,  a r e  
The syn thes i s  techniques,  
l i s t e d  and descr ibed a s  Methods I,II, and 111. A l l  t h ree  techniques 
are der ived us ing  the  convolution i n t e g r a l ,  wi th  each method o r i g i -  
n a t i n g  from a d i f f e r e n t  approximation of t he  convolut ion i n t e g r a l .  
The purpose of t h i s  study i s  t o  determine the f e a s i b i l i t y  and 
t h e  d e s i r a b i l i t y  of t h e  d i g i t a l  implementation of a network wi th  a 
g iven  t r a n s f e r  func t ion .  
and a l l o w s  t he  techniques developed t o  be used i n  t h e  r e a l i z a t i o n  of 
any t r a n s f e r  func t ion .  However, of t he  t h r e e  techniques presented ,  
t h e  more advantageous technique w i l l  depend upon the  s p e c i f i c  problem 
under cons ide ra t ion .  
The approach taken i s  e n t i r e l y  gene ra l  
I n  syn thes i z ing  a p a r t i c u l a r  t r a n s f e r  func t ion ,  the requi red  amount 
of  c i r c u i t r y  f o r  t he  implementation of t he  network w i l l  determine t h e  
technique  used. A s  w i l l  be noted, a l l  t h ree  techniques r e q u i r e  a 
vary ing  amount of l og ic  c i r c u i t r y  f o r  t h e  implementation of a s p e c i f i c  
network. 
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I. INTRODUCTION 
There i s  a g r e a t  d e a l  of information a v a i l a b l e  i n  the  l i t e r a t u r e  
on t h e  methods of r e a l i z i n g  t r a n s f e r  func t ions .  Network syn thes i s ,  a 
growing and a l r e a d y  extremely l a rge  f i e l d ,  makes a v a i l a b l e  many 
approaches and techniques f o r  syn thes i z ing  a network wi th  a t r a n f e r  
func t ion  G ( s ) .  The synthes is  o f  t he  network may be c a r r i e d  out  i n  
e i t h e r  t he  frequency o r  t h e  t i m e  domain, depending upon whether t he  
des i r ed  c h a r a c t e r i s t i c s  and a v a i l a b l e  information a r e  i n  the  frequency 
domain o r  i n  the  t i m e  domain. Synthes is  i n  the  frequency domain may 
s t a r t  i n  t he  form of a required root - locus  p l o t ,  o r  a graph of t he  
requi red  frequency response.  Synthes is  i n  the  t i m e  domain may start  
wi th  a graph of the  des i r ed  t r a n s i e n t  response.  However, t hese  may be 
labe led  a s  g r a p h i c a l  o r  semi-graphical techniques;  bu t ,  i n  some 
insta~ces, an analytic approach might be p re fe r r ed ,  i n  which case ,  
a n a l y t i c  methods, such a s  the  use  of z t ransform theory  o r  d i f f e r e n c e  
equat ions ,  a r e  a v a i l a b l e .  
In  the  techniques mentioned above i t  i s  assumed t h a t  t he  networks 
t o  be synthes ized  a r e  ana log  i n  na ture .  
s e c t i o n s ,  an i n v e s t i g a t i o n  was made of t he  use of d i g i t a l  networks 
i n  syn thes i z ing  a network w i t h  t r a n s f e r  func t ions  G ( s ) .  
t o  Chapter I1 g ives  a summary and d i scuss ion  of analog and d i g i t a l  tech-  
n iques  t h a t  a r e  p r e s e n t l y  a v a i l a b l e  f o r  network s y n t h e s i s .  
A s  d e t a i l e d  i n  t h e  fol lowing 
The i n t r o d u c t i o n  
1 
1 
I 
8 
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I 
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The remainder of  Chapter I1 i s  devoted t o  the  d e r i v a t i o n  and 
d i scuss ion  of t h r e e  new syn thes i s  techniques.  The techniques,  r e f e r r e d  
t o  a s  Methods I, 11, and 111, a r e  based on d i f f e r e n t  approximations 
of the  convolut ion i n t e g r a l .  I n  de r iv ing  Method I, t h e  input  is  
assumed t o  be the  sum of a number of  s t e p  func t ions  t h a t  c l o s e l y  
approximate the  a c t u a l  input .  I n  o rde r  t o  r e a l i z e  t h i s  assumption, t he  
inpu t  i s  sampled a t  a frequency much higher  than  t h e  h ighes t  frequency 
component of t he  input .  I n  fac t ,  a l l  t h ree  techniques a r e  based upon 
sampling the  inpu t  and making c e r t a i n  v a l i d  assumptions. Method 11 
employs the  network response to  a u n i t  impulse response,  whi le  
Method 111 is a c t u a l l y  a rearrangement of the  equat ions  der ived i n  
Method I. Also included i n  Chapter I1 a r e  i l l u s t r a t i v e  examples t o  
i n d i c a t e  t h e  v a l i d i t y  of t he  d i f f e r e n t  methods. 
Chapter I11 d e a l s  wi th  the a c t u a l  implementation of the  l o g i c a l  
networks, toge ther  w i th  a d i scuss ion  of t h e  r e l a t i v e  mer i t s  and the  
pcssibilities ef ex tens i ens  of each technique.  
presented  i n  block diagram form. 
These networks a r e  
11. SOME METHODS FOR THE SYNTHESIS 
OF TRANSFER FUNCTIONS 
A .  Introduction 
Some of the methods presently available for the realization of 
transfer functions are presented in the Introduction. The results 
of these methods range fromwry good approximations to exact results, 
and are accomplished using either active, passive, or digital networks. 
The network might be an RLC passive network which has the desired 
characteristics. On the other hand, active networks may be designed 
that have the characteristics of RLC networks, but without the use of 
an inductor. This was brought out in an investigation of compensating 
networks for an inertial guidance platform,' after which an operational 
amplifier was chosen as the compensating device. One of the advantages 
of this choice is that the entire compensating network can be micro- 
miniaturized. 
Quite often compensation is accomplished using a digital system, 
called a digital controller, which is designed to perform certain 
linear operations on the input samples before delivering the output 
samples. 
ceded and followed by synchronous samplers. The digital controller 
may also be a special purpose digital computer or a general purpose 
computer programmed to carry out the necessary operation. 
2 The digital controller may contain a passive network pre- 
3 
4 
Also, active linear digital controllers may be designed so that they 
accept a number sequence and process it to deliver a desired number 
sequence at their output. 
Another method uses pulses to approximate the response of an 
analog network to a unit step input.3 
used in synthesizing transfer functions is based on a power series 
approximation of the system impulse response .4  The following sections 
of this chapter deal with the methods I, 11, and I11 as mentioned in 
Chapter I. 
Also, another powerful method 
B. Method I - Approximation 
of Input with Step Functions 
Given the transfer function G ( s ) ,  it is desired to find the 
output e2(t) of the system for any input el(t). 
Since multiplication in the s domain corresponds to convolution in the 
time domain, the time 
of the inverse Laplace transforms of G ( s ) / s  and s E l ( s ) .  
response e2(t) may be found by the convolution 
5 
- 1  
6-l [G(s)/s] = S. [A(s)] = A(t) 
where A(t) is the response t o  a unit-step input and is called the 
indicia1 response. 
8 
5 
F i g .  1--Network w i t h  t r a n s f e r  function to be realized. 
6 
-1 6 [ sE l ( s ) ]  = d e l ( t )  + e l ( 0 )  8 ( t )  
d t  
where 6 ( t )  i s  an impulse funct ion occurr ing  a t  t = 0. 
t h e  r e s u l t s  of equat ions  (2)  and ( 3 )  g ives  
Convoluting 
t 
+ e,(O) S(T)] A ( t  - r ) d z ,  
0 
and 
e 2 ( t >  = 
Equation ( 4 )  ma 
t 
A( t )  + [ del A ( t  - T)dz . 
d r  
3 
r be used t o  f i n d  the  response e , ( t )  of a sys:em 
f o r  any input  e ( t )  provided the i n d i c i a 1  response of the system i s  
known. 
1 
Suppose e l ( t )  i s  piecewise cont inuous;  i . e . ,  i t  con ta ins  d i s -  
c o n t i n u i t i e s .  Equation ( 4 )  may s t i l l  be used, but  t h e  e f f e c t s  of t h e  
d i s c o n t i n u i t i e s  must be taken i n t o  account when f ind ing  t h e  response 
of the  system. Any d i scon t inu i ty ,  e i t h e r  i nc reas ing  o r  decreas ing  
t h e  va lue  of e l ( t ) ,  may be considered a s t e p  func t ion  appl ied  a t  t h e  
time of the d i s c o n t i n u i t y  t = t l .  
the  s t e p  func t ion  is  A ( t -  t l )  
The response of t he  system t o  
m u l t i p l i e d  by an appropr i a t e  cons t an t .  
7 
I f  t he  input  i s  known a s  a func t ion  of t i m e ,  equat ion ( 4 )  may 
be used t o  f i n d  the  time response of the  system. However, i n  genera l ,  
t he  input  i s  not  known a s  a funct ion of t i m e ,  bu t  i s  a measureable 
q u a n t i t y .  From t h i s  i t  i s  des i red  t o  b u i l d  a l o g i c a l  network which 
w i l l  accept  a gene ra l  input  and produce the  s a m e  ou tput  a s  a network 
w i t h  t r a n s f e r  func t ion  G ( s ) .  
Since the  input  i s  a measureable quan t i ty ,  l e t  e l ( t )  be sampled 
a t  a frequency which i s  much higher  than t h e  h ighes t  frequency com- 
ponent of t h e  input .  L e t  t h e  sampling frequency be f and t h e  t i m e  
between samples be T. The input may be approximated by l e t t i n g  e l ( t )  
assume a cons tan t  va lue  between sampling i n s t a n t s .  This  i s  i l l u s t r a t e d  
i n  Figure 2,  where i t  can be seen t h a t ,  t h e  h igher  t he  sampling f r e -  
quency, the  more accu ra t e  the  approximation. 
The i n t e g r a l  i n  equat ion ( 4 )  may now be broken i n t o  p a r t s  and 
t h e  response w r i t t e n  a s  
0 
2T 
e1(2T) - el(T)] A ( t  - 2T) + . . . ‘s T deld:T) 
nT 
A ( t  - 7)dT 4 el(nT)-el  [ (n- l )T]  s 
(n- 1) T 
8 
/ 
0 T 2T 3T 4T 5T 6T (n-l)T nT 
F i g .  2--Approximrtlon of input w i t h  step functions. 
k 
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9 
However, s i n c e  t h e  inpu t  is  assumed cons tan t  between sampling in-  
s t a n t s ,  t h e  d e r i v a t i v e  i n s i d e  t h e  i n t e g r a l s  i s  equal  t o  zero  and 
e2 ( t )  becomes 
L 
+ 1 el(2T)-el(T) A(t-2T) 
.J 
el(nT)-el[(n- l )T]  
which r e s u l t s  i n  t h e  following c losed  form, 
(5) 
where K denotes  the  Kth sample of t h e  inpu t .  I f  t h e  va lue  o f  t h e  
response i s  needed a t  time t = t i ,  where KT 1. t l  5 (K + l ) T  t h e  summa- 
t i c =  i s  c a r r i e d  through n = R. 
Equation ( 6 )  can a l s o  be der ived  by looking a t  Figure 2, which 
shows an approximation of e l ( t )  by cons ider ing  the  inpu t  t o  be t h e  sum 
of a number of s t e p  func t ions  occurr ing  T seconds a p a r t .  The response 
of  t he  system t o  a s t e p  funct ion u ( t )  i s  A ( t )  and theresponse t o  a 
delayed s t e p  func t ion  u(t-nT) i s  A(t-nT). Therefore ,  
10 
e 2 ( t )  = e l ( O ) A ( t )  i- e l (T)  - e l (0) ]  A ( t  - T) + . . . r 
+ (el(nT) - e l [ (n- l )T]  A(t-nT), 1 
and 
which i s  t h e  same a s  equat ion  ( 6 ) .  
It should be noted t h a t  even though t h e  input  i s  sampled and 
i s  known a t  t h e  sampling i n s t a n t  only,  t he  output  may be found a t  a l l  
i n s t a n t s  of t i m e  us ing  equation ( 6 ) .  Since t h e  output  i s  t o  be produced 
us ing  l o g i c a l  networks, the output i s  needed a t  on ly  t h e  sampling 
i n s t a n t s  and may be w r i t t e n  
n=K 
- I -  -1 
where K denotes  the  sample and KT the  t i m e  a t  which the  response i s  
needed. L e t  t he  t e r m  " c h a r a c t e r i s t i c  cons tan t"  denote the  s p e c i f i c  va lues  
of A[(K-n)T] when eva lua ted  properly us ing  the  appropr i a t e  K and n. 
C .  Method I1 - Use of Network Impulse Response 
Again, cons ider  t h e  network wi th  inpu t ,  t r a n s f e r  func t ion  and 
output  E l ( s ) ,  G ( s )  and E 2 ( s )  r e spec t ive ly :  
11 
Convoluting g ( t )  and e l ( t )  gives 
e 2 ( t )  = el( t )J :g( t )  = Sfel(?) g(t-T)d? 
0 
where g ( t )  i s  the  network response t o  a u n i t  impulse func t ion .  
Equation (8) al lows the  response e 2 ( t )  t o  be seen a s  the  area 
under the  curve which r e s u l t s  when t h e  two curves e,(.t) and g ( t -7 )  
a r e  mul t ip l i ed  toge ther .  Using t h i s  proper ty  of t h e  convolut ion 
i n t e g r a l ,  assume t h a t  t he  sampling frequency i s  such t h a t  t he  input  
may be considered cons tan t  between sampling i n s t a n t s .  Equation (8) 
may then be broken i n t o  p a r t s :  
T 2T 
(n+l)  T 
. . . + e l (nT)J '  
nT 
g(t-.r)d?, and 
n=[ t /TI (n+l)T 
n 
n=O nT 
where [ t / T ]  denotes  t h e  g r e a t e s t  i n t e g e r  of t / T .  
12 
The response a t  the sampling i n s t a n t s  i s  
Thus, upon s e l e c t i o n  of a p a r t i c u l a r  t r a n s f e r  func t ion  G ( s ) ,  
g ( t )  may be computed and in se r t ed  i n t o  equat ion  (11) t o  f i n d  t h e  
response of the  system t o  any input  e l ( t ) .  
D. Method I11 - A Reinves t iga t ion  of  Method I 
I f  Method I i s  inves t iga t ed  f u r t h e r ,  a new and perhaps more 
advantageous approach can be made a v a i l a b l e .  I n  de r iv ing  Method I, 
the  input  i s  approximated by a number of s t e p  func t ions  wi th  t h e  output  
e ( t)  being equal  t o  t h e  sum of the  responses  t o  these  s t e p  func t ions .  
2 
The response may be w r i t t e n  a s  before  i n  equat ion  (5):  
r .,. 
= el(o) A(t)  + [ e l ( c )  - e 2 ( t )  
e l (2T) -e l (T)  A(t-2T) + . . . + el(nT)-el[(n-l)T]-l A(t-nT). J _ A  
Now, suppose the  response i s  needed only a t  t h e  sampling i n s t a n t s ;  i .e . ,  
a t  t = nT; then  
e2(nT) = e l (0 )  A(nT) + [ e l ( T )  - e,(O)-I A[(n-l)T] + 
I e1(2T) - el(T)] A[ (n-2)TI + . . . el(nT)-el[  (n-l)T] 
13 
Af te r  mul t ip ly ing  term by t e r m  and regrouping the  r e s u l t i n g  terms, 
e (nT) may be w r i t t e n  a s  2 
e2(nT) = el(O)[A(nT) - A[ (n-l)T]] 
A[(n-l)T] - A[ (n-2)T]]+ . . .+ el(nT) A(O), 
This  can be seen  t o  have a d e f i n i t e  advantage over Methods I 
and I1 i n s o f a r  a s  implementation is  concerned. However, i t  i s  
important t o  note  t h a t  t h i s  r e s u l t  can be obtained through t h e  proper  
i n t e g r a t i o n  of the  i n t e g r a l  r ep resen ta t ion  i n  Method 11. 
Thus, t h ree  d i f f e r e n t  approaches i n  approximating t h e  network 
response t o  a gene ra l  i npu t  have y i e lded  a common r e s u l t ,  s ince  the  
response found us ing  Method I11 i s  equ iva len t  t o  t h a t  of Method I 
and Method 11. 
E.  I l l u s t r a t i v e  Examples 
I n  order  t o  i l l u s t r a t e  the v a l i d i t y  of the  t h r e e  techniques,  
suppose a network wi th  t r a n s f e r  func t ion  i s  chosen a s  shown i n  Figure 3. 
Method I i s  f i r s t  used t o  f i n d  t h e  response e2(KT) f o r  several 
example inpu t s ;  t h i s  should be s u f f i c i e n t  t o  i l l u s t r a t e  t he  v a l i d i t y  of 
a l l  t h r e e  techniques s i n c e  the responses  a t  t h e  sampling i n s t a n t s  
a r e  equ iva len t .  
I 
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Fig. 3--Exemple system. 
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To f i n d  the  i n d i c i a 1  o r  s t e p  response l e t  e l ( t )  = u ( t ) .  
E 2 ( s )  = A ( s )  = E 
A ( t )  = C- l  [ 2 (s+l) (s+2) 1 
s(s+3) (Si-4) (s+5)1 
1 - 2 -3 t  + 3e -4t - -  12 .-5t - e  - - 
15 3 5 
According t o  equat ion  ( 6 ) ,  
The response a t  t i m e  t = KT may be found by summing the  d i f f e r e n c e  i n  
consecut ive samples mul t ip l ied  by t h e  appropr i a t e  c h a r a c t e r i s t i c  
cons t an t s .  Suppose the  example inpu t s  a r e  chosen a s  follows: 
( a )  
(b) 
(c)  
(d) 
s t e p  input  - e l ( t )  = u ( t )  
ramp input  - e l ( t )  = t 
pa rabo l i c  input  - e l ( t )  = t 
s i n u s o i d a l  i npu t  - e l ( t )  = 2 s i n  t + 3 s i n  2 t  
2 
For the  s t e p  inpu t  t he  d i f f e r e n c e  i n  consecut ive samples a f t e r  
t h e  "n=O" sample i s  equal  t o  zero ,  and e2(KT) = e,(O) A[(K-n)T]. 
1 
r. 
1 
I 
1 
1 
1 
I 
I 
I 
I 
1 
1 
I 
I 
I 
I 
I 
1 
1 
I 
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Thus the response found using Method I is exact at the sampling 
instants as shown in Figure 4 .  
Figure 5 shows the response of the network when the input is a ramp 
function, while Figure 6 gives the response to a parabolic input. The 
sinusoidal input was chosen because of its generality as an input 
function, and because its wave shape has both positive and negative 
slopes; the latter characteristic permits a better test for the 
approximations used in deriving the equations. The response to a 
sinusoidal input is shown in Figure 7. 
These responses were found using Method I, but as stated before, 
Methods I, I1 and I11 give equivalent results when the response is 
found at the sampling instants only. 
The sampling interval for the examples in Figures 4 ,  5, 6 and 7 is 
T = 0.1 seconds. In order to illustrate the effect of the sampling 
frequency on the accuracy of the response, let the sampling interval be 
halved, T = 0.95 seconds, ai;d coxpiite t h e  response t o  th2 sirittsoida’? 
input. These results are shown in Figure 8. A comparison of the results 
in Figures 7 and 8 will readily show that the response found by using 
the faster sampling frequency is the more accurate. Hence, it should 
be obvious that a sampling frequency could be chosen that would permit 
the response to be computed as accurately as desired. It is this 
characteristic of the synthesis techniques which increases their 
adaptability to the digital computer. 
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111. IMI?LEMENTATION USING METHODS I, 11, ANTI I11 
A. Introduction 
A transfer function G(s) may be realized by the implernentatlon of 
one of the derived network equations. 
the actual implementation of the network response equations. 
It is now important to discuss 
First, 
there is the classical approach, wherein the logical network is com- 
prised of an analog-to-digital converter, combinational circuitry 
(including shift registers for internal information storage), and a 
digital- to-analog converter.6' $or a second approach, the combinational 
circuitry is replaced by arithmetic units, shift registers, counters 
and gating circuitry. This approach offers possibilities for a reduction 
in the complexity of the logical network as compared with the classical 
approach. It can be seen that equation (14), which is the basic 
equation of Method 111, is the most practical of the network equations 
to implement. This will be discussed further in a later section 
devoted to the evaluation of each type of implementation and its 
possibilities for extension. 
B. Method I 
For convenience, rewrite equation (7): 
22 
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It can  be seen  t h a t  t h e  l o g i c a l  network necessary  t o  implement t h i s  
equa t ion  must c o n t a i n  c i r c u i t r y  f o r  a d d i t i o n ,  s u b t r a c t i o n  and 
m u l t i p l i c a t i o n .  This network is  given i n  block diagram form i n  F igure  
9. 
A l ist  of t h e  l o g i c  func t ion  d e f i n i t i o n s  is  given i n  t h e  
fol lowing t a b l e :  
W 1 ’  9’ w3 
X1’ X2’ x3 
Y i l 9  Yi29 Yi3 
vi19 Vi29 Vi3 
inpu t  at the  nth sampling i n s t a n t  
i npu t  at t h e  (n- l ) th  sampling i n s t a n t  
ith d i f f e r e n c e  i n  consecut ive  samples 
output  of ith m u l t i p l i e r  network 
output  of summing network 
4 Z1’ z2 ,  z3, z 
Once a t r a n s f e r  func t ion  is  s p e c i f i e d ,  A ( t )  can be found, and t h e  
va lues  A[(k-n)T] can be computed and incorpora ted  d i r e c t l y  i n t o  t h e  
network as cons t an t  m u l t i p l i e r s  f o r  the  appropr i a t e  d i f f e r e n c e s  i n  the  
consecut ive  samples t h a t  a r e  s t o r e d  i n  s h i f t  r e g i s t e r  elements so, sl, 
. . . , e t c .  The l o g i c a l  s u b t r a c t o r ,  m u l t i p l i e r  and adder networks 
are simply combinat ional  networks t h a t  perform t h e  i n d i c a t e d  ope ra t ions .  
From t h e  c i r c u i t  i n  Figure 9 ,  it i s  ev iden t  t h a t  the  r equ i r ed  
number of s h i f t  r e g i s t e r  elements and l o g i c a l  m u l t i p l i e r s  i s  determined 
by t h e  sampling per iod  T and t h e  maximum length  of t i m e  f o r  which a 
response might be needed. This r e s u l t s  from equa t ion  (7) ,  r e q u i r i n g  
t h a t  each d i f f e r e n c e  i n  consecut ive samples be s t o r e d  and m u l t i p l i e d  
a t  each sampling i n s t a n t  by a d i f f e r e n t  c h a r a c t e r i s t i c  cons t an t .  
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Therefore ,  f o r  t h i s  type of implementation t o  be p r a c t i c a l ,  A ( t ) ,  t h e  
s t e p  response of the  system with t r a n s f e r  f u n c t i o n  G(s), must be a 
decaying exponent ia l  response with a t i m e  cons t an t  of t he  order  of t he  
sampling per iod .  
f i n i t e  and p r a c t i c a l  number of s h i f t  r e g i s t e r s  and l o g i c a l  m u l t i p l i e r s .  
Suppose t h e r e  are f o u r  requi red  m u l t i p l i e r  networks i n  t h e  r e a l i z a t i o n  
of a s p e c i f i c  t r a n s f e r  func t ion ,  and t h a t  t h e  output  of each i s  
r ep resen ted  by t h r e e  b i t s  of d i g i t a l  information.  
t h e r e  are twelve i n p u t s  t o  the l o g i c a l  adder network, and, as w i l l  be 
seen  l a t e r ,  t h i s  i s  no t  a small l o g i c a l  network. Therefore ,  it i s  
d e s i r a b l e  t o  devise  methods other  than  combinat ional  c i r c u i t r y  t o  serve 
as an  adder  network. 
This allows the  l o g i c a l  network t o  be b u i l t  w i th  a 
I n  such a c a s e ,  
Equation (7), which y i e l d s  t he  response a t  t h e  sampling i n s t a n t s ,  
and equa t ion  ( 6 ) ,  which y i e l d s  the  cont inuous response ,  may a l s o  be 
implemented wi th  a d i g i t a l  c m p u t e r .  This  can  be e s p e c i a l l y  u s e f u l  
i n  t ime-sharing s y s t e m  that u s e  011- l i n e  d i g i t a l  cornplaters - 
( 6 )  and (7) have been programed on a d i g i t a l  computer, and both have 
y i e lded  h igh ly  accu ra t e  r e s u l t s .  
Equations 
C. Method I1 and Method I11 
As s t a t e d  e a r l i e r ,  a f t e r  proper  i n t e g r a t i o n  of the  i n t e g r a l  
r e p r e s e n t a t i o n  i n  equa t ion  ( 1 4 ) ,  t h e  r e s u l t s ,  and, t h e r e f o r e ,  t h e  
implementation, a r e  i d e n t i c a l  i n  Methods I1 and 111. The b a s i c  ne t -  
work equa t ion  of Method I11 is equa t ion  (14): 
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The l o g i c a l  network used t o  implement equat ion  (14) i s  shown i n  block 
diagram form i n  Figure 10. Equation (14) does no t  r e q u i r e  t h e  d i f f e r e n c e  
i n  consecut ive samples, but  does r e q u i r e  t h e  d i f f e r e n c e  i n  consecut ive  
t i m e  values  of t he  c h a r a c t e r i s t i c  response A ( t ) .  These c h a r a c t e r i s t i c  
cons t an t s  may be computed and incorpora ted  d i r e c t l y  i n t o  the  l o g i c a l  
ne tworkas  cons t an t  m u l t i p l i e r s  f o r  t h e  appropr i a t e  i npu t  samples. It 
should be noted t h a t  t h i s  type of implementation can be used t o  approx- 
imate the  response of a system a t  t h e  sampling i n s t a n t s  by te rmina t ing  
the  series obta ined  from equat ion (14) a f t e r  a c e r t a i n  number of input  
samples. The s t e p  response of a genera1 ,s tab le  system approaches a 
cons t an t  va lue  a f t e r  a f i n i t e  length  of t i m e ,  and, t h e r e f o r e ,  t h e  
d i f f e r e n c e  i n  consecut ive time va lues  of t h i s  c h a r a c t e r i s t i c  response 
approaches zero.  This  a l lows the  te rmina t ion  of t h e  series i n  equat ion  
(14), which corresponds i n  the l o g i c a l  network t o  omi t t i ng  those  m u l t i p l i e r  
c i r c u i t s  whose c h a r a c t e r i s t i c  cons tan t  i npu t s  a r e  n e g l i g i b l e a n d  w i l l  
produce a n e g l i g i b l e  output  as f a r  as t h e  s m i n g  network i s  concerned. 
There fol lows a n  example of a network whose c h a r a c t e r i s t i c  cons t an t s  
are n e g l i g i b l e  a f t e r  four  consecut ive t i m e  cons t an t s ;  i . e . ,  A(4T) - 
A(3T), A(5T) - A(4T) ,  . . . e tc . ,  are approximately equal  t o  zero.  
A f t e r  computing the  values  f o r  A[(Kn)T] - A[(K-n-1)T] it i s  
necessary t o  select  t h e  number of  b i t s  r equ i r ed  t o  r ep resen t  A[(K-n)T] - 
A[(K-n-l)T] and el(nT) c o r r e c t l y .  I n  o rde r  t o  keep t h e  l o g i c a l  network 
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as simple as p o s s i b l e  wh i l e ,  a t  t he  same t i m e ,  r ep resen t ing  the  func t ions  
a c c u r a t e l y ,  two b i t  p rec i s ionwas  chosen €or t h e  inpu t  and m u l t i p l i e r  
networks; t h e  output  of t he  summing network i s  represented  wi th  four  
b i t s .  
be low : 
A l i s t  of t he  log ic  func t ion  d e f i n i t i o n s  i s  g iven  i n  the  t a b l e  
X X 
il' i 2  
sampled i n p u t  t o  t h e  ith s h i f t  r e g i s t e r  
A[(K-n)T] - A[(K-n-1)T] input  t o  t h e  i t h  
m u l t i p l i e r  network 
output  of t h e  ith m u l t i p l i e r  network 
output  of t h e  summing network 
MULTIPLIER NETWORK OUTPUT F"CT1ONS 
Ai 
xll x12 
1 1  
1 1  
1 1  
i i  
ei(nT) f i  = A.e.(nT) 1 1  
yll y12 zll 212 
0 0  0 0  
O i  O i  
1 0  0 1  
1 1  1 0  
- 
211 - xll x12 y11 y12 
5 2  = xll x12 5; y12 + x  11 x12 yll j'12' 
x2 lX22 y2 IY22 
1 0  0 0  
1 0  0 1  
1 0  1 0  
1 0  1 1  
z z  
21 22 
0 0  
0 0  
0 1  
0 1  
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2 = o  21 
z = x x ' y  22 1 2  1 
x3 lX32 '3 1'32 
0 1  0 0  
0 1  0 1  
0 1  1 0  
0 1  1 1  
z = o  
31 
z = x  'x y y 
32 31 32 31 32 
'3 1'32 
0 0  
0 0  
0 0  
0 1  
and y - - 42 - '32' However since x = x 41 31' x42 = x32' '41 '31' 
= o  31 
a n d z  = z  = x  'x y y 
241 = Z 
42 32 31 32 31 32 
me mirrhized logic functions for the output of the summing network 
are given below. 
z = ACEG 
1 
= AEG' + ACG' + AC'G + CE'G + A'E'G + CEGH+ BDE 
+ BEN + DEH + BDG + BFG + DFG + BCF + AC'FH 
+ CFH + BDFH + ADF + B'DF + ADH 
z2 
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z = ACEG' + AC'EG + A'CEG + ACE'G + BDE'G'F' + BCEH 
3 
+ ADEH + A~B~C'D'EG' + A'B'DEG'H' + BC'D'E'G'H' 
+ BDEG + A~B~C'E'F'G + BC'D'E'GF~ + AC'E'F'G'H' 
+ A'CE'F'G'H' + A'DE'F'H + BC'D'E'H + ACFH + A'B'C'FH 
+ A'B'CE'F'H + AC'DE'F'H +A'DFG'H' + ADFG + A'B'C'D'FG 
+ BCFG + AC'D'FG'H' + A'BC'FG'H + 
z = BDF" + B'D'FH' + BD'FH+ BD'FH 4 
+ B'D'F'H + BD'F'H' + B'DF'H' 
Where, for simplicity in writing the 
A' B CFG'H 
+ B'DFH + BDF'H 
logic functions, 
A = z l l , B = z  C = z  D = z  , E = z  F = z  , 
22 31' 32 12 , 21' 
G = z  a n d H = z  , 
41 ' 4 2  
The summing network output functions z z z and z as 
1' 2 '  3'  4 
shown, are not simple logic functions. Furthermore, it should be 
noted that, in this specific example, there is no provision for the 
- p .la-' LILy e of the iqxtt sanples ,  e r  for the output values of the response. 
In order to have a general system, a sign bit must be included with the 
actual information bits. This would tend to increase the complexity 
of the summing network output functions. Again, it is important to 
note that, in order for this type of implementation to be practical, 
a different network must be devised with which to sum the outputs 
of the multiplier networks. 
Suppose the outputs of the multiplier networks are represented 
In an effort to decrease with a sign bit and two information bits. 
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t he  complexity of t he  summing network, l e t  t h e  network shown i n  
Figure 11 be used a s  descr ibed i n  t h e  fol lowing paragraphs.  . 
L e t  the  outputs  of the  m u l t i p l i e r  networks be b inary  weighted wi th  
t h e  s i g n  b i t  followed by the  l e a s t  t o  t h e  most s i g n i f i c a n t  information 
b i t .  These ou tpu t s  a r e  used a s  i npu t s  t o  a bank of s h i f t  r e g i s t e r s ,  
which w i l l  accept  information i n p u t s  i n  p a r a l l e l  and w i l l  t r a n s f e r  t h i s  
information out  s e r i a l l y .  A s  t h i s  information is  t r a n s f e r r e d  out  i t  
i s  "ANDED" wi th  a pu l se  t r a i n  from the  clock.  This produces a pulse  
t r a i n  used a s  the  input  t o  an up-down counter  t h a t  counts  t h e  number 
of pu l se s ,  thereby  summing the ou tpu t s  of t h e  m u l t i p l i e r  networks. 
This  type of summing network is a c t u a l l y  an accumulator t h a t  accep t s  
t h e  information from one sec t ion  of  t h e  s h i f t  r e g i s t e r  band and e i t h e r  
counts  up o r  down, depending upon t h e  s i g n  b i t  preceding t h e  information 
b i t s .  
Suppose the re  a r e  t e n  m u l t i p l i e r  networks, wi th  each network having 
two information b i t s  p lus  a s ign  b i t .  This  g ives  each network a range 
of minus t h r e e  t o  p lus  th ree ,  and hence r e q u i r e s  the  up-down counter ,  
t o  be a b l e  t o  produce an output of minus t h i r t y  t o  p lus  t h i r t y .  
up-down counter ,  however, has no p rov i s ion  f o r  t h e  s i g n  o f  i t s  output ,  
and i t  is ,  the re fo re ,  p r e s e t  a t  t h e  b ina ry  va lue  t h i r t y  before  
r ece iv ing  information from the bank of s h i f t  r e g i s t e r s ,  A f t e r  a l l  
t he  information has been t r a n s f e r r e d  o u t  of  t he  s h i f t  r e g i s t e r s ,  t h e  
counter  i s  aga in  set t o  i t s  n u l l  va lue  of t h i r t y .  This  a l lows  a l l  
s t a t e s  above the  n u l l  va lue  to i n d i c a t e  p o s i t i v e  ou tpu t s ,  and those  
below t h e  n u l l  va lue  t o  ind ica t e  nega t ive  outputs .  
The 
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The up-down counter  can  a c t u a l l y  be viewed as a s e q u e n t i a l  
machine t h a t  accepts  s e r i a l  inputs and processes  these  inpu t s  t o  
produce a n  output  which i s  a func t ion  of the  i n p u t s  and t h e  previous 
output .  F igure  12 g ives  the timing diagrams f o r  t h e  divide-by-four 
counter .  This c i r c u i t  s imply al lows every  f o u r t h  pulse  t o  pas s ,  and 
t h i s  pu l se  i s  ANDED w i t h  t h e  output pu l se  t r a i n  from t h e  s h i f t  r e g i s t e r  
determining t h e  s i g n  of t h e  information pu l ses  t o  follow. An ex tens ion  
of t h i s  counter  i s  used t o  count every t h i r t i e t h  c lock  pu l se  t h a t  sets 
8 
t h e  up-down counter  t o  t h e  des i red  n u l l  level. 
The l o g i c a l  g a t e s  and symbols i n  Figure 11 a r e  i l l u s t r a t e d  i n  
t h e  appendix . 
I 
1 
I 
P 
f 
1 
I 
8 
I 
1 
I 
I 
I 
I 
I 
1 
1 
I 
I 
34 
k 
9) 
L) 
E 
1 
0 
0 
b 
1 
0 
W :: 
P 
I aJ .er 
rl > 
.rl 
.er 
W 
0 
I 
P 
Q 
k 
7 
IS 
IV. A DIGITAL LEAD COMPENSATOR FOR AN 
ERROR CORRECTING CONTROL SYSTEM 
Proportional plus derivative, or "lead" compensation, is often 
added to a single loop automatic control system in order to obtain a 
satisfactory response. 
either analog or digital networks. 
with digital compensation in the feedback path is shown in Figure 13. 
The unit step response of an analog lead compensator is given in 
This compensation may be accomplished with 
An error correcting control loop 
Figure 14. The lead compensation is produced by summing the input and 
the derivative of the input. An approximation of this response can be 
obtained with a digital lead compensator, as shown in Figure 15. The 
digital compensator consists of a monostable multivibrator, which 
produces the compensation pulse, a proportional type network, and a 
s m i n g  network. The compensation pulse is of width y ,  the desired 
time of compensation, and amplitude a ,  which depends upon the magnitude 
of the input step. 
3 
A more accurate approximation of the analog network response can 
be obtained with a digital network that produces an output similar to 
the time response in Figure 14. In order to achieve this, the network 
must be of two sections: the first section produces a proportional 
output in digital form; and the other section produces an output 
sequence that represents the derivative compensation. 
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The proportional section of the compensator consists of a 
combinational network which multiplies the input by the appropriate 
constant. 
with a bi-directional counter that counts in the desired sequence 
upon acceptance of an input. 
The derivative section of the compensator may be implemented 
The sequence begins at a positive maximum 
and counts down, if the input is positive, and begins at a negative 
maximum and counts up toward zero, if the input is negative. 
The output sequence for the derivative compensation may also be 
generated with a sequential machine. A special class of sequential 
machines, linear sequential machines, are by definition, sequential 
machines whose next state is a linear function of the present inputs 
and the previous state. Linear sequential machines may be implemented 
using only shift registers and modulo-two adders ("exclusive- or" elements), 
thereby making the linear sequential machine an attractive approach. 
It is obvious that the derivative section of the compensator is 
the most difficult to implement. 
compensator is given in Figure 16. Combinational network number one (1) 
is the proportional section of the compensator, while combinational 
network number two (2) allows the counter to count in a decay type 
(non-linear) rather than a linear sequence. However, suppose that the 
proportionality constant is one, and that the derivative sequence is 
linearized. 
of the compensator as shown in Figure 17. 
A block diagram view of  the digital 
This results in a reduction in the size and complexity 
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There are two ways t o  insure t h a t  every input  s t e p  w i l l  be 
compensated. 
g r e a t e r  than the  t i m e  necessary t o  genera te  the  de r iva t ive  count 
sequence. The second way i s  to  have the  sequence generator  capable of 
The f i r s t  way i s  t o  have the input  sampling i n t e r v a l  
beginning i t s  sequence upon acceptance of an  i n p u t ,  r ega rd le s s  of i t s  
p o s i t i o n  i n  t h e  previous count sequence. The la t ter  approach w a s  
chosen f o r  t h e  compensator of Figure 17. Figure 18 dep ic t s  the  func t ion  
of the  compensator upon acceptance of a n  input  before  completion of 
t he  count sequence. 
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V. CONCLUSIONS 
The three synthesis techniques described were derived in a manner 
suitable for digital implementation and can, theoretically, be used to 
realize any transfer function that is realizable. However, for systems 
that demand extreme accuracy, the required logical networks tend to 
become very large. 
used in implementing the network equation of Method 111, and is shown 
in Figure 6 .  
The most practical of the logical networks is that 
The most feasible method of implementation is that employing a 
digital computer. 
sharing systems employing on-line digital computers. 
These techniques can be extremely useful in time- 
An approach that has not  been investigated is the use of a sequential 
machine to implement the derived network equations. This approach 
seem very likely to produce good results, since the response at a 
particular sampling instant is a function of the present input and the 
output at the previous sampling instant. A special class of sequential 
machines, linear sequential machines ,9,10 is presently under study and is 
being considered for implementation of the network equations of Methods 
I, 11, and 111. 
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APPENDIX 
ILLUSTRATION OF LOGICAL GATES 
AND LOGICAL SYMBOLS 
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B AB AND g a t e  
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