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Abstract 
differential absorption method of D-region density 
from partially reflected MF radar pulses, has existed in many variants since the 
original Gardner and Pawsey experiment of 1953. IVIag,11etoionic theory predicts 
that a pulse propagating within ionosphere undergoes birefringence two 
magnetoionic modes. The differential absorption method requires that both the 
differential absorption ratio of the reflection coefficients of those modes are 
evaluated a model profile. 
In this a critical review of the differential absorption method is under-
taken. Results obtained using shifted correlation polarimeter at the Uni-
versity of Canterbury's Birdlings Flat radar facility near Christchurch, New Zealand, 
are synthesised to retrieve electron density measurements. results indicate that 
over some height ranges, differential absorption method does not account ad-
equately for ionospheric discontinuities and generates reflection coefficient ratios 
which are in error. 
An alternative to differential absorption method is developed. 
uses an optimal estimation inverse method to retrieve both electron 
height and gradient electron density-height profiles. It is asserted that this retrieval, 
although not resolving small discontinuities) does account for them. 
The retrieval uses a forward model which includes the physical effects of the 
ionosphere upon a propagating MF pulse. A feature of the forward model is that 
as well as using a reflection model and parameterising pulse width it 
includes effects of both absorption and Faraday rotation upon the magnetoionie 
modes of propagating pulses. 
Hourly mean electron density-height and gradient .electron density-height profiles 
are generated for the hours of 10:00 to 14:00 every over the period of 
January 1994 to December 1999, The of these retrievals are used for internal 
and validation as well as to assess geophysical upon the distributions 
of middle atmospheric nitric oxide. 
Results of diagnostic and the internal validation process indicate that the 
retrieval consistently converges towards solutions which Cilll be regarded as approx-
"true" ionospheric behaviour. The external validation results suggest that 
the optimal estimation electron densities contain structure which has been observed 
in other studies and which can be explained in terms of dynamics and chemistry, 
Analyses of long term and seasonal variability of nitric oxide trilllsport are 
cilitated by a simple photochemical model to derive nitric profiles from 
optimal estimation electron density profiles. Results show that wintertime enhance-
ment of nitric oxide transport to the mesosphere takes place. The extent of this 
enhancement vill'ies from to year with the downward of vertical trans-
port of thermospheric nitric oxide showing inter-annual variability. 
Gradient densities indicate presence of gravity 
wave breaking. also exhibit a strong seasonal variation with reductions 
at equinox possibly indicating a lack breaking gravity waves at this time of year. 
The of gradient electrons to electrons shows seasonal variability consistent with 
the notions that gravity wave breaking occurs over a broader in \'linter than in 
summer and upward propagation of orographic gravity waves is favoured in winter. 
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Chapter 1 
The Experimental Objectives 
1.1 Introduction 
In the last decade there has been a significant growth of both public scien-
tific interest in environmental effects of introducing imbalances to the natural 
chemical reactions of atmospheric gases. This is largely a result of two issues which 
have come to be of major interest to scientists, politicians and the general public. 
The issue of global warming has prompted much political, economic and scientific 
debate as to what degree the international community needs to reduce the emissions 
of carbon dioxide and other greenhouse gases. Much of the controversy surrounding 
these discussions centres around the question of whether or not anthropogenic gas 
emissions can actually be considered to be the agents which cause global warming. 
On the hand, observations of the annual spring-time depletion of Antarctic 
stratospheric ozone have resulted more cohesive action from the international 
community. serious implications of continuing to emit high levels of dl10rofiu-
orocarbons (CFCs) have been more readily recognised and attention has become 
very quickly focused on what actions should be taken to reduce the concentration 
of these in the atmosphere. 
Both of issues can be considered to have common links. The roles played 
by atmospheric dynamics and photochemical reactions determine the distributions 
of all the constituents upon which ozone and greenhouse gas levels depend. In fact, 
the distributions of atmospheric gases are critically dependent upon dynamical 
and chemical balances and imbalances. 
The original aim of this work was to understand the physical issues which gov-
ern the concentrations of the atmospheric trace gas nitric oxide (NO) at southern 
hemisphere middle latitudes. That is, to quantify the effects of dynamics and photo-
chemistry, both neutral and ionic, on these NO concentrations. It has become well 
established that photoionisation of NO by solar Lyman-a radiation is major 
contributeI' towards formation of the lower region of ionosphere [Nicolet (1945)]. 
Electrons can therefore act as a dynamical and chemical tracer. 
Radar sensing of the ionosphere can provide electron density measurements, the 
radar data being synthesised in order to retrieve electron density - height (Ne(z)) 
1 
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profiles. However) as will be demonstrated in this work, the existing technique of 
retrieving ionisation profiles has limitations. It has therefore become one of the 
objectives of this work, to develop a technique which attempts to overcome these 
limitations. A desirable goal is that new retrieval should provide accurate quan-
tified measurements and be based upon a model which represents as accurately as 
possible, the ionospheric effects upon the propagating radar which are used 
to sense ionosphere. 
remainder of this chapter is concerned with outlining the basic ideas be-
hind the radar analysis techniques which will be used to retrieve Ne(z) profiles. 
The current differential absorption method will be acssessed a new method 
which uses an optimal estimation inverse method to retrieve electron density profiles. 
1.2 Analysis techniques 
Any which is received back from ionosphere is the result of a partial or 
total reflection process. In the experiment to be deployed in this work, returning 
are sensed by a polarimeter radar. 
Initially, the analysis of polarimeter data was based upon the differential ab-
sorption (hereafter to be abbreviated to DA) technique. fundamental idea be-
hinel this technique is that propagating pulses are refracted into two magnetoionic 
modes (commonly known as the ordinary mode (o-mode) and extraordinary mode 
(e-mode)). The modes can be considered to propagate independently of each other 
and are therefore both reflected and absorbed to differing extents. The magnitude 
of the received by polarimeter is therefore dependent upon the magnitude 
of the reflection coefficients of the modes and the amount of absorption 
by modes. 
The polarimeter effectively separates the total signal into its component o-mode 
and e-mode signals. Ne(z) profiles can be evaluated by comparing the amplitude of 
the received modes to difference in amount of absorption (DA) undergone by 
each mode [Gardner Pawsey (1953); Belrose and (1964); and 
Manson (1969)]. 
The approach is to evaluate the ratio of the amplitudes of the e-mode and o-mode 
at each height from which a reflected is received. These amplitude ratios are 
then equated to the ratios of the reflection coefficients of the modes. The reflection 
coefficient ratios are based upon evaluations of the refractive index gradient at a 
boundary where Fresnel reflection is assumed to take place [Gardner and Pawsey 
(1953); Budden (1961); Belrose and Burke 
essential element, and apparently an advantage of the DA analysis technique, 
is that evaluating ratios of the reflection coefficients in this way the re-
quirement of needing to know the gradient in electron density required to produce 
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the signal which returns to polarimeter. In fact) this approach fails to account for 
the fact that the of mesospheric ionisation can be variable [.lVlechtly 
et al. (1967); and Bowhill (1976); Rottger (1980); (1987)] over 
the range of a bin for which ionisation profiles are Yloreover) a 
single ionisation which is assumed to provide absorption of the signal is also 
used to evaluate coefficient ratios and hence provide a measure of the 
magnitude of the from each height. 
To try to overcome the above limitations, an optimal estimation (OE) inverse 
method [Rodgers (2000)] will be used to retrieve Ne(z) A feature of this 
method is that the highly variable nature of the ionosphere can be accounted for 
by retrieving both an absorption electron density (AED) profile and a reflection 
electron density profile. The magnitude of the (RED) profile at any height 
is interpreted as being the sum of the gradients in electron density ([2: b.Ne] (z)) 
evaluated at discontinuities which are present within a bin. A discontinuity 
must be small in its vertical extent to reflect radar pulse. 
This approach allows the absolute values of coefficients of each 
mode to be evaluated and enables not only the absorption information from the 
returning signal to be used but also the phase information. Usually) either phase or 
absorption information is used in analyses. 
Ne(z) retrieved using this technique will to derive profiles of NO 
using a simple photochemical model. These results will used to support current 
dynamical and chemical theories regarding atmospheric distributions of NO. 
1.3 Overview of the remaining chapters 
The remaining chapters of this thesis are following way. 
The introductory section of chapter 2 describes some of the historical and cur-
rent ideas about causes of ionospheric variability before detailing observations of 
atmospheric behaviour. Dynamical theories supporting these observations as they 
relate to the transport of NO) are presented in of the chapter. 
Chapter 3 the chemical theory which) conjunction with transport pro-
cesses, determines the atmospheric distribution of NO. It also describes how this 
theory is applied to construct the photochemical which will be used to derive 
NO(z) profiles. 
Chapter 4 describes the polarimeter radar the theory behind the partial 
reflection It indicates how this theory can be used to generate mea-
surements are used in the two methods of ionisation-height profiles. 
Chapter 5 theory, practice, error and validation of the first 
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retrieval method. Namely, the differential absorption (DA) method. In a critical 
review which details how measurement errors introduce systematic errors, it also 
discusses the main limitations of this method. 
Chapter 6 describes the new alternative optimal estimation (OE) retrieval, out-
lining how this method attempts to overcome the limitations of the DA method. 
"Within this chapter, the theory, practice, error characterisation and validation of 
this new method is described. 
Chapter 7 concentrates on interpreting the results of the OE retrieval and the 
photochemical model. It discusses temporal variability of both electron densities 
and NO profiles, relating these to the dynamical and chemical theories of chapters 
2 and 3. 
Chapter 8 summarises the major achievements in terms of how advantageous it 
is to retrieve Ne(z) profiles using the OE method in preference to the DA method. 
Possible uses of the OE retrieval are discussed as well as possible future initiatives 
involving the use of OE retrieved electron densities. 
Chapter 2 
ynamical Observations and 
heory 
2 .1 Introduction 
chapter outlines the major aspects of dynamical theory as they relate to de-
HUUH"'h the distributions of NO in the southern hemisphere mid-latitudes. The 
approach is one of specifying the main observational evidence and then outlining the 
which is supported by this evidence. Although the detailed chemical 
is dealt with in chapter 3, a brief synopsis of the chemistry and dynamics is 
included below. 
2.1.1 Atmospheric Structure 
clarify some of the terms which will be widely used throughout this it 
is helpful to include a description of atmospheric structure, not only in terms of 
temperature variation with height (figure 2.1), but, also in terms of electron density 
variation with height (figure 2.2). This second description is particularly valid since 
a significant part of work involves analysing radar data in order to measure the 
electrons which are produced as a result of the ionisation of NO by solar Lyman-a: 
radiation in the mesosphere. 
This work concentrates mainly on the mesosphere, a region which extends from 
about 50 km up to approximately 85 km. However, dynamical coupling between this 
and other regions of atmosphere makes it important to consider regions 
which comprise that part of the atmosphere widely known as the The Middle Atmo-
sphere. This is generally regarded as encompassing the stratosphere, mesosphere 
and the lower thermosphere and extends from about 15 km to 100 km. 
In the stratosphere and thermosphere, temperatures rise with height 
and are a direct result of thermal dissociation processes. In the stratosphere, photo-
dissociation of ozone in the formation of excited oxygen molecules and the 
vLv'"""v of thermal to the surrounding atmosphere. In the thermosphere, 
observed temperature gradient is largely a result of the rapid photo-
dissociation of oxygen molecules. In contrast, are no such thermal processes 
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troposphere and In these regions temperatures are reduced as 
""U~,F,UU increases [Brasseur and Solomon (1986)]. 
A description of the 
as well as an indication of 
structure of the at][)1C1SP 
"'F,'0""''''J responsible for 
is given in figure 2.2 
formation of each of 
"'-'"J,"U,"'U layers. 
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2.1: The thermal of the atmosphere 
and Solomon (1986)). 
400 
upon a figure by 
lower-most ionospheric region is the D-region. In addition to photoionisation 
of NO by Lyman-a radiation) cosmic rays and X-rays, can cause ionisation to occur 
in lower D-region. The immediately above the is the E-region. 
Photoionisation of molecular by a variety of radiation wavelengths is largely 
for forming the As height increases) E-region merges with 
region and the F 2 region is formed. 
2. Brief Synopsis of the Dynamics and Cheln-
istry of NO 
2.2.1 NO in the Middle Atmosphere 
the thermosphere and at middle latitudes are known to be regions 
which support the photochemical production of NO. In thermosphere, auroral 
production of atomic nitrogen subsequent reaction with molecular oxygen 
is considered to be an important mechanism for producing NO [Rees and Roble 
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Figure : The electronic structure of the atmosphere (Based upon a figure by 
Brasseur and Solomon (1986)). 
(1979); Garcia et al. (1987); Siskind ai. (1997)]. 
At stratospheric levels, NO a variety of production sources, including some 
which result directly from human intervention, one notable being the emis-
sion of NO from jet aircraft flying in lower stratosphere. In addition, combustion 
of fossil fuels and the use of fertilisers result in the emission of nitrous oxide (N20) 
at ground level, this constituent being transported to the stratosphere where it is 
readily converted to NO [MCElroy and :rvrcConnell (1971); Crutzen (1972); Nicolet 
and Peetermans (1972)]. 
A notable photochemical effect of NO is the efficient role it plays as a catalyst 
for the destruction of stratospheric ozone [Crutzen (1970) (1971)]. In contrast, the 
mesosphere does not support production of NO but tends to act as a sink region 
for the constituent [Geisler and Dickinson 1968)]. As a consequence, the existence 
of NO the mesosphere is strongly dependent upon dynamical processes and it 
is believed that these make a large contribution to the increased concentrations of 
the constituent which occur in the wintertime, both at middle and polar latitudes 
[Labitzke et al. (1979); Rees (1979); Offermann et oJ (1979); Solomon et ai. 
(1982a); Garcia et al. (1987) and others]. 
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2.2.2 Observations and Theories of D-Region Ionisation 
The of the ionosphere is of major interest because ionisation of NO by sola.r 
Lyman-a radiation has for some time now, been regarded as the major process which 
results in formation [Nicolet (1945)]. Furthermore, variations in the absorption of 
some of radio waves within the D-region indicate that such ionisation can 
not be regarded as being controlled solely by the of incident Lyman-a ra-
diation, but needs to be considered as being subject to control by other H.l"vHCW.J.JlOU.10 
Previous experimental observations [e.g. Appleton and Piggott (1954); Schwen-
tek (1971)J fact indicate at middle to high latitudes, there is a general win-
tertime in D-region ionisation accompanied additional sporadic increases 
which, although being of short term duration, can be large in magnitude [Lauter 
and Knuth (1967); Schwentek (1971); Beynon and Williams (1976); Wratt (1975)]. 
Historically, the approach has been to regard such ionisation as being anomalous, 
with the phenomenon even becoming widely known as The Vllinter- Anomaly [Ap-
pleton Piggott (1954); Garcia et al. (1987); Friedrich and Torkar (1998) and 
many others J. 
Proposed explanations can be seen to occupy two broad schools of thought. The 
first proposes geomagnetic control, with the influx of solar protons and cosmic rays 
into magnetosphere in the precipitation of energetic electrons to the 
D-region [Maehlum (1967); and Knuth (1967); vVratt (1974)]. second 
proposes dynamical control, with enhancement of NO transport to the n1t:l"""'nl,,pro 
along with its subsequent ionisation to form the D-region [Gregory and Manson 
(1969, 1970); Manson (1971, 1976); Labitzke et al. (1979); Garcia et al. (1987); 
Siskind et al. (1997) and 
Previous work has led to the conclusion that although geomagnetic electron pre-
cipitation is a contributeI' forming the D-region at middle latitudes [Rottger and 
Schwentek (1974); Beynon vVilliams (1976a)], no significant correlation between 
individual ionisation and common geomagnetic indices h&"3 observed 
'Appleton and Piggott (1954); Thomas (1962)]. Any sporadic geomagnetic events 
have of insufficient magnitude to account for the large increases in ionisation 
observed during some [Manson and Merry (1970); Garcia et al. (1987)]. 
vVork in this thesis will therefore be balanced in favour of the latter explanation 
with the approach generally being to both qualify and to some extent, quantify the 
balance between chemical and dynamical Dr<)CE~SS<~S 
In general, it is considered that the overall latitude wintertime increase in 
electron densities is a result of ionisation of what was originally ther-
l110spheric NO [Geisler and Dickinson (1968); Gregory and Manson (1969); Siskind 
et al. (1997) and others] with auroral control of NO production considered to be im-
portant [Rees and Roble (1979); Russell et (1984); Friedrich and Torkar (1998) 
and others]. Wintertime transport of this NO to the mesosphere at middle and 
high latitudes results from air moving from summer hemisphere to the win-
ter hemisphere at thermospheric heights, with its subsidence predominantly 
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at high winter latitudes [Solomon et al. (1982a); Jones and Avery (1984) and others]. 
In addition to these mean wintertime conditions, studies have indicated that 
there are two separate transport mechanisms responsible for the sporadic winter-
time of NO in the mesosphere. Firstly, is horizontal advection of the 
gas from polar night-time [e.g. Geisler Dickinson (1968); Gregory and 
Manson (1969); Manson (1971); Garcia et aL (1987)], where large concentrations 
of odd nitrogen (includes N, NO, N02 , N03 , N20 5 and H0 2N02 ) are considered to 
be present [e.g. Manson, (1971); Jones and Avery, (1984); Garcia al., (1987)]. 
Secondly there is thought to be enhancement of the downward transport of NO from 
the thermosphere. 
Both mechanisms are manifested as the observed short term increases, typ-
ically of around a number in duration, electron densities the middle 
latitude mesosphere. Such sporadic increases are accompanied by a disruption in 
radio communication because increased ionisation has a tendency to absorb a 
spectrum of radio wave frequencies [e.g. Appleton and Piggott, (1954), Gregory and 
Manson, (1969, 1970); Schwentek, (1971, 1974); Schwentek et ai., (1980)]. 
2.2.3 General Transport Considerations 
As an introduction to the theory of the dynamics of the middle atmosphere, it is 
useful to begin by considering general overall picture of what are believed to be 
the important mechanisms affecting the transport of constituents. }:1'rom that point, 
a framework which contains relevant equations can be constructed in order to 
not only describe this general overall picture, but also, to gain some physical insight 
into the processes that result in the seasonal and shorter term variations of observed 
middle atmospheric motion. 
It is widely believed that the dynamical mechanisms which support the enhanced 
transport of NO to the middle latitude mesosphere arise when the mean atmospheric 
motions are perturbed by disturbances which can be both large and small in scale. 
The picture of mean atmospheric motion as it pertains to middle at-
mosphere, is one in which at mesospheric and thermospheric altitudes there is a 
general movement of air the summer hemisphere to the winter hemisphere, 
accompanied by high latitude vertical motion which is upward (downward) in the 
summer (winter) hemisphere [Murgatroyd and Singleton (1961)]. In addition to this, 
at summer (winter) stratospheric levels there is a strong westward (eastward) wind, 
which for winter hemisphere is often referred to as the polar jet and which 
serves to create a polar vortex of air in isolation from air at lower latitudes. 
The scale atmospheric disturbances which alter the state of the mean at-
mospheric motion are known as planetary waves. There are considered to be two 
main of planetary waves. Forced waves, which can originate either at the 
Earth's surface or in the lower troposphere, and, free Rossby waves which are con~ 
sidered to be unforced and are natural resonant modes of the atmosphere [Rossby, 
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(1939)]. For both types the Coriolis force attempts to restore both latitudinally and 
longitudinally displaced air back to its position of equilibrium priOT to displacement. 
Surface forcing of a planetary wave can be due to OTography or constrasts in land 
and sea temperatures and will produce large scale quasi-stationary waves [Smagorin-
sky (1953)], whereas tropospheric forcing of a planetary wave is a result of atmo-
spheric instabilities and will produce non-stationary waves [Sato (1977); Madden 
(1978) and others]. 
Upward propagation of a planetary wave depends upon the velocity of the winds 
in the troposphere and stratosphere. Only wintertime winds, which in the tropo-
sphere and stratosphere are eastward, are believed to support upward propagation 
of planetary waves [Charney and Drazin (1961); Dickinson (1968a), (1968b) and 
others]. Such upward propagation results in a flux of heat and momentum which 
acts to perturb the upper stratosphere and which for large magnitude perturba-
tions, can induce a significant deceleration OT displacement of the polar night jet as 
well as stratospheric warmings [Hirota and Barnett (1977)]. This creates conditions 
under which the transport of NO rich air from polar to middle latitudes becomes 
favourable [Manson (1971); Jones and Avery (1982, 1984); Garcia et al. (1987)]. 
Smaller scale disturbances known as gravity waves also propagate upward from 
the lower atmosphere. It is probably mOTe descriptive to describe these waves as 
buoyancy oscillations since they exist because the buoyancy force acts to try to 
restore vertically displaced air parcels back to their OTiginal positions of thermody-
namic equilibrium. A necessary condition for their existence is that the atmosphere 
surrounding a displaced air parcel is stably stratified. When this is not the case, 
convection of the air parcel takes place [Lindzen (1981); Holton (1983)]. 
Gravity waves not only perturb the mean atmospheric motion, but are to a large 
extent considered to be responsible fOT driving it since they induce the mean merid-
ional and high latitude vertical motions within the mesosphere and thermosphere 
[Leovy, (1964); Lindzen, (1967); Hodges, (1969)]. Investigations of their properties 
suggest that their upward propagation is dependent upon the direction and strength 
of lower atmospheric winds which act to filter waves with certain phase speeds. Thus 
gravity waves which reach mesospheric altitudes will have amplitudes and frequen-
cies which are seasonal dependent, implying that the altitude at which they perturb 
the mean motion is also likely to be seasonal dependent [Lindzen (1981); Holton 
(1982, 1983)]. One such mode of perturbation is considered to take the form of 
altering the vertical motions on short scales of both time and distance in the form 
of turbulent overturning [Hodges, (1969); Lindzen (1981); Holton (1983)]. 
One aim of the wOTk to be carried out in this thesis will be to elucidate the role 
of large scale planetary waves and the smaller scale gravity waves in inducing the en-
hanced horizontal or vertical transport of NO. These, as stated earlier, are possible 
causes of the spOTadic wintertime increases in ionisation in the southern hemisphere 
wintertime middle latitudes. Since upward propagation of both planetary waves and 
gravity waves is controlled by tropospheric and stratospheric winds [Lindzen (1981); 
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Holton (1982); Garcia and Solomon (1985)], this study will effectively be examining 
the coupling of stratosphedc mesospheric dynamics) the theoretical concepts of 
which are described in the next section. 
2.3 Theoretical Concepts of Dynamics 
A more mathematical and theoretical approach is described here in order to for-
malise general considerations and observations outlined above. 
2.3.1 The Primitive Equations in Log-Pressure Coordinates 
In considering the theory of dynamics the starting point in this case will be 
the primitive equations as apply to an atmosphere on a sphere for which ver-
tical variations are expressed log-pressure coordinates. These are [Andrews et al. 
(1987)] 
Du (f u t:l(¢)) v + 1 aiP X (2.1) -Dt a cos(¢) a).. 
Dv (f + u tan(¢)) 1 aiP y (2.2) - u + Dt a a a¢ 
aiP RT (2.3) 
az H 
1 (au O(vcos(¢))) 1 (2.4) 
acos(¢) 0).. + o¢ 0 po 
DT ",TV) J (2.5) Dt + H -
familiar differential equations comprise a complete set in which equations 
(2.1) and (2.2) respectively describe momentum balance in the zonal ()..) merid-
ional (¢) directions, equation (2.3) approximates vertical momentum to hydrostatic 
balance and equations (2.4) and (2.5) are respectively expressions of the conserva-
of mass and thermodynamic energy [Holton (1975) J. The vertical 
coorclina te 
z - H In p 
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is used in preference to the geometric height and is dependent upon the change in 
pressure (p) with respect to a reference pressure at ground level (Ps) and the scale 
height (H) of the atmosphere. The other terms used have their usual definitions and 
are defined by Andrews et al. (1987). The total derivative gt is made up of local 
and advective terms so that 
D 
Dt 
8 U 8 v8 8 
+ + + w-8t acos(¢) 8)", a 8¢ 8z 
The first level of approximation is to scale analyse the terms in each equation 
and reject small magnitude terms which will not contribute significantly to steady 
state motion occurring on a mid-latitude synoptic scale. When this is applied to 
equations 2.1 and 2.2, the remaining terms give the geostrophic equations, describ-
ing horizontal motion on this scale as being due to a balance between the pressure 
gradient and the Coriolis force. These equations are 
1 8([> 
---fa8¢ (2.6) 
and 
1 8([> 
fa cos(¢) 8)", (2.7) 
Combining these with the hydrostatic approximation and the ideal gas relationship 
p = pRT gives the thermal wind equations 
8ug 1 R8T (2.8) ----8z faH 8¢ 
8vg 1 R8T (2.9) 8z fa cos(¢) H 8)", 
which show that the vertical shearing of the horizontal components of any wind field 
is dependent upon the horizontal components of the temperature gradient. 
2.3.2 Vorticity and Potential Temperature 
Quasi-geostrophic versions of the horizontal momentum equations can be obtained 
by introducing small departures from the geostrophic balance situation described 
by equations 2.6 and 2.7. The zonal and meridional winds are considered to consist 
of geostrophic components (ug , vg ) plus small ageostrophic departures (ua" va) from 
geostrophy. Since the atmosphere is no longer considered to be in a steady state, 
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auf at and 8v / at nmN be non-zero but will be considered to represent slowly 
varying values of u and v. The frequency of variation of u and v is considered to be 
much than 10 which is taken to be the value of 1 at a given latitude Yo on 
the simplified geometrical representation of the atmosphere known as a beta-plane. 
Forming the vorticity equation by using the non-divergence of the geostrophic wind 
yields the quasi-geostrophic potential vorticity equation [Andrews et al. (1987)]. 
(:t 
where 
ax 8Y 
+ ay 8x 
10 H a ( J) 
--- ---
po R az N2 (2.10) 
wi th (g = 10 fJy + 821jJ /82 x2 (j2 1jJ / 8y2, fJ a 1 /8y and 1jJ is a stream function 
defined such that ug -81jJ/ay and Vg = 81jJ/ax. 
The quantity qg is the quasi-geostrophic potential vorticity and in the of 
frictional processes and diabatic heating is conserved following the geostrophic mo-
tion of air A more quantity is that of Ertel's potential vorticity 
a 
a¢ (ucos(¢)) 1 av] 
acos(¢) aJ.. 
1 ae av 1 oe ou 
+---
acos(¢)oJ..oz aa¢oz 
e is the important parameter known as potential temperature and is defined as 
e ( Pps)K, _ TeK,Z/H (2. 
where is a reference pressure normally taken to be 1000 and K = R/Cp , R 
being the universal gas constant and Cp the specific heat of the atmosphere 
at constant 
The usefulness of Ertel's potential vorticity lies in fact that for adiabatic 
frictionless flow, it is conserved following motion under conditions for which quasi-
geostrophic scaling is not valid. Although the middle atmosphere is neither adiabatic 
or frictionless, at lower stratospheric heights, potential vorticity acts as an 
approximately conserved quantity over periods of a few clays [Andrews et al. 1987] 
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and is therefore effectively a dynamical tracer. 
Expressing the thermodynamic energy equation in terms of potential tempera-
ture instead of temperature gives 
De 
Dt 
Q 
with Q _ (J / Cp ) ) where J is the diabatic heating rate per unit mass. The use-
fulness of potential temperature is therefore that it is a conserved quantity following 
adiabatic (Q = 0) motion. Such motion is constrained to follow surfaces of potential 
temperature (isentropes) [Tung (1982)]' with such surfaces being commonly used as 
a vertical coordinate. 
2.3.3 The Conventional Eulerian Mean Equations 
The primitive equations completely describe the overall momentum, mass and en-
ergy balance in the atmosphere. Observations indicate that the atmosphere is in 
general perturbed from this state by large scale planetary waves. [Rossby, (1939) 
and others] perturbation is most apparent during the northern hemisphere 
winter when such disturbances can significantly alter the mean atmospheric flow up 
to meso spheric altitudes [Fraser (1977); Salby and Roper (1980); Hirota et al (1983)]. 
Essentially the mode of perturbation is the transfer of heat and momentum not 
only vertically from the troposphere, but latitudinally from tropical to middle and 
high latitude regions [Holton, (1992)]. As they stand, the primitive equations can 
not provide diagnostic analyses of such forms of motion and it is therefore neceSSaTY 
to alter them in such a way as to obtain terms which represent zonally averaged 
parameters around a latitude circle plus terms which represent the eddy momentum 
and heat fluxes. Since the averaging process is considered to be carried out at 
latitude, height and time, the resulting expressions are termed Eulerian mean equa-
tions. They are [Andrews al. (1987)] 
1 a 
a cos2 (¢) EJ¢ (2.12) 
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at 
ot 
where 
oz + (1 + ~tan(¢))u 
1 0-
---o¢ (V12 cos(¢)) 
1 
a 
0<]) RT 
oz - 0 H 
cos(¢)) + 1 0 --(Pow) 
po az 
1 0-
acos(¢) o¢ (vITICOS(¢)) 
R (K,T~ OTo) 
H H + OZ 
a 
tan(¢) (2.13) 
(2.14) 
0 (2.15) 
1 a -(PowITI) (2.16) 
and is an which provides determination of the of static stability 
of the atmosphere in terms of the reference temperature To. a statically stable 
region of the atmosphere, such as in the stratosphere and the mesosphere, N 2 > 0 
and buoyancy oscillations of frequency v within the frequency 1 ~ I v I ~ N 
are supported to convection of air parcels. stability of both 
the and mesosphere is such that upward energy from 
waves is supported by both these regions [Holton~ (1992)]. 
The 
represent 
on the right of the horizontal l11nmentum equations 2.12 and 2.13 
of the eddy momentum fluxes to distmbances of the 
mean motion, whilst those on the right the thermodynamic energy 
equation 2.16 represent the divergence of the eddy due to those dis-
turbances. fact, equation 2.16 describes a three way balance between the mean 
vertical motion due to the adiabatic temperature divergence of the eddy 
heat flux and the diabatic heating. 
It is that the first two parameters tend to equal and opposing 
contributions to the overall motion [Vincent (1968); Andrews al. (1983)]. They 
therefore do not provide a good representation of the term mean vertical and 
,,-<.v ••• cu. motion which is driven by diabatic arising from dynamically 
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driven changes. Since in the main, the mean advection of NO is depen-
diabatically driven part of the circulation, Eulerian 
mean will not provide a clear picture of such transport 
(1987)]. 
To an examination of this circulation the conventional 
equations must be transformed into a form which isolates the 
heating term thermodynamic equation 2.16. This was 
and MCIntyre (1976) and is the subject of the next section. 
mean 
the diabatic 
by Andrew 
2.3.4 Transformed Eulerian Mean (TEM) Equations 
The components of a residual mean meridional circulation (0, 
[Andrews and (1976)]. 
1 R 0 (VITI ) 
'W + acos(¢) H o¢ N2 cos(¢) 
Substituting 
the TEM 
components into the conventional Eulerian mean 
ou 1 1 
are defined as 
(:¢ 
) au - (2.17) 
ot + 1 v* + -'W* - X () \l.F a oz poacos ¢ 
(1 + 11, ¢\_ 1 oell G (2.18) tan I u + 
ao¢ a J 
RT 
0 (2.19) - -
oz H 
1 0 
cos(¢)) 1 0 ( , 0 (2.20) - Pow*) 
a po oz 
1 [1 R oT 0 ( VITI) 0 + 
-;, H o¢ 0 Z po N2 - oz 
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where the vector F is the Eliassen-Palm (EP) flux and has the components 
F(cP ) p acos(cP) ---- - vlul [
R vITI au ] 
a H N2 az 
F(z) poacos(cP) [; (f - :cP(ucos cP )) V;I - WIUI] 
The quasi-geostrophic form of these equations can be used to highlight the role 
played by eddies in providing the diabatic heating which effectively determines the 
existence of a mean meridional circulation and the observed "closing off" of the the 
zonal jets in the upper mesosphere [Andrews et al. 1987]. In the absence of such dy-
namical control, the thermal state of the atmosphere is determined by radiative and 
photochemical factors and will be in radiative equilibrium. Under these conditions, 
thermal wind balance (equation 2.8) dictates that the polar jets attain extremely 
large velocities and maintain these well into the upper mesosphere [Charney and 
Drazin, (1961); Geller, (1983)]. 
However, observed temperature and wind fields do not confirm such conditions 
[Murgatroyd, (1957) and others]. A description of these fields at solstice serves to 
illustrate this point. Firstly, the temperature of the high latitude winter strato-
sphere moderately departs from the predicted radiative equilibrium temperature 
while the temperatures of both the summer and winter mesosphere at high latitudes 
are very far from radiative equilibrium values [Geller, (1983)]. Secondly, the zonal 
jets decrease in strength above 60 km and a summer hemisphere to winter hemi-
sphere meridional flow is accompanied by high latitude upward (dowilward) motion 
in the polar regions of the summer (winter) hemisphere [Murgatroyd and Singleton 
(1961)]. The large departures from radiative equilibrium have the rather striking 
manifestations of a warm winter mesopause and a cold summer mesopause in ad-
dition to the less striking effect of warming of the winter stratosphere [Geller (1983)]. 
These effects can, through the TEM equations, be seen to be due to eddy con-
trolled heating through the EP flux and the forcing term X. The rate at which this 
heating effects departures from radiative equilibrium can be determined by param-
eterising the heating as 
J 1 -
- -(-) (T - Tr(y, z, t)) 
T?, Z 
where Tr is the radiative equilibrium temperature, T is the temperature inclusive 
of dynamical effects and Tr is the radiative relaxation time (the time that the at-
mosphere would take to reach radiative equilibrium if the dynamical heating was 
switched off), which in 
al. (1987)]. 
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mesosphere can be as short as one day. [Andrews 
The Divergence of flux and the X term in addition to being the agents 
responsible for inducing departures from radiative equilibrium, provide the mean 
zonal forcing which the mean zonal momentum balance in equation 2.17. 
At stratospheric heights of the polar night jet is due almost entirely to diver-
of the EP flux rather than any agent which can parameterised as X. This 
forcing is due to transient, non-conservative planetary waves, which as indicated 
many studies, have effects at heights in wintertime 
[MCIntyre and Palmer (1983)]. If such waves are non-transient and conservative then 
V.F = 0, so that in accordance with the TEM equations the terms au/at, aT /at 
and w* have zero value. a result, non-transient, conserved planetary waves 
no effect on the mean zonal momentum balance, a condition widely known as 
acceleration" [Charney and Drazin (1961)] and make no contribution to 
the residual mean meridional circulation. It can be shown that for wave driving to 
occur there must be a meridional eddy flux of potential vorticity (vlq/) such that. 
~V.F 
po 
In the mesosphere, the divergence of the flux is taken mostly to have 
zero value and the zonal forcing is widely considered to be due to breaking 
waves (parameterised by in equation 2.17)) driving of the mesopause away 
from radiative equilibrium is best seen from the point of view of the quasi-geostrophic 
form of the TEM thermodynamic energy equation within the simplified beta plane 
geometry. This is [Andrews et al. (1987)] 
aT 
at + 
where the term on right hand side of the equation represents the diabatic con-
tribution towards departure from radiative equilibrium and the velocity part of 
the second term on the left of the equation is the residual vertical velocity 
from that part of the adiabatic heating process which is not balanced by eddy 
heat flux divergence. this way, a residual motion is driven. From 
quasi-geostrophic form of the TEM continuity 
f}[j;f 1 a 
a + a y po Z o 
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it is that the necessary result is an induced residual meridional circulation. 
The that an appreciable meridional circulation has been observed many 
radar studies [e.g. Vincent and Stubbs (1977); Nastrom et al. (1982), Fraser (1989)] 
can be seen to provide strong evidence that gravity wave breaking is responsible for 
driving the upper mesospheric meridional circulation. The quasi geostrophic form 
of the TEM zonal mean momentum equation 
1 
-V.F 
po 
x 
can be seen to highlight this assertion. In the case of the flux being zero, pre-
dicts that the meridional circulation is balanced by Coriolis torques resulting 
from a gravity wave induced "drag" (X). This prevents the zonal winds attain-
ing the large velocities which are consistent with conditions of radiative equilibrium. 
Since the residual meridional circulation is a result of diabatic heating) it thus 
represents the large scale mean atmospheric motions and can be regarded as a likely 
mechanism for the meridional and vertical transport of "long lived" trace 
Manson (1971) and Solomon and Garcia (1983a) consider the presence of NOx (of 
which NO is a constituent) in the polar night time stratosphere to be result of 
meridional transport from the summer hemisphere to the winter hemisphere cou-
pled with downward transport of thermospheric (auroral) NO into the winter polar 
stratosphere. 
2.3.5 Planetary Wave Dynamics 
The possible role of planetary waves in enhancing transport of nitric oxide can be 
examined by outlining theories of how phenomena perturb the mean atmo-
spheric motions that have been described in the previous section. Two of 
planetary wave dynamics are interest here. Firstly, the approximate conditions 
which support upward vertical propagation of such waves is examined on a 
itative basis by considering their behaviour in an idealised barotropic atmosphere 
[Charney and Drazin (1961)]. Secondly, the interaction of non-transient, dissipative 
and non-linear planetary waves with mean atmospheric motions is considered. 
Linearisation of the quasi-geostrophic potential vorticity equation provides 
point in a theoretical investigation of planetary waves. Small magnitude 
perturbations (denoted by primed quantities) of the variables from a basic state 
(denoted by overbars) are considered to place in order to obtain the linearised 
form of equation 2.10 where the coefficients are basic state quantities and the quan-
tities to be solved for are perturbation quantities. 
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ZI (2.23) 
where 
and 
ZI 
ql 
Oq:y 
oy 
oXI OYI fo 0 (po J/) 
- oy + o;.'C + po oz N2 Cp 
is meridional gradient of the zonal mean quasi-geostrophic potential vorticity. 
Solutions of linearised equations such as 2.23 express perturbed quantities as a 
of the basic quantities, hence a solution takes the form 
'l/JI Re((/J(z)) exp [2~ + i(kx +mz - kct)J sin(ly) 
k, l, and m are respectively zonal, meridional and vertical wave numbers, 
and, which equation 2.23 when ZI = 0 and the atmosphere is idealised to 
barotropic (u is constant with height). Substitution of the solution in equation 
yields the the wave equation 
dispersion relationship is [Holton (1992)] 
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For upward propagation to occur, 117,2 > 0, so that 
0<11 c < [(k2 + [2) 
1 
4H2 
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Although resulting from what is considered to be a highly simplified model, this ex-
pression provides theoretical support for observed features of wave prop-
agation. Of considerable importance, is the fact that it predicts upward prop-
agation of a planetary wave is only possible under the condition that the prevailing 
zonal winds are eastward with respect to the phase propagation of the wave and that 
the upper limit of wind velocity which will support such propagation, is dependent 
upon the magnitudes of k and l. The prevailing winds in the winter stratosphere 
are therefore capable of supporting upward propagation of planetary waves, albeit 
not in the most intense of the polar jet, with scale waves (for 
example, zonal wave-number 1,2) being able to propagate to greatest heights 
[Charney and Drazin 1961]. 
For an upward propagating wave, linear wave theory breaks down at the "critical 
level" (where 11 c = 0) and transient as well as dissipative and non-lilleill' effects 
such as breaking planetary waves must be tal{en into account. Such breaking occurs 
when the amplitude of the wave reaches a lill'ge magnitude and has been proposed 
as a mechanism by which rapid horizontal advection and irreversible mixing both 
dynamical tracers such as Potential vorticity [MCIntyre and Palmer (1983)] 
illld chemical tracers [Garcia al. 1992] takes place along isentropic surfaces mainly 
in the stratosphere. 
In relation to the advection and mixing of chemical tracers a breaking 
etary wave, a horizontal eddy diffusion coefficient Kyy can be defined such that 
By 
This is used to represent the eddy flux of a chemical constituent and is assumed to 
be dependent upon the rate of dissipation of a wave due to breaking process, 
this being quantity which can be parameterised as a. function of the vertical and 
meridional group velocity of the wave [Garcia al. 1992]. 
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2.3.6 Gravity Wave Dynamics 
In a similar manner to theoretical treatment of planetary waves, theory 
of gravity waves starts with the consideration of linearised pertmbations to the 
atmosphere described by equations 2.1 to 2.5. The rather artificial situation that 
perturbations take place upon a stationary atmosphere (u = 0) is considered along 
with further that pertmbed frictional diabatic does not 
take place (X I = Y I J I 0), that static stability not vary height 
(N is constant) and that geometry is Cartesian. A solution of 
(UI, vI, wI, <PI) Re[(u, V, ii),~) exp i(kx + ly + 77hZ - vt)j (2.24) 
indicates that steady, conservative and linear propagation occms in the x, y and z 
directions according to the dispersion relation 
and can be used to show that 
18 1 -) \Poulwf 
po 8z 
o 
is consistent with the result v = 0, where in this case (0,-
po wfuf). Through equation 2.17 it is clear that if is parameterised as v.F 9 
(2.25) 
conservative and propagation of gravity waves will not result in deceleration 
of the zonal flow at meso spheric heights. 
Non-linear and dissipative effects become important at upper meso spheric heights 
due to the exponential increase with height of amplitudes of the gravity waves 
as predicted in equation 2.24. growth of the amplitude is sustained up to a 
brea.king level Zb the gravity waves are considered to undergo a process anal-
ogous to the breaking of waves upon a beach. Holton (1981) and Lindzen (1981) 
report that a monochromatic gravity wave impresses both a zonal wave per 
unit mass and vertical turbulent diffusion (overturning) upon a zonal flow 
which is constrained to have a slowly varying value of u. These studies yielded an 
eX1DrE;SSlDn for the zonal force 
k(c - u)3 [ 1 3 
2N H + 71- c8z (2.26) 
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and parameterised the turbulent eddy diffusion in terms of the eddy diffusion coef.-
ficient 
3 au] 
2(u - c) (2.27) 
These expressions are to be valid up to a critical level Zc where u = c [Lindzen 
(198 
The role of gravity waves in affecting the seasonal distribution of NO in the mid-
dle atmosphere has been discussed in section 2.2.3. The question of shorter term 
variations due to possible large, rapid, downward displacements of gas as a result 
of the turbulent eddy diffusion is important [Garcia and Solomon (1985); Siskind et 
al. (1997)]. Holton (1982) has shown that the breaking level, zonal forcing and tur-
bulent eddy diffusion due to gravity waves are highly sensitive to zonal mean wind 
velocities in the lower atmosphere. Considering that these winds display seasonal 
and longitudinal variations, it is highly likely that the above three quantities will 
exhibit similar variations. 
Since gravity waves have a variety of sources ranging from short time-scale to-
pographical (orographic gravity waves) to longer time-scale departures from 
quasi-geostrophic balance in the troposphere (non-orographic gravity waves), they 
have a spectrum of frequencies and phase velocities whose upward extent of prop-
agation is determined by the filtering provided by the zonal winds in the 
stratosphere [Lind zen (1981)]. Additionally, it has been shown that allowed 
spectrum of waves and their of breaking varies with season and has a strong 
effect on turbulent eddy diffusion [Garcia and Solomon 1985] . 
. 4 Summary 
The possible effects of both gravity wave and planetary wave breaking upon the 
distribution of middle atmospheric NO have detailed. effects are 
on two orders. The first order effect is a result of gravity wave driving of the rriean 
meridional circulation and accompanying downward advection of thermospheric 
NO to the mesosphere. It is theorised that motion leads to an overall increase 
of winter meso spheric NO. 
Second order effects include planetary wave advection of NO from polar night 
region to the winter middle latitudes. These effects are more sporadic and short term 
than the first order effect and theoretically result in shorter term increases winter 
mesospheric NO. other second order dynamical effect is possible downward 
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transport of NO turbulent overturning breaking gravity waves. 
magnitude of this and other effects, is seasonal dependent and is determined 
magnitudes and '-;11'0('T1('\T'" of tropospheric and stratospheric winds. 
The results and interpretation chapter will relate some of these d:rnamical effects 
to retrieved electron densities and NO concentrations obtained from the radar 
To achieve objective, the long term, and diurnal evolution 
the retrieved quantities will be analysed. 
It has been pointed that the overall distribution of middle atmosphere NO 
is dependent upon the between dynamics and chemistry. The next chapter 
with the specific which relate to the reactions affecting NO 
and provides details of photochemical model will be used to determine 
NO(z) profiles from electron density profiles. 
Chapter 3 
The Chemistry of NO 
3 .1 Introduction 
Chapter 2 detailed the dynamical meCh8Jlisms which act to determine how NO is 
transported to the mesosphere in winter. The actual distribution of NO depends 
upon the balance between dynamical and chemical reactions. This chapter discusses 
the dlemistry of NO, detailing how both neutral and ionic reactions result the 
formation of the D-region of the ionosphere. 
of a simple photochemical model, the purpose of which is to derive NO 
profiles from retrieved Ne (z) profiles, are given. This model incorporates the pro-
duction and loss mechanisms of electrons with the major chemical species of the 
mesosphere and thermosphere. 
3.1.1 Neutral and Ionic Processes 
\Vhen detailing the photochemistry of NO it is important to the distinction 
between neutral and ionic photochemical processes. Neutral processes involve pro-
duction and loss reactions mainly in the thermosphere and stratosphere, whereas 
ionic processes act to set up the equilibrium between production and loss of 
electrons in the mesosphere. In the absence of neutral mesospheric NO produc-
tion, the implication is that transport is the dominant mechanism for establishing 
presence of constituent [e.g. Geisler and Dickinson, (1968); Manson, 
(1971); Gregory and Manson, (1969); Jones and Avery (1984); Garcia et aL (1987)]. 
The description of the neutral photochemical processes contains only maJor 
primary reactions since a detailed study, inclusive of the number of 
reactions taking place in the middle atmosphere would prove to be exhaustive. 
describing the production and loss processes of NO the objective is to gain a quan-
titative insight into the role played by chemical processes terms of rates of 
reactions balanced the rates at which dynamical processes affect 
the distributions of the reacting constituents. 
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1.2 Neutral NO in the Thermosphere 
When determining the concentration of NO the middle atmosphere it is 
to consider constituent not in isolation, but as a member of a chemical family of 
nitrogen compounds (NOx ) which are inter-dependent and whose individual mem-
bers have concentrations which vary diurnally, latitudinally and with altitude. In 
the thermosphere family is defined to include NO, nitrogen dioxide and atomic 
nitrogen, and, has simplified chemistry the sense that concentrations of the 
members are dependent upon relatively few reactions [Nicolet, (1945)]. 
In the auroral regions of the thermosphere atomic nitrogen in both ground-
N(4S) and the excited-state NeD) is formed during reaction between molec-
ular nitrogen and energetic electrons e* [Rees and Roble 1979]. 
or 
N2 + 
Both can form NO through the reactions 
N(4S) + O2 
N(4s) + OH 
e 
o 
NO + 0 
NO + H 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
with the reactions involving ground state nitrogen being much slower and more tem-
perature dependent than that involving excited nitrogen. major loss process 
for NO in both the thermosphere and the mesosphere is through photo-dissociation 
to produce ground state nitrogen 
NO + hv (3.6) 
which then reacts with another NO molecule to produce molecular nitrogen. 
+ NO (3.7) 
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1"hese reactions are in direct competition with reactions 3.4 and 3.5 and in the lower 
thermosphere lose out. The is that the overall concentration of NO is strongly 
dependent upon ratio of excited nitrogen produced to that of its ground state 
counterpart in reactions 3.1 and 3.2 [Brasseur and Solomon, (1986)]. 
3.1.3 Neutral NO in the Stratosphere 
The NOy family in stratosphere is redefined to include species 
The main source of stratospheric NO is thought to be the reaction between ni-
trous oxide vertically displaced from the troposphere and excited atomic oxygen 
[e.g. rvrcElroy and MCConnell, (1971)]. 
2NO (3.8) 
with the competing reaction 
(3.9) 
providing a limiting parameter. A secondary process of formation which Nicolet 
(1975) finds to be significant the polar IS 
N (3.10) 
followed by 
NO o (3. 
This is only likely to be of importance at times other than winter since at time 
the polar stratosphere is darkness. 
Throughout stratosphere and up to about 60 km, NO displays a strong diur-
nal variation in that immediately after sunset it is completely converted to nitrogen 
dioxide, this in turn participating a reaction with nitrogen trioxide and a third 
body to continuously produce dinitrogen pentoxide throughout the night. 
Chapter 3: The C1Jemistry NO 
M (3.12) 
After sunrise, dil1itrogen pentoxide is quickly destroyed the reactions 
(3.13) 
and 
M M (3.14) 
where M is used to represent a third body constituent. 
production of NO by 
is followed by the rapid 
hv NO (3.15) 
Thus, overall constitution of NOy family shows a diurnal variation 
the stratosphere [Brasseur and Solomon (1986)]. Studies Solomon and Garcia 
(1983a)] suggest that in the polar night time, a reservoir of NOy forms 
due to residual mean meridional circulation. In of the discussion of the 
diurnal variability of NOy , it is clear that the family must exist predominantly in 
the form of N20 5 since the other of the family have short lifetimes under 
polar conditions and must be converted to above, which has a. 
lifetime in the order of months in polar night. 
3.2 Ionic Photochemistry in the D 
The in the D-region to the higher ionised dictates that 
collisions between the various chemical species are more frequent. This results in 
the of the region being complex and a large number of reactions 
involving species taking place. fact in addition to dynamical activity 
of the region contributes towards the degree of variability exhibited by electron 
densities. Although the major source of ionisation is due to Lyman-a radiation act-
ing upon neutral NO molecules (1945)], mass spectrometry measurements 
reveal presence of many other of both positive (see 3.1) and negative 
charge. 
Above approximately 80km, NO+ (30+) and ot (32+) are much more abundant 
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Figure 3.1: Concentrations of positive ions detected by mass spectrometer in 
D-region. The ions are identified by their molecular mass number. [Narcisi and 
Bailey, (1965).]. 
than Nt (18+) with the NO+ staying relatively abundant below this altitude. 
At lower altitudes, ions with molecular masses 19 and 37 are thought to be hy-
drated cluster ions. It is possible that these ions are formed firstly by destruction 
of a primary NO+ ion which a three body reaction produces an intermediate 
NO+(H20)n and then rapidly forms the product cluster ion H+(H20)n [Kopp 
and Herrmann (1984)]. Probable values of n are 1 and 2, although Kopp and Her-
rmann (1984) propose values n ranging between 1 and 5 for ions. Such 
are believed to have a dramatic effect on electron densities in lower D-regiol1 
where electron readily recombine with these at an accelerated rate [Leu et al., 
(1973)]. In daytime, the also has the characteristic that at lower heights, 
conditions support the production of large concentrations of ions to the 
extent that outnumber electrons [Arnold et al., (1971)]. 
3.2.1 Ionisation Theory 
Although photoionisation of NO by solar radiation is widely accepted as 
providing major contribution towards electron densities in the mesosphere, above 
80 km, radiation between 102.7 and 111.8 nm, impacting with molecular oxy-
gen to form ions is likely to make an appreciable contribution towards ionisation. 
The fact that ionisation :'\0 is by far the major source of ionisation mea,ns 
that any measurements of electron density can be implied to be a reasonable 
proximation of how much NO is being transported into the mesosphere. However l it 
is important to realise that an implication is reliant upon detailed knowledge 
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of the concurrent ionisation and processes. 
Radiation at a wavelength sufficiently to overcome the ionisation 
tial of a target molecule will result in the production of ions of a number density 
which depends upon the intensity of the ionising radiation, the number density of 
the neutral and its ionisation cross-section :Brasseur and Solomon (1986)J. 
model of the atmosphere generally considered is that of a stratified layer which 
obeys the ideal gas law and is therefore in hydrostatic balance. Monochromatic ra-
diation of intensity 100 and at solar-zenith X is taken to be incident at the top 
of the atmosphere and is absorbed by chemical as it propagates downward. 
Its intensity at a height z is therefore 
1(z) 100 exp(-T) (3.16) 
where T is the optical depth and is approximately given by 
T = nKH sec (X) (3.17) 
with nand K being respectively the number density and the absorption cross-section 
of the absorbing species. In the case of Lyman-a radiation the absorber is O2 which 
at the Lyman-a wavelength ( .6 nm) has a small absorption cross-section and 
creates a natural window. This allows Lyman-a radiation to penetrate to D-region 
altitudes where it ionises NO. 
production rate (P) of nitric 
of radiation through the relationship 
P(z) d1 
ds 
ions (NO+) is related to the intensity (I) 
dI 
- cos(X) dz (3.18) 
Use of this expression along with equations 3.16, 3.17 and n = noexp(-z/H) give 
the following expression for the production of a tYl)e of ion. 
P (3.19) 
expression, first proposed by Chapman (1931) that ionisation of a 
single species forms a characteristic layer with a pronounced maximum. In 
electron density profiles in D-region do not display this maximum, but increase 
steadily into E-region indicating that in the upper mesosphere, ionisation of other 
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constituents plays an important role producing electrons. As a consequence, it 
is more difficult to be certain about how much increases in electron densities in the 
upper mesosphere are due to increases in amount of NO being present there. 
3.2.2 Electron Production from NO 
Taking into account the fact that the major absorber of Lyman-a radiation is O2) 
then equation 3.19 can be rewritten in the form 
(3.20) 
where the optical depth is modified to take into account that neither the absorption 
cross-section nor the scale height is constant with height to give 
(3.21) 
Theoretically, it is possible to evaluate the concentration of NO molecules which 
result in a given rate of electron production. order to do this it is necessary to 
obtain accurate values not only for o),(NO), n(02) .and K>..(02) , but also for 100 
at the Lyman-a wavelength, this in itself being a highly variable quantity which 
is subject to control by Solar activity. Moreover, given that ionisation of species 
other than NO contributes towards total electron production (especially in the up-
per mesosphere), and, also fact that both photochemical and dynamical 
processes act to determine the overall concentration of electrons, the determination 
of NO concentrations the mesosphere can be seen to be a complex procedure in-
volving the use of a dynamical/photochemical model [Brasseur and Solomon (1986). 
3.2.3 Electron Production from Other Molecules 
Ionisation of NO is not the sole mechanism by which mesospheric electrons are 
produced. As indicated in section 3.2.1, ionisation other chemical species con-
tributes towards electron content of the mesosphere. In the upper mesosphere 
the contributions come from O2, 0 and N2 and in the lower mesosphere, ionisa-
tion of metastable (02 (1 6 g )) is considered to contribute towards overall 
ionisation by forming at ions [Hunten and MCElroy (1968)]. account for these 
contributions, overall ion production can be modified to read 
Po+ + 
of NO 
the upper mesosphere and lower thermosphere, the major contribution is 
ionisation of molecular oxygen. The production term for this reaction can 
n( O2 ) denotes the concentration of molecular oxygen and Jot is by 
L vi( Ot)Ioo1i exp( -Ti( ot)) (3.22) 
where 
(3.23) 
summation indicates that photoionisation and absorption take place for 
different of the solar spectrum and that summing is done over i 
of the spectrum. The photoionisation cross-section (vi) and the absorption 
(Ki) are respectively the mean values of v and K for such 
and ,i are mean incident radiation values for the spectrum intervals 
and Solomon (1986)]. 
contribution of O2 (l6g ) towards mesospheric ionisation is most marked in 
the lower and depends upon both the column abundance of molecular 
oxygen and concentration of ozone [Hunten and MCElroy (1968)]. The major 
reactions determine the concentration of 02e 6 g ) are its production through 
(3.24) 
and through the reactions 
(3.25) 
and 
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(3.26) 
The rate coefficients for reactions 3.24, 3.25 and 3.26 are respectively denoted by 
1;, A1.27 and ks so concentration of 0 2(1.0.g ) is approximately given by 
[Brasseur and Solomon 
(3.27) 
with the long radiative lifetime of 02(1.0.g ) allowing steady state conditions to be 
assumed. 
3.2.4 Electron Loss Processes in the Mesosphere 
Electron loss (L) run concurrently with the production process (P) to de-
termine the overall electron density (Ne ) at any time. The main loss processes 
for electrons include dissociative recombination both molecular and hydrated 
cluster ions, and, attachment mainly with neutral O2 to form negative ions. The 
attachment process is accompanied by the processes of either photo-detachment, 
which for negative ions takes the form 
e 
or collisional detachment of the negative ion with 
e 
A further controlling factor on the number of or negative ions is the rate 
of ion-ion recombination. This will also be shown to have an effect on the overall 
electron density. 
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3.2.5 The Balance Between Production and Loss of Elec-
trons 
In the absence of transport the continuity equations for electrons, positive ions and 
negative ions are respectively 
dN+ 
dt 
(3.28) 
(3.29) 
(3.30) 
where P is the production of both electrons and positive ions by solar radiation, 
Ne , N+, N- and Nn are respectively the number densities of electrons, positive ions, 
negative ions and neutral molecules, and, the terms aD, ai, fj, rand p denote the co-
efficients of dissociative recombination of electrons, ion-ion recombination, electron 
attachment, photo-detachment and collisional detachment [Brasseur and Solomon 
(1986)]. The constraints of charge neutrality 
and defining of the ratio of negative ions to electrons as 
,\ = 
can be used to express equation 3.28 as 
(3.31) 
At times other than sunrise or sunset, attachment and detachment are in equilib-
rium and ,\ is approximately constant. During daytime conditions, ,\ is likely to 
be smaller than at night due to photo-detachment being dominant over the more 
inefficient process of collisional detachment [Arnold et al. (1971)]. Under the steady 
state conditions dictated by the short chemical lifetime of electrons in the D-region, 
their number density is given by 
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( (1 + ~)aeff ) (3.32) 
where O!ejj is overall effective recombination rate coefficient is given by 
(3.33) 
3.2.6 Dissociative Recombination Reactions 
The major 
sphere, the 
mesosphere, 
of electrons is due to dissociative recombination. upper meso-
recombine mostly with NO+ ions (x;t;J whereas in the lower 
recombination is mostly with hydrated ions (x~) [Kopp 
and (1984)]. 
The main difficulty in modelling these processes is their respective 
recombination rate coefficients (am and a c ) since each of recombination will 
contribute to a varying degree towards the overall electron density. It is therefore 
standard practice to consider the overall dissociative recombination rate (aD) as 
being a function of both am and a c . In order to obtain this for aD the 
assumption is made that only loss processes due to dissociative recombination with 
molecular cluster ions are operating in isolation from loss processes. Thus 
equation can be approximated by 
dNe 
dt = P - [a N X+ m, e nl 
with the assumption of steady state conditions and T 
and the of charge neutrality giving 
Ne = X~ + X~ (1 + 
Under approximating conditions, the electron density will be given by 
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( 
P , 1/2 
Ne aD) 
where 
(3.34) 
Since both aD and ai determine the overall loss as described by equation 
3.33, the electron density at a given height will depend critically upon both the value 
of A and the value of 1'. existence of a transition level below which cluster ions 
dominate and above which molecular ions dominate has been documented as being 
at about 80 km, although can vary seasonally [Kopp and Herrmann 1984]. Be-
low the transition level a c makes the larger contribution to aD and values of A must 
at least be in excess of 35 order for aD and ai to make equal contributions towards 
the overall loss process. indications are that generally this only becomes the 
case in the lower and that above 65 km the total electron loss process is 
well approximated by dissociative recombination [Brasseur and Solomon (1986)]. 
3.3 Photochemical Modelling of NO 
In chapter 7) a simple photochemical model will be to obtain NO(z) profiles 
from retrieved Ne ( Z ) 
3.3.1 The Balance Between Production and Loss of Elec-
trons 
The production of in the mesosphere is predominantly through photoion-
isation of NO although ionisation of other species contributes towards the overall 
electron content. loss processes for electrons are dependent upon dissociative 
recombination with ::"{O+ ions and hydrated cluster ion-ion recombination, 
electron attachment, photo-detachment and collisional detachment. Under the con-
straints of charge neutrality and steady state conditions for electrons, the electron 
densities are found to governed by equation 3.32. 
As stated in 3 1 and 3.2.3 the processes for ions must be consid-
ered. This also holds true for the loss processes so for .i types of ions equations 
3.32 and 3.33 are modified to 
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Ne _ J J 
( 
L,.p. )1/2 
(1 A)aefJ (3.35) 
where 
(3.36) 
where the production and loss processes for j types of ions are considered (see section 
2.3.2). In these equations, A, aeff, aD and ai are as defined section 3.2.5. with 
aD being dependent upon equation 3.34. 
3.3.2 Evaluating NO Concentrations 
The evaluation of NO concentrations from electron densities is achieved by mod-
elling the reverse of the process that is described by equation 3.35 so that 
n(NO) (3.37) 
If it is assumed that the production of NO+ ions is given by 
(3.38) 
then JNO+ (the rate of photoionisation of NO) can be evaluated using equation 3.20 
and L,j-NO+ Pj - NO+ in this model represents the total production of ions other than 
::.JO+. Other than NO+ ions, the only other ions which will be considered are ot 
and O2 e 6.g ) + ions. This is because contributions from any other ions such as Nt 
and OT are considered to have a negligible effect on mesospheric electron densities. 
From equations 3.20 and 3.38 it can be seen that 
where the optical depth (1)\(Z, X)) is given by equation 3.21. 
The step in evaluating T,\(Z, X) is to evaluate the integral to obtain the column 
abundance of O2 . This evaluation is based upon O2 concentrations (11(02 ) taken 
from the CIRA 86 standard atmosphere for heights of 90 to 1000 km and from 
values of Nicolet and Aiken (1960) for heights ranging from 60 km to 90 km. 
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The absorption cross section of oxygen at Lyman-a: wavelength (K)J02)) is 
taken to be 1 X 1O~20 cnC2, the intensity of the incident Lyman-a: radiation is 
4 x 10 11 cm~2 8l1d the photoionisation cross section for "TO at this wavelength 
is (u,\(NO)) 2 x 10-18 [Brasseur and Solomon (1986)]. Figure 3.2 shows the 
variation with altitude for the resultant photoionisation rate (J NO+) when the solar 
zenith (X) is 60° (solid line) and for an overhead sun (X = 0°) (broken line). 
Photoionisotion Role (per em per sec) 
/ 
/ 
Figure 3.2: Variation with of the photoionisation rate of NO by solar Lyman-
a: for X = 60° (solid line) and for X = 00 (broken line). 
The photoionisation rate shows a strong solar-zenith angle dependence. 
3.3.3 Electron Production from Molecular Oxygen 
The production of ot ions from O2 is represented by 
where Jo+ was defined by equations 3.22 3.23 and the requirement to sum over 
discrete1:5ands of the absorption and ionisation cross section spectra was outlined. 
In fact two wavelengths of solar radiation are found to make major contributions 
to the ionisation of molecular oxygen at upper mesospheric heights. are the 
Lyman-,B wavelength of 102.57 11111 and the C III wavelength of 97.7 nm. 
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For Lyman-j:I radiation, (02) takes the value of 1.0 x 10-18 , K LY-{3,02 
takes the value of 1.0 x 10-18 [Watanabe and Hinteregger (1962)] and l oo ,Ly_{3 
is 8.0 x 109 photonscm~2 S-l for moderate solar activity [Brasseur and Solomon 
(1986)]. 
For the eIn wavelength, the utilised values are 3.0 x 10-18 for O"CIII(02), 
3.7 x 10-18 for Kc III,02 [Watanabe and Hinteregger (1962)] and 6.0 x 109 for 
loo,c III under moderate solar activity conditions [Brassem and Solomon (1986)]. 
In the lower mesosphere, the production of ot ions from the photoionisation of 
02(l.6.g ) is given by 
(3.39) 
where Jo+ is given by Paulsen et al. (1972) to be 2 
(3.40) 
To quantify the production, it is necessary to evaluate n(02(1 .6.g ) using equation 3.27 
(3.41 ) 
The 0 3 and O2 concentrations are taken from eIRA 86 values, J; is 8.0 X 10-3 ) 
A1.27 is 2.58 X 10-4 S-1 and k6 is 2.22 x 1O-18 (T /300)°·78 cm3 [Thomas et al. 
(1984)] where T is the temperature taken from CIRA 86 data [Fleming et al. (1990)]. 
Figure 3.3 shows the contribution towards production of ot by 02(l.6.g ) 
(dashed line), Lyman-j:I ionisation of O2 (dash-dot line) and C III ionisation of O2 
(dotted line). The solid line represents the total contribution clue to all three factors. 
3.4 Parameterising the Loss Processes 
The effective recombination rate of electrons (Cl:eJ J) should evaluated for recom-
bination of electrons with all types of ions present (see equation 3.36). In this model 
however, it is considered that a good approximation of Cl:ejf can be obtained by 
considering recombination of electrons with NO+ and hydrated cluster only. 
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Production of molecuiar oxygen ions 
Figure 3.3: Production of ot ions by various mechanisms for an overhead sun. 
Production due to ionisation of: 02(1L1.g ) (dashed line); Lyman-p ionisation of O2 
(dash-dot line); C III ionisation of O2 (dotted line); Total ionisation (solid line). 
Under this approximation, act f = aD A ai with aD being given by equation 3.34. 
These expressions indicate that a height profile of modelled NO will be critically 
dependent upon the the variation of r and A with height. The variation of r with 
height has a seasonal dependence [Kopp and Herrmann (1984)] and the r values 
used in this model are taken from NASA International Reference Ionosphere (IRI). 
Evaluating A is slightly less straight forward. negative ion content of 
mesosphere is not so well known and few accurate values of A are documented. 
approach taken here is to evaluate A using retrieved electron density profiles and a 
negative ion profile from Ratnasiri and Sechrist (1975). 
The additional parameters required to evaluate 
Solomon (1986) to be. 
am = 2.3 X 10-7 cm3s-1 
a c 4.0 X 10-6 cm3s-1 
Figure 3.4 shows the variation of UejJ with height 
are given by Brasseur and 
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Figure 3.4: The variation of the effective recombination rate with ~~~"'hHU. 
The effect of the transition from cluster ion domination to NO+ domination is clearly 
apparent. Between 80 and 90 the effective recombination has by a fac-
tor of 10. recombination rate of electrons with cluster ions is approximately 10 
times the rate of electron recombination with NO+ ions. 
3.4 The Balance Between Dynamics and Photo-
chemistry 
Preceding discussions have highlighted the separate roles of dynamical and photo-
chemical processes in determining distributions of NO in the middle atmosphere. 
Ultimately, spatial distribution of a constituent will to a large depend upon 
whether clynanlical or chemical processes provide the controlling factor. To deter-
mine answer to this question, the rate at which chemical reactions occur is 
compared to the rate at which dynamical processes provide movement of a con-
stituent over a given meridional or vertical distance. The continuity equation 
for j chemical species is 
at (3.42) 
A comparison of the magnitude of the chemical loss term with the vertical and 
meridional components of advective term leads to the determination of chemical 
and dynamical time constants whose relative magnitudes provide a measure of which 
type of process controls distribution of constituent. 
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3.4.1 Chemical and Dynamical Time Constants 
It is instructive to consider the photochemical reactions of nitric oxide the 
thermosphere and mesosphere as described in section 3.1.2 through reactions 3.3 to 
3.7. reactions are summarised here and rates 
(kd: N(2D) + O2 NO + 0 
(k2 ) : N(4S) + O2 ---t NO 0 
(k3) : N(4S) + 01I ---t NO II 
(JNO ) : NO + hv ---t +0 
(k4 ) : N(4S) + NO N2 0 
Chemical continuity is described by 
on(NO) 
Solving this equation for the loss terms gives 
n(NO) no(NO) exp (_ t 
Tchem(NO) 
Tchem(NO) is the chemical time constant for NO and is the time talmn the 
to decay to l/e of initial concentration no(NO). This is given by 
1 
To find the dynamical constant for NO, Cartesian form of the continuity 
equation for dynamics in the meridional and vertical directions is 
o(NO) 
at - (,,~ (n(NO)'u uy 
spatial distribution of NO is assumed to 
o (n(NO)'W) (3.43) 
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( Y 
no(NO) exp - I -\LNO 
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(3.44) 
where LNO and HNO are respectively the scale height and meridional scale length 
and are the distances over which n(NO) will change to of original value 
no(NO) when rnoved vertically or meridionally. To find taken for this to 
occur equation is combined with equation 3.44 and for the meridional 
and vertical components the assumption that v and ware constant over the 
range of LNO and 
n(NO)z no(NO) exp (_ t 
Tdyn(z) 
n(NO)y no(NO) exp (- \NO)) Tdyn(y) 
so that the vertical meridional dynamical time constants for nitric oxide are 
Tdyn(z) (NO) and Tdyn(y) (NO) 
In practice the vertical constant can be easily evaluated since the 
of nitric oxide is reasonably 
values for the meridional 
[Brasseur and Solomon (1986)J. 
known. However the difficulty in obtaining accurate 
of NO means that LNO is not so readily obtainable 
The respective sizes of chemical and dynamical time constants will 
mine if a chemical is photochemical equilibrium, as is the case when 
Tdyn » Tchem, or, is well as is the case when Tdyn « Tchem. Both and 
photochemical processes important when the chemical time constant is of 
a similar size to the time constant. Such is the situation for (NO) 
and Tchem(NO) in the where wintertime increases in meridional 
due to transient planetary waves can effectively decrease the meridional 
time constant [Garcia et al. (1987)]. 
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3. Summary 
This chapter has described all of the photochemical and dynamical theory which 
needs to considered in order to support observations of long and shorter tenn 
variations in both meso spheric electron densities and NO concentrations. The next 
chapter describes the radar method of sensing electron densities. 
Chapter 4 
The Radar Experiment 
4.1 Introduction 
This chapter has three main objectives. The first objective is to provide an overview 
of the partial reflections technique and the theory describing the conditions which 
determine how a MF pulse interacts with the ionosphere. This is important since 
it provides the theoretical basis upon which the differential absorption (DA) and 
optimal estimation (OE) retrieval methods are founded. 
The second objective is to describe how the polarimeter hardware samples 
backscattered signal which is incident on the plane of its antennae. The processing 
the received signal to obtain data in the form of nns voltages is described. 
fact that the data from the polarimeter hard drive has been statistically 
processed provides the motivation for the third objective. This is analysis of 
the statistics of the data in order to justify estimating errors which are based upon 
Ricean statistics. 
4.2 Radar Sensing Objectives and Theory 
4.2.1 Ionospheric Effects 
The purpose of sensing ionosphere is in case to quantify amount of 
ionisation present. The method of doing this is to transmit medium frequency (MF) 
linearly polarised pulses vertically upward to the ionosphere. The ionosphere has 
two main effects upon the pulses. Firstly, absorption of the pulse occurs because os-
cillating ionospheric electrons are damped during collisions with neutral molecules. 
Secondly, at a range of altitudes, partial reflections of a small amount of the to-
tal of the pulse takes place. relative abundance of neutral molecules at 
mesospheric altitudes makes magnitude of the absorption relatively large [Davies 
(1990)]. 
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The partial reflection process depends upon ionospheric irregularities which are 
manifest as variations in refractive index. The mode of reflection is very much de-
termined not only by the number of electrons, but also by structure and shape 
of these irregularities. example, flat horizontal can produce large am-
plitude specular (mirror like) reflections in the vertical directiOll only, whereas the 
more ellipsoidal associated with atmospheric turbulence produce weaker, 
off-vertical reflection. 
The amplitude of a returning pulse is therefore dependent upon the two com-
peting processes of absorption and partial reflection, with the absorption process 
being relatively straightforward to model but the reflection process being less so, 
since more than one type of reflection may be occurring simultaneously. 
4.2.2 Partial Reflections 
The usual mechanism by 
level is that of refraction. 
at which the angular 
frequency of the electrons 
density through 
the ionosphere returns a radal' signal back to ground 
maximum attainable height signal is the height 
of the radal' signal (wr ) is to the angulal' plasma 
(wp). The plasma frequency is related to the electron 
( 4.1) 
of electrons per cubic me alld e are respec-
tively the mass and an electron and to is the of free space 
[Davies (1990)]. The relatively low electron densities in the LHvUVC>lJHvL would indi-
cate that only low frequency (LF) signals can be used to sense 
The fact that such U~hU~.U are susceptible to interference and their wave-
length is likely to far exceed vertical extent of any sampled ionospheric structure, 
makes LF signals unsuitable meso spheric work [Davies (1990)]. soln tion to 
this problem is to use MF which can be partially reflected ionospheric 
irregularities as portrayed in 4.1. 
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Figure 1: Partial reflections of radio waves. Based on a diagram of Denny and 
Bowhill (1973). 
This is by no means an ideal solution because at only a very small proportion 
of the total energy of each pulse is reflected from each height and subsequent 
analysis procedure is therefore applied to very small amplitude signals. 
4.2.3 Absorption of Signals 
Because of the relative abundance of neutral molecules at mesospheric altitudes) the 
absorption of the radar signal is a marked effect. amount of attenuation of the 
signal is proportional to the collisional frequency of electrons with molecules 
and is therefore dependent upon atmospheric pressure [Gardner and Pawsey (1953); 
Belrose and Burke (1964)]. a radar pulse propagating in the ionosphere, the re-
fractive index is complex and can be represented this simple form of the Appleton-
Hartree equation [Davies (1990)]. 
n ( 4.2) 
The magnitude of X the magnitude of the attenuation due to absorp-
tion the quantity J1, us information about the phase of signal as it 
A propagating wave will undergo a of phase (Faraday rotation) 
to an which depends upon the concentration of electrons in medium it 
passes through. The amount of absorption undergone is also dependent upon the 
electron density. Thus, both the real and imaginary parts of the index 
can independently be used to evaluate the density of electrons in the of the 
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ionosphere through which the pulse travels [Davies (1990)]. 
4.2.4 Fresnel Reflection 
Reflection of a signal may take several forms and these forms may occur simulta-
neously. The simplest form of reflection is of a specular (mirror-like) nature. To 
model this it is assumed that electrons are arranged in horizontal layers for which 
the horizontal extent is much greater than the vertical extent (see Figure 4.2). This 
simplifies the problem to one for which the gradient in the refractive index is in the 
vertical direction only. 
n 1 
n2 
n(Z) 
Figure 4.2: The ionosphere as stratified layers. 
The reflection coefficient at the boundary between the layers whose refractive indices 
are respectively nl and n2 is given by [Budden (1961)]. 
R(z) ( 4.3) 
Evaluating R(z) at all such boundaries over a height range will result in a reflection 
coefficient profile. Equation 4.3 assumes that reflection takes place at a boundary 
where the refractive index changes instantaneously from n2 to nl. In other words, 
the step size is zero. This type of reflection is specular in nature. 
Fresnel reflection which is less specular in nature occurs when the the step size 
is other than zero. This indicates a more gradual change in the refractive index 
at the reflecting boundary. Moreover, the incident pulse will have a finite width 
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and will be of a definite shape. The question of non-zero step size has 
U~h'-"U'-'~ by Hocking and R6ttger (1983) who take pulse width into account 
by mathematically convolving pulse with the reflection coefficient profile 
assume the step size d to be that the reflection at height z is of 
form 
R(z) 
''''''''PO the reflecting boundary is centred at Zo' They conclude that the amplitude 
(A) of the reflected wave is 
(4.4) 
A is the wavelength of carrier wave. This clearly shows that as the 
increases, the amount of reflected power is reduced significantly. 
Hocking et al. (1991) propose that Fresnel reflection can be caused by 
waves which are found to with gravity waves which are partially reflected in 
of laminar flow. 
4.2.5 Fresnel Scatter 
scatter is a variant Fresnel reflection. Small amplitude Fresnel reflections 
are assumed to be produced by several horizontal which are over the 
vertical extent of the pulse (see figure 4.3). 
Each of these layers provide reflections of the radal' pulse and because each re-
flecting layer is at a different height within vertical range of the width, 
each backscattered signal arrives back at the ground with a different phase from the 
[Austin et al. (1969)]. Increasing the pulse width of the radar signal will 
in a stronger backscattered signal because more reflecting layers are present 
within the pulse width. amplitude of the reflected pulse is propor-
to the pulse width [Hocking and R6ttger (1983)]. 
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/) 
Figure 4.3: Fresnel scatter layers within the vertical extent of an upward propagating 
pulse. Adapted from a diagram by Hocking (1983). 
4.2.6 Reflection by a Turbulent Medium 
Turbulence in the mesosphere is considered to be caused by phenomena such as 
breaking gravity waves (see section 2.3.6). The mechanisms by which these waves 
induce discontinuity in an ionisation profile are not completely understood. A pos-
sible mechanism is that eddies of different scales can be formed by gravity waves 
cascading to smaller scales [Lindzen and Forbes (1983)]. It is possible that a spec-
trum of scales may be set up. A mechanism such as this allows a turbulent energy 
spectrum to be defined, allowing turbulence to be assigned wavelike properties. 
These eddies can be represented by ellipsoids which have the property that their 
horizontal extent, although being larger than their vertical extent, is not so large 
that consideration does not have to be given to the horizontal refractive index gra-
dient. In fact, such ellipsoids can be considered to have high electron density at 
their centre with electron density decreasing in a Gaussian manner in the zonal, the 
meridional and the vertical directions [Hocking (1987)] (see figure 4.4). 
The perturbation of the refractive index can therefore be considered to act in 
the same manner and can be given scale distance parameter~ Hand L, H being the 
vertical scale height and L being the horizontal scale distance which acts as such for 
both the zonal and meridional directions. These scale parameters are defined to be 
the distances at which the refractive index is at l/e of its value at the centre of the 
ellipsoid. 
Some fraction of the radar volume being considered at any height range will 
contain a number of such ellipsoids. Because of their geometry, these ellipsoids may 
scatter radiation in a number of directions and can therefore scatter off-vertical ra-
diation back to the polarimeter. The approach adopted by Hocking (1987), was 
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Figure 4.4: Model of a three dimensional turbulent scatterer. 
dimensional model by Hocking (1987). 
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on a two 
to assume the overall change in refractive within the radar volume be 
represented by a refraction constant. 
The wavelike properties that can be assigned to turbulence predict that only 
eddies with a scale of about half the wavelength of the radar can be detected. Thus 
the reflecting mechanism is of Bragg scatter type [Booker (1955)]. 
4.3 The Physics of a Propagating Radar Pulse 
4.3.1 The Basic Ideas 
It has found that partial reflections of MF waves provides a means 
of estimating D region Ne(z) profiles [Gardner and Pawsey (1953)]. The essential 
feature is that ionospheric irregularities will give to a gradient the refractive 
index of the ionosphere and will partially reflect a small proportion of an incident 
signal back to the ground based receiver. Thus, partially reflected signals can be 
obtained different heights throughout the mesosphere. 
The physical processes which affect the of the transmitted pulses through 
the mesospheric region of the ionosphere are modelled in accordance with the mag-
netoionic of radio wave propagation. The essence of this theory predicts the 
birefringence of the pulse into two magnetoionic modes. Each mode is absorbed to 
differing as the pulse travels both up to and back from a reflecting irregu-
larity. mode is also reflected from the irregularity and returns to the 
plane the receiving antennae where they are superposed into a single elliptical 
field. 
4.3.2 The Mathernatical Description of a Propagating Wave 
The field strength of a partially reflected radio wave (of angular fre-
which has travelled up to and back dmvn from a reflecting layer within 
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the ionosphere can described by 
- I R I exp(ip) exp -i- n dz exp(iwt) 1 [ 2w lh 1 
2z c ~ 
I R I exp( i;3) is the complex reflection coefficient, n is the refractive index, 
ho is the lower boundary of the ionosphere and h is the reflecting height [Davies 
(1990)]. exp(iwt) shows the time dependency and can neglected for 
the discussion. vVriting n = p, - iX and a wave has been 
its o-mode and e-mode enables the total field to be represented as 
so that equation 4.5 now gives 
1 
(
2W lh 
- /.Lo dz 
C ho 
(4.6) 
and 
1 (4.7) 
term 1/2z assumes Fresnel type Hocking and Vincent, 
I and I Ro I respectively represent the of the o-mode and e-
mode coefficients and ;30 and ;3e respectively the reflection phase 
It can be seen that each wave mode is as the product of two 
the first of which describes its amplitude, second of which gives 
information about its phase. Using these equations, individual expressions for the 
amplitudes Ao and Ae and the phases ¢o and of pulse can be obtained. 
Ao 
1 I Ro I 2w lh ) (4.8) 2z exp Xo dz C ho 
Ae 
1 
I Re I ( 2w lh dZ) ( 4.9) 2z exp - C ho 
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1" - C ho flo dz + (4.10) 
¢e 2w 1h - {le dz 
C ho 
j3e ( 4.11) 
The integrals contained in the exponential of equations 4.8 and 4.9 can be de-
scribed as absorption integrals and the integrals contained in the exponential parts 
of equations 4.10 and 4.11 can be described as phase integrals. Thus, equations 
4.8 and 4.9 describe the attenuation the modes whereas equations 4.10 and 4.11 
describe the Faraday rotation of the modes. Physically, the attenuation arises from 
absorption of the modes due to the collisions of electrons with neutral molecules. 
4.3.3 Evaluating the Refractive Indices and the Complex 
Reflection Coefficients 
Evaluations of {le) {lO) Xe and are obtained using the Sen-Wyner generalisation 
[Sen and Wyller (1960)] (see Appendix A) of the Appleton-Hartree equation. Eval-
uations I Re(z) I, 1 Ro(z) I) /3e and are also carried out using equation 4.2 so that 
I Re(z) I 1 ne(z) ne(z-l) 1 ( 4.12) 
1 ne(z) ne(z-l) 1 
1 Ro(z) I - (4.13) 
tan-1 (I Re I) ( 4.14) 
/30 tan- 1 (I Ro I) ( 4.15) 
where the subscripts z 1 and z respectively to a reflecting level and the next 
height level above it [Budden, (1961)]. 
4.3.4 Quantifying Radar Power and Pulse Width Effects 
The argument so far is one which holds to be true in the absence of knowledge about 
the power the transmitter. To ascertain precisely what proportion of the power 
of the pulse is backscattered to the receivers, it is necessary to know what the power 
the transmitted pulse is and to take into account pulse width. Assuming 
specular reflection, the radar equation can be written [Hocking (1987)] 
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(4.16) 
Pt and are respectively the transmitted and received powers of the 
Gt the of transmitting antenna, Ae the effective aperture of 
ing and system, z is the range and R the reflection 
backscattered power can therefore be evaluated for both the e-mode 
Consider a pulse with a Gaussian envelope and a width D 
at full width of half power. If the transmitter power is taken into account, 
backscattered can be evaluated by mathematically convolving the 
expression 
g(Z) (4.17) 
respectively with expressions 
R~(z) Ro(z) 2w ih ) XO dz 
C ,ho 
and R~(z) ( 
2w lh Re(z) exp --
C ho 
dZ) 
( 4.18) 
so that R~(z) and o-mode and e-mode reflection coefficient 
which have to compensate for the absorption of each mode of 
signaL Since R!o(z) , R~(z) and g(z) are complex quantities, the backscattered am-
plitudes are by [Hocking and Rottger (1997)]. 
AI 
o I R!o g(z) I and AI e I R~ Q9 g(z) I 
where ® reT)reSel1ts convolution operation. It should be noted that the 
term 1/2z now in the amplitude term of the pulse expression. A~ and 
are now used in T""~Tl,,"I'Qn to Ao and Ae which are evaluated in equations 4.8 and 4.9. 
4.3.5 The Received Field 
The polarimeter measures quantities which are to be used in combination with 
the modelled to obtain mesospheric Ne(z) profiles. It uses orthogonal (x 
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and y) antennae to sample an elliptically polarised field (see figure 4.5) which is a 
result of partially reflected signals and which can be considered to be formed by the 
superposition of the elliptically polarised ordinary and extraordinary modes. Anal-
ysis of the field can facilitate the separation of the total signal its component 
"a" and "e" nlodes. 
Since 
y~anteUJm 
(phUHt'shlfted) 
( 
.~--
x-nntenna 
Figure 4.5: The field received by the polarimeter antennae 
field is elliptical, it has the form 
E (A + iB) exp(iwt) (4.19) 
where A and B are real vectors in time quadrature [von Biel, (1977a)]. The field 
received in the plane of the antennae is a combination of the magnetoionic modes 
A' (x e . A) ( WZ) zy exp i wt - ene ( 4.20) 
and 
A I ( A . A) . (t WZ) o X + zy exp z w - eno (4.21) 
where x and iJ are unit orthogonal vectors and Ao and are the amplitudes of the 
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rec:eived modes. Combining the fields gives 
iwt (4.22) 
where ¢o w:no and ¢e w:ne and are respectively the phase differences between 
the ordinary and extraordinary modes of the received field and reference trans-
mitted pulse. Further manipulation and equating of real and imaginary parts 
to equation 4.19 the components of the field vectors 
A~ cos(¢o) + A~ cos(¢e) (4.23) 
Ay A~ sin(¢o) A~sin(¢e) (4.24) 
- A~sin(¢o) sin( ¢e) ( 4.25) 
By A~ cos( ¢o) - A~ cos( ¢e) (4.26) 
4.3.6 The COlnplex Voltages of the Received Field 
Expressions for the complex antenna voltages ) 1~*) If,; and in terms ofreceived 
field parameters can be derived by considering the components of vectors A and B in 
equation 4.19. and equating them to the c:omponents of the field vectors in equations 
4.23 to 4.26. are 
Ax + iBx - AI e-irPo + A~e-i¢e ( 4.27) 0 
v* Ax - iBx AI e'irPo AI eirPe (4;28) x 0 e 
- Ay + iBy . [AI -'i¢o z oe A~e-i¢e] (4.29) 
V* Ay - -LBy i [A~ei¢e A~ei¢o ] ( 4.30) y 
!\f[easuring lVlesospl1eric Ionisation 57 
4.3.7 Atlnospheric Noise 
The returning field includes components resulting from atmospheric noise. Such 
noise will induce voltages on the antennae. The focus for the present is to pa-
rameterise atmospheric noise in terms of its contribution towards the field which 
is received by the polarimeter. This parameterisation is based upon a reasonably 
confident assumption about exactly the type of signal that would be obtained if 
that signal was the result of interactions between the pulse and ionosphere only. 
Namely, that such a signal should be purely elliptically polarised. 
Atmospheric noise can both elliptically polarised and unpolarised (randomly 
polarised). The total signal therefore contains two elliptically polarised elements, 
one occurring as the result of pulse - ionosphere interactions, the other due to 
noise, and, an unpolarised element which is due to randomly polarised noise. The 
field is in effect partially elliptically polarised and can be represented in terms of 
Stokes parameters. Any field which is made up of n elliptically polarised fields as 
well as randomly polarised fields has its Stokes parameters defined thus 
n 
So :L 80j PR 
j=1 
n 
S1 81j 
j=1 
n 
S2 - :L S 2j 
j=1 
n 
82 :L 82j 
j:=1 
where the individual Stokes parameters are defined by 
-.--2 
+ i Vilj I 
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and PR represents 
and which can 
field. The 
randomly polarised field which contributes 
of as representing the total power 
elliptical polarisation can be obtained from 
p 
JS? + S§ + S§ 
So 
For a purely elliptically polarised field, p = 1 [Kraus (1969)]. 
only So 
backscattered 
(4.31 ) 
4.4 Experimental Measurements from the Phase 
Shifted Correlation Polarimeter 
4.4.1 The Radar System 
The radar to be used is the University of Canterbury's at Birdlings 
Flat near Christchurch. The system's 2.4 MHz transmitter produces linearly po-
larised pulses which are partially reflected off ionospheric and are 
received by both phase shifted correlation polarimeter 
mesospheric ionisation) and the spaced antenna drift system to measure 
mesospheric winds). The polarimeter provides hourly profiles of mesospheric elec-
tron density which can be compiled into a climatology of electron densities in order 
to analyse term and seasonal variability in ionisation. Data is available for the 
time period of 1994 to December 1999. 
Birdlings is situated on the edge of Banks (43.8° S, 172.7° E) 
approximately 40 km south of Christchurch. The MHz is llsed in 
conjunction with the phase-shifted correlation polarimeter and triangular spaced 
aJltenna drifts In theory, the polarimeter is able to electron density 
profiles (Ne(z)) for height interval of 39 -100km, and, spaced 
antenna drifts can determine zonal and meridional for heights 
ranging from 60 to 130 km. The polarimeter samples partially reflected signals dur-
ing twelve periods centred around the beginning of hour, during which 
time, the wind measuring system does not operate. When polarimeter sampling 
is complete, wind sampling commences and continues remainder of the hour 
until polarimeter sampling recommences. 
the physical layout ofthe Birdlings Flat MHz transmitter, the 
winds receiving antennae and the polarimeter receiving antennae 
4.6. 
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4.6: Layout of the Birdlings Flat 2.4 MHz transmitter) close spaced antenna 
and polarimeter facilities. 
4.4.2 Transmission of Signals 
The transmitter, housed in the transmitter hut, modulates and amplifies a 2.4MHz 
carrier from the receiver hut. peak power output is nominally 100 kW 
at 10 kV. polarimeter sampling, 120 bursts of pulses are produced during the 
12 minute sampling period each hour. During burst, 20 pulses 'Nith their 
width set at 20 flS, and with a repetition period of 100 ms, are transmitted so that 
each burst lasts for 2 seconds. The transmitter array consists of four rows, each with 
two collinear dipoles. rows are 84 m apart and the input signals to each dipole 
are in phase so that the. transmitted are linearly polarised and propagate 
vertically upward. 
4.4.3 Receiving Antennae 
The receiving system for the winds experiment consists of three receiving antennae 
A, Band C in a right angled triangle. antenna two parallel half 
wavelength dipoles which are set half a wavelength apart and are fed in phase. One 
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of these antennae (A) doubles as the receiving antenna for the polarimeter, and, 
as such, contains an additional two half wavelength dipoles forming a total of four 
arranged as a square. Thus the polarimeter receiving system is regarded as one 
antenna set in the "x-direction" with an additional one set perpendicularly to it in 
the "y-direction". During a burst of pulses, the phase of the y-antenna is continually 
varied with respect to the x-antenna for consecutive sets of two pulses. The above set 
up, dictates that both polarimeter and wind sampling cannot be carried out simulta-
neously, hence, the timing of the operation is as described in the introduction above. 
4.4.4 The Measurement Process 
There are 120 sampling bursts, each burst consisting of 20 transmitted pulses. The 
x and y antennae sample the fields from each pulse and return simultaneous r.m.s. 
voltage measurements I Vx I and I Vy I to the receiving system in the receiving hut. 
The receiving hardware and the software that controls it is designed to produce the 
overall effect that partial reflections are sampled from altitudes over the height range 
39 - 120 km at 1 km intervals. 
Antennae 
2.4 MHz receiver 
RF inpnt (Vx ) 
Master (reference) 
0-10 v 
RF input (Vy ) 
Log amplifier r---
Slave (phase shifted) IVx+Vyeial 0-5v 
Ground pulse Computer 
antenna 
Ground pulse receiver 
Figure 4.7: The polarimeter receiving system. 
The receiving system (see figure 4.7) employs an AM receiver designed by H.A. 
von Biel. This essentially consists of two separate converters, one for the North-
South antenna, the other for the East-West antenna. The former converter uses a 
"master" local oscillator (LO) to translate the incoming signal to the I.F. frequency, 
while the latter uses a slave LO for a similar purpose. The two LO frequencies are 
identical but the slave LO phase can be shifted in 45° steps relative to the master 
LO. Phase steps between 0 and 7 are carried out between consecutive sets of 2 pulses 
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for the first out of a burst of twenty pulses. This means that the the phase 
of the is effectively being continually shifted by each set of 
two pulses. In addition, phase steps 8 and 9 are used to turn off the slave LO 
and then the master LO so that the individual antenna voltages I Vx I and I Vy I can 
be assessed remaining four pulses. 
The signals converter are summed before being into a log amplifier 
which enables computer hardware to detect the signals very weak echos. 
From there, the signals are fed into the controlling computer and a fast A -
D converter signals every 13.2 fLS (the time taken for a to travel 
2 km) so that odd pulses yield signals which are due to partial reflections from 
numerically odd altitudes (39 km, 41 km etc) and the even pulses signals which 
are due to partial reflections from numerically even altitudes. are then 
statistically before being stored on the hard drive computer. 
The ground receiving system has the principal purpose picking up the 
transmitter ground pulse so that the controlling software can processing of 
the ionospheric It also has the secondal'y purpose of the totally 
reflected echo. Should the ground pulse not be received, data processing 
will be suspended. 
4.4.5 The rms Voltage Measurements 
From each eight values I V(a) I along with of I Vx I and 
I Vy I are sampled. For a scattering height, the eight phase dependent values of the 
total nns voltage can represented by 
I V(a) I (4.32) 
where a represents the shift applied to the y-antenna. The very weak echos of 
the reflected ne(~es,sn;'l1;e that a large number of them (120) are and 
averaged as described previous section. The overall that for each 
hour, eight values are obtained along with values of and for 
the scattering of 39 to 120 km. 
4.5 Measurement Uncertainties 
Statistical processing data is carried out in advance of storing the data to the 
hard drive of the computer. Historically, this was done because hard drive 
extremely limited. major drawback of this processing is that 
has been discarded, being replaced by two parameters derived from 
process. 
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5.1 The Statistics of the Data 
backscattered field being sampled by the polaJ:imeter is assumed to be a sinu-
soidally varying quantity of true amplitude in the presence of randomly varying 
noise with a mean of zero and a standard deviation of CYn (Gaussian noise) [Raemer 
(1969)]. Synthesis of the signal by the electronics of the receiving and amplification 
systems of the polarimeter has the effect of changing the inherent statistics of the 
signal. Ricean statistics [Rice (1941, 1945)] must now be applied to the nns voltages 
(R). For a Ricean distribution, the probability density function (PDF) for signal 
plus noise is 
P(R) 
with the signal to noise ratio being 
S.N.R. 
10 denotes the zero order Bessel function of the bracketed quantity. For large values 
of AR/CYn the above form of the PDF is modified to an alternative form by utilising 
an asymptotic expansion of the Bessel function to rGradshteyn and Ryzhik 
(1980)] 
P(R) 
cumulative distribution function (C(R) )is formed from 
C(R) 101 P(R)dR 
4.5.2 The Original Statistical Analysis 
process implemented by von Biel (1979) attempts to find the probability den-
sity function of the 120 data values obtained for pulse each during a 
sampling run. This is done by fitting the to the functional relationship 
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o ( 4.33) 
where C are data values sorted in ascending order and scaled so that the limits of 
Care 0 and 1.0, R is the range of possible values the data can (in this case 
determined by the range of the receiver to be 0 to 5 volts) and a and b are real 
positive constants. The advantage of such a treatment is that an incomplete data 
set can still be used to provide a good estimate of the desired statistical quantities 
and that only the parameters a and b need to be stored [von Biel (1979)]. order 
to justify procedure, von Biel assessed how well relationship of equation 
4.33 would fit ideal data obtained from a Ricean statistical distribution. Equation 
4.33 can be rewritten in form 
[-t In(a)] + ~ In [-In(l - On)] 
where Rn represent the n data amplitudes arranged in numerically ascending OI-
der and On are the values calculated using equation 4.33. The approach is one of 
evaluating the variables In(Rn) and In [-In(l - On)] in order to them to a first 
order polynomial using a linear least squares method. This results in a straight line 
of intercept -(lib) In(a) alld slope lib from which a and b can be evaluated [von 
Biel (1979)]. Using these values, the Lm.s. voltages can be evaluated for the 
phase orientations the polarimeter antennae. The problem with this approach is 
that only the pal'ameters a and b are stored on hard drive and all other data are 
discarded. 
4.5.3 Estimation of Measurement Uncertainties 
To overcome the problem of discal'ded data, an estimated uncertainty can be de-
duced by fitting a Ricean CDF from the raw unprocessed data to a theoretical Ricean 
CDF in order to ascertain both the rms voltage and the rms noise. The process is 
carried out to obtain a single rms voltage and its rms noise value. 
Raw data values are obtained from a polarimeter run at 13:00 on 10 Feb 2000. 
The data is taken from 80 km for a phase increment of 3150 in the y-antei111a 
= 315°) 
The procedure required to obtain estimates of the r.m.s. voltages and measure-
ment uncertainties is based upon the assumption that the 120 signals which are used 
to evaluate r.m.s. voltages will have a Ricean CDF. Integrating the PDF of the sig-
nal data gives a normalised data Fitting a Ricean CDF to the data CDF using 
Powell's method [Press et al. (1992)] returns values of the sin wave amplitude, nns 
noise and minimised X2 of the fit. Shown in figure 4.8 is the result of such a fit 
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(top) as well as a plot residuals (bottom). 
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Figure 4.8: Fit of a Ricean CDF to the data CDF at 80 krn 
Feb 2000. The phase increment in the y-antenna is 3150 
13:00 hours on 10 
The data is represented by the solid line and the fit is "Drn'oc,on'rClrl by the broken 
line. The fractional have been evaluated using 
Yi yi 
Yi 
Yi being the data CDF and Yi being the fitted CDF values. 
residuals are intended to some idea of what data amplitudes are 
the Ricean CDF. Below 0.2 volts, the fractional residuals of the fit are 
of 20 %. Above 0.2 volts, fractional residuals are very much smaller. 
voltage amplitude can from [Raemer, (1969)] 
fractional 
by 
excess 
rms 
This gives a value of volts for this fit. The nTIS noise value is 0.03 
4.5.4 A Comparison of the Two Methods 
Since the data have already statistically processed and are no longer available 
in their original raw form, it is necessary to justify the use of those bY,uchrdHI', 
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a comparison between the rms voltages evaluated by the original statistical process 
and those which are evaluated from fitting the data CDF to a Ricean CDF. 
comparison is made by applying both the original method and the method of fitting 
Ricean CDF's to simulated polarimeter data. The data is simulated by generating 
Ricean cumulative probability distribution functions for a range of sine with 
known amplitudes ranging between 0.1 and 9.9 volts and known r.m.s noise ranging 
between 0.05 and 1.98 volts (see table 4. . The results of applying both analyses 
are shown in figure 4.9. 
i Amplitude 0.10 
I RMS Noise 0.05 
1.19 
0.24 
2.28 
0.46 
3.37 
0.67 
4.46 
0.89 
5.54 
1.10 
6.63 7.72 8.81 
1.32 1.54 1.76 
9.90 
1.98 
Table 1: Amplitude and r111S noise values for simulations to be tested in comparison 
of the original to the alternative statistical process. 
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4.9: Comparison of the original method to the method of fitting to a Ricean 
Cumulative Probability function. 
Good agreement is obtained by both methods except when V rms exceeds 8 volts. 
When this is the case, Ricean rIns amplitude provides a better approximation 
to the true r111S amplitude, the original method underestimating these mag-
nitude signals. Signals above 8 volts are almost never obtained except when total 
reflection from the E region or reflection from sporadic E layers are observed in 
data. Such occurrences are only found ill echoes from above about 100 and since 
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the retrieval of electron densities is restricted to data nominally corresponding to 
heights below 100 km, the lack of agreement for magnitude signals is unlikely 
to become an issue. Nevertheless, as a precaution, the polarimeter data exceeding 8 
volts will be corrected to compensate for the underestimation of original method. 
4.5.5 Estimating an Uncertainty for Statistically Processed 
Data 
To estimate an uncertainty for the statistically processed data, the rms voltage and 
noise is evaluated for a month of polarimeter data using the technique of section 
4.5.3. 
Fitting the Ricean CDF to the raw data CDF is done by minimising the X2 statistic 
where Yi represents the CDF of the voltages, yt represents the Ricean CDF fit to 
the data CDF and (J'i is the standard deviation of each of the voltage measurements. 
this instance, (Ji are estimated from the signal digitisation process. The volt-
age range of any signal is 0 - 5 V and this is sampled by an 8-bit analog to digital 
converter. The minimum possible (J'i values are therefore 5/256 volts. these 
values, fits of Ricean CDFs to a month of raw data CF'ebruary 2000) are performed 
in order to obtain the values of A and (In (see section 4.5.1). These values are used 
to evaluate the mean signal to noise ratios for height and phase of 
polarimeter data. These mean signal to noise ratios are then used to provide an 
estimated measurement uncertainty for I V ( a) I, and using 
These (J\f are evaluated for use in optimal estimation retrieval. 
4.6 SUffilnary 
The theory detailed in this chapter shows that obtaining data fro111 partially re-
flected and absorbed radar pulses depends upon both the electron density and the 
structure of the electrons. These determine the extent to which reflection, absorp-
tion and Faraday rotation of propagating pulses takes place. 
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Appropriate antennae and hardware can sample the returning elliptically po-
larised field and isolate atmospheric noise effects within the received signal. Sampled 
signals are approximated well by Ricean statistics enabling an estimate of measure-
ment uncertainties to be obtained. 
next two chapters will describe how ionisation profiles can be retrieved from 
the data using two different retrieval methods. Chapter 5 describes the traditional 
and well established differential absorption (DA) method and chapter 6 describes a 
new retrieval method based upon an optimal estimation (OE) inverse method. 
68 Cha.pter 5: DA Retrieva.l of Electron Densities 
Chapter 5 
Retrieval Electron D nsities 
Using Differel1.tial Absorption 
5.1 Introduction 
Chapter 4 describes theory ~md measurement propagating MF radar 
The purpose of this chapter is to describe how the theory and measurements can be 
utilised to provide the of the two methods of electron density ) 
profiles. Namely, the absorption (DA) method. 
Initially, it will be shown that the theory of chapter 4 can be adapted to provide 
the theoretical basis of the DA method. Details of how the polarimeter data can be 
analysed to generate Ne(z) profiles will then be outlined. Finally, a critical review 
of the DA process will undertaken. It will be seen that the variant of DA 
method used here has systematic errors is not able to resolve 
physically important structure. 
5.2 Theory of the DA Method 
The analysis builds upon a variant of the DA method 'Gardner and Pawsey (1953)] 
and is carried out Interactive Data Language (IDL). DA refers to dif-
ference in the amount of absorption undergone by "0" and "e" modes as they 
propftgate up to and back from a reflecting . A major feature of 
technique is that is modelled as a function of the product of the 
density and the collisional frequency of electrons with neutral molecules. 
collisional frequency is a pressure dependent quantity, it can be readily determined 
from CIRA 86 pressure data [Fleming et al. (1990)1, thus enabling values of 
density to be obtained [von Biel, (1999)]. 
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5.2.1 Overview of the DA Method 
A consequence of electromagnetic radiation being refracted into two magnetoionic 
modes (o-mode and e-mode) as it travels through an ionised medium is that there 
are two possible methods of obtaining Ne(z) profiles from the partially reflected 
signals. One method involves determining the diff'erence the amount of Faraday 
rotation undergone by each mode. This method is commonly known as the differ-
ential phase (DP) method [von Biel et al., (1970)]. The second method, employed 
here, is known as the differential absorption (DA) method and is characterised by 
modelling of the DA quantity Xe XO and the ratio of the reflection coefficient 
amplitudes (I Re I / I Ro I) of the wave modes as they travels both up to and back 
down from a reflecting irregularity. 
model used is based upon magnetoionic theory and the evaluations of Xe 
and 1 Re , / 1 Ro 1 are carried out using the 8en-\iVyller generalisation (see Appendix 
A) of the Appleton-Hartree equation. These evaluated quantities are then compared 
to the ratio of the amplitudes of the modes (Ae/Ao) , this quantity being synthesised 
from the signal which is received by the polarimeter [Gardner and Pawsey, (1953); 
Belrose and Burke, (1964); von (1977a)]. In theory, DA is dependent upon the 
amount of ionisation, number density neutral molecules and the density of 
magnetic field lines within propagating medium. The objective this case is to 
retrieve ionisation profiles and it is therefore necessary to make some assumptions 
about the other two quantities. 
5.2.2 The Theory of DA and DP 
For a wave which has been refracted into its e-mode and o-mode, equations 4.6 and 
4.7 give 
(5.1) 
as an expression for the ofthe amplitudes of those modes [Gardner and Pawsey, 
(1953)j and equations 4.8 and 4.9 give 
_ 2w {h 
C i ho (5.2) 
as an expression for the difference in phase the two modes [von Biel et al., 
(1970)]. The integrals contained in equations 5.1 and 5.2 are respectively known 
as the DA and DP integrals and respectively describe the attenuation and Faraday 
rotations of the modes. consequence of requiring Ae/ Ao and 1 Re I / I Ro I in 
equation 5.1 is that pulse width and radar power effects are not modelled within the 
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DA retrieval. 
The above equations completely describe all the quantities that to be ei-
ther modelled or measured experimentally to obtain Ne(z) profiles. Separately, they 
respectively provide the bases for the DA and the methods of evaluating Ne(z) 
profiles. DA method is method that is developed here since tendency 
for the of Faraday rotation to be a very number of 21r cycles makes 
the DP method difficult to use [Austin, (1971)]. 
5.2.3 The Modelled Quantities 
The key to evaluating a Ne (z) profile now depends upon being able to model the 
DA integral as a function of . Equation A.l implicitly states that the square of 
the complex refractive index is a function of wP ' Wg and v (respectively the plasma 
frequency of oscillating electrons, the magnetic gyro frequency and collisional 
frequency). Given that Wg can be readily evaluated and that v is dependent upon 
atmospheric pressure and can also be found from CIRA 86 data, it only remains for 
wp to evaluated and utilised in equation A.l to evaluate a differential absorption-
height profile. This is done by employing equation 4.1. Since the aim is obtain a 
Ne(z) profile, the specified magnitude of w; is that which would be obtained for 
a volume of 1 m-3 containing 1 electron. This equation A.l to be used to 
evaluate both (Xe)n and (Xo)n per electron per cubic metre so that equation 5.1 is 
modified to 
[ 
2w lh 
-- (Xe(Z) 
C ho 
(5.3) 
where (Xe(z) - Xo(z))n is the DA normalised to Ne(z) [Gardner and Pawsey, (1953); 
Belrose and Burke (1964)]. 
It now only remains to evaluate 1 Re 1 / 1 Ro I. The requirement to do this rather 
than individually evaluate and Ro outlines one of the apparent major advantages 
of the DA modeL The model assumes reflections of the waves from sharp 
discontinuities at the sampling heights throughout the height over which a 
profile is modelled. Belrose and Burke (1964) show that under type ofreflection 
along with the proviso that it is caused solely by changes in electron llmtlber 
density, 1 Re 1 / I Ro 1 is by 
Thus, equation A.l is used to obtain parameter. The question of whether 
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or not the are truly of a Fresnel nature throughout the range of the 
be answered unless off-vertical can be obtained to signify 
the presence turbulent scatter. is not possible in the polarimeter experiment. 
The collisional frequency is evaluated using monthly mean CIRA 86 pressure 
data using 
/J(Z) = A(z) B(z)cos [360(Mon~; - ¢(z))] 
where z is height and ¢(z) is the phase (in days) at which /J(z) attains its max-
imum value. coefficients A( z), B (z) and ¢( z) are obtained by fitting a fifth 
order polynomial to the CIRA 86 pressure data for the latitude of Birdlings Flat 
with v(z) assumed to have a dependence 68MHzmb-1 [von Biel (1995)]. 
5.3 Analysing the Measured Quantities 
5.3.1 Evaluating the Ratio of Mode Amplitudes 
Von Biel (1977a) shows that quantities are obtained by squaring the r.m.s. 
so that a representation of backscattered power is given. The first is to square 
equation 4.32 so that 
+ Vx ~* exp( +ia) + Vy Vx* exp( -ia) 
--2 
+ I Vy I + V; Vx*] cos( a) + z [V; Yx* - Vx Vy*] sin( a) 
or 
-;----;---,--;-2 I V(a) I U cos(a) + VIl sin(O') (5.4) 
where 
U (5.5) 
z VxV;) 
Thus, representation is expressed of the complex antenna 
of equations 4.27 to 4.30. Equation 5.4 that for scattering 
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plot of I V (a) I against a will produce a function of the form 
Co + Cl cos(a) + C2 sin(a) (5.7) 
Determination of the coefficients Co, Cl and C2 by employing a linear least squares 
fitting procedure SVDFIT [Press et al. (1990)] therefore enables the quantities 
I Vx 12 , U and VV to be evaluated. It is these values, in addition to the 
values and 1 Vy \2 ~ obtained from the ninth and tenth pulses), which enable 
the ratio of the amplitudes of the modes to be ascertained [von BieI, (1977a)]. The 
required quantities are (from equations 4.27 to 4.30) 
and similarly 
where f:::..¢ q)e q)o and C l can be used to obtain the phase change undergone 
each mode due to Faraday rotation. Only Co and are used to compute ratio 
Ae/ Ao so that 
(5.8) 
In practice, the sampled signals need to be corrected for cormllon mode noise 
(noise which can be assumed to affect one antenna in proportion to its effect on the 
other). An assessment of technique used to remove this noise is described in 
section 5.4. 
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5.4 Removal of Common Mode Noise 
Obtaining "true" amplitudes of the "0" and "e" modes from the sampled field relies 
on the received voltages being representative of an elliptical field which is re-
of only wave-plasma interactions. It is unrealistic to expect that this will be 
case each antenna measures voltages" over a narrow band of frequencies 
other at its resonant frequency. It can be assumed that the amplitudes and 
phases of signals vary with time and as such, can be considered to be randomly 
polarised [Kraus (1966)]. In addition to this randomly polarised noise, the data from 
39-60 km range indicates that polarised noise is also present. The 
in hand is therefore to extract this noise in order to be left with a signal which is 
purely elliptically polarised. Von (1992) proposes a method for removing this 
noise from the received signaL 
At any two quadrature components of the field are measured by an-
uC;'.lUUA .. and as mentioned above, their amplitudes will exhibit time dependent 
tuations as well as in their phases. Therefore 
(5.9) 
Vy = Ay(t) exp( -i¢(t)) (5.10) 
where ¢(t) is difference the phases of the x-antenna and the y-antenna 
(¢y(t)-¢x(t)). Since this signal contains both the desired "true" and the un-
desired "noise" signals, the voltages can be modified to 
Ax(t) (5.11) 
Ay(t) exp(-i¢(t)) -i( ¢T(t) (t)) (5.12) 
Although the amplitudes may fluctuate randomly, it can be assumed that any 
whether it be the true signal or whether it be a signal, is "common mode". 
That is to say, its effect on the y-antenna is in direct proportion to effect on the 
x-antenna, and ratios can therefore be defined for both the measured signal and the 
noise signal such that 
R 
Ay(t) 
(t) and 
AYN(t) 
AxN(t) 
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This assumption can be made despite the facts that the received signal is very likely 
to have only partial elliptical polarisation and the voltages used in the analysis are 
averaged values calculated from 120 sample runs over a 12 minute period. But, as 
will be shown in the argument that follows, this assumption is an important one 
since it will enable the individual amplitudes Ax and Ay to be found for both true 
signals and noise signals, where otherwise the analysis would yield only values for 
the products AxAy and AxN AyN ' The method of calculating Rand RN is outlined 
section 5.4.3. 
5.4.1 Finding the Noise Signal 
The noise signal is selected as being from the height which provides the mininmm 
value of I V(a) ( At this height, equation gives us that 
since the received voltage components now require to be nlOdified to take the an-
tennae phase fluctuations into account. 
and 
The values of UN and IV N are obtainable from the linear 
product of the amplitudes of the antennae is 
(5.13) 
squares fit so that 
In order to find the AxN and AYN individually it is necessary to evaluate RN. When 
this been done 
and AYN 
now only remains for the phase of the noise signal to be found from 
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5.4.2 Finding the True Signal 
For a signal obtained from any height other than the height at which the noise signal 
is obtained, a procedure identical to that which gives AxN , AyN and ¢N is followed 
to yield the results 
and 
JVU2 + H!2 and Ay 2R 
where R is the ratio Ay/ Ax. Since these quantities are made of both a true signal and 
a noise signal, the true amplitudes can be readily found. In the case of the x-antenna 
In the case of the amplitude of the y-antenna, it is necessary to resolve the appro-
priate expressions into its real and imaginary components 
AYT(Re) JRVU2 + H!2 2 cos(¢)-
and 
AyT (I7n) JRVU2 + 1i1l2 . sin(¢) -
. 2 
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The corrected y amplitude is then 
AYTJ AYT(Re)2 + AYT(Irn)2 
and the corrected phase 
"'T -1 (AYT (I rn ) ) 
'f' tan AYT(Re) 
These parameters can now be used to evaluate noise corrected values of the fitted 
coefficients Co) C1 and C2 where 
Co 
i [Vy Vx* - Vx 11,;*] 
These modified coefficients can now be used in equation 5.8 to re-evaluate Ae/ Ao. 
5.4.3 Evaluating the Antennae Amplitude Ratios 
The elliptical field received in the plane of the antennae can be represented by its 
Stokes parameters 
--2 --2 
80 = I Vx I + I Vy I 
--2 --2 11~1 -IVYI 80 cos(2X) cos (2'ljJ) 
78 Chapter 5: DA Retrieval of Electron Densities 
2AxAy sin( ¢) So sin(2x) 
where Ax) Ay and ¢ are as in section 5 . X is the ellipticity angle whose 
tangent is the ratio of the semi-major and semi-minor axes of the and ?jJ is 
the orientation angle the ellipse as shown in figure 5,1. 
y 
Figure 5.1: Ellipse orientation angle 
The angle ?jJ is of particular interest 
amplitudes and 
tan (2'l/J ) 
Using the relationship 
tan(27jJ) 
its tangent is the ratio 
2 tan ('Ij)) 
x 
antennae 
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a quadratic equation can formed whose solution 
tan 7{' fVI2 . x ± 
2AxAy cos ( ¢ ) 
shifting of y-antenna of the polarimeter by a dictates that for some value 
of a antennae effectively be in phase (¢ 0) and R can be evaluated from 
R - tan(7,U) (5.14) 
R can be readily obtained from the sampled field data. rv:p and 1 Vy 12 are ob-
tained from the ninth and tenth polarimeter pulses and JU2 + 11\12 is the ampli-
tude ofthe function fitted to the mean square polarimeter voltages [von Biel (1992)]. 
5.5 Numerical Evaluation of Electron Densities 
5.5.1 The Traditional Method 
At this point, the task of obtaining electron density profiles involves manipulating 
equation 5.3 into a form whereby the differential absorption integral can be inverted 
to yield an electron density profile. The form of this expression is 
2w lh 
C ho 
(z) - (5.15) 
Traditionally, satisfactory inversion of this integral has proven to be difficult 
due to the fact that profiles of the left hand side of the equation exhibit negative 
gradients. Figure 5.2 illustrates the problem. Manipulating equation 5.15 gives an 
expression for evaluating Ne(z) 
(5.16) 
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The negative gradient of In(Re/ Ro) - In(Ae/ Ao) in figure 5.2 therefore predicts 
that unphysical negative Ne (z) values will be obtained at some heights. It is highly 
likely that this occurs because the Fresnel refiection model returns In(Re/ Ro) values 
which are a poor estimation of the true values. 
I 2 
-1~~~ __ ~~~ __ ~~~ __ ~~ __ ~ 
40 60 80 100 
height (km) 
Figure 5.2: Plot of In(Re/ Ro) 
1995 
In(Ae/ Ao) against height for 10.00 hours on 1 July 
5.5.2 A Variant of the Traditional Method 
In an attempt to overcome the problem outlined above, von Biel (1999) proposes an 
alternative approach to the inversion problem. He proposes normalising the differ-
ential absorption to the product of the electron number density and the collisional 
frequency (Ne(z)v(z)) and introducing a term which accounts for the negative gra-
dients ofln(Re/Ro ) -In(Ae/Ao). Equation 5.15 then becomes 
(5.17) 
where 
(5.18) 
in which (Xeo(z))n l is the differential absorption normalised to the product Ne(z)u(z) 
and Feo(z) is a refiection coefficient term which is used to adjust the ratio of the 
refiection coefficients at heights where there is a negative gradient of differential ab-
sorption. Obtaining an electron density profile from this now involves inverting the 
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integral to obtain a profile of Ne(z)v(z). Since v(z) can be evaluated from CIRA 86 
datal an electron density profile can be readily obtained. 
5.5.3 Inverting the Integral 
Central to Von Biells integral inversion procedure is the assumption that the product 
N(z)v(z) is a slowly varying exponential. 
N(Z)IJ(Z) lvI exp(n h) (5.19) 
The step in the procedure is to approximate N(z)v(z) to be a linear hmction 
such that 
N(z)v(z) a + b h 
where a change of scale has been introduced in which 
h [2(z 39) - 81] 
81 
and h therefore ranges in value from -1 to 1. Equation 5.18 now becomes 
(5.20) 
Ao being a constant of integration since (h) and 02(h) are respectively obtained 
by numerically integrating 
2w lh 
c ho 
(z) - Xo(z)) dz 2w rh c .lha (Xe(z) Xo(z)).h 
The values of Ao) a and b can now obtained performing a three dimensional fit 
Powell's method of minimisation [Press et al. (1992)] in which the functions 
01(h) and 02(h) provide the variables which are used a fit to data values obtained 
by evaluating In(Re/Ro(z)) In(Ae/Ao(z)). To assist identification, the function 
described by equation 5.20 will from now on be called the height integral function. 
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test of goodness of is the minimised X2 value returned by Powell's method 
(see section 4.5.5). Having some knowledge about the size of the uncertainties is vital 
for obtaining the probability level at which the chi-square value indicates a good fit. 
However, necessity knowing this value can be overcome by assuming that any 
one goodness of fit assessment is to be tested against all other goodness of 
tests that are made. In this way) a relative goodness of fit rather than all absolute 
goodness of fit can be gained for anyone profile. 5.3 shows one of the better 
fits obtained using method. 
40 50 80 )00 
neight (km) 
Figure 5.3: Fit to the profile of In(Re/ Ro) - In(Ae/Ao) against height for 10.00 am 
on 1 July 1995 
It is immediately apparent that use this fit to retrieve an electron density profile 
will result in that profile not exhibiting structure which may be indicative of dy-
namical effects. 
Upon obtaining the coefficients a and b, next step is the inversion of a and b 
in order to yield the coefficients ld and n of equation 5.19. The theory ofthis 
ceclure is described in appendix B. It is possible at this to express Ne(h)v(h) 
in a form which readily enables evaluation of its height by expressing equation 
5.19 as 
where H 81/2n and is the scale height of Ne(z)1/(z) and 
111[ exp (~) 
81 
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Having obtained a 
in order to 
data enables 
v( z) profile there are fairly straightforward to be taken 
density profile, since CIRA 86 and temperature 
to be obtained [von Biel (1999)]. 
Deriving electron profiles using this method is dependent upon 
the assumption that (z)v(z) is a slowly varying exponential which can be ap-
proximated by a order polynomiaL Obviously; the made about the 
behaviour of Ne(z)v(z) will be shown to be valid if the the height integral 
function to the In(Re/ Ro(z)) -In(Ae / Ao(z)) data (see 5,3) is a good one, The 
derived electron profile is in fact shown in figure 
60 
10 100 1000 10000 
Electron densiLy (per cubic em) 
Figure 5.4: electron density against height for 10,00 am on 1 July 1995 
These suggest that the nature of the ionosphere is likely to be such, that 
over the altitude range of the mesosphere, electron densities vary in a manner 
which can described as increasing exponentially height, However, the fit in 
figure 5.3 that at certain heights, there is a departure from this exponential 
variation. Under these circumstances, the assumption that the product Ne(z)v(z) is 
a slowly exponential is a difficult one defend, Any temperature or dynam-
ical effect can cause both these parameters to appreciable variations with 
height, Such variability can not possibly be defined electron density profile 
derived from method of retrievaL Viewed detail over small height inter-
vals, the nature of the mesospheric ionosphere is to be somewhat discontinuous. 
5.6 Using the Statistically Derived Errors 
The analysis of section 4.5.1 enables 
evaluated for the measurements which are 
parameters a and b. To examine any effects 
measurement uncertainties to be 
from the statistically processed 
have upon the DA analysis, the 
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analysis technique is applied to the original 
which are assigned meacsurement uncertainties derived 
data and then to data 
the statistical analysis. 
The approach adopted is to assess the overall by examining each of the 
intermediate steps involved evaluating Ne(z) profiles. This approach is desirable 
because it can be used to observe parameters which have traditionally been 
subject of analyses, and, are regarded as being essential diagnostic tools 
a,UL)':;u,"'HJ'~ DA retrievals. 
5.6.1 Error Analysis of Phase Fits 
first undertaking of retrieval is to obtain ratio of the amplitudes of 
the received field in the of the antennae (see 5.3.1). The initial 
this undertaking is to obtain three of the four Stokes parameters, namely 
coefficients Co, C1 and C2 of equation 5.7. This is achieved using the linear 
squares fitting procedure SVDFIT [Press et al .. (1992)]. 
In the "error free" of this retrieval, the 
are each set to the value of unity in the absence of 
However, "realistic" evaluated from 
4.5.1 can be assigned to measurements in order 
phase fitting stage of the analysis to be quantified. 
the ratio of the amplitudes is shown in figure 5.5. 
of the measurements 
measurement uncertainty. 
statistical analysis of 
their effect upon this 
effect on the evaluation 
Figure 5.5: Amplitude 
Hne). With error 
for 10:00 on 1 July 1995. Without error analysis (Solid 
(Broken line). 
The solid line shows Ae/ Ao evaluated from data have no measurement uncer-
tainties and for which variances are set to unity within the fitting procedure. 
This setting of the to unity effectively means that the fit is performed on 
the assumption that will be a good one et al .. (1992)]. The broken line 
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is the same quantity evaluated from data with measurement uncertainties. The fact 
that uncertainties are now included means that the fit obtained at each height is no 
longer assumed to be a good one, but, needs to be tested by examining whether or 
not X2 minimum is significant at a sufficiently realistic probability level. Figure 
5.6 shows this goodness of fit probability at each height. 
0.' 
0.2 
40 60 80 
heigh: (km) 
Figure 5.6: Goodness of fit probabilities for phase 
on 1 July 1995. 
100 
to values for 10:00 
The value indicated for each height is the probability that within the X2 distribu-
tion for 8 degrees of freedom, there a value whiCh is greater than the returned 
minimised X2 value. 
The overall conclusion to drawn from figure 5.5 is that the introduction of 
data errors causes a systematic of the Ae/ Ao profile to left (to lower heights) 
of the plot. The goodness of fit probabilities (figure 5.6) show that the altered Ae/Ao 
values are probably good up to approximately 95 
The next of the retrieval is to evaluate In(Re/ Ro) - In(Ae/Ao) data and 
then fit the height integml function to them section 5.5.3). The SVDFIT proce-
dure used in the previous fit returns the error for each fit coefficient so that an error 
for Ae/Ao can be evaluated. This error can be propagated through to the height 
integral function fitting step. 
5.6.2 Error Analysis of the Height Integral Function Fit 
The objective of fitting height integral function to the In(Re/ Ro) - In(Ae/Ao) 
data is to obtain the coefficients a and b of equation 5.20. It should be noted at 
this stage that Re/ Ro quantities are modelled so that only a small nominal mea-
surement error can be associated with them. by far major contributions 
to any changes in the In(Re/Ro) In(Ae/Ao) data are made by alterations the 
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Ae/Ao data. 
Even before the fit takes place, it can be seen that the "error free'; In(Re/ Ro) -
In(Ae/ Ao) data have quite different values from the data evaluated using Ae/ Ao de-
rived from polarimeter data with measurement errors (figure 5.7). 
40 60 50 100 
heighl (km) 
5.7: In(Re/ Ro) -In(Ae/ Ao) against height for 10:00 on 1 July 1995. Without 
error analysis (Full line). With error analysis (Broken line). 
The main of using data with measurement errors is that above approximately 
75 km, In(Re/ Ro) In(Ae/ Ao) values are appreciably larger than those derived from 
"error free" data. Also, a systematic shift of the profile to lower altitudes can again 
be seen. 
The results of fitting the height integral junction to these data profiles are shown 
figure 5.8. fitting process uses Powell's method [see et al. (1992)] to 
minimise the X2 surface and returns the height coefficients a and b as well as the 
minimised X2 value. free" In(Re/ Ro) - In(Ae/Ao) data have variances 
set to and the "error analysed" data variances are to their evaluated error. 
Unlike SVDFIT, Powell's method does not allow a covariance matrix to re-
trieved. Consequently, variances for each of the fit coefficients are not returned and 
the minimised X2 value is therefore to compute probability of goodness of 
fit. This lack of fit coefficient variances does not prove to be too important, since; 
in general, the residuals of the fit to data have widely varying values over 
the height of the fit. 
It is also unlikely that the probability of goodness of fit derived from the min-
imised X2 will prove to be of more usefulness over and above providing goodness of 
fit information. Figme 5.3 illustrates both this and the previous point concerning 
the fit residuals. For the profile in figure 5.3, the probability of goodness of IS 
0.923. Therefore, it is certain an attempt to compute density errors 
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based upon probability, will not reflect the true nature of the fit. 
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Figure 5.8: Fits to Differential Absorption integral for 10:00 on 1 July 1995. 
Without errors (solid line). With errors (Broken line). 
The solid line in figure 5.8 indicates a fit to "error free" data and the broken 
indicates a fit to data with estimated errors. Above 75 km, the difference between 
the fits is of a fairly large magnitude and is likely to have a large effect on the re-
trieved electron densities. 
5.6.3 The Effect of an Error Analysis on Electron Density 
Profiles 
ascertain the effect of including measurement errors on electron densities, the 
obtained height coefficients are used in the inversion procedure of section 5.5.3 and 
appendix B. The objective is to obtain the coefficients of the exponential function 
which describes the behaviour Ne (h) v(h). Division by the collisional frequency 
profile yields the electron density profile (Ne (11) ). It should be noted that for this 
analysis, the collisional frequencies are modelled quantities. Figure 5.9 shows the 
resultant electron density profiles. 
Again, the solid line represents the "error free" profile and the broken line represents 
the electron density profile derived using an error application. Above approximately 
78 km there is a significant increase in electron density due to the application of the 
error analysis. Below this height, effect of applying error analysis is to re-
duce the electron densities, albeit by a not significant amount. At 90 km, the error 
analysis increases electron density by around 2000 cm -3. This is contrast to 
a reduction of electron density of around 5 cm-3 which takes place at 60 km. 
These profiles alone serve to illustrate the significant effect of attaching realistic 
errors to polarimeter data. The question now arises as to how many profiles are 
similarly affected by evaluating measurement errors for the data which is used to 
88 Chapter 5: DA Retrieva,l of Densities 
10 100 1000 10000 
electron density (per cubic em) 
Figure 5.9: The erreCl:S of an error analysis on Electron Density plots at 10:00 on 1 
July 1995. 
generate them. 
years of data. 
best way of determining this is to look at averages over the six 
is done in the next section. 
5.6.4 The Effect of an Error Analysis on Electron Density 
Averages 
Evaluating monthly means for both the "error free" and applied" versions of 
noon electron enables an examination of the that the application of 
an error has upon the overall ensemble of profiles. Figures 5.10 
and 5.11 the changes in electron density resulting from the error applica-
tion. In 5.10, the solid line indicates monthly mean electron densities at a 
height of 80 km for which no measurement errors have been specified. The broken 
line "error applied" monthly mean electron densities at 80 km. The effect 
of applying errors is significant at 80 km. This is particularly the case during the 
years of 1996 to 1999 when there is generally a increase in ionisation due 
to the error analysis. 
The is less pronounced during 1994 and 1995 where the increase is generally 
much . Figure 5.11 shows the same plots but for electron densities at 60 km. 
Application of the error analysis has less of an at this altitude but it can still 
be seen that the largest increases occur in the 1996 to 1999 and that there is 
little or in some cases, even a reduction "error applied" electron densities 
during 1994 and 1995. More insight may be by examining the fractional 
changes electron densities which results from applying the error analysis. 
5. shows the change as a fraction of electron density retrieved from 
data. The solid line indicates the fractional difference at 80 km and the 
indicates the fractional diifereilce at 60 km. 
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Figure 5.10: The effect of the error analysis on noon monthly mean electron densities 
at 80 km. 
Figure 5. 
at 60 
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The effect of the error analysis on noon monthly mean densities 
Evaluation of the mean differences show that at 80 km there is a mean increase 
of around 32 % and at 60 there is a mean of 27.2 %. aJ'e pen-
ods where both heights show fractional increases excess of 50 %. the first six 
months of 1996 the increase ranges between 30 and 70 %. This pattern is repeated in 
the of 1999. There are a few occasions the fractional exceeds 
100 but these are generally short lived events. On a very few occasions, 60 km 
electron densities will undergo a fractional reduction. Again, these me short lived 
events and the general is 60 km electron densities to increase an error 
analysis is applied. 
most notable feature is that changes at 60 km aJld 80 k111 are fairly closely 
correlated aJld it can be concluded that the application of an error to the 
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1994 1998 2000 
year 
Figure 5.12: Fractional difference in electron densities at 80 km and 60 km due to 
the application of an error analysis. 
DA retrieval will usually result in the retrieval of electron densities which are roughly 
30 % in excess of the error free electron densities, with exceptional increases of be-
tween 50 and 100 % being rarely observed. overall conclusion must be that 
a lack of measurement errors in the polarimeter data, leads, in the main, to 
retrieval of underestimated electron densities. 
5.7 A Critical Review of the DA Retrieval 
This review of the DA method focuses upon ascertaining whether or not the DA 
method retrieves Ne(z) profiles which exhibit the type of structure which is believed 
to exist. The difficulty is that the true behaviour of the ionosphere can never really 
be known. The best that can be done is to highlight what are believed to be the lim-
itations of the DA method in the context of conventional ideas about the ionosphere. 
Although the DA method has been widely used in the [Gardner and Pawsey 
(1953); Belrose and Burke (1964); Gregory and Manson (1969) 11l1d others}, its use is 
subject to the same limitations as in this work. It mal{es little sense to compare this 
DA analysis with other DA analyses. The most reliable measurements of electron 
densities are considered to be rocket borne [Mechtly et al. (1972); Mechtly (1974); 
Hocking and Vincent (1982)]. These have been reported to exhibit fine structure on 
small vertical scales. These results have been supported by VHF sensing of the iono-
sphere which return results suggest high scattering variability over height 
range of ionosphere [Rottger (1980); Hocking and Vincent (1982); Royrvick and 
Smith (1984)]. 
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5.7.1 The DA Fresnel Reflection Model 
High scattering variability is likely to be manifest as high variability in reflection 
coefficient profiles. It is unlikely that if both and Ro are highly variable over 
small vertical scales, that their ratio will exhibit behaviour that is predicted by 
the DA Fresnel reflection modeL Figure 5.13 shows the evaluated I I / Ro I fol' 
10:00 on 1 July 1995. 
40 60 80 100 
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Figure 5.13: Rei Ro with height at 10:00 on 1 July 1995 
An examination of figure 5.2 which shows the In(Rel Ro) -In(Ae/ Ao) profile evalu-
ated using this Rei Ro profile, highlights the fact that the profile of figure 5. does 
not contain "realistic structure". Since the profile of figure 5.2 exhibits negative 
dients at some altitudes, it is evident that "real" values of Rei Ro are highly unlikely 
to be consistent with modelled DA Rei Ro values at those heights. It can almost 
certainly be concluded that the DA Fresnel reflection model accOlUlts poorly for the 
true structure of ionosphere within the of the bin represented by 
the signals from those heights. 
5.8 S ulnmary 
The DA analysis technique has been described. apparent advantage of using 
the DA analysis is that the ratio of the modes of reflection coefficients can be 
evaluated without the requirement of evaluating each mode individually. A lim-
itation of the DA method is that at certain altitudes, negative Ne(z) values are 
retrieved. This physically untenable result questions the validity of assuming that a 
Fresnel reflection model, based upon an electron density profile with an absence of 
small scale structure, can be used to evaluate the ratio of the e-mode and o-mode 
reflection coefficients. It is likely that within a 1 km sampling bin, large variations 
in small scale structure exist. Under these circumstances, it is probable that the 
I Re I I I Ro I inaccurately represent the values of the reflection coefficients. 
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In order to overcome shortcoming) an alternative approach to the retrieval 
of Ne(z) profiles must be developed. approach forms subject matter of 
next chapter. 
Chapter 6 
Retrieval of lectron Densities 
U sing an Optimal Estimation 
Inverse Method 
6.1 Introduction 
Chapter 5 describes the DA method of retrieving Ne(z) profiles. The main conclu-
sion from that chapter is that the retrieved profiles are constrained by mathematical 
assumptions to exhibit only the mean ionospheric variation over sampled height 
range and that the DA approach does not detect structure over short height ranges. 
alternative approach to the problem of Ne (z) is developed and de-
scribed within this chapter. The motivating factor in adopting this new method 
is the requirement to detect the ionospheric discontinuities overlooked by DA 
method. Not only does this approach make it possible to utilize the differential 
phase (DP) information as well as DA information, it also enables both Re and Ro 
to be obtained as opposed to evaluating only their ratio. 
This chapter is structured in the following way. Firstly, an outline is given of 
the linear algebraic theory upon which the optimal estimation (OE) inverse method 
is based. Within this outline, a description of model which to be used 
to retrieve Ne(z) profiles is given. Secondly, the constraints upon the amount of 
information content which can be derived from the OE are highlighted and 
parameterised. Thirdly, an error analysis is carried out, and finally, the validation 
procedures of the retrieval are described and implemented. 
The remainder of this introduction focuses upon how the OE retrieval can over-
come the shortcomings of the DA method. It highlights possible advantages of 
including a more accurate representation of partial reflection process within 
ionospheric model that is used the OE retrieval. 
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6.1.1 The Discontinuous Nature of the Ionosphere 
Figure 6.1 represents two possible models the ionosphere over a polarimeter sam-
pling bin of 1 km. 
1 km 
Figure 6.1: Model ionospheres over a lkm polarimeter sampling range. The left 
hand plot represents some attempt at realism. right hand plot is the model 
upon which the Differential Absorption (DA) retrieval is based. 
The diagram on the left represents what might reasonably be regarded as a realistic 
representation of ionospheric behaviour with the presence of "ledges" and "valleys)) 
in the ionisation profile. The diagram on the right represents model upon which 
the DA retrieval Although the polarimeter will not resolve the individual 
discontinuities that within the sampling bin, providing step depth of the 
discontinuities are sufficiently small in their vertical e:>..1;ent) it will receive backscat-
tered signals whose amplitudes and phases are dependent upon gradients in 
Ne(z) at those discontinuities (see sections 4.2.4 and 4.2.5). 
The most likely form of backscatter in this instance would Fresnel scatter 
section 4.2.5) with the backscattered signals received by the polarimeter being out 
of phase with respect to each other. The polarimeter would in this case resolve the 
signals into a total signal vector whose amplitude and phase represent the vector 
additions of the signals received from the various discontinuities. In contrast,. 
DA retrieval method uses a model ionosphere that varies step-wise at each of the 
sampling heights. Evaluation of the ratio of the reflection coefficients (Rei Ro) at 
each step is based upon a Fresnel reflection model which assumes the step depth to 
be zero at each sampling height (see section 5.2.3.). That such a model is unlikely 
to account for the "true" ionospheric structure between reflection heights has been 
discussed in section 5.7.1. 
\Vhat is clearly required is some method of quantifying the effects of dis-
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continuities on the amplitude and phase of the backscattered power received by 
the polarimeter from a height bin. If somehow, all the electron density increments 
: L..Nel (z) that contribute to the backscattered signal from within the 1 km bin can 
be evaluated, then average values of Re and Ro can be evaluated for the bin. At the 
same time, the contribution made by electrons towards the attenuation and phase 
~.~CN~"F,V of the signal as it propagates up through the ionosphere, must also be quan-
tified. 
The solution adopted is to retrieve two values of electron density. The first of 
these is termed reflection electron density (RED) and can be interpreted as rep-
'CO"l",HUJlHF, the sum the electron density gradients [L: L..Nel (z) over discontinuities 
whose step size dz is sufficiently small section 4.2.4.) to reflect some fraction of 
the upgoing signal. The second value of density is termed the absorption 
electron density (AED) and can be interpreted as representing average electron 
concentration over the 1 km height bin. EfFectively, the requirement to retrieve two 
values of electron density at each means that it is necessary to retrieve both 
a profile and an AED profile. To obtain the retrieved profiles an optimal esti-
mation (OE) inverse method is used. 
6.2 Overview of the Retrieval Process 
6.2.1 Some Basic Ideas 
more formal treatment of the underlying mathematical principles upon which an 
optimal estimation (OE) retrieval is based is outlined appendix C. a de-
scriptive overview of process is provided. This is interpreted from the theory of 
Rodgers (2000). 
The basic elements which make an optimal estimation retrieval are the "state 
vector", the "measurement vector", "forward model" and the procedure which 
attempts to find the most probable solution of the state vector. The vector 
contains information which is to be retrieved. In this it contains not only 
an AED profile but also a RED profile. 
The aim of the forward model is to completely model all of physics 
which affects the propagating pulse on journey up to back from a reflecting 
layer. polarimeter response to the received signal as well as its response to 
any atmospheric noise which is present must also be included in the forward model. 
When the forward model is ('run" it produces a set of simulated data in response to 
physical effects the assumed AED and RED profiles have upon travelling 
pulse. This set of data constitutes the evaluation of simulated measurement 
vector. 
The state vector and the measurement vector are respectively said to occupy 
space and measurement space. The inverse method attempts to the most 
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probable solution by the probability density function (PDF) formed by 
both the state vector and the measurement vector. The forward model is continually 
run to obtain trial state and measurement vectors. W11en a trial indicates a more 
probable state, the previous most probable state is discarded and the new state 
retained. 
For a non linear problem it is possible that many retrieved state vectors may be 
solutions. By using an optimal estimation method, an attempt is made to retrieve 
the "best" solution by including prior knowledge about state vector in the form 
of an a priori state. To include the a priori state within the retrieval, a probable 
"realistic" state vector be estimated along with associated v31'iances. 
not only determines the space within which the most probable state vector 
but, additionally allows a comparison of retrieved with a priori 
in order to determine which of the state vector contribute valid solutions. 
Figure 6.2 is helpful in that it summarises the overall retrieval process. 
The forward model is continually run and causes both the state and measurement 
vectors to be continually updated. The updating of these vectors ceases when run-
the forw31'd model no longer effects a significant minimisation of a cost function 
which, numerically, is the sum of the X2 surfaces formed by the a priori and con-
verged states, and, the and simulated measurements. The retrieval process can 
be regarded as continually making virtual measurements of the state space until one 
of those measurements produces simulated data closely approximates to the 
real data. 
6.2.2 Retrieval Constraints 
Using an OE inverse method requires a number of constraints to be satisfied. The 
most important of is to ensure that the problem is not over 
mined. This occurs if state vector contains more "linearly independent') ~~v.lU,-,U 
than the measurement vector [Rodgers, (2000)]. It been found that the stability 
of this retrieval is acceptable if the height range over which measurements are 
from is 50 km to 89 km. The eight samplings of the phase shifted voltages 3l'e to be 
used within the retrieval, so that the measurement vector has 320 elements. 
constrains the state vector to contain less than 320 elements. This is 
to saying that theoretically the AED and RED vectors can each contain up to 160 
elements. 
A further constraint upon the size of the state vectors is the need to the 
width of the propagating pulse into account when forward model is constructed. 
The amplitude of the received from any is not only a representation of 
a reflection from a discontinuity at the centre of the pulse but is made up of v.Lv.lHv.llL'" 
reflected from discontinuities which extend over entire width of the pulse. 
of the consequences of this is that the state vector height range must ex<:::eea 
measurement vector height range both at the lower and upper boundaries. 
6.3 illustrates this point. 
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Figure 6.2: Flow Diagram Showing the Hetrieval Process 
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Figure 6.3: Measurements and Retrieved States Height Ranges 
The height range of each state vector is therefore taken to extend from 40 k111 to 
100 km. practice, retrieving 122 elements proves. to be a very slow process be-
cause of the large number of computations required. In any event, another restriction 
must be placed upon the number of elements in the state vector. Ideally, it would 
be desirable to obtain AED and RED profiles with elements at 1 km intervals. In-
formation content tests however, show that the best resolution that the polarimeter 
can achieve is 3 km. The final outcome of all these constraints is that the RED and 
AED profiles each contain 21 elements spaced at 3 k111 interva.ls and extending over 
the height range of 40 km to 100 km. 
6.3 The Forward Model 
The forward model is a major component of the retrieval and must necessarily con-
tain all of the physical effects upon the propagating pulse from the time that it 
leaves the transmitter until it is again received by the antennae of the polarimeter. 
An immediate consequence of this is that it is no longer adequate to include only 
DA effects within the model, but, DP effects must also be modelled. Ivloreover, one 
of the stated advantages of the DA method is that a.bsolute values of the reflection 
coefficients for each mode do not need to be known and that it is sufficient to quan-
tify only I Re I / I Ro I for comparison to Ae/ Ao. is no longer sufficient. It 
is now necessary to obtain the complex quantities Re and Ro order for Ae and 
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Ao to be evaluated and the forward model to properly simulate the sensing of the 
ionosphere by the polarimeter. 
To obtain Re and Ro it is necessary to include the reflection effects that iono-
spheric discontinuites have upon the pulse. This is achieved by retrieving a reflection 
electron density (RED) profile, the value of which at a given sampling height, can 
be interpreted as being the sum of the gradients in electron density ([z ,0"Nel (z) ) 
within the 3 km height bin represented by the sampling height. 
As as modelling the reflection effects, absorption effects must also be mod-
elled. This is achieved by retrieving an absorption electron density (AED) profile, 
the values of which at a given sampling height, can be interpreted as the average 
electron density within the corresponding 3 km height bin. This is represented in 
the usual way as Ne ( z) . 
Evaluations of fie) JiO) Xe and XO are obtained by employing equation A.1 as be-
fore except that dLU'ing each iteration the absorption electron density profile (Ne(z)) 
is now used to evaluate the plasma frequency through equation 4.1. IS 111 con-
trast to the requirement of normalising the plasma frequency as required in the DA 
method (see section 5.2.3). Evaluations of 1 Re [, 1 Ro I, Pe and Po are also carried out 
through equation 4.1 and equations 4.8 to 4.11, except that the plasma frequency is 
now evaluated for the RED profile at 3 km height intervals during each run of the 
forward modeL 
The AED and RED profiles are retrieved at 3 km intervals between altitude 
range of 40 to 100 km and the polarimeter samples the ionosphere at 1 km intervals. 
consequence of this is that prior to evaluation of the refractive indices, inter-
polation of the state vector to a grid with 1 km intervals is required to produce a 
measurement vector which is evaluated at 1 km intervals. Two possible methods are 
available. A cubic spline interpolation and a straight forward linear interpolation. 
By far better results are obtained using the latter, convergence being quicker 
and yielding lower values for the retrieved cost function. 
In addition to forward modelling ionospheric effects upon the radar signal, the 
polarimeter response to returning signal must be included in the forward lTlOdel. 
Included that is atmospheric noise, both elliptically polarised and randomly 
approach adopted is to attempt to retrieve both types of at-
mospheric noise, a long term noise climatology being developed in order to evaluate 
a pTiori noise parameters, but, the development a method of achieving this goal 
proves to be an insurmountable obstacle. The main problem is that the number 
of elements in state vector becomes too large, causing the retrieval to be over 
determined. As well as this, the retrieval finds it difficult to differentiate between 
a polarised noise signal and a polarised pulse ionosphere interaction signal. They 
are essentially the same and it is possible to retrieve electrons from what is in fact 
polarised atmospheric noise. Many unsuccessful attempts at overcoming this diffi-
culty have been made during the course of this work. but it been decided 
the atmospheric noise retrieval approach is untenable. An alternative approach is to 
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evaluate the atmospheric noise before running the forward model so that this noise 
may be treated as a known quantity within the forward model. 
6.3.1 Simulated Data from the Forward Model 
Each time the forward model is run, a set of simulated data is produced for com-
parison to the real data. From section 5.3.1, it can be deduced that the square of 
the rms voltages for the eight phase shifts of a are given by 
A~ 2) sin( Ct) 
(6.1) 
and that the square of the r.m.s. voltages in the x and y antennae are given by 
and 
I V2 yi 
(6.2) 
(6.3) 
The primed mode amplitudes show that radar power and pulse width effects are 
accounted within the forward model. 
6.3.2 Quantifying Radar Power and Pulse Width Effects 
The absolute transmitted power is not a quantity that is obtained. A com-
plete calibration of the radar is necessary to find this. Such an exercise was deemed 
to be technically difficult at Birdlings. A number of reasons dictate that this is so. 
Firstly. the ground reflection coefficient must be evaluated. It would be expected 
that this quantity depends upon both the dielectric behaviour of the ground and 
conductivity. Both these electrical quantities will probably dependent upon the soil 
upon which transmitter sits. The Birdlings Flat site is not prone to any major 
seasonal changes of ground conditions snow lying on the ground in winter) hut 
its proximity to the sea opens the possibility that underground salt water may have 
some 
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In addition to knowing the reflection coefficients, it is highly desirable to measure 
directly voltage output of antenna. Use of the ground pulse amplitude is not 
considered a suitable method of achieving this due to widely varying amplitudes 
which can be seen resulting from the variation of soil moisture content. that 
the distance from the transmitter to the receiving hut is of the order 
variations can be considerable. overall approach was to assume no seasonal 
variation but use a value of transmitted power based upon the nominal transmitter 
output voltage of 10 kV. 
The transmitter pulse is assumed to be Gaussian in shape and is set at 20 fJ, s, 
corresponding to a resolution of 3 km at full width of half power. 
6.3.3 The Relationship Between the AED and RED Profiles 
As indicated in section 6.1.1 quantities that are to be retrieved ru:e and 
RED profiles. It would seem probable that there would be some relationship be-
tween profiles and that this could be modelled within the forward model. This 
has in fact been attempted but the tendency for models to consistently fail 
to converge to a solution is proof enough that the assumption is not a valid one. 
A much more successful approach is to asslUne that the absorption and reflection 
profiles are independent of other and allow to vary independently of each 
other within the forward model. 
6.4 Evaluating Atmospheric Noise 
6.4.1 The Diurnal Variation of Atmospheric Noise 
Ideally physical processes that result in atmospheric noise within polarimeter 
signal would be included within the forward model. In this case however such noise 
was pre-evaluated before being entered in the forward model. Atmospheric noise in 
this case may be both polarised or randomly polarised, although the latter can be 
regarded as being unpolarised. 
extent to which a received signal is comprised of polarised varies di-
urnally. At night time, the amount of polarised noise in a signal is than 
during hours of sunlight. can be clearly seen comparing the 1 12 signal 
obtained from a pulse partially reflected from km at midnight to equivalent 
signal at noon (see Figures 6.4 and 6.5). The of 45 km was chosen to examine 
the of polarised noise because there is virtually no ionisation at this height 
and it can be confidently that the polarisation is entirely due to factors other 
than interaction of the propagating pulse with electrons. 
Both amount of elliptically polarised and randomly polarised which is 
present within a signal can ascertained by evaluating the degree of elliptical po-
larisation (p) using equation 4.31. 
102 Chapter 6: OE Retrieval of E1ectron Densities 
4 8 
Phose Angle (radions) 
Figure 6.4: I Va: 12 against 0: at 45 km for midnight on 1 July 1995 
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Figure 6.5: II/a: 12 against 0: at km for midday on 1 July 1995 
The randomly polarised part of the signal not have any particular phase 
component since it represents the part the signal which there is no correlation 
between the x and y antennae. As such it contributes only towards the power term. 
Both magnitude of the randomly polarised noise and the degree of elliptical 
polarisation vary with height. Meek and Manson (1981) propose that the height 
variation of randomly polarised of the signal precludes external noise as 
being the source of randomly polarised noise. They conclude that random polar-
isation is caused by contamination of signal by oblique frOTn different 
heights within the pulse width. The variation of randomly polarised atmospheric 
noise power with height is shown in figure 6.6. 
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6.6: Variation of randomly polarised atmospheric noise power with height at 
10:00 on 1 July 1995 
Including height dependence) the power term in equation 5,4 can be rewritten as 
The term on the right side of this expression represents the component of 
the power which is purely elliptically polarised and now only contains the wanted 
polarised ionospheric power and the polarised atmospheric noise power. Thus, the 
randomly polarised power can be written 
(6,4) 
addition to this randomly polarised noise the polarised noise component 
of signal can be found by considedng the phase terms of equation 5.4. 
6.7 shows the remaining elliptically polarised signal (I V(a)(h) 12) the 
randomly polarised component of the signal has been removed. The from 
between the heights of 50 and 68 km can be considered as containing only ellipti-
cally polarised atmospheric noise and appears to be approximately constant in the 
sense that its amplitude phase remain constant over this height range. Above 
approximately 68 km the will contain both elliptically polarised and an 
elliptically polarised component which results from the interaction of the with 
ionosphere. 
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Figure 6.7: The total elliptically polarised signal evaluated at 10:00 on 1 July 1995 
These features suggest that a valid way determining the parameters of the 
elliptically polarised noise will be to evaluate the Stokes parameters at each height 
between 50 and 68 km and determine their means. In fact the height range chosen 
for evaluation is 50 to 60 km. This reduces the possibility of the retrieval treat-
ing low altitude ionisation as being a source of elliptically polarised noise since it is 
possible that ionisation can occur down to about 60 km [Thomas (1968)]. This also 
leaves enough data points to give valid mean Stokes parameters for the polarised 
noise. Reverting to the notation of equation 5.4, the polarised noise component of 
the signal can be described as 
~::-;--..,.--;-:2 
I V(a) In Un cos(a) + 1iVn sin(a) (6.5) 
--2 --2 
where = I Vx In I Vy In' The noise parameters R1) Un and l;)1n are assumed 
not to vary with height and are an intrinsic part of total signal at each height 
the signal profile. These parameters as well as the profile of randomly polarised 
noise are entered into the forward model and added to the simulated signal which is 
produced by the modelled interaction of the pulse with the reflection and absorption 
electron density profiles. 
A notable drawback of evaluating atmospheric noise in this way is the fact that it 
is impossible to determine the amounts of elliptically and randomly polarised noise 
which are present in the signals from the ninth and tenth pulses (I VX I and I 1~ I) 
for each height [Kraus (1969)]. a consequence, the measurement vector must be 
restricted to containing eight I V (0:) I voltages from each height and the use of 
I Vx I and I ~'lj I restricted to finding the second Stokes parameter Ellj (see section 
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4.3.7) in order to evaluate the amount of randomly and elliptically polarised noise 
within the eight I V ( 0;) I voltages. 
A climatology of the elliptically polarised noise power is carried out and is de-
scribed the next section. Included are diurnal and long term variations. The 
original aim of performing this climatology was to deduce a priori atmospheric 
noise parameters for use in the retrieval of such noise. 
6.5 A Climatology of Elliptically Polarised Noise 
In order to evaluate elliptically polarised atmospheric noise and specify noise ac-
ceptance criteria for OE retrieval data, a climatology of polarised noise power (Pn ) 
estimates is established from the data for the six year period of January 1994 to 
December 1999. The values used in the climatology are taken to be the average of 
over the height range of 40 to 50 km. 
Figures 6.8 shows diurnal variation of ~1 oil 25 January 1995. It is immedi-
ately apparent that the noise values show large reductions just after sunrise and large 
increases just sunset. It is highly probable that the source of the nighttime 
large magnitude polarised noise is the reflection by the E-Region of ground based 
noise which, in the absence of the D-Region, is not absorbed. On 25 January the 
respective sunrise and sunset are 05:24 and 19:57. These times are evaluated 
for ground level and will differ by a small amount from sunrise and sunset times in 
the 40 to 50 km height range. 
Figure 6.8: Polarised noise power against hour of the day for 25 January 1995 
Whether or not there is a seasonal variation of these values can be ascertained 
by looking at their variation over a longer time period. For example, figure 6.9 shows 
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how the noise power evaluated at 12:00 each day varies the years 
for, which OE retrievals will be run. 1999 appears to a year in which polarised 
noise attains values. 1998 has appreciable of polarised No ap-
parent for the years of 1994 to 1997 but, apart from late 
1999,1998 which winter polarised noise exceeds summer values. 
There are sporadic periods where anomalous enhancements of Pn are clearly vis-
ible. In late 1999, Pn is much than the value for the remainder of the 
year. In the noise power is of a sufficient magnitude to render data too 
noisy to be used in the OE retrieval. 
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Figure 6.9: Variation of polarised noise power during 1994, 1995, 1996, 1997, 1998 
and 1999. Noise powers are evaluated at 12:00 day. 
Given there is a diurnal variation of the polarised power and 
that the transitions between regimes of magnitllde and lower magnitude 
noise are at sunrise and sunset, a valid approach to obtaining a pTioTi noise esth-nates 
and their uncertainties would be to obtain the average diurnal variation of noise for 
a time in which and sunset times do not vary by more than an hour. 
A suitable period is 40 days since this provides enough data for statistics to 
be meaningful and the and sunset vary by less than an hour within 
this time period. Figure 6.10 shows the diurnal variation po13l"ised noise 
power 40 bins in 1995. 
Bin 1 is averaged for 1 to 40, bin 2 for days 41 to 80 3Jld so on. Bin 9 is 
averaged for days 321 to 365. The diurnal variation is again distinctive with the 
transitions between the of large magnitude and lower magnitude noise oc-
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Figure 6.10: Diurnal variation average polarised noise power throughout 1995. 
Averages are taken for bins of 40 days. 
curring at sunrise and sunset. Sunrise (S.B..) and sunset (S.S.) times are shown for 
the days which the limits of the bins. 
Day 1 41 81 121 161 201 241 281 321 365 
S.B.. 04:57 05:46 06:38 07:25 08:03 08:00 07:06 05:54 04:58 04:56 
S.S. 20:07 19:40 18:34 17:27 16:53 17:11 17:53 18:38 19:30 20:07 
Table 6.1: Sunrise and sunset times for specific days. 
All of the bins show reductions in the average polarised powers for bin 
7. It is clear that at some time within this bin (day 241 to 280) there is some source 
of daytime interference acting to increase the power of the polarised noise. This 
apart, it can be seen that during daylight hours, the magnitude of the polarised 
noise power is reduced dramatically. diurnal is reproduced for binned 
40 day averages in data from 1994 to 1999. Furthermore, the magnitudes of the 
powers do not vary greatly from year to year as can be seen by examining po-
larised noise power averaged over the same 40 days for 1995 to 1998 (see Figure 6.11). 
Apart from some anomalously large values between 13:00 and 15:00 in the 
1996 averages, and, between 09:00 and 12:00 in the 1997 averages, daytimes 
powers are of similar magnitude, except for 1999 values. The conclusion is 
there is sufficient justification to average all the polarised noise powers from 
equivalent 40 day bins for the years 1994 to 1999. In order to exclude the anomalous 
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January 1994 to December 1999. Averages are taken over 40 periods 
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peaks in noise power are likely to be caused by some source of interference, 
noise powers in excess of 1 volt are excluded from the statistical treatment. Figure 
6.12 shows the results obtained. 
These results, along with their variances provide the means formulating an ac-
ceptance or rejection criterion based on whether or not polarised noise power of 
a data set exceeds the polarised noise powers evaluated in climatology. 
6.6 The State Vectora priori and First Guess 
6.6.1 The a priori Absorption and Reflection Electron Den-
sity Profiles 
The a priori for vector is comprised of both and RED profiles. For 
the purposes AED and RED profiles are for the hours 10:00 
to 14:00 each day. It is important that these profiles be based upon some prior 
knowledge or climatology. In the case of the a priori AED profile, previous electron 
density measurements rocket borne hardware [Mechtly et al. (1972); Mechtly 
(1974)1 and variants of the DA method [Belrose and (1964); Gregory and 
Manson (1969); von et al., (1970)1 are available. 
A survey of results which have determined noon time for middle latitudes 
reveal that electron densities in general, exhibit an exponential increase as altitude 
increases. Typically, electron densities reach values 6f around 400 cm-3 at approx-
imately 80 km and around 5000 cm-3 at approximately 90 km. Most results show 
that there is little or no ionisation below 65 km. The a priori AED profile initially 
chosen to represent behaviour in the retrieval is 
5000exp 
where Zo is the at which the electron density is 5000 , in this case 90 km, 
and, H is the height of electron density, in this case 4 km. Validation results 
from retrievals which use this a priori show that it does not provide valid solution 
profiles. However, valid results are obtained when 100 is added to electron 
densities at all This procedure ensures that state space at the lower 
heights of the a priori profiles is large enough to allow appreciable ionisation, 
given that the a priori variance is specified as a fraction of the a priori profile in 
10glO space. This additional state space allows for anomolous low altitude ionisation. 
The the a prioTi represent the ullcertainty of the prior knowledge 
a priori variances can increase number of solution state 
vector elements which are retrieved from the rather than the a pr'iori, 
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A quantitative understanding of what this means can be gained if it is considered 
that the total cost function which needs to be minimised dming the retrieval process 
is made up of the sum of two costs functions (see equations C.7, C.S and C.g). In 
order to be able to effect a good retrieval based upon as many measurement vec-
tor elements as possible, it is desirable that equation C. 7 (the fit cost) should be 
able to be readily minimised. If the a priori covariance matrix Sa contains large 
magnitude elements then all the elements in equation C.S (the a priori cost) are 
reduced in magnitude and are difficult to minimise when the retrieval is running. 
fit cost is therefore minimised in preference to the a priori cost so that the fi-
nal solution is obtained from the measurements rather than the a priori information. 
As mentioned section 6.3.3, the relationship between the AED and RED pro-
files adopted within the forward model of the retrieval is that there is essentially no 
relationship. The a priori for profile is relatively straight forward to specify 
since rocket borne and radar experiments provide some measurements of this quan-
tity. 
The situation is somewhat different for the specification of the a priori RED 
profile. No previous attempts to retrieve RED profiles are known about. Fortu-
nately, use of the a priori AED state space to represent the a priori RED state 
space is an approach which results retrieved profiles which satisfy validation cri-
teria. Duplication of the a priori AED state space to represent the a priori RED 
state space ensures that the total state space is large enough to account for any wide 
variation of the "true" AED and RED profiles. This means that any solutions which 
are retrieved have a high probability of lying within the specified a priori state space. 
6.6.2 First Guess Profiles and the Log-space Retrieval 
It is important to obtain a good first guess at RED and AED profiles if a solution 
is to be obtained. In the first instance, using the a priori as a guess is an ap-
proach that works well for the vast majority of retrievals. However, there are a few 
instances where convergence towards negative electrons takes place resulting in the 
8en-vVyller evaluation of the refractive index producing reflection coefficients that 
have pmely imaginary values. The retrieval finds mathematically impossible to 
recover from such a situation and retrieves invalid solution profiles. This situation 
nearly always arises when the first RED profile has values which are very much 
larger than the probable solution. this case, the simulated signal produced by 
the forward model is much larger than the real signal and the retrieval attempts 
to compensate by dramatically reducing the reflection electron densities to such an 
extent that become negative. 
A simple solution to this problem is to introduce a positivity constraint by re-
trieving electron densities in log-space. This proves to a stable and reliable 
method and consistently provides first profiles which prevent negative RED 
being evaluated as the retrieval converges towards a solution. Thus, the a 
priori profiles can in fact be used as first profiles. Figures 6.13 shows a COlll-
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Figure 6.13: Comparison of simulated data (broken lines) to real data (Unbroken 
lines) for one pass of the first ionisation through the OE retrieval 
forward model. Data is from 12:00 on 20 May 1995. 
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Data is from 12:00 on 20 May 1995. 
parisons simulated data to real data after the guess profiles have been passed 
through OE retrieval forward model for time and Figure 6.14 shows a 
comparison of the simulated data to the real after the solution profiles of this 
retrieval been passed through the forward model. 
Since the retrieval is to be done in log-space, the a priori variances must also 
be expressed in log-space. A suitable value for log-space variance is unity. This 
effectively states that the limits of the a priori state is evaluated by dividing 
the a profile elements by 10 and the upper limits obtained by multiplying the 
AED a profile hy 10. 
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It is obvious from figure 6.14 that the retrieval successfully achieves 
uUJ . .lLUCLulUI", measurements which are good approximations to the measure-
differences between the simulated and the real measurements 
discernible, are not of a magnitude which would lead to the conclusion 
is failing in its objective. 
6.7 Retrieval Diagnostics 
6.7.1 Some Diagnostic Plots 
section deals more with the objective of getting the retrieval to run with 
validating the final article. Nevertheless) it is an important part of the overall pro-
cess since many of the plots enable quick recognition of problems and give a for 
forward model contains inadequate physics. All the plots described 
are for the first time when the first guess profile is passed 1J.l.lIUU"-.l.l 
forward model. After that, they are re-plotted every time the retrieval "{"\ll'",",rrr,,,, 
towards a solution. 
Important plots which outline how well the simulated data from forward 
the real data are shown in figures 6.15 and 6.16. Figure 6. (top) 
both the signal from the real data (solid line) and the simulated signal for a 
the guess profiles through the forward model forward model. The 
height range of 50 to 70 km is plotted on a different scale in order 
the extent to which small amplitude noise signals are successfully 
by the retrieval. Figure 6.15 (bottom) shows the residuals of the fit divided by 
uncertainties. Figure 6.16 shows the same plots for solution pro-
being passed through the forward model. 
The top plot shows a good fit of the retrieved signal to data signal. A desir-
able result for the bottom plot is for all the relative residuals to lie within the limits 
and appear to have the approximate characteristics of Gaussian noise in that 
they should exhibit no phase dependence. This would to be the case for this 
Figures 6.17 and 6.18 show the fits of the simulated to I V(a) I values 
3 height intervals. The vertical bars in each plot are measurement uncer-
tainties. 
Figure 6.17 displays the fits of the first guess simulated (dotted line) to 
the real data (solid line). As expected, the first significant de-
partures from the data signal at various heights. is similar but is for the 
solution simulated signals. The solution fits are achieved to within measurement 
uncertainty at each height. 
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Figure 6.15: Top: Comparison of simulated data (broken lines) to real data (Unbro-
lines) for one pass of the first guess profiles through the OE retrieval forward 
model. Data is from 10:00 on 9 January 1994. Bottom: The relative residual of the 
simulated data and the real data for the above comparison. 
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Figure 6.16: Top: Compaxison of simulated data (broken to real data (Unbro-
ken lines) for the pass of the solution profiles through OE retrieval forward 
model. Data is from 10:00011 9 January 1994. Bottom: The relative residual of the 
simulated data and the data for above comparison. 
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Figure 6.17: Fits of simulated data from the first guess to I V(a;) I values at the 
heights indicated. Data is from 10:00 on 9 January 1994. 
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Figure 6.18: Fits of simulated data from the solution to I V (0:) I values at the heights 
indicated. Data is from 10:00 on 9 January 1994. 
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6.8 Determining Retrieval Information Content 
and Resolution 
A determination of the retrieval information content is in effect a determination of 
where the vector has been retrieved from the measurement vector in preference 
to the a priori. A qualitative discussion of this subject has been presented in section 
6.6.1. In section, a more quantitative discussion) in which information content 
is parameterised, is undertaken. 
The resolution of the polarimeter is a measure the minimum over which 
the polarimeter can discern atmospheric structure. The information content param-
eters defined in this section can be used to determine what the minimum resolution 
of the polarimeter is. 
6.8.1 The Null Space of the Kernel Matrix 
The covariance matrix of the state vector may be singular when K a null space. 
There may be two contributing factors towards being a null in K. The 
measurement vector may have elements than the state vector and the noise as-
sociated some measurements may be so that retrieval of some elements 
within the state vector is from the a priori rather than from the measurement. When 
this occurs the state vector elements associated with those large measurement co-
variances to remain unchanged and return a priori values in the final solution. 
The null space of the kernel) if one exists) provides the number of retrieved quan-
tities which have been derived the a priori rather than from the measurements. 
To find null space the line81'ised expression section C.2.1) 
y Kx + E 
is transformed by introducing the transformations 
1 
X S~2(X x a ) and y y 
so that 
1 1 
Y KS~x + 2€ Kx + E 
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1 1 
K S~2KSJ is the transformed version of K and can now be factorised using 
singular value decomposition (SVD). 
UAVT (6.6) 
where U and V are respectively the left and right singular vectors of K and A is 
a diagonal matrix whose diagonal elements are the singular values of K [Rodgers 
(2000)]. The singular values are arranged in descending magnitude along the 
agonal and the null space is made up of the number of these values which are less 
than or equal to unity. Figure 6.19 illustrates this point. non null space for 
this retrieval consists of about 20 elements. This effectively means that for 20 el-
ements, the solution state vector has been derived the measurements rather 
than the a priori. If elements are equally divided between the absorption and 
reflection profiles then each such profile is valid over a range of approximately 30 km. 
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Figure 6.19: Singular Values of the Transformed Kernel Matrix. 
6.8.2 The Averaging Kernel 
The operation of the rows of the averaging kernel A on x Xa can be regarded 
as the smoothing which is applied by the polarimeter to the a priori state vector 
in order to shape it into the solution state. Examination of the rows of A yields 
information about the resolution of the polarimeter. A value of unity indicates where 
the solution has been derived from the measurements as opposed to the a P1"iOT'i. 
Figures 6.20 and 6.21 exhibit the elements of the averaging kernels. 
Ideally) elements along the rows of the averaging kernel should peak a value of 
unity where the polarimeter makes a well resolved measurement of AED and RED. 
It is very much a matter of trial error to find the optimum grid spacing of the 
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vector elements. 
Figure 6.20 shows the averaging kernel values for the retrieval of an AED profile 
at 10:00 on 16 May 1995. The values are in excess of 0.5 over the height range 
of 64 to 88 indicating that the retrieval information content obtains AED 
information mostly from measurements over this height range. Values are close 
to or in excess of 0.9 over the height range of 73 to 85 
Figure 6.21 shows averaging values for the RED profile from the same 
retrieval. values approach or are greater than 0.9 over a much larger height 
In fact, the indication is that RED profile information can be retrieved from 
measurements from 49 to 94 km. 
The averaging kernels of figme 6.20 and 6. suggest that the polarimeter is able 
to resolve both AED and RED elements at 3 km intervals over the respective height 
ranges of 6Ll to 88 km and 49 to 94 km. 
-0.5 0.0 0.5 
Heighl (km) 
1.0 
Figme 6.20: The averaging kernels for a retrieval of an AED profile on 10:00 on 16 
May 1995. 
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Figure 6.21: averaging kernels for a retrieval of a RED profile on 10:00 on 16 
May 1995. 
6.8.3 The Area of the Averaging Kernel 
Evaluation of the area of the averaging Kernel can be done by summing the elements 
in each row of the matrix. Figures 6.22 and 6.23 respectively show the averaging 
kernel areas for the absorption and reflection profiles. 
0.0 
Figure 6.22: Area of the Averaging 
on 16 May 1995. 
0.5 
Arp.o 01 lhe 
1.0 
Kernel 
of the 
1.5 
profile for a retrieval at 10:00 
area of the averaging kernel the AED profile approaches the value of unity 
between the heights of approximately 64 and 88 This would indicate that the 
AED profile is retrieved more from measurements than from the AED a 
prioTi profile between these heights. The area of the averaging kernel for the RED 
profile approaches unity over the height of approximately 64 to 95 Thus 
RED profile is preferentially retrieved from measurements over this height 
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Averaging Kernel of the RED profile for a retrieval at 10:00 
range. 
6.9 Error Analysis of the DE Retrieval 
The error analysis the OE retrieval involves quantifying the retrieved variances 
and differentiating them into parameters which identify the different sources of error 
within the retrieval. 
6.9.1 Error Characterisation 
In order to characterise sort of error tests which can be carried out, it is necessary 
to develop some of the retrieval formalisms which are defined in appendix C. The 
equation upon which the error analysis will be based is equation C.4. This equation 
describes the difference between the a priori and the retrieved state as being the 
sum of three terms. first of these terms (R(F(xa, b), b, Xa, c]- xa) is called 
the bias. Quantitatively, it is the result that is obtained if a simulated retrieval uses 
a measurement vector which has resulted from running the a priori state vector 
through the forward modeL If the a pTiori is then subtracted from the retrieved 
state, the result should be zero for measurements whose variances are infinitely large. 
In the event of this being the the retrieved state can be viewed as being 
an estimate the smoothed true state plus a retrieval error. second term on 
the right hand side of equation C.4 (A(x xa)) is known as the smoothing term 
and can give information about the instrument resolution as well as about where 
the retrieval has derived the measurements as opposed to a prwr'l 
[Rodgers, (2000)]. 
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The third term, known as the retrieval error, is the error in the state 
which from the total measurement error. In defliling it in this way, the total 
measurement error is regarded as not only being due to the variances in mea-
but, also as including the errors which arise from the forward 
it can be regarded as simulating the measurement process. 
the bia.s term is indeed zero, equation C.4 can be rearranged to give 
Ax + + 
where In is a n x n identity matrix. The retrieved state can therefore be 
(6.7) 
an estimation of the smoothed true state (Ax) with one error contribu-
U.L.leu.l.l!'> from the difference between the a priori and the smoothed a priori 
((In A)xa) , and, another error contribution coming from the total mea.surement 
error (GyEy). Initial error chs,l'acterisation tests consist of examining the smoothing 
function, a.ssociated error and the errors which go together to make up the total 
error [Rodgers, (2000)]. 
6.9.2 Retrieval Measurement Error 
The individual measurement error components are the forward model parameter er-
ror (GyKb(b b)), forward model error (Gy6f(x, b, b') and the measurement 
error (GyE) (see equation C.3). 
(2000)]. 
nel but it is 
(1987) and 
approximates 
forward model error can only be evaluated if the true physics and 
of modelled system are known in their entirety [Rodgers, 
~~~,/~v,'v~~ processes within the forward model are assumed to be Fres-
that turbulent scatter and Fresnel scatter coexist [Hocking 
can therefore be assumed that the forward model in this case 
The of how good an approximation it is to reality can only really be 
answered if is some means of quantifying the degree to which other non Fresnel 
reflection act to scatter the incident radar pulse. The power from turbulent 
backscatter is much less than that from Fresnel reflection and has been 
shown to vary with height [Hocking (1987)]. The amount of off vertical turbulent 
backscatter can only really be measured when the incident pulse is transmitted at 
an angle which is or) spatial autocorrelation function of the reflected 
waves at an adjacent antenna obtained. This is beyond the capabilities of 
the polarimeter. the forward model error can not be readily evaluated in 
this case. 
forward U"JU'~~ parameter error is effectively the contribution towards the 
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total measurement error made by non retrievable parameters. must be in-
cluded in the forward model in order to obtain reasonable approximations of the 
true physics and instrument response. 
The forward model parameters this case consist of the polarised and unpo-
larised atmospheric noise parameters. Normally: will be estimated on the 
basis of some knowledge about the physical nature of the processes which give rise 
to them. Given that the processes which result in the polarised component of atmo-
spheric noise are likely to be occurring sornewhere other than the ionosphere, and, 
those which give rise to the unpolarised component are random and highly variable, 
it is not possible to determine even an approximation to the nature of the physical 
processes which produce the atmospheric noise parameters within the signal. 
Fortunately, the noise parameters can be pre-evaluated from the measurements 
before being included as forward model parameters within the forward model. An 
approach such as this one requires that the extra uncertainty introduced by the 
inclusion of the evaluated parameters be taken into account in the retrieval. The 
method of doing this is simply to evaluate the uncertainties of the noise parameters 
and assume that these uncertainties will produce an extra simulated measurement 
uncertainty due to the parameters being included within the forward model. 
Since retrieval compares simulated measurements to the real measurements, 
it follows that altering the real measurement ullcertainties to include the extra for-
ward model noise uncertainties will adequately account for the error introduced by 
evaluation and inclusion of the noise parameters within the forward model. Figure 
6.24 shows the result of adding atmospheric noise uncertainties to the original mea-
surement uncertainties. would be expected) the upon the measurement 
uncertainty is greatest for signals from the lower heights. At these heights, almost 
all of the signal is made up of polarised noise. 
The contribution to the total measurement error of measurement is the 
most straight forward of the noise components to evaluate. It's covariance matrix 
is given by 
where SE is the measurement error covariance matrix. Since SE is diagonal, taking 
the square root of the diagonal elements of Sm provides standard deviation of 
the retrieval noise. 
It is instructive to examine some plots showing the relative sizes of the errors that 
been described above. Figures 6.25 and 6.26 show these errors as a fraction 
of the a pri01'i standard deviation for the retrieved AED and RED profiles at 10:00 
on 25 May 1995. At the top and bottom of the profiles the solution measurement 
errors are approximately the sallle as the a priori variances indicating that the 
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Figure 6.24: Measurement uncertainties for both before (solid line) and after (dashed 
line) the evaluation of atmospheric noise. 
solution profiles have been retrieved from the a priori profiles in preference to the 
measurements. The criterion for accepting a profile element as being valid is open 
to discussion. If it is accepted that the solution variance of an element is at least 
smaller than its a priori variance, even if it's magnitude is as much as 90 % of the 
a priori, it can be argued that the element is still acceptable but subject to the 
constraint that it will have a large uncertainty associated with it. 
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Figure 6.25: Measurement noise (dotted line) and measurement error (dashed line) 
as a fraction of the a priori standard deviation (solid line) for retrieval of absorption 
electron densities at 10:00 on 25 May 1995. 
Applying this criterion to the retrieved profiles of figures 6.25 and 6.26 allows 
it to be stated that the AED profile is retrieved from measurements over a height 
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Figure 6.26: Measurement noise (dotted line) and measurement error (dashed line) 
as a fraction of the a prioTi standard deviation (solid line) for retrieval of reflection 
electron densities at 10:00 on 25 May 1995. 
range of approximately 65 to 90 km, and, that the RED profile is retrieved from 
measurements over the height range of approximately 50 to 95 km. difference 
between the measurement error (dotted line) and the measurement ( dashed 
line) is due to the forward model error and the forward model parameter error. 
Although it is impossible in this case to differentiate between both these types of 
error, it can be seen that the contribution due to the sum of these errors is fairly 
small between the 75 - 90 km height range for the AED profile, and, between 68 
92 for RED profile. The indication is that reflection processes are more accu-
rately parameterised than absorption processes. 
6.9.3 Monthly Mean Uncertainties 
Analysis of the retrieved errors asa fraction of the solution give some guidance 
about seasonal variability of retrieval accuracy. In this case monthly mean 
AED and RED errors are evaluated as a fraction of monthly mean AED and RED 
values. Since the solution errors are variable, the mean electron density (Ne ) and the 
mean uncertainty (p,) for a given month are respectively evaluated using [Bevington, 
(1969)] 
,£(Ne (z)d (J;(z)) (6.8) 1/ (J;(z) 
and 
fLf(z) 1 (6.9) 1/ (J;(z) 
where i Ne (z) profiles, with a variance profile ((Jf (z ) ), are present for each 
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month. Figure 6.27 displays RED fractional errors and 
fractional errors. 
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Figure 6.27: Contours of the monthly mean uncertainties as a fraction of the RED 
solutions for 1994 to 1999. 
The most striking feature of these plots is the fact that the RED retrievals have 
much smaller fractional errors than the AED retrievals. The nature of the 
forward model is that the AED profile does not only have the effect of attenuat-
ing each magnetoionic mode (o-mode and e-mode) of the pulse but also determines 
the amount of Faraday rotation undergone by each mode, Numerically, the effect of 
these parameters upon the total signal at a given height is quantified by respectively 
integrating the DA and the DP from the bottom of of the desired profile up to that 
height. 
Balanced against this, the RED profile is used to determine the reflection coeffi-
cients of each magnetoionic mode as well as a reflection phase change for each mode. 
Neither of these parameters require to be integrated up to a given height in order 
to quantify effect upon the signal at that height. Hence, their overall effect 
upon total is much less a source of error within the forward model. This 
is reflected in the much reduced magnitude of the RED profile solution variances. 
The RED uncertainties are consistently much smaller than the retrieved 
values over almost the entire height range indicated in the plots. The exception to 
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Figure 6.28: Contours of the monthly mean uncertainties as a fraction of the AED 
solution for 1994 to 1999. 
this rule is the uncertainties for March 1996, when large uncertainties are found up 
to 80 k111. This does not preclude use of these RED values any analysis under-
taken. It is simply the case that the RED values at this time are less certain to be 
as accurate as other values. 
The situation is somewhat different for the AED uncertainties. often ex-
ceed the AED values and can be found to he as much as double the AED vdlues, 
especially in the lower part of the height range. The indications are that for all 
years, the AED uncertainties exceed the AED values below 70 k111. In 1994, the 
August to December uncertainties exceed AED values at heights above 70 k111. 
general above 70 k111, winter AED uncertainties are smaller than summer and 
equinox uncertainties. is certainly apparent in 1994 and 1995. For 1996 to 
1999, this trend is still apparent but the difference between summer and winter val-
ues is less distinctive. 
Similarly to March 1996 RED uncertainties, March 1996 AED uncertainties ex-
ceed values of double the AED values. Again this does not preclude use of these 
data in subsequent analyses and it needs to be remembered that the nature of the 
experiment is that absorption of the transmitted signal is much weaker than reflec-
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tion which in itself produces weak returning signals. 
6.10 Validating the Optimal Estimation Retrieval 
The job of validating the OE retrieval is one which is undertaken with the objective 
of ensuring that the retrieved parameters are a good representation of the true state 
from which the measurements were taken. Given that the true state is unknown, the 
validation must take the approach of determining whether or not the approximation 
of the true state by the retrieval is valid on a statistical basis. Towards this end, 
a variety of tests need to be carried out. These include: Consistency checks with 
other retrieval methods; numerous X2 tests; comparisons of retrievals with a priori, 
models and other instruments. The validation procedure here is divided into two 
types. Internal validation and external validation. 
6.11 Internal Validation of the Optimal Estima-
tion Method 
Internal validation takes the form of determining whether or not the the various 
input and output parameters of the retrieval fall within what are considered to be 
statistically significant limits. The main validation objective is therefore to perform 
statistical tests upon retrieval parameters such as the a priori, the solution, the 
solution measurements and the real measurements. Prior to that, the retrieval of 
simulated AED and RED profiles is undertaken. 
6.11.1 Retrieving Simulated State Vectors 
One of the first tests that should be carried out is to attempt to retrieve simulated 
reflection and absorption electron density profiles. In this case the simulated profile 
used is a NASA International Reference Ionosphere (IRI) Ne(z) profile. Normally 
the IRI profiles have a height range from 67 km upward. In this case, fairly arbitrary 
values have been used to extrapolate values from 67 down to 40 km. There is no 
such thing as an IRI RED profile so the Ne(z) profiles has been used as a simulated 
RED profile in addition to its role as a simulated AED profile. 
These profiles are run through the forward model to produce a set of simulated 
data which for the purposes of the simulated retrieval is treated as being real data. 
The procedure is then to determine uncertainties for this data, specify a priori and 
first guess state vectors and run the retrieval as usual. It should be noted that 
atmospheric noise parameters cannot be simulated within this retrieval since the 
measurement vector does not include I \Ix I and I \ly I data values from each height 
but only the first eight I \I (a) I data of each height level. The reason for this re-
striction is that in the original retrieval it was not possible to determine the amount 
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of elliptically polarised and randomly polarised noise in I Vx I and 11~ I section 
6.4.1). consequence is that no atmospheric noise parameters are fed into the 
forward model of the simulation retrieval in to be added to the signal. 
Since the IRI profile is widely regarded as a useful approximation to the real 
ionosphere it can be considered to be realistic and contain features similar to what 
might be found in "rear) profiles. The results of retrieving the simulated AED and 
RED profiles are respectively shown in figures 6.29 and 6.30. Both retrieved pro-
files show good agreement with their respective simulated profiles within 
retrieved uncertainties. 
The retrieved RED profile shows excellent agreement over the height of 70 
to 100 km. between 60 and 70 km the agreement is good in the sense that it 
is just within the retrieval error bars. The retrieved AED also shows good 
agreement, albeit over a reduced height range of approximately 60 to 88 km This is 
in line with the results of information content tests which show that AED profiles 
retrieve information from the measurements from approximately 65 to 90 km. 
The uncertainties of the profile are much smaller in magnitude 
uncertainties of the AED profile. In fact, above 70 km, the uncertainties 
are so small that they are difficult to discern. The uncertainties below 67 km 
and above 88 km are enough to exceed the AED values and therefore not able 
to be represented within the logarithmic of the plot. 
The overall conclusion is that the retrieval is very successful reproducing 
simulated RED and AED profiles the differences between the "true" profiles 
and the retrieved profiles are much smaller than the errors of both profiles. How-
ever) the inclusion of atmospheric noise been seen to increase the measurement 
uncertainties when a real non-simulated retrieval is run (see figure 6.24) and it is to 
be expected that the result of including atmospheric noise will be an increase the 
retrieved uncertainties of non-simulated retrievals. 
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Figure 6.29: Retrieval of a simulated AED profile. broken line 1'0,\1''''''01011-<" the 
simulated profile) the solid represents the profile. Error bars are shown. 
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Figure 6.30: Retrieval of a simulated RED profile. The broken line represents 
simulated profile, the solid represents the retrieved profile. bars are shown. 
6.12 x2 Validation Tests for the OE R,etrieval 
Much of the validation work in a retrieval of performing tests on 
of the various parameters are represented \vithin the retrieval. The significance 
of the X2 values provide information about how well the retrieved values represent 
the state of the atmosphere. 
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6.12.1 Testing the Retrieved JVIeasurement Against the Real 
Measurement 
A non-lineID' problem such as this one can have a number of solutions. It is therefore 
necessary to test if the retrieval has converged towards the correct minimum and 
provided a meaningful solution. In order to do this the of the quantity y y 
is formed. In other words) the solution measurement is tested against the actual 
measurement. The covID'iance matrix for this test is 
and the X2 is formed by 
This test is different to the test that is used to minimise the measurement cost 
function in the sense that the covariance matrix is formed differently. It can be 
seen that the covariance matrix for this test is formed by not only considering the 
covariance matrix for the measurements but also needs to include the a priori co-
variance matrix. It is therefore possible that problems will arise if the measurement 
uncertainties and a pr'iori variances are badly estimated. 
The number of degrees of freedom for this test is m-n which in this case is 278. It 
is desirable therefore that the mean of all the X2 values (X2) is 278. In a very small 
number of retrievals) the returned X2 value of this proves to be anomalously 
large. contribution of such X2 values to the yearly mean X2 value makes 
it desirable to discard all such values. a consequence) all X2 values in excess of 
2000 are discarded. 
results of this validation test show that in all yearS X2 attains values smaller 
(see table 6.2) 
Table 6.2: Mean yearly X2 values for the years of 1994 to 1999. The results are for 
the validation of solution measurements compared to real measurements 
A probable cause of values being too small is that the uncertainties derived 
section 4.5.5 overestimate the "true" uncertainties (So). The other possible cause 
is that a priori variances (Sa) are too small. This seems unlikely since a value 
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of unity in log-space would appear to provide ample state space for the solution to 
reside in. Given that the former possibility is the cause of the low X2 values, this is 
preferable to a situation where X2 exceeds the number of degrees of freedom. This 
would indicate that the measurement uncertainties are underestimates of the "true" 
uncertainties. 
The yearly variation of X2 is a cause for some concern. It may be that the vari-
ability in ionisation is greater for years with larger values of X2 than for smaller 
years. This would indicate that 1998 and 1999 are years of high variability in ioni-
sation and that in 1995, variability is smaller. 
The adopted criterion for validity is that the X2 value for this test lie between 
X2, ± X2 for an ensemble of retrievals. In this case an ensemble of retrievals will be 
taken to be the total number of retrievals in a given year. Figures 6.31 to 6.36 show 
the results for 1994 to 1999. 
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Figure 6.31: Y - y hourly X2 values for the year 1994. The dashed line represents 
the value of X2. The dotted line represents the limit of X2 acceptance. 
Figure 6.31 indicates that in 1994, the majority of the retrievals which fail to satisfy 
this validity criterion occur in the months of May and June. The plot for 14:00 
shows the most number of failed retrievals. Nevertheless, 1117 of a possible 1265 
(88.3 %) retrievals satisfy this validation test in 1994. In 1995, it is more difficult 
to be certain about specifying a time when retrievals fail this validity test. 1108 
out of 1205 (9l.9 %) retrievals are successful in 1995. In 1996, 1004 of 1145 (87.7%) 
retrievals satisfy the validation test, and, in 1997, 1050 of 1203 (87.3 %) retrievals 
are successful. 1998 and 1999 results are similar to the results of other years in that 
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Figure 6.32: y y hourly X2 values for the year 1995. The dashed line represents 
the value of X2. The dotted line represents the limit of X2 acceptance. 
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Figure 6.34: y y hourly X2 values for the 1997. dashed line represents 
the value of X2. The dotted line represents the limit of X2 acceptance. 
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Figure 6.35: y - y hourly X2 values for the year 1998. The dashed line represents 
the value of X2 • The dotted line represents the limit of X2 acceptance. 
JVIeasUl'ing ]V[esosplwTic Ionisation 
JAN FEB MAR APR MA;Y ~Ut1 Ju:.- AUG SEP Ocr Hev DEc 
rTwnlh 
t 999 Xl (or \ 2:00 hours 1999 X1 for 13:00 hours 
,)At.!. rce MAR APR MAY JUt. Jut AUG S(P OCT :lCV DeC 
menlo month 
_ ~ _ _ _ _ M ~ m _ _ ~ 
month 
6.36: y - y hourly X2 values for the year 1999. The dashed line represents 
the value of X2. The dotted line represents the limit of X2 acceptance. 
respectively, 895 of 1019 (87.8 %) and 695 of 812 (85.6 %) retrievals successfully pass 
this validation test. 
6.12.2 Testing the Real Measurements Against the a prwr~ 
test confirms if the measurements are consistent with the a priori. order 
to be able to carry out the test, the a priori state vector must be run through the 
forward model in order to produce an a priori measurement vector (Ya). co-
matrix to be used is therefore the covariance of y - Ya' This is by 
so that the X2 value of the test is 
test is done for Tn 
value of 320 but again 
of freedom. In case that should correspond to a 
expected (see table 6.3) 
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! Year I 1994 1995 
7· 80.9 76.0 
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1996 
134.0 
1997 1998 
152.2 197.6 
1999 • 
152.51 
Table 6.3: Mean yearly X2 values for the years of 1994 to 1999. The results are for 
validation of real measurements compared to real the a priori 
Satisfactorily high values for this test may indicate that the true solution lies 
outside of the a priori state space [Rodgers) (2000)]. In this ca..'3e that would be 
an indication of anomalously high or anomalously low concentrations of ionospheric 
electrons. The plotted results of this validation are shown in appendix D but 
the numerical results are included with the results of validation test on y - y to 
determine the number of retrievals which successfully meet both validation criteria. 
A summary of the results are given in the table 6.4 below. number of possible 
retrievals is indicated in the upper row of the table. The second row contains the 
number of valid retrievals and the third, the percentage of valid retrievals. 
criterion for success is again that X2 not exceed 2 x X2. 
Year 1994 1995 1996 1997 1998 
Retrievals 1265 1205 1145 1203 1019 
Valid Retrievals 1050 1023 966 1019 862 
Percentage Valid 83.0 84.9 84.4 84.7 84.6 
Table 6.4: 
tests. 
number and percentage of retrievals satisfying the first two validation 
6.12.3 Testing the Retrieved Measurements Against the a 
prwrz 
In case, the retrieved measurement vector y is compared to the a priori mea-
surement vector Ya' This test can only be carried out on measurements from which 
the retrieved solution is derived. In other words the non-null space of the retrieval 
must be found. To do this a SVD of the transformed kernel is implemented (see 
section 6.8.1) and a special form of the appropriate covariance matrix is formed. 
form of the covariance matrix contains only elements of measurement vec-
tor which contribute towards the non-null space solution (see appendix E). In this 
case the for y - Ya is evaluated using equation 1. The plotted results of 
validation are shown in appendix D. 
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X2 value for this test is expected to be approximately the same magnitude 
as the non-null space of retrieval. is approximately 20. The actual 
X2 values are shown in table 6.5. 
Year 1994 1995 1996 1997 1998 1999 
15.2 19.7 10.8 11.0 11.4 12.7 
Table 6.5: Mean yearly values for the of 1994 to 1999. The results are for 
the validation of solution measurements compared to the a P'l"iOTi 
criterion for a retrieval successfully passing this test is that its X2 value 
should not exceed twice yearly X2 value. The total of retrievals which 
manage to satisfy all the validation tests are outlined in table 6.6. 
1994 1995 1996 1997 1998 1999 
1265 1205 1145 1203 1019 812 
986 1000 914 962 817 623 
77.9 83.0 79.8 80.0 80.2 76.7 
Table 6.6: The number and percentages of retrievals satisfying all validation 
tests. 
The results indicate that approximately 80 % of retrievals are successful each year. 
1999 proves to be least successful year in terms of retrieving valid solutions. 
6.13 External Validation 
validation requires the solutions to be compared with solutions which have 
been obtained using other methods. In case of the AED values, can be 
readily achieved by comparing them to DA retrieved Ne(z) values and NASA's In-
ternational Reference Ionosphere (IRI). However, in the case of the RED values, no 
such comparison can be made no previous work has resulted in retrieval of 
gradient electron densities. The comparison to the DA results forms part of this 
but the comparison to IRI results will be left to chapter 7 since some of the 
analyses and interpretation require AED values to be compared to IRI value. 
6.13.1 Comparison of DA and OE Electron Densities 
For purpose of external validation of the OE retrieval, a comparison is done 
between AED values and DA electron densities. Figure 6.37 shows monthly mean 
OE retrieved AED values (left) and monthly mean DA retrieved Ne(z) values. 
In 1994, the below 80 km values display an upward bulge winter con-
tours, showing summer AED values to be much than winter values. This 
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6.37: Contours of monthly mean OE Values (left) DA electron 
for the years 1994 to 1999. 
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trend is not repeated above 80 km winter values are similar in to 
summer values. 1994 DA contours indicate that from January to April, 
is an increase in ionisation at all heights. is followed by a period (April to 
November) where the contour shapes indicates that at all heights, winter DA values 
are smaller than summer DA values. It is very notable that in the lower height 
region, the DA values are much larger than the AED values and there is little agree-
ment between them. In terms of contour shape, most agreement is seen between 70 
and 80 km from April to December. During this time, both sets of contours show 
that electron densities reduce from April to September before beginning to increase 
towards November, after which both AED and DA electrons densities reduce. 
Below 80 km, the 1995 values show similar variability to the 1994 AED 
values, except that lower winter values are maintained until November before re-
verting to higher summer values. 1995 DA contour shapes indicate very similar 
variability with low winter values also being maintained until November. The major 
difference is that this DA variability is maintained above 80 km. It is notable that a 
slight August increase in Ne(z) values is indicated by both AED and DA contours. 
Overall, the AED values of 1995 are closer in magnitude to the DA values than in 
1994. 
The 1996 summer AED values show some evidence of structure in that January 
to March and October to December contours reduce with height from 70 to 
about 75 km before increasing with height again. Such structure is not apparent in 
the 1996 DA values. In the lower ionosphere, the wintertime upward bulge of AED 
contours is not mirrored to the same extent by the DA contours. Above 80 km, sum-
mer AED values are approximately equivalent to whiter AED values and therefore 
are contrast to the seasonal variability seen in the lower ionosphere. This lower 
to upper ionosphere contrast is not observed in the DA contours. 
The 1997 AED values are similar to those of 1996 and display the same char-
acteristic upper ionosphere to lower ionosphere contrast as as similar summer 
structure between 70 and 80km. The 1997 DA values, although suggesting a steady 
Ne(z) decrease from January to June, show less of a reduction than the low iono-
sphere values and indicate that the seasonal variability of the upper ionosphere, 
approximately follows that of the lower ionosphere. The July increases of the DA 
values are not mirrored by equivalent AED increases except that the 2.6 contour is 
found to be sharply downward adjusted in July, maintaining that downwaJ:d trend 
for the remainder of the year. 
1998 has the largest winter AED values of all years in the lower ionosphere. The 
upward bulge of the contours is much smaller in previous winters and is con-
fined to below 70 km. To some extent, 1998 winter DA are in agreement 
this. Ne(z) values are over total height range than the DA values 
of previous years and there is much less of a reduction, if any} from summer to 
winter. As in other years, there is a contrast between upper ionosphere and lower 
ionosphere AED values, and, as in other years, this is not repeated in the DA results. 
138 Chapter 6: RetTieval of Electron Densities 
The values of 1999 show that this is year in which winter val-
ues are in the lower ionosphere and that the seasonal variability in lower 
ionosphere contrasts with that of the upper ionosphere. As for other years, the 
DA seasonal variability is approximately constant throughout the height range be-
ing considered. From March to June there is a increase in DA Ne(z) with 
the increase becoming more dramatic from June to August. To a large this 
behaviour is reflected in the contours. From April to September, lower 
ionosphere 2.4 and 2.6 contours show very similar behaviour to the equivalent DA 
contours. However, in 1999, the October to December increases in DA values are 
not seen in AED results. noise climatology results of section 6.5 reveals the 
data for time period to noisy (see figure 6.9). The noise rejection criterion 
of the retrieval does not allow much of this to be used. 
In SUlTImary, it can be concluded that the DA retrieval variant here does 
not discern geophysical structure, and, therefore not discern a contr&st between 
the upper and lower ionospheric seasonal variability that is detected by the OE re-
trieval. are, however, indications that lower ionospheric variability 
observed the AED values is also observed in the DA values. 
6.14 Summary 
The OE inverse method described in this chapter provides an alternative analysis 
technique to the traditional and DP methods. The forward model includes pa-
rameterisation of absorption, phase and reflection effects in addition to pulse width 
effects. 
Information content tests indicate that retrieval of both and RED pro-
files can be achieved to a resolution of 3 km over a height range of approximately 64 
to 90 
Elliptically polarised and randomly polarised atmospheric noise cannot actually 
be as retrieved parameters, but, can be evaluated prior to the retrieval 
process. Furthermore, a climatology of polarised noise power facilitates the imple-
mentation of a noise acceptance/rejection criterion whicll must be satisfied by the 
polarimeter measurements. 
characterisation enables the source of errors in the retrieved profiles to be 
identified. The magnitude of those errors indicate that AED profiles are retrieved 
with accuracy than profiles. 
Internal validation include retrieval of simulated and RED profiles 
and statistical tests upon the state and measurement of the retrieval. 
Results from the simulated retrieval indicate that the AED and RED profiles are 
retrieved with good accuracy over the 60 to 90 km height The results of 
statistical tests indicate that measurement uncertainties derived from the statistical 
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analysis of chapter 4 are overestimates the probable measurement uncertainties. 
External validation of the OE retrieval involves comparing AED monthly mean 
values to DA monthly mean Ne(z) values. This comparison shows that AED re-
trievals better exhibit height variability of ionospheric structure and as a conse-
quence, show contrasting seasonal behaviour between the upper and lower regions 
of the sampled height regime. 
In chapter 7, a second external validation test will compare AED values to IRI 
values. The results of this and analyses of NO and RED profiles will be used 
to make inferences about long term and seasonal geophysical behaviour. 
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Chapter 7 
Results and Interpretation 
7 .1 Introduction 
The results of the OE retrieval have been subjected to internal validation and some 
external validation. In this chapter, more external validation will be undertaken 
where the AED results are compared to NASA International Reference Ionosphere 
(IRI) results. 
The other aim of this chapter is to analyse and interpret the results from the 
OE retrieval in terms of the dynamical and chemical theories of chapters 2 and 3. 
In addition, the retrieved AED profiles will be used to derive NO(z) profiles using 
the photochemical model of chapter 3. These results will also used to interpret 
dynamics and chemistry. 
7.1.1 External Validation 
Two factors will be taken into account when assessing the comparison of the AED 
and IRI profiles. These are, the magnitude of the AED profile in relation to the 
IRI profile, and, the structure which is common to both types of profile. For the 
moment, no attempt will be made to explain any of the observations in terms of 
their geophysical meaning. This will be objective of the interpretation part of 
this chapter. 
To assess how well hourly OE retrieved profiles represent ionospheric behaviour, 
typical hourly AED and RED profiles are analysed. The results of this analysis. are 
assessed against the results of the AED fIRI comparison and the size the errors 
in the hourly profiles. 
7.1.2 Interpreting the Results 
Interpretation of the main results from the OE retrieval will begin looking at 
ionospheric structure in relation to the photochemistry of chapter 3. Long term 
(six yeaTs) observations will then be analysed in an effort to determine the effects 
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of solar activity upon the AED concentrations. The intention is then to analyse 
observations of seasonal fluctuations in AED, RED and NO profiles in order to gain 
a qualitative understanding of how chemistry and dynamics influence the seasonal 
evolution of the ionosphere and NO distributions. Finally, the short term (dimnal) 
evolution of the ionosphere will be examined. 
7.2 Validation 
7.2.1 The IRI 
The IRI provides measurements of ionospheric parameters throughout the D, E and 
F regions. primary interest for this study is the D-region electron densities and 
how these are evaluated. 
The D-region IRI for Ne(z) profiles is derived from the ionospheric models of 
Mechtly and Bilitza (1974), Danilov et al. (1995) and Friedrich and Torkar (1998). 
These are combined to form an ionospheric model, the empirical basis of which is 
a number of Ne(z) profiles obtained from rocket flights. The model is constructed 
to be dependent upon solar-zenith angle, latitude, season, solar activity and the 
presence of stratospheric warmings [Bilitza (2001)]. 
The model of Danilov et al. (1995) attempts to overcome some limitations of 
the IRI modeL Prior to the use of the Danilov model, the IRI only included the ion 
chemistry for NO+, ot the total sum of positive cluster ions section 3.3), 
and excluded values for A, the ratio of negative ions to electrons (see section 3.2.5). 
Failme of the IRI model to account for middle atmospheric dynamics is also 
highlighted by Danilov et al. (1992) and is overcome by providing a set of models 
appropriate to fom types of conditions. These conditions are defined as quiet, major 
startospheric warming, weak winter anomaly and strong winter anomaly. They 
are defined as being applicable only to winter-time electron densities and provide 
electron density values for solar-zenith angles ranging from 40° to 90° over a height 
of 60 to 90 km. difficulty in using these conditions is that it is not possible 
to decide exactly when one set of conditions should be applied in preference to any 
other. 
Summertime electron densities are evaluated for conditions not inclusive of any 
dynamical effects. Given that gravity wave diffllsive transport is known to 
and be variable, it is likely that dynamical variability plays a role in determining 
smmnertime electron concentrations. 
Danilov et al. (1995) question inclusion of strong solar activity influence 
upon electron concentrations. They propose that there is a strong dynamical de-
pendence with the quasi biennial oscillation (QBO) influencing the dynamic regime 
of stratosphere [Danilov (1998)]. It should therefore be kept in mind that the 
dependence of IRIon the solar cycle is by no means one that can be considered 
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as scientifically established. 
The of Friedrich and Torkar (1998) 1 is representative of quiet undisturbed 
auroral conditions and is applied to the mid and low latitude where 
the intensity of Lyman-a is to be determining factor in the amount of ion-
isation The inclusion of the mid-latitude D-region as a which is 
not affected by auroral precipitation is however questionable. In the northern hemi-
sphere, may well be the case. There is however some evidence that southern 
hemisphere auroral zones may fact extend to as far as 40° S [Crowley al. (1999)] 
and that NO density roughly follows the auroral oval [Crowley et al. (1998)]. 
above limitations of the IRl model must kept in mind when a comparison 
of AED values is made with IRI values. An important additional factor to keep in 
mind is the scarcity of rocket borne measurements upon which the IRl model is 
based. is particularly true in the southern hemisphere. 
7.2.2 Mean Winter AED Values 
The of figures 7.1 and 7.2 immediately highlight an advantage of using the 
OE In contrast to typical DA retrieved profile of figure 5.4 they exhibit 
structure indicative of geophysical effects. 
60 .. 
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Figure 7.1: Mean winter AED profiles for years 1994 to 1999. The broken 
the six year mean AED profile, the solid represent the yearly 
winter mean AED profiles and the dotted represents yearly winter mea.n 
IRI profile. 
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Figure 7.1 illustrates mean winter AED profiles (solid lines) and their equivalent 
mean IRI Ne(z) profiles (dotted lines). The mean values are evaluated in June, July 
and August of each year and the six year mean AED profile is included to assist the 
comparison. 
All the IRI profiles have a distinctive ledge at or around 85 km whereas the AED 
profiles, with the exception of 1996 and 1998, have ledges, either very close to or 
slightly above those the IRI profiles. The ledges of the 1994, 95, 97 and 99 profiles 
are less distinctive than those of the IRI profiles. In addition to having ledges at 
85 km, the 1996, 97, 98 and 99 AED profiles have ledges at approximately 80 km, 
with the 1998 and 1999 ledges being particularly prominent. 
Above 80 km, the mean winter AED profile values exceed the IRI profile values 
for all years, although, in 1996 and 1998, the IRI values are l81'ger than the AED 
values between 87 and 90 km. Below 75 km, the 1994 and 1995 IRI values exceed 
the AED values. all other winters, the reverse is the case. 
Error bars are included on all the mean winter AED profiles. Only below 80 km 
8l'e these error bars large enough to be discerned on most of the profiles. 
7.2.3 Mean Summer AED Values 
Summer mean profiles are evaluated for each year using data from months of 
December, January and February. Figure 7.2 shows these profiles (solid line). The 
five year mean summer AED profile (dashed line) is again included as a reference. 
The IRI summer mean profiles are also shown. . 
In all the IRI profiles, a 85 km ledge is again well defined whereas in AED 
profiles, except for that of 1998/99, a less distinct ledge is seen at around 82 km. 
Once again, a distinct 80 km ledge is present in the 1998/99 AED profile. The 
1995/96 and 1996/97 AED profiles also contain ledges at around 75 km. 
The summer AED profiles of 1994/95, 1995/96 and 1996/97 are in much better 
agreement with the IR.I profiles than when the winter comparisons are made. This 
better match is not seen as much in the 1997/98 AED and IRI profiles. The 1998/99 
summer AED profile is in poor agreement with the IRI profile below 85 km. 
In summary, both the mean summer and winter AED profiles contain structure 
which can also be seen in the mean summer and winter IRI profiles. In general the 
structure of the AED profiles indicates seasonal variations whereas the structure of 
the IRI profiles does not. In terms of magnitUde, there is reasonably good agreement 
between summer AED and IRI profiles but winter AED profiles generally have 
much larger values than IRI profiles. 
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Figure 7.2: Mean summer AED profiles for 1994/96 to 1998/99. The broken line 
represents the five year summer mean AED profile, solid lines represent the 
yearly summer mean AED profile and the dotted lines represent the IRI summer 
mean profiles. 
7.2.4 Hourly AED and RED profiles 
Figures 7.3 and 7.4 respectively show typical OE AED and RED profiles. The infor-
mation content analysis of section 6.8 indicates that on average, winter profiles are 
valid over a height range of approximately 64-90 km, this being the height range over 
which the solution variances are smaller than the a priori variances. In both figures 
7.3 and 7.4 the solid lines represent solution profiles, the dashed lines are the a priori 
profiles and the error bars represent the errors of the RED and AED values. The 
error bars of the AED profile are considerably larger than those of the RED profile. 
This highlights the fact that the partially reflected signal, although being small in 
magnitude, is considerably than the absorbed part of the signal. Moreover, 
sequential evaluation of the DA and DP integrals up to each height level within the 
forward model, serves to increase errors. 
The major features of AED profile (figure 7.3) are two ledges at approxi-
mately 76 and 85 km and a fairly steep gradient of Ne (z) between 79 and 82 km. The 
ledge at 85 k111 is particularly prominent with an electron density of over 2000 cm-3 
at 82 km falling to about 400 cm --3 at 85 before rising rapidly again. The mean 
winter IRI Ne(z) profiles consistently model a ledge at 85 km (see figures 7.1) whereas 
the 85 km ledge is not seen in all of the mean winter profiles. In the mean summer 
IRI profiles of figure , ledges are found at 85 km. 
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Figure 7.3: AED profile for an OE retrieval at 10:00 on 16 May 1995. The retrieved 
AED profile (solid line) and a priori profile (dashed line) are indicated. 
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Figure 7.4: profile for an OE retrieval at 10:00 on 16 May 1995. The retrieved 
RED profile (solid line) and the a priori profile (dashed line) are indicated. 
It needs to be noted that the magnitudes of the AED errors add a large degree of 
uncertainty as to whether these features are 8.'3 prominent or as real as they appear 
to be within this profile. monthly mean profiles can be more confidently 
considered to represent this structure more accurately. 
The magnitudes of the error bars on the RED profile (figure 7.4) are such that it 
can be more confidently stated that the observed features of the RED profile reflect 
the probable variation with height of the gradient in electron densities. The RED 
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profile also shows structure which is indicative of geophysical effects. This is most 
notable at 82 km where a ledge indicating a reduction in the increase with height 
of the RED profile. Unfortunately, comparison of the RED profile with equivalent 
profiles from previous work cannot be clone since there are no other RED profiles 
available. 
7.3 Results and Interpretation 
7.3.1 Ionospheric Structure and Chemistry 
The height variation of AED and RED ionisation profiles reflect some of the photo-
chemical control mechanisms which were outlined in chapter 3. It is expected that 
variations in the production anclloss rates of electrons, will through equation 3.32, 
determine the structure of Ne (z) profiles. Signatures of photochemical reactions can 
be seen the mean winter and summer AED profiles of figmes 7.1 and 7.2. These 
signatures can also be detected in profiles for much shorter time scales. For example, 
the typical hourly AED profile of figure 7.3 contains structure. 
The mean winter AED profiles of figure 7.1 exhibit ledges or close to 85 km. 
In the equivalent summer AED profiles, however, ledges are to be seen at around 
82 km. The Chapman production function (see equation 3.19) predicts that for low 
solar zenith angles, the height of minimum production is pushed to lower heights 
[Brasseur and Solomon (1986) (Figure 4.10)]. This may be the effect that is seen in 
the summer AED profiles. 
The rocket borne Langmuir probe measurements taken above Wallops Island, 
Virginia, USA, (37.8° N, 75.5° lV) of Mechtly et al. (1972) and those of Hocking 
and Vincent (1982), taken above Woomera Australia (30.9° S, 136.5° E) show steep 
gradients of Ne (z) just above ledges near mesopause heights. Profiles containing 
prominent ledges between 80 and 85 kIn have been also been recorded [Mechtly 
(1974)]. Radar studies using variants of the DA technique have also resulted in the 
retrieval of northern hemisphere Ne (z) profiles with prominent ledges between 82 
and 86 km [Belrose and Burke (1964); Flood (1968); Belrose(1970)}. 
A proposed explanation of such ledges is that they indicate the presence of the 
transition region from molecular ion dominance to hydrated cluster ion dominance 
(see section 3.2.6) [Nardsi and Bailey (1965); Reid (1970); Sechrist (1970); Friedrich 
and Torkar (1988), (1998)]. The presence of hydrated cluster ions is strongly depen-
dent upon the presence of water vapour [Sechrist (1970); Reid (1970)] and its height 
is dependent upon temperature [Kopp and Hermann (1984); :Friedrich and Torkar 
(1988)}. Higher winter polar mesospheric temperatures are expected to drive the 
transition height lower [Kopp and Hermann (1984); Friedrich and Torkar (2000)}. 
However, it cannot be assumed that mid-latitude winter temperatures will be appre-
ciably lower than their summer counterparts. If they are, then it is to be expected 
that summer transition heights will be higher than winter transition heights. AED 
profiles behave contrary to this a.ssumption and have lower ledges in summer (82 km) 
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than in winter (85lun). On basis of this result it would appear ledges 
of the AED profiles do not indicate the presence the molecular to cluster ion 
transition ~~v~,F->~~V 
7.4 The Long Term Evolution of the Ionosphere 
Inter-annual and intra-annual variations of the structure and magnitudes of AED 
profiles as a signature for variations of both the effects of neutral and ionic 
photochemical reactions. As outlined in chapter 3, chemical reaction need to 
be balanced against dynamical reaction rates in order to determine the distribuUons 
of ionisation and NO. For the present, the focus is upon the chemical reaction rates 
and how vary. 
7.4.1 Ionisation and Solar Control 
It is believed that the photochemical reactions which determine electron concentra-
tions are strongly associated with solar effects. this section two types of solar 
control will be considered. "Solar activity" will be used to define solar control which 
results from effects arising from the 11 year cycle of sunspot activity. "Auroral ac-
tivity" will be used to define solar control which from the effects which arise 
from the precipitation of particles in the auroral zone. 
It has been proposed that the solar cycle strongly influences Ne(z) production 
[Mechtly al. (1972)]. The FlO.7 cm solar radio is a commonly indicator 
of solar activity and closely follows the sunspot cycle. It can be that the 
F10.7 cm flux is an indicator of solar energetic ultra violet (EUV) intensity [e.g. 
Friedrich and Torkar (1998)]. 
Auroral control is characterised by the precipitation of energetic electrons to pro-
duce thermospheric NO through reactions 3.1 to 3.5. The heights at which auroral 
ionisation is present is determined by the characteristic energy of the precipitating 
electrons [Siskind et al. (1997)]. The evidence is that high energy electron precipi-
tation is a major source of thermospheric NO [Nagata et al. (1975); Vampola and 
Gorney (1983)]. 
To assess ionospheric control from solar activity, the mean winter and mean 
summer FlO.7 cm fluxes are evaluated from monthly lllean FIO.7 cm flux values 
obtained from the United States National Geophysical Data Centre (NGDC). These 
values are assessed against 10glO of the mean winter and mean summer AED and IRI 
values 70 k111 and 90 km. To assist the comparisons) the F10.7 means are scaled 
to the Ne(z) values by multiplying by a factor of 10. figures and 7.6 show the 
results of this analysis. 
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Figure 7.6: Mean winter (left) and mean summer (right) 10 x FIO.7 ern flux values 
(solid line) 90 km AED values (dotted line) and 90 km IRI values (dashed line) 
The 70 km IRI values show a dependence upon solar activity that their mean 
winter and summer indicate a strong correlation with FIO.7 cm flux values. 
This is not the case for the 70 km AED values. The fall solar activity from 1994 to 
1997 is not reflected in these AED values, which, in general are increasing through-
out this period. Nor is the 1997 to 1999 rise solar activity well correlated with 
the 1997 to 1999 AED values. The winter values exhibit a slight increase from 1997 
to 1998 but then sharply decrease 1999, whereas, the summer values exhibit a 
sharp reduction from 1996/97 to 1997/98 and then increase slightly in the SUlTnuer 
of 1998/99. 
strong correlation of IRI values with FIO.7 cm is repeated at 
90km. 
FIO.7 cm 
90 km mean winter values show a better correlation with the 
than the 70 km values. From 1994 to 1996 the trend is the AED 
values to in line with the reduction in solar activity. 1997 appears to be 
anomalous in that the winter means are very much larger would be expected 
if were well correlated with solar activity. The 1998 and 1999 AED values are 
slightly more in line with solar activity, following trend of the FIO.7 cm fluxes, 
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it is notable that 1999 AED values are smaller than those of 1994 and 
1995. The overall impression is that in some winters, 90 k111 AED values exhibit 
some of control by activity, with the winters of 1997 and 1999 
affected by solar activity. 
90 km mean summer AED values show the correlation with FIO.7 
cm fluxes. 1994/95 to 1995/96 is a period of reduction 
This follows the reduction in solar activity those years. There is an in-
crease in AED values for 1996/97, but less dramatic than for the winter mean of 
1997. In the summer of 1997/98, the AED values but are still in excess of 
the 1995/96 values. The of AEDs to a value in 1998/99 
the increase towards the observed mean FlO.7 flux for that summer. The 
overall impression is that in all summers there is some degree of control by 
activity, with the effects of that activity being seen in the summer of 
1996/97. 
7.5 The Long Term and Seasonal Evolution of NO 
The long term and seasonal evolution of NO is analysed in terms of the neutral pho-
tochemistry of NO (see chapter 3) and its transport to the mesosphere chapter 
2). To facilitate this analysis the mean winter and summer NO(z) profiles of figures 
7.7 and 7.8 are respectively modelled from the mean winter and summer pro-
of figures 7.1 and 7.2. 
7.5.1 Vertical Transport and Auroral Production of NO 
For NO to be transported down to the mesosphere, downward transport must be 
vigorous enough to overcome reactions 3.6 and 3.7. distinction is made between 
diffusive transport and advective transport. Diffusive transport is due to short scale 
of breaking gravity waves and is parameterised by the vertical diffusion coef-
}(zz (see section 2.3.6). 
Auroral production of NO coupled with downward transport at winter high lat-
itudes has been proposed as a mechanism NO can be transported from the 
thermosphere to the mesosphere [Garcia et al. (1987)]. At high latitudes, Siskind 
et al. (1997) find that summer auroral NO is transported to the mesopause. This 
that downward diffusive transport is dominant over upward advective trans-
In winter, both advective and diffusive transport act downward NO is 
very readily transported to the mesosphere [Siskind et al. (1997)]. 
7.5.2 Horizontal Transport 
Planetary waves proVide mechanism whereby it is possible that KO from the 
winter polar night can he transported to middle latitudes. It has proposed 
Mesospheric Ionisation 
that 
(1979); 
transport is necessary to enhance mesospheric ionisation al. 
Kawahira (1984); Garcia et al. (1987) and others] and that NO can 
as far equatorward as 30° - 40° [Siskind et al. (1997)]. 
is beyond the scope of this work to parameterise the Kyy values which 
eddy diffusion due to breaking planetary waves (see section 2.3.5)\ 
but it can be noted that the large lower mesosphere AED values in winters of 
1998 an 1999 (see figure 7.9) and the corresponding large NO values 7.7) 
same years may be the result of planetary wave transport. To better 
~u,,~~~.'-' of whether or not this is so, much shorter time period mean and NO 
will need to be 8l1alysed, since planetary waves affecting have 
which 8l'e much shorter than the mean time 
,<.:IUrr·Q11I"I'> and Randel (1995)]. Indeed it is highly likely that 
displays highly variable behaviour on even shorter time scales 
(1973)]. 
7.5.3 Winter and Summer Features 
mesosphere 
Ackerman 
In section 7.3.1 it was stated that the mesopause ledge 
associated with the transition between molecular and 
Ne(z) has been 
cluster ion domi-
nance. An alternative view is that the mesopause ledge deep minimum 
in NO profiles which is to be found there [Friedrich and (1998)]. It has been 
proposed that this minimum exists because reactions 3.6 and 3.7 separate 
stratospheric NO from thermospheric NO. At winter high strong down-
ward tr811Sport coupled with auroral production and a of result in this 
minimum becoming less pronounced [Solomon et al. (1982); 
(1982)]. 
It has been found that both solar EUV and auroral ionisation must be included 
to accurately model the observed features of NO(z) profiles and Solomon 
(1986); Siskind and Russell (1996)]. In particular \ Siskind et al. (1997) observe 
for high latitude NO, winter mesospheric concentrations are and that the 
winter mesopause minimum is less pronounced than the summer minimum. They 
find these features to be in line with HALOE NO measurements at high latitudes 
and advocate that auroral ionisation along with downward transport is the major 
cause of high latitude winter mesospheric NO. 
MCPeters (1989) measures cumulative stratospheric, 
spheric NO at different latitude bands from 1979 to 1986. 
lative NO to follow the solar cycle, whereas, middle and 
NO is not observed to be well correlated with this cycle. 
and thermo-
finds equatorial cumu-
latitude cumulative 
The summer mean NO profiles of figure 7.8 display pronounced minima 
seen in the results of other workers [Solomon et at. (1982); Friedrich and Torkar 
(2000) and others]. The heights of the minima are at or around 77 km for all sum-
mers except in 1998/99, when the minimum is about 80 km. The NO 
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Figure 7.7: Mean winter NO profiles for the years 1994 to 1999. The broken line 
represents the six year winter mean NO profile and the solid lines represent the 
yearly winter mean NO profiles. 
concentration at each minimum is approximately 4 x 105 cm-3 except in 1998/99 
when it has a value of about 6 x 105 cm-3 . 
The winter profiles again show clearly defined NO minima each winter. In 1994 
and 1995, the minima are seen to be at approximately 77km. and have nearly the 
same value of around 6 x 105 cm-3 , The minima of both the 1994 and 1995 win-
ters are larger than the minima of the summers of 1994/95 and 1995/96, but not 
by much. The indication is that more NO is present around the mesopause in win-
ter than summer and that this is due to downward transport ofthermospheric NO. 
For all other winters, the profile minima are found at greater heights than in 1994 
and 1995. These heights range from 80 km in 1996 up to 83 km in 1998 and 1999. 
The minimum of 1997 is very broad and has a larger concentration of NO than the 
minimum of any other winter. It is interesting to note that the 1997 winter also has 
the largest concentration of lower thermospheric NO. The indications are that the 
-winter of 1997 is possibly a time when either auroral activity or downward trans-
port (or both in t811dem) readily supported the presence of NO at the mesopause. 
i09 
109 
109 
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Attention is again drawn to figure 7.6 (left) where the indications that in the 
lower thermosphere) the winter of 1997 departs more radically from control by the 
solar cycle than any other winter. 
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7.8: Mean summer NO profiles for 1994/96 to 1998/99. The profiles are 
derived from December) January and February data. The broken lines represent the 
five year summer mean NO profile and the solid lines represent the mean summer 
NO profile. 
terms of attempting to assess the magnitude of transport of NO to meso-
sphere) the relative magnitudes of winter NO at lower mesospheric heights some 
guidance. The winter of 1998 exhibits the largest NO values the lower part of 
the profile despite the fact that 1998 86-90 km NO is the lowest of all the years. It 
must however borne in mind that the profiles do not provide any indication of 
how much NO exists in the thermosphere above 90 km. is possible that a large 
reservoir of thermospheric NO is source of mesospheric enhancement of NO. 
It is also possible planetary wave advection of winter polar NOx is particu-
larly vigorous in this year) although such vigorous planetary wave activity is not so 
common in the southern hemisphere [Holton (1980):. To gain some insight into 
mode of transport, it is probably better to consider the relative sizes of mesopause 
NO mesospheric NO for each winter. 
154 Cl1apter 7: Results and Interpretation 
The 1999 winter NO concentrations are slightly smaller than the 1998 winter 
values in mesosphere. This is also the case at mesopause. If relative 
concentrations of NO can accepted as a guide to the amount of vertical trans-
port of NO from the mesopause to the mesosphere, vertical transport in 1998 would 
appear to be of a similar magnitude to vertical transport in 1999. 
Observing other winters, it would appear that 1997, with the largest NO concen-
tra.tion at the mesopause, but a proportionally lower mesospheric NO concentration 
than 1998 and 1999, is a winter where vertical downward transport of NO to the 
mesosphere was less vigorous than in 1998 and 1999. 1996 has a similar amount 
of mesospheric NO to 1997 but has a smaller NO concentration at the mesopause. 
On the of the foregoing argument, it would appear that in 1996, downward 
transport of NO from the meso pause to the mesosphere was more vigorous than in 
1997. 
The 1994 and 1995 winter meso spheric NO values are very much lower than in 
other The possibility is that downward transport of NO was much of an 
influence on mesospheric NO than in later years. profiles for these winters pro-
files greatly the mean summer profiles of figure 7.8, both in profile shape 
and magnitude of NO concentrations. 
It is again reiterated that parameterising planetary wave induced horizontal 
transport of N Ox from the polar night region cannot be done on the of these 
observations. Therefore, the above statements about the magnitude of downward 
NO transport cannot be taken as conclusive, but should be taken as being open to 
some of uncertainty. 
In summary, mean summer NO profiles are consistent in that they have sim-
ilar values throughout their height range and have minima which are approximately 
at the same height. The is the summer 1998/99 where minimum is 
slightly higher and has a concentration of NO. The mean profiles on 
the other hand are highly variable. The indications are that variations in vertical 
and horizontal transport coupled with auroral activity are responsible for the winter 
v31'iability. 
It is that the winter mesosphere values (70 - 80 km) are far than the 
summer mesosphere values. It would appear that the winter mesospheric values are 
also far in excess of those measured by HALOE those advocated by Siskind et 
al. (1998) in their mesosphere reference model. 
It must be stressed that the photochemical model used to derive NO profiles 
cannot be regarded as one which has a high degree of accuracy. It is based upon 
the photochemistry of a limited number of trace constituents and as such is likely 
to inaccuracies. The model displays a strong solar-zenith dependency 
with variations in this parameter having 131'ge upon the photoionisation rate 
of mesospheric NO (see 3.2). The estimation of the effective recombina.tion 
rate is also dependent upon the ratio of negative ions to electrons. quantity is 
poorly known in the mesosphere and is likely to be another large source of error. 
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Despite these limitations, the photochemical modelling of NO from AED profiles 
is a useful in that it provides a relative measure of summer to winter NO 
variability. An even more useful exercise would be to use a more accurate photo-
chemical model to derive NO profiles from AED values. 
7.6 Seasonal Evolution of AED Values 
The to which dynamical, chemical and solar influences control the distribu-
tion of NO in the mesosphere and mesopause (70 - 90 km) can be determined by 
observing the seasonal evolution of AED values. The approach is one of relating the 
observations to the dynamical chemical theories of chapters 2 and 3. 
In winter, diffusive and advective transport both act downward and it is to be 
expected that large amounts of thennospheric NO will be transported to the meso-
sphere. Its subsequent ionisation by Lyman-a radiation to electrons is depen-
dent upon the solar-zenith angle. Thus, both these mechanisms compete for control 
Ne(z). Gregory and Manson (1969), from measurements talcen at Christchurch, 
New Zealand, show that the mean of 1963 to 1967 winter Ne(z) values exceed the 
equivalent time period and summer mean values between 78 and 88 km. They 
find that result is reversed between 67 and 78 km and conclude that dynamical 
control determines Ne(z) values above 78km, whereas, below this height, the 
angle determines the amount of ionisation. 
It is informative to compare the monthly mean values with equivalent 
mean IRI values (see figure 7.9). The shape of the IRI contours indicate that for all 
years, summer and spring mean electron densities exceed winter values throughout 
the height range of the profiles and therefore show a large dependence upon 
solar-zenith angle (X). This comparison should give some idea about whether or not 
dynamical control determines electron concentrations the mesosphere. It should 
be noted that in the absence of data about auroral activity, absolute statements 
concerning the amount of dynamical control cannot be made, however, it is a 
fact that auroral effects should more pronounced at high latitudes than at middle 
latitudes. 
In terms of the shape of the contours, The AED values of 1994 and 1995 show 
the best agreement with the IRI values. is especially true below 80 where 
the upward bulge of the IRI contours is mirrored in both the 1994 and 1995 AED 
values. At 80 and above, winter values are at least as as the summer 
and spring values, indicating that downward transport of NO exerts some influence 
on electron concentrations. 1994 mesospheric NO concentrations are matched by 
1995 values (see figure 7.7). This would support the assertion that, for those win-
ters, downward transport of NO was less of an influence below 80 km than .above. 
Below 80 km, 1994 and 1995 AED contour shapes suggests that the intensity of 
Lyman-a radiation largely determines the electron concentration. 
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Figure 7.9: Contours loglo monthly mean OE absorption electron densities 
the years 1994 to 1999. 
lVleasuring IVlesospl1eTic Ionisation 157 
For 1996 and 1997, only below 78 km, is there rough agreement between the 
AED and IRI contour shapes. At, or above this height, the winter AED values are 
larger than or comparable to the spring and summer AED values, and, downward 
transport of NO appears to be a factor in the control of the ionosphere. The 1996 
and 1997 winter NO profiles figure 7.7 indicate than average values be-
tween 77 and 90 km. Enhanced downward transport to 77 km would appear to be 
keeping with these results. Below 78 km, the 1996 and 1997 AED contour shapes 
again indicate more solar control than transport control. 
1998 and 1999 show marked departmes from the seasonal evolution of previous 
years. shape of the AED contoms are very dissimilar to the IRI contours indi-
cating a much reduced dependence of the ionosphere upon the intensity of Lyman-a 
radiation. Only at or below 70 km is there any suggestion that the Lyman-a inten-
sity is the main controlling factor in determining the AED values. It would appear 
to be the case that winter transport of NO to the mesosphere controls AED produc-
tion as far down as 7D km, although, again it must be stressed that no information 
about auroral control is available. This assertion would be agreement with the fact 
that 1998 and 1999 meso spheric NO was seen to be greater than in all other winters. 
The AED contours of the 1996, 1997, 1998 aJld 1999 display troughs at or around 
the 75 km level dming some summer months. In 1996, such a trough is present from 
January to March and reappears from October to December. These troughs aJ'e 
again present during the same months in 1997 aJld 1998, although the October to 
December trough of 1998 extends from about 75 km to above 80 km. In 1999, no dis-
tinct summer troughs are visible but from January to March, the contour structure 
indicates that AED values increase very slowly from 70 to 80 km, and the lack of 
December structure makes it difficult to ascertain whether or not a trough is present. 
In summary, the influence of downwaJ'd transport upon the electron concentra-
tion of the ionosphere would appear to vary from winter to winter 1 with the height 
at which X control is exerted being adjusted downward with increasing dynamical 
control. However, it must be reiterated that auroral control needs to be parame-
terised before it can be definitely asserted that the fluctuations observed are solely 
due to dynaJnical control. 
7.7 Seasonal Evolution of RED Values 
7.7.1 Dynalnics and Gravity Waves 
Breaking gravity waves provide one possibility of inducing the type of ionospheric 
discontinuity which gives rise to RED electrons. Wind shears resulting from such 
waves could provide the required discontinuity in electron densities. Another possi-
bility which has been proposed is that viscosity waves in the presence of a laminar 
flow can cause specular type reflections. Hocking (199l) proposes that such waves 
coexist with reflected gravity waves. 
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OE RED profiles are to provide some measure of the discontinuity of 
ionosphere since they are effectively a measure of b.Ne . It is expected a 
level of discontinuity will result in high RED In figure 7.10, contours of 
monthly mean refiection density are displayed for the years 1994 to 1999. 
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7.10: Contours of lOglO of monthly mean refiection electron densities for the 
1994 to 1999. 
If it is accepted that source of ionospheric irregularities is gravity wave break-
at meso spheric (see section 1.2.8), the seasonal variation of the 
REDs can be viewed as a signature of the variation of gravity wave break-
(see section 2.3.6.) provided the vertical scale of discontinuity is enough 
radar to detect it section 4.2.4). 
The causes of apparent equinoctial reductions turbulent eddy diffusion (!{zz) 
been proposed as the weakening of stratospheric zonal winds and the 
subsequent filtering of a major part of the gravity wave spectrum due to the fact 
these weak winds a variety of directions throughout their vertical extent 
[Lindzen (1981); (1984)]. and Solomon (1985) propose that 
quantity (11 - c) is smaller at equinox than at any other time. propose 
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that !{zz is therefore reduced at equinox (see equation 2.27). 
The reflection electron densities (REDs) of figure 7.10 show definite seasonal fluc-
tuations, with values being reduced at or around equinox times by varying amounts 
and the values summer and winter being generally higher than at equinox. The 
reductions at equinox are most striking in the years 1996, 1997, 1998 and 1999 but 
can still be seen in 1994 and 1995, although less prominently. 
The summer and winter values of RED are in general much larger than the values 
at equinox. Other than stating this fact, it is difficult to compare summer REDs 
with those of winter with the intention of making some meaningful assertions about 
whether or not the reason for these large values is related to dynamical phenomena. 
Since all of monthly means displayed are evaluated at noon, it is possible that 
larger summer values of RED exist because the solar zenith angle is markedly larger 
in summer than in winter and the overall absorption electron density (AED) IS 
therefore larger. 
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Figure 7.11: Contours of monthly mean ratios of noon reflection electron densities 
to noon absorption electron densities for the years 1994 to 1999. 
The only way to negate a possible solar zenith angle effect and to isolate possible 
dynamical effects is to directly compare the REDs to the AEDs. The most conve-
nient method of doing this is to evaluate the ratio of RED to AED. Figure 7. 
contains contour plots of monthly mean noon values of RED / AED for the years 
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1994 to 1999. 
Contours with large values can be interpreted as showing regions of ionisation 
which are highly discontinuous and irregular. Contours with small values can be 
regarded as being contours which show regions of the ionosphere which are less dis-
continuous and irregular. Again, if it is assumed that the cause of such discontinuity 
is breaking gravity waves, then these contours can be regarded as signatures of such 
wave behaviour. 
The selection of which contour values are to be accepted as showing a large prob-
ability of gravity wave breaking, and, which values can be regarded as showing a 
small probability of this occurring, is relatively arbitrary. For the purpose of relat-
ing these values to accepted ideas about the times of seasonal wind reversals, the 
value of 0.5 is taken to be the boundary value above which, gravity wave breaking 
is highly probable and below which breaking of gravity waves is less probable. 
Clear seasonal trends are visible for all years. During the summer seasons, con-
tours with values less than the 0.5 are established between the lower height boundary 
at 64 km and approximately 71 km. The winter season contours are in excess of 0.5 
over the entire 64 to 90 km height range. 
The inference of these results is that during the summer months, gravity wave 
breaking occurs over a relatively narrow height range of 71 to 90 km, whereas, in 
winter, wave breaking takes place over the broader height range of 64 to 90 km. 
This trend is consistent with the notion that seasonal variations of the stratospheric 
winds produce corresponding variations in the absorption of the gravity wave spec-
trum [Lindzen (1981); Holton (1982)]. 
In the southern mid-latitude winter, the tropospheric and stratospheric winds 
take eastward values which are at least zero and larger at some point throughout the 
height range. These winds will act to absorb all gravity waves which have eastward 
phase speeds in excess of zero. This still allows all gravity waves with westward phase 
speeds to propagate up to the mesosphere. This propagating spectrum includes the 
low phase speed (approximately zero westward and slightly above) orographic grav-
ity waves. 
In the southern mid-latitude summer, the stratospheric wind direction is reversed 
but the tropospheric wind still maintains an eastward value. These winds effectively 
absorb all westward phase speed gravity waves as well as all those waves which have 
eastward phase speeds numerically less in magnitude than the speed of the maxi-
mum eastward wind. The net result is that only waves with eastward phase speeds 
which exceed the maximum eastward zonal wind, will be allowed to propagate to the 
mesosphere. This excludes the high frequency orographic waves but still includes 
non-orographic waves. 
Thus, orographic gravity waves are preferentially transmitted up through the 
tropospheric and stratospheric winds in winter while in summer it is non-orgraphic 
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waves which are favoured [Lindzen (1981); Holton (1983); Garcia and Solomon 
(1985):. In the light of the previous argument in favour of orographic gravity waves 
causing more ionospheric discontinuity and therefore resulting in greater RED val-
ues, it would seem that the presence of orgraphic waves would be manifest as in-
creases in the ratio of RED to AED values. This would seem to be supported by 
the results of figure 7.11. 
Apart from 1994 and 1995, all winters show an increase in the 80-90 km RED 
to ratio when compared to summer The 1994 and 1995 winter values 
are comparable to the summer values. Figure 7.7 indicates deep minima in the 1994 
and 1995 winter NO profiles, suggesting that the total downward transport of NO 
is smaller than in other This is supported by the 1994 and 1995 AED values 
of figure 7.9. The shape of contours suggest less downward transport of NO 
than later years. The low RED to AED ratios are suggestive of less orographic 
wave breaking than other years. If this is the case, it can be expected less 
downward diffusive transport of NO occurs in those winters. 
The largest winter increases in the 80-90 km RED to AED ratios occur in 1998. 
It is notable that this is also year when most NO is found in the winter meso-
sphere (figure 7.7) and it is also a year where the mesospheric contours figure 
7.9 indicate vigorous downward transport. The large 1998 winter RED/ AED values 
suggest intense breaking orographic gravity waves and consequently, enhanced 
downw3l'd diffusive transport. 
Similarly to 1994, 1995 and 1998, an analysis of the RED / AED values 
of the of 1996, 1997 and 1999 suggests a close relationship between those 
values and the winter mesospheric AED and NO concentrations. It would appe3l' 
that large winter RED / AED values correlate with large winter mesospheric NO 3l1d 
values. 
In summ3l'Y, it can be asserted that the RED / AED values provide signatures of 
downward diffusive transport. The winters which show the highest RED to AED 
ratios are also the winters in which NO is subjected to most vigorous downw3l'd 
diffusive transport. 
7.8 Diurnal Development of the Ionosphere 
OE retrieved profiles are normally obtained between 10:00 and 14:00 on a daily 
basis. This however precludes any analysis of diurnal v3l'iation of the ionosphere. 
Such an analysis is not only desirable in terms of determining information about so-
lar control but can be considered an important p3l"t of the validation. If the results 
of such an analysis do not conform at least approximately to commonly held ideas 
about the diurnal behaviour 0 the ionosphere, the validity of the retrieval must be 
questioned. 
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To facilitate analysis) retrieved AED profiles are collated for the hours 
07:00 to 18:00 in June 1995 (day 151 to 181). The mean profiles for each hom are 
evaluated from this data set. Figure 7.12 shows these profiles (solid line) along with 
the mean 12:00 profiles (broken line)) included to assist inter-comparisons of profiles. 
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Figure 7.12: Diurnal development AED profiles for OE retrievals in June 1995 
(solid lines). The mean 12:00 profile is included for comparison (broken line) 
These profiles give a good illustration of how the ionosphere develops during 
the day, lvIearI sunrise in this particular month is at 07:50 and mean sunset is at 
17:03. The 08:00 profiles are therefore retrieved just sunrise. The profile is 
indicating the presence of an ionosphere above 80 km. The AED values rise rapidly 
from 10 cm-3 at 80 km to around 1000 cm-3 at approximately 84 km. 
By 09:00 ionosphere begins to form below 80 km and values of about 
10 cm-3 at 78 km, rising rapidly to 1000 cm-3 at 83 km. By 10:00, the below 80 km 
AED values have increased attaining 100 cm-3 at about km. It is notable that 
between hours of 07:00 and 10:00, the 84 to km show little increase. 
UVL."'UU region would appear to be filled with electrons at night. 
Between 10:00 and 12:00, the region between 65 and km becomes filled with 
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electrons and 12:00 the AED profiles have attained their maximum values. This is 
line with the theory that diurnal development of the ionosphere is very much a 
function of the solar zenith angle. The only situation where one would expect a 
departure from this control would the case where diurnal variations of either 
transport or auroral precipitation events were present. 
At 13:00) AED values between 75 and 78 km indicate that a reduction in the 
electron densities is underway. Between 65 and 70 km, the 13:00 AED values appear 
to be larger than the 12:00 values, but the large error bars in tIns height regime 
make it difficult to compare the profiles. The 14:00 profile makes it clear that the 
lower region of the ionosphere is beginning to disappear as the afternoon progresses. 
By 15:00) there has been a large reduction of electrons in this lower region but little 
reduction above 80 km. 
The 16:00 profile is the first sign that the ionosphere above 80 km is being 
fected by the increase in the solar-zenith angle. This is approximately one hour 
before sunset, so there would appear to be some diurnal symmetry in the sense that 
the 16:00 profile is very similar in both structure and size to the 09:00 profile. The 
17:00 profile is also very similar to the 08:00 profile and by 18:00) the ionosphere 
has reverted to the night time conditions of no ionisation below 80 km. 
The overall diurnal variation shows no evidence of the diurnal assymetry of NO 
reported by Siskind et al. (1997). given that the assymetry is reported to have a 
latitudinal dependence, with low sunrise values at low latitudes being assymetric to 
high sunrise values at high latitudes, mid-latitude AED profiles may not exhibit 
the assymetry seen at lower and higher latitudes. 
Another reported phenomenon of wInch there is no evidence in these profiles, is 
the pre-sunrise enhancements of ionisation reportedly being due to electron detach-
ment from negative ions [Hargreaves (1962); Mechtly and Smith (1968a); Sechrist 
(1968)]. The enhancement has been reported as forming one hour prior to sunrise. 
7.9 Summary 
In this chapter) validation of the OE retrieval has been carried out by comparing 
seasonal mean AED values to NASA IRI electron densities. Although the IRI values 
most likely are unable to reflect either the dynamical variability or the probable au-
roral production of NO in the mid-latitude southern hemisphere, this is nevertheless 
a useful comparison to make. 
The AED values are in general, in better agreement with summer IRI values than 
with winter IRI values. This is reflected in both the mean seasonal Ne (z) profiles 
(see figures 7.1 and 7.2) and in the analysis of solar cycle control (see figures 7.5 and 
7.6). The solar cycle is found to exert some control in the upper mesosphere during 
summer but is not seen to be a factor determining electron densities in winter at 
these heights. At lower mesosphere altitudes, t.here is no evidence of control by solar 
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summer or winter. The conclusion is that dynamical and 
the most control during winter. 
it is not possible to specify the degree to which dynamical and auroral 
Ll\jj<L'-'''~J individually control electron densities, information can be inferred about 
at which both mechanisms combined can exert an influence in ",>",Ta,'"" 
by the solar-zenith angle. The height range under solar-zenith con-
from to year (see section 7.6). Given that this is due to variations 
amount of NO being transported to the mesosphere and that there is no reason 
to that downward transport varies dramatically from year to , it must 
supposed that either planetary wave activity or enhancements in activity 
account for this increase in NO. Since the southern hemisphere lacks land mass 
ue;,:ouc;u to produce large scale planetary waves, it is highly likely that pro-
NO is mostly responsible for the observed variation of height regime 
over which the solar-zenith angle exerts controL Since auroral production of NO is 
dependent upon precipitation of energetic electrons and the distribution of the pro-
duced NO depends upon the position of the auroral oval, a measure of the auroral 
control of ionisation is not an easily obtained quantity. 
the AED and IRI profiles exhibit structure in ledges. Such 
structure is indicative of the variability with height of the photochem-
ical production of electrons and their rate of recombination with positive ions. All 
IRI profiles exhibit a ledge at 85 km corresponding to the of mesopause. 
The majority of the summer AED profiles also have a ledge at or just below 
85 km. This is also true for winter AED profiles although of the 
densities is quite different from the IRI winter profiles. It is possible that 
seen at lower heights within the AED seasonal profiles are of the 
recombination rate of electrons with positive hydrated ions. However, 
it should be kept in mind that these profiles contain mean values taken over periods 
of about three months and that the highly variable nature of wintertime 
dynamics would not encourage one to make concrete statements about recombina-
rates being observable in the AED profiles. 
derivation of NO(z) profiles is based upon a simple photochemical model 
containing the reactions applicable to only a few chemical and containing 
arrlet.ers which are not regarded as well known. As such, it is that absolute 
NO values are in error. Nevertheless, these values usefully facilitate a comparison 
of mean winter and mean summer values (see section 7.5.3) and lend support to 
many of the conclusion drawn from comparing the AED and IRI values. The deeper 
summer minimum is in line with the theory that increased solar radiation intensity 
favours loss of NO through reactions 3.6 and 3.7 and that lack of downward 
transport of NO from the thermosphere is likely to contribute towards the observed 
minimum. 'vVinter NO values indicate greater year to year. 
could be the result of variations in auroral production of NO rather than being 
the of year to year variations of downward transport. 
Diurnal AED profiles display the expected diurnal vari-
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ation of solar-zenith angle. There is growth of electron densities from sunrise 
to noon where profiles attain the largest Ne(z) values. During the afternoon, the 
electron densities decay to sunset values which are similar to those at It 
is again reiterated that these diurnal profiles, although containing monthly mean 
values, are retrieved using the same a priori profile regardless of whether retrieving 
early morning, noon, or afternoon profiles. 
The RED values provide some measure of discontinuous nature of iono-
The yearly contour plots section 7.7.1) indicate that discontinuity v8l'ies 
with season, with equinoxes in particular exhibiting reductions in discontiuity. 
Analysis of RED / AED values (figme 7.11) provides some evidence that gravity 
wave breaking contributes to this discontinuity. The seasonal variation the height 
regimes of large RED / AED values is consistent with what is known about the sea-
variation the height of breaking gravity waves. is again despite 
that no attempt is made to include seasonal variability of a priori 
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Chapter 8 
Discussion and Conclusions 
8.1 Introduction 
The original aim of work was to apply the DA method to the problem of re-
trieving electron density measurements, analyse correlations of the electron densities 
with mesospheric wind data, and, interpret the results of analyses in of 
geophysics. 
It became necessary to modify this aim. In order to attempt to overcome some 
of the limitations of the DA method, a new retrieval method which would pro-
vide some measure of the fine structure by the DA method was developed. 
The purpose of this chapter is to discuss the extent to which the modified has 
been achieved and outline some possible future develo.pments arising from this work. 
8.1.1 Overcoming DA Limitations 
The inversion of differential absorption integral to yield negative electron densi-
ties at some heights is the major limitation of the DA retrieval method. The attempt 
to fit a slowly varying function of Ne(z)v(z) to the height integral function is just 
one way of attempting to overcome this limitation. There are other variants of the 
DA method which attempt to overcome this problem in different ways. 
One such way is to make some assumption about the behaviour of the I Re I / I 
Ro I values at heights where negative Ne(z) values are obtained. The strength ofthe 
OE retrieval is that such assumptions do not need to be made. The OE retrieval, 
although not resolving the fine ionospheric structure which in variability of 
the reflection coefficient profiles, is capable of retrieving a measure of that structure. 
The DA retrieval not directly model the Faraday rotation of the propa-
gating modes. The only use of phase information is to evaluate the ratio of the 
mode amplitudes from inferred polarimeter phases. Because it is only necessary to 
evaluate ratios, pulse width effects are not modelled. 
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The OE forward model includes both absorption and Faraday rotation effects. 
It also models the pulse width dependence of backscattered amplitudes and more 
completely models the response of the polarimeter to the backscattered elliptically 
polarised fields it samples. The net result of being able to include a more complete 
model is that the OE retrieval is less reliant upon assumptions and regression 
niques than the DA retrieval. 
Another major advaJ1tage of using OE is that it returns errors for the profiles. 
error analysis of DA shows it to be a method where the errors in electron 
densities are very reliant upon the various assumptions and numerical analysis tech-
niques which are used to derive Ne(z) profiles. The OE error analysis showed that 
the overall error can be characterised in terms of different types of error which are 
less dependent upon numerical analysis techniques and assumptions. 
8.1.2 Assumptions and Limitations of OE 
The major assumptions of the retrieval are the a priori and forward model. 
In specifying the a priori, the assumption is that solution lies within the a pri-
ori state space. The validation tests provide some measure of how accurate that 
assumption The tests indicate that there is a high probability of the assumption 
being a good one. Retrieved states not satisfying the validity criteria are discarded. 
The forward model cannot contain a completely accurate representation of the 
true physics of the ionospheric effects. It almost certainly does not provide a com-
pletely accurate representation of partial reflection mechanisms. The main 
source of error is probably the fact that the vertical extent of the Fresnel disconti-
nuities is set to zero. It is more than likely that the step-depths of discontinuities is 
highly variable over the whole profile. An increase in the step depth causes a large 
reduction in the amplitude of the reflected modes. 
question of how much turbulent reflection contributes towards the backscat-
tered signal is also an issue which requires some discussion. To be able to ascertain 
this, a radar which measures off-vertical reflection is required, or, the spatial auto-
correlation function of the reflected waves at an adjacent receiving antenna obtained. 
Only with these measures in place is it worthwhile attempting to include the 
ellipsoidal model of turbulent reflection mechanisms within the forwaJ'd model. By 
including Fresnel reflection mechanisms within forward model, it is possible 
that turbulence effects will be detected since gravity wave breaking may cause wind 
which act to effectively produce sharp discontinuities electron densities. 
The 3 km resolution limitation of polarimeter also introduces inaccuracies 
within the forward model. To generate a 1 km measurement grid, linear interpola-
tion is usually applied to the 3 k111 state to evaluate refractive indices at 1 k111 
intervals. the approximate form of the profiles was known with certainty, 
it would be possible to interpolate more cleverly. 
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Finally, it must be reiterated that the nature of this experiment is that the 
partial reflections return only a very small proportion of the power of the 
Any form of analysis of the data produced by these signals is effectively an anal-
ysis of small amplitude signals. This is despite the fact that the signals are amplified. 
Despite all of the above, an important feature of the OE retrieval is that it 
does not work unless the forward model provides a good approximation to the real 
physics and instrument response. The fact that OE retrievals consistently converge 
towards a solution is evidence that the forward model provides at a reasonable 
approximation to the actual physics of the problem. 
8.2 Geophysics Results 
OE AED and RED values have been analysed to to long term and seasonal 
geophysical variability. Winter AED "ralues show that solar-zenith angle control of 
electron densities is confined to the lower mesosphere and that the upper mesosphere 
electron densities are sensitive to a combination of auroral production of NO and 
downward transport of that NO to the mesosphere. 
Determination of the individual contributions made by each factor is beyond the 
scope of this and is not easily assessed. Although there is some correlation 
between the 11 solar cycle and auroral activity, a lack of correlation between 
individual solar cycle and auroral storm as well as the variability of the position of 
the southern hemisphere auroral [Crowley et al. (1998)], dictates that mid-latitude 
NO production can not be predicted from typical indicators (such as F10.7 cm mea-
surements) of the solar cycle. This much is evident from the results of section 7.4.1 
with the solar cycle only being see to influence electron concentrations in the lower 
thermosphere. 
Both and RED / AED values provide an interesting insight into the possible 
control of the D-Region ionosphere by gravity waves produced in the troposphere. 
RED / AED values are consistent with what is known about the seasonal vari-
ability of the height regime for breaking gravity with a broad height regime being 
seen in winter and a narrower height regime observed in summer. 
Although none of the above results cnn be considered to provide fresh insight 
into geophysical processes, they can be regarded as valuable providing validation 
of what could be a promising technique for overcoming the long-standing 
tions of the differential absorption technique. Future application of the technique 
to retrieving shorter averaged profiles is likely to give insights into short term 
geophysical variations such as tidal influences and short term dependence of the 
mesosphere on lower atmospheric conditions. These objectives are discussed in the 
final section. 
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8.3 Future Work 
As indicated the last section, the retrieval of and RED values and their 
subsequent averaging over a shorter time period may give insights into short term 
geophysical variations. 
Correlation of values with MF mesospheric wind measurements, both on 
the time scales examined in this work, and, on shorter time scales, would hopefully 
provide more certainty about the role played by planetary waves in determining the 
amount of NO observed in the mesosphere. The University of Canterbmy has long 
been involved in measming mesospheric winds through partial drifts experiment. 
Tidal signatures in these winds would be expected to be correlated with tidal sig-
natures in AED values. 
A topic of major interest at the University of Canterbmy is the measurement 
of gravity wave affects on tropospheric motions by measming vertical oscillations. 
These measurements are made with the university's new VHF ST (Stratosphere-
Troposphere) radar at Birdlings Flat. The construction of remote antennae for this 
radar will, in near future, enable troposheric and stratospheric winds to be deter-
mined. comparison of RED values with the winds and gravity wave measurements 
may well provide some more insight into the filtering of gravity waves by these winds. 
It has been suggested that the photochemical model used to determine NO(z) 
profiles in this work, is limited in its accuracy. Use of a more accurate and sophisti-
cated photochemical model, with the inclusion of dynamical effects, is desirable. The 
inclusion within such a model, of accurate parameterisations of auroral NO pro-
duction would help to further assess the accuracy of the OE method of retrieving 
electron densities and would go some way towards increasing our knowledge of iono-
spheric processes in the D-region. 
Appendix A 
The Sen-Wyller Generalisation of 
the Appleton-Hartree Equation 
To evaluate the absorption integrals and the reflection coefficients, some assump-
tions must be made about dependence upon three distinct factors which will 
determine amount of birefringence of the wave. These assumptions are embod-
ied in the 8en-Wyller generalisation of the Appleton-Hartree equation which, for the 
complex refractive index (n)) 
(/-1 . )2 2X 
A 
D 
The variables A, B, 0, D and are defined below and if; is the the incident 
radio wave makes with the Earth's magnetic field lines and is therefore latitude de-
pendent. 
The and minus of equation A.l respectively indicate refraction of 
the wave into its o-mode and its e-mode. The degree to which birefringence 
occurs can be ascertained by considering the quantities which depend upon the 
magnitudes of the three forces which will act upon electrons disturbed by the passage 
of a radio wave. These quantities are: the plasma frequency (wp ), which depends 
upon the magnitude of the restoring force applied to displaced electrons by positive 
ions; the frequency (wg ), which depends upon the degree to which the Earth's 
magnetic field lines force into helical paths; and the collisional frequency 
of the electrons with neutral molecules (u), being a measure of the damping 
force neutral molecules impart upon the wave. see how these factors affect the 
refraction of the wave it is to relate them to the variables A, B, C) D and 
E in equation A.l. These variables are defined by 
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D 2tI 
E 2tIJI 
where 
1 - ! + ib) tI ~a 
~(j - d) i tn 2 2 
(a ib) 1 e) i (j + d)] tIJI - - - [(c 2 
and quantities a, b, c, d, e and j are given by expressions which allow the gener-
alised form of the Appleton-Hartree equation to be related to the plasma frequency, 
the gyro frequency and the collisional frequency. 
a - w
2 (W ) ~C3 -
v2 "2 1.1 m m 
b 
c 
d 
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e 
J 
The appearance of terms of the form Cp (X) complicate matters still further. These 
are the semiconductor integrals and they are defined as 
1 {aOO _--::-__ ,---,-::-d_E 
p! Jo 
where E is ratio of the electrons' kinetic to the thermal kinetic energy 
(vm ) of the D-region constituents [Sen and Wyller (1960)]. 
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Appendix B 
Inversion of Least Squares Linear 
Regression Results to Fit an 
Exponential [von Biel (1999)] 
Assume that the linear regression function is given by the expression f (x) = a + bx 
and that g(x) Cenx where C and n are to be determined from the regression fit 
coefficients a and b. Fitting is achieved by minimising 
N 
X2 I)g(Xi) - f(Xi))2 
i=l 
so that the linear regression equations 
N 
L:: Xig(Xi) 
i=l 
are obtained. Substituting for g(Xi) 
N 
CL::e'rlXi 
'i=l 
Iv 
bL::x: 
i=l 
the regression equations 
N N 
aL:: 1 + b Xi 
i=l i=l 
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N 
c 
i=l 
which can be expressed in 
l X2 a xdx Xl 
N 
a2: x i 
i=l 
integral form. 
Squares Linear 
N 
b 
i=l 
A (B.1) 
(B.2) 
A B are constants which can be evaluated from the linear regression coefficients 
a and b. Xl and X2 designate the minimum and values of x which occur 
for i 1 and i = N respectively. By evaluating left side of the the 
expressions 
(B.3) 
and 
B (B.4) 
are obtained. By eliminating C the functional relationship 
F(n) A X2
enX2 
- Xl enXl 
[ enX2 _ enX1 
1 
- B (B.5) 
and its derivative 
F'(n) 1 (B.6) 
can be obtained. These expressions are used to evaluate n using the numerical 
routine "RTSAFE. [Press et aL 1992] combines bisection with a 
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Newton Raphson iteration procedure to find the value of n. Equation A.3 is now 
used to evaluate C so all the information needed to describe the exponential 
function g(x) is now available :von Biel, (1999)]. 
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Appendix C 
Optimal Estimation Retrieval 
C.l Retrieval Formalisms 
The problem of using an inverse method to retrieve ionisation profiles can be de-
scribed as one of solving a system of non-linear equations. If the state vector is 
denoted as x then the forward function f(x) which describes all of the 'true' physi-
cal effects and all of the 'true' instrument responses to those effects will result in a 
measurement vector y being formed so that 
y f(x,b) + E 
where E is the measurement error and b has been introduced to represent quantities 
whose physics must be included within the forward function but which do not need 
to be retrieved. The statistics of the measurement error must be well known and be 
Gaussian since the retrieval method to be used is one which is restricted in its use 
to problems for which the statistics are Gaussian. 
The problem of retrieving the state vector can be written as 
x R[ y, b,xa,c 1 
so that R represents the inverse method. The circumflex above x is employed to 
show that the retrieved quantity is an estimation of its true state, b represents the 
best estimate of band Xa represents the a priori state vector which must be included 
in an optimal estimation inverse method. The parameter c is used to encompass 
any other quantities which are necessary to include within the retrieval method but 
not within the forward function. This can now be rewritten. 
x R[ f(x, b) + E, b, X a ) C 1 
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In reality, the physics and instrument response will almost certainly not be as well 
known as would be wished and an approximation of the forward function by a for-
ward model will be required. 
F(x, b) rv f(x, b') 
where b
' 
represents elements of b which may be missing within the forward model. 
In this case, an extra uncertainty term must be introduced. 
X R[ F(x, b) + Af(x, b') + t, b, xa, c 1 
To effect a retrieval, linearisation of the forward model about its initial state is C31'-
ried out in order to determine what the response of the measurement vector will 
be to a perturbation of the state vector. To do this the partial derivative of the 
forward model elements with respect to firstly, the initial state vector elements and 
then the forward model parameters is taken. This produces two m x n 'weighting 
function' or 'kernel' matrices Kx and Kb where m is the number of measurement 
vector elements and n is the number of state vector elements. In other words 
and 
The overall retrieval can now be represented as 
8F 
8x 
8F 
8b 
X R[ F(xa, b) + Kx(x - xa) + Kb(b - b) + AF(x, b, b') + t, b, xa, c 1 
(C.l) 
where Xa denotes the initial reference state of x ( in this case the a priori) around 
which the state vector is perturbed and b denotes the best estimate of b. A lineari-
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sation of equation C.1 with respect to y gives the expression 
181 
b) b') + E 
(C.2) 
where G y = oR/oy and is known as the gain matrix or the contribution func-
tion. It is a measure of the sensitivity of the retrieval to measurement error. If the 
averaging kernel is defined as 
and the total measurement error relative to the forward model is 
b) + .6..f(x, b, b/) + E (G.3) 
then equations C.1 and C.2 can be further manipulated to give the useful equations 
x - Xa c] - Xa 
+ A(x - xa) 
(C.4) 
and 
x x ) a; 
+ G y6f(x) b) b') 
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(C.5) 
Equations CA and are useful because they allow identification of the error com-
ponents which contribute towards the total retrieval error. [Rodgers (2000)] 
C.2 The Retrieval Process 
C.2.1 Forming the Probability Density Function 
Section 6.2 describes inverse problem as one in which a state prior probability 
density function (PDF) is updated by continually the measurement pdf until 
a solution is obtained. probability that the state vector x lies in the the interval 
(x, x+dx) when y has a given value defines the P(xly). Bayes Theorem 
the expression 
P(xly) 
This is normally applied to linear problems where 
y F(x) + E - Kx + E 
but can also be adapted for use in this problem. 
Since the PDFs are Gaussian and the Gaussian distribution for an 
z is of the form 
P(z) 1 e:rp 21 (z - z)TS;:-l (z - z)"J' (27r)n/2 I Szl/2 . , -
with Sz rer:)reISel1ltmlg the covariance matrix we can express the 
In P(ylx) (y F(x)f (y - F(x)) + cl 
(C.6) 
vector 
as 
(C.7) 
MeaBuring 11'1esosplJeric Ionisation 183 
and 
In P(x) (e.8) 
The denominator of eqnation e.6 can be considered to be a normalising factor so 
that the overall PDF that to be considered is found combining the above 
to get 
(y - Kxf S;;-1 (y Kx) + (x - x a ) + c3 
(e.g) 
el, c2 and c3 being constants, 
SE the covariance matrix of 
terms of solution state 
-2 In P(xly) 
Sa being the covariance matrix of the a priori and 
measurement. Similarly, PDF can written 
the true as 
(x xf 8-1 (x x) + c4 (C.IO) 
where c4 is a constant of proportionality and S denotes the solution covariance. 
In order for these PDFs to be used the retrieval, the variances specified in the 
a priori and the measurement errors must have Gaussian statistics. these con-
ditions are satisfied, the maximum likelihood state x can be found by minimising 
equation C.g since that will be equivalent to minimising a chi-square surface or can 
be thought of as minimising a cost function which is the sum of the a priori cost 
and the measurement cost. 
minimise equation C.g, derivative is equated to zero so that for x 
o (C.l1) 
where K(x) = V xF(x). 
C.2.2 NUluerical Minimisation of the Cost Function 
The method used to solve equation is Levenberg-Marquardt method which 
is designed to approximate to the inverse Hessian method when the solution close 
to the current iteration point and to approximate to a steepest descent method with 
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small step size when the solution is a long way off. If the cost function is represented 
by g(x), an iteration is given by 
(C.12) 
where In is the identity matrix. Substituting equation C.11 into this equation give 
Xi+l Xi + (S;;-l + KrS~lKi + ,In)-l (KrS~l[y - F(Xi)] - S;;-l[Xi - Xa]) 
(C.13) 
where the term _[\7xKT]S~l(y - F(x)) is neglected as it makes only a small con-
tribution to the overall result cases which are not too non-linear. 
Marquardt suggested replacing I by a diagonal scaling matrix D since the elements 
that make up the state vector usually have different magnitudes and dimensions. 
This is not so important in this case where the objective is to retrieve electron den-
sities in 10glO space so that the magnitudes range from 6 (lower in the ionosphere) 
to 11 (high up in the ionosphere). It is convenient to choose D = S;;:-l. This 
transforms equation C.13 into the easier to deal with version 
If, ---+ 0, a large step size towards the solution takes place and the iteration is 
of the inverse Hessian type. If, ---+ 00, the iteration is of the steepest descent 
type with a small step size. Thus gamma can be increased or decreased depending 
upon whether or not an iteration has increased or decreased the cost function. The 
strategy when using the Levenberg-Marquardt method is to update X and increase 
, when an iteration successfully reduces the cost function, but, to hold the current 
value of x, decrease, and repeat the iteration when that iteration increases the cost 
function. 
C.2.3 The Covariance Matrices 
in order to carry out some of the validation tests which are outlined in chapter 
6 it is necessary to evaluate the measurement coveriance matrix SE and the state 
covariance matrix. SX' The former of these is formed by evaluating the square ofthe 
measurement uncertainties and entering the values as the diagonal elements of an 
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NY x NY matrix, where NY denotes the number of elements in the measurement 
vector. The state covariance matrix 8x is less straightforward to evaluate. It can 
be found by equating terms that are quadratic in x in equations C.4 and C.5 and 
solving for 8-1 . The result is that the state covariance matrix is given by 
(C.15) 
This is evaluated each time there is an iteration towards the solution. Thus the 
solution state covariance Sx is evaluated after the final iteration. 
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Appendix D 
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D.I Testing the Real Measurements Against the 
a priori Measurements 
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Figure D.1: Y - Ya hourly X2 values for the year 1994. 
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Figure D.5: Y - Ya hourly X2 values for the year 1998. 
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D.2 Testing the Solution Simulated Measurements 
Against the a priori Measurements 
1994 l fer 10;DO hOOfS 
.0 
JAN fEB )JAR APR MAY JUN JUL AUG S(P DC r tmV Dte 
menU .. month 
'" .. 
" 20 
10 
JAN FI:::e IJ.AR APR MAY JVN JUL AGO S£f' OCT ~OV DEC 
mon~n monlh 
monlh 
Figure D.7: Y Ya hourly X2 values for the year 1994. 
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Appendix E 
Non-null Space Contributions 
from the Measurements 
W11en comparing the retrieved measurement vector to the a priori state, it is neces-
sary to form covariance matrices which contain only contributions by elements of 
measurement vector towards the non-null space elements of the retrieved solution. 
objective in this section is to determine the covariance matrices for the above 
comparison subject to the outlined restrictions. 
E.l Retrieved Measurements and a priori Mea-
surements 
In the first case our overall aim is to form the X2 for y - Ya' The covariance matrix 
is given by 
To obtain the non-null space form of this matrix, the transformed kernel matrix 
1 1 
K = S;;-2KS~ is used to 
SVD of the transformed matrix gives K = U A V T and =VAUT gives 
Sy 
If a matrix P is defined as 
its covariance matrix is 
195 
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and contains the eigenvalues Ai 4 / (1 + Ai2 ) arranged in descending order along the 
diagonal. Where the values are close to zero indicates the null space. Evaluation of 
the X2 is carried out using only the non-null space elements in 
(E.1) 
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