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In this paper we study the Schrödinger–Poisson system
{−u + u + K (x)φ(x)u = a(x)|u|p−1u, x ∈ R3,
−φ = K (x)u2, x ∈ R3, (SP)
with p ∈ (3,5). Assuming that a :R3 →R and K :R3 →R are non-
negative functions such that
lim|x|→∞a(x) = a∞ > 0, lim|x|→∞ K (x) = 0
and satisfying suitable assumptions, but not requiring any symme-
try property on them, we prove the existence of positive solutions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper we are concerned with the existence of positive solutions for the nonlinear system
in R3
{−u + u + K (x)φ(x)u = a(x)|u|p−1u, x ∈R3,
−φ = K (x)u2, x ∈R3. (SP)
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meaning because they appear in quantum mechanics models (see e.g. [5,8,14]) and in semiconductor
theory [3,4,15,16]. In particular, systems like (SP) have been introduced in [3,4] as a model describing
solitary waves, for nonlinear stationary equations of Schrödinger type interacting with an electrostatic
ﬁeld, and are usually known as Schrödinger–Poisson systems. Indeed, in (SP) the ﬁrst equation is a
nonlinear stationary Schrödinger equation (where, as usual, the nonlinear term simulates the interac-
tion between many particles) that is coupled with a Poisson equation, to be satisﬁed by φ, meaning
that the potential is determined by the charge of the wave function.
Many researches have been devoted to the study of (SP), but they mainly concern either the au-
tonomous case or, in the non-autonomous case, the search of the so-called semi-classical states, that
is the study of (SP) when the ﬁrst equation looks like −2u + V (x)u + K (x)φ(x)u = |u|p−1u and
the solutions exhibit concentration phenomena as the parameter  goes to zero. We refer the reader
interested in a detailed bibliography to the survey paper [1].
As we shall see in Section 2, problem (SP) can be easily transformed in a nonlinear Schrödinger
equation with a non-local term. Brieﬂy, the Poisson equation is solved by using the Lax–Milgram
theorem, so, for all u in H1(R3), a unique φu ∈ D1,2(R3) is obtained, such that −φ = K (x)u2 and
that, inserted into the ﬁrst equation, gives
−u + u + K (x)φu(x)u = a(x)|u|p−1u. (SP′)
Moreover (SP′) is variational and its solutions are the critical points of the functional deﬁned in
H1(R3) by
I(u) = 1
2
‖u‖2 + 1
4
∫
R3
K (x)φu(x)u
2 dx− 1
p + 1
∫
R3
a(x)|u|p+1 dx. (1.1)
Clearly, dealing with I , one has to face various diﬃculties: we mention that the competing effect
of the non-local term with the nonlinear term gives rise to very different situations as p varies in
the interval (1,5) and that the lack of compactness of the embedding of H1(R3) in the Lebesgue
spaces Lp(R3), p ∈ (2,6), prevents from using the variational techniques in a standard way. This last
diﬃculty can be avoided, when autonomous problems are considered, restricting I to the subspace of
H1(R3) consisting of radially symmetric functions, or, when one is looking for semi-classical states,
by using perturbation methods or a reduction to a ﬁnite dimension by the projections method. As
far as we know, except a perturbation result in [1], there are no existence results when the potential
and the coeﬃcient of the nonlinearity are not symmetric and a not singularly perturbed problem is
considered.
In our research we deal with the case in which p ∈ (3,5), moreover we always assume that a(x)
and K (x) verify, respectively
(a1) lim|x|→+∞ a(x) = a∞ > 0, α(x) := a(x) − a∞ ∈ L
6
5−p (R3);
(K) K ∈ L2(R3), lim|x|→+∞ K (x) = 0, K (x) 0 for all x ∈R3, K ≡ 0.
Since we have not symmetry assumptions, a basic step in the study of (SP) is a careful investigation
of the behavior of the Palais–Smale sequences for the functional I . This is done in Section 4, where
we locate the levels of I in which the Palais–Smale condition can fail, giving a representation theorem
for such sequences, and showing that the only obstacles to the compactness are the solutions of the
problem at inﬁnity:
−u + u = a∞|u|p−1u. (NSE)∞
Then, in order to ﬁnd critical levels of I , we need to look into the geometry of the functional.
Since, by the assumptions on p, the functional I is bounded neither from above nor from below, the
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bounded from below. The analysis of I on N highlights the different features of (SP) according to the
sign of α(x). Actually, as we shall see in Section 5, if we assume
(a2) a(x) a∞ ∀x ∈ R3, a(x) − a∞ > 0 on a positive measure set,
the problem can be faced by a minimization argument, obtaining suﬃcient conditions to have a
ground state solution. On the contrary when
(a3) a(x) a∞ ∀x ∈ R3, A := infR3 a(x) > 0,
holds, the inﬁmum of I on N cannot be achieved (see Proposition 6.1) and the existence of a solution
is a more delicate question that, in Section 6, is handled by using the notion of barycenter to build a
min–max level belonging to an interval of the values of I in which the compactness holds.
In order to state clearly the results we obtain some notation is in order. We denote by w the
unique radial solution of (NSE)∞ and we set m∞ = ( 12 − 1p+1 )‖w‖2. Moreover, when (a2) holds, also
the problem −u+u = a(x)|u|p−1u admits a ground state solution, that is denoted by wa and whose
energy is ma = ( 12 − 1p+1 )‖wa‖2 <m∞ . We denote by S and S¯ the best constants for the embedding
of H1(R3) and D1,2(R3), respectively, in L6(R3).
The following theorem concerns the case in which (a2) holds and contains two different conditions
suﬃcient to guarantee the existence of a ground state solution of (SP).
Theorem 1.1. Let (a1), (a2), (K) hold. Furthermore assume either
|K |22 <
mϑ∞ −maϑ
σm1+ϑa
, (1.2)
with ϑ = p−3p+1 and σ = 2(p+1)p−1 S¯−2S−4, or
∫
R3
K (x)φww
2 dx <
4
p + 1
∫
R3
α(x)|w|p+1 dx. (1.3)
Then the problem (SP) has a positive ground state solution.
Considering the case in which (a3) holds, we have obtained a condition, that is stated in the next
theorem, suﬃcient to guarantee the existence of a bound state solution.
Theorem 1.2. Let (a1), (a3), (K) hold. Furthermore assume
1+ η|K |22
A < 2
p−3
p+1 (1.4)
with η = 2(p+1)p−1 S−4 S¯−2m∞ . Then the problem (SP) has (at least) one positive solution.
We remark that Theorem 1.1 generalizes a result proved in [1], where, under the assumptions (a1),
(a2), (K) and (1.3), the existence of a solution for the system (SP) was obtained imposing, in addition,
that the L∞-norms of a and K were suitably close to zero.
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Hereafter we use the following notation:
• H1(R3) is the usual Sobolev space endowed with the standard scalar product and norm
(u, v) =
∫
R3
[∇u∇v + uv]dx; ‖u‖2 =
∫
R3
[|∇u|2 + u2]dx.
• D1,2(R3) is the completion of C∞0 (R3) with respect to the norm
‖u‖2D1,2 =
∫
R3
|∇u|2 dx.
• H−1 denotes the dual space of H1(R3).
• Lq(Ω), 1 q +∞, Ω ⊆ R3, denotes a Lebesgue space, the norm in Lq(Ω) is denoted by |u|q,Ω
when Ω is a proper subset of R3, by | · |p when Ω = R3.
• For any ρ > 0 and for any z ∈ R3, Bρ(z) denotes the ball of radius ρ centered at z and |Bρ(z)|
denotes its Lebesgue measure.
• C , C ′ , Ci are various positive constants.
• S is the best Sobolev constant for the embedding of H1(R3) in L6(R3), that is
S = inf
u∈H1(R3)\{0}
‖u‖
|u|6 .
• S¯ is the best Sobolev constant for the embedding of D1,2(R3) in L6(R3), that is
S¯ = inf
u∈D1,2(R3)\{0}
‖u‖D1,2
|u|6 .
Moreover, in what follows, without any loss of generality, we assume a∞ = 1.
It is well known and it is easy to show that (SP) can be reduced to a single equation with a
non-local term. Actually, considering for all u ∈ H1(R3), the linear functional Lu deﬁned in D1,2(R3)
by
Lu(v) =
∫
R3
K (x)u2v dx,
the Hölder inequality and the Sobolev inequality imply
∣∣Lu(v)∣∣ |K |2 · ∣∣u2∣∣3 · |v|6 = |K |2 · |u|26 · |v|6  S¯−1|K |2|u|26 · ‖v‖D1,2 . (2.1)
Hence, by the Lax–Milgram theorem, there exists, unique, φu ∈ D1,2(R3) such that
∫
3
∇φu∇v dx =
∫
3
K (x)u2v dx ∀v ∈ D1,2(R3), (2.2)
R R
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φu(x) =
∫
R3
K (y)
|x− y|u
2(y)dy = 1|x| ∗ Ku
2 (2.3)
holds. Moreover, φu > 0 when u = 0, because K does, and by (2.1), (2.2) and the Sobolev inequality,
the relations
(i) ‖φu‖D1,2 = ‖Lu‖L(D1,2,R)  S¯−1 · S−2|K |2 · ‖u‖2;
(ii) |φu|6  S¯−1‖φu‖D1,2 (2.4)
and
∫
R3
∫
R3
K (x)K (y)
|x− y| u
2(x)u2(y)dxdy =
∫
R3
K (x)u2φu(x)dx S¯−2 · S−4|K |22 · ‖u‖4 (2.5)
hold. Substituting φu in (SP), we are led to Eq. (SP′), whose solutions can be obtained looking for
critical points of the functional I : H1(R3) → R deﬁned in (1.1). Indeed, (2.4) and (2.5) imply that I is
a well-deﬁned C2 functional, and that
I ′(u)[v] =
∫
R3
[∇u∇v + uv + K (x)φu(x)uv − a(x)|u|p−1uv]dx. (2.6)
Hence if u ∈ H1(R3) is a critical point of I , then the pair (u, φu), with φu as in (2.3), is a solution of
(SP).
Let us now deﬁne the operator Φ : H1(R3) → D1,2(R3) as
Φ[u] = φu.
In the following lemma we summarize some properties of Φ , useful to study our problem.
Lemma 2.1.
(1) Φ is continuous;
(2) Φ maps bounded sets into bounded sets;
(3) if un ⇀ u in H1(R3) then Φ[un] ⇀ Φ[u] in D1,2(R3);
(4) Φ[tu] = t2Φ[u] for all t ∈ R.
Proof. (1) For all u ∈ H1(R3) the equalities
‖Lu‖L(D1,2,R) = ‖φu‖D1,2 =
∥∥Φ[u]∥∥D1,2
hold, so, in order to prove the continuity of Φ , we just need to show that the map u → Lu is contin-
uous.
Let (un)n be a sequence such that un ∈ H1(R3) and un → u in H1(R3). By using (2.1) we have
∣∣Lun (v) − Lu(v)∣∣
∫
3
K (x)|v|∣∣u2n − u2∣∣dx S¯−1|K |2‖v‖D1,2 ∣∣u2n − u2∣∣3.
R
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‖Lun − Lu‖L(D1,2,R) → 0.
(2) It is a straight consequence of (2.4)(i).
(3) Let (un)n ⊂ H1(R3) be such that un ⇀ u in H1(R3). Then un is bounded in H1(R3) and in
L6(R3) and, by the previous point, Φ[un] is bounded too. Therefore, up to a subsequence, Φ[un] ⇀ φ¯
in D1,2(R3). Then
(
Φ[un], v
)
D1,2 → (φ¯, v)D1,2 ∀v ∈ D1,2
(
R
3). (2.7)
Let us prove now that, for all v ∈ D1,2(R3), as n → +∞
(
Φ[un], v
)
D1,2 =
∫
R3
K (x)vu2n dx →
∫
R3
K (x)vu2 dx = (Φ[u], v)D1,2 . (2.8)
This relation with (2.7) and the uniqueness of the solution of −φ = K (x)u2 will imply that φ¯ = Φ[u].
Being K ∈ L2(R3), to any  > 0 there corresponds ρ ≡ ρ() > 0 such that
|K |2,R3\Bρ(0) < .
Then, by using the boundedness of the sequence (un)n , we deduce
∫
R3\Bρ(0)
K (x)v
(
u2n − u2
)
dx C(v), n ∈N. (2.9)
On the other hand, K v ∈ L3/2(R3) and u2n → u2 in L3loc(R3), so for any  > 0 we have
∣∣∣∣
∫
Bρ(0)
K (x)v
(
u2n − u2
)
dx
∣∣∣∣ Cˆ(v) (2.10)
for large n. Then (2.9) and (2.10) and the arbitrary choice of  give (2.8).
(4) It follows from (2.3) by a direct computation. 
3. Variational setting
In this section we describe the variational framework for the study of the critical points of the
functional I deﬁned in (1.1).
It is not diﬃcult to verify that the functional I is bounded neither from below nor from above. So
it is convenient to consider I restricted to a natural constraint, the Nehari manifold, that contains all
the critical points of I and on which I turns out to be bounded from below. We set
N := {u ∈ H1(R3) \ {0}: G(u) = 0}
where
G(u) = I ′(u)[u] = ‖u‖2 +
∫
3
K (x)φu(x)u
2 dx−
∫
3
a(x)|u|p+1 dx.
R R
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I|N (u) =
(
1
2
− 1
p + 1
)
‖u‖2 +
(
1
4
− 1
p + 1
)∫
R3
K (x)φu(x)u
2 dx
= 1
4
‖u‖2 +
(
1
4
− 1
p + 1
)∫
R3
a(x)|u|p+1 dx. (3.1)
Next lemma contains the statement of the main properties of N .
Lemma 3.1.
(1) N is a C1 regular manifold diffeomorphic to the sphere of H1(R3);
(2) I is bounded from below on N by a positive constant;
(3) u is a free critical point of I if and only if u is a critical point of I constrained on N .
Proof. (1) Let u ∈ H1(R3)\ {0} be such that ‖u‖ = 1. Then there exists a unique t ∈R+ \{0} for which
tu ∈ N . Indeed, considering that t must be such that
0 = I ′(tu)[tu] = t2‖u‖2 + t4
∫
R3
K (x)φu(x)u
2 dx− t p+1
∫
R3
a(x)|u|p+1 dx
and setting
b :=
∫
R3
K (x)φu(x)u
2 dx; c :=
∫
R3
a(x)|u|p+1 dx,
we are led to ﬁnd a positive solution of t2(1 + bt2 − ctp−1) = 0 with b > 0 and c > 0. Clearly, since
p > 3, the equation 1 + bt2 − ctp−1 has a unique solution t = t(u) > 0 and the corresponding point
t(u)u ∈ N , that is called the projection of u on N , is such that
I
(
t(u)u
)= max
t>0
I(tu). (3.2)
Now, let be u ∈ N . Then
0= ‖u‖2 +
∫
R3
K (x)φu(x)u
2 dx−
∫
R3
a(x)|u|p+1 dx
 ‖u‖2 − C0‖u‖p+1
from which
‖u‖ C1 > 0 ∀u ∈ N (3.3)
follows.
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I ′′(u)[v][w] =
∫
R3
[∇v∇w + vw − p a(x)|u|p−1vw]dx
+
∫
R3
K (x)
[
φu vw + 2
( ∫
R3
K (y)
|x− y|u(y)w(y)dy
)
uv
]
dx, (3.4)
G turns out to be a C1 functional and, using (3.3), we deduce
G ′(u)[u] = I ′′(u)[u][u] = 2‖u‖2 + 4
∫
R3
K (x)φu(x)u
2 dx− (p + 1)
∫
R3
a(x)|u|p+1 dx
= (1− p)‖u‖2 + (3− p)
∫
R3
K (x)φu(x)u
2 dx
 (1− p)‖u‖2 −(p − 1)C1 < 0. (3.5)
(2) Let be u ∈ N . Using (3.3) and (3.1) we obtain
I(u) =
(
1
2
− 1
p + 1
)
‖u‖2 +
(
1
4
− 1
p + 1
)∫
R3
K (x)φu(x)u
2 dx

(
1
2
− 1
p + 1
)
‖u‖2 > C2 > 0. (3.6)
(3) Clearly if u = 0 is a critical point of I , I ′(u) = 0 and then u ∈ N . On the other hand, let u be a
critical point of I constrained on N . Then there exists λ ∈R such that I ′(u) = λG ′(u). Hence
0= G(u) = I ′(u)[u] = λG ′(u)[u]
that, by (3.5), implies λ = 0 and, then, I ′(u) = 0 follows. 
Setting
m := inf{I(u): u ∈ N}, (3.7)
as a consequence of (2) of Lemma 3.1, m turns out to be a positive number.
If K (x) = 0 (SP′) becomes the nonlinear Schrödinger equation
−u + u = a(x)|u|p−1u, (NSE)
that has been broadly investigated, mainly when a(x) is constant. We set
Ia(u) = 1
2
‖u‖2 − 1
p + 1
∫
R3
a(x)|u|p+1 dx = 1
2
‖u‖2 − 1
p + 1
∫
R3
(
1+ α(x))|u|p+1 dx
and
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{
u ∈ H1(R3) \ {0}: ‖u‖2 =
∫
R3
a(x)|u|p+1 dx
}
=
{
u ∈ H1(R3) \ {0}: ‖u‖2 =
∫
R3
(
1+ α(x))|u|p+1 dx
}
.
When a(x) = 1, (NSE) becomes
−u + u = |u|p−1u. (NSE)∞
In this case we use the notation I∞(u) and N∞ , respectively, for the functional and the natural
constraint, namely
I∞(u) = 1
2
‖u‖2 − 1
p + 1
∫
R3
|u|p+1 dx,
N∞ =
{
u ∈ H1(R3) \ {0}: ‖u‖2 = |u|p+1p+1}.
We state, in the two following propositions, some known results about the existence of positive
solutions of (NSE) and (NSE)∞ that are useful in the sequel.
Proposition 3.2. Eq. (NSE)∞ has a positive, ground state, solution w ∈ H1(R3), radially symmetric about the
origin, unique up to translations, decaying exponentially, together its derivatives, as |x| → +∞.
Proposition 3.3. Let (a2) hold. Then (NSE) has a positive, ground state, solution wa ∈ H1(R3).
Proposition 3.2 is obtained just collecting the results in [6,11,13] (see e.g. [9]). The proof of Propo-
sition 3.3 can be done, by a minimization method applying the P.L. Lions concentration–compactness
principle.
Since w and wa are ground state solutions, setting
m∞ := inf
{I∞(u), u ∈ N∞} (3.8)
and
ma := inf
{Ia(u), u ∈ Na}, (3.9)
we have I∞(v)  I∞(w) =m∞ , for all v solution of (NSE)∞, and Ia(va) Ia(wa) =ma, for all va
solution of (NSE). We remark that more is known about the energy of the nontrivial, changing sign
solutions of (NSE)∞ , in fact arguing as in [9] (Proposition 3.3) it is easily seen that for all v changing
sign solution of (NSE)∞,
I∞(v) 2m∞. (3.10)
We note also that
m∞ = I∞(w) =
(
1
2
− 1
p + 1
)
‖w‖2, ma = Ia(wa) =
(
1
2
− 1
p + 1
)
‖wa‖2 (3.11)
and that, under the assumptions of Proposition 3.3, ma <m∞ .
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there correspond a (unique) function τu ∈ Na and a (unique) function ξu ∈ N∞ such that
Ia(τu) = max
t>0
Ia(tu), I∞(ξu) = max
t>0
I∞(tu).
Such functions are called the projections of u on Na and N∞ respectively.
Lemma 3.4. Let be u ∈ H1(R3) and tu, τu, ξu (t, τ , ξ > 0) the projections of it on N , Na, N∞ respectively.
Then
τ  t. (3.12)
Moreover if (a3) holds then
ξ  t. (3.13)
Proof. Let be u ∈ H1(R3). Since τu ∈ Na and tu ∈ N we have
τ 2‖u‖2 = τ p+1
∫
R3
a(x)|u|p+1 dx,
t2‖u‖2 = −t4
∫
R3
K (x)φu(x)u
2 dx+ t p+1
∫
R3
a(x)|u|p+1 dx.
Taking account of (a1) and (K), we infer
τ p−1 = ‖u‖
2∫
R3
a(x)|u|p+1 dx =
t p−1
∫
R3
a(x)|u|p+1 dx− t2 ∫
R3
K (x)φuu2 dx∫
R3
a(x)|u|p+1 dx  t
p−1.
Let us consider now the projection ξu of u on N∞ . It veriﬁes
ξ2‖u‖2 = ξ p+1
∫
R3
|u|p+1 dx
hence, using (a3) and (K), we obtain
ξ p−1 = ‖u‖
2∫
R3
|u|p+1 dx =
t p−1
∫
R3
a(x)|u|p+1 dx− t2 ∫
R3
K (x)φu(x)u2 dx∫
R3
|u|p+1 dx  t
p−1. 
4. A compactness lemma
In this section we deal with the behavior of the Palais–Smale sequences of I . This study will be
basic to our search of critical points of I .
Lemma 4.1. Let (un)n be a (PS) sequence of I constrained on N , i.e. un ∈ N and
(a) I(un) is bounded;
(b) ∇ I|N (un) → 0 strongly in H1
(
R
3). (4.1)
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k functions u1, . . . ,uk of H1(R3) and k sequences of points (y jn), y
j
n ∈ R3 , 0 j  k, such that
(i)
∣∣y jn∣∣→ +∞, ∣∣y jn − yin∣∣→ +∞ if i = j, n → +∞;
(ii) un −
k∑
j=1
u j
(· − y jn)→ u¯ in H1(R3);
(iii) I(un) → I(u¯) +
k∑
j=1
I∞
(
u j
);
(iv) u j are nontrivial weak solutions of (NSE)∞. (4.2)
Moreover, we agree that in the case k = 0 the above holds without u j .
Proof. We ﬁrst observe that by (3.6)
I(un)
(
1
2
− 1
p + 1
)
‖un‖2,
hence, being I(un) bounded, (un)n is bounded too.
We now claim that
∇ I(un) → 0 in H1
(
R
3). (4.3)
In fact, we have
o(1) = ∇ I|N (un) = ∇ I(un) − λn∇G(un) (4.4)
for some λn ∈R. So, taking the scalar product with un , we obtain
o(1) = (∇ I(un),un)− λn(∇G(un),un). (4.5)
Since un ∈ N it is (∇ I(un),un) = 0 and, by (3.5), (∇G(un),un) < C < 0. Thus λn → 0 for n → +∞.
Moreover, by the boundedness of (un)n , ∇G(un) is bounded and this implies that λn∇G(un) → 0, so
(4.3) follows from (4.4).
On the other hand, since un is bounded in H1(R3), there exists u¯ ∈ H1(R3) such that, up to a
subsequence,
un ⇀ u¯ in H
1(
R
3) and in Lp+1(R3),
un(x) → u¯(x) a.e. on R3.
Furthermore, taking into account (3) of Lemma 2.1, we deduce that ∇ I(u¯) = 0, that is u¯ is a weak
solution of (SP′).
If un → u¯ in H1(R3), we are done. So we can assume that (un)n does not converge strongly to u¯
in H1(R3). Set
z1n(x) = un(x) − u¯(x).
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1(R3), but not strongly. A direct computation gives
‖un‖2 =
∥∥z1n + u¯∥∥2 = ∥∥z1n∥∥2 + ‖u¯‖2 + o(1). (4.6)
According to the Brezis–Lieb Lemma [7] we deduce
|un|p+1p+1 = |u¯|p+1p+1 +
∣∣z1n∣∣p+1p+1 + o(1) (4.7)
and, by using Lemma A.2 of [2] and Lemma 8.1 of [17], respectively, we infer
α(x)
∣∣z1n∣∣p−1z1n → 0 in H−1, (4.8)
|un|p−1un = |u¯|p−1u¯ +
∣∣z1n∣∣p−1z1n + o(1) in H−1. (4.9)
Let us show, now, that
∫
R3
K (x)φun (x)u
2
n(x)dx =
∫
R3
K (x)φu¯(x)u¯
2(x)dx+ o(1) (4.10)
and that, for all h ∈ H1(R3),
∫
R3
K (x)φun (x)un(x)h(x)dx =
∫
R3
K (x)φu¯(x)u¯(x)h(x)dx+ o(1). (4.11)
First let us observe that, in view of the Sobolev embedding theorems and of (3) of Lemma 2.1,
un ⇀ u¯ in H1(R3) implies
(a) un ⇀ u¯ in L
6(
R
3); (b) u2n → u¯2 in L3loc(R3);
(c) φun ⇀ φu¯ in D
1,2(
R
3); (d) φun → φu¯ in L6loc(R3). (4.12)
Thus, given  > 0, using (4.12)(c), we have, for large n
∣∣∣∣
∫
R3
K (x)u¯2(x)(φun − φu¯)(x)dx
∣∣∣∣  (4.13)
and, for any ﬁxed h, using (4.12)(a),
∣∣∣∣
∫
R3
K (x)φu¯(x)h(x)(un − u¯)(x)dx
∣∣∣∣< . (4.14)
Furthermore, considering (4.12)(b) and (4.12)(d) respectively, we can assert that for any choice of
 > 0 and ρ > 0, the relations
∣∣u2n − u¯2∣∣3,Bρ(0) < , (4.15)
|φun − φu¯|6,Bρ(0) <  (4.16)
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1,2(R3)
and in L6(R3), because of (2) of Lemma 2.1 and the continuity of the Sobolev embedding of D1,2(R3)
in L6(R3). Moreover K ∈ L2(R3) implies that Ku2n and K u¯2 belong to L6/5(R3) and that to any  > 0
there corresponds ρ¯ = ρ¯() such that
|K |2,R3\Bρ(0) <  ∀ρ  ρ¯. (4.17)
Hence, by using (4.13), (4.15) and (4.17), we deduce, for large n
∣∣∣∣
∫
R3
K (x)φun (x)u
2
n(x)dx−
∫
R3
K (x)φu¯(x)u¯
2(x)dx
∣∣∣∣

∣∣∣∣
∫
R3
K (x)φun (x)
(
u2n − u¯2
)
(x)dx+
∫
R3
K (x)
(
φun(x) − φu¯(x)
)
u¯2(x)dx
∣∣∣∣

∫
R3
∣∣K (x)φun (x)(u2n − u¯2)(x)∣∣dx+
∣∣∣∣
∫
R3
K (x)
(
φun(x) − φu¯(x)
)
u¯2(x)dx
∣∣∣∣
 |φun |6 ·
(∫
R3
∣∣K (x)(u2n − u¯2)(x)∣∣6/5 dx
)5/6
+ 
 C
( ∫
R3\Bρ(0)
∣∣K (x)(u2n − u¯2)(x)∣∣6/5 dx+
∫
Bρ(0)
∣∣K (x)(u2n − u¯2)(x)∣∣6/5 dx
)5/6
+ 
 C
(|K |6/5
2,R3\Bρ(0) ·
∣∣u2n − u¯2∣∣6/53 + |K |6/52 ·
∣∣u2n − u¯2∣∣6/53,Bρ(0)
)5/6 + 
 C˜
proving (4.10).
Analogously, by using (4.14), (4.16) and (4.17) we infer, for large n
∣∣∣∣
∫
R3
K (x)φun (x)un(x)h(x)dx−
∫
R3
K (x)φu¯(x)u¯(x)h(x)dx
∣∣∣∣

∫
R3
∣∣K (x)h(x)(φun − φu¯)(x)un(x)∣∣dx+
∣∣∣∣
∫
R3
K (x)φu¯(x)h(x)(un − u¯)(x)dx
∣∣∣∣
 |un|6 · |h|6
(∫
R3
∣∣K (x)(φun − φu¯)(x)∣∣3/2 dx
)2/3
+ 
 C
(|K |3/2
2,R3\Bρ(0) · |φun − φu¯|
3/2
6 + |K |3/22 · |φun − φu¯|3/26,Bρ(0)
)2/3 + 
 Cˆ
proving (4.14).
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I(un) = 1
2
‖un‖2 + 1
4
∫
R3
K (x)φun (x)u
2
n(x)dx−
1
p + 1
∫
R3
a(x)|un|p+1 dx
= 1
2
∥∥z1n∥∥2 + 12‖u¯‖2 +
1
4
∫
R3
K (x)φu¯(x)u¯
2(x)dx− 1
p + 1
∫
R3
a(x)|u¯|p+1 dx
− 1
p + 1
∫
R3
∣∣z1n∣∣p+1 dx+ o(1)
= I(u¯) + I∞
(
z1n
)+ o(1) (4.18)
and, for all h ∈ H1(R3),
o(1) = (∇ I(un),h)= (un,h) +
∫
R3
[
K (x)φununh − a(x)|un|p−1unh
]
dx
= (u¯,h) +
∫
R3
[
K (x)φu¯(x)u¯(x)h(x) − a(x)|u¯|p−1u¯h
]
dx+ (z1n,h)−
∫
R3
∣∣z1n∣∣p−1z1nh dx+ o(1)
= (∇ I(u¯),h)+ (∇I∞(z1n),h)+ o(1) = (∇I∞(z1n),h)+ o(1)
so that
∇I∞
(
z1n
)= o(1) in H1(R3). (4.19)
Furthermore
0= (∇ I(un),un)= (∇ I(u¯), u¯)+ (∇I∞(z1n), z1n)+ o(1)
= (∇I∞(z1n), z1n)+ o(1).
Setting
δ := limsup
n→+∞
(
sup
y∈R3
∫
B1(y)
∣∣z1n∣∣p+1 dx
)
,
we have δ > 0. Actually, if δ = 0 would be true, then by Lemma 1.21 of [17], z1n → 0 in Lp+1(R3)
would hold, contradicting the fact that un does not converge strongly to u¯ in Lp+1(R3).
Then we may assume the existence of y1n ⊂ R3, such that
∫
B (y1)
∣∣z1n∣∣p+1 dx > δ2 .
1 n
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z1n(· + y1n)(x) → u1(x) a.e. on R3. Since
∫
B1(0)
∣∣z1n(x+ y1n)∣∣p+1 dx > δ2 ,
from the Rellich theorem it follows that
∫
B1(0)
∣∣u1(x)∣∣p+1 dx > δ
2
and, thus, u1 = 0. But, since z1n ⇀ 0 in H1(R3), (y1n) must be unbounded and, up to a subsequence,
we can assume that |y1n| → +∞. Furthermore (4.19) implies ∇I∞(u1) = 0. Finally, let us set
z2n(x) = z1n(x) − u1
(
x− y1n
)
.
Then, using (4.6), (4.7) and, again, the Brezis–Lieb Lemma we have
∥∥z2n∥∥2 = ‖un‖2 − ‖u¯‖2 − ∥∥u1∥∥2 + o(1),
∣∣z2n∣∣p+1p+1 = |un|p+1p+1 − |u¯|p+1p+1 −
∣∣u1∣∣p+1p+1 + o(1).
This implies
I∞
(
z2n
)= I∞(z1n)− I∞(u1)+ o(1),
hence, by using (4.18), we obtain
I(un) = I(u¯) + I∞
(
z1n
)+ o(1) = I(u¯) + I∞(u1)+ I∞(z2n)+ o(1).
As before one can prove that
∇I∞
(
z2n
)= o(1) in H1(R3).
Now, if z2n → 0 in H1(R3) we are done. Otherwise z2n ⇀ 0 and not strongly and we repeat the
argument. By iterating this procedure we obtain sequences of points y jn ∈ R3 such that |y jn| → +∞,
|y jn − yin| → +∞ if i = j as n → +∞ and a sequence of functions z jn(x) = z j−1n (x) − u j−1(x − y j−1n )
with j  2 such that
z jn
(
x+ y jn
)
⇀ u j(x) in H1
(
R
3), ∇I∞(u j)= 0
and
I(un) = I(u¯) +
k∑
j=1
I∞
(
u j
)+ I∞(zkn)+ o(1).
Then, since I∞(u j) m∞ for all j and I(un) is bounded, the iteration must stop at some ﬁnite
index k. 
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Corollary 4.2. Let (un)n be a (PS)d sequence. Then (un)n is relatively compact for all d ∈ (0,m∞).
Moreover, if I(un) →m∞ , then either (un)n is relatively compact or the statement of Lemma 4.1 holds with
k = 1, and u1 = w (w ground state of (NSE)∞).
Proof. Let us consider a (PS)d sequence (un)n and apply to it Lemma 4.1, taking into account that
I∞(u j)m∞ , for all j.
When I(un) = d <m∞ (4.2)(iii) gives k = 0, and, then, un → u¯ in H1(R3). When I(un) =m∞ , if un
is not compact then (4.2)(iii) implies k = 1, u¯ = 0 and u1 = w. 
5. Existence of a ground state
Throughout this section we suppose that (a2) holds.
Proof of Theorem 1.1. To prove the existence of a ground state of (SP), we just need to show that
m <m∞. (5.1)
If this is the case, in fact, using Corollary 4.2 and standard arguments, it is easy to see that m is
achieved by a function u that (passing eventually to |u|) is positive and solves (SP′).
First assume that (1.2) holds.
To verify (5.1) we test I with the projection on N , twa , of the minimizer wa of Ia on Na . We
remark that, by (3.12) of Lemma 3.4, t  1. So, in view of (3.11) and (3.1) we have
m I(twa) = 1
2
‖twa‖2 + 1
4
∫
R3
K (x)φtwa (twa)
2 dx− 1
p + 1
∫
R3
a(x)|twa|p+1 dx
= 1
4
‖twa‖2 +
(
1
4
− 1
p + 1
)∫
R3
a(x)|twa|p+1 dx
 t p+1
[
1
4
‖wa‖2 +
(
1
4
− 1
p + 1
)∫
R3
a(x)|wa|p+1 dx
]
 t p+1
(
1
2
− 1
p + 1
)
‖wa‖2 = t p+1 ma.
Since wa ∈ Na and a(x) 1, we deduce
0 = t2‖wa‖2 + t4
∫
R3
K (x)φwa w
2
a dx− t p+1
∫
R3
a(x)|wa|p+1 dx
 t4‖wa‖2 + t4
∫
R3
K (x)φwa w
2
a dx− t p+1‖wa‖2
and, then,
t 
[
1+
∫
R3
K (x)φwa w
2
a dx
‖w ‖2
] 1
p−3
. (5.2)a
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∫
R3
K (x)φwa w
2
a dx S¯−2S−4|K |22‖wa‖4.
Using in (5.2) the above inequality, (3.11) and recalling σ = 2(p+1)p−1 S¯−2S−4 we obtain
t 
[
1+ σ |K |22 ma
] 1
p−3 (5.3)
from which, using (1.2), we get
m I(twa) t p+1ma 
[
1+ σ |K |22ma
] p+1
p−3ma <m∞.
Assume now (1.3) holds.
To verify (5.1) we test I with the projection on N , tw , of the minimizer w of I∞ on N∞ .
First let us show that t < 1. Indeed, if t  1 would be true, since p > 3 and ‖w‖2 = ∫
R3
|w|p+1 dx,
we would deduce
0 = t2‖w‖2 + t4
∫
R3
K (x)φw(x)w
2 dx− t p+1
∫
R3
a(x)|w|p+1 dx
 t p+1
[ ∫
R3
K (x)φw(x)w
2 dx−
∫
R3
α(x)|w|p+1 dx
]
from which
∫
R3
K (x)φw(x)w
2 dx
∫
R3
α(x)|w|p+1 dx
that, since 4p+1 < 1, contradicts (1.3).
Hence, by using (1.3), we obtain
m I(tw) = t
2
2
‖w‖2 + t
4
4
∫
R3
K (x)φw(x)w
2 dx− t
p+1
p + 1
∫
R3
a(x)|w|p+1 dx
<
1
2
‖w‖2 − 1
p + 1
∫
R3
|w|p+1 dx = I∞(w) =m∞,
as desired. 
6. Existence of bound states
Throughout this section we suppose that (a3) holds.
First we show that, under this condition, the problem (SP′) cannot be solved by minimization.
Proposition 6.1. The relation m =m∞ holds and m is not attained.
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For all u ∈ N∞ , in view of (K), (a3) and (3.2), we have
I∞(u) = 1
2
‖u‖2 − 1
p + 1
∫
R3
|u|p+1 dx
 1
2
‖u‖2 + 1
4
∫
R3
K (x)φu(x)u
2 dx− 1
p + 1
∫
R3
a(x)|u|p+1 dx
= I(u) I(t(u)u)
from which, taking into account that N∞ and N are diffeomorphic to the sphere in H1(R3), we infer
m∞ = inf
u∈N∞
I∞(u) inf
u∈N∞
I
(
t(u)u
)= inf
v∈N I(v) =m.
Let us now prove the opposite inequality m  m∞ . To do this, let us consider the sequence
un = tnwn , where wn(·) = w(· − zn), being w the positive solution centered at zero of (NSE)∞ , (zn)n ,
zn ∈R3, is such that |zn| → +∞ as n → +∞ and tn = t(wn). We want to show that
lim
n→+∞ I(un) =m∞. (6.1)
Taking into account that wn is bounded and weakly converges to zero, that φ0 = 0, arguing exactly
as for proving (4.10), we obtain
lim
n→+∞
∫
R3
K (x)φwn (x)w
2
n dx = 0. (6.2)
Moreover, by using Lemma A.2 of [2] we have
lim
n→+∞
∫
R3
a(x)|wn|p+1 dx = lim
n→+∞
∫
R3
(
1+ α(x))|wn|p+1 dx =
∫
R3
|w|p+1 dx. (6.3)
Therefore, to obtain (6.1), we just need to show that tn → 1 as n → +∞.
By (3.13) of Lemma 3.4 we already know that tn  1. Thus, being tnwn ∈ N , using (4) of
Lemma 2.1, we obtain
1
t p−1n
‖wn‖2 =
∫
R3
a(x)|wn|p+1 dx− 1
t p−3n
∫
R3
K (x)φwn (x)w
2
n dx. (6.4)
Hence, taking into account that ‖wn‖ = ‖w‖ for any n, that ‖w‖2 = |w|p+1p+1, and using (6.2) and (6.3),
we deduce
(
1
t p−1n
− 1
)
‖w‖2 = o(1)
that implies tn → 1 as n → +∞.
Finally, assume, by contradiction, that there exists u¯ ∈ N such that I(u¯) =m = m∞ . Let ξ > 0 be
such that ξ u¯ ∈ N∞ . Then, using (K), (3.1) and (3.2), we have
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(
1
2
− 1
p + 1
)
‖ξ u¯‖2

(
1
2
− 1
p + 1
)
‖ξ u¯‖2 +
(
1
4
− 1
p + 1
)∫
R3
K (x)φξ u¯(x)(ξ u¯)
2 dx

(
1
2
− 1
p + 1
)
‖u¯‖2 +
(
1
4
− 1
p + 1
)∫
R3
K (x)φu¯(x)u¯
2 dx
= I(u¯) =m =m∞
so we infer
∫
R3
K (x)φu¯(x)u¯
2 dx = 0 and ξ = 1. (6.5)
Thus u¯ ∈ N∞ and I∞(u¯) =m∞ , hence, by the uniqueness of the family realizing m∞
u¯(·) = w(· − z) > 0
must be true for some z ∈ R3. Therefore
∫
R3
K (x)φu¯(x)u¯
2 dx =
∫
R3
K (x)φwz (x)w
2
z dx > 0
contradicting (6.5). 
By the previous proposition, we can only hope to ﬁnd critical points of I at levels higher than m∞ .
Next lemma provides a range of values greater than m∞ such that the (PS) property holds.
Lemma 6.2. The functional I satisﬁes the (PS)d condition for all d ∈ (m∞,2m∞).
Proof. Let us consider a (PS)d sequence (un) and apply to it Lemma 4.1. Then (4.2)(iii) gives (up to a
subsequence)
d = lim
n→+∞ I(un) = I(u¯) +
k∑
j=0
I∞
(
u j
)
(6.6)
where u¯ is the weak limit of (un) and I∞(u j)m∞.
Thus, being m∞ < d < 2 m∞ , (6.6) implies k < 2. If k = 1 there are two possibilities:
(i) u¯ = 0, from which I(u¯) >m∞ follows and
2m∞ > d = lim
n→+∞ I(un) = I(u¯) + I∞
(
u1
)
> 2m∞;
(ii) u¯ = 0, then I(u¯) = 0 and
d = lim
n→+∞ I(un) = I∞
(
u1
) ∈ (m∞,2m∞)
this is impossible because either I∞(u1) =m∞ , or, by (3.10), I∞(u1) 2m∞.
Both cases bringing to a contradiction, we conclude that k = 0. 
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the deﬁnition of the barycenter of a function u ∈ H1(R3), u = 0 given in [10]. Setting
μ(u)(x) = 1|B1(0)|
∫
B1(x)
∣∣u(y)∣∣dy, μ(u) ∈ L∞(R3) and is continuous,
uˆ(x) =
[
μ(u)(x) − 1
2
maxμ(u)(x)
]+
, uˆ ∈ C0
(
R
3);
we deﬁne the barycenter β : H1(R3) \ {0} →R3 by
β(u) = 1|uˆ|1
∫
R3
xuˆ(x)dx ∈R3.
Since uˆ has compact support, β is well deﬁned. Moreover the following properties hold:
1. β is continuous in H1(R3) \ {0}.
2. If u is a radial function, β(u) = 0.
3. For all t = 0 and for all u ∈ H1(R3) \ {0}, β(tu) = β(u).
4. Given z ∈R3 and setting uz(x) = u(x− z), β(uz) = β(u) + z.
Let us deﬁne
b0 := inf
{
I(u): u ∈ N , β(u) = 0}. (6.7)
Lemma 6.3. b0 >m.
Proof. Clearly b0 m. Suppose, by contradiction, b0 = m. Then there exists (un)n such that un ∈ N ,
β(un) = 0 and I(un) → m = m∞ . By the Ekeland variational principle [12] there exists another se-
quence (u˜n)n , u˜n ∈ N , such that I(u˜n) →m∞ , ∇ I|N (u˜n) → 0 and ‖u˜n − un‖ → 0.
Working as at the beginning of Lemma 4.1 we deduce also ∇ I(u˜n) → 0 in H1(R3). Thus, since it is
easily seen that I ′′ maps bounded sets into bounded sets, the mean value theorem allows to conclude
that ∇ I(un) → 0. Then Corollary 4.2 and Proposition 6.1 yield
un(x) = w(x− zn) + o(1),
being zn ∈ R3, |zn| → +∞ and w the positive solution of (NSE)∞ .
By making a translation, we can write
un(x+ zn) = w(x) + o(1).
Now, computing the barycenter of both terms and using the properties of it, we get
β
(
w(x) + o(1))= β(un(x+ zn))= β(un) − zn = −zn
and
β
(
w(x) + o(1))→ β(w(x))= 0,
that is a contradiction because |zn| → +∞. 
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Γ : R3 → N
as
Γ [z](x) = tzw(x− z)
where w is the positive solution of (NSE)∞ and tz is chosen such that Γ [z] ∈ N . So, by (3.13) of
Lemma 3.4, tz  1. By using the properties of the barycenter we ﬁnd
β
(
Γ [z])= β(tzw(x− z))= β(w(x− z))= β(w(x))+ z = z. (6.8)
Moreover, arguing as for proving (6.1), we obtain
Lemma 6.4. lim|z|→+∞ I(Γ (z)) =m∞.
Lemma 6.5. Assume that (1.4) holds. Then
I
(
Γ [z])< 2m∞. (6.9)
Proof. Since Γ [z] ∈ N , using (3.1), (3.11), (a3), p > 3, w ∈ N∞ and tz  1 we infer
I
(
Γ [z])= 1
4
∥∥Γ [z]∥∥2 +
(
1
4
− 1
p + 1
)∫
R3
a(x)
∣∣Γ [z]∣∣p+1 dx
= 1
4
t2z‖wz‖2 +
(
1
4
− 1
p + 1
)
t p+1z
∫
R3
a(x)|wz|p+1 dx
 1
4
t2z‖w‖2 +
(
1
4
− 1
p + 1
)
t p+1z |wz|p+1p+1
 1
4
t p+1z ‖w‖2 +
(
1
4
− 1
p + 1
)
t p+1z ‖w‖2
=
(
1
2
− 1
p + 1
)
t p+1z ‖w‖2 = t p+1z m∞.
Therefore for proving (6.9) it is enough to show t p+1z < 2 for all z ∈ R3. To do this, let us observe that
tz is such that
t2z‖wz‖2 + t4z
∫
R3
K (x)φwz (x)w
2
z dx− t p+1z
∫
R3
a(x)|wz|p+1 dx = 0
from which, using tz  1, we deduce
0 t4z
{[
‖wz‖2 +
∫
3
K (x)φwz (x)w
2
z dx
]
− t p−3z
∫
3
a(x)|wz|p+1 dx
}R R
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tz 
[‖wz‖2 + ∫R3 K (x)φwz (x)w2z dx∫
R3
a(x)|wz|p+1 dx
] 1
p−3
. (6.10)
Now we have
∫
R3
a(x)|wz|p+1 dxA
∫
R3
|wz|p+1 dx = A‖w‖2 (6.11)
and, by (2.5),
∫
R3
K (x)φwz (x)w
2
z dx S¯−2 · S−4 · |K |22 · ‖w‖4. (6.12)
So, inserting (6.11) and (6.12) in (6.10), we get
tz 
[
1+ S¯−2 · S−4 · |K |22 · ‖w‖2
A
] 1
p−3
=
[
1+ η · |K |22
A
] 1
p−3
and then by (1.4) t p+1z < 2 as desired. 
We are ready to prove Theorem 1.2.
Proof of Theorem 1.2. By Lemmas 6.3 and 6.4 there exists ρ¯ > 0 such that for all ρ  ρ¯
m∞ < max|z|=ρ I
(
Γ [z])< b0. (6.13)
In order to apply the linking theorem [18, Theorem 8.4] we take
Q = Γ (B¯ρ¯ (0)), S = {u ∈ N : β(u) = 0}.
We claim that S and ∂Q link, that is
(a) ∂Q ∩ S = ∅;
(b) h(Q ) ∩ S = ∅ ∀h ∈ H = {h ∈ C(Q ,N ): h|∂Q = id} (6.14)
hold.
(6.14)(a) follows at once, observing that if u ∈ ∂Q then u = Γ [z¯], |z¯| = ρ¯ , and, by (6.8), β(u) =
β(Γ [z¯]) = z¯.
To verify (6.14)(b), let us consider h ∈ H and deﬁne
T : B¯ρ¯ (0) →R3, T (z) = β ◦ h ◦ Γ [z].
T is a continuous function, and, for all |z| = ρ¯ , Γ [z] ∈ ∂Q , hence h◦Γ [z] = Γ [z] that implies T (z) = z.
By the Brower ﬁxed point theorem there exists z ∈ B ρ¯ (0) such that T (z) = 0 and this means that
h(Γ [z]) ∈ S . Therefore h(Q ) ∩ S = ∅.
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d := inf
h∈H
max
u∈Q I
(
h(u)
)
.
Then by (6.14)(b), d  b0 > m = m∞ . Moreover, taking h = id and using Lemma 6.4 we deduce
d < 2m∞ . Since, by Lemma 6.2, (PS) holds in (m∞,2m∞), by the linking theorem d is a critical value
of I .
This proves the existence of a nontrivial solution of (SP′). In order to get a positive solution, it
suﬃces to repeat the whole procedure to the functional
I+(u) = 1
2
‖u‖2 + 1
4
∫
R3
K (x)φu(x)u
2 dx− 1
p + 1
∫
R3
a(x)(u+)p+1 dx.
It can be checked that Lemmas 4.1, 6.3, 6.4 and 6.5 can be applied to I+ . Therefore, by Theorem 1.2,
we get a solution of the problem
−u + u + K (x)φuu = a(x)(u+)p .
Keeping in mind that φu > 0 when u = 0, the maximum principle allows to conclude u > 0 and this
implies that (u, φu) is a positive solution of (SP). 
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