In this paper, we answer the question about the criteria of existence of monotone travelling fronts u = φ(ν · x + ct), φ(−∞) = 0, φ(+∞) = κ, for the monostable (and, in general, nonquasi-monotone) delayed reaction-diffusion equations ut(t, x) − ∆u(t, x) = f (u(t, x), u(t − h, x)). C 1,γ -smooth f is supposed to satisfy f (0, 0) = f (κ, κ) = 0 together with other monostability restrictions. Our theory covers the two most important cases: Mackey-Glass type diffusive equations and KPP-Fisher type equations. The proofs are based on a variant of Hale-Lin functional-analytic approach to the heteroclinic solutions where Lyapunov-Schmidt reduction is realized in a 'mobile' weighted space of C 2 -smooth functions. This method requires a detailed analysis of a family of associated linear differential Fredholm operators: at this stage, the discrete Lyapunov functionals by Mallet-Paret and Sell are used in an essential way.
Introduction and main result
The aim of this paper is to obtain efficient criteria of existence of monotone travelling waves u = φ(ν · x + ct), φ(−∞) = 0, φ(+∞) = κ > 0, for the non-quasi-monotone functional reaction-diffusion equations u t (t, x) = ∆u(t, x) + f (u(t, x), u(t − h, x)), u ≥ 0, x ∈ R m , ( 1) in that case when the function g(x) := f (x, x) is of non-degenerate monostable type: g(0) = g(κ) = 0, g ′ (0) > 0, g ′ (κ) < 0, and g(x) > 0 for x ∈ (0, κ). Here ν ∈ R m is a fixed unit vector, c > 0 is the propagation speed and h ≥ 0 is the delay. Henceforth we will assume that f is C 1,γ -smooth function, γ ∈ (0, 1].
There is a long list of studies that consider the wavefront existence for equation (1.1) either with or without delays, let us mention here only several of them: [2, 8, 10, 11, 14, 17, 18, 19, 25, 26, 27, 28] . The problem is quite well understood when h = 0. In particular, there exists c N * > 0 (called the minimal speed of propagation) such that, for every c ≥ c N * , equation (1.1) has exactly one wavefront u = φ(ν · x + ct), see [10, Theorems 8.3 (ii) and 8.7] or [18, 25] . In addition, (1.1) does not have any front propagating at the velocity c < c N * . There are several variational principles describing c N * [3, 10] . If g(x) ≤ g ′ (0)x, x ≥ 0, then c N * = 2 g ′ (0). In general, however, simple analytical formulas for c N * are not available. The profile φ is necessarily strictly increasing [10, Theorem 2.39] and the following asymptotic formulae are valid [25] for c > c N * and appropriate s j = s j (c, φ), σ > 0 :
(φ, φ ′ )(t + s 0 , c) = e λ(c)t (1, λ(c)) + O(e (λ(c)+σ)t ), t → −∞, (φ, φ ′ )(t + s 1 , c) = (κ, 0) − e λ2(c)t (1, λ 2 (c)) + O(e (λ2(c)−σ)t ), t → +∞.
(1.2)
Here λ(c) [respectively, λ 2 (c)] is the closest to 0 positive [respectively, negative] zero of the characteristic polynomial z 2 − cz + g ′ (0) [respectively, z 2 − cz + g ′ (κ)]. However, when h > 0, there are numerous gaps in our knowledge about the wavefronts of equation (1.1). As for now, neither of the questions concerning the existence, uniqueness, geometric shape of fronts has been completely answered even for such quite studied models as the Nicholson's blowflies diffusive equation [1, 19, 22, 26, 28] and the KPP-Fisher delayed equation [2, 4, 5, 7, 8, 11, 17] . An additional complication appearing in the delayed case is the possible non-monotonicity of wavefronts [2, 4, 26] . But even the existence of monotone fronts is usually proved only under the quasi-monotonicity assumption on f (u, v). In particular, it is an open problem whether the minimal speed of propagation c N * > 0 for (1.1) can be well defined in the situation when f (u, v) is not quasi-monotone and is not dominated by its linear part at (0, 0) (cf. [25] and Lemma 1.5 below). In fact, even in the case of quasi-monotone nonlinearities, c N * > 0 was defined in full generality only very recently, in the fundamental contribution [18] by X. Liang and X.-Q. Zhao. Another example: due to the relatively 'bad' monotonicity properties of f (u, v) = u(1 − v), an efficient criterion of existence of monotone wavefronts to the delayed KPP-Fisher equation was obtained just a few years ago [7, 11, 17] (in Section 2, we present a significant extension of this result). For the Nicholson's blowflies equation where f (u, v) = −u + pve −v , p > e, the similar question was not yet answered: in Section 2, we present a complete solution to the existence problem when p ∈ (e, e 2 ] and we describe partially this solution when p > e 2 . Now, there are very few approaches which can be used to address the wavefront existence for equation (1.1) . It should be noted that the profile φ of travelling front u(t, x) = φ(ν · x + ct), φ(−∞) = 0, φ(+∞) = κ > 0, defines a heteroclinic solution of the delay differential equation
Therefore the phase plane analysis, which is usually invoked in the non-delayed case, does not work when h > 0 because of the infinite dimension of phase spaces associated to equation (1.3) . As a consequence, several alternative ideas were proposed, see e.g. [4, 8, 17, 27] . Between them, the upper-lower solution method [5, 11, 19, 27 ] and a perturbation approach based on the Lyapunov-Schmidt procedure [8, 9, 13] are the most used by the researchers. The latter method relies essentially on the fact that delay differential equation (1.3) simplifies in the limit cases c = +∞ and h = 0. For instance, the limit form (as c → +∞) of (1.3) is φ ′ (t) = f (φ(t), φ(t − h)). Assume that this equation linearized along its heteroclinic solution ψ defines a surjective Fredholm operator in an appropriate Banach space. In consequence, the Lyapunov-Schmidt reduction can be used to prove the existence of a smooth family of fast (i.e. c > c * for some large c * ) wave solutions in some neighborhood of ψ. We remark that the value of c * > 0 is at least very difficult to compute or estimate. Therefore, the existence results obtained by this technique so far have local nature (e.g., the existence is proved for velocities in some neighborhood of c = +∞). This constitutes a serious drawback for the applications because of the special importance that the minimal fronts have for the description of propagation phenomena. Nevertheless, as we show in this paper, the described approach still can be extended to prove the existence of the global families of wavefronts for several important classes of equations. The key property of wavefronts which is needed for the mentioned extension is their monotonicity. It seems that our methodology does not apply to non-monotone travelling fronts. Before stating the main theorem of this work, we need to discuss several properties of the spectra of the following linearizations of (1.3) along the equilibria 0, κ :
Recall that the monostable function g(x) := f (x, x) satisfies
Additionally, in view of applications in population dynamics (see Section 2), we will assume that β 0 = f 2 (0, 0) ≥ 0. (1.5) . Moreover, if λ j ∈ C is a complex root of (1.5) for c ∈ (0, c
and ω κ is the unique negative root of
has exactly two simple real roots λ = λ(c), µ = µ(c) if and only if c > c L 0 . These roots are positive so that we can suppose that 0 < λ < µ. Next, if c > c L 0 and β 0 > 0, then all complex roots {λ j } j≥1 of (1.7) are simple and can be ordered in such a way that
there does not exist any real root to (1.7). Furthermore, each complex root z 0 = x 0 + iy 0
and ω 0 is the unique positive root of −2α 0 = β 0 e −ω0 (2 + ω 0 ). 
Next, let φ be a strictly monotone wavefront of (1.3). The characteristic exponents Λ ± of φ are defined as Λ ± (φ) := lim t→±∞ (1/t) ln |φ(±∞) − φ(t)|. In general, description of D N is a very difficult task, related to the determination of the minimal speed of propagation [25] . But when the nonlinearity f is dominated by its linearizations at the equilibria 0 and κ, this task can be easily accomplished:
In other cases, we can still indicate explicitly a substantial subset of D N , see Section 2.
In the sequel, we will consider the following sign/monotonicity assumptions: + of (h ′ , c ′ ) and a local family of monotone fronts φ U such that φ U (·, h, c) depends continuously on (h, c) ∈ U in the metric of weighted uniform convergence on R.
Finally, a few words about the organization of the paper. Theorem 1.6 is proved in Sections 3 and 4, while in the next section it is applied to two important families of delayed diffusion equations. Appendix to this paper contains the proofs of all four lemmas announced in the introduction.
Applications

The KPP type delayed equations
Recently, a criterion of existence of monotone fronts for the KPP-Fisher equation
was established in [17] by means of the shooting techniques and in [11] by using a constructive monotone iteration algorithm. In this section, we apply Theorem 1.6 to a broad family of equations (1.1) which contains (2.1) as a particular case. It is worth to mention that the monotone wavefronts of the KPP-Fisher delayed equation (2.1) have an additional nice property: they are absolutely unique [6, 11, 14] . Thus the family F = {φ(·, h, c), (h, c) ∈ D L } of monotone wavefronts to (2.1) is actually globally continuous. We will say that monostable nonlinearity f (x, y) in (1.1) is of the KPP type, if
and, for all x, y ∈ (0, κ),
It is then easy to see that the set D L has the form given on Fig. 1 , cf. [11] . In fact, c = c κ (h) can be found from the equation
This allows to calculate easily h 0 (defined in Lemma 1.3) and the asymptote h = −1/(eβ κ ). Proof. Since, by Lemma 1.5, D N = D L , we have only to check that the hypotheses (M) and (KPP) are satisfied. First, (KPP) clearly holds due to the above definition of the KPP type nonlinearity. Next, suppose for a moment that φ ′ (t 0 ) = 0 at some t 0 ∈ R. Since φ(t 0 ), φ(t 0 − ch) ∈ (0, κ), we have φ ′′ (t 0 ) = −f (φ(t 0 ), φ(t 0 − ch)) < 0 and therefore t 0 is the only critical point of φ (strict local maximum), in contradiction with the boundary conditions at ±∞. Thus we have φ ′ (t) > 0 for all t.
The Mackey-Glass type delayed diffusion equations
Consider the following monostable equation
where
Theorem 2.2. Let g satisfy the above conditions. Then there exists a family of monotone
Proof. Observe that the monotonicity assumption (M) is satisfied in view of [26, Theorem 1.1]. In order to check (MG), suppose that ζ ∈ C 2 (R, (0, κ)) is a strictly increasing function such that
clearly has a unique zero on R.
The diffusive Nicholson's equation
Equation ( [1, 25, 28] . In fact, this front can be found as a limit of a converging monotone functional sequence [28] . The uniqueness can be deduced either by using the Diekmann-Kaper theory [1] or by applying the sliding method of Berestycki and Nirenberg [25] . Now, if e < p/δ ≤ e 2 , then travelling fronts exist for every fixed h ≥ 0 and c ≥ c L 0 [19, 24] . However, they are not monotone for large c and h [24] . Finally, if p/δ > e 2 then the wavefronts exist only for h from some bounded set (depending on p, δ) [24, 26] . If p/δ > e 2 and h is large, then the Nicholson's equation possesses positive and bounded semi-wavefront solutions, i.e. solutions u = φ(ν · x + ct), φ(−∞) = 0, lim inf t→+∞ φ(t) > 0. It was also proved in [26] that, for p/δ ∈ (e 2 , 16.99..), these solutions have monotone leading edge and that they are either eventually monotone or slowly oscillating at +∞, cf. Corollary 2.4 below. It is an open problem whether there can exist an eventually monotone and non-monotone front for some p/δ > e 2 . Hence, excepting the above mentioned result from [28] , nothing was known about the existence of monotone fronts for the Nicholson's equation. Our first assertion here gives the complete solution to the considered problem for p/δ ≤ e 2 :
Theorem 2.3. Assume that g(x) = pxe −x and p/δ ∈ (e, e 2 ]. Then equation (2.2) has a unique (up to a translation) travelling front for each c ≥ c Proof. The front existence for c ≥ c L 0 was proved in [19, 24] . The uniqueness statement follows from [1] . If p/δ ∈ (e, e 2 ] then min [u1,u2] g ′ (x) = g ′ (u 2 ) and therefore Lemma 1.5 assures that D N = D L . Hence, in order to prove our criterion for the existence of monotone fronts, it suffices to invoke Theorem 2.2.
Next, α 0 = −δ, β 0 = p, α κ = −δ and β κ = δ ln(eδ/p). As a consequence, functions c = c L 0 (h) and c = c L κ (h) are determined, respectively, by the equations
where h a is such that e|β κ |h a exp(δh a ) = 1. A simple analysis shows that c
w0/2 where w 0 is the positive root of
, where w 0 is the negative root of −2/ ln(p/eδ) = e −w (2 + w). By Lemma 1.3, the value of ν 0 = p/δ is determined by the condition
1+2t0 with t 0 being the positive root of
Finally, we find ν 0 = 2.808 . . . ∈ (e, e 2 ). Let now p/δ > e 2 . Then β
. We also will need function c := c 
Then the Nicholson's equation has a unique (up to a translation) monotone wavefront. Remark 2) . The front uniqueness is due to the relation g ′ (0) = max s≥0 |g ′ (s)|, e.g. see [1] .
Proof. This result follows from Theorem 2.2 if we observe that Int
D − L := {(h, c) : c ∈ (c L 0 (h), c − κ (h)), h ∈ [0, h − 0 ]} ⊂ D N (this inclusion is justified in Appendix,
Associated Fredholm operator
Let φ be a monotone solution of equation (1.3) connecting equilibria 0 and κ. The spectra of the linearization of (1.3) at 0, κ were analyzed in Lemmas 1.2, 1.1. In this section, we study the linear variational equation along the solution φ
With the notation a(t) := f 1 (φ(t), φ(t − ch)), b(t) := f 2 (φ(t), φ(t − ch)), this equation can be written as the system
or shortly as F c (v, w) = 0, where
For small δ > 0 and fixed c, we define the following Banach spaces:
We will consider F c as a linear operator defined on C 
We will prove this theorem by using Hale and Lin analysis [13, Lemmas 4.5-4.6] of the linear functional differential equations
where linear bounded operators L(t) depend continuously on t ∈ R in the operator norm and are uniformly bounded on R. Let Y (t, s) denote the evolution (solution) operator for (3.2). Then the equation is said [13] to have a shifted exponential dichotomy on a half-line J with the exponents α < β and projection P u (s), s ∈ J, if
Take some ν ∈ (α, β) and consider the change of variables y(t) = x(t)e νt which transforms (3.2) into x ′ (t) = M (t)x t with M (t)φ(·) = L(t)(e ν· φ(·)) − νφ(0) and the evolution operator X(t, s) = e −ν(t−s) e −ν· Y (t, s)e ν· . It is clear that the transformed equation has a usual exponential dichotomy with the exponents α − ν < 0 < β − ν, and projection e −ν· P u (s)e ν· , s ∈ J, if and only if the original equation (3.2) has a shifted exponential dichotomy with the exponents α < β and projection P u (s), s ∈ J.
For convenience of the reader, in Proposition 3.2 below we summarize the content of the mentioned lemmas from [13] for the special case of system (3.1) whose formal adjoint equation [12] is given by
Particular solutions y = (y 1 , y 2 ) of (3.3) which are defined on R and satisfy
for some K, α 1 , β 2 (specified below) will be of special importance:
Suppose that continuous functions a, b : R → R are bounded and, for some τ > 0, system (3.1) has shifted dichotomies in (−∞, −τ ] and [τ, +∞) with exponents
, and with the range
Now, since system (3.1) is asymptotically autonomous and the eigenvalues λ(c), λ 2 (c) of the limit systems for (3.1) at ±∞ are real and isolated, the roughness property of the exponential dichotomy (cf. [13, Lemma 4.3] ) implies the following. For sufficiently large τ > 0, system (3.1) has shifted dichotomies in (−∞, τ ] and [τ, +∞) with exponents, respectively,
As a consequence, dim Ker(F c ) ≥ 1. Theorem 3.1 claims that actually dim KerF c = 1 because of codim RF c = 0. In order to prove that R(F c ) = C δ it suffices to show that none nontrivial solution of (3.3) can satisfy (3.4). We establish this fact in the next lemmas.
At this stage, it is worth rewriting (3.3) and (3.4) in a more familiar way. First, we observe that (3.3) reduces to the second order equation
Next, after the change of variables v(t) = y(−t), t ∈ R, we obtain that
while inequalities (3.4) take the form
Set A(t) := a(−t), B(t) := b(−t + ch). It is clear that A, B are continuous with
Then there exists a unique (modulo a constant factor) nontrivial solution v(t) of equation
such that v(t), v ′ (t) → 0 as t → −∞. Moreover, we can suppose that v(t) > 0, v ′ (t) > 0 for all sufficiently large negative t while lim t→−∞ v ′ (t)/v(t) = λ 3 .
Proof. Setting
, we can present (3.6) as the system
Since (h, c) ∈ Int D L , the limit system of (3.7) at −∞ is exponentially dichotomic with some projection P . In fact, it possesses one-dimensional unstable invariant submanifold of C 2 generated by the element (v, w)(s) = (e λ3s , λ 3 e λ3s ), s ∈ [−ch, 0]. Thus P (v, w) = (v, w). Using the roughness property [13, Lemma 4.3] of the exponential dichotomy, we obtain that the perturbed system (3.7) is also dichotomic on some interval (−∞, −τ ] ⊂ R − with the projection P (t) such that P (t) → P, t → −∞. Set (v t , w t ) = P (t)(v, w), then P (t)(v t , w t ) = (v t , w t ) and
As a consequence, v t (s) > 0, w t (s) > 0, s ∈ [−ch, 0], for all sufficiently large negative t ≤ −τ 1 ≤ −τ . Next, it is clear that every bounded on R − solution (v(t), v ′ (t)) of (3.7) can be written as
for some continuous scalar function λ : (−∞, −τ 1 ] → R. It is easy to see from (3.7) that λ(t 0 ) = 0 for some t 0 ≤ −τ 1 if and only if λ(t) = 0, t ≤ −τ 1 . Therefore components of each bounded solution (v(t), v ′ (t)) of (3.7) keep their sign on (−∞, −τ 1 ]. Finally, we have that
, t → +∞, for some γ > 0. Then only the trivial solution v(t) ≡ 0 of equation (3.6) can satisfy inequalities (3.5).
Proof. Assume, on the contrary, that there is a nontrivial v(t) satisfying (3.5), (3.6). By Lemma 3.3, we can suppose that v(t), v ′ (t) > 0 on some maximal open interval (−∞, σ) and v ′ (σ) = 0 (whenever σ is finite).
In the first part of the proof, we will assume additionally that hypothesis (MG) is satisfied. Then the open set Z v := {t ∈ R : v(t) = 0} is dense in R. Indeed, otherwise v(t) ≡ 0 on some non-degenerate interval [r 1 , r 2 ] so that, in virtue of equation (3.6), v(t) ≡ 0 for t ∈ [r 1 − chj, r 2 − chj], j ∈ N. This, however, contradicts to the inequality v(t) > 0, t ≤ σ. Now, if v(t) is not a small solution (the latter means that lim t→+∞ v(t)e st = 0 for every s ∈ R), we obtain from [20, Proposition 7.2] and Lemma 1.2 that
for some C > 0, ϕ j ∈ R, and complex λ j := x j + iy j , |y j | > π/ch, x j < λ(c), satisfying (1.7). Therefore v(t) oscillates on R + and σ is finite. Let t * denote the unique zero of B(t) on R.
Hence B(t) > 0, A(t) ≤ 0 on (σ, +∞) and therefore the nonlinearity
satisfies the following feedback inequalities (with δ * = −1, see [21] ) for t ≥ σ:
In the next stage of the proof, we make use of the discrete Lyapunov functional V − (φ) introduced by J. Mallet-Paret and G. Sell in [21] . For the convenience of the reader, below we adopt to our situation the definition of V − and a key result from [21] describing the monotonicity properties of V − (v t ), t ≥ σ. Let us introduce a new notation:
Definition 2. For any v ∈ C(K) \ {0} we define the number of sign changes by 
ii) v(t) is oscillating on [σ, ∞). Since we know that V − (v t ) = 1 for t ≥ σ, the number of sign changes of v t on [t − ch, t] is less than 1. This implies the existence of an infinite sequence {t j } j≥0 , t j+1 − t j ≥ ch, such that v(t j ) = 0 and v(t) > 0 [respectively, v(t) < 0] almost everywhere on each (t 2j , t 2j+1 ) [respectively, (t 2j+1 , t 2j+2 )]. Next, the property V − (v t ) = 1, t ≥ σ, yields additionally that v ′ (t) ≥ 0 a.e. on (t 2j , t 2j + ch). In consequence,
Therefore v ′ (t), v(t) > 0 for all t ∈ (t 2j , t 2j + ch]. This shows that, in fact, t 2j+1 − t 2j > ch and there is a rightmost s j ∈ (t 2j + ch, t 2j+1 ) such that v(s j ) = max u∈[t2j ,t2j+1] v(u). Since v(+∞) = 0, without restricting the generality, in the sequel we can assume that t 2j , s j are choosen in such a way that 0 < v(s j ) ≥ |v(t)|, t ≥ t 2j (otherwise, it suffices to consider −v(t)).
Hence, max u≥sj −ch |v(u)| ≤ v(s j ), and for every fixed T ≥ 0 and t ∈ [s j − ch, s j + T ], it holds
where q j := max{s j − ch, t 2j + ch}. Therefore, if we set w j (t) := v(t + s j − ch)/v(s j ), we have that |w j (t)| ≤ 1, t ≥ 0, w j (ch) = 1, w ′ j (ch) = 0, and, for every fixed T > 0,
As a consequence, after an application of the Arzela-Ascoli theorem, we obtain that w j has a subsequence (we will use the same notation w j for it) such that w ′ j (ch) = 0, lim w j (t) = w * (t), t ∈ R + , where the convergence is uniform on compact subsets of R + . It is clear that continuous w * is bounded: 1 = max t≥0 w * (t) = w * (ch). Note that w j (t) satisfies
where A j (t) := A(t + s j − ch) → α 0 , B j (t) := B(t + s j − ch) → β 0 uniformly on R + . Thus
converges (uniformly on compact subsets of [ch, +∞)) to w ′ * (t) and
Thus w * (t) is a bounded solution of the linear delay differential equation (1.4, j = 0) considered for t ≥ ch, with non-negative initial value w * (s), s ∈ [0, ch], and w ′ * (ch) = 0, w * (ch) = 1. In view of (1.4, j = 0), this implies that w * (t) ≡ 0 on every subinterval [p, +∞), p ≥ ch. By [12, Theorem 3.1, p. 76] the latter assures that w * (t) is not a small solution of (1.4, j = 0). Moreover, since (1.4, j = 0) satisfies the feedback assumptions similar to (3.9) and V − (w * ch ) = 1, Proposition 3.5 implies V − (w * t ) = 1 for t ≥ ch. However, invoking again representation (3.8), we find that V − (w * t ) ≥ 3 for all large positive t, a contradiction. Assume now condition (KPP). By Lemma 3.3, without restricting the generality, we can suppose that 0 ∈ (−∞, σ) and
Integrating the latter equation, we find that
and 0 < λ < µ satisfy z 2 − cz + α 0 = 0. We note here that a direct comparation of the latter equation with z 2 − cz + β κ e −zch = 0 shows that λ < µ < λ 3 . This also implies that c(t) := C 1 e λt + C 2 e µt > 0 for t > 0. Indeed, c(t) is positive for sufficiently large t and if C 1 e λT + C 2 e µT = 0 for the rightmost T , then
All the above imply that σ * = +∞ and v(t) > 0.5C 2 e µt for sufficiently large t, contradicting to the second inequality of (3.5).
Global continuation of wavefronts
This section contains the proof of Theorem 1.6. It is divided into three parts.
Lyapunov-Schmidt reduction.
Take a fixed (h 0 , c 0 ) ∈ Int D L and suppose that there exists a monotone wavefront u = φ(ν · x + ct), |ν| = 1, for equation (1.1) considered with h = h 0 , and propagating at the velocity c = c 0 . Then φ satisfies (1.3) or, equivalently, (v, w) = (φ(t), φ ′ (t)) is a solution of 
where we use the notation z(t) = (z 1 (t), z 2 (t)), z jr (t) = z j (t − r),
By Theorem 3.1, there exists a subspace W ⊂ C 
is well defined and is a contraction uniformly in (h, c) ∈ U ρ2 (h 0 , c 0 ).
Now, since f j (x, y), j = 1, 2, are continuous functions of real variables and φ(t) is bounded on R, for each given σ > 0 there exists ρ 0 > 0 such that sup t∈R,
for sufficiently small ρ 1 , ρ 2 , we find that
Therefore, for all z, w ∈ U ρ1 (0) and (h, c) ∈ U ρ2 (h 0 , c 0 ), it holds that
Here we use the continuity of the usual translation operator T r :
(ii) Take σ < (2Θ L −1 ) −1 and observe that lim r→0 |T r φ − φ| δ = 0:
Next, if z ∈ W ρ1 and (h, c) ∈ U ρ2 (h 0 , c 0 ), then
once ρ 1 , ρ 2 , σ are sufficiently small. Therefore, for the same c, h, z, we have
is well defined. Finally, for h, c, z as above,
which completes the proof of the lemma. 
Asymptotic analysis of φ(t, h, c) := φ(h, c)(t).
where 
where F (t, h, c) :
with C j independent of (h, c) ∈ O 1 and θ(t) ∈ (0, 1) appearing due to an application of the mean value theorem. Thus |F (t, h, c)| ≤ C 2 e (λ(c)+2σ)t , t ≤ 0, so that, by [11, Lemma 28] , φ(t, h, c) = w − (t) + u − (t), where F (s, h, c) ds, whenever δ, σ are sufficiently small positive numbers. Set
.
Since continuous F (t, h, c) is uniformly bounded on R × O 1 and, in addition,
2σs , s ≤ 0, we conclude that
where C 3 is independent of (h, c). Indeed, as we have seen, the function R e −t(λ(c)+σ) |F (t, h, c)|dt is uniformly bounded on O 1 and, on the other hand, for some open subset O 2 ⊂ O 1 and positive
and see Definition 1). Moreover, the positivity of φ implies that
Next, after integrating equation (4.2) on (−∞, t), we obtain
that proves the asymptotic formula of Lemma 4.3 at −∞. After applying the change of variables y(t, h, c) = κ − φ(t, h, c), the study of the asymptotic behavior of wavefronts at +∞ becomes fully analogous to the first case and is left to the reader. The proof of our main result is an easy consequence of the following three propositions. 
On the other hand, due to the continuity of application
δ , we find that, for an appropriate ǫ > 0 and some 0 < ρ < ρ ′ , it holds that
In consequence, φ(h, c)(t) ∈ (0, κ) for all t ∈ R, (h, c) ∈ R Proof. Suppose that a sequence of points (h n , c n ) ∈ D ′ N converges to (h 0 , c 0 ). If we denote by φ n (t) some associated sequence of monotone wavefronts normalized by φ n (0) = κ/2, a direct verification shows that
where (Hφ)(s) = φ(s) + f (φ(t), φ(t − ch)) and
Thus {φ n (t)} has a subsequence (by abusing the notation, we will call it again {φ n (t)}) converging in the compact open topology of C(R, R). Let φ 0 = lim φ n , passing to the limit (as n → +∞) in (4.3), we find that φ 0 (t) also satisfies (4.3). Therefore φ 0 (t), .3) has some positive eventually monotone front φ(t) for h =h, c =c. Then ψ(t) := ±(κ − φ(t)) is strictly positive on some interval [T, +∞) and satisfies
where the sign "−" [respectively, "+"] corresponds to the case φ(t) < κ, t > T [to the case φ(t) > κ, t > T , respectively]. Following the approach in [11] , we will show that the inequalitȳ c > c L κ (h) will force ψ(t) to oscillate about the zero. For the convenience of the reader, the proof is divided in several steps.
Claim I: ψ(t) has at least exponential decay as t → +∞. First, observe that
where, with some z(t) := (κ ± θ(t)ψ(t), κ ± θ(t)ψ(t −ch)), θ(t) ∈ (0, 1), Γ > 0, we set
Since f 1 (z(+∞)) + f 2 (z(+∞)) = α κ + β κ < 0, f 2 (z(+∞)) = β κ < 0, and ψ(t) is decreasing, we find that, for all sufficiently large t and some positive 0 < Γ < −β κ − α κ , it holds that
Since ψ(t), g(t) are bounded on R, we obtain that
where l < 0 and 0 < m are roots of z 2 −cz − Γ = 0. The latter representation of ψ(t) implies that there exists T 0 such that
Hence, (ψ(t) exp(−lt)) ′ < 0, t ≥ T 0 , and therefore
Finally, (4.5), (4.6) imply that ψ ′ (t) = O(e lt ), t → +∞. Claim II: ψ(t) > 0 is not superexponentially small as t → +∞. Recall that ψ(t) is decreasing and positive on R. Since the right hand side of Eq. (4.4) is positive and integrable on [T 0 , +∞), and since ψ(t) is a bounded solution of (4.4) satisfying ψ(+∞) = 0, we find that
As a consequence, there exists T 1 such that
Now, since ψ(t) > 0 for all t, we can find positive C, ρ such that ψ(s) > Ce −ρs for all s ∈ [T 1 −ch, T 1 ]. We can assume that ρ is large enough to satisfy the inequality ξ(e 0.5ρhc − 1) > ρ. Then we claim that ψ(s) > Ce −ρs for all s ≥ T 1 −ch. Conversely, suppose that t ′ > T 1 is the leftmost point where ψ(t ′ ) = Ce −ρt ′ . Then we get a contradiction:
Claim III: ψ(t) > 0 can not hold when χ κ (z) does not have any zero in (−∞, 0). Observe that ψ(t) satisfies
where in virtue of Claim I, it holds that (ψ(t), ψ ′ (t)) = O(e lt ). Next, f ∈ C 1,γ assures that
Then [20, Proposition 7 .2] implies that there exists q < l such that ψ(t) = v(t) + O(e qt ), t → +∞, where v is a non empty (due to Claim II) finite sum of eigensolutions of the limiting equation
associated to the eigenvalues λ j ∈ F = {q < ℜλ j ≤ l}. Now, since the set F does not contain any real eigenvalue by our assumption, we conclude that ψ(t) should be oscillating on R + , a contradiction. Since F ′′′ (x) > 0, x ∈ R, equation (5.1) has at most three real roots. Since F (0) < 0, F (±∞) = ±∞, this equation has an even number (either 0 or 2) of negative roots (counting the multiplicity) and at least one positive root. A straightforward analysis of (5.1) shows that (a) If this equation has a negative root for some ǫ 0 ≥ 0, it also has two negative roots for each ǫ > ǫ 0 . We will denote the greatest negative root as λ 2 . If ǫ 0 = 0, we obtain c is finite for sufficiently large h and ǫ 0 = ǫ 0 (h) can be determined from the system
In particular, the double negative root λ = λ(h) of (5.1) satisfies
Observe that α κ /|β κ | < 1 and the right-hand side of (5.3) has a unique inflection point at ω = 0. This implies that ω(h) → ω κ , h → +∞, where ω κ < 0 satisfies (1.6).
It is clear that c 
, there exists x 1 > 0 (independent on h) such that ℜλ j < x 1 for every λ j satisfying (5.1). Furthermore, for every fixed x 2 ∈ R there is an increasing continuous function y = y(h) > 0, h ≥ 0, such that all roots λ j of (5.1) with ℜλ j ≥ x 2 are contained in the rectangle R(
Next, observe that because of α κ + β κ < 0 equation (5.1) with h = 0 has only two roots λ 2 < 0 < λ 1 . By the Rouche's theorem, this implies that, for all small positive h, equation (5.1) does not have roots λ j = λ j (h), ℜλ j ≥ λ 2 , others than λ 2 (h), λ 1 (h). Now, suppose for a moment that for some positive h 0 there exists complex λ j (h 0 ) ∈ R(λ 2 (h 0 ), h 0 ). Let h 0 be the minimal value with such a property, then the Rouche's theorem assures that ℜλ j (h 0 ) = λ 2 (h 0 ). Moreover, ℑλ j (h 0 ) = 0 since otherwise λ 2 (h 0 ) would have the multiplicity 3. Thus equation (5.1) with h = h 0 has at least three roots of the form λ(y) := λ 2 (h) + iy with y ∈ {−θ, 0, θ} for some positive θ. Since c ∈ (0, c L κ ], the function F (x) has exactly two critical points, one of them belongs to [λ 3 (h), λ 2 (h)] and the second one is in (λ 2 (h), λ 1 (h)). In consequence,
However, this contradicts to the following relations:
Proof of Lemma 1.2
The existence of the critical speed c L 0 (h) which has properties mentioned in the lemma is a well known fact, and its proof is omitted. Clearly, it suffices to consider the case
The change of variables ω := (z − q 0 )(c − 2q 0 )/Q 0 transforms (1.7) into
where Since λ 2 (h 1 ) < 0 < λ(h 1 ), after differentiating the first equation of (5.2) with respect to h, we obtain d dh c
This means that the above mentioned graphs have a unique transversal intersection on R + . As a consequence, if θ(α κ , β κ ) = θ 1 (α 0 , β 0 ) then c is hyperbolic (i.e. it does not have eigenvalues on the imaginary axis) and N (+∞) = M (+∞) = 0, equation (5.5) possesses the property of exponential dichotomy on some infinite interval [τ, +∞) (e.g. see [13, Lemma 4.3] ). In particular, y(+∞) = y ′ (+∞) = 0 yield y(t), y ′ (t) = O(e −ρt ), t → +∞, for some ρ > 0. Therefore, in view of C 1,γ -smoothness of f , we have that M (t), N (t) = O(e −ργt ) at t = +∞. Hence, invoking [20, Proposition 7.2] and Lemma 1.1, we obtain that y(t) = ae λ2t + o(e (λ2−δ)t ), t → +∞, for some a and δ > 0. Note that a ≥ 0 since we have φ(t) ∈ (0, κ) for all t ∈ R. In fact, a can be found explicitly (e.g., see [11, Lemma 28] is not identically zero. Indeed, if S(t) ≡ 0 then bounded and strictly decreasing y(t) must satisfy (5.6). However, this is impossible due to the hyperbolicity of this equation. Thus Λ + (φ(t)) = λ 2 . The proof of the relation Λ − (φ(t)) = λ is completely similar and is left to the reader. This contradicts to the assumption y(t) = O(e λ1t ), t → +∞, and shows that a > 0.
Remark 3. The proof of Lemma 1.5 shows that, for each (h, c) ∈ Int D L , it holds that y(t) = O(e λ2t ), t → +∞, even if the sub-tangency conditions of the lemma are not assumed. Similarly, φ(t) = O(e λt ), t → −∞. In order to establish the same growth estimates for the derivatives y ′ (t), φ ′ (t), we can proceed as follows. For example, let us consider y ′ (t) at +∞. After integrating (5.5) on (t, +∞), we obtain y ′ (t) = cy(t) + +∞ t (α κ + N (s))y(s) + (β κ + M (s))y(s − ch)ds = O(e λ2t ), t → +∞.
