In this article we examine the implications of including deterministic trends in models which are fractionally integrated. For this purpose, we use a version of the tests of Robinson (1994) that permits us to include these components with no effect on its standard limit distribution. We examine intercepts, linear and quadratic trends, which are embedded in fractional stationary and nonstationary processes. The results show that these deterministic components behave differently if the order of integration is smaller, equal or higher than 1. An empirical application based on this type of models is also carried out at the end of the article.
Introduction
The fractional integration framework has become steadily popular in the econometric literature, because it provides a more general and flexible alternative to investigate data dynamics than the traditional stationary and nonstationary approaches. Indeed, it allows us to consider non-integer differences to be applied in raw time series. Several methods have been proposed in order to estimate and test the fractional differencing parameter, some of them with the possibility of incorporating deterministic trends in the model. However, in most of the cases, the limit distribution of the test statistics changes when these components are introduced. That happens, for example, in case of testing unit roots with classical procedures like Dickey and Fuller (1979) , Phillips (1987) ; Kwiatkowski et al (1992) and others, where the limit distribution can vary with features of the regressors, (see also, . In this paper, we use a procedure due to Robinson (1994) that permits us to test unit and fractional roots with a standard null limit distribution, which is unaffected by the inclusion or not of deterministic trends. The structure of the paper is as follows: Section 2 briefly describes the testing procedure. In Section 3, we examine the implications of including deterministic trends in models which are fractionally integrated. Section 4 contains an empirical application using annual data of the US GDP while Section 5 concludes.
The tests of Robinson (1994) for fractional integration
Following discussions of Bhargava (1986) , and others on parameterization of unit-root models, Robinson (1994) 
where y t is the time series we observe; β = (β 1 , …, β k )' is a (kx1) vector of unknown parameters; z t is a (kx1) vector of deterministic regressors that may include, for example, an intercept (z t ≡ 1), or a linear time trend (in case of z t = (1,t)'), and the regression errors x t are such that:
where L is the lag operator (Lx t = x t-1 ) and u t is an I(0) process, defined for the purpose of the present paper as a covariance stationary process with spectral density function that is positive and finite at the zero frequency, and where d can be any real value. Note that the polynomial in (2) can be expressed in terms of its Binomial expansion such that for all real d,
Clearly, if d = 0 in (2), x t = u t , and a 'weakly autocorrelated' x t is allowed for.
When d > 0, x t is said to be 'strongly autocorrelated' or 'strong dependent', sonamed because of the strong association between observations widely separated in time. These processes were initially proposed by Granger (1980 Granger ( , 1981 , Granger and Joyeux (1980) and Hosking (1981) , (though earlier work by Adenstedt, 1974, and Taqqu, 1975 , shows an awareness of its representation), and they were theoretically justified in terms of aggregation by Robinson (1978) 
in (1) and (2) for any real value d o . Specifically, the test statistic is given by:
where T is the sample size and
where T * is a compact subset of the Euclidean space, and I(λ j ) is the periodogram of u t evaluated under the null, i.e., ; ' ) 1 (
and the function g above is a known function coming from the spectral density
Note that these tests are purely parametric and therefore, they require specific modelling assumptions to be made regarding the short memory specification of u t .
Thus, if u t is white noise, g ≡ 1, and if u t is an AR process of form φ(L)u t = ε t , then, g = |φ(e iλ )| -2 , with σ 2 = V(ε t ), so that the AR coefficients are function of τ.
Based on the null hypothesis H o (3), Robinson (1994) established that under certain regularity conditions:
Thus, we are in a classical large sample testing situation by reasons described in Robinson (1994) , who also showed that the test is efficient in the Pitman sense against local departures from the null. A one-sided test of H o (3) against the alternative:
will be given by the rule:
where the probability that a standard normal variate exceeds z α is α, and conversely, a test of H o (3) against the alternative:
This version of the tests of Robinson (1994) 
Testing of fractional integration with deterministic trends
Let us consider the model given by (1) and (2). Under H o (3), it can be written down as:
where w t = i.e., it corresponds to the d , Denoting the time series y t , we employ throughout the model given by (1) and (2) The test statistic reported across Table 1 (and also in Tables 2 and 3 The significance of the above results, however, might be in large part due to the un-accounted for I(0) autocorrelation in u t , even bearing in mind the monotonicity obtained in the previous results. Thus, we also fitted other models, taking into account a weakly autocorrelated structure on the disturbances. First, we imposed AR processes and, though not reported in the paper, it was observed a lack of monotonicity in the value of rˆ with respect to d o . This lack of monotonicity could be explained in terms of model misspecification as is argued, for example, in Gil-Alana and Robinson (1997) . However, it may also be due to the fact that the AR coefficients are Yule-Walker estimates and thus, though they are smaller than one in absolute value, they can be arbitrarily close to 1. A problem then may occur in that they may be capturing the order of integration by means, for example, of a coefficient of 0.99 in case of using AR(1) disturbances.
In order to solve this problem, we also employed a model due to Bloomfield (1973) in which u t is exclusively specified in terms of its spectral density function, which is given by:
Bloomfield (1973) showed that the logarithm of an estimated spectral density function is often found to be a fairly well-behaved function and can thus be approximated by a truncated Fourier series. He showed that (13) we can use a model like this for u t in (12) . Formulae for Newton-type iteration for estimating the τ l are very simple (involving no matrix inversion), and updating formulae when m is increased are also very simple.
TABLE 2
Testing H o (3) in (1) and (2) In bold: Non-rejection values of the null hypothesis at the 95% significance level.
TABLE 3
Testing H o (3) in (1) and (2) The results presented across these tables lead us to some ambiguous conclusions depending on the different ways of modelling the I(0) disturbances, and also depending on the inclusion or not of deterministic trends. Thus, in order to have a more precise idea about the order of integration of this series, we have to determine first which is the appropriate trend to be included in the model. For this purpose, we look at the coefficients of the deterministic trends, starting from the most general specification (i.e., the quadratic trend), and we observe that all Table 4 show that H o (3) cannot be rejected when d is constrained between 0.81 and 1.05, implying that fractional degrees of integration might also be plausible. In fact, a visual inspection at the periodogram of the first differenced data in Figure 4 shows that it takes a value close to zero at the smallest frequency, which may be an indication that the series is now overdifferenced, suggesting perhaps a value of d smaller than 1 in the original series. We sorted out this problem by estimating d using an algorithm that maximizes the likelihood function of y t with a quadratic trend and Bloomfield disturbances. The estimated value of d was 0.94 and similarly to Robinson's (1994) tests, the unit root null cannot be rejected.
Concluding comments
In this article we have examined a version of the tests of Robinson (1994) disturbances. In the latter case, we used a non-parametric approach due to Bloomfield (1973) , which accommodates fairly well to the present version of the tests. The results in this application showed that the quadratic trend with Bloomfield (1) disturbances was the most adequate specification for the series and, in this context, the unit root null hypothesis could not be rejected, implying that the growth rate series is I(0) stationary.
