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    const std::string& filename,
    kvs::UnstructuredVolumeObject* volume )
{
    // ボリュームデータを読み込む（インポート）。







    const size_t subpixel_level,
    const kvs::UnstructuredVolumeObject* volume,
    const float sampling_step,
    const kvs::TransferFunction& tfunc,
    PointObject* point )
{
    // 粒子を生成する。
    point = new kvs::CellByCellUniformSampling(










    const kvs::PointObject* point,
    const kvs::IPAddress ip,
    const int port )
{
    // 表示ノードに接続する。
    kvs::TCPSocket client;




    client.connect( ip, port );
    // 転送用データを作成する。
    const int nparticles = point->nvertices(); // 粒子数
    const size_t coord_size = point->coords().byteSize();
    const size_t color_size = point->colors().byteSize();
    const size_t normal_size = point->normals().byteSize();
    const size_t data_size = 
        sizeof(int) +
        coord_size +
        color_size +
        normal_size;
    char* data = new char [data_size];
    char* pdata = data;
    // 粒子数をコピーする。
    memcpy( pdata, &nparticles, sizeof(int) );
    pdata += sizeof(int);
    // 座標データをコピーする。
    memcpy( pdata, point->coords().pointer(), coord_size );
    pdata += coord_size;
    // 色データをコピーする。
    memcpy( pdata, point->colors().pointer(), color_size );
    pdata += color_size;
    // 法線データをコピーする。
    memcpy( pdata, point->normals().pointer(), normal_size );
    // 表示ノードにデータを転送する。









     const int port,
     const int nprocs,
     kvs::PointObject* point )
{
    // 計算ノードからの接続を待つ。
    kvs::TCPServer server;
    server.open();
    server.bind( port );
    // データを受信し全粒子数を計算する。
    int nparticles = 0;
    kvs::MessageBlock message[ nprocs ];
    for ( int i = 0; i < nprocs; i++ )
    {
        kvs::PointObject partial_particles;
        kvs::TCPSocket* socket = server.checkForNewConnection();
        socket->receive( &message[i] );
        nparticles += *((int*)(message[i].pointer()));
        delete socket;
    }
    server.close();
    // 受信したデータを結合し１つの粒子群（kvs::PointObject）を生成する。
    kvs::ValueArray<float> coords( nparticles * 3 );
    kvs::ValueArray<unsigned char> colors( nparticles * 3 );
    kvs::ValueArray<float> normals( nparticles * 3 );
    float* sub_coords = coords.pointer();
    unsigned char* sub_colors = colors.pointer();
    float* sub_normals = normals.pointer();
    for ( int i = 0; i < nprocs; i++ )
    {
        char* block = (char*)message[i].pointer();
        // 粒子数を取得する。
        int sub_nparticles = *((int*)(block));
        block += sizeof(int);
        int element_size = sub_nparticles * 3;
        // 座標データを取得する。
        int byte_size = element_size * sizeof(float);
        memcpy( sub_coords, block, byte_size );
        sub_coords += element_size; block += byte_size;
        // 色データを取得する。
        byte_size = element_size * sizeof(unsigned char);
        memcpy( sub_colors, block, byte_size );
        sub_colors += element_size; block += byte_size;
        // 法線データを取得する。
        byte_size = element_size * sizeof(float);
        memcpy( sub_normals, block, byte_size );
        sub_normals += element_size;
    }































int main( int argc, char** argv )
{
    // 引数で指定されるパラメータ（入力パラメータ）を取得する。
    //     第１引数：表示ノードのIPアドレス
    //     第２引数：接続ポート番号
    //     第３引数：サブピクセルレベル
    //     第４引数：サンプリングステップ長
    //     第５引数：ボリュームデータファイル名
    //     第６引数：伝達関数ファイル名
    kvs::IPAddress ip( argv[1] );
    int port = atoi( argv[2] );
    int subpixel_level = atoi( argv[3] );
    float sampling_step = atof( argv[4] );
    std::string data_filename = std::string( argv[5] );
    std::string tf_filename = std::string( argv[6] );
    // 表示ノードからの接続を待つ。
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    kvs::TCPServer server;
    server.open();
    server.bind( port );
    server.listen();
    kvs::MessageBlock message;
    server.receive( &message );
    if ( message.toString() != “START” ) return( 1 );
    // (1) データ読み込み
    kvs::UnstructuredVolumeObject* volume = NULL;
    FileLoading( data_filename, volume );
    // ※本プログラムでは、簡単化のため、あらかじめボリュームデータの数値
    //   データの最大・最小値は計算しておくこととし、以下の関数を利用して
    //   その値を取得できるものとする。
    const double min = GetMinValues();
    const double max = GetMaxValues();
    volume->setMinMaxValues( min, max );
    // (2) 粒子生成
    kvs::PointObject* point = NULL;
    kvs::TransferFunction tfunc( tf_filename );
    ParticleGeneration( volume,
                        subpixel_level, 
                        sampling_step,
                        tfunc, 
                        point );
    // (3) 粒子転送
    ParticleTransmission( point, ip, port );
    delete volume;
    delete point;




























class Global : public kvs::glut::GlobalBase
{
public:
    static std::vector<kvs::SocketAddress> ip_list;
    static int port;
    static int subpixel_level;
    static kvs::TransferFunction tfunc;
    static kvs::glut::LegendBar legend;
    Global( int argc, char** argv ):
        kvs::glut::GlobalBase( argc, argv )
    {
        // IPアドレスファイルを読み込む
        //    1:計算ノード1のIPアドレス:ポート番号
        //    2:計算ノード2のIPアドレス:ポート番号
        //    ...
        std::string filename = std::string( argv[1] );
        FILE* fp = fopen( filename.c_str(), “r” );
        char buf[32];
        while ( fgets( buf, 32, fp ) != NULL )
        {
            kvs::SocketAddress ip( buf );
            ip_list.push_back( ip );
        }
        // 接続ポートの読み込み
        port = atoi( argv[2] );
        // サブピクセルレベルの読み込み
        subpixel_level = atoi( argv[3] );
        // 伝達関数ファイルの読み込み
        tfunc.read( std::string( argv[4] ) );








class Screen : public kvs::glut::ScreenBase
{
public:
    Screen( void )
    {
        // 初期化関数（init）と描画イベント（paint）を登録する。
        addInitializeFunc( init );
        addPaintEvent( paint );
    }
    // 初期化関数
    static void init_func( void )
    {
        // 計算ノードに接続し処理開始のメッセージを伝送する。
        for ( unsigned int i = 0; i < Global::ip_list.size(); i++ )
        {
            kvs::TCPSocket client;
            client.open();
            client.connect( Global::ip_list[i].ip(),
                            Global::ip_list[i].port() );
            kvs::MessageBlock message(“START”);
            client.send( message );
        }
        // 粒子データを受信し結合する。
        kvs::PointObject* point = NULL;
        ReceiveParticles( Global::port,
                          Global::ip_list.size(), 
                          point );
        // (4) 粒子レンダリン
        //     粒子レンダリング用のレンダラを準備する。
        int subpixel_level = 1;
        int repeat_level = 
                     kvs::Math::Square( Global::subpixel_level );
        kvs::glew::ParticleVolumeRenderer* rend =
            new kvs::glew::ParticleVolumeRenderer(
                point, subpixel_level, repeat_level );
        // データとレンダラを関連付ける。
        int obj_id = Global::object_manager->insert( point );
        int rend_id = Global::renderer_manager->insert( rend );
        Global::id_manager->insert( obj_id, rend_id );
        // 表示用カラーマップを準備する。
        // ※本プログラムでは、簡単化のため、あらかじめボリュームデータの数値
        //   データの最大・最小値は計算しておくこととし、以下の関数を利用して
        //   その値を取得できるものとする。また、数値データ名もあらかじめ設定
        //   しておくものとする。
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        const double min = GetMinValues();
        const double max = GetMaxValues();
        const std::string name = GetValueName();
        Global::legend.setTitle( name );
        Global::legend.setMinValue( min );
        Global::legend.setMaxValue( max );
        Global::legend.setColorMap( Global::tfunc.colorMap() );
    }
    // 描画イベント
    static void paint ( void )
    {
        // カラーマップを表する。
        const int x = 40;
        const int y = 20;
        const int width = 150;
        const int height = 20;
        Global::legend.setPosition( x, y );
        Global::legend.setSize( width, height );
        Global::legend.draw();
    }
};
int main( int argc, char** argv )
{
    // 引数で指定されるパラメータを取得する。
    //     第１引数： 計算ノードのIPアドレスリストのファイル名
    //     第２引数：接続ポート
    //     第３引数：サブピクセルレベル
    //     第４引数：伝達関数ファイル名
    Global* global = new Global( argc, argv );
    Screen* screen = new Screen();
    screen->setGeometry( 0, 0, 800, 600 );
    screen->show();
    delete global;
    delete screen;









CPU Intel Core 2 Duo 2.66 GHz
RAM 2.0 GB
GPU NVIDIA GeForce 8500 GT 256 MB
計算ノード（A×6台、B×2台）
A
CPU Intel Core 2 Duo 1.86 GHz
RAM 2.0 GB
GPU NVIDIA GeForce 8500 GT 256 MB
B
CPU Intel Core 2Duo 2.2 GHz
RAM 2.0 GB






















































































































class Global : public kvs::sage::GlobalBase
{
...
    Global( int argc, char** argv ):
        kvs::sage::GlobalBase( argc, argv )
...
};
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