Abstract-Energy efficiency significantly influences user experience of battery-driven devices such as smartphones and tablets. The goal of an energy model of source code is to lay a foundation for energy-saving techniques from architecture to software development. The challenge is linking hardware energy consumption to the high-level application source code, considering the complex run-time context, such as thread scheduling, user inputs and the abstraction of the virtual machine. Traditional energy modeling is bottom-to-top, but this approach faces obstacles when software consists of a number of abstract layers. In this paper, we propose a top-to-bottom view. We focus on identifying valuable information from the source code, which results in the idea of utilizing an intermediate representation, "energy operation", to capture the energy characteristics. The experiment results show that the energy model at such a high-level can reduce the error margin to within 10% and enable energy breakdown at function-level, which helps developers understand the energyrelated features of the code.
I. INTRODUCTION
In February of 2015, the penetration of smartphones was about 75% in the U.S. This figure is expected to reach 85% by December 2015 [5] . With the improvement of hardware processing capability and software development environment, the applications are becoming more heavier and PC-like. At the same time, users are annoyed by the limited battery capacity, the parallel-running applications could easily drain the fully-charged battery within 24 hours.
Even worse, current software development is performed in an energy-oblivious manner. Throughout the engineering lifecycle, developers are blind to the energy usage of the code written by themselves. On the other hand, it has been estimated that energy saving by a factor of as much as three to five could be achieved solely by software optimization [7] . To realize this, the first step is to understand the energy distribution among different parts of the source code.
Energy modeling bridges the gap between source code and hardware energy consumption. However, traditional bottomto-top modeling methodology [18] [6] [16] [19] faces obstacles when the software stack of the system consists of a number of abstract layers. On the Android platform, say, the source code is in Java and translated to Java byte-code, then further to Dalvik [3] (simplified Java virtual machine for Android) bytecode, native code and machine code and finally has chance to execute on the processors. Consequently, the modeling task has to characterize the links among all the layers.
An alternative approach is from above to below, and aims to construct a model directly for the source code, without any explicit low-level model. Intuitively, given a target device and power management strategy, the source code completely determines the amount of energy consumed. We thus identify the basic energy-consuming operations from the source code and find the correlations to energy cost by analyzing a large amount of execution cases. The resulting energy model implicitly includes the effect of all the layers of the software stack down to the hardware.
The contributions of this work are as follows.
• The inference model is based on energy operations instead of blocks or subroutines, which makes it versatile to the source code that differs from the target code.
• The specific system profile is not required, which is enabled by adequate information identified from the source code and statistical analysis.
• We apply the model to a game engine to acquire the energy breakdown that indicates the energy hotspots and energy-saving potentials in the source code. Our target platform is an Android development board with two ARM quad-core CPUs, and the employed source code is a game engine which is for constructing games, demos and other interactive applications. The result shows that the inference model achieves accuracy of about 92%. Based on this model, we are capable of capturing energy properties of the source code, such as a profile of energy breakdown over code sections.
Firstly, in Sections II-A, II-B and II-C, we propose an approach to identifying energy operations from source code. After that, the modeling framework is detailed in Section II-E. The implementation on the physical device is shown in Section III, illustrating the experimental setup, inference accuracy and finally energy analysis on a game engine.
II. CODE TO ENERGY
We build the energy model by analyzing a large set of execution cases. The brief procedure of mapping the source code to energy is 1) identifying operations from the code 2) obtaining the precise execution path for each case, 3) producing the operation list according to 1) and 2), 4) tracing the corresponding power consumption, 5) labeling lists with the energy cost and 6) employing the labeled data to train the energy model.
Three factors play significant roles in building the inference model, which are the obtaining of execution-path, the definition of energy operation and model training. In the following sections, we will illustrate how to accurately acquire executed code points, which operations we identify from the source code and approaches in model construction.
A. Block Division
We design a variety of execution cases to guarantee most corners in the source code are able to be covered. Not only the breadth of code coverage, the user interaction is also a significant dimension in the design space. As game applications are highly interactive, distinct input sequences result in huge varieties. The details of case design will be presented in Section III-B.
Definition 1: A block is a set of gathered statements. Each node (statement) in a block has only one in-edge and one outedge in the control flow graph, but the start point of the block could have more than one in-edge, the end point could have more than one out-edge.
A block is a fixed execution unit. That means, always if one part of the block is processed, the rest certainly will be executed. The concept is declared in Definition 1. We choose the block as our basic tracing unit because tracing statements one by one has a vital impact on energy consuming and running time which damages the sampling precision. On the other hand, functions or classes are unstable execution unit, since we can not point out which certain parts of the function or class will be active during run time.
For individual syntax structures, we deal with block division case by case. For loop an while loop are taken for examples as shown in Figure 1 . In a for loop, the header usually has three segments which are initialization, boolean and update. According to Definition 1, the segments are divided into three different blocks. Following the same logic, we set the while header itself as a block.
The complete set of reached code points is acquired by recording the executions of blocks. We instrument the source code with a log instruction at the beginning of each blocks. It generates a block ID and a time stamp as one record in the log file which will be analyzed in later stage to obtain the operation list. As shown in Section II-E , one execution case produces one operation list, which is one example for the model training. 
B. Basic Energy Operations
It is impossible to characterize the energy cost straightly based on individual statements because they varies largely, any pair of statements in the code are probably distinct. An arithmetic expression, say, could have two operators or three or more which could be additions or multiplications or mixed. In contrast, if we go to the function level, the model will be restricted to the domain of the target source code, since it's unlikely to find identical functions in different applications. We employ the "energy operation" as the basic modeling unit, such as arithmetic operations, comparison operations, method invocations etc. At the end, we in fact model the energy of individual operations. The entire energy consumption is made up of the cost of all operations in the code.
To clarify, the operations are grouped into eight classes as shown in Table I . These operations can always refer to basic virtual machine instructions. For example, the multiplication with integer operands is implemented by the imul instruction in Java Virtual Machine (JVM) instruction set [4] . The block goto corresponds to the jsr instruction whose job is leading the CPU to an aimed subroutine. One machine instruction is using a certain set of hardware components, which results in approximately the same energy cost. It is worth noting that the energy operation is an abstract concept, not like the basic instructions in JVM or Dalvik Virtual Machine. It is an effective intermediate representation to bridge the source code to machine instructions, further to energy consumption, shown in the evaluation result.
In the implementation (Section III), the operation is formalized as, for example, addition int int, standing for the addition operation with two int operands. So the hypothesis of this model is that, the types of operation and operands provide sufficient information to estimate the average energy cost. 
C. Data Collection
The generic view of the data collection flow is displayed in Figure 2 . We gather the active blocks from the execution path, and meanwhile create a dictionary showing the executions of operations for individual blocks. Mapping the active blocks to the dictionary, the executions of each operations are summed. As a result, we get the operation list for each execution case. The concrete calculation is as following.
We develop a parser to extract the energy operations from the source code. Each of them is labeled with the ID of the block where it resides. Note that, in the model-building stage one example of training data corresponds to one execution case, a one-on-one relation. One record consists of the numbers of executions of individual ops which are figured up according to Equation (1) . BLK(op i ) is the set of blocks that contain op i . N o (op i , block j ) means the occurrence of op i in block j . N e (block j ) is the executions of block j . Basically, the executions of op i is equivalent to the sum of the products of N e (block j ) and N o (op i , block j ) for all the blocks containing op i .
where op i ∈ Energy Ops Android applications utilize a large diversity of Android's APIs and Java library classes where the fine-grained execution path is hard to capture. On the other hand, only a small proportion is frequently used during run-time. We list the highly-used library functions in table II, which are deemed to be special energy operations in the training stage. In particular, the GL10 class is the key interface for applications to implement their graphic computing.
D. Power Tracing
In the experimental stage, each execution case is run twice. For the first run, we record the execution path without power measuring. For the second run, we only trace power and disable the log instructions. The path and power obtaining are split because the log instructions take up a proportion of the entire energy consumption that could not be neglected.
The power trace is acquired by the measurement equipment, after which we approximate the energy cost (E) by calculating the integral of power, as shown in Equation 2. p = power(t) is the power-vs-time function, so power(t i ) is the measured power value at time stamp t i . ∆ i equals to t i − t i−1 , which is the interval between two sequential samplings.
E. Model Construction
The aimed model is formalized in Equation 3 . The entire energy consumption consists of three parts. The first is the sum of W opi · N e (op i ) (the weight of the operation times the execution number), where op i ∈ Energy Ops. The second is W f unci · N e (f unc i ), (the weight of the library function times the execution number), where f unc i ∈ Lib F uncs. Notice that the idle costs of individual cases are different, since they are executed in distinct sequences of inputs, and the lengths of sessions are also varying. So we measure the idle cost for individual cases.
The model construction is based on regression analysis, finding out the correlation between energy operations and costs from a large amount of data. We set out the collected data in the following matrices. The leftmost one (N ) is the execution numbers of l operations (including energy operations and library functions) in m execution cases, which is observed by logging and calculating, as shown in Section II. Each row indicates one execution case. The vector ( w) in the middle contains the weights of l operations, which are the values we are aiming to obtain. The vector ( e) on the right of equation mark is the measured energy cost. So for each execution case, the energy cost is the sum of the weighted operations. It should be noticed that the energy cost has excluded the idle cost which is measured when no application workload is being processed.
Inevitably, execution tracing and power measurement are not absolutely accurate. Meanwhile, the energy model is not exactly subject to the linear property. As a result, the equation above is unsolvable since the vector e is out of the column space of N . To address this problem, we employ the wellknown gradient descent algorithm [14] to approximate the values of w.
The elements of w are randomly set initially and then improved by the gradient descent algorithm step by step. We first introduce the error function J (Equation 4) which indicates the quality of the model. The smaller J is, the better the model is. n (i) is the ith row in N , w is the middle vector above. n (i) × w is the predicted energy cost for the ith execution case, e (i) is the observed energy cost. J is the sum of the squared errors of all the execution cases, which is afterwards divided by 2m to get the average values. The reason why 2m is applied, but not m, is that 2m is convenient for the derivative computation later. So the smaller J is, the better w is.
The idea of gradient descent is to minimize J by repeatedly updating each element in w with Equation 5 until convergence. The partial derivative of J function on w j gives the direction in which increasing or decreasing w j will cut down J. This updating is applied to every elements of w in each iteration. The value α determines how large the step is in each iteration. If it is too large, the extremum value possibly will be missed; if too tiny, the minimizing process will be rather timeconsuming. It needs to be manually tuned. Theoretically, the gradient descent algorithm could only find the local optimal value. In practice, the initial values in w are randomly set several times to look for the global optimization.
III. EXPERIMENT
Our modeling framework is implemented on the physical device. We evaluate the inference accuracy in a set of carefully designed cases and demonstrate the energy-saving opportunities in the source code of a game engine.
A. Target Device & Power Measurement
Experiment target: Odroid-XU+E development board [15] . It possesses two ARM quad-core CPUs, Cortex-A15 with 2.0Ghz clock rate and Cortex-A7 with 1.5Ghz. The eight cores are grouped into four pairs. Each pair consists of one big and one small core. So in the view of operation system, there are four logic cores. In our experiment, we turn off the small cores and only run workload on big cores at a fixed clock frequency of 1.1Ghz. This is for removing the influences of voltage, clock rate and CPU performance on power usage. Power Measurement: Odroid-XU+E has a built-in power monitor tool to measure the voltage and current of CPUs with a sampling frequency of 30Hz and updates the readings in a log file. We write a script to obtain the readings from the file every 0.1 second. In the execution case, we run the script on an idle core to minimize its influence on the application.
B. Source Code & Case Design
The target source code is the Cocos2d-Android [2] game engine, a framework for building games, demos and other interactive applications. It also implements a fully-featured physics engine. The game is one of the main applications on mobile phones, which has developed more and more PC-gamelike, requiring a high CPU performance. The energy modeling and analysis research in this paper show the opportunities to improve the source code and guide the software development towards energy efficiency.
We design the Click & move scenario, where the sprite (the character in the game) moves to the position where the tap occurs. We develop a diversity of execution cases to simulate the game scenarios under different sequences of user inputs. We script with the Android Debug Bridge [1] (ADB) , a command line tool connecting target device to the host, to automatically feed the input sequences to the target board. 10 input sequences with distinct tap positions and intervals are inputted in the scenario. So one input sequence and one certain set of blocks form one execution case. For each case, we run it 10 times and compute the average values of the data for the modeling.
We also try to vary the executions of individual blocks, which is realized by removing different sets of blocks in each execution case. The problem is that a certain amount of blocks are critical to the functionality of the game engine, so we avoid removing them in the design stage.
C. Inference Accuracy
The key point of case-design is to vary the executions of individual blocks. By doing this, we are able to enlarge the column space of the N matrix (in Section II-E) to raise the possibilities to solve all the values in w. We try to achieve it by commenting out different sets of blocks in each execution case. With the collected data in training cases, we obtain the approximate w.
The execution cases are divided to training and test cases, which apply the same design principle, varying the executions of blocks. The data collection stage is quite time-consuming. 200 execution cases need about 70 hours, so we set the sessions of test cases shorter than those of training cases to cover more potential corners. In the implementation, we have 190 training cases and 300 test cases.
In the beginning, the model performs much better in training cases than in test cases. We find that in most situations a set of energy operations are executed sequentially, for example, the comparison operations are always followed by a block goto operation, which causes redundant inputs for the model. To settle this, we apply an feature selection procedure. According to the training data, we put the operation with strong positive linear execution correlations in the same group. The correlation is cov(x,y) std(x)·std(y) , which is the covariance over the product of the standard deviations of two variables (operation executions). The correlation closer to 1 means stronger linear relation between two variables.
Operations above an correlation threshold are grouped together and treated as one operation for the model. In Figure 4 , we can see the effect of correlation threshold on the inference error in training and test sets. When the grouping condition (the threshold) is more strict (higher), less operations are grouped, the error rate is decreasing all along, because more inputs always mean more information for prediction. On the other hand, the inference error in test set goes down first and inclines up later and exceeds the other line from the threshold of 0.97 due to the reason we discussed above.
We choose the grouping threshold as the crossing point (0.97) in Figure 4 . Figure 3 demonstrates the inference error in training and test sets, which is within 10%.
D. Energy Breakdown
Depending on the functionality, the source code is divided into eight sections: Update, Action, Frame Rate, Show FPS, Draw, Poll, Input and Others. At run-time, the main job of the game engine is calculating information such as the position, rotation of the animation, repeatedly for every frame. Each section is dedicated to one particular job. The Update is responsible to launch and manage the updating for all the elements (like the character, the scene and the text and so on) in the frame. The section of Draw adapts all the image resources to painting. The Action computes the motion parameters, such as position, rotation, scale, skew of the elements. Namely, the Frame Rate controls the showing rate of frames. The Show FPS displays the frame rate on the screen. The Input deals with user inputs by checking the I/O devices frequently. The Others means the rest part of the code.
To illustrate the features of code sections, we can refer to the run-time executions of different energy operations in the code sections, as shown in Figure 5 , in which the execution numbers are normalized to their average value among the code sections. Since the Update does the management work, it incurs the majority of the control operations, like boolean, comparison, block goto and method invocation operations. The Action computes a lot of arithmetic operations. We also see that Show FPS possesses the most multiplication operations, Frame Rate has the most division operations. And the Input employs a small amount of block go, comparison and method invocation operations. We put the code sections into the inference model and output the energy breakdown shown in Figure 6 . The result indicates the that Update section takes up 31% energy usage because of its huge workload on management. A percentage of 30% goes to Action and Frame Rate which execute arithmetic operations to realize the animation and control the frame rate. The Show FPS consumes 13% as a result of high division computation. And Draw uses 8% due to the large amount of multiplication operations.
The above shows that, based on the inference model, we are able to obtain the energy breakdown and seek out the sources of the energy usage, letting them put more efforts on the main energy consumers.
IV. RELATED WORK
From the hardware side, the effort of energy modeling research has been put on circuits-level (see the survey [13] ), gate-level [12] [11] and register-transfer-level [9] . On the other hand, the researcher's focus has been moved onto high-level modelings, such as software and behavioral levels [10] .
Energy modeling techniques on the software start with instruction-level, which calculates the sum of energy consumption of basic instructions and transition overheads [18] [6]. Gang et al. [16] base the model on function-level while considering the effects of cache misses and pipeline stalls on functions. T. K. Tan et al. [17] introduce regression analysis to the high-level software energy modeling. Shuai et al. [8] apply program analysis to the application-level model construction, requiring the specific energy profile of the target system.
V. CONCLUSION
In contrast, we explore the inverse idea which is identifying abstract energy operations from source code and correlating the operations to the energy cost by case analysis. Thus our model does not require the profile of target system and more flexible to various pieces and types of code. The model is also capable to help produce the energy breakdown of the code to direct the developer's effort on energy efficiency.
