ABSTRACT Due to the monumental growth of Internet applications in the last decade, the need for security of information network has increased manifolds. As a primary defense of network infrastructure, an intrusion detection system is expected to adapt to dynamically changing threat landscape. Many supervised and unsupervised techniques have been devised by researchers from the discipline of machine learning and data mining to achieve reliable detection of anomalies. Deep learning is an area of machine learning which applies neuron-like structure for learning tasks. Deep learning has profoundly changed the way we approach learning tasks by delivering monumental progress in different disciplines like speech processing, computer vision, and natural language processing to name a few. It is only relevant that this new technology must be investigated for information security applications. The aim of this paper is to investigate the suitability of deep learning approaches for anomaly-based intrusion detection system. For this research, we developed anomaly detection models based on different deep neural network structures, including convolutional neural networks, autoencoders, and recurrent neural networks. These deep models were trained on NSLKDD training data set and evaluated on both test data sets provided by NSLKDD, namely NSLKDDTest+ and NSLKDDTest21. All experiments in this paper are performed by authors on a GPU-based test bed. Conventional machine learning-based intrusion detection models were implemented using well-known classification techniques, including extreme learning machine, nearest neighbor, decision-tree, random-forest, support vector machine, naive-bays, and quadratic discriminant analysis. Both deep and conventional machine learning models were evaluated using well-known classification metrics, including receiver operating characteristics, area under curve, precision-recall curve, mean average precision and accuracy of classification. Experimental results of deep IDS models showed promising results for real-world application in anomaly detection systems.
I. INTRODUCTION
Network intrusion detection refers to the problem of monitoring and differentiating such network flows and activities from the normal expected behavior of network which can adversely impact the security of information systems. The search of reliable solutions by Governments and organizations to protect their information assets from unauthorized disclosures and illegal accesses has brought intrusion detection and prevention at the forefront of information security landscape.
Denning [1] proposed the idea of developing intrusion detection system by employing Artificial Intelligence techniques on security events to identify abnormal usage patterns and intrusions. This idea pioneered a new breed of intrusion detection systems which were based on learning algorithms rather than always-updating signatures of intrusions. Over the last three decades, machine learning techniques were applied as a conventional approach for developing network anomaly detection models. These approaches employ supervised, unsupervised and semi-supervised learning algorithms to propose solutions for anomaly detection problem.
Anomaly detection is modeled as a classification problem in supervised learning. Supervised learning uses labeled data to train anomaly detection models. The goal of this type of training is to classify the test data as anomalous or normal on the basis of feature vectors. Unsupervised learning, on the other hand, uses unlabeled or untagged data to perform the task learning. One of the popular unsupervised learning technique is clustering [2] , which searches for similarities among instances of the dataset to build clusters. Instances sharing related characteristics are assumed to be alike and placed in the same cluster. Semi-Supervised Learning (SSL) is a combination of supervised and unsupervised learning. The SSL approach utilizes both labeled and unlabeled data [3] for learning. SSL methods learn feature-label associations from labeled data and assign the labels to unlabeled instances having similar features that of a labeled instance on the basis of learned feature-label associations.
Deep Learning is an area of Machine Learning which applies neuron like mathematical structures [4] for learning tasks. Neural Networks have been around for many decades [5] and have been gaining and losing the favor of research community. The latest rise of this technology is attributed to Alexnet [6] , a Deep Neural Network, which won the ImageNet classification challenge. Alexnet achieved top-1 and top-5 error rates of 37.5 % and 17.0% on ImageNet Dataset [7] which were considerably better than the previous state-of-the-art mechanisms. Since then, Deep Neural Networks (DNNs) have attracted the attention of research community once again and multiple DNN structures including Convolutional neural networks (CNNs) [8] , Recurrent Neural networks (LSTM) [9] , Deep belief nets (DBNs) and different types of Autoencoders including Sparse, Denoising [10] , Convolutional [11] , Contractive [12] and variational Autoencoders have been proposed. These DNN structures have been successfully applied to devise state of the art solutions in multiple disciplines.
Application of Deep Neural Networks for the solution of Information security problems is a relatively new area of research. We observed three research gaps during literature review of anomaly detection problem. The first gap was lack of investigation of well-known deep learning approaches for anomaly detection. Although isolated studies were available as described in II, no comprehensive research work was available to fill this gap. The second research gap was the use of training datasets for both training and testing of models using cross-validation mechanisms. Most of the recent works followed this approach and reported very high detection rates, e.g., Kim et al. [13] used a four-layer DNN with 100 units for intrusion detection on the KDD99 dataset and reported 99% accuracy. We believe that this approach does not provide a reliable solution of anomaly detection problem, as, given sufficient training, models can be over-fitted to achieve such high rates. The 3rd gap turned out to be lack of comparison/evaluation of deep learning models amongst themselves and with conventional machine learning based models using standardized classification quality metrics which was a natural consequence of previous two gaps. Standardized classification quality metrics include RoC Curve, Area under RoC, Precision-Recall Curve, mean average precision (mAP) and accuracy of classification.
The primary contribution of this work is filling abovementioned research gaps by designing and implementing anomaly detection models based on state of the art Deep Neural Networks and their evaluation using standardized classification quality metrics. The first gap is filled by developing anomaly detection models using Deep CNN, LSTM and multiple types of Autoencoders. To the best of our knowledge, the DNN structures (DCNN, Contractive, and Convolutional Autoencoders) investigated in this study have not been analyzed for anomaly detection. In addition, comparisons of deep learning based anomaly detection models are provided with well-known classification schemes including SVM, K-NN, Decision-Tree, Random-Forest, QDA and Extreme Learning machine. To fill second research gap, we opted to train all models on training dataset without ever exposing test dataset to the model during training and then tested/evaluated the models on testing datasets. This approach provided a fair estimate of model capabilities by using unseen data instances at evaluation time. To bridge the third research gap, Deep learning based anomaly detection models were evaluated amongst themselves and with conventional machine learning models by using unseen test data and employing standard classification quality metrics including RoC Curve, Area under RoC, Precision-Recall Curve, mean average precision (mAP) and accuracy of classification.
All experiments in this study are performed by authors on NSLKDD dataset provided by [14] using a GPU-powered test-bed. NSLKDD is derived from KDDCUP99 [15] which was generated in 1999 from the DARPA98 network traffic. Tavallaee et al. [14] discovered some inherent flaws in original KDDCUP99 dataset which had adverse impacts on the performance of IDS models trained and evaluated on the Dataset. A statistically enhanced version of dataset called NSLKDD was proposed by [14] to counter discovered statistical problems. Some advantages of NSLKDD over KDDCUP99 dataset include removal of redundant records from training dataset for reducing complexity and bias towards frequent records and the introduction of non-duplicate records in testing datasets for unbiased evaluation.
NSLKDD Dataset is available in four partitions. Two partitions namely NSLKDDTrain20p and NSLKDDTrain+ serve as training Dataset for model learning and provide 25, 192 and 125,973 training records respectively. Remaining two partitions called NSLKDDTest+ and NSLKDDTest21 are available for performance evaluation of trained models on unseen data and provide 22,543 and 11,850 data instances respectively. Additionally, NSLKDDTest21 contains records for attack types not available in other NSLKDD train and test Datasets. These attack types include processtable, mscan, snmpguess, snmpgetattack, saint, apache2, httptunnel, back and mailbomb. All models in our study were trained on NSLKDD training datasets (NSLKDDTrain20p and NSLKDDTrain+) and tested on NSLKDD test datasets (NSLKDDTest+ and NSLKDDTest21). This approach was also adopted by [16] - [18] .
Like its predecessor, NSLKDD dataset consists of 41 input features as well as class labels. Features 1 to 9 represent the basic features which were created from TCP/IP connection without payload inspection. Features 10 to 22 comprised of content features, generated from the payload of TCP segments of packets. Features 23 to 31 were extracted from time-based traffic properties while features 32 to 41 contain application based traffic features that were designed to measure attack within intervals longer than 2 seconds. A class label was provided with each record, which identified the network traffic instance either as normal or an attack. Original KDDCUP99 dataset listed different types of attacks shown in Table 1 .
Rest of the article is divided into VI sections. Section II highlights prominent works related to IDS problem. Section III provides the architectural designs of DNNs used in this study. Section IV sheds light on implementation details including hardware setup and software toolchain. In Section V, we present results of proposed DNN based models along with comparisons of results and timing information. This section is followed by section V and VI which describe the conclusion and references of research respectively.
II. RELATED WORKS
Different Machine learning techniques including supervised, unsupervised and semi-supervised, have been proposed to enhance the performance of anomaly detection. Supervised approaches such as k-nearest neighbor (k-NN) [19] , neural networks and support vector machine (SVM) [20] have been studied extensively for anomaly detection. Laskov et al. [21] provided a comparative analysis of supervised and unsupervised learning techniques with respect to their detection accuracy and ability to detect unknown attacks. Ghorbani et al. [22] provided a comprehensive review of supervised and unsupervised learning approaches for anomaly detection. Solanas and Martinez-Balleste [23] presented clustering algorithms for anomaly detection. A comprehensive repertoire of anomaly-based intrusion detection systems is presented by Bhattacharraya and Kalita [24] and Tavallee [16] [25] proposed an IDS architecture based on DBNs using energy based reduced Boltzmann machines (RBMs) on KDDCup99 Dataset. Wang [26] proposed a deep network of stacked autoencoders (SAE) for network traffic identification. A semi-supervised learning based approach with Random weights based NN (NNRw) is used by Ashfaq et al. [17] to implement an IDS architecture using NSLKDD.
Aygun and Yavuz [27] employed vanilla and denoising deep Autoencoders on NSLKDD and claimed accuracy of 88.28% and 88.6% on NSLKDDTest+ dataset. They did not provide results for NSLKDDtest21 dataset neither did they provide any other quality metrics of their classifier including AuROC, Precision, Recall, and mAP. Yousefi-Azar et al. [18] used Autoencoders as an unsupervised latent feature generation mechanism and provided a comparison of classifiers using conventional NSLKDD features and possible representations of NSLKDD. They reported the accuracy of 83.34% by using latent representations of NSLKDD. Alom et al. [28] trained a Deep Belief Network (DBN) using staked Restricted-Boltzmann Machines (RBMs) and reported the accuracy of 97.5% on NSLKDD training dataset (training accuracy). They did not provide results for either NSLKDDTest+ or NSLKDDTest21 datasets. Hodo et al. [29] provided a taxonomy and survey of deep and conventional structures for intrusion detection. Javaid et al. [30] developed a ''Self-taught Learning'' classification mechanism by combining encoder layers of Sparse Autoencoder (for hidden features extraction) with Softmax regression (for probability estimates of classes) to perform classification on NSLKDD. They reported 98.3% accuracy on training data (training accuracy) for two-class classification, 98.2% training accuracy for 5 class classification and 98.8% training accuracy for 23 class classification. Javaid et al. provided results for neither NSLKDDTest+ nor NSLKDDtest21 datasets. Bontemps et al. [31] proposed an LSTM based anomaly detection system and reported variations incorrect and false alarms of prediction errors with a change of a β parameter of the proposed system but did not provide results in well-known metrics. This shows the need for an experimental study which develops anomaly detection VOLUME 6, 2018 models using well-known Deep learning approaches and evaluates them on previously unseen test datasets using standardized classification quality metrics. In this study, we aim to close above-mentioned research gap and evaluate Deep learning based models on unseen data using standard classification quality metrics including RoC Curve, Area under RoC, Precision-Recall Curve, mean average precision (mAP) and accuracy of classification.
III. PRELIMINARIES
In this section, a brief overview of DNN structures, implemented in this article, is provided. The DNNs discussed in this section include:
An Autoencoder (AE) is a neural network that is trained to regenerate its input vector as its output. It has a hidden layer 'h' that learns the latent representation of input vector (code) in a different feature space with smaller dimensions [4] . Both input and output layers contain N nodes, and hidden layer contain K nodes. If K < N then AE is called under completed. Hidden layer of AE is known by different names in literature including bottleneck, discriminative, coding or abstraction layer. We will stick to the name ''bottleneck'' and use these names interchangeably if required. Learning task in an under-complete AE forces it to capture most significant features of training data at bottleneck layer so that the input can be regenerated at the output layer. This is achieved by minimizing a loss function L(x, g(f (x))) penalizing dissimilarity of g(f (x)) from training data x. In practice, AEs are created from multiple layers where the outputs of preceding layer are connected to inputs of the following layer.
Let W l and b l denotes the parameters for each layer where W and b are weights and bias associated with connection between layer l and layer l + 1, the encoding step for stacked AE is defined by running the encoding step of each layer in forward order a l = f (z l ) where a denotes activation outputs, f (.) denotes activation function and z denotes total weighted sum of inputs in layer l as shown below:
Decoding step of AE is performed by running the decoding stack in reverse order a n+l = f (z l ) as shown below:
where a n denotes activations of bottleneck layer. Deep AEs offer many advantages. One major benefit of deep AE stems from universal approximator theorem. [32] . Universal approximator theorem states that a feed-forward neural network with at least one hidden layer can represent an approximation of any function to an arbitrary degree of accuracy which means a deep AE with more than one encoder layer can approximate any mapping from input to bottleneck arbitrarily well. Adding Depth has the effect of exponential reduction in computation cost and amount of training data needed for representing many functions [4] . Different AE structures are described in the literature, but we will discuss the AEs relevant to our study.
1) SPARSE AUTOENCODERS
Autoencoder, whose training criterion involves both reconstruction error and sparsity penalty (h) on the bottleneck layer, is known as Sparse Autoencoder. Sparse AE can be represented as:
Sparsity helps to thwart overfitting of an AE which would otherwise act as an identity function for training data. The penalty term is usually a regularizer added to bottleneck layer.
2) DENOISING AUTOENCODERS
Proposed by Vincent et al. [10] , denoising autoencoder (DAE) receives a corrupted data instance as input and is trained to predict the original, uncorrupted version of instance as its output. Instead of usual AE loss function, DAE minimizes objective function L(x, g(f (x))), wherex represents a corrupted version of x using some noise. DAE must undo this corruption rather than simply replicating their input at output and in doing so it captures only the most significant features of training data. A Corrupting function C(x|x), which denotes a conditional distribution over corrupted data instancesx given original data instances x, is used to generate inputs and DAE learns a reconstruction distribution P re (x|x) estimated from training data (x,( x)). DAE can be conceptualized as performing stochastic gradient decent on following expectation:
Additional benefit of adding noise is reduction in overfitting of models generated by DAE.
3) CONTRACTIVE AUTOENCODER
Contractive Autoencoders were proposed by Rifai et al. [12] . Contractive Autoencoders (ContAE) learn representations which are robust towards small changes in training data. This robustness to small changes is achieved by imposing a penalty term based on Frobenius norm of the Jacobian matrix for the encoder activations with respect to the input samples. According to [12] , the penalty term compresses the localized space and this contraction in localized feature space yields robust features on the activation layer. The penalty terms also aid in learning representations corresponding to a lowerdimensional non-linear feature space which are more aligned to local directions of variation dictated by data, while invariant to the majority of directions orthogonal to the feature space. Loss function of ContAE is given as follows:
F is the Frobenius norm of the jacobian matrix, which is the sum of squares over all elements inside the matrix. Frobenius norm is regarded as the generalization of euclidean norm and represented by following equation.
4) CONVOLUTIONAL AUTOENCODERS
Convolutional Autoencoders (ConvAE) were proposed by Masci et al. [11] . ConvAEs learn non-trivial features using simple stochastic gradient descent (SGD), and discover good initializations for Convolutional Neural Networks (CNNs) that avoid the numerous distinct local minima of highly nonconvex objective functions arising in different deep learning problems. Fully connected AEs ignore the 2D representation of input which introduces redundancy in parameters, forcing each feature to be global. However, a different approach is to discover localized features that repeat themselves all over the input. ConvAEs differ from other AEs as their weights are shared among all locations of the input preserving spatial locality. The latent representations generated by ConvAEs are more sensitive to transitive relations of features and capture the semantics ignored by other AE structures. For input x shaped as mono channel, the latent representations of kth feature map is given by h k = σ (x * W k + b k ) where σ is activation function and * denotes 2D convolution whereas x, W and b denotes input, weights and bias respectively. Reconstruction of ConvAE is obtained using following equation:
Where 'H' represents the collection of latent feature maps; W represents the flip operation over both dimensions of the weights. [11] proposed plain SGD as optimizer and Mean Squared Error as objective function for their ConvAE structure.
B. CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Networks (CNNs) [8] are neural network architectures specially crafted to handle high dimensional data with some spatial semantics. Examples of such data include images, video, sound signals in speech, character sequence in the text, or any other multi-dimensional data. In all of the abovementioned cases, using fully connected networks becomes cumbersome due to larger feature space. CNNs are preferred in such cases because of awareness of spatial layout of input, specific local connectivity, and parameter sharing schemes [33] .
For CNN, the input x consist of a multi-dimensional array called tensor. The core computational block of CNNs are convolution Conv and pooling layers. A Conv layer takes input as a tensor and convolves it with a set of filters (kernels) to produce output tensor. For a single filter k of dimension d k , h k and w k , convolution is performed by sliding filter k overall spatial positions of the input tensor and calculating dot product between input chunk and filter k to produce a feature map. Since Conv layer contains set of filters, it produces a feature map for every filter, and these feature maps are stacked together to produce output tensor. Formally, assuming input shaped as greyscale images, the operation of convolution layer is specified by following steps [33] where
The number of parameters in each filter is F * F * D 1 for a total of (F * F * D 1 ) * K weights and K biases Purpose of pooling layer is to control overfitting by decreasing the size of representation with a fixed downsampling technique (max-pooling or mean-pooling) without any weights. Pooling layers operate on each feature map separately to reduce its size. A typical setting is to use maxpooling with 2x2 filters with a stride of 2 to downsample the representation precisely by half in both height and width.
C. LSTM
Long Short term Memory (LSTM) is a special Recurrent neural network (RNN) architecture. An RNN is a connectivity pattern that perform computations on a sequence of vectors x 1 , · · · , x n using a recurrence formula of the form h t = f θ (h t−1 , x t ), where f , an activation function and θ, a parameter, are used at every timestamp to process sequences with arbitray lengths. The hidden vector h t is called state of the RNN and it sort of provides a running summary of all vectors x till the time-step and this summary is updated based on current input vector x n . Vanilla RNNs use linear combinations of x t , h t−1 which are weak form of coupling between inputs and hidden states [34] . Formal form of LSTM is shown below:
In equation above, sigmoid and tanh functions are applied element-wise. The tensor W has dimensions [4H * (D + H )]. The vectors i, f , o ∈ R H intuitively resemble binary gates controlling operations of memory cell. The vector g ∈ R H is used to additively modify the memory contents, which allows gradients to be distributed equally during backpropagation.
IV. METHODOLOGY
This section describes the architectures of Deep Neural Networks used in this study and methodology of their usage for developing Anomaly detection models. 
A. AUTOENCODERS
In our experiments all AEs, except ConvAE, share the same architecture as shown in Fig 1. In figure 1 , Model depicted under solid border line shows the AE model. AEs are trained using NSLKDDTrain+ dataset. After training of AE, Bottleneck layer reduces the dimensionality from 41 to 16 dimensional feature space while keeping feature information required for reconstruction. Bottleneck representations of input are fed to an MLP for anomaly detection. The MLP model is shown by dotted border in figure 1 which contains the encoder part of AE after training and a fully connected layer. The output layer contains one sigmoid unit to classify the input. If the output <0.5 then input instance is classified as normal and vice versa. 1) Vanilla AE is built as described above.
2) For Sparse AE, L1 regularization is attached to the input of bottleneck layer to ensure acquisition of unique statistical features from the Dataset. After training, the acquired unique features are fed to MLP for classification as discussed above. 3) For Denoising AE (DAE), input is corrupted using Gaussian noise. The level of input corruption is maintained at 50%. Like earlier AEs, weights of DAE are frozen after training. MLP and output layer is appended to frozen encoder part of DAE to get an MLP classification model. 4) For Contractive AE, only the loss function is changed to contractive loss in accordance with the recommendations of [12] and remaining structure of AE and MLP is same. 5) Output shapes and no. of trainable parameters for trained AEs and trained IDS models are shown in table 2 and 3 fig 2 and discussed below. ConvAE accepts input in form of images. Each NSLKDD training record is shaped as 32x32 greyscale image. At first, the idea of converting a 41 feature input to a 32x32 2D array seems absurd but this approach has its merits. Arranging input features as 2D array helps to discover interesting localized relationships between these features that repeat themselves all over the input. ConvAEs differ from other algorithms as their weights are shared among all locations of the input, preserving spatial locality. The latent representations generated by ConvAE for classification are more sensitive to transitive relationships of features and help to learn high level relationships between global features which would otherwise be ignored by other classifiers. As ConvAEs make use of GPUs for training, the training time of network with 2D input is not much different than a conventional SVM or K-NN classifier. The evidence of abovementioned observation is presented in results section where training and testing times of models are discussed.
6) Architecture of implemented ConvAE is depicted in
For converting network flow dataset to corresponding image dataset, we need to create a mapping F : θ → I , where I represents image Dataset corresponding to θ and θ = (φ n ) N n=1 is the preprocessed network flow Dataset. To achieve image representation I corresponding to each training instance, vector v1 of length 41 is generated from the preprocessed entries of dataset features and replicated 3 times to generate a corresponding vector of 123 features which is converted to a vectorv of 128 after concatenating first 5 features. For each training/testing instancev is replicated to generate corresponding 32 × 32 greyscale representation. After transforming θ → I , the label data is preprocessed as per requirements of two-class structure. The result of label transformation is represented by y = y n ∈ (0, 1) M where M denotes the total number of classes. The entry of vector y n is zero if corresponding image belongs to normal traffic and 1 otherwise. Both Test Datasets NSLKDDTest+ and NSLKDDTest21 are also subjected to same preprocessing.
B. DEEP CONVOLUTIONAL NEURAL NETWORKS
Like ConvAE, Deep Convolutional neural network (DCNN) also requires input in the form of images, hence Datasets were subjected to same preprocessing as that of ConvAE. Architecture of DCNN Model implemented for anomaly detection in this study is shown in Figure 3 . The model consist of input layer, three convolution and subsampling pairs, three fully connected layers followed by an output layer consisting of single sigmoid unit. A dropout layer (not shown in figure) is placed between flattened model and first fully connected layer FC1. Dropout Layer, introduced by Srivastav et al. [35] , serves as regularization layer. It randomly drops units from the DCNN along with their weights during training time. This has the effect of training an ensemble of neural networks where each member of ensemble is a subset of original neural network. At test time, it is easy to approximate predictions of all 'thinned' subsets by VOLUME 6, 2018 simply using an ''un-thinned'' original network with smaller weights. The selected hyper-parameters include softsign activation, He-normal kernel initialization [36] , Adadelta optimizer [37] with batch size of 64 instances. Additional hyper-parameters of DCNN included output layer of single sigmoid unit, drop-out rate of 0.5 and zero-padding at each convolution layer input.
C. LSTM
In LSTM IDS Model, each record was processed as single member sequence of 41 dimensional vector to 32 LSTM units. Two Dense layers with ten (10) and one neuron respectively were attached with LSTM outputs to make predictions for two class problem. First Dense layer used RELU activation while classification layer with single unit used sigmoid activation to make predictions. A drop-out layer was introduced between LSTM output and MLP input to thwart overfitting. LSTM IDS Model was trained on combined Training Dataset for 15 epochs.
V. IMPLEMENTATION
This section describes the experimental setup, preprocessing of datasets and implementation details of deep and conventional models implemented for experiments.
A. EXPERIMENTAL SETUP
Hardware setup used for implementing proposed models included:
• CPU : Intel Xeon E-1650 Quad Core • RAM : 16 GB • GPU : nVidia GTX 1070 with 1920 CUDA cores and cuda 8.0
B. PREPROCESSING
A network flow, φ, is an ordered set of all packets π 1 , · · · , π n where
, f i represents time-stamp, source IP address, destination IP address, source port, destination port and protocol and TCP flags respectively. IDS problem is approached as two-class problem where network flows are either anomalous or normal. Training dataset is prepared by combining NSLKDDTrain20% and NSLKDDTrainplus which collectively provide 1,51,165 network flow records. NSLKDD has 41 features like its predecessor KDDCUP99 and we have used all 41 features. Out of 41 features, 3 features 'protocol-type', 'service' and 'flag' are symbolic features which require conversion into quantitative form before they can be consumed by DNNs. Different techniques [38] - [40] and [41] have been proposed in literature for encoding symbolic features to quantitative features. We studied the impact of different category encoding schemes on classification accuracy of NSLKDD dataset using a conventional classifier. For this purpose we chose Decision-Tree algorithm due to its time efficiency. Impact of different encoding schemes on dimensionality of dataset, training time and accuracy of trained model are shown in Table 4 .
In Table 4 , Dimensionality shows the number of new features inserted by encoding algorithm in each instance during encoding of three symbolic features. Average scores show the training accuracy of selected Decision-Tree classifier while using a particular encoding scheme. Based on the performance of symbolic feature encoders, we chose LeaveOneOutEncoding proposed by [41] .
In general, learning algorithms benefit from standardization of the Dataset. Since different feature vectors of NSLKDD Dataset contained different numerical ranges, we applied scaling to convert raw feature vectors into more standardize representation for DNNs. As Datasets contained both normal and anomalous traffic, to avoid the negative influence of sample mean and variance, we used median and interquartile range (IQR) to scale the data for better results. We removed the median and scaled the data according to IQR.
C. IMPLEMENTATION OF DNN MODELS
Software toolchain used to implement all DNNs consist of Jupyter development environment using Keras 2.0 [42] on Theano [43] backend and nVidia cuda API 8.0 [44] . Both Training and testing datasets were manipulated in the form of numpy arrays. Python Scikit-learn [45] library was used for various ML related tasks. Figures and graphs were created using python matplotlib and seaborn libraries. 
D. IMPLEMENTATION OF CONVENTIONAL MODELS
For comparisons, we used Scikit-learn [45] implementations of Binary classification algorithms to train conventional models. These models were trained on unraveld version of Training Datasets. Classification algorithms used to train conventional models include Extreme Learning Machine [46] with Generalized hidden layer proposed by [47] , RBF SVM, Decision Tree (J48) with 10 node depth, Naive Bayes, Random-Forest with 10 J48 estimators, Quadratic Discriminant Analysis and Multilevel perceptron (MLP).
VI. RESULTS AND EVALUATIONS
This section presents results and evaluations of implemented DNN based IDS models. Comparisons of DNN IDS models are provided with each other and with different conventional models. We used prominent metrics to evaluate classification quality of implemented DNNs, which include Receiver Operating Characteristic (ROC), Area under Curve (AuC), Precision-Recall Curve, Accuracy on Test Datasets and mean Average Precision (mAP). These evaluation metrics are computed using confusion matrix which presents four measures as follows: 
A. RECEIVER OPERATING CHARACTERISTICS (ROC)
RoC is a plot of False positive rate (FPR) against True positive rate (TPR) of binary classifiers. FPR is defined as FP/(FP + TN ). It corresponds to the proportion of negative data points mistakenly predicted positive to all negative data points. TPR, also called sensitivity or recall, is defined as TP/(TP + FN ). TPR corresponds to the proportion of positive data points that are correctly predicted positive to all positive data points. RoC shows a trade-off between sensitivity and specificity of classifier. The closer the RoC curve is to top-left border, the better the quality of predictions by the prediction model and vice versa. RoC curves of implemented DNN models for both NSLKDDTest+ and NSLKDDTest21 dataset are shown in figure 4 and figure 5 respectively. Comparison of RoC curves for both DNN and conventional ML models is shown in figure 6 and figure 7 .
B. AREA UNDER ROC CURVE
Area under RoC Curve (AuC) is a measure of how well a binary classifier can perform predictions of labels. The AuC of a classifier is equal to the probability that the classifier will rank a randomly chosen positive (Anomalous) record higher than a randomly chosen negative (Normal) one. A perfect binary classifier has Auc = 1 and greater value of AuC shows better performance. Any AuC value less than 0.5 indicates poor performance of classifier. The AuC values for both NSLKDDTest+ and NSLKDDTest21 datasets are shown in 6 and figure 7. Top 5 AuC scores for both test datasets are shown in Table 5 C. ACCURACY Accuracy results of both Deep and Shallow models are shown in figure 8 . In DNN models, LSTM model delivered top accuracy of 89% and 83% for both NSLKDDTest+ and NSLKDDTest21 datasets respectively. DCNN remained runner-up in DNN models with 85% accuracy in NSLKDDTest+ while for NSLKDDTest21 runner-up turned out to be ConvAE. From conventional models, Decision-Tree, SVM and k-NN had a tie at 82% for NSLKDDTest+, while Decision Tree outperformed the two conventional contender models in NSLKDDTest21 dataset with accuracy of 68%. Overall best VOLUME 6, 2018 accuracy was delivered by LSTM with accuracy score of 89% and 83% respectively for NSLKDDTest+ and NSLKDDTest21 datasets. The sharp difference in Accuracies between NSLKDDTest+ and NSLKDDTest21 in all models is due to the fact that NSLKDDTest21 contains records for attack types not available in other NSLKDD train and test Datasets. These attack types include processtable, mscan, snmpguess, snmpgetattack, saint, apache2, httptunnel, back and mailbomb as mentioned earlier. This means that trained models never had the opportunity to see these attacks during training as they were not available in training data.
D. PRECISION-RECALL CURVE AND MAP
Precision is defined as a measure of relevancy of results, while recall provides us a measure of how many genuinely relevant results are returned. High scores for both show that the model is returning accurate results (high precision), while also returning the majority of positive results (high recall). Each classifier exhibits a trade-off between precision and recall. Due to the fact that individually both Precision and Recall provide only a puzzle piece of classifier performance, they are combined to form Precision-Recall curve which presents the relationship between them in more meaningful manner. The stair-step nature of Precision-Recall curve provides insight into the relationship between precision and recall. A small change in the threshold at the edges of stair-step considerably reduces precision with only a small increase in recall. Figure 9 and 10 depicts precision-recall curves (PRC) and mean Average Precision (mAP), shown as area under precision-recall curve in legends section, of DNN models for both test Datasets. Mean average precision (mAP) summarizes a precision-recall curve as the weighted mean of precisions achieved at each threshold, with differential increase in recall used as the weight. mAP for all tested models is shown in legends section of Figures 9,10, 11 and 12 . Except SparseAE, all DNN models showed very good results. In NSLKDD+, both LSTM and DCNN model share Top position with mAP scores of 97% while DCNN showed marginally improved performance for NSLKDD21 with 98% score. Three models including ContAE, ConvAE and LSTM achieved 97% mAP score for NSLKDD21. Figure 11 and 12 shows PRC and mAP performance of all models. Top six mAP scores are shown in Table 6 .
E. TEST AND TRAIN TIMINGS
In this subsection, we provide the train and test timings of models used in this study. For DNNs, GPU is used as training and testing device while conventional models were trained and tested using CPU. In DNNs, ConvAE proved to be the most expensive algorithm because the training time included both Autoencoder model training and MLP classification model training. Collectively ConvAE IDS model took approximately 367 seconds on GPU. DCNN and LSTM models took 109 and 208 seconds respectively. Smallest training time from DNN models was that of Sparse Autoencoder but it did not show comparable results. SVM with RBF kernel proved to be the most expensive model among conventional IDS models and took approximately 314 seconds. Fastest among conventional category was Random-Forest closely followed by Decision Tree. With smallest training time, Decision-tree model showed remarkable results and performed comparable to other complex models. Remaining conventional models took each under VOLUME 6, 2018 100 seconds for training. Training times of all models used in this study are shown in 13. Evaluation times of all models used in this study are shown in Figure 14 for both NSLKDDTest+ and NSLKDDTest21 datasets. Overall longest time to evaluate complete dataset was approximately 8 seconds shown by k-NN based IDS model. Both best performing DNN models i.e. DCNN and LSTM took approximately 2 and 4 seconds for NSLKDDTest+ and 1 second for NSLKDDTest21 dataset. Decision Tree based IDS model performed imperceptibly fast during evaluation of both test Datasets.
VII. CONCLUSION
In this paper, Intrusion Detection models were proposed, implemented and trained using different deep neural network architectures including Convolutional Neural Networks, Autoencoders, and Recurrent Neural Networks. These deep models were trained on NSLKDD training dataset and evaluated on both test datasets provided by NSLKDD namely NSLKDDTest+ and NSLKDDTest21. For training and evaluation of deep models, a GPU powered test-bed using keras with theano backend was employed. To make model comparisons more credible, we implemented conventional ML IDS models with different well-known classification techniques including Extreme Learning Machine, k-NN, Decision-Tree, Random-Forest, Support Vector Machine, Naive-Bays, and QDA. Both DNN and conventional ML models were evaluated using well-known classification metrics including RoC Curve, Area under RoC, Precision-Recall Curve, mean average precision and accuracy of classification. Both DCNN and LSTM models showed exceptional performance with 85% and 89% Accuracy on test dataset which demonstrates the fact that Deep learning is not only viable but rather promising technology for information security applications like other application domains. Our future research will be directed towards investigating deep learning as feature extraction tool to learn efficient data representations for anomaly detection problem.
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