Motivated by a recent work of X. Chen and M. Zhu (Commun. Math. Stat., 1 (2013) 369-385), we establish a Trudinger-Moser inequality on compact Riemannian surface without boundary. The proof is based on blow-up analysis together with Carleson-Chang's result (Bull. Sci. Math. 110 (1986) 113-127). This inequality is different from the classical one, which is due to L. Fontana (Comment. Math. Helv., 68 (1993) 415-454), since the Gaussian curvature is involved. As an application, we improve Chen-Zhu's result as follows: A modified Liouville energy of conformal Riemannian metric has a uniform lower bound, provided that the Euler characteristic is nonzero and the volume of the conformal surface has a uniform positive lower bound.
Introduction
Let (Σ, g) be a compact Riemannian surface without boundary, K g be its Gaussian curvature and χ(Σ) be its Euler characteristic. Let W 1,2 (Σ) be the completion of C ∞ (Σ) under the norm
where ∇ g is the gradient operator and dv g is the Riemannian volume element. As a limit case of the Sobolev embedding theorem, the Trudinger-Moser inequality [29, 20, 19, 23, 18] plays an important role in analysis and geometry. In an elegant paper [13] 
Motivated by works of Adimurthi-Druet [2] , the author [24, 25, 26] and C. Tintarev [22] , we obtained in [27] that for any α < λ and extremal function for this inequality exists. Here λ * g (Σ) is the first eigenvalue of the LaplaceBeltrami operator with respect to the mean value zero condition, namely λ * g (Σ) = inf u∈W 1,2 (Σ), Σ udv g =0, Σ u 2 dv g =1 Σ |∇ g u| 2 dv g .
Clearly λ * g (Σ) > 0 and (3) improves (2) . As a consequence of (3), we have a weak form of the Trudinger-Moser inequality. Namely, for any α < λ * g (Σ), there exists some constant C depending only on (Σ, g) and α such that for all u ∈ W 1,2 (Σ), there holds
where u = 1 vol g (Σ) Σ udv g . When α = 0, the inequality was obtained by Ding-Jost-Li-Wang [9] . For any conformal metricg = e u g, where u ∈ C 2 (Σ), the Liouville energy ofg reads
where R g and Rg are twice the Gaussian curvature K g and Kg respectively. Since
we have
If Σ is a topological two sphere and volg(Σ) = vol g (Σ) = 4π, then it was proved by X. Chen and M. Zhu [8] that there exists some constant C depending only on (Σ, g) such that
This is a very important issue in the Calabi flow [6, 8] . Note that (5) can be derived from (3). One would expect an inequality, which is an analog of (3) and stronger than (7) . To state our results, we fix several notations. Let us first define a function space
and an associate eigenvalue of the Laplace-Beltrami operator
Clearly, K g is a closed subspace of
In Lemma 6 below, we shall describe a necessary and sufficient condition under which λ g (Σ) > 0. If α < λ g (Σ) and u ∈ K g , we write
Clearly · 1,α is an equivalent norm to · W 1,2 (Σ) defined as in (1) on the function space K g , provided that α < λ g (Σ). The first and the most important result in this paper can be stated as follows: 2 Theorem 1. Let (Σ, g) be a compact Riemannian surface without boundary, K g be its Gaussian curvature, and K g , λ g (Σ) be defined as in (8) , (9) respectively. Suppose that the Euler characteristic χ(Σ) 0. Then for any α < λ g (Σ), there holds
where · 1,α is a norm defined as in (10) An extremely interesting case of Theorem 1 is α = 0. If λ g (Σ) > 0, the norm · 1,0 is well defined on the function space K g , and thus (11) is an analog of Fontana's inequality (2) . Furthermore, the following theorem reveals the relation between the Trudinger-Moser inequality and the topology of Σ.
Theorem 2.
Let (Σ, g) be a compact Riemannian surface without boundary, K g be defined as in (8) . Then the Trudinger-Moser inequality
holds if and only if the Euler characteristic χ(Σ) 0.
Let us explain the relation between (12) and (2) under the assumption that χ(Σ) 0. First, we can see that both best constants of the two inequalities are 4π. Second, the subcritical inequalities in both cases are equivalent. Precisely, the inequalities
holds if and only if (2) holds for all γ < 4π. Third, in the critical case, (12) is independent of (2).
Another interesting problem for the Trudinger-Moser inequality is the existence of extremal functions. Pioneer works in this direction were due to Carleson-Chang [5] , M. Struwe [21] , F. Flucher [12] , K. Lin [15] , Ding-Jost-Li-Wang [9, 10] , and Adimurthi-Struwe [3] . Concerning the extremal functions for (11), we have the following: Theorem 3. If the Euler characteristic χ(Σ) 0, then for any γ ≤ 4π and α < λ g (Σ), where λ g (Σ) is defined as in (9) , the supremum in (11) can be attained by some function u * ∈ K g with u * 1,α ≤ 1.
One would ask what will happen when χ(Σ) = 0. We talk about this situation briefly. From Lemma 6 below, we know that λ g (Σ) = 0. By the Young inequality 2ab ≤ ǫa 2 + ǫ −1 b 2 , ∀ǫ > 0, and Fontana's inequality (2), we can prove that
For details of the proof of (13), we refer the reader to [11, 28] . Thus (13) is weaker than (2) . There also holds
Hence, in the case χ(Σ) = 0, (11) is still true and slightly weaker than (2) . It was proved by Y. Li [16] that the extremal function for (13) exists, while it is open whether or not the extremal function for (11) exists under the assumption χ(Σ) = 0. This issue will not be discussed here.
Finally we apply Theorem 1 to Chen-Zhu's problem [8] . Letg = e u g be a metric conformal to g, where u ∈ C 2 (Σ). If χ(Σ) 0, we define a modified Liouville energy ofg, by
In particular, if Σ is a topological two sphere, then L g (g) coincides with the Liouville energy L g (g) defined as in (6) . We denote
The following theorem generalizes Chen-Zhu's result (7). 
where L g (g) and C g (Σ) are defined as in (14) and (15) respectively.
The proof of Theorem 1 and Theorem 3 is based on blow-up analysis. We follow the lines of [25, 27] , and thereby follow closely Y. Li [16] and Adimurthi-Druet [2] . Earlier works had been done by Ding-Jost-Li-Wang [9, 10] and Adimuthi-Struwe [3] . Both Theorem 2 and Theorem 4 are consequences of Theorem 1. The following lemma due to Carleson-Chang [5] will be used in our analysis.
Another key ingredient in our analysis is the well-known Gauss-Bonnet formula (see for example [14] , Section 3.J.1, p. 176), namely
Throughout this paper, we often denote various constants by the same C, also we do not distinguish sequence and subsequence. The remaining part of this paper is organized as follows: Theorem 1 and Theorem 3 are proved in Section 2; Theorem 2 and Theorem 4 are proved in Section 3 and Section 4 respectively. 4
A Trudinger-Moser inequality involving Gaussian curvature
In this section, we prove Theorem 1 and Theorem 3 by using blow-up analysis. We need several preliminary results before beginning the blow-up procedure.
Proof. Let us first prove that λ g (Σ) can be attained. By definition of λ g (Σ) (see (9) before), we take
Thus, up to a subsequence, we can assume
It then follows that
Since u j ∈ K g , we have
By (17) and (18), we have that
We have λ g (Σ) = 0 and thus u 0 ≡ C for some constant C. In view of (18), we have by using the Gauss-Bonnet formula (16) that 2πCχ(Σ) = 0. Hence C = 0. This contradicts Σ u 2 0 dv g = 1. On the contrary, if χ(Σ) = 0, then the Gauss-Bonnet formula implies that u ≡ c ∈ K g for any c ∈ R. Hence λ g (Σ) = 0.
An immediate consequence of Lemma 6 is the following:
Proof. Take any u ∈ K g with Σ |∇ g u|
udv g . For any fixed γ < 4π, we can find some γ 0 , say γ 0 = (γ + 4π)/2, and a constant C depending only on γ such that
By Lemma 7, there exists some constant C depending only on (Σ, g) such that
Then it follows from Fontana's inequality (2) that
for some constant C depending only on (Σ, g) and γ. Therefore (19) follows.
We remark that if χ(Σ) 0, then Proposition 8 indicates that Fontana's subcritical inequalities imply (19) . Conversely, assuming (19) , then using the same argument as in the above proof we can get (2) for any γ < 4π. Therefore, (19) is equivalent to (2) with γ < 4π.
In the remaining part of this section, we always assume χ(Σ) 0 and α < λ g (Σ).
Lemma 9. For any
Proof. For any fixed 0 < ǫ < 4π, we choose u j ∈ K g with u j 1,α ≤ 1 such that as j → +∞,
By Lemma 7, u j is bounded in W 1,2 (Σ). Then we can assume, up to a subsequence,
, and u j → u ǫ a.e. in Σ. As such, we have
This immediately leads to u ǫ 1,α ≤ 1 and
It follows from the Hölder inequality and Proposition 8 that e
. This together with (21) leads to (20) . Since u j ∈ K g , we have u ǫ ∈ K g . It is easy to see that u ǫ 1,α = 1.
By a straightforward calculation, we know that u ǫ satisfies the Euler-Lagrange equation
where ∆ g is the Laplace-Beltrami operator. Elliptic estimate implies that u ǫ ∈ C 1 (Σ).
Lemma 10.
We have
Proof. By Lemma 9, Σ e (4π−ǫ)u 2 ǫ dv g is increasing with respect to ǫ > 0. Hence the limit on the left hand side of (23) 
On the other hand, it is obvious that
Combining (24) and (25), we get (23).
We now follow the lines of [25, 27] , and thereby follow closely Y. Li [16] and AdimurthiDruet [2] . Similar blow-up scheme had been used by Ding-Jost-Li-Wang [9, 10] and AdimurthiStruwe [3] . Denote c ǫ = |u ǫ (x ǫ )| = max Σ |u ǫ |. If c ǫ is bounded, applying elliptic estimates to (22) , we already conclude the existence of extremal function. Without loss of generality, we may assume c ǫ = u ǫ (x ǫ ) → +∞ and x ǫ → p ∈ Σ as ǫ → 0. Proof. Since u ǫ 1,α = 1 and u ǫ ∈ K g , it follows from Lemma 7 that u ǫ is bounded in W 1,2 (Σ). Precisely, we have
In view of (26), without loss of generality, we can assume u ǫ ⇀ u 0 weakly in W 1,2 (Σ), and
and
Suppose u 0 0. In view of (28), Proposition 8 together with the Hölder inequality implies that e 4πu 2 ǫ is bounded in L q (Σ) for any fixed q with 1 ≤ q < 1/(1 − u 0 2 1,α ). Applying elliptic estimates to (22) , we have that u ǫ is uniformly bounded in Σ, which contradicts c ǫ → +∞. Therefore u 0 ≡ 0 and (27) becomes
Suppose |∇ g u ǫ | 2 dv g ⇀ µ in sense of measure. If µ δ p , then in view of (29) and u 0 ≡ 0, we can choose sufficiently small r 0 > 0 and a cut-off function φ ∈ C |∇ g (φu ǫ )| 2 dv g < 1.
Let
Using Fontana's inequality (2), we conclude that e
2 is bounded in L s (B r 0 (p)) for some s > 1. Note that φ ≡ 1 on B r 0 /2 (p). Applying elliptic estimates to (22) , we have that u ǫ is uniformly bounded in B r 0 /2 (p), which contradicts c ǫ → +∞ again. Therefore |∇ g u ǫ | 2 dv g ⇀ δ p , and this completes the proof of the lemma.
Lemma 12. λ ǫ has a positive lower bound and µ ǫ is bounded.
Proof. Note that
This together with Lemma 10 implies that λ ǫ has a positive lower bound. By Lemma 11, we have that u ǫ is bounded in L 2 (Σ). Moreover, since
we conclude that µ ǫ is a bounded sequence.
Let exp x ǫ be the exponential map at x ǫ and inj g (Σ) be the injectivity radius of (Σ, g). There exists a δ, 0 < δ < inj g (Σ), such that for any ǫ > 0, exp x ǫ maps the Euclidean disc B δ (0) ⊂ R 2 centered at the origin with radius δ onto the geodesic disc B δ (x ǫ ) ⊂ Σ. Let
For any fixed β, 0 < β < 4π, we estimate
here we have used Proposition 8 and Lemma 11. In particular, r ǫ → 0. This leads to
where ξ denotes the Euclidean metric. Define two sequences of blow-up functions on the Euclidean disc B δr −1
It is first discovered by Adimurthi and M. Struwe [3] that the above function sequences are suitable for this kind of problems. By the equation (22), we have on B δr −1
8
where
, |ψ ǫ | ≤ 1 and ψ ǫ (0) = 1. Applying elliptic estimates to (33) and noting (32), we have ψ ǫ → ψ in C 1 loc (R 2 ), where ψ is a distributional solution to
Then the Liouville theorem implies that ψ ≡ 1 on R 2 . In view of (31), ∆ g ǫ ϕ ǫ is bounded in B R for any fixed R > 0. Note also that ϕ ǫ (x) ≤ 0 = ϕ ǫ (0) for all x ∈ B δr −1 ǫ (0). Applying elliptic estimates to (34), we have ϕ ǫ → ϕ in C 1 loc (R 2 ), where ϕ satisfies
Moreover, we have
by using (30), change of variables, and
. In view of (35) and (36), a result of Chen and Li [7] implies that
As a consequence
In conclusion, we obtain the following:
, where ϕ satisfies (37) and (38).
Proposition 13 provides the convergence behavior of u ǫ near the blow-up point p. For the convergence behavior of u ǫ away from p, we have the following:
Moreover, G can be decomposed as
where r denotes the geodesic distance from p, f (r) is a nonnegative smooth decreasing function, which is equal to 1 in B inj g (Σ)/2 (p), and to zero for r ≥ inj g (Σ), A p is a constant real number,
Proof. With a slight modification of proofs of ( [25] , Lemmas 4.5-4.9), we obtain c ǫ u ǫ ⇀ G weakly in W 1,q (Σ) for all 1 < q < 2, and
, where G is a distributional solution to (39). It is known ( [4] , Section 4.10, p. 106) that there exists some function h ∈ L ∞ (Σ) such that
f (r) log r = δ p + h in the distributional sense. Hence
in the distributional sense. Since G ∈ L s (Σ) for any s ≥ 1 by the Sobolev embedding theorems, the terms on the right hand side of (41) belong to L s (Σ) for all s ≥ 1. By elliptic estimates, G + 1 2π f (r) log r ∈ C 1 (Σ), which implies (40).
In the following, we shall derive an upper bound of the integrals Σ e (4π−ǫ)u 2 ǫ dv g . There are two ways to obtain the upper bound: One is to use the capacity estimate which is due to Y. Li [16] ; The other is to employ Carleson-Chang's estimate (Lemma 5), which was first used by Li-Liu-Yang [17] . Here we prefer to the second way. In view of (40), we have
Hence we obtain
0 (B δ (p)). By (42) and the fact that
Now we choose an isothermal coordinate system (U, φ; {x 1 , x 2 }) near p such that B 2δ (p) ⊂ U, φ(p) = 0, and the metric g = e h (dx 1 2 + dx 2 2 ) for some function h ∈ C 1 (φ(U)) with h(0) = 0. Clearly, for any δ > 0, there exists some c(δ) > 0 with c(δ) → 0 as δ → 0 such that dv g ≤ (1 + c(δ))dx and φ(B δ (p)) ⊂ B δ(1+c(δ)) (0) ⊂ R 2 . Noting that u ǫ = 0 outside B δ (p), we have
This together with Lemma 5 leads to lim sup
Note that |u ǫ | ≤ c ǫ and u ǫ /c ǫ = 1 + o ǫ (1) on the geodesic ball B Rr ǫ (x ǫ ) ⊂ Σ. We estimate on
where o(1) → 0 as ǫ → 0 first and then δ → 0. Combining (43) with (44), letting ǫ → 0 first, and then letting δ → 0, we conclude lim sup
By a change of variables and (38), there holds
where o(1) → 0 as ǫ → 0 first, and then R → +∞. This together with (38) implies
Using the same argument as ( [16] , Lemma 3.5) (see also [25] , Lemma 3.6), we have
Combining (45) 
While if c ǫ → +∞, (48) follows from Proposition 15 immediately. Now we prove that 4π is the best constant. Fixing a point p ∈ Σ, we let r = r(x) = dist g (x, p) be the distance from p to x and B s = B s (p) be the geodesic ball centered at p with radius s. For sufficiently small ǫ > 0, we define a sequence of functions
Hence
. If γ > 4π, then we take some ν such that (1 − ν) γ 2π > 2. We have by (49) and an inequality 2ab ≤ νa
Therefore for any γ > 4π and α < λ g (Σ), there holds
This completes the proof of Theorem 1.
Completion of the proof of Theorem 3. We shall construct a function sequence φ ǫ satisfying
Combining (53) Let φ ǫ satisfy (50), i.e. φ ǫ − (φ ǫ ) g 1,α = 1. Then we have
It follows from (52) and (58) that
Clearly we have on B Rǫ (p) 4π(φ ǫ − (φ ǫ ) g ) 2 ≥ 4πc 2 − 2 log(1 + π r 2 ǫ 2 ) + 8πB + O(Rǫ log(Rǫ)).
This together with (58) and (59) yields In particular, choosing α = 0 in the above inequality, we have
Noting that C g,0 (Σ) = C g (Σ) defined as in (15), we finish the proof of Theorem 4.
