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Abstract 
Quadratic stochastic programs (QSP) with recourse can be formulated as nonlinear convex programming problems. 
By attaching a Lagrange multiplier vector to the nonlinear convex program, a QSP is written as a system of non- 
smooth equations. A Newton-like method for solving the QSP is proposed and global convergence and local super- 
linear convergence of the method are established. The current method is more general than previous methods which 
were developed for box-diagonal and fully quadratic QSP. Numerical experiments are given to demonstrate the 
efficiency of the algorithm, and to compare the use of Monte-Carlo rules and lattice rules for multiple integration in the 
algorithm. 
Keywords: Newton's method; Quadratic stochastic programs; Nonsmooth equations 
1. Introduction 
Let P e R" ×" be symmetric positive semidefinite and H e R "×" be symmetric positive definite. 
We consider two-stage quadratic stochastic programs with fixed recourse [19, 20] 
min ½ xT Px + CX X + dp(x) 
XER n 
subject o Ax <~ b, 
where 
q~(x) = fa  q/(x, og)p(to) dw 
(1.1) 
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and 
~b (x, 09) = max - ½ z r nz  + z T(h(09) - Tx)  
z~R m 
subject o Wz <~ q. 
Here c e •", A ~ R ~×", b ~ ~', T ~ R TM, q e ~,,1 and W ~ ~ml xm are fixed matrices, 09 ~ R m2 is 
a random vector with support 2 ~ R m2, p is a probability density function on R "2 and h(. ) e R" is 
a random vector. 
By introducing a new variable y, an equivalent form of (1.1) is 
min ½ xV Px  + cTx + ~(y)  
X~R n, y~R m 
subject o Ax <% b, 
Tx  - y = 0, (1.2) 
where 
= g(y,09)p(09)d09, 
g(y, 09) = max - ½ z T Hz  + zT (h(o) -- y) 
z~R m 
subject o Wz <% q. 
Since H is symmetric positive definite, the function q~ is convex and once continuously differenti- 
able. Calculating q~ involves multidimensional integrals and quadratic programs. Problem (1.2) is 
useful because it is a convex program in which computational difficulties occur primarily in 
evaluation of q~ (m variables) and usually m << n; see I-7, 8]. 
Since it is impossible to demand the exact evaluation of the function • and its gradient, we 
consider approximate problems of the form 
min ½ xX Px  + CT X + f (y )  
X~R ~, yER m 
subject o Ax <~ b, 
Tx  -y=0,  
where 
N 
f (y )  = 
i=1  
oqg(y,o,)~(o,) ,  
(1.3) 
g(Y, 09i) = max 
ZER m 
- ½zTHz + zT(h(091) -- ~9) 
subject o Wz <% q. 
The function # involves p and a transformation used to go from the integral on t2 to the unit cube 
[0, 11 "2. The weights {~i}~=1 and points {09i}/s=1 are generated by a multidimensional numerical 
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integration rule. The ~i,toi are independent of y. In Section 4 we discuss both Monte-Carlo 
methods and lattice methods for approximating 4. The aim is to develop methods which are 
applicable to problems where the dimension m2 of the integral is large (>f 5). Lattice methods 
1-21,4] are promising methods for multidimensional integration, and to our knowledge have not 
been used in stochastic programming before. In both Monte-Carlo and lattice methods equal 
weights are chosen, that is ~i = l /N ,  i = 1, 2 . . . . .  N. 
Let 
and 
X = {x~ R~IAx  <~ b} 
Z = {z ~ ff~m I Wz  ~ q} 
be nonempty polyhedra. 
Since H is symmetric positive definite, f is a differentiable convex function defined in the whole 
space R m. 
Problem (1.3) can be considered as an extended linear quadratic programming (ELQP) problem 
as introduced by Rockafellar and Wets [19, 20]. If both P and H are positive definite, the problem 
is called fully quadratic. If both P and H are diagonal, and both X and Z are box regions defined by 
simple lower and upper bounds on the variables, the problem is called box-diagonal. Several 
numerical methods have been develped for solving fully quadratic and box-diagonal ELQP 
problems [14, 18-20, 23, 24]. However most of these methods are less efficient in the general case. 
Even when the problems are fully quadratic only linear convergence rates were established. 
Recently, Qi and Womersley [15] presented a sequential quadratic programming method for 
box-diagonal case and showed that the rate of convergence of theirmethod is superlinear. 
Although the algorithm in [15] is not in principal restricted to the box-diagonal case, it used 
explicit expression for derivative information which are only available in the box-diagonal case. 
When Z is a box, the problem corresponds tothe simple recourse problem, which is relatively easy. 
The general case is typically very hard [5, 12]. 
In [15, 18-20, 24] the dual objective isevaluated to provide aduality gap for a stopping criterion. 
The current algorithm does not evaluate the dual objective as this would involve the solution of 
a first stage quadratic programming problem with a potentially large number of variables. 
In this paper we present a new method which is efficient in general case and realizes both 
global convergence and superlinear convergence. Furthermore, we do not need to calculate the 
dual problem. 
Assume that there exists an optimal solution (x*, y*) of (1.3). According to [17, Theorem 28.2], 
there exist optimal Lagrange multiplier vectors 2" ~ R' and p* ~ R m associated with the constraints 
Ax <~ b and Tx  - y = 0, respectively. From the Kuhn-Tucker conditions for (1.3), we then have 
0 = Px*  + c + AT2 * + TTp *, 
0 = Vf (y* )  - p*, 
0 = Tx*  - y*, 
Ax* ~< b, 2"/> O, ,~,*T(Ax* -- b) = O. 
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Let/~ = (x,y,2,p) and M = n + 2m + r. Then the Kuhn-Tucker conditions for (1.3) can be stated 
as the following system of nonsmooth equations in the variable/~ [10,1: 
IPx +c  + AT2 + TTp t 
Vf(y) - p = 0, (1.4) 
F(#) = min(b - Ax, 2) 
Tx - y 
where "min" denotes the componentwise minimum operator on a pair of vectors. The nonsmooth 
function F is a mapping from NM into itself. 
If #* is a solution of (1.4), then the Kuhn-Tucker conditions for (1.3) hold at (x*, y* ). Since (1.3) is 
a convex program and the objective and the constraints of (1.3) are C 1 functions, by [3, Theorem 
9.4.2-1, (x*,y*) is a global solution to (1.3). 
In Section 2, we show that F is globally Lipschitz in R M. By Rademacher's theorem, F is 
differentiable almost everywhere in R u. Let Dr be the set where F is differentiable. We use the 
generalized Jacobian defined in [13,1 
,~ lim gF(#k)~ 
~sF(#)  = I~  -~ ~ (1.5) 
J { #ke Dv 
We give a V e 8BF(#) for # e R u by using Pang's results on the projection function [10]. 
In Section 3, we use the generalized Jacobian V ~ 8BF(#) given in Section 2 to present an 
algorithm. The algorithm realizes global convergence and superlinear local convergence. 
Let II" [I denote the Euclidean orm. 
When we get a solution of (1.3), two basic questions are raised: how good of an estimate is the 
optimal value of (1.3) for the optimal value of (1.2), and how well do the solutions of (1.3) 
approximate the solutions of (1.2) [6]. In Section 4, while solving (1.3) by our algorithm, we 
consider which integration rule can provide a sharper estimate for [~(y) - f (y)[  and minimize the 
number of integrand evaluations. We give numerical experiments o demonstrate he efficiency of 
our algorithm and to compare the use of Monte-Carlo rules and lattice rules for multiple 
integration in the algorithm. 
2. Generalized Jacobians 
In this section we show that Vf is  the sum of projection functions, so F is globally Lipschitz on 
R M. The Lipschitz property of F can be viewed as a consequence of the results [11-1. However, the 
following results emphasize the special structure in terms of projection functions which is used in 
Theorem 4 and the algorithm. Furthermore, we give an element in the generalized Jacobian dBF(#) 
fo r#~ R M. 
Proposition 1. Let o9i ~ R '~2 befixed, i = 1,2, ..., N, 
Qi(y) = - argmax { -  ½zrnz  + (h(ogi) - y)Tz: Z ~ Z} 
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and 
Q(Y) = $ iFl Hip* 
Then Q(Y) = V(Y). 
Proof. Since H is positive definite, for any y E R”, Oi E IlP there exists a unique z*(y, oi) such that 
z*(Y,o~) = argmax{ - _5zTHz + (h(mi) - y)’ z: z E Z}. By [17, Theorem 27.11 on convex conju- 
gate functions, 
is differentiable at y and 
Hence we have 
N &I 
Vf(Y) = j$ ,C jj(Y3 ~i)p(Oi) = - $ .i z*(Y9 Q)P(Oi) 
l-1 r-l 
= k iil Qi(Y)D(ai) = Q(Y). q 
Let ~(x, A) = min(b - Ax,A). Using the construction in [13], we can give an element in the 
generalized Jacobian c?~(P x, A). Define 
where 
a"i(X,Il) = 
- Ui if (b - AX)i < Li, 
o 
otherwise 
and 
Ai(Xp IL) = 
ei if Ai <(b-AX)i, 
0 otherwise 
for i = 1,2, . . . , r. Here ai is the ith row of A and et is the ith row of the identity matrix I E R’“‘. Then 
(G, 4, 4x9 4) E &4x, 4. 
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Definition 2. Let S be a nonempty, closed and convex subset of •m. The projection of u ~ •m onto 
the set S, denoted as Hs(u) is the unique solution 
min II u - s II. 
s~S 
Let S be the polyhedron 
S= {s~mlBs~q},  
where B s R '~' × m. For any arbitrary vector u let Bu denote the submatrix of B comprising of rows 
that correspond to the active inequalities Bs <<. q at the vector I-Is(u). Define the polyhedral cone 
S(u) = {s I(Ils(u) - u) T s = 0; Bus <<. 0} 
and the lineality space of S(u) 
 e(u) = S(u)r ( - S(u)). 
We summarize properties of the projection function which are used in this paper. 
Lemma 3. (i) 1-16] Hs is a contraction, i.e., it is Lipschitz with modulus 1. 
(ii) [10] IIs is everywhere directionally differentiable along any direction and H's(u;d)= 
Hstu)(d). Furthermore, for any vector h with II h [I sufficiently small 
Hs(u + h) = l-Is(u) + Hs{u)(h). 
(iii) [10] Hs is F-differentiable at u if and only if BuFls¢u) is identically zero; in this case, 
VIIs(u) = H~(u) (here Bulls(u) denotes the composite map: (BuIIs(u))(d) = B~(Hs(,,)(d))). 
By Lemma 3 and Rademacher's theorem, Fls is differentiable almost everywhere. Let Dns be the 
set where Hs is differentiable. 
Theorem 4. Let B = WH-1/2. Then 
S= {seRmIBs  <<. q} = {s Is= HI/2z, zeZ} 
and 
(i) Qi is differentiable almost everywhere; 
(ii) Qi is F-differentiable at y if and only if B,,Hstu) 
u = H-  1/2(h( fD i )  - -  y); 
(iii) ~BQi(Y) = H-  1/2 lim { VHs(Uk)} H-  1/2 = H-  1/2 
u k --*u 
uk • D I I  s 
where uk = H-1/2 (h(ogi) - YR). 
(iv) Assume that W has full row rank. Let 
{H- '  if H - ' /2u i~ in tZ ,  
Ui(y) = 1/2 H~¢u,)H- 1/2 otherwise, 
is identically equal to zero, where 
lim {//z~,~} H-  1/2, 
uk --b u 
uk • D I I  s 
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where ui = H-  l /2 (h(ok l )  - y) .  Then Ui(y) ~ OBQ,(y). Furthermore, F(Iz) is olobaUy Lipschitz in R M 
and 
P 
0 
V u = 
(x, 
T 
0 A T T T 
U(y) 0 -- I 
0 A (x, 2) 0 
- I  0 0 
0BF(/z), (2.1) 
where 
1 N 
U(y) = ~ 
i=1 
Ui(y)#(ogi) ~ OBQ(y). (2.2) 
Proof. Let )7 be a vector in R m and let v = h(coi) - )7. Then ~? = argmax{ - ½zTHz + zTv, Z ~ Z}  if 
and only if for any z ~ Z, 
( z  -  )T(v - 0 .  
Let s = H 1/2 z. Then g = H 1/2 ~ if and only if for any s e S, 
(S - -  s )T (H-  1/1V - -  S) ~< 0. 
Let u = H-1/zv .  By Definition 2, g is the projection of u onto S, i.e. g= IIs(u). Since 
H 1/z ~ = g = IIs(u) = I I s (H-  1/2 v), we have 
Qi()7) = - z = - H -  I/2 Hs(H-  x/2(h(toi) - )7)). 
Furthermore, if u ~ D m, then Qi is differentiable at 37 and 
|7Qi()7) = H - 1/2 VHs(H-  1/2(h(o31) - -  )7))H - x/2 = H-  1/2I-l~lu)H- 1/2 
Hence (i)-(iii) follow from Lemma 3. 
Consider (iv). Since Vf  = Q is the sum of projection functions, Vf  is globally Lipschitz in R". 
Since q~(x, 2) is the componentwise minimum operator on a pair of linear functions, q~ is globally 
Lipschitz in R"x  R'. Therefore, F is globally Lipschitz in R M. By Rademacher's theorem, F is 
deferentiable almost everywhere in R ~t. Hence we can define the generalized Jacobian 0BF(#) for 
any # e R u. Now we prove (2.1). 
If:~ = H-  1 v e int Z ~ 0, then u = H-  1/2 v e int S and Bu does not exist. Hence Q~ is differentiable 
at )7 and £P(u) = R". This implies VHs(u) = I and VQi(37) = H-1  
Now we consider the case H- lv¢ in tZ .  For any u e R", H~lu ) is the projection from R" to the 
null space £~°(u) of the matrix 
Bu " 
It is sufficient o prove that for any u ~ N m, 
) ' l im H~lu.) ~ 
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that is, there is a subsequence {Uk } ~_~ D m such that 
//-~l,) = lim //-~t,w (2.3) 
k --* oo 
Let Jo = {il, i2, . . . ,  ijo} be the index set such that (Bu)ij = qij, j  = 1, 2, ... ,Jo- Since B has full row 
rank, there is an n x m matrix E such that BE(BE)  T = I. Without loss of generality, we may assume 
that BB T = I. 
Consider the case Jo = 0. In this case, there exists a neighborhood JV~ of u such that for any 
u + h • Y~,/3, =/~,,+h. Let g•  S(u). Then there is a small positive number 6 such that h = 6g• S(u) 
and u +/Y • JVu. Furthermore, for any s • S(u), 
(/ ' /s(U "[- h)  - -  (u --~ ]~))Ts 
= (F Is (U)  ~- Us(u) (h  ) - (U "~- h))Ts 
-~" (F I s (u ) (h )  - ]~)Ts = ( ] ' l -  ]~)Ts = O. 
On the other hand, for any s • S(u + h), 
(/'/S(U) - -  U) T S 
= (IIs(U At- h) -/-/S(u)(h) - (u + ]~-  ]~))T S 
= ( - -  Hs (u) (h  ) Ai- ]~)Ts = ( --  h dr- h )Ts  = 0. 
Hence we have S(u) = S(u + h). By Lemma 3, we have 
l l s (U  + h) = I I s (u )  + 11s~.~(h) 
and 
I I s (u )  = r l s (u  + fi) + I I s~.+~(  - fi). 
Hence 
= I Is¢.~(h) = - 1 I s~.+~(  - h) = - I l s¢ . ) (  - l i). 
Thus, - h = - fig • S(u). Therefore, we must have B,g = 0. Since g is any element in S(u), we have 
B,,Hso,) =- O. By Lemma 3, I Is  is differentiable at u, so that VI Is(u)  = H~I,  ~. 
Now we consider the case Jo ~> 1. Take a sequence {uk} satisfying 
UR = argmin{ I] v - u I]: (Bv)i = (qk)i, i • Jo ) ,  
v 
where 
qi if i ~ Jo, 
(qk)i = qi + ek if i • Jo, 
and 8k > 0. The assumption that W has full row rank ensures that the set {vl(Bv)i  = (qk)i, i • Jo} is 
not empty. 
Clearly/~uk =/~u and (BUk)i # qi, i = 1, ... ,m l .  Hence {UR} ~-- Dn~ and Uk --+ U as ek ~ O. Fur- 
thermore, since I l s  is globally Lipschitz, l imu,~, I I s (Uk)= Hs(u), we have (2.3) and H -1/2 
H~t. ) H -  1/2 • t~aQi(~)" 
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Now we prove (2.2). Since Q~, i=  1,2, . . . ,N  are piecewise smooth, Q~ almost every- 
where differentiable. If all but at most one of the Q~ are differentiable at y, then (2.2) holds. Hence 
it suffices to prove that there two Q~, and Q~ are nondifferentiable at y, the general case follows 
by induction. Let ul = H-1/2(h(og~,) - y) and u2 = H-~/2(h(og~) - y). Let /~ e ~S~×m and 
/~2 e ~ × m denote the submatrices of B comprising of rows that Bu~ = q and Bu2 = q, respectively. 
Since B has full row rank, any row of (~) is linearly independent or equal to others. Hence for 
any ek > 0 there is a AUk such that (~'~) AUk = egg, 6 = (1, 1, .. . ,  1) e ~ +~. Hence we may choose 
a sequence {AUk} such that AUk ~ 0 as k ~ o~ and (B(u~ + AUk))i # ql and (B(u~ + AUk))/ # q~, 
i = 1, . . . ,ml .  It implies that 
and 
ffl ~etm + Au~) "4- I I  ~(u~ + Au~) = [7I-Is(Ul "4- AUk) -4- V/'/s(U 2 "~ AUk) 
= lZ(Hs(ul + Auk) + lls(U2 + Auk)) 
H-1/2[-I~'I .o H-1 /2  + H-*/2H~e¢,~) H-1/2 e dB(Q~,(Y) + Q~(y)). [] 
Remark 5. Let 
Then /-/-~t,t is a projection from R m to the null space JV(/3,) of/~,. We can give/-/-~t,I by QR 
decomposition. Let/~, be an I x m matrix with rank (/~,) = r > 0. Let B~ x = QR be a QR decomposi- 
tion of/~r, where Q = (Q~, Q2) is an orthogonal matrix of order m x m (Q~ e R re×r, Q2 e Rm×i~-r~) 
and R = (/~T, 0)r is an upper triangular matrix of order m x l (/~ e Rr×t). Then we have 
f/~eI., = Q2 QT. 
We can also obtain the projection from the singular value decomposition. 
Definition 6. [13] Let ~:  ~m _..~. ~m be a locally Lipschitzian mapping. We say that ~u is 
semismooth at y if 
lim {Ud'} 
U e OB~(y + td') 
d'--*d,t$O 
exists for any d e Rm. 
Proposition 7. I f  H- l (h(coi )  - y )¢Z,  then at least one matrix in 8BQi(y) is singular. 
Proof. By Lemma 3, Qi is everywhere directionally differentiable along any direction and 
H's(u;d) = I-ls~,}d. Let u = H-1/2(h(col) - y). Then u¢S. Obviously, 0 e S(u). Let d = I-Is(u ) - u. 
Then d # 0 and sXd = 0 for any s e S(u). Hence H's(u;d) = Hs{,}d = O. 
Since I-Is is piecewise smooth, 171 s is semismooth. By 1-13, Lemma 2.1], there exists a U e d, I Is(u)  
such that H's(u;d)= Ud = 0. This implies that U is singular and H-1/2UH-1 /2ednQI (y )  is 
singular. [] 
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3. Algorithm and convergence 
Using the generalized Jacobian given in Theorem 4, we can solve the problem (1.3) via 
nonsmooth equations (1.4) by some two-stage methods which realize global convergence and 
superlinear local convergence 1,13]. In this paper, we consider Newton's method (the sequential 
quadratic programming method) (cf. I-11, 14, 15]). 
Let u = (x,y) x and d = (dx, dr) T. Denote the objective function in (1.3) by 
O(u) = ½ xX Px + cT x + f (y) 
and a quadratic function which is an approximation to O(u + d) by 
1 T Ok(Uk + d) = ~70(uk)T d + ~d~(P + ekI)d~ + _~d TU(yk)dr ' 
where /~k  is a scalar. 
Algorithm 8. Choose p, tre (0, 1), e > 0, Xo ~ X. Let Yo = Txo. For k ~> 0: let e k > 0. 
(1) Solve a quadratic program: 
minimize Ok(Uk + d) 
d 
subject o A(Xk + dx) <~ b, 
Tdx - d r = 0. (3.1) 
Let dk be the unique optimal solution of (3.1). 
(2) Let 2k and Pk be the Lagrange multipliers at the solution of (3.1) corresponding to 
A(Xk + d~) <~ b and Td~ = d r, respectively. Let fik = (Uk + dk,2k,Pk) T. Calculate F(~k). If 
II F(~k)II <~ ~, stop; otherwise go to step (3). 
(3) Let ik be the minimum integer i >/0 such that 
O(ti k -~- pi dk) <~ O(Uk) "Jr- ½tTp i iTO(uk)T dk • 
Let Uk + ~ = Uk -~- pik dk" 
To consider the uniqueness of the solution of (1.3) and the superlinear convergence rate of 
Algorithm 8, we use the definition of B-regularity from 1,11]. Let O(x)=O(x, Tx)= 
½xTpx + cTx +f (Tx) .  Then the function 0 is B-regular at x* if for any V(Tx*)~dBQ(Tx*) ,  
P + T T V(Tx* )T  is positive definite. Clearly, if P is positive definite, so the problem (1.3) is fully 
quadratic, then 0 is B-regular at any point x e R n. 
The following convergence theorem is based on papers 1,11, 14, 15]. Paper [14] proved the local 
superlinear convergence of an approximate Newton method (cf. Algorithm 8 without step (3) and 
setting ik = 0) for solving LC 1 optimization problem. Paper [15] was an application of 1,14] to 
ELQP problem. Paper 1,11] was a globalization of such a Newton method for LC ~ minimization 
problem. 
To consider the convergence of Algorithm 8, we set e = 0 in that algorithm. 
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Theorem 9. (i) (Globally convergence) Let ot and Co be positive scalars. Suppose that F, k ~ [0, 0~], such 
that the smallest eioenvalue of P + T~U(yk)T + ekI is 9reater than Co for all large k. Then every 
accumulation point of the sequence {Uk } produced by Aloorithm 8, if it exists, is an optimal solution of 
(1.3). 
(ii) (Local superlinear convergence) Suppose that the sequence {Uk } produced by Aloorithm 8 has 
an accumulation point u*, U(Yk) ~ OBQ(Yk) and 0 is B-reoular at x*, then 
(a) u* is the unique optimal solution of(1.3). 
(b) Let {ek } be a sequence of positive scalars convergin O to zero. Then there exists an inteoer 
ko such that all k >1 ko, ik = O, and the sequence {Uk} converoes to u* at least Q-super- 
linearly, i.e. 
lim IJ Uk + 1 - u*  I] = O. (3.2) 
Proof. By Theorem 4, function 0 is Fr6chet-differentiable in R" +" and the gradient function 170 is 
globally Lipschitz in R" + ". Hence (1.3) is an LC 1 minimization problem. The quadratic program 
(3.1) is equivalent to 
minimize (PXk + c + T T gf(y)) x dx + _t dTtn 2 x~ F "Jr ek I + TTU(yR)T)dx 
dx 
subject o A(Xk + dx) <~ b. 
Hence d k - -  (dx~, Tdx,) a" is the unique optimal solution of (3.1). Furthermore for any dx ~ R", 
dTx(P + ekI + TTU(yk)T)dx >1 Colidxl[ 2 
By [11, Theorem 2], (i) holds. 
Let q'(u) = VO(u). By Theorem 4 and Lemma 3, 
7t'(u;d) = Pdx, ~ H-1/2HsIu,)H-1/2dr ,
i=1 
where ui = H-  1/2 (h(ogi) - y). Hence ~'(u;. ) is Lipschitzian. By [13, Lemma 2.1], for any u e ~" + % 
there is a V ~ t?s ~(u) such that 
~'(u;d) = Vd. 
Hence, we can show that u* is the unique solution of (1.3) by the technical detail in [15, Theorem 
2.23. 
Since the projection function Hs is piecewise smooth,/ ls  is semismooth. Hence 170 is semi- 
smooth. By [11, Theorem 3], we have (b). [] 
Remark 10. Since Q is piecewise smooth, U(y) ~ aBQ(y) holds almost everywhere in R m. If W has 
full row rank then U(y) ~ 3nQ(y) holds. However in general, even if Z is a box, one can have 
a degenerate case where U(y)(E OsQ(y). 
40 X.. Chen et al./Journal of Computational and Applied Mathematics 60 (1995) 29-46 
4. Numerical experiments 
In this section we give three examples. The first example ischosen so that the points where g has 
nonsmooth first derivatives can be analytically determined. The second example is to demonstrate 
the efficiency of Algorithm 8 for problem (1.3). The third example is given to test Algorithm 8 with 
the use of Monte-Carlo methods and the lattice methods. The numerical experiments were 
obtained by using Matlab on a DEC 5000 workstation. 
Example 11. Consider the problem (1.1) in which X = ~2,  H = I e ~2x2, T = - H, 
P=(~ ~), W=(~ _11)' q=(~) .  
The point Y* = (3, 1) T is made the optimal solution of (1.3) by taking )7* = TY* and 
N ( - 9.02902247175663~ 
1 T ~ Vg(y*,~,)fi(co,)= 0.98984189153187]' c=- -P~*- -~T i=1 
where the probability density is the normal density, h(to) = co and points {coi}~= 1 are generated by 
the lattice rule in ~ 2 with N = 80 044. 
Let v = co - Tx. The value of the function 
g(v) = max{ - l zW Hz + vV z, z e Z} 
2 
is attained at the point 
/) if veR1 = {v[ Wv <~ q}, 
if VeRE={VlWv>~Cl}, 
if V e R3 = {v[(Wv)2 >~ q2 and (Wv)2 ~ q2}, 
(2,1) 
z*(v) = 
¢2 
v IJw21DzW2 
Cl 
,v Ilwlllzwl i fveR4={vl(WV)l>>-ql  and (Wvh<~gh}, 
where c = Wv - q, wl and Wz are the rows of W and 
(11  (14) W= 2 
Fig. 1 plots g(v) and the two components of Vg(v) for v e D = 2" + [ - 4, 4] x [ - 4, 4] with 
N = 4952. 
Clearly, g(v) is once continuously differentiable, but it has no second derivative. We choose 
4 starting points in 4 regions: ( -  1, - 1)e R1, (5,2)e R2, (3,4)e R3 and (2, -2 )e  R4 and test 
Algorithm 8 for solving 4 problems (1.3) with 4 approximate solutions )?*: (3,1)eR2, 
(3,2) e R2nR3,  (1,2) e R lnR3 and (2, 1) e R1 c~Rzc~R3c~R4. The numerical results with the 
convergence riterion IIF(#R)II ~< 5 x 10-7 are shown in Table 1. 
X. Chen et al./Journal of  Computational nd Applied Mathematics 60 (1995) 29-46 41 
4 
2 
0 
-2 
0 5 0 5 
g(v) First component  z*(v)  
g(v) 
4 
2 
0 
-2 
~ ~ .  1 s s# ,.- 
0 5 
Second component  z*(v) 
Fig. 1. 
Tab le  1 
The  i terat ion number  k, II xk  - 2"  II, O(Xk) - -  0 (2* ) I I  and I1F(#k)II 
2* Xo k fix k - ;'41 [lO(x k) - 0(2")11 II F(~tk) II
(3, 1) (5, 2) 6 3.0042 x 10 - s  2.5601 × 10 -6  2.0729 x 10 - s  
(3, 4) 7 3.0005 x 10 -5 2.5601 x 10 -6  1.9755 × 10 - s  
( - 1, - 1) 8 3.0039 × 10-  ~ 2.5601 × 10 -6  1.7920 x 10 -a  
(2, -2 )  6 3.0222 x 10 -3 2.5601 × 10 -6 2.1935 × 10 -7  
(3, 2) 
(1, 2) 
(2, 1) 
(5, 2) 6 4.5650 x 10-6 2.8733 × 10 -6  1.4179 x 10-v  
(3, 4) 7 4.8014 × 10-6 2.8733 x 10-6  1.2249 × 10-7 
( --1, - 1) 8 4.3170 X 10 -6  2.8733 x 10 -6 4.1988 x 10 -7 
(2, -2 )  7 4.9945 × 10 -6  2.8732 x 10 -6 3.3767 x 10 -v 
(5, 2) 12 3.8905 x 10-5 5.1846 x 10 -6  3.6060 x 10-7 
(3, 4) 13 3.9696 x 10 -5 5.1846 X 10 -6  4.7172 X 10 -7  
( -1 ,  -1 )  15 3.9460 x 10 -5 5.1846 x 10 -6  2.2323 × 10 -7  
(2, --2) 14 3.8933 x 10 -5 5.1846 × 10 -6  3.3142 × 10 -7  
(5, 2) 7 5.2190 x 10-5 6.5892 x 10 -8 1.3667 x 10-7 
(3, 4) 8 5.1899 x 10 -5 6.5892 x 10 -a  1.8472 x 10 -7 
( - 1, - 1) 9 5.2194 x 10-  5 6.5892 x 10-  s 1.4085 x 10-  7 
(2, -2 )  8 5.1994 x 10 - s  6.5892 x 10 -8 7.9980 x 10 -8 
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Example 12. Let n = 20, r = 8, m =4,  m I =2 and N = 10000. Matrices A~R r×", b s~ r, 
c6~n, T6~mxn, qE~m~, WE~ . . . .  , PE~ nxn, HE~ m×m and h(coi)6~ m, p(col), i=1  . . . .  ,N 
are randomly selected. Meanwhile a solution of (1.3) with these matrices is generated. 
The numerical results with a random starting point and the convergence riterion II F(/~k)fl ~< 10- 8 
are shown in Fig. 2. 
Exam, Since the error occurs from (1.2) to (1.3) only from numerical integration 
(ll ~(y) - ,  ~y. ,, ) and • is defined implicitly as the optimal value of an optimization problem, we 
consider choosing a numerical integration rule which offers savings in the number of function 
evaluations and also offers the possibility of error estimation. Monte-Carlo methods and lattice 
methods are two popular numerical integration rules. Monte-Carlo methods are based on estima- 
ting the mean value of the integrand sampled at points chosen from an appropriate statistical 
distribution function. The methods are effective when the integrand function g(y, co)p(co) is smooth 
with respect o co. However, the methods do not converge very fast with the rate of convergence 
being O(N-1/2). The lattice methods are based on number theory. The methods converge faster 
and have sharper error bound than Monte-Carlo methods. However, the integrand function is 
assumed to be 1-periodic in each of its m2 variables and the integration region is understood to be 
the unit cube [0, 1) m2. Monte-Carlo methods have been applied to stochastic programming 
recently. See I-6-1. However, it seems that lattice methods have not been used in this area before. We 
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use a transformation function o9 = q(t) suggested by Sloan to rewrite • by 
~(z)= f l  ." f l  o(y,q(t))p(q(t))q'(t)dt, 
where 9(Y, q(t))p(q(t))q'(t) is 1-periodic in each of its variables. 
Let f2 = ~"~ and let p be the normal density as 
1 
p(09) = (2~)~2/21C1W z exp { - ½ (09 - /~)x C -  1(o9 - /~)  }, 
where M ~ R'~ is the mean value and C ~ R ~ × m2 is the covariance matrix. Let C = L x L be the 
Choleski factorization of C, a = [C[ w2 and 09 = Lv + #. Then 
1 
p(09) - (2rt)~,/2a exp( - ½ yTy). 
Without  loss of generality, we chose standard normal density, C = I and p = 0. Let 
co = tan v, (4.1) 
v = nu - ½n (4.2) 
u = t - ~ sin 2m. (4.3) 
and 
The sequence of transformations (4.1)--(4.3) is used to go from an integral on ff~,~2 to the integral of 
a 1-periodic function on the unit cube [0, 1) ~2. Note  each transformation is applied to each element 
of the vector arguments. The use of a lattice rule requires the integrand function to be 1-periodic 
and this is achieved by (4,2). A simple Monte-Car lo  method does not. Transformations (4.1}-(4.3) 
are used as follows: 
~(y) = f~.~ g(Y' 
09) p(09) d09 
fn/2 fn/2 1 
. . . .  O(Y, tan v)p(tan v) dv 
d-Tt/2 .) -7t/2 COS2 Vl "'" COS2 l;m2 
= r~m~ f l ... f£ o(y, tan(nu - ½rO)p(tan(~u - ½n)) 
1 
x cos2(rcu 1 _ ½n) -.. cos2(nu,,2 - ½re) du (4.4) 
_ 1 z p _ :rcm2fi...flg(y, tan(n(t ~-~s in2rc t ) -2n) ) ( tan(n( t  l s in2rc t ) -½n) )  
(1 - cos 2rctt) ... (1 - cos 2~t~2) 
× cos 2 (n(tx - (1/(2r0) sin 2ntl)  - ½r0 ... cos z 0t(t,~ - (1/(2r0) sin 2rct,,~) - ½r 0 dt. (4.5) 
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A simple Monte-Carlo method [2] is used to approximate (4.4), by selecting N points uniformly 
distributed in I-0, 1] m2 for use in (1.3). 
A lattice rule 1,4,21] is used to approximate (4.5) by 
1 • "'" E Y', ~b2 Y, J~7+ 
2m27 k,2=0 k~ =0j=0 2 ' 
where 7 is an odd number. The braces indicate that each component of the vector is to be replaced 
by its fractional part: that is {o9} = o9 - [o9], where [to] denoting the largest integer which does not 
exceed. A "good" lattice rule depends a good choice of vector z. Very recently Joe and Sloan 
(private communication) have proposed a table recommended choices of z. For the use in this 
paper, we quote a part of the table. See Appendix A. 
Let n = 20, r = 8, m = 4, mx = 2. Matrices A ~ R rx", b ~ R', c ~ R", T ~ R TM, q ~ R"', 
W ~ R"' × m, p ~ R,×, (with rank(P) = n - 1) and H ~ R "×" are randomly selected. We consider the 
problem (1.2) with integral dimension m2---2 and m2 = 3, respectively. We choose 
h(og) = (o91,o92, 12.85, 12.85) for m2 = 2 and h(og) = (o91,o92,o9a, 12.85) for m 2 = 3. 
We use the same data to compare the use of the simple Monte-Carlo method and the lattice 
method in Algorithm 8. We test II 2" - Xk u II, II 0(Y*) -- O(XUk)II, II F(lak)II, computational time and 
iterations with different N, where x[  is an approximate solution of (1.3) obtained by Algorithm 8, 
k is the first iteration which satisfies the convergence riterion, and 2" is an approximate solution of 
(1.2) obtained by the lattice method with N = 40 028 (for m2 = 2) and N = 40 024 (for m2 = 3). The 
numerical results with convergence criterion II F(l~k)II ~< 10-7 are shown in Tables 2 and 3. 
Table 2 
I1~* - x~Vll and II 0(~*) - 0(x~)ll 
m2 = 2 Monte-Car lo  method Lattice method 
N I1~* - x~ll II 0(~*) - 0(x~)ll I1~* - x~'ll II 0(~*) - 0(x~')ll 
4996 4.3317 x 10 -2 7.6913 × 10 -1 5.2780 × 10 -11 3.9790 × 10 -13 
10012 2.8168 x 10 -2 8.2472 x 10 -1 4.5340 x 10 -11 7.3896 x 10 -13 
20012 1.8876 x 10-2 3.3786 x 10-1 4.2611 x 10-11 2.5011 x 10- x2 
40028 2.8166 x 10 -2 4.7179 x 10-1 4.8320 x 10 TM 8.2423 x 10 -13 
m 2 =3 
N 
Monte-Car lo  method Lattice method 
I1~* - x~l l  II 0 (~*)  - 0 (x~) l l  I1~* - x~l l  II 0 (~*)  - O(x~)ll 
4952 3.0011 × 10 -2 1.0059 2.2733 x 10 -9 6.8212 x 10 -13 
9992 1.1469 x 10 -2 4.2687 x 10 -1 4.2307 x 10 - s  1.3511 x 10 -3 
20024 8.8562 x 10 -a  1.7231 x 10 -1 4.1973 x 10 - s  1.3445 x 10 -3 
40024 9.1314 x 10 -3 3.5135 x 10 -1 4.1938 x 10 - s  1.3434 x 10 -3 
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Table 3 
Iterations k, II F(xk)II and computational time 
45 
m 2 = 2 Monte-Carlo method Lattice method 
N k( II F(kt~ ¢) It) Time k( II F(#~)II) Time 
4996 6(4.4466 x 10 -s) 4.5356 x 102 6(2.2948 × 10 -9) 6.4168 x 102 
10012 6(4.5627 x 10 -1°) 9.3588 x 102 6(1.9620 × 10 -9) 1.5057 × 103 
20012 6(9.6096 × 10 -9) 1.8136 × 103 6(1.8602 × 10 -9) 2.5447 × 103 
40028 6(1.2797 x 10 -a) 3.5858 x 103 6(2.1092 × 10 -9) 5.2971 × 103 
m 2 = 3 Monte-Carlo method Lattice method 
N k( II f ( /~  ¢) I/) Time k( II F(#k s) II) Time 
4952 7(8.4431 x 10 -s) 6.7217 x 102 7(6.7147 x 10 -a) 7.6836 x 102 
9992 7(8.1951 x 10 -a) 1.2207 x 103 7(5.5788 x 10 -s)  1.5347 x 10 a 
20024 7(7.2925 x 10 -s)  2.5222 x 103 7(6.3611 x 10 -s)  3.0608 x 10 a 
40024 7(5.6547 x 10 -a) 4.8433 x 103 7(6.2545 x 10 -s)  6.3041 × 103 
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Appendix A: Tables of the vector z 
Here we give tables (Tables 4 and 5) of the vector z obtained by Joe and Sloan. These tables were 
used in the numerical experiments. 
Table 4 
Recommended choices of the vector z for 
m2 =2 
Table 5 
Recommended choices of the vector z for 
m2=3 
)' 2 m27 Z 7 2"' 7 z 
1249 4996 (512,1) 619 4952 
2503 10012 (672,1) 1249 9992 
5003 20012 (1,1850) 2503 20024 
10007 40028 (1,3822) 5003 40024 
(233,436,1) 
(1010,136,1) 
(1, 1868, 1025) 
(1, 2271, 1476) 
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