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Abstract
In this paper we study the Toeplitz algebra, which is generated by Toeplitz operators with
bounded symbols on the Fock space F pα . We show that the Toeplitz algebra coincides with
each of the algebras generated by band-dominated, sufficiently localized and weakly localized
operators, respectively. Moreover, we determine its essential commutant and its essential bi-
commutant. For p = 2 these results were obtained recently by Xia. However, Xia’s ideas are
mostly connected to Hilbert space theory and methods which are not applicable for p 6= 2.
Instead, we use a recent result of Fulsche to generalize Xia’s theorems.
AMS subject classification: Primary: 47B35; Secondary: 30H20, 47L10, 47L80,
Keywords: Toeplitz algebra, band-dominaed operators, sufficiently localized operators,
weakly localized operators, Fock space, essential commutants
1 Introduction
Even though the Toeplitz algebras on Bergman and Fock spaces are probably among the most stud-
ied operator algebras, it is a notoriously difficult problem to determine whether a given operator
actually belongs to the Toeplitz algebra. Until very recently there were no satisfactory characteri-
zations and several authors came up with (seemingly) larger algebras that are easier to work with.
The most prominent examples are the algebras of band-dominated [1, 6, 7, 8, 9, 10, 18], sufficiently
localized [1, 11, 12, 21] and weakly localized operators [1, 12, 17, 18, 19, 20]. All of these algebras
include the Toeplitz algebra, but it was unknown whether they actually contain operators outside
of the Toeplitz algebra. In 2015, Xia [19] proved the surprising result that for p = 2 the C∗-algebra
generated by weakly localized operators is equal to the closure of the set of Toeplitz operators. In
other words, every operator in that C∗-algebra can be approximated by Toeplitz operators. No
products are needed. As a consequence, all of the above mentioned algebras are actually the same
(see [1]). This result not only provides multiple workable characterizations, but also allows to switch
between different viewpoints when dealing with operators in the Toeplitz algebra.
In a subsequent paper, Xia [20] showed an additional characterization using essential commu-
tants. Xia was mainly interested in the Bergman space, but the same arguments also apply to the
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Fock space (see [18]). In the present paper we generalize all the characterizations of the Toeplitz
algebra on the Fock space to p 6= 2. As the arguments in [18, 19, 20] mostly depend on Hilbert space
and C∗-algebra techniques, we have to follow a different route here. We first prove the essential
commutant characterization for band-dominated operators and then show, by using a recent result
by Fulsche [5], that all the above mentioned algebras again coincide. In particular, the Toeplitz
algebra can be characterized by essential commutants just like in the Hilbert space case.
To explain this in a bit more detail, let us start with some standard definitions. Let Cn denote
the usual complex coordinate space of dimension n, which is equipped with the Euclidean dot
product · and the corresponding absolute value | · |:
z · w := z1w1 + . . .+ znwn, |z| :=
√
z · z.
For z ∈ Cn and r > 0 we use B(z, r) := {w ∈ Cn : |z − w| < r} for the open ball of radius r around
z. The characteristic function of a set S ⊆ Cn will be denoted by 1S . In case S = Cn, we will
simply write 1 := 1Cn .
Let dz denote the Lesbesgue volume form on Cn and α > 0. The Gaussian measure µα is defined
by
dµα(z) =
(α
pi
)n
e−α|z|
2
dz.
For p ∈ (1,∞) we will use the notation Lpα := Lp(Cn, µαp/2) for the usual Lp-space defined by the
measure µαp/2. In other words, f ∈ Lpα if and only if
‖f‖p :=
[(αp
2pi
)n ∫
Cn
∣∣∣f(z)e−α2 |z|2∣∣∣p dz]
1
p
is finite. We will write f ∈ L1(Cn) if f is integrable with respect to the Lebesgue measure and
f ∈ L∞(Cn) if f is measurable and bounded. For f ∈ L∞(Cn) we will use Mf to denote the
corresponding multiplication operator on Lpα. The sets of bounded and compact operators acting
on a Banach space X will be denoted by L(X) and K(X), respectively.
The Fock space F pα is defined as the closed subspace of entire functions in L
p
α. The inner product
on the ambient space L2α and its restriction to F
2
α will be denoted by 〈·, ·〉. As usual, 〈·, ·〉 extends
to a sesquilinear form on F pα ×F qα, where 1p + 1q = 1. The induced map f 7→ 〈·, f〉 is an (antilinear)
isomorphism between F qα and (F
p
α)
∗. Similarly, of course, (Lpα)
∗ ∼= Lqα.
The orthogonal projection P : L2α → F 2α is given by
[Pf ](z) =
∫
Cn
f(w)eαz·w dµα(w). (1.1)
The integral operator in (1.1) also defines a bounded projection from Lpα onto F
p
α, which we will
again denote by P . From (1.1) it easily follows that PM
1K andM1KP are compact for all compact
sets K ⊂ Cn (see [6, Proposition 7], for example). For f ∈ L∞ we define the Toeplitz operator
Tf : F
p
α → F pα by Tfg := P (fg). It is clear that Tf is a bounded operator with ‖Tf‖ ≤ ‖P‖ ‖f‖∞.
The Banach algebra generated by all Toeplitz operators with bounded symbols will be denoted by
T p.
Let us now define the generators of the algebras we want to compare with T p. For A ∈ L(Lpα)
the number
sup
{
dist(K,K ′) : K,K ′ ⊆ Cn,M
1K′
AM
1K 6= 0
} ∈ [0,∞]
2
is called the propagation or band-width of A. Here, dist(K,K ′) := inf
x∈K, y∈K′
|x − y| denotes the
minimal distance between K and K ′. Operators of finite propagation are called band operators and
the set of such operators is denoted by BO. The closure of BO in the operator norm topology is
called BDOp and its elements are called band-dominated. We will write A ∈ Ap and call A ∈ L(F pα)
again band-dominated if AP ∈ BDOp [6, 9].
An operator A ∈ L(F pα) is called sufficiently localized [21] if there are constants C > 0, β > 2n
such that
〈Akz , kw〉 ≤ C
(1 + |z − w|)β
for all w, z ∈ Cn. We write Asl for the set of sufficiently localized operators and Asl for its closure
in the operator norm.
If A ∈ L(F pα) and A∗ ∈ L(F qα) both satisfy the two conditions
sup
z∈Cn
∫
Cn
|〈Tkz, kw〉| dw <∞,
lim
r→∞ supz∈Cn
∫
Cn\B(z,r)
|〈Tkz, kw〉| dw = 0,
we call A weakly localized [12]. The set of weakly localized operators and its closure are denoted by
Awl and Awl, respectively.
The main results of this paper can now be summarized as follows (see Theorem 18 below for
details):
Theorem.
(i) T p = Ap = Asl = Awl.
(ii) A ∈ T p if and only if [Tf , A] ∈ K(F pα) for all f ∈ VOb(Cn).
Here, [A, Tf ] := ATf − TfA denotes the commutator of the two operators and VOb(Cn) stands
for the set of bounded functions with vanishing oscillation at infinity.
The paper is organized as follows. In Section 2 we recall some important concepts and provide
preliminary results. They are then applied in Section 3, where the essential commutant and the
essential bicommutant of Ap are determined. In Section 4 we give a proof of our main theorem and
mention a few direct corollaries. We are only concerned with the Fock space in this paper, but the
results in Section 3 are likely to hold verbatim for other spaces, too. The characterization of the
Toeplitz algebra in Section 4, however, requires a recent result by Fulsche [5], which so far is only
available for the Fock space.
2 Preliminaries
In this section we introduce the main concepts of this paper. Most of these concepts are well-known,
but since they originate from different areas, we recall some important results that are needed later
on.
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2.1 The Berezin transform
Equation (1.1) implies that F 2α is a reproducing kernel Hilbert space with reproducing kernel
K(z, w) = eαz·w. A direct computation shows ‖K(·, w)‖p = e
α
2 |w|2 so that the normalized re-
producing kernels kw, given by
kw(z) := e
αz·w−α2 |w|2 ,
satisfy ‖kw‖p = 1 for all w ∈ Cn and p ∈ (1,∞). With this in mind we can define the Berezin
transform B(A) of a bounded linear operator A ∈ L(F pα) as
[B(A)](w) := 〈Akw, kw〉 .
Hölder’s inequality implies that B(A) : Cn → C is bounded and continuous. In fact, [4, Theorem
2] shows that B(A) is Lipschitz continuous for p = 2, α = 12 . It is probably well known that this
generalizes to all p ∈ (1,∞) and α > 0, but due to the lack of a suitable reference, we give a quick
elementary proof of this fact.
Proposition 1. There is a constant C > 0 (depending only on p and n) such that for all A ∈ L(F pα)
and z, w ∈ Cn:
|[B(A)](z)− [B(A)](w)| ≤ C√α ‖A‖ |z − w|.
To simplify the computation a bit, we introduce the so-called Weyl operators, which will also
be used again later. For every z ∈ Cn and f ∈ Lpα we define
Wzf := (f ◦ τz) · kz ,
where τz(w) := w − z. Wz is a surjective isometry for all z ∈ Cn and p ∈ (1,∞). The inverse and
the adjoint of Wz are both equal to W−z , where we interpret the adjoint as an operator on Lqα via
the usual duality pairing as explained above. As P and Wz commute, the same is true for Wz if
restricted to the Fock space F pα. Therefore, the Berezin transform can be written as
[B(A)](w) = 〈W−wAWw1,1〉 = [B(W−wAWw)](0).
Similarly, using the product formula WzWw = e−iα Im(z·w)Wz+w , we obtain
[B(A)](z) = 〈Akz , kz〉 = 〈W−wAWwkz−w, kz−w〉 = [B(W−wAWw)](z − w).
It therefore suffices to prove Proposition 1 for w = 0.
Proof of Proposition 1. By Hölder’s inequality and the discussion above, it suffices to show that
‖kz − 1‖p ≤ C
√
α|z|. Moreover, since ‖kz‖p = 1 for all z ∈ Cn, we only need to consider a
neighborhood of 0, say z ∈ B(0, 1√
α
). We have
kz(w)− 1 = eαw·z−α2 |z|
2 − 1 = (eαw·z − 1)e−α2 |z|2 + e−α2 |z|2 − 1.
Obviously, |e−α2 |z|2 − 1| ≤ √α|z| and |e−α2 |z|2 | ≤ 1 for all z ∈ Cn. Moreover,
∥∥eαw·z − 1∥∥
p
=
∥∥∥∥∥∥
∞∑
j=1
(αw · z)j
j!
∥∥∥∥∥∥
p
≤
∞∑
j=1
∥∥(αw · z)j∥∥
p
j!
≤
∞∑
j=1
αj |z|j
∥∥|w|j∥∥
p
j!
,
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where ∥∥|w|j∥∥
p
=
(αp
2
)− j2 (Γ( jp2 + n)
Γ(n)
) 1
p
≤ C˜jα− j2Γ
(
j + 1
2
)
for some constant C˜ that depends on p and n. In particular,
∥∥eαw·z − 1∥∥
p
≤ √a|z|
∞∑
j=0
α
j
2 |z|jC˜j+1 Γ(
j
2 + 1)
(j + 1)!
≤ √a|z|
∞∑
j=0
C˜j+1
Γ( j2 + 1)
(j + 1)!
for z ∈ B(0, 1√
α
). As this series is convergent, the result follows.
2.2 Band-dominated operators
Let p ∈ (1,∞). For every t > 0 we can choose a family of cutoff functions {ϕj,t : j ∈ N} that
satisfies the following properties:
(i)
∞∑
j=1
[ϕj,t(z)]
p = 1 for every z ∈ Cn.
(ii) sup
j∈N
diam(suppϕj,t) <∞.
(iii) For w, z ∈ Cn with |z − w| ≤ 1t we have
∞∑
j=1
|ϕj,t(z)− ϕj,t(w)|p < t.
(iv) For all z ∈ Cn and r > 0 the set {j ∈ N : suppϕj,t ∩B(z, r) 6= 0} is finite.
Here, supp denotes the (closed) support of a function and diam denotes the Euclidean diameter of
a set. Such families always exist even in a much more general context (see [9, Lemma 3.1]). For Cn
these cutoff functions are easily constructed by hand [2, 6] and it is readily seen that these families
can be chosen in such a way that there is a universal constant N (depending only on the dimension
n) satisfying
(v) For every z ∈ Cn, t > 0 the set {j ∈ N : ϕj,t(z) 6= 0} has at most N elements.
Despite the constructions in [2, 6], where N grows exponentially in n, the best possible constant
is actually N = 2n + 1 (see [3, Proposition 2.2.7]). In n = 1, for example, this can be achieved
by choosing hexagons instead of squares for the covering. Anyway, in this paper we only need the
existence of such a constant and therefore stick with N . Likewise, the functions ϕj,t are merely
auxiliary and it is completely irrelevant which ones we choose. We therefore just assume that we
chose them here satisfying (i) to (v) and fix them for the rest of the paper. The reason why these
cutoff functions are useful (and also why the choice does not matter) is the following.
Proposition 2. ([9, Proposition 3.5])
Let A ∈ L(Lpα). Then A ∈ BDOp if and only if
lim
t→0
sup
‖f‖p=1
∞∑
j=1
∥∥[A,Mϕj,t ]f∥∥pp = 0. (2.1)
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This characterization is useful in many ways as it allows to commute band-dominated operators
with cutoff functions for a low price. For example, it is easily shown that compact operators
satisfy (2.1). Moreover, the inverse closedness of BDOp is immediate as well. Combining these
facts, Proposition 2 can be used to show the inverse closedness of the corresponding Calkin algebra
BDOp /K(Lpα) [9, Theorem 3.7], that is, BDOp is closed with respect to Fredholm inverses.
Recall thatAp is the restriction of BDOp to F pα. To be precise, A ∈ Ap if and only if AP ∈ BDOp
by definition. Ap therefore inherits a lot of properties from BDOp.
Proposition 3. ([9, Theorem 3.10])
Ap is an inverse closed Banach algebra which contains K(F pα) and T p. The corresponding Calkin
algebra Ap/K(F pα) is inverse closed, too.
From the definition of band-dominated operators, it also easily follows that A ∈ Ap if and only
if A∗ ∈ Aq, where 1p + 1q = 1.
2.3 Limit operators
Let βCn denote the Stone-Čech compactification of Cn. By the universal property of βCn, every
continuous function f : Cn → K to a compact Hausforff space K can be uniquely extended to
βCn. In the following, we will not distinguish between a function and its extension. For A ∈ Ap
consider the function Ψ: Cn → L(F pα), Ψ(z) = W−zAWz . As bounded sets are relatively compact
in the weak operator topology, Ψ has a weakly continuous extension to βCn. It turns out that this
extension is even strongly continuous.
Proposition 4. ([2, Proposition 5.3], see also [9, Theorem 4.11] and [10, Lemma 4])
Let A ∈ Ap. The map Ψ: Cn → L(F pα), Ψ(z) =W−zAWz extends to a strongly continuous map on
βCn.
Most of the time, Proposition 4 is used in the following form. Let x ∈ βCn \Cn and let (zγ) be
a net in Cn that converges to x. Then the strong limit
Ax := s- lim
zγ→x
W−zγAWzγ (2.2)
exists and does not depend on the net (zγ). The operators Ax are called the limit operators of A.
We will say that a net (Aγ) converges ∗-strongly to A, Aγ ∗→A in short, if both (Aγ) → A and
(A∗γ)→ A∗ strongly. In particular, the convergence in (2.2) is ∗-strong and A∗x = (A∗)x.
A direct computation shows W−zMfWz = Mf(·+z) = Mf◦τ−z for z ∈ Cn. Therefore, as the
Weyl operators commute with P , we get
(Tf )x = s- lim
zγ→x
Tf(·+zγ)
if we apply (2.2) to a Toeplitz operator Tf . In particular, we can see that the limit operators of Tf
only depend on the values of f close to infinity.
The most important feature of limit operators is the following.
Proposition 5. ([2, Theorem 1.1, Lemma 6.1], [6, Theorem 28], see also [9, Corollary 4.24,
Theorem 4.38])
Let A ∈ Ap. Then
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(a) A is compact if and only if Ax = 0 for all x ∈ βCn \ Cn.
(b) A is Fredholm if and only if Ax is invertible for all x ∈ βCn \ Cn.
There are two things to note here. First of all, in [2, 6] a different compactification (and sign
convention) was used. As already noted in [9, Section 5] and [10, Remark 3], this is not an issue
because in any case the closure of the set {W−zAWz : z ∈ Cn} in the strong operator topology
is considered. We could even replace the nets by sequences because bounded sets are metrizable
in the strong operator topology. We will use this fact in Proposition 14 and Theorem 15 below.
However, as the points in βCn \ Cn cannot be reached by sequences, this comes with additional
(mainly notational) difficulties. We therefore stick to nets and use the Stone-Čech compactification
for simplicity.
The other thing to note is that [2, 6] only consider the Toeplitz algebra T p, which could possibly
be smaller than Ap. However, one of the main results of this paper is that actually Ap = T p for
all p ∈ (1,∞), see Theorem 18 below. To avoid a possibly circular argument, we also refer to [9],
where Proposition 5 was shown (in a much more general context) for A ∈ Ap directly (also using
the Stone-Čech compactification for that matter).
We conclude this section with the following well-known fact, which is particularly useful for
us because it turns the strong convergence in (2.2) into norm convergence when multiplied with a
compact operator. In [16] this is proven for sequences, but the same proof also works for bounded
nets.
Proposition 6. ([16, Theorem 1.1.3])
Let E be a Banach space, A ∈ L(E) and (Aγ) a bounded net in L(E). If (Aγ) converges strongly
to A, then ‖AγK −AK‖ → 0 for all K ∈ K(E). Similarly, if (A∗γ) converges strongly to A∗, then
‖KAγ −KA‖ → 0 for all K ∈ K(E).
2.4 P-theory
When working on the ambient space Lpα, it will prove useful to generalize the notions of compactness
and strong convergence. The following notions originate from the theory of Banach space valued
sequence spaces (see [13, 16], for example). The P stands for projection and is referring to the
projections M
1B(0,r)
, r > 0. An operator A ∈ L(Lpα) is called P-compact if
lim
r→∞
∥∥M
1B(0,r)
A−A∥∥ = lim
r→∞
∥∥AM
1B(0,r)
−A∥∥ = 0.
Equivalently, A is P-compact if and only if
lim
r→∞
∥∥M
1B(0,r)
AM
1B(0,r)
−A∥∥ = 0.
The connection between compactness and P-compactness is readily seen:
Proposition 7. Every compact operator is P-compact. On the other hand, if A ∈ L(Lpα) is P-
compact, then AP and PA are compact.
Proof. Let A ∈ K(Lpα). M1B(0,r) converges ∗-strongly to the identity for r → ∞ and there-
fore the P-compactness of A follows from Proposition 6. Conversely, if A is P-compact, then∥∥AM
1B(0,r)
P −AP∥∥ → 0 as r → ∞. That is, AP is approximated by the compact operators
AM
1B(0,r)
P and is therefore compact itself. Similarly, PA is compact.
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Replacing compact by P-compact operators, we can also define the P-essential norm:
‖A‖P := infK ‖A+K‖ ,
where we take the infimum over all P-compact operators K. In the same way we can amend the
notion of (∗-)strong convergence. We say that a bounded sequence of operators (An)n∈N converges
P-strongly to A ∈ L(Lpα), An P→A in short, if
lim
n→∞
∥∥(An −A)M1B(0,r)∥∥ = limn→∞ ∥∥M1B(0,r)(An −A)∥∥ = 0
for all r > 0. The connection between ∗-strong and P-strong convergence is as follows:
Proposition 8. P-strong convergence implies ∗-strong convergence. Moreover, if An ∗→A, then
PAnP
P→PAP .
Proof. The first statement is clear and the second follows again from Proposition 6.
We also note that if An
P→0 and r > 0, then∥∥∥M
1Cn\B(x0,r)
AnM1Cn\B(x0,r) −An
∥∥∥ ≤ ∥∥∥M
1B(x0,r)
An
∥∥∥+ ∥∥∥M
1Cn\B(x0,r)
AnM1B(x0,r)
∥∥∥→ 0
as n→∞. The following is a P-theory generalization of [15, Lemma 2.1].
Lemma 9. Let (Kn)n∈N be a bounded sequence of P-compact operators such that Kn P→0. Then
there is a strictly increasing sequence (nk)k∈N of positive integers such that B :=
∞∑
k=1
Knk is a
P-strongly convergent series and
‖B‖P = lim sup
k→∞
‖Knk‖ .
Proof. Let ε > 0. By P-compactness, we have
lim
r→∞
∥∥∥M
1B(x0,r)
KnM1B(x0,r) −Kn
∥∥∥ = 0
for all n ∈ N. Hence, we may choose r1 > 0 sufficiently large such that A1 :=M1B(x0,r1)K1M1B(x0,r1)
satisfies ‖A1 −K1‖ ≤ ε2 . As (Kn)n∈N converges P-strongly to 0, we have
lim
n→∞
∥∥∥M
1Cn\B(x0,r1)
KnM1Cn\B(x0,r1) −Kn
∥∥∥ = 0.
Therefore, we can choose n2 > n1 := 1 such that∥∥∥M
1Cn\B(x0,r1)
Kn2M1Cn\B(x0,r1) −Kn2
∥∥∥ ≤ ε
8
.
Next, by P-compactness again, we can choose r2 > r1 such that∥∥∥M
1B(x0,r2)
M
1Cn\B(x0,r1)
Kn2M1Cn\B(x0,r1)M1B(x0,r2) −M1Cn\B(x0,r1)Kn2M1Cn\B(x0,r1)
∥∥∥ ≤ ε
8
,
which implies ‖A2 −Kn2‖ ≤ ε4 for A2 := M1B(x0,r2)\B(x0,r1)Kn2M1B(x0,r2)\B(x0,r1) . Interating this
procedure, we get two strictly increasing sequences (rk)k∈N and (nk)k∈N and a sequence of operators
(Ak)k∈N such that
Ak =M1B(x0,rk)\B(x0,rk−1)KnkM1B(x0,rk)\B(x0,rk−1)
8
and ‖Ak −Knk‖ ≤ ε2k for all k ∈ N. Define A :=
∞∑
k=1
Ak. As A has block structure, it is easily seen
that this series converges P-strongly and
‖A‖ = sup
k∈N
‖Ak‖ ≤ sup
k∈N
‖Knk‖ <∞.
Moreover, ‖A‖P ≤ lim sup
k→∞
‖Ak‖ and
‖A+K‖ ≥ ‖(A+K)M
1Cn\B(0,rk−1)
‖ ≥ ‖Ak‖ − ‖KM1Cn\B(0,rk−1)‖
for all P-compact operators K. Taking the limit k → ∞, we get ‖A+K‖ ≥ lim sup
k→∞
‖Ak‖. There-
fore, the equality ‖A‖P = lim sup
k→∞
‖Ak‖ follows. Now define B :=
∞∑
k=1
Knk . As ‖Ak −Knk‖ ≤ ε2k
for all k ∈ N, this series also converges P-strongly and ‖B‖ ≤ ‖A‖+ ε. Moreover
|‖B‖P − ‖A‖P | ≤ ‖B −A‖P ≤ ‖B −A‖ ≤ ε.
As ε was arbitrary, we get
‖B‖P = lim sup
k→∞
‖Ak‖ = lim sup
k→∞
‖Knk‖ .
Let VOb(Cn) denote the set of bounded continuous functions f : Cn → C of vanishing oscillation,
that is,
Oscz(f) := sup {|f(z)− f(w)| : |w − z| ≤ 1} → 0
as |z| → ∞. Obviously, the set of continuous functions with compact support, Cc(Cn), is contained
in VOb(Cn). For t > 0 and j0 ∈ N we define the following sets of functions:
Gt,j0 :=


k∑
j=j0+1
ajϕj,t : aj ∈ C, |aj | = 1, k ∈ N

 ⊂ Cc(Cn).
Note that ‖g‖∞ ≤ N for all g ∈ Gt,j0 , t > 0 and j0 ∈ N.
Lemma 10. Let A ∈ L(Lp) and assume that [Mf , A] is P-compact for all f ∈ VOb(Cn). Then for
every ε > 0, there is a t > 0 and a j0 ∈ N such that for all g ∈ Gj0,t we have ‖[Mg, A]‖ < ε.
Proof. Assume that this is not the case, that is, there is an ε > 0 such that for every t > 0 and every
j0 ∈ N there is an g ∈ Gj0,t such that ‖[Mg, A]‖ ≥ ε. Set tn = 1n . As every ball B(0, r) has a non-
trivial intersection with only finitely many of the sets {suppϕj,tn : j ∈ N}, we can choose jn ∈ N
and gn ∈ Gjn,tn recursively such that dist(supp gn, supp gm) > 1 for n 6= m and ‖[Mgn , A]‖ ≥ ε
for all n ∈ N. Let Kn := [Mgn , A]. As gn ∈ Gjn,tn ⊂ Cc(Cn) ⊂ VOb(Cn), Kn is P-compact. Let
ψ ∈ Cc(Cn). Then
MψKn =Mψ·gnA−MψAMgn =Mψ·gnA− [Mψ, A]Mgn +AMψ·gn .
By construction, the first and the third term are 0 for sufficiently large n. As [Mψ, A] is P-compact
by assumption, the second term also tends to 0 as n → ∞. Similarly, KnMψ → 0 as n → ∞.
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It follows that (Kn)n∈N converges P-strongly to 0. Lemma 9 thus implies that there is a strictly
increasing sequence (nk)k∈N such that∥∥∥∥∥
∞∑
k=1
[Mgnk , A]
∥∥∥∥∥
P
= lim sup
k→∞
∥∥∥[Mgnk , A]
∥∥∥ ≥ ε. (2.3)
Let 1p +
1
q = 1, z, w ∈ Cn with d(z, w) ≤ 1 and observe that
|gn(z)− gn(w)| ≤
k∑
j=jn+1
|ϕj,tn(z)− ϕj,tn(w)| ≤ (2N)1/q

 k∑
j=jn+1
|ϕj,tn(z)− ϕj,tn(w)|p


1/p
by Hoelder’s inequality and the fact that at most 2N of the summands can be non-zero. The latter
is bounded by (2N)1/qt1/pn =
(2N)1/q
n1/p
, which tends to 0 as n→∞. It follows that f :=
∞∑
k=1
gnk is in
VOb(C
n). But this means that
0 = ‖[Mf , A]‖P =
∥∥∥∥∥
∞∑
k=1
[Mgnk , A]
∥∥∥∥∥
P
,
which contradicts (2.3).
The last result of this section is an elementary but useful lemma.
Lemma 11. Let n ∈ N and let A1, . . . , An, B1, . . . Bn be bounded linear operators. Then∥∥∥∥∥
n∑
j=1
AjBj
∥∥∥∥∥ ≤
∥∥∥∥∥
n∑
j=1
ζjAj
∥∥∥∥∥ ·
∥∥∥∥∥
n∑
j=1
ζjBj
∥∥∥∥∥,
where the ζj are certain roots of unity.
Proof. Let ξj = e
2piij
n and m ∈ {1− n, . . . , n− 1}. Then
n∑
j=1
ξmj =
{
n if m = 0,
0 if m 6= 0.
Since
n∑
j=1
n∑
k=1
n∑
l=1
AjBkξ
j−k
l = n
n∑
j=1
AjBj ,
there is an l ∈ {1, . . . , n} such that∥∥∥∥∥
n∑
j=1
n∑
k=1
AjBkξ
j−k
l
∥∥∥∥∥ ≥
∥∥∥∥∥
n∑
j=1
AjBj
∥∥∥∥∥.
Defining ζj := ξ
j
l yields the result.
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3 Essential Commutants
We now return to the Fock space. For a set of operators X ⊆ L(F pα) we call the set
EssCom(X) := {A ∈ L(F pα) : [B,A] ∈ K(F pα) for all B ∈ X}
the essential commutant of X . The set EssCom(EssCom(X)) is called the essential bicommutant
of X . Of course, we always have X ⊆ EssCom(EssCom(X)). As we will see in this section, equality
holds for X = Ap. We start with a corollary to Lemma 10. This corollary will be crucial for the
upcoming theorem.
Corollary 12. Let A ∈ L(F pα). If [Tf , A] is compact for all f ∈ VOb(Cn), then for every ε > 0,
there is a t > 0 and a j0 ∈ N such that for all g ∈ Gj0,t we have ‖[Mg, AP ]‖ < ε.
For the proof, we need the notion of a Hankel operator Hf = (I − P )Mf : F pα → Lpα, where
I denotes the identity operator and f is a bounded symbol. We will also need the adjoint of
Hf¯ : F
q
α → Lqα, which is given by H ∗¯f = PMf(I − P ) : Lpα → F pα, where 1p + 1q = 1.
Proof. In view of Lemma 10, we need to check that [Mf , AP ] is P-compact for all f ∈ VOb(Cn):
[Mf , AP ] =MfAP −APMf = PMfAP + (I − P )MfAP −APMfP −APMf(I − P )
= [Tf , A]P + (I − P )MfAP −APMf (I − P ) = [Tf , A]P +HfAP −AH ∗¯f .
As Hf and Hf¯ are compact for f ∈ VOb(Cn) (see [14, Theorem 1.1], for example), [Mf , AP ] is
compact, hence P-compact (Proposition 7). Therefore, Lemma 10 implies the result.
Theorem 13. Let A ∈ L(F pα). If [Tf , A] is compact for all f ∈ VOb(Cn), then A ∈ Ap.
Proof. Let A ∈ L(F pα) and 1p + 1q = 1. We decompose AP as
AP =
∞∑
j=1
Mϕpj,tAP =
∞∑
j=1
M
ϕ
p/q
j,t
APMϕj,t +
∞∑
j=1
M
ϕ
p/q
j,t
[Mϕj,t , AP ].
The first summand is clearly a band operator. The second summand can be further decomposed as
∞∑
j=1
M
ϕ
p/q
j,t
[Mϕj,t , AP ] =
j0∑
j=1
M
ϕ
p/q
j,t
[Mϕj,t , AP ] +
∞∑
j=j0+1
M
ϕ
p/q
j,t
[Mϕj,t , AP ]
for any j0 ∈ N. As ϕj,t has compact support, [Mϕj,t , AP ] is compact, hence band-dominated as
well. It therefore suffices to show, by choosing t and j0 appropriately, that
∞∑
j=j0+1
M
ϕ
p/q
j,t
[Mϕj,t , AP ]
can be made arbitrarily small. The theorem then follows from the fact that BDOp is closed.
Let ε > 0. We have∥∥∥∥∥∥
k∑
j=j0+1
M
ϕ
p/q
j,t
[Mϕj,t , AP ]
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
k∑
j=j0+1
ζjMϕp/qj,t
∥∥∥∥∥∥
∥∥∥∥∥∥
k∑
j=j0+1
ζj [Mϕj,t , AP ]
∥∥∥∥∥∥
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for every k ∈ N, where the ζj are the appropriate roots of unity according to Lemma 11. As
{j ∈ N : ϕj,t(z) 6= 0} has at most N elements for each z ∈ Cn, the first factor is bounded by the
universal constant N . For the second factor we observe
k∑
j=j0+1
ζj [Mϕj,t , AP ] = [Mg, AP ],
where g =
k∑
j=j0+1
ζjϕj,t ∈ Gj0,t. By choosing t and j0 appropriately, this can be bounded by ε
(Corollary 12). As this estimate is independent of g ∈ Gj0,t, it is also independent of k. Therefore,
using that the series is strongly convergent, we obtain∥∥∥∥∥∥
∞∑
j=j0+1
M
ϕ
p/q
j,t
[Mϕj,t , AP ]
∥∥∥∥∥∥ ≤ lim infk→∞
∥∥∥∥∥∥
k∑
j=j0+1
M
ϕ
p/q
j,t
[Mϕj,t , AP ]
∥∥∥∥∥∥ ≤ Nε.
Proposition 14.
(a) Let A ∈ Ap and x ∈ βCn \ Cn. Then there is a sequence (xn)n∈N in Cn with lim
n→∞
|xn| = ∞
such that W−xnAWxn → Ax in the strong operator topology.
(b) Let A ∈ Ap and (xn)n∈N a sequence in Cn with lim
n→∞
|xn| =∞. Then there exist a subsequence
(xnk)k∈N and an operator B ∈ Ap such that W−xnkBWxnk → A in the strong operator
topology.
Proof. (a) This follows from the fact that the strong operator topology is metrizable on bounded
subsets of L(F pα) (see Remark 5.2 in [9]).
(b) Choose a subsequence (xnk )k∈N of (xn)n∈N such that |xnk+1 | > |xnk |+2k+ 1. This ensures
that B(xnk , k) ∩B(xnl , l) = ∅ for k 6= l. Define
Cl :=M1B(xnl ,l)
WxnlAPW−xnlM1B(xnl ,l)
and C :=
∞∑
l=1
Cl. Considering the block structure of C, it is clear that C is bounded with
‖C‖ ≤ ‖AP‖. By approximation, this also shows that C ∈ BDOp. We will now show that
(W−xnkCWxnk )k∈N converges strongly to AP . Restricting to F
p
α, B := PC|Fpα ∈ Ap, then yields
the assertion.
Let j ∈ N and f ∈ Lpα with supp f ⊆ B(0, j). For k ≥ j the support of Wxnk f is contained in
B(xnk , j) ⊆ B(xnk , k) and therefore, by construction, W−xnkClWxnk f = 0 unless l = k. For l = k
we have
W−xnkClWxnk =W−xnkM1B(xnk ,k)WxnkAPW−xnkM1B(xnk ,k)Wxnk =M1B(0,k)APM1B(0,k) .
It follows
W−xnkCWxnk f =W−xnkCkWxnk f =M1B(0,k)APf.
As M
1B(0,k)
→ I strongly, (W−xnkCWxnk f)k∈N converges to APf . As functions with compact
support are dense in Lpα, we conclude that (W−xnkCWxnk )k∈N converges strongly to AP .
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Theorem 15. Let A ∈ L(F pα). Then the following are equivalent:
(a) A ∈ EssCom(Ap).
(b) A ∈ Ap and Ax ∈ CI := {λI : λ ∈ C} for all x ∈ βCn \ Cn.
(c) A = Tf +K for some f ∈ VOb(Cn) and K ∈ K(F pα).
Proof. (a)⇒ (b): Let A ∈ L(F pα) and assume that [B,A] is compact for all B ∈ Ap. As Tf ∈ Ap for
all f ∈ L∞(Cn), Theorem 13 implies that A ∈ Ap. Let x ∈ βCn \ Cn and C ∈ Ap. By Proposition
14, we can choose a sequence (xn)n∈N with lim |xn| =∞ such that
Ax = s- lim
n→∞
W−xnAWxn and C = s- lim
n→∞
W−xnBWxn
for some B ∈ Ap. As [B,A] is compact, it follows
0 = s- lim
n→∞
W−xn [B,A]Wxn = CAx −AxC,
that is, Ax commutes with C. As C ∈ Ap was arbitrary and K(F pα) ⊂ Ap, this means that Ax
commutes with every compact operator. That this can only happen if Ax is a multiple of the
identity is a well-known fact.
(b) ⇒ (a): Conversely, if every limit operator of A is a constant multiple of the identity, then
[B,A]x = BxAx −AxBx = 0
for all x ∈ βCn \ Cn and B ∈ Ap. The characterization of compact operators (Proposition 5) thus
implies A ∈ EssCom(Ap).
(c)⇒ (b): As Toeplitz and compact operators are in Ap (Proposition 3) and every limit operator
of a compact operator is 0 (Proposition 5), it suffices to check (Tf)x = f(x)I for all x ∈ βCn \ Cn,
f ∈ VOb(Cn). Using W−zTfWz = Tf(·+z), this is easily verified (as in the proof of [6, Theorem
33]).
(b) ⇒ (c): We will first show that B(A) is in VOb(Cn). The argument is similar to [8, Theorem
36]. For completeness we sketch it here. Assume that B(A) 6∈ VOb(Cn). Then we can find an ε > 0
and nets (xγ), (hγ) in Cn with |hγ | ≤ 1 such that xγ → x for some x ∈ βCn \Cn, hγ → h for some
h ∈ Cn and
|[B(A)](xγ + hγ)− [B(A)](xγ)| > ε (3.1)
for all γ. By Proposition 4, the net (W−xγAWxγ ) converges strongly to Ax = λxI for some λx ∈ C.
Since Wxγkz = e
−iα Im(xγ ·z¯)kxγ+z for z ∈ Cn, we have
[B(A)](xγ + z) = [B(W−xγAWxγ )](z)→ [B(λxI)](z) = λx (3.2)
as xγ → x. It follows
|[B(A)](xγ + hγ)− [B(A)](xγ)|
≤ |[B(A)](xγ + hγ)− [B(A)](xγ + h)|+ |[B(A)](xγ + h)− [B(A)](xγ)| → 0
because of the Lipschitz continuity of B(A) (see Proposition 1) and (3.2). This is a contradiction
to (3.1). Hence B(A) ∈ VOb(Cn). It remains to show that A − TB(A) is compact. However, the
computation (3.2) for z = 0 also shows that Ax = [B(A)](x)I = (TB(A))x (compare with the third
part of this proof) for all x ∈ βCn \Cn. Using the compactness characterization again (Proposition
5), we conclude that A = TB(A) +K for some compact operator K.
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Combining Theorem 13 with Theorem 15, we get the following corollary:
Corollary 16. Ap is equal to its essential bicommutant.
4 Characterizations of the Toeplitz algebra
Recall that an operator A ∈ L(F pα) is called sufficiently localized if there are constants C > 0,
β > 2n such that
〈Akz , kw〉 ≤ C
(1 + |z − w|)β
for all w, z ∈ Cn. As
(Af)(w)e−
α
2 |w|2 =
(α
pi
)n ∫
Cn
f(z)(A∗kw)(z)e−α|z|
2
dz
=
(α
pi
)n ∫
Cn
f(z) 〈Akz , kw〉 e−α2 |z|2 dz, (4.1)
Young’s inequality implies
‖A‖p := sup
f∈Fpα
‖Af‖p
‖f‖p
≤ C
(α
pi
)n ∥∥∥∥ 1(1 + | · |)β
∥∥∥∥
L1(Cn)
for every p ∈ (1,∞). In particular, (4.1) defines a bounded linear operator on every F pα . Now,
before we can summarize this paper in our main result, we need one last proposition.
Proposition 17. Let A be sufficiently localized. Then the map Ψ: Cn → L(F pα), Ψ(z) =W−zAWz
is uniformly continuous in the norm topology.
Proof. Let A be sufficiently localized. Because of the identities Wz+x = e−iα Im(z·x)WxWz and
W−(z+x) = eiα Im(z·x)W−zW−x, it suffices to check the continuity at z = 0. By (4.1), we have
(Af)(w) =
(α
pi
)n ∫
Cn
f(z) 〈Akz, kw〉 eα2 (|w|2−|z|2) dz
=
(α
pi
)n ∫
Cn
f(w − z) 〈Akw−z, kw〉 eα2 (|w|2−|w−z|2) dz
=
(α
pi
)n ∫
Cn
(Wzf)(w) 〈Akw−z, kw〉 eα2 (|w|
2−|w−z|2−2w·z+|z|2) dz
=
(α
pi
)n ∫
Cn
(Wzf)(w) 〈Akw−z, kw〉 eiα Im(z·w) dz
=
(α
pi
)n ∫
Cn
(Wzf)(w) 〈AW−zkw, kw〉 dz
=
(α
pi
)n ∫
Cn
(Wzf)(w)[B(AW−z)](w) dz.
Define gz(w) :=
(
α
pi
)n
[B(AW−z)](w). By Proposition 1, the functions gz are Lipschitz continuous
with Lipschitz constants bounded by C˜
√
α
(
α
pi
)n ‖A‖ for some constant C˜ > 0. Moreover, we have
14
‖gz‖∞ ≤
(
α
pi
)n C
(1+|z|)β , that is, the function z 7→ ‖gz‖∞ is in L1(Cn). It follows that we can write
A =
∫
Cn
MgzWz dz
and the integral makes sense pointwise as either a Riemann or a Bochner integral on F pα. Therefore,
‖W−xAWx −A‖ ≤
∫
Cn
‖W−xMgzWzWx −MgzWz‖ dz
=
∫
Cn
‖W−xMgzWxW−xWzWx −MgzWz‖ dz
=
∫
Cn
∥∥∥e−2iα Im(z·x¯)Mgz(·+x)Wz −MgzWz∥∥∥ dz
≤
∫
Cn
∥∥∥e−2iα Im(z·x¯)(Mgz(·+x) −Mgz )∥∥∥ dz +
∫
Cn
∥∥∥(e−2iα Im(z·x¯) − 1)Mgz∥∥∥ dz
for every x ∈ Cn. By dominated convergence, it suffices to check that the integrands converge
pointwise to 0. For the first term we have∥∥∥e−2iα Im(z·x¯)(Mgz(·+x) −Mgz )∥∥∥ ≤ sup
w∈Cn
|gz(w + x)− gz(w)| ≤ C˜
√
α
(α
pi
)n
‖A‖ |x|
by the Lipschitz continuity of gz. For the second term we get∥∥∥(e−2iα Im(z·x¯) − 1)Mgz∥∥∥ ≤ (αpi
)n 2C
(1 + |z|)β
∣∣sin(α Im(z · x¯))∣∣ .
Hence, ‖W−xAWx −A‖ → 0 as x→ 0.
We can now prove the main result of this paper, which shows that, after taking the closure, all
the previously introduced algebras are actually the same. We use the abbreviation BUC(Cn) for
the set of bouded and uniformly continuous functions on Cn.
Theorem 18. Let A ∈ L(F pα). The following are equivalent:
(a) A is contained in the closure of {Tf : f ∈ BUC(Cn)}.
(b) A is contained in the closure of {Tf : f ∈ L∞(Cn)}.
(c) A ∈ T p.
(d) A ∈ Ap.
(e) A is contained in the closure of Asl
(f) A is contained in the closure of Awl
(g) The map Ψ : z 7→W−zAWz is uniformly continuous in the norm topology.
(h) [Tf , A] is compact for all f ∈ VOb(Cn).
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Proof. As all the work has been done above or in previous work, we only need to connect the
statements by arrows. “(a) =⇒ (b) =⇒ (c)” is clear. “(c) =⇒ (d)” is [6, Theorem 15]. “(d) =⇒
(e)” follows as in [1, Theorem 4.20]. “(e) =⇒ (f)” is again clear and “(f) =⇒ (d)” follows from [12,
Proposition 3.5]. “(e) =⇒ (g)” is shown in Proposition 17 above. “(g) =⇒ (a)” was shown in [5,
Theorem 3.1]. The equivalence “(d) ⇐⇒ (h)” follows from Theorem 13 and Theorem 15.
Of course, Theorem 18 has many direct corollaries as many results have been proven for these
classes of operators. As they turn out to be all the same, many results directly carry over. Let
us highlight just one of them here, which follows from Proposition 3. Alternatively, one can also
deduce it directly from Theorem 18 (h). If p = 2, the inverse closedness is of course trivial as these
algebras are C∗ in that case.
Corollary 19. Asl, Awl and T p are inverse closed Banach algebras.
Theorem 18 can also be used to give a different proof of “(c) implies (a)” in Theorem 15. Indeed,
for f, g ∈ L∞(Cn) the following algebraic identity holds:
[Tf , Tg] = H
∗
g¯Hf −H ∗¯fHg,
where H ∗¯
f
is the adjoint of Hf¯ : F
q
α → Lqα as before. Now if f ∈ VOb(Cn), then Hf and Hf¯
are compact (see [14, Theorem 1.1], for example), so that [Tf , Tg] is compact as well. Hence,
Tf essentially commutes with all Toeplitz operators and therefore, by standard properties of the
commutator, Tf ∈ EssCom(T p).
In fact, the boundedness of g is not necessary in the above. We only needed the boundedness of
Hg and Hg¯. As this is exactly the case when g ∈ BMO(Cn) (see [14, Theorem 1.1], for example),
we get the following corollary of Theorem 13 and Theorem 18.
Corollary 20. If g ∈ BMO(Cn) and Tg ∈ L(F pα), then Tg is contained in the Toeplitz algebra.
We note that it can also be verified directly that Tg is sufficiently localized (similarly as it was
done for p = 2 in [1, Lemma 4.11]).
References
[1] W. Bauer, R. Fulsche: Berger-Coburn Theorem, Localized Operators, and the Toeplitz Algebra,
Preprint on arXiv: 1905.12246.
[2] W. Bauer, J. Isralowitz: Compactness Characterization of Operators in the Toeplitz Algebra of
the Fock Space F pα, J. Funct. Anal. 263 (2012), 1323-1355.
[3] G. Bell, A. Dranishnikov: Asymptotic Dimension in Będlewo, Topol. P. 38 (2011), 209-236.
[4] L. Coburn: A Lipschitz Estimate for Berezin’s Operator Calculus, P. Am. Math. Soc. 133, no.
1 (2005), 127-131.
[5] R. Fulsche: Correspondence Theory on p-Fock Spaces with Applications to Toeplitz Algebras,
Preprint on arXiv: 1911.12668.
[6] R. Fulsche, R. Hagger: Fredholmness of Toeplitz Operators on the Fock space, Complex
Anal. Oper. Theory 13 (2019), 375-403.
16
[7] R. Hagger, The Essential Spectrum of Toeplitz Operators on the Unit Ball, Integr. Equ. Oper.
Theory, Vol. 89, No. 4 (2017), 519-556.
[8] R. Hagger: Limit Operators, Compactness and Essential Spectra on Bounded Symmetric Do-
mains, J. Math. Anal. Appl. 470, no. 1 (2019), 470-499.
[9] R. Hagger, C. Seifert: Limit Operator Techniques on General Metric Measure Spaces of Bounded
Geometry, Preprint on arXiv: 1908.01985.
[10] R. Hagger, J. Virtanen: Compact Hankel Operators with Bounded Symbols, Preprint on arXiv:
1906.09901.
[11] J. Isralowitz: Compactness and Essential Norm Properties of Operators on Generalized Fock
Spaces, J. Operator Theory 73, no. 2 (2015), 281-314.
[12] J. Isralowitz, M. Mitkovski, B. Wick: Localization and Compactness in Bergman and Fock
Spaces, Indiana Univ. Math. J. 64 (2015), 1553-1573.
[13] M. Lindner: Infinite Matrices and their Finite Sections, Birkhäuser Verlag, Basel, Boston,
Berlin, 2006.
[14] X. Lv: Hankel Operators on Fock Spaces F p(ϕ), Complex Variables and Elliptic Equations 64,
no. 9 (2019), 1522-1533.
[15] P. Muhly, J. Xia: On Automorphisms of the Toeplitz Algebra, Amer. J. Math. 122 (2000),
1121-1138.
[16] V. Rabinovich, S. Roch, B. Silbermann: Limit Operators and their Applications in Operator
Theory, Operator Theory Advances and Applications 150, Birkhäuser, Basel, 2004.
[17] M. Sadeghi, N. Zorboska: Localization, Carleson Measure and BMO Toeplitz Operators on the
Bergman Space, J. Math. Anal. Appl. 485, no. 2 (2020), 123829.
[18] S. Wu, D. Zheng: Toeplitz Algebra on the Fock Space, Preprint on arXiv: 1907.00889.
[19] J. Xia: Localization and the Toeplitz Algebra on the Bergman Space, J. Funct. Anal. 269 (2015),
781-814.
[20] J. Xia: A Double Commutant Relation in the Calkin Algebra on the Bergman Space,
J. Funct. Anal. 274 (2018), 1631-1656.
[21] J. Xia, D. Zheng: Localization and Berezin Transform on the Fock space, J. Funct. Anal. 264,
no. 1 (2013), 97-117.
Raffael Hagger
Department of Mathematics and Statistics
University of Reading
Whiteknights Campus
Reading RG6 6AX
UNITED KINGDOM
r.t.hagger@reading.ac.uk
17
