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1. INTRODUCTION 
Let X be a Riemannian manifold and A: P(X)+ Cm(X) the 
Laplace-Beltrami operator. Given a real-valued C” function, V, on X 
consider the spectral problem 
-Au + Vu = h, 24 E Cyr). (l-1) 
If X is compact and boundaryless, those 2s for which (1.1) admits a non- 
zero solution form a monotone sequence of real numbers, {A,}, with 
Lim li = +co. For simplicity let us call this sequence the spectrum of V. We 
are interested in the following problem: To what extent is V determined by 
its spectrum? A number of somewhat contradictory results are known about 
this problem: 
(1) If X = S’, different P”s can have the same spectrum. For instance, 
let u(x, t) be a periodic solution of the Kortewegde Vries (KdV) equation 
au au ah 
-=%-ax at (1.2) 
and for each t let V,(x) = u(x, t)/6. Then (1.1) has the same spectrum for all 
t. (See [7].) 
(2) Let X be the n-torus, S’ X 1’. x S’. Let Vii, -co < ti < co be an 
isospectral family of functions on S’ constructed, for instance, by using the 
KdV equation as in (1). Let 
V,(x) = K,(Xl) + *-* + I,“. 
The spectrum of Vt consists of (1, + ... + A,}, where Li E spectrum Vii; so 
VI is an isospectral family. 
(3) Let X be an arbitrary Riemannian manifold. To each periodic 
geodesic, y, on X we can assign its period, T,,. The set {T,} is called the 
period spectrum of X. X is said to have simple period spectrum if T,= Tj 
283 
OOOI-8708/81/120283-16$05.00/O 
Copyright 0 1981 by Academic Press, Inc. 
All rights of nproduction in any form reserved. 
284 VICTOR GUILLEMIN 
only when y = y’. It is known that “most” Riemannian manifolds have 
simple period spectrum. Notable exceptions are S’, S2, IRP” etc. 
THEOREM. If X is two-dimensional, has simple period spectrum, and is 
everywhere negatively curved, then for all V E C*(X), the spectrum of V 
determines V. 
(See [ 151. A higher-dimensional version of this theorem was proved in 
[161.) 
(4) If rp: X -+ X is an isometry of X, then for all V,,, p*V, has the 
same spectrum as V,,. The P”s obtained this way from V,, are not, of course, 
particular interesting. We will define V,, to be spectrally rigid if the only Irs 
with the same spectrum are related to V,, by isometries. 
For X = S2 or IRP2, practically nothing is known about the existence of 
isospectral vs. Since S2 and IRP* both admit large groups of isometries (i.e., 
O(3) in the case of S2 and SO(3) in the case of IRP’), there do exist distinct 
I% with the same spectrum. However, it is not known whether all V’s are 
spectrally rigid as in case (3) above or whether there exist KdV type 
isospectral families as in cases (1) and (2). Until recently I was inclined to 
believe that the latter was probably the case. The purpose of this article is to 
present some evidence that the former is the case. The evidence consists of 
some examples of spectrally rigid I+.. The simplest example is any spherical 
harmonic of degree 0, 1, or 2. (See Section 2 below.) A more complicated 
example is discussed in Sections 3-5: Let us say that a function V on HP2 is 
zonal or aximetric if it is symmetric about a fixed axis of rotation. Let 6 be 
the set of all zonal functions. 
THEOREM. There exists a non-empty open subset, P’, of P such that if 
V E 3’ then V is spectrally rigid. 
Let me indicate briefly how these results are proved. Let X be a 
Riemannian manifold and G its group of isometries. Let S be a subset of 
C?(X). We will say that S is spectrally invariant if, given V, E S, every V 
with the same spectrum as V,, is also in S. It is clear that if S is spectrally 
invariant, it is also G-invariant. The problem of spectral rigidity is closely 
related to the problem of constructing spectrally invariant sets. For instance, 
a spectrally invariant set is minimal if it consists of a single G-orbit. It is 
clear that every element of a minimal spectrally invariant set is spectrally 
rigid. 
One way of constructing spectrally invariant sets is by means of “heat” 
invariants: Let {Ai} be the spectrum of the operator (1.1). By a well-known 
theorem of Minakshisundaram and Pleyel, 
C eeAi’ - trnj2 jJ I,(v) f, 
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as t + O+. Moreover, the,Z,(V)‘s are expressible as integrals of the form 
I J,(V, vv ,...) v*vq dx, U-3) 
J, being a polynomial function of V, VV, etc., plus some functions of x 
which are expressible as universal polynomials in the curvature tensor and 
its covariant derivatives. (For X = S*, the first few of the Zr’s are written 
down in Section 2.) Let cl, i = i, ,..., ik, be constants. Clearly the sets 
{V; Ii(V) = Ci, i = i, ,..., ik} (1.4) 
are spectrally invariant. Furthermore if j # i, ,..., i,, the subset of (1.4) on 
which the restriction of Zj to (1.4) attains its minimum value is also a 
spectrally invariant set. In principle one should be able to say much about 
the structure of this set (for instance, verify whether or not it consists of a 
single G-orbit) using standard techniques in the calculus of variations. 
Unfortunately, except in dimension 1, one does not seem to know enough 
about the heat invariants to ‘carry out this program in detail. (In dimension 
1, this program has been carried out by Peter Lax. For details, see his 
beautiful paper [ 171.) 
Several years ago it was discovered by Alan Weinstein that on S* and 
RP* there are other spectral invariants of the form (1.3) besides the heat 
invariants. These invariants are called band invariants and are in some ways 
much simpler than the heat invariants. (They are described in Section 2.) It 
turns out that although we do not know enough about the heat invariants 
alone to make a careful variational analysis of (1.3) on S* and RP*, we can 
get some interesting partial results using both heat and band invariants. For 
details see Sections 3-5. 
In view of the rigidity results just described, it seems unlikely that there 
are KdV type isospectral families on S’. Nevertheless let us suppose there 
are. In fact let us suppose merely that there exists a (non-linear) map 
having the property that for all V, Spectrum TV= Spectrum V. In Section 6 
we will show that if T is Frechet differentiable, then if V is a spherical 
harmonic of order k, so is TV. In other words, denoting by Rk the spherical 
harmonics of order k, T induces a map of &. onto itself. The question of 
whether T acts trivially on &. in the sense that it carries G-orbits into G- 
orbits can be reduced to an intriguing problem in classical ‘invariant theory 
(see Section 6). 
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2. SPHERICAL HARMONICS OF Low ORDER 
Let X= S2 with its standard Riemannian metric. In this section we will 
prove 
THEOREM 1. If V E P(S’) is a spherical harmonic of degree <2, it is 
spectrally rigid. 
We will need the following result of Gilkey (see [3]). 
PROPOSITION 2.1. The quantities 
! V dx, I . V2 dx, J .((VV)‘-2V3)dx, (2-l) 
are spectral invariants of V, integration being with respect to the standard 
volume form on S2. 
Given a point p E S2 let yP be the geodesic obtained by intersecting S* 
with the plane, x .p = 0, in iR3. Given a function, V, on S2 let V(p) be the 
integral of V over yP. The function P which takes the value V(p) at p is 
called the Radon transform of V. Let 
R: P(S’)+ Ca,(S2) 
be the operator which sends V to I? For the following see [4]. 
PROPOSITION 2.2. The kernel of R is the space of odd functions on S2. 
For each even integer, k, R maps the space of spherical harmonics of degree 
k onto itself and is a constant multiple of the identity operator on this space. 
Moreover, on CE,,, RR* is of the form s(-A), s(t) being a smooth 
monotone-decreasing function on [0, co), which behaves asymptotically as a 
classical symbol of order -4 for t large. 
Remark. It follows from a well-known theorem of Seeley that RR* is an 
elliptic pseudodifferential operator of order -4. 
The next result is due to Weinstein [lo]. (See also [2, 131.) 
PROPOSITION 2.3. Let f be a continuous function on the real line. Then 
J 
‘f(p)dx (2.2) 
is a special invariant of V. 
By the previous proposition P= 0 if and only if V is odd; so as a 
corollary we get 
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PROPOSITION 2.4. The property of being an odd function on S2 is a 
spectraZly invariant property. 
On the space of odd functions the first of the invariants (2.1) vanishes and 
the third becomes 
I (Vv)’ a%. (2.3) 
Consider those V’s which minimize this expression subject to the constraint 
i 
V2 ak = const. (2.4) 
If we restrict ourselves to odd V’s the minimizing ones are precisely the 
spherical harmonics of degree 1; so by Proposition 4.1 the set of first order 
spherical harmonics is intrinsically defined by its spectral properties. Since 
SG(3) acts transitively on the set of first order spherical harmonics 
satisfying (2.4), this proves the first half of the theorem. To prove the second 
half, consider those functions, V, which maximize the expression 
I (n*dx (2.5) 
subject to constraint (2.4). By Proposition 2.2 these functions are just the 
constant functions. If we add to (2.4) the constraint 
I vdx=o, (2.6) 
the maximizing V’s are the quadratic spherical harmonics. The space of all 
quadratic spherical harmonics is five-dimensional and the subset (2.4) is 
four-dimensional. The additional condition 
1 
(0,’ dx = const (2.7) 
picks out a three-dimensional subvariety of (2.4). It can be shown that this 
subvariety is a single G-orbit. (See Section 4.) This proves the remaining part 
of Theorem 1. 
3. A VARIATIONAL PROBLEM 
In this section let X be real projective space (i.e., S2 with antipodal points 
identified). Let G = SG(3), the group of isometries of X. We will identify 
CCOQ with the space of even smooth functions on S*. By Proposition 2.2, 
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the Radon transform maps Cm(X) bijectively onto itself. We will continue to 
denote this transform by R. Let 
P= (RR*)-‘. 
By Proposition 2.2, P is a positive self-adjoint elliptic pseudodifferential 
operator of order f. 
Let V be smooth real-valued function on X and let U be its Radon 
transform. By Propositions 2.1 and 2.3 
J . (PU, U) dx 
is a spectral invariant of V, and for every smooth real-valued function,f, on 
the real line 
is a spectral invariant of V. In particular 
J 
Udx and 
J 
U2 dx 
are spectral invariants. Letf=f(t) be a smooth real-valued function with the 
property 
f(t) = O(f% f’(t) = O(f - I), f”(t) = O(T’) (3.1) 
for t large and for some p < f. Then the functional 
P(X) + R, U+ -+ 
J 
‘f(U)dx, 
extends to a C2-function on the Sobolev space H,,4(X) (see [ 11). Let us 
consider the problem of minimizing the expression 
Q,(U) =,i (:(PU, U) + Q-(U)} dx 
subject to the constraints 
(3.2) 
J 
Udx=O, 
i 
U2 dx= 1. (3.3) 
For E = 0 the set of minimizing U’s is the unit sphere in the space of 
spherical harmonics of degree 2. Let us denote this set by Z. For E small, 
minimizing U’s can be found by standard Liapunov-Schmidt type methods. 
The following is easily adapted from Theorem 7.1 of [8] or Theorem 0.2 of 
171. 
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PROPOSITION 3.1. There exists a neighborhood, 4, of Z in the set (3.3), 
an E,, > 0 and an injective G-equivariant map 
detined for all 0 Q E < Ed such that if Ye = @, o p,, then 
(a) !PC is smooth, 
(b) Y: = @. I 2 + O(E*), 
(c) p, maps the critical sef of Ye on Z bijectively onto the critical set 
of 4Pc in P. 
This theorem reduces the problem of finding local minima of @, in P to a 
finite-dimensional problem, namely, that of finding local minima of !Y: on Z. 
We will now show that if the function, f, in (3.1) is bounded and E is 
sufficiently small, QE takes on a global minimum. Indeed let c be the value of 
Q0 on Z. It is clear that c is an absolute minimum of Go so there exists a 
6 > 0 such that Q0 > c + 6 on the complement of a. If f is bounded in 
absolute value by A, then Qc > c + 6 -AC on the complement of P and 
Ye < c + AE + O(E*) on Z; so the minimum value of YE on Z is identical 
with the minimum value of @. globally. This argument also shows that the 
set of U’s which minimize Qc lies inside F. 
Next we will show that if f’ and f N are also bounded, then such a 
minimizing U is not only smooth of Sobolev order 4 but is in fact C”O. The 
equation of first variation, &D,, at U is of the form 
PU=-&f’(U)-txJ. (3.4) 
With the assumptions above on f’ and f “, the right-hand side of (3.4) is in 
Hk when U is in Hk for all k > 0. However, by Proposition 2.2, P is elliptic 
of order 4; so if the right-hand side of (3.4) is in Hk, U is in Hk+,,2. 
Therefore, a solution of (3.4) which is in H,,4 is automatially in Hk for all k. 
4. THE G-ORBIT STRUCTURE OF Z 
It is clear from (3.2) that @, is G-invariant; so the set of minimizing U’s is 
the union of a certain number of G-orbits. We will show that, for most 
choices off, it consists of a single G-orbit. To show this we must examine 
the action of G on Z. Let us denote by W the space of spherical harmonics 
of order two on X = RP*. The group G = SO(3) acts irreducibly on this 
space. Let 
p,: w-t R, i= 2,3, 
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be the function 
U+ U’dx, 
I (4.1) 
where LJ E W c P(X). By definition Z is the subset of W where p2 = 1. 
LEMMA 4.1. Given a smooth G-invariant function, y, on W there exists 
a smooth function,J on R2 such thatfor all U E W, y(U) =f (p2(U),p,(U)). 
Proof: Identify W with the space of quadratic polynomials 
b(x) = x b,x,x,, 
i,j=I 
x bii = 0, (4.2) 
on R3. Let B = (b,) and let q*(B) and q3(B) be the coefficients of the charac- 
teristic polynomial: 
det(X - B) =X3 - q*(B) X - q3(B). (4.3) 
It is a classical theorem of invariant theory that every G-invariant 
polynomial on W is a polynomial function of q2 and q3; therefore, by a 
recent theorem of Schwartz (see [9]), f or every G-invariant Cm function, w, 
on W, there exists a C” function,f, on R* such that t,u = f (q2, q3). It remains 
to identity q2 and q3 with p2 and p3 (up to non-zero constant factors). It is 
clear that q2 is a constant multiple of pz, for, since G acts irreducibly on W, 
it possesses only one invariant quadratic form. As for p3, it must be some 
polynomial combination of q2 and q3; but since it is itself a cubic 
polynomial, the only possibility is that it be a constant multiple of q3. 
Q.E.D. 
Every G-orbit in W intersects the set of diagonal quadratic forms of trace 
zero 
s = p,x; + &xi +/4,x;, /I, + 1, + /I3 = 0) (4.4) 
in a finite number of points. Moreover two elements, A, xi + A,x: t A,x: and 
nix: + 1;~: t n\xi, of the set (4.4) are on the same G-orbit if and only if 
(1’,,1;, 1;) is a permutation of (A,, I,, A,); i.e., let Z, be the group of 
permutations of the three-element set, and let C, act on S by permuting the 
A’s. Then there is a l-1 correspondence between G-orbits in W and C,-orbits 
in S. 
Given a C” G-invariant function on W, its restriction to S is a C” Z,- 
invariant function. We will show that this gives us a l-l correspondence 
between G-invariant functions and Z’, - invariant functions: The restrictions 
to S of the functions q2 and q3 of (4.3) are just 
92(A) = (A: t n: t A:)/2 
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and 
and every polynomial in A,, 1, and 1, which is invariant under Z, is a 
polynomial function of the elementary symmetric polynomials, ql(;l) = 
A, + 1, + A,, q2(A) and q&I). Since ql@) = 0 on S the theorem of Schwartz 
invoked above implies: 
LEMMA 4.2. Given a C* function w on S which is ZJnvariant, there 
exists a C”O function f on IR* such that w = f (q2, q3). 
COROLLARY 1. The map which associates to every C* G-invariant 
function on W its restriction to S is a bijective correspondence between C” 
G-invariant functions on W and C* &-invariant functions on S. 
If S, is the subset of S on which 
(A.: + n; + A.;)/2 = 1 
we also have 
COROLLARY 2. The restriction map is a bijective correspondence between 
C”O G-invariant function on Z and C” &-invariant functions on S, . 
Topologically, S, is just a circle. Its Z,-orbit structure is easy to describe. 
With two exceptions, all the C, orbits are six-element sets on which C, acts 
in a fixed-point-free fashion. The two exceptional orbits each consist of three 
points. One orbit is the set on which q&I) = 12,A2& achieves its maximum 
and the other the set on which it achieves its minimum. The union of these 
two orbits (six points in all) is the subset of S, on which two of the three 
numbers A,, I, and Iz, are equal. The following we leave as an exercise for 
the reader : 
LEMMA 4.3. The orbits in Z corresponding to the six-element orbits in S, 
are three-dimensional, and each is topologically identical with SO(3)/A, A 
being the (three-element) diagonal subgroup of SO(3). The two orbits in Z 
corresponding to the two exceptional orbits in S, are each two-dimensional 
and their union is the set of zonal spherical harmonics of degree 2 (and L,- 
norm 1). On one of these orbits the function pJ takes its maximum value and 
on the other it takes its minimum value. 
Let (p be a C,-invariant function on S,. We will say (p satisfies condition 
(*) if the set of points on which it takes its minimum value is a single Z:,- 
orbit and each of the points on this orbit is a non-degenerate critical point of 
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q. We will say that (D is zonal if this orbit is an exceptional orbit and non- 
zonal if it is a regular orbit. If v/ is a G-invariant function on Z we will say 
that v/ satisfies condition (*), is zonal or is non-zonal, if the corresponding 
assertion is true for the restriction of I,U to S,. 
EXAMPLE. The function p3 defined by (4.1) satisfies (*) and is zonal. It 
is not hard to show that the function 
U+c, ‘U’dx+c,l‘udx 
J 
is non-zonal for suitable choice of c, and c,. 
The following elementary lemma is essential in what follows: 
LEMMA 4.4. Let cp be a smooth function on Z which is G-invariant and 
satisfies (*). Let pp, = a, + ep, + O(E’) be a perturbation of IJI which is G- 
invariant. Then, for E sufficiently small, q, also satisfies (x) and is zonal or 
non-zonal depending on whether cp is. 
Proof Let w and y, be the restrictions of p and o, to S,. It is clear that 
if IJY satisfies (*), so does vC for E suffkiently small, and the same is true of w 
being non-zonal. Suppose, therefore, that I,U is zonal. Since the three 
minimum points of v are non-degenerate, for E small I,U, can have at most 
three minimum points each of which is non-degenerate. Since v/, is Z3- 
invariant this set of points is one of the exceptional orbits. Q.E.D. 
We now come to the main theorem of this section. 
THEOREM. Let f be a smooth bounded function on the real line. Suppose 
the function w: Z -+ R defined by 
U- .f (U) dx. 
J (4.4) 
satisfies condition (*). Then for E sufficiently small the functional 
Q,(U)=1 (PU, U)dx+eJ’f(U)dx 
takes on a unique minimum value on the Sobolev space H,,4(X) subject to 
the constraints 
J 
Udx=O, .U=dx=1. 
I 
Moreover the set of Us at which QE attains its minimum value lies in COD(X) 
and consists of a single G-orbit. The minimizing V’s are zonal functions if 
and only tf (4.4) is zonal. 
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ProoJ: The function, w,, in Proposition 3.1 is, except for a constant 
factor, a small perturbation of the function, v/, defined by (4.4). Therefore, if 
I satisfies (*) and is zonal (or non-zonal) the same is true of r,u, for E 
sufficiently small by Lemma 4.4. Hence the minimal set of I, consists of a 
single G-orbit which is either two- or three-dimensional depending on 
whether w  is zonal or not. By Proposition 3.1 the minimal set of 9, is a 
single G-orbit which is either two- or three-dimensional depending on 
whether ry is zonal or not. Suppose this orbit is two-dimensional. If U is an 
element of this orbit the subgroup of G leaving U fixed is one-dimensional; 
therefore U is a zonal function. Q.E.D. 
5. ZONAL FUNCTIONS 
Suppose the function, U E F’(X), minimizes (3.2) subject to the 
constraints (3.3). Let V be the inverse Radon transform of U. If the second 
term of (3.2) satisfies the transversality condition, (*), then, by the main 
theorem of the preceding section, V is spectrally rigid. Solutions of the 
variational problem (3.2) give rise to two types of spectrally rigid potentials, 
zonal functions and functions which are in a certain sense non-linear 
analogues of second order spherical harmonics. (See Weinstein [ 121.) We 
will show in this section that as we vary f in (3.2) the zonal solutions of 
(3.2) fill out an open set in the set of all zonal functions. Since the Radon 
transform maps the set of zonal functions bijectively onto itself, this will 
imply that there is a non-empty open set of zonal functions which is 
spectrally rigid. 
We begin by examining a one-dimensional analogue of the variational 
problem (3.2). Let fi,,,(X) be the subspace of H,,,(X) consisting of 
functions which are invariant with respect to rotations about the x,-axis, and 
consider the problem of minimizing 
on the Hilbert space, fi,,,Q, subject to the constraints 
5 
Udx= 0, 
I 
u2dx= 1. 
The main theorem of the preceding section implies 
(5.2) 
THEOREM 1. If f satisfies (*) and is zonal, and E is sflciently small, 
then a function U E A&) which minimizes (5.1) subject to the constraints 
(5.2) is also a minimizing function for (5.1) on the larger set, (5.2), in 
H,,&o 
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Therefore, it suffices to show that if we vary thef’s in (5.1), the solutions 
of the variational problem, (5.1), fill out an open set in the space, 
cm n fiFj1,4. Let A!$ be the space of spherical harmonics of degree 2 which 
are symmetric about the x,-axis. This space is one-dimensional and contains 
two elements, U, and -U,, of norm 1. We will need the following lemma. 
LEMMA 5.1. Every smooth function on RP2 which is invariant with 
respect to rotation about the x,-axis is of the form h(U,,), h being a smooth 
function on the real line. 
ProoJ Let U be a smooth function on RP2 which is invariant under 
rotation about the x,-axis. It is clear that U can be extended to a smooth 
function, U’, on R3 which is even and is invariant with respect to rotation 
about the x,-axis. The ring of all polynomial functions on R3 with these two 
properties is generated by xi and xf + xi + xi. Therefore, by [ 91, U’ can be 
expressed as a smooth function of x: and xf + x: + xi. Hence its restriction 
to S2 can be expressed as a smooth function of U,,. Q.E.D. 
If E = 0 in (5.1) then QF is minimized by U,,, subjet to the constraints, 
(5.2). To find minimizing U’s close to U,, we look at the Euler-Lagrange 
equations 
PU + &f’(U) -AU= 0. (5.3) 
Let U, be an arbitrary smooth function on X which is symmetric with 
respect to rotations about the x,-axis and satisfies 
! U, dx = 0. 
For E small, choose a(e) = 1 + O(E) such that 
U = aU, f EU, 
satisfies (5.2). We will show that, for E small, there exists a bounded 
function, f =f (e, t), depending smoothly on E and t, such that U is a solution 
of (5.3). By the lemma there exists a smooth bounded function, g, on the real 
line such that U, = g(U,) and hence 
U = aU, + eg(UJ. (5.4) 
Let 1, be the eigenvalue of P corresponding to the eigenfunction, U,. 
Substituting (5.4) into (5.3) and setting A =A,, we get 
0 -PI g(ud =f ‘(au, + duo)). (5.5) 
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By the lemma, the left-hand side of (5.5) can be written in the form, h(U,), 
with h E C?(R); so (5.5) will be satisfied if we can produce a function, J 
such that 
h(r) =f’(at + &g(t))* (5.6) 
However, since a = 1 + O(E) and g(t) is bounded, the map, t + at + &g(t), of 
the real line into itself is invertible for E small; so anfsatisfying (5.6) clearly 
exists. 
Let f0 be an indefinite integral of the function, h, on the left-hand side of 
(5.6). If we choose the constant of integration appropriately then 
fQ(t) =f(c, t) at E = 0. We will prove 
THEOREM 2. Suppose the inequality 
pxu3) dx < pwd dx (5.7) 
holds. Then for E positive and sflciently small, the function (5.4) minimizes 
(5.1) subject to the constraints (5.2). 
Proof: The eigenvalue, I,, is a simple eigenvalue of P on the Hilbert 
space, fi,,,(X); so when E = 0 the functional @e has just two non-degenerate 
minimum points, subject to the constraints (5.2), namely, U,, and -U,. By 
Liapunov-Schmidt (see Section 3), for E small, Qz takes on a relative 
minimum at exactly one point, U,+, in the vicinity of U,, and takes on a 
relative minimum at exactly one point, U;, in the vicinity of -U,. Since 
fo(t) =f (0, t), (5.7) implies that, for E sufficiently small, 
j-f@, U:)dx <jf(e, K)h 
hence, @, achieves its absolute minimum at UJ. Finally, since @, has just 
one critical point in the vicinity of U,,, U,’ must be identical with the 
function (5.4). Q.E.D. 
It is easy to see that there do exist choices of U, for which the 
corresponding, h, in (5.6) satisfies the condition (5.7). For instance, if the 
wrong inequality holds for U,, then the correct inequality will hold for -U, . 
Moreover, it is clear that the set of UI’s for which (5.7) holds is open in the 
C,-topology. This proves our assertion that there exists a non-empty open set 
of U’s which occur as minimizing functions for (5.1) when we vary thef’s. 
601/42/3-6 
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6. ISOSPECTRAL MAPS 
Let T: Coo(S2) + Cm(,Sz) be a (non-linear) isospectral map. Assume T is 
continuous in the Sobolev H,-topology for k = 0 and 1 and that its 
continuous extension to Hk is Frechet differentiable. Under these 
assumptions we will prove 
THEOREM 1. For all integers r > 0, T maps the space ce of rth order 
spherical harmonics into itselJ 
ProoJ On the space Czodd consider the functional 
U-i I’ (Vu)* dx (6.1) 
subject to the constraint 
I U2 dx = const. (6.2) 
Function (6.1) extends to a C2 Morse function on the Sobolev space (H,),,, . 
Consider the restriction of this function to the constraint set (6.2). It is easy 
to see that its critical points of index 4r + 3 are precisely the spherical 
harmonics of degree 2r + 1. By Proposition 2.1, T preserves (6.1) and (6.2); 
so, if it is Frechet differentiable, it preserves q,+i. To show that T 
preserves ,?$ we apply the same argument to the functional 
U+ (RU)‘rix 
J (6.3) 
restricted to the constraint set (6.2) in L’(X). Q.E.D. 
Now fix an even integer, r, and on & consider the function, pk: e-+ IR, 
where 
pk(U) = 1 Uk dx. (6.4) 
This function is a homogeneous polynomial function of degree k which is G- 
invariant. Moreover by Proposition (2.3) it is T-invariant. Therefore, to 
prove that T acts trivially on Z$ (maps G-orbits into themselves) it is enough 
to prove the following conjecture. 
Conjecture 1. The polynomials, pk, k = 2, 3,4,..., separate G-orbits in 
.PyY. 
For r odd the polynomials (6.4) have analogues; however, their definition 
is a little more complicated. Let M = T*X - 0, where X = S2, and let 
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(P*: A4 -t M be geodesic flow. Let V be a function on X and I” the lift of V to 
il4. The expression 
2n s 
I I 
{p*v’,q*v’}dtds (6.5 1 
0 0 
defines a smooth function on M which is invariant under geodesic flow. (The 
“{ }” symbol in the integrand is the usual Poisson bracket.) Let p be a point 
of S and let y, be the geodesic 
yp=s2n {XE lR3,x.p=O}. 
Let F(‘(p) be the value of (6.5) of the geodesic y,,. We will call v the non- 
linear Radon transform of V. Let 
where “Y denotes the usual linear Radon transform. For the following see 
151. 
PROPOSITION 4.1. If V E Cs,(S’) then fur euey continuous function on 
the real line 
is a spectral invariant of V. 
In particular the polynomials, &k: 8%;,+ I --t IT?, where 
qZk(CJ) = 1 (v”)” dx 
are spectral invariants; so the question of whether isospectral maps act 
trivially on o?&+, reduces to the analogue of Conjecture 1: 
Conjecture 2. The qZk’s separate G-orbits in &,+i. 
Concerning Conjecture 1, the following somewhat stronger conjecture 
turns out to be false, as was pointed out to us by Gerald Schwartz. 
Conjecture 1’. The polynomials, P,, k = 2, 3,4 ,..., generate the ring of 
polynomial invariants on <. 
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