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Clinical reasoning ability is central to clinical competence 
as it allows medical practitioners to evaluate patients and 
their test results in order to make accurate diagnoses and 
implement appropriate treatment.[1] The development of 
expertise in clinical reasoning may be facilitated through 
active learning and practice with authentic cases. E-learning has the 
potential to support this process by providing students with interactive 
learning experiences, exposure to multiple cases, and opportunities for 
deliberate practice with tailored feedback. 
Creative educators use animation and simulation to build innovative 
learning resources. The available technology makes it possible to offer 
personalised instruction, collaboration and an engaging, even immersive, 
learning experience.[2] Simulations allow inexperienced trainees to practise 
their clinical reasoning skills on virtual patients without exposing real 
patients to the possibility of harm, and can provide exposure to a variety 
of clinical presentations and uncommon medical conditions. Errors in 
managing these virtual patients may be allowed and provide valuable 
learning opportunities.
Developing innovative e-learning materials can, however, be very time 
consuming and expensive. For example, a survey published in 2007 on 
the development of computer-based virtual patients at medical schools in 
the USA and Canada revealed that each took an average of 16.6 months to 
complete and 85% cost >USD10 000 (ZAR120 100).[3] This level of investment 
of time and money needs to be justified by the educational impact of the 
resources developed, especially in under-resourced environments such as 
African tertiary education institutions. 
There are many factors that must be in place to ensure successful e-learning.[4] 
This article highlights two critically important but under-appreciated factors, 
i.e. the management of the learner’s cognitive load and the usability of the 
computer interface. The sections that follow briefly discuss: (i) development 
of expertise in clinical reasoning; (ii) cognitive load theory and its relevance 
to e-learning; and (iii) importance of the usability of computer interfaces. 
Developing expertise in clinical reasoning
Learning requires alterations in long-term memory. The major mechanisms 
involved are the acquisition and automation of knowledge schemas.[5] In 
the context of clinical medicine, schemas are sometimes also referred to 
as ‘illness scripts’.[6] These are cognitive constructs or ‘mental models’ for 
organising and storing information. 
The critical role of long-term memory in intellectual performance started 
emerging with the publication in the 1960s of studies on chess players.[7] 
After a brief exposure to a typical mid-game position, expert chess players 
were much better than novices in their ability to recall the exact positions 
of the pieces. However, when the same pieces were randomly distributed on 
the board, there was no difference between experts and novices in recalling 
the positions of the pieces.[8] Chess experts do not see a position as isolated 
pieces, but as configurations of pieces and squares, most of which they 
have seen many times before. These configurations are stored as ‘chunks’ or 
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schemas, and it is estimated that chess experts have 
between 10 000 and 100 000 such configurations 
stored in their long-term memory.
Similarly, medical experts appear to solve 
most clinical problems by pattern recognition, 
without resorting to ana lytical, pathophysiological 
reasoning.[9] They are able to do this, with good 
diagnostic accuracy, by drawing on an extensive 
database of schemas or illness scripts stored in 
their long-term memory. Many studies on novice-
expert differences indicate that expertise is the 
result of the acquisition of a large fund of domain-
specific knowledge that is well organised and easily 
retrieved when needed.[10] Deliberate practice over 
an extended period of time produces a high level 
of automation of these schemas[11] so that their use 
no longer requires conscious processing and makes 
minimal demands on the limited resources of 
working memory. This is how the expert clinician 
is able to make diagnoses rapidly, accurately and 
effortlessly. However, when problems are unusual 
or complex, the expert is able to shift from pattern 
recognition to analytical reasoning and bring to 
bear an extensive store of basic science knowledge 
to address the problem.[12] This is often required in 
disciplines such as anaesthesiology, intensive care 
medicine and nephrology, which are rooted in the 
basic sciences.[12]
Expertise in clinical reasoning is very case 
specific.[13] Our challenge as teachers is to help 
students develop expertise that can be effectively 
applied to the diagnosis and management of 
different – but related – cases that they encounter 
later. Such transfer of expertise is very difficult to 
achieve,[13,14] but may be facilitated by ensuring 
active learning and creating opportunities for 
‘deliberate practice’[11] with carefully selected 
and sequenced examples. Multiple examples 
of cases or clinical problems allow learners to 
encounter key concepts in a variety of contexts. 
This facilitates the abstraction of the underlying 
concepts rather than merely focusing on the 
surface features of clinical problems, and 
improves the transfer of clinical reasoning ability 
from one problem to another.[1] 
E-learning offers the possibility of fostering 
deep learning and the transfer of expertise 
in clinical reasoning by being able to provide 
students with interactive learning experiences, 
exposure to multiple cases, including cases 
seldom encountered during their clinical rota-
tions, and opportunities for deliberate practice 
with immediate feedback. 
There are many factors that must be in place 
to ensure successful e-learning[4] and exploit the 
educational potential of innovative e-learning 
resources. These include ensuring institutional 
buy-in, ensuring that appropriate hardware and 
software are available, and providing skills training 
and technical and administrative support. There 
must be appropriate integration of e-learning 
into the curriculum, ensuring that assessments 
include the e-learning material, and a blended 
learning approach should be used where possible. 
The following sections highlight the importance 
of managing the learner’s cognitive load and 
optimising the usability of the computer interface 
when implementing e-learning. These factors may 
have a major influence on the benefit derived from 
the e-learning resources we employ to develop the 
clinical reasoning skills of our students.  
Managing cognitive load to 
promote learning
Cognitive load theory builds on well-established 
models of human memory that include the sub-
systems of sensory memory, working memory 
and long-term memory.[15] While long-term 
memory appears to have an unlimited capacity, 
working memory has a very limited capacity and 
can hold and process only a few discrete elements 
at any given time.[16]
Sweller’s cognitive load theory[17] and Mayer’s 
cognitive theory of multimedia learning[18] are 
based on a model of human cognitive architecture 
that views learning as involving the active 
processing of information by working memory 
via separate visual and auditory channels (Fig. 1). 
This system for dealing with new information is 
of very limited capacity and any cognitive load 
that does not directly contribute to learning 
is considered extraneous and likely to impede 
learning.
Overloading the limited capacity of working 
memory is more likely to occur when the content 
to be learned is difficult and presents a high 
intrinsic cognitive load.[19] Intrinsic cognitive 
load refers to the essential processing required 
to understand the learning material. When the 
material consists of multiple interacting elements 
of information, the intrinsic cognitive load will 
be high and learners therefore experience it as 
difficult. Because of the interaction the elements 
cannot be learned in isolation or sequentially, but 
must be assimilated simultaneously for learning to 
occur.[19] The topic of metabolic acidosis, for example, 
is difficult because there are many interacting 
elements that operate simultaneously. Students 
have to appreciate that metabolic acidosis may 
be caused by a gain of acid or the loss of sodium 
bicarbonate. They must also appreciate the role 
of the following: the extracellular fluid volume 
in determining the bicarbonate concentration; 
buffer systems in ameliorating the effects of 
an acid load; the kidney in excreting acid and 
generating new bicarbonate; and the respiratory 
system, which compensates for the acidosis by 
increasing ventilation.
In contrast to the example of metabolic aci-
dosis, some content may also contain many 
elements, but because of a low level of interactivity 
these elements can be learned in isolation or 
sequentially. The intrinsic cognitive load which 
it presents is low, and the content is therefore not 
experienced as difficult. For example, learning 
where hormones are produced could involve a 
long list of hormones and their sites of origin, but 
each of these unrelated hormone-origin pairs has 
little interaction with the successful learning of 
any other pair. Learning that insulin is produced 
by the pancreas, for instance, can be done in 
isolation and without reference to any other 
hormone and its site of origin.
The number of elements and degree of 
interactivity in a particular piece of learning 
material can only be an estimate as it varies 



























Fig. 1. The cognitive theory of multimedia learning. Sensory memory holds an exact copy of what was presented 
for <0.25 second, working memory holds a more processed version for <30 seconds and can process only a few 
items at any one time, and long-term memory has virtually unlimited capacity, holding an individual’s entire store 
of knowledge for long periods of time. From Mayer RE,[20] with permission.
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Therefore, whether material is experienced as 
difficult or not depends mainly on the presence, 
sophistication and automation of pre-existing 
schemas in the long-term memory of the 
individual. 
There is a growing body of evidence support-
ing the idea that learning materials should be 
designed consistent with principles of cognitive 
load theory. Research-based design principles 
have been proposed which are aimed at reducing 
extraneous cognitive load, managing essential 
processing, and fostering generative processing 
during learning. These principles are listed in 
Table 1 and discussed in the sections below.
Reducing extraneous processing
Extraneous cognitive load is caused by poor 
instructional design and results in processing 
being required that does not contribute to 
schema acquisition or automation. Methods of 
presentation that reduce extraneous cognitive 
load free up working memory and facilitate 
learning. Mayer[20] has recommended reducing 
extraneous load by applying the coherence 
principle, which states that all irrelevant 
material should be eliminated; the signalling 
principle, which involves highlighting essential 
material; and the spatial contiguity principle, 
which involves placing printed words near 
the corresponding graphics. These principles 
are aimed at minimising the splitting of the 
learners’ attention between multiple sources 
of information, and avoiding the presentation 
of redundant or irrelevant information.[5] For 
example, if a set of images illustrating the 
functions of the kidneys is physically separated 
from the corresponding explanatory text, the 
learner needs to scan back and forth to mentally 
integrate these two sources of information. 
Restructuring the information so that the 
explanatory text is close to, or even inserted 
into, each image eliminates the need for mental 
integration and reduces cognitive load. 
Managing essential processing
Essential processing involves selecting relevant 
information and representing it in working 
memory. The complexity of the material and 
the existing expertise of the learner determine 
the intrinsic cognitive load related to this part 
of the learning process. Intrinsic cognitive load 
can be managed by applying research-based 
design principles. The pretraining principle states 
that people learn better from a multimedia 
lesson when they are already familiar with the 
key components and concepts. Novice learners 
should therefore receive pretraining in the names 
and functions of each major component of a 
new lesson. The segmenting principle states that 
people learn better when a large lesson is broken 
down into smaller, learner-paced segments. The 
navigation of the lesson should therefore be 
under the control of the learner. The modality 
principle states that the words in a multimedia 
lesson should be delivered via narration rather 
than being printed, thereby shifting information 
from a potentially overloaded visual channel 
onto the auditory channel. 
Fostering generative processing
Generative processing is aimed at making sense 
of the material during learning and involves 
organising and integrating pictures and words 
and information from long-term memory. Three 
design principles are helpful for increasing 
motivation and engagement, thereby promoting 
generative processing. The multimedia principle is 
that people learn better from words and pictures 
than from words alone. For example, instead of 
only presenting a block of text explaining how 
the kidney works, add a series of illustrations. 
The personalisation principle is that people are 
more engaged and learn better when words 
are delivered in conversational language rather 
than in more formal language. For example, it 
is better to refer to ‘your kidney’ rather than 
‘the kidney’. The voice principle is that people 
learn better from multimedia lessons when 
the narration uses a human voice rather than a 
computer-generated one.
The advances in cognitive science summarised 
above provide useful guidance for designing 
effective e-learning resources that can support the 
development of students’ clinical reasoning skills. 
The implementation of these design principles 
has been tested in multiple experiments and 
shown to have a significant positive impact on 
learning, with medium to large effect sizes.[20]
Improving the usability of 
computer interfaces
Usability is a concept from the discipline of 
human-computer interaction that describes 
how easy it is to use technology interfaces.[21] 
Interfaces should be designed to be intuitive and 
self-evident, so that even inexperienced users can 
accomplish tasks successfully. The International 
Standard, ISO 9241-11, formally defines usability 
as the ‘extent to which a product can be used by 
specified users to achieve specified goals with 
effectiveness, efficiency and satisfaction in a 
specified context of use’.[22]
Design approaches that evaluate and optimise 
usability are common in the field of software 
development, but this is still seldom the case 
with e-learning, especially in the area of medical 
education.[23] Studies on e-learning interventions 
in the health sciences rarely describe usability 
evaluation that has been conducted at an early 
stage of the development process, and usability 
is usually not even mentioned as a component 
of the final evaluation. It has been suggested 
that journals should encourage the authors of 
e-learning articles to report on usability and 
share the important lessons learnt, thereby 
helping colleagues to avoid costly mistakes in 
the future.[23] 
High usability of e-learning materials is 
required to ensure the maximum educational 
impact, especially when the material to be learnt 
is complex.[19] Poor usability limits the potential 
benefit obtained from e-learning resources[23,24] 
by imposing an extraneous cognitive load, as 
users struggle with the interface and challenges of 
the content presented. We observed this with an 
interactive simulation we developed for improving 
clinical reasoning in the area of electrolyte 




Coherence principle: eliminate all extraneous material
Signalling principle: highlight essential material 
Contiguity principle: place printed words near corresponding graphics
Managing essential 
processing
Pretraining principle: provide pretraining in the names and characteristics of 
key concepts
Segmenting principle: break lessons into learner-controlled segments
Modality principle: present words in spoken form rather than as text to be read
Fostering generative 
processing
Multimedia principle: use words and pictures rather than words alone 
Personalisation principle: present words in a conversational style
Voice principle: use a human voice rather than a machine voice
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disorders.[25] Formal usability evaluation revealed 
that serious usability problems rendered the 
resource unusable for many participants.[26]
Some researchers have found significant 
learning effects from optimising the usability of 
learning materials.[27] This is most likely to be 
seen with novice learners who experience the 
content as presenting a high intrinsic cognitive 
load and would therefore be more sensitive to 
any extraneous load imposed by poor usability.[17] 
Other researchers have reported improvements in 
efficiency, satisfaction or motivation.[24,28,29] These 
effects are important in the light of the high drop-
out rate from e-learning courses.[30] Motivated and 
self-regulated learners are more likely to persist 
and succeed in e-learning environments, and by 
optimising usability one can make an important 
contribution to their satisfaction and motivation. 
An example of a usability problem and how it 
might be addressed is presented in Fig. 2.
The two main approaches to usability evaluation 
are ‘usability inspection’ and ‘user testing’.[33,34] 
Usability inspection involves a process where 
experts evaluate the application against established 
design principles and includes methods such as 
heuristic evaluation, cognitive walkthroughs, 
guideline review and consistency inspection.[33] 
Cognitive walkthroughs involve evaluators doing 
a step-by-step execution of common tasks, taking 
into account a typical user’s likely goals and 
knowledge. They focus on the differences between 
the user’s expectations and likely actions, and the 
steps required by the interface. Guideline reviews 
check whether an interface conforms to a set of 
design guidelines, such as an industry standard 
or corporate style guide. Consistency inspection 
is a methodical review for consistency in design 
throughout an application, including the graphics, 
text and the interaction or navigation style.
Heuristic evaluation is the most widely 
used inspection method and involves experts 
evaluating a technology interface against a set 
of heuristics, or principles of good interface 
design[35] (Table 2). It provides an efficient 
alternative to testing with representative end-
users[31] and can usually be conducted in less 
time, and at much less expense, than user 
testing. A group of inspectors is required, 
as the average problem detection rate of 
individual inspectors is generally low and each 
tends to uncover a different set of usability 
problems.[36] Inspectors will usually categorise 
the problems detected with regard to their 
severity and may also suggest solutions to the 
problems identified.
Empirical user testing involves the recruitment of 
typical end-users and studying their interaction 
with the application. This approach is often 
considered to have better validity and a greater 
impact on product development than inspection 
methods.[34,38] Evaluations may be conducted in 
sophisticated usability laboratories and informal 
settings using paper prototypes and think-aloud 
protocols. Selecting which usability measures 
to use can be difficult. There is no single 
global measure of usability. Some measures are 
subjective and others objective; all have their 
own cost and time requirements, and examine 
a particular aspect of usability. The objective 
measures include parameters such as successful 
task completion and error rates, while subjective 
measures include parameters such as satisfaction 
and perceived workload[39] and often make use of 
standardised questionnaires. 
Recently, there has been an increasing trend to 
use a broader range of measures to evaluate the 
user experience. This includes measures such as 
engagement, motivation, aesthetics, and fun.[29,30] 
The affective features of instructional messages 
can influence the level of learner motivation 
and engagement in deep processing. We should 
therefore consider incorporating instructional 
design features aimed at priming motivation, 
while being careful not to overload the learner’s 
working memory.[40]
Our own experience[25,26,31,32] has illustrated 
how clinician-teachers who are not usability 
Table 2. Principles of good interface design. These commonly used heuristics are from 
Nielsen,[35] with the last item from Karat et al.[37]
Heuristic Descriptor
1. Visibility of system status; feedback Keep users informed through timely appropriate 
feedback. They should always know where they are, 
which actions can be taken and how these actions can be 
performed.
2. Match with the real world – 
language, conventions
Speak the users’ language, with familiar words, phrases 
and concepts. Follow real-world conventions, making 
information appear in a natural and logical order.
3. Consistency and conformity to 
standards
Words, situations and actions mean the same thing; 
application uses commonly accepted platform 
conventions and conforms to user expectations.
4. Minimise memory load; recognition 
rather than recall
Make objects, actions, and options visible. The user 
should not have to remember information from one 
part of the application to another. Instructions should be 
visible or easily retrievable.
5. Aesthetic and minimalistic design No irrelevant information as it competes with relevant 
information and diminishes its relative visibility. 
Animation and transitions should be used sparingly.
6. Help and documentation It is better if the system can be used without 
documentation. If required it should be concise, easy to 
search and task centred.
7. User control and freedom The user can control the direction and pace of the 
application. Clearly marked exits are available if they take 
incorrect options by mistake. The application supports 
Undo and Redo.
8. Flexibility and efficiency of use Users can modify the application to suit their individual 
capabilities and needs, e.g. by using shortcuts.
9. Error prevention and tolerance Careful design to prevent errors occurring. Despite user 
errors, the intended result may still be achieved by error 
correction or good error management.
10. Help users recognise, diagnose and 
recover from errors
Error messages should be expressed in plain language (no 
codes), precisely indicate the problem, and constructively 
suggest a solution.
11. Intuitive visual layout Position elements on screen to be easily perceived and 
understood, and visually attractive.
November 2015, Vol. 7, No. 2  AJHPE         151
Researchview
experts can set about improving the usability of the resources they develop 
and provide a practical example for teachers in medical education and 
other areas. We developed a multimedia e-learning resource for electrolyte 
and acid-base disorders,[25] and then conducted a usability evaluation 
that included testing with end-users[26] and inspection by experts against 
principles of good design.[31] Serious usability problems were identified, 
which limited the educational impact of the resource. User testing and 
expert evaluation each detected problems that were missed with the other 
method. We also observed a striking disconnect between objective usability 
measures and self-reported data. The usability problems were corrected in 
a subsequent redesign and resulted in substantial improvements in usability 
as assessed in a randomised trial that compared the original with the revised 
version.[32]
The question of how many users are required for an evaluation is important 
because each additional user adds to the cost and the time required. Nielsen[41] 
has suggested that 4 - 5 users are sufficient, as they will uncover 80% of the 
usability problems with a technology interface. This well-known ‘five users 
are enough’ approach assumes that a formative evaluation is being conducted 
where several iterations of testing and redesign are envisaged. However, when 
the application is complex or when testing is done after the most obvious 
problems are already fixed, the probability of detecting each usability problem 
decreases and more users may be required.[26,42]
To date, there has been surprisingly limited interaction between usability 
practitioners and researchers in the field of cognitive load theory. A recent 
review[43] reported that cognitive load theory concepts were mentioned in 
very few of the citations in the Guide to Computing Literature[44] database. 
The authors of this review point out that the two fields have much in 
common, notably a strong focus on the reduction of extraneous cognitive 
load. They propose that the load induced by poor usability of e-learning 
interfaces be viewed as a specific component of extraneous cognitive load, 
adding to the load resulting from poor instructional design. 
Conclusions and recommendations for 
e-learning design
The guidelines that the fields of cognitive load theory and human-
computer interaction have provided are complementary. Both fields have 
a strong focus on reducing extraneous cognitive load. Applying evidence-
based design principles to manage cognitive load and optimising usability 
is essential to improve the educational impact of our e-learning resources. 
This is especially relevant with innovative and interactive multimedia 
resources, which are very costly and time consuming to develop but have 
great potential in facilitating the development of the clinical reasoning 
skills of our students. 
Usability evaluation is critical and should form a routine part of the 
development and implementation of e-learning materials, modules or 
programmes. Failing to do this may result in the implementation of 
resources that are unusable for many learners. It is advisable to start with 
the earliest versions of the resource, ideally at the prototype stage, when 
making changes is easier and much less costly. An iterative approach should 
be followed, with several cycles of testing and redesign. Heuristic evaluation 
by experts should be used first and, once the obvious problems have been 
identified and fixed, followed by testing with real users. User testing should 
always include the study of objective usability measures and not rely only on 
self-reported measures of user satisfaction. 
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