We present a two-phase, solid-fluid, continuum model of yield-stress fluids describing both solid deformations in unyielded regions and liquid flows in yielded regions. Solutions of its governing equations, that are written in the form of local conservation laws of Godunov type, are proven to agree with mechanics and thermodynamics. The structure of the governing equations expressing their physical content is required to be preserved also in their discretized versions that arise in three numerical illustrations in which one-dimensional shock-wave type solutions are explored.
Introduction
Yield-stress fluids behave like solids in unyielded regions (i.e. below a critical applied stress called a yield stress) and like liquids in yielded regions (i.e. at higher stresses). If our attention is focused only on the liquid-like behavior then
G → ∞ and D = 0 for
known as Bingham model, provides its simplest theoretical description (σ denotes the stress tensor, D is the symmetrized velocity gradient, γ is the strain tensor, σ Y is the yield stress, I A is the second invariant of the tensor A, and η p is the plastic viscosity coefficient, G a coefficient,
represents the yielded region and
Y the unyielded region). If, on the other hand, our attention is broader and we want to describe both the solid-like and the liquid-like behavior, we need to involve in the model also fields describing solid deformations in the unyielded region and fields describing the internal structure controlling the yielding transition. The main challenge is to identify a mesoscopic level of description that takes into account the minimum of microscopic details (i.e. only those details that are essential for describing and explaining the observed macroscopic behavior).
In this paper we propose such mesoscopic level. We now briefly describe the physics that is behind the mesoscopic model and the strategy that we use to express it in governing equations.
The presence of solid and fluid behavior in yield-stress fluids [1, 2, 3] suggests to consider them as a mixture of solid and liquid phases with a mechanism allowing to pass from one phase to the other. We shall call the mixture a two-phase fluid. This type of a mesoscopic viewpoint of yield-stress fluids, used previously for instance in [4] , appears to be appropriate but a proof that it represents the best compromise between the required simplicity of the model and the inevitable complexity of all the details of the microscopic behavior can only emerge from the comparison of predictions of the model with results of experimental observations. Now we turn to the mathematical formulation. How shall we express the physics sketched above in governing equations? Our strategy is based on the requirement that solutions to the governing equations (i.e. predictions of the model) agree with certain basic experimental observations. These observations are of two types: mechanical and thermodynamical. The mechanical observations consist of observations of some fundamental consequences of Newton's law (as for example conservations of the overall mass, energy, and momentum). The thermodynamic observations are observations constituting the experimental basis of classical equilibrium thermodynamics (i.e. observations of the approach to thermodynamic equilibrium at which the behavior is found to be well described by the classical equilibrium thermodynamics). What are the structures guaranteeing the compatibility with mechanics and thermodynamics?
There are two such structures. The first one originates in Euler's formulation of Newton's law in the setting of continuum mechanic [5] . Its extension to thermodynamics has been developed in nonequilibrium thermodynamics (see e.g. [6] ) and later in [7, 8, 9, 10, 11, 12] where also mathematical aspects of the formulation have been addressed. We shall refer to the structure that unfolded from [5] as the Euler structure. The second structure addressing the compatibility with mechanics and thermodynamics has unfolded from Clebsch's reformulation of Euler's equations into the Hamiltonian form [13] . Its thermodynamics extension has been proposed in [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] . We shall refer to the second structure as the Clebsch structure. Since continuum mechanics can be formulated in two types of coordinates, namely in the Euler and the Lagrange coordinates, we shall use the terms Euler structure in the Lagrangian framework (discussed in Section 3) and Euler structure in the Eulerian framework (discussed in Section 4).
Both the Euler and the Clebsch structures have their advantages and disadvantages. The advantage of the Euler structure is that it addresses also mathematical regularity of the formulation. Its main disadvantage is its limitation to formulations involving only a certain type of partial differential equations (namely hyperbolic partial differential equations expressing local conservations). On the other hand, the main advantage of the Clebsch structure is its universal applicability (due to the universal applicability of the concept of the abstract Hamiltonian structure) and its direct thermodynamic interpretation (the time evolution can be seen as a continuous sequence of Legendre transformations maximizing the entropy -see [23] ). In this paper we shall use the Euler structure to construct the governing equations. We are limiting ourselves to the setting of continuum mechanics involving only hyperbolic partial differential equations.
Having the mathematical structure, the governing equations of the model are then formulated as its particular realizations. By this we mean that all the abstract elements involved in the structure acquire a concrete form (as for instance abstract elements of a group become matrices in group representations). It is in the realization where the physical insight into the specific nature of the system under consideration enters the construction of governing equations. In the next section we present the Euler structure and in Section 3 and 4 its particular realization in the Eulerian and Lagrangian framework respectively.
Euler Structure
Let q(r) ∈ R n (1) be a set of fields playing the role of state variables. By r = (r 1 , r 2 , r 3 ) T ∈ Ω ⊂ R 3 we denote the position vector. The only structure that we impose on q(r) is the fibration q(r) = (e(r), q (r)) (2) where e(r), called energy, is a scalar field and q (r) are the remaining fields. The vector field generating the time evolution of q(r) is a sum of two parts: one, called nondissipative, is denoted 
We now list requirements put on the nondissipative and the dissipative vector fields.
Nondissipative vector field
The nondissipative vector field is given by ∂q ∂t nondiss + divF (q) = 0 (4) where the fields F = [F j i ], i = 1, 2, . . . , n, j = 1, 2, 3, called fluxes, are functions of q(r) but not of their derivatives with respect to r. The time evolution equation (4) is called a local conservation law since it implies dQ dt = 0, where Q = Ω drq(r), provided appropriate boundary conditions have been chosen (i.e. boundary conditions guaranteeing Σ F · n = 0; Σ denotes the boundary of Ω ⊂ R 3 and n the vector perpendicular to the boundary). In particular, due to the presence of the energy field in the set of state variables (see (2) ), the total energy E = dre(r) is conserved. Moreover, the fluxes F are required to be such that (4) implies another local conservation law ∂s(q) ∂t
where s(q) and F (s) = F 
The first requirement expresses the thermodynamic stability and the second the positivity of the absolute temperature (recall that ∂s ∂e
, where T is the local absolute temperature). Godunov has noted [7] that for a subclass of equations (4) (called hereafter a Godunov class of conservation laws) that can be written in the form
an additional conservation law
is automatically implied (it is sufficient to multiply each equation in (7) by p k and sum them up).
Here, p(r) = (p 1 , p 2 , . . . , p n ) T is a vector of state variables, L(p) and M j (p) are potentials (L(p) is in addition required to be convex). Moreover, (8) implies also
which means that (8) is a symmetric hyperbolic (or hyperbolic in the sense of Friedrichs [25] ) system of partial differential equations. This in turn means that the initial value problem (Cauchy problem) for (7) with sufficiently smooth initial data is well posed. Such connection between thermodynamics and well-posedness of differential equations of continuum mechanics was first recognized by Godunov in [7] (see also [8, 9, 11, 26, 27, 28, 29, 30] ). The notation that we have used in the equations above and that we shall continue to use it in the rest of this paper is the following:
is n × n-matrix, and similarly for other potentials; moreover, we use also the summation convention (i.e. summation over repeated indices). Equation (7) is related to (4) by Legendre transformation. Indeed, we see clearly that
and entropy s(q) is the Legendre transformation of
Dissipative vector field
The dissipative vector field ∂ ∂t diss generates the time evolution during which the entropy s(q), introduced in (5), increases. It is this property that gives the vector field ∂ ∂t diss its name. The complete vector field (7) is thus
where S = (S 1 , S 2 , . . . , S n ) T is the dissipative vector field (we shall refer to it as source terms), and it is a function of p(r) but not of derivatives of p(r) with respect to r. With the time evolution governed by the non-homogeneous conservation laws (10) the local conservation law (5) is replaced by another non-homogeneous conservation law
where ς(q) = −p T S(q) = −p k S k is the entropy production. The thermodynamic compatibility requires that (10) remains symmetric hyperbolic, that the energy field e(r) (see (2) ) remains to be a local conservation law (this means that the total energy E = Ω dre(r) is conserved even in the presence of dissipation), and that entropy production ς(q) is non negative (i.e. ς(q) ≥ 0).
All the time evolution equations arising in this paper will be cast (or at least attempted to be cast) into the form of the Godunov equations (7).
Comments
We end this section with several comments.
Comment 1
The second property in (6) makes it possible to exchange the energy field e(r) in the set of state variables with the entropy field s(r). Using the terminology of Callen [31] , the choice of state variables made in (2) represents the entropy representation and the choice of the fields q(r) = (s(r), q (r)) (12) as state variables represents the energy representation. In the investigation of particular realizations of the Euler structure, it turns out to be convenient and natural to use the energy representation in discussions of the nondissipative vector field (in this representation it is easier to guarantee the requirement (5)) and the entropy representation in discussions of the dissipative vector field (in this representation it is easier to guarantee the requirement of the energy conservation). In this paper we shall however use the energy representation (12) in both dissipative and nondissipative dynamics.
Comment 2
A particular realization of the Euler structure consists of the following four steps:
• Specification of the fields q(r),
• Specification of the fluxes F (q) (in the setting of classical fluid mechanics, this specification is called a constitutive relation),
• Specification of the entropy s(e, q ) (or alternatively e(s, q )) called a fundamental thermodynamic relation,
• Specification of the entropy flux F (s) (q) (or alternatively F (e) (q) the energy flux).
We shall follow these four steps in Section 3.
Comment 3
The third comment is about the limitation to hyperbolic partial differential equations. The limitation seems to be severe since it excludes very frequently used fluid models like for instance the Fourier model of heat conduction or the Navier-Stokes model of viscous fluids. It has been however realized [32, 33] that both of these models as well as many other models of the same type can be lifted to larger spaces (by adopting extra state variables) in which the time evolution equations are hyperbolic. For example, the Fourier theory, if lifted to a larger space involving the heat flux (or a related to it field) as an extra state variable, becomes a Cattaneo [32] theory in which the governing equations form a system of hyperbolic partial differential equations. Inside the Cattaneo theory, the original Fourier theory appears in the limit when one of the parameters introduced in the extended theory (namely the relaxation time of the heat flux) tends to zero and the heat flux ceases to be an independent state variable (it becomes enslaved to the fields forming the set of state variables in the Fourier theory).
From the physical point of view, the lift from the Fourier to the Cattaneo theory can be interpreted as an inclusion of inertia into the time evolution of heat. Similarly, the Navier-Stokes fluid equations can be lifted to a hyperbolic system of partial differential equations by adopting the stress tensor (or related to it field) as an extra state variable [33] .
Comment 4
The Clebsch structure [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] differs from the Euler structure in the following points:
(C1) The state variables q that are admissible in the analysis that use the Clebsch structure are not restricted to fields q(r). They can be distribution functions (as it is the case in kinetic theories) or finite dimensional vectors (as it is the case for example in complete microscopic theories in which macroscopic systems are seen as composed of a finite number of particles, or in chemical kinetics where q is a vector whose components are number of moles of a finite number of components).
(C2) The time evolution equation (4) is replaced in the Clebsch structure by Hamilton's equation
Poisson bracket that we denote {a, b}; a and b are real valued functions of q and <, > denotes a scalar product).
(C3) The local conservation law (5) is replaced by a global conservation ∂S ∂t nondiss = 0, where S = Ω drs(q). In view of ∂q ∂t nondiss = L(q)E q , this requirement takes the form {a, S} = 0 for all functions a, or in other words, the Poisson bracket {a, b} is required to be degenerate and the entropy S is its Casimir function.
(C4) The requirement of the energy local conservation law
, where F (e) is the energy flux, is replaced by the requirement of the global energy conservation dE dt = 0.
Comment 5
What is common to the Euler and the Clebsch structures (see in particular the formulation of the Clebsch structure developed in [22, 23] ) is a systematic use of both the state variables q and their conjugates p, and of both the generating potentials and their Legendre transformations. In the Clebsch structure this duality is then manifestly displayed and used by placing the time evolution into the setting of contact geometry in which the Legendre transformations are the natural transformations (similarly as the rotations are natural transformations in the metric geometry).
We hope to bring more light into the relationship between the Euler and the Clebsch structures in a future paper.
Euler Structure in the Lagrangian Framework: Particular Realization for Yield Stress Fluids
We proceed now to construct a particular realization of the Euler structure expressing the physics of yield-stress fluids sketched in Section 1. First, we discuss the Euler structure within the Lagrangian framework (Lagrangian model) and then we complete the realization with the analysis of the Euler structure in the Eulerian framework (Eulerian model). We shall follow the steps listed in the second comment in Section 2.3.
State variables
We begin our investigation with the fields
serving as state variables. Their physical meaning is the following. The scalar field c is the mass fraction of the first component (i.e. the solid phase), α is another scalar field denoting the volume fraction of the first component. If ρ 1 and ρ 2 are the mass densities of the first and the second components then the total mass density ρ = αρ 1 + (1 − α)ρ 2 and c = αρ 1 ρ
. The fields ρ, c, α are considered to be mutually independent due to the heterogeneity of the solid-fluid mixture. A more detailed consideration of its morphology (that may include for instance characterization of shapes of solid inclusions) is outside the mesoscopic viewpoint taken in this paper. We note that a still less detailed characterization of the morphology (namely without the fields w and α and with the stress tensor replacing F and P ) is used in [4] .
Let s be the overall entropy field appearing in (5) and (11) . If we denote by s 1 and s 2 the entropies of the first and the second components respectively then s = cs 1 + (1 − c)s 2 ≡ S 1 + S 2 , where the fields S 1 = cs 1 , S 2 = (1 − c)s 2 are the partial entropies of the components. By considering two separate entropies s 1 , s 2 as independent state variables we allow the two components to have different temperatures (recall that the temperature of the component i is defined by T i = ∂e i ∂s i if e i denotes the i-th phase internal energy).
Let v 1 and v 2 denote velocities of the first and the second component respectively. Then v = cv 1 + (1 − c)v 2 and w = v 1 − v 2 be the mixture velocity and the relative velocity respectively.
The tensor field F is the overall deformation gradient tensor:
, where
T denote the coordinates of the position vector, r, at the time t relative to a Cartesian coordinate system, y = (y 1 , y 2 , y 3 )
T denote the coordinates of r at the initial moment of time, t = 0, relative to the same coordinate system. The coordinates x are also called the Eulerian coordinates and y are called label (Lagrangian) coordinates. These two type of coordinates are related by the following system of ordinary differential equations:
The strain F and the mixture mass density ρ are related by the equality:
where ρ 0 is the reference mass density of the mixture, i.e. ρ 0 = ρ when y = x. We denote the Lagrangian relative velocity by the symbolŵ = (ŵ 1 ,ŵ 2 ,ŵ 3 ) T = F T w. It turns out that the relative velocity w is not a conserved quantity in the Lagrangian framework. That is the reason why, in this section, we considerŵ as a state variables instead of w. Conversely, in the Eulerian frame, we will use w as the state variable (see (40) ).
We do not split the overall deformation gradient F into deformation gradients of the two individual phases. Such split would lead to two different Lagrangian coordinates. Our choice of a single overall F is based on the following considerations. Each phase is capable to move through a Lagrangian volume element but the mass of the mixture in the volume element remains constant. In other words, the Lagrangian coordinates are associated only with the overall mass (i.e. mass of the mixture) but not with material particles of the components. In contrast, in the context of continuum mechanics of mixtures, Lagrangian coordinates for individual components are commonly used (see for example [34, 35, 36] ). Our approach can be seen as a natural generalization of the classical one-phase Lagrangian dynamics that also uses only one set of Lagrangian coordinates. The same approach has already been used in [37, 38, 39] .
The tensor P = [p ij ] describes irreversible (plastic) deformations. In addition to the two strain tensors F and P , we also introduce another tensor E that is related to F and P by
The tensor E describes elastic deformations. We discuss the physical interpretation of all three tensors F , P , and E in more detail in Section 3.3.2 and 3.4. Here, we only mention that the tensor P is constrained by requiring det P = 1,
i.e. det F = det E. From the physical point of view, this constraint means that we consider only inelastic deformations which do not change the mass of a control volume (see more in Section 3.3.2).
Time evolution
We continue with the construction of a particular realization of the Euler structure presented in Sections 2.1 and 2.2 expressing the physics of yield-stress fluids. Our next task is to introduce equations governing the time evolution of the fields (13) . We shall write them in the Cartesian Lagrangian coordinates y j . The requirement that such equations possess the Godunov structure (10) leads us to
In the matrix form, this system of equations takes the form
Here, d/dt denotes the time-derivative along the trajectory of a fixed Lagrangian particle
q denotes the vector of conservative variables (13) The thermodynamic potential U (q) has the physical meaning of the specific total energy of the mixture. At this point we leave it undetermined (see more in Section 3.4). The symbol F j denotes the fluxes:
where the functions U f ij as well as U v i , Uŵ j and U c denote the partial derivatives of the total energy U , i.e. U f ij ≡ ∂U /∂f ij , etc., S denotes the dissipative vector field (i.e. the source terms). The scalar functions χ and θ describe the phase transition mechanism and the process of equalizing the interfacial pressure, respectively; the vector functionη = (η 1 ,η 2 ,η 3 ) T describes an interfacial friction mechanism; the tensorial function (or dissipation tensor)Φ = [φ ij ] describes a strain dissipation mechanism. We emphasize that the absence of dissipation in Eq. (17b) means that the dissipation does not directly influence macroscopic displacements (see (14) ). This macroscopic motion is influenced by the dissipation only indirectly by influencing directly the internal structure characterized by c, α, w and P .
The symbols with a hat are related to symbols without a hat (that we shall use in Section 4) by: η = F T η andΦ = ΦF . By the symbol ς l we denote the entropy production in the phase l due to the dissipative processes. All the functions on the right hand side of (17) depend only on the unknown functions v, F , c,ŵ, α, P and S l but not on their spatial derivatives.
We also could add to (17) the mass conservation equation in the form
where
, but such equation is clearly a consequence of equations (17) and is thus unnecessary.
3.3 Godunov structure of (17) We now demonstrate that Eqs. (17) possess indeed the Godunov structure provided the source terms appearing on the right hand side of (17) satisfy certain properties. First, we turn to (17) without the source terms, i.e. to the nondissipative time evolution.
Nondissipative time evolution
By a direct verification, we convince ourselves that (17) can be indeed cast into the form (7) with
This then implies in particular extra conservation law (8) that in terms of q and U reads as
and has the physical interpretation of local energy conservation (the first law of thermodynamics). The second law of thermodynamics (i.e. conservation of the entropy if the source terms are absent) is an obvious consequence of Eqs. (17f). It has also been noted [30, 28] , that the Godunov class of conservation laws, and in particular equations (17) , has a complementary structure implied by summation rule (8) . Namely, in order to satisfy (8) (or (20) ), the fields whose time evolution is governed by conservation laws with non-zero fluxes are grouped into pairs in which the second field in the pair has the physical interpretation closely related to the rate of the first field. This, of course, is reminiscent of the natural grouping of state variables in the Hamiltonian systems (like position coordinates and corresponding to them velocities or momenta form one such group). For instance, the equations in (17) are split into the pairs (17a), (17b) and (17c), (17d). There are no restrictions on the number of equations that do not have fluxes, like e.g. (17e), (17f), (17g). This complementary structure will later be used (see Section 4.2.2) to derive an extension of the model in which more details of microscopic order will be involved.
Dissipative time evolution
Now we turn to (17) with the source terms (i.e. to the dissipative time evolution). We have to prove that the source terms are such that (20) still holds and that the entropy is not anymore conserved, it changes, but it changes only in one direction. The entropy is not decreasing during the time evolution (the second law of thermodynamics).
We note that if the source terms ς 1 , ς 2 , χ,η j ,φ ij are related by
where c 1 = c, c 2 = (1 − c), then (20) is guaranteed even in the presence of the source terms. In order to prove the compatibility with the second law of thermodynamics, we have to prove in addition that dS
We shall limit ourselves here only to giving an example of source terms for which (22) holds. First, we recall (see Comment 1 in Section 2) that U S l > 0. Regarding χ,η j , θ, we note that if we choose them as follows
where χ 0 ,η 0 j and θ 0 are positive scalar valued functions of q, then the first three terms on the right hand side of (21) are positive. As for the fourth term, we suggest now a particular form ofφ ij , that is both physically meaningful and guarantees the positivity of U p ijφ ij .
From the physical point of view, dissipation of P represents changes in the internal structure, namely, rearrangement of structural elements. In view of (15), this dissipation then results in preventing the complete recovery (see more in Section 3.4.3).
Following [11, 40, 41] , we formulate mathematically the physical meaningfulness of the dissipation tensorΦ by four conditions:
where a = trA/3, of the tensor A = E −1 decrease during the dissipative time evolution, i.e. (21) is nonnegative.
The requirement (D1) is known as the Maxwell relaxation condition (see for example [11] ). The second requirement expresses the mass conservation, it can also be expressed by the equalities det F = det E and det P = 1. Finally, the third condition guarantees that the entropy does not decrease. We recall that since no dissipation has been put to Eq. (17b) the macroscopic motion described by the tensor F does not directly dissipate. It however dissipates indirectly since the internal structure (characterized by c, α, w, P ) dissipates and the energy U , depending on the internal structure, generates the time evolution of F (see Eq. (17b)).
It follows from Eqs. (17b), (15 ), (17g) that
Our problem now is to find at least some examples of Φ satisfying the requirements (D1), (D2), (D3). We shall propose two examples. The first is inspired by [42] and the second by [11] .
Following [42] , we propose
is a thermodynamical conjugate of A, Ξ = drXΛX T is the dissipation potential, Λ is a material parameter, is required to be a positive definite matrix, X(A, A * ) = A * −
3
A −1 tr(AA * ) is the thermodynamic force. We limit ourselves only to the special situation when S 1 = S 2 = S (this type of limitation we discuss in more detail in Section 5.2). It is easy to verify by a direct calculation that the requirements (D2) and (D3) are indeed satisfied. What additional properties of Φ given in (25) will guarantee also the requirement (D1) remains an open problem. Dissipative terms of the type of (25) have emerged in investigations of the time evolution of mixtures of immiscible fluids [42] in the setting of the Clebsch structure. Now, we proceed to the second specification inspired by [11] . We note that the absence of macroscopic displacements in the dissipative time evolution means that the principal axis of E remain unchanged. We now diagonalize A = E −1 and arrive at a diagonal matrix A = diag(a 1 , a 2 , a 3 ) with values a i > 0 on the diagonal. The diagonalization (or singular value decomposition) A = U AV T is made with the matrices U and V satisfying
= 0 is a consequence of the absence of macroscopic displacements during the dissipative time evolution). It suffices therefore to write (24) only for a 1 , a 2 , a 3 . We propose
where τ = τ (a 1 , a 2 , a 3 , c, T ) > 0 is the strain dissipation characteristic time, T = U s is the mixture temperature. A typical behavior of a i governed by dissipative time evolution (26) is presented in Fig. 2 . Note that
and det A = a 1 a 2 a 3 , thus, we can now prove (by a direct verification) that conditions (D1) and (D2) are hold.
The requirement (D3) will also be satisfied (see [11] , pp. 79-80) if the mixture internal energy, denoted by U = U (E), satisfies the following three inequalities
where k i = 1/a i are singular values of E. We shall see in Section 5 an example of the energy U satisfying this requirement. This completes the proof that (17) possess all the properties required from the Godunov equations (10).
Comments about the physical interpretation of (17)
Having proven that Eqs.(17) possess the Godunov structure (which means in particular that we are now certain that solutions to (17) possess certain mathematical and physical regularity), we proceed now to discuss some physical aspects of (17) that are more specifically related to yield-stress fluids. Illustrations of numerical solutions of (17) are worked out in Section 5.
Energy
Specific properties of solutions of (17) depend on the specific choice of the parameters (that are, in general, functions of the state variables) entering (17) . Most important among them is the energy U , since, as it is seen in (17), it assumes the role of a generating potential (i.e. the fluxes and also the source terms involve derivatives of U q ). How shall we express our physical insight into yield-stress fluids in U ?
We shall assume [43] that U (q) is a sum of a specific internal energy U (F , c, α, S 1 , S 2 , P ) of the solid-fluid mixture, the specific kinetic energy
and the specific kinetic energy of relative motion W (c,ŵ,
and U (F , c, α, S 1 , S 2 , P ) = cU 1 + (1 − c)U 2 , where U 1 is the specific internal energy of the pure solid phase (c = 1) and U 2 is the specific internal energy of the pure fluid phase (c = 0),
Moreover, we assume that both U 1 and U 2 depend on F and P only through their dependence on E = F P −1 , i.e.
and that they both reach minimum when E = O, where O is an orthogonal tensor, or equivalently that
In order to eliminate the phase mass densities ρ l and the phase entropies s l on the right hand side of (29) , the equalities
det F = det E and S 1 = cs 1 , S 2 = (1 − c)s 2 are used; ρ 0 stands for the reference mass density of the mixture. A particular example of U 1 and U 2 is introduced in Section 5 in numerical illustrations. In addition, in order to guaranty the mathematical stability of (17) or, in other words, in order (17) be a symmetric hyperbolic system (9), the potential U is required to be a convex function of q. As it is seen in (28), U (q) is convex if the internal energy U is a convex function of F , c, α, S l and P . The most critical point in this statement is the convexity of U of F (see [44] )). It is shown in [44] that the convexity of U (F ) is equivalent to the convexity of U as a function of E. Moreover, it is shown that U (E) is convex if and only if the 3 × 3-matrix [U k i k j ] is positive definite and the following six inequalities are satisfied
Recall that k i are the singular values of E. It is clear that if U satisfy these inequalities then (27) is automatically fulfilled. Finally, in order to see more clearly the physical interpretation of the above choice of energy, we write explicitly the derivatives of the total mixture energy with respect to the state variables c and α
where µ l , p l and T l = U S l = ∂U l /∂s l denote the chemical potential, the pressure and the temperature of the phase l respectively.
Stress tensor
As seen in Eq. (17a), the first Piola-Kirchhoff stress tensor Π (non-symmetric, natural Lagrangian stress tensor) is given by
This type of stress-strain relations is also referred to as hyperelastic type constitutive relations. According to (28) , the Piola-Kirchhoff tensor U F can be decomposed into the stresses appeared as the response to deformations and the stresses arisen as the response to relative motion (diffusion) of the two phases:
Here, the notation H = [h ij ] = F −1 and the formulae W f il = W w k ∂w k /∂f il and ∂h jk /∂f il = −h ji h lk or, in matrix notations, ∂H/∂F = −H T ⊗ H are used. Symbol ⊗ denotes the Kronecker product. In turn, after using the assumption (29), U F can be written as
It is now clear that in order to compute Piola-Kirchhoff stresses (33), we need to know two tensors among the three appearing in (15) . This is the reason why it is necessary to consider the inelastic tensor P as an independent state variable and consequently include its time evolution into (17) . In Section 4 we shall see that in the Eulerian framework it suffices to know only the tensor E in order to compute the Cauchy stress tensor (natural Eulerian stress tensor). The time evolution equation for the tensors F and P are therefore absent in the Eulerian framework (see also discussion on the limitation of the Lagrangian model in Section 3.7).
Unloading
Let us now consider one particular experimental observation made on yield-stress fluids. The fluid, initially at rest, is subjected to an external stress (loading). Subsequently, the loading is removed and the fluid is let to evolve freely (unloading). The final state reached after removing the externally imposed stress is observed to be: (i) a state that is, in general, different from the initial state before the loading was applied (incomplete recovery), and (ii) a state in which, in general, residual stresses remain. We shall now show that this experimentally observed behavior is indeed predicted by (17) . First, we discuss the incomplete recovery. By applying the loading, the strain tensor F is changed. If the loading is removed then, in the absence of strain dissipation (F = E, P = I), the material tends to recover its original shape (following the time evolution governed by Eqs. (17a), (17b)) characterized by the initial value of F . Actually, the material will oscillate near the original stress free state. If however the source termΦ in Eq. (17g) is different from zero (i.e. the strain dissipation is switched on) then F = E and from (30) and (35) it follows that a new equilibrium stress free state is different from the initial state. Now, we turn to residual stresses. If P dissipates according to Eq. (17g), it dissipates, in general, in a different way in different locations. As a consequence, the state reached in the unloading process is, in general, strongly inhomogeneous and as such involves residual stresses which, in turn, can be connected with the aging of soft materials when properties of a sample (e.g., the value of yield stress, time relaxation, elastic moduli) depend on its history. We shall illustrate it on an example.
Example. Let us consider a two dimensional deformation of a flat film (i.e. a film whose three dimensional curvature equals zero). Moreover, let two neighboring control volumes deform as depicted on Fig. 1 (the deformation gradient for the upper volume is F = diag(k 1 , 1), the deformation gradient for the lower volume is F = (k 1 , 1) and k 1 < k 1 < 1). By controlling k 1 and k 1 one can reach the situation when the yield limit is acceded for the upper volume and not acceded for the lower volume.
Since the upper volume appears in the inelastic zone, it will undergo to the strain dissipation process. Let E = (k 1 , k 2 ) be the elastic gradient for the upper volume at the end of the dissipation process. This means that, according to conditions (D1) and (D2) in Section 3.3.2, the following two conditions are satisfied:
And, thus, k 1 < 1 and k 2 < 1. Now, if we remove the applied stresses then the upper volume tends to unload to the configuration characterized by the inverse elastic gradient Fig. 1 ).
Meanwhile, the lower volume tends to recover its original shape. The unloading path depicted by the dashed arrow on Fig. 1 cannot be however realized since it violates the continuity principle (no gaps or overlapping are allowed) and the unloading process actually stops in some intermediate configuration (down unloading path) where the both control volumes remain stressed. Such stresses that remain are called residual stresses.
Note that even if the stress-free configuration cannot be achieved in the original two dimensional flat geometry, a stress-free configuration nevertheless exists in the three dimensional space. This means that if we allow the film to leave the two-dimensional flat space then the film becomes wrapped (its three-dimensional curvature becomes different from zero) but it will be stress-free. In the case of three dimensional objects (that, of course, can never leave the three dimensional space), residual stresses never disappear in inelastic deformations. It can be shown [45] that one needs a six dimensional space to realize stress-free configuration for a three dimensional object.
Yielding and stress relaxation
Another experimental observation made on yield-stress fluids is the occurrence of yielding in which a solid like constitution changes into liquid like and solidification in which the same process but in the opposite direction takes place. This behavior is expressed in (17) in the dissipative terms χ and Φ in Eqs. (17c) and (17g). 
Figure 1: Illustration of residual stresses
Let us see first that a dissipation in c has to be always accompanied with a dissipation in P . If c = 1, the yield-stress fluid under consideration is an elastic solid and thus P = I. Let now c decrease which mens that the liquid phase starts to emerge. We recall that the tensors F , E and P address the overall motion of the mixture. In the presence of the liquid phase, the deformations characterized by F cannot be anymore elastic since the liquid in the mixture will not hold the stresses, i.e. the structural elements, those which are in the liquid state, will rearrange. This then means that the inelastic tensor P , that is initially (i.e. when when c = 1) equal to the unit tensor I, becomes different from I and becomes to play an important role in the time evolution. In other words, as the solid phase melts, the overall deformations become necessarily irreversible with P = I. The relaxation of tangential stresses in the strain dissipation processes (see (35) for the relation between the strain and the stress) is guaranteed by condition (D1) in Section 3.3.2. More details can be found in [11] . Consequently, dissipative changes in c have to always be accompanied with dissipative changes in P . Now we turn to the mathematical formulations of the dissipative terms χ andΦ. We have already addressed this question in Section 3.3.2. From the physical point of view, the melting and solidifying process involved in the solid ↔ liquid transformations can be seen as a chemical reaction. The expression for χ will thus arise in the mass-action-law formulation of its kinematics. In this paper we insist on considering only the time evolution that is compatible with thermodynamics. We therefore need a formulation of the mass-action-law dynamics that is manifestly compatible with thermodynamics. Such formulation has indeed been recently developed in [46] and we can thus use it. In this paper we do not intend to enter into details of the yielding and solidification processes. We shall therefore limit ourselves the relatively simple and straightforward chemical kinematics considered in [4] . For such kinematics, χ takes the form
The symbol τ 1 denotes the characteristic time of the solid-to-fluid transition (it can also be seen as the characteristic time of the bond destruction (fluidization)), τ 2 is the characteristic time of the fluid-to-solid transition (the characteristic time of the bond formation). The derivative U c is given by (32) , the quantities τ 01 , τ 02 , n 1 , n 2 are material parameters, σ Y is the yield stress, and
is the intensity of tangential stresses; σ 1 , σ 2 , and σ 3 are the eigenvalues of the symmetric stress tensor Σ = −ρA T U A which we shall introduce below in the section devoted to the Eulerian framework (see (47) and (48)). One can simulate different non-Newtonian properties such as thixotropy, rheopecty, shear thickening and shear thinning with respect to a suitable choice of functions τ 1 , τ 2 and the strain dissipation time τ in (26) .
A typical behaviour of the mass fraction c governed by dissipative time evolution (36) is presented on Fig. 2 
where τ 0 , m 1 , m 2 are positive material parameters. Then, we employ the internal energy U given in Section 5 and solve numerically the system of four ordinary differential equations consisting of (26) and (36) . Also, note that if A has the singular values a i then the principal stresses σ i of the stress tensor Σ are given by σ i = ρ 0 a 1 a 2 a 3 (a i U a i ). Thus, the characteristic times τ 1 and τ 2 are functions of the singular values a i . Fig. 2 depicts numerical solution to (26) and (36) with the initial data a 1 = 1.1, a 2 = 1, a 3 = 0.9, c = 0.99999. The other parameters in (37) and (36) are: σ Y = 0.01 GPa, τ 0 = 0.01 sec, τ 01 = τ 02 = 1 sec, m 1 = m 2 = n 1 = 1 and n 2 = 100. After that, the intensity of tangential stresses σ I corresponding to the initial data equals to 0.0875 GPa. The vertical line on Fig. 2 denotes the moment of the time when the intensity of the tangential stresses σ I becomes equal to σ Y . For the sake of convenience, we lift the curve σ I by adding 1. Finally, we note that the behavior of the mass fraction of the solid phase c is quite different on the left (fluidization) and on the right (solidification) sides of the vertical line. The "left part" of the process is governed mainly by the term 1/τ 1 in (36) while in the "right part" the both terms 1/τ 1 and 1/τ 2 in (36) engage in the competition between each other.
Stress-based versus strain-based formulation
In the classical rheological as well as plasticity models it is the stress tensor that plays the role of state variables. Such modeling is called stress-based. Our formulation presented above is strain-based since the role of the state variable is played by the strain tensor and the stress tensor arises as a quantity depending on the strain tensor and the remaining state variables. The former modeling appears to be very straightforward and natural if we think about comparison with experimental observations and practical application. This is because the state variable is a quantity that is directly measured. Indeed, at least in the classical continuum-physics measurements, it is the stress tensor (and not the strain tensor) that is directly measured. The latter (strain-base) modeling is however superior. Its advantages emerge in both physical and mathematical considerations.
As for the mathematical arguments, we have already seen them in the Lagrangian framework (17) where the strain F is used as the state variable and we shall also see them throughout this paper in other alternative formulations including Eulerian formulation and the formulations used in numerical calculations. The Godunov structure in which the physical (i.e. in particular the compatibility with thermodynamics [47] ) and the mathematical regularity of the governing equations manifestly emerges is not seen in the stress based formulations. Additional arguments supporting the strain-based modeling will also arise in Section 3.6 and they also arise in the context of the Clebsch formulations (see [22, 23] ).
The main physical argument supporting the strain-based formulations is the realization that it is the microscopic motion inside the system under consideration that determines its macroscopic behavior. The state variables (13) represent the mesoscopic representative of the complete microscopic characterization that would consist of position and velocity coordinates of all microscopic particles composing the system. The stress tensor is a quantity representing interactions with exterior of the system, it is not a quantity characterizing states of the system. It may happen that in some particular case the relation between stress tensor and strain tensor is one-to-one. In such particular case the stress-based and strain-based formulations are equivalent [47] (but even in this case the strain-based formulation is preferable since the governing equations are much simpler from the mathematical point of view). In general, the passage: strain → stress is a projection and consequently the strain-based formulation is the only choice. A very direct, experimentally based, argument in favour of strain-based formulations is that the stress-based formulations are unable to predict the experimentally observed residual stresses mentioned in Section 3.4.3.
3.6
q -type variables versus p-type variables
The most important contribution of macroscopic (or mesoscopic) physics (both static and dynamic) is the introduction of entropy. In the context of externally unforced systems, this new potential is required to either remain constant (in nondissipative time evolution) or reach its maximum allowed by constraints. From the mathematical point of view, such maximization is essentially a Legendre transformation. This then implies immediately two types of state variables. One that are involved in the maximization (we shall call them q-type) and the other that arise as Lagrange multipliers involved in the presence of constraints (we shall call them p-type). For example in classical thermodynamics, we have volume (a q-type variable) and corresponding to it pressure (a p-type variable), or similarly, energy and corresponding to it temperature. The most natural framework for Legendre transformations is the setting of contact geometry (in which the Clebsch based structure of mesoscopic dynamics is formulated in [22, 23] ) involving a large space in which both q-type and p-type variables together with the potential that is maximized serve as independent state variables. Their dependence, expressing the fundamental thermodynamic relation and thus, from the physical point of view, the individual features of the system under consideration, then takes the form of specification of a Legendre submanifold in the large space.
As we have already seen in the previous section, the q-type and the p-type variables arise naturally also in the Godunov formulation of the Euler structure (see Sections 2.1, 2.2 and 3.3). In this context, they are distinguished in addition by the fact that the time evolution of the q-type variables is governed by equations having the form of local conservation laws in which the p-type variables appear in the fluxes. The time evolution of the p-type state variables themselves is not, in general, governed by local conservation laws. In the finite volume discretization, needed in numerical calculations, this distinction then implies that the q-type variables "live" inside the finite volumes and the p-type variables on their boundaries.
The above comments about the duality of state variables provide also additional arguments (in addition to those presented in Section 3.5) in favour of strain-based formulations.
Limitations of the Lagrangian framework
If the mass fraction 1 − c of the fluid phase is equal to zero or small enough, then the two phase mixture behaves essentially as an elastic or elasto-plastic solid and, thus, the Lagrangian framework appears to be natural and simple. If however the deformations are large, the stress is far above the yield limit, and the fluid mass fraction is large so that the two phase mixture exhibits predominantly fluid like motion, then the Lagrangian formulation becomes inappropriate. This is mainly because elements of both tensors F , P , that play the role of state variables in the Lagrangian formulation, experience, in general, an unlimited growth in the fluid like motion. Moreover, in numerical solutions of the governing equations the numerical mesh becomes strongly distorted and complex remeshing procedures (as for example, free-Lagrange numerical techniques or Arbitrary Lagrangian-Eulerean techniques) have to be applied.
Neither of these limitations applies however in the case of one dimensional systems to which we limit ourselves in numerical illustrations worked out in Section 5. In general situations however, the limitations represent a great obstacle and a special method is needed to overcome them. We shall see below that the Eulerian reformulation of (17) offers a convenient framework for describing both solid like and fluid like behavior since only the elastic strain tensor E, that always remains bounded, appears as the state variable describing the strain.
Euler Structure in the Eulerian Framework: Particular Realization for Yield Stress Fluids
In this section we transform (17) written in the Lagrangian (label) coordinates y into the Eulerian coordinates x (these two types of coordinates are related by (14)). Once the Eulerian equations will be establish, we shall consider them in their own right. Their relation to the Lagrangian equations will be just one of their properties. Before making the transformation, we recall an important general fact about the relation between the Lagrangian and Eulerian frameworks. The Eulerian equations arise as a reduction of the Lagrangian equations by the group of symmetry consisting of relabeling the fluid particles. This viewpoint of the Lagrange-Euler relation gets a very clear mathematical formulation in particular in the framework of the Clebsch structure formalism (see e.g. [48, 49] ).
Since the passage Lagrange → Euler is a reduction, we cannot be surprised to loose in it a structure. For example, the Hamiltonian structure of nondissipative Lagrangian hydrodynamic equations is not lost in the reduction but its canonical form appearing in the Lagrangian framework transforms into a noncanonical and degenerate form in the Eulerian framework. Below, we shall see that the Godunov structure of the Lagrangian equations does not survive in its entirety the Lagrange → Euler passage.
Eulerian equations
We shall make the Lagrange → Euler transformation in this section directly by following [28] (some details are shown in Appendices A, B and C). We use the notation introduced in (14), i.e. y are the Lagrangian coordinates and x are the Eulerian coordinates. After straightforward calculations we arrive from (17) to
Here, A = [a ij ] = E −1 is the inverse of the elastic strain E, E is the total specific energy of the mixture (its relation to the energy U appearing in the Lagrangian framework is discussed in Section 4.1.1 in Eq. (44)).
The overall mass density ρ has been defined in the Lagrangian framework by det F = ρ 0 /ρ, where ρ 0 is the reference mass density. Due to the way we define the strain dissipation mechanism in Section 3.3.2 (see condition (D2)), this then also means that ρ = ρ 0 det A. If we now multiply Eqs. (38b) by ρ a ik (note that ρ A = [ρ a ik ] = ρA −T = ρE T ) and sum them up we arrive at the mass conservation equation (see Appendix C)
This fact means that the mass conservation is a consequence of (38b) and plays a role of the constraint for system (38) . Summing up, the state variables q that are used in (38) are (compare with (13)):
(we recall that w andŵ (used as the state variable in the Lagrangian formulation in (13)) are related byŵ = F T w -see the text following Eq. (14)) We are now in position to compare (38) with the model of yield-stress fluids introduced recently in [4] . First, we note that the essence of the physical picture on which (38) and the model presented in Ref. [4] are based is the same. In both models the yield-stress fluids are seen as two-phase mixtures with a mechanism, controlled by the stress, allowing to pass from one phase to the other. The difference between our formulation and the formulation developed in [4] is: (i) in somewhat less detailed characterization of the morphology in [4] (the state variables w and α are missing), (ii) in the absence of any discussion about the compatibility with thermodynamics in [4] , (iii) in using the stress-based formulation in [4] (i.e. the strain tensor A in (38) is replaced by the stress tensor) which then means that the unloading behavior in [4] and in the model discussed in this paper may be different because of the residual stresses (see Section 3.4 and 3.5), (iv) in assuming the fluids to be isothermal in [4] , so that the two entropies S 1 and S 2 are missing in [4] .
Compatibility with thermodynamics
Our objective is to cast (38) into the form (10) of non-homogeneous Godunov conservation laws. We have succeeded to do it for (17) but in (38) we shall be able to recognize only some elements of the Godunov structure. For example, we see clearly in (38) that this system of equations does not even have the form (4) of local conservation laws. Indeed, our first observation is that the transformation y → x, in general, does not preserve the Godunov structure. This observation was made first in the context of ideal magnetohydrodynamics equations [9] (see also [11] , p. 205). It appears that the Eulerian hydrodynamics equations [7] belong to the Godunov class of conservation laws only exceptionally. In the rest of this section we shall recognize in (38) some parts of the Godunov structure (in particular we shall prove the thermodynamic compatibility) and investigate reformulations and extensions of (38) in which more elements of the Godunov structure emerge.
First, we prove that Eqs. (38) are compatible with thermodynamics (i.e. the energy is conserved and the entropy does not decrease). We begin with the energy conservation. There are two routes that we can take. We have already proven this result in the Lagrangian framework (see (20) ) and we can thus simply transform it into the Eulerian framework. The second route is to establish the compatibility with thermodynamics directly for (38) without any reference to the Lagrangian framework. We shall take the latter route.
Let the total energy E be a sufficiently regular function of q. By summing up of all equations (38) multiplied by the corresponding multiplicative factors:
we arrive at the energy conservation equation (see Appendix C)
The entropy conservation in the nondissipative time evolution is clearly visible in Eqs. (38f). Next, we turn to the dissipative time evolution (i.e. to the source terms in (38)). We recall that χ, θ, ς 1 , and ς 2 are the same as in (17) and the remaining two are related byη = F T η andΦ = ΦF . It is easy to see that the relation (21) and the choice made in (23) and (26) will guarantee both the energy conservation as well as the entropy inequality for (38) with the source terms.
As for the source term appearing in (38b), we suggest the same form as in (26), (37) . If (26) is written for non-diagonalized tensors A then it takes the form
With this we conclude the proof of the compatibility of Eqs. (38) with thermodynamics. We make now several remarks.
Remark 1.
First, we specify the total energy E . As in the Lagrangian framework, E is defined as the sum of the kinetic energy K(v) = v T v/2, internal energy U (E, c, α, S 1 , S 2 ) and kinetic energy of relative motion W (c, w) = c(1 − c)w T w/2:
The only difference in the definitions of Eulerian energy E and Lagrangian energy U is in the arguments of the kinetic energy of relative motion W . Namely, W is defined as a function of c and w in the Eulerian framework and as a function of c,ŵ and F in the Lagrangian framework (see (28) ).
Remark 2.
Second, we remark that the Cauchy stress tensor
This expression is directly derived during the Lagrange→Euler transformation (see details in Appendix A). In component form, (45) reads as
If we however see the time evolution equations (38) in their own right (i.e. we do not think of them as being derived from (17) but as being proposed on the basis of a physical consideration of yield-stress fluids) then (46) arises as a consequence of the requirement of energy conservation (42) . Indeed, divergence form (42) of the energy evolution equation can not be derived from (38) in the manner of (8) (i.e. the total energy is not conserved) if T is not given by (46) (e.g. see p. 209 in [11] ). In order to obtain (46) from (45), we use (28), (34) and
and that (e.g. see p. 69 in [11] ) ρEU
Remark 3.
We have seen that two tensors (any two among the three tensors F , E, P ) are needed to compute stresses in the Lagrangian framework (see (35) ). The situation is different in the Eulerian framework.
As it is seen from (46) and (47), the elastic strain E suffices to characterize the total stress tensor T . Consequently, there is no need to use the two strain tensors F and P as state variables in the Eulerian framework. The Eulerian equations (38) are thus free from the limitations of the Lagrangian model mentioned earlier in Section 3.7.
Remark 4.
As in the Lagrangian framework, the variables q and p are conjugate:
is the Legendre transformation of the potential ρE .
Reformulations of the Eulerian equations (38)
We begin with our attempt to reformulate (38) into a system which, beside being compatible with thermodynamics, possesses also other elements of the Godunov structure. In this section we identify a reformulation that brings (38) into a system of local conservation laws. We begin with the following observation. By applying ε jkl ∂/∂x l , where ε jkl is the unit pseudoscalar, on (38b) and (38d) we arrive [50, 39] at
i.e. b ij = ε jlk
i.e. ω j = ε jlk ∂w l ∂x k . We note that the new quantities B and ω introduced in (50) have a clear physical meaning.
First, we turn to the vector ω. If w in (52) is replaced by the overall velocity v then ω is a well known vorticity vector. Consequently, ω is a vorticity corresponding to the vector of the relative velocity w.
Next, we note that the tensor B is known in the plasticity theory (see for example [11, 51] ) as the Burgers tensor or also as the dislocation density tensor. We shall discuss its possible microscopic or mesoscopic interpretations for amorphous materials like yield-stress fluids later in this section.
In the rest of this section we shall investigate some consequences of (50).
Gauge constraint in the nondissipative time evolution
If the dissipation is absent, i.e. if Φ = 0 and η = 0 in (50), then (50) implies that the equalities rotA = 0, rotw = 0 (53) hold for all times t > 0 provided they hold for the initial time t = 0. The equalities (53) represent thus a constraint that we shall refer to as a gauge constraint.
We make a few observations. Observation 1. First, we note that the discovery of the gauge constraint (53) is an important result about solutions of (38) . Indeed, the system of hyperbolic type equations (38) with no source terms is shown to be in fact an overdetermined system of equations coupled to the constraint (53) that is of the elliptic type. Overdetermined systems of hyperbolic-elliptic type are well known in computational continuum mechanics mainly due to the fact that inevitable errors in numerical calculations cause the constraints to be violated and consequently numerical solutions become physically meaningless unless some sophisticated constraints-treatment procedures (see for example [52, 53, 54, 55] and references therein) are implemented. This difficulty is one of the reasons why we shall attempt (in the next section) to lift (38) to a larger system that is free of constraints and all equations in the system are local conservation laws.
Observation 2. An interesting question is how does the gauge constraint appear and what is its role in the Lagrangian framework. We leave this question here without an answer. We hope to investigate it in a future paper.
Observation 3. We recall that the gauge constraint (53) holds when the dissipation is absent. But in such case also P = I (i.e. the deformations are reversible) and thus the Euler coordinates x and Lagrange coordinates y are related by
As it is well known in elasticity theory (see for example [11] ), rotA = 0 guarantees that this system of equations has a unique solution y(x).
Observation 4. So far, we have seen that (38) without the source terms (i.e. without dissipation) and with the gauge constraints (53) (stationary conservation laws) constitutes a system of local conservation laws implying an additional conservation law (namely the conservation of energy) but, because of the presence of the gauge constraint, the system as such cannot be symmetrized and thus its mathematical regularity remains open. Following to [9, 30, 11] , we now present a reformulation of (38) that violates the property that all equations are local conservation laws but that is free of constraints (53) (i.e. all solutions of the reformulated model will automatically satisfy (53)) and admits the symmetrization. We note that by adding
to the momentum equation (38a) (due to the constraints (53) both terms in (54) equal zero and we therefore do not change (38a)) the system of equations (38) can be cast into the form
where L(p) is the Legendre transformation of ρE given in (49) , for the p which is given in (41), we use here the notation:
. If we keep in this system only the first two terms then we have the system in the Godunov form (7) that, as we have seen, can be symmetrized (see (9) ). The remaining terms violate the conservative form but, as a direct verification shows, contribute only by adding to the symmetric matrix M k pp appearing in (9) another symmetric matrix. We have thus proven that the Cauchy problem for the nondissipative version of (38) is well posed.
A generalization of the concept of thermodynamically consistent conservation laws with gauge constraints in the Eulerian framework is the subject of the series of papers [27, 28, 29, 30, 11] . We shall discuss these issues below in this section.
Extended system of dissipative time evolution equations
We now consider the general case (i.e. the case when the dissipation is included and thus Φ = 0 and/or η = 0) and attempt to reformulate (38) into a system of local conservation laws free of gauge constraints like (53) . The main idea of the reformulation is an extension of the set of the state variables q which is consistent with the constraints (53) . Below, we shall suggest such extension. Our objective is to present only the main idea of the extension. We hope to follow this line of research in a future publication.
For the sake of simplicity, we shall illustrate the extension only for the state variable A. We shall also omit the equations for the variables c, α, S l since they remain unchanged. This means that we begin with the set of state variables q = (ρv, A) and the time evolution equations (38a), (38b). The extended set of state variables will be denoted q (ext) = (q, q). The first question that arises is of how do we choose q.
We can investigate this question on the mathematical and the physical grounds. The former type of investigation leads us to the choice q = B, where B is Burgers tensor (51) . This indeed follows from the observations about the mathematical structure of (38) that we have made in the previous section. The physical arguments supporting this choice are based on the requirement that the extension that we are making is physically meaningful in the sense that it reaches to a more microscopic description in which more microscopic details (but only those of essential importance for the problem under investigation) are taken into account. The Burgers tensor B characterizes indeed the microstructure, specifically, it characterizes the defect distribution in the material (e.g., dislocation density in crystalline solids). The presence of defects implies that the character of interactions among structural elements differ from the one in a defect free state. In other words, an infinitesimal volume dz = P dy of the material in the intermediate configuration has, in general, different mechanical properties (e.g. yield stress, elastic modulus, characteristic time of stress relaxation) than its inverse image dy = P −1 dz in the reference configuration has. The Burgers tensor is thus needed to take this fact into account [51, 56, 57] . In addition, the theory of flow defects [58] (see also references herein) provides other arguments supporting the physical significance of the tensor B (and also the tensor D introduced below in (57)).
If we decide to consider the Burgers tensor B as an independent state variable we see immediately that we need another vector valued field, that we denote
T , to also admit as an independent state variable. This is because B, even if seen as an independent state variable, is itself constrained by its origin, namely by the fact that B is a rotation of a tensor. This then automatically implies constraint divB = 0 since the operation of rotation followed by divergence leads always to zero. In order to take into account this new constraint we need a new vector f = divB, i.e. f i = ∂b ik /∂x k . Summing up, we have introduced q (ext) = (ρv, A, B, f ). We suggest now that the time evolution of q (ext) is governed by non-homogeneous local conservation laws (extending Eqs. (38a) and (38b) ) of the following form:
This extension is still however incomplete. The local conservation laws (56) do not imply the energy conservation because (56) do not possess the complimentary structure described at the end of Section 3.3.1 and conditioned by summation rule (8) . We suggest therefore to continue the extension and consider q (ext) = (ρv, A, B, D, f , g) as the set of fields representing independent state variables.
We suggest the time evolution equations in the form
has the physical interpretation of the rate of B and it is connected with g by the relation divD = g. Note that (57) is closed extension of (38) in the sense that no more new first order differential consequences like (50) can be found. Now we are in position to prove the energy conservation for (57) . We assume that the total energy E does not depend on f and g, i.e. E = E (v, A, B, D) . In other words, the vectors f and g play the role of auxiliary variables that allow to write equations (57c) and (57d) in a divergence (conservative) form. If we now multiply Eqs. (57) by the factors
and sum all of them, we obtain
In order to get zero on the right hand side of (59), we need to add positive terms cE
This particular expression for the stress tensor arises again (as we have it already seen in (33) and (46)) from the requirement of the energy conservation. We now show that (57) does not possess the complete Godunov structure (10) even though, as we have just seen, it is the system of equations in the conservative form that implies the energy conservation. Namely, equations (57) can not be symmetrized and, consequently, their mathematical regularity remains an open problem.
To see that, we introduce the vector of conjugate variables p composed of multipliers (58), and let the potential L(p) be the Legendre transformation of the potential ρE with respect to the conservative variables q (ext) . Then (57) can be written as
There is no need to introduce the potentials M k . We have done it only in order to see more clearly the difference between (7) and (60) . The difference from zero of the gauge constraints, in particular divD = g = 0, in the presence of dissipation is the main reason why (60) can not be symmetrized in the manner of (54), (55) . Indeed, addition of β ij f i + δ ij g i = 0 of the constraints divB = 0, divD = g to (60a) violets the momentum conservation.
Finally, we emphasize that (57) in the Lagrangian form does possess the Godunov structure. To see this, it is necessary to enlarge the original Lagrangian equations (17) with the pair of complimentary equations for the new state variablesB = [
or in the matrix notation
The energy conservation for the extended Lagrangian model takes the form
We shall now leave the Eulerian framework and return for the rest of this paper to the one dimensional version of the Lagrangian framework.
Numerical Illustrations
In this section we turn our attention to problems associated with finding numerical solutions to the time evolution equations introduced in Section 3.2. In this paper we restrict ourself by considering system (17) in one-dimensional space and with no dissipation, i.e. all the source terms in (17) are equal to zero.
Our general strategy with which we approach numerical calculations is an attempt to regard the modifications of continuum formulations needed in such calculations (in particular the discretization) as a physically meaningful reduction to more macroscopic levels of description. This means in particular that we shall try to preserve the mathematical structure of the continuum formulation (expressing, as we have seen, the compatibility with mechanics and thermodynamics) in the discrete formulation. This type of physically meaningful discretization has been introduced by Godunov [59] for the system of ideal hydrodynamics. Our objective in this section is to present the method, known as the Godunov numerical scheme, and illustrate it in the context of the governing equations derived in previous sections.
The point of departure of the Godunov numerical scheme is a system of hyperbolic conservation laws. But (38) does not belong to such class. We have only started to transform it into this form in Section 4.2. On the other hand, the Lagrangian governing equations (17) do belong to the Godunov class and, thus, to the class of hyperbolic conservation laws but, as it was explained in Section 3.7, they are not well suited to deal with both solid deformations and liquid flows except when we restrict ourselves to one Lagrangian dimension. We shall therefore turn now to this special case (see the next section for a precise definition of fluids in one Lagrangian dimension) even if such fluids obviously do not reflect the full complexity of real yield-stress fluids. Nevertheless, this (toy) example gives us a possibility to present the Godunov numerical scheme and at the same time to explore some properties of solutions of the model of yield-stress fluids introduced in this paper.
Before starting the discretization we still need to specify the solid state internal energy U 1 and the fluid phase internal energy U 2 . For the solid phase we suggest
where ρ 01 is the initial mass density of solid phase, s 1 is the entropy, c V 1 is the specific heat capacity at constant volume, d 0 , d 1 are the positive constants with the physical dimension of speed, γ 1 is the adiabatic exponent, I 1 and I 2 are orthogonal invariants of E, i.e.
Also, recall that ρ 1 = cρ/α = cρ 0 det E −1 /α (see (31) ). The parameter p 01 has the physical dimension of pressure and it can be used for calibration of the solid phase internal energy U 1 or of the mixture energy U . For example, in calculations below, we use p 01 to satisfy stress-free condition (30) at the initial state: F = I, s 1 = s 2 = 0, ρ 1 = ρ 01 , ρ 2 = ρ 02 . Recall that we restrict ourself by considering the non-dissipative case and, thus, F = E, P = I.
For consistency with the theory of linear elasticity, the constants d 0 , d 1 are chosen as follows: For the fluid phase, the stiffened gas equation of state is used
where parameters ρ 02 , s 2 , c V 2 , γ 2 have the same sense as for the solid phase, b 0 is the sound velocity of fluid phase, p 02 is the reference (atmospheric) pressure. The value of the fluid mass density ρ 1 can be evaluated by the formula (see (31)).
Godunov numerical method
The system of equations (17) can be conveniently written in one dimension (y 1 = y) and without the source terms as one vectorial conservation law
T is the vector of conserved variables and
T is the vector of fluxes. It is important to note that even if we restrict ourselves only to one Lagrangian coordinate y 1 , we still have a fluid with three components of velocities v and three components (first column) of the strain tensor F . For the sake of brevity, we further omit the subscript "1" and write
T . Following to [59, 60, 61] , we discretize (65) by using the first order Godunov method. The discrete form of (65) in a control volume [y m ,
The quantity q n+1 m+1/2 approximates the average value of q in the mth interval at time t n :
and F m is an approximation to the average flux along y = y m :
In Godunov type methods, The Riemann problem is solved in this paper by using an approximate method based upon the characteristic tracing. We therefore need to have a detailed knowledge of the eigenvalues and the eigenvectors of (65).
By
T , also called primitive variables, Eqs. (65) can be rewritten as a symmetric quasi-linear system (9):
The 8 × 8-matrices A, B appearing in this system are given by 
In Appendix D we give formulas for the entries of the matrix A.
A natural way to define an approximate Riemann solution is to replace nonlinear problem (66) by a linearized problem A m dp dt + B ∂p ∂y = 0 that is defined locally at each cell interface y m . In this paper, we employ the basic approximation 
where R m is the matrix of eigenvectors of the symmetric matrix C m = A m are exist. With the formulae (68) it is easy to obtain the solution P m = P m (p m−1/2 , p m+1/2 ) of the Riemann problem on each cell interface y = y m (see for example [60, 61] ).
Unfortunately, in general, the structure of the matrix A m is dense and it is impossible to obtain exact expressions for A 1 2 m , C m and R m . However, since A m and C m are symmetric matrices, it is possible to use modern fast algorithms of numerical linear algebra [62] .
Before leaving this section we make an observation about sound velocities s 1 , ..., s 8 (we assume that they are arranged in ascending order s 1 ≤ s 2 ≤ . . . ≤ s 8 ). The following three statements are true (see also [37] (63) and (64). In the pure liquid limit (i.e. when c → 0) at rest the sound velocities of the mixture become 
Numerical tests
In this section we work out several test Riemann problems for solid-fluid mixtures. We recall that an investigation of solutions to the Riemann problem is one of the standard ways to investigate properties of solutions to a system of nonlinear hyperbolic partial differential equations. In all three tests we separate the fluid under investigation into two sections (we call them left and right sections) and let the two sections to collide. At the point of separation we thus have initially a discontinuity in velocities, otherwise all other properties change continuously.
In the tests we assume that: 2. The CFL coefficient is put to be equal to 0.9. All figures (except in the shear test) represent a numerical solution in the Eulerian frame, i.e. the Lagrangian computational mesh is moving at the mixture velocity.
3. The temperatures of both phases are the same. We are making this simplifying assumption for the following reason. In order to study discontinuous solutions, the two equations for phase entropies in (17) should be replaced by two relations which describe correctly the Rankine-Hugoniot shock conditions. In the case of a single fluid (or a single solid), the energy conservation law must replace the entropy conservation law. In our case, we have only one energy conservation law for the mixture (20) . Hence, an extra jump condition (for example for one of the phase energies) is needed for formulating the correct Rankine-Hugoniot relations. In order to overcome this difficulty we follow [43] and restrict ourselves to a special case in which the temperatures of both phases are assumed to be equal (i.e. T l = ∂U/∂S l = ∂U l /∂s l , l = 1, 2 are equal). From the physical point of view this means that we assume that the relaxation leading to the equilibration of the two temperatures proceeds much faster than the rest of the time evolution. The reduced system of governing equations corresponding to the case T 1 = T 2 can be derived from (17) by assuming that thermal effects can be characterized by a single mixture entropy S = cs 1 + (1 − c)s 2 . By solving the system of equations
we then obtain the phase entropies s l as functions of the volume and the mass fractions, the phase densities and the mixture entropy: s l (c, α, ρ 1 , ρ 2 , S), l = 1, 2. The simplified system of governing equations representing the special case in which T 1 = T 2 can be now derived from (17) by replacing the two equations for S 1 , S 2 by a single energy conservation law (20) .
Test 1: Longitudinal perturbation; symmetric collision
The initial conditions in the first test are:
• v 1 = 1 km/s for the left section;
• v 1 = −1 km/s for the right section and f 1 = 1, f 2 = f 3 = 0, c = 0.6,ŵ = 0 km/s, for the both sections. Fig. 3 shows the numerical solution at time t = 0.15 × 10 −5 s computed on a fine mesh of 12800 cells. The initial discontinuity in the mixture velocity breaks up into the four discontinuous waves of two types propagating out of the place of the initial discontinuity (y = 0).
The two waves of the first type (fast) represent shocks which compress the mixture and the both phases. They propagate at the supersonic speed ≈ 2.66 km/s.
The other two waves represent a second type (slow). They look also as discontinuities but, in contrast to the fast waves, they also compress the entire mixture and the fluid phase but density of the solid phase decreases. These waves propagate at the subsonic speed ≈ 1.055 km/s while the mixture sound velocities after compression of the material in the first waves become as follow (km/s): |s 1 | = 6.210, s 8 = 6.345, |s 2 | = 3.130, s 7 = 2.993, |s 3 | = |s 4 | = s 5 = s 6 = 0.420. Fig. 4 depicts numerical solutions for different volume fraction α that varies from solid α ≈ 1 to fluid α ≈ 0 limit. The initial data are the same as in Fig. 3 . Curves 1 (α = 1 − 10 −7 ) and 2 (α = 10 −7 ) on Fig. 4 correspond to the case of the pure solid and of the pure fluid respectively. It is important to remark that these curves are in excellent agreement with the results of computations for the single component equations with given equations of state (63) and (64).
Test 2: Longitudinal perturbation; symmetric rarefaction
The second test addresses an expansion with the following discontinuous initial data:
• v 1 = −0.25 km/s for the left section;
• v 1 = 0.25 km/s for the right section and f 1 = 1, f 2 = f 3 = 0, c = 0.6,ŵ = 0 km/s for both sections. Fig. 5 shows the numerical solution at time t = 0.18 × 10 −5 s computed with the mesh of 12800 cells. The initial discontinuity in the velocity breaks up into the four weak discontinuous waves (discontinuity in solution's derivatives) propagating out of the place of the initial discontinuity (y = 0). These waves are also split into two types.
The waves of the first type (fast waves) look like pure rarefaction waves since the densities of the mixture and the densities of both phases decrease. The character of waves of the second type (slow waves) is more complicated. The situation is similar to the shock test. The density of the mixture and fluid phase decreases but the solid phase is compressed in these waves. The front points of the fast waves propagate at the transonic speed ≈ 1.52 km/s.
Note that the behaviour of the two phases can change in slow waves. Fig. 6 depicts a comparison of the numerical solution profiles for different values of the expansion velocity. We see that the phase behavior changes from compression to expansion for the solid phase and in the reverse order for the fluid phase. No such changes are observed for the shock test over the range of the collision velocities from 0.2 km/s to 10 km/s.
Test 3: Transversal perturbation; symmetric shear
The third test addresses a behavior that is more complex than the one seen in the two previous tests. We consider a shear displacement with discontinuity in the second component of the velocity. Initial data are the following:
• v 2 = 0.5 km/s for the left section;
• v 2 = −0.5 km/s for the right section and f 1 = 1, f 2 = f 3 = 0, c = 0.6,ŵ = 0 km/s for the both sections. Note that in the one dimensional case for the y 1 direction we have dŵ j /dt = 0, df ij /dt = 0, j = 2, 3, and consequently w 2 = w 3 = 0 and shear phase velocity are equal. Fig. 7 and Fig. 8 show the numerical solutions at the time t = 0.28 × 10 −5 sec computed with the mesh of 12800 cells. The main difference between the shear test problem and the two previous tests is that perturbations in the transversal direction (y 2 or y 3 ) lead to an appearance of small perturbations propagating in the longitudinal direction y = y 1 (see for example the mixture velocity or total mixture stress U f 11 ). The two fastest longitudinal waves have a small amplitude and look as shocks since they have discontinuous profiles and they compress the mixture as well as both phases. These waves propagate at the transonic speed ≈ 1.53 km/s. There are also at least six longitudinal waves between two fastest longitudinal waves.
Finally, we note that the transversal waves are only of one type (see mixture shear velocity, phase shear velocities and shear stress). In this example, they propagate at the sound shear velocity ≈ 0.384 km/s. 
Concluding Remarks
The physical systems under investigation in this paper are solid-fluid mixtures. Their morphology is characterized by the mass and volume fractions, strain tensor, and relative velocity of the two phases. The time evolution equations are formulated in the top-down manner. The point of departure is the requirement of compatibility of the time evolution with mechanics and thermodynamics that is expressed in the mathematical structure of Godunov conservation laws. The governing equations are constructed as its particular realizations. In the realizations we are expressing our insight into the physics of the particular fluids under investigation. The time evolution equations are formulated in the paper in both Lagrangian and Eulerian frameworks. The formulation in the Lagrangian framework is shown to possess the complete Godunov structure. Attempts to bring also the formulation in the Eulerian framework to the complete Godunov form lead to the emergence of gauge constraints and a need for extensions. This line of research is started in this paper but it is not carried to a complete conclusion.
As for the applications, we have in mind in this paper mainly yield-stress fluids (our governing equations in the Eulerian framework can be seen for instance as an extension of the model of yieldstress fluids formulated recently in [4] ). Other possible applications may include for example problems involving diffusion inside of elastoplastic solids [37, 35, 63] or diffuse interfaces [39] .
To the problem of finding numerical solutions to the governing equations is also approached with physics in mind. Our intention is to preserve in the discretization the mathematical structure (expressing the compatibility with mechanics and thermodynamics) of the continuum formulation. For partial differential equations belonging to the Godunov class of conservation laws, the numerical and fluid flow, and possess the complete Godunov structure, is the case of the Lagrangian equations in one Lagrangian dimension. We therefore limit in this paper our numerical illustrations to this special case.
By using the Godunov numerical scheme, we have worked out three tests. In all three tests we assume the volume fraction to be fixed and we also assume the absence of the source terms causing dissipation. The unknown fields (functions of one Lagrangian coordinate) are three components of the velocity of the mixture, three components of the strain, mass fraction, and one component of the Lagrangian relative velocity. The initial condition has in all three tests a discontinuity in one of the components of the velocity of the mixture. From the physical point of view, we thus investigate evolution of the two-phase mixture that follows a collision of two sections of the mixture. 
A Momentum equation (38a)
In order to transform (17) After adding the identity ∂ρf kj /∂x k ≡ 0 multiplied by U f ij to the last equation, we arrive at
Expanding the substantial derivative d/dt = ∂/∂t + v k (∂/∂x k ) leads then to
Finally, the momentum equation (38a) can be derived from the last equality by substituting the Cauchy stresses ρf kj U f ij with the expression (46) . and finally into (38d):
C Derivation of the mass and energy conservation
In this appendix we prove that the mass conservation (39) is a consequence of (38b) and that the energy conservation (42) is a consequence of (38) . First of all, we demonstrate how the continuity equation (39) follows from Eq.(38b). It is obvious that if we multiply each equation in (38b) by ρ a ik and sum up the results, the terms with the time derivative ρ a ik ∂a ik /∂t give ∂ρ/∂t. Subsequently, we recall that ρ = ρ 0 det A and thus ρ A = [ρ a ik ] = (ρ 0 det A)A −T = ρA −T = ρE T . Now, it is obvious that tr(ρ Now, we are ready to derive (42) from (38) . We demonstrate this in the case of nonlinear elasticity (it is easy to generalized the proof to the entire system (38) by analogy):
Here, the total energy ρE = ρ(U + v m v m /2) = ρU (A) + (ρv m )(ρv m )/(2ρ) is a function of the independent variables ρv, A. As above, ρ = ρ 0 det A. Consequently, (ρE ) ρv i = v i and (ρE ) a ij = ρ a ij (U − v m v m /2) + ρU a ij . It is obvious that In the expansion of C we have used (C.1). It is easy to see that the first term in (C.6) is canceled by the second, third and fourth terms in (C.8). The second and third terms in (C.6) are canceled by the first and second terms in (C.7) and by the last term in (C.8). The fourth term in (C.6) is canceled by the first term in (C.8). Finally, the last term in (C.6) is canceled by the last term in (C.7). This ends the proof of (C.5).
D Entries of the matrix (67)
In this appendix we give formulas for entries of the matrix (67). The following notation is used below: In case of irreversible deformation (i.e. F = EP , P = I), the matrix U F F is [44] U F F = PU EE P T ,
where P = P −1 ⊗ I.
