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L’imagerie par résonance magnétique pondérée en diffusion est une modalité d’ima-
gerie médicale non invasive qui permet de mesurer les déplacements microscopiques
des molécules d’eau dans les tissus biologiques. Il est possible d’utiliser cette informa-
tion pour inférer la structure du cerveau. Les techniques de modélisation locale de la
diffusion permettent de calculer l’orientation et la géométrie des tissus de la matière
blanche.
Cette thèse s’intéresse à l’optimisation des métaparamètres utilisés par les mo-
dèles locaux. Nous dérivons des paramètres optimaux qui améliorent la qualité des
métriques de diffusion locale, de la tractographie de la matière blanche et de la
connectivité globale. L’échantillonnage de l’espace-q est un des paramètres principaux
qui limitent les types de modèle et d’inférence applicable sur des données acquises
en clinique. Dans cette thèse, nous développons une technique d’échantillonnage de
l’espace-q permettant d’utiliser l’acquisition comprimée pour réduire le temps d’ac-
quisition nécessaire.
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Introduction
L’imagerie par résonance magnétique pondérée en diffusion (IRMd) est une mo-
dalité d’imagerie médicale non invasive qui permet de mesurer les déplacements mi-
croscopiques des molécules d’eau dans les tissus biologiques. Il est possible d’utiliser
cette information pour inférer la structure du cerveau. Les techniques de modélisation
locale de la diffusion permettent de calculer l’orientation et la géométrie des tissus de
la matière blanche.
Cette thèse s’intéresse l’optimisation des métaparamètres utilisés par les modèles
locaux. Nous dérivons des paramètres optimaux qui améliorent la qualité des mé-
triques de diffusion locale, de la tractographie de la matière blanche et de la connec-
tivité globale. L’échantillonnage de l’espace-q est un des paramètres principaux qui
limitent les types de modèle et d’inférence applicable sur des données acquises en
clinique. Dans cette thèse, nous développons une technique d’échantillonnage de
l’espace-q permettant d’utiliser l’acquisition comprimée pour réduire le temps d’ac-
quisition nécessaire.
L’organisation du manuscrit est détaillée ;
Le chapitre 1 introduit le contexte de l’imagerie par résonance magnétique de
diffusion menant jusqu’à la modélisation locale de la diffusion ainsi que les étapes
qui suivent naturellement. On y décrit la physique de la diffusion (sec. 1.1), la phy-
sique de la résonance magnétique (sec. 1.2), l’application de la résonance en imagerie
(sec. 1.2.1), l’inclusion de mesures de diffusion (sec. 1.2.2), la description et calcul du
propagateur de diffusion (sec. 1.2.3), une description des causes de l’anisotropie de la
diffusion dans le cerveau (sec. 1.3.1) et une introduction à la tractographie (sec. 1.3.2)
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et à la connectomique (sec. 1.3.3).
Le chapitre 2 introduit le concept de la modélisation locale de la diffusion dans
le contexte de l’IRM de diffusion. On y décrit le concept de l’ajustement de modèle
(sec. 2.1), l’échantillonnage de l’espace-q (sec. 2.1.3), le modèle du DTI (sec. 2.2.1), du
Q-Ball (sec. 2.2.2), de la déconvolution sphérique (sec. 2.2.3), de MAPMRI (sec. 2.2.4),
du DSI (sec. 2.2.5), de CHARMED (sec. 2.2.6) et une description du processus de
validation de la modélisation locale (sec. 2.3).
Le chapitre 3 analyse en détail le modèle de reconstruction locale DSI. On y décrit
une redérivation des équations de formation de l’ODF en terme de toutes les étapes
intermédiaires (sec. 3.2.1) et le modèle du DSI déconvolué (sec. 3.2.2). On y présente
des comparaisons quantitatives sur données synthétiques (sec. 3.4.2, 3.4.3) et quali-
tatives sur données réelles (sec. 3.4.4). On y recommande des paramètres optimaux
de reconstruction DSI (sec. 3.5.3).
Le chapitre 4 présente la théorie d’échantillonnage de l’acquisition comprimée.
On y décrit la théorie d’échantillonnage de Shannon (sec. 4.1) puis les ingrédients
essentiels de l’acquisition comprimée comme la parcimonie (sec. 4.2.1), l’incohérence
(sec. 4.2.2) et la reconstruction par optimisation avec contrainte de parcimonie (sec. 4.2.3).
On y présente aussi brièvement une description pratique des étapes d’application de
la méthode sur la reconstruction DSI (sec. 4.3).
Le chapitre 5 analyse en détail l’application de l’acquisition comprimée au mo-
dèle de reconstruction locale DSI. On y introduit la théorie de la reconstruction CS
pour les bases orthonormales (sec. 5.2.1) et les bases redondantes (sec. 5.2.1). On y
introduit six représentations éparses du propagateur telle que la transformée d’on-
delettes CDF 9/7 (sec. 5.2.2) puis trois choix de techniques de sous-échantillonnage
(sec. 5.3.1). On y présente des comparaisons quantitatives sur données synthétiques
(sec. 5.3.2 et sur données réelles (sec. 5.3.3).
Le chapitre 6 décrit le rôle de l’IRM de diffusion dans l’interprétation de la connec-
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tivité cérébrale. On y explique le but de la connectomique (sec. 6.1), la construction
du connectome (sec. 6.1.1) à partir des images IRM et comment quantifier la connec-
tivité (sec. 6.1.2). On y présente les biais de la tractographie (sec. 6.2, 6.2.2) puis la
variance test-retest (sec. 6.2.3). Finalement, on discute une interprétation alternative






L’imagerie par résonance magnétique de diffusion (IRMd) est un technique d’ima-
gerie médicale non invasive qui permet de mesurer le déplacement des molécules d’eau
qu’on appelle diffusion. L’IRMd est fondée sur le phénomène physique de la résonance
magnétique nucléaire (RMN) qui a été démontré indépendamment par Bloch [24] et
Purcell [152] en 1946. Ils ont observé que certains noyaux nucléaires pouvaient absor-
ber et réémettre un rayonnement électromagnétique lorsque placés dans un champ
magnétique constant. La fréquence de ce rayonnement était spécifique aux noyaux et
la force du champ magnétique. Ce principe n’est applicable qu’aux noyaux ayant un
spin non nul comme l’hydrogène-1 (1H).
On nomme "séquence" la combinaison de champs magnétiques et d’impulsion de
radiofréquence, variable spatialement et temporellement, et menant à un certain signal
de résonance provenant des molécules (appelées spins) auxquelles la séquence est
appliquée.
Toute séquence consiste d’abord en un champ magnétique constant B0 autour
duquel les spins précessent, générant une nette magnétisation M alignée avec B0.
Un des buts principaux des séquences est de modifier M pour l’amener dans le plan
perpendiculaire à B0 où des mesures seront possible. À cet effet, on applique des
impulsions de radiofréquences qui sont absorbés par les spins de système. Il existe
plusieurs effets de relaxation, causés par les imperfections du système et autres ef-
fets physiques, qui viennent déphaser les spins et modifié M. Différentes séquences




En 1950, Hahn [87] propose une séquence nommée Spin-Echo (SE) permettant le
calcul de certaines propriétés magnétiques de solutions et observe un signal plus faible
que prédit par la théorie qui pourrait être expliqué par la diffusion. En 1954, Carr et
Purcell [40] modifient le SE pour pouvoir inclure et quantifier la diffusion des spins,
par contre la séquence est plutôt limitée dans sa sensibilité par les fortes demandes
sur les gradients de champs magnétiques. Finalement, en 1965, Stejskal et Tanner
[173] introduisent une séquence appelée Pulsed Gradient Spin-Echo (PGSE) qui est
beaucoup plus flexible sur la durée des gradients et permet un cadre mathématique
simplifié d’analyse du signal incluant la diffusion. Les principes de cette séquence
dominent encore les séquences d’IRMd utilisées aujourd’hui.
En 1971, Raymond Damadian découvre des différences entre le signal RMN de
1H de tissus cancéreux et sains [53]. Cette découverte motive fortement le besoin de
technique d’imagerie basée sur la RMN.
Le passage de la RMN 1D à l’IRM 3D demande la modification des séquences
pour introduire un aspect de localisation spatiale du signal. L’invention de l’IRM
est attribuée à Paul Lauterbur [112] qui fut le premier à reconstruire une image 2D
en 1973. Il obtient une projection 1D de l’objet à imager en appliquant un gradient
perpendiculairement au champ magnétique principal, modifiant ainsi la fréquence de
précession en fonction de la position spatiale. Plusieurs projections sont obtenues en
variant la position de ce gradient autour de l’objet et ensuite combinées en une image
2D. Peter Mansfield développe l’imagerie écho planaire (EPI) en 1975 qui accélère
dramatiquement la formation d’image 2D ou 3D [124].
En 1985, LeBihan introduit l’IRMd [113] qui possède déjà des applications cli-
niques comme l’imagerie des zones affectées par accident cérébro-vasculaire. Finale-
ment, Basser et al introduisent la technique du tenseur de diffusion (DTI) en 1992 [14]
qui permettra de formaliser comment étudier l’IRMd et donne naissance au domaine




On appelle diffusion le phénomène du déplacement des atomes vers les régions
de plus faible concentration dans les liquides et gaz. C’est la diffusion qui cause une
goutte de colorant à diffuser dans un verre d’eau. On peut aussi décrire la diffusion en
terme de mouvements aléatoires et de collisions des particules causés par leur énergie
thermique interne. Le botaniste Brown observera en 1828 [27] l’effet macroscopique
de la diffusion moléculaire dans les déplacements étranges de grains de pollen flottant
sur l’eau. Le pollen se déplaçait de façon aléatoire et nerveuse (jittery) puisqu’il
subissait d’innombrables collisions avec les atomes d’eau du milieu. On caractérise le
phénomène de mouvement Brownien [66] (voir figure 1.1).
figure 1.1 – Simulation du mouvement Brownien 2D de trois particules à partir de
l’origine (en rouge). Les points noirs représentent la position finale de chaque marche
aléatoire.
On peut décrire la diffusion dans le temps sur l’espace 1D à partir des lois de
diffusion de Fick [69],
J = −D ∂
∂x
C (1.1)
le flux de diffusion de particule J est proportionnel à la variation spatiale de la
concentration C, où D est le coefficient de diffusion telle que décrit par Einstein [66].
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Par exemple, le coefficient de diffusion de l’eau pure dans l’eau pure est de 2.299×10−9
m2/s à 25◦C et de 1.261× 10−9 m2/s à 4◦C [89].



















La solution de l’équation (1.3) pour une concentration initiale nulle sauf en x0 est
donnée par









Ainsi, la concentration spatiale en une dimension dans le cas de la diffusion libre
suit une distribution normale, C(x, t = τ) ∼ N (x0, 2τD).
On peut généraliser les équations (1.1) à (1.4) pour la diffusion libre en trois
dimensions en remplaçant le coefficient de diffusion D par un tenseur de diffusion
D, une matrice 3× 3 symétrique et définie positive. La solution analogue à (1.4) est
donnée par
C(x, t) = 1






Dans les tissus biologiques, la diffusion n’est pas libre. Elle est plutôt contrainte
et restreinte par les différentes membranes du milieu et est donc anisotropique avec
une forte dépendance directionnelle. La prochaine section introduit le cadre mathé-





En IRM, on s’intéresse majoritairement aux protons 1H qui sont abondants dans
le corps humain. Considérons les protons 1H(spins) comme des dipôles magnétiques
pour mieux visualiser le phénomène de RMN pour les besoins de comprendre les
séquences. Leurs orientations sont normalement distribuées aléatoirement donnant
une magnétisation M nulle. Quand on impose un champ magnétique homogène B0
(orienté en z sans perte de généralité), les spins s’orientent pour précesser autour de
l’axe de B0. La fréquence de précession, nommée fréquence de Larmor ω, est détermi-
née par la l’amplitude du champ magnétique ∥B0∥ et par le rapport gyromagnétique
γ de la particule (42576 MHz/Tesla pour 1H).
ω = γ∥B0∥ (1.6)
Dans le champ B0, les spins peuvent être en configuration de basse énergie (spin-
up), alignés en z, ou de haute énergie (spin-down), alignés en −z. Il existe un excès
de spin en configuration de basse énergie et ainsi une magnétisation netteM orientée
en z. Si on bombarde le système de radiofréquence (RF) à la fréquence de Larmor,
les spins en état spin-up absorbent l’énergie et basculent en spin-down. Un type d’im-
pulsion de RF particulièrement utile est l’impulsion 90◦ qui "convertit" suffisamment
de spin-up en spin-down pour égaliser les quantités. Ainsi donc, le champ magnétique
M causé par le dipôle magnétique est annulé en z et résulte en un champ magnétique
qui tourne dans le plan xy, d’où le nom impulsion 90◦. Il existe deux types de relaxa-
tion dans un tel système, la relaxation longitudinale et la relaxation transverse. La
relaxation longitudinale, aussi appelée T1 ou relaxation spin-lattice , est causée par le
retour des spin-down excités par l’impulsion de RF à l’état spin-down pour restaurer
l’équilibre thermodynamique du système. L’effet dans le temps sur la magnétisation
est donc de passer du plan xy et de spiraler vers z. La relaxation transverse, aussi
appelée T2 ou relaxation spin-spin, est causée par les interactions entre les spins qui
se déphasent progressivement. L’effet dans le temps sur la magnétisation est donc de
réduire l’amplitude dans le plan xy. Il faut noter que le temps T1 est beaucoup plus
grand que le temps T2 dans tous environnements. En pratique, l’effet T2 observé, ap-
pelé T ∗2 est beaucoup plus rapide que prédit à cause des inhomogénéités des champs
9
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magnétiques produits. Pour corriger cet effet, pendant une expérience de RMN ty-
pique, on applique d’abord l’impulsion RF 90◦ puis on laisse un temps τ s’écouler.
Pendant ce temps, la relaxation T1 sera négligeable et la relaxation T2 domine. Après
ce temps τ , on applique une impulsion de RF 180◦ qui vient inverser la magnétisation.
Maintenant, les déphasages causés par les inhomogénéités de champs sont toujours
présents, mais inversés, on attend un temps τ pour avoir les spins en phase sans l’effet
T ∗2 pour prendre notre mesure. Le temps 2τ est appelé temps d’écho.
Il est commun d’enchaîner plusieurs fois la même séquence séparée d’un temps de
répétition TR, beaucoup plus long que TE. On peut obtenir des effets intéressants sur
le signal RMN en modifiant les paramètres TE et TR. Si TR est court, les tissus ayant
de longs temps T1 n’ont pas le temps de regagner l’entièreté de leur magnétisation en z
avant la nouvelle impulsion 90◦, résultant en une contribution au signal plus faible de
leur part. On dit d’une telle séquence qu’elle pondère en T1 le signal. Si TE est long,
les tissus ayant de court temps T2 perdent une partie significative de leur cohérence
de phase avant l’écho, résultant en une contribution au signal plus faible de leur
part. On dit d’une telle séquence qu’elle pondère en T2 le signal. Les séquences sont
normalement optimisées pour ne pas promouvoir une double pondération "T1 + T2"
qui produit un signal faible et dur à interpréter. Une séquence ayant un long TR et
un court TE est appelée densité de protons puisque les effets T1 et T2 sont minimisés
et les différences d’intensités sont principalement causées par des densités de spins
différentes (voir figure 1.2).
1.2.1 Localisation Spatiale
Dans le but de la formation d’image, on cherche à obtenir de la localisation spa-
tiale. Pour ce but, on fait varier la magnitude (l’orientation reste en z) du champ
magnétique selon la position spatiale, par simplicité, on dit qu’on ajoute un gradient
spatial. La première étape de formation d’image est la sélection de tranches. En même
temps qu’on applique l’impulsion 90◦ de RF, on applique un gradient spatial en z qui
vient modifier le champ magnétique selon la position en z et ainsi donc modifier la
fréquence le Larmor des spins selon leurs positions en z. On peut donc sélective-
ment appliquer l’impulsion 90◦ seulement aux spins d’une certaine tranche localisée
10
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figure 1.2 – Contraste IRM sur le cerveau humain pour une séquence d’écho de spin
avec différents temps TE et TR. Image adaptée de http://www.thehumanbrain.
info/mri/in_vivo.php
en z = z0 et d’une certaine épaisseur ∆z. Puisque l’on ne mesure que la magnéti-
sation dans le plan xy, les spins en dehors de la tranche ne modifient pas le signal,
11
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figure 1.3 – Sketch d’une séquence IRM de type spin-écho. Les impulsions de radio-
fréquences sont montrés sur la première ligne. La deuxième ligne montre le signal
RMN. Après l’impulsion 90◦ le signal diminue selon l’effet T ∗2 et se re-focus après
le temps d’écho TE grâce au impulsion 180◦ mais avec intensité réduite selon T2.
Après un temps de répétition TR significativement plus long que TE, la relaxation
T1 à causée la majorité des spin à l’équilibre et la séquence se répète, pour imager
une nouvelle ligne. Les gradients de diffusion et de localisation spatiale peuvent être
ajoutés. Image gracieuseté de Pr. Frank Gaillard, Radiopaedia.org, rID : 21753, sous
licence CC-BY-NC-SA.
Mz0(x, y, t) =
∫ z0+∆z/2
z0−∆z/2 M(x, y, z, t) dz.
On s’intéresse maintenant à l’effet d’ajouter un gradient spatial dans le plan xy
après l’impulsion RF et gradient de sélection de tranches. On formule le problème
dans le formalisme de l’espace-k, introduit par Likes, Ljunggren [120] et Twieg [184].
L’espace-k met en correspondance simple la variation temporelle des gradients de
champs magnétiques spatiaux utilisée avec la magnétisation dans le plan xy. La re-










où B est le champ magnétique B0 modifié par les gradients spatiaux G(t) = Gx(t) +
Gy(t) utilisés, T1 le temps de relaxation longitudinal spécifique au milieu et T2 le temps
de relaxation transverse spécifique au milieu. Avec la convention de magnétisation
complexe Mxy =Mx + iMy, on obtient































































M(x, y) exp (−2πikx(t)) exp (−2πiky(t)) dx dy
= F [M(x, y)] (kx(t), ky(t)) .
(1.11)
Par l’équation (1.11), on arrive élégamment à relier le signal dans le plan xy affecté
par les déphasages du gradient G(t) à la transformée de Fourier du signal d’intérêt,
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la magnétisation. Il suffit maintenant de choisir l’ensemble de fonction Gx(t) et Gy(t)
qui vont échantillonner de façon appropriée l’espace-k et de répéter le processus pour
chaque tranche désirée. En théorie, il n’est pas nécessaire de faire la sélection de
tranches et on peut parcourir l’espace-k 3D, comme le font certaines séquences moins
communes [80, 3, 132, 151].
1.2.2 Séquence de Diffusion
Nous avons jusqu’à présent ignoré l’effet de la diffusion sur la magnétisation.
La diffusion peut être perçue comme un artefact dans l’IRM classique, puisque les
spins se font déphaser puis rephaser selon leurs positions spatiales, si le spin subit un
déplacement par diffusion, il est rephasé selon sa nouvelle position spatiale, donnant
une perte de signal proportionnelle au déplacement. On cherche ici à amplifier et
quantifier cet effet. La séquence PGSE de Stejskal-Tanner [173] (figure 1.4) est la
séquence classique de diffusion. Une paire de gradients rectangulaire de diffusion g
de temps δ et d’amplitude G = ∥g∥ est ajoutée de chaque côté de l’impulsion 180◦,
séparés par le temps de diffusion ∆. Le premier gradient induit un déphase qui se fait
annuler par le deuxième gradient après l’impulsion 180◦ en absence de diffusion. La




L’équation de Stejskal-Tanner met en relation le signal de l’atténuation E(b), le
signal mesuré S(b) est divisé par le signal sans gradient de diffusion S(0) pour ne
garder que l’effet de la diffusion, et le coefficient de diffusion apparent D
E(b) = S(b)
S(0) = exp (−bD) (1.12)






Dans le cas de la diffusion libre, le coefficient de diffusion apparent D possède une
dépendance à l’orientation du gradient de diffusion u. Si on modélise cette dépendance
par un tenseur de diffusion D(u) = uTDu, comme introduit à l’équation (1.5), on
14
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figure 1.4 – Schéma simplifié de la séquence de diffusion PGSE de Stejskal-Tanner
[173]. L’acquisition est espacée par le temps d’écho (TE) de l’impulsion 90◦ (π/2).
Les gradients de diffusion de temps δ sont séparés par le temps de diffusion ∆ et
positionnés de chaque côté de l’impulsion 180◦ (π). Figure tirée de [181].
arrive au modèle du Tenseur de Diffusion qui est présenté à la section 2.2.1. Pour la
modélisation complexe de la diffusion dans le cerveau humain, nous sommes intéressés
par une approche plus puissante qui peut caractériser la diffusion dans des géométries
arbitraires.
1.2.3 Propagateur de Diffusion
On appelle propagateur de diffusion la fonction de densité de probabilité P (x0, x∆,∆)
qui caractérise la probabilité qu’un spin en position x0 au temps t = 0 soit en position
x∆ au temps t = ∆. Si ρ(x0) est la densité de spin à la position x0 au temps t = 0,
alors l’atténuation de signal causé par la diffusion dans une séquence PGSE avec
fonction de gradient de diffusion G(·) appliquée sur un temps δ et temps de diffusion
∆ est donnée par
15
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figure 1.5 – Trois exemples d’images d’IRM pondérées par diffusion. De gauche à
droite sont montrées les coupes sagittale, axiale et coronale de la même image 3D.
De haut en bas sont montré les images de b-value 300, 1000 et 2000 s/mm2 pour des









. On remarque la dominance de la
pondération T2 sur l’image b = 300 ainsi que le faible SNR de l’image b = 2000.














Dans une acquisition IRMd, le signal n’est généré que par les spins dans le voxel
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V , restreignant x0 au voxel. De même, le signal acquis au voxel est la somme des





ρ(x0)P (x0, x0 + r,∆) dx0 (1.15)
pour un temps de diffusion ∆ fixé à l’acquisition. On remarque que l’EAP caractérise
la probabilité qu’un spin dans V au temps t = 0 se déplace de r pendant le temps de
diffusion ∆.
Callaghan [32] introduit une importante simplification appelée la narrow pulse ap-
proximation. Sous cette approximation, δ est supposé suffisamment court par rapport
à ∆ pour approximer le gradient G(·) par une forme rectangulaire, c’est-à-dire que la
fonction est supposée constante dans l’intervalle défini par δ.
∫ δ
0
G(t) dt = Gδ et ∆≫ δ → 0. (1.16)


















avec l’introduction de l’espace-q par q = (2π)−1γδG. Ainsi donc, la relation entre le
signal mesuré avec une séquence PGSE respectant la condition (1.16) de temps de






Pour le reste de cette thèse, la condition (1.16) est supposée. En pratique, les
impulsions de gradients sont aussi rectangulaires que l’imageur IRM le permettent,
respectant ainsi toujours l’approximation constante de G(·). Par contre, δ est souvent
du même ordre de grandeur que ∆. Dans une acquisition classique de diffusion, on
cherche à atteindre une b-value bmax correspondant à une application, on doit donc
typiquement prendre ∥G∥ = Gmax, déterminée par les capacités de l’imageur IRM, et
calculer une paire (∆, δ) selon l’équation (1.13). On peut réduire δ au coût de rallonger
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∆, ce qui rallongera le temps d’acquisition en nous forçant à augmenter le temps
d’écho TE et réduira aussi la qualité de l’acquisition puisque S ∝ exp (−TE/T2). Dans
les cas où δ est trop grand, les molécules peuvent se déplacer pendant l’application
du gradient de diffusion. Sous ce phénomène, l’EAP de l’équation (1.18) doit être
interprété comme une convolution des EAP des différents temps de diffusion sur un
intervalle autour de ∆ [136]. La relation de Fourier entre le signal et l’EAP est donc
encore utile puisque la majorité des structures sont préservées par cette convolution
[136].
1.3 Diffusion dans le Cerveau
Une brève description de l’anatomie du cerveau humain est présentée pour justifier
certains des choix utilisés dans la modélisation de la diffusion au cours de cette thèse.
Le cerveau est composé principalement de tissus tels que la matière blanche et la
matière grise et de fluides tels que le liquide cérébro-spinal et le sang (figure 1.6). Ces
éléments ont des propriétés IRM (temps T1 et T2) différentes et apparaissent ainsi
comme différent contraste dans différentes séquences IRM.
Par contre, en imagerie de diffusion, nous sommes plutôt intéressés à l’aspect
microscopique des tissus. La matière blanche est composée de longues cellules ner-
veuses appelées axone. L’axone est une prolongation des neurones qui se situe dans
les couches de la matière grise (figure 1.7). Les axones voyagent à travers le cer-
veau (et la moelle épinière) et transmettent aux neurones les signaux électriques. Les
axones, souvent appelés fibres, sont regroupés en faisceaux. La nature tubulaire des
axones ainsi que leur tendance à se regrouper en faisceaux de différentes densités qui
s’entrecroisent donne naissance aux géométries de diffusion complexes.
1.3.1 Anisotropie de la Diffusion dans le Cerveau
La diffusion des molécules d’eau est affectée par l’organisation des tissus biolo-
giques. La diffusion dans l’orientation principale des axones est considérée comme
libre. Par contre, la diffusion transversale aux axones est considérée comme entravée
et l’effet dépend de la distribution de diamètre et de la densité des axones de cette
18
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A B C
figure 1.6 – Exemple d’anatomie du cerveau, (A) cerveau humain disséqué (B) image
pondérée T1 et (C) image pondérée T2 positionnée similairement. La matière blanche,
pâle sur le cerveau et la T1, remplit la majorité du volume, la matière grise, foncée
sur le cerveau et la T1, est composée principalement de l’enveloppe extérieure du
cerveau et le liquide cérébro-spinal, très clair sur la T2, remplit la cavité au centre du
cerveau et les espaces entre les repliements de la matière grise. Image cerveau humain
gracieusement fournie par John A Beal, PhD Dep’t. of Cellular Biology and Anatomy,
Louisiana State University Health Sciences Center Shreveport, sous license CC-BY.
figure 1.7 – Schéma d’un neurone. Le corps cellulaire du neurone est situé dans la ma-
tière grise du cerveau. L’axone connecte neurone vers d’autres neurones pour former
des synapses. L’axone et sa couche de myéline composent la majorité de la matière
blanche. Image adaptée de wikipedia.org sous licence CC-BY-SA.
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partie du cerveau. Les molécules d’eau à l’intérieur des axones sont restreintes sur la
longueur de déplacement transversale et vient aussi affecter le signal IRMd puisqu’on
mesure la diffusion selon le déplacement net des molécules, pas le déplacement total.
Les régions du cerveau où plusieurs faisceaux se croisent ne font qu’amplifier les effets
complexes de diffusion restreinte et entravée selon l’orientation (figure 1.8). Le pro-
pagateur de diffusion défini plus tôt caractérise le comportement de la diffusion dans
un environnement complexe, permettant d’inférer les propriétés du milieu. Malgré la
taille des voxels en IRMd qui est de l’ordre de 2 mm isotropique (8 mm3), le signal
provient de la somme des contributions de chaque molécule et il est possible d’imager
des propriétés microscopiques comme les diamètres des axones.
figure 1.8 – Exemple de diffusion libre (en bleu) et entravée (en rouge) représentant
une version simplifiée de la diffusion dans un faisceau de matière blanche.
1.3.2 Tractographie
La nature fibreuse hautement organisée de la matière blanche nous pousse à nous
intéresser spécialement aux maxima directionnels de la diffusion. En effet, ces maxima
sont fortement corrélés avec l’orientation des fibres. On définit la fonction de distri-




P (ru)r2 dr (1.19)
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où P est l’EAP, u est un vecteur unité et Φ(u) est l’ODFd qu’on représente aussi
communément en coordonnées sphériques Φ(θ, ϕ). La formulation de l’équation (1.19)
est parfois approximée sans le terme d’angle solide r2, ce qui résulte en une ODFd
moins aiguisée mais quand même corrélée avec les orientations des fibres (figure 1.9).
A
B C
figure 1.9 – (A) Schéma d’un croisement de fibre à 90◦. (B) L’ADC directionnelle
échantillonnée sur une sphère. La diffusion est entravée dans les directions en dehors
des axes des fibres et l’ADC est donc grande. (C) L’ODF de diffusion calculée avec
le modèle du q-ball. Les maxima de l’ODF correspondent à l’orientation des fibres.
Les valeurs sont représentées par le rayon de la sphère déformée. Les axes rouges
représentent les orientations des fibres.
Un des objectifs de la modélisation locale en IRMd est d’obtenir un ensemble
de direction de diffusion en caractérisant l’anisotropie de la diffusion. Une fois cette
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approximation obtenue, une extension naturelle consiste à tenter de reconstruire les
faisceaux de matière blanche ayant donné naissance à cette anisotropie. Les algo-
rithmes de tractographie [20] s’attaquent à ce problème.
À partir d’un point p à l’intérieur de la région où l’on a estimé l’ODF, on cherche
une direction d cohérente avec la diffusion locale ODF(p) pour ensuite se déplacer
au point p+∆t ·d par le paramètre de pas ∆t (figure 1.10). Le processus est ensuite
répété au nouveau point. On initialise typiquement le processus par un point p0
situé sur la l’interface entre la matière grise et la matière blanche et on produit la
chaîne de points pi qui formeront une ligne polygonale une fois reliés, appelée fibre ou
streamline. La direction d peut être choisie de façon déterministe comme le maximum
de l’ODF ou de façon probabiliste en tirant une direction au hasard en pondérant la
distribution par les valeurs de l’ODF. Puisque l’on cherche des fibres relativement
régulières et puisque les ODF peuvent avoir plusieurs maxima, on se restreint à la
portion de l’ODF à l’intérieur d’un cône autour de la direction d’arrivée, imposant
ainsi une contrainte sur la courbure maximale. Le dernier élément nécessaire pour
obtenir un algorithme complet est une condition d’arrêt. C’est un point important
sur lequel plusieurs algorithmes diffèrent, mais en général, on établit simplement un
masque binaire de tractographie et on stoppe la propagation d’une fibre dès qu’elle
sort du masque. Un exemple classique d’un tel masque pourrait être une segmentation
de la matière blanche. Il est commun aussi d’avoir une condition d’acceptation des
fibres finales, par exemple, une fibre valide commence et se termine dans la matière
grise et ne croise jamais de voxel n’étant pas majoritairement de matière blanche en
chemin tel que le liquide cérébro-spinal des ventricules.
L’ensemble des fibres résultant de la tractographie est appelé tractogramme (fi-
gure 1.11). Sous l’hypothèse qu’on choisisse un masque de tractographie couvrant la
matière blanche, qu’on initialise suffisamment de fibres et que nos critères de cour-
bure soient raisonnables, le tractogramme couvre une partie appréciable du cerveau,
formant une grande quantité de faisceaux.
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A B
figure 1.10 – (A) Schéma représentant l’étape de pas de la tractographie. (B) Exemple
simple de formation d’une fibre (en blanc) dans un champ de tenseurs.
figure 1.11 – Exemple de tractographie des fibres de la matière blanche. Les stream-
lines individuelles suivent les orientations de la matière blanche définies par un mo-
dèle local. Les streamlines ne représentent pas d’axone individuel mais tentent plutôt
d’approximer le chemin parcouru par les grands faisceaux de la matière blanche.
1.3.3 Connectome
Il existe des méthodes cherchant à segmenter les faisceaux obtenus par tracto-
graphie comme [73] qui utilise des a prioris spatiaux. Par contre, une approche plus
naturelle consiste à revenir vers l’anatomie des axones, qui "connectent" entre eux
les neurones de la matière grise. La matière grise peut être divisée en sous-régions
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cohérentes, par exemple, les aires de Brodmann qui sont définies comme des régions
de cytoarchitecture similaire [26]. Le connectome est le résultat de l’intersection des
fibres de la tractographie et d’une parcellisation du cortex. Formellement, le connec-
tome structurel humain est défini comme le plan complet des connexions neuronales
du cerveau [172].
Le connectome est souvent représenté par un graphe ou par une matrice de connec-
tivité (la matrice d’adjacence du graphe) 1.12. Il existe plusieurs façons heuristiques
d’établir la connectivité entre deux régions du cortex connectées par des fibres. Ce
sujet est traité plus en profondeur au chapitre 6.
A B
figure 1.12 – (A) Matrice de connectivité représentant le connectome associé à un trac-
togramme et une parcellisation du cortex. La valeur au pixel (i, j) est proportionnelle
au ratio de fibre connectant la i-ème et j-ème région du cortex. (B) Représentation
par graphe du même connectome. Les noeuds sont positionnés à la position spatiale
correspondant à la région du cortex. L’épaisseur des arrêtes est proportionnelle au
ratio de fibre connectant les noeuds.
Le connectome offre la possibilité d’étudier de façon globale le cerveau. On utilise
des techniques de la théorie des graphes pour trouver des classes de sous-architectures
dans le cerveau qui peuvent expliquer des phénomènes comme la propagation de
24
1.4. Conclusion
maladie neurodégénérative ou le syndrome de déconnexion [31].
L’étude du connectome est souvent idéologiquement comparée aux efforts de la
communauté de la génétique à séquencer le génome. Dans le domaine de l’IRM de
diffusion, le Human Connectome Project est un projet de 38M USD ayant pour but
de cartographier et de mieux comprendre le cerveau en développant et en utilisant
des IRMs à la fine pointe de la technologie et des méthodes de traitement de données
de diffusion nouvelles [171]. Des efforts similaires sont de plus en plus fréquents dans
la communauté.
1.4 Conclusion
Ce chapitre mettait en contexte l’IRM de diffusion en décortiquant la physique de
la diffusion et de la résonance magnétique puis en décrivant l’intérêt de mesurer la
diffusion de l’eau dans le cerveau humain. Les IRMs utilisent des séquences d’impul-
sion de radiofréquence et de gradient de champs magnétiques pour allez manipuler
l’alignement et la phase des spins de l’eau pour pouvoir mesurer indirectement les
tissus du cerveau. La diffusion aléatoire des molécules est détectable comme un arte-
fact de signal qu’on peut amplifier avec des séquences particulières. Le propagateur
de diffusion caractérise entièrement le déplacement des molécules d’eau et on peut
l’approximer à partir d’image de diffusion standard. La nature de la microstructure
des tissus nerveux modifie considérablement le signal de diffusion en restreignant la
diffusion dans les pores et en entravant la diffusion perpendiculairement aux faisceaux
de fibres. Le propagateur peut donc être utilisé pour inférer des propriétés de la géo-
métrie des tissus. Entre autres, l’ODF est particulièrement utile puisqu’elle permet
de suivre les fibres de la matière blanche et de les approximer avec la tractographie.
La tractographie permet l’étude globale du cerveau. On peut l’utiliser pour créer un
connectome qui tente d’approximer le plan complet des connexions neuronales du
cerveau. Le connectome est un outil en plein développement qui suscite l’intérêt de






Tout le monde croit que l’erreur est normalement distribuée, car les
expérimentateurs s’imaginent que c’est un théorème de mathématiques,
et les mathématiciens que c’est un fait expérimental.
Henri Poincaré
Fondamentalement, les images d’IRM pondérées par diffusion sont des images 3D
associées à un gradient de diffusion qui possède une orientation et une longueur. Nous
sommes intéressés par l’effet des gradients de plusieurs orientations et longueurs par
rapport au signal non pondéré en diffusion. Quand l’on divise pour chaque voxel les
valeurs pondérées en diffusion par la valeur non pondérée en diffusion, on obtient des
valeurs d’atténuation proportionnelle à la diffusion. Au final, on joint ensemble les
volumes 3D et on obtient donc une image 4D ou chaque voxel possède une valeur
d’atténuation pour chaque gradient de diffusion de l’acquisition.
La modélisation locale en IRM de diffusion permet de combiner ensemble les
images de diffusion acquises. Pour chaque voxel, la liste de gradients de diffusion et
de valeurs d’ADC associées est combinée en un modèle mathématique pour obtenir
de l’information sur le déplacement 3D des molécules d’eau. Idéalement, on cherche
à reconstruire l’EAP puis à calculer certaines de ses caractéristiques tel que l’ODF
mais de nombreux modèles existent avec différents avantages et limitations.
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2.1 Ajustement de Modèle
Pour chaque voxel, le signal de diffusion s est mesuré pour les points {gi} corres-
pondant aux N = | {gi} | gradients de diffusion utilisés à l’acquisition. On travaille
donc sur le signal discret s(g) avec g ∈ {gi} qui sera interchangeablement représenté
par s dans ce chapitre.
L’ajustement de modèle (model fitting) consiste à trouver les paramètres ρ d’un
modèle Mρ qui représentent bien les données de diffusion s sous-jacentes obtenues à
l’acquisition. En général, c’est un processus indépendant pour chaque voxel mais il
est possible d’appliquer des idées de régularité entre voisins spatiaux. Les modèles de
diffusion sont des modèles prédictifs, c’est-à-dire que pour un ensemble de paramètres
défini, les modèles peuvent prédire le signal pour des positions g arbitraires 1. On
cherche à trouver les paramètres optimaux ρ∗ qui minimisent un terme de fidélité aux
données D entre les données IRMd et l’estimation de ces données produites par Mρ∗ .
On définit
s˜ =Mρ(g) (2.1)
l’estimation du signal s˜ produite par le modèle M de paramètres ρ pour les points g
de l’espace-q. On pose
ρ∗ = argmin
ρ
D(s˜, s) = argmin
ρ
D(Mρ(g), s) (2.2)
où D est une fonction conçue telle que si D(Mρa(g), s) < D(Mρb(g), s), on considère
l’ensemble de paramètres ρa plus représentatif des données s pour le modèleM . Dans
la majorité des applications, on utilise la norme-2 au carré de la différence
D(s˜, s) = 12∥(s˜− s)∥
2
2 (2.3)
Cette formulation a pour caractéristique de promouvoir des résidus normalement
distribués de moyenne nulle.
1. Tant qu’on reste dans l’espace sur lequel le modèle est défini, les vecteurs g vivent dans R3
mais certains modèles sont restreints sur un sous-espace comme S2.
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Par exemple, dans le cas d’un modèle Mρ linéaire 2
Mρ(g) = Xg · ρ (2.4)
où Xg est une matrice fixe pour un schéma d’acquisition g fixé. Supposons que le
modèle représente parfaitement les données non bruitées svrai avec les paramètres
ρvrai
svrai(g) =Mρvrai(g) (2.5)
et que le bruit est normalement distribué de moyenne nulle et d’écart-type σ,
smesuré(g) = svrai(g) + ϵ avec ϵ ∼ N (0, σ2I|g|). (2.6)







qui est optimal parmi tous les estimateurs non biaisés (il atteint la borne de Cra-
mér–Rao [107]). Par la loi de grand nombre, quand |g| → ∞, l’erreur de notre esti-
mateur converge en distribution vers une normale de moyenne zéro est d’écart-type
proportionnel à ϵ.
(ρvrai − ρ∗) d−−−→ N (0, σ2(XgTXg)−1). (2.8)
En particulier, si Xg est une matrice orthogonale, l’erreur de l’estimateur suit la
même distribution que l’erreur des données quand |g| est suffisamment grand.
2.1.1 Régularisation
En pratique, le problème d’optimisation en (2.2) ne produit pas de bons résultats
car le problème d’ajustement de modèle n’est pas bien posé (au sens d’Hadamard 3,
2. Une grande portion des problèmes d’ajustement de modèle local en diffusion sont réduits à des
modèles linéaires.
3. Un problème mathématique est bien posé si a) une solution existe, b) la solution est unique
et, c) le comportement de la solution change de façon continue par rapport aux conditions initiales.
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la majorité des problèmes inverses sont mal posés). Il est fortement conseillé d’inclure
dans la modélisation du signal de la régularisation et potentiellement des contraintes.
Une application soignée de ces contraintes lors de la modélisation permet potentielle-
ment d’éviter d’inclure le bruit dans les paramètres estimés (overfitting), de converger
vers un minimum local (dans les cas non convexes) ou d’obtenir des paramètres cor-
respondant à un modèle physiquement impossible (ex : diffusivités négatives).





sujet à Ci(ρ) ≥ 0 pour i = 1, . . . , j
avec le modèle M de paramètre ρ, schéma d’échantillonnage de l’espace-q g, fonction
de fidélité aux données D, fonction de régularisation des paramètres R et fonctions
de contraintes {Ci}i=1..j.
La fonction de régularisation R peut prendre plusieurs formes pour contrôler,
entre autres, l’énergie [174], la parcimonie [62] ou la régularité (smoothness) de la
solution. Les contraintes C représentent souvent la non-négativité de la solution dans
un certain espace [143], une contrainte de fraction volumique [182] ou la symétrie de
la solution [81].
2.1.2 Type de Modèle Local
Il existe deux grandes catégories de modèles locaux, les bases (possiblement saturée
(overcomplete)) qui peuvent représenter n’importe quelle fonction de R3 → R comme
l’EAP définie sur l’espace-q (≡ R3) ou fonction de S2 → R comme l’ODF définie sur
une sphère-q de rayon fixe. Il existe aussi des modèles à compartiments biologiques
qui cherchent à expliquer la structure des tissus sous-jacents directement plutôt que
la diffusion de l’eau. Ils sont composés de somme pondérée de compartiment comme
des sphères ou des tubes.
Peu importe le type de modèle, il est important de respecter un certain ratio entre
la complexité du modèle (le nombre de paramètres M = |ρ|) et la quantité de points
30
2.1. Ajustement de Modèle
de l’espace-q échantillonné (N = |g|). Une règle empirique fréquemment utilisée re-
commande N > 2M , mais ce ratio peut-être modifier par la régularité de la fonction
objective d’ajustement du modèle et les choix de régularisation.
Extraire l’Information de Diffusion
Que faire avec les paramètres d’un modèle représentant bien les données sous-
jacentes pour quantifier les différents aspects de la diffusion ? L’objet mathématique
de prédilection pour décrire la diffusion est l’EAP qui correspond à la transformée
de Fourier du signal sous certaines hypothèses (équation (1.18)). L’EAP au point
3D r représente la probabilité qu’une molécule d’eau ait subi un déplacement net
d’un vecteur r pendant le temps de diffusion ∆ dans le voxel. Il caractérise donc
complètement la diffusion dans le voxel et permet de calculer plusieurs statistiques
reliées à la géométrie sous-jacente [143]. La plupart des modèles représente le signal
par une somme pondérée d’éléments plus simples dont on connaît la TF et on cal-
cule donc l’EAP par la linéarité de la TF. On s’intéresse souvent à calculer l’ODF à
partir de l’EAP (équation (1.19)) ou directement à partir du signal. Les modèles à
compartiment tentent plutôt de décrire directement une caractéristique des barrières
biologiques causant l’anisotropie de la diffusion plutôt que de caractériser l’entièreté
du profil de diffusion. On s’intéresse à des quantités comme le nombre de populations
cohérentes de fibre [160], la distribution de diamètre des fibres [8, 5], les coefficients de
diffusivité intra-fibre ou inter-fibre ou la dispersion des orientations des populations
de fibres [197].
2.1.3 Échantillonnage de l’espace-q
L’échantillonnage de l’espace-q est intimement lié au modèle local. Dans le cadre
de cette thèse, l’espace-q est un espace 3D dans lequel on peut acquérir n’importe quel
point 4 (x, y, z) = (r, ϕ, θ) pour r < rmax avec rmax limité par la puissance des gra-
4. Il existe des modèles d’échantillonnage qu’on caractérise de "trajectoire de l’espace-q" qui ne
sont pas discuté dans cette thèse, voir [175].
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dients de diffusion physique de l’IRM. Il existe de nombreux types d’échantillonnage
de l’espace-q dans la littérature. Le type d’échantillonnage doit être choisi pour un mo-
dèle de diffusion spécifique. Lorsque l’on détermine une stratégie d’échantillonnage, on
choisit le nombre total d’échantillons M qui détermine la durée de l’acquisition. Pour
les séquences de type Stejkal-Tanner [173] (sec. 1.2.2), il y a un compromis entre le ra-
tio signal sur bruit et le ratio contraste de diffusion sur bruit contrôlé principalement
par le rayon maximal atteint. De même, la résolution angulaire de l’acquisition vient
directement limiter la résolution angulaire des méthodes de reconstruction [58, 171].
On introduit les principales classes de schéma d’échantillonnage.
figure 2.1 – Grille d’échantillonnage cartésien DSI515. On obtient ces 515 points en
intersectant une sphère de rayon 5 centrée à l’origine avec les 113 points d’un treillis
cartésien de taille 11x11x11.
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figure 2.2 – Échantillonnage sphérique à 64 points.
figure 2.3 – Échantillonnage multi-sphères à 120 points sur 3 sphères, projetées sur
une seule sphère. Les couleurs des points correspondent à leur sphère d’appartenance.
Les points sont distribués 20-40-60 pour bleu-rouge-jaune. Typiquement, les sphères
avec moins de points correspondent à de plus basses b-value. Les orientations des
points n’ont pas forcément à être uniques entre les sphères.
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Échantillonnage Cartésien
L’échantillonnage cartésien (CART) consiste à acquérir les points de l’espace-q
selon une grille régulière restreinte dans une boule (voir figure 2.1). Ce type d’échan-
tillonnage possède l’avantage qu’une fois la fréquence maximale et le nombre d’échan-
tillons total décidé, le schéma d’acquisition est uniquement déterminé. C’est le schéma
le plus naturel à utiliser si l’on aborde le problème de reconstruction du propaga-
teur de diffusion par le théorème d’échantillonnage de Nyquist-Shannon [97]. Ce type
d’échantillonnage capture bien l’information directionnelle et l’information radiale
dans l’espace-q mais requiert beaucoup d’échantillons [146].
Échantillonnage Sphérique
L’échantillonnage sphérique (SS) consiste à acquérir les points de l’espace-q sur
une sphère d’un rayon à choisir (voir figure 2.2). De manière générale, il serait désirable
d’avoir ces points répartis sur la sphère uniformément. En pratique, on utilise un algo-
rithme qui interprète les points comme des électrons et minimise itérativement l’éner-
gie de la répulsion électromagnétique [101] pour obtenir des points pseudo-uniformes.
Cette méthode d’échantillonnage est la plus répandue en IRMd [148]. C’est dû à la
capacité de certains modèles locaux de pouvoir reconstruire une approximation de
l’ODF avec ce type d’échantillonnage. Puisque l’on ne mesure qu’un seul rayon dans
l’espace-q, c’est aussi un type d’échantillonnage permettant des acquisitions relative-
ment rapide. Ce type d’échantillonnage capture l’information directionnelle mais ne
capture pas l’information radiale dans l’espace-q.
Échantillonnage Multi-Sphères
L’échantillonnage multi-sphères (MS) consiste à acquérir plusieurs échantillon-
nages sphériques à différents rayons de l’espace-q durant la même séance d’acquisition
IRMd, possiblement avec des directions différentes sur chaque sphère (voir figure 2.3).
Cette méthode d’échantillonnage possède un grand nombre de paramètres. Pour un
nombre total d’échantillons donné, on doit choisir le nombre de sphères, les rayons de
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l’espace-q pour chacune des sphères, le nombre de points sur chaque sphère ainsi que
les orientations de chaque point choisi sur chaque sphère. Il a été montré empirique-
ment qu’il est sous-optimal d’utiliser les mêmes orientations sur chaque sphère pour
reconstruire l’ODF [106]. Une méthode générique permettant de bien distribuer les
orientations des échantillons d’un MS a été présentée dans [42]. La méthode minimise
une fonction heuristique combinant l’énergie électromagnétique des points de chaque
sphère et l’énergie électromagnétique des points sur une "super-sphère" obtenue en
projetant les points de toutes les sphères sur une seule.
Échantillonnage Éparse
Tous autres types d’acquisitions peuvent être qualifiés d’échantillonnage éparse
et potentiellement interprétés comme un MS ou un échantillonnage cartésien avec
des points manquants. Ce type d’échantillonnage est généralement conçu pour une
application précise (comme l’acquisition compressée, voir chapitre 4). Par exemple, si
on désire plusieurs b-values sans avoir besoin de sphères complètes, on peut utiliser une
acquisition de type CUSP [161]. CUSP minimise le TE de l’acquisition par rapport à
la b-values maximale atteintes et augmente ainsi le SNR car le signal est proportionnel
à exp (−TE/T2).
2.2 Modèle Local
La prochaine section décrit certains des principaux modèles locaux, leurs hypo-
thèses, ainsi que leurs avantages et désavantages. Il est difficile de comparer entre eux
les modèles locaux puisqu’ils donnent différentes informations sur la diffusion ou les
tissus sous-jacents, requièrent différents types d’échantillonnage de l’espace-q, diffé-
rents nombres totaux d’échantillons et suppose des hypothèses de différent niveau de
validité. Il faut noter que le temps d’acquisition est linéaire en nombre d’échantillons
limitant souvent les modèles applicables en clinique, les hautes valeurs de l’espace-q
ont sont très bruités et peuvent être inatteignables sur un IRM 1.5T et les IRM
clinique ont parfois des blocages logiciels sur les échantillonnages de l’espace-q dispo-
nibles quand la licence de recherche n’est pas achetée.
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2.2.1 Tenseur de Diffusion
Le tenseur de diffusion (DTI) [16] est un modèle de diffusion qui suppose que
la diffusion dans les tissus suit une distribution Gaussienne 3D. Les coefficients de
diffusion sont donc modélisés par un tenseur de second ordre représenté par une









L’équation (2.10) établit la relation entre le signal de diffusion normalisé E(q) et







Les composantes diagonales de la formule (2.9) représentent les diffusivités le long
des axes x, y et z, les autres composantes correspondent aux corrélations entre ces
axes.
Sous le modèle du tenseur de diffusion, l’EAP est donné par l’équation (2.11).








Il existe plusieurs améliorations aux techniques de minimisation pour obtenir les
coefficients de la matrice D, comme contraindre les valeurs D·· à des valeurs physi-
quement plausibles en reformulant le problème de minimisation dans un espace Rie-
mannien de matrice définie-positive [83] ou en utilisant un algorithme de détection de
données aberrantes [45, 159]. Le DTI est applicable pour tout schéma d’échantillon-
nage mais il est plus couramment utilisé avec un SS. L’approximation du déclin radial
mono-exponentiel du DTI n’est valide que pour les faibles b-values (< 1500 s/mm2
[71])
Le tenseur de diffusion est communément décomposé en vecteurs propres et valeurs
propres, D = QΛQT où Λ est une matrice diagonale avec comme éléments les valeurs




Le tenseur de diffusion permet de définir plusieurs métriques scalaires caractérisant
la diffusion qui sont couramment utilisées en recherche et clinique. La trace (eq. (2.12))
et l’anisotropie fractionnelle (FA, eq. (2.13)) sont les plus répandues. La trace est
utilisée pour localiser les accidents cérébro-vasculaires depuis les débuts de l’imagerie
de diffusion [115]. La FA est la métrique de choix pour la comparaison de population
dans les études de neurologie.





√(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2
λ21 + λ22 + λ23
. (2.13)
A B
figure 2.4 – (Carte de métrique scalaire provenant du modèle du tenseur de diffusion,
A) Anisotropie Fractionnelle (FA) (B) Diffusivité Moyenne (MD) qui correspond à
trace/3.
L’ODF obtenue par le DTI est donnée par l’équation (2.14). Puisque le modèle
est limité à une seule orientation principale par l’hypothèse de la nature Gaussienne
de la diffusion, l’ODF n’est pas d’un grand intérêt et on utilise plutôt le vecteur
propre correspondant à la plus grande valeur propre pour décrire l’orientation des
tissus pour les applications comme la tractographie. On estime que 60% à 90% des
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figure 2.5 – Un champ de tenseurs de diffusion représenté par des glyphes elliptiques
orientés selon les vecteurs propres et d’amplitude proportionnelle aux valeurs propres.
La carte de couleur de fond représente une estimation du nombre réel d’orientations
de diffusion. Le DTI produit une approximation acceptable dans les voxels à une seule
orientation (gris foncé).
2.2.2 Q-Ball Analytique
Le Q-Ball analytique est un modèle de diffusion sur la q-sphère proposé par [181].
Le signal sphérique (eq (2.17)) est ajusté à la base orthogonale des harmoniques
sphériques réelles [56] (éq. (2.16)). Le modèle impose aussi la symétrie antipodale en
utilisant seulement les harmoniques d’ordre pair qui sont antipodalement symétriques
(les ordres impairs sont antisymétriques antipodalement). La base d’harmonique sphé-
rique avait déjà été appliquée avec succès sur l’étude de l’ADC [4, 72].
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La base d’harmonique sphérique complexe Y ml est donnée par






l (cos(θ)) exp (imϕ) (2.15)
où l ∈ N, m ∈ Z, −l ≤ m ≤ l et Pml est le polynôme de Legendre associé d’indice m




2Re(Y ml ) sim < 0
Y ml sim = 0√
2Im(Y ml ) sim > 0
(2.16)
où l ∈ 2N, m ∈ Z, −l ≤ m ≤ l. Finalement, on approxime l’atténuation du signal de





où les Yj sont les R = 12(L + 1)(L + 2) harmoniques sphériques réelles H
m
l d’ordre
l ≤ L ré-indexe.
La transformée de Funk-Radon (FRT) sur le signal permet d’approximer l’ODF
[181, 56]. Par linéarité de la FRT, il suffit d’avoir la transformée des éléments de la
base SH pour obtenir l’ODF Ψ en base SH,






où S0 est le signal sans pondération de diffusion et Pl(j) est le polynôme de Legendre
d’ordre l(j), l’ordre de l’harmonique sphérique ré-indexe j.
En pratique, on crée la matriceY = [Yij] avec Yij = Yj(θi, ϕi), le j-ième élément de
la base évalué au i-ième points du schéma d’échantillonnage sphère-q. Le problème de
trouver le vecteur de coefficient c = [cj] est formulé linéairement (comme eq. (2.4)) et
on applique une régularisation de Laplace-Beltrami sur c pour minimiser le bruit[56].
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2.2.3 Déconvolution Sphérique
Les modèles de déconvolution sphérique [55, 177, 57] sont basés sur l’idée de voir
le signal de diffusion sur la sphère-q comme le résultat d’une convolution entre une
fonction de distribution de fibre (une somme de quelques deltas de Dirac) et un profil
de diffusion d’une simple fibre. Similairement, on peut voir l’ODF comme la même
fonction de distribution de fibre (FOD) convoluée avec l’ODF de la diffusion de la
simple fibre. On veut donc déconvoluer le signal par une estimation du profil d’une
fibre pour obtenir une ODF de fibre aiguisée qui approxime la fonction de distribution
de fibre.








cj, cj les coefficients du signal. On suppose l’existence d’une version




K ′(u ·w)Ψ˜(w) dw. (2.20)














K ′(u ·w)Yj(w) dw (2.22)
qui nous donne fj =
c′j
r′j
avec r′j = 2π
∫+1
−1 Pl(j)(t)K ′(t) dt par la formule de Funk-
Hecke[58] .
Le noyau de déconvolution K ′ peut être spécifié par un modèle simple comme un
modèle DTI symétrique ou encore estimé à partir des données en trouvant des voxels
qui semblent contenir une seule population fibre fortement cohérente comme le centre




figure 2.6 – Comparaison entre (A) le tenseur de diffusion, (B) l’ODF de diffusion du
q-ball et (c) l’ODF de fibre de la déconvolution sphérique sur un croisement de deux
fibres à 90◦ représenté par les lignes rouges.
2.2.4 MAPMRI
Le Mean apparent propagator MRI (MAPMRI) est un modèle local de diffusion
introduit par [143]. MAPMRI représente l’EAP par une base de fonctions d’Her-
mite, similaire aux fonctions propres de l’oscillateur harmonique quantique, qui ap-
paraissent naturellement dans l’expansion en cumulant du signal [118, 75]. Puisque la
transformée de Fourier d’une fonction d’Hermite est aussi une fonction d’Hermite, il
est simple d’estimer les coefficients pour le signal dans la base et d’ensuite exprimer
le signal.









où Hn est le polynôme d’Hermite d’ordre n et u est un paramètre d’échelle. La trans-
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On estime la matrice D provenant du DTI et on définit






où R est une matrice orthogonale qui nous transforme dans un cadre de référence où
la formulation 3D de la base sera séparable. On exprime donc le signal et l’EAP en
fonction de q′ = Rq et r′ = Rr respectivement.
On définit les versions 3D séparables des éléments de base du signal Φn1n2n3 et de
l’EAP Ψn1n2n3
Φn1n2n3(A,q) = ϕn1(ux, qx)ϕn2(uy, qy)ϕn3(uz, qz) (2.26)
et
Ψn1n2n3(A, r) = ψn1(ux, rx)ψn2(uy, ry)ψn3(uz, rz) (2.27)
où q = (qx, qy, qz) et r = (rx, ry, rz).


















dans la base tronquée à l’ordre Nmax de M = 16(F + 1)(F + 2)(4F + 3) éléments,
F = ⌊Nmax/2⌋.
Cette formulation nous offre des métriques d’EAP analytique reliées à différents







E(q) dq = P (0) (2.30)
est obtenue trivialement à partir de l’équation (2.29) avec les an1n2n3 estimés. La va-
leur de RTOP est reliée à l’inverse du volume moyen des compartiments des tissus
sans aucune hypothèse sur la forme ou distribution des compartiments. La relation
est une d’égalité si le temps de diffusion ∆ est suffisamment grand pour que les mo-
lécules d’eau puissent traverser de bout à bout la plus grande distance du milieu.
La contrainte précédente est irréaliste en pratique puisque la géométrie de la matière
blanche est dominée par des compartiments extrêmement anisotropes dans certaines
orientations. Il devient donc intéressant de calculer plutôt la probabilité de retour à
l’axe de diffusion principal (RTAP) qui est relié à l’inverse de l’aire de coupe moyenne.
La RTAP possède aussi une forme analytique [143].




= P (su′)s2+k ds (2.31)
et possède une forme analytique en fonction des an1n2n3 pour k ≥ −2 [143]. Entre
autres, Ψ0 est l’ODF classique et Ψ−2 est l’approximation de l’ODF du modèle q-
Ball. Les ordres k supérieurs produisent des ODF plus aiguisées pouvant être utilisées
comme la FOD pour la tractographie.
Pour obtenir le vecteur de coefficients a = [an1n2n3 ] ont crée d’abord la matrice
systèmeQ en évaluant lesM éléments de base Φn1n2n3 pour chaque point de l’espace-q
de notre schéma d’échantillonnage multi-sphère ou cartésien. Le problème d’optimisa-
tion consiste maintenant à minimiser la différence au carré du signal E et du modèle
linéaire Qa. La non-négativité de l’EAP est ajoutée comme contrainte s’assurant que
l’EAP soit non-négatif pour les points r d’une grille discrète [143]. L’effet du bruit
peut être contrôlé en rajoutant comme terme la minimisation la norme-2 du laplacien
du signal [70].
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2.2.5 Imagerie par Spectre de Diffusion
L’imagerie par spectre de diffusion (DSI) [189, 85] est un modèle de diffusion
qui permet d’obtenir une approximation discrète de l’EAP. Contrairement au modèle
précédent, le signal n’est pas approximé par une somme pondérée d’éléments dont
la TF est connu. Le DSI utilise un schéma d’échantillonnage de type cartésien et
obtient l’EAP en simplifiant la transformée de Fourier de l’équation (1.18) par une
transformée de Fourier discrète rapide (FFT). L’EAP discret résultant est de même
résolution que la grille de l’espace-q, qui est typiquement 11x11x11. Pour raisons
pratiques, il est commun de centrer le signal 11x11x11 dans une grille plus grande
(zéro-padding) pour interpoler l’EAP à une meilleure résolution. On utilise un filtre
passe-bas avant la FFT pour contrôler le bruit qui est élevé dans les hautes valeurs-q
nécessaire au DSI. Il est possible de calculer l’ODF discrète en interpolant la grille
de l’EAP sur des sphères concentriques pour ensuite sommer radialement sur un
ensemble d’orientations. Techniquement, il est possible d’approximer par interpolation
et somme discrète toutes les métriques d’EAP, par contre, la résolution de l’EAP du
DSI n’est pas suffisante en pratique [198, 145]. Le chapitre 3 traite en détail du DSI.
2.2.6 CHARMED
Le Composite Hindered and Restricted Model of Diffusion (CHARMED) est un
modèle local de diffusion introduit par [9]. C’est un exemple classique de modèle lo-
cal à compartiments. CHARMED fait une distinction entre la diffusion des molécules
d’eau intra-axonale, dite restreinte par les membranes de l’axone dans le plan perpen-
diculaire à l’orientation principale et la diffusion des molécules extra-axonales, dite
entravée par les tissus de la matière blanche comme les astrocytes, les cellules gliales
et les fibres [9].
Le signal de diffusion perpendiculaire dans un cylindre de rayon R de [138] est
donné par












où q⊥ est la partir perpendiculaire à l’orientation principale du cylindre du vecteur
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de l’espace-q q = q⊥ + q∥, 2τ le temps d’écho (TE) de la séquence d’acquisition et
D⊥ la valeur de diffusivité perpendiculaire.
La diffusion parallèle à l’orientation du cylindre est sans restriction et donc gaus-
sienne,





où D∥ la valeur de diffusivité parallèle à l’orientation du cylindre.
L’indépendance du déplacement des molécules perpendiculairement et parallèle-
ment au cylindre nous permet de décrire le signal de diffusion d’un compartiment
restreint par
Er(q, τ) = E∥(q∥, τ) · E∥(q∥, τ). (2.34)
Le signal du compartiment entravé est modélisé par une distribution gaussienne
3D. La formulation du compartiment entravé est simplifiée en supposant que la di-
rection principale coïncide avec celle du compartiment restreint et que la diffusion
perpendiculaire soit symétrique. On obtient donc














où λ⊥ et λ∥ sont les diffusivités perpendiculaires et parallèles du compartiment en-
travé. Le signal est donc modélisé par un compartiment entravé et M compartiments
restreints où M correspond à une estimation du nombre de populations de fibres
cohérentes existantes.
E(q, τ) = fh · Eh(q, τ) +
M∑
i=1
f {i}r · E{i}r (q, τ) (2.36)
où le sur-scripte {i} est utilisé pour indexer les compartiments restreints différents qui
sont modélisés avec des cylindres d’orientations, de diffusivités et de rayon différents,





En pratique, D⊥ et R sont fixés d’avance selon le tissus en question et constant
pour tous les compartiments restreints. Pour chaque M = 0, 1, 2, les diffusivités et
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fractions volumiques restantes sont ajustées au signal par une procédure d’optimisa-
tion non linéaire.
Les auteurs de [9] utilisent l’équation (2.36) pour interpoler le signal sur une grille
cartésienne pour approximer l’EAP similairement au DSI.
DTI Q-Ball CSD DSI MAPMRI CHARMED
Type de Schéma Tous SS SS CART CART/MS CART/MS
Nombre d’Échantillons + ++ ++ ++++ +++ ++
Produit l’EAP ✓∗ ✓ ✓ †
Produit l’ODF ✓§ ✓ ✓ ✓ ✓ ‡
Multiples Fibres ✓ ✓ ✓ ✓ ✓
Précis avec faible b-values ✓ ✓ ✓
tableau 2.1 – Résumé des avantages et limitations des modèles locaux présentés dans
la section 2.2. ∗ L’EAP du DTI suppose à tort le déclin radial mono-exponentiel.
§ L’ODF du q-Ball n’est pas correctement normalisée puisqu’il manque le terme
d’angle solide dans l’intégration. † L’EAP de CHARMED est approximé discrète-
ment en ré-interpolant le signal sur une grille pour une approche similaire au DSI.
‡ CHARMED ne produit pas directement l’ODF mais on possède les orientations des
compartiments et on pourrait sommer radialement l’EAP discret.
2.2.7 Résumé des Modèles Locaux
La section précédente a mis en évidence les intuitions, formulations mathéma-
tiques et détails pratiques des modèles locaux d’importance pour le domaine et pour
cette thèse qui représentent des catégories distinctes d’idées. La littérature comprend
des dizaines d’autres modèles, même sans inclure les variations d’optimisation, de
régularisation ou de contrainte. Il existe les modèles similaires au DTI [16] qui sont
basés sur l’expansion en série du signal de diffusion comme DKI [96], GDTI [118]
et HOT [119], les modèles similaires au MAPMRI [143] qui représentent le signal
puis l’EAP sur différente base comme SHORE [140, 131], SPF [46], DPI [60], BFOR
[91], PAS-MRI [93] et DOT [141], les modèles de l’ODF comme q-ball [181, 56], CSD
[55, 177, 57], CSA-ODF [2], GQI [196] et MSMT-CSD [99], les modèles discrets ba-
sés sur la transformée de Fourier discrète comme le DSI [189], RDSI [13] et HYDI
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[193] et les modèles compartimentaux comme le multi-tensor [182], DIAMOND [160],
CHARMED [9], NODDI [197], ball-and-stick [19], ACTIVEAX [5] et autres modèles
combinant des multi-{balle, tige, cylindre, tenseur, zeppelin, racket} [68].
2.3 Validation
La validation en modélisation locale de diffusion est un sujet difficile puisqu’il
n’existe pas de données réelles d’IRMd avec une vérité terrain. Premièrement, l’IRMd
est la seule modalité d’imagerie non invasive qui mesure la diffusion des molécules
d’eau. Techniquement, une modalité n’a pas besoin d’imager l’eau pour inférer la dif-
fusion, il suffirait d’imager les tissus eux-mêmes à une résolution microscopique. Par
contre, les techniques atteignant de telles résolutions sont invasives et non applicables
in-vivo. Les techniques IRMd qui imagent le cerveau ex-vivo ont l’avantage de pou-
voir procéder à de très longues séquences d’acquisition (communément 24 à 72 heures
contrairement à ~30 minutes en clinique). Par contre, le processus de fixation du cer-
veau modifie fortement les valeurs de diffusivité [134]. Les techniques de microscopie
quant à elles sont traditionnellement limités aux coupes 2D. Reconstruire une image
3D à partir de ces coupes est difficile, le trancheur déforme partiellement les tranches
et le recalage est complexe. Les techniques de coloration (staining) en microscopie per-
mettent de suivre en 3D la progression des axones d’un faisceau mais ne permettent
pas de voir les croisements de fibres. Une solution hybride potentielle consiste à analy-
ser l’orientation des tissus sur images histologiques [29] ou sur images de microscopie
confocale [162] et de recaler ces images à des données d’IRMd. Par contre, ce type de
recalage est très difficile en raison des problèmes mentionnés précédemment et de la
grande différence de résolution. Finalement, les fantômes synthétiques physiques sont
limités soit à des géométries simples par construction soit a des géométries dont on
ne possède pas réellement la vérité terrain.
Il faut donc se pencher vers les modèles numériques de validation. On peut choisir
un modèle local génératif de complexité arbitraire et attribuer à chaque voxel un
ensemble de paramètres pour pouvoir ensuite évaluer le signal sur un échantillonnage
de l’espace-q au choix. Les valeurs des diffusivités et autres métriques de diffusion
spécifiques au modèle choisi sont connues analytiquement et on peut donc évaluer la
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performance d’une nouvelle méthode locale. On peut tout aussi facilement simuler du
bruit d’acquisition ou autres artefacts sur ce signal.
Plusieurs ateliers de conférence ont été organisés dans les récentes années sur
la validation de la modélisation locale. Par exemple, l’atelier high angular resolution
diffusion MRI reconstruction techniques 5[51] à la conférence IEEE International Sym-
posium on Biomedical Imaging 2012 (ISBI), l’atelier high angular resolution diffusion
MRI reconstruction techniques 6 à la conférence IEEE International Symposium on
Biomedical Imaging 2013 , l’atelier Sparse Reconstruction Challenge for Diffusion
MRI 7[139] à la conférence Medical Image Computing and Computer Assisted Inter-
vention 2014 Workshop on Computational Diffusion MRI (MICCAI), l’atelier White
Matter Modelling Challenge 8 à la conférence IEEE International Symposium on Bio-
medical Imaging 2015 et l’atelier Tractography Challenge at the diffusion study group
meeting 9[122] à la conférence International Society for Magnetic Resonance in Medi-
cine 2015 (ISMRM). Ces ateliers étaient organisés sous le format de compétition avec
des dizaines d’équipes appliquant leurs méthodes de modélisation locale sur un jeu de
données numériques commun. La qualité de la reconstruction était ensuite évaluée par
le comité organisateur. La grande variance de type d’information qu’on peut inférer
avec différents modèles de diffusion force l’utilisation de métriques d’évaluation très
génériques.
2.3.1 Validation des Directions de Diffusion
L’orientation des fibres qui correspondent aux maxima de la diffusion direction-
nelle est une information universelle des modèles locaux de diffusion [166]. Les mo-
dèles compartimentaux l’estiment directement comme paramètre et les autres modèles








Extraction de Maxima de l’ODF
L’ODFd (et la FOD) représente l’information directionnelle du processus de dif-
fusion. En pratique, l’orientation des maxima locaux est souvent la seule quantité
d’intérêt, par exemple pour procéder à la tractographie. On cherche à estimer exac-
tement le nombre total de faisceaux de fibres distincts (nombre de vrai maxima) et
à approximer précisément leur orientation. Une méthode générant l’ODF combinée
à un algorithme d’extraction de maxima qui donne une estimation plus précise de
ces deux quantités est préférable à une autre méthode hypothétique qui produirait
une ODFd globalement plus ressemblante au vrai profil de diffusion mais qui serait
inférieur sur les métriques de nombre de faisceaux et d’erreur angulaire. La phrase
précédente peut sembler contradictoire, une ODF plus fidèle devrait naturellement
permettre d’inférer les orientations convenablement, par contre, la nature heuristique
des algorithmes d’extraction de maxima complique la situation.
Les ODFs sont évaluées sur une fine tesselation sphérique et on doit considérer
trois phénomènes (a) le bruit donne naissance à de petits maxima locaux qui ne
correspondent pas à des fibres, (b) un vrai maximum peut être représenté comme
deux maximas locaux rapprochés et (c) deux vrais maximas rapprochés peuvent être
combinés en un seul maximum sur l’ODF, approximativement localisé entre les deux
vrais maxima (voir figure 2.7). On définit donc une orientation m comme un maxi-
mum de l’ODF si ODF(m) est maximal dans un cône de x degrés centré sur m et
ODF(m) > t · max(ODF). Le paramètre t contrôle l’effet (a), rejetant les maxima
locaux plus faibles qu’une fraction (typiquement 0.5) du plus grand maximum, par
contre, ce paramètre limite la différence maximale de diffusivité entre deux vrais fais-
ceaux détectables dans un croisement. Le paramètre x contrôle l’effet (b), choisissant
un seul des deux maxima dans cette situation. L’effet (c) est directement relié à la
résolution angulaire de la méthode locale et est impossible à discerner d’un seul vrai
maximum, par contre, ont peut tenter d’ajuster x par rapport à cette résolution pour
ne pas artificiellement jumeler de vrai maxima.
On évalue la qualité de reconstruction ODF avec deux métriques principales, la
différence absolue dans le nombre de compartiments détecté par rapport à la vérité
terrain (DNC) et l’erreur angulaire moyenne ajustée (AE). Pour un voxel avec vrai
maxima ui, i ≤ n et maxima estimés vj, j ≤ m, on définit le DNC
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A B
figure 2.7 – Exemples d’ODF problématique pour l’extraction de maxima. Les vraies
orientations sont montrées en rouge. (A) La résolution angulaire est insuffisante et les
deux maxima sont joints. L’algorithme de détection de maxima produira une direction
moyenne. (B) L’ODF est très bruité et beaucoup de faux maxima de faible amplitude
sont présents. Un des vrais maxima est doublé, il faut régler x selon leur séparation
pour pouvoir approximer les vrais maxima.
DNC = |n−m| (2.37)
et l’erreur angulaire entre deux maxima
d(u, v) = 180
π
arccos (|u · v|) . (2.38)
L’erreur angulaire ajustée est calculée trouvant les permutations I, J ∈ σ(n,m)
des index i et j qui minimise la somme des d(ui,vj) sur les min(n,m) premières paires
de maxima. Il existe |σ(n,m)| = max(n,m)!|n−m|! telles permutations.







2.3.2 Validation par la Tractographie
Une approche à la validation des orientations de diffusion est de se pencher sur
l’impact sur la tractographie. Si l’emplacement des faisceaux de fibres dans un jeu de
données est connu, il devient possible de savoir si les fibres de la tractographie passent
par des faisceaux existants ou si elles dévient. On peut donc comparer entre eux
différent modèles locaux ou ensembles de paramètres si on garde le même algorithme
de tractographie.
Phantomas
Phantomas 10[41] est un logiciel de génération de fantômes numériques permettant
la création de jeux de données imitant des faisceaux de matière blanche connectant
différentes régions corticales. On définit les faisceaux à partir de points de contrôle
auxquels on ajuste une courbe. Un faisceau est géométriquement défini par un tube
d’un certain rayon centré sur une de ces courbes. On assigne à chaque faisceau un
temps T1 et T2, une diffusivité parallèle à l’orientation du faisceau et une diffusivité
perpendiculaire (voir figure 2.8). Phantomas simule les images IRM et les images de
diffusion en discrétisant le modèle géométrique à la résolution voulue, calculant les
intersections et effets de volume partiel, puis en appliquant les formules de génération
de signal.
Fiberfox
Fiberfox 11[137] est un logiciel génération de fantômes numériques. Similairement
à Phantomas, un fantôme est défini par des faisceaux géométriquement définis par
quelques points de contrôle. Par contre, Fiberfox discrétise directement les faisceaux
en fibres individuelles de densité contrôlée (voir figure 2.8). Les fibres sont ensuite
utilisées pour estimer le signal en leur attribuant un modèle local de diffusion et
en sommant les contributions de chaque fibre passant dans le voxel. Cette approche
permet aussi d’utiliser un tractogramme provenant de données réelles pour simuler
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d’IRM comme le bruit thermique, Phénomène de Gibbs, le crénelage, les artefacts
distorsions de susceptibilité, les courants de Foucault et les artefacts de mouvement.
A B
figure 2.8 – (A) Exemple de géométrie Phantomas. Chaque tube correspond à un
faisceau de matière blanche. (B) Exemple de faisceau de fibres synthétiques généré par
Fiberfox. Image B adaptée de http://docs.mitk.org/nightly/org_mitk_
views_fiberfoxview.html .
Tractometer
Le tractometer 12[50] est un outil de validation de pipeline d’IRMd. Le système
est séparé en deux parties, la génération de tractogramme et le système marquage de
tractogramme. Le Tractometer est complémenté d’une grande suite de modèles locaux
de diffusion et d’algorithmes de tractographie différents. Ainsi, Tractometer permet
de comparer différentes étapes du pipeline de diffusion en acceptant en entrée soit des
données IRMd, soit des ODFs ou encore un tractogramme puis d’appliquer toutes les
combinaisons possibles d’algorithmes pour arriver à des tractogrammes. Le système
de marquage de tractogramme demande de connaître parfaitement la définition des




Fiberfox ou Phantomas. Chaque fibre du tractogramme est testée pour son apparte-
nance à un faisceau existant. Les fibres invalides restantes sont regroupées ensemble
en faisceaux plausibles mais inexistants dans la vérité terrain. Le Tractometer rap-
porte le ratio de fibre du tractogramme étant dans un faisceau valide (VC), le ratio
de fibre invalide (IC), le nombre de vrais faisceaux ayant au moins une fibre (VB) et
le nombre de faux faisceaux créés par les fibres invalides (IB).
2.4 Conclusion
Ce chapitre introduisait le concept de la modélisation locale de la diffusion dans
le contexte de l’IRMd et présentait les mathématiques de quelques modèles clés. Les
paramètres de modèles sont ajustés pour représenter le plus fidèlement le signal de
diffusion par une procédure d’optimisation. Des termes de régularisation sont ajoutés
à l’optimisation pour contrôler l’impact du bruit dans les données sur la qualité de
l’estimation. Les modèles locaux sont divisés entre la modélisation du signal comme
une fonction générique et la modélisation du signal comme une somme de comparti-
ment simple. L’espace-q, l’espace d’acquisition de l’IRMd, peut être échantillonné de
plusieurs façons et ce choix limite les types de modèles locaux qui seront applicables
sur pour cette acquisition IRMd. La validation en modélisation locale est complexe.
On utilise des jeux de données simulées à partir de modèles locaux pour avoir une
vérité terrain et comparer les propriétés locales de diffusion comme l’ODF. On valide
aussi les modèles locaux en utilisant la qualité de la tractographie.
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reconstruction de l’imagerie par
spectre de diffusion : Meilleurs
ODF et connectivité
In theory, there is no difference between theory and practice. But, in
practice, there is.
Johannes L. A. van de Snepscheut
Résumé
L’imagerie par spectre de diffusion (DSI) a été utilisée pour la tractographie
dans plusieurs logiciels publiquement disponibles et un nombre de publica-
tions récentes de haut impact. Par contre, plusieurs considérations théo-
riques, numériques et pratiques sont souvent ignorées. Nous revisitons les
étapes théoriques de l’état-de-l’art nécessaire pour passer du signal de DSI
jusqu’à la fonction de distribution des orientations de diffusion (ODFd) uti-
lisée par la tractographie. Nous montrons que les paramètres de la recons-
truction ont un énorme impact sur la qualité de la reconstruction et que
même s’il n’y a pas de consensus sur ce qu’ils devraient être, les paramètres
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communs dans la littérature sont non-optimaux. Nous offrons des recom-
mandations qui améliorent la précision des orientations locales détectées et
améliorent la qualité de la connectivité globale mesurée par le Tractometer.
Ces recommandations sont "gratuites" dans le sens qu’elles sont applicables à
tout jeu de données DSI déjà existant et qu’elles n’engendrent pas d’augmen-
tation significative du temps de calcul. Par conséquent, cet article souligne
quoi faire et quoi éviter dans la reconstruction DSI.
Contributions
— Une dérivation mathématique de l’ODF à partir du signal DSI incluant
tous les paramètres des étapes de discrétisation, de filtrage, d’interpola-
tion et de troncation heuristiques.
— Étude de l’impact des paramètres de toutes les étapes de reconstruc-
tion DSI sur l’ODF. Les ODFs sont évalués localement sur des données
simulées et globalement avec l’outil d’évaluation Tractometer.
— Re dérivation du DSI deconvolution incluant les paramètres de toutes les
étapes. Le DSI deconvolution est inclus dans l’évaluation.
— Proposition de paramètres optimaux de DSI pour plusieurs niveaux de
bruit différents.
— Comparaison de la reconstruction DSI de deux logiciels de traitement de
données populaires avec le DSI à paramètres optimaux .
Commentaires
L’article a été accepté pour publication à NeuroImage le 24 juillet 2016. Ce
travail succède au travail présenté [146] à la conférence International Sym-
posium on Magnetic Resonance in Medicine 2014. Les recommandations
présentées dans l’article ont été implémentées dans la fonction de recons-
truction DSI de la librairie ouverte Diffusion in python (Dipy 1)[74]. Mes
1. http://nipy.org/dipy/
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contributions ont été la génération de données synthétiques, l’écriture du
code de traitement de données DSI et l’analyse des reconstructions avec les
métriques locales et le Tractometer. L’article a été écrit conjointement avec
Maxime Descoteaux.
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Optimal DSI reconstruction parameter
recommendations: Better ODFs and better
connectivity
Michael Paquette1, Guillaume Gilbert2 et Maxime Descoteaux1,3
1 Département d’informatique, faculté des sciences, Université de Sherbrooke,
Sherbrooke, QC, Canada
2MR Clinical Science, Philips Healthcare Canada, Markham, Ontario, Canada
3Centre d’imagerie moléculaire de Sherbrooke, Département de médecine nucléaire
et radiobiologie, faculté de médecine et des sciences de la santé, Université de
Sherbrooke, Sherbrooke, QC, Canada
Keywords: Diffusion MRI, Diffusion Spectrum Imaging, Orientation distri-
bution function, Tractography, Tractometer, Connectivity
Abstract
Diffusion Spectrum Imaging (DSI) has been used for tractography in sev-
eral publicly available software and a number of recent high impact pub-
lications. However, there are several important theoretical, numerical and
practical considerations that are often ignored. We revisit the theoretical
and state-of-the-art processing steps necessary to go from the DSI signal to
the diffusion orientation distribution function (dODF) used by tractography.
We show that the parameters in the reconstruction have huge impact on the
reconstruction quality and that, while there is no consensus about what they
should be, the parameters we most often see in the literature are not op-
timal. We provide applicable recommendations that improve the accuracy
of extracted local orientations and improve accuracy of global connectivity
as measured by the Tractometer, a tractography online evaluation system.
These recommendations come for “free” as they are applicable to all exist-
ing DSI data and do not require a significant increase in computation time.
Hence, this paper highlights the do’s and dont’s of DSI reconstruction.
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3.1 Introduction
In recent years, Diffusion Spectrum Imaging (DSI) has often been referred to as the
gold standard technique to reconstruct the diffusion orientation distribution function
(dODF). Although requiring a long acquisition scheme, it was successfully used in
recent high impact and pioneer connectomics works [84, 90]. It was also at the center of
Wedeen et al.’s Science publication [191], which was followed by a debate with Catani
et al. [43, 190]. Furthermore, DSI is one of the protocols used in the MGH-UCLA
Human Connectome Project (HCP) 2 [192]. This has led to an increased use of the
diffusion orientation distribution function (dODF) computed from DSI. However, DSI,
as described in [189, 86], has several important theoretical, numerical and practical
considerations that have mostly been overlooked. In particular, we show that DSI as
it is implemented in most available reconstruction software (Diffusion Toolkit 3 [186]
and DSI Studio 4) is not optimal.
In the past, advances in diffusion MRI local reconstruction methods, such as Dif-
fusion Tensor Imaging (DTI) [16], Q-Ball Imaging (QBI) [181, 56, 2] or Constrained
Spherical Deconvolution (CSD) [176, 177, 57], have been focused on i) validating the
soundness of the models [179], ii) mathematically constraining them to better rep-
resent physical limitations [150, 6, 177] and iii) cornering their pitfalls [102, 148].
However, DSI seems to have slipped through this thorough evaluation process. One
could argue that the lack of freely available DSI data until recently2 combined with
the lengthy acquisition protocol may have led to this status.
This work highlights the do’s and dont’s of DSI by addressing the DSI limita-
tions and revisiting the theoretical and state-of-the-art processing steps of the DSI
reconstruction. The paper proposes a list of recommendations to perform better DSI,
which produces dODFs that better represent the underlying white matter structure
to increase tractography accuracy and thus increase global connectivity accuracy.
The contributions are three-fold: 1) revisiting the theoretical foundations of DSI, 2)
investigating the steps used to go from the DSI signal to the dODF and 3) giving






computation time increase. The suggested improved DSI reconstruction has the ad-
vantage of being applicable to all existing DSI data and future DSI data using the
same MRI protocol.
3.2 Theory
Diffusion-weighted (DW) imaging is a technique that aims to non-invasively re-
cover information about the diffusion of the water molecules in biological tissues [114].
We can quantify the water diffusion by estimating the displacement of the particles
using the pulsed gradient spin-echo (PGSE) sequence [173]. The relationship between
the diffusion signal attenuation, E(q), in q-space and the diffusion propagator, P (R),





where E(q) = S(q)/S0, where S(q) is the diffusion signal measured at position q
in q-space, and S0 is the baseline image acquired without any diffusion sensitization
(q = 0⃗). We denote q = |q| and q = qu, r = |R| and R = rv, where u and v are
3D unit vectors. The wave vector q is q = γδG/2π , with γ the nuclear gyromagnetic
ratio of the hydrogen nucleus and G = gu the applied diffusion gradient vector,
assuming a rectangular gradient pulse. The norm of the wave vector, q, is related to
the diffusion weighting factor (the b-value), b = 4π2q2τ , where τ = ∆ − δ/3 is the
effective diffusion time with δ the time of the applied diffusion sensitizing gradients
and ∆ the time between the two pulses for the PGSE sequence. We can measure
the approximation of the diffusion propagator by taking the ensemble average over
the imaging voxel, hence the name Ensemble Average Propagator (EAP). The EAP
is the full 3D displacement probability function of water molecules, which faithfully
characterizes the water diffusion phenomenon. Note that the Fourier relationship
5. There is a widespread error in the DSI literature, where the Fourier transform between EAP
and signal is given with a negative sign in the exponent. This is possibly originating from some of the
more fundamental works on diffusion MRI. For a detailed description of this issue with a discussion
on its consequences, see [142]
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between the EAP and the diffusion signal of Eq. 3.1 is strictly valid only if the narrow
pulse condition is met, which is rarely the case for in vivo 3D q-space MRI. However,
the violation of this condition induces a convolution over a range of diffusion times in
the measurements, preserving the large-scale structure and orientation of the inferred
propagator [4].
Many recent techniques have been proposed to recover the EAP. These can be
generally separated between signal modelling [141, 100, 10, 140, 46, 60, 76, 91] and
model-free techniques [117, 189, 193, 125, 147, 185, 195, 82]. The generic approach of
signal modelling is to fit one or a sum of continuous functions to the diffusion signal
and then solve Eq. 3.1 analytically to obtain the EAP. That EAP will be represented
by a linear transform of coefficients of the signal. For model-free techniques, Eq. 3.1
has to be discretely approximated in some way and the resulting EAP will be dis-
crete. Even for these advanced techniques recovering the full diffusion propagator, the
diffusion orientation distribution function (dODF) remains an object of high interest
for its use in tractography since its maxima correlate well with the orientation of the
underlying structure. The dODF is obtained by integrating the EAP over the radius




P (ϕ, θ, r)r2 dr (3.2)
Diffusion Spectrum Imaging (DSI) [189] is part of the model-free category, the EAP
P (R) is obtained directly by taking the inverse discrete Fourier transform (iDFT) of
E(q). In order to do so, the q-space has to be sampled in a grid-like manner. This
Cartesian discretization of q-space naturally leads to artefacts when dealing with the
phenomenon of water diffusion which has strong angular features. Fig. 3.1 shows the
non-uniform angular coverage of the DSI scheme when projected on the sphere. In
comparison, recent techniques [42] can be used to assure uniform angular coverage
for multiple b-value shell acquisitions.
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Figure 3.1 – The classical DSI sampling of the q-space with 515 points (DSI515)
(left). The projection on the sphere of DSI515 (right) shows the non-uniform angular
coverage of the DSI q-space sampling
3.2.1 Diffusion Spectrum Imaging (DSI) revisited
The classical DSI acquisition scheme (DSI515) [189] is comprised of q-space points
of a cubic lattice within the sphere of five lattice units in radius, leading to 515
diffusion measurements (Fig. 3.1). This is the default DSI grid resulting in a DSI
signal living on an 11x11x11 Cartesian grid.
In theory, we only need to take the inverse Fourier transform of the signal to
obtain the EAP and then do a radial integration to obtain the dODF (discretization
of Eqs. 3.1 and 3.2). However, in practice, to compute an dODF from the 11x11x11
Cartesian grid DSI signal, more steps are involved. Unfortunately, these steps are
rarely studied in DSI publications [117, 189, 86] and have been mostly overlooked.
They are however very important to obtain an accurate dODF for tractography.
Numerical DSI reconstruction steps The DSI reconstruction steps include nu-
merical discretization, q-space truncation, low-pass filtering, interpolation, zero-padding
and real space radial truncation. These steps are detailed in Eq. 3.3. One can appre-
ciate how these steps heavily deviate from the continuous q-space formula of Eqs. 3.1
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and 3.2. These numerical implementation steps cannot be ignored as mere discretiza-
tion related operations and lead to well-known Fourier theory artefacts, as detailed
here:
















|E(q)|e2πiq·R dq dr (3.3b)
3) Apply low-pass filter (K(β)) and zero-pad the grid to size LxLxL (ZL{.}) before




r2 iFFT [ZL{|EDSI(q)| ·K(β)}] dr (3.3c)
4) Interpolation of the EAP grid onto a spherical grid (Iϕ,θ,∆r{.}) and discretization
of the radial sum inside the grid ([0, ⌊L/2⌋]):
Ψ(ϕ, θ) ≈ ∑
r∈[0,⌊L/2⌋],∆r
r2 Iϕ,θ,∆r{iFFT [ZL{|EDSI(q)| ·K(β)}]} (3.3d)
5) Truncation of the radial sum by factor a, b : 0 ≤ a < b ≤ 1:
Ψ(ϕ, θ) ≈ ∑
r∈[a·⌊L/2⌋,b·⌊L/2⌋],∆r
r2 Iϕ,θ,∆r{iFFT [ZL{|EDSI(q)| ·K(β)}]}. (3.3e)
Eqs. 3.3a-e show all the inherent approximations made in the discretization process
of DSI and the numerical tweaks that are applied to obtain the EAP and the dODF
Ψ(ϕ, θ). E(q) represents the continuous q-space signal, R ∈ R3,R ≡ (ϕ, θ, r) is a
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displacement vector in the propagator space. EDSI(q) is the DSI signal which is
a grid-like sampling of E(q) inside the q-space ball |q| ≤ qmax. K(β) is a Kaiser
window of shape parameter β; using β = 2.5 is equivalent to a Hann window of width
16 applied to the DSI515 signal, as used in [189]. Appendix 3.A shows how a Hann
window can be written as a Kaiser window of arbitrary size. Having variable window
sizes will be important later in the experiments for varying DSI grid sizes.
Low-pass filtering, zero-padding and interpolation Considering the multi-
exponential decay of the diffusion signal with respect to the b-value [135], the high
frequencies are expected to be very noisy. A low-pass window can attenuate the
artefacts caused by this noise, reducing the spurious false peaks occurring in the
dODF reconstruction. However, it can also over-smooth the resulting EAP, reducing
the angular resolution available to the technique (see Fig. 3.2). ZL{·} is an operator
zero-padding a cubic grid to a grid size of L×L×L. Zero-padding the signal gives a
linear-like interpolation to the EAP. This interpolation reduces the negative impact
of the grid in the computation of angular features such as the dODF but also adds
ringing artefacts proportional to L at the EAP’s border [25]. Iϕ,θ,∆r{·} is an operator
interpolating a grid to a spherical ball (defined by a set of orientations (ϕ, θ) and a
radial step size ∆r) in order to perform a discrete integration over the EAP’s radius.
The interpolated values close to the center of the EAP will be corrupted as their
immediate Cartesian neighbours are not all immediate angular neighbours. The zero-
padding interpolation step can help reduce this bias effect.[a, b], 0 ≤ a < b ≤ 1 are the
relative dODF integration lower and upper bounds. We expect the center of the EAP
to be nearly isotropic, however, with the interpolation related artefacts, setting a > 0
can improve the resulting dODF. The use of parameter b is justified by the apparent
persistence of the diffusion signal angular structure with respect to radius. By setting
b < 1 we can partially avoid the ringing artefact caused by the zero-padding and the
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highly noisy high frequencies of the EAP. This is even more significant considering the
constant solid angle formulation of the dODF (r2 term in Eq. 3.2), heavily weighting
the outer part of the EAP. We also note that as a result of this same effect, the DSI-
dODF in voxels with near isotropic diffusion, such has gray matter, are inaccurate
since a single noise spike can create strong looking false peaks.
These parameters and their influence on the quality of the dODF have never
been studied in the literature. In the different works using DSI, there is no general
consensus as to what one should use. The two most common configurations of those
parameters are L = 11, β = 0.0, a = 0 and b = 1 and L = 17, β = 2.5, a = 0.25 and
b = 0.75. The former is used in [86] and motivated directly from the theory. It will
be referred to as plain DSI (PDSI), which represents the full grid. The latter will be
refer as classical DSI (CDSI) and is used in the original DSI paper [189]. Quantitative
and qualitative comparisons of these configurations will be performed in section 3.3.3
and optimal choices that can significantly improve dODF quality will be suggested.
Other important DSI considerations: Real, positive and symmetric prop-
agator
In most diffusion imaging techniques, the propagator is assumed to be real, positive
and symmetric. These properties are desired in DSI reconstruction, however some
precautions are necessary. The DSI q-space signal needs to be real and symmetric to
obtain a real and symmetric EAP. Following [189], we use the modulus of the measured
q-space signal (see Eqs 3.3), assuring that the input signal is real. In the case of a fully
sampled DSI grid, it is necessary to enforce symmetry by averaging the two q-space
hemiplanes together. This approach gives a SNR gain of approximatively
√
2 with
respect to an acquisition using the antipodal symmetry hypothesis of the diffusion


















β = 0.0 β = 4.0 β = 0.0 β = 4.0
Figure 3.2 – Example of the various effects of the L, β, a and b parameters on the
resulting dODF. All the above dODF are computed from the same synthetic DSI
signal of two tensors of equal volume fraction crossing at 60◦ contaminated with
Rician noise of SNR = 15 (σ = 1/SNR). The analytical ground truth dODF for this
multi-tensor signal can be seen in the top left corner of the figure.
imaginary part of the propagator after the Fourier transform. In Appendix 3.B, we
demonstrate that taking the antipodal symmetry and ignoring the imaginary part of
the EAP are two strategies that are exactly equivalent.
As for the positivity of the propagator, it is physically impossible to have negative
propagator values. However, due to the discrete and noisy nature of the DSI data,
negative propagator values on the grid are frequent. There is nothing in the discrete
Fourier transform theory forbidding these negative values to occur. These turn out to
be quite problematic in the radial sum of Eq. 3e) if not properly taken into account.
Hence, there are three possible options: 1) keeping them (keep), thus introducing
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illogical “cancellation” in the dODF computation, 2) taking the absolute value of the
EAP (abs), thus amplifying these ringing-like artefacts on the dODF or 3) clipping
them to zero in an attempt to affect the dODF as little as possible. These strategies
will be tested in the experiments.
3.2.2 DSI Deconvolution
Another approach to improve ODFs for tractography is deconvolution. It has
already been used with great success on spherical harmonic based single-shell recon-
struction methods [176, 57]. The main hypothesis of these methods is to consider the
diffusion ODF (dODF) as a convolution between a fiber orientation distribution func-
tion (fODF, Dirac delta functions on the sphere) and a single fiber diffusion response.
The response is often estimated from the signal inside an area such as the corpus
callosum, which is a known single orientation fiber bundle in the human brain. The
signal is then deconvolved and an approximation of the fODF is obtained. This new
ODF is sharper then the dODF, has a better angular resolution [177] and leads to
better tractography results [50].
We can also obtain more accurate dODF from DSI using a deconvolution method
proposed in [34] (Diffusion Spectrum Imaging Deconvolution (DDSI)). The deconvo-












⎧⎪⎨⎪⎩ 1 : |q| ≤ qmax0 : |q| > qmax .
In Eq. 3.4, the approximated diffusion propagator (Papprox) from the truncated q-space
can be expressed as an inverse Fourier transform of the diffusion signal pre-multiplied
by Mqmax(q), the indicator function of the sampling scheme. Following the convo-
lution theorem, the measured propagator is a convolution of a “true” propagator
and the inverse Fourier transform of the q-space mask Mqmax(q). Using the discrete
version of the propagators and mask, we have PDSI = (P ⊗ F−1(Mqmax(q)))[R]
where ⊗ is the convolution operator, P the true propagator and PDSI the discrete
propagator obtained with the DSI method. In DDSI, PDSI is deconvolved using the
Lucy-Richardson algorithm [156]. However, the deconvolution filter is a 3D sinc func-
tion (F−1(Mqmax(q))), which is an extremely ill-posed deconvolution problem because
it is highly aliased and has numerous zero-crossings. To avoid this difficulty, a win-
dowed version of the sinc function is used [34], including only the first lobe, resembling




r2 Iϕ,θ,∆ r{LR{Th{iFFT [Z35{|EDSI(q)|}]}}} (3.5)
where a and b are the dODF integration bound, LR is the Lucy-Richardson deconvo-
lution operator, the grid size L is fixed to 35 (used in [34] as a good trade-off between
accuracy and deconvolution time), and Th is an ad hoc thresholding applied on the
propagator to control the noise for the deconvolution. The Th operator is necessary
when considering the natural ill-posedness of the deconvolution problem in presence
of noise. In this implementation, the Th operator is a hard threshold using a value
of max(PDSI)/SNR, following a recommendation from the author of [34]. The de-
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convolution process sharpens the angular profile of the dODF and can enable good
reconstruction of smaller crossing angles (Fig. 3.3). We note that the DDSI-dODF is
not related to the fiber ODF of techniques such as [176, 57]. We provide quantitative
comparison with DDSI in Section 3.3.3.
Figure 3.3 – An example of DSI deconvolution on a synthetic signal of two tensors with
equal volume fraction crossing at 45◦ with SNR = 15. The top row shows, from left
to right, the signal, the EAP and the diffusion ODF of that signal with ground truth
underlying fiber directions. The two peaks are merging and rendering the crossing
hard to detect. The non-approximated filter for the deconvolution is shown (bottom
left). Negative values are red. This filter is obtained from the FT of the DSI515
q-space binary mask (Eq. 3.4). The deconvolved EAP and deconvolved dODF are
shown (bottom middle and right) with underlying ground truth fiber directions. The





3.3.1 Synthetic data simulation
A simulated dataset produced for the ISBI 2013 HARDI Reconstruction Chal-
lenge 6 is used to evaluate quantitatively the quality of tractography reconstruction
from the estimated dODF. The synthetic dataset consists of 27 simulated white matter
bundles with known ground truth, mimicking challenging branching, kissing, crossing
structures at angles between 30◦ and 90◦, with various curvature, and radii. The DW
signal is simulated in each voxel based on the Numerical Fiber Generator [47] and
some free-water CSF-like partial volume effects. The simulated signal is obtained us-
ing a hindered and restricted diffusion model [7], and contaminated by Rician noise.
This phantom thus goes beyond the classical multi-tensor simulation model. We refer
to this dataset as ISBI2013-full.
From this dataset, we also produced the dataset ISBI2013, consisting of dMRI sig-
nal from 2 fibers crossing at angles from 30◦ to 90◦ and equal volume fractions. These
signals were generated with the classical DSI515 acquisition scheme with bmax = 6000
s/mm2.
The datasets ISBI2013 is used for the validation of local quality metrics on the
dODF and its extracted principal directions. The dataset ISBI2013-full is used in
conjunction with a tracking algorithm from the well established software MRtrix [178]
to evaluate global connectivity metrics with the Tractometer [50] (see Sec. 3.3.3).
3.3.2 In vivo data acquisition
A standard DSI acquisition mimicking the original DSI protocol [189] was done
on a 3 T system (Philips Achieva X, Best, The Netherlands), equipped with a whole
6. http://hardi.epfl.ch/static/events/2013_ISBI/index.html
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body gradient (40 mT/m and 200 T/m/s) and a 8-channel head coil. Single-shot
spin-echo EPI measurements with isotropic 2 mm spatial resolution and 515 DW
measurements were acquired comprising q-space points of a cubic lattice within the
sphere of five lattice units in radius. TE/TR= 116 ms/14.9 s (including time for
dynamic B0 stabilization), bandwidth in EPI direction= 1101 Hz, 128x128 matrix,
60 axial slices with a parallel imaging (SENSE) factor of 2, δ and ∆ were 45.4 and
57.7 ms and maximal b-value of bmax = 6000 s/mm2. The total acquisition time was
128 minutes, which included time for dynamic B0 stabilization. At the time of the
experiment, DSI sampling was not commercially available from the MRI manufacturer
and the acquisition was thus performed using a custom-made sequence developed
using the pulse programming environment provided by the manufacturer and based
on the source code for the commercial diffusion-weighted single-shot spin-echo EPI
sequence. The estimated SNR in the white matter was approximately 38 for the b = 0
image, as computed by dividing the mean signal value by the noise standard deviation
(estimated from the background).
3.3.3 Validation
We validate the reconstruction of ISBI2013 with metrics derived from the dODF
as in [51]. From each estimated dODF, we assess the quality of the angular infor-
mation contained in the EAP by computing the difference in the number of fiber
compartments (DNC) and the angular error (AE) with respect to the known ground
truth, as defined in [51]. To compute the DNC and the AE, we extract the maxima
on the estimated dODFs and compare them to the ground truth maxima. Then, the
DNC becomes the mean difference between the number of maxima extracted on the
estimated dODFs and the true number of maxima, and the AE is computed between
the maxima extracted on the estimated dODFs and the respective maxima within the
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ground truth. The two metrics are averaged over the whole synthetic dataset. Note
that DNC can be negative or positive, representing an under or overestimation with
respect to the number of maxima in the ground truth. The computation is repeated
50 times for each SNR. The maxima extraction was performed on a very fine spher-
ical mesh of 4000 points, resulting in a spacing of ≈ 2.1◦ between each points and
its neighbours. The dODF maxima were defined as points maximal inside a 20◦ cone
and with a value greater than 0.5 · (dODFmax − dODFmin).
We also validated the reconstruction of ISBI2013-full through the Tractometer
[50], which is a tractography evaluation system based on new global connectivity
measures. We performed deterministic tractography with the well known software
MRTrix [178] for different DSI reconstruction parameters using a white matter mask
as the seeding region. The tracking was performed on extracted peak directions (not
on dODFs), the step size was 0.1 mm with a maximum curvature radius of 0.1 mm
(giving a cone of 60◦ for the direction search) and seeding 10 seeds per voxel inside
a white matter mask. To evaluate the accuracy of the reconstructed tractogram, we
used three connectivity metrics:
1. Valid Bundles (VB): the number of expected white matter bundles connecting
grey matter to grey matter (out of 27) that were recovered to some extent by
the tracking.
2. Invalid Bundles (IB): the number of incorrect white matter bundles connecting
grey matter to grey matter that were found by the tracking.
3. Valid Connections to Connection Ratio (VCCR): the ratio between the number
of streamlines in the valid bundles and all streamlines connecting grey matter
to grey matter.
In this work, to determine optimal DSI parameters, we investigated all combina-
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tions of the values found in tbl. 3.1. We also report the tractometer results from two
popular single-shell reconstruction approaches, Constrained Spherical Deconvolution
(CSD) [176] and Constant Solid Angle q-ball (CSA) [2], using only 64 diffusion mea-
surements.
Parameter ISBI2013 ISBI2013-full
L 11, 17, 25, 35, 49, 63 11, 17, 25, 35, 49
β 0.0, 1.0, 2.0, 3.0, 4.0 0.0, 1.0, 2.0, 3.0
a 0.0, 0.1, 0.2, 0.3, 0.4 0.0, 0.2, 0.4
b 0.6, 0.7, 0.8, 0.9, 1.0 0.6, 0.8, 1.0
SNR 5, 10, 15, 20, 30 20
Table 3.1 – Different parameter ranges used for the experiments.
3.4 Results
In this section, we first show results on the different strategies to ensure positivity
of the propagator, then report our results for the local metrics on the ISBI2013 dataset
and finally show connectivity results on the ISBI2013-full dataset.
3.4.1 Positivity
We ran the same reconstruction on a subset of ISBI2013 with the three different
strategies to handle negative propagator values discussed in the Theory section. 1)
keeping them (keep), 2) taking the absolute value of the EAP (abs), and 3) clipping
them to zero in an attempt to affect the dODF as little as possible. Tbl. 3.2 shows
average DNC values for this test. We found that clipping these negatives values gave
increased dODF reconstruction quality in terms of DNC. Hence, the clipping strategy
is used through all the experiments in this work.
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SNR keep abs clip
5 1.564 1.388 1.227
10 0.873 0.682 0.649
15 0.569 0.507 0.483
20 0.449 0.455 0.431
30 0.391 0.413 0.395
Table 3.2 – Average DNC values for different negative values handling strategies on
a subset of ISBI2013.
3.4.2 ISBI2013 dataset
First, we look at the parameter pair a and b. In Tbl. 3.3, we show the optimal (in
terms of DNC) lower and upper bounds (a/b) combination for each β for each L for
each SNR. The changes in optimal a/b pairs in Tbl. 3.3 are smooth and follow pre-
dictable patterns. Indeed, the bounds are close to constant through the padding size
(L) with the upper bound (b) slightly shrinking at high padding values, presumably
because of ringing artefacts. The parameter b is well correlated with the strength of
the applied low pass filter (β) and SNR, as both of these factors modify the intensity
of the noise at high radius, allowing the integration to go further into the high fre-
quency information without degrading the resulting dODF. The lower bound (a) is
unaffected by the presence or absence of noise at high radius and is constant except
in the very low SNR where b is also small.
These observations motivate the choice of a subset of acceptable dODF bounds,
based on SNR (see Tbl. 3.4). We thus fix these bounds for the study to investigate the
other parameters without the influence of a and b. We argue that this approach is also
applicable in a real world situation where we would only have access to an estimation
of the noise level. Indeed, the overall smoothness of these best dODF bounds would
result in a small error even if the SNR estimation is imprecise. This smoothness is
also observed with slightly lower values of b for the AE metric (not shown).
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β \L 11 17 25 35 49 63
0.0 0.1/0.6 0.1/0.6 0.2/0.6 0.1/0.6 0.1/0.6 0.1/0.6
1.0 0.1/0.6 0.1/0.6 0.2/0.6 0.2/0.6 0.2/0.6 0.2/0.6
2.0 0.2/0.7 0.3/0.6 0.2/0.6 0.3/0.6 0.3/0.6 0.2/0.6
3.0 0.4/0.7 0.4/0.6 0.4/0.6 0.4/0.6 0.4/0.6 0.4/0.6





β \L 11 17 25 35 49 63
0.0 0.2/0.9 0.4/0.7 0.4/0.7 0.4/0.7 0.4/0.7 0.4/0.7
1.0 0.2/0.9 0.3/0.8 0.4/0.7 0.4/0.7 0.4/0.7 0.4/0.7
2.0 0.1/0.9 0.4/0.8 0.3/0.8 0.3/0.8 0.3/0.8 0.3/0.8
3.0 0.1/0.9 0.4/0.8 0.4/0.8 0.4/0.8 0.4/0.8 0.4/0.8





β \L 11 17 25 35 49 63
0.0 0.4/0.9 0.4/0.9 0.4/0.9 0.3/0.9 0.3/0.9 0.3/0.9
1.0 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9
2.0 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9
3.0 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9





β \L 11 17 25 35 49 63
0.0 0.4/1.0 0.4/1.0 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9
1.0 0.4/1.0 0.4/1.0 0.4/0.9 0.4/0.9 0.4/0.9 0.4/0.9
2.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
3.0 0.4/0.9 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0





β \L 11 17 25 35 49 63
0.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
2.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
3.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
4.0 0.4/0.9 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0 0.4/1.0
Table 3.3 – The dODF bounds (a/b) resulting in the best DNC values for all SNRs,
grid sizes (L) and low-pass windows (β) for the ISBI2013 dataset. There are pre-




SNR: 5 10 15 20 30
a 0.1 - 0.4 0.1 - 0.4 0.2 - 0.4 0.2 - 0.4 0.3 - 0.4
b 0.6 - 0.7 0.7 - 0.9 0.8 - 0.9 0.8 - 1.0 0.8 - 1.0
Table 3.4 – Reasonable dODF bounds ranges for ISBI2013 datasets.
We then average the results over the reasonable bounds of Tbl. 3.4 for each β, L
and SNR. We see in Fig. 3.4 the DNC and AE values for ISBI2013 with respect to L
and SNR (averaged over all β). Both metrics decrease with respect to zero-padding
for all SNR except 5 and 10 for the DNC metric. This effect hits a plateau at L = 35.
Therefore, we use L = 35 for SNR = 15, 20, 30, L = 17 for SNR = 10 and L = 11 for
SNR = 5 in the remaining of the experiments. Using these values, we show the DNC
and AE as function of β and SNR in Fig. 3.5 where the DNC and the AE metrics
both favour values close to 0, leading to optimal values of β = 2.0 for SNR = 5,
β = 1.0 for SNR = 10 and β = 0.0 for SNR > 10. Thus, we converge on the SNR
dependent parameters of optimal DSI (ODSI) for ISBI2013 seen in Tbl. 3.5.
Figure 3.4 – DNC (left) and AE (right) as a function of grid size (L) on reasonable
(Tbl. 3.4) dODF bounds (with ±1 std error bars) averaged over all β for the ISBI2013
datasets. Both metrics slowly decrease as L increase and reach a plateau around L = 35
for all SNR > 5.
Tbl. 3.6 shows comparative results of plain DSI, classical DSI, “optimal” DSI and
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Figure 3.5 – DNC (left) and AE (in degree, right) as a function of low-pass filtering
intensity (β) on reasonable (Tbl. 3.4) dODF bounds (with ±1 std error bars) for the
ISBI2013 datasets. DNC is a metric heavily penalizing noise (spurious peaks) and
oversmoothing (loss of crossings). This is why we see this inverse correlation between
SNR and best β value. AE does not really vary across β values as it does not penalize
spurious peaks. However, too much smoothing can shift peaks. Thus, AE still follows
a similar tendency to DNC.
SNR L β a b
5 11 2.0 0.2 0.7
10 17 1.0 0.3 0.7
15 35 0.0 0.3 0.8
20 35 0.0 0.4 0.8
30 35 0.0 0.4 0.8
Table 3.5 – Best DSI parameters (optimal DSI - ODSI) for accurate local reconstruc-
tion based on the SNR of the ISBI2013 datasets.
DSI deconvolution for DNC and AE. CDSI performs poorly at high SNR, because
of the high β used which oversmooths the angular features of the EAP reducing
the angular resolution and thus increasing DNC. PDSI performs very poorly at low
SNR for opposite reasons: i) applying no low-pass filtering and ii) using very wide
dODF bounds, it captures all the noise inside the dODF computation. ODSI was
tailored to avoid these artefacts and always performs better for both metrics. The






5 Metric \Method PDSI CDSI ODSI DDSI
DNC 2.9127 0.8253 0.5942 0.8661




10 Metric \Method PDSI CDSI ODSI DDSI
DNC 0.7254 0.4115 0.3891 0.6472




20 Metric \Method PDSI CDSI ODSI DDSI
DNC 0.2585 0.3382 0.2127 0.0619




30 Metric \Method PDSI CDSI ODSI DDSI
DNC 0.2361 0.3066 0.1866 0.0501
AE 5.874 6.045 4.340 2.685
Table 3.6 – Metric values for different DSI (Plain, Classical, “optimal” (i.e. using the
parameters from Tbl. 3.5) and Deconvolution) on ISBI2013. ODSI gets much better
results than PDSI and CDSI across all SNRs. DDSI performs better than all the other
DSI at high SNRs.
(CDSI) and 0.19 (ODSI) for SNR = 30 to 2.9 (PDSI), 0.82 (CDSI) and 0.59 (ODSI)
for SNR = 5. The AE gain might seem small (between 1◦ and 2◦) but that’s only on
the detected fibers. A lower DNC correspond to both less over-overestimation and less
under-estimation of the number of peaks. Since the AE metric is computed as a best-
case average over all detected peaks, it has a bias toward under-estimating the true
angular error the higher the DNC is. This is because in the case of over-estimation
of the number of peaks, the spurious peaks can randomly be aligned with the ground
truth, artificially improving the AE. In the case of under-estimation, it can be assumed
that the detected peaks are easier to detect (less noisy and/or higher volume fraction)
and are therefore easier to estimate with good angular accuracy. Taking these notions
into account when comparing two set of parameters, even if they would have the same
AE, it can be argued that the parameters leading to the best DNC are also resulting in
a better true angular accuracy. Therefore, ODSI systematically detects the underlying
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fiber complexity more precisely than PDSI and CDSI while always modelling it more
accurately. When the noise is not too strong (SNR ≥ 15 in practice), DDSI performs
very well. It is able to resolve sharper fiber crossings, which is well reflected in its
very low DNC and AE.
3.4.3 ISBI2013-full dataset and Tractometer analysis
Method L β a b VB IB VCCR
DDSI 35 0.0 0.0 1.0 24.8 28.0 0.762
ODSI 35 0.0 0.4 0.8 24.6 30.6 0.727
DSISTUDIO - - - - 23.9 32.6 0.611
DTK - - - - 23.4 39.7 0.568
CSD l = 8 - - - - 23.4 37.0 0.543
CSA l = 6 - - - - 23.3 39.4 0.530
CDSI 17 2.5 0.25 0.75 20.4 35.8 0.498
PDSI 11 0.0 0.0 1.0 18.3 24.7 0.611
Table 3.7 – Results of Tractometer analysis on ISBI2013-full. Other reconstructions
are shown for comparison. The DTK method corresponds to the DSI reconstruction
module of the Diffusion Toolkit [186]. DSISTUDIO corresponds to the default DSI
reconstruction of DSI Studio. CSA is the Constant Solid Angle q-ball of [2] and CSD
is the Constrained Spherical Deconvolution of [176] (shown in red), both computed
from 64 uniformly distributed gradient directions (12.4% of the acquisition time of
the DSI515 scheme) using a b-value of b = 1000 s/mm2 (implying a much shorter TR
and TE also) on the geometry of the ISBI2013 phantom.
Tbl. 3.7 shows the connectivity metrics for different DSI reconstructions on the
ISBI2013-full dataset at SNR = 20. For the sake of comparison, we also show the
results from two well established single-shell methods, Constant Solid Angle q-ball
(CSA) [2] and Constrained Spherical Deconvolution (CSD) [176]. These single-shell
reconstructions were computed on a dataset obtained with 64 uniformly distributed
gradient directions using a b-value of b = 1000 s/mm2 on the same geometry as
ISBI2013-full. We also show the reconstruction from two publicly available software
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for DSI reconstruction, Diffusion Toolkit (DTK) [186] and DSI Studio (DSISTU-
DIO)4. The experiments were repeated ten times with different noise and the metrics
were averaged. Since these metrics are sensible to seeding strategy, we look more
for good trade-offs between Valid Bundles (VB) and Invalid Bundles (IB) with high
Valid Connections to Connections Ratio (VCCR) rather than directly looking for the
highest values of VB or VCCR. In Tbl. 3.7, DDSI obtains the best results in both
VB and VCCR (while having a low IB), this could be due to its ability to resolve
tighter crossing angles than any of the other methods while keeping a very good DNC
and AE (see Tbl. 3.6). ODSI obtains good VB/IB ratio and high VCCR due again to
their good angular resolution and good control on spurious peaks. DSISTUDIO ob-
tains similar IB to ODSI but with lower VB and VCCR. DTK performs significantly
worse than ODSI or even DSISTUDIO, especially in terms of IB. The low angular
resolution of DTK hurts the overall tractogram by missing many true crossings and
connecting many more unwanted regions. CSA and CSD performs decently and simi-
larly to DTK, while using only 1/8th of the data. CDSI obtains poor results for IB, VB
and VCCR, missing practically all lightly curved bundles because of its oversmoothed
dODFs. Finally, PDSI fails to recover many bundles but has a high VCCR, probably
indicating a poor estimation in the harder crossings and over-representation of the
larger straight bundles.
3.4.4 In Vivo Dataset
Fig 3.6 demonstrates the plain, classical, optimal, deconvolution, DSISTUDIO
and DTK DSI results on in vivo human brain data. We chose a region of interest in
a coronal slice where the corpus callosum, the corticospinal tract and the superior
longitudinal fascicle cross. The dODFs are shown on top of the FA map and the
estimated SNR was around 38 for the b = 0 image. Although no conclusion can
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be drawn from this example, as we do not know the ground truth, the results seem
consistent with results obtained on the simulations. PDSI in Fig. 3.6(a) seems to
capture the geometry but the dODFs are completely contaminated by noise, giving
rise to many false peaks. CDSI in Fig. 3.6(b) oversmooths the dODFs to the point of
losing most of the crossings. ODSI in Fig. 3.6(c) manages to get clear crossings and to
capture some of the partial volume effects without being too affected by noise. DDSI
in Fig. 3.6(d) represents the crossings very well and does not show too many false
peaks. DTK and DSISTUDIO shown in Fig. 3.6(e-f) represent the geometry well and
are between CDSI and ODSI in terms of sharpness, suggesting that the parameters
of the two software could be tuned to increase accuracy.
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(a) Plain DSI (PDSI) (b) Classical DSI (CDSI)
(c) “Optimal” DSI (ODSI) (d) Deconvolution DSI (DDSI).
(e) DSI Studio (DSISTUDIO) (f) Diffusion Toolkit (DTK)
Figure 3.6 – Coronal region-of-interest comparing all DSI diffusion ODF (dODF)
reconstructions. (a) Plain DSI (PDSI) dODFs. The dODFs look noisy and seem to
have false peaks. (b) Classical DSI (CDSI) dODFs. The dODFs look oversmoothed and
many crossings seem lost. (c) “Optimal” DSI (ODSI) dODFs with parameters for SNR
> 20. (d) Deconvolution DSI (DDSI) dODFs. The crossings seem well represented by
the sharp dODFs. (e) DSI Studio (DSISTUDIO) dODFs. The dODFs are smooth but
the crossings seem well represented. (f) Diffusion Toolkit (DTK) dODFs. The dODFs
look oversmoothed.
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3.5 Discussion
We discuss some of the practical considerations of DSI acquisition and reconstruc-
tion in light of our results on local and connectivity metrics from the previous results
section.
3.5.1 Symmetry
Many insist on getting the full 3D DSI grid to “avoid” using the q-space antipodal
symmetry hypothesis of the diffusion signal. However, the Fourier transform of a
non-symmetric signal leads to a complex-valued propagator. To obtain a physically
meaningful EAP, we would discard the imaginary part of the propagator. We show
in Appendix 3.B that this approach is completely equivalent to symmetrizing the
signal before the Fourier transform by averaging the two halves together. The full
grid acquisition is also useful to correct the eddy current distortions present in the
high bmax DSI protocol, however, recent techniques can use sampling scheme that do
not duplicate directions as long as the phase encoding direction is alternated between
neighbouring q-space points. This means that, for DSI reconstruction, the only gain
in acquiring the full grid (double the acquisition time) is a SNR gain proportional
to the averaging performed (≈ √2 SNR gain). We suggest only acquiring one half
of the DSI515 scheme (258 DWIs) and symmetrizing the signal. This agrees with
conclusions suggested by others in [110].
3.5.2 Positivity
An undocumented problem occurring in the computation of DSI is the presence of
negative values in the EAP. While physically impossible, nothing in the Fourier theory
gives any guarantee on the positivity of the Fourier coefficients of a 3D discrete Fourier
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transform on a real and symmetric input. Indeed, the DSI515 sampling scheme [189]
is a low-pass estimation of the q-space cube inside of which the signal lives, leading
to these implausible negative values. To obtain optimal dODFs, these negative values
need to be handled properly. The simplest way to do so is to set them to zero. We
used this approach in this work.
3.5.3 Recommendations
To perform good DSI-dODF reconstruction, we recommend using large zero-
padding, no low-pass filtering on the diffusion signal and performing EAP to dODF
integration inside a center band of the EAP. Formally, we recommend using the pa-
rameters described in Tbl. 3.5 that depend on the SNR estimated from the data. Our
SNR dependent recommendations are flexible and easy to apply. The only downside
is a slight increase in computation time from the zero-padding, which increases the
signal size and makes the FFTs computation slower. However, the gain in precision
easily outweighs it. To fully use these results, one will need to estimate the SNR of
the data to be processed and will require a software that allows for changes in the DSI
parameters. Dipy 7 [74] is one such software. An example of Optimal DSI processing
on the in vivo dataset used to create Fig 3.6 is available 8.
Finally, we note that all the results presented in this article apply to the clas-
sical DSI515 sampling with a bmax of 6000 s/mm2. The DSI reconstruction method
does not take into account bmax and optimal parameters could vary for very high
(bmax >10000 s/mm2) or very low (bmax <4000 s/mm2) DSI acquisitions. Even if
differences in SNR are taken into account, the acquisition with higher bmax will natu-
rally give sharper angular diffusion profiles. Nevertheless, at equal SNR, the optimal
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differ in terms of dODF integration upper bound (b). This point needs to be inves-
tigated, especially since novel public ultra-high b-value are being acquired using the
Connectom gradients [165].
3.5.4 DSI considerations, open questions and future direc-
tions
One very attractive advantage of DSI is that it is “model-free”, i.e. from the ac-
quired signal on the Cartesian grid, the inverse Fourier transform is applied to obtain
the diffusion propagator. However, this model-freeness comes at a price. The price is
being tied up to the Cartesian grid. Given the physical and hardware constraints of
diffusion MRI, this Cartesian grid is in fact very small. Moreover, given the Carte-
sian nature of a grid, neighbouring samples near the origin of q-space are angularly
distant, compromising the accuracy of interpolation. Hence, as it was shown in this
paper, the gap between theoretical model-free DSI and DSI in practice is important.
The small and discretized version of the q-space grid leads to numerous limitations
and massive practical considerations.
Cartesian grid or multi-shell acquisitions? Several recent multiple-shell, often
called multi-shell sampling schemes have appeared that show a promising future [42,
193, 60]. The idea is that lower b-value shells have fewer samples than higher b-
value shells. In addition, just as electrostatic repulsion algorithms [101] have been
widely used to obtain “optimal” uniform sampling schemes for single-shell DTI and
HARDI, a similar approach can be used with multi-shell data to ensure uniform
radial and angular coverage of q-space [42]. Preliminary results from [42, 170, 51],
seem to indicate that these multi-shell acquisition schemes will be superior than the
Cartesian grid acquisition. Radial DSI [11, 12] is another technique coupling the power
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of multi-shell scheme and DSI. In the near future, the MGH-UCLA HCP2 and WU-
Minn HCP 9 will surely come with new datasets, arguments and evaluation schemes
to better answer this open issue.
Do we need a model-free technique? Model-free techniques are definitely at-
tractive. If we put aside the practical issues (symmetry, positivity, interpolation, in-
tegration, filtering) and implementation details of DSI, it is true that one can get
a model-free diffusion ODF reconstruction from DSI. But can we obtain something
other than the dODF from DSI?
DSI gives an estimation of the diffusion propagator, P (R). In theory, one can
get moments of this probability distribution and much richer features, such as return
to origin probability, mean-squared displacement, non-Gaussianity (kurtosis), propa-
gator anisotropy [143]. Yet, all these novel propagator-based measures are based on
solving infinite integrals of the propagator. Preliminary results from [198] show that
the DSI diffusion propagator on a small discretized grid cannot be used to compute
these advanced propagator measures. To do so, one needs a continuous 3D represen-
tation that models the diffusion signal such as the 3D-SHORE basis [140, 127] or
others [91, 46, 10]. Using such a continuous representation, the infinite integrals can
be solved analytically. The advanced propagator features just mentioned can thus be
computed robustly.
Summary This paper focused only on the better estimation of the diffusion ODF to
obtain better tractography. Hence, we would certainly follow these recommendations
to perform DSI tractography on existing DSI data and using existing DSI reconstruc-
tion software. On the other hand, if we want to do more with these rich multi-shell
datasets, 3D continuous signal modelling is necessary to extract propagator features
9. http://www.humanconnectome.org/
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We showed that the parameters in DSI-dODF reconstruction have huge impact
on the reconstruction quality and that, while there is no consensus about what they
should be, the parameters we see most often in the literature are not optimal. The
results from our work highlight the importance of accurate and sharp dODF for trac-
tography by comparing classical DSI to well-tuned optimal DSI, ODSI, on synthetic
data with the Tractometer. These characteristics can be obtained for “free” with DSI
when taking proper care in the selection of reconstruction parameters. DSI also has
the ability to mitigate noise contamination with a good choice of parameters, greatly
improving the quality of the dODFs. We provided applicable parameter suggestions
validated quantitatively on simulated data and qualitatively on in vivo data. We also
showed the performance of deconvolution DSI (DDSI) as an alternative to DSI to
obtain accurate dODFs for tractography. All the suggestions proposed in this work to
obtain better dODFs from DSI are applicable to the already existing DSI data and
to any dataset generated from the same acquisition scheme. Some available software,
such as DSI Studio4 and Dipy7 allows the user to easily change the DSI reconstruction
parameters. We recommend to estimate the noise (SNR) of the data and to choose
DSI parameters accordingly from Tbl. 3.5. Future work on optimizing DSI could con-
centrate on MR acquisition parameters such as maximal b-value and could focus on
comparing DSI to other multi-shell and multiple b-value techniques.
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Appendix 3.A Low-pass window
In the literature, a Hann window is generally used for the filtering of the DSI signal
prescribed by the 515 discrete grid. The N -point Hann window of width w is given







for r ∈ [−rmax, rmax]. In this work, we used a N -point











where I0 is the modified zeroth-order Bessel function. This al-
lows us to define a window of arbitrary size. For low values of β, the Kaiser window
[105] can almost perfectly mimic the Hann window (Fig. 3.A7).
Figure 3.A7 – Kaiser windows for different values of β and the corresponding Hann
filter width. The low-pass windows are shown for a radius of up to 5 as this is the
maximum radius in the DSI515 scheme.
The correspondence between the kaiser β and the Hann width was obtained by
finding the values for which the last point of the 11-points Hann window of width
w was equal to the last points of the Kaiser window of shape parameter β, i.e. for a
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Appendix 3.B Signal Symmetry
We show that enforcing antipodal symmetry (through arithmetic mean) on the
DSI data is equivalent to taking only the real part after the Fourier transform. This
is a common practice when the signal is not symmetric. To our knowledge, this is
shown for the first time in diffusion MRI.








2 , is even andSodd(q) =
S(q)− S(−q)
2 , is odd,
S(q) = Seven(q) + Sodd(q),
∫ +∞
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However, B and C are zero, C and D vanishes from Real(F [S(q)](R)) because they
are imaginary and B and D aren’t in F [Seven(q)](R) because Sodd = 0, giving us
the desired equality.
F [Seven(q)](R) = F [S(q)](R){with Sodd=0} = A+ iC = A+ i0 = A
Real(F [S(q)](R)) = Real((A+B) + i(C +D)) = A+B = A+ 0 = A
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Randomness is too important to be left to chance
Robert R. Coveyou
La théorie d’échantillonnage de Shannon [167] régit la majorité des applications
audios et visuelles courantes, incluant l’imagerie médicale. Ce principe assure la re-
construction parfaite d’un signal continu pour autant que la fréquence d’échantillon-
nage soit supérieure au double de la fréquence maximale du signal en question. Même
lorsque le signal d’intérêt n’est pas à bande limitée, la fréquence d’échantillonnage
du signal est ajustée par rapport à la résolution temporelle désirée et il est commun
d’utiliser des filtres passe-bas pour artificiellement limiter la bande fréquentielle du
signal et utiliser le principe de Shannon pour éviter le crénelage.
4.1 Théorème d’Échantillonnage de Shannon
On peut se convaincre du théorème d’échantillonnage de Shannon simplement en
explicitant le spectre d’un signal échantillonné. Sans perte de généralité, nous allons
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observer le cas 1D, le signal d’intérêt x(t) ∈ R avec t ∈ R. Le signal est échantillonné
avec période d’échantillonnage Te. On utilise un peigne de Dirac pour représenter
l’échantillonnage du signal xe(k), k ∈ Z.




On représente la transformée de Fourier de x(t) par X(f) = F [x(t)] (f).






















où Fe = 1Te est la fréquence d’échantillonnage et ⋆ l’opérateur de la convolution.
On voit donc que le spectre du signal échantillonné correspond au spectre du signal
original répété périodiquement avec période Fe. Pour pouvoir isoler le spectre X(f),
il est suffisant de s’assurer que les copies périodiques n’ont pas de chevauchement. S’il
existe une fréquence fmax tel que X(f) = 0 pour tous |f | ≤ fmax, on peut conclure
que Fe ≥ 2fmax ne produit pas de chevauchement dans le spectre Xe(f). Si le critère
est respecté, on peut maintenant reconstruire le signal x(t) multipliant le spectre






ou en convoluant xe(t) par le sinus
cardinal correspondant.
Par le même argument, si on suppose 2fmax > Fe = (2 − ϵ)fmax avec ϵ > 0, on
observera un repliement fréquentiel
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Xe(f) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
X(f) +X(f + (2− ϵ)fmax) −fmax ≤ f ≤ (−1 + ϵ)fmax
X(f) (−1 + ϵ)fmax < f < (1− ϵ)fmax
X(f) +X(f − (2− ϵ)fmax) (1 + ϵ)fmax ≤ f ≤ fmax
(4.3)
De point de vue appliqué, on utilise plutôt la transformée de Fourier discrète et on
peut représenter le processus d’échantillonnage du signal et la reconstruction de son








pour une paire de vecteurs signal et spectre de longueur n.
Plutôt que de s’intéresser à l’échantillonnage de signal sous la limite de Shannon
(rappelons que le critère fréquentiel est suffisant et non pas nécessaire pour la recons-
truction parfaite), nous allons regarder le sous-échantillonnage d’un système discret.
On cherche à reconstruire le signal x ∈ Rn à partir du signal y = WΩx ∈ Rm où
WΩ représente la matrice W avec seulement les lignes {Wi·}i∈Ω, |Ω| = m ≤ n. L’en-
semble d’indices Ω représente un sous-échantillonnage de taille m et la reconstruction
n’est normalement pas garantie. Si x avait une structure spéciale et connue, la re-
construction pourrait être possible. Supposons que x[k] soit zéro pour tous k /∈ K
avec |K| ≤ m (x est |K|-éparse), alors le système d’équations linéaires à résoudre
pour retrouver x n’est plus sous-déterminé et on pourrait "battre" considérablement
la borne Shannon si |K| est petit (voir figure 4.1). Par contre, l’exemple précédent
est un système adaptatif de (sous-)échantillonnage et reconstruction puisqu’on doit
connaître les positions des coefficients nuls de x. L’essence de la théorie de l’acquisi-
tion comprimée (CS) est de construire un système non-adaptatif de reconstruction.
Conceptuellement, un signal s-éparse peut être "encodé" dans un espace de taille 2s, s
valeurs et s positions, indépendamment de la taille de l’espace original du signal. En
pratique, pour une paire domaine d’acquisition et espace avec représentation éparse,
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pour un certain sous-échantillonnage fixe et pour un certain algorithme d’optimisa-
tion pour la reconstruction promouvant la parcimonie, on peut définir des bornes
probabilistes de reconstruction de tous signaux au moins s-éparse.
figure 4.1 – (Haut) Représentation graphique du problème classique d’acquisition
comprimée. Puisque m < n, le système d’équations est sous-déterminé. Si on connaît
les positions des k < m éléments non nuls, on peut réduire trivialement le problème
à un système d’équations sur-déterminé (Bas).
4.2 Acquisition Comprimée
L’Acquisition comprimée est une technique qui délimite l’acquisition non pas par
la fréquence maximale du signal mais par sa compressibilité naturelle ainsi que la
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performance du système à détecter les positions non nulles du signal. Formellement,
on parle d’incohérence entre le schéma d’échantillonnage dans la base d’acquisition et
la représentation du signal dans une base pour lequel le signal à une représentation
éparse. Plus cette incohérence est grande, plus les éléments d’une des bases ont un
large support dans l’autre.
On définit le problème d’acquisition classique d’un signal f(t) et d’un système
d’acquisition {ϕk} comme
yk = ⟨f, ϕk⟩ k = 1, ...,m (4.4)
où le signal mesuré yk est obtenu par les projections linéaires ⟨·, ·⟩. Par exemple, si
les ϕk(t) sont des deltas de Dirac, le signal y est un échantillonnage direct de f , si
on prend des fonctions "boite" translatées, on obtient f moyenné par bloc comme
pour une caméra digitale et si les ϕ sont des fonctions sinusoïdales, y correspond aux
coefficients de la transformée de Fourier de f .
Dans la théorie du CS discret, on considère le signal d’intérêt f ∈ Rn et le système
d’acquisition {ϕk}k=1,...,m avec ϕk ∈ Rn qui forment la matrice d’acquisition Φ ∈
Rm×n. On acquiert le signal y = Φf ∈ Rm. Si m < n, le système linéaire est sous-
déterminé et possède une infinité de solutions vivant dans un sous-espace de dimension
n−m. En effet, si on suppose les {ϕk} orthogonales, le rang deΦ estm est la dimension
du noyau de Φ est n−m par le théorème du rang 1.
4.2.1 Parcimonie
On dit d’un signal s ∈ Rn qu’il est k-éparse dans une base définie par les lignes de
la matrice A ∈ Rn×n si sa représentation c = As avec c ∈ Rn ne contient pas plus que
1. Si fs est une solution : Φfs = y, alors fs + z est aussi une solution pour tous z élément du
noyau de Φ : Φ(fs + z) = Φfs +Φz = Φfs + 0 = y car z ∈ ker(Φ) =⇒ Φz = 0.
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k coefficients non nuls, |{i|ci ̸= 0}| ≤ k. Similairement, un signal est compressible s’il
est bien approximé par une représentation éparse. Le signal s est (k, ϵ)-compressible
dans la base A si ∥s − sk∥ < ϵ avec sk = ATc[k] où c[k] est le vecteur obtenu en ne
conservant que les k coefficients de plus grande amplitude de c.
Surprenamment, il existe plusieurs bases classiques de la littérature de traitement
de signal pour lesquels la majorité des signaux "naturel" sont compressibles . La
compressibilité innée de ce qu’on appelle "images naturelles" est à la racine du succès
de la compression générique comme JPEG ou JPEG2000 (voir fig. 4.2).
Si la baseA est orthonormale, l’erreur d’approximation à k coefficient est constante
entre les deux domaines
∥s− sk∥ℓ2 = ∥c− c[k]∥ℓ2 (4.5)
et il devient donc clair que l’on peut jeter les faibles coefficients de c à la reconstruction
sans grand impact sur le signal s puisque les signaux naturels ont tendance à avoir des
distributions d’amplitude suivant une loi de puissance dans les bases de "compression"
appropriée [123].
4.2.2 Incohérence
La cohérence dans le cas de l’acquisition comprimée est une propriété entre une
paire (Φ,Ψ) de bases orthonormales de Rn qui caractérise l’étendue des éléments






avec µ(Φ,Ψ) ∈ [1,√n]. On rappelle qu’une des tâches du CS est de récupérer le





figure 4.2 – (A) Une image naturelle. (B) Approximation à partir des 25% coefficients
de plus grande amplitude dans la base d’ondelette db4. (C) Approximation à partir
des 5% coefficients de plus grande amplitude dans la base d’ondelette db4. (D) Ap-
proximation à partir des 25% coefficients de plus grande amplitude dans la base de
Fourier. (E) Approximation à partir des 15% coefficients de plus grande amplitude
dans la base de Fourier.
une paire de vecteurs (ϕk, ψj) fortement corrélée et donc si le ratio d’échantillonnage
est faible, on pourrait tomber sur un signal dont le support n’est pas capturé.
Développons l’exemple où le signal échantillonné est 1-éparse dans la base Ψ et
la base d’acquisition Φ est maximalement cohérente avec
mathbfPsi pour mieux voir le phénomène. Prenons x ∈ Rn avec xi = 0 pour tous
i ̸= l et µ(Φ,Ψ) = √n, entraînant au moins une paire d’éléments ϕ, ψ à être égale. Le
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signal mesuré complet est y = ΦΨx ∈ Rn, yi = ∑nr=1⟨ϕi, ψr⟩xr = ⟨ϕi, ψl⟩xl puisque x
est éparse. Supposons qu’on aille ϕk = ψl se qui entraîne ⟨ϕr, ψl⟩ = ⟨ϕr, ϕk⟩ = 0 pour
r ̸= k puisque les ϕ sont linéairement indépendants par l’orthonormalité de Φ. Ainsi,
yi = ⟨ϕi, ψl⟩xl = 0 si i ̸= k et on perd toute trace de xl si notre sous-échantillonnage
des ϕ n’inclut pas ϕk. Si par contre on avait eu µ(Φ,Ψ) = 1 dans le même contexte,
on aurait eu ⟨ϕj, ψk⟩ = 1 pour tous j et k et ainsi yi = xl pour tout i, permettant la
reconstruction peu importe le sous-échantillonnage. C’est pourquoi un certain dégrée
d’incohérence est une propriété désirable pour le CS. Par exemple, la cohérence entre
la base canonique et la base de Fourier est minimale (µ(Fourier, Identité) = 1). Les
matrices aléatoires uniformes (avec orthonormalisation) ont une très haute probabi-
lité d’être incohérentes avec n’importe quelle base fixée [37]. Les résultats théoriques
majeurs de CS sont basés sur de telles classes de matrice aléatoires.
4.2.3 Reconstruction
On présente le modèle d’optimisation permettant la reconstruction non adaptative
de signal éparse. La figure 4.3 montre un exemple jouet d’une procédure "gourmande"
(greedy) de reconstruction du support d’un signal 3-éparse (niveau de parcimonie
connue dans l’exemple) à partir de m = n8 échantillons aléatoires de la base de la
transformée en cosinus (DCT).
Pour le reste de ce chapitre, posonsM = ΦΨ avecΦ la base d’acquisition tronquée
à m ligne. Ainsi, le signal mesuré est de la forme y =Mc avec c éparse et x = ΨHc
est le signal dans sa base naturelle non éparse.
Dans le cas de reconstruction sans bruit avec x éparse dans la base Ψ, on cherche






figure 4.3 – Exemple jouet de reconstruction CS. Le signal (A) est 3-éparse et on
échantillonne 12.5% de ces coefficients dans la base de la transformée en cosinus (B).
(C) montre la reconstruction à partir de l’échantillonnage régulier représenté par les
points noirs sur (B). Le repliement rend la reconstruction impossible. (D) montre la
reconstruction à partir de l’échantillonnage aléatoire représenté par les points rouges
sur (B). On détecte la valeur maximale, représentée par la ligne rouge horizontale sur
(D), On projette dans la base DCT le signal composé de ce maximum seul, applique
l’échantillonnage aléatoire et on soustrait sa reconstruction à notre signal pour obtenir
(E). Le processus est répété deux fois puisque l’on savait le niveau de parcimonie dans
le signal original. L’union des maxima ainsi détectés donne la reconstruction du signal
représenté par les points rouges sur (A). Le support du signal a été correctement
détecté et on pourrait lancer une minimisation simple pour améliorer l’estimation des
amplitudes.
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c∗ℓ0 = argminc˜
∥c˜∥ℓ0
sujet à y =Mc˜
(4.7)
à partir des données ymesurées dans la baseΦ. L’optimisation sur la pseudo-norme ℓ0
est combinatoire et donc considérée non tractable. En effet, sans l’utilisation d’heu-
ristique, il faut plus ou moins itérer sur tous les supports possibles et résoudre le
sous-problème linéaire des contraintes.
Minimisation ℓ1
[64] prouve qu’on peut substituer la pseudo-norme ℓ0 par la norme ℓ1 dans l’équa-
tion (4.7) et obtenir la solution exacte si elle est suffisamment éparse. La figure 4.4
donne une intuition géométrique sur la capacité des normes ℓp avec p ≤ 1 à promou-
voir la parcimonie et on favorise l’utilisation de p = 1 car c’est la seule de ces normes
qui est convexes.
figure 4.4 – Sketch 3D de l’intersection entre l’(hyper)plan Ax = y et la balle de
norme ℓp minimale (de gauche à droite, p = 2, 1, 0.7). On remarque l’intersection avec
les balles p ≤ 1 donne naturellement une solution éparse (sur un axe dans ce schéma).
c∗ℓ1 = argminc˜
∥c˜∥ℓ1




Le problème (4.8) résultant de la relaxation ℓ1 nous donne (avec haute probabilité[64])
la reconstruction parfaite du signal s-éparse de taille n avec seulement m échantillons
si
m ≥ Cµ2(Φ,Ψ)s log(n) (4.9)
Un résultat plus puissant et plus intéressant traite du cas où c ∈ Rn est approxima-
tivement éparse et y est corrompu d’un bruit additif. Prenons c0 tel que ∥c0∥ℓ0 ≤ ρn
et ∥y−Mc0∥ℓ2 ≤ ϵ, alors l’approximation c∗ϵ,ℓ1
c∗ϵ,ℓ1 = argminc˜
∥c˜∥ℓ1
sujet à ∥y−Mc˜∥ℓ2 ≤ ϵ
(4.10)
respecte ∥c∗ϵ,ℓ1 − c0∥ℓ2 ≤ C · ϵ. [63] démontre l’existence de ρ et C > 0 telle que la
propriété est respectée pour presque tout M et y.
Propriété d’Isométrie Restreinte
Nous allons présenter brièvement le concept d’isométrie restreinte (RIP) au sens
de Candès [35] pour le CS. Le RIP va nous permettre de clarifier un peu les notions
vagues de "suffisamment" éparse et "presque" tout système du paragraphe précédent.
Pour s = 1, 2, . . . , on définit la constante d’isométrie δs de la matrice M comme
le plus petit nombre respectant
(1− δs)∥c∥2ℓ2 ≤ ∥Mc∥2ℓ2 ≤ (1 + δs)∥c∥2ℓ2 (4.11)
pour tous les vecteurs s-éparse. Les distances euclidiennes sont donc approximative-
ment conservées pour les vecteurs éparses plus δs est près de zéro.
Revenons sur ce qu’on avait précédemment dans un contexte de RIP. Si δ2s <
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√
2− 1 pour M, alors
∥c∗ℓ1 − c∥ℓ1 ≤ C0∥c− c[s]∥ℓ1 (4.12)
et
∥c∗ℓ1 − c∥ℓ2 ≤ C0∥c− c[s]∥ℓ1/
√
s (4.13)
avec c le signal d’intérêt (pas forcément éparse), c∗ℓ1 la solution du problème (4.8),
c[s] la meilleurs approximation s-éparse de x et C0 une constante petite en pratique
(< 10 voir [35]). Les équations (4.12) et (4.13) assurent donc que la solution ℓ1 est
de qualité proportionnelle à la solution "oracle" où l’on connaît le support des s plus
grandes composantes, et cela de façon déterministe. Entre autres, si c est s-éparse,
∥c− c[s]∥ℓ1 = 0 et la reconstruction c∗ℓ1 est parfaite.
Dans le cas de l’acquisition bruitée y =Mc+z du problème (4.10), si δ2s <
√
2−1
et ∥z∥ℓ2 ≤ ϵ, ont a
∥c∗ϵ,ℓ1 − c∥ℓ2 ≤ C0s−1/2∥c− c[s]∥ℓ1 + C1ϵ (4.14)
où la constante C0 est la même que le cas sans bruit (4.12) et C1 est similairement
petite en pratique [35]. La contrainte du RIP nous démontre encore une fois qu’en cas
de signal s-éparse, le premier terme de droite disparaît et la qualité de reconstruction
ne dépend que du niveau de bruit ϵ.
Rôle de l’Aléatoire
On peut construire des matrices d’échantillonnage aléatoire à m échantillon qui
respecte le RIP si
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m ≥ C · s log(n/s) (4.15)
avec la constante C qui dépend principalement de la distribution et normalisation uti-
lisée pour construire la matrice. En pratique, il est plus utile de déterminer le nombre
d’échantillons minimal m requis pour avoir une "bonne" reconstruction par rapport à
la paire de base de parcimonie et d’acquisition (Ψ, Φ) qui ont des constantes d’isomé-
trie moins optimale que les matrices aléatoires. Supposant qu’on (sous-)échantillonne
aléatoirement de façon uniforme les lignes de M, il est suffisant d’avoir
m ≥ C · s log4(n) (4.16)
pour respecter le RIP avec grande probabilité [38]. Il existe une conjecture selon
laquelle l’équation (4.16) sans l’exposant serait suffisante [39].
4.3 Acquisition Comprimée en IRM de Diffusion
L’acquisition comprimée semble difficile à appliquer sur des données réelles, avec
toutes ces garanties théoriques dépendant de propriétés qui doivent tenir sur tous
vecteurs éparses, mais en pratique, imposer des contraintes de parcimonie n’est pas
si différent de la régularisation plus classique en traitement de signal.
L’acquisition comprimée a déjà été appliquée pour accélérer l’acquisition espace-q
de nombreux modèles en IRMd [153, 130, 133, 125, 67, 180, 23, 111, 81, 128, 126,
194, 127, 147]. Nous allons introduire le cas pratique du DSI en faisant les parallèles
avec la théorie pour démontrer un exemple plus concret.
Base d’acquisition Dans le problème de reconstruction CS en modélisation lo-
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cale de l’IRM de diffusion, les données sont acquises dans l’espace-q. On cherche à
reconstruire le propagateur de diffusion qui y est associé par la transformée de Fou-
rier. La base d’acquisition est toujours fixée à la base de Fourier par la physique du
système.
Représentation éparse Le propagateur de diffusion discret obtenu par la re-
construction DSI possède une surprenante compressibilité naturelle dans différentes
bases comme les ondelette [158, 128].
Incohérence Les bases d’ondelettes ne sont pas fortement incohérente avec la
base de Fourier puisque les basses fréquences sont corrélées avec les échelles les plus
grossières des ondelettes. Par contre, au sens de l’incohérence locale [1], on peut dé-
finir des méthodes aléatoires de sous-échantillonnage qui maintiennent des bornes
similaires à celles présentées à l’équation (4.16).
Sous-échantillonnage La théorie de base du CS nous offre des conditions suffi-
santes de quasi-optimalité de sous-échantillonnage quand on choisit nos échantillons
uniformément aléatoirement. Par contre, en pratique, lorsqu’on travaille avec la base
de Fourier, il est préférable de sur-échantillonner les basses fréquences. De même, la
théorie sur la cohérence entre les basses fréquences de Fourier et les basses échelles
des ondelettes nous indique que l’on devrait sur-échantillonner les basses fréquences.
La théorie des échantillonnages à densité variable formalise cette intuition et nous
donne un cadre de travail similaire à la théorie de base du CS sous le concept de
l’incohérence locale [1].





∥y−Mc˜∥ℓ2 + λ∥c˜∥ℓ1 (4.17)
qui est équivalent au problème présenté en (4.10) quand on choisit le paramètre de
parcimonie λ de façon appropriée (voir appendice 4.A). La reconstruction utilise l’al-
gorithme FISTA [18] qui est une version accélérée par une approche Nesterov de ISTA
[54]. ISTA est un algorithme de gradient proximal très efficace pour le LASSO puisque
l’opérateur proximal du terme de régularisation ℓ1 est analytiquement un seuillage
doux proportionnel à λ sur chaque composante. La formulation sans contrainte (4.17)
a un autre avantage subtil. Dans la pratique, on utilise une approche par valida-
tion croisée pour déterminer le paramètre λ. Puisque nous sommes dans le territoire
de l’approximation éparse (i.e. si le signal n’est pas forcement k-éparse, l’algorithme
converge vers la meilleure k-éparse approximations, avec k variable selon, entre autres,
λ) et aussi dans le cas de reconstruction avec bruit, il est approprié d’avoir les deux
"dimensions" d’approximation combinées sur une seule variable.
4.4 Conclusion
Ce chapitre introduisait la théorie d’échantillonnage de l’acquisition comprimée.
Typiquement, les applications audios et visuelles s’appuient sur la théorie d’échan-
tillonnage de Shannon qui définit la fréquence d’échantillonnage selon la fréquence
maximale du signal. Il existe une classe de problème avec signaux creux où cette ap-
proche est trop restrictive. L’acquisition comprimée définit des conditions sur le sys-
tème d’acquisition et sur le niveau de parcimonie du signal pour obtenir une bonne
reconstruction. Cette approche est particulièrement attrayante pour les problèmes
avec de longs temps ou de grands coûts d’acquisition, comme l’IRM de diffusion.
On remplace la lente acquisition par une longue procédure de reconstruction itéra-
107
Chapitre 4. Acquisition comprimée
tive. L’acquisition comprimée est applicable sur les acquisitions de l’espace-q de façon
naturelle.
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4.A. Note sur l’Équivalence des Formulations d’Acquisition
Comprimée
Annexe 4.A Note sur l’Équivalence des Formula-
tions d’Acquisition Comprimée
Premièrement, il faut remarquer que dans le problème de reconstruction éparse sur
le modèle y =Mc+z, deux vecteurs c1 et c2 tel que ∥c1∥ℓ1 = ∥c2∥ℓ1 et ∥y−Mc1∥ℓ2 =
∥y−Mc2∥ℓ2 sont des solutions de qualité équivalente, même si on n’a pas forcément
c1 = c2.
Si c∗ϵ est une solution du problème (4.10) avec paramètre ϵ, il existe forcément un
λ, dépendant de ϵ, y, M, c et z, telle que la solution c∗λ du problème (4.17) respecte
∥c∗λ∥ℓ1 = ∥c∗ϵ∥ℓ1 et ∥y −Mc∗λ∥ℓ2 = ∥y −Mc∗ϵ∥ℓ2 . En effet, pour λ = 0, on obtient la
solution des moindres carrés qui a un faible terme ∥ · ∥ℓ2 et un grand terme ∥ · ∥ℓ1 .
Quand λ → ∞, la solution est le vecteur nul qui donne un terme ∥ · ∥ℓ1 = 0 et
∥ · ∥ℓ2 = ∥z∥ℓ2 . Entre les deux λ extrêmes, les valeurs des termes changent de façon
continue et monotone. Par contre, puisque les problèmes ne sont pas strictement
convexes, on n’a pas forcément c∗ϵ = c∗λ.
Il est bon de noter que toutes solutions du problème (4.10) est aussi une solution
d’un problème (4.17) associé. Si c∗ϵ est une solution du problème (4.10), il existe un µ
pour lequel c∗ϵ respecte les conditions de KKT (version sous-gradient (∂ (·)) puisque
∥ · ∥ℓ1 n’est pas différentiable mais convexe)
∂ (∥c∗ϵ∥ℓ1) + µ∇(∥y−Mc∗ϵ∥ℓ2 − ϵ) ∋ 0 (4.18)
∥y−Mc∗ϵ∥ℓ2 − ϵ ≤ 0 (4.19)
µ ≥ 0 (4.20)
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µ(∥y−Mc∗ϵ∥ℓ2 − ϵ) = 0 (4.21)
puisque les conditions KKT sont nécessaires et suffisantes par la qualification de
contrainte de Slater [168].
La conditions d’optimalité de première ordre du problème (4.17) est
∂ (∥c∗λ∥ℓ1) + λ∇(∥y−M∥c∗λ∥ℓ2) ∋ 0 (4.22)
ainsi, par l’équation (4.18), c∗ϵ est solution du problème (4.17) pour λ = µ.
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An approximate answer to the right problem is worth a good deal more
than an exact answer to an approximate problem.
John Tukey
Résumé
But : L’imagerie par spectre de diffusion permet la reconstruction du propa-
gateur de diffusion au coût d’une lourde acquisition. L’acquisition comprimée
offre une réduction efficace du nombre d’échantillons nécessaire. L’objectif de
cet article est de réaliser une comparaison expérimentale de trois stratégies
de sous-échantillonnage et de six transformations éparses et de démontrer
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leurs impacts lorsqu’appliquées à l’accélération du DSI.
Méthodes : Nous proposons un algorithme de génération de schéma d’échan-
tillonnage qui assure une distribution angulaire uniforme et une distribution
radiale aléatoire des points de l’espace-q. Nous comparons aussi six repré-
sentations éparses discrètes sur données synthétiques et réelles à l’aide de
métrique du propagateur, du kurtosis et de l’ODF.
Résultats : La transformée d’ondelettes CDF 9/7 et le sous-échantillonnage
uniforme angulairement ont dominés les autres combinaisons sur toutes les
métriques.
Conclusion : Il est important d’optimiser conjointement la stratégie de sous-
échantillonnage et le choix de représentation éparse pour obtenir un DSI
accéléré par l’acquisition comprimée. Les expériences sur données synthé-
tiques et réelles ont démontré qu’on pouvait reconstruire robustement les
caractéristiques radiales et angulaires du propagateur avec aussi peu que 64
mesures, un facteur de sous-échantillonnage de 4.
Contributions
— Proposition d’une technique de sous-échantillonnage aléatoire du schéma
d’acquisition DSI qui réduit les biais angulaires en imposant une distri-
bution angulaire uniforme.
— Étude de l’impact du choix de stratégie de sous-échantillonnage pour
la reconstruction CS du DSI. Le propagateur, le kurtosis du signal re-
construit et l’ODF sont évalués localement sur des données simulées. Le
propagateur reconstruit est aussi évalué sur données réelles.
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— Étude de l’impact du choix représentation éparse pour la reconstruction
CS du DSI. Le propagateur, le kurtosis du signal reconstruit et l’ODF
sont évalués localement sur des données simulées. Le propagateur recons-
truit est aussi évalué sur données réelles.
— Comparaisons des reconstructions CS-DSI avec le DSI passe-bas sur don-
nées réelles.
Commentaires
L’article a été accepté pour publication àMagnetic Resonance in Medicine le
2 décembre 2013. Ce travail succède au travail présenté [128] à la conférence
International Symposium on Magnetic Resonance in Medicine 2012. Mes
contributions ont été l’analyse des reconstructions sur données réelles et
l’implémentation et analyse du DSI passe-bas. Mes contributions conjointes
avec Sylvain Merlet ont été la génération de données synthétiques, l’écriture
du code de traitement de données CS-DSI et l’analyse des reconstructions
avec les métriques locales. L’article a été écrit conjointement avec Sylvain
Merlet et Maxime Descoteaux.
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Abstract
Purpose: Diffusion Spectrum Imaging (DSI) enables to reconstruct the
Ensemble Average Propagator (EAP) at the expense of having to acquire
a large number of measurements. Compressive Sensing (CS) offers an effi-
cient way to decrease the required number of measurements. The purpose of
this work is to perform a thorough experimental comparison of 3 sampling
strategies and six state-of-the-art sparsifying transforms to shed the light on
their impact when applied to accelerate Compressed sensing DSI.
Methods:We propose a novel sampling scheme that assures uniform angu-
lar and random radial q-space samples. We also compare and implement six
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state-of-the-art discrete sparse representations of the EAP and thoroughly
evaluate them on synthetic and real data using metrics from the full EAP,
kurtosis and ODF.
Results: First, uniform angular sampling in combination with random ra-
dial sampling shows best accuracy to reconstruct the EAP and its many
features, when compared to two other existing CS-DSI sampling schemes.
Second, the discrete wavelet transform with Cohen-Daubechies-Feauveau
(CDF) 9/7 wavelets showed to be better than other five sparse transforms
tested. Experiments on synthetic and real human brain data show that one
can robustly recover both radial and angular EAP features while undersam-
pling up to a factor of 4 the number of measurements.
Conclusion: It is important to jointly optimize the sampling scheme and
the sparsifying transform to obtain accelerated CS-DSI. We have shown that
uniform angular and random sampling combined with the CDF9/7 wavelet
transform considerably improves the quality of existing CS reconstruction




Diffusion Magnetic Resonance Imaging (dMRI) is a recent technique introduced
by [113]. Following the introduction of the pulsed gradient spin-echo (PGSE) se-
quence [173], the quantification of the water diffusion was possible by estimating the
displacement of particles from the phase change that occurs during the acquisition
process. Under the narrow pulse assumption [173] (gradient pulses are sufficiently
short), the relationship between the diffusion signal attenuation, E(q), in q-space,
and the diffusion propagator P (R), in real space, is given by a Fourier transform




P (R) exp(−2πiq ·R)dR, (5.1)
where E(q) = S(q)/S0, where S(q) is the diffusion signal measured at position q
in q-space, and S0 is the baseline image acquired without any diffusion sensitization
(q = 0). We denote q = |q| and q = qu, R = Rr, where u and r are 3D unit
vectors. The wave vector q is q = γδG/2π , with γ the nuclear gyromagnetic ratio
and G = gu the applied diffusion gradient vector. The norm of the wave vector, q, is
related to the diffusion weighting factor (the b-value), b = 4π2q2τ , where τ = ∆−δ/3
is the effective diffusion time with δ the time of the applied diffusion sensitizing
gradients and ∆ the time between the two pulses. We can measure the approximation
of the average diffusion propagator by taking the ensemble average over the imaging
voxel, hence the name Ensemble Average Propagator (EAP). The EAP is the full 3D
displacement probability function of water molecules, which faithfully characterizes
the water diffusion phenomenon. Note that the Fourier relationship between the EAP
and the diffusion signal of Eq. 5.1 is strictly valid only if the narrow pulse condition is
met, which is rarely the case for in vivo 3D q-space MRI. However, the violation of this
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condition induces a convolution over a range of diffusion times in the measurements,
preserving the large-scale structure and orientation of the inferred propagator [4].
In Diffusion Spectrum Imaging (DSI) [189], we obtain the EAP P (R) by directly
taking the inverse Fourier transform of E(q). However, DSI requires the acquisition
of many diffusion weighted images (DWI) sensitized to different q orientations and
magnitude in the sampling space, to obtain a high-resolution EAP. In brief, while this
technique has the advantage of giving a good approximation of the water diffusion
phenomenon, it is limited by the long acquisition time due to the large number of
required samples. Recent improvements have been shown to decrease the scan time by
at least a factor of three using fast acquisition sequences and parallel imaging [164].
Further improvements can be achieved using signal processing techniques, in order to
decrease the acquisition time. This is where the Compressive Sensing (CS) technique
can be useful to accelerate DSI.
CS is a recent technique, which aims to accurately reconstruct sparse signals from
undersampled measurements acquired below the Shannon-Nyquist rate.
Many contributions regarding the application of CS to dMRI have emerged in
the last years [153, 130, 133, 125, 180, 21, 111, 81, 128, 126, 194, 127]. These tech-
niques are all different and do not aim to recover the same features of the diffusion
phenomenon. Firstly, Landman et al [111] applied the CS-based recovery in diffusion
tensor imaging (DTI) [15, 16] to reconstruct features such as the fractional anisotropy
(FA) and mean diffusivity (MD) from clinical DTI-like acquisitions. The dMRI signal
is characterized in [111] as a sparse combination of diffusion tensors and obtain a dif-
fusion tensor based propagator. Similarly, [153] defines a parametric representation of
the intra-voxel fiber geometry using a discrete mixture of Gaussians. Secondly, other
techniques such as [133, 180] have proposed CS-based techniques for estimation of the
angular part of the EAP, the orientation distribution function (ODF) [183, 189, 59].
In [133, 180], the dMRI signal acquired at a unique b-value and this single-shell dMRI
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signal is modeled as a sparse and linear combination of spherical ridgelets from an
overcomplete and redundant dictionary. They also provide analytical formulae to es-
timate the ODF. Thirdly, continuous formulations of the CS problem have emerged
in order to analytically estimate the 3D dMRI signals [127]. It allows one to interpo-
late and extrapolate the observed data, to analytically estimate the EAP and several
other diffusion features such as the return-to-origin probability and the mean squared
displacement. In [127], compressed sensing in conjunction with parametric continuous
function are used in the signal model. Lastly, dictionary learning has recently become
popular in dMRI. In particular, several techniques have been introduced in the con-
text of Diffusion Spectrum Imaging (DSI) [21, 81, 22]. For instance, [21, 81, 22] learn
dictionaries from DSI-like acquisitions and use it to either denoise full DSI data or to
perform undersampled DSI acquisitions and reconstructions. In particular, Gramfort
et al [81] exploit the symmetry and positivity of the signal in order to assess free
parameters of the dictionary learning problem. [22] applies a l2 reconstruction us-
ing pseudo-inverse and Tikhonov regularization with respect to a learned dictionary.
Other dictionary learning approaches are parametric and provide continuous repre-
sentations of the atom, such as [194], where the dictionary is formed by a weighted
combination of 3rd order B-splines. The work of [194] appears promising in recon-
structing the diffusion signals, and further enhancement could be done regarding the
development of analytical formulae to estimate other diffusion features. More recently,
Merlet et al proposed in [126] to learn a dictionary where each atom is constrained
to be a parametric function and propose a computational framework to analytically
recover the EAP and the ODF.
The context of this current paper is the acceleration of DSI acquisitions via the
CS technique (CS-DSI) using existing fast sparsifying transforms. This problem has
already been addressed by several teams [130, 125, 21, 128] and consists in recon-
structing a discrete EAP, which is sparse with respect to a pre-specified sparse trans-
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form that is not based on dictionary learning. For instance, Menzel et al [125] solve
the CS-DSI problem by considering the gradient operation as sparse transform, also
known as total variation (TV) regularization. Bilgic et al [21] combine a TV regu-
larization and a sparse constraint using the Haar based discrete wavelet transform
(DWT). In [130], Merlet et al take the identity operator as sparse transform. However,
these works were conducted independently and there has not been an analysis and
comparison of the differences between them, which makes it difficult to choose of an
optimal sparse transform and decide which evaluation metrics to be used. Moreover,
the sampling protocol is also rarely studied and often overlooked. We argue that it
is crucial to jointly optimize sampling scheme and sparsifying transform to improve
CS-DSI results.
We therefore propose an extensive experimental comparison of three sampling
strategies and six sparsifying transform to accurately reconstruct the EAP and its
many features, and favorably compare it to two other existing CS sampling schemes.
At first, we present and then compare the Haar discrete wavelet transform (DWT),
the CDF (Cohen-Daubechies-Feauveau) 9/7 DWT, the stationary wavelet transform
(SWT), the dual tree wavelet transform (DTWT), the gradient of the EAP (also
known as total variation (TV) regularization) and the identity (I), i.e. the canonical
basis. Then, we propose a new uniform angular and radial sampling scheme. Finally,
the full 3D EAP is reconstructed diffusion features such as the ODF and its discrete
number of compartments (DNC) and angular error (AE). We also compute metrics
that capture both the radial and angular part of the EAP such as the kurtosis [95], the
normalized mean squared error (NMSE) and Pearson’s correlation coefficient (PCco-
eff) computed from the full EAP. These metrics are confronted and compared for all
sampling schemes and sparsifying transforms throughout the synthetic and real data
experiments.
Hence, the contributions of this work are three-fold. i) We propose a new sam-
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pling scheme that is uniform in angular coverage but random in radial sampling to
accurately reconstruct the EAP and its many features, when compared to two other
existing CS sampling schemes. ii) We show that the discrete wavelet transform with
Cohen-Daubechies-Feauveau (CDF)9/7 wavelets is quantitatively better on all met-
rics than other six sparse transforms tested for CS-DSI. iii) Extensive quantitative
results from experiments on synthetic and real human brain data demonstrate that a




The EAP P (R) and the normalized diffusion signal E(q) are related by a 3D
Fourier transform (see Eq. 5.1). Using this relation, we seek a robust Compressed
Sensing (CS) [39, 62] reconstruction based on a well-chosen sampling scheme and
sparse representation to recover P (R) from an undersampled number of measure-
ments.
Mathematically speaking, we consider the problem of recovering a vector x ∈ Rn
from an observation vector, y = Ax + z,
where z ∈ Rm is the acquisition noise, A ∈ Rm×n is the, so called, sensing matrix.
For a particular application, the sensing matrix A can be decomposed as a product
of a sparse system Ψ and an orthogonal measurement system Φ, i.e. A = ΦΨ. In
this case, the signal of interest, f = Ψx, and x is a vector of coefficients, xi = ⟨f ,ψi⟩,
with ψi a column of Ψ.
For example, in this work, Φ is characterized by a Fourier transform, y is the
diffusion signal and f the EAP. The aim of CS is to infer the coefficient vector x (and
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the underlying signal of interest f) from an observation vector y of size m≪ n. This
is done by solving the following convex problem for x,
min
x∈Rn
∥y−Ax∥ℓ2 + λ∥x∥ℓ1 , (5.2)
where ∥y−Ax∥ℓ2 is the data consistency constraint, ∥x∥ℓ1 is the sparsity constraint,
ℓ1 and ℓ2 respectively indicate the ℓ1 and ℓ2 vector norms, and λ is a constant that
controls the degree of sparsity of x. Note that λ depends on many factors such as the
signal sparsity and the level of noise. In this work, we use a cross validation (CV)
procedure [187] to find λ and we solve Eq. 5.2 with the FISTA algorithm [17].
One important ingredient of a CS recovery is the sparsity [39, 62]. We need that
the signal of interest f admits a sparse representation x with respect to the sparse
system Ψ, i.e. x contains a small number of non-zero coefficients. Considering that
x is a sparse vector, we can impose a sparsity constraint on x by minimizing its l1
norm as done in the problem presented in Eq. 5.2 [39, 62] The two following sections
present two CS frameworks. Sec. 5.2.1 concerns the case where the sparse system Ψ
is characterized by an orthonormal basis and Sec. 5.2.1 concerns the case where Ψ is
characterized by an overcomplete and redundant dictionary.
Compressive sensing with respect to orthonormal bases
When the sparse system is characterized by an orthonormal basis, [39] describes
two other important conditions to obtain accurate and robust CS recovery.
First, [39, 37] imposes a certain amount of incoherence between the measurement
system Φ and the sparse system Ψ. It can be interpreted as a rough characterization
of the degree of similarity between Φ and Ψ. The higher is this incoherence, the fewer




The second key notion is the restricted isometry property (RIP). Reference [35]
established some results about the accuracy of the reconstruction of a sparse signal
x as long as the sensing matrix A obeys the RIP.
[39] proved that the RIP can also hold for sensing matrices where Ψ is an arbitrary
orthonormal basis and Φ is an m× n measurements matrix drawn randomly from a
suitable distribution. One can refer to [108] for examples of distributions for which
this property has been proven to hold true. In dMRI, we have the possibility to
provide the imaging system with a list of gradient directions and b-values in a gradient
table, which allows one to acquire q-space samples in a random fashion. However, for
an arbitrary chosen distribution, it is often computationally unfeasible to compute
guarantees that the RIP holds. Even for an uniform random sampling, we cannot
ensure that the RIP is respected. As an example, in [88], the authors observe that
although the entries of the sensing matrix are chosen independently from a Gaussian
distribution (which is a strong theoretical results ensuring that the sensing matrix
respect the RIP [39]), the RIP does not hold in practice. Despite the fact that the
RIP may not hold in practice, good results can nevertheless be obtained.
Compressive Sensing with respect to redundant and overcomplete dictio-
naries
A recent work [36] was published to generalize the CS theory described in [62, 37,
35, 39]. [36] shows the possibility to accurately recover f which is sparse in a redundant
and overcomplete dictionary, when the sensing matrix A satisfies the RIP adapted to
this dictionary. Moreover, [36] suggests that the incoherence property is not necessary
but, instead, proves that the solution of Eq. 5.2 is very accurate provided that x is
sparse enough.
The CS theory is well established considering discrete signals [62, 37, 35, 39, 36]
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and is adapted to the reconstruction of a discrete EAP. In this work, we consider
two important parameters to obtain accurate and robust CS reconstructions: the
system (Ψ), which has to be sparse and incoherent with the sensing system, and the
sampling protocol itself. In the following section, we review six potential choices for
Ψ. The choice of the sampling scheme is discussed in the experimental section.
5.2.2 Sparse representation of the discrete EAP
In this section, we present six candidates of EAP representation to be used in
the CS context. Three of them are part of the orthonormal basis framework, i.e. the
canonical basis and the two discrete wavelet transforms (DWT) based on the Haar
and CDF9/7 wavelets. Two others are overcomplete and redundant representations,
namely the discrete stationary wavelet transform (SWT) and the real dual-tree dis-
crete wavelet transform (DTWT). Then, we propose to study the gradient operation
as a sparse transform, commonly known as a total variation (TV) constraint when
combined with the ℓ1 regularization.
The canonical basis
Because of the quasi-Gaussian nature of the EAP attenuation, Merlet et al [130]
assumed that the EAP is sparse in its original domain and do not use any sparse
transform, i.e. Ψ = I where I represent the canonical basis. This assumption is rarely
true but Merlet et al [130] have nonetheless found that solving Eq.5.2 in this setting
leads to good qualitative EAP reconstructions in practice. This can be explained by
the fact that the pair of canonical and Fourier bases provide a maximally incoherent
system [37]. Then, the ℓ1 term in Eq.5.2 plays a role of denoiser. Hence, in this work,
we quantitatively compare its performance against better sparsifying bases.
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The discrete wavelet transform (DWT)
The DWT is an extremely well established tool in the image processing community
and is used, for instance, in image compression because it provides highly sparse
representation of natural images.
Moreover, the system built from the pair of wavelet and Fourier bases has al-
ready been proved efficient in CS applications [121]. Several public and open-source
libraries such as WaveLab 1 in MATLAB and PyWavelets 2 in Python propose effi-
cient DWT implementations. Based on the work of [128], we consider a DWT based
on the biorthogonal and symmetric Cohen-Daubechies-Feauveau (CDF) wavelet. In
particular, we use the CDF 9/7, which has four vanishing moments. As a comparison,
we also consider the Haar-based DWT as also successfully used by Bilgic et al [21] to
solve the CS-DSI problem.
The discrete stationary wavelet transform (SWT)
The classical DWT is not a shift-invariant transform, which is often a useful
property to avoid visual artifacts around the discontinuities of a signal [48]. The
SWT overcomes this limitation
at the expense of providing more coefficients than the size of the signal itself,
leading to an overcomplete and redundant transform. The mother wavelet used for
the SWT is the CDF 9/7 wavelet.
The real 3D dual-tree discrete wavelet transform (DTWT)
The DTWT transform has the benefit of being oriented, which can be useful to
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DTWT is implemented using four separable 3D DWTs in parallel. Then, the subbands
of the four DWTs are combined appropriately [163]. However, because the DTWT
is 4-times more expensive compared to the DWT, it comes under the framework of
redundant and overcomplete transforms.
The gradient transform
Setting Ψ as a gradient transform comes to replace the sparsity constraint by a
total variation (TV) regularization [157]. Strictly speaking, this method is known as
a TV reconstruction. The TV reconstruction involves nonlinear optimization and the
use of the conjugate gradient algorithm to find the corresponding solution. Menzel et
al [125] were the first to use the TV regularization as a diffusion-domain constraint in
the CS-DSI problem. Note that the TV regularization was also applied in the spatial
domain in combination with a sparse constraint in the diffusion domain by [133] for
ODF reconstruction in high angular resolution diffusion imaging (HARDI).
5.2.3 Evaluation metrics and features characterizing the dif-
fusion phenomenon
There is no consensus in the existing CS-DSI literature on what diffusion features
and what metrics to be reported for evaluation of EAP reconstruction. In Menzel et
al [125], radial and axial kurtosis measures as well as voxelwise EAP correlations are
reported between full DSI and their CS-DSI technique. Qualitative ODF reconstruc-
tions are also shown. On the other hand, in Bilgic et al [21, 22], root mean squared
normalized EAP error are reported, qualitative ODFs are shown and the impact of
CS-DSI is computed from averaged fractional anisotropy (FA) from 18 white matter
bundle produced using ODF tractography. Finally, in Gramfort et al [81], metrics
from angular error and discrete number of compartments error from the ODF as well
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as NMSE on the EAP are quantified to evaluate the effect of undersampling the DSI
acquisition.
Hence, to cover existing evaluation techniques, we validate the EAP reconstruc-
tion by computing the normalized mean squared error (NMSE) and the Pearson’s
correlation coefficient, which are computed from the discrete EAP from full DSI and
the one estimated via CS. The NMSE between a signal x and its estimation xe is
given by




and the Pearson correlation coefficient (PCcoeff) is given by
PCcoeff = 1
n− 1Zx · Zxe
T , Zx =
x−mean(x)
std(x) ,
where n is the number of discrete points in the propagator, Zx is the vector of standard
score of each sample in x and std is the standard deviation.
In addition to the full EAP, we can compute the Orientation Distribution Func-
tion (ODF), which gives the probability that a water molecule diffuses in a given
orientation.
We express the ODF, which only captures angular information of the diffusion








where r is a 3D unit vector and (α, β) are the lower and upper bounds that can be
set for the numerical ODF approximation of the true theoretical ODF. From each
estimated ODF, we assess the quality of the angular information contained in the
EAP by computing the difference in the number of fiber compartments (DNC) and
the angular error (AE) with respect to the known ground truth. To compute the DNC
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and the AE, we extract the maxima on a discrete grid of 4000 points of the estimated
ODFs and compare them to the ground truth maxima. Then, the DNC becomes the
mean difference between the number of maxima extracted on the estimated ODFs and
the true number of maxima, and the AE is computed between the maxima extracted
on the estimated ODFs and the respective maxima within the ground truth.
Finally, another computed diffusion feature is the kurtosis, which accounts for
both the angular and radial information of the diffusion phenomenon. The kurtosis
aims to quantify the non-Gaussianity of a probability density function. The diffusion
kurtosis K in the direction n is defined by
K(n) = ⟨(R · n)
4⟩
⟨(R · n)2⟩2 − 3, (5.4)
with n is a 3D unit vector, R = Rr and ⟨(R · n)n⟩ = ∫ P (R)(R · n)nd3R the nth
order moment of P (R) about its mean value. In our experiments, we use the method
described in [95] to estimateK(n), we consider only the b-values below 3000 s/mm2 for
the kurtosis computation. This upper bound for the b-value ensures the convergence
of the Taylor expansion that is derived form the dMRI signal to find the kurtosis
[95, 77].
5.2.4 Synthetic data simulation
We evaluate the reconstruction on synthetic data (Sec. 5.3.1 and 5.3.2) using the
data set provided by the ISBI 2012 HARDI contest 3. The contest was organized to
provide a way for different groups to fairly compare their methods against a common
set of ground-truth data. In this contest, the normalized diffusion signal E(q) is gener-
ated from the multi-tensor model for F fibers, E(qu) = ∑Ff=1 pf exp(−4π2τq2uTTfu),
where a fiber f is defined by a tensor matrix Tf and weight pf , such that
∑




q denotes the norm of the effective gradient and u is a unitary vector in Cartesian
coordinate. From this synthetic model, ground-truth diffusion features can be derived
to estimate the ODF [183, 189, 59] and the kurtosis [95]. Note that, for the syn-
thetic experiments, we consider the dMRI signals contained in the file Training_IV,
with 2-fibers crossing at equally represented angles from 30◦ to 90◦ and different vol-
ume fractions, yielding 610 synthetic signals. Some experiments are performed in a
noisy scenario where Rician noise is added. For these experiments, the noisy signal is
computed as Enoisy =
√
(E + ϵ1)2 + ϵ22, where ϵ1, ϵ2 ∼ N (0, σ) with σ = 1/SNR.
5.2.5 Real data acquisition
A standard DSI acquisition mimicking the original DSI protocol [189] was done
on a 3 T system (Philips Achieva X, Best, The Netherlands), equipped with a whole
body gradient (40 mT/m and 200 T/m/s) and a 8-channel head coil. Single-shot
spin-echo EPI measurements with isotropic 2 mm spatial resolution and 515 DW
measurements were acquired comprising q-space points of a cubic lattice within the
sphere of five lattice units in radius. TE/TR = 116 ms/14.9 s (including time for
dynamic B0 stabilization), bandwidth in EPI direction = 1101 Hz, 128x128 matrix,
60 axial slices with a parallel imaging (SENSE) factor of 2, delta and Delta were 45.4
and 57.7 ms and maximal b-value of bmax = 6000 s/mm2. We compute the SNR of
the data as done in [60] and find a value of 38 at a b-value b = 0 s/mm2 and 6.5 at
b = 6000 s/mm2. The SNR remains higher than 4-5, which is known to be the limit
under which the noise profile becomes Rician.
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5.3 Results
In this section, we first present and study the efficiency and the robustness of the
sampling protocol on synthetic data (Sec. 5.3.1). Then, we validate the reconstruction
using various metrics while considering both synthetic (Sec. 5.3.2) and real data
(Sec. 5.3.3). Before going further, we introduce the notation for the CS reconstruction
using the six sparse representations presented in section 5.2.2:
— A CS reconstruction without applying any sparse transform on the EAP, i.e.
Ψ = I (CS-I).
— A CS reconstruction while applying a discrete wavelet transform (DWT) on
the EAP (CS-DWT). In particular, we use the term CS-DWTHaar when the
DWT is based on the Haar wavelet and CS-DWTCDF9/7 when the DWT is
based on the CDF9/7.
— A CS reconstruction while applying a stationary wavelet transform (SWT) on
the EAP (CS-SWT).
— A CS reconstruction while applying a dual tree wavelet transform (DTWT)
on the EAP (CS-DTWT).
— A total variation reconstruction (CS-TV)
5.3.1 Choice of sampling schemes
As seen in Sec. 5.2.1, random sampling should, in theory, allow one to accurately
recover the EAP from noisy measurements. Moreover, [125] shows the importance of
the sampling pattern to reconstruct oriented structures. In particular, [125] observes
that a sampling scheme (SC) performs well with samples randomly distributed ac-
cording to a Gaussian distribution with its mean being at the center of the grid. This
can be explained by the fact that most of the signal energy is focused around its
center. However, when considering 3D signals of size 11 × 11 × 11 (common size in
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DSI), such random undersampling schemes do not always ensure a uniform angular
distribution of the samples. This is especially important when dealing with directional
signals such as dMRI signals, where an angular feature such as an accurate ODF is
critical.
For this purpose, we propose a novel sampling scheme that assures uniform angular
sampling and random radial q-space sampling. We generate N samples uniformly
distributed on the sphere using the static repulsion algorithm [101]. Then, for each
sample, we draw a random radius between the origin and the maximum radius of
a sphere comprised in our acquisition grid. Finally, we match each of those samples
in our cartesian grid in a way to obtain N samples in the cartesian DSI grid. This
SC both ensures a uniform angular covering of the q-space and has a random radial
sampling.
Figs. 5.1 shows a 2D illustration of our novel sampling scheme strategy.
Figure 5.1 – Sampling scheme construction in 2D. (left) N samples uniformly dis-
tributed on the sphere using the static repulsion algorithm [101]. (middle) Consider-
ing one sample, we draw at a random distance, d, from the origin and the maximum
radius of a sphere comprised in the DSI grid. (right) This is repeated until all the
samples are visited. Note that, in the 3D case, we generate the sampling scheme on
one hemisphere and then symmetrize it.
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In this section we compare 3 sampling schemes and show the importance of uniform
angular covering of the q-space :
— A uniform random sampling scheme (RU-SC), i.e. the samples are randomly
distributed according to a uniform distribution, as prescribed by SC theory.
— A Gaussian random sampling scheme (RG-SC), i.e. the samples are randomly
distributed according to a Gaussian distribution with its mean corresponding
to the center of the grid (as used in [125]).
— A random sampling scheme ensuring a uniform angular covering of the q-space
(HA-SC) as described above.
To have an overview of these three SCs, we generated one instance of each SC in a
3D grid of size 11×11×11 for N=64 measurements and summed all the 2D slices along
the x-axis, which provides sampling densities of the RU-SC, RG-SC, HA-SC. The first
row of Fig.5.2 shows these sampling densities. We also projected the sampled direction
of each sampling scheme on the unit half-sphere and colored them according to the
maximum b-value to better show both the angular and radial information contained
in the SC (Fig.5.2 second row). The white dots represents directions present in the
full DSI but not in the undersampled scheme. This type of figure allow us to evaluate
the radial and angular uniformity of the sampling schemes. A sampling scheme with a
uniform distribution over all the colors will likely have a better radial coverage of the
q-space. Fig.5.2 shows that it is the case of RG-SC and HA-SC over RU-SC. Fig.5.2
also shows the angular distribution of the samples. HA-SC looks more uniform then
RG-SC and RU-SC, has expected by design.
We propose to study the efficiency and the robustness of these SCs. For this
purpose, we generate 100 instances of each of the three sampling schemes described
above, i.e. the RU-SC, the RG-SC and the HA-SC. Note that, because the dMRI
signal is symmetric, we generate each SC on a half hemisphere and then symmetrize
them. Next, we compute the corresponding diffusion signals from the dataset provided
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Figure 5.2 – Sampling densities corresponding to a uniform random sampling scheme
(RU-SC), a Gaussian random sampling scheme (RG-SC), a random sampling scheme
ensuring a uniform angular covering of the q-space (HA-SC).
by the ISBI 2012 HARDI contest.
We add Rician noise with a SNR equal to 20 and we estimate the EAPs via the
six approaches presented at the beginning of the section (CS-I, CS-DWTHaar, CS-
DWTCDF9/7, CS-SWT, CS-DTWT, CS-TV), and the ODFs via a radial integration
of the EAPs. Note that, to obtain the ODFs, we do not integrate between 0 and and
Rmax (the maximum radius of the EAP in the grid). Instead, we integrate the EAPs
between the range [Rmax × α,Rmax × β] with α, β ∈ [0, 1], because we observed that
well chosen bounds for the radial integration lead to better results in terms of DNC
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and AE, as seen in Table 1. The optimal values of α and β regarding to the range
for the radial integration of the ODF are presented in Tab. 5.1. We first observe that
SNR=10 (α/β) CS-I CS-DWTHaar CS-DWTCDF9/7 CS-SWT CS-DTWT TV
32 samples 0.2/0.6 0.2/0.6 0.2/0.7 0.3/0.8 0.3/0.8 0.2/0.8
64 samples 0.2/0.6 0.2/0.6 0.2/0.7 0.3/0.8 0.3/0.7 0.3/0.8
96 samples 0.2/0.6 0.2/0.6 0.3/0.7 0.3/0.7 0.3/0.6 0.2/0.6
128 samples 0.2/0.6 0.3/0.6 0.2/0.7 0.3/0.7 0.3/0.6 0.2/0.6
160 samples 0.2/0.6 0.3/0.6 0.3/0.7 0.3/0.7 0.3/0.7 0.2/0.6
192 samples 0.2/0.6 0.3/0.6 0.3/0.7 0.2/0.7 0.2/0.6 0.2/0.6
SNR=20 (α/β) CS-I CS-DWTHaar CS-DWTCDF9/7 CS-SWT CS-DTWT TV
32 samples 0.3/0.8 0.2/1.0 0.2/1.0 0.3/0.9 0.3/0.8 0.3/0.8
64 samples 0.3/0.8 0.4/0.8 0.4/0.8 0.4/0.8 0.3/0.8 0.3/0.8
96 samples 0.3/0.8 0.3/0.8 0.3/0.8 0.4/0.8 0.4/0.8 0.3/0.8
128 samples 0.4/0.7 0.4/0.8 0.4/0.8 0.4/0.8 0.4/0.7 0.3/0.8
160 samples 0.4/0.7 0.4/0.8 0.4/0.8 0.4/0.8 0.3/0.8 0.3/0.8
192 samples 0.3/0.8 0.4/0.8 0.4/0.8 0.4/0.8 0.4/0.8 0.3/0.8
Table 5.1 – Optimal lower and upper α and β bounds found for best DNC and AE in
the ODF integration of Eq. 3. These bounds are computed for a number of samples
and a CS reconstruction methods. The signals are contaminated by Rician noise at
SNR=10 (top table) and SNR=20 (bottom table). For DSI α = 0.2 and β = 0.7 was
optimal for SNR=10 and α = 0.3 and β = 0.8 for SNR=20.
the bounds in Tab. 5.1 do not vary much for a given sparse transform and SNR.
Moreover, the values of α and β are lower at SNR=10, since the signal is likely to be
more noisy when going away from the origin and, thus, provide erroneous information
(especially considering the r2 factor in the ODF computation, amplifying these errors
even more). These optimal values of α and β will be used for future ODF estimation.
Moreover, we compute the mean values of the DNC and AE over the 100 experiments
and repeat the process with a number of samples N=32, 64, 96, 128, 160. The results,
shown in Figs. 5.3 and 5.4, give an overview of the angular information obtained.
Figs. 5.3 and 5.4 show that the HA-SC leads to better accuracy than the two
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other schemes in terms of DNC and AE. These results show that a higher degree of
angular information is contained in the HA-SC. Figs. 5.3 and 5.4 also confirm the
finding of [125] regarding that RG-SC is a better choice than RU-SC. Hence, even if
the CS theory is usually based on uniform random sampling, these experiments and
previous work by [125] show that random sampling protocols are more appropriate
when we control the distribution of points. In particular, the HA-SC appears efficient
and robust to recover directional information, which is an important aspect in ODF
fiber tractography applications. For the rest of this work, the focus will be on HA-SC
but we will nonetheless compare all three SCs on real data for the other EAP metrics.
5.3.2 Choice of the sparse representation
In this section, we compare the six approaches presented at the beginning of the
section (CS-I, CS-DWTHaar, CS-DWTCDF9/7, CS-SWT, CS-DTWT, CS-TV) on
the reconstruction of synthetic data provided by the ISBI 2012 HARDI contest. We
also compare the CS approaches to low-pass DSI approximation. These low-pass DSI
are obtained by taking only the central portion of the full DSI grid up to a certain
radius. An example of low-pass DSI is presented in [109], called DSI102, where samples
from the full DSI (DSI257) are taken up to a radius of 3.61 instead of 5. This gives a
maximal b-value of approximately 4500 s/mm2. We add Rician noise with SNR=20
and SNR=10 to the data. From the reconstructed EAPs, we estimate both the ODFs
(Eq. 5.3) and the kurtosis (Eq. 5.4) for optimal (α, β) bounds mentioned in Table 1.
100 simulations are performed for each scenario (SNR/sparse transform/number of
samples), for a total of 6000 simulations. Regarding the CS methods, we generate a
new HA-SC for each repetition. The mean DNC, AE and kurtosis NMSE are shown
in Fig. 5.5. Note that the kurtosis computed for the full DSI and DSI102 are equal,
since we consider only the b-values below 3000 s/mm2 for the kurtosis computation,
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as mentioned before.
In Fig. 5.5, we first see that the CS-DWTCDF9/7 method always provides more
accurate angular information (DNC, AE) and kurtosis than the CS-DWTHaar method.
This difference, even if small, is due to the use of an appropriate wavelet basis, i.e.
the CDF 9/7 instead of the Haar wavelet basis. Indeed, Haar wavelet is a step func-
tion designed to capture piece-wise signals, whereas the CDF 9/7 wavelet adequately
describes the quasi-Gaussian attenuation of the EAP [128].
Although the Haar wavelet is less appropriate in sparsely representing the EAP
[128], we nonetheless note that the CS-DWTHaar method gives acceptable results in
terms of angular information (DNC, AE) and kurtosis.
Fig. 5.5 also shows that the CS-I method gives satisfactory results even if no sparse
transform is applied on the EAP. This can be explained by the high incoherence
between the real and Fourier space. Note that in our work, the CS-I method is not
better than the CS-DWT methods, whereas the author in [21] observed that the
application of a DWT led to worse results compared to the case where no transform
is applied.
We also compare the CS-DWT and the CS-TV methods used in [21, 125]. In
Fig. 5.5, we globally observe that the CS-DWTCDF9/7 method performs better
than the CS-TV method in terms of angular information and kurtosis, especially
at SNR=10, where the CS-TV method is not able to provide accurate directional in-
formation. Indeed, the AE is underestimated in voxels where the number of detected
compartments is higher than the true number of compartments. This implies that we
cannot rely on the AE since the number of maxima is not well approximated (high
DNC values). Hence, the CS-TV method is sensitive to noise and should only be used
on high SNR datasets.
Next, we note in Fig. 5.5 that the two overcomplete and redundant wavelet trans-
forms do not improve the results of the DWT, even if these two transforms benefit
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from a shift-invariance property (the SWT) or an orientation property (the DTWT).
We can thus observe that orthonormality of the transforms improves reconstructions
in this CS-DSI application.
Fig. 5.5 also compares the CS-DWT method against the full DSI reconstruc-
tion and the DSI102 reconstruction presented in [109]. Overall, it is not surprising
to see that the DNC and the AE obtained with the CS-DWT method come closer
to the respective values obtained with the full DSI when the number of measure-
ment increases. In particular, at SNR=20, from N=160 and above, which is 97 less
measurements than the full DSI acquisition, the CS-DWT method leads to a better
approximation in terms of angular error and number of compartments and kurtosis
NMSE, compared to the full DSI method. As for the DSI102, we observe that the
CS-DWT method performs better with respect to the same number of measurements
(i.e. 102 measurements) both at a SNR equal to 10 and 20.
We thus conclude from these synthetic data experiments that the DWT based on
the CDF 9/7 mother wavelet remains the most appropriate choice to reconstruct a
discrete EAP using the CS technique amongst the various transforms investigated.
In terms of angular information (AE and DNC) and kurtosis NMSE, the CS-DWT
globally leads to lower values than the other methods considering both SNR=20 and
SNR=10. The CS-DWT method remains robust to noise (even for a low SNR) and
is efficient. Finally, we note that for most curves, the elbow of the curve occurs at
approximately N=64 measurements. This observation is true for all sparse transforms
and measures, except the overcomplete techniques (SWT and DTWT), where the
elbow of the curve occurs closer to 100 measurements. For the rest of this paper,
we therefore perform the CS reconstruction on real data using the DWTCDF9/7 as
main sparse transform. DWTHaar and TV are also included in many of the next
experiments to strengthen the conclusion of synthetic experiment that DWTCDF9/7
is most appropriate.
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5.3.3 Real data experiments
We estimate the EAPs from the human brain data described in Sec. 5.2.5 using the
DSI method with the full set of measurements (i.e. N=257 measurements), the low-
pass DSI with N=129, 62, 29 (as described in Sec. 5.3.2) and the CS-DWTCDF9/7
method with N=128, 64, 32 undersampled measurements. Note that an additional
DW image without any diffusion sensitization is also acquired and used by all these
method at the center of q-space. Then, for the ODF estimation (in Fig. 5.6), we choose
the integration parameters as α = 0.4 and β = 0.8, inspired by Table 5.1. Note that
β could be higher due to the low level of noise.
The ODFs computed from the CS reconstructed EAPs with N=128 and N=64
measurements describe well the underlying fiber structure shown by the ODFs esti-
mated with the full DSI technique (i.e. with N=257 measurements). The DSI low-pass
perform similarly to their CS-DSI counterpart in term of AE but the DNC values are
significantly better for CS-DSI with N=64 and N=32 with DNC=0.152, 0.183, 0.183,
0.274 for CS-DSI64, CS-DSI32, DSI62 and DSI29 respectively. With CS-DSI32, only
single fiber structures and a small number of the large crossings are correctly estimated
via the ODFs (see Fig. 5.6). We observe that the ODF estimated from low-pass DSI
in Fig. 5.6 are smooth and that the CS-DWT method provides sharper ODF when we
consider an equivalent number of samples. This observation is reflected by the DNC
and AE values.
In addition, the whole EAP is recovered whereas single shell HARDI techniques
only estimate the ODF, which is a small part of the information provided by the
EAP.
Next, to quantitatively compare sparsifying transforms, we also confront the CS-
DWTCDF9/7, CS-DWTHaar and CS-TV methods on the EAPs estimated with the
classical DSI and the low-pass DSI on the real human brain data. The CS-DWT and
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CS-TV based EAPs are computed for a large number of undersampled measurements
of N=32, 48, 64, 80, 96, 112, 128, 144, 160 and the low-pass DSI are also computed
for a large number of low-pass filtering N=29, 41, 47, 62, 74, 86, 90, 102, 126, 129,
153, 171. Fig. 5.7 shows the values resulting of the NMSE computation between these
DSI approximation and the full DSI (N=257).
Based on this figure, we see that both of the CS-DWT method and the CS-TV
method obtain better EAP in terms of NMSE with the fully sampled DSI compared
to their low-pass equivalent (similar values of N). The CS-DWT curves show a shift
in the slope at approximately N=64. This observation is coherent with what was
found in the synthetic experiments. As with the other metrics shown, the CS-DWT
methods outperforms CS-TV and CS-DWTCDF9/7 obtains lower EAP NMSE than
CS-DWTHaar, which again confirm the synthetic experiments.
Fig. 5.8 shows the NMSE between the kurtosis of the full DSI EAPs and the
CS-DWTCDF9/7, CS-DWTHaar and CS-TV based EAPs, again with N=32, 48, 64,
80, 96, 112, 128, 144, 160. The NMSE kurtosis values exhibit a similar behavior as
observed on the synthetic data experiments in Figs. 5.3 and 5.4.
Fig. 5.9 shows the Pearson correlation coefficient between EAPs reconstructed
with CS-DWTHaar, CS-DWTCDF9/7 and CS-TV at N=64 with RU-SC, RG-SC
and HA-SC. All the reconstructions using HA-SC perform globally better than their
RG-SC and RU-SC counterpart, most likely due to the better angular coverage of
HA-SC. The reconstruction quality of the wavelet based scheme is appreciably better
than the TV reconstruction. Moreover, CS-DWTCDF9/7 outperforms CS-DWTHaar
and shows more uniform correlation maps. The values are bounded at a minimum of
0.8 to enhance visibility. Note also that NMSE were produced as similarly done in
Bilgic et al [21] using the root mean squared error. The NMSE remains small and
stable with undersampling, going from around 0.22 for N=64 to 0.16 for N=128 for CS-
DWTCDF9/7 using HA-SC. Pearson’s correlation coefficient maps were also produced
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as similarly done in Menzel et al. Menzel et al [125] showed best-case correlation
around 97% whereas, here, we show that the optimal HA-SC sampling combined
with CDF9-7 transform leads to more than 96% over all voxels of the white matter
reliably over many different reconstruction experiments. Hence, the results shown on
Figure 5.9 further strengthen our findings on synthetic data that DWTCDF9/7 is a
well suited sparse transform for DSI reconstruction and that using HA-SC increases
the reconstructed EAPs quality.
Finally, Fig. 5.10 shows the Pearson correlation coefficient between EAPs recon-
structed with CS-DWTCDF9/7 with HA-SC and DSI257 on an axial slice of a human
brain for N=32, 64, 128. The EAPs reconstructed at N=128 demonstrate a very high
correlation with the EAPs of DSI257 and the EAPs in the white matter portions of
the brain with N=64 still retains a high correlation. At N=32, we see larger degra-
dation of the EAPs quality but the correlation coefficient remains high in the large
white matter zones. The values are bounded at a minimum of 0.85 to enhance visi-
bility. These results again strengthen the observation that N=64 is a good trade-off
between undersampling ratio and reconstruction quality as observed in our synthetic
experiments and in Fig. 5.9
5.4 Discussion
As recently demonstrated by several recent papers [21, 125, 128], CS offers an
efficient way to accelerate the DSI acquisition. These works were conducted inde-
pendently and rarely explored all potential steps that can be optimized in the CS
reconstruction, from sampling scheme, to sparse transforms and evaluation on met-
rics capturing both the angular and radial part of the EAP.
In this work, we first proposed a novel sampling scheme that assures uniform an-
gular and random radial q-space samples. Our desire to find this new sampling scheme
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was motivated by Menzel et al [125], where it was showed that a sampling scheme
performs well with samples randomly distributed according to a Gaussian distribution
with its mean being at the center of the grid. From this observation we decided to
investigate the choice of a sampling scheme that is better tailored to reconstruct both
the angular and radial features of the EAP. Also in this paper, six EAP sparse rep-
resentations were considered in the CS reconstruction, i.e. the canonical basis (CS-I
method), the discrete wavelet transform (CS-DWT method), the discrete stationary
wavelet transform based on the CDF 9/7 wavelet (CS-DWTCDF9/7 method) and on
the Haar wavelet (CS-DWTHaar method), the real dual tree discrete wavelet trans-
form (CS-DTWT method), the gradient transform (CS-TV method). Furthermore,
we studied and compared three sampling protocols, i.e. an uniform random sampling
scheme (RU-SC), a Gaussian random sampling scheme (RG-SC) and a random sam-
pling scheme, which ensures a uniform angular covering of the q-space (HA-SC). We
also compared the CS approaches with the full DSI reconstruction with 257 samples,
and with several low-pass undersampling of the half sphere from DSI. All the EAP
representations and sampling protocols were studied and compared through extensive
synthetic and human brain data experiments.
We also compared the kurtosis and EAPs of CS-DWTCDF9/7, CS-DWTHaar,
CS-TV on real data and obtain results consistent with our findings on synthetic
experiment. Furthermore, the EAPs were compared to low-pass DSI and the CS-DSI
technique performed better in terms of NMSE. We showed the differences between
the transforms and the sampling scheme on a slice of human brain data using the
Pearson Correlation coefficient.
From the results, one transform performs best: the CDF 9/7 based DWT. The CS-
DWTCDF9/7 method leads to accurate estimation of the EAP, kurtosis and derived
features from the ODF. We observed that the CDF 9/7 was a more appropriate
wavelet to use in a CS reconstruction than the Haar wavelet used in [21]. It was
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also found more to be more accurate and more robust to noise than the TV-based
technique of [125]. We also found a robust and efficient sampling protocol exploiting
the fact that the angular coverage of the q-space should be uniform. From these
studies, we finally found that the combination of the CDF 9/7 based DWT with
the HA-SC was the best way to solve the CS-DSI problem with approximately 64
measurements, which represents an acceleration factor of approximately 4. This is
seen in both synthetic and real dataset and agrees with acceleration factors reported
before by recent CS works [21, 125, 130, 81].
We have seen that the orthonormal property of the DWT was found to be more
important than the particular and attractive property of the SWT (shift invariance)
and the DTWT (directional property). Future works could be focused on finding an
orthonormal and fast transform that also has properties such as shift-invariance or di-
rectionality. As far as we know, there are no such transforms in the literature. Thus,
at the moment, the CDF 9-7 based DWT remains the most appropriate choice of
sparse transform for the CS-DSI problem. Moreover, the CS-DWTCDF9/7 method
leads to more accurate angular information and kurtosis than the low-pass DSI re-
constructions considering the same number of measurements.
Several points could be investigated further that arise from this work. First, in this
work, we use pre-defined sparse transforms to sparsely fit the EAP. Recent papers have
focused on learning sparse dictionaries by adapting their contents to the raw diffusion
data, as for example in [21, 81, 126]. Learning dictionaries instead of using pre-
defined sparse transforms is very popular at the moment and these works have recently
reported better acceleration factors than 4 for CS-DSI. However, dictionary learning
techniques have limitations such as being slow techniques and computationally heavy
techniques as well as being quite hard to constrain and optimize properly. Moreover,
it is not clear if they can be generalized and useful for pathological brains and thus,
useful in clinical settings. A thorough comparison between these learned dictionaries
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and the DWT based on the CDF9/7 wavelet is worth to be done in future.
5.5 Conclusion
We have described an improved technique to accurately perform Compressive
Sensing Diffusion Spectrum Imaging recovery of the Ensemble Average Propaga-
tor from undersampled q-space measurements. The best reconstruction is based on
Cohen-Daubechies-Feauveau (CDF) 9/7 discrete wavelet sparsifying transform and
a new uniform angular and random radial q-space sampling schemes. Extensive ex-
periments on synthetic and human brain data demonstrate that 64 measurements
(acceleration factor of 4) preserve the angular features of the ODF (DNC = 0.152,
AE = 7.972), the kurtosis (NMSE = 0.064) and full 3D EAP (NMSE = 0.22) with
reasonable accuracy.
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Figure 5.3 – Mean of the angular error (AE) (right) and the difference in the number
of fiber compartments (DNC) (left) when using a uniform random sampling scheme
(RU-SC), a Gaussian random sampling scheme (RG-SC), a random sampling scheme
ensuring a uniform angular covering of the q-space (HA-SC). We compare the CS-
DWTHaar, CS-DWTCDF9/7, and CS-TV reconstructions.
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Figure 5.4 – Mean of the angular error (AE) (right) and the difference in the number
of fiber compartments (DNC) (left) when using a uniform random sampling scheme
(RU-SC), a Gaussian random sampling scheme (RG-SC), a random sampling scheme
ensuring a uniform angular covering of the q-space (HA-SC). We compare the CS-
SWT, CS-I, CS-DTWT reconstruction.
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Figure 5.5 – Evolution of the DNC, AE and kurtosis NMSE in function of the number
of samples for the six reconstruction methods, i.e. CS-I, CS-DWT with CDF9/7 and
Haar, CS-SWT, CS-DTWT, TV. We also show the results regarding the full DSI
reconstruction, i.e. when 257 samples are used, and the DSI102, i.e. when 102 samples




Figure 5.6 – ODFs examples on DNC map estimated from a human brain data,
using the full DSI method, the low-pass DSI method with N=129, 62, 29 and the
CS-DWTCDF9/7 method with a number of samples N=128, 64, 32 using HA-SC.
We compute the pair (DNC,AE) between the reconstructions and the full DSI esti-
mation of the ODFs : CS-DSI128 (DNC=0.116, AE=5.951), CS-DSI64 (DNC=0.152,
AE=7.972), CS-DSI32 (DNC=0.183, AE=13.295), DSI129 (DNC=0.104, AE=4.682),
DSI62 (DNC=0.183, AE=8.632), DSI29 (DNC=0.274, AE=16.133). The reader is en-
couraged to zoom-in to appreciate the ODF glyphs.
147
Chapitre 5. Comparaison de stratégie de sous-échantillonnage pour
améliorer l’acquisition comprimée en DSI
Figure 5.7 – NMSE between the full DSI EAPs and the CS-DWTCDF9/7, CS-
DWTHaar and CS-TV based EAPs with a number of measurements N=32, 48, 64,
80, 96, 112, 128, 144, 160 and NMSE between the low-pass approximation of DSI257
based EAPs with an undersampling number of measurements N=29, 41, 47, 62, 74,
86, 90, 102, 126, 129, 153, 171 and the DSI-based EAPs. All the methods obtain
better EAP in terms of NMSE than their low-pass equivalent. The DWT methods
outperforms TV and DWTCDF9/7 obtains lower EAP NMSE than DWTHaar.
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Figure 5.8 – Kurtosis NMSE between the full DSI EAPs and the CS-DWTCDF9/7,
CS-DWTHaar and CS-TV based EAPs with a number of measurements N=32, 48,
64, 80, 96, 112, 128, 144, 160 and the DSI-based EAPs The CS-DWT methods out-
performs CS-TV. The CS-DWTCDF9/7 shows a similar behavior to CS-DWTHaar,
with overall lower value of kurtosis NMSE.
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Figure 5.9 – Pearson correlation coefficient between EAPs reconstructed with CS-
DWTHaar, CS-DWTCDF9/7 and CS-TV at N=64 with RU-SC, RG-SC and HA-SC.
It is clear that the reconstruction using the HA-SC are more accurate than their RU-
SC and RG-SC counterpart. The DWT methods outperforms the TV method and
DWTCDF9/7 shows very high and uniform correlation map. The values are bounded
at a minimum of 0.8 to enhance visibility.
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Figure 5.10 – Pearson correlation coefficient between EAPs reconstructed with CS-
DWTCDF9/7 with HA-SC and DSI257 on an axial slice of a human brain for N=32,
64, 128. The EAPs reconstructed at N=128 demonstrate a very high correlation with
the EAPs of DSI257 and the EAPs in the white matter portions of the brain with
N=64 still retains a high correlation. At N=32, we see bigger degradation of the EAPs
quality but the correlation coefficient remains high in the large white matter zones.
The values are bounded at a minimum of 0.85 to enhance visibility.
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The complexities of cause and effect defy analysis.
Douglas Adams
L’analyse de la connectivité du cerveau humain est souvent considérée comme un
des buts ultimes de l’imagerie de diffusion. Par contre, la connectivité structurelle
n’est pas un concept bien défini. Une étude récente [154] a démontré sur plusieurs
espèces de primates que les connectivités telles que définies par quatre modalités 1
exhibaient une faible corrélation entre elles. En imagerie de diffusion, le domaine de
la connectomique utilise la tractographie pour définir la connectivité.
6.1 Connectomique
La connectomique est l’étude et la production du connectome, le plan complet des
connexions neuronales du cerveau [172]. Un modèle très populaire dans la littérature
pour modéliser le connectome est le graphe de cerveau [31]. Dans sa forme la plus
simple, le graphe de cerveau est l’intersection entre un ensemble de "régions" (noeuds)
1. Traçage axonale, corrélation d’épaisseur corticale, corrélation de signaux BOLD-FMRI au
repos et compte de fibres de tractographie
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et un ensemble de "chemins" (liens). Ce modèle permet d’étudier des propriétés géo-
métriques et topologiques de l’organisation du cerveau. Dans ce chapitre, on utilise
le terme connectome de façon interchangeable avec graphe de cerveau.
6.1.1 Construire le Connectome
Pour rester fidèle à la définition de connectome stricte, les noeuds devraient être
chaque neurone individuel et les liens chaque synapse. En pratique, on accepte que le
connectome ait une nature multi-échelles [30] et on se tourne vers l’IRM. On cherche
à avoir des noeuds qui sont des parties séparables du système et qui sont cohérents
et homogènes dans leur structure ou dans leur fonction. Ses régions seront supposées
comme fonctionnant comme une seule unité. Par définition, les liens doivent représen-
ter une notion de "connectivité" entre les noeuds. Un choix réaliste consiste à utiliser
les régions d’un atlas de la matière grise comme noeuds et les fibres produites par la
tractographie comme liens.
Pour construire un connectome, il suffit donc d’avoir une série d’images pondé-
rées par diffusion et au moins une image anatomique (de préférence T1). Après avoir
appliqué les étapes de prétraitement appropriées, comme la correction des artefacts
de distorsion et le dé-bruitage, les images de diffusion sont utilisées pour ajuster
un modèle local de diffusion au choix. Le modèle choisi doit fournir les directions
principales de diffusion qui sont utilisées pour l’algorithme de tractographie. La trac-
tographie nous donne une approximation des chemins suivis par les faisceaux d’axones
du cerveau qui sont supposés comme connectant entre elles des zones de la matière
grise. La deuxième branche du pipeline consiste à diviser le cortex en sous-régions.
Un algorithme de segmentation de tissus est appliqué aux images anatomiques et les
voxels de matière grise sont détectés. Une méthode commune pour obtenir la par-
cellisation du cortex consiste recaler un atlas correspondant au type de connectome
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qui nous intéresse, par exemple les aires de Brodmann qui ont été définis par la cy-
toarchitecture de la matière grise [26] ou encore un atlas des gyrus et sillons [61]. Le
pipeline classique de construction de connectome est illustré dans la figure 6.1.
figure 6.1 – Schéma de construction du connectome à partir d’une image IRM T1 et
d’images pondérées par diffusion.
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6.1.2 Quantifier la Connectivité
L’étape la plus importante dans la construction du connectome est la définition
de la connectivité. Quels concepts semblent raisonnables ? Est-ce que la région A est
connectée à la région B ? Combien d’axones connectent A à B ? Quel est le diamètre
des axones entre A et B ? Si on approche la question d’un point de vue plus biolo-
gique, on pourrait s’intéresser à la vitesse de transmission d’impulsions électriques.
Cette vitesse pour un axone myélinisé est proportionnelle avec le diamètre [92, 188].
Ainsi, utiliser seulement le nombre d’axones ou le diamètre ne peut pas être suffisant.
Considérant la variance dans les diamètres d’axone dans un même faisceau de matière
blanche [116], il serait difficile d’estimer une valeur biologique comme la conductance
des fibres.
Dans le contexte de la diffusion, l’intersection entre les parcelles de matière grise et
le tractogramme nous donne essentiellement une partition des fibres de tractographie
en fibres entre région A et région B, fibres entre région A et région C, fibres entre
région B et région C, etc. Plusieurs approches s’offrent ici, comme compter les fibres
ou moyenner des cartes scalaires sur les fibres.
Compte de Fibre
Le compte de fibre (CF) est un choix de métrique de connectivité très rependu en
connectomique [103, 31]. Les fibres de tractographie sont comptées entre chaque paire
de régions du cortex et on applique un seuillage pour obtenir un graphe de cerveau
binaire. Le graphe binaire permet d’analyser le connectome avec les outils de la théorie
des graphes. Par contre, le choix du seuil est complexe et affecte fortement la densité
du graphe résultant. Les paires de régions avec un faible CF sont-elles réellement
connectées ? Est-ce un artefact de la tractographie ? Puisque cette incertitude existe,




L’utilisation de graphe pondéré est la progression logique à l’utilisation de mul-
tiples seuils sur la tractographie. Plusieurs approches de connectomique utilisent direc-
tement le CF comme poids de connectivité. Par contre, les densités et distributions de
fibres dans les tractogrammes sont biaisées par plusieurs effets reliés aux algorithmes
de tractographie [103, 78, 122]. On peut corriger certains de ces biais en utilisant
des versions modifiées du CF comme métrique de connectivité [49] mais il reste un
problème fondamental, la tractographie n’est pas vraiment quantitative [103, 94].
6.2 Tractographie
6.2.1 Biais de la Tractographie
L’IRM de diffusion est une modalité quantitative, on peut mesurer le coefficient
de diffusion apparent pour une orientation. Par contre, la tractographie dépend d’une
initialisation arbitraire de point dans le cerveau et suit de façon locale les orienta-
tions. Deux choix d’initialisation sont généralement utilisés ; l’initialisation dans la
matière blanche où l’on démarrera s fibres de tractographie dans chaque voxel d’un
masque de matière blanche et l’initialisation à l’interface où l’on démarrera s fibres de
tractographie dans chaque voxel de l’intersection entre un masque dilaté de matière
blanche et un masque dilaté de matière grise. Plusieurs biais de densité sont présents
pour les deux choix.
Volume du faisceau Pour l’initialisation dans la matière blanche, le volume
d’un faisceau vient directement modifié le CF. En effet, le nombre de points de trac-
tographie initialisés à l’intérieur du faisceau est linéaire avec le volume.
157
Chapitre 6. Connectivité
Aire de l’interface Pour l’initialisation dans l’interface, l’aire de l’interface du
faisceau vient directement modifié le CF. En effet, le nombre de points de tractogra-
phie initialisés au début du faisceau est linéaire avec l’aire. L’aire de l’interface est
corrélée au volume du faisceau.
Longueur du faisceau La longueur d’un faisceau vient affecter de plusieurs
façons le CF. La longueur affecte la densité de point de tractographie initialisé pour
l’initialisation dans la matière blanche, puisque la longueur est corrélée avec le volume.
En même temps, les longs faisceaux sont plus difficiles à suivent puisqu’ils présentent
plus d’occasions pour dévier.
Courbure du faisceau La courbure du faisceau affecte le CF. Les algorithmes de
tractographie ont souvent un critère de courbure maximale pour maintenir la régula-
rité des fibres et éviter les retours sur elle-même. Par contre, un faisceau pourrait être
naturellement plus courbé que ce critère et la tractographie ne pourrait pas suivre ces
orientations. La résolution de l’IRMd ne permet pas toujours de bien définir l’orien-
tation dans un voxel qui contient de la courbure.
Discrétisation du masque Le masque utilisé pour définir la zone de tractogra-
phie, souvent une segmentation discrète de la matière blanche, affecte le CF. Les très
petits faisceaux peuvent presque disparaître si les effets de volume partiel ont causé
la segmentation à éroder un peu la matière blanche du masque. Les algorithmes de
tractographie ont souvent un critère d’arrêt qui stoppe et rejette une fibre qui sort
du masque avant d’atteindre la matière grise. La discrétisation du masque peut aussi
faire des effets d’escalier qui nuisent aux faisceaux courbés [78].
Croisement de fibres Les croisements dans un faisceau, causé par une sépara-
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tion du faisceau ou par d’autres faisceaux le croisant, affectent le CF. La tractographie
ne peut pas faire la distinction entre des configurations de croisement et de chevau-
chement ou d’effleurage.
figure 6.2 – Expérience simpliste qui démontre certains des biais de tractographie.
Une tractographie probabiliste simple a été appliquée à 360 jeux de données Phanto-
mas. Chaque fantôme est composé d’un seul faisceau de fibres de longueur et de rayon
différent. La courbe des faisceaux est générée à partir d’un arc de cercle de courbure
(angle centrale) différent. Les graphes rapportent le nombre de fibres de tractogra-
phie qui traverse le faisceau complètement par rapport au nombre d’initialisations,
moyenné pour chaque paramètre.
On peut corriger facilement les biais de volume de faisceau ou d’aire d’interface
en normalisant par le nombre de nombre de points de tractographie initialisés par
faisceau. De même, on peut normaliser les valeurs de CF par la longueur des faisceaux
[84, 49]. Les problèmes associés aux questions de croisement de fibres sont par contre
beaucoup plus complexes et causent potentiellement des fausses connexions, c’est-
à-dire des fibres de tractographie connectant des régions du cortex entre lesquelles
n’existe aucune connexion axonale [103].
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6.2.2 Fausses Connexions en Tractographie
La tractographie tente d’approximer la trajectoire parcourue par un faisceau de
matière blanche en intégrant discrètement une approximation de sa tangente, l’orien-
tation de la direction maximale de la diffusion [103]. La précision de l’estimation de
l’orientation est affectée par le SNR de l’acquisition et par la résolution. Il n’est donc
pas surprenant qu’il y ait un grand nombre de fausses connexions en tractographie.
L’atelier Tractography Challenge at the diffusion study group meeting 2 à la confé-
rence International Society for Magnetic Resonance in Medicine 2015 proposait un
jeu de données intéressant pour évaluer l’étendue des fausses connexions en tractogra-
phie. Les données de diffusion haute résolution d’un sujet sain HCP 3 ont été utilisées
pour calculer un tractogramme très dense. Un expert radiologiste a segmenté dans
la tractographie 25 faisceaux de fibre majeurs en utilisant leur définition anatomique
acceptée dans la littérature. Les 25 faisceaux comprenaient des fibres d’associations,
de projections et des fibres commissurales, dont l’ensemble couvrait plus de 70% de la
matière blanche. L’ensemble des fibres segmentées a ensuite été utilisé pour créer un
modèle synthétique IRM avec Fiberfox (sec. 2.3.2). Les données résultantes imitent
ainsi la structure complexe d’un cerveau (voir figure 6.3). Les données IRMd ont été
simulées avec des conditions cliniques typiques incluant des artefacts comme le bruit
thermique, inhomogénéité du champ principal et mouvement de la tête. Vingt groupes
de recherche ont soumis un total de 96 tractogrammes dans le cadre de l’atelier de
conférence. Ces tractogrammes ont été générés avec un large éventail de pipelines
état-de-l’art, incluant des techniques de correction d’artefacts, de débruitage, d’es-
timation locale, de tractographie et de segmentation automatique et manuelle. Les
tractogrammes ont d’abord été évalués par le Tractometer (sec. 2.3.2) puis une ana-





figure 6.3 – Schéma des étapes de génération des données de l’atelier Tractography
Challenge at the diffusion study group meeting à la conférence International Society
for Magnetic Resonance in Medicine 2015. Image adaptée de [122].
Parmi les 96 tractogrammes, on retrouve de façon consistante les 64 mêmes fais-
ceaux d’apparence et de densité plausible, dont 23 font partie des 25 faisceaux "exis-
tants" dans le jeu de données. En moyenne, les soumissions avaient 36% des fibres
en dehors des faisceaux valides et les tractogrammes contenaient environ 4 fois plus
de faisceaux invalides que valides. L’analyse a révélé plusieurs voxels qui agissaient
comme goulot d’étranglement pour les tractographies, des régions de moins de 10
voxels où jusqu’à 5 faisceaux se croisaient. Parmi les 41 faisceaux invalides robustes,
on retrouve des faisceaux existants dans le cerveau mais non inclus dans la simulation,
qui sont ainsi donc parfaitement supportés par l’intersection des quelques faisceaux
[122].
6.2.3 Reproductibilité Test-Retest
Les sections précédentes ont mis en évidence la difficulté d’interprétation des fais-
ceaux découverts par la tractographie. Par contre, la reproductibilité du CF sur un
jeu de données test-retest est suffisante pour facilement différentier les connectomes
intra-sujets des ceux inter-sujets [28, 79].
Il faut reconnaître que les biais et effets présentés sont plutôt causés par la "géo-
métrie" des champs de direction provenant de la diffusion et l’approche locale des
algorithmes de tractographie. Les faisceaux ont simplement différents degrés de faci-
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lité à être récupérés par la tractographie [122]. En pratique, quand une étude requiert
la tractographie de petites fibres ou de fibres très courbées comme le fornix [149] ou
les boucles de Meyer [44, 155], on augmente fortement le nombre de fibres de tracto-
graphie initialisée jusqu’à obtenir une densité acceptable et on modifie les paramètres
de tractographie pour être extrêmement permissif et on filtre ensuite toutes les autres
fibres créées.
Différence de Compte de Fibre
Pour étudier la distribution des valeurs de CF, nous avons utilisé une cohorte de
11 jeunes adultes sains volontaires ayant subi chacun 3 acquisitions d’IRMd [144].
Nous avons utilisé un algorithme de tractographie conçu pour minimiser les biais
de longueur de faisceaux, de discrétisation de masque et de courbure [78]. Quatre
tractogrammes d’environ 1M de fibres ont été calculés pour chaque acquisition : ap-
proche déterministe et approche probabiliste de choix de direction de propagation de
tractographie, avec les deux types d’initialisation de points de tractographie. Chaque
tractogramme a été utilisé pour calculer les différents connectomes résultants du CF
et des normalisations i) par aire de l’interface, ii) longueur de fibre, iii) volume de
faisceau et iv) toutes leurs combinaisons. La parcellisation de la matière grise en 150
parcelles a été obtenue avec l’atlas Destrieux [61].
Tous les connectomes démontraient une distribution de loi de puissance dans les
valeurs de connectivité, avec en moyenne 30% de la somme des poids de connectivité
concentrés sur le 1% de faisceaux de plus forte connectivité et avec en moyenne 85%
de la somme des poids de connectivité concentrés sur le 10% de faisceaux possibles de
plus forte connectivité. Nous avons moyenné entre eux, faisceau par faisceau, tous les
triplets de connectomes test-retest provenant d’un même sujet, algorithme et norma-
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lisation. Nous avons calculé l’écart type, faisceau par faisceau, entre les 3 connectomes
et le connectome moyen pour avoir la distribution des déviations test-retest de CF
et métriques associées. Pour tous les connectomes, les déviations étaient fortement
corrélées avec la force de connectivité des faisceaux (voir fig. 6.4).
figure 6.4 – Deux exemples de nuage de points (Valeur de CF, Déviation CF) sur deux
sujets différents. À gauche, direction probabiliste avec initialisation dans la matière
blanche (Pearson r = 0.827, Kendall τ = 0.832, Spearman r = 0.963). À droite, direc-
tion déterministe avec initialisation interface (Pearson r = 0.870, Kendall τ = 0.819,
Spearman r = 0.958). On note qu’une absence totale de corrélation (une variance
constante dans les mesures de connectivité) serait exprimée sur ce graphe par une
ligne horizontale des points.
6.3 Discussion
Les métriques issues du compte de fibre de tractographie ne semblent pas être de
bons candidats comme métrique de connectivité structurelle. Le CF semble mieux se
prêter à une interprétation de probabilité de connexion de tractographie
Imaginons une expérience de connectomique différente ; on choisit un seul point A
de l’interface entre la matière grise et matière blanche et on y initialise une énorme
quantité de points de tractographie. On considère un algorithme de tractographie
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simple qui choisit les directions de façon probabiliste autour de la direction princi-
pale. Chaque fibre de tractographie est initialisée avec exactement le même état et
les différences dans la propagation des fibres sont entièrement causées par la nature
probabiliste des pas de tractographie. Si on suppose un nombre suffisamment grand
de fibres initialisées en A, on peut explorer complètement tous les "chemins" qui existe
dans la géométrie des ODFs et masque donné, en fonction des paramètres de trac-
tographie et de l’emplacement du point initial A choisie. On observe les points où
les fibres qui atteignent l’interface terminent et on peut calculer un connectome de
compte de fibre de A vers "tous" les points de l’interface. Pour un certain point final
B, la valeur de CF à ce point divisé par le nombre total de fibres aillant terminés
(i.e. le ratio du compte de fibre) correspond exactement à la probabilité qu’une fibre
de tractographie connecte A à B par n’importe quel chemin raisonnable (les critères
d’exclusion de tractographie et de courbure maximale devraient contraindre considé-
rablement les chemins possibles). Cette valeur caractérise donc à elle seule tout le
processus de tractographie entre A et B, incluant l’intégration de tous les biais pré-
sentés. On peut voir le connectome résultant comme une réalisation d’une variable
aléatoire multinomiale qui aurait comme poids les ratios du compte de fibre. En effet,
chaque nouvelle fibre initialisée se propagera vers un des points terminaux possibles
avec probabilité égale à ce ratio. Cette probabilité peut aussi être interprétée comme
le "coefficient de facilité" de tractographie du chemin entre A et chaque point final.
L’interprétation multinomiale est aussi cohérente avec la nature corrélée des dévia-
tions de CF observées.
L’expérience de connectomique décrite n’est pas aussi irréaliste qu’elle semble. Si
on relaxe la définition de A comme étant une petite région comme un seul voxel, on
peut reproduire l’effet d’avoir toutes les initialisations dans le même état initial, de
plus, si on fait abstraction de l’interpolation des ODFs, la résolution du champ de
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direction est au niveau du voxel. On pourrait aussi relaxer la définition des points
terminaux comme étant de petites parcelles de l’interface. Avec des parcelles suffisam-
ment petites, toutes les fibres qui finissent dans une même parcelle ont très probable-
ment emprunté le même "chemin" approximatif dans la matière blanche puisque les
initialisations étaient exactement les mêmes et les critères et paramètres de tractogra-
phie devraient empêcher deux fibres de pouvoir finir au même endroit si elles avaient
divergé fortement. Dans ce cadre relaxé, l’ensemble de tous les chemins raisonnables
qui commencent en A est considérablement plus tractable. Avec N parcelles finales,
on peut le définir comme N "tubes" déformés qui se chevauchent. On peut interpréter
un de ces "tubes" reliant A à B comme un sous-volume de la matière blanche à l’in-
térieur duquel les fibres peuvent rejoindre B. Les N "tubes" sont empilés près de A et
divergent ensuite vers leurs parcelles finales. Une fibre en processus de tractographie
ne peut que finir vers une des parcelles qui correspondent à un des "tubes" qui est
encore empilé sur la position actuelle de la fibre et ce nombre diminue au fil de la
progression de cette fibre. L’interprétation du compte de fibre comme une fonction
de la "géométrie" des faisceaux est frappante dans ce cadre. Si on se rappelle les gou-
lots d’étranglement présents dans le cerveau, les facteurs qui influencent fortement
ces "tubes" sont des propriétés d’apparence simple comme leur aire de coupe, leur
volume, le nombre d’intersections avec d’autres chemins ou leur courbure. Il serait
peut-être possible d’apprendre à prédire le "coefficient de facilité" entre A et B pure-
ment avec des caractéristiques de la géométrie du chemin entre eux, permettant ainsi
de prédire le compte de fibre sans tractographie. Cela serait un très fort indicateur
de l’incapacité de la tractographie à représenter une notion de force de connectivité.
On peut tenter d’approximer ces "tubes" de matière blanche (voir figure 6.5) à
partir d’un point d’initialisation et d’une liste de régions de terminaisons. On extrait
des caractéristiques simples de chaque chemin de la matière blanche qui pourront être
utilisées pour modéliser le coefficient de facilité de tractographie des faisceaux pour
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figure 6.5 – (Haut) Exemple de données Phantomas utilisées pour apprendre à estimer
le "coefficient de facilité" de faisceau. On approxime les chemins possibles à travers la
matière blanche entre une parcelle initiale et chaque parcelle finale possible. Certaines
parcelles sont considérées comme inatteignables. (Bas) On approxime le "tubes" de
chaque chemin possible c’est-à-dire la région de matière blanche qui peut mener vers
la parcelle en question. On extrait des caractéristiques simples à partir de ces "tubes".
l’algorithme de tractographie utilisé. Tout comme la figure 6.2 nous montre grossiè-
rement l’existence de relation simple entre le CF et certain paramètre des faisceaux,
les coefficients de facilité de tractographie seront fonctions des caractéristiques géo-
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métriques simples des faisceaux. On tentera d’apprendre cette relation à partir de
nombreux tractogrammes générés puisque CF est proportionnel au coefficient de faci-
lité (par la distribution multinomiale des CF, présenter précédemment). Le but final
étant d’avoir une fonction permettant de comparer la difficulté relative de chaque pair
de faisceau et ainsi déterminer la distribution des CF à partir de la géométrie d’un
jeu de données IRM.
6.4 Conclusion
La tractographie est un outil très utile pour approximer les chemins parcourus
par les faisceaux de matière blanche. On l’utilise pour construire le connectome qui
est utile pour étudier les pathologies du cerveau d’un point de vue de réseaux. Par
contre, quantifier la connectivité est un problème ouvert et la distribution des fibres de
tractographie est biaisée. Si on regarde uniquement la tractographie, on peut générer
plusieurs fois plus de faux positifs que de résultats. D’un autre côté, beaucoup de ces
faux positifs sont robustes, les algorithmes de tractographie qui ne font qu’explorer
pas à pas les directions d’ODF arrivent à retrouver ces chemins. Il semble y avoir une
forte différence entre la facilité de tractographie dans certain faisceaux par rapport à
d’autres. Si on pousse ce raisonnement à l’extrême, on peut définir idéologiquement






Nous avons présenté dans cette thèse plusieurs méthodes d’estimation locale de
la diffusion qui permettent d’inférer les orientations de la matière blanche ainsi que
d’autres propriétés des tissus. Le choix de modèle local détermine le type d’informa-
tion qui sera estimable et est limité par l’échantillonnage de l’espace-q disponible.
Nous avons présenté dans cette thèse une étude des paramètres du DSI pour amé-
liorer la qualité de la tractographie et de la connectivité globale sans augmenter les
coûts d’acquisition. L’acquisition comprimée est une technique qui permet d’accélé-
rer l’acquisition en permettant le sous-échantillonnage. Nous avons démontré dans
cette thèse une application du l’acquisition comprimée pour le DSI. Ce travail rend
plus accessible l’estimation du propagateur de diffusion à partir d’acquisition type
clinique. Cette thèse introduit aussi pour la première fois (au meilleur de nos connais-
sances) le concept de facilité de tractographie comme une caractéristique spécifique
à un faisceaux de fibre, quantifiable et modélisable.
Perspectives
Choix du type d’échantillonnage de l’espace-q
Le choix du type d’acquisition de l’espace-q est un aspect important de la plani-
fication d’une acquisition IRMd. Les acquisitions sphériques populaires limitent les
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modèles locaux applicables et ne permettent donc pas l’estimation de l’EAP. De nos
jours, les techniques de modélisation de l’état-de-l’art qui nécessitent des acquisitions
à multiple b-value sont moins gourmandes et estiment l’EAP de façon acceptable avec
environ 100 échantillons répartit sur 3 b-values. Les données publiques hautes qualités
comme celle de l’initiative HCP ont plusieurs b-values et on peut espérer que de plus
en plus les nouveaux jeux de données seront acquis de cette façon.
Utilisation de la théorie de l’acquisition comprimée en IRMd
La théorie de l’acquisition comprimée permet d’accélérer les temps d’acquisition
en IRM de diffusion en réduisant le nombre total d’échantillons de l’espace-q néces-
saire à l’application d’un modèle local. Cette contrainte temporelle était au coeur de
la recherche de la communauté de modélisation au cours des quelques dernières an-
nées et tous cherchaient à combler l’écart entre les acquisitions de type clinique (peu
de direction et une seule b-value) et les besoins des techniques locales de l’état-de-l’art
qui permettent d’obtenir l’EAP. Les améliorations considérables des techniques et al-
gorithmes d’imagerie parallèle de l’espace-k ont ralenti l’ardeur de la communauté. En
particulier, le Simultaneous Multi-Slice [164] peut accélérer l’acquisition d’un facteur
de 2 ou 3 pour les acquisitions à haute b-value (haut TE) presque gratuitement en
terme de SNR. De plus, les modèles locaux comme MAPMRI et SHORE-3D arrivent à
égaliser les performances du DSI avec ~30% moins d’échantillons et produisent encore
des résultats acceptables avec ~60% moins [129]. Il est aussi de plus en plus commun
d’utiliser des contraintes de parcimonie dans la formulation de la reconstruction lo-
cale sans explicitement référer à la théorie de l’acquisition comprimée. En effet, la
théorie de base de l’acquisition comprimée nous donne des conditions suffisantes pour
garantir la reconstruction avec probabilité astronomique mais les bornes théoriques
prouvées sont beaucoup plus faibles que celles observées en pratique [65], ce qui per-
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met d’espérer dans le futur de plus en plus d’applications simples de l’acquisition
comprimée.
Connectivité en connectomique
Le domaine de la connectomique est en expansion et de plus en plus de problèmes
reliés à la neuroscience sont approchés avec des graphes de cerveau. Les méthodes
qui construisent le connectome à partir d’un tractogramme binarisé ont connu du
succès dans l’étude de pathologies et de maladies neurodégénératives. Naturellement,
le domaine commence à utiliser l’information entière de la tractographie pour calculer
des poids de connectivité à partir des comptes de fibres. Le lien entre le compte de
fibres et la notion de force de connexion nerveuse est douteux au mieux. Il y a trop
de biais géométriques et topologiques dans le compte de fibres par rapport à ce qui
est observé en compte d’axones en histologie [104]. Il faut étudier plus en détail le
compte de fibres pour éviter une répétition du phénomène "FA = WM integrity".
Filtrage de tractogramme
Une avenue qui semble intéressante pour utiliser la tractographie quantitative-
ment est l’utilisation de méthodes de filtrage comme SIFT2 [169] ou COMMIT [52].
COMMIT pondère les fibres de tractographie selon leurs contributions au signal intra-
axonal mesuré. Ainsi, sous l’hypothèse où l’optimisation arrive à éliminer les fausses
fibres de tractographie, le résultat serait un tractogramme où chaque fibre de trac-
tographie correspond à un volume quantifiable d’axone. Par contre, en pratique, la
méthode sert plutôt à réguler la densité des fibres et à éliminer les faisceaux aber-
rants non-dense. Les limitations des modèles à compartiments utilisés pour estimer
le volume des fibres, la résolution des données de diffusion et l’existence de faux fais-
ceaux denses cohérents avec les données autant que de vrais faisceaux parfaitement
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superposés à quelques faisceaux existants (telle que discutés à la section 6.2.2 semble
rendre le problème fondamentalement mal posé au sens d’Hadamard. Il faut plutôt
voir la technique comme une régularisation spatiale complexe des fibres.
Coefficient de facilité de tractographie
Fondamentalement, il est clair que la densité des fibres de tractographie qui
connecte deux points du cerveau est fortement affectée par le choix d’algorithmes
de tractographie, de paramètre de tractographie et par ce qu’on considère comme des
biais de tractographie. Quand on considère un algorithme aussi gourmand et local
que les algorithmes de tractographie à pas discret, il est clair que les goulots d’étran-
glement et autres zones de croisement sont les principales coupables du problème de
faux faisceaux denses. Il semble raisonnable de vouloir quantifier le fait que certain
"chemin" dans la matière blanche sont plus improbables que d’autres, plus difficile
pour l’algorithme. De cette pensée naît naturellement le concept de coefficient de fa-
cilité de tractographie associé à chaque faisceau comme caractéristique quantifiable
et modélisable selon la géométrie du jeu de données. Si on définit tous les chemins
de la matière blanche possible comme des sous-volumes tubulaires, on peut extraire
des caractéristiques simples de ces tubes. On peut ensuite apprendre une fonction qui
prédit le ratio de facilité entre deux faisceaux d’un même jeu de données à partir du
compte de fibre de tractographie (avec un très grand nombre d’initialisations). Une
telle fonction permettra de prédire la distribution des fibres de tractographies dans
les chemins possibles d’un jeu de données nouvelles. Ce modèle est intéressant pour




Les méthodes développées au cours de cette thèse ont été implémentées en Python
et font partie de la bibliothèque du SCIL appelée scilpy. Les améliorations au DSI
présentées dans le chapitre 3 ont été implémentées dans dipy, une bibliothèque de
logiciels d’IRM de diffusion [74]. Cette thèse a aussi mené à des contributions au
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