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AbstractWe develop an analytic perturbation theory for eigenvalues with finite mul-
tiplicities, embedded into the essential spectrum of a self-adjoint operator H. We assume
the existence of another self-adjoint operator A for which the family Hθ = e
iθAHe−iθA
extends analytically from the real line to a strip in the complex plane. Assuming a
Mourre estimate holds for i[H,A] in the vicinity of the eigenvalue, we prove that the
essential spectrum is locally deformed away from the eigenvalue, leaving it isolated and
thus permitting an application of Kato’s analytic perturbation theory.
—————————————————————————————————————
1. Introduction
The investigation of the essential spectrum of a self-adjoint operator via spectral defor-
mation techniques goes back to two papers by Aguilar–Combes and Balslev–Combes,
see [1] and [2]. The starting point of the whole theory is the behavior of the Laplace
operator under dilations. We define the unitary group of dilations on L2(Rd) by
U(θ)ψ(x) = e
d
2
θψ(eθx) for θ ∈ R.
Under conjugation with U(θ) the Laplace operator transforms into
U(θ)∆U(θ)−1 = e−2θ∆.
∗Partially supported by the Lundbeck Foundation and the DFG via Graduiertenkolleg 1838
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Thus, the spectrum of e−2θ∆ is a half-line starting at 0 which has an angle of −2Im(θ)
to the real line. The observation by Aguilar and Combes was that for certain one-body
potentials V , the essential spectrum of the Schro¨dinger operator H = −∆+ V exhibits
the same behavior, when conjugated with U(θ).
This idea is generalized by Balslev and Combes to the situation of many-body Schro¨-
dinger operators. After dilation, the essential spectrum consists of multiple half-lines,
one starting at each threshold (eigenvalue of a subsystem Hamiltonian) protruding into
the complex plane at a common angle 2 Im θ. Any non-threshold embedded eigenvalue
will remain on the real axis, as an isolated eigenvalue of finite rank for which Kato’s
analytic perturbation theory applies [17].
The class of (pair-)potentials for which this strategy works are called dilation analytic.
The theory of dilation analytic potentials and its application to quantum mechanics is
summed up in [25]. The method has been refined to include potentials that may be
locally singular using so-called exterior complex scaling, which is needed to treat e.g.
Born-Oppenheimer molecules [28].
In the paper [15], Hunziker and Sigal considered an abstract setup, where the uni-
tary group U(θ) is, in principle, arbitrary and allowing for an analytic extension of
Hθ = U(θ)HU(θ)
∗ into a strip around the real axis. Supposing that the continuous
spectrum is locally deformed down into the lower half-plane, when Im θ > 0, leaving
behind only isolated eigenvalues with finite rank Riesz projections, Hunziker and Sigal
show that there is a one-one correspondence between embedded eigenvalues of H and
real eigenvalues of the deformed Hamiltonian Hθ, in the region where the essential spec-
trum has been cleared away. This in turn permits an application of Kato’s analytic
perturbation theory for isolated eigenvalues of finite multiplicity, thus enabling an ana-
lytic perturbation theory of embedded eigenvalues as well as an analysis of resonances
(poles of the resolvent are complex eigenvalues of the deformed Hamiltonian).
In the present paper, we provide a natural set of abstract conditions on a pair of
self-adjoint operators H and A that ensures a local – in energy – deformation of the
essential spectrum of Hθ, leaving embedded eigenvalues isolated behind. Here A drives
the unitary group U(θ) = eiθA. Together with the results of [15], this allows for an
analytic perturbation theory of ‘non-threshold’ embedded eigenvalues. In fact, exterior
complex scaling may be viewed as an example of our general result. We note that there
are refinements of exterior scaling that does not fit into our framework, where U(θ) is
not a group [14].
To elucidate the role of the Mourre estimate in the theory of analytic deformations,
it is useful to expand Hθ as a formal power series:
Hθ = e
iθAHe−iθA = H − θi[H,A] + θ
2
2!
i2[[H,A], A] − · · · (1)
In fact, we shall in Subsect. 2.1 make sense out of this series strongly on D(H).
Suppose λ0 ∈ R is an (embedded) eigenvalue of H. Based on the expansion (1), it is
reasonable to expect that a Mourre estimate
i[H,A] ≥ e− CE(|H − λ0| ≥ κ)〈H〉 −K (2)
2
will force the essential spectrum of Hθ with Im θ > 0 down into the lower half-plane,
at least near λ0. Here, as usual, e, κ,C > 0 and K is a compact operator. The use
of commutator estimates of this form goes back to Mourre [21]. The compact error in
the Mourre estimate leaves room for finitely many eigenvalues to stay behind. In fact,
λ0 will stay behind, but resonances – eigenvalues with negative imaginary part – may
appear as well. Exploiting the Mourre estimate in conjunction with the series (1) is not
new, cf. e.g. [4, 16].
The main difficulty in establishing the spectral picture discussed in the preceding
paragraph, comes from the fact that Hθ is not (in general) normal when Im θ 6= 0. In
Subsect. 2.2, we assume a Mourre estimate and perform a Feshbach analysis to study
the structure of the essential spectrum of Hθ. This puts us in a position to invoke [15].
In Subsect 2.3, we employ Kato’s analytic perturbation theory, to conclude a theorem
on analytic dependence on parameters of embedded eigenvalues of H.
The main result of this paper, Theorem 2.13, may be summed up succinctly as follows:
Let H,A be a pair of self-adjoint operators. Put Hθ = e
iθAHe−iθA for θ ∈ R, and assume
• ∀ψ ∈ D(H), the map R ∋ θ → Hθψ (is well-defined and) extends to an analytic
function in a strip around the real axis.
• A Mourre estimate is satisfied for the pair H,A in the vicinity, energetically, of an
eigenvalue λ0 of H.
Then, for θ with Im θ > 0 not too large, we have
σess(Hθ) ∩
{
z ∈ C ∣∣ Im z > −e′ Im θ/2, |Re z − λ0| < κ′} = ∅.
Here 0 < e′ < e and 0 < κ′ < κ plays a role similar to e and κ in (2). Apart from the
two main conditions itemized above, we have to impose some technical conditions on
the pair H, A in order for the analysis to go through.
Combining our main result, Theorem 2.13, with Hunziker-Sigal [15] and Kato [17],
yields an analytic perturbation theory for embedded ‘non-threshold’ eigenvalues, summed
up in Theorems 2.19 and 2.21.
In Section 3, we apply our analysis to two-body dispersive systems with real analytic
one-body dispersion relations and a ‘dilation analytic’ pair interaction. Such a system
is translation invariant, and we study the analytic dependence of possible embedded
non-threshold eigenvalues on total momentum.
The underlying motivation for this work in fact stems from three-body scattering
for dispersive systems. While there are several unresolved issues surrounding scattering
theory for three-body dispersive systems, one of them arises when dealing with scattering
channels consisting of one incoming/outgoing free particle and one incoming/outgoing
bound two-particle cluster. The free dynamics of the two-particle cluster is governed by
an effective dispersion relation, which is in fact an eigenvalue of the two-body subsystem
as a function of the total momentum of the two-particle cluster. If one cannot rule
out the existence of embedded eigenvalues, then knowing that such effective dispersion
relations are real analytic would allow one to argue that the associated threshold energies
3
are nowhere dense. We can only say something about non-threshold energies, but that
should in principle suffice, since the threshold set of two-body systems is well understood.
To conclude this introduction we discuss two examples. A trivial case of an operator
which admits a band of embedded eigenvalues depending real-analytically on a parameter
is provided in the following example.
Example 1.1 ([7]). Let H0 = ∆
2 as an operator on H4(Rd). Let f ∈ C∞0 (Rd) be
nonnegative, f ≥ 0.
Then, for any ξ > 0 and since (−∆ + ξ)−1 is positivity improving, we have u(ξ) =
(−∆+ ξ)−1f is Schwartz class and strictly positive everywhere.
Put
V (ξ) = − 1
u(ξ)
(−∆− ξ)f ∈ C∞0 (Rd).
Then
V (ξ)u(ξ) = −(−∆− ξ)f = −(−∆− ξ)(−∆+ ξ)u(ξ) = −∆2u(ξ) + ξ2u(ξ).
Hence (H0+V (ξ))u(ξ) = ξ
2u(ξ) and consequently, H(ξ) = H0+V (ξ) has an embedded
eigenvalue at the energy E = ξ2.
One can choose to read V (ξ) as a function of ξ > 0. The associated family of operators
H(ξ) = ∆2+V (ξ) will now have a persistent (real analytic) band of embedded eigenvalues
E(ξ) = ξ2.
Since the strategy of the paper is to transform the Hamiltonian into a non-self-adjoint
operator with receding essential spectrum in the area of interest, the question whether or
not our assumptions are too strong arises. In particular, one could be tempted to hope
that the minimal requirements of Kato’s theory are sufficient. This however is not the
case, since the following example illustrates that one cannot expect the usual conclusions
of Kato to hold true, when one considers the behavior of embedded eigenvalues of self-
adjoint operators under analytic perturbations. We recall from Kato [17] that for one-
parameter holomorphic families of self-adjoint operators, isolated eigenvalues of finite
multiplicity may split up while locally preserving total multiplicity and forming real
analytic branches that (suitably ordered) are real analytic through crossings. For non-
normal holomorphic families it is only the algebraic multiplicity that is locally conserved
(in C), and eigenvalue branches may have at most algebraic singularities at crossings.
Example 1.2. Let H = L2(R2)⊕ C and define
H(ξ) =
(−∆− ξ21[|x| ≤ 1] 0
0 0
)
with domain H2(R2)⊕ C. There exist ρ > 0, such that For ξ ∈ R with 0 < |ξ| < ρ, the
operator −∆ − ξ21[|x| ≤ 1] has a unique eigenvalue λ(ξ), which is simple and depends
real analytically on 0 < |ξ| < ρ. See [27]. We may extend λ to a continuous function
on (−ρ, ρ) by setting λ(0) = 0. Hence, for ξ ∈ (−ρ, ρ), σpp(H(ξ)) = {λ(ξ), 0} and
ξ → H(ξ) is clearly analytic of Type (A). We observe two things: (I) At ξ = 0, there
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is a single simple eigenvalue λ = 0. But we have two branches of eigenvalues coming
out for ξ 6= 0. That is, the total multiplicity of the eigenvalue cluster is not upper semi-
continuous. (II) The lower of the two eigenvalue branches ξ → λ(ξ) does not continue
analytically through ξ = 0, nor does it have an algebraic singularity at ξ = 0, more
precisely; |λ(ξ)| ≤ e−(aξ2)−1 for some a > 0, cf. [27]. For a closely related example,
see [11, p. 585].
Acknowledgement: The authors thank an anonymous referee on an earlier version
of this manuscript, who observed that one of our assumptions – now removed – from
Section2.2 was superfluous.
2. General Theory
2.1. Generalized Dilations
In this subsection H and A denote two self-adjoint operators on a complex separable
Hilbert space H. The inner product 〈·, ·〉 is assumed linear in the second variable and
conjugate linear in the first variable. We associate to an (unbounded) operator T with
domain D(T ), its graph norm ‖ψ‖T = ‖Tψ‖+‖ψ‖, as a norm on the subspace D(T ). We
shall frequently, for self-adjoint T , exploit the easy estimate 12‖ψ‖T ≤ ‖(T+i)ψ‖ ≤ ‖ψ‖T .
We work throughout Section 2 under the following condition:
Condition 2.1.
1. Abbreviating U(t) = eitA for t ∈ R, we assume U(t)D(H) ⊂ D(H) for all t ∈ R
and
∀ψ ∈ D(H) : sup
|t|≤1
‖HU(t)ψ‖ <∞.
2. The quadratic form on D(H) ∩D(A)×D(H) ∩D(A) given by
(ψ,ϕ) 7→ 〈Hψ,Aϕ〉 − 〈Aψ,Hϕ〉
is continuous w.r.t. the norm ‖(ψ,ϕ)‖H := ‖ψ‖H + ‖ϕ‖H .
3. There exists R > 0 such that for any ψ ∈ D(H), the map
R ∋ t 7→ Htψ := U(t)HU(−t)ψ
extends to a strongly analytic H-valued function {Hθψ}θ∈SR , where
SR :=
{
z ∈ C ∣∣ |Im(z)| < R}. (3)
This defines a collection of linear operators {Hθ}θ∈SR with domain D(H).
4. For Hθ defined above, note that Hθ(H+i)
−1 ∈ B(H) by the closed graph theorem.1
We suppose that
M := sup
θ∈BC
R
(0)
‖Hθ(H + i)−1‖ <∞.
1
Hθ is closable, since Hθ¯ ⊂ H
∗
θ .
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Remarks 2.2. 1. The Conditions 2.1.1 and 2.1.2 go back to Mourre [21] and are
equivalent to saying that H is of class C1(A) with commutator [H,A]◦ bounded
as an operator from D(H) into H. See [19, Prop. B.11].
2. Another consequence of Conditions 2.1.1 and 2.1.2 is the density of D(H) ∩D(A)
in both D(H) and D(A), equipped with their respective graph norms. See [19,
Lemma. B.10].
3. It suffices that the map θ 7→ Hθψ extends from (−R,R) to BCR(0) in order to
obtain an extension into SR. Indeed, since we assume that U(t)D(H) ⊂ D(H),
the composition HθU(t) makes sense on D(H) for all θ ∈ BCR(0). Let t ∈ R and
θ ∈ (t−R, t+R), then
Hθψ = U(t)Hθ−tU(−t)ψ
extends from (t − R, t + R) to an analytic function on BCR(t) for all ψ ∈ D(H).
Sliding t along the real axis produces an analytic continuation of Hθψ to the whole
strip SR.
We recall from [17] that if U ⊂ C is open then a family {Tθ}θ∈U of closed operators is
said to be analytic of Type (A) if the domain of Tθ does not depend on θ and the map
U ∋ θ → Tθψ is analytic for any ψ in the common domain. If U ⊂ Cd, then {Tθ}θ∈U is
said to be analytic of Type (A), if it is separately analytic of Type (A) in each of its d
variables.
Lemma 2.3. Assume Conditions 2.1.1 and 2.1.2. The following holds:
1. For any ψ ∈ D(H), θ ∈ C and m ∈ N, we have ψm(θ) := e−A2/(2m)+iθAψ ∈ D(H).
2. If θ ∈ R, we have limm→∞ ψm(θ) = U(θ)ψ in the topology of D(H). In particular
(θ = 0), the set of vectors in D(H) that are analytic vectors for A are dense in
D(H).
3. For all ψ ∈ D(H) and m ∈ N, the map θ → Hψm(θ) is entire.
Proof. Put ψm(θ) = e
−A2/(2m)+iθAψ. Using the Fourier transform, we may write
ψm(θ) =
√
m
2π
e−mθ
2/2
∫
R
e−mt
2/2+mθtU(t)ψ dt.
Note that for anym ∈ N, the integral converges absolutely inD(H), since ‖U(t)ψ‖D(H) ≤
ec|t|, for all t ∈ R, where c > 0 is some constant. This is a consequence of Condition 2.1.1
and implies 1.
Let θ ∈ R. To show that ψm(θ)→ U(θ)ψ in D(H), it suffices to argue that Hψm(θ)→
HU(θ)ψ in H. Since U(θ)ψ ∈ D(H) for real θ, it suffices to prove this with θ = 0. Here
we observe that √
m
∫
|t|≥1
e−mt
2/2U(t)ψ dt→ 0,
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due to the estimate ‖U(t)ψ‖D(H) ≤ ec|t| from before. Furthermore, the estimate
‖(HU(t)− U(t)H)ψ‖ = ‖(H−t −H)ψ‖ ≤ C|t|, (4)
valid for |t| ≤ 1 with some C > 0, follows from Condition 2.13 and finally yields 2.
We now establish 3. Since the map θ → ψm(θ) is entire it suffices, by Vitali-Porter’s
theorem, to show that n‖H(H + in)−1ψm(θ)‖ is bounded locally uniformly in θ ∈ C.
But this follows easily from the estimates already invoked above.
It turns out that under the assumption in Condition 2.1.1, the remaining three items
are equivalent to the statement that all iterated commutators of H with A are H-
bounded and satisfy a certain growth bound. If these bounds are satisfied the analytic
continuation of the family Hθ can be written as a power series in a neighborhood of 0.
More precisely, we can prove
Proposition 2.4. Assume Condition 2.1.1. Then the following two properties are equiv-
alent:
1. Conditions 2.1.2, 2.1.3 and 2.1.4.
2. There exists a constant C > 0 such that: the iterated commutators adkA(H) exist
as H-bounded operators for all k ∈ N and∥∥adkA(H)(H + i)−1∥∥ ≤ Ckk!. (5)
In the confirming case, {Hθ}θ∈BC
(3C)−1
(0) with common domain D(H) is an analytic fam-
ily of Type (A), and for all θ ∈ BC(3C)−1(0) and ψ ∈ D(H), we have
Hθψ :=
∞∑
k=0
(−θ)k
k!
ik adkA(H)ψ (6)
and
1
2
‖ψ‖H ≤ ‖ψ‖Hθ ≤ 2‖ψ‖H . (7)
Remark 2.5. If one supposes 1 with given R and M coming from Condition 2.1.3 and
2.1.4, respectively, then one may choose C = max{1,M}/R in (5).
Conversely, if one assumes 2 with a given C, then one may choose R = (3C)−1 and
M = 3.
Since we have elected to state our assumptions in terms of an analytic extension of
H, we shall below employ the estimate (5) with
C =
max{1,M}
R
. (8)
The expansion (6) of Hθ and the relative bounds (7) will then hold true for θ ∈ BCR′(0),
where
R′ =
1
3C
=
R
3max{1,M} . (9)
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Proof. We begin with 2 ⇒ 1. Therefore, we assume that for all k, the iterated commu-
tators exist as H-bounded operators adkA(H) and that (5) holds.
That Condition 2.1.2 follows is obvious (take k = 1).
Note that Condition 2.1.1 ensures that Hθ is well-defined for real θ as an operator
with domain D(H).
Exploiting (5), we may for ψ ∈ D(H) and |θ| < 1/C estimate
∞∑
k=0
∥∥∥θk
k!
adkA(H)ψ
∥∥∥ ≤ ‖(H + i)ψ‖
1− C|θ| . (10)
Hence, the prescription
Sθψ :=
∞∑
k=0
(−θ)k
k!
ik adkA(H)ψ (11)
defines an analytic H-valued function defined in the disc BC1/C(0). It is now easy to check
that the map ψ 7→ Sθψ defines – for each θ ∈ BC1/C(0) – a linear operator with domain
D(H).
The estimate (10) implies that
∀ψ ∈ D(H) : ∥∥Sθψ∥∥ ≤ (1− C|θ|)−1‖ψ‖H , (12)
and in particular that Sθ is H-bounded.
We proceed to show that H and Sθ (for θ in a sufficiently small disc centered at 0)
define equivalent graph norms on D(H). Note that (12) already establishes that there
exists a constant C1 > 0 independent of θ ∈ BC1/(3C)(0) such that
‖ψ‖Sθ ≤ C1‖ψ‖H .
In complete analogy to the first estimate, we estimate for ψ ∈ D(H) and θ ∈ BC1/C(0):
‖ψ‖H = ‖ψ‖+ ‖Hψ‖ ≤ ‖ψ‖Sθ +
∞∑
k=1
(C|θ|)k‖ψ‖H
= ‖ψ‖Sθ +
C|θ|
1− C|θ|‖ψ‖H . (13)
Hence, for θ ∈ BC1/(3C)(0) we have
‖ψ‖H ≤ 2‖ψ‖Sθ .
This proves the claimed equivalence of graph norms and thus that Sθ is closed as an
operator with domain D(H) for all θ ∈ BC1/(3C)(0). Abbreviating R = 1/(3C), we have
now proved that {Sθ}θ∈BC
R
(0) is an analytic family of Type (A). (Note that redoing the
estimate (10) using |θ| ≤ 1/(3C) yields ‖ψ‖Sθ ≤ 2‖ψ‖H as well.)
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It remains, recalling Remark 2.2.3, to argue that Sθ = Hθ for θ ∈ (−R,R). Let
ψ, φ ∈ D(H) and put ψm = e−A2/(2m)ψ and φm = e−A2/(2m)φ. Then, with the notation
of Lemma 2.3, we have
fm(θ) = 〈ψm,Hθφm〉 = 〈ψm(θ¯),Hφm(θ)〉
a priori for real θ, but extending to an entire function of θ. Here we used Lemma 2.3.3.
We may use the assumption on the existence of iterated H-bounded commutators
adkA(H) to compute
dkfm
dθk
|θ=0 = 〈ψm, (−i)k adkA(H)φm〉.
Since analytic functions in BCR(0) are determined by their derivatives at zero, we may
conclude that
〈ψm,Hθφm〉 = 〈ψm, Sθφm〉
for all θ ∈ BCR(0). Finally, we exploit Lemma 2.3 once more to compute the limitm→∞
in the above identity and conclude that for all θ ∈ (−R,R) and ψ, φ ∈ D(H) ∩ D(A),
we have 〈ψ,Hθφ〉 = 〈ψ, Sθφ〉. By density of D(H) ∩ D(A) in D(H), we conclude that
Hθ = Sθ for θ ∈ (−R,R) as desired. It now follows from (12) that we may choose M = 3
in Condition 2.1.4.
In order to prove that 1 ⇒ 2, we assume that Conditions 2.1.2–2.1.4 holds true.
Let η, ψ ∈ D(H). By Condition 2.1.1 and the analyticity of θ 7→ Hθψ, we may use [20,
Prop. 2.2] to argue that all iterated commutators of A withH exists and are implemented
by H-bounded operators, provided we can establish that for every j ∈ N there exist H-
bounded operators H
(j)
0 , such that
∀θ ∈ (−R,R) : d
j
dθj
〈η,Hθψ〉|θ=0 = 〈η,H(j)0 ψ〉.
As a starting point we use the analyticity of θ 7→ Hθψ to obtain a power series expansion
for |θ| < r < R, that is
〈η,Hθψ〉 =
∞∑
k=0
θkbk(η, ψ), bk(η, ψ) =
1
2πi
∫
Γr
θ−k−1〈η,Hθψ〉dθ, (14)
where η ∈ H and Γr is the circle in the complex plane with radius r centered at 0.
Observe that the bk(η, ψ)’s define sesquilinear forms.
Using Condition 2.1.4, we get an M > 0 such that
|bk(η, ψ)| ≤ ‖η‖‖ψ‖H M
Rk
,
where we also took the limit r → R. For every ψ ∈ D(H) (and k ∈ N) there thus exists
a vector ψ˜ such that bk(η, ψ) = 〈η, ψ˜〉 for all η ∈ D(H). It follows that the assignment
Bkψ := ψ˜ defines an H-bounded linear operator on D(H). With this construction, we
have
dj
dθj
〈η,Hθψ〉|θ=0 = 〈η, k!Bkψ〉
and [20, Prop. 2.2] now implies that (5) holds with C := max{1,M}/R.
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In the following we abbreviate
Wθ := Hθ −H =
∞∑
k=1
(−θ)k
k!
ik adkA(H) (15)
as an operator with domain D(H). Observe for θ ∈ BCR′(0) the estimate
‖Wθ(H + i)−1‖ ≤ C|θ|
1− C|θ| ≤
3C
2
|θ|, (16)
We have the following – rough but sufficient – spectral localization result.
Proposition 2.6. Assume Condition 2.1. Then
∀θ ∈ BCR′(0) : σ(Hθ) ⊂
{
x+ iy
∣∣ |y| ≤ 4C|θ|(|x|+ 1)}.
Proof. Let z ∈ C with Im z 6= 0 and compute on D(H):
Hθ − z =
[
1 +Wθ(H − z)−1
]
(H − z)
Hence, Hθ− z is invertible if ‖Wθ(H − z)−1‖ < 1 due to the Neumann series. The norm
appearing in the previous inequality can be estimated trivially by
‖Wθ(H − z)−1‖ ≤ ‖Wθ(H + i)−1‖ sup
p∈R
|p+ i|
|p − z| .
Let c > 0. Suppose z = x + iy with |y| ≥ c(|x| + 1). Then |p + i|2/|p − z|2 ≤ (p2 +
1)/((p − x)2 + c2x2 + c2) ≤ 4/c2 uniformly in p, x and y. Using (16), we have:
‖Wθ(H − z)−1‖ ≤ 3C|θ|
c
.
for z = x+ iy with |y| ≥ c|x| The choice c = 4C|θ| ensures convergence of the Neumann
series.
Lemma 2.7. Assume Condition 2.1 and let θ ∈ BCR′(0). We have
D(H∗θ ) = D(H) and H
∗
θ = Hθ.
Proof. Let ψ, φ ∈ D(H). We compute
〈
ψ,Hθφ
〉
=
∞∑
k=0
〈
ψ,
(−θ)k
k!
ik adkA(H)φ
〉
=
∞∑
k=0
〈(−θ)k
k!
ik adkA(H)ψ, φ
〉
=
〈
Hθψ, φ
〉
.
Hence Hθ ⊂ H∗θ . Conversely, let φ ∈ D(H), ψ ∈ D(H∗θ ) and set
y = max
{
1, 8CR′
}
. (17)
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Observe that iy ∈ ρ(Hθ) \ R, due to Proposition 2.6. We compute, using the notation
from (15)
|〈ψ,Hφ〉| ≤ |〈ψ,Hθφ〉|+ |〈ψ,Wθφ〉|
= |〈ψ,Hθφ〉|+ |〈ψ, (Hθ − iy)(Hθ − iy)−1Wθφ〉|
≤ ‖H∗θψ‖‖φ‖ + ‖(H∗θ + iy)ψ‖‖(Hθ − iy)−1Wθφ‖.
Note that
Hθ − iy = (H − iy)(1 + (H − iy)−1Wθ)
and that, recalling (9), (16) and (17),
∥∥(H − iy)−1Wθ∥∥ ≤
(
sup
x∈R
x2 + 1
x2 + y2
)1/2 ∥∥(H − i)−1Wθ∥∥ ≤ 1
2
.
Abbreviating Bθ = (1 + (H − iy)−1Wθ)−1, we may estimate
‖(Hθ − iy)−1Wθφ‖ ≤ ‖Bθ‖‖(H − iy)−1Wθφ‖ ≤ C‖φ‖.
Hence, there exists a Cψ > 0 such that
∀φ ∈ D(H) : ∣∣〈ψ,Hφ〉∣∣ ≤ Cψ‖φ‖,
and therefore we may conclude that ψ ∈ D(H∗) = D(H), exploiting the self-adjointness
of H. This shows that D(H∗θ ) = D(H) and that H
∗
θ = Hθ.
2.2. The Mourre Estimate
At this stage we will single out a specific energy λ0 ∈ R, where we shall assume that H
has an eigenvalue. In order for the dilated Hamiltonian to have its essential spectrum
out of the way of the eigenvalue, we shall impose a Mourre estimate locally around λ0.
To formulate the requirement, we need the notation EH(B) for the spectral projection
associated with a Borel set B ⊂ R and the self-adjoint operator H.
Condition 2.8. Let λ0 ∈ R. For the pair of self-adjoint operators H and A satisfying
Condition 2.1, we further assume:
1. λ0 ∈ σpp(H).
2. There exist e, C, κ > 0 and a compact operator K, such that
i adA(H) ≥ e− CEH(R \ [λ0 − κ, λ0 + κ])〈H〉 −K (18)
in the sense of quadratic forms on D(H).
Notation 2.9. We write P0 = EH({λ0}) for the orthogonal projection onto the eigenspace
of H associated with the eigenvalue λ0. Furthermore, we abbreviate P 0 = 1−P0 for the
projection onto the orthogonal complement of the eigenspace.
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Remarks 2.10. 1. Observe that it is a consequence of Conditions 2.1.2, 2.8.2 and
the Virial Theorem [9] that P0 is a finite rank projection.
2. Choosing κ possibly smaller, one may replace the compact operator K in (18) with
a positive multiple of the eigenprojection P0. More precisely,
i adA(H) ≥ e′ − C ′
(
EH(R \ [λ0 − κ′, λ0 + κ′])〈H〉 + P0
)
, (19)
for suitably chosen constants e′ ∈ (0, e], κ′ ∈ (0, κ] and C ′ ≥ C. It is in this form
that we shall use the Mourre estimate, and for convenience we assume κ′ ≤ √3.
3. Equation (19) differ from the more usual version of Mourre’s estimate:
EH(I)i adA(H)EH(I) ≥ eEH(I)−K,
where I = [λ0 − κ, λ0 + κ]. Under Condition 2.1, most notably the consequence
that adA(H) is an H-bounded operator, the two estimates are equivalent. This
would be false if the factor 〈H〉 is replaced by 1 on the right-hand side of (19).
As a preparation for a Feshbach analysis, we have:
Lemma 2.11. Assume Conditions 2.1, 2.8.1 and 2.8.2. The following three statements
are true for all θ ∈ BCR′(0):
1. P 0HθP 0 is a closed operator with dense domain P 0D(H).
2. [P 0HθP 0]
∗ = P 0Hθ¯P 0 on P 0D(H).
3. For all θ ∈ BCR′(0): σ(P 0HθP 0) ⊂
{
x+ iy
∣∣ |y| ≤ 4C|θ|(|x|+ 1)}.
Proof. As for 1, note first thatHθP 0 with domainD(H) is closed, since P 0D(H) ⊂ D(H)
and Hθ with domain D(H) is a closed operator (Proposition 2.4). To conclude, observe
that the graph of P 0HθP 0 is the range of the open map H⊕H ∋ (ψ,ϕ) → (P 0ψ,P 0ϕ) ∈
P 0H⊕ P 0H applied to the graph of HθP 0.
We turn to the claim 2. Clearly, P 0Hθ¯P 0 ⊂ [P 0HθP 0]∗. Let ϕ ∈ D([P 0HθP 0]∗)
viewed as an element of P 0H ⊂ H, and compute for ψ ∈ D(H):
〈ϕ,Hθψ〉 = 〈P 0ϕ,Hθ(P 0 + P0)ψ〉
= 〈ϕ,P 0HθP 0ψ〉+ 〈P 0ϕ,HθP0ψ〉.
Since P0 is finite rank operator and Hθ is closed, it follows from the Closed Graph
Theorem that HθP0 is bounded. Hence, there exists C > 0 such that∣∣〈ϕ,Hθψ〉∣∣ ≤ C‖ψ‖,
which implies that ϕ ∈ D((Hθ)∗) = D(Hθ¯) = D(H). Here we used Lemma 2.7. Since
P 0H∩D(H) = P 0D(H), we are done.
The last claim 3 may be established by repeating the proof of Proposition 2.6.
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In formulating the following proposition and in its proof, we make use of the eigenvalue
λ0 from Condition 2.8 and the constants e
′ and κ′ from (19). The radius R′ was defined
in (9). For the open upper half-plane, we use the notation
C
+ :=
{
z ∈ C ∣∣ Im(z) > 0}. (20)
Proposition 2.12. Assume Conditions 2.1 and 2.8. Abbreviate for σ, ρ > 0 and θ ∈ C+:
Rθ(σ, ρ) =
{
z ∈ C ∣∣ Re(z) ∈ (λ0 − ρ, λ0 + ρ), Im(z) ∈ (−σ Im(θ),∞)}, (21)
There exist constants R′′, ρ > 0 with R′′ ≤ R′, such that
∀θ ∈ BCR′′(0) ∩ C+ : Rθ(e′/2, ρ) ∩ σ(P 0HθP 0) = ∅. (22)
Proof. Using the constants from (19), we define a bounded operator
L := C ′EH(R \ [λ0 − κ′, λ0 + κ′])〈H〉(H − λ0)−1. (23)
Note that ‖L‖ ≤ 4C ′〈λ0〉/κ′, where we used κ′ ≤
√
3 and that 〈λ〉 ≤ 2〈λ0〉〈λ − λ0〉. We
claim suitable choices
ρ = min
{
1,
e′
16C ′〈λ0〉/κ′
}
,
R′′ = min
{
R′,
e′
24C(5|λ0|+ 11)(C ′〈λ0〉/κ′ + C)
}
,
(24)
where C and R′ were defined in (8) and (9), respectively. Recall that R′′C ≤ R′C ≤ 1/3.
Let θ ∈ C+∩BCR′′(0) and µ ∈ Rθ(e′/2, ρ)∩σ(P 0HθP 0). Note that due to Lemma 2.11.3,
we may estimate
|µ| ≤ (|λ0|+ ρ+ 1)(1 + 16R′2C2)1/2 ≤ 2|λ0|+ 4. (25)
By Lemma 2.11.1, we may apply Lemma A.1 to the operator T = P 0HθP 0 acting in
P 0H. Assume first that there exists a sequence ψn ∈ P 0D(H) with ‖ψn‖ = 1, such that
on :=
∥∥P 0(Hθ − µ)P 0ψn∥∥→ 0 for n→∞. (26)
We estimate for all n using (7) and (16) (recalling that C|θ| ≤ CR′′ ≤ 1/3)∥∥P 0ψn∥∥H ≤ 2∥∥P 0ψn∥∥Hθ
≤ 2(∥∥P 0HθP 0ψn∥∥+ ∥∥P0WθP 0ψn∥∥+ 1)
≤ 2(on + |µ|+ 1
2
(|λ0|+ 1) + 1
)
= 2on + 5|λ0|+ 11. (27)
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Here we used (25) in the last step. Exploiting the power series expansion (6) of Hθ, the
Mourre estimate (19) and simplifying for real expectation values, we obtain for any n
Im(µ) = Im
〈
P 0ψn, (µ −Hθ)P 0ψn
〉
+ Im
〈
P 0ψn,HθP 0ψn
〉
= Im
〈
P 0ψn, (µ −Hθ)P 0ψn
〉− Im 〈P 0ψn, θi adA(H)P 0ψn〉
− Im
〈
P 0ψn,
∞∑
k=2
(−θ)k
k!
ik adkA(H)P 0ψn
〉
= Im
〈
P 0ψn, (µ −Hθ)P 0ψn
〉− Im(θ)〈P 0ψn, i adA(H)P 0ψn〉
−
∞∑
k=2
Im
(
(−θ)k)
k!
〈
P 0ψn, i
k adkA(H)P 0ψn
〉
≤ on − Im(θ)
[
e′ − C ′〈P 0ψn, E(|H − λ| ≥ κ′)〈H〉P 0ψn〉]
−
∞∑
k=2
Im
(
(−θ)k)
k!
〈
P 0ψn, i
k adkA(H)P 0ψn
〉
. (28)
Note that for all k, we have | Im((−θ)k)| ≤ 2k| Im(θ)||θ|k−1. Therefore,
∣∣∣ ∞∑
k=2
Im
(
(−θ)k)
k!
〈
P 0ψn, i
k adkA(H)P 0ψn
〉∣∣∣ ≤ ∞∑
k=2
∣∣Im((−θ)k)∣∣Ck∥∥P 0ψn∥∥H
≤ C∣∣Im(θ)∣∣ ∞∑
k=2
2k−1
∣∣θ∣∣k−1Ck−1∥∥P 0ψn∥∥H
= C
∣∣Im(θ)∣∣ 2C|θ|
1− 2C|θ|
∥∥P 0ψn∥∥H
≤ 6∣∣Im(θ)∣∣R′′C2(2on + 5|λ0|+ 11), (29)
where we used (27) and that C|θ| ≤ 1/3 in the last step. We estimate using (16),
recalling the definition (23) of the bounded self-adjoint operator L,
C ′
∣∣〈P 0ψn, EH(R \ [λ0 − κ′, λ0 + κ′])〈H〉P 0ψn〉∣∣
=
∣∣〈P 0ψn, LP 0(H − λ0)P 0ψn〉∣∣
≤ ∣∣〈P 0ψn, LP 0(H − µ)P 0ψn〉∣∣+ |λ0 − Re(µ)|∣∣〈P 0ψn, LP 0ψn〉∣∣
≤ ∥∥L∥∥∥∥P 0(Hθ − µ)P 0ψn∥∥+ ∥∥L∥∥∥∥WθP 0ψn∥∥+ |λ0 − Re(µ)|∥∥L∥∥
≤ ∥∥L∥∥on + ∥∥L∥∥∥∥Wθ(H + i)−1∥∥∥∥P 0ψn∥∥H + ρ∥∥L∥∥
≤ ‖L‖on + 3
2
CR′′‖L‖‖P 0ψn‖H + ρ‖L‖
≤ ∥∥L∥∥(1 + 3CR′′)on + 3
2
(
5|λ0|+ 11
)
CR′′
∥∥L∥∥+ ρ∥∥L∥∥, (30)
where we used (27) in the final step.
14
Combining (28), (29) and (30) we obtain
Im(µ) ≤ − Im(θ)(e′ − 3
2
CR′′(5|λ0|+ 11)(‖L‖ + 4C)− ρ‖L‖
)
+
(
1 + | Im(θ)|(12R′′C2 + ‖L‖(1 + 3CR′′)))on.
By the choices of ρ and R′′ from (24) and the estimate ‖L‖ ≤ 4C ′〈λ0〉/κ′, we observe
that
3
2
R′′C(5|λ0|+ 11)(‖L‖ + 4C) + ρ‖L‖ ≤ e
′
2
and thus, taking the limit n→∞ using (26), we arrive at
Im(µ) ≤ − Im(θ)e
′
2
. (31)
This estimate contradicts the choice of µ ∈ Rθ(e′/2, ρ), cf. (21).
If (26) does not hold, then by Lemma 2.11.2 and Lemma A.1, there exists a sequence
φn ∈ P 0D(Hθ¯), with ‖φn‖ = 1 all n and
on := ‖P 0(Hθ¯ − µ¯)P 0)φn‖ → 0, for n→∞. (32)
We now repeat the estimates (27)–(31), replacing µ by µ¯ and θ by θ¯, and recalling that
Im(θ¯) > 0. This results in the estimate
Im(µ¯) ≥ − Im(θ¯)e
′
2
.
Hence Im(µ) ≤ − Im(θ)e′/2, which completes the proof.
In the following, we use the definition σess(H) = σ(H)\σdisc(H), where σdisc(H) is the
set of all isolated points λ ∈ σ(H) such that when Γ is a counterclockwise loop around
λ, which separates λ from the rest of the spectrum, the Riesz projection
1
2πi
∫
Γ
(z −H)−1dz
onto the generalized eigenspace has finite rank.
The following theorem is proven using the Feshbach reduction method, for which
Proposition 2.12 above is an essential prerequisite.
Theorem 2.13. Assume Conditions 2.1 and 2.8. Then
∀θ ∈ BCR′′(0) ∩ C+ : σess(Hθ) ∩Rθ(e′/2, ρ) = ∅.
The constants ρ,R′′ and the sets Rθ come from Proposition 2.12.
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Proof. By Proposition 2.12 there exist R′′, ρ > 0 such that for all |θ| < R′′ the closed
operator P 0HθP −zP 0 is invertible on P 0H for all z ∈ R := Rθ(e′/2, ρ). Define reduced
resolvents
Rθ(z) :=
(
P 0HθP 0 − zP 0
)−1
on P 0H for z ∈ R. Recall that Wθ is defined in (15). For z ∈ R we can construct the
Feshbach map on the finite dimensional subspace P0H:
FP0(z) = P0(Hθ − z)P0 − P0HθP 0Rθ(z)P 0HθP0
= P0(Wθ + λ0 − z)P0 − P0WθP 0Rθ(z)P 0WθP0.
Clearly, FP0(z) is a finite rank operator, which can be interpreted as a matrix, and hence;
by isospectrality of the Feshbach reduction [6, 12],
µ ∈ σ(Hθ) ∩R ⇔ det
(
FP0(µ)
)
= 0.
Since for |Reµ−λ0| < e′/2 and Imµ large it holds that µ 6∈ σ(Hθ) (cf. Proposition 2.6),
we conclude by the Unique Continuation Theorem for holomorphic functions that the
set σ(Hθ) ∩R is locally finite. Note that µ ∈ σ(Hθ) ∩R is necessarily an eigenvalue for
Hθ. In order to establish the theorem, it remains to prove that the Riesz projections
pertaining to the eigenvalues in R are of finite rank. Let µ ∈ R ∩ σ(Hθ) and choose
r > 0, such that D ⊂ R \ σ(Hθ), where D = {z ∈ C | 0 < |z − µ| ≤ r} denotes a closed
punctured disc.
The inverse of FP0(z) for z ∈ D has a Laurent expansion
FP0(z)
−1 =
N∑
k=1
B−k(z − µ)−k +
∞∑
k=0
Bk(z − µ)k
convergent in the punctured disc D. Here N ≥ 1 and {Bk}∞k=−N denote linear operators
on P0H. See [23, Sect. 6.1]. Note that the inverse has no essential singularities since we
are in finite dimension.
By [6, 12], for z ∈ R \ σ(Hθ), the inverse Rθ(z) of Hθ − z can be recovered from the
inverse Feshbach operator and the reduced resolvent via the block decomposition
P0Rθ(z)P0 = FP0(z)
−1,
P0Rθ(z)P 0 = −FP0(z)−1P0WθP 0Rθ(z),
P 0Rθ(z)P0 = −Rθ(z)P 0WθP0FP0(z)−1,
P 0Rθ(z)P 0 = Rθ(z) +Rθ(z)P 0WθP0FP0(z)
−1P0WθP 0Rθ(z).
Note that the map z 7→ Rθ(z) is analytic in R, so the only singularities are those in
σ(Hθ), coming from the inverse Feshbach operator.
Let γ : [0, 2π] → C be the closed curve γ(t) = µ + reit parametrizing the (outer)
boundary of D, encircling µ. Recall the construction of the Riesz projection
Pθ(µ) = − 1
2πi
∫
γ
Rθ(z) dz
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associated with the eigenvalue µ. The block decomposition of Rθ(z) induces a block
decomposition of Pθ(µ) and the Riesz projection has finite rank, provided P 0Pθ(µ)P 0 is
of finite rank. To check this, we compute
− P 0Pθ(µ)P 0
=
1
2πi
∫
γ
[
Rθ(z) +Rθ(z)P 0WθP0FP0(z)
−1P0WθP 0Rθ(z)
]
dz
=
N∑
k=1
1
2πi
∫
γ
(z − µ)−kRθ(z)P 0WθP0B−kP0WθP 0Rθ(z) dz
+
1
2πi
∫
γ
∞∑
k=0
(z − µ)kRθ(z)P 0WθP0BkP0WθP 0Rθ(z) dz,
where we have used that the function R ∋ z 7→ Rθ(z) is analytic. Moreover, the integral
in the last line of the equation above is carried out over an analytic function, once again,
and thus equals 0. The remaining N singular integrals can be evaluated by Cauchy’s
Integral Formula:
1
2πi
∫
γ
(z − µ)−kRθ(z)P 0WθP0B−kP0WθP 0Rθ(z) dz
=
1
(k − 1)!
dk−1
dzk−1
Rθ(z)P 0WθP0B−kP0WθP 0Rθ(z)
∣∣∣∣
z=µ
=
1
(k − 1)!
k−1∑
j=0
(
k − 1
j
)
(−1)k−1j!(k − 1− j)!
×Rθ(µ)1+jP 0WθP0B−kP0WθP 0Rθ(µ)k−j
= (−1)k−1
k−1∑
j=0
Rθ(µ)
j+1P 0WθP0B−kP0WθP 0Rθ(µ)
k−j.
Since each term in the sum above is a finite rank operator, we conclude that P 0Pθ(µ)P 0
is of finite rank.
Since σ(H) ∩ R is locally finite and all the associated Riesz projections have finite
rank, we have shown that σess(Hθ) ∩R = ∅. This completes the proof.
Note that
D(U(θ)) =
{
ψ ∈ H
∣∣∣ ∫
R
e2 Im(θ)x dEψ(x) <∞
}
,
where Eψ is the spectral measure for A associated with the state ψ. Motivated by this
we abbreviate for r ≥ 0:
Dr(A) =
{
ψ ∈ H
∣∣∣ ∫
R
e2r|x| dEψ(x) <∞
}
.
Having established Theorem 2.13, we may conclude the following theorem by invoking
a general result of Hunziker and Sigal [15, Theorem 5.2].
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Theorem 2.14. Assume Conditions 2.1 and 2.8. Let θ ∈ BCR′′(0) ∩ C+. Then the
dilated Hamiltonian Hθ has an isolated eigenvalue at λ0. Denote by Pθ the associated
Riesz projection. The following statements hold true:
1. Range(Pθ) is the eigenspace of Hθ pertaining to the eigenvalue λ0.
2. P0 = U(−θ)PθU(θ) as a form identity on D| Im(θ)|(A).
3. Rank(P0) = Rank(Pθ).
4. Let r < R′′. Then Range(P0) ⊂ Dr(A).
Remark 2.15. The above theorem implies that eigenfunctions pertaining to the eigen-
value λ0 are analytic vectors for the operator A. A result previously established by brute
force in [20] under a slightly weaker condition.
2.3. Analytic Perturbation Theory
Condition 2.16. Let λ0 ∈ R, ξ0 ∈ Rd, and U ⊂ Rd an open (connected) neighborhood
of ξ0, A a self-adjoint operator on H and {H(ξ)}ξ∈U a family of self-adjoint operators
on H.
1. D(H(ξ)) = D(H(ξ0)) =: D for all ξ ∈ U .
2. For all ξ in U , the operator H(ξ) satisfies Condition 2.1 with the same constants
R and M .
3. The triple λ0, A and H(ξ0) satisfies Condition 2.8.
4. There exists θ0 ∈ BCR(0) with Im(θ0) > 0, such that the map ξ → Hθ0(ξ) extends
from U to an analytic family of Type (A) defined for ξ ∈ UC ⊂ Cd, an open
(connected) set with U ⊂ UC ∩R.
Remark 2.17. Suppose one strengthens Condition 2.16 and assumes that ξ → Hθ(ξ)
extends to an analytic family of Type (A) not just for one θ0 but for all θ in a complex
disc of radius Θ < R′ around 0. Then one may use Morera’s theorem to conclude that
for any ψ ∈ D and n, we have
in adnA(H(ξ))ψ =
(−1)n
2πi
∫
|θ|=Θ/2
n!θ−n−1Hθ(ξ)ψ dθ,
a priori for real ξ, but since the right-hand side extends analytically to ξ in a complex
neighborhood of ξ0, so does the left-hand side. This will in particular permit one to
conclude that also for complex ξ does the closed operator H(ξ) iteratively admit com-
mutators with A of arbitrary order. (Note that H(ξ¯) ⊂ H(ξ)∗, by unique continuation.)
Furthermore, the iterated commutators must coincide (strongly) with the analytic ex-
tension from real ξ of adnA(H(ξ))ψ, obtained above.
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Recall the notation λ0 for the eigenvalue of H(ξ0) with eigenprojection P0. By The-
orem 2.14, we know that λ0 is an isolated eigenvalue of Hθ0(ξ0) with finite rank eigen-
projection Pθ0 . Denote by n0 the common rank of P0 and Pθ0 .
Fix 0 < ρ′ < ρ, such that
σ
(
Hθ0(ξ0)
) ∩BC2ρ′(λ0) = {λ0}. (33)
Remark 2.18. We may choose r′ > 0, such that for all ξ ∈ BRdr′ (ξ0), we have
σ(Hθ0(ξ)) ∩BCρ′(λ0) = σpp(Hθ0(ξ)) ∩BCρ′(λ0)
and the total algebraic multiplicity of the eigenvalues inBCρ′(λ0) equals n0 ([17, Sect. IV.4]).
By [15, Theorem 5.2], we may now conclude – just as we did with Theorem 2.14 –
that for all ξ ∈ BRdr′ (ξ0):
σpp(H(ξ)) ∩ (λ0 − ρ′, λ0 + ρ′) = σ(Hθ0(ξ)) ∩ (λ0 − ρ′, λ0 + ρ′). (34)
If the perturbation parameter ξ is one-dimensional, we may in light of Theorem 2.13
and Condition 2.16, invoke Kato, in the form of [17, Theorem VII.1.8], and conclude the
following theorem.
Theorem 2.19. Suppose Condition 2.16 and that d = 1. There exist
• r > 0 with (ξ0 − r, ξ0 + r) ⊂ U ,
• natural numbers 0 ≤ m± ≤ n0 and n±1 , . . . , n±m± ≥ 1 with n±1 + · · ·+ n±m± ≤ n0,
• real analytic functions λ±1 , . . . , λ±m± : I± → R, where I− = (ξ0 − r, ξ0) and I+ =
(ξ0, ξ0 + r), satisfying λ
±
i (ξ) 6= λ±j (ξ) for all 1 ≤ i < j ≤ m± and ξ ∈ I±,
such that (recalling ρ′ from (33))
1. for any ξ ∈ I±, we have σpp(H(ξ)) ∩ (λ0 − ρ′, λ0 + ρ′) = {λ±1 (ξ), . . . , λ±m±(ξ)},
2. ∀j = 1, . . . ,m±, we have limI±∋ξ→ξ0 λ±j (ξ) = λ0,
3. the eigenvalue branches I± ∋ ξ → λ±(ξ) have constant algebraic and geometric
multiplicity n±j .
4. Each eigenvalue branch λ±j : I± → R can be expanded in a convergent Puiseux
series near ξ0, that is; a convergent power series expansion in (±(ξ − ξ0))1/ℓ for
some integer ℓ ≥ 1.
Remark 2.20. If λ0 is an isolated eigenvalue, then we know from Kato [17] that the
perturbed eigenvalues λ±i are analytic at ξ = ξ0, that is; in 4 one may choose ℓ = 1 (and
the continuation through ξ0 yields one of the other branches λ
∓
j ). We cannot exclude
algebraic singularities at ξ0 since the eigenvalues come from Hθ0(ξ), which may not be a
normal operator. We do not know of an example of an embedded eigenvalue where one
cannot choose ℓ = 1.
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In the case of multiple parameters, the structure of the point spectrum becomes more
complicated, and the right setting here is that of semi-analytic sets, the definition of
which is recalled in Appendix B. More precisely, we are interested in the analytic struc-
ture of the set
Σpp :=
{
(λ, ξ) ∈ R× U ∣∣λ ∈ σpp(H(ξ))}.
In the following section, we explore an example where ξ is a total momentum variable, in
which case Σpp is the energy-momentum point spectrum. The reader may wish to consult
Definitions B.1.1 and B.1.2 before proceeding to the main theorem of this subsection:
Theorem 2.21. Suppose Condition 2.16. There exists r > 0 and ρ > 0, such that with
W = (λ0−ρ′, λ0+ρ′)×BRdr (ξ0), we have that Σpp∩W ∈ O(W ). In particular, Σpp∩W
is a semi-analytic subset of W .
Proof. Let r′ be chosen as in Remark 2.18. The projection onto the generalized eigenspace
is the Riesz projection,
P (ξ) ≡ Pθ0(λ0; ξ) =
1
2πi
∫
|z−λ0|=ρ′
(z −Hθ0(ξ))−1 dz,
which depends analytically on ξ ∈ BCr′(ξ0). Write V (ξ) = Range(P (ξ)) for the general-
ized eigenspace of dimension n0 and Π: C
n0 → Π(ξ0) a linear isomorphism identifying
the unperturbed eigenspace with Cn0 . Following [10], we choose r ∈ (0, r′] such that
‖P (ξ) − P (ξ0)‖ ≤ 1/2 for |ξ − ξ0| ≤ r. Then Θ(ξ) := P (ξ)|V (ξ0) defines a linear isomor-
phism from V (ξ0) onto V (ξ) with inverse Θ
−1(ξ) = (1 + P (ξ0)(P (ξ) − P (ξ0)))−1P (ξ0)
and
∀ξ ∈ BCdr (ξ0) : T (ξ) = Π−1Θ(ξ)−1Hθ0(ξ)Θ(ξ)Π
defines a family of linear operators on Cd depending analytically on ξ and satisfying that
σ(T (ξ)) = σ(Hθ0(ξ)) ∩BCρ′(λ0). Hence, recalling (34),
Σpp ∩W =
{
(λ, ξ) ∈W | det(T (ξ)− λ) = 0}.
Here W is defined in the statement of the theorem. Split into real and imaginary parts
det(T (ξ)−λ) = u(λ, ξ)+iv(λ, ξ), to obtain two real analytic real-valued functions. Then
Σpp ∩W =
{
(λ, ξ) ∈W ∣∣u(λ, ξ) = 0} ∩ {(λ, ξ) ∈W ∣∣ v(λ, ξ) = 0}.
Since the right-hand side is an element of O(W ), we are done.
Remark 2.22. In the one dimensional setup, the Puiseux expansion of the eigenvalue
branches in particular ensures that two distinct branches separate as c|ξ − ξ0|p/q for
some c 6= 0 and some natural numbers p, q. (This behavior is violated in Example 1.2)
It is not apparent in the higher dimensional setup that something like this holds true.
There is however a remnant in the theory of semi-analytic sets called the Lojasiewicz
inequality, which can be interpreted as a statement that two distinct strata that meet
at a common boundary stratum, does so with an algebraic lower bound in the distance
to the boundary. See [3, Sect. 7].
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3. Example
We introduce a two-particle Hamiltonian on L2(Rd) by
H ′V = ω1(p1) + ω2(p2) + V (x1 − x2),
where pi = −i∇xi , xi ∈ Rd.
We impose the following set of conditions on ω1, ω2 and V :
Condition 3.1 (Properties of ω1, ω2 and V).
1. The ωi’s are real-valued, real analytic functions on R
d and there exists R˜ > 0, such
that the ωi’s extend to analytic functions in the d-dimensional strip
Sd
2R˜
:=
{
(z1, . . . , zd) ∈ Cd
∣∣ | Im(zi)| < 2R˜, i = 1, . . . , d}.
We denote the analytic continuations of these functions by the same symbols.
2. There exist real numbers s2 ≥ s1 > 0 and a constant C˜ > 0 such that
|∂αωj(k)| ≤ C˜〈k〉sj , |ωj(k)| ≥ 1
C˜
〈k〉sj − C˜ (35)
for every multi-index α ∈ Nd0, |α| ≤ 1 and all k ∈ Sd2R˜.
3. Let d′ = 2[d/2] + 2. We suppose that V ∈ Cd′(Rd) and there exists a > 0, such
that for all α ∈ Nd0 with |α| ≤ d′, we have supx∈Rd ea|x||∂αxV (x)| <∞.
Conjugating with the Fourier transform, we see that H ′V is unitarily equivalent to
HV = ω1(k1) + ω2(k2) + tV ,
where tV is the partial convolution operator
(tV f)(k1, k2) :=
∫
Rd
V̂ (u)f(k1 − u, k2 + u) du
and
V̂ (k) = (2π)−d/2
∫
Rd
e−ik·xV (x) dx.
In order to fibrate HV w.r.t. total momentum ξ = k1 + k2, we introduce a unitary
operator I : L2(Rd ×Rd)→ L2(Rd;L2(Rd)) by setting
(If)(ξ) = f(ξ − ·, ·).
Under this transformation, we find that the Hamiltonian takes the form
IHV I
∗ =
∫ ⊕
Rd
H(ξ) dξ, where H(ξ) = ωξ + TV ,
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and
ωξ(k) = ω1(ξ − k) + ω2(k), (TV f)(k) = (
̂
V ∗ f)(k). (36)
Here
̂
V (k) = V̂ (−k) is the inverse Fourier transform of V and
̂
V ∗ f denotes the convo-
lution product.
We are now in a position to formulate our main result of this section. We introduce
the joint energy-momentum point spectrum
Σpp =
{
(λ, ξ) ∈ R×Rd ∣∣λ ∈ Σpp(ξ)}, Σpp(ξ) = σpp(H(ξ))
and the energy-momentum threshold set
T = {(λ, ξ) ∈ R×Rd ∣∣λ ∈ T (ξ)},
T (ξ) = {λ ∈ R ∣∣∃k ∈ Rd : ωξ(k) = λ and ∇kωξ(k) = 0}.
The main result of this section is the following.
Theorem 3.2. Suppose Condition 3.1. Then we have
1. T is a closed sub-analytic subset of R×Rd.
2. For each ξ ∈ Rd, the set T (ξ) is a locally finite subset of R.
3. Σpp \ T is a semi-analytic subset of (R×Rd) \ T .
4. For each ξ ∈ Rd, the set Σpp(ξ) \ T (ξ) is a locally finite subset of R \ T (ξ).
Remark 3.3. 1. It is the claim 3, which is of interest here. The other properties are
more or less immediate. See the proof, which is located at the end of this section.
2. It remains an open question how bands of non-threshold eigenvalues, as functions
of total momentum, may approach the threshold set. For example, under what
conditions is Σpp a semi- (or sub-) analytic subset of R×Rd? Example 1.2 provides
an example where such a result fails to hold true.
3. In [13], Herbst and Skibsted studies exponential decay of eigenfunctions pertaining
to non-threshold eigenvalues of one-body operators of the form ω(p)+V , assuming
ω is a polynomial. Their results apply to H(ξ).
We define a self-adjoint operator for every total momentum ξ ∈ Rn by
Aξ =
i
2
(
vξ · ∇k +∇k · vξ
)
, (37)
where the vector field vξ is given by
vξ(k) = e
−k2−ξ2(∇kωξ)(k). (38)
Dilation in momentum space – of the type considered here – was previously employed
for Schro¨dinger operators −∆+ V in [22].
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In the following, we make frequent use of the estimate
∀p ∈ R, k, k′ ∈ Rd : 〈k + k′〉p ≤ 2|p|〈k〉|p|〈k′〉p, (39)
referred to as Peetre’s inequality in [26, Lemma 1.18].
Remark 3.4.
1. By Condition 3.1.2 C˜−1〈k〉sj−C˜ ≤ |ωj(k)| ≤ C˜〈k〉sj and thusD(Mωj ) = D(M〈·〉sj ).
Consequently, cf. (39), D(Mωξ) = D(M〈·〉s2 ) =: D, since s2 ≥ s1. Thus all
operators H(ξ) have the common domain D.
2. The two estimates in Condition 3.1.2 are satisfied by the functions f(k) = (k21 +
· · ·+k2d)q for q ∈ N and g(k) = (1+k21+ · · ·+k2d)s for s > 0. As for the choice of R˜,
for the function f any R˜ > 0 will do, whereas for g one must choose R˜ < d−1/2/2.
3. Condition 3.1.2 and (39) imply the existence of Cω, C
′
ω > 0 such that
∀ξ, k ∈ Sd
R˜
: |vξ(k)| ≤ Cω <∞. (40)
and
∀ξ, k ∈ Sd
R˜
: ‖Dvξ(k)‖ ≤ C ′ω <∞. (41)
4. Condition 3.1.3 on the potential ensures that V̂ extends analytically to the strip
Sda . Fix an a
′ ∈ (0, a). The assumed decay and smoothness permits to argue –
using integration by parts – that for some CV > 0, we have
∀k ∈ Sda′ :
∣∣V̂ (k)∣∣ ≤ CV (1 + |k|d′)−1. (42)
The choice of d′ is made to ensure that this estimate implies V̂ ∈ L1(Rd).
The next well-known lemma expresses the action of the unitary group generated by
Aξ in terms of solutions of the ODE generated by the vector field vξ. See e.g. the PhD
thesis of one of the authors [24, Chap.2, Prop. 2.3]. Since vξ : S
d
R˜
→ Cn, we are led to
study the parameter dependent autonomous initial value problem
dy
dt
= vξ(y), y(0) = k. (43)
The ODE is defined for y ∈ Sd
R˜
. That is, solutions are understood to take values in Sd
R˜
.
Lemma 3.5. For k, ξ ∈ Rd, the initial value problem (43) admits a (unique) solution
t 7→ γtξ(k) defined for all time t ∈ R. Abbreviating
J tξ(k) = e
t∫
0
∇·vξ(γ
s
ξ
(k))ds
, (44)
we have for f ∈ L2(Rd) the formula(
eitAξf
)
(k) =
√
J tξ(k)f(γ
t
ξ(k)). (45)
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One may – by direct computation – verify the useful relation
∀t ∈ R,∀k, ξ ∈ Rd : J−tξ (γtξ(k)) =
1
J tξ(k)
. (46)
Furthermore, (40) and the Fundamental Theorem of Calculus ensure that
∀t ∈ R,∀k, ξ ∈ Rd : |γtξ(k)− k| ≤ Cω|t|. (47)
Lemma 3.6. Let f ∈ L∞loc(Rd) and t ∈ R. Then f t := f ◦ γtξ ∈ L∞loc(Rd),
eitAξD(Mf ) = D(Mf t) and e
itAξMf =Mf te
itAξ .
Proof. That f ◦γtξ is locally essentially bounded follows from (47). We may also observe
that eitAξC∞0 (R
d) ⊂ C∞0 (Rd), cf. (45) and (47). Finally, for ψ ∈ C∞0 (Rd) we have
Mf te
itAξψ = eitAξMfψ. The lemma now follows, since Mf t is closed and C
∞
0 (R
d) is a
core for Mf .
In the following Lemma, we need the strip width R˜ from Condition 3.1.?? and the
bound Cω on vξ from (40).
Lemma 3.7. Assume Conditions 3.1.?? and 3.1.2. For k ∈ Rd and ξ ∈ Sd
R˜
, the
solution of (43), t 7→ γtξ(k), admits an analytic continuation into the strip Sr, where
r = R˜/(Cω + 1). Moreover, for 0 < r
′ ≤ r, we have {γzξ (k) | z ∈ Sr′} ⊂ Sdr′Cω ⊂ SdR˜.
Proof. By definition, t→ γtξ(k) solves the ODE (43).
Since vξ is analytic in S
d
R˜
⊂ Sd
2R˜
as a function of k, the function t → γtξ(k) admits –
by Cauchy-Kowaleskaya – an analytic continuation into some region G = G(k; ξ) ⊂ C
containing the real axis. Hence, for each x ∈ R, we may choose r(x, k; ξ) > 0, such that
BCr(x,k;ξ)(x) ⊂ G(k; ξ). By possible decreasing r(x, k, ξ), we may assume that γzξ (k) ∈ SdR˜
for |z − x| < r(x, k; ξ). Therefore, γzξ (k) − ξ ∈ Sd2R˜ and by Condition 3.1.?? and the
definition of vξ we may form vξ(γ
z
ξ (k)).
For each x ∈ R, (and k ∈ Rd, ξ ∈ Sd
R˜
), the function yx(t) = γ
x+it
ξ (k) solves the ODE
dyx
dt
(t) = ivξ(yx(t))
with the initial condition yx(0) = γ
x
ξ (k). The solution is a priori defined for |t| <
r(x, k; ξ).
The estimate (for t > 0)
| Im(yx(t))| = | Im(yx(t)− yx(0))| ≤
∫ t
0
∣∣vξ(yx(s))∣∣ ds ≤ Cωt, (48)
ensures that the solution may be extended beyond |t| = r(x, k; ξ) at least until |t| = r =
R˜/(Cω + 1). (A similar estimate holds for t < 0). This defines an extension of γ
z
ξ (k)
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from z ∈ G(k, ξ) to z ∈ Sr for all k ∈ Rd, ξ ∈ SdR˜. Note that γ
z
ξ (k) ∈ SdCωr ⊂ SdR˜ for all
z ∈ Sr. It remains to argue that the extension is analytic.
By Cauchy-Kowaleskaya, for each x ∈ R, k ∈ Rd and ξ ∈ Sd
R˜
, the solution t 7→ yx(t)
extends to an analytic function in a complex neighborhood O(x, k; ξ) of [−r, r]. Let
δ = δ(x, k; ξ) ∈ (0, r(x, k; ξ)) be such that [−r, r]× i[−δ, δ] ⊂ O(x, k; ξ).
By Unique Continuation, the extension yx(z) equals γ
x+iz
ξ (k) for z ∈ ([−r, r]×i[−δ, δ])∩
BCr(x,k;ξ)(0). This implies that t→ yx(t+ ix′), for |x′| < δ(x, k; ξ), solves the same initial
value problem as yx′(t) and hence they must coincide. This proves that z 7→ γzξ (k) is
analytic in (x−δ(x, k; ξ), x+δ(x; k; ξ))×i(−r, r). Since x ∈ R was arbitrary, we conclude
that z 7→ γzξ (k) is analytic in Sr.
The last claim about the range of z 7→ γzξ (k) for | Im z| ≤ r′ ≤ r, follows from (48).
Remark 3.8. 1. Let z ∈ Sr and write u = z/|z|. The above lemma allows us to
estimate
∣∣γzξ (k)− k∣∣ = ∣∣∣
∫ |z|
0
d
dr
(
γruξ (k)− k
)
dr
∣∣∣ = ∣∣∣∫ |z|
0
uvξ
(
γruξ (k)
)
dr
∣∣∣ ≤ Cω|z|. (49)
2. Let k, k′, ξ ∈ Rd. Abbreviate βzξ (k, k′) = γzξ (k′)− γzξ (k) and u(z) = |βzξ (k, k′)|2 for
z ∈ Sr. Then
du(z)
dz
= 2Re
{
βzξ (k, k
′) · dβ
z
ξ (k, k
′)
dz
}
= 2Re
{
βzξ (k, k
′) · (vξ(γzξ (k′))− vξ(γzξ (k)))}.
Estimating |vξ(γzξ (k′)) − vξ(γzξ (k))| ≤ C ′ω|βzξ (k, k′)|, using (41), we arrive at the
differential inequalities −2C ′ωu ≤ u˙ ≤ 2C ′ωu. Therefore, we may conclude the
estimate
∀z ∈ Sr : |βzξ (k, k′)| ≥ |k − k′|e−C
′
ω |z|. (50)
The previous two lemmata allow us to explicitly compute how conjugation by the
unitary group generated by A effects the fiber Hamiltonians and argue that the so
obtained expressions admit analytic continuations.
Lemma 3.9. Assume Condition 3.1. Then the map
R ∋ t 7→ eitAξTV e−itAξ := T tV
extends to an analytic B(H)-valued function defined in SR, where
R = min
{
r,
a′
Cω + 1
,
π
dC ′ω + 1
}
. (51)
We furthermore have the estimate ‖T zV ‖ ≤ CV Cde(d+d
′)C′ω |z| for z ∈ SR, where Cd =∫
Rd
(1 + |k|d′)−1 dk.
25
Proof. We begin by computing for t ∈ R
(
eiAξtTV e
−iAξtg
)
(k) =
√
J tξ(k)
∫
Rd
V̂
(
k′ − γtξ(k)
)√
J−tξ (k
′)g(γ−tξ (k
′)) dk′
=
√
J tξ(k)
∫
Rd
V̂
(
γtξ(k
′′)− γtξ(k)
)√
J−tξ (γ
t
ξ(k
′′))J tξ(k
′′)g(k′′) dk′′
=
√
J tξ(k)
∫
Rd
V̂
(
γtξ(k
′′)− γtξ(k)
)√
J tξ(k
′′)g(k′′) dk′′. (52)
Here we used substitution k′ = γtξ(k
′′) in the second equality and the identity (46) in
the final equality.
By Condition 3.1.3 and Lemma 3.7, the map t 7→ V̂ (γtξ(k′) − γtξ(k)) extends to an
analytic function on the strip SR.
It follows from Condition 3.1.1, (44) and Lemma 3.7 that t 7→ J tξ(k) extends analyti-
cally to z ∈ Sr. The estimate (41) implies:
∀z ∈ Sr, k, ξ ∈ Rd : |Jzξ (k)| ≤ edC
′
ω |z| and | arg(Jzξ (k))| ≤ dC ′ω| Im z|, (53)
where the second estimate – on Im(
∫ z
0 ∇·vξ(γsξ (k)) ds) – is most easily derived by choosing
a piecewise linear integration contour from 0 to z, which runs along the real axis from 0
to Re(z) (contributing nothing to the argument), and then from Re(z) to z. Here arg(ζ)
denotes the principal argument of the complex number ζ. The estimate on the argument
shows that
√
J tξ(k) extends analytically to SR (reading the square root as the principal
square root).
It remains to show that, if these analytic extensions are substituted into the right-
hand side of (52), it still defines a bounded operator on L2(Rd). We recall the notation
βzξ (k, k
′) := γzξ (k
′)− γzξ (k) and estimate using (42), (50) and (53)∫
Rd
∣∣Jzξ (k)∣∣∣∣∣
∫
Rd
V̂ (βz(k, k
′))
√
Jzξ (k
′)g(k′) dk′
∣∣∣2dk
≤ C2V e2dC
′
ω |z|
∫
Rd
(∫
Rd
(
1 + |βzξ (k, k′)|d
′)−1∣∣g(k′)∣∣ dk′)2dk
≤ C2V e2(d+d
′)C′ω |z|
∫
Rd
(∫
Rd
(
1 + |k − k′|d′)−1∣∣g(k′)∣∣ dk′)2dk
≤ C2V C2de2(d+d
′)C′ω |z| ‖g‖2L2(Rd). (54)
In the last step, we used (the sharp) Young’s inequality [18, Thm. 4.2]. Here Cd =∫
Rd
(1+ |k|d′)−1 dk. The above estimate shows that the right-hand side of (52) defines a
bounded operator for z ∈ SR.
That the extension to complex z ∈ SR is analytic now follows from Morera’s Theorem.
Proposition 3.10. Assume Condition 3.1 and let ξ, ξ0 ∈ Rd. Then the pair of operators
H(ξ), Aξ0 satisfies Condition 2.1 with R given by (51) and M = M˜〈ξ〉s1 for some M˜ ,
which does not depend on ξ.
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Remark 3.11. Below, the proposition above is proven by checking each of the four
assumptions in Condition 2.1 directly. In view of Proposition 2.4, it can also be proven
by proving Condition 2.1.1 and the commutator bound in Proposition 2.4.2. In fact, two
of the authors have persued this idea, see [8]. However, their proof is much longer than
the one presented here.
Proof of Proposition 3.10. We begin by establishing Condition 2.1.1. SinceD(H(ξ)) =
D = D(M〈k〉s2 ), it suffices to show that eitAξ0 : D → D for t ∈ [0, 1] and that
∀ψ ∈ D : sup
t∈[0,1]
‖M〈k〉s2 eitAξ0ψ‖ <∞. (55)
But this follows immediately from (39), (47) and Lemma 3.6.
As for Condition 2.1.2, we abbreviate w0 :=
1
2∇ · vξ0 , note that
Aξ0 = i∇k · vξ0 − iw0 = ivξ0 · ∇k + iw0
and compute as a commutator form on C∞0 (R
d):
H(ξ)Aξ0 −Aξ0H(ξ) = −ivξ0 · ∇kωξ − iMw0TV − iTVMw0
− i
d∑
σ=1
(
TixσVM(vξ0 )σ −M(vξ0 )σTixσV
)
.
(56)
The right-hand side defines a bounded operator. Condition 2.1.2 now follows from [21,
Prop. II.1], since eitAξ0C∞0 (R
d) ⊂ C∞0 (Rd).
By Lemma 3.6, Lemma 3.7 and Lemma 3.9, we may conclude that the map t 7→
Ht(ξ)ψ, for ψ ∈ D(H(ξ)), admits an analytic continuation into the strip SR. Here R
is defined in (51). The extension is given by Hz(ξ) = Mωξ◦γzξ0
+ T zV . This establishes
Condition 2.1.3.
It thus remains to examine whether or not Condition 2.1.4 holds. Using Lemma 3.9,
we may estimate for ψ ∈ H and z ∈ SR :
‖Hz(ξ)(H(ξ) + i)−1ψ‖
≤ CV Cde(d+d′)C′ω |z|‖(H(ξ) + i)−1ψ‖ + ‖Mωξ◦γzξ0 (H(ξ) + i)
−1ψ‖
≤ CV Cde(d+d′)C′ω |z|‖ψ‖ +Cω(2s1〈ξ〉s1 + 1)2s2〈Cωz〉s2‖M〈k〉s2 (H(ξ) + i)−1ψ‖. (57)
Here we used that s2 ≥ s1, Condition 3.1.2 (from where the constant Cω comes), (39)
and (49) to estimate
|ωξ(γzξ0(k))| ≤ Cω〈ξ − γzξ0(k)〉s1 + Cω〈γzξ0(k)〉s2
≤ Cω(2s1〈ξ〉s1 + 1)〈γzξ0(k)〉s2
≤ Cω(2s1〈ξ〉s1 + 1)2s2〈Cωz〉s2〈k〉s2 .
The proposition now follows since D(H(ξ)) = D(M〈k〉s2 ).
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Proposition 3.12. Assume Condition 3.1. Let (λ, ξ) ∈ R ×Rd \ T . Then there exist
e, κ,C > 0 and a compact self-adjoint operator K, such that
i[H(ξ), Aξ ] ≥ e− CEH(ξ)(R \ [λ− κ, λ + κ]) −K,
in the sense of forms on D(H(ξ)). If (λ, ξ) 6∈ Σpp, then one may choose K = 0.
Proof. Note first that it suffices to establish the form estimate on C∞0 (R
d).
We abbreviate gξ(k) := e
−k2−ξ2 |∇kωξ(k)|2 and write
i[Aξ ,H(ξ)] =Mgξ +K
′, (58)
where K ′ is i times the sum of the terms on the right-hand side in (56) involving V .
Using the λ 6∈ T (ξ) and that T (ξ) is closed, there exists κ > 0 such that [λ− 2κ, λ +
2κ] ⊂ R \ T (ξ). Put
e := inf
{
gξ(k)
∣∣ | k ∈ Rd with |ωξ(k)− λ| ≤ 2κ} > 0
and C := sup{|gξ(k) | k ∈ Rd} <∞.
Choose an f ∈ C∞0 (R) satisfying: supp(f) ⊂ [λ−2κ, λ+2κ], 0 ≤ f ≤ 1, and f(λ′) = 1
for |λ′ − λ| ≤ κ.
We may now estimate using the just chosen e, C and f :
Mgξ =Mgξf(Mωξ)
2 +Mgξ(1− f2(Mωξ))
≥ ef(Mωξ)2
≥ e− 2e(1− f(Mωξ)). (59)
To pass from 1− f(Mωξ) to 1− f(H(ξ)) we compute
f(H(ξ))− f(Mωξ) =
1
π
∫
C
∂¯z f˜(z)((H(ξ) − z)−1 − (Mωξ − z)−1) dz
=
1
π
∫
C
∂¯z f˜(z)(H(ξ) − z)−1TV (Mωξ − z)−1 dz.
Here f˜ is an almost analytic extension of f . The operator TV (Mωξ − z)−1 is compact
(for the same reason K ′ was compact). This shows that K ′′ = f(H(ξ)) − f(Mωξ) is a
compact operator.
We may now combine (58), (59) and the estimate 1−f(H(ξ)) ≤ EH(ξ)(R\[λ−κ, λ+κ])
to arrive at the Mourre estimate
i[Aξ ,H(ξ)] ≥ e− 2eEH(ξ)(R \ [λ− κ, λ+ κ])−K,
where K = −K ′ + 2eK ′′ is compact.
Finally, if λ 6∈ Σpp(ξ), then KEH(ξ)([λ − κ, λ + κ]) → 0 for κ → 0 in operator norm.
This implies the remaining claim.
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Proposition 3.13. Assume Condition 3.1. Suppose (λ0, ξ0) ∈ Σpp \ T . Let U :=
BR
d
R˜
(ξ0) and UC := B
Cd
R˜
(ξ0). Then Condition 2.16 is satisfied with A = Aξ0 and M
replaced by M supξ∈U〈ξ〉s1 .
Proof. Let ξ ∈ U and put U(t) := exp(iAξ0t) for t ∈ R. That Condition 2.16.1 holds,
that is that D(H(ξ)) =: D is independent of ξ, was discussed in Remark 3.4.1.
Condition 2.16.2 follows from Proposition 3.10 (with M = supξ∈U 〈ξ〉s1M˜ and the R
from (51)). Hence it remains to establish Condition 2.16.3 and 4 (with the same R).
Condition 2.8.1 is satisfied by assumption, and Condition 2.8.2 follows from Proposi-
tion 3.12, since (λ0, ξ0) 6∈ T and 〈H(ξ0)〉 ≥ 1. This verifies Condition 2.16.3.
Put
r0 =
R
1 + Cω
,
where R > 0 is as in (51) and the constants Cω and C
′
ω are from (40) and (41), respec-
tively. In order to verify Condition 2.16.4, choose z0 ∈ BCr0(0) ⊂ BCR(0) with Im(z0) > 0.
Due to Lemma 3.7, γz0ξ (k) ∈ Sdr0Cω ⊂ SdR ⊂ SdR˜ for k ∈ Rd and ξ ∈ UC ⊂ SdR˜. We
therefore have ξ − γz0ξ (k) ∈ Sd2R˜ for all ξ ∈ UC and k ∈ R
d.
By Condition 3.1.1, the map U ∋ ξ →Mωξ◦γz0ξ ψ extends to an analytic function in UC
for every ψ ∈ D. To see that ξ → T z0V ψ extends from U to an analytic function defined
for ξ ∈ UC, we observe from (52) (with t replaced by z0 on the right-hand side) that it
suffices to ensure that | arg(Jz0ξ (k))| < π for all k ∈ Rd and ξ ∈ UC. But this follows
from (41), (44) and the estimate | ∫ z00 ∇ · vξ(γsξ (k)) ds| ≤ |z0|dC ′ω, valid for all k ∈ Rd
and ξ ∈ Sd
R˜
. Here we used that r0 ≤ R ≤ π/(1 + dC ′ω), cf. (51).
It follows that UC ∋ ξ 7→ Hz0(ξ)ψ is analytic for all ψ ∈ D. This verifies Condi-
tion 2.16.4, since all operators have a common domain by Proposition 3.10.
Proof of Theorem 3.2. Let M = R×Rd and N = Rd, both real analytic manifolds. To
show that T is sub-analytic, we write it as the image under a real analytic map of the
semi-analytic subset
Y =
{
(λ, ξ, k) ∈M ×N ∣∣ωξ(k)− λ = 0} ∩ (∩dj=1{(λ, ξ, k) ∈M ×N ∣∣ ∂kjwξ(k) = 0})
of M × N = R × Rd × Rd. Here we used that the semi-analytic subsets of M form a
ring. Let π : M ×N → M be the projection π(λ, ξ, k) = (λ, ξ). Then T = π(Y ). Since
|ωξ(k)| → ∞ as |k| → ∞, this implies that T is sub-analytic (π|Y is a proper map).
Since T is a closed subset of M , this finishes the proof of 1.
Fix ξ ∈ Rd. To see that T (ξ) is locally finite, consider the map πξ from Mξ =
{(ωξ(k), k) | k ∈ Rd} into R defined by setting πξ(λ, k) = λ. Since Mξ and R are real
analytic manifolds and πξ is a real analytic proper map, we get from Theorem B.3
sub-analytic stratifications {Sα}α∈A of Mξ and {Tβ}β∈B of R.
Let λ ∈ T (ξ). Then there exists k ∈ Rd, such that ωξ(k) = λ and ∇kωξ(k) = 0.
Let α ∈ A be such that (λ, k) ∈ Sα. Since dπξ|Sα(λ, k)(η, u) = η and η = u · ∇kωξ(k)
for (η, u) ∈ T(λ,k)Sα, we conclude that rank(dπξ|Sα(λ, k)) = 0. Let β ∈ B be such that
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πξ(Sα) = Tβ . Then Tβ is a zero-stratum, hence a singleton, which must be Tβ = {λ}.
By local finiteness of the stratification {Tβ}β∈B , we may therefore conclude that T (ξ) is
locally finite. This concludes the proof of 2.
We now turn to 3. In order to verify that Σpp \ T is a (relatively) closed and semi-
analytic subset of R×Rd \ T , pick (λ, ξ) ∈ R×Rd \ T .
If (λ, ξ) 6∈ Σpp, then we obtain from Proposition 3.12 constants e, κ,C > 0 such that
i[H(ξ), Aξ ] ≥ e− CEH(ξ)([λ− κ, λ+ κ]).
By a continuity argument, there exists a sufficiently small open neighborhood W ⊂
R×Rd \ T of (λ, ξ), perhaps new smaller positive constants e′ < e, κ′ < κ and a bigger
C ′ > C, such that
∀(λ′, ξ′) ∈W : i[H(ξ′), Aξ′ ] ≥ e′ − C ′EH(ξ′)([λ′ − κ′, λ′ + κ′]).
Here we used that the map ξ′ → [H(ξ′), Aξ′ ] ∈ B(L2(Rd)) is continuous, cf. (56). Hence,
by the Virial Theorem [9], Σpp ∩W = ∅. This shows that Σpp \ T is a closed subset of
R×Rd \T , and that W ∩ (Σpp \T ) ∈ O(W ). Recall from Definition B.1.1, the definition
of O(W ).
As for the case (λ, ξ) ∈ Σpp, we obtain from Theorem 2.21 a neighborhoodW of (λ, ξ),
such that Σpp ∩W ∈ O(W ). Here we used Proposition 3.13 to ensure the applicability
of Theorem 2.21. This completes the proof of 3.
The last property 4 is a standard consequence of having a Mourre estimate satisfied
for energies λ ∈ R \ T (ξ).
A. Approximate Eigenstates for Closed Operators
Lemma A.1. Let T be a densely defined closed operator on a Hilbert space H. Let
µ ∈ σ(T ). At least one of the following two properties hold true:
1. There exists a sequence {ψn}∞n=1 ⊂ D(T ) with ‖ψn‖ = 1 for all n and
lim
n→∞
‖(T − µ)ψn‖ = 0,
2. There exists a sequence {φn}∞n=1 ⊂ D(T ∗) with ‖φn‖ = 1 for all n and
lim
n→∞
‖(T ∗ − µ¯)φn‖ = 0.
Proof. Note that µ ∈ σ(T ) implies that µ¯ ∈ σ(T ∗). Furthermore, if T −µ has a bounded
left-inverse L, then L∗ is a bounded right-inverse of T ∗− µ¯. Conversely, if L is a bounded
left-inverse of T ∗ − µ¯, then L∗ is a bounded right-inverse of T − µ. In particular, it is
not possible for T −µ and T − µ¯ to both have a bounded left-inverse. Therefore we may
suppose that T − µ does not have a bounded left-inverse.
Suppose 1 is false. Then there exists c > 0, such that for all ψ ∈ D(T ) we have
‖(T − µ)ψ‖ ≥ c‖ψ‖. This coercive estimate ensures that T − µ is injective and that
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V = Range(T − µ) is closed. If V = H, then T − µ has a bounded left inverse by the
Closed Graph Theorem, which we assumed it did not have, and hence V ( H. We may
now pick φ ∈ V ⊥ with ‖φ‖ = 1. Then, for ψ ∈ D(T ), |〈φ, Tψ〉| = |〈φ, µψ〉| ≤ |µ|‖ψ‖.
This shows that φ ∈ D(T ∗). For any ψ ∈ D(T ), we may now compute 〈T ∗φ,ψ〉 =
〈φ, Tψ〉 = 〈φ, µψ〉 = 〈µ¯φ, ψ〉, and conclude that T ∗φ = µ¯φ. This concludes the proof,
since 2 will hold with the constant sequence φn = φ for all n.
B. Semi- and Sub-analytic geometry
In this appendix we rather briefly summarize the notions of semi-analytic and sub-
analytic sets. For further background, we refer the reader to [3,5] and references therein.
Definition B.1. Let M be a real analytic manifold.
1. Let W ⊂ M be an open nonempty set. We write O(W ) for the smallest ring2 of
subsets ofW containing sets of the form {y ∈W | f(y) > 0} and {y ∈W | f(y) = 0}
where f ranges over real analytic functions f : W → R.
2. A subset X ⊂ M is called a semi-analytic subset of M if: for any x ∈ M , there
exists an open neighborhood W ⊂M of x, such that X ∩W ∈ O(W ).
3. A subset X ⊂ M is called a sub-analytic subset of M if: for each point x ∈ M ,
there exists an open neighborhood x ∈W ⊂M , a real analytic manifold N and a
semi-analytic subset Y ⊂M ×N , such that
• The closure Y inside M ×N is compact.
• π(Y ) = X ∩ W , where π : M × N → Rn is the projection onto the first
coordinate.
The semi-analytic as well as the sub-analytic subsets of M form rings of subsets of
M . Semi-analytic subsets are of course sub-analytic as well. The converse is in general
false, but if dim(M) ≤ 2, the two notions are the same.
Definition B.2. Let M be a real analytic manifold and X ⊂ M a semi-analytic (sub-
analytic) subset. Let {Sα}α∈A be a collection of subsets of X. We say that {Sα}α∈A is
a semi-analytic stratification (sub-analytic stratification) if
• Each Sα is a connected real analytic manifold.
• ∪α∈ASα = X and Sα ∩ Sβ = ∅ for α 6= β.
• For any K ⊂M compact, the set {α ∈ A |Sα ∩K 6= ∅} is finite. (Local finiteness.)
• If α 6= β and Sα ∩ Sβ 6= ∅, then Sβ ⊂ ∂Sα. (Frontier condition.)
• Each Sα is semi-analytic (sub-analytic) as a subset of M .
2collection of sets stable under complement as well as under finite intersections and unions.
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The sets Sα are called strata, more specifically k-strata if dim(Sα) = k. We note that
any semi-analytic (sub-analytic) subset X ⊂ M admits a semi-analytic (sub-analytic)
stratification.
In this paper we need the following result:
Theorem B.3. Let M and N be real analytic manifolds and π : M → N a proper real
analytic map. Then there exist sub-analytic stratifications {Sα}α∈A of M and {Tβ}β∈B
of N , such that for each α ∈ A, there exists β ∈ B with
• π(Sα) = Tβ.
• rank(dπ|Sα(s)) = dim(Tβ) for all s ∈ Sα.
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