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Abstract: We have recently described a range-based neighbourhood operator and an experimentally discovered
edge detector based on it. The latter relies on data ﬁtting in a pixel neighbourhood, and has a wide dynamic range.
A preliminary theoretical investigation of its basis, and some of its properties, have only been recently presented.
In this paper, we introduce some new insights which have led to a re-deﬁnition of the original edge detector.
Speciﬁcally, we show that the norm used to deﬁne the isotropic neighbourhood need not be the same as that used
to measure distances from the centre pixel. This decoupling allows independent selection and optimization of the
norm for each of these two functions. The theoretical development is illustrated with results from application to
mammograms.
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1 Introduction
We have recently described an unconventional edge de-
tector [1] and given a preliminary explanation of its the-
oretical basis [2]. This new edge operator is based on
data analysis and curve ﬁtting in the neighbourhood of a
centre pixel. Apart from its novel implementation, this
edge detector has some interesting properties, includ-
ing a wide dynamic range, and possible insensitivity to
noise.
In this paper, we extend the previous analysis and ex-
amine the effect of varying the radius and norm—two
parameters of the edge operator—and present relevant
experimental results. One consequence of this analy-
sis is the insight that the norm, in the original deﬁnition
of the edge operator, serves two functions: neighbour-
hood shape deﬁnition and distance measurement from
the centre pixel. The possibility of decoupling these two
functions, by deﬁning a neighbourhood shape norm and
adistancenorm, independentlyofeachother, enablesus
to optimize the selection of each, for the edge detection
task at hand.
∗This research was partially supported by Australian Research
Council (ARC) Large Grant No. A00000714 and by the Western
Australian Government through funding of ARCME as part of its
Centres of Excellence programme.
2 Range-based edge detector
For the sake of completeness, the original deﬁnition of
the edge operator [2] is brieﬂy summarized below.
A digital image I : Z×Z → Z is deﬁned on a com-
pact lattice in Z2 with integer-valued pixels in some pre-
deﬁned ﬁnite co-domain in Z . We next deﬁne a neigh-
bourhood N = Nt
r(p) as a region of symmetrically dis-
tributed pixels q, around a pre-deﬁned centre pixel p ∈
I, up to a radius r from p, deﬁned using the Minkowski
t-norm, k·kt on R2 so kp−qkt =

å
2
i=1|p−q|t1
t ≤ r.
The two-dimensional neighbourhoods corresponding to
Minkowski t-norms on R2 with t = 1,2 and ¥ have the
shape of a diamond, circle, and square, respectively [3].
Each pixel that belongs to a neighbourhood is la-
belled by a value di which denotes its distance, or norm
value, from the centre pixel, for the chosen norm, t.
Note that there are n = |{di}| unique distances which
can be ordered so: 1 = d1 < d2 <,...,< dn = r. For
each di there exists a set Si(p) of all pixels which
lie at that ﬁxed distance from the centre pixel p, i.e.,
Si(p) = {q : kp−qkt = di}.
Let si
max and si
min be the corresponding maximum
and minimum values of the pixels in Si(p).
We then deﬁne the range Ri(p) for the pixels at a dis-
tance di from the centre pixel p to be Ri(p) = si
max −
si
min. Finally, we deﬁne the cardinality of the neigh-bourhood |N| to be the total number of pixels inside
the neighbourhood N, which also represents the num-
ber of pixels that contribute to the mathematical oper-
ation around the centre pixel. The above procedure is
repeated for all p in I.
Using the above notation, for any centre pixel p, we
get a total of n range values, R1,...,Rn corresponding to
n unique distances d1,...,dn. A straight line is ﬁtted to
a plot of the n data-pairs log10Ri versus log10di so as to
minimize the square of the error. For convenience, we
shall abbreviate log10 to log. Note that the dis are not
random variables, but the Ris are.
The gradient m, y-axis intercept c, and the square of
coefﬁcient of correlation h2 of the ﬁtted straight line are
given by [4]:
m =
nå(logdilogRi)−(ålogdi)(ålogRi)
nå(logdi)2−(ålogdi)2 (1)
c =
ålogRi
n
−m
ålogdi
n
(2)
h2 =
 
å[(logdi− ¯ d)(logRi− ¯ R)]
p
å(logdi− ¯ d)2p
å(logRi− ¯ R)2
!2
(3)
where ¯ d =
ålogdi
n
, ¯ R =
ålogRi
n
are the mean values
for logdi and logRi correspondingly, and the summa-
tions are understood to be å
n
i=1.
We now deﬁne the range-based neighbourhood op-
erator [5] as follows. For every pixel p in an image
I : Z×Z → Z with a given neighbourhood N = Nt
r(p)
of radius r, centre pixel p and norm t, we deﬁne the
edge operator N to be
N (t,r,p) =


m
c
h2

 (4)
where m,c and h2 are correspondingly the gradient, the
y-axis intercept and the square of the coefﬁcient of cor-
relation as deﬁned above. The edge sensitive compo-
nent of the RHS of equation (4) is the y-axis intercept,
c. For a geometrical deﬁnition of this operator the in-
terested reader is referred to a previous publication of
ours [5].
The unconventional edge detector E maps the cen-
tre pixel p to the y-axis intercept alone and is therefore
deﬁned as:
E(t,r,p) = c =
ålogRi
n
−m
ålogdi
n
(5)
For succinctness, when the edge operator is applied to
an entire image, I, we shall denote the resulting image
by E(t,r,I).
2.1 Approximation for the edge operator
Substituting for m into equation (2) for c, we get a more
interesting form for c:
c =ålogRi
(a−blogdi) (6)
where
a =
å
n
k=1(logdk)2
nå
n
k=1(logdk)2−(å
n
k=1logdk)2 (7)
and
b =
å
n
k=1logdk
nå
n
k=1(logdk)2−(å
n
k=1logdk)2 (8)
are known constants since å
n
k=1logdk, å
n
k=1(logdk)2
and n vary not with position p but with radius r and
norm t.
The exponent (a−blogdi) in equation (6) can be
further simpliﬁed. In fact, we may justiﬁably ap-
proximate the term logdi by its mean value ¯ d =
ålogdi
n . Then since a and b have the same denomina-
tor (nå
n
k=1(logdk)2−(å
n
k=1logdk)2), we get:
a−blogdi ≈ a−b ¯ d = a−b
å
n
i=1logdi
n
=
å
n
k=1(logdk)2−å
n
k=1logdk
ålogdi
n
nå
n
k=1(logdk)2−(å
n
k=1logdk)2
=
1
n

nå
n
k=1(logdk)2−å
n
k=1logdkå
n
i=1logdi


nå
n
k=1(logdk)2−(å
n
k=1logdk)2
=

1
n

nå
n
k=1(logdk)2−(å
n
k=1logdk)2
nå
n
k=1(logdk)2−(å
n
k=1logdk)2 =
1
n
(9)
Hence we end up with a more insightful and elegant
form for the approximation of c, namely
c ≈ålogRi
1
n =
1
nålogRi (10)
3 Variation of the norm t
The results in [2] were derived and quoted for the Eu-
clidean norm, t = 2. The results when t is varied are
now presented. In order to more fully understand the in-
ﬂuence of n in equation (10), we now investigate some
fundamental properties of norms on a discrete Cartesian
lattice.
3.1 Effect of t and r on N
Since every pixel on the discrete Cartesian lattice has
integer coordinates (x,y), we now specify the inclusion
condition. A pixel (x,y) ∈ N ⇐⇒
p
x2+y2 ≤ r. Theiso-distance loci for the different Minkowski t-norms
are shown in Figure 1 for t = 1,2,4,¥ for r ∈ R. The
iso-distance loci deﬁne the shape of the neighbourhood
N. This locus initially takes the form of a rhombus, for
t = 1, becoming a circle for t = 2, thereafter gradually
metamorphosing to “super-circles” [6] for t ≥ 3, ﬁnally
becoming a square for t = ¥.
On the discrete Cartesian lattice, the number of
unique distances n increases with radius r for any norm
t. To avoid confusion, we restrict r to be an integer as
well. Figure 2 illustrates the boundaries enclosing N
for r = 5 and t = 1,2,¥. It is clear from Figure 2 that
N1
5 ⊆ N2
5 ⊆ N¥
5 and a similar relationship holds for the
corresponding cardinalities. The precise variation of n
with t is, however, not so obvious. Indeed, this is a non-
trivial problem, which is formally considered later. By
way of illustration, we list in Table 1 the variation of n
and |N| for varying r and t.
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Figure 1: The effect of different Minkowski t-norms on the
shape of the neighbourhood.
r
t 1 2 3 4 5
1 1 5 2 13 3 25 4 41 5 61
2 1 5 3 13 6 29 9 49 13 81
3 1 5 3 13 6 29 10 53 14 81
4 1 5 3 13 6 29 10 53 15 85
5 1 5 3 13 6 29 10 53 15 85
¥ 1 9 2 25 3 49 4 81 5 121
Table 1: The radii r vary from 1 to 5, in the columns, and the
norm t varies from 1 to 5 and ¥, in the rows. For each radius,
the ﬁrst column shows the number of unique distances n and
the second, the total number of pixels in the neighbourhood
N, i.e., |N|. The value of t does not affect |N| as much as r
does.
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Figure 2: The number n of neighbourhood pixels is being
plotted on a discrete lattice of radius r = 5, and can be ap-
proximated by shapes generated by different norms t. We are
using the staircase part D to cancel out any obvious symme-
tries and to categorise the neighbourhood pixels into diago-
nal, axis and inner pixels.
3.2 The dependence of n on r and t
Let us now consider the discrete Cartesian lattice in
Figure 1. We denote by D = Dt
r(p) the collection of
the neighbourhood pixels that lie between the diagonal
pixels (x,x) and the axis pixels (0,x), for x = 1,...,r.
More speciﬁcally, a pixel (x,y) 6= (0,0) belongs to D if
and only if x ≥ y ≥ 0 and
p
x2+y2 ≤ r. The condi-
tion x ≥ y ≥ 0 will help us to avoid any obvious sym-
metries of the discrete Cartesian lattice, and to enforce
uniqueness. Note that n is determined uniquely within
the octant deﬁned by Dt
r and that we need not consider
the whole of Nt
r.
In Table 2, we compare the number of unique dis-
tances n with the cardinality of D, denoted by |D|. Ob-
serve that, excluding the extreme cases where t = 1 or
t = ¥, n tends to be very near to |D| for lower values of
t, and equal to |D| for larger values of t.
This is seen graphically in Figure 3, where it is clear
that for ﬁxed radius r and increasing normt, the number
of unique distances n approaches a constant as long as
t is ﬁnite. When t becomes inﬁnite, however, n drops
steeply and n = r.
Also, we may graphically deduce from this ﬁgure
that for any norm, the number of unique distances n is
bounded below by r, and bounded above by |D|. In the
nextsection, weusetheseresultstoreviewandre-deﬁne
the function of the norm in the edge operator.r
t 1 2 3 4 5
1 1 1 2 3 3 5 4 8 5 11
2 1 1 3 3 6 6 9 9 13 14
3 1 1 3 3 6 6 10 10 14 14
4 1 1 3 3 6 6 10 10 15 15
5 1 1 3 3 6 6 10 10 15 15
¥ 1 2 2 5 3 9 4 14 5 20
Table 2: Number of unique distances n and total number of
pixels in D for varying norm and radius. For each radius r,
the ﬁrst column shows the number of unique distances n and
the second, the number of pixels in the neighbourhood D, i.e.,
|D|.
4 Two facets of the norm
The previous analysis, in which the inﬂuence of t and
r, on n and |N|, underscores the fact that the norm in
the original deﬁnition of the edge detector serves two
purposes for any given r:
1. deﬁning the shape of the neighbourhood n, and indi-
rectly, the number |N| of pixels within it; and
2. determining the number of unique distances n
through the distance metric deﬁned by the norm.
Because the deﬁnition of the edge detector involves
data ﬁtting, and observing that in general, precision of
ﬁt is increased as more and more data points are ﬁtted,
we would ideally require a large number of unique dis-
tancesnfor anygiven radius. From Table1, considering
r = 3, we need a neighbourhood with 25 pixels in order
to get a meaningful straight line ﬁt with 3 data points,
for t = 1. If t were 2, however, we would have 6 data
points, albeit with a slightly larger neighbourhood of 29
pixels. It is clear that the ratio n
|N| gets larger with t,
as long as t is ﬁnite. This means that for good accu-
racy, the neighbourhood N must be large in pixel terms.
However, large neighbourhoods lead to thick edges and
images that appear out of focus.
Moreover, there is no a priori reason that the same
norm should subserve both functions. Accordingly, we
separate these two functions and deﬁne the shape norm
ts, identifying the shape of the neighbourhood, and thus
the number of the pixels in it, and the distance norm td,
bywhichthedistancefromthecentrepixeliscomputed.
This allows each to be optimized separately. It also de-
couples n from |N| because each is determined inde-
pendently of the other, for any given r. Therefore, we
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Figure 3: Variation of n with t. As t → ¥ (but does not be-
come equal to ¥), the number of unique distances n reaches
a constant value. When t = ¥, n drops steeply and becomes
equal to r.
may re-deﬁne the edge operator as E(t,r,p) = c where
t = (ts,td).
4.1 Shape norm ts and distance norm td
While, the distance norm td divides the neighbourhood
into sets Si, each of which contains pixels at a ﬁxed dis-
tance di from the centre pixel p, the total number of
pixels inside the neighbourhood |N| is determined by
the shape norm ts. However, |N| also depends on the ra-
dius r. Hereafter, r is kept constant so that the variation
with of n and |N| with td and ts may be better investi-
gated. In fact, and equivalently, because of the octantal
symmetry of N, we will be investigating the behaviour
of n and |D|.
5 Optimization of ts and td
Identifyingt in Figure 3 withtd, it may be observed that
n becomes very large when td ≥ 2 and is stabilized after
that for ﬁnitetd. Withts different fromtd, this behaviour
remains unchanged although the constant value |D| to
which the curves converge vary slightly with the choice
of ts.
There are two opposing requirements for an accurate
edge detector:
1. Alargenumberofuniquedistancesnisdesirablebe-
cause that would give a large number of data points
and therefore greater precision in the data ﬁtting thatis integral to the edge operator; and
2. A small neighbourhood to
(a) decrease the contribution from distant edges and
therefore increase local accuracy; and
(b) limit the value of t to minimize computational
complexity because of exponentiation in norm
calculation and consequent loss of accuracy and
speed, as well as to reduce the number of pixels
processed per centre pixel p.
Because larger neighbourhoods N lead to larger n, we
are after a solution that leads to largest n for the smallest
N, i.e., we want to maximize the ratio n
N as the shape
and distance norm are varied.
In order to beneﬁt from the minimization of squared
error, the system of equations for a straight line ﬁt must
be over-determined. Therefore, the minimum value of n
for a meaningful straight line ﬁt is 3; and larger values
would increase the precision of ﬁt. This means that the
value of n must be large independently of the ratio n
|N|
identiﬁed above.
Finally, the radius r should also be large enough to
ensure that n ≥ 3, and must be kept ﬁxed. However,
large r leads to “edge blurring” and increased computa-
tional time. It is assumed that the optimal choice for r
lies in the interval [2,5]. The approach taken below to
solve this problem is graphical, numerical and tabular
rather than analytical.
5.1 Selection and optimization of ts
The variation of |N| with ts using the numbers cal-
culated in Table 1 has been plotted in Figure 4.
The computational time complexity for computing the
Minkowski norm boundaries for any ts is estimated to
be O(nts). But whents =¥, the extent of the neighbour-
hood N may be simply assigned rather than computed,
so that the computational time complexity is one order
of magnitude smaller than even when ts = 1. This sug-
gests that the optimal shape norm may be the square
neighbourhood deﬁned by ts = ¥ for any given radius
r, on grounds of computational time complexity alone,
but this must be veriﬁed experimentally.
Another reason for selectingts =¥ is that |N| is max-
imum for any given r with this shape. There is also the
possibility that, for ﬁxed r, we will have a larger num-
ber of unique distances, n, with this choice of ts so long
astd is neither one nor inﬁnity, as illustrated in Figure 3.
We therefore conclude that the optimal shape norm may
be ts = ¥, again subject to experimental veriﬁcation.
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Figure 4: Variation of n with r for various ts. The value of
td has been ﬁxed at 3, but this illustrated behaviour holds for
all 1 <td < ¥.
5.2 Selection and optimization of td
We require the value td that for any given r and ts, gives
the maximum number of unique distances n, preferably
with the least computational complexity. According to
the ﬁrst column for each r in Table 1, we may disregard
td = 1 and td = ¥ for this purpose. It can be concluded
that the optimal distance norm td takes an integer value
between 2 and inﬁnity. To a ﬁrst approximation, we
make the educated guess that the optimal td should lie
in an interval such as [2,6] in order to reduce computa-
tional time complexity. A more precise solution is not
attempted in this paper due to space constraints.
5.3 Variation of the ratio n
|N|
The behaviour of the fraction n
|N| for speciﬁc values of
r,ts andtd is shown in Table 3. The radius and the shape
norm, determine the shape of the neighbourhood N and
its cardinality |N|. For a given r and ts, the number of
the unique distances n, is determined once td is also as-
signed. This explains the progression of the columns
from left to right. The ratio n
|N| varies from 0.06 to 0.23;
it decreases even further for larger radii, but does not
exceed 0.23 for 1 ≤ r ≤ 6.
In general, the ratio n
|N| increases as r increases from
1 to 2, but decreases for larger r. From Table 3, we
conclude that the optimal parameter set is r = 2, ts ∈
{1,2} and td ∈ {2,3}.r = 2 r = 3
ts |N| td n n
|N| ts |N| td n n
|N|
1 2 0.15 1 3 0.12
1 13 2 3 0.23 1 25 2 5 0.20
3 3 0.23 3 5 0.20
¥ 2 0.15 ¥ 3 0.12
1 2 0.15 1 4 0.14
2 13 2 3 0.23 2 29 2 6 0.21
3 3 0.23 3 6 0.21
¥ 2 0.15 ¥ 3 0.10
1 2 0.15 1 4 0.14
3 13 2 3 0.23 3 29 2 6 0.21
3 3 0.23 3 6 0.21
¥ 2 0.15 ¥ 3 0.10
1 4 0.16 1 6 0.12
¥ 25 2 5 0.20 ¥ 49 2 9 0.18
3 5 0.20 3 9 0.18
¥ 2 0.08 ¥ 3 0.06
Table 3: Number of unique distances n and total number of
pixels |N| for different radii r, shape norms ts, and distance
norms td.
6 Results and Discussion
The edge detector was applied to medical X-rays of
breasts, or mammograms, and the resulting edge im-
ages, shown in Figure 5, were visually assessed. Fig-
ure 5(b) shows that with ts =td = ¥, r needs to be 6 for
n to equal 6 as well. This leads to a large neighbour-
hood, low n
|N| ratio, and a blurred looking edge image.
Conversely, with Figure 5(c), n also has a value of 6, but
with r = 3 leading to n = 6 and a sharper edge image.
The ﬁnal image in Figure 5(d) is the predicted optimal
image with ts = td = r = 2 and has an n
|N| ratio of 0.23.
Note that Figure 5(c) has an n
|N| ratio of 0.21 and is thus
only slightly worse than the optimal, and is visually not
distinguishable from it. Finally, it is pointed out that
both ts and td are based on the Minkowski t-norm, but
other norms should not be ruled out for the same pur-
pose.
7 Conclusions
We have described a neighbourhood-based operator that
uses range as an edge sensitive feature to implement an
edge detector. A concise notation for the operator has
been introduced and the search for an optimal neigh-
bourhood led to the novel concepts of shape norm ts
Original image (¥,¥,6) (2,2,3) (2,2,2)
(a) (b) (c) (d)
Figure 5: Results with mammograms. Figures in parenthe-
ses denote the triple (ts,td,r).
and distance norm td. The behaviour of these, along
with the radius r, in the context of a discrete Cartesian
lattice was investigated numerically and graphically. It
was discovered that the optimal operator parameters are
r = 2, ts ∈ {1,2} and td ∈ {2,3}.
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