Abstract. Given a poset P , a meet-extension e X : P → X and a joinextension e Y : P → Y , we define the canonical amalgamation of e X and e Y as an abstraction of a certain natural poset structure defined on X ∪ Y , and equipped with embeddings of X and Y corresponding to inclusions. This is essentially the extension of P obtained by 'freely' combining e X and e Y . By making particular choices for e X and e Y , the canonical amalgamation is the 'intermediate structure' that appears in the construction of canonical extensions. Our characterization is based on a kind of universal property. We find sufficient conditions for an order-preserving map f : P → Q to admit a lift to the canonical amalgamation that preserves some amount of the meet and join structure parametrized by a pair of cardinals. Using this, we show that the free lattice generated by P while preserving certain meets and joins can be obtained by constructing a chain of canonical amalgamations then taking the colimit. The objects in this chain can be thought of as approximations to the free lattice, and have their own universal properties.
Introduction
A standard technique for constructing the canonical extension of a poset P is to take the sets of all filters and ideals of P , and then to define an antitone Galois connection between their powersets using the relation of non-empty intersection. The canonical extension is then the complete lattice of stable sets of filters. This constructive method appeared in [8] for lattices, and was first applied in the general setting of posets in [3] .
As discussed in [3, Remark 2.3] , the meanings of the terms 'filter' and 'ideal' are important here, as definitions that are equivalent for lattices diverge in the more general setting. The effect of varying these definitions on the canonical extension construction is investigated in [14] .
Going further, it is not necessary to restrict to the sets of all filters and ideals, however they are defined, or even to the relation of non-empty intersection. Going down this path leads [15] to define canonical extensions relative to a choice of a set of filters and a set of ideals. If we abandon explicit reference to filters, ideals and non-empty intersection altogether, but keep the essential ingredients of the Galois connection construction, we arrive at the generality of ∆ 1 -completions [9] . This class of completions includes both canonical extensions and MacNeille completions, and is defined to include all completions in which the embedded image of the base poset is doubly dense (i.e. every element of the completion is both a join of meets and a meet of joins of subsets from this image).
The basis of the construction of a ∆ 1 -completion is a polarity (X, Y, R). Here X and Y are sets and R ⊆ X × Y is a binary relation. From this a complete lattice can be constructed using the subsets of X that are stable with respect to a Galois connection between ℘(X) and ℘(Y ), this time defined using R in place of 'non-empty intersection'. There is a 1-1 correspondence between ∆ 1 -completions of a poset P and polarities with certain properties (see [9, Theorem 3.4] for the details, or [4, Section 7] for a more general result).
For polarities corresponding to a ∆ 1 -completion of a poset P , the sets X and Y are implicitly meet-and join-extensions of P . Moreover, if d : P → C is the resulting ∆ 1 -completion, there are natural embeddings of X and Y into C. This induces a natural order on X ∪ Y , producing what is often referred to as the 'intermediate structure'. It turns out that these natural embeddings are actually order-embeddings, so the orders on X and Y agree with the orders induced by C on X ∪ Y . Thus the intermediate structure is an amalgamation of X and Y into a common extension of P , using the relation R as a kind of glue for the two pieces.
It is possible to define this 'intermediate structure' on X ∪ Y purely in terms of the relation R. In other words, without going through the construction of the completion (see [9, Proposition 3.1] , or [7, Proposition 2.7] for a proof). In general, given a meet-extension e X : P → X, a join-extension e Y : P → Y and a polarity (X, Y, R), the 'intermediate' order structure defined on X ∪ Y using R in this way may not agree with the orders on X and Y . In other words, the 'intermediate structure' here may not be an amalgamation of X and Y .
The understanding of the intermediate structure as an amalgamation of extensions, and the observation that the 'intermediate structure' on X ∪Y may not agree with the orders on X and Y , leads [4] to define and investigate extension polarities. That is, triples (e X , e Y , R) where e X : P → X and e Y : P → Y are extensions of P , and (X, Y, R) is a polarity. We will present some relevant features of this investigation in Section 3. The motivating question is essentially, given an extension polarity (e X , e Y , R), when can e X and e Y be amalgamated by 'gluing' along R?
Given e X and e Y , there is a minimal relation R such that an amalgamation of e X and e Y along R with particularly nice properties exists. This turns out to be the relation of non-empty intersection (this time of pre-images of e X and e Y -see Section 4 for more details). If (e X , e Y , R l ) is an extension polarity where R l is this relation of 'non-empty intersection' and e X and e Y are meet-and join-extensions respectively, then there is a unique amalgamation of e X and e Y along R l , and this structure has a kind of universal property (see Sections 3 and 4) .
The starting point of this paper is to use this universal property as part of an abstract characterization of the amalgamation of e X and e Y using the 'non-empty' intersection relation. That is, an abstract characterization of the 'intermediate structure ' . This is done in Section 4. This is given the name canonical amalgamation, to emphasize that it is, in a sense, the 'free' way to amalgamate e X and e Y . In Section 5 we make explicit the connection between the canonical extension and the canonical amalgamation, in particular how the uniqueness (up to isomorphism) of the canonical extension arises from the uniqueness (up to isomorphism) of the canonical amalgamation and the same property of MacNeille completions. Section 6 discusses duals and products of canonical amalgamations, while Section 7 proves a map lifting property, generalizing the 'universal property of join-completions' from [16] . This map lifting property is rather technical, but it has a useful application, which is what concerns the latter part of this paper.
First some context. Given a set X, Whitman investigated the free lattice generated by X, and defined an algorithm for solving the associated word problem [17, 18] . Given a poset P we can define the free lattice generated by P while preserving certain bounds (see Definition 2.6). The original construction is due to Dean [2] , and significantly cleaner approach is given by Lakser [11] . Both approaches involve first constructing the 'term algebra' of words over P , defining a quasiorder over it, and then taking the induced poset to obtain the appropriate free lattice. The advantage of Lakser's approach lies in the definition of the quasiorder. In particular, Lakser replaces Dean's somewhat involved recursive definition with what he calls the covering condition [11, Definition 2] . In this covering condition we see what amounts to the familiar relation of non-empty intersection between filters and ideals.
This raises questions about the relationship between the canonical amalgamation construction and the free lattice generated by a poset while preserving certain bounds. Intuitively, we can imagine building this free lattice step by step. First we would add new elements corresponding to joins and meets of subsets of P , taking care not to interfere with any of the bounds we wanted to preserve. This would almost certainly not be a lattice, as there would likely be finite subsets of the newly constructed poset without defined joins and meets. Thus we would add more elements corresponding to joins and meets of finite subsets of the poset we constructed in the first stage. This time we would be careful not to interfere with the joins and meets we added the first time. Again, the result of this would likely not be a lattice, but we could keep repeating the process of adding joins and meets indefinitely. The free lattice would be obtained 'in the limit' so to speak.
It turns out that this can actually be done using the canonical amalgamation construction and a colimit in the category of posets. Explicitly, given a poset P we can define a meet-extension representing the meet structure we want to add, and a join-extension representing the join structure we want to add, and the canonical amalgamation corresponds to the poset plus added joins and meets. By repeating this process with appropriate choices for meet-and join-extensions we get a chain of posets embedding into each other, and the free lattice can be constructed by taking the colimit. The details of this are given in Section 9, building on some easy background facts about colimits in the category of posets described in Section 8. This explains a sense in which the canonical amalgamation is the 'free' way to combine a meet-extension and a join-extension, as we claimed earlier.
Finally, in Section 10 we connect the intermediate stages of this construction with a notion of complexity and prove that each stage is, in a sense, a kind of 'free' construction (see Theorem 10.7). To conclude the paper we give an example showing that the 'canonical form' theorem for free lattices over sets does not generalize to free lattices over posets preserving certain bounds (Example 10.8).
Preliminaries
First a little notation. Given a poset P and an element p ∈ P , we define p ↑ = {p ′ ∈ P : p ′ ≥ p}, and we define p ↓ dually. Given a function f : X → Y between sets and
Definition 2.1 (Extensions and completions).
A poset extension is an orderembedding e : P → Q where P and Q are posets. If Q is also a complete lattice we say e is a completion. If, for all q ∈ Q we have q = e[e −1 (q ↑ )] then we say e is a meet-extension, or a meet-completion if Q is a complete lattice. Similarly, if q = e[e −1 (q ↓ )] for all q ∈ Q then e is a join-extension, or a join-completion when Q is complete. Definition 2.2. Given a poset P , the MacNeille completion of P is an orderpreserving map e : P → N (P ) that is both a meet-and a join-completion.
The MacNeille completion was introduced in [13] as a generalization of Dedekind's construction of R from Q, it is unique up to isomorphism. The characterization used here is due to [1] . Definition 2.3. Let P be a poset. Let U be a subset of ℘(P ). Then U is a join-specification (of P ) if it satisfies the following conditions: (1) S exists in P for all S ∈ U, and (2) {p} ∈ U for all p ∈ P .
A meet-specification is a subset D of ℘(P ) satisfying (2) and the dual of (1). Given a join-specification U we define the radius of U to be the smallest cardinal σ such that σ > |S| for all S ∈ U. The radius of a meet-specification is defined dually.
Definition 2.4 ((U, D)-morphism).
Let f : P → Q be an order-preserving map between posets. Let U and D be join-and meet-specifications of P respectively. Then f is a U-morphism if whenever S ∈ U we have f (
If f is both a U-morphism and a D-morphism then we say it is a (U, D)-morphism. If f is a U-morphism that is also an order-embedding then we say it is a U-embedding, and we make similar definitions for D-and (U, D)-embeddings. Definition 2.5 (U-ideal, D-filter). Let P be a poset, and let U and D be joinand meet-specifications of P respectively. Then a U-ideal of P is a downset that is closed under joins from U, and a D-filter of P is an upset that is closed under meets from D. Given a cardinal α, we say a U-ideal or D-filter of P is α-generated if it is the smallest U-ideal/D-filter containing S for some S ⊆ P with |S| < α. For α = ω we just say finitely generated. Definition 2.6 (F(U, D)). Let P be a poset, and let U and D be join-and meetspecifications of P respectively, both with radius at most ω. The lattice freely generated by P while preserving joins from U and meets from D is a lattice F(U, D) such that there is a (U, D)-embedding e : P → F(U, D) and such that, whenever L is a lattice and f : P → L is a (U, D)-morphism, there is a unique lattice homomorphism u : F(U, D) → L such that the diagram in Figure 1 commutes. F(U, D) always exists, and is unique up to isomorphism fixing P as, demonstrated by the explicit constructions of [2] and [11] .
Extension polarities and coherence
In this section we present some results and definitions from [4] .
Definition 3.1. A polarity is a triple (X, Y, R) where X and Y are disjoint sets, and R ⊆ X × Y is a binary relation. An order polarity is a polarity where X and Y are posets. An extension polarity is a triple (e X , e Y , R), where e X : P → X and e Y : P → Y are order extensions of the same poset P , and (X, Y, R) is an order polarity. An extension polarity is complete when both e X and e Y are completions. We sometimes say an extension polarity of form (e X , e Y , R) extends P . • E is 0-coherent if there is a quasiorder on X ∪ Y such that the restriction of to X × Y is R, and the maps ι X and ι Y are order-preserving.
• E is 1-coherent if there is a quasiorder on X ∪ Y such that, in addition to satisfying the requirements of 0-coherence, we have
• E is 2-coherent if there is a quasiorder on X ∪ Y such that, in addition to satisfying the requirements of 1-coherence, the maps ι X and ι Y are orderembeddings.
• E is 3-coherent if there is a quasiorder on X ∪ Y such that, in addition to satisfying the requirements of 2-coherence, the map ι X : X → X ⊎ Y has the property that, for all S ⊆ P , if
The coherence conditions of Definition 3.3 are defined and investigated in [4] . In that paper, necessary and sufficient conditions on the interactions of R with e X and e Y are provided for each level of coherence. Moreover, it is shown that these conditions are strictly increasing in strength. Note also that an extension polarity E is 0-coherent if and only if there is a quasiorder on X ∪ Y such that the restriction of to X × Y is R, and the maps ι X and ι Y are order-embeddings (see [4, Corollary 3.6] ). However, we can't simply substitute 'order-embedding' for 'order-preserving' in the definition of 0-coherence, as there is a distinction between being order-preserving and being an order-embedding witnessed in strict inclusion of 1-coherence in 2-coherence. Note that 0-, 1-and 2-coherence can be defined using first-order theories over a signature {P, X , Y, R, ⊳, e X , e Y }, and 3-coherence as a second-order theory over the same signature (see [4, Section 8] for details). 
The name Galois polarity comes from the fact that the unique quasiorder witnessing 3-coherence for a Galois polarity can be defined by replacing condition (G3) with 
Canonical amalgamations
Given e X : P → X and e Y : P → Y that are, respectively, meet-and joinextensions, there is a minimal relation R l such that (e X , e Y , R l ) is 3-coherent (and thus Galois). This relation is defined by
Given (e X , e Y , R l ) as described above, by Proposition 3.5 there is a unique quasiorder on X ∪ Y witnessing 3-coherence. We use X ⊎ Y to denote the partial order canonically induced from this quasiorder. ( Proposition 4.2 says that, if e X and e Y are fixed meet-and join-extensions respectively, the pair of maps (ι ′ X , ι ′ Y ) arising from (e X , e Y , R l ) is initial in the category whose objects are pairs of order-preserving maps (f : X → Q, g : Y → Q) such that f • e X = g • e Y and y x =⇒ g(y) ≤ f (x), and whose maps are commuting triangles as in Figure 3 (here h is order-preserving, and commutativity means f 2 = h • f 1 and g 2 = h • g 1 ). In particular this category contains all (ι X , ι Y ) arising
from Galois polarities (e X , e Y , R) based on e X and e Y . This suggests the following abstraction.
Definition 4.3. Let e X : P → X be a meet-extension, and let e Y : P → Y be a join-extension. We define the canonical amalgamation of e X and e Y to be a triple (A (eX ,eY ) , π X , π Y ), where:
(1)
is a completely meet-preserving order-embedding, and
, there is a unique order-preserving map u : A (eX ,eY ) → Q such that the diagram in Figure  4 commutes (here γ is the map defined by the compositions π X • e X and π Y • e Y ). 
. So there is a unique order-preserving map u :
, and a unique order-preserving map v : A ′ (eX ,eY ) → A (eX ,eY ) , such that the appropriate diagrams commute. By the usual categorical arguments, the compositions of u and v must be the identity maps, and the result follows.
, and meet-generated by
Proof. X ⊎ Y is join-generated by ι X [X], as P ⊆ X and e Y [P ] join-generates Y , and X ⊎ Y is meet-generated by ι Y [Y ] for a similar reason. The the first claim then holds by Proposition 4.4. The second claim also follows from this proposition, as it is true for X ⊎ Y .
be the canonical amalgamation of e X and e Y . Then, for all x ∈ X and y ∈ Y , we have π X (x) = π Y (y) ⇐⇒ there is p ∈ P with x = e X (p) and y = e Y (p).
Y (y ↓ ) (by Proposition 3.5 and the definition of X ⊎ Y ). We also
, and e X is a meet-extension, it follows that e X (p 0 ) = x. That e Y (p 0 ) = y follows by a dual argument. The converse is immediate.
The following lemma collects together some useful properties of the map γ. (1) γ is an order-embedding.
(2) If S ⊆ P and S exists in P , then
(3) If T ⊆ P and T exists in P , then
Proof. That γ is an order-embedding is immediate as it is the composition of two order-embeddings. For (2), note that γ = π X • e X and π X is completely meetpreserving. The argument for (3) is dual.
Canonical extensions
In [3] , the canonical extension of a poset P was defined in terms of the sets of its up-directed downsets (called ideals in that paper), and down-directed upsets (called filters). As noted in [3, Remark 2.3] , this choice of definition for ideal and filter is somewhat arbitrary, and there are others that also agree with the lattice version as used in [8] . For example, [15] defines filters to be upsets closed under existing finite meets, and defines ideals dually. This paper also generalizes the definition of canonical extension by defining it relative to a set F of filters and a set I of ideals, provided the pair (F , I) satisfies certain conditions. Thus we can speak of 'the canonical extension of P with respect to (F , I)'.
Generalizing further, we can relax the conditions on F and I to allow the former to be any standard collection of upsets, and the latter to be any standard collection of downsets. Here a standard collection of upsets of P is one that contains all the principal upsets, and the definition for downsets is dual. This is of course equivalent to taking a meet-extension e X and a join-extension e Y , as we do here. To see this, note that given e X : P → X we define F = {e −1 (x ↑ ) : x ∈ X}, and given F we let X be F ordered by reverse inclusion, and define e X : p → p ↑ . For I and e Y we take a dual approach (which involves ordering I by inclusion). In this most general setting, we can make the following definition. Definition 5.1. A canonical extension of P with respect to (F , I) is a completion e : P → C such that the following all hold:
(1) e is (F , I)-dense, by which we mean that given z ∈ C, we have
(2) e is (F , I)-compact, by which we mean that whenever F ∈ F and I ∈ I, if e[F ] ≤ e[I] we must have F ∩ I = ∅. Proposition 5.2. Given P and (F , I), let e : P → C be a canonical extension with respect to (F , I). Consider I and F to be posets ordered by inclusion and reverse inclusion respectively. Define e I : P → I by e I (p) = p ↓ , and define e F :
, and define
(1) π F and π I are order-embeddings.
(2) Let S ⊆ P , and suppose
Proof. For (1) we prove the result for π F , and the result for π I is dual. First note that π F is clearly order-preserving. Let
Thus by the compactness property of e we have p ↓ ∩ F 1 = ∅, and thus p ∈ F 1 . So F 2 ⊆ F 1 , and thus F 1 ≤ F 2 . It follows that π F is an order-embedding as claimed.
For (2), let S ⊆ P , and suppose e F [S] exists in F . Then e F [S] = F where F is the smallest member of F such that S ⊆ F . Let I ∈ I be such that
for all q ∈ I, and so 
inherits an order from C, which induces an order on F ∪ I, and by the compactness property of e this agrees with the relation of non-empty intersection between F and I. Moreover, as e F and e I are clearly meet-and joinextensions respectively, it follows from Proposition 5.2 that (e F , e I , R l ) is Galois, as the inherited order on F ∪ I witnesses the existence of a quasiorder as required by Definition 3.3.
Note that if e : P → C is a canonical extension, then π [I] be defined analogously from e ′ : P → C ′ . These both induce orders on F ∪ I witnessing the existence of a quasiorder as required for the 3-coherence of (e F , e I , R l ). By Proposition 3.5 these orders must agree, and, furthermore, it follows that
) satisfy the requirements of being canonical amalgamations for (e F , e I ) (Definition 4.3). Thus, by Proposition 4.4 and the fact that the inclusion maps
′ are MacNeille completions, we have the result, as illustrated by the diagram in Figure  6 below.
The point of the above proof of Corollary 5.4 is that the uniqueness of canonical extensions (up to isomorphism) derives, in part, from the the corresponding uniqueness of canonical amalgamations.
Duals and products
Given any poset Q we write Q ∂ for the order dual of Q. If we abuse notation slightly by identifying the carriers of posets with the carriers of their duals, a meetextension e X : P → X defines a join-extension e ∂ X : P ∂ → X ∂ , just by setting
Lemma 6.1. Let e X : P → X be a meet-extension, and let 
So, by the universal property of (A (eX ,eY ) , π X , π Y ), there is a unique order-preserving map u : Definition 6.2 (ē : I P i → I Q i ). Let I be an indexing set, and for each i ∈ I let P i and Q i be posets, and let e i : P i → Q i be an order-preserving map. Define the mapē :
The canonical amalgamation does not, in general, interact nicely with products, for simple cardinality reasons, as Example 6.3 illustrates below.
Example 6.3. Let P , X and Y be the posets in Figures 7, 8 and 9 respectively (note that these posets happen to be distributive lattices). Define e X and e Y as indicated, making e X into a meet-extension and e Y into a join-extension by identifying the images of P with the filled circles. Then A (eX ,eY ) has 6 elements, and thus A (eX ,eY ) × A (eX ,eY ) has 36 elements. However, P × P has 16 elements, and X × X has 25 elements, as does Y × Y , which is dual to it. Using Definition 6.2 we can define mapsē X : P × P → X × X andē Y : P × P → Y × Y such that these are meet-and join-extensions respectively. However, the poset part of the canonical Even without an explicit example, we know the canonical amalgamation cannot distribute over products in general, because, as described in the previous section, we can construct the canonical extension by taking the MacNeille completion of (the poset part of) the canonical amalgamation. Since taking MacNeille completions does distribute over products, as can be observed from the characterization of the MacNeille completion as the unique meet-and join-completion, if canonical amalgamations were to distribute over products then so would taking canonical extensions, and this is known not to be the case (see e.g. [14, Example 5.13]).
We do have the following positive result, which is essentially a very mild generalization of [9, Proposition 6.12].
Theorem 6.4. For each i ∈ I, let P i be a bounded poset, let e Xi : P i → X i and e Yi : P i → Y i be meet-and join-extensions respectively, and suppose also that for all y ∈ Y i there is p ∈ P i with e Yi (p) ≤ y i , and for all x ∈ X i there is q ∈ P i with e Xi (q) ≥ x. Letē X :
In other words,
Proof. Clearlyπ X andπ Y are, respectively, completely meet-and join-preserving order-embeddings, andπ X •ē X =π Y •ē Y . Now, let I X i ∪ I Y i be quasiordered by pulling back the order onπ
and, using the restrictions on the maps e Xi and e Yi , we also havē
Note that the restrictions are necessary here, as otherwise, for example,ē −1 Y (ȳ ↓ ) could be empty, but there may be j ∈ I with π Yj (ȳ(j)) ≤ π Xj (x(j)). Thus the backward implication on the second line would not have to hold.
It follows that the induced order on I X i ∪ I Y i is the unique quasiorder witnessing 3-coherence. Thus
via an isomorphism of the form described in Figure 5 . The result follows immediately, as (
is a concrete instantiation of the canonical amalgamation ofē X andē Y .
Note that Example 6.3 demonstrates that canonical amalgamations do not interact nicely with products even when the additional conditions of Theorem 6.4 are satisfied.
Lifting maps
Schmidt [16, Theorem 2] describes a universal property for join-completions (and also meet-completions, by duality). We will generalize this into a form we can use for canonical amalgamations. First we need some terminology.
Definition 7.1. Let e X : P → X be a meet-extension, let Q be a poset, let α be a cardinal, and let f : P → Q be an order-preserving map. We say f is (α, e X )-continuous if, for all q ∈ Q, whenever S ⊆ f −1 (q ↑ ) with |S| < α, there is q S ∈ Q and x S ∈ X with:
X (x ↑ S ). We say that f is (∞, e X )-continuous, or just e X -continuous for short, if it is (α, e X )-continuous for all α. Similarly, if e Y : P → Y is a join-extension, we define (α, e Y )-continuity etc. by dualizing the above conditions appropriately. Note that it follows immediately from (1) that q ≤ q S . Definition 7.1 is rather cryptic. To understand why we have chosen the terminology we have it is helpful to review some history. Given a meet-extension e X : P → X, [16, p407 ] defined a certain class of maps, whose name we translate as X-morphisms, such that an order-preserving map f : P → Q is an X-morphism if and only if, for all q ∈ Q there is x ∈ X with f −1 (q ↑ ) = e −1
X (x ↑ ). Maps of this kind are referred to as weakly X-continuous elsewhere in the literature (e.g. [5, p159] ), to emphasize a topological view.
In the case where e X is a meet-completion and Q is a complete lattice, [16, Theorem 2] provides a universal property for e X in terms of X-morphisms f : P → Q. By Proposition 7.2 below, in this case being an X-morphism is equivalent to being what Definition 7.1 calls being e X -continuous. It follows from this that [16, Theorem 2] is a special case of Proposition 7.4 below. We need to generalize from what we refer to as e X -continuity to (α, e X )-continuity as we are no longer dealing exclusively with complete lattices. The terminology '(α, e X )-continuous' is motivated by this connection with existing concepts. Proposition 7.2. Let e X : P → X be a meet-completion, let Q be a complete lattice, and let f : P → Q. Then f is an X-morphism if and only if f is e Xcontinuous.
Proof. Suppose first that f is an X-morphism. Let q ∈ Q, and let S ⊆ f −1 (q ↑ ). Let q S = f [S], and choose x S ∈ X so that f −1 (q
It is straightforward to show that q S and x S satisfy the conditions required by Definition 7.1.
Conversely, suppose f is e X -continuous, and let q ∈ Q. 
X (x ↑ )] = q S , and so p ∈ S as required.
Even with the technical notion of morphism we have just introduced, we will need to impose further conditions if we want to get a map lifting property for canonical amalgamations. This motivates the following definition. Definition 7.3. Let α be a cardinal, and let e X : P → X be a meet-extension. Then e X is α-supported if for all x ∈ X there is S ⊆ P with |S| < α and x = e X [S]. Similarly, if β is a cardinal and e Y is a join-extension, then e Y is β-supported if for all y ∈ Y there is T ⊆ P with |T | < β and y = e Y [T ].
An order-preserving map f : P → Q is α-meet-complete if f [S] exists for all S ⊆ P with |S| < α. Similarly, f is β-join-complete if f [T ] exists for all T ⊆ P with |T | < β. If f is both α-meet-complete and β-join-complete we say it is (α, β)-complete.
We say f is α-meet-preserving if whenever S ⊆ P with |S| < α, if S is defined then f ( S) = f [S]. We define β-join-preserving dually.
As in Definition 7.1 we can substitute ∞ for α or β in these definitions in the obvious way. Proposition 7.4. Let α be a regular cardinal, let e X : P → X be an α-supported meet-extension, let Q be a poset, and let f : P → Q be an order-preserving map. Define a partial map f X : X → Q by
, and the diagram in Figure 10 commutes. (2) Let f be (α, e X )-continuous. Then:
(a) Suppose Z ⊆ dom(f X ), with |Z| < α and Z existing in X. Suppose also that Z has a greatest lower bound b in dom(f X ). Then b = Z. In other words, if Z has infima in both dom(f X ) and X then they coincide.
(c) Let g : X → Q be a partial that is α-meet-preserving on its domain, which contains e X [P ], and suppose that g•e X = f . Then
Proof. (1) is obvious, so we will proceed immediately to (2) . (a) Let Z ⊆ dom(f X ) and suppose that |Z| < α and Z exists in X. Let b ∈ dom(f X ) be the infimum of Z in dom(f X ). As e X is α-supported, for each z ∈ Z there is S z ⊆ P with |S z | < α and e X [S z ] = z. Define S = Z S z . Then e X [S] = Z, and, by regularity of α, we also have |S| < α. Now, as b ∈ dom(f X ) there is q ∈ Q with q = f [e
Moreover, as b is a lower bound for Z, it follows that S ⊆ e −1 X (b ↑ ), and so S ⊆ f −1 (q ↑ ). We choose q S and x S as in Definition 7.1. Then
, by choice of x S , and so e X [S ↑ ] ≥ x S , and it follows immediately that Z ≥ x S . We therefore have
, from which it follows that
In other words, f X ( Z) is defined, so Z ∈ dom(f X ), and thus b = Z as claimed. (b) Let Z ⊆ dom(f X ) with |Z| < α, and let b be the greatest lower bound for Z in dom(f X ). For each z ∈ Z define S z as in part (a), and define S = Z S z . Now, f X (b) is a clearly a lower bound for f X [Z]. Suppose q is another such lower bound. Then S ⊆ f −1 (q ↑ ). So, as f is (α, e X )-continuous, choose q S and x S as in Definition 7.1. Given z ∈ Z we must have x S ≤ z, as S z ⊆ S ⊆ e −1 X (x ↑ S ), and so x S ≤ b as x S ∈ dom(f X ). Now, by definition of f X and x S we have
and thus f X (b) = f X [Z] as required. (c) Let g : X → Q be a partial map with the stated properties. Let x ∈ dom(f X ) ∩ dom(g). Then, as e X is α-supported, there is S ⊆ P with |S| < α and x = e X [S]. As e X [P ] ⊆ dom(f X ) ∩ dom(g), we have
and we are done.
Proposition 7.4 has an obvious dual describing properties of a partial map f Y : Y → Q when e Y : P → Y is a join-extension. Note that it is possible for S ⊂ X to Figure 10 . Figure 11 .
•
• Figure 13 .
have an infimum in dom(f X ) but not in X, even when P, X, Q are all finite and f is (ω, e X )-continuous, as we demonstrate in Example 7.5.
Example 7.5. Let P, Q and X be as in Figures 11,12 and 13 respectively. Let f and e X be defined by matching elements of P with their counterparts in the obvious way. Then it's easy to check that f is (ω, e X )-continuous, as for q we can use q S = q and x S = x for every S. Then x ∈ dom(f X ), but y / ∈ dom(f X ), so {b, c} ⊆ X has a meet in dom(f X ) but not in X. Definition 7.6. Let e X : P → X be a meet-extension, let Q be a poset, and let f : P → Q be an order-preserving map. We say f has enough meets for e X if the map f X from Proposition 7.4 is total. Similarly, if e Y is a join-extension then we say f has enough joins for e Y if f Y is total.
Corollary 7.7. Let α and β be cardinals (or ∞), let e X : P → X be an α-supported meet-extension, let e Y : P → Y be a β-supported join-extension, let Q be a poset, and let f : P → Q be an order-preserving map with enough meets for e X , and enough joins for e Y . Then there is an order-preserving map λ : A (eX ,eY ) → Q such that:
(1) The diagram in Figure 14 commutes.
. Moreover, if f is both (α, e X )-continuous and (β, e Y )-continuous then λ is the unique map with these preservation properties.
Proof. By Proposition 7.4 and its dual we have maps f X :
Moreover, by the same result, if f is (α, e X )-continuous then f X is α-meet-preserving, and if f is (β, e Y )-continuous then f Y is β-join-preserving. Now, let x ∈ X, let y ∈ Y , and suppose π Y (y) ≤ π X (x). By definition of f X and f Y we have
and
Moreover, given p ∈ e −1 Y (y ↓ ) and q ∈ e −1 X (x ↑ ), by definition of A (eX ,eY ) we have p ≤ q, and thus f (p) ≤ f (q). It follows immediately that f Y (y) ≤ f X (x), and thus λ exists by the universal property of canonical amalgamations (recall Definition 4.3). The meet-and join-preservation properties of λ follow from the commutativity of the diagram in Figure 4 (with f X in place of f , and f Y in place of g), and Proposition 7.4(2.b) and its dual.
Finally, suppose f is (α, e X )-continuous and (β, e Y )-continuous. Then, if a map g : A (eX ,eY ) → Q with g • γ = f is α-meet-preserving on π X [X], the map g • π X : X → Q must be α-meet-preserving, and also (g • π X ) • e X = g • γ = f , and thus g • π X must be f X , by Proposition 7.4(2.c). Similarly, if g is β-join-preserving on π Y [Y ] then g • π Y must be β-join-preserving, and thus is f Y . So g is completely determined by f X and f Y , and is equal to λ. 
Directed colimits in the category of posets
Define Pos to be the category of posets with order-preserving maps. Define Pos e to be the category of posets and order-embeddings. We present the following definition, primarily to fix a notation. Details and background can be found in e.g. [12] . Definition 8.1. If I and C are categories, and if F : I → C is a functor, then a colimit for F is a pair (L, {f i : i ∈ I}) such that L is an object of C , and f i is a map from F (i) to L for all objects i ∈ I such that:
(
(2) If C ∈ C and for each i ∈ I there is h i :
for all i, j ∈ I and all maps g : i → j, then there is a unique map u : L → C such that the diagram in Figure 15 commutes, for all i, j, g. For all p ∈ L there is i ∈ I, and x ∈ F (i), with p = f i (x). (3) Let p, q ∈ L, let i, j ∈ I, and suppose p = f i (x) and q = f j (y) for some x ∈ F (i) and y ∈ F (j). Figure 15 .
L is a lattice if, for all i, j ∈ I, and for all x ∈ F (i) and y ∈ F (j), the following conditions both hold:
If F can be considered as a functor from I to Pos e then the converse (only if ) is also true.
Proof. This follows from general model theoretic considerations (see e.g. [10, Theorems 2.4.5 and 2.4.6]). We describe explicitly the construction of these colimits in Definition 8.4 and Lemma 8.5, and from this direct proofs are also straightforward. We discuss this briefly at the end of the section. Definition 8.4. Let I be a directed poset with order relation ≤. Let D = {P i : i ∈ I} be a family of posets indexed by I and suppose that M = {g ij : i ≤ j ∈ I} is a family of order-preserving maps such that:
(1) g ii is the identity function on P i for all i ∈ I.
(2) g ij :
We define Q(D, M ) to the set I P i , quasiordered by the relation defined by the condition that given x ∈ P i and y ∈ P j we have x y ⇐⇒ there is k ∈ I with i, j ≤ k and g ik (x) ≤ g jk (y) in P k .
We define P (D, M ) to be the poset canonically constructed from Q(D, M ). 
Proof. This is straightforward.
Returning to the direct proof of Proposition 8.3 we alluded to earlier, from the explicit construction in Definition 8.4 the various claims now follow by routine arguments. We pause briefly to reflect on the claim that a converse to (4) holds if Figure 16 . Figure 17 .
• y Figure 18 .
F can be considered as a functor into Pos e . In particular, why it does not always hold when F does not have this property. First, if F : I → Pos e is a functor and, say, 4(a) does not hold, then it's reasonably easy to show that there will be a pair in P (D, M ) with no least upper bound. This illustrate this, suppose z is an upper bound for {g ik (x), g jk (y)} in F (k), but that g in (x) ∨ g jn (y) = g kn (z) for some n ≥ k. Then there's an element z ′ ∈ F (n) that is an upper bound for {g in (x), g jn (y)} but is not greater than or equal to g kn (z). As the maps are order-embeddings, the fact that g kn (z) ≤ z ′ propagates into the (co)limit. To understand why this may not be true without the assumption that the maps in the image of F are order-embeddings, consider the following example.
Example 8.6. Define F : ω → Pos as follows. Let P 0 be the poset in Figure 16 , and for n > 0 define P n to be the poset in Figure 17 when n is odd, and the poset in Figure 18 when n is even. For all n ∈ ω, define maps g n(n+1) : P n → P n+1 so that, abusing notation a little, g n(n+1) (a) = a and g n(n+1) (b) = b, and if n is odd, define g n(n+1) (y) = y, and, if n is even define g n(n+1) (y) = g n(n+1) (x) = y. Define F : ω → Pos by taking n to P n and handling maps in the obvious way. Now, 4(a) does not hold for F . To see this, first let k be odd and note that g 0k (a)
. However, the x and y elements are all in the same equivalence class in Q(D, M ), and thus a ∨ b is defined in P (D, M ), despite never being stably defined as we 'proceed along the chain'.
Building free lattices
Let P be a poset, and, recalling Definition 2.3, let U and D be join-and meetspecifications of P respectively, both with radius ω. We make definitions as follows:
• Define A 0 = P .
• Define U 0 and D 0 by U 0 = U and D 0 = D.
• Define I 0 and F 0 to be, respectively, the sets of all non-empty finitely generated U 0 -ideals and D 0 -filters of P (recall Definition 2.5). Treat these as posets by ordering by inclusion and reverse inclusion respectively.
• Define e X0 : P → X 0 and e Y0 : P → Y 0 to be the meet-and join-extensions corresponding to F 0 and I 0 respectively. In other words, X 0 = F 0 , Y 0 = I 0 , e X0 : p → p ↑ , and e Y0 : p → p ↓ .
• Let (A (eX 0 ,eY 0 ) , π X0 , π Y0 ) be the canonical amalgamation of e X0 and e Y0 , and define γ 0 = π X0 • e X0 = π Y0 • e Y0 . Figure 19 .
For n ≥ 1 we make definitions as follows:
• Define U n = D n to be the set of non-empty finite subsets of γ n−1 [A n−1 ].
• Define I n and F n to be, respectively, the sets of all non-empty finitely generated U n -ideals and D n -filters of A n .
• Define e Xn : A n → X n and e Yn : A n → Y n to be the meet-and joinextensions corresponding to F n and I n respectively.
• Define γ nn to be the identity map on A n .
The situation is presented as Figure 19 . A is the object part of the colimit of the chain A 0 , A 1 , . . . as made precise in Theorem 9.6 later. First we need some technical lemmas.
Lemma 9.1. Let α be a regular cardinal, let P be a poset, let D be a meetspecification for P with radius at most α. Let X be the set of all non-empty α-generated D-filters of P , ordered by reverse inclusion, and let e X : P → X be the map p → p ↑ . Then:
Proof. First suppose S ∈ D, and that S = ∅. Then e X [S] is the smallest α-generated D-filter containing S. As |S| < α this is just the smallest D-filter containing S, which must be ( S) ↑ = e X ( S). If S = ∅ then P must have a top element, ⊤, and {⊤} will also be the top element of X, from which it follows immediately that e X ( S) = e X [S]. This proves part (1).
For part (2) , to see that e X is an α-supported meet-extension note that if F is an α-generated D-filter then F is, by definition, the smallest D-filter containing S, for some S ⊆ P with |S| < α, and this is p∈S p ↑ . That e X is α-meet-complete is also trivial, as, given S ⊆ P with |S| < α, we have e X [S] = S p ↑ , which as mentioned before is just the smallest D-filter containing S.
For part (3), suppose f : P → Q is an α-meet-complete D-morphism, let q ∈ Q, and let S ⊆ f −1 (q ↑ ) with |S| < α. As f is α-meet-complete there is q S ∈ Q with
, and the proof is complete.
The next lemma simply phrases the construction given at the start of this section in terms of a diagram, in the categorical sense, and says that the maps in the resulting colimit are (U n , D n )-embeddings for all n ∈ ω. Lemma 9.2. Consider the ordinal ω as a category whose maps are induced by the order relation, and for each m ≤ n denote the map from m to n by g mn . With A n etc. as defined at the start of this section, define a functor F : ω → Pos e by F (n) = A n and F (g nn ) = id An , for all n ∈ ω, and, for m < n, F (g mn ) = γ m(n−1) . Let (A, {µ n : n ∈ ω}) be a colimit for
Proof. This is an almost immediate consequence of Lemma 4.7. That µ n is an order-embedding for all n ∈ ω follows from the fact that γ k is an order-embedding for all k ∈ ω. Now, given k ∈ ω and T ∈ U k we have
. In combination with the dual argument this gives us the result.
The next lemma describes (U n , D n )-morphisms into lattices in terms of meetand join-preservation properties on the images of the π maps, for n > 0. This will be used to show that the map induced by the universal property of colimits is a lattice homomorphism, and is thus the right kind of map for the universal property of free lattices. 
Given finite Z ⊆ X n−1 we also have 
. Thus f is a U n -morphism. That f is a D n -morphism whenever it is ω-meet-preserving follows from a dual argument.
Our final technical lemma is needed to ensure that, in the situations we are interested in, maps into lattices have enough meets and joins for us to lift properly. Lemma 9.4. Let P be a poset, and let D be a meet-specification of P with radius ω. Let F be the set of all non-empty finitely generated D-filters of P , and let e X : P → X be the corresponding meet-extension. Suppose L is a lattice and that f : P → L is a D-morphism. Then f has enough meets for e X .
Proof. Let x ∈ X. Then, as e X is ω-supported (by Lemma 9.1), there is a finite S ⊆ P with x = e X [S]. As L is a lattice we know that f [S] is defined. We will show that
], which will prove the claim. Now, x is the smallest D-filter of P containing S, and e −1
, and as the opposite inequality is immediate we have the result.
The next result says that (U 0 , D 0 )-morphisms into lattices induce sequences of maps corresponding to a cocone. Thus the universal property of colimits produces a map that we shall show gives us what we want for the universal property of free lattices.
Proposition 9.5. Let n ∈ ω, let L be a lattice, and let f : P → L be a (U 0 , D 0 )-morphism. Then, for k ∈ {1, . . . , n}, there exist order-preserving maps f k : A k → L such that:
The appropriate part of the diagram in Figure 20 commutes (ignoring the maps µ 0 and f * for now). (3) (f 1 , . . . , f n ) is unique with these properties.
Proof. To show existence of such maps we proceed by induction on n. By Lemma 9.1 and its dual, f is both (ω, e X0 )-and (ω, e Y0 )-continuous. Moreover, e X0 and e Y0 are ω-supported and, respectively, ω-meet-and ω-join-complete, by the same lemma. Thus, as f has enough joins and meets for e Y0 and e X0 respectively (by Lemma 9.4 and its dual), by Corollary 7.7 there is a unique D 1 )-morphism, and must be the unique such morphism with the required properties. This proves the base case.
For the inductive step the proof is essentially the same. Given k ∈ {1, . . . , n − 1} and a (
and the required commutativity is automatic. Uniqueness of (f 1 , . . . , f n ) follows from the uniqueness of each individual f k for k ∈ {1, . . . , n}.
Theorem 9.6. Consider the ordinal ω as a category, and for each m ≤ n ∈ ω denote the map from m to n by g mn . Define a functor F : ω → Pos e so that F (n) = A n for all n ∈ ω. Define F (g mm ) to be the identity map for all m ∈ ω, and define F (g mn ) = γ m(n−1) for all m < n ∈ ω. Let (A, {µ n : n ∈ ω}) be a colimit for F . Then µ 0 : P → A ∼ = µ : P → F(U, D). In other words, there is an isomorphism
Proof. First note that F is indeed a functor to Pos e as γ n is an order-embedding for all n ∈ ω, by Lemma 4.7, and thus (A, {µ n : n ∈ ω}) exists, by Proposition 8.3. We must show three things: 1) that A is a lattice, 2) that µ 0 : P → A has the required universal property, and 3) that µ 0 is a (U, D)-embedding.
(1) This follows from Proposition 8.3 (4) . Let m ≤ n ∈ ω, and suppose z m ∈ A m and z n ∈ A n . Then γ mn (z m ) ∈ A n , and so γ m(n+1) (z m ) ∧ γ n (z n (n + 1)) is defined in A n+1 , and thus in A k for all k > n, by Lemma 4.7 and the assumption that D n+1 contains all finite subsets of γ n [A n ]. The argument for joins is dual. (2) To check that µ 0 : P → A has the required universal property let L be a lattice, and let f : P → L be a (U, D)-morphism. By Proposition 9.5 there are (U n , D n )-morphisms for all n > 0 such that the diagram in Figure  20 commutes. Let f * be the map produced by the universal property of colimits. Now, we obviously have µ 0 • f * = f , so it remains to show that f * is a lattice homomorphism. This follows by similar reasoning to that used in the proof of part (1) . If a, b ∈ A then there is a smallest m such that a = µ m (z m ) for some z m ∈ A m , and a smallest n such that b = µ n (z n ) for some z n ∈ A n . Assume without loss of generality that m ≤ n. Then γ mn (z m ) ∈ A n , and so γ m(n+1) (z m ) ∧ γ n(n+1) (z n ) is defined in A n+1 . Moreover, by
Lemma 9.2 we have µ n+1 (γ mn (z m ) ∧ γ n (z n )) = a ∧ b, and so, appealing to the meet-preservation properties of f n+1 from Proposition 9.5, we get
A dual argument works for joins, and so f * is a lattice homomorphism as required.
To see that f * is unique note that given any lattice homomorphism g : A → L such that g • µ 0 = f , we can define g n : A n → L by g n = g • µ n . Now, g n must be a (U n , D n )-morphism, as, by Lemma 9.2, µ n is a (U n , D n )-morphism, and g is a lattice homomorphism by assumption. Now,
so it follows from uniqueness of f 1 that g 1 = f 1 . Moreover, suppose g n = f n . Then
So, as before, by uniqueness of f n+1 we have g n+1 = f n+1 . Thus, by induction we have g n = f n for all n. So the universal property of colimits says that g = f * as required. (3) This is part of Lemma 9.2.
Approximate lattice extensions
The step by step construction of F(U, D) from Section 9 can be thought of as a sequence of increasingly good approximations. If P is finite, then the free lattice F(U, D) may not be. For example, the free lattice generated by a three element set is known to be infinite (see e.g. [6, Theorem 1.28]). However, if P is finite then A n will also be finite for each n ∈ ω. Moreover, the map µ n : A n → A is an order-embedding, and also preserves the meets and joins of all finite subsets of γ n−1 [A n−1 ]. Thus, while each A n contains only a finite portion of the (U, D)-free lattice structure generated by P , there is a guarantee that much of what is contained in A n is correct.
It follows that reasoning involving only terms of 'bounded complexity', in a sense to be made precise in this section, can be done in A n for large enough n. For a simple example, it is obvious from this that the word problem for free lattices is solvable; Given terms s and t we can check whether s ≤ t 'merely' by constructing A 1 , A 2 , . . . till we get to A n containing both s and t, then checking whether s ≤ t in A n . This is of course not a practical approach (see [6, Chapter 9 .8] for a discussion of algorithms for this problem).
We can modify the result of Section 9 to show that each stage A n also satisfies a kind of universal property. In this sense, these finite approximations to the free lattice are free objects themselves, albeit for a rather restrictive class. We need some technical definitions to make this precise.
Definition 10.1. For each 2 ≤ n < ω define n-ary operation symbols n and n . Definition 10.2. Let T be a set. Define T -terms recursively as follows:
• If 2 ≤ n < ω and φ 1 , . . . , φ n are T -terms, then n (φ 1 , . . . , φ n ) is a T -term.
• If 2 ≤ n < ω and φ 1 , . . . , φ n are T -terms, then n (φ 1 , . . . , φ n ) is a T -term. We define the complexity of T -terms recursively as follows:
• If t ∈ T then the complexity of t is 0.
• If φ 1 , . . . , φ n are T -terms with complexities c 1 , . . . , c n then n (φ 1 , . . . , φ n ) and n (φ 1 , . . . , φ n ) have complexity max(c 1 , . . . , c n ) + 1.
Definition 10.3. Let Q be a poset, let T ⊆ Q, and let φ be a T -term. We define what it means for q ∈ Q to correspond to φ (or, equivalently, for q to be a correspondent for φ) as follows:
• If φ = t for some t ∈ T , then q corresponds to φ if and only if q = t.
• Suppose that φ = n (φ 1 , . . . , φ n ), and that φ i is a T -term with correspondent q i for each i ∈ {1, . . . , n}. Then q corresponds to φ if and only if q = {q 1 , . . . , q n }.
Note that an easy inductive argument shows that a T -term has a unique correspondent, if it has one at all. However, an element q ∈ Q may correspond to more than one T -term.
Definition 10.4. Let Q be a poset, let k ∈ ω ∪ {ω}, and let T ⊆ Q. Then Q is k-complete relative to T if, for all k ′ < k, every T -term of complexity k ′ has a correspondent in Q.
Note that every poset is trivially 1-complete relative to every subset, as the terms with complexity 0 are just the elements of the subset. Definition 10.5. Let Q be a poset, and let T ⊆ Q. Given q ∈ Q, define rank T (q) to be the least n ∈ ω such that q corresponds to a T -term φ of complexity n, if such a φ exists, otherwise leave it undefined. Proposition 10.6. Let P be a poset, let 1 ≤ n < ω, let γ 0n : P → A n be as defined in Section 9, and let µ 0 : P → A be defined as in Theorem 9.6. Then:
(1) If q ∈ A n then rank γ0n[P ] (q) ≤ n.
(2) A n is (n + 1)-complete relative to γ 0n [P ] . Proof. Parts (1) and (2) can be proved by easy inductions on n. Parts (3) and (4) then follow from the fact that, for all n ∈ ω, the map µ n : A n → A is a (U n , D n )-embedding (by Lemma 9.2), and for every q ∈ A we have q = µ n (q ′ ) for some n ∈ ω and q ′ ∈ A n . Part (5) also follows by an induction argument. The case where n = 0 is trivial, so suppose n > 0 and that the claim holds for all m < n, and let q ∈ A. Suppose first that rank µ0[P ] (q) = n, and let φ be a µ 0 [P ]-term of complexity n to which q corresponds. Suppose without loss of generality that φ = k (φ 1 , . . . , φ k ) for some µ 0 [P ]-terms φ 1 , . . . , φ k , each of which has complexity of at most n − 1. For each i ∈ {1, . . . , k} let q i ∈ A be the correspondent of φ i . Then, for all i ∈ {1, . . . , k} we have rank µ0[P ] (q i ) < n. Now, by the inductive hypothesis, for each i ∈ {1, . . . , k} there is n i < n and q ′ i ∈ A ni , with q i = µ ni (q ′ i ). Let n ′ = max(n 1 , . . . , n k ). As q corresponds to φ, there must be q ′ ∈ A n ′ +1 such that µ n ′ +1 (q ′ ) = q. Moreover, if there were n ′′ < n and q ′′ ∈ A n ′′ such that µ n ′′ (q ′′ ) = q then, also by the inductive hypothesis, we would have rank µ0[P ] (q) < n, contradicting the assumption that rank µ0[P ] (q) = n. It follows that n ′ + 1 = n, and that n is indeed the smallest number such that there is q ′ ∈ A n with µ n (q ′ ) = q. For the converse, suppose n is the smallest number such that there is q ′ ∈ A n with µ n (q ′ ) = q. Then there are q ′ 1 , . . . , q ′ k ∈ A n−1 such that either q ′ = {γ n−1 (q ′ 1 ), . . . , γ n−1 (q ′ k )}, or q ′ = {γ n−1 (q ′ 1 ), . . . , γ n−1 (q ′ k )}. Now, for each i ∈ {1, . . . , k} let q i = µ n−1 (q ′ i ), and let φ i correspond to q i and have minimal complexity. Suppose without loss of generality that q ′ = {γ n−1 (q ′ 1 ), . . . , γ n−1 (q ′ k )}. Then q corresponds to k (φ 1 , . . . , φ k ), and, as rank µ0[P ] (q i ) < n for all i ∈ {1, . . . , k}, it follows that rank µ0[P ] (q i ) ≤ n. Moreover, if rank µ0[P ] (q i ) < n then, by the inductive hypothesis, n could not be minimal as assumed. It follows that, if n is the smallest number such that there is q ′ ∈ A n with µ n (q ′ ) = q, then rank µ0[P ] (q) = n.
Theorem 10.7. Let P and Q be posets, let n ∈ ω, and let A n be as defined in Section 9. Let f : P → Q be a (U, D)-morphism, and suppose Q is (n + 1)-complete relative to f [P ]. Then there is a unique (U n , D n )-morphism f * : A n → Q such that f * • γ 0n = f .
Proof. First, if n = 0 then A n = P and the result is trivial. Suppose then that n > 0, and that the claim holds for all k < n. The argument now is essentially that of Proposition 9.5. The only difference is that, as Q is not a lattice, it is not immediately obvious that the preconditions of Lemma 9.1(3) and Corollary 7.7 are met (more specifically, it is not clear that Q has the required joins and meets). However, a little reflection reveals that the satisfaction of these conditions to a degree sufficient to prove the claimed result follows from the fact that Q is (n + 1)-complete relative to f [P ].
Theorem 10.7 says, in a sense, that A n is the free poset generated by P (while preserving certain bounds) that has lattice structure up to a certain level of complexity, if using elements of P as a base.
In the case where P is an antichain, there is a well known 'canonical form' theorem, which, in our notation, produces for each q ∈ A a µ 0 [P ]-term corresponding to q that is minimal with respect to a certain measure of complexity, and this term is 'unique up to commutativity' (see e.g. [6, Theorem 1.17]). Unfortunately, this theorem does not hold for posets in general, as we illustrate in Example 10.8.
Example 10.8. Let P be the poset in Figure 21 , let U and D contain, respectively, all joins and meets that are defined in P , and consider the element a∨b. This is not defined in P , but is defined in A 1 , and is, in the construction of A 1 using U-ideals and D-filters, the smallest U-ideal containing {a, b}. Inspection reveals this is the whole of P . Now, the smallest U-ideal containing {x, y} is also the whole of P , and thus a ∨ b = x ∨ y. But {a, b} and {x, y} are disjoint, and there is no natural reason to choose one over the other as the basis for a canonical term for the element corresponding to the join in A 1 . Since A 1 correctly represents the joins of elements of P in the colimit A, this argument reveals that a canonical form theorem such as exists for free lattices over sets does not exist in this more general setting.
