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En este proyecto se presenta un nuevo enfoque para la reutilización óptima de 
agua de purgas procedente de equipos térmicos industriales, mediante el 
aprovechamiento energético de las mismas. Esta estrategia de integración 
energética es introducida a través de la implementación de una estructura que 
representa la red de intercambio de calor en un proceso de producción de 
embutidos. 
 
La mayoría de estudios han considerado trabajar la integración térmica mediante 
una superestructura de los flujos y posibles intercambios y optimizan 
posteriormente el modelo resultante mediante herramientas de Programación 
Matemática. Al contrario, en este proyecto, el proceso de interés es formulado 
como un modelo de simulación asistido por el paquete computacional Aspen Plus. 
Este modelo incluye el equipo necesario para la reutilización de la energía térmica 
del agua de purgas del proceso térmico considerando sus respectivos parámetros 
de operación, así como las reacciones químicas correspondientes. 
 
En base a este modelo, se define un problema de optimización que toma en 
cuenta una función objetivo relacionada con la minimización de los costos totales 
anuales, que toman en cuenta el costo de inversión del equipo de intercambio de 
calor nuevo, así como los costos de operación de los calentadores formando parte 
del proceso. Las variables de decisión las constituyen las condiciones operativas 
del intercambiador de calor incluido en el modelo creado. 
 
Debido a sus características, el problema de optimización correspondiente es 
resuelto mediante técnicas metaheurísticas, fáciles de adaptar cuando sólo se 
dispone de una simulación como evaluación de la función objetivo. En este caso, 
dos Algoritmos Evolutivos, Estrategias Evolutivas y Evolución Diferencial, fueron 
elegidos e implementados en Matlab. La relación entre el simulador y el 
optimizador se efectúa mediante una interfaz en Excel-VBA, que permite tratar e 
interpretar los flujos de información de cada módulo.  
 
Los experimentos computacionales realizados sobre este ejemplo demuestran la 
relevancia de la propuesta, ya que confirman la justificación económica de colocar 
un intercambiador nuevo, con un área lejos de ser despreciable y provocando una 
disminución de los costos totales anuales del proceso considerado. 










En los últimos años se ha realizado una búsqueda profunda de métodos eficientes 
para optimizar procesos térmicos capaces de recuperar mayores cantidades de 
agua con menor uso de combustibles, permitiendo alargar la vida útil de los 
equipos térmicos (principalmente calderas, chillers, torres de enfriamiento y 
condensadores evaporativos). Estas estrategias involucran no sólo el desarrollo de 
métodos para la optimización de redes de agua de proceso, sino también abordan 
el aspecto de la recuperación de las aguas de purga. 
 
Es bien sabido que el vapor producido por una caldera puede tener diversos usos, 
algunos de ellos son: vapor motriz y vapor de calentamiento (este proyecto se 
enfoca en el segundo caso). Una vez que el vapor cede todo su calor latente, el 
agua caliente (condensados) puede ser utilizada para calentamiento de algunos 
equipos que requieren precalentar algún proceso, muchas veces esta agua es 
retornada al tanque de alimentación a calderas. El agua de purga de dichos 
equipos suele ser purgada continuamente, mientras que se mantiene caliente 
(aproximadamente a 90°C) y solo contiene compuestos inorgánicos. Por lo tanto, 
es posible su reutilización, sacando provecho del calor sensible que contiene y 
colocando nuevos intercambiadores de calor de carcasa y tubos. 
 
Es importante mencionar que la eficiencia con la que operan las calderas de 
vapor, y por consiguiente el costo de operación de éstas, así como la seguridad en 
su operación y durabilidad, depende en gran medida de la calidad del agua con la 
que se alimentan [54]. Además, la calidad del agua de alimentación requerida por 
los equipos térmicos depende principalmente de la presión a la que operan y de su 
diseño. Por este motivo, el agua de alimentación a calderas debe ser de alta 
pureza, lo cual implica no sólo un tratamiento mecánico sino también un 
tratamiento químico mediante la adición de productos capaces de hacer 
reaccionar los compuestos presentes en el agua y, de esta manera, precipitar sus 
sales contenidas. Sin embargo, este tratamiento reduce la eficiencia de los 
procesos térmicos, ya que una vez que se precipitan estos sólidos, tienen un 
número limitado de ciclos de concentración, por lo que se tienen que eliminar 
mediante purgado [21].  
 
Los compuestos más comunes mezclados con el agua de alimentación y purga 
son; bicarbonatos y carbonatos de calcio y magnesio, hidróxidos de calcio y 
magnesio, silicato de magnesio, varias formas de óxido de fierro y sílice. De no 
eliminarse dichas sales del agua, se forman depósitos en forma de incrustación 






(costra dura), producidos mayormente por las sales de calcio y magnesio que se 
adhieren en las superficies metálicas de los fluxes (haz de tubos internos) de los 
equipos térmicos, principalmente en las calderas. Estos depósitos, por su carácter 
aislante, afectan la transferencia de calor al agua, reduciendo la eficiencia de la 
caldera y del proceso, provocando sobrecalentamiento de los tubos con el peligro 
de deformaciones o roturas de los mismos. Los procesos más utilizados para la 
eliminación de las sales presentes en el agua son; suavización, desmineralización, 
osmosis inversa entre otros [37]. 
 
Así, en este proyecto se pretende utilizar el agua caliente de purgas de calderas, 
aprovechando su energía térmica para precalentar algún fluido. Cabe mencionar 
que los intercambiadores tienen que ser de acero inoxidable o algún material 
capaz de soportar las incrustaciones de las sales contenidas en la purga, o bien 
estar preparados para su limpieza continua. 
 
De acuerdo a lo anterior, el presente proyecto aborda el problema de diseño de 
procesos de recuperación energética y aprovechamiento térmico, así como la 
determinación de las características óptimas de estos equipos, de acuerdo a la 
cantidad de agua purgada. El estudio de la viabilidad de esta estrategia de 
integración energética se realiza a través de la minimización del costo total del 
nuevo proceso, considerando la operación de los equipos térmicos y la inversión 
asociada a los equipos nuevos, introducidos en la etapa de diseño. 
 
La estrategia general de resolución se constituye, en la ingeniería de procesos, 
por tres etapas: síntesis de procesos, simulación de procesos y optimización. 
 
 Síntesis de procesos. Es la etapa en la cual se crea la estructura básica 
del diagrama de flujos representando el proceso. Se seleccionan los 
equipos a utilizar, sus interconexiones, y se establecen los valores iníciales 
de las condiciones de operación [33].  
 
 Simulación de procesos. Etapa en la cual se requiere solucionar balances 
de materia y energía para un proceso en estado estacionario y efectuar una 
evaluación económica preliminar del proceso [33].  
 
 La optimización. Se aprovecha la estructura creada en la simulación para 
determinar el mejor diseño, o bien las mejores condiciones de operación, 
que maximicen (o minimicen) una función especificada por el usuario 
(función objetivo) [5]. Esta función objetivo expresa un criterio técnico-
económico de evaluación del proceso. 
 
 








Recientemente, la industria de procesos químicos ha sufrido importantes cambios 
debido al aumento del costo de energía y a la creciente exigencia de regulaciones 
ambientales [5]. El agua es una de las materias primas más utilizadas en las 
industrias químicas y petroleras, se requieren grandes cantidades de agua en los 
procesos de generación de vapor (calderas) y energía, así como de fabricación y 
enfriamiento. Además, también se utiliza para limpieza de equipos, extinción de 
incendios y otros consumos diversos. Después de estos usos se generan 
inevitablemente aguas residuales, éstas usualmente se procesan en unidades de 
tratamiento antes de su descarga al medio ambiente [20].  
 
Aunque el agua es una de las muchas fuentes naturales abundantes en la tierra, 
su demanda se ha incrementado dramáticamente en la actualidad debido al rápido 
desarrollo observado en muchas regiones del mundo. Por consiguiente, existen 
incentivos reales para desarrollar metodologías de integración de procesos, con 
un especial énfasis en la conservación del agua [16]. En favor de metodologías 
verdes, se buscan enfoques para minimizar el consumo de agua en las industrias. 
Sin embargo, son escasos los trabajos centrados en la recuperación del agua de 
purgas a través de la determinación de la cantidad óptima de purgado dado un 
conjunto de corrientes de proceso calientes con diferentes caudales de flujo y 
temperatura.  
 
Las corrientes de agua deben de ser calentadas para satisfacer los requisitos de 
temperatura de las operaciones unitarias y el consumo de energía se vuelve 
necesario para estas tareas de calentamiento. Bajo estas circunstancias, la 
energía y el agua necesitan ser consideradas simultáneamente. Este problema fue 
abordado primeramente por Savulescu y retomado por Ataei et al. [11]. 
 
Continuando con este enfoque y para reducir el costo de los procesos químicos de 
tratamiento de agua, se pueden desarrollar procedimientos de optimización que 
buscan determinar el mejor diseño posible de la planta y las condiciones de 
operación correspondientes [5]. Por ejemplo, las aguas residuales en la industria 
química se pueden minimizar mediante la reutilización del agua, aspecto abordado 
por Prakotpol et al. [17] a través del desarrollo de un algoritmo genético que 
minimiza el costo de tratamiento de las aguas residuales, sistema representado 
con un modelo no lineal entero mixto (MINLP) [17].  
 
Además, en los últimos años, diferentes enfoques de optimización que incluyen 
aspectos económicos y ambientales han sido propuestos para resolver diferentes 
problemas relacionados con la recuperación de agua. Por ejemplo, Bagajewicz y 
Bogataj [37] presentan la formulación de un modelo no lineal novedoso para 
obtener los máximos ahorros económicos.  







Otros estudios de optimización de sistemas de agua han sido basados en el 
Análisis Pinch o en programación matemática y se concentran en determinar las 
condiciones de operación adecuadas para los sistemas de distribución de agua en 
plantas (estableciendo cotas máximas sobre las concentraciones de salida de las 
unidades que utilizan agua) [55]. 
 
Luo y Uan [58] presentan un método basado en una superestructura para la 
optimización de los sistemas integrados de agua. El optimizador que utilizan es un 
algoritmo metaheurístico de optimización por Enjambre de Partículas, al cual se 
agrega un procedimiento de búsqueda basado en la solución sucesiva de un 
programa lineal. Al contrario, Doyle y Smith [18] propusieron un método basado en 
un programa no lineal para lograr la máxima reutilización del agua en los sistemas 
de procesamiento [20]. 
 
Kokossis y Smith [2] abordan el diseño de un sistema de agua industrial, que hace 
un uso más eficiente de los recursos hídricos disponibles a través de la integración 
energética, mejorando la eficiencia del sistema mediante la reutilización o 
regeneración de agua previa para reutilizar, o regenerar y reciclar. Este enfoque 
se basa en un análisis pinch junto con potentes herramientas de programación 
matemática, para encontrar una red que minimice el costo total anualizado [2]. 
 
A su vez, Verhoef et al. [6] exploraron la posibilidad de simular un proceso térmico 
con la ayuda de Aspen Plus y Excel Visual Basic para Aplicaciones (VBA), dando 
como resultado una simulación híbrida. Realizan estudios de casos, en los que se 
simulan procesos de destilación y evaporación. Los resultados que presentan 
justifican el valor de este software como una herramienta de diseño [6]. 
 
Así pues, los trabajos citados permiten comprobar el gran interés dedicado a la 
estrategia de integración térmica, denotando sin embargo que la reutilización de 
agua de purgas es un tema poco desarrollado. Por otro lado, aunque sólo se ha 
utilizado marginalmente, el trabajo de Verhoef et al. [6] demuestra que la 
simulación puede constituir una herramienta eficaz de representación de los 
procesos térmicos considerados. Estos diferentes estudios justifican la 
metodología propuesta en este trabajo, formulada en la hipótesis de investigación 
que se presenta a continuación. 
1.2 Hipótesis  
 
Se considera viable en el marco de este proyecto que, a mayor saturación de 
sales del agua, éstas sedimentarán mayormente. Al separarlas del agua, se puede 
recuperar esta última y utilizarla como alimentación a procesos térmicos, así como 






para baños, lavado de pisos y pipas, etc. La energía térmica que contienen las 
purgas de calderas puede ser recuperada mediante la colocación de 
intercambiadores de calor, los cuales realicen la función de un economizador. 
 
Además, es posible formular el problema antes descrito de reutilización del agua 
de equipos térmicos interconectados en serie a diferentes temperaturas como un 
modelo de simulación, mediante una estructura incluyendo los elementos 
constitutivos del proceso e integrando las ecuaciones de balance de masa y 
energía para el agua. Finalmente, se considera que el modelo de simulación 
resultante puede ser optimizado gracias a una técnica metaheurística, con tal de 
mejorar criterios de naturaleza técnico-económica y/o medio-ambiental. 
1.3 Objetivos 
1.3.1 Objetivo general 
 
Desarrollar un proceso de recuperación de agua de purgas para procesos 
térmicos industriales, mediante simulación y optimización por una técnica 
metaheurística. 
1.3.2 Objetivos específicos: 
 
1. Modelar un sistema de reutilización de agua de purgas de procesos 
térmicos, utilizada en calderas. Se integrarán aspectos relacionados con 
recuperación de energía térmica de las purgas de calderas. 
 
2. Modelar una estructura general del proceso térmico de recuperación de 
calor en ASPEN Plus. 
 
3. Simular el funcionamiento del proceso térmico de recuperación en ASPEN 
Plus. 
 
4. Identificar los parámetros de proceso que serán usados como variables de 
decisión y los que constituirán los objetivos del problema de optimización. 
Se considera por ejemplo minimizar costos maximizando el uso de energía. 
 
 
5. Implementar al menos un algoritmo evolutivo cuya entrada será la función 
objetivo del problema (definida en el paso anterior) y sus salidas serán las 
variables de optimización (la simulación con ASPEN Plus sirve para evaluar 
el objetivo). 
 






6. Evaluar la robustez del proceso diseñado, frente a diferentes factores no 
controlables, mediante la generación de diferentes escenarios variando 
condiciones de operación (eficiencia del suavizador, demanda de calor 
requerido por el proceso y calidad del agua de alimentación al proceso).  
 
El resto del documento se organiza como se indica a continuación. En el Capítulo 
2, se presentan los antecedentes del proyecto. En el Capítulo 3, se proporciona la 
metodología de resolución propuesta, la descripción de los bloques utilizados, los 
compuestos y reacciones consideradas, mientras que en el Capítulo 4 se 
presentan el ajuste de parámetros de operación de los algoritmos implementados 
y los resultados gráficos y numéricos obtenidos. Algunas conclusiones y 
perspectivas para trabajo futuro se proponen en el Capítulo 5, así como al final de 
este documento encontrará un anexo con los resultados del ajuste de parámetros, 





































Este capítulo presenta conceptos básicos relacionados con los diferentes 
elementos que constituyen el presente proyecto, así como trabajos relacionados, 
publicados anteriormente. Como se comentó en la introducción, la estrategia de 
integración energética requiere de trabajar con un agua lo más libre de sales 
formadoras de dureza posible, para evitar incrustaciones en los tubos internos de 
los equipos de intercambio de calor utilizados. Por lo tanto, primeramente se 
describen algunos procesos de purificación de agua. Luego se presentan los 
conceptos generales de integración energética, dando un especial énfasis en el 
análisis Pinch y las técnicas de Programación Matemática, para posteriormente 
describir los equipos comúnmente utilizados para realizar la transferencia de calor.  
Posteriormente, la sección 2.4 proporciona generalidades sobre la simulación de 
procesos y establece la relación entre esta área y el tema de este proyecto. 
Finalmente, el resto del capítulo se dedica a presentar conceptos básicos de 
optimización, así como definir de manera detallada algunos Algoritmos Evolutivos 
que serán de mayor relevancia para el desarrollo de este trabajo. 
2.1 Procesos de purificación de agua 
 
Para garantizar una mayor eficiencia de los equipos térmicos utilizados en las 
industrias, el agua con que se alimentan debe de ser de alta calidad, libre de sales 
ya que estas provocan incrustación en los tubos internos de los equipos térmicos 
(principalmente sales de sílice y carbonatos de calcio y magnesio). Para eliminar 
estas sales se puede recurrir a diferentes tipos de procesos, descritos en Figura 1.  
 







Figura 1. Diferentes métodos de purificación del agua. 
 
El proceso de intercambio iónico puede llevarse a cabo mediante 
desmineralización o mediante suavización, pero debido a su bajo costo, al menor 
desperdicio de agua y a la facilidad de operación, las industrias químicas 
mayormente emplean la suavización como medio de purificación de agua. Este 
proceso puede ser aislado o acompañado de desmineralización u osmosis 
inversa. El método de suavización se ocupará en el marco del presente proyecto, 
y es descrito en la sección 2.1.1. Sin embargo en las secciones 2.1.2 a 2.1.4 se 
describen las principales técnicas de eliminación de sales del agua. 
2.1.1 Suavización 
 
La función de los ablandadores es intercambiar los iones Ca+2, Co+2, Cu+2, Mg+2, 
Fe+2 y Mn+2 que conforman la dureza del agua y favorecen la formación de 
incrustaciones en una caldera por iones sodio Na, normalmente presentes en el 
agua. Como resultado de este proceso, se incrementa la concentración de sodio 
en el agua tratada a través de las siguientes reacciones: 
 
2𝑁𝑎𝐶𝑙     +     𝐶𝑎𝐶𝑂3           
               
→          𝐶𝑎𝐶𝑙2      +    𝑁𝑎2𝐶𝑂3             
2𝑁𝑎𝐶𝑙     +     𝑀𝑔𝐶𝑂3           
               
→          𝑀𝑔𝐶𝑙2      +    𝑁𝑎2𝐶𝑂3             
Una desventaja de este proceso la constituye la formación de precipitados cálcicos 
debida a la presencia de oxígeno. Estos precipitados bloquean los sitios de 
intercambio iónico, causando la saturación de la resina [21]. A comparación con la 
desmineralización, este proceso sólo ocupa resinas catiónicas. El tratamiento sólo 
elimina la dureza mas no los sólidos disueltos totales (SDT). La regeneración de la 
resina catiónica se realiza con una disolución de Cloruro de sodio (NaCl) [19]. 






2.1.2 Osmosis inversa 
 
Es un proceso físico de filtración para separar sales principalmente sólidos 
disueltos y sílice, en el que las sales se eliminan por medio de flujo impulsado por 
presión a través de una membrana semipermeable (de porosidad específica). Esta 
presión es mayor a la presión osmótica de la solución. Estas especies químicas 
son transportadas fuera de la membrana por una corriente de agua denominada 
rechazo, mientras que el agua libre de sales que atraviesa la membrana recibe el 
nombre de permeado [13]. 
2.1.3 Desmineralización 
 
Este proceso se basa en la remoción de aniones o cationes de compuestos 
específicos disueltos en el agua, a través de su reemplazo por aniones o cationes 
provenientes de un medio de intercambio, con el que se pone en contacto. Se 
lleva a cabo usando resinas de intercambio iónico y se puede eliminar el 100% de 
las sales contenidos en el agua, pero no compuestos orgánicos. Estas resinas, al 
saturarse, se regeneran con un ácido y una sustancia cáustica [19]. 
2.1.4 Electrocoagulación 
La electrocoagulación (EC) es un proceso eficiente para el acondicionamiento de 
aguas con alto contenido de sílice. Se lleva a cabo en un reactor abierto de flujo 
ascendente y electrodos de aluminio. Este proceso suele acompañarse de una 
unidad de clarificación y filtración [19]. 
2.2 Integración Energética  
 
Uno de los problemas más frecuentes en las plantas industriales es el consumo de 
energía, el cual representa una de las contribuciones más importantes al costo 
global de la industria (aproximadamente 30%). Aunque los sistemas de 
recuperación de calor se estudian con frecuencia en problemas de síntesis, se 
prestó gran atención a estos después de la primera crisis mundial energética, 
durante los años setenta. Por lo tanto, se ha incrementado el estudio de 
alternativas para minimizar el consumo de energía [34].  
 
La integración energética es una de las dos categorías más importantes de la 
integración de procesos además de la integración másica. La integración 
energética se ocupa del estudio del flujo global de energía (generación e 
intercambio global de energía) dentro de cualquier proceso e identifica las 






condiciones óptimas para su distribución (y redistribución), buscando la 
configuración óptima para el consumo mínimo de la misma [49].  
 
Esta estrategia se ha convertido en una herramienta muy útil para disminuir los 
consumos de energía, agua, recursos y para la reducción de costos. Está basada 
en la creación de una estructura de la red térmica. Para implementar y resolver 
problemas de integración energética se usan típicamente herramientas analíticas 
avanzadas, como análisis Pinch y técnicas de programación matemática [59]. 
 
En los procesos industriales, hay corrientes que necesitan calefacción y corrientes 
que necesitan refrigeración. La síntesis de la red de intercambiadores de calor 
(HEN, por las siglas en inglés de "Heat Exchanger Network") es un medio para 
aprovechar las características energéticas de flujos de calor para calentar 
corrientes frías y para enfriar corrientes calientes [34]. Una HEN es una red que 
consta de uno o más intercambiadores de calor que ponen en contacto estos 
diferentes flujos y, además, deben de satisfacer la conservación de energía [49]. 
 
La integración energética trata con todas las formas de energía como la 
calefacción, refrigeración, generación/consumo de energía, presurización/ 
despresurización y combustible. Para un sistema dado, la síntesis de HEN 
responde las siguientes preguntas: ¿Qué servicios de calefacción / refrigeración 
deberían emplearse?, ¿Cuál es la carga de calor óptima que debe 
eliminarse/agregarse por cada unidad?, ¿Cómo deben coincidir las corrientes de 
calor y frío (combinaciones de flujo)? y ¿Cuál es la configuración óptima del 
sistema? Esta optimalidad se establece normalmente en base a conceptos 
económicos (costo anualizado por ejemplo), aunque también se puede relacionar 
con criterios ambientales, topológicos o sociales. Numerosos métodos han sido 
desarrollados para la síntesis de HEN. Estos métodos han sido revisados por 
Linnhoff, Shenoy, Douglas, Gundersen y Naess [49]. 
 
Estos métodos de resolución tienen como objetivo encontrar la configuración 
óptima de la red, suelen componerse de dos etapas: la primera consiste en 
determinar la demanda de utilidad mínima, el número mínimo de equipos de 
transferencia de calor, el área mínima de transferencia de calor y el mínimo costo 
anual global. Sin embargo, la satisfacción de estas características implica 
encontrar un HEN con el mínimo consumo de utilidades, a una temperatura media 
logarítmica mínima dada (DTmin). En donde esta DTmin analiza la temperatura 
del fluido frío y del fluido caliente; teniendo como un máximo de temperatura, la 
temperatura del fluido caliente y como un mínimo la del fluido frío. 
 
Esta etapa se conoce como pre-análisis. Para lograr este objetivo, es necesario 
encontrar el DTmin óptimo para cada caso en estudio. Durante la segunda etapa, 






se asignan intercambiadores de calor y se encuentra la secuencia práctica entre el 
equipo, apuntando los objetivos fijados en el primer escenario [34]. 
 
Cabe mencionar que, recientemente, los métodos heurísticos de optimización 
también se han utilizado para resolver problemas de síntesis de HEN. 
Efectivamente, dado que de la gran complejidad del problema nace su naturaleza 
combinatoria, las técnicas heurísticas permiten encontrar soluciones de buena 
calidad en un tiempo computacional razonable. Para un número fijo de 
secuencias, hay un gran número de posibilidades de combinaciones.  
 
En el marco de este proyecto, el estudio se concentra en una estrategia alterna 
que es la simulación de procesos combinada con una optimización utilizando 
técnicas heurísticas, sobre el caso de la recuperación energética. Sin embargo, es 
importante recalcar que en una mayoría de trabajos, la integración energética se 
aborda a través del análisis pinch o la programación matemática (optimización), 
estos métodos se describen a continuación.  
2.2.1 Análisis Pinch 
 
El análisis Pinch ha sido aplicado exitosamente tanto como para estudios de 
integración energética como para integración másica, en la que regularmente se 
trata de minimizar el consumo de agua fresca en un proceso, mediante el reúso y 
el reciclado del agua utilizada en diferentes operaciones del mismo. En vista de los 
crecientes costos del agua y las estrictas regulaciones de descarga, el análisis 
pinch ayuda a las empresas a minimizar sistemáticamente los volúmenes de agua 
dulce y de aguas residuales, o bien garantizar costos mínimos de energía y 
capital, generando una variedad de diseños alternativos de red de calor. Toma en 
cuenta, además, la satisfacción de un conjunto de especificaciones dadas que 
dependen de la naturaleza del problema tratado (requisitos sobre la concentración 
de contaminantes, o sobre la temperatura de algunos flujos) [47]. 
 
Este análisis indica además las posiciones que deberán tener los equipos para 
evitar pérdidas de energía. Algunos de las aplicaciones del análisis pinch son: 
efecto de la caída de presión y optimización, perfiles de columna de destilación, el 
diseño de procesos, integración de procesos, minimización del agua y aguas 
residuales y el planteamiento de emisiones de la planta [38]. 
 
En el caso de la integración energética, para obtener una red de intercambio de 
calor óptima usando el análisis pinch, se deben seguir tres pasos. El primero 
consiste en encontrar la demanda de energía mínima, la cantidad mínima de 
intercambiadores de calor y el mínimo costo anual global. El segundo paso 
consiste en la síntesis de la red de intercambiadores de calor, o la definición de las 






corrientes que deben intercambiar calor, así como la mejor secuencia de los 
equipos, para lograr los objetivos definidos en la primera etapa. En el tercer paso, 
la red se desarrolla identificando y rompiendo bucles [34]. 
 
Una de las ventajas clave de la tecnología pinch sobre los métodos de diseño 
convencionales es la capacidad de establecer un objetivo de energía para el 
diseño, utilizando un esquema de integración de calor, haciendo coincidir las 
corrientes de proceso frío y caliente con una red de intercambiadores para que las 
demandas de servicios suministrados externamente se reduzcan al mínimo. 
 
La tecnología Pinch establece una diferencia de temperatura, designada como 
punto pinch, que separa la región de temperatura de funcionamiento general 
observada en el proceso en dos regiones de temperatura. Una vez que se ha 
establecido el punto pinch el calor de las fuentes externas debe suministrarse al 
proceso solo a temperaturas superiores al punto pinch y retirarse del proceso 
mediante medios de enfriamiento solo a temperaturas inferiores a dicho punto. Tal 
metodología maximizará la recuperación de calor en el proceso con el 
establecimiento de una red de intercambio de calor, dando como resultado una 
compensación entre la energía recuperada y los costos de capital involucrados en 
esta recuperación de energía. 
 
El punto de partida para un análisis pinch consiste en identificar en el proceso de 
interés todas las corrientes de proceso que deben calentarse y todas aquellas que 
deben enfriarse. Esto significa identificar las corrientes, sus tasas de flujo y 
propiedades térmicas, sus posibles cambios de fase y los rangos de temperatura 
dentro de los cuales debe ser calentada o enfriada. La tasa de cambio de entalpía 
para cada flujo se obtiene de la ecuación 1. 
 
∆?̇? =  ?̇?𝐶𝑝∆𝑇 = 𝐶𝑃∆𝑇                                    (1) 
 
Donde ∆H es la tasa de cambio de entalpía, m el caudal másico, Cp la capacidad 
calorífica, ∆T el cambio de temperatura en la corriente, y CP la tasa de capacidad 
de calor definida como el producto mCp. Los valores resultantes permiten trazar 
una curva de temperatura frente a la tasa de entalpía. La misma información y 
procedimientos se siguen para desarrollar una curva compuesta de las corrientes 
a enfriar [50].  
2.2.2 Programación matemática 
 
La alternativa clásica al análisis pinch es la programación matemática. La 
programación matemática es una clase de potentes técnicas de optimización, 
utilizada en el proceso de toma de decisiones de numerosas organizaciones para 






resolver problemas de optimización lineal o no lineal, con variables de decisión 
continuas (programación lineal) y/o discretas (programación entera) [25].  
 
El problema la programación matemática consiste en elegir aquel o aquellos 
valores de las variables pertenecientes al conjunto de oportunidades en el espacio 
de búsqueda, es decir, variables que proporcionan el mayor o menor valor de la 
función objetivo enfocándose en el diseño y la síntesis de procesos. 
 
Los métodos de programación matemática requieren en primer lugar del 
establecimiento de un modelo en forma algebraica, representando el problema de 
optimización de interés. El planteamiento general de un modelo de programación 
matemática se presenta en la ecuación 2. 
 
                                       min 𝑍 = 𝑓(𝑥, 𝑦)                                   (2) 
                            𝑠. 𝑡.         ℎ(𝑥, 𝑦) = 0 
                      𝑔(𝑥, 𝑦) ≤ 0 
                              𝑥 ∈ 𝑋, 𝑦 ∈ {0,1} 
 
Donde f(x, y) es la función objetivo, h(x,y)=0 es un conjunto de restricciones de 
igualdad que describen el funcionamiento del sistema (balances de calor y masa, 
ecuaciones de diseño, etc.), mientras que g(x,y)≤0 son restricciones de 
desigualdad que definen en general cotas a respetar sobre algunas variables. Las 
variables x son continuas y generalmente corresponden a las variables de 
operación (caudal de flujos, temperaturas, etc.) mientras que las variables 
discretas y, generalmente restringidas para tomar valores de 0-1, se relacionan 
con el diseño del sistema (existencia de una unidad, de un flujo, etc.). El problema 
descrito en la ecuación 2 corresponde a un programa no lineal entero mixto 
(MINLP) cuando cualquiera de las funciones involucradas (f, g o h) es no lineal. Si 
todas las funciones son lineales, entonces el modelo corresponde a un programa 
lineal entero mixto (MILP). Si todas las variables son continuas (no hay variable y), 
entonces el problema se reduce a un programa no lineal (NLP) o lineal (LP) 
dependiendo de las características de las funciones del modelo. 
 
En la aplicación de técnicas de programación matemática para problemas de 
diseño y síntesis, siempre es necesario postular una superestructura de las 
alternativas de la red térmica. Hay dos problemas principales que surgen en este 
paso. El primero es, dado un conjunto de alternativas que deben analizarse, 
¿cuáles son los principales tipos de representaciones que se puede usar, y cuáles 
son las implicaciones para el modelado? El segundo es, para una representación 
seleccionada, ¿cuáles son todas las alternativas factibles que deben incluirse para 
garantizar que el óptimo global no se pase por alto? [40]. 
 






Los métodos basados en programación matemática generalmente incluyen tres 
pasos: construir una superestructura incluyendo todas las interconexiones 
posibles, formular el modelo matemático correspondiente, y aplicar o desarrollar 
estrategias de solución para el problema de optimización resultantes. 
 
Los beneficios de utilizar enfoques de programación matemática son múltiples, 
debido a su confiabilidad (garantizan la obtención de una solución al menos 
localmente óptima) y al hecho de que pueden resolver problemas de diseño de 
gran tamaño de manera eficiente. Es además versátil, porque el programa 
matemático propuesto puede ser fácilmente adaptado para una amplia gama de 
diseños y de aplicaciones [69]. Sin embargo, cabe mencionar que generalmente 
es muy complejo formular una superestructura precisa y resolver los modelos 
establecidos. Además, el proceso de resolución es, a diferencia de la integración 
de procesos, una operación de "caja negra", que puede causar soluciones 
deficientes en ingeniería y que requiere en general de la determinación de una 
solución inicial de buena calidad [7]. 
 
Uno de los trabajos de integración energética basado en programación 
matemática lo presenta Grossmann et. al. [40]. Los autores abordan problemas de 
diseño y síntesis de procesos a través de la formulación de superestructuras y 
modelos que resultan en la formulación de problemas de tipo MINLP. Los autores 
proponen  estrategias específicas de solución, aplicando su estrategia a la síntesis 
de redes de reactores, secuencias de destilación, redes de intercambiadores de 
calor, intercambiador de masas redes, y plantas de servicios públicos [40].  
 
Además los métodos de programación matemática son ampliamente utilizados 
para la integración másica de redes de agua con múltiples contaminantes. El 
método de programación matemática se utilizó inicialmente para optimizar la red 
de agua por Takama et al. (1980), pero no recibió atención hasta que Doyle y 
Smith en 1997 presentaron un procedimiento en el que los valores iniciales para la 
programación no lineal (NLP) proporcionaban un modelo lineal (LP). Khor et al. 
(2012), usaron optimización global involucrando cortes lógicos utilizando el 
software BARON, y posteriormente Khor et al. (2014) propusieron una revisión de 
investigaciones representativas centrándose en los métodos de programación 
matemática para la síntesis de redes de agua continuas y de un solo sitio.  
 
Poplewski (2015) presentó un modelo para optimizar la reutilización de redes de 
agua con incertidumbres sobre ciertos datos y desarrolló una estrategia de 
resolución de varios pasos basada en el teorema de la esquina de puntos. 
Mientras que Rubio-Castro et al. (2016) establecieron una superestructura para 
optimizar las redes de agua de agricultura y formularon el problema como uno de 
tipo MINLP. Cabe mencionar que, en este estudio, se buscaba optimizar 






simultáneamente beneficios económicos, ambientales y sociales [7], mediante una 
estrategia de optimización multi-objetivo conocida como restricciones-. 
 
En este trabajo, dado el enfoque propuesto basado en simulación, no se tendrá un 
modelo matemático explícito del sistema, por lo que se explora una estrategia 
alterna de optimización, mediante técnicas metaheurísticas. 
2.3 Equipos de Transferencia de calor 
 
Los aspectos de integración energética fueron descritos en las secciones 
anteriores desde un punto de vista teórico y estratégico. Su implementación, 
dentro de las fábricas, implica la realización de intercambios de calor entre 
diferentes flujos. Esta sección presenta, desde un punto de vista práctico, los 
equipos principales utilizados para la integración térmica [29]. 
2.3.1 Intercambiadores de Calor 
 
Un intercambiador de calor es un equipo que se utiliza para transferir energía 
térmica (entalpía) entre una superficie sólida y uno o más fluidos o entre partículas 
sólidas y un fluido. Su configuración depende de las diferentes temperaturas a las 
que la transferencia de calor ocurre, y de la manera en que se efectúa el 
intercambio (por mezcla o a través de una pared). Los ejemplos de 
intercambiadores de calor incluyen intercambiadores de calor de carcasa y tubo 
(STHE, Figura 2), de doble tubo e intercambiador de placas, todos conocidos 
como intercambiadores de calor de superficie.  
 
Los intercambiadores más utilizados son los intercambiadores de calor de carcasa 
y tubos debido a su fabricación relativamente simple y a su adaptabilidad a 
diferentes condiciones de operación. Pueden tener un solo paso por los tubos 
(intercambiador de calor de un solo paso) o más de una corriente pasa por los 
tubos o por el lado de la carcasa (intercambiador de calor de múltiples pasos) [10]. 
 
  
Figura 2.Intercambiador de calor de carcasa y tubos [10] 
 
Salida de fluido 
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Mediante la configuración de las corrientes de intercambio de calor, pueden existir 
tres configuraciones principales de intercambiador de calor: flujo paralelo, 
contracorriente y flujo cruzado [29]. 
2.3.1.1 Contracorriente 
 
Como se ilustra en la Figura 3, se presenta un contraflujo cuando los dos fluidos 
fluyen en la misma dirección, pero en sentidos opuestos (Flechas rojas). Los 
fluidos entran al intercambiador por diferentes extremos: el fluido frío sale del 
intercambiador en el extremo donde entra el fluido caliente, mientras que la 
temperatura del fluido más frío se aproximará a la temperatura del fluido de 
entrada. Según [46], este tipo de intercambiador es más eficiente que el 
intercambiador en paralelo y el de flujo cruzado, descritos a continuación. 
 
Figura 3. Intercambiador de calor de carcasa y tubo a contracorriente [28]. 
2.3.1.2 Paralelo 
 
Existe un flujo paralelo cuando el flujo interno de los tubos y el flujo externo de la 
carcasa se producen en la misma dirección. En este caso, los dos fluidos entran al 
intercambiador por el mismo extremo y estos presentan una diferencia de 
temperatura significativa. Como el calor se transfiere del fluido con mayor 
temperatura hacia el fluido de menor temperatura, la temperatura de los fluidos se 
aproxima la una a la otra, es decir que uno disminuye su temperatura y el otro la 
aumenta tratando de alcanzar el equilibrio térmico entre ellos, Figura 4 [46].   
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2.3.1.3 Flujo Cruzado 
 
En la Figura 5, se muestra como en el intercambiador de calor de flujo cruzado, 
uno de los fluidos fluye de manera perpendicular al otro fluido, esto es, uno de los 
fluidos pasa a través de tubos mientras que el otro pasa alrededor de dichos tubos 
formando un ángulo de 90° Los intercambiadores de flujo cruzado son 
comúnmente usados cuando uno de los fluidos presenta cambio de fase. 
 
Un ejemplo típico de este tipo de intercambiadores se observa en los sistemas de 
condensación de vapor, donde agua fría fluye por dentro de los tubos y absorbe el 
calor del vapor que sale de una turbina y entra como flujo externo, dentro de la 
carcasa del condensador, condensándose. Se pueden condensar grandes 
volúmenes de vapor de agua al utilizar este tipo de intercambiadores de calor [46]. 
 
 
Figura 5. Intercambiador de carlor de flujo cruzado [46]. 
2.3.2 Caldera 
 
Es un aparato diseñado para calentar agua hasta alcanzar su punto de ebullición. 
En este punto, ésta se evapora y sale de la caldera. El equipo cuenta con 
cámara(s) de combustión, intercambiador(es) de calor, quemador(es) y piloto(s). 
Utiliza como combustible Gas L.P. o Gas Natural, y debe tener un control de 
temperatura automático (termostato) o control de encendido por presión y 
aislamiento térmico. Se pueden clasificar en dos grandes grupos: de tubos de 
humos (o pirotubulares) y de tubos de agua (o acuotubulares) [43]. 
 
El vapor producido en la caldera, en condiciones ideales, no contiene sólidos. A 
medida que el vapor sale, se agrega igual cantidad de agua de alimentación, con 
lo que más sólidos ingresan al sistema. Por lo tanto, los sólidos contenidos en el 
agua que permanece en la caldera resultan cada vez más concentrados. Si la 
caldera no se purga, los sólidos se concentran hasta que superan sus límites de 
solubilidad. Estos sólidos en suspensión, dependiendo de su naturaleza, precipitan 
y se depositan sobre las superficies de calefacción calientes (tubos), sufriendo 
transformaciones químicas que los convierten en incrustaciones; o simplemente 
incrementan los sólidos en suspensión en el agua de la caldera.  







Los problemas creados por los sólidos en los sistemas de vapor son muchos, tales 
como problemas de corrosión, pérdida de eficiencia, falla de los tubos de la 
caldera y de los sobre-calentadores y erosión de las turbinas, etc. Mediante la 
purga se puede mantener bajo control la concentración de los sólidos en el interior 
de la caldera. Esta purga puede hacerse en forma continua o periódicamente. La 
purga se regula para mantener la concentración de sólidos dentro de ciertos 
valores, que dependen fundamentalmente de la presión de operación y de la 
potencia de la caldera [54]. 
2.4 Técnicas de Simulación 
 
Como alternativa a las técnicas de programación matemática, clásicamente 
utilizadas para estudiar integración energética, en este trabajo se propone una 
estrategia combinando simulación y optimización. Se sustituye el modelo 
matemático por un modelo de simulación, el cual será posteriormente optimizado 
gracias a una técnica metaheurística. En esta sección, se detalla la parte 
relacionada con simulación. 
 
La simulación es un instrumento eficaz para el análisis y diseños de sistemas, que 
permite la construcción de modelos dando una representación exacta del mundo 
real. Los simuladores de procesos pueden dividirse según la filosofía bajo la cual 
se plantea el modelo matemático que representa el proceso a simular: 
 
a) Simuladores globales u orientados a ecuaciones.  
b) Simuladores secuenciales modulares.  
c) Simuladores híbridos o modular secuencial-simultáneo.  
 
Bajo el enfoque de la simulación global u orientada a ecuaciones (Estrategia 
simultánea), se plantea el modelo matemático que representa al proceso [1]. En 
este método las ecuaciones del modelo, algebraicas, no lineales y diferenciales, 
se integran en un único conjunto y se resuelven simultáneamente [30]. Estas 
ecuaciones pueden simplificarse para representar un estado estacionario, o al 
contrario pueden integrarse con respecto al tiempo, que representa el principal 
parámetro en la mayoría de los estudios de simulación dinámica [1]. Sus 
características principales son la mayor velocidad de convergencia y el hecho de 
que no existe distinción entre variables de procesos y parámetros operativos, lo 
que simplifica los problemas de diseño [30]. 
 
 
Un simulador modular secuencial se fundamenta en módulos de simulación 
independientes, que siguen la misma secuencia que las operaciones unitarias de 
una planta industria. Los cálculos se efectúan unidad por unidad de forma 






secuencial; cada módulo representa un proceso de operación realizada en la 
planta y consta de un subprograma cuyo fin es calcular los flujos o corrientes de 
salida a partir de los flujos de entrada. Sus características principales son las 
siguientes: los modelos individuales se resuelven de forma eficaz, permite resolver 
las corrientes de reciclo en el proceso mediante un procedimiento iterativo y 
comprende una extensa biblioteca de módulos y rutinas de cálculo [30]. 
 
Finalmente, los simuladores híbridos utilizan una combinación entre el método 
secuencial y el simultáneo. Cada iteración se compone de dos pasos: el primero 
consiste en la solución de los modelos con estrategia secuencial, mientras que en 
el segundo, se actualizan los parámetros de acuerdo a la solución obtenida en el 
primer paso para hallar una solución de manera simultánea [30] 
2.4.1 Ventajas 
 
Algunas ventajas concretas que proporciona la simulación de procesos son:  
 
1. Detecta ineficiencias debidas a la descoordinación entre secciones de una 
misma planta.  
2. Anticipa lo que pasaría si cambiara el valor de parámetros como unidades a 
fabricar, operarios, máquinas, etc.  
3. Informa de los costos reales por artículo, valorando el impacto real de cada 
lote dentro del total a fabricar. 
4. Descubre errores de diseño en el modelo en lugar de hacerlo en el sistema 
real.  
5. Proporciona un control sobre el tiempo, debido a que es un fenómeno que 
se puede acelerar o retardar según se desee [1]. 
 
Es de particular interés para este proyecto recordar que los simuladores pueden 
fácilmente relacionarse con otras herramientas computacionales. Por ejemplo, un 
simulador puede ser llamado desde otro proceso (un programa) que le transmite 
algunos parámetros de entrada y recupera, terminada la simulación, otros datos 
de salida. El caso más común es utilizar Excel como interfaz de un simulador de 
proceso, usando codificación de Visual Basic for Applications (VBA). Esta 
metodología tiene las  siguientes ventajas: 
 
1. Transformar los valores de las variables de decisión de una hoja de Excel a 
un simulador de procesos. 
2. La interfaz de un simulador con Excel es útil para realizar una simulación 
varias veces, para el diseño y para los cambios operativos en el proceso. 
Los resultados de la simulación del proceso pueden ser guardados en las 
hojas de cálculo Excel para el análisis posterior [23]. 






2.4.2 Paquetes de simulación 
 
Los principales softwares dedicados a la simulación de procesos químicos son los 
siguientes: 
2.4.2.1 Aspen Plus 
 
Aspen Plus es el software de optimización de procesos químicos utilizado por la 
mayoría de las industrias químicas y bioquímicas, así como la industria de 
polímeros para el diseño, operación y optimización de instalaciones de fabricación 
seguras y rentables. Ofrece la posibilidad de simular diversas combinaciones de 
operaciones unitarias tales como reactores, torres de destilación, intercambiadores 
de calor y compresores utilizando los modelos de proceso incorporados. 
 
Permite mejorar el modelado de procesos en estado estacionario, mediante la 
creación potentes simulaciones dinámicas para un mejor análisis del 
comportamiento de la planta y la seguridad. El modelado dinámico del proceso es 
crucial para obtener una visión integral del comportamiento de la planta, ejecutar 
escenarios de emergencia, evaluar procedimientos de inicio y cierre, probar 
esquemas de control, diseñar procesos por lotes y más [8]. 
2.4.2.2 ProSim 
 
Líder en el campo de desarrollo de software para la ingeniería química, ProSim 
proporciona un paquete de simulación y optimización de procesos, así como 
servicios de investigación en las áreas de petróleo, química, farmacéutica, energía 
y otras industrias de procesos en todo el mundo. Se utiliza para mejorar el diseño 
del proceso, aumentar la eficiencia de la planta, reducir su impacto sobre el medio 




El software CHEMCAD permite crear de manera interactiva diagramas de 
circulación de materiales, simular todos los procesos fundamentales, incluidos los 
procesos de regulación, y visualizar una representación gráfica de los resultados. 
El paquete cuenta con una amplia base de datos de materiales, diversos modelos 
termodinámicos e interfaces abiertas para MS-Excel y VBA. 
 






Representa una herramienta auxiliar para seleccionar el mejor modelo, evaluar las 
sustancias y los parámetros y proporcionar una propuesta sobre sus propios 
algoritmos para calcular los datos materiales [15]. 
2.4.2.4 Ciclo de Tiempo 
 
Con este software, se puede diseñar, analizar, optimizar y monitorear la 
termodinámica del sistema de energía diseñado y operado. Tiene una amplia 
biblioteca de modelos innovadores (células de combustible, IGCC, plantas de 
captura de CO2, turbogeneradores ORC, sistemas de absorción de refrigeración, 
etc.). Contiene modelos predeterminados de componentes e incluso de sistemas 
completos de conversión de energía, que pueden ser adaptados a las 
necesidades especiales del usuario, acortando el tiempo de desarrollo del modelo. 
Incluye un resolvedor robusto y eficiente para grandes sistemas de ecuaciones 




EMSO es un simulador orientado a ecuaciones con una interfaz gráfica para 
modelar procesos complejos dinámicos o en estado estacionario. Contiene 
modelos pre-construidos disponibles en la biblioteca de modelado. Los nuevos 
modelos se pueden escribir en el lenguaje de modelado EMSO o el usuario puede 




Es un poderoso software de análisis de sistemas de tuberías y tuberías aisladas. 
Puede analizar cualquier tipo de flujo de líquido incompresible. Se pueden modelar 
muchos tipos de sistemas de transporte incluyendo sistemas de flujo abierto, 
descarga, cerrados de recirculación y de gravedad. Procesos industriales, 
suministro de agua, tratamiento de aguas residuales, protección contra incendios, 
sistemas de rociadores, procesos químicos, desagüe de minas, piscinas, 
estanques / riego y sistemas HVAC pueden ser rápidamente creados, analizados y 
resueltos para flujos y presiones y parámetros de operación en estado 
estacionario. 
 
Además, prácticamente cualquier tipo de elemento de sistema de tubería se puede 
describir utilizando la amplia variedad de componentes de modelado hidráulicos 
disponibles. Los modelos de sistemas de transporte de fluidos se pueden construir 






de forma rápida y sencilla mediante la selección de los elementos (tuberías, 
bombas, depósitos, calibradores, accesorios y válvulas) en el espacio de trabajo 
utilizando numerosas funciones de edición incluidas [56]. 
2.4.3 Trabajos relacionados 
 
Uno de los trabajos que muestran la interrelación entre la integración energética 
y/o térmica adaptada a la simulación del proceso es el abordado por Higa et. al., 
(2009) en donde proponen una integración térmica con un enfoque combinando 
simulación y análisis pinch, para minimizar el consumo energético en el proceso 
para la producción de azúcar. La optimización se lleva a cabo a través de reglas 
heurísticas, para recuperar la energía térmica de un evaporador y aprovecharla en 
el proceso, variando el número de equipos [39]. 
 
Por otro lado, Abdullah Alqahtani (2008) ataca el problema de integración 
energética y térmica con un enfoque de simulación y optimización fundamentado 
en programación matemática. Como simulador de procesos se utilizan el software 
Aspen HYSYS y Aspen Icarus como evaluador económico para la síntesis de 
diversos procesos químicos. El optimizador utilizado es un componente del mismo 
HYSYS [5]. 
2.5 Técnicas de Optimización 
 
Los problemas de diseño de procesos de integración energética se formulan 
típicamente como problemas de optimización. Con análisis Pinch o con 
Programación Matemática, el objetivo consiste en determinar los flujos, los 
equipos de intercambio de calor a usar, de tal manera que se minimice un costo 
de operación o de inversión asociado al sistema de estudio. En un problema de 
optimización, los tres componentes clave son: la función objetivo, las variables de 
decisión y las restricciones. La formulación clásica de un problema de optimización 
se detalla en la ecuación 3. 
 
   Min z = f(x)     (3) 
 
s.t. g(x) <= 0 
    h(x) = 0 
    xϵΩ 
 
La función objetivo f es una expresión matemática que, para el mejor valor de las 
variables de diseño, alcanza un mínimo o máximo. Ésta puede ser lineal o no 
lineal, y puede implicar más de una variable. Las variables de decisión (vector x) 
las constituyen todos los parámetros sobre los cuales se puede actuar para 






mejorar el valor de la función objetivo. Las restricciones formulan la descripción del 
modelo estudiado y pueden ser de igualdad, h (la mayor parte de estas 
restricciones se asocian a los balances de masa y energía del modelo); o, al 
contrario, se pueden formular restricciones de desigualdad, g, para, normalmente, 
establecer el respecto de cotas (tiempo máximo, cantidad máxima de un efluente, 
concentración máxima de un contaminante en un efluente, etc.). 
 
El método elegido para cualquier problema de optimización depende 
principalmente de: las características de la función objetivo, la naturaleza de las 
restricciones y el número de variables independientes y dependientes manejadas. 
Efectivamente, los problemas de optimización pueden, en el caso más sencillo, 
implicar funciones lineales y variables reales, denotándose como problemas de 
programación lineal (LP). Si la función objetivo y/o las restricciones involucran 
términos no-lineales, entonces el problema de  programación no lineal (NLP) 
requerirá, para su resolución, de técnicas diferentes. Finalmente, para problemas 
de optimización que implican tanto variables discretas como continuas, el 
problema se vuelve de programación entera mixta (lineal: MILP; o no: MINLP). 
 
Determinar el óptimo global del problema, es decir el vector de variables x que 
permite obtener el mejor valor (mínimo o máximo) de la función objetivo para todos 
los valores permisibles de las variables, puede volverse una tarea complicada de 
acuerdo a las características del problema. Efectivamente, en el caso de 
programas no-lineales y multi-modales, pueden aparecer óptimos locales, o sea 
soluciones tales que ningún punto ubicado en su entorno (definido de alguna 
manera) puede mejorarla en términos de la función objetivo [5]. Por otro lado, las 
variables discretas pueden crear un espacio de búsqueda inmensamente grande, 
que en ciertos casos no se puede explorar de manera eficiente mediante métodos 
de enumeración y árboles de búsqueda (problema NP-Difícil). Entonces, el uso de 
algoritmos de optimización exactos y las herramientas de Programación 
Matemática, típicamente utilizados en Ingeniería de Procesos, no pueden siempre 
garantizar la obtención del óptimo local en tiempos de cómputo razonables. 
 
Finalmente, cabe mencionar el caso, particularmente relevante para este proyecto, 
en el que no se dispone de un modelo matemático formulado de manera analítica 
como en la ecuación 3, sino que sólo se tiene una herramienta (por ejemplo, un 
simulador) que permite dar una evaluación de la función objetivo y, eventualmente, 
de la factibilidad, de alguna solución específica (variables de entrada). En estos 
casos, el uso de técnicas exactas se ve aún más dificultado, ya que no se tienen 
las garantías de continuidad y derivabilidad necesarias a su aplicación. Es por 
todos los motivos antes mencionados que se decidió, en este estudio, dedicar una 
atención particular a las técnicas heurísticas y metaheurísticas de optimización. 








Los métodos heurísticos pueden ser muy útiles para analizar sistemas de interés y 
sugerir alternativas relevantes para su diseño. La palabra heurística es de origen 
griego y significa "descubrir". El término "heurístico" se utiliza generalmente para 
referirse a técnicas o reglas basadas en el conocimiento empírico del problema 
considerado, que permiten generar soluciones correctas o de calidad satisfactoria, 
en tiempos razonables. En el método heurístico, el espacio de diseño se reduce 
hasta que queda un diseño aceptable.  
Existen varios métodos heurísticos para resolver una gran variedad de clases de 
problemas de optimización, generalmente diseñados específicamente para los 
problemas que tratan de resolver [5]. 
2.5.2 Reglas metaheurísticas  
 
Una regla metaheurística representa una extensión de las capacidades de las 
heurísticas, siendo un proceso iterativo de generación de soluciones de acuerdo a 
una estrategia a un nivel superior, que explora espacios de búsqueda usando 
diferentes métodos. Típicamente, una técnica metaheurística combina diferentes 
heurísticas e integra otros factores como la estocasticidad, de acuerdo a un 
paradigma global, que puede ser inspirado de procesos biológicos físicos, 
sociales, entre otros. Además, es de gran importancia que la técnica 
metaheurística implemente un balance dinámico entre etapas de diversificación y 
de intensificación de la búsqueda. El termino diversificación generalmente se 
refiere a la exploración del espacio de solución, promoviendo en el proceso de 
búsqueda el examen de regiones no visitadas para generar soluciones que 
difieran de manera significativa de las actuales. Al contrario, el término 
intensificación se refiere a la explotación de la experiencia de búsqueda 
acumulada, enfocando la búsqueda en  la vecindad de las mejores soluciones 
encontradas [27].  
Cada metaheurística incluye los siguientes mecanismos internos: generación de 
soluciones iniciales, operadores de variación que permiten producir soluciones 
nuevas y operadores de selección, que permiten orientar la búsqueda en una 
dirección u otra, basándose eventualmente en la trayectoria anterior. Estos 
procedimientos heurísticos, propios a la metaheurística considerada, permiten a su 
vez encontrar soluciones de buena calidad, aunque sin garantía de optimalidad, y 
guiar el procedimiento de búsqueda basado en aprendizaje para evitar que el 
método quede atrapado en un óptimo local [5]. Algunos ejemplos de 
metaheurísticas son: 
 Optimización por enjambres de partículas [57]. 






 Algoritmos genéticos [52]. 
 Evolución Diferencial [53]. 
 Recocido simulado [4]. 
 Búsqueda local [58]. 
 Búsqueda Tabú [36].   
 Optimización por Colonia de Hormigas [35] 
 
Existen dos clases principales de metaheurísticas. En primer lugar, las técnicas de 
búsqueda local [58] como por ejemplo el recocido simulado [4] o la búsqueda tabú 
[36]. Los métodos de búsqueda local comienzan con una solución inicial, luego 
exploran soluciones en el vecindario del punto inicial. El proceso mueve hacia 
alguno de los vecinos generados en el paso anterior, o se queda en la solución 
actual, de acuerdo a una regla de reemplazo predefinida. Este procedimiento se 
repite hasta que se alcanza un criterio de paro.  
 
Por otro lado, la otra clase la conforman las técnicas poblacionales o distribuidas, 
así llamadas por que manejan, en cada iteración, un conjunto (o población) de 
soluciones. Esta clase misma puede ser dividida entre Algoritmos Evolutivos 
(como Algoritmos Genéticos [52] y Evolución Diferencial [53]), basados en los 
principios darwinianos de la Evolución, y técnicas de inteligencia colectiva (como 
Optimización por enjambres de partículas  [57] y Optimización por Colonia de 
Hormigas [35]), que reproducen normalmente el modo operativo de ciertas 
especies para encontrar comida, comunicar, etc. 
2.5.3 Algoritmos Evolutivos 
 
Los algoritmos evolutivos (AEs) constituyen una técnica poderosa de búsqueda y 
optimización con un comportamiento altamente paralelo, inspirada en el principio 
darwiniano (evolución de las especies), en la selección natural y reproducción 
genética. 
2.5.3.1 Funcionamiento General 
 
Los AEs combinan la búsqueda estocástica, obtenida por las transformaciones 
aleatorias de la población (mutación, reproducción), con una búsqueda dirigida, 
dada por la selección natural. En esto difiere de los operadores deterministas 
utilizados en la mayoría de los métodos clásicos de optimización. Un AE comienza 
su búsqueda con una población de soluciones generalmente creadas al azar 
dentro de unos límites específicos a cada variable [32]. Los individuos, que 
representan las soluciones del problema, se alteran mediante ciertos operadores 
de variación (o genéticos). Dentro de la población, cada individuo es evaluado con 






su valor de aptitud, que es obtenido usando alguna medida relacionada con el 
problema a resolver, típicamente la función objetivo y/o las restricciones 
consideradas. Este valor de aptitud permite llevar a cabo procesos de selección de 
los más aptos, que, repetidos a través de la simulación iterada de varias 
generaciones, permite la evolución de la población hacia buenas soluciones del 
problema de optimización considerado [8]. 
 
Debido a su robustez y generalidad, los AEs son especialmente adecuados en los 
casos en que las estrategias convencionales fracasan. Proporcionan buenas 
soluciones incluso a difíciles problemas combinatorios, incluyendo los que se 
muestran como NP-Difíciles. Por lo tanto, son adecuados para tratar las clases de 
problemas de optimización compleja en la ingeniería química, que frecuentemente 
se formulan como programas no lineales, enteros mixtos, o multiobjetivo [12]. 
 
Si un problema de optimización tiene un solo óptimo global, se espera que todos 
los miembros de la población de un AE puedan converger a esa solución óptima. 
Sin embargo, si un problema de optimización tiene múltiples soluciones óptimas, 
puede utilizarse un AE para capturar todas las soluciones óptimas en la población 
final [32]. 
 
El pseudocódigo y la estructura general de un AE se ilustran en las Figuras 6 y 7. 
A la población P(t) en alguna generación t se le aplican operadores genéticos y de 
reemplazo para construir la población de la generación siguiente, t+1. La 
operación se detiene cuando se cumplen uno o más criterios de terminación pre-
especificados. A menudo, se utiliza un número predeterminado de generaciones o 
un tiempo máximo de cómputo como criterio de paro. En otros estudios más 
recientes, se usan condiciones teóricas de optimalidad (tales como el grado de 
satisfacción de las condiciones de Karush-Kuhn-Tucker, KKT) [32]. 
 
 
Figura 6. Pseudocódigo de funcionamiento de un AE [12]. 
 







Figura 7. Diagrama de funcionamiento de los AEs [8] 
 
2.5.3.2 Mecanismos internos clásicos de un AE 
 
Como indicado en las figuras anteriores (Figuras 6 y 7), los AEs utilizan cuatro 
operadores principales: selección, cruza, mutación y preservación de los 




Entre el conjunto de soluciones candidatas generadas, aleatoriamente o por los 
operadores de cruza y mutación, muchas serán eliminadas y otras pueden resultar 
prometedoras para la solución del problema. Estas candidatas prometedoras 
pueden ser seleccionadas en dos ocasiones: primero, para determinar a qué 
individuos se le permite reproducirse para construir individuos nuevos (hijos). Por 
otro lado, la selección también se aplica para elegir aquellos individuos que 
sobreviven y participan en la construcción de la generación siguiente. El operador 
de selección debe mantener constante el número de individuos de la población y 
la expectativa es que la aptitud media de la población se incremente en cada 
generación. 
En muchos casos, aquellos que tengan los mejores valores de la función de 
aptitud (fitness) serán seleccionados, pero es importante integrar elementos de 
estocasticidad en el proceso para mantener la diversidad de la población y poder 
escapar de óptimos locales [22]. 
Así pues, técnicas probabilísticas permiten asegurar que el individuo con mayor 
valor de aptitud tiene mayores posibilidades de ser seleccionado en la siguiente 
generación. Un AE puede utilizar muchas técnicas diferentes para seleccionar a 
los individuos que deben copiarse hacia la siguiente generación, por ejemplo: 
 
 Selección elitista: se combina la población antigua con la población recién 
creada y se garantiza la selección de los miembros más aptos de esta 






población combinada, manteniendo las mejores soluciones en términos de 
la aptitud. 
 
 Selección proporcional a la aptitud: los individuos más aptos tienen más 
probabilidad de ser seleccionados, pero no la certeza. Estas técnicas 
incluyen la ruleta de Goldberg o la selección escalada (que permite 
aumentar la presión selectiva, haciendo la función de aptitud más 
discriminadora cuando todos los individuos tienen una aptitud relativamente 
alta y sólo les distinguen pequeñas diferencias). 
 
 Selección por torneo: se eligen subgrupos de individuos de la población, y 
los miembros de cada subgrupo compiten entre ellos. Sólo se elige a un 
individuo de cada subgrupo para la reproducción o la supervivencia. La 
estocasticidad interviene en la selección de los integrantes del grupo y en 
las reglas del torneo. 
 
 Selección por jerarquías: a cada individuo de la población se le asigna un 
orden numérico basado en su aptitud, y la selección se basa en este 
ranking. La ventaja de este método es que puede evitar que individuos muy 
aptos tengan muchas copias de ellos en la  generación siguiente. 
 
 Selección generacional: la descendencia de los individuos seleccionados 
en cada generación se convierte en toda la siguiente generación. No se 
conservan individuos entre las generaciones. 
 
 Selección por estado estacionario: la descendencia de los individuos 
seleccionados en cada generación vuelven al acervo genético preexistente, 
reemplazando a algunos de los miembros menos aptos de la población 
actual [8]. 
 
b) Cruza y Mutación (operadores genéticos) 
 
Los individuos más aptos, seleccionados para producir soluciones nuevas, deben 
ser alterados aleatoriamente con la esperanza de mejorar su aptitud para la 
siguiente generación. Existen dos estrategias básicas para llevar esto a cabo. La 
primera se llama mutación y, al igual que una mutación en los seres vivos, 
consiste en efectuar una perturbación local en el cromosoma del individuo 
afectado. Este operador unario (se aplica tomando un solo individuo base) causa 
alteraciones reducidas y aleatorias en puntos concretos del código de un individuo. 
Al contrario, el operador de recombinación, o de cruza, implica elegir a dos 
individuos para que intercambien segmentos de su patrimonio genético (código), 
produciendo una “descendencia” artificial, cuyos individuos son combinaciones de 
sus padres. Este operador es binario, ya que utiliza dos individuos base, los 






padres, para crear, en una mayoría de casos, al menos dos individuos nuevos, los 
hijos [8]. 
 
Cabe mencionar que estos operadores trabajan típicamente sobre la cadena 
cromosómica de los individuos, es decir el código genético representando una 
solución. Esta codificación debe de adaptarse al problema tratado y, por lo tanto, 
puede ser binaria, bajo la forma de números enteros, reales, de permutaciones, 
etc. Los operadores se adaptan por lo tanto a la representación de una solución en 
el problema de interés. Por ejemplo, para una codificación binaria de la solución, la 
mutación por complemento binario y la cruza de dos puntos son instancias 
clásicas de los operadores que pueden utilizarse. 
 
c) Elitismo 
Un método indispensable para permitir la convergencia de los AEs es el elitismo. 
Consiste básicamente en hacer competir las soluciones de la población actual (los 
"padres") con las soluciones recién creadas por operadores genéticos (los "hijos", 
posteriormente mutados). Esta competición garantiza que el "movimiento general" 
de la población, en el transcurso de las generaciones sea hacia regiones "buenas" 
de la función a optimizar. Este mecanismo puede implementarse en dos etapas:  
1. Se muestrea una élite de r miembros de entre los mejores de la población 
combinada (actual y nueva) y se incorporan directamente a la población 
siguiente, sin pasar por la población auxiliar. 
2. La población auxiliar de soluciones candidatas nuevas se muestrea de 
entre los n – r restantes miembros de la población combinada. 
Comúnmente el tamaño de la élite r es pequeño, y el tipo de muestreo es directo o 
bien por sorteo [24]. Cabe mencionarse que históricamente los algoritmos 
evolutivos se han dividido en cuatro  paradigmas clásicos; Estrategias Evolutivas, 
Programación Evolutiva, Algoritmos Genéticos, Programación genética [6], sin 
embargo existen técnicas más recientes y reconocidas, por ejemplo Evolución 
Diferencial (Price & Storn [31]) cuyo desempeño ha sido demostrado en varios 
estudios. 
2.5.3.3 Ventajas de los Algoritmos Evolutivos 
 
d) Su modo operativo es paralelo. La mayoría de los algoritmos funcionan en 
serie y sólo pueden explorar el espacio de soluciones de acuerdo a una 
única trayectoria. Al contrario, ya que los AEs trabajan con una población 
de soluciones, pueden explorar el espacio de búsqueda en múltiples 






direcciones a la vez, encontrando soluciones igualmente buenas al mismo 
problema.  
 
e) Funcionan particularmente bien resolviendo problemas cuyo espacio de 
búsqueda es potencialmente grande, demasiado vasto para hacer una 
búsqueda exhaustiva en un tiempo razonable. El paralelismo implícito de 
los AEs les permite superar este enorme número de posibilidades, y 
encontrar con éxito resultados cercanos al óptimo tras muestrear 
directamente sólo regiones pequeñas del vasto paisaje de aptitud. 
 
f) Se desenvuelven bien en problemas con un paisaje de aptitud complejo: 
aquéllos en los que la función de aptitud es discontinua, ruidosa, cambia 
con el tiempo, o tiene muchos óptimos locales. La mayoría de los 
problemas prácticos tienen un espacio de soluciones complejo, incluyendo 
multi-modalidades y óptimos locales. Los AEs, por su carácter poblacional y 
gracias al operador de mutación, han demostrado su efectividad al escapar 
de los óptimos locales e identificar el óptimo global.  
 
g) Otra área en el que destacan los AEs es su escalabilidad, es decir su 
habilidad para manejar muchas variables simultáneamente. 
 
h) Los AEs no saben nada más del problema a resolver sino saben la forma 
de evaluar la función objetivo de una solución. Los AEs realizan cambios 
aleatorios en sus soluciones candidatas y luego utilizan la función de aptitud 
para determinar si esos cambios producen una mejora, son por lo tanto 
adaptables a cualquier tipo de problemas. 
 
i) Son fáciles de implementar y de usar [8]. 
 
A continuación se describen en detalle dos Algoritmos Evolutivos particularmente 
importantes en el marco del presente proyecto, ya que serán implementados y 
probados para resolver el problema abordado: Estrategias Evolutivas y Evolución 
Diferencial. Cabe mencionar que estos dos AEs son diseñados para trabajar con 
variables reales, codificadas "tal cual" en el cromosoma de cada solución. 
2.5.3.4 Estrategias Evolutivas (ES) 
 
Propuestas por I. Rechenberg y H.P. Schwefel [26] en los años 1970, las ES 
representan un paradigma histórico de los AEs. En general, se considera que se 
mantienen μ individuos en la población, produciendo en cada generación una 
descendencia de λ individuos. Las variantes (μ + λ) y (μ, λ) difieren según la 
estrategia de selección empleada, aunque ésta suele ser determinista en ambos 






casos. En la versión (μ + λ), los padres compiten contra los hijos y los μ mejores 
individuos, elegidos entre los μ padres actuales más los λ hijos, pasan a la 
generación siguiente. En la versión extintiva (μ, λ), los padres no sobreviven y los 
μ mejores individuos, elegidos entre los λ hijos (λ>μ), pasan a la generación 
siguiente. La versión más sencilla es la (1+1)-ES, muy comparable a una 
búsqueda local glotona. 
 
En el procedimiento clásico en una iteración de ES, la descendencia es generada 
en dos etapas. Un mecanismo de mutación consiste en la adición de una variable 
aleatoria independiente a cada elemento del vector padre. Los números aleatorios 
se extraen de una distribución gaussiana con media cero y una desviación 
estándar σ, donde σ se denomina tamaño de paso de mutación. El segundo 
mecanismo, que no necesariamente existe en todas las versiones, es un proceso 
de recombinación, producido en muchos casos como el centro de gravedad de los 
padres ponderados por su función de aptitud [26]. 
 
 Para la mutación 
 
El operador de mutación en ES se basa en una distribución normal (Gaussiana) 
requiriendo dos parámetros la media (ξ) y la desviación estándar (σ). Por tanto las 
mutaciones son realizadas al añadir una perturbación ∆xi a cada variable xi, donde 
los valores de ∆xi son creados aleatoriamente usando la Gaussiana N(ξ, σ) con la 
correspondiente función de densidad de probabilidad (p.d.f): 
 






2𝜎2                                          (4) 
 
En la práctica, la media ξ es siempre cero y el vector 𝑥 es mutado para reemplazar 
los valores de xi por: 
 
𝑥𝑖 = 𝑥𝑖 + 𝑁(0, 𝜎)                                        (5) 
 
Donde N(0, σ) denota un número aleatorio con distribución Gaussiana de media 
cero y desviación estándar σ [3]. 
 
 Para el tamaño de paso de la mutación, σ 
 
Este parámetro puede mantenerse fijo, o al contrario variar, durante una ejecución 
de ES. De manera similar, es posible definir un tamaño de paso único para todas 
las dimensiones del problema, o definir un tamaño de paso para cada variable. 
Muchas investigaciones han sido realizadas para determinar la mejor manera de 
ajustar este parámetro de estrategia (es decir, guiando la búsqueda). 






Este interés dio lugar al desarrollo de sofisticadas formas de control del tamaño de 
paso y conllevó el desarrollo de un concepto novedoso en la computación 
evolutiva, la auto-adaptación de los parámetros de la estrategia. En general, la 
auto-adaptación significa que algunos parámetros del algoritmo son variados 
durante una corrida, de la misma manera que las variables de decisión del 
problema de optimización. Formas recientes de ES, como la versión CMA-ES 
(para Covariance Matrix Adaptacion based Evolutionary Strategy, [41]), se 
encuentran entre los principales algoritmos para la resolución de problemas 
complejos de optimización continua.  
 
Sin embargo, existen mecanismos más sencillos y empíricos de ajustar y 
actualizar el tamaño de paso, aprendiendo del proceso de búsqueda, como la 
regla de 1/5 de éxito [26]. Se considera que si muchas mutaciones producen 
individuos mejores que su respectivo padre, el proceso se enfoca actualmente en 
la intensificación y conviene diversificar la búsqueda, aumentando el tamaño de 
paso. Al contrario, si hay pocas mutaciones exitosas, significa que el algoritmo 
busca de manera aleatoria y conviene intensificar la búsqueda reduciendo el 
tamaño de paso. Esta regla es ejecutada en un intervalo periódico, por ejemplo 
después de k iteraciones, cada σ es actualizado por: 
 
𝜎 =   {
𝜎
𝑐
               𝑠𝑖  𝑝𝑠 > 1/5
𝜎 ∗ 𝑐         𝑠𝑖  𝑝𝑠 < 1/5 
𝜎               𝑠𝑖  𝑝𝑠 = 1/5
 
 
Donde ps es la frecuencia relativa de mutaciones exitosas medidas a lo largo de 
una k iteraciones y c es un parámetro tal que 0.817≤c≤1 [3]. 
 
 Para la cruza o recombinación 
 
El esquema de recombinación básica en las estrategias de evolución involucra a 
dos padres (dos vectores ?̅?  y ?̅? ) que crean un hijo ( 𝑧̅ ). Para obtener λ 
recombinaciones se lleva a cabo λ veces. Ausente de la versión canónica de las 
ES, este operador se puede implementar de diferentes maneras. En la 
recombinación discreta, se  seleccionan algunos elementos de la solución padre y 
los demás se toman del mutante. La recombinación intermedia promedia los 
valores del padre y del mutante. Para casos de población mayor a 2, una técnica 
consiste en obtener el baricentro de los padres, ponderado por su aptitud, y 
generar diferentes mutantes a partir de este centro de gravedad. Después de crear 
λ descendientes y calcular su fitness el mejor de ellos es escogido 
determinísticamente [3], Cabe mencionarse que en la versión (1+1)-ES ocupada 
en este trabajo, no hay operador de cruza. 






2.5.3.5 Evolución Diferencial (DE) 
 
La técnica de Evolución Diferencial es un AE mucho más reciente que las ES, 
propuesto en 1995 [53] por R. Storn y K. Price, particularmente adaptado para la 
solución de problemas de optimización continuos, que utiliza NP vectores D-
dimensionales reales.  
 
𝑥𝑖,𝐺,, 𝑖 = 1,2, … ,𝑁𝑃                                         (6) 
 
Esta población inicial de vectores se elige de forma aleatoria y uniforme [53]. La 
mayor peculiaridad de este método es el operador de mutación, que consiste en la 
construcción de  vectores nuevos a partir de operaciones aritméticas (diferencia 
ponderada) de individuos elegidos al azar de entre la población actual. Los 
mutantes son obtenidos de la siguiente manera: 
 
𝑣𝑖,𝐺+1 = 𝑥𝑟1,𝐺 + 𝐹 ∗ (𝑥𝑟2,𝐺 − 𝑥𝑟3,𝐺)                                         (7) 
 
Donde xr1, xr2 y xr3 son individuos de la población distintos entre sí (el tamaño de 
población, NP, debe cumplir: NP≥4) y F es el parámetro de amplificación (en 
general, F ϵ [0,2], ver [53]), que controla la magnitud de la variación diferencial 
(𝑥𝑟2,𝐺 − 𝑥𝑟3,𝐺). 
 
Una vez obtenido el vector mutante, la recombinación se efectúa de manera 
aleatoria, comparándolo con el vector base original (xi): 
 
𝑢𝑗𝑖,𝐺+1 = {
𝑣𝑗𝑖,𝐺+1 𝑠𝑖(𝑟𝑎𝑛𝑑𝑏(𝑗) ≤ 𝐶𝑅) 𝑜 𝑗 = 𝑟𝑛𝑏𝑟(𝑖)
𝑥𝑗𝑖,𝐺 𝑠𝑖(𝑟𝑎𝑛𝑑𝑏(𝑗)  > 𝐶𝑅) 𝑦 𝑗 ≠ 𝑟𝑛𝑏𝑟(𝑖)´
 
j =1,2,…, D. 
Donde: 
randb(j) es un número aleatorio asociado a la j-ésima variable, uniformemente 
generado en el intervalo [0,1]. 
CR es la tasa de recombinación o cruza, constante con CR ϵ [0,1], que controla la 
proporción del mutante apareciendo en el individuo hijo. Este parámetro es 
determinado por el usuario. 
rnbr(i): es un índice elegido aleatoriamente dentro de {1,2,…,D }, donde D es el 
número de dimensiones del problema. Permite  asegurar que el hijo 𝑢𝑖,𝐺+1 obtenga 
al menos una variable del mutante 𝑣𝑖,𝐺+1 [53]. 
 
Para decidir si el hijo debe ser o no un miembro de la generación G+1, el vector 
𝑢𝑖,𝐺+1 se compara con el vector base 𝑥𝑖,𝐺  usando un criterio glotón. Si el vector 






𝑢𝑖,𝐺+1 produce un valor de la función de costo menor que 𝑥𝑖,𝐺 , entonces  𝑢𝑖,𝐺+1 
sustituye a 𝑥𝑖,𝐺+1. De lo contrario, 𝑥𝑖,𝐺 se mantiene sin cambiar [53]. 
 
 Otras variables de ED son: 
 
Varias versiones de ED han sido propuestas en el mismo artículo introductorio de 
[Storn&Price, 43]. Con el fin de clasificar las diferentes variantes se usa la 
notación; DE/x/y/z donde: 
x especifica el vector base a mutar, que puede ser aleatorio (como en el caso 
presentado anteriormente, r1 se elige de manera aleatoria), en este caso x=rand. 
Al contrario, se puede sesgar la búsqueda, eligiendo el mejor individuo de la 
población actual (x=best). 
y es el número de diferencias utilizadas (en el caso anterior, se agrega al vector 
base una sola diferencia entre vectores, o sea y=1). 
z denota el esquema de cruza, que puede ser binomial, como en nuestro ejemplo 
(z=bin) o exponencial (z=exp). 












10. ED/rand/2/bin [31] 
Usando esta notación, la estrategia básica de DE descrita previamente puede 
escribirse como: DE/rand/1/bin. Sin embargo, un método altamente beneficioso 
que merece especial atención es el método DE/best/2/bin propuesto por Price en 
1996, donde: 
𝑣𝑖,𝐺+1 = 𝑥𝑏𝑒𝑠𝑡,𝐺 + 𝐹 ∗ (𝑥𝑟1,𝐺 + 𝑥𝑟2,𝐺 − 𝑥𝑟3,𝐺 − 𝑥𝑟4,𝐺)                                         (8) 
El uso de dos vectores de diferencia parece mejorar la diversidad de la población. 
[53] En este estudio, se usará la versión DE/rand/1/bin que, sin información previa 
sobre el problema estudiado, es la más clásicamente empleada. 










En este capítulo, se plantea el problema de recuperación de energía térmica 
mediante el aprovechamiento del calor proveniente de agua de purga y la 
metodología propuesta para su tratamiento. Se describe en un primer tiempo el 
proceso general, así como las modificaciones propuestas en el mismo para 
implementar dicha estrategia de integración energética. Luego, se presenta la 
estructura global del enfoque de resolución desarrollado, relacionando las etapas 
de modelado, simulación y optimización del proceso, además de la interfaz 
vinculando las diferentes herramientas computacionales utilizadas. 
 
Posteriormente, se describe el modelo de simulación completo con Aspen Plus, 
incluyendo todos los aspectos relacionados con la simulación (diagrama de flujos, 
descripción de los equipos, modelos termodinámicos y reacciones químicas 
involucradas, etc.). En base a este modelo de simulación, se define el problema de 
optimización correspondiente y la implementación de las técnicas de solución 
(Algoritmos Evolutivos) elegidas. Finalmente, se describe la interfaz utilizada para 
vincular el simulador (Aspen Plus) y los optimizadores implementados en Matlab. 
3.1 Descripción del proceso original y propuesta de integración 
 
Como se ha mencionado en este trabajo las industrias utilizan grandes cantidades 
de energía para producir vapor, una parte del agua alimentada a las calderas se 
evapora para formar vapor y la otra es eliminada de la caldera mediante purgado 
(cumpliendo un número de ciclos de concentración antes de ser purgada, 
dependiendo de la presión de trabajo de la caldera y de la calidad de agua de 
alimentación a la caldera). Cabe mencionarse que el agua de las purgas de la 
caldera se encuentra a la misma temperatura que el vapor de agua. Sin embargo, 
muchas veces esta energía no se recupera, y esta agua va directamente a la 
planta de tratamiento de aguas o en el peor escenario al drenaje.  
 
Normalmente, los elementos que componen el proceso de producción de vapor 
constan de un equipo de purificación (suavización, desmineralización u osmosis 
inversa), de bombas centrifugas a la salida de estos equipos, de un tanque de 
condensados para precalentar el agua de alimentación a la caldera y la caldera 
misma, como se ilustra en figura 8. 







Figura 8. Proceso general de producción de vapor 
 
Para optimizar el uso de energía en el proceso de producción de vapor, se 
propone la modificación al modelo representado en el diagrama de flujo de la 
Figura 9, en el que para aprovechar la energía contenida en el agua de purga de 
caldera (corriente SATWATER) se propone la colocación de un intercambiador de 
calor (HE1). El modelo propuesto se describe a continuación. El proceso se 
alimenta con agua dulce (flujo FEED). Sin embargo, esta corriente necesita una 
etapa de ablandamiento para eliminar los carbonatos y bicarbonatos 
principalmente de magnesio y calcio. Esta operación se realiza a través de un 
elemento separador de componentes (SOFTENER), que funciona en condiciones 
de temperatura y presión estándar. En el proceso original de la Figura 8, el agua 
purificada pasa a través de una bomba para impulsar el fluido al pre-calentador 
(PHEATER).  
 
Al contrario, en el proceso modificado indicado en la Figura 9, el agua purificada 
intercambia calor con el agua de purga de la caldera en dos etapas. Primero, el 
intercambiador HE1 precalienta la corriente proveniente del suavizador. El diseño 
de dicho intercambiador HE1 constituye el objetivo del presente estudio. Luego, 
esta corriente se envía al precalentador de agua (PHEATER), que permite obtener 
una corriente (S1) a 393.362 K y 200 kPa. Una bomba adicional (P2) aumenta la 
presión hasta 800 kPa (corriente S2) para alimentar la caldera de vapor, que se 
representa mediante la combinación de un intercambiador de calor (CALDERA) y 
un tanque de evaporación (FBOILER). La corriente S3 es una mezcla de agua 
saturada y vapor, que se alimenta a FBOILER. El vapor resultante (STEAMP) se 
utiliza para proporcionar el calor requerido por el proceso (caso nominal: 2.5 GJ / 
h) mientras que la corriente de condensación (CONDENSE) vuelve a PHEATER.  
 
El agua de purga (SATWATER) transfiere calor sensible al agua ablandada 
(corriente COLDSOFT). Vale la pena mencionar que el agua de purga de la 






caldera de vapor se descargará antes de la saturación, es decir, cuando contenga 
el 95% de las sales que causan los flujos de incrustación. 
 
Los principales compuestos utilizados en el proceso diseñado son agua (H2O), 
carbonato de calcio (CaCO3), carbonato de magnesio (MgCO3), bicarbonato de 
calcio (CaHCO3), bicarbonato de magnesio (MgHCO3) y cloruro de sodio (NaCl). A 
su vez, se considerarán las reacciones secundarias de estos compuestos en el 
modelo de simulación.  
 
Para corroborar la efectividad del enfoque descrito, es necesario garantizar que la 
corriente de retorno de condensados y de purga sean líquido saturado, variando el 
calor a proporcionar en el BOILER y en base a la temperatura de los 
condensados. Esto se realiza mediante el establecimiento de especificaciones de 
diseño dentro del simulador. Simultáneamente, de acuerdo a los resultados de la 
simulación, se evalúa que el modelo reporte datos coherentes con la 
termodinámica del proceso verificando manualmente los balances de energía. 
 
Se espera que el modelo propuesto permita una reducción en el costo asociado al 
consumo de energía del proceso (de producción de vapor) debido al 
aprovechamiento de la energía térmica de la purga de la caldera para precalentar 
el agua de alimentación a la misma. Sin embargo, el agregar una unidad nueva (el 
intercambiador HE1) al proceso también implica un costo de inversión. Así, la 
reducción en costos de operación antes descrita debe de compensar el costo de 
inversión del intercambiador de calor HE1 propuesto, que dependerá de su 
tamaño. A su vez, se trabajará con varios escenarios variando el calor requerido 
por el proceso y producido por la caldera, con la meta de estudiar la robustez del 
proceso propuesto frente a diferentes posibles condiciones de operación. 
 








Figura 9. Modelo para la simulación en Aspen Plus V9.1 de un proceso térmico industrial usado para la 
reutilización térmica de purga de caldera. 
3.2 Estrategia general de resolución 
 
El problema planteado en la sección anterior, así como la pregunta de 
investigación asociada, implican determinar los parámetros de diseño y de 
operación de los diferentes equipos del proceso, de tal manera que se cumpla con 
los requisitos de calor a proporcionar y de temperatura de los flujos, a un costo 
mínimo. Para ello, es necesario, en primer lugar, representar el proceso de interés 
y, en un segundo tiempo, optimizar sus parámetros.  
 
Un primer enfoque consistiría en desarrollar explícitamente un modelo matemático 
incluyendo las ecuaciones de balance de masa y de energía, operación de los 
equipos, reacciones químicas y propiedades termodinámicas involucradas; y 
posteriormente aplicar un método de Programación Matemática para determinar 
las características óptimas del proceso. Sin embargo, la formulación de todas las 
ecuaciones antes mencionadas representa un procedimiento muy largo y 
complicado, que fácilmente puede ser sustituido por una representación basada 
en un modelo de simulación. Efectivamente, los simuladores mencionados en el 
capítulo 2 plantean de manera implícita todas estas ecuaciones, a través de una 
interfaz gráfica (flowsheet). 
 
Por otro lado, acoplar un modelo de simulación con una técnica de Programación 
Matemática, aunque factible, es también una estrategia complicada, dada la 
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El requisito de características favorables de las funciones involucradas 
(continuidad, derivabilidad) y la necesidad de evaluar derivadas mediante 
procedimientos numéricos costosos (por ejemplo, diferencias finitas) tiende a 
perjudicar a los métodos matemáticos. Por lo tanto, se propone utilizar técnicas 
metaheurísticas, que no requieren de estas condiciones restrictivas para trabajar, 
sino solamente del valor del criterio técnico-económico a optimizar, evaluado en 
algunos puntos del espacio de búsqueda. Finalmente, acoplar un simulador con 
una técnica metaheurística, implementada en algún lenguaje de programación, 
implica el uso de una tercera herramienta, efectuando la interfaz entre los módulos 
de simulación y de optimización. 
 
Así pues, en primer lugar se define el diagrama de flujo del proceso a través de un 
simulador (Aspen Plus), dimensionando los equipos utilizados, introduciendo los 
parámetros de operación (temperatura, composición de la corriente de entrada, 
etc.) y de diseño (caídas de presión en las unidades de proceso, demanda de 
calor).  Esta rigurosa simulación se utiliza para validar y evaluar diferentes 
opciones de diseño en el proceso escogido. 
 
En base a ello, se define el problema de optimización a resolver para minimizar los 
costos. Particularmente, se identifican las variables de decisión, asociadas a los 
parámetros controlables del proceso que permiten optimizar la función objetivo. 
Esta función es relacionada con el costo de algunos elementos del proceso (los 
que cambian con la nueva estructura propuesta). Estos dos elementos (variables y 
función objetivo) serán manejados por la(s) metaheurística(s) para aproximar la 
solución óptima. 
 
Entre los dos módulos ya mencionados (simulación y optimización), se utiliza 
como interfaz de comunicación Excel-VBA. Efectivamente, resulta relativamente 
fácil la transmisión de información entre Excel-VBA y Aspen Plus. Desde el 
primero se puede ejecutar el segundo enviándole, mediante palabras claves 
específicas, los parámetros de operación y de diseño necesarios para la 
simulación. Una vez ejecutada la simulación, Excel-VBA puede recuperar 
mediante un procedimiento similar algunas salidas de Aspen Plus, en este caso 
las características de algunos equipos que permitirán calcular el costo de la 
configuración evaluada. 
 
Esta estrategia general de resolución se ilustra en las figuras 10 y 11 en donde se 
observan los flujos de información entre los tres módulos, que sirve para el cálculo 
de la función objetivo. La metaheurística implementada en Matlab genera una 
solución (conjunto de variables de decisión) y la envía a VBA para su evaluación. 
En VBA, se interpretan dichas variables de decisión, transformándolas en 
parámetros de entrada de la simulación, de acuerdo a las palabras clave utilizadas 
por Aspen Plus. En Aspen Plus se realiza la simulación, es decir la evaluación real 
de la solución generada por la metaheurística. Una vez concluida la simulación, el 
flujo de información es ahora de Aspen Plus hacia VBA: algunos datos de salida 
obtenidos de la simulación se envían a VBA, el cual los interpreta, almacena y 
calcula el valor correspondiente de la función objetivo. Este valor de la función de 
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costo calculado en VBA es enviado a Matlab, lo que permite a la metaheurística 
tener la retroalimentación necesaria para modificar la solución actual y proponer 
otra nueva, que será evaluada por Aspen Plus como ya fue indicado. Este ciclo se 
repetirá hasta que el optimizador (en Matlab) termine la ejecución, típicamente de 




Figura 10. Interfaz entre un simulador de proceso (Aspen Plus) y Excel (contiene un programa de optimización) [5] 
 
 
Figura 11. Diagrama representando la estrategia de resolución [55]. 
 
Cabe mencionar que se usan Algoritmos Evolutivos desarrollados específicamente 
en el marco de este proyecto en el ambiente de programación Matlab, debido a su 
fácil comunicación con funciones (macros) implementadas en Excel-VBA. Nótese 
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que no se usan los AEs ya disponibles en el “toolbox” de optimización de Matlab, 
para poder fácilmente controlar sus mecanismos internos.  
 
Las subsecciones siguientes describen a detalle los tres elementos (simulación, 
optimización, interfaz) que forman parte de esta estrategia general de resolución. 
3.3 Simulación 
 
Dado que en este proyecto se trabaja con soluciones electrolíticas, y debido a su 
amplia gama de bases de datos, la información proporcionada sobre equilibrio de 
fases, su fácil manejo y su adaptabilidad al problema planteado se eligió trabajar 
con el software Aspen Plus Versión 9.1 utilizando el modelo termodinámico 
llamado Elec NRTL que sirve para simular sistemas electrolíticos. 
3.3.1 Procedimiento general 
 
En primer lugar, la estructura del proceso (diagrama de flujo de proceso) se diseña 
en el software computacional Aspen Plus V9.1. Dicha estructura (o flowsheet), 
enseñada en la Figura 9, se utiliza entonces para generar el modelo de 
simulación, que incluye ecuaciones de balances de masa y energía, de operación 
de las unidades, de cálculo de propiedades termodinámicas, etc.  
 
Luego, se especifican los componentes químicos utilizados en el proceso y, 
mediante la opción Elec Wizard, se cargan las reacciones de electrolisis que se 
llevan a cabo de acuerdo a los componentes seleccionados. De esta manera, se 
determinan sus constantes de equilibrio y se identifican las especies iónicas 




Figura 12. Componentes de las reacciones electrolíticas. 




Se selecciona el modelo termodinámico para representar las propiedades físicas y 
químicas de los componentes del proceso, figura 13.   
 
 
Figura 13. Selección de método termodinámico de trabajo 
 
Las operaciones de las unidades del proceso, como son intercambiadores de 
calor, bombas de circulación de agua, tanque flash, divisores y mezcladores de 
flujo, se definen y se fijan sus parámetros de operación. 
 
Se introducen las condiciones y características del flujo de alimentación, así como 
las condiciones termodinámicas (temperatura, presión, concentración de sales de 
acuerdo a solubilidades reportadas en bibliografía, etc). 
 
Finalmente, para poder asegurar que la fase del retorno de condensado se 
encuentre como líquido saturado al igual que el agua de la purga de caldera, se 
introduce el modelo SPEC (diseño de especificaciones). Este módulo permite 
imponer una temperatura mínima del retorno de condensados (variable 
dependiente) como si fuera una restricción y definir sobre qué otra variable 
(independiente) del proceso se tiene que actuar para cumplir con esta 
especificación. Aspen Plus ajustará por sí mismo la variable independiente (en 
este caso, la cantidad de calor a proporcionar en la caldera) para que la condición 
sobre la variable dependiente se cumpla. 
3.3.1.1 Estudio Adicional 
 
Se verifica manualmente que las solubilidades de las sales de alimentación 
concuerden con las constantes de equilibrio que Aspen Plus reporta. Además, se 
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hacen pruebas para verificar que el producto de solubilidad varíe efectivamente 
con la temperatura y con la variación de concentración, ver anexo 3.  
3.3.2 Compuestos químicos y solubilidad 
 
Para realizar la simulación propuesta, los componentes químicos utilizados en el 
proceso son los especificados en la tabla 1.  
 
Tabla 1. Componentes considerados en el proceso 
Agua (H2O) 
Carbonato de Calcio (CaCO3) 
Carbonato de Magnesio (MgCO3) 
Bicarbonato de Calcio (CaHCO3) 
Bicarbonato de Magnesio (MgHCO3) 
Cloruro de sodio (NaCl) 
Sílice (SiO2) 
Cloruro de Magnesio (MgCl) 
Cloruro de Calcio (CaCl) 
Carbonato de Sodio (Na2CO3) 
Bicarbonato de Sodio (NaHCO3) 
Sulfato de Magnesio (MgSO4) 
Sulfato de Calcio (CaSO4) 
Sulfato de Sodio (Na2SO4) 
Nitrato de Magnesio (Mg(NO3)2) 
Nitrato de Sodio (NaNO3) 
Nitrato de Calcio (Ca(NO3)2) 
 
Mientras que Aspen Plus calcula la solubilidad de las sales mediante la ecuación 
9. 
 
ln(𝑘𝑒𝑞) = 𝐴 +
𝐵
𝑇
+ 𝐶 ∗ ln(𝑇) + 𝐷 ∗ 𝑇 + 𝐸 ∗ (
𝑃 − 𝑃𝑟𝑒𝑓
𝑃𝑟𝑒𝑓
)                     (9) 
 
En los sistemas de electrolitos, los solutos de sal se ionizan en solución, fenómeno 
que se representa mediante la ecuación general:  
 
𝑀𝑣+𝑋𝑣−  =   𝑣+𝑀
𝑧+ + 𝑣−𝑋
𝑧−                          (10) 
 
Donde M es un catión de carga z+ y X es un anión de carga z-. Para entender el 
límite en el cual se ioniza una sal, o el límite de su solubilidad, un mejor enfoque 
consiste en observar su constante de equilibrio. La constante de equilibrio, o 
producto de solubilidad, de la sal se escribe como: 
 
𝐾𝑞 = [𝑀
𝑧+]𝑣+ [𝑋𝑧−]𝑣−   (11) 
 
La constante de equilibrio termodinámico resultante se formula: 






𝑣−    (12) 
 





𝑣−  (13) 
𝐾𝑒𝑞 = 𝐾𝑞  𝛾𝑀
𝑣+𝛾𝑋
𝑣−    (14) 
𝐾𝑒𝑞 = 𝐾𝑞 𝐾𝑟     (15) 
 





     (16) 
 
Por lo tanto, el modelado del producto de solubilidad incluye el equilibrio 
termodinámico y el equilibrio del coeficiente de actividad para la fase simultánea y 
el equilibrio químico [10].  
 
Se consideran como viables, en el marco de este trabajo, las composiciones 
presentadas en la tabla 2. 
 
Tabla 2. Composiciones y solubilidad de sales utilizadas en el proceso descrito 








Valor de la constante 







(CACL2*H2O) 40 5000 25 1 -8.18906 
CALCI(s) (CACl2) 50 5000 25 1 -6.74524 
CaCO3 (s) 0.08 5000 25 1 -26.14743 
SALT1 
(MGCL2*H2O) 1.20 5000 25 1 -7.0227989 
MgCl2(s) 100 5000 25 1 -4.85798 
MgCO3 (s) 1.42 5000 25 1 -19.0683 
SALT5 (NAHCO3) 20 5000 25 1 -7.7423583 
SODIU(s) (NA2CO3) 40 5000 25 1 -13.989024 
NaCl (s) 90 5000 25 1 -4.5511266 
3.3.3 Reacciones de equilibrio 
 
De acuerdo a los componentes utilizados, se tienen las siguientes reacciones de 
equilibrio, tabla 3. 
Tabla 3. Reacciones de Equilibrio 
Reacción Tipo Estequiometria 
1 Equilibrio H2SO4  +  H2O  <-->  H3O
+
  +  HSO4
- 
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2 Equilibrio HNO3  +  H2O  <-->  H3O
+
  +  NO3
- 
3 Equilibrio HCL  +  H2O  <-->  CL
-
  +  H3O
+ 
4 Equilibrio H2O  +  HSO4
-
  <-->  H3O
+
  +  SO4
-- 
5 Equilibrio H2O  +  HCO3
-
  <-->  CO3
--
  +  H3O
+ 
6 Equilibrio 2H2O  +  CO2  <-->  HCO3
-
  +  H3O
+ 
MAGNE(S) Sal MAGNE(S)  <-->  Mg++  +  2 NO3
- 
MGCL2(S) Sal MGCL2(S)  <-->  Mg++  +  2 Cl- 
MGCO3(S) Sal MGCO3(S)  <-->  CO3
-- 
 +  Mg
++ 
CACO3(S) Sal CACO3(S)  <-->  CO3
--
  +  Ca
++ 
SALT2 Sal SALT2  <-->  SO4
--
  +  2 Na
+ 
CALCI(S) Sal CALCI(S)  <-->  Ca++  +  2 Cl- 
SALT5 Sal SALT5  <-->  HCO3
-
  +  Na
+ 
SODIU(S) Sal SODIU(S)  <-->  CO3
--
  +  2 Na
+ 
NANO3(S) Sal NANO3(S)  <-->  NO3
-
   +  Na
+ 
CASO4(S) Sal CASO4(S)  <-->  Ca
++
  +  SO4
-- 
SALT1 Sal SALT1  <-->  Ca++  +  2 NO3
- 
NACL(S) Sal NACL(S)  <-->  Cl-  +  Na+ 
MGSO4(S) Sal MGSO4(S)  <-->  Mg
++
  +  SO4
-- 
NA2CO3 Disociación NA2CO3  -->  CO3
--
  +  2 Na
+ 
NAHCO3 Disociación NAHCO3  -->  HCO3
-
  +  Na
+ 
NACL Disociación NACL  -->  Cl-  +  Na+ 
 
Las reacciones en equilibrio sólido-líquido son aquellas en las que el sólido 
consiste en una sal simple. Las reacciones de disociación describen la disociación 
de electrolitos fuertes en la fase líquida. Estas reacciones no tienen constantes de 
equilibrio. 
 
Nota: la solubilidad de la calcita (carbonato de calcio, CaCO3) es fuertemente 
influenciada por la cantidad de ácido carbónico presente en la solución (es decir la 
solubilidad de CaCO3 crece con la concentración de CO2) [10]. 
3.3.4 Modelos termodinámicos 
 
El modelo termodinámico utilizado para simular las soluciones electrolíticas 
involucradas en el sistema es el llamado Elec NRTL y se describe en la sección 
3.3.4.1. 
 
Mientras que el grado de disociación del agua se describe por la constante de 
equilibrio, K. El agua es un electrólito débil y se disocia de acuerdo con la 
ecuación neta:   
 
𝐻2𝑂   ↔   𝐻
+ + 𝑂𝐻− 
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Cuando un electrólito se disuelve en agua, la equivalencia de protones e iones 
hidroxilo puede ser perturbada, por ejemplo por la introducción de una especie 
donadora de protones, para producir una solución ácida, como en las reacciones 
de equilibrio siguientes: 
 
HCL  +  H2O  ↔  Cl
-  +  H3O
+ 
H2O  +  HCO3
-  ↔  CO3
--  +  H3O
+ 
2H2O  +  CO2  ↔  HCO3
-  +  H3O
+ 
 
De manera alternativa, la introducción de una especie que acepta protones para 
producir una solución alcalina implica: 
 
CaOH+   ↔   Ca++  +  OH- 
NaOH(S)   ↔  OH-  +  Na+ 
 
El balance de los iones H+ y OH- presentes en una solución puede tener un efecto 
crítico sobre la solubilidad de una sustancia particular. Por ejemplo, en una 
solución ácida, el metal de zinc existe como ion Zn2+ pero en soluciones 
aproximadamente neutras se forman especies parcialmente hidrolizadas tales 
como Zn(OH)+ y Zn(OH)2, siendo esta última insoluble. En cambio, en soluciones 
alcalinas, se forman los aniones Zn(OH)3
- y Zn(OH)4
2-, ambos solubles. Por lo 
tanto, se hace evidente que muchas especies disueltas poseen la capacidad de 
existir en un número de diferentes formas protonadas o desprotonadas, 
dependiendo del pH de la solución. Muchas de las especies son solubles (por 
ejemplo, Zn.(H2O)6
2+, EDTA4
-), pero otras no lo son (por ejemplo, Zn(OH)2, 
EDTAH4), por lo que existe la posibilidad de eliminar materiales en forma de 
precipitados insolubles, alterando la acidez de la solución [10]. 
 
Para nuestro caso, se elige el modelo de electrolito generalizado de dos líquidos 
no aleatorios por sus siglas en inglés ENRTL-RK, diseñado para representar 
propiedades termodinámicas de diversos sistemas electrolíticos de disolventes 
mixtos y acuosos abarcando concentraciones de solventes puros a soluciones 
saturadas de sales. 
3.3.4.1 Modelo electrolito NRTL (o eNRTL) 
 
El modelo electrolítico no aleatorio de dos líquidos (eNRTL), propuesto por Chen y 
Evans (1982), proporciona un marco termodinámicamente consistente para la 
representación de los equilibrios de fase de los sistemas electrolíticos de 
disolvente mixto. Usando solo parámetros binarios ajustables, el modelo 
correlaciona satisfactoriamente el equilibrio líquido-vapor y el equilibrio líquido-
líquido de los sistemas de electrolitos de solventes mixtos en todo el rango de 
temperaturas y concentraciones. 
 
El modelo electrolítico eNRTL postula dos supuestos fundamentales sobre la 
estructura reticular líquida de los sistemas electrolíticos: 




1. La composición local de cationes (aniones) alrededor de un catión central 
(anión) es cero. 
2. La distribución de cationes y aniones alrededor de una molécula central es tal 
que la carga iónica local neta es cero. [10] 
 
Ejemplos de sistemas electrolíticos incluyen mezcla de agua y sales orgánicas, 
mezclas de ácido fuerte en agua (como ácido nítrico), aminas orgánicas acuosas 
para el tratamiento de gases, salmueras con aditivos orgánicos y extracción o 
cristalización de sales, por nombrar algunos de los principales sistemas. Estos 
modelos proporcionan marcos termodinámicos rigurosos para calcular diversas 
propiedades termodinámicas para electrolitos. El modelo electrolítico NTRL utiliza 
la dilución infinita como el estado de referencia [14]. 
3.3.4.2 Modelo electrolítico en Aspen Plus 
 
En Aspen Plus, un sistema de electrolitos se define tal que algunas de las 
especies moleculares se disocian parcial o completamente en iones en un 
solvente líquido, y/o algunas de las especies moleculares precipitan como sales. 
Estas reacciones de disociación y precipitación ocurren lo suficientemente rápido 
como para que las reacciones se puedan considerar como equilibrio químico. Las 
reacciones de equilibrio en fase líquida que describen este comportamiento se 
conocen como la química de la solución. En Aspen Plus, la química de la solución 
a menudo se conoce simplemente como Química. 
 
La química de la solución tiene un gran impacto en la simulación de sistemas de 
electrolitos. Para sistemas no electrolíticos, las reacciones químicas generalmente 
ocurren solo en reactores. La química de la solución también afecta los cálculos 
de propiedades físicas y cálculos de equilibrio de fase. La presencia de iones en la 
fase líquida causa un comportamiento termodinámico altamente no ideal. Aspen 
Plus proporciona modelos termodinámicos especializados y datos incorporados 
para representar el comportamiento no ideal de los componentes de la fase líquida 







Mientras que los tipos de reacciones en química de solución electrolítica son: 
- Disociación completa 
- Disociación parcial (reacción de equilibrio) 
- Precipitación de sal (reacción de equilibrio) [10] 
 
Aspen puede regresar los datos de solubilidad y luego calcula un valor para el 
producto de solubilidad (Ksp o Keq) en función de la temperatura, mientras que los 
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datos de solubilidad real de un sistema mixto de sal incorporan las constantes de 
equilibrio termodinámico y de actividad. Aspen usa el algoritmo Britt-Luecke [25] 
para ajustar los datos a una constante de equilibrio de la forma:  
 
ln Keq = A + B/T + C*ln(T) + D*T 
 
Dónde: 
Keq=constante de equilibrio. 
T =Temperatura en Kelvin. 
A, B, C, D = Coeficientes. 
 
Las ventajas de utilizar la química de electrolitos son los siguientes:  
1. Pueden ser simulados automáticamente mediante la opción “Electrolytes 
Wizard”. 
2. Obtienen datos de las constantes de equilibrio sin tener que realizar análisis 
experimentales [10]. 
3.3.5 Operaciones Unitarias involucradas 
 
La composición del flujo de entrada se define en la tabla 4, su caudal depende de 
la cantidad de vapor que necesite el proceso por eso este variará de acuerdo a la 
demanda del proceso y será calculado mediante una simulación preliminar con 
análisis de especificaciones (ver anexos). Cabe mencionarse que el sistema de 
agua está sujeto a los niveles de concentración, ya que estos deben de ser 
menores a la saturación de sales.  
 
Tabla 4. Composición de alimentación del modelo de simulación 
Equipo Suavizador de Agua (bloque SOFTENER) 






Flujo másico [kg/h]: 
?̇?𝑁𝑎𝐶𝑙 = 90 
?̇?𝑀𝑔𝐶𝑙 = 10 
?̇?𝐶𝑎𝐶𝑙 = 5 
?̇?𝑁𝑎2𝐶𝑂3 = 4 
?̇?𝑁𝑎𝐻𝐶𝑂3 = 2 
?̇?𝐶𝑎𝐶𝑂3 = 0.08 
?̇?𝑀𝑔𝐶𝑂3 = 1.4 
?̇?𝑆𝑖𝑂2 =0.02 
?̇?𝑁𝑎𝑁𝑂3 = 4 
?̇?𝑁𝑎2𝑆𝑂4 = 4 
?̇?𝑀𝑔(𝑁𝑂3)2 = 5 
?̇?𝑀𝑔𝑆𝑂4 = 2.5 
?̇?𝐶𝑎(𝑁𝑂3)2 = 0.12 
?̇?𝐶𝑎𝑆𝑂4 = 0.03 
 
En la Tabla 5 se presenta una descripción de las operaciones unitarias 
consideradas, así como una descripción de los parámetros y corrientes utilizadas 
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representadas en la Figura 9, además se describen los módulos correspondientes 
y sus parámetros (subsección 3.3.6). 
 




Bloque que representa a un equipo suavizador de agua, en este 
ejemplo es el encargado de ablandar el agua de alimentación a proceso. 
P1 Bomba que impulsará el flujo proveniente de SEP1 hacia el pre 
calentador de agua. 
 
HE1 
Intercambiador de calor que incrementa la temperatura del agua 
suavizada mediante el aprovechamiento de la energía térmica de la 
purga. 
PHEATER Intercambiador de calor que sirve como pre calentador del agua 
suavizada la cual eleva la temperatura hasta 120°C. 
P2 Bombeo de agua caliente proveniente del equipo PHEATER de 2 bares 
hasta 8 bares. 
BOILER Caldera 1 la cual opera a 8 bar y produce 3.25 Gcal/h de vapor (este 
calor varía). 
FBOILER Tanque Flash en donde se efectúa la separación de fases. 





Es la línea de alimentación principal al proceso proveniente 
directamente del pozo de la empresa. 
 
SOFT 
Esta corriente contiene el agua suavizada que es mandada como 
alimentación a la caldera. 
BD1 Es el agua de rechazo del suavizador debida a regeneraciones del 
equipo suavizador. 
COLDSOFT Agua suavizada a temperatura ambiente la cual intercambiará energía 
térmica con el agua de purga (SATWATER). 
HOTSOFT Agua suavizada caliente alimentación al equipo pre calentador 
(PHEATER). 
BD2 Agua caliente, saturada de sales provenientes de la purga de caldera, 
mandada directamente al drenaje. 
SATWATER Agua previa a saturación de sales purgada de caldera.  
S1 Agua caliente a presión de 2 bar. 
S2 Agua caliente bombeada para alimentación a calderas (8 bar). 
S3 Mezcla liquido vapor de agua, producida en caldera. 
STEAMP Vapor producido por la caldera. 
CONDENSE Línea de retorno de condensados. 
3.3.6 Bloques utilizados en Aspen Plus 
 
A continuación se describen los bloques principales utilizados en este proyecto. 
3.3.6.1 SOFTENER (Suavizador) 
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En este bloque se especifica la fracción de separación de cada sal de alimentación 
tal como en la tabla 6. 
 
Tabla 6. Fracciones de separación para el suavizador 
ID del Componente  Especificación Valor 
H2O Split fraction 0.98 
NACL(S) Split fraction 0.01 
MGCL2(S) Split fraction 0.02 
CALCI(S) Split fraction 0.02 
SODIU(S) Split fraction 0.02 
SALT5 Split fraction 0.02 
MGCO3(S) Split fraction 0.02 
CACO3(S) Split fraction 0.02 
SIO2 Split fraction 1 
MGSO4(S) Split fraction 0.01 
SALT1 Split fraction 0.01 
CASO4(S) Split fraction 0.01 
NANO3(S) Split fraction 0.01 
SALT2 Split fraction 0.01 
MAGNE(S) Split fraction 0.01 
3.3.6.2 HE1 (Intercambiador de calor de carcasa y tubos) 
 
Se emplea un intercambiador de calor de carcasa y tubos, especificando un valor 
inicial del área de intercambio térmico, así como la temperatura mínima de 
aproximación, Figura 14. Cabe mencionar que el valor inicial del área es 
posteriormente modificado por los algoritmos utilizados a través de Matlab con 
interfaz Excel-VBA en el transcurso de la optimización. 
 
 
Figura 14. Propiedades bloque HE1 
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3.3.6.3 PHEATER (Pre calentador de agua) 
 
Para precalentar el agua de alimentación a la caldera se utiliza un intercambiador 
de calor, en el que se especifica la presión deseada y acorde a esto mediante la 
herramienta “Especificación de Diseño” se calcula el calor necesario que necesita 
este equipo, figura 15. 
 
 




Para representar la caldera se utilizan dos bloques, en el primero se especifica el 
calor a producirse en la caldera de acuerdo a la presión establecida, imagen 16 y 
el segundo se describe en el inciso b. 
 




Figura 16. Especificaciones de la caldera 
b) FBOILER (Equipo separador de fases adaptado a la caldera)  
 
Este bloque tiene como función llevar a cabo la separación de fases por lo que se 
considera adiabático con presión de cero, eligiendo como fases válidas liquido-
vapor, Figura 17. 
 
 
Figura 17, Descripción del bloque FBOILER 
3.3.6.5 PROCESS  
 
Este bloque representa el consumo de energía por el proceso, en el que se 
especifica el consumo de calor requerido por el proceso según sea el escenario 
analizado, en la Figura 18 se observa que el calor introducido es  2.5 Gcal/hr. 
 




Figura 18. Configuración del bloque PROCESS  
3.3.7 Módulo Especificaciones de Diseño (SPEC) 
 
Como se mencionó previamente, se necesita garantizar que el agua a la salida de 
la caldera (tanto en la corriente de purgado como en la corriente de retorno de 
condensados) se encuentre como líquido saturado.  
 
Por otro lado, se requiere establecer el calor a proporcionar al proceso por el 
módulo PROCESS y este calor de alimentación dependerá de la demanda térmica 
que requiere dicho proceso. Esta última condición se puede imponer indicando 
una segunda especificación de diseño, en el módulo correspondiente (modulo 
BOILER) que el calor cedido es igual al requerido por el proceso. En dicho 
módulo, se fija la temperatura mínima de la corriente de condensados con el 
proceso en 160°C (esta temperatura permite asegurar que la corriente asociada es 
formada exclusivamente por líquido saturado, aunque sea posible que contenga 
las sales presentes en el agua de alimentación en forma de precipitados). 
 
Para garantizar esta condición, se necesita definir una especificación de diseño en 
la cual se establece una variable independiente, que Aspen Plus puede variar para 
cumplir la condición de la especificación. En este caso, se eligió el calor producido 
por la caldera. En el módulo correspondiente (BOILER), se indica un valor inicial 
aleatorio para que, posteriormente, el solver de Aspen Plus ajuste dicha cantidad 
de calor de tal manera que se cumpla la condición sobre la temperatura de los 
condensados, ver anexo 4. 
 
Para este proyecto a una presión de 2 bar le corresponde una temperatura de 
120.212°C según tablas de vapor, por lo que se varía la cantidad de calor de que 
necesita producir este equipo, de -2 a 0.5 Gcal/hr, según la variación del área del 
intercambiador HE1, Figura 20. 
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Estos dos aspectos se muestran en la Figura 19, en la parte izquierda se define la 
variable dependiente (sobre la cual se especifica una condición), mientras que del 
lado derecho se describe la variable independiente, i.e. el calor producido por la 




Figura 19. Modulo Especificaciones de Diseño para asegurar liquido saturado en la corriente CONDENSE. 
 
Por otro lado, otro aspecto surgió haciendo pruebas preliminares, relacionado con 
el precalentador PHEATER. EL papel de esta operación es precalentar el agua 
saliendo de la unidad de tratamiento antes de mandarla a a caldera. Resulta, sin 
embargo, que al integrar el nuevo intercambiador HE1, el agua llega a PHEATER 
en condiciones de temperaturas mayores a las que se suelen especificar para 
dicho módulo (para este proyecto a una presión de 2 bar le corresponde una 
temperatura de 120.212°C según tablas de vapor).  
 
En realidad, este escenario es positivo, e implica que la caldera tendría que 
proporcionar una cantidad menor de calor al agua. Sin embargo, por cuestiones de 
sencillez de implementación, se decidió recuperar el calor en PHEATER para que 
el agua salga a la temperatura establecida previamente (120.212°C) y se vuelva a 
calentar en la caldera. Así, en caso de que el agua llegue a PHEATER con una 
temperatura mayor a 120.212°C, el calor se recupera (con un valor negativo) e 
impacta negativamente los costos de operación. 
 
La implementación de esta condición fue realizada con un segundo módulo SPEC, 
en el cual la variable dependiente es la temperatura del flujo saliendo de 
PHEATER (S1), sobre la cual se impone la condición de ser al igual a 120.212°C. 
La variable independiente, controlada por el módulo de especificación de diseño 
(entre las cotas de -2 a 0.5 Gcal/hr), es la cantidad de calor proporcionada por el 
precalentador PHEATER. Este procedimiento se ilustra en la Figura 20. 
 








El modelo de simulación descrito en la sección anterior implica ciertos grados de 
libertad, aunque éstos son pocos debido a las condiciones de diseño y operación 
ya fijas de varios elementos del proceso total. Esta sección presenta primero la 
selección de aquellos que serán considerados como variables de decisión, en el 
contexto del problema de optimización buscando la minimización de los costos del 
proceso. Posteriormente, se define la formulación de la función objetivo y, 
adicionalmente, se propone una metodología para estudiar la sensibilidad y 
robustez del diseño determinado, frente a la variación de cierto(s) parámetro(s) 
operativo(s) o requisito(s). Finalmente, se describe brevemente la implementación 
de los Algoritmos Evolutivos elegidos para resolver el problema de optimización 
asociado al modelo desarrollado en Aspen Plus. 
 
3.4.1 Variables de decisión 
 
Para este estudio, el único parámetro de diseño o de operación no conocido es el 
área de transferencia del intercambiador propuesto (intercambiador HE1). Su 
impacto será reducir la cantidad de calor a proporcionar en el bloque PHEATER y 
por tanto en el bloque BOILER. Todos los demás parámetros de operación están 
fijos, exceptuando el calor producido en la caldera y el caudal del flujo de entrada 
al proceso. 
 
Sin embargo, dado que Aspen Plus ajusta directamente la cantidad de calor en el 
BOILER para cumplir con la especificación sobre la temperatura del retorno de 
condensados, permitiendo que éstos correspondan a la fase de líquido saturado 
(ver sección anterior), no es necesario abarcar este sub-problema en el problema 
de optimización general de costos. 
 
Por otro lado, el caudal de agua de alimentación se determina en base a una 
especificación de diseño. Por lo tanto, este parámetro tampoco puede 
considerarse como una variable de decisión del problema de optimización. 
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Así la única variable de decisión considerada en el problema de optimización es el 
área del intercambiador HE1. Al determinar esta variable, y ajustando los demás 
parámetros como ya fue descrito, el resto del sistema está completamente 
determinado. 
3.4.2 Definición del Problema de optimización 
 
En base a la hipótesis del proyecto, se integra un intercambiador que precalienta 
el agua de alimentación al proceso (agua suavizada) a través de la energía 
sensible del agua de la purga de caldera. El objetivo es que con esto se reduzcan 
los costos totales de energía. Cabe mencionar que varios elementos no cambian 
entre el proceso original, es decir sin ahorro de energía (sin la colocación de un 
intercambiador de calor) y el proceso con ahorro mediante la colocación del 
intercambiador HE1. Dado que se quiere comparar ambas opciones, aquellos 
elementos que no cambian no se toman en cuenta y, por lo tanto, lo único que 
varía es: el costo para calentar el agua en los equipos PHEATER y BOILER y el 
costo de inversión asociado a HE1, que depende directamente de su área.  
 
Por lo tanto, la función objetivo definida en este proyecto minimiza los costos, 
tanto de operación anuales para el equipo PHEATER (CopPHEATER) y BOILER 
(CopBOILER), como el costo de inversión para la colocación del intercambiador de 
calor HE1 (CinvHE1). Sin embargo, estos dos valores no son comparables en el 
estado, ya que los primeros son anuales, mientras que el último se realiza en una 
fecha puntual. Por lo tanto, los costos de inversión asociados al intercambiador 
HE1 son anualizados sobre un horizonte arbitrariamente fijado a 10 años. Así, el 
costo total anual (TAC) a minimizar se calcula como indicado en la ecuación 17: 
 
𝑇𝐴𝐶 =  𝐶𝑜𝑝𝑃𝐻𝐸𝐴𝑇𝐸𝑅 + 𝐶𝑜𝑝𝐵𝑂𝐼𝐿𝐸𝑅  +  𝐶𝑖𝑛𝑣𝑦𝑟
𝐻𝐸1 (17) 
 
El costo de inversión CinvHE1 anualizado se formula, considerando una tasa de 
interés i fijado a 10 años, ecuación 18: 
 





𝑛=1                   (18) 
 
Donde Cinv representa el costo de inversión de capital correspondiente a HE1, 
obtenido de la ecuación 19:  
 
𝐶𝑖𝑛𝑣 =  ∑ 𝐶𝑒,𝑖,𝐴𝐶  [(1 + 𝑓𝑝)𝑓𝑚 + (𝑓𝑒𝑟 + 𝑓𝑒𝑙 + 𝑓𝑖 + 𝑓𝑐 + 𝑓𝑠 + 𝑓𝑙)]
𝑖=𝑀




Ce = Costo total dentro de los límites de batería 
fm = Factor del material 
Fp = factor de costo e instalación de tubería 
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Fer = factor de instalación del equipo 
Fel = factor de costo e instalación de componentes eléctricos 
Fi = factor de costo e instalación de equipo de instrumentación y control 
Fc = factor de costo de obra de ingeniería civil 
Fs = factor de costo y construcción de estructuras y edificios 
Fl = factor de instalación de recubrimientos, aislamientos y pinturas. 
  
El área de intercambio A se expresa en m2. Las cotas planteadas en este trabajo 
sobre el área son Aϵ[4.0, 100] en m2. Estas cotas se establecen en base a mayor 
aprovechamiento de energía térmica, teniendo en cuenta consideraciones de 
espacio en planta. 
 
Por otro lado, los costos anuales de precalentamiento están dados en las 
ecuaciones 20 y 21: 
 
CFHQCop PHEATERPHEATER 
    (20) 
𝐶𝑜𝑝𝐵𝑂𝐼𝐿𝐸𝑅 = 𝑄𝐵𝑂𝐼𝐿𝐸𝑅 𝐶𝐹𝐻    (21) 
 
QPHEATER y QBOILER son los calores respectivamente requeridos por los 
módulos PHEATER y BOILER, para alcanzar las condiciones de temperatura y 
presión deseadas para el agua de alimentación a calderas. Nótese que estos 
calores (QPHEATER, QPHEATER) son obtenidos de la simulación.  
 
Asimismo, CF es el costo de combustible y H es el número de horas de trabajo 
anuales (H= 6000 hrs/año). La minimización del costo total anual (TAC) es sujeta a 
las condiciones de operación y diseño implementadas en el modelo de simulación 
descrito en la sección anterior. 
 
Finalmente, el problema de optimización considerado en este proyecto se puede 
formular como sigue: 
 
  Min  TAC 
  Sujeto a Ecuaciones de balance de masa/energía 
Ecuaciones de funcionamiento de las operaciones 
unitarias 
    Modelo termodinámico 
    Reacciones de equilibrio 
Temperatura de Condensados >= 160 °C (esta 
temperatura es la mínima necesaria para que la 
corriente de condensados y agua de purga permanezca 
como liquido saturado) 
T(S1) = 120.212°C 
Qprocess= 2.5 Gcal/hr  (este valor es definido en la 
sección 3.3.7 y depende del escenario tratado en la 
siguiente sección) 
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En esta sección, se propone un estudio adicional, cuya meta es determinar la 
sensibilidad de la solución encontrada resolviendo el problema de optimización 
definido anteriormente, en caso de que varíen algunos parámetros de operación 
del proceso. Dicho de otra manera, se desea estudiar la robustez de la solución 
encontrada, bajo diferentes escenarios. Se analizan 3 escenarios principales 
relacionados con el cambio en el calor demandado por el proceso es decir 
variando el calor producido por el boiler para satisfacer la variación de energía 
demandada por el proceso. 
 
a) Primer escenario calor del proceso de 2.5 Gcal/hr 
b) Primer escenario calor del proceso de 4.5  Gcal/hr. 
c) Primer escenario calor del proceso de 6.5 Gcal/hr. 
 
Se decide variar este parámetro ya que, al realizar un análisis de sensibilidad, es 
este el que tiene un impacto directo sobre la solución del problema. 
 
La variación de este parámetro permite evaluar la robustez de la solución 
propuesta: si la solución de esta optimización no presenta una variación 
significativa al cambiar los parámetros, significa que la solución es robusta, es 
decir de buena calidad para diferentes configuraciones. Si, al contrario, se notan 
cambios considerables en el área óptima, entonces podría ser necesario tomar en 
cuenta este parámetro como inciertos y trabajar con un modelo estocástico (esta 
pauta constituye una de las perspectivas para trabajo futuro). 
3.5 Implementación de los algoritmos de resolución 
 
Por los motivos desglosados en el capítulo anterior, se decidió resolver el 
problema de optimización considerado con técnicas metaheurísticas (la aplicación 
de métodos de Programación Matemática resultaría complicada en nuestro caso). 
Particularmente, el interés se enfocó hacia dos Algoritmos Evolutivos, Estrategias 
Evolutivas (ES) y Evolución Diferencial (ED), que demostraron su habilidad para 
resolver eficientemente problemas de optimización continua (variables reales), en 
contextos y aplicaciones diferentes. Dado que ninguna de estas dos técnicas 
garantiza la optimalidad de la solución encontrada, se podrán comparar sus 
resultados respectivos para corroborar la mejor solución identificada. 
 
Aunque ambos algoritmos desarrollados en este proyecto son relativamente 
canónicos, algunos detalles de su implementación, realizada en Matlab 2015, se 
describen a continuación. 
 
Desde el software Matlab, se inicializa el primer individuo (ES) o la primera 
población (ED) de manera aleatoria (generando un valor uniformemente distribuido 
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en el rango asociado al área del intercambiador HE1). Para cada prueba, se utiliza 
una semilla específica y reportada para controlar la generación de números 
aleatorios. Se utiliza la siguiente ecuación para generar la variable área (A) en su 
rango de definición: 
 
A = Amin + (Amax – Amin) * rand()   (22) 
  
Donde: 
Amin=4.0 m2 y Amax = 100 m2 son las cotas establecidas para A y rand() es un 
número aleatorio uniformemente distribuido entre 0 y 1. 
 
Nótese que ambos paradigmas (ES o ED) son diseñados para trabajar con 
variables reales, sin necesidad de codificación de las mismas. Sin embargo, los 
operadores usados en cada técnica son susceptibles de producir valores de la 
variable fuera de su rango de definición. Por lo que para ello es necesario reparar 
algunos parámetros de los algoritmos utilizados. Si el valor de A producido por una 
metaheurística es mayor a Amax o menor a Amin, se elige de forma probabilista 
entre dos opciones de reparación. La primera consiste en volver a generar 
aleatoriamente un valor válido como indicado en la ecuación 22. La segunda es 
fijar la variable en el valor de la cota violada: si A < Amin, entonces A = Amin, y si 
A > Amax, entonces A = Amax. 
 
Cabe mencionar que no se puede permitir aplicar demasiado frecuentemente el 
segundo mecanismo, ya que implicaría que muchas soluciones tendrían el valor 
de una de las cotas, ocasionando una pérdida de diversidad que podría perjudicar 
al proceso de búsqueda. Por lo tanto, se aplica esta estrategia con una 
probabilidad baja, llamada “crit_rep” (entre 1% y 5%). crit_rep se vuelve así un 
parámetro de control del algoritmo: cuando una variable viola una cota, se saca un 
número aleatorio rand(). Si rand() es menor crit_rep se aplica el segundo 
mecanismo, de lo contrario se usa el primero. 
 
Es de mencionarse que la versión utilizada en este proyecto de ED es la 
rand/1/bin. Los parámetros de operación a calibrar para cada algoritmo son, para 
ES, la desviación estándar (tamaño de paso) inicial (después se ajusta con la 
regla del 1/5 de éxito), el número de iteraciones entre ajustes (la frecuencia con la 
que se actualiza el tamaño de paso) y el criterio de reparación (crit_rep). En 
cuanto a ED, se ajusta la tasa de cruza CR y el factor de amplificación F, así como 
el tamaño de población y el número de generaciones (de tal manera que se 
cumpla cierto número de evaluaciones del objetivo, es decir de simulaciones). 
Para ambos algoritmos, los ajustes se realizaron en base a varias corridas 
efectuadas con diferentes valores para la semilla de inicialización de la secuencia 
de números aleatorios. 
 
3.6 Interfaz utilizada 
 
La interfaz de proceso Excel – Visual Basic for Applications (VBA) es usada para 
llamar a una simulación con un simulador desde otra aplicación. En el caso del 
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presente proyecto, permite relacionar los dos Algoritmos Evolutivos 
implementados en Matlab con ASPEN Plus para intercambiar información 
(variables de decisión enviadas por los AEs, que recuperar el valor de la función 
objetivo desde Aspen Plus). Además, permite eventualmente guardar las salidas 
del proceso en Excel para un posterior análisis [23]. 
3.6.1 Excel - Visual Basic for Application (VBA) 
 
Visual Basic para Aplicaciones (VBA) es una implementación de Microsoft Visual 
Basic que está integrada en todas las aplicaciones de Microsoft Office. VBA se 
puede utilizar para personalizar e integrar rápidamente otros softwares con datos 
existentes.  
 
Excel VBA tiene la capacidad de importar datos desde otras aplicaciones dentro 
de Excel y desde bases de datos externas a la hoja de cálculo. Hay cuatro 
operaciones fundamentales de manipulación que se pueden realizar en una fuente 
de datos. Estos son: recuperar datos existentes, agregar nuevos datos, modificar 
datos y eliminar datos.  
 
Además, proporciona un entorno de desarrollo integrado completo (IDE) que 
ofrece los mismos elementos que usan Microsoft Visual Basic, incluidos la ventana 
de proyecto y propiedades, y las herramientas de depuración. VBA también 
incluye soporte para Microsoft Forms, para crear cuadros de diálogo 
personalizados y controles ActiveX, construyendo interfaces de usuario.  
 
VBA se puede usar para crear una función definida por el usuario (UDF) para usar 
en un libro de trabajo de Microsoft Excel. Un programa escrito en Excel VBA 
(Macro) puede consistir en reglas, hechos y objetos.  El sistema Excel - VBA 
puede integrarse con otros sistemas, como bases de datos, simuladores como 
Aspen Plus, sistemas de información existentes u otros subsistemas. 
 
Las ventajas de utilizar el sistema Microsoft Excel – VBA son: 
 
1. Las bases de datos se pueden construir fácilmente usando hojas de cálculo en 
Excel. 
2. La posibilidad de realizar cálculos rápidamente con hojas de cálculo de Excel. 
3. VBA tiene la capacidad de desarrollar interfaces sencillas y fáciles de usar que 
proporciona una forma efectiva de comunicación entre el programa y el usuario. 
4. Microsoft VBA está ampliamente disponible ya que está integrado en todas las 
aplicaciones de Microsoft Office. 
5. La depuración del código en VBA es mucho más fácil que muchas otras 
lenguajes de programación / herramientas de sistemas expertos. 
6. La posibilidad de integrar otro software como Aspen Plus, el cual puede 
personalizarse con VBA [5]. 
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3.6.2 Aspen Plus – Excel - VBA 
 
Como ya se mencionó anteriormente, Excel-VBA recibe en primer lugar una 
solicitud de evaluar la función objetivo (costos totales) desde el AE implementado 
en Matlab, para un valor específico del área de HE1. VBA envía por lo tanto una 
orden de ejecución a Aspen Plus, especificando el valor del área de intercambio 
del HE1 mediante la palabra clave “HX_AREAP”. Cuando concluye la simulación 
en Aspen Plus, VBA solicita a este último el valor de los parámetros de salida que 
le permitirán calcular la función objetivo, i.e. los costos totales. Los parámetros 
requeridos son, este caso, las cantidades de calor producidas en el pre calentador 
(PHEATER) y en la caldera (BOILER). Estos parámetros se recuperan mediante 
las palabras clave “QCALC” de cada equipo respectivamente. Posteriormente, en 
VBA se realiza el cálculo de la función objetivo, mediante las ecuaciones 17 a 21. 
 
Finalmente, este valor es el que se reenvía al AE implementado en Matlab, como 
resultado de la evaluación de la solución generada, para más información sobre 
los códigos de programación ver anexo 5. 
 
 





Ajuste de parámetros 
 
Como se mencionó en el capítulo anterior, el desempeño de los algoritmos 
evolutivos tiende a ser relativamente sensible al valor de los parámetros de 
operación. Por lo cual, esta sección presenta primero una fase en la que los 
algoritmos fueron calibrados a través diferentes análisis de sensibilidad. 
Posteriormente, se enseñan los resultados definitivos y su interpretación. 
 
Se presenta en esta sección el ajuste de los parámetros de operación de los dos 
algoritmos evolutivos descritos en el capítulo anterior. Estos parámetros pueden 
tener un impacto significativo sobre el desempeño de los algoritmos, por lo que 
esta fase preliminar es necesaria para garantizar los mejores resultados posibles 
(presentados en la siguiente sección). En esta sección, los experimentos 
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computacionales se realizaron usando un valor de 2.5 Gcal/h para el calor 
requerido por el proceso. Los resultados completos y graficados están disponibles 
en el Anexo1. 
4.1.1 Estrategias evolutivas 
 
Para el algoritmo de Estrategias Evolutivas, los parámetros a ajustar son:  
(1) el parámetro iter, que denota la frecuencia (en número de generaciones) con la 
que se actualiza el tamaño de paso (desviación estándar) de la perturbación;  
(2) el parámetro e, que denota el valor inicial del tamaño de paso y  
(3) la probabilidad de reparación (crit_rep, ver capítulo anterior), sobre el uso de 
las técnicas de reparación en caso de que una variable salga de su rango de 
variación (re-inicialización aleatoria o valor de la cota violada). 
 
Se tomaron en cuenta los siguientes posibles valores: 
• Parámetro iter: 3,5, 10 
• Parámetro crit_rep: 0.01, 0.05, 0.1 
• Parámetro e: 0.1, 0.5 
 
Otro parámetro a ajustar es el número de generaciones durante las que se ejecuta 
el algoritmo. Para las Estrategias Evolutivas, este número de generaciones define 
también el número de evaluaciones de una solución. Efectivamente, en cada 
generación, sólo se genera una solución candidata, implicando una simulación con 
Aspen Plus para calcular el valor de la función objetivo correspondiente. El número 
de generaciones tiene por lo tanto un impacto directo sobre el uso de los recursos 
computacionales (tiempo y memoria). Con tal de limitar el uso de dichos recursos, 
se usaron aquí 150 generaciones, es decir que se calculan 150 simulaciones.  
Este número fue determinado mediante corridas preliminares, que permitieron 
establecer que este número de evaluaciones del objetivo es suficiente para 
obtener, en una mayoría de casos, la convergencia hacia una misma solución. 
 
Finalmente, cabe recordar aquí que los algoritmos evolutivos son técnicas de 
optimización estocásticas, es decir que, debido al uso de números aleatorios, dos 
ejecuciones distintas pueden arrojar resultados diferentes. Es por lo tanto 
necesario realizar varias ejecuciones del algoritmo para obtener resultados 
estadísticos que permitan elegir el juego de parámetros más adaptado. En este 
caso, se realizaron 10 corridas por combinación probada de parámetros, cada una 
con una semilla específica y controlada del generador de números aleatorios. Los 
resultados obtenidos se presentan en la tabla 7, que indica, para cada juego de 
parámetros, algunos estadísticos sobre las 10 ejecuciones efectuadas. Nótese que 
sólo se eligieron 6 combinaciones de valores para los parámetros antes 
mencionados. 
 
Tabla 7. Ajuste de parámetros para 10 corridas con 150 generaciones 













Tiempo total de 
ejecución [s] 
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1 3 0.1 0.01 557380 5459.30 545570 547040 11904.614 
2 5 0.1 0.01 548080 4784.30 545610 559800 11184.242 
3 5 0.1 0.05 547480 2730.20 545930 554210 11867.465 
4 5 0.5 0.05 545910 118.52 545700 546170 12445.370 
5 10 0.1 0.1 545889 106.25 545650 545981 14532.763 
 
Dónde:  
?̅?: valor promedio del costo total obtenido, calculado en base a las 10 ejecuciones. 
σ: desviación estándar del costo total obtenido, calculada en base a las 10 
ejecuciones. 
LS: valor superior obtenido de los valores de los costos totales. 
LI: valor inferior obtenido de los valores de los costos totales. 
 
En la tabla 8 se presentan los valores encontrados para el área del intercambiador 
HE1 (única variable de decisión del problema), para cada una de las 10 corridas. 
 
Tabla 8. Valores de las variables de decisión de acuerdo al ajuste de parámetros 
Combinación Ajuste de Parámetros Valores de la variable de decisión en m2 
 Iter e crit_rep A 
1 3 0.1 0.01 95.8163   99.2144   98.4041   99.8701   99.9967   
99.5080   99.8992   99.9416   99.9579   84.5219 
2 5 0.1 0.01 97.3619   98.9378   99.9887   54.9773   42.1911   
99.9856   98.5185   89.5679   99.4117   99.8858 
3 5 0.1 0.05 97.3619   98.9378   99.9395   99.8741   82.5331   
53.5212  99.9683   65.9650  100.0000   80.1067 
4 5 0.5 0.05 96.9552   97.9368  100.0000   94.9030  100.000   
99.6350   91.6949  100.0000  100.000   99.9879 
5 10 0.1 0.1 100.000   93.9368  100.0000  100.000  100.000   
97.1590   100.000  100.0000  100.000   99.9791 
 
En base a los resultados obtenidos, se determina que el mejor juego de 
parámetros es: iter = 10, e = 0.1 y crit_rep = 0.1, ya que obtienen el mejor valor 
promedio del costo (ver tabla 7) y la mayor robustez (la desviación estándar es la 
menor, indicando que el desempeño del algoritmo es constante). Estos resultados 
se ilustran en la Figura 21, donde se grafica la evolución en el tiempo 
(generaciones) de la mejor solución encontrada, para cada una de las 10 
ejecuciones realizadas con la combinación óptima de parámetros. Se puede 
apreciar que, independientemente de la calidad de la primera solución encontrada, 
todas las corridas convergen rápidamente hacia un costo mínimo. La Tabla 8 
indica que este costo mínimo se caracteriza por un área grande del intercambiador 
HE1, que efectivamente adopta valores cercanos a su cota superior. Esta 
tendencia se explicará más adelante. 
 
En cuanto a los tiempos CPU, son similares para cada juego de parámetros, 
equivalentes a 40 minutos por ejecución del algoritmo (en un equipo con 
procesador AMD A8-7410 APU y 6 GB de memoria RAM). 
 




Figura 21. Mejor resultado de acuerdo al ajuste de parámetros 
 
4.1.2 Evolución Diferencial 
 
Para el algoritmo de Evolución Diferencial, los parámetros a ajustar son:  
(1) el parámetro cru, que denota la probabilidad de cruza;  
(2) el parámetro F, que denota la probabilidad de mutación y  
(3) la probabilidad de reparación (crit_rep, ver capítulo anterior), sobre el uso de 
las técnicas de reparación en caso de que una variable salga de su rango de 
variación (re-inicialización aleatoria o valor de la cota violada). Sin embargo, para 
este parámetro, se eligió el mismo valor que para las Estrategias Evolutivas, i.e. 
crit_rep = 0.1. 
 
Se toman en cuenta los siguientes valores de los parámetros a ajustar: 
• Tamaño de la población (número de ejecuciones): 5, 10 
• Número de generaciones: 15, 30 
• Probabilidad de cruza: 0.7, 0.9 
• Parámetro F: 0.7, 0.9 
 
Cabe mencionar que, para poder comparar de manera justa el algoritmo de 
Evolución Diferencial con el de Estrategias Evolutivas, ambos deben utilizar el 
mismo número de evaluaciones de la función objetivo, es decir 150 (ver 
subsección anterior). Por lo tanto, las combinaciones (5 individuos, 30 
generaciones) y (10 individuos, 15 generaciones) son las únicas que fueron 
probadas, ya que garantizan 150 evaluaciones de solución. Como en el caso 
anterior, se realizaron 10 ejecuciones por combinación de parámetros. Los 
resultados de este estudio de sensibilidad se pueden observar en la Tabla 9. 
 
Tabla 9. Ajuste de parámetros para algoritmo de ED 
Ajuste de Parámetros Resultados 
Generaciones Tam. de Cruza F ?̅? σ LS (Mejor LI (peor Tiempo total de 
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Pob. resultado) resultado) ejecución [s] 
30 5 0.7 0.7 546450 1503.4 545752.52 550660 9756.77 
30 5 0.7 0.9 546020 629.70 545530.09 547760 10571.56 
30 5 0.9 0.7 546450 1503.4 545752.52 550660 11356.77 
30 5 0.9 0.9 546020 629.70 545530.09 547760 12086.65 
15 10 0.7 0.7 545830 118.51 545640.08 545940 9387.14 
15 10 0.7 0.9 545870 88.42 545685.50 545950 9884.65 
15 10 0.9 0.7 545830 118.51 545640.08 545940 10667.55 
15 10 0.9 0.9 545870 88.42 545685.50 545950 11940.06 
 
Se aprecia en la Tabla 9 que el factor de cruza no tiene impacto sobre los 
resultados pero el parámetro F sí- Además, está claro que los mejores resultados 
se obtienen para 10 individuos y 15 generaciones, ya que el promedio de los 
costos obtenidos es menor, y la desviación estándar también, indicando una mejor 
robustez del algoritmo.  
 
En la Tabla 10, se presentan los valores encontrados para el área del 
intercambiador HE1 (única variable de decisión del problema), para cada una de 
las 10 corridas presentadas en la tabla anterior.  
 
Tabla 10. Resultados que toman las variables de decisión en un algoritmo de ED 
Ajuste de Parámetros Valores de la variable de decisión en m2 
Generaciones Tamaño de 
Población 
Cruza F A 
30 5 0.7 0.7 90.3633  64.5586  96.5909  98.8748  99.9918 
98.5366  99.9986  99.9472  99.7421  99.9960 
30 5 0.7 0.9 99.9776  99.9922  99.2078   98.3600  79.9909 
99.9219  99.9802  99.4441  99.9580  99.9694 
30 5 0.9 0.7 90.3633  64.5586  96.5909  98.8748  99.9918 
98.5366  99.9986  99.9472  99.7421  99.9960 
30 5 0.9 0.9 99.9776  99.9922  99.2078   98.3600  79.9909 
99.9219  99.9802  99.4441  99.9580  99.9694 
15 10 0.7 0.7 99.1879  99.3373  99.9710  99.9322  99.9042 
99.6348  99.8754  99.1159  99.9875  99.9462 
15 10 0.7 0.9 99.9849  99.9225  99.9314  96.7457  95.7924 
99.6659  97.4390  97.7597  98.3681  99.9371 
15 10 0.9 0.7 99.1879  99.3373  99.9710  99.9322  99.9042 
99.6348  99.8754  99.1159  99.9875  99.9462 
15 10 0.9 0.9 99.9849  99.9225  99.9314  96.7457  95.7924 
99.6659  97.4390  97.7597  98.3681  99.9371 
 
En base a los resultados obtenidos, se determina que el mejor juego de 
parámetros es la combinación cuyos parámetros son: Generaciones=10 tamaño 
de población: 15, Probabilidad de cruza: 0.7 ó 0.9, F: 0.7 y crit_rep: 0.01. Estos 
resultados se ilustran en la Figura 22, que grafica la evolución en el tiempo 
(generaciones) de la mejor solución encontrada, para cada una de las 10 
ejecuciones realizadas con la combinación óptima de parámetros.  
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Asimismo, se puede apreciar que, independientemente de la calidad de la primera 
solución encontrada, todas las corridas convergen hacia un costo mínimo. La tabla 
10 confirma que, al igual que para ES, el este costo mínimo determinado se 
caracteriza por un área grande del intercambiador HE1.  
 
En cuanto a los tiempos CPU del algoritmo de Evolución Diferencial, no se 
pudieron medir debido a un cambio de equipo de cómputo. Sin embargo, dado que 
cada ejecución implica el mismo número de evaluaciones que para el algoritmo de 
ES y que los procesos de variación (selección, cruza y mutación) son poco 
costosos comparados con la evaluación mediante simulación, se puede inferir que 
los tiempos CPU serán similares a los de las Estrategias Evolutivas. 
 
   
Figura 22. Mejor resultado de acuerdo al ajuste de parámetros para ED 
4.2 Resultados con Estrategias Evolutivas para los diferentes escenarios 
 
Una vez ajustados los parámetros de operación de los algoritmos, se pueden 
efectuar los experimentos computacionales definitivos, que consisten en realizar 
10 ejecuciones con cada algoritmo. Cabe mencionar que, así como se explicó 
anteriormente, esos experimentos definitivos se realizan para diferentes valores 
del calor a proporcionar al proceso en el módulo PROCESS (Qprocess), de forma 
tal que se pueda evaluar la robustez de la estrategia propuesta frente a alguna 
variabilidad de las condiciones de operación. 
a) Escenario 1 (Qprocess =2.5 Gcal/h) 
 
Para el algoritmo de Estrategias Evolutivas estos son los resultados: 
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Tabla 11. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 545,610 $/año y Área = 99.9887 m2 
Peor  solución (LI) =   559,800 
Desviación estándar =  4,784.30 
Promedio (Media) = 548,080 
 
Es notorio que, para casi todas las corridas, las Estrategias Evolutivas validan la 
existencia del intercambiador HE1, asignando un valor al área de transferencia 
similar a la cota superior permitida (100 m2). Es decir, el algoritmo evolutivo 
confirma completamente la estrategia de recuperación de aguas de purga, 
mediante la integración del intercambiador HE1 al proceso existente. Además, 
esta metodología permite un ahorro económico tan importante que siempre 
propone el mayor diseño posible. La explicación de este comportamiento es el 
orden de magnitud relativo de los costos de operación del proceso y el costo de 
inversión (anualizado) del intercambiador nuevo HE1. Efectivamente, en la mejor 
solución encontrada (ver Tabla 11): 
 
- El costo de operación anual relacionado con los elementos de la caldera y el 
precalentador es igual a 528080.769 $/año. 
- en cambio, el costo de inversión para el intercambiador nuevo, HE1, anualizado 
con respecto a un horizonte de 10 años, vale 16580.42 $/año. 
 
Está claro, por lo tanto, que el costo de inversión de HE1 es mucho menor al costo 
de operación total, lo que lleva a la decisión de siempre integrarlo al diseño final, 
con el mayor tamaño posible (ya que el incremento en costo es despreciable 
frente a las ganancias ocasionadas sobre el costo de operación). 
 
Además, para la mejor solución encontrada, Aspen Plus reporta la información 
mostrada en la Tabla 12: 
 
Tabla 12. Resultados obtenidos en Aspen Plus para la mejor solución 
Qboiler [Gcal/hr] = 2.97 
Qprocess  [Gcal/hr] = -2.5 
Qpheater  [Gcal/hr] = -0.437 
QHE1  [Gcal/hr] = 0.6839 
Temperatura retorno de condensados = 163.462 
Temperatura purga de caldera= 32.484 
 
Estos datos demuestran que se cumplen las especificaciones requeridas en el 
diseño del modelo de simulación: el proceso recupera efectivamente un calor de 
2.5 Gcal/hr. Para ello, el Boiler tiene que proporcionar un calor de 2.97 Gcal/hr al 
agua. Para respetar las temperaturas requeridas, el precalentador PHEATER, en 
realidad, recupera calor (el valor correspondiente es negativo), demostrando que 
en esta configuración, el intercambiador nuevo, HE1, no sólo evita pre-calentar el 
agua, sino que permite recuperar alguna cantidad de calor (esta ganancia se ve 
reflejada por un costo “negativo” en la función objetivo). La Figura 22, además, 
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demuestra que se cumplen las especificaciones de diseño sobre la fase de líquido 
saturado para el agua en la corriente de condensados. 
 
 
Figura 23. Resultados de las especificaciones de diseño 
 
A continuación, se analiza en detalle la configuración determinada por el proceso 
propuesto de optimización-simulación: 
 
 En HE1 
 
Además de obtener líquido saturado en la corriente de salida de la caldera 
(corriente satwater), la temperatura es de 32.49°C, lo cual cumple con las 
regulaciones mexicanas y esta agua se podría desechar directamente al drenaje, 
sin necesidad de ser enfriada. Se aprovecha al máximo su energía para calentar la 
corriente Hotsoft, corriente de entrada al pre-calentador de caldera, demostrando 
que aprovechar todo el calor sensible de la corriente de purga proveniente de la 
caldera permite evitar el uso de un pre-calentador de agua para alimentación a 
caldera, Figura 23. 
 
 
Figura 24. Resultados para el intercambiador de calor HE1 
 
 En FBOILER: 
 
Se muestran en la Tabla 13 los resultados de salida del tanque flash. 
 
Tabla 13. Parámetros resultantes de la simulación correspondientes al Tanque Flash 
Temperatura de Salida [°C] 170.481 
Presión de Salida [bar] 8 
Fracción de Vaporización 0.503 




Los resultados de la Tabla 14 muestran que el vapor formado por el flasheo está 
libre de sales como las que provocan dureza e incrustación, con ausencia de 
Na2CO3, Na
+, CO2, CaCl2(S), NaCl(S), HCO3
-, Cl2. Sin embargo, se observa que 
en la purga, sí existe precipitación de las sales. 
 
Tabla 14. Características de las corrientes de vapor a proceso y agua purgada 
  SATWATER STEAMP 
Fase Mezcla Vapor 
Temperatura [C] 170.481 170.481 
Presión [bar] 8 8 
Fracción de Vapor Molar  0 1 
Fracción liquida molar  0.999 0 
Fracción solida molar 8.96E-07 0 
Fracción de Vapor de Masa  0 1 
Fracción liquida de Masa 0.999 0 
Fracción solida de Masa  4.98E-06 0 
 
En las Figuras 25 y 26 podemos observar la concentración (tanto molar como 
másica) y los componentes presentes en la corriente SATWATER (corriente de 
purga), en donde observamos que la cantidad de estas sales que precipita es del 
rango de 1x10-4 kmol/L. 
 
 
Figura 25. Componentes en moles de la corriente SATWATER 





Figura 26. Componentes de la corriente SATWATER 
 
Las composiciones de los compuestos utilizados dependerán de la calidad del 
agua de red de cada empresa, de acuerdo a su localización geográfica y a los 
métodos de purificación de agua empleados.  
 
 En PHEATER 
 
Como fue comentado, se puede observar que la energía que requiere este pre-
calentador es negativa (Figura 24), indicando que si se decidiera utilizar la energía 
térmica contenida en el agua de la caldera, representarían 0.437 Gcal/hr. En 
contraste, sin la colocación del intercambiador de calor HE1, es decir, de no 
recuperarse el agua de la purga de caldera, se necesitan suministrar 1.083 Gcal/hr 
en el PHEATER para alcanzar las condiciones de presión y temperatura 
deseadas. Por lo cual, una vez más se demuestra que, aprovechando el calor 
proveniente del agua de purga de la caldera, se puede ahorrar el uso de un pre-
calentador de agua. 
 
  
Figura 27. Resultados para el bloque PHEATER 
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b) Escenario 2 (Qprocess = 4.5 Gcal/h) 
 
Primeramente, se calcula (mediante simulación) el calor que tiene que 
proporcionar la caldera para satisfacer la demanda del proceso (en este caso, 4.5 
Gcal/hr) a través del módulo “Especificaciones de diseño (Design Specs)”. Los 
resultados están disponibles en la Figura 25. 
 
 
Figura 28. Resultados de las especificaciones de diseño para el escenario 2 de demanda de calor 
 
Con ese valor del Qboiler (6 Gcal/hr), se puede calcular el flujo de agua necesario 
a través de otro modulo “Especificaciones de diseño”, Figura 26. 
 
 
Figura 29.Resultados de las especificaciones de diseño para la alimentación a proceso, escenario 2 
 
Una vez obtenidos los valores anteriores, se ejecuta el algoritmo de ES de 
acuerdo al ajuste de parámetros realizado en la sección 4.1.1 y el flujo de 
alimentación indicado en la Figura 26. Los resultados correspondientes se 
presentan en la Tabla 15 y se grafican en la Figura 27. 
 
Tabla 15. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 1,001,900 $/año y Área = 99.9887 m2 
Peor  solución (LI) =   1,066,400 
Desviación estándar =  4117.0 
Promedio (Media) = 1,024,900 
Tiempo de computo: 10926.41 segundos 
 




Figura 30. Resultados del segundo caso con el algoritmo de ES 
 
Una primera observación es sobre el valor del costo de la mejor solución 
encontrada: 1,001,900 $/año, es decir cerca del doble de los 545,610 $/año 
encontrados cuando Qprocess = 2.5 Gcal/h. Además, se puede notar en la Figura 
27 que, al contrario del experimento anterior (Qprocess = 2.5 Gcal/h), las 10 
corridas no convergen todas al valor mínimo obtenido. Esta tendencia se ve 
reflejada en la desviación estándar de las soluciones, mucho mayor en este caso 
($21,970 contra $4,784 para Qprocess = 2.5 Gcal/h). Sin embargo, una 
característica común con el experimento anterior es que la mejor solución 
encontrada se caracteriza por un área de intercambio similar, cercana a la cota 
máxima impuesta (100 m2). Así, parece que, aunque la solución óptima del 
problema en ambas configuraciones es similar, la segunda demanda en calor del 
proceso hace el problema de optimización más difícil (la convergencia no se 
obtiene para todas las corridas). Asimismo, lleva a soluciones que son, 
lógicamente, mucho más costosas. 
 
Además, para la mejor solución encontrada, Aspen Plus reporta la información 
mostrada en la tabla 16: 
 
Tabla 16. Resultados obtenidos en Aspen Plus para la mejor solución 
Qboiler [Gcal/hr] = 6.0 
Qprocess  [Gcal/hr] = -4.5 
Qpheater  [Gcal/hr] = -0.5310 
QHE1  [Gcal/hr] = 0.9355 
Temperatura retorno de condensados = 170.481 
Temperatura purga de caldera= 35.696 
 
El proceso recupera efectivamente un calor de 4.5 Gcal/hr. Para ello, el bloque 
Boiler tiene que proporcionar un calor de 6 Gcal/hr. De la misma manera que en el 
caso anterior, para respetar las temperaturas requeridas, el precalentador 
PHEATER, recupera calor (el valor correspondiente es negativo).  
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c) Escenario 3 (Qprocess =6.5 Gcal/h) 
 
Gracias a un procedimiento similar a los dos casos previamente tratados, se 
calcula primero el calor que tiene que proporcionar la caldera para satisfacer la 
demanda del proceso (en este caso 6.5 Gcal/hr) a través del módulo 
“Especificaciones de diseño (Design Specs)” (ver Figura 28). 
 
 
Figura 31. Resultados de especificaciones de diseño para escenario 3 de demanda de calor 
 
Con el valor correspondiente de Qboiler (7.9 Gcal/hr), se calcula el flujo de agua 




Figura 32.Resultados de las especificaciones de diseño para la alimentación a proceso, escenario 3 
 
Una vez obtenidos los valores anteriores, se ejecuta el algoritmo de ES de 
acuerdo al ajuste de parámetros realizado en la sección 4.1.1 y el flujo de 
alimentación indicado en la Figura 29. Los resultados correspondientes se 
presentan en la Tabla 17 y se grafican en la Figura 30. 
 
Tabla 17. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 1,389,900 $/año y Área = 98.9886 m2 
Peor  solución (LI) =   1,404,500 
Desviación estándar =  4514.6 
Promedio (Media) = 1,392,500 
Tiempo de computo: 11591.702 segundos 





Figura 33. Resultados del tercer caso para el algoritmo de ES 
 
Al igual que para el segundo escenario, el valor del costo de la mejor solución 
encontrada muestra un incremento con respecto a valores menores del calor 
requerido por el proceso: 1,389,900 $/año, es decir más de los 1,001,900$/año 
encontrados cuando Qprocess = 4.5 Gcal/h. Además, se puede notar en la Figura 
30 que, como en el primer experimento (Qprocess = 2.5 Gcal/h), las 10 corridas 
convergen en su mayoría al valor mínimo obtenido (con una desviación estándar 
relativamente baja).  
 
Cabe mencionarse que, en los tres experimentos realizados, la mejor solución 
encontrada se caracteriza por un área de intercambio similar, cercana a la cota 
máxima impuesta (100 m2). Esta cota limita la recuperación de calor efectuada por 
el intercambiador HE1, así que cuando crece Qprocess, la caldera tiene que 
producir la diferencia lo que, como era de esperarse, produce soluciones mucho 
más costosas. Aun así, estos experimentos demuestran que la estrategia 
propuesta de recuperación de calor de agua de purgas es robusta: se adapta a 
diferentes demandas en calor del proceso y la eficiencia de la recuperación sólo 
parece ser acotada por el tamaño límite de la superficie del intercambiador nuevo. 
 
En cuanto a la mejor solución encontrada, Aspen Plus reporta la información 
mostrada en la tabla 18: 
 
Tabla 18. Resultados obtenidos en Aspen Plus para la mejor solución 
Qboiler [Gcal/hr] = 7.9 
Qprocess  [Gcal/hr] = -6.5 
Qpheater  [Gcal/hr] = -1.252 
QHE1  [Gcal/hr] = 1.288 
Temperatura retorno de condensados = 170.481 
Temperatura purga de caldera= 40.657 
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El proceso recupera efectivamente un calor de 6.5 Gcal/hr. Para ello, el Boiler 
tiene que proporcionar un calor de 7.9 Gcal/hr. De la misma manera que en los 
casos anteriores, para respetar las temperaturas requeridas, el precalentador 
PHEATER, en realidad, recupera calor (el valor correspondiente es negativo).  
4.3 Resultados con Evolución Diferencial para los diferentes escenarios 
a) Escenario 1 (Qprocess =2.5 Gcal/h) 
 
Para el algoritmo de Evolución Diferencial, estos son los resultados: 
 
Tabla 19. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 545530.09 $/año y Área = 99.9922 m2 
Peor  solución (LI) =   547760 
Desviación estándar =  629.70 
Promedio (Media) = 546020 
 
Es notorio que, el algoritmo de Evolución Diferencial valida la existencia del 
intercambiador HE1, asignando un valor al área de transferencia con tendencia a 
la cota superior permitida (100 m2) lo que permite un ahorro económico tan 
importante que siempre propone el mayor diseño posible. Es decir, este algoritmo 
confirma completamente la estrategia de recuperación de aguas de purga, 
mediante la integración del intercambiador HE1 al proceso existente.  
 
Además, la mejor solución encontrada en Aspen Plus se muestra en la Tabla 20: 
 
Tabla 20. Resultados obtenidos en Aspen Plus para la mejor solución 
Qboiler [Gcal/hr] = 2.97 
Qprocess  [Gcal/hr] = -2.5 
Qpheater  [Gcal/hr] = -0.436 
QHE1  [Gcal/hr] = 0.6839 
Temperatura retorno de condensados = 163.462 
Temperatura purga de caldera= 32.484 
 
Estos datos demuestran que se cumplen las especificaciones requeridas en el 
diseño del modelo de simulación: el proceso recupera efectivamente un calor de 
2.5 Gcal/hr. Para ello, el Boiler tiene que proporcionar un calor de 2.97 Gcal/hr al 
agua. Para respetar las temperaturas requeridas, el precalentador PHEATER, en 
realidad, recupera calor (el valor correspondiente es negativo), demostrando que 
en esta configuración, el intercambiador nuevo, HE1, no sólo evita pre-calentar el 
agua, sino que permite recuperar calor.  
b) Escenario 2 (Qprocess = 4.5 Gcal/h) 
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Se ejecuta el algoritmo de ES de acuerdo al ajuste de parámetros realizado en la 
sección 4.1. Los resultados correspondientes se presentan en la Tabla 21. 
 
Tabla 21. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 1,000,200 $/año y Área = 99.9956 m2 
Peor  solución (LI) =   1,042,156 
Desviación estándar =  1249.68 
Promedio (Media) = 1,001,567 
c) Escenario 3 (Qprocess =6.5 Gcal/h) 
 
Se ejecuta el algoritmo de ES de acuerdo al ajuste de parámetros realizado en la 
sección 4.1. Los resultados correspondientes se presentan en la Tabla 22. 
 
Tabla 22. Resultados para 10 corridas y 150 iteraciones 
Mejor solución encontrada: 
Costo = 1,271,400 $/año y Área = 99.9955 m2 
Peor  solución (LI) =   1,363,120 
Desviación estándar =  1567.89 
Promedio (Media) = 1,300,671 
4.4 Resultados comparativos entre Estrategias evolutivas y Evolución 
Diferencial para los diferentes escenarios 
 
Para finalizar se presenta en la tabla 23 los resultados comparativos para la mejor 
solución encontrada para cada escenario aplicado en este trabajo. 
 
De manera idéntica a las Estrategias Evolutivas, se realizan los experimentos 
definitivos con Evolución Diferencial, consistiendo en ejecutar 10 veces el 
algoritmo para cada uno de los tres escenarios de demanda de calor 
considerados. La tabla 23 enseña los resultados obtenidos y recuerda también las 
mejores soluciones identificadas por ES, para poder compararlas con las de ED. 
 
Tabla 23. Tabla comparativa con las mejores soluciones encontradas por ambos Algoritmos Evolutivos 
Escenario 1 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo ($/año) 545,610 545,530 
Área (m2) 99.9887 99.9922 
Escenario 2 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo ($/año) 1,001,900 1,000,200 
Área (m2) 99.9887 99.9956 
Escenario 3 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo ($/año) 1,389,900  1,271,400  
Área (m2) 98.9886 99.9955 




Los resultados obtenidos ilustran, en primer lugar, la congruencia de las 
soluciones determinadas por ambos algoritmos. Efectivamente, ED también fija el 
área del intercambiador HE1 a un valor cercano a su cota superior. De hecho, ED 
determina soluciones siempre un poco mejores que ES, esta diferencia se ve 
incrementada en el último caso de estudio. Por lo tanto, todos los comentarios 
emitidos sobre las soluciones de ES aplican igualmente para las de ED. Como fue 
comentado anteriormente, se observa que cuanto más calor demande el proceso, 
más costoso será satisfacerlo, pero a su vez se puede recuperar más energía. 
Cabe mencionar que, utilizando una cota superior más alta para el área del 
intercambiador, se podría seguramente recuperar una cantidad mayor de calor y, 
así, disminuir consecuentemente los costos totales de las configuraciones finales. 
 
 
En cuanto a robustez de los algoritmos, los estadísticos presentados en la tabla 23 
y 24 correspondiente a las 10 ejecuciones de cada algoritmo permiten deducir que 
los resultados favorecen al algoritmo de evolución diferencial, lo cual lo corrobora 
la desviación estándar, los valores de costos del intercambiador de calor HE1 y los 
tiempos de ejecución de cada algoritmo. 
 
Tabla 24. Resultados comparativos entre algoritmos ED y ES, costos y desviación estándar 
Escenario 1 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo total promedio 
($/año) 
545,610 545,530 
Desviación estándar 4784.30 629.70 
Escenario 2 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo total promedio 
($/año) 
1,001,900 1,000,200 
Desviación estándar 4117.0 1249.68 
Escenario 3 
Valores Estrategias Evolutivas Evolución Diferencial 
Costo  total promedio 
($/año) 
1,389,900 1,271,400 




















En el presente trabajo, se propone una metodología global para la reutilización de 
la energía térmica del agua de purgas de procesos térmicos industriales. La 
estrategia combina diferentes herramientas, i.e. la simulación del proceso y su 
optimización simultánea mediante algoritmos evolutivos. Los experimentos 
computacionales demuestran la eficacia de la metodología propuesta, que 
produce ahorros económicos significativos. 
 
Tomando el caso concreto de una fábrica de alimentos, se desarrolló en primer 
lugar un modelo de simulación del proceso considerado. Este diseño integra un 
intercambiador de calor nuevo (HE1), destinado a recuperar la energía térmica de 
la purga de la caldera. Por otro lado, esta fase incluye el uso de modelos 
termodinámicos especializados (Elec NRTL) para el cálculo de los productos de 
solubilidad y constantes de equilibrio en sistemas de electrolitos. Además, se tiene 
que integrar módulos de especificación de diseño, actuando como restricciones 
que garantizan que el agua a la salida de la caldera (tanto en la corriente de 
purgado como en la corriente de retorno de condensados) se encuentre en estado 
de líquido saturado. 
 
De acuerdo a este diseño, se formula un problema de optimización cuya única 
variable de decisión es el área de transferencia de este nuevo intercambiador 
(HE1). El objetivo consiste en minimizar el costo total de proceso, que incluye 
particularmente el costo de inversión del intercambiador HE1 y los costos de 
operación de los diferentes elementos del proceso. El cálculo de la función 
objetivo correspondiente se efectúa mediante simulación con Aspen Plus, mientras 
que se desarrollan dos algoritmos evolutivos, Estrategias Evolutivas y Evolución 
Diferencial, como optimizadores. Implementados en Matlab, estas metaheurísticas 
pueden interactuar con Aspen Plus para solicitar la evaluación de una solución 
gracias a VBA-Excel, usado como interfaz. 
 
Después de una primera fase de calibración de los algoritmos de resolución, los 
experimentos computacionales fueron realizados considerando tres posibles 
escenarios, asociados a tres valores diferentes de la cantidad de calor a 
proporcionar al proceso. En cualquier caso, los algoritmos evolutivos utilizados 
convergieron consistentemente a la misma solución, correspondiente a la mayor 
área permitida para el intercambiador HE1. En esta configuración, el impacto del 
intercambiador es anular por completo la cantidad de calor a proporcionar en el 
equipo de precalentamiento y, además, reducir el calor a producir en la caldera. 
 
Así, de acuerdo a los resultados obtenidos, se demostró que, mediante la 
combinación de dos herramientas, simulación y optimización, se puede reproducir 
un comportamiento cercano al funcionamiento operativo del proceso industrial 
real. Además, mediante la colocación de un intercambiador de calor y con la 
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recuperación total del retorno de condensados, se puede disminuir 
significativamente los costos energéticos del proceso, principalmente gracias a los 
ahorros realizados en el tanque precalentador de agua de caldera. De esta 
manera, este estudio confirma satisfactoriamente los beneficios, tanto energéticos 
como económicos, de la reutilización del agua de purgas de equipos térmicos. 
 
Además, la variación de la demanda de calor del proceso, de acuerdo a diferentes 
escenarios establecidos, permitió evaluar la robustez de la metodología propuesta, 
es decir la efectividad de ésta frente a diferentes configuraciones, sin notar 
cambios considerables en el área óptima. 
 
Así, el diseño del intercambiador de calor propuesto satisface los requerimientos 
de calor planteados, así como aprovecha exitosamente la energía térmica de la 
purga de caldera. Cabe mencionar la aplicación exitosa de los algoritmos 
evolutivos de Estrategias Evolutivas y Evolución Diferencial, que coinciden en las 
soluciones encontradas para el diseño óptimo de un intercambiador de calor de 
carcasa y tubos. Asimismo, estos algoritmos pueden ser fácilmente modificados 
para adaptarse a la optimización de diferentes sistemas térmicos. 
 
Finalmente, una de las perspectivas para trabajos futuros es el uso de 
herramientas de optimización multiobjetivo para tomar en cuenta, además del 
costo, el impacto ambiental del proceso global. Por otro lado, para la resolución 
del problema de recuperación de agua considerando fluctuaciones en la 
concentración en sales, se puede tomar en cuenta los parámetros asociados como 































Agua dura: Agua que no contiene ningún tratamiento previo cuya dureza excede 
300 ppm como CaCO3. 
 
Bomba: Máquina hidráulica que transfiere energía al agua incrementándole su 
velocidad, la cual se reduce al transformarse en energía de presión [42]. 
 
Carga térmica: Cantidad de calor que absorbe una determinada masa de agua en 
el equipo térmico para incrementar su temperatura en un cierto intervalo de tiempo 
[43]. 
 
Ciclos de Concentración: La cantidad de un material disuelto en un líquido se 
mide en partes por millón.  
 
Condensación: La condensación es el proceso donde el vapor es convertido en 
liquido ocurre cuando un vapor entra en contacto con una superficie que está a 
una temperatura por debajo de la temperatura de saturación del vapor. La 
condensación generalmente ocurre en las paredes de recipientes y superficies que 
contienen vapor, como tolvas, silos y tuberías. [10] 
 
Electrolitos: Son iones en solución, pueden ser ácidos, bases o sales, entre los 
más comunes se encuentran el calcio, magnesio, potasio y sodio.  
 
Flujo volumétrico; caudal; gasto: El flujo volumétrico, caudal o gasto es el 
volumen de agua que fluye por unidad de tiempo para cierta condición de carga 
[42]. 
 
Intercambiador de calor: Dispositivo para transferir calor entre dos medios, que 
estén separados por una barrera o que se encuentren en contacto [43] 
 
Intercambio iónico: Proceso de remoción de aniones o cationes específicos 
disueltos en el agua, a través de su reemplazo por aniones o cationes 
provenientes de un medio de intercambio, natural o sintético, con el que se pone 
en contacto [45]. 
 
Precalentador: Equipo que calienta el agua de alimentación a sistemas en donde 
se requieren grandes temperaturas. El precalentamiento en etapas incrementa la 
eficiencia de la planta y minimiza el choque térmico. En el caso de sistemas de 
generación de vapor, una porción del vapor generado es sustraído y utilizado 
como fuente de calor para recalentar el agua de alimentación en etapas. Al entrar 
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el vapor al intercambiador de calor y fluir alrededor de los tubos, éste transfiere su 
energía térmica y se condensa [46]. 
 
Resinas de intercambio iónico: Son perlas de plástico minúsculas, con un 
diámetro de aproximadamente 0,6 mm. Estas bolitas son porosas y contienen 
agua, que es invisible y no se puede quitar. Esta proporción de agua se expresa 
como "retención de humedad". La estructura de la resina es un polímero (como 
todos los plásticos) en el cual un ion fijo ha sido inmovilizado de manera 
permanente. Este ion no se puede quitar o reemplazar: pertenece a la estructura 
de la resina. Para mantener la neutralidad eléctrica de la resina, cada uno de estos 
iones fijos está neutralizado por un contra-ion de carga opuesta. Este es móvil y 
puede entrar o salir de la resina. 
 
Sólidos totales disueltos (STD): Cantidad total de sólidos expresada en mg/L o 
ppm, que permanecen en una muestra de agua cuando ésta se evapora 
totalmente [44].  
 
Sólidos suspendidos totales (SST): Concentración de partículas que son 
retenidas en un medio filtrante de microfibra de vidrio, con un diámetro de poro de 
1.5 micrómetros o su equivalente [44]. 
 
Solubilidad: La solubilidad de una sustancia es la cantidad presente en solución 
en presencia de material no disuelto. Las concentraciones de solubilidad se 
pueden expresar como peso, número de moles o volumen de hidrato o anhidro 
disuelto en un peso especificado, número de moles o volumen de disolución o 
disolvente. El producto de solubilidad aumenta con la temperatura y así también lo 
hace la solubilidad.  Es importante mencionar que la presencia de impurezas 
puede tener profundos efectos sobre la solubilidad de un compuesto [10]. 
 
Suavización o Ablandamiento: Proceso de remoción de los iones calcio y 






















Resultados del ajuste de parámetros para 10 corridas y 150 generaciones 
correspondiente a la sección 4.1. 
 
 
 Para Estrategias Evolutivas 
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 Para Evolución Diferencial 
 
 
    
Figura 36. Resultados para 30 generaciones, tamaño de población de 5 a la izquierda parámetro de cruza y factor 
F de 0.7,  a la derecha parámetro de cruza y factor F de 0.9 
 
 
         
Figura 37. Resultados para 15 generaciones, tamaño de población de 10 a la izquierda parámetro de cruza y factor 




Los cálculos de solubilidad para las sales utilizadas se realizaron a mano 
corroborando  esta información con la reportada en literatura. 
 
A temperatura de 20 a 25 °C. 
 
 SALT2  <-->  H2O  +  CA++  +  2 CL-
















Solubi CaCl2 745 kg/m3




Solubi CaCl2 745 kg/m3
PM CaCl2 110.9 kg/kmol
Concentración 6.717764 kmol/m3
kps 303.1615925 kmol3/m9
CALCI(S)  <-->  CA++  +  2 CL-
Producto Literatura
Solubi CaCO3 0.013 kg/m3
PM CaCO3 100.1 kg/kmol
Concentración 0.00012987 kmol/m3
kps 1.68663E-08 kmol2/m6
CACO3(S)  <-->  CO3--  +  CA++
Producto Literatura
Solubi MgCl2 543 kg/m3
PM MgCl2 113.211 kg/kmol
Concentración 4.796353711 kmol/m3
kps 110.3401599 kmol3/m9
SALT1  <-->  H2O  +  MG++  +  2 CL-
Producto Literatura
Solubi MgCl2 543 kg/m3
PM MgCl2 95.211 kg/kmol
Concentración 5.703122538 kmol/m3
kps 185.4975206 kmol3/m9
MGCL2(S)  <-->  MG++  +  2 CL-
Producto Literatura
MGCO3(S)  <-->  CO3--  +  MG++
Solubi MgCO3 0.139 kg/m3




SALT5  <-->  HCO3-  +  NA+
Solubi NaHCO3 960 kg/m3













Anexo 4  
 
Como se mencionó en la sección 3 se debe de calcular el calor que debe de 
producirse en la caldera (BOILER) para satisfacer la demanda del proceso; Calor 
de proceso: 2.5 Gcal/h a este calor de proceso le corresponde una alimentación 
de 4680 kg/h de Agua. 
 
Para determinar el calor que debe de producirse en el bloque BOILER se utilizó la 
opción de especificaciones de diseño encontrando que se requiere proporcionar 
un calor de 2.97 Gcal/h de acuerdo al calor que requiere el proceso, este valor 
cambiara de acuerdo a la variación del área del intercambiador HE1. 
 
A su vez se debe de establecer que el agua de purga de calderas (corriente 
SATWATER) debe de salir previa a su saturación actualmente queremos que 
salga al 90% de sales. Todo esto garantizando que la corriente CONDENSE, 
STEAMP y SATWATER permanezcan en equilibrio a 170°C como líquido 
saturado. Para esto se recurre además del bloque especificaciones de diseño al 
análisis de sensibilidad. Este último nos confirma que la especificación de 
temperatura solicitada se encuentra dentro del rango de la variable manipulada. 
 
Análisis de sensibilidad 
 
a) Vary: Calor del boiler 
  Define: Temperatura corriente condensado 
 
SALT4  <-->  H2O  +  CO3--  +  2 NA+
Solubi Na2CO3.H2O 503.1 kg/m3




SODIU(S)  <-->  CO3--  +  2 NA+
Solubi Na2CO3 307 kg/m3




NACL(S)  <-->  CL-  +  NA+
Solubi NaCl 359 kg/m3
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Row/Case Status 
VARY   1 
TEMPCOND [°C] 
BOILER   
PARAM:   DUTY 
GCAL/HR 
 1 OK 2.3 4.92879 
2 OK 2.4 35.6498 
3 OK 2.5 63.6821 
4 OK 2.6 89.2635 
5 OK 2.7 112.641 
6 OK 2.8 134.024 
7 OK 2.9 153.601 
8 OK 3 170.481 
9 OK 3.1 170.481 
10 OK 3.2 170.481 
11 OK 3.3 170.481 
12 OK 3.4 170.481 
13 OK 3.5 170.481 
14 OK 3.6 170.481 
15 OK 3.7 170.481 
16 OK 3.8 170.481 
17 OK 3.9 170.481 
18 OK 4 170.481 
19 OK 4.1 170.481 
20 OK 4.2 170.481 
21 OK 4.3 170.481 
22 OK 4.4 170.481 
23 OK 4.5 170.481 
24 OK 4.6 170.481 
25 OK 4.7 170.481 
26 OK 4.8 170.481 
27 OK 4.9 170.481 
28 OK 5 170.481 
 




Figura 38. Resultados del análisis de sensibilidad 
 
Este caso es solo para ver la repercusión que tiene el calor del boiler en la 
temperatura de la corriente condensados para que esta permanezca en equilibrio 
con la corriente SATWATER y STEAMP como líquido saturado. 
 
b) Vary: Flujo de alimentación  
Define: temperatura de corriente condensados 
 
Row/Case Status 
VARY   1 
TEMPCOND [°C] FEED    MIXED    
H2O MASSFLOW  KG/HR 
1 OK 4500 167.924 
2 OK 4525 167.704 
3 OK 4550 167.483 
4 OK 4575 167.262 
5 OK 4600 167.041 
6 OK 4625 166.819 
7 OK 4650 166.597 
8 OK 4675 166.375 
9 OK 4700 166.153 
10 OK 4725 165.93 
11 OK 4750 165.707 
12 OK 4775 165.484 
13 OK 4800 165.261 
14 OK 4825 165.037 
15 OK 4850 164.813 
16 OK 4875 164.589 
17 OK 4900 164.365 
18 OK 4925 164.14 
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19 OK 4950 163.915 
20 OK 4975 163.69 
21 OK 5000 163.465 
22 OK 5025 163.239 
23 OK 5050 163.013 
24 OK 5075 162.787 
25 OK 5100 162.561 
26 OK 5125 162.334 
27 OK 5150 162.108 
28 OK 5175 161.881 
29 OK 5200 161.653 
30 OK 5225 161.426 
31 OK 5250 161.198 
32 OK 5275 160.97 
33 OK 5300 160.741 
34 OK 5325 160.513 
35 OK 5350 160.284 
36 OK 5375 160.055 
37 OK 5400 159.826 
38 OK 5425 159.596 
39 OK 5450 159.366 
40 OK 5475 159.136 
41 OK 5500 158.906 
 
 
Figura 39. Análisis de sensibilidad respecto a la temperatura de los condensados 
 
El caso b es similar al caso a pero ahora variando el flujo de alimentación en vez 
del calor del proceso. 
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c) Vary: Flujo de alimentación  
Define: Flujo másico de la sal Carbonato de calcio [kg/h] 
 
Row/Case Status 
VARY   1 
SATPURGA 
[Kg/hr] 
FEED    MIXED 
TOTAL MASSFLOW  [KG/HR] 
1 OK 4500 0.0403943 
2 OK 4525 0.0406178 
3 OK 4550 0.0408422 
4 OK 4575 0.0410666 
5 OK 4600 0.0412909 
6 OK 4625 0.0415153 
7 OK 4650 0.0417397 
8 OK 4675 0.0419641 
9 OK 4700 0.0421885 
10 OK 4725 0.0424129 
11 OK 4750 0.0426373 
12 OK 4775 0.0428617 
13 OK 4800 0.0430861 
14 OK 4825 0.0433104 
15 OK 4850 0.0435348 
16 OK 4875 0.0437592 
17 OK 4900 0.0439836 
18 OK 4925 0.044208 
19 OK 4950 0.0444324 
20 OK 4975 0.0446568 
21 OK 5000 0.0448812 
22 OK 5025 0.0451056 
23 OK 5050 0.0453299 
24 OK 5075 0.0455543 
25 OK 5100 0.0457787 
26 OK 5125 0.0460031 
27 OK 5150 0.0462275 
28 OK 5175 0.0464519 
29 OK 5200 0.0466763 
30 OK 5225 0.0469007 
31 OK 5250 0.047125 
32 OK 5275 0.0473494 
33 OK 5300 0.0475738 
34 OK 5325 0.0477982 
35 OK 5350 0.0480226 
36 OK 5375 0.048247 
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37 OK 5400 0.0484714 
38 OK 5425 0.0486958 
39 OK 5450 0.0489202 
40 OK 5475 0.0491445 
41 OK 5500 0.0493689 
 
 
Figura 40. Analisis de sensibilidad variando el flujo de alimentación 
 
Este último caso es para comprobar y observar la variación del flujo másico de la 
sal carbonato de calcio el cual como es de esperarse aumenta conforme aumenta 
el flujo de alimentación. 
Anexo 5 
 
A continuación se presentan los codigos utilizados en este proyecto, códigos en 
matlab y Visual basic para los algoritmos usados. 
a) Códigos en Matlab 
 




%filename = 'testdata.xlsx'; 
excelObject=actxserver('Excel.Application'); 

















%Estrategias Evolutivas  
tic 
rng(4311539); 








    best_ej(g) =  1.0E+20; 
    contmutacion=0; 
    e=0.1; 
    AHE1=rand*(Limites(1,1)-Limites(1,2))+Limites(1,2); 
    Sol_inicial=[AHE1]; 
    e_sol=feval('BLuno',Sol_inicial); 
    for iteracion=1:150%de 1 hasta el número de generaciones 
        N_sol=Sol_inicial; 
        for o=1:1;%de 1 hasta el número de 
variables%%%%%%%%%%%%%%%%%%%%%%%%3 
            N_sol(o)=N_sol(o)+(normrnd(0.0,e));            
        end 
     %%%%%%%%%%%%%%%%%%%%%%%%%%%Caso 1: Reparando AHE1 
            if N_sol(1)>Limites(1,1); 
%                 disp(sprintf('Rep1')); 
                y=rand; 
                if y>crit_rep; 
%                     disp(sprintf('Rep1a')); 
                    N_sol(1)=rand()*(Limites(1,1)-
Limites(1,2))+Limites(1,2); 
                else 
%                     disp(sprintf('Rep1b')); 
                    N_sol(1)=Limites(1,1); 
                end 
            elseif N_sol(1)<Limites(1,2); 
                    y=rand; 
            if y>crit_rep; 
%                 disp(sprintf('Rep2a')); 
                N_sol(1)=rand()*(Limites(1,1)-
Limites(1,2))+Limites(1,2); 
            else 
%                 disp(sprintf('Rep2b')); 
                N_sol(1)=Limites(1,2); 
            end 
            end 
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%       
        e_nueva=feval('BLuno',N_sol); 
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            if e_nueva<=e_sol%%%%%%%%%%%%%%%%minimizando 
                e_sol=e_nueva; 
                Sol_inicial=N_sol;%%%%%%%%%%%%%%%%%%%%%%%% 
                contmutacion=contmutacion+1; 
                if e_nueva<=best_ej(g) 
                    best_ej(g)=e_nueva; 
                    best_area(g)=N_sol; 
                end 
            end 
        b=mod(iteracion,iter); 
            if b==0 
                pormutacion=contmutacion/iter; 
                contmutacion=0; 
                    if pormutacion<0.2; 
                        e=e*0.82; 
                    elseif pormutacion>0.2; 
                         e=e*1.18; 
                    end 
            end  
      hold on 
%       e 
      plot(iteracion,e_sol,'-.*b') 
      title('Evolutionary Strategies - One 
HE')%title('Algoritmo','Color', 'g') 
      xlabel('Generations Number') 
      ylabel('Total cost (E/year)')%función objetivo 
    end 
    best_ej(g)=e_sol; 



















corridas=input('Ingrese el número de ejecuciones a realizar: '); 
generaciones=input('Ingrese el número de generaciones: '); 
pob=input('Tamaño de la población (Debe de ser mayor a 3): '); % pob=10; 
cru=input('De la tasa de cruza en escala de 0 a 1: '); 
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%Generación de Población inicial 
for t=1:corridas 
    best_ej(t) =  1.0E+15; 
for i=1:pob 
        AHE1=rand*(Limites(1,1)-Limites(1,2))+Limites(1,2); 
        X(i,1)=AHE1;%X: nueva solución 
%         X(i,2)=AHE2; 
        sol=X(i,:); 
        aptitud (i) =  fitnes(sol);     
end 
% Ciclo Generacional 
for z=1:generaciones %iteraciones 
%  for z=1:30; 
    for i=1:pob  
            r1=ceil(rand*(pob)); 
            while r1==i; 
                r1=ceil(rand*(pob)); 
            end 
    for j=1:n 
            sob1=X(r1,j); %sob1(j)=X... nos indica la posición de esta 
solución 
%             sob2=X(r2,j); 
%             sob3=X(r3,j); 
%             v(j)=sob1+(efe*(sob2-sob3)); 
            v(j)=sob1; 
    end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%Caso 1: Reparando AHE1 
         if v(1)>Limites(1,1); 
%              fprintf('Rep1'); 
            y=rand; 
            if y>crit_rep; 
                v(1)=rand*(Limites(1,1)-Limites(1,2))+Limites(1,2); 
            else 
                v(1)=Limites(1,1); 
            end 
        elseif v(1)<Limites(1,2); 
                y=rand; 
        if y>crit_rep; 
            v(1)=rand*(Limites(1,1)-Limites(1,2))+Limites(1,2); 
        else 
            v(1)=Limites(1,2); 
        end 
        end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%cruza;           
         j0=ceil(rand*(n)); 
%          cru = 0.5 + 0.4 * rand;%%para ingresar este valor manualmente 
         for j=1:n 
            d=rand; 
            if ((d<=cru) | j==j0) 
                u(j)=v(j); 
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            else 
                u(j)=X(i,j); 
            end 
         end  
%Fitness de u(1,j) 
        fonew = fitnes(u); 
        if fonew<=aptitud(i)%%%%%minimización 
            for j=1:n 
                X(i,j)=u(j); 
            end 
            aptitud(i)=fonew; 
            if fonew <= best_ej(t)%%%%%%%%%%%%%%%%%%%% 
                best_ej(t)=fonew; 
%                     best_area(t)=fitnes(u);%%fitness=Not enough input 
arguments 
            end 
        end  
    end 
        hold on 
        bestit=max(aptitud); 
        avgit=mean(aptitud); 
        s(1) = subplot(2,1,1); 
        plot(z,bestit,'-.*b'); 
%         axis ([0 300 0 inf]); 
        title(s(1),'Differential Evolution '); 
        xlabel('Generation Number'); 
        ylabel('Total Cost (E/yr)'); 
        hold off 
        hold on 
        %segundo gráfico 
        s(2) = subplot(2,1,2); 
        title(s(2),'Cost with base in the mean '); 
        plot(z,avgit,'-.*b'); 
        xlabel('Generation Number'); 
        ylabel('Mean'); 










fprintf('El mejor de la última generación es: %f',mejor); 
 















b) Código en VBA 
 
Public Function genetico(areaeco As Double) As Variant 
Set Asp = GetObject("C:\Users\Dulce Vazquez\Desktop\pp32.bkp") 
Asp.Visible = True 
Asp.SuppressDialogs = True 
Application.DisplayAlerts = False 
 
'Un intercambiador 
Asp.Tree.FindNode("\Data\Blocks\HE1\Input\AREA").Value = areaeco 
Asp.Engine.Run 
 
Dim a(1 To 14) As Double 
a(1) = Asp.Tree.FindNode("\Data\Blocks\HE1\Output\HX_AREAP").Value 
a(2) = Asp.Tree.FindNode("\Data\Blocks\PHEATER\Output\QCALC").Value 
a(3) = Asp.Tree.FindNode("\Data\Blocks\BOILER\Output\QCALC").Value 
 
'COSTO DE OPERACIÓN 
'H= 6000 horas /año 'costo de gas 0.0509 euros/kWh 
operacion = ((a(2) * 1162.9) * 0.0509) * 6000 
'costo aspen 
opboiler = (a(3) * 45.11) * 0.85 * 6000 
ototal = operacion + opboiler 
 
'COSTO DE INVERSIÓN - Segun libro Introducción a la ingenieria de procesos pp 199-210 
a(4) = 10000 + (88 * (a(1) ^ 1)) 
a(5) = a(4) * 3.74 ' costo total dentro de los limites de bateria 
 
'Costos fijos totales-Costos Fuera de límites de Batería (30% de costos dentro de límites de batería) 
a(6) = a(5) * 0.3 
'Costos de Diseño e Ingeniería (30% de la suma de los costos dentro y fuera de límites de batería): 
a(7) = (a(5) + a(6)) * 0.3 
'Contingencias (10% de la suma de los costos dentro y fuera de límites de batería) 
a(8) = (a(5) + a(6)) * 0.1 
'Costo de inversión Total 
a(9) = (a(5) + a(6) + a(7) + a(8)) * 0.85 '*convertir a euros multiplicando por 0.85 
 
'COSTO DE INVERSIÓN AMORTIZADO este será el de inversión 
a(10) = 0.1 'annual discount rate (i) = 10% 
a(11) = (1 / (1 + a(10)) ^ 1) + (1 / (1 + a(10)) ^ 2) + (1 / (1 + a(10)) ^ 3) 
a(12) = (1 / (1 + a(10)) ^ 4) + (1 / (1 + a(10)) ^ 5) + (1 / (1 + a(10)) ^ 6) 
a(13) = (1 / (1 + a(10)) ^ 7) + (1 / (1 + a(10)) ^ 8) + (1 / (1 + a(10)) ^ 9) + (1 / (1 + a(10)) ^ 10) 
a(14) = a(11) + a(12) + a(13) 
cia = a(9) / a(14) 
genetico = ototal + cia 
End Function 
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