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SPECTRAL STABILITY FOR A CLASS OF FOURTH ORDER STEKLOV PROBLEMS
UNDER DOMAIN PERTURBATIONS
ALBERTO FERRERO, PIER DOMENICO LAMBERTI
ABSTRACT. We study the spectral stability of two fourth order Steklov problems upon domain perturbation.
One of the two problems is the classical DBS - Dirichlet Biharmonic Steklov - problem, the other one is a
variant. Under a comparatively weak condition on the convergence of the domains, we prove the stability of
the resolvent operators for both problems, which implies the stability of eigenvalues and eigenfunctions. The
stability estimates for the eigenfunctions are expressed in terms of the strong H2-norms. The analysis is carried
out without assuming that the domains are star-shaped. Our condition turns out to be sharp at least for the variant
of the DBS problem. In the case of the DBS problem, we prove stability of a suitable Dirichlet-to-Neumann
type map under very weak conditions on the convergence of the domains and we formulate an open problem.
As bypass product of our analysis, we provide some stability and instability results for Navier and Navier-type
boundary value problems for the biharmonic operator.
Keywords: Biharmonic operators, Steklov boundary conditions, spectral stability, domain perturbation,
Dirichlet-to-Neumann maps.
2000 Mathematics Subject Classification: 35J40, 35B20, 35P15
1. INTRODUCTION
In this paper we consider a class of Steklov problems and related spectral properties. By Steklov problems
we mean a class of elliptic problems with parameters in the boundary conditions. This denomination is
motivated by [35] where the classical Steklov problem
(1)
{
∆u = 0, in Ω ,
uν = λu, on ∂Ω ,
was introduced. We refer to the recent paper [25] for a survey on this subject. Here we are interested in
the study of a class of elliptic equations with the biharmonic operator subject to Steklov type boundary
conditions. Such kind of conditions for the biharmonic operator can be already found in the following works
[22, 27, 28, 29, 32]. In those papers the attention is mainly focused on the first eigenvalue of the fourth order
Steklov problem and its dependence on the domain. To be more clear, let us introduce the classical DBS -
Dirichlet Biharmonic Steklov - problem. Let Ω ⊂ RN (N ≥ 2) be a bounded domain (i.e., connected open
set) with sufficiently regular boundary. Consider the fourth order problem
(2)

∆2u = 0, in Ω ,
u = 0, on ∂Ω ,
∆u− duν = 0, on ∂Ω ,
where uν denotes the normal derivative on the boundary and d is a real parameter. By a solution of (2) we
mean a function u ∈ H2(Ω) ∩H10 (Ω) such that
(3)
∫
Ω
∆u∆v dx = d
∫
∂Ω
uνvν dS , for any v ∈ H2(Ω) ∩H10 (Ω) .
Clearly (2) is a linear homogeneous problem and hence it always admits the trivial solution. Therefore, it
appears reasonable to interpret (2) as an eigenvalue problem with respect to the parameter d: we say that d
is an eigenvalue for (2) if (2) admits a nontrivial solution in the sense given in (3). Such a nontrivial solution
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is called eigenfunction for d. In the sequel, we will refer to (2) as the Steklov problem. It is well-known that
the eigenvalues of (2) are strictly positive and that the first eigenvalue d1 admits the following variational
characterization
(4) d1 = inf
v∈(H2(Ω)∩H10 (Ω))\H20 (Ω)
∫
Ω |∆v|2 dx∫
∂Ω v
2
ν dS
.
In [29, 32] the authors study the isoperimetric properties of d1 and in [22] it is proved that d1 is the sharp con-
stant for L2 a priori estimates for solutions of the (second order) Laplace equation under nonhomogeneous
Dirichlet boundary conditions, see also [27, 28].
From a physical point of view, it is known that in the two dimensional case N = 2, Steklov boundary
conditions for the biharmonic operator have a natural interpretation in modeling the vibrations of a hinged
plate. For more details see for example [14, 15, 21, 23, 24, 30].
In the last years, the Steklov boundary conditions for the biharmonic operator were studied in [8, 24] from
the point of view of the positivity preserving property for nonhomogeneous biharmonic equations. Other
recent results were focused on isoperimetric properties of d1 and on related shape optimization problems,
see [2, 13, 14, 21]. More precisely from these papers, among many other results, we know that, among all
convex domains of fixed volume, there exists an optimal domain which minimizes d1 and that this domain is
not the ball: for example in dimension N = 2 the square is better than the disk. It is still an open question,
even in dimension N = 2, which is the optimal shape among convex domains of fixed volume. We also
quote the recent paper [7] where the eigenvalues of (2) are used to provide the singular value decomposition
for the Poisson kernel of the Laplace operator on bounded domains.
For its physical interpretation and for its relevance in the study of positivity preserving properties, in our
paper we also consider the following Steklov type problem
(5)

∆2u = 0, in Ω ,
u = 0, on ∂Ω ,
∆u−K(x)uν − δuν = 0, on ∂Ω ,
where K denotes the mean curvature of the boundary, i.e. the sum of the principal curvatures and δ is a real
parameter. As one can see for example from [24], when N = 2, the curvature of the boundary naturally
comes out when we consider the model of a hinged plate. Problem (5) admits the following variational
formulation: we say that u ∈ H2(Ω) ∩H10 (Ω) is a weak solution of (5) if
(6)
∫
Ω
D2u : D2v dx = δ
∫
∂Ω
uνvν dS for any v ∈ H2(Ω) ∩H10 (Ω)
where D2u, D2v denote the Hessian matrices of u, v respectively and D2u :D2v :=
∑N
i,j=1
∂2u
∂xi∂xj
∂2v
∂xi∂xj
. In
the sequel we also write |D2u|2 := ∑Ni,j=1 ( ∂2u∂xi∂xj )2. For more details on the correlation between (5) and
(6) see the proof of [19, Proposition 5] and combine it with the identity ∆u = uνν + K(x)uν on ∂Ω (see
[34, (4.68), p. 62]) valid for any smooth enough function u vanishing on ∂Ω. Here uνν denotes the second
order normal derivative, i.e. uνν =
∑N
i,j=1
∂2u
∂xi∂xj
νiνj with ν = (ν1, . . . , νN ).
Similarly to problem (2), also problem (5) may be interpreted as an eigenvalue problem with respect to the
parameter δ: we say that δ is an eigenvalue of (5) if (5) admits a nontrivial solution in the sense given in (6).
In the sequel, we refer to (5) as the modified Steklov problem.
It is known that the set of the eigenvalues of (2) is a countable set of isolated positive numbers which
may be ordered in an increasing sequence diverging to +∞. We choose the usual notation of repeating each
eigenvalue as many times as its multiplicity:
(7) 0 < d1 < d2 ≤ · · · ≤ dn ≤ . . .
As one can see from (7) we wrote d1 < d2 in order to emphasize the fact that the first eigenvalue d1 is simple.
We quote the papers [13, 21] for more details on these and further properties of the eigenvalues of (2).
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In a completely similar way, it can be proved that also the set of the eigenvalues of (5) is a countable set of
isolated numbers which may be ordered in an increasing sequence diverging to +∞ and moreover the least
eigenvalue is strictly positive. For the eigenvalues of (5) we use a notation analogous to (7):
(8) 0 < δ1 ≤ δ2 ≤ · · · ≤ δn ≤ . . .
Here we are interested in the study of the stability of the eigenvalues and eigenfunctions of (2) and (5) with
respect to domain perturbation. We note that the stability of the eigenvalues of the classical second order
problem (1) has been discussed in [10] as well as in [37] which is actually concerned with the stability of the
so-called Dirichlet-to-Neumann maps.
More precisely if {Ωε}0<ε≤ε0 is a family of domains which converges to a domain Ω in a suitable sense,
denoting by {dεn}∞n=1, {dn}∞n=1 the eigenvalues of the Steklov problem in Ωε and Ω respectively, and by
{δεn}∞n=1 {δn}∞n=1 the eigenvalues of the modified Steklov problem in Ωε and Ω respectively, we say that we
have stability for the eigenvalues of each of the two problems, if for any n ≥ 1, dεn → dn and δεn → δn as
ε→ 0. We are also interested in what we will call spectral convergence of S∆,ε to S∆ and of SD2,ε to SD2 ,
where S∆,ε, S∆ denote the linear operators associated to (2) respectively in Ωε and Ω, and SD2,ε, SD2 denote
the linear operators associated to (5) respectively in Ωε and Ω. See Section 3.1 for the precise definitions of
these operators.
Basically, these operators are the resolvent operators associated with problems (2), (5) and their spectral
convergence is obtained by proving their compact convergence which is a well-known notion of convergence
implying the convergence of eigenvalues and eigenfunctions. Unfortunately, since the underlying function
spaces depend on ε, we cannot directly use the standard notion of compact convergence, but we need to
use suitable ‘connecting systems’ which allow to pass from the varying Hilbert spaces defined on Ωε to the
limiting fixed Hilbert space defined on Ω. Namely, we use a number of notions and results which go back
to the works of F. Stummel [36] and G. Vainniko [38] and which have been further implemented in [3, 17].
See also the recent paper [9]. In particular we use the notion of E-compact convergence. These notions are
discussed in detail in Section 2.1.
In order to prove the E-compact convergence of the operators under consideration, we consider domains
Ωε, Ω belonging to uniform classes of domains with C1,1 boundaries - see Definition 2.6 - and we require
that the boundaries of Ωε converge to the boundary of Ω in the sense of (21). Condition (21) has been
introduced in [4] and turns out to be a sharp condition in the analysis of domain perturbation problems for
fourth order operators. Note that if the boundaries of Ωε have uniformly bounded C1,1-norms and converge
to the boundary of Ω in C1 then condition (21) is satisfied. However, it is important to note that condition
(21) allows to deal also with boundaries whose C1,1-norms are not uniformly bounded with respect to ε.
Condition (21) allows to construct in Section 3.2 a linear continuous operator Eε : H2(Ω) ∩ H10 (Ω) →
H2(Ωε) ∩H10 (Ωε) and to define the notion of E-convergence for a sequence uε ∈ H2(Ωε) ∩H1(Ωε) to a
function u ∈ H2(Ω) ∩H10 (Ω), that is
‖uε − Eεu‖H2(Ωε) → 0, as ε→ 0.
The operators Eε are constructed by pasting together suitable pull-back operators defined by means of
appropriate local diffeomorphisms. Importantly, the operators Eε enjoy the following property: for any
ε > 0 there exists an open set Kε ⊂ Ω ∩ Ωε such that (Eεu)(x) = u(x) for all x ∈ Kε and such that
|(Ωε ∪Ω) \Kε| → 0 as ε→ 0. Here and in the sequel |A| denotes the Lebesgue measure of any measurable
set A ⊂ RN . This implies the more familiar strong convergence
(9) ‖uε − u‖H2(Ωε∩Ω) → 0, as ε→ 0.
Moreover, it also implies
(10) ‖∇uε − Eε∇u‖L2(∂Ωε) → 0, as ε→ 0,
and we note that Eε∇u|∂Ωε is nothing but a natural transplantation of u from ∂Ω to ∂Ωε (which differs
from an exact pull-back by a minor deformation at the intersections of different local charts describing the
boundaries, a deformation which vanishes as ε→ 0). For more details on (9)-(10) see Proposition 3.11.
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One of the main results of the paper is Theorem 3.2 where it is proved that condition (21) implies the E-
compact convergence of S∆,ε to S∆ and of SD2,ε to SD2 as ε→ 0. On the base of the general Theorem 2.5,
this implies the spectral convergence of S∆,ε to S∆ and of SD2,ε to SD2 , hence the convergence of the
eigenvalues and the E-convergence of the eigenfunctions in the sense of Theorem 2.5. In particular the
eigenfunctions converge in the sense of (9) and (10).
We note that our domains are not required to be star-shaped as in [37] (which is concerned with second
order operators) and that removing such an assumption is not straightforward. In fact, here we only assume
that the domains under consideration belong to a uniform class of domains defined by means of the same atlas
and this leads to a number of technical difficulties that are overcome in Section 3. We believe that Section
3 gives a partial answer (in the case of fourth order operators) to the question raised in the introduction of
[37] where the authors suggest the problem of studying the convergence of the resolvent operators of second
order Steklov problems on arbitrary Lipschitz domains.
In Section 4 we analyze the optimality of condition (21). In the spirit of [4], we consider the case of a
domain of the form Ω = W × (−1, 0) where W is a cuboid or a bounded domain in RN−1 of class C1,1 and
we assume that the perturbed domain Ωε is given by
Ωε = {(x′, xN ) : x′ ∈W ,−1 < xN < gε(x′)}
where gε(x′) = εαb(x′/ε) for any x′ ∈ W and b : RN−1 → [0,+∞) is a nonconstant Y -periodic function
where Y =
(−12 , 12)N−1 is the unit cell in RN−1. We denote by Γε and Γ the sets
Γε := {(x′, gε(x′)) : x′ ∈W} and Γ := W × {0} .
It appears that for α > 3/2 condition (21) is satisfied hence we have spectral convergence of S∆,ε to
S∆ and of SD2,ε to SD2 , see Corollary 4.1. For α < 3/2 condition (21) is not satisfied and we have a
degeneration phenomenon. Namely, for 1 ≤ α < 3/2 we have spectral convergence of the operator SD2,ε
to SD2,Γ where SD2,Γ is an operator encoding Dirichlet boundary conditions on Γ, that is u = uν = 0 on
∂Γ, see Theorem 4.1. For α = 3/2, we have spectral convergence to another operator which encodes the
appearance of a strange term in the boundary conditions, see Theorem 4.5. We note that in order to simplify
our analysis in the case α = 3/2, we impose Dirichlet boundary conditions on ∂Ωε \ Γε and ∂Ω \ Γ.
We also note that imposing Dirichlet boundary conditions on ∂Ωε \ Γε and ∂Ω \ Γ allows to view the
trichotomy discussed above in a rather transparent way. Namely, under Dirichlet boundary conditions on
∂Ωε \ Γε and ∂Ω \ Γ we have that:
(i) If α > 3/2 then δn(ε)→ δn(0), as ε→ 0.
(ii) If α = 3/2 then δn(ε)→ δn(0) + γ as ε→ 0, where γ > 0 is the strange term defined by (134).
(iii) If 1 ≤ α < 3/2 then δn(ε)→∞, as ε→ 0.
The strange term γ is the same term found in [4] in the analysis of the Babuska Paradox and is referred to
as ‘the strange curvature’ in [4].
The analysis of the cases α ≤ 3/2 is carried out in Section 4 only for problem (5) since problem (2)
presents severe difficulties in these cases. In order to overcome these difficulties, in Section 5 we change our
point of view and we recast the eigenvalue problem (2) as an eigenvalue problem for a suitable Dirichlet-to-
Neumann-type map. Considering our boundary conditions, we find it natural to call such a map Neumann-
to-Navier map, and actually we find it simpler to consider its inverse which we call Navier-to-Neumann
map and we denote by NΩ. Since we aim at relaxing the boundary regularity assumptions, we are forced
to work with the space H(∆,Ω) ∩ H10 (Ω) and we find it convenient to consider the normal derivatives of
the functions in such a space as elements of H−1/2(∂Ω) although they belong to L2(∂Ω) see [7, Thm. 3.2]
(recall that the space H(∆,Ω) is the space of functions in L2(Ω) with distributional Laplacian in L2(Ω)).
In this way, our Navier-to-Neumann map NΩ can be considered as a map from H1(Ω)/H10 (Ω) to its dual
and problem (2) can be recast in the form NΩf = d−1J0f where J0 is defined by 〈J0f, v〉 :=
∫
∂Ω fv dS
for all f, v ∈ H1(Ω)/H10 (Ω). It is interesting to note that this weak formulation of problem (2) makes sense
under the sole assumption that Ω is a bounded domain of class C0,1. We note that, in order to avoid some
technicalities which would not add much to the results of Section 5, we shall actually avoid using the quotient
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spaces and we shall consider the Navier-to-NeumannNΩ directly as map from H1(Ω) to its dual, which has
also its own interest, see Remark 6.
Thus we study the behaviour of the maps NΩε as ε → 0 and in Theorem 5.6 we prove their EE∗-
convergence to NΩ under weak conditions on the convergence of domains. Here the EE∗-convergence
is a natural type of convergence for operators acting from a family of spaces to the corresponding duals
and is based on two connecting systems Eε and E∗ε (Eε is now defined by means of a standard extension
operator for the space H1(Ω)), see Definition 5.4. In Theorem 5.7 we also prove a compactness result for
the convergence of NΩε under an additional assumption on the convergence of Ωε.
Unfortunately, the compact convergence result obtained in Theorem 5.7 is not sufficient to prove a stability
result for the spectrum of the Steklov problem (2) under such very weak assumptions on the convergence of
Ωε. Indeed, in order to apply [38, Theorem 6.1], the regular convergence condition 1) in [38, Section 6] has
to be satisfied by the family of operators {NΩε − λ(J0)ε}ε for any λ ∈ Λ, where Λ is a suitable bounded set
in the complex plane, and this does not seem the case, not even if we consider these operators on the quotient
spaces and adjust the corresponding connecting systems. Taking into account this issue we suggest the Open
Problem 5.1.
As a bypass product of the analysis carried out in Section 5, we prove stability and instability results for
Navier and Navier-type problems, see Theorems 5.3 and 5.8.
The paper is organized as follows. In Section 2 we discuss some preliminary results, in particular we
discuss the notion of E-convergence and our functional setting. In Section 3 we prove the main stability
result of the paper under the assumption that condition (21) holds. In Section 4 we discuss the optimality
of condition (21). In Section 5 we relax the assumptions on the convergence of the domains and we prove
a stability result for the above mentioned Navier-to-Neumann map; moreover, we discuss the stability and
instability of Navier and Navier-type problems.
2. PRELIMINARIES AND NOTATION
2.1. A general approach to spectral stabilty. The study of all spectral problems considered in this paper
will be reduced to the study of convenient non-negative compact self-adjoint operators in Hilbert spaces.
A natural way to do so is to consider appropriate modified versions of the classical Dirichlet-to-Neumann
map densely defined in L2(∂Ω) and to consider their resolvents which are defined on the whole of L2(∂Ω).
For our fourth order Steklov problems, it is natural to talk about Neumann-to-Navier map and its inverse will
be called here Navier-to-Neuman map. Then one note that the eigenvalues of those Navier-to-Neumann maps
are in fact the reciprocals of the eigenvalues of our differential problems. One drawback of using Navier-to-
Neumann maps consists in the fact that eventually they provide information concerning the convergence of
the (normal derivatives of the) eigenfunctions considered as elements of L2(∂Ω). In order to provide global
information about the behaviour of the eigenfunctions in Ω, in the regular cases we shall actually consider
appropriate realisations of the resolvents inH2(Ω) which will allow to get stronger stability results involving
the norm of H2(Ω).
Thus, our spectral problems will be considered from two different points of view depending on the regular-
ity of the domain perturbations. In any case, both methods lead to the study of suitable families {Bε}0<ε≤ε0
of non-negative compact self-adjoint operators defined in Hilbert spacesHε associated with the domains Ωε.
It is then important to study the convergence of those operators Bε as ε → 0. To do so, we shall use the
notion of E-convergence which we now recall. We follow the approach of [38], further developed in [3],
[17].
In the spirit of [3] we denote by Hε a family of Hilbert spaces for ε ∈ [0, ε0] and we assume that there
exists a family of linear operators Eε : H0 → Hε such that
(11) ‖Eεu‖Hε ε→0−→ ‖u‖H0 , for all u ∈ H0 .
Definition 2.1. We say that a family {uε}0<ε≤ε0 , with uε ∈ Hε, E-converges to u ∈ H0 if ‖uε−Eεu‖Hε →
0 as ε→ 0. We write this as uε E−→ u.
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Definition 2.2. Let {Bε ∈ L(Hε) : ε ∈ (0, ε0]} be a family of linear and continuous operators. We say that
{Bε}0<ε≤ε0 converges to B0 ∈ L(H0) as ε → 0 if Bεuε E−→ B0u whenever uε E−→ u. We write this as
Bε
EE−→ B0.
Definition 2.3. Let {uε}0<ε≤ε0 be a family such that uε ∈ Hε. We say that {uε}0<ε≤ε0 is precompact if for
any sequence εn → 0 there exist a subsequence {εnk} and u ∈ H0 such that uεnk
E−→ u.
Definition 2.4. We say that {Bε}0<ε≤ε0 with Bε ∈ L(Hε) and Bε compact, converges compactly to a
compact operatorB0 ∈ L(H0) ifBε EE−→ B0 and for any family {uε}0<ε≤ε0 such that uε ∈ Hε, ‖uε‖Hε = 1,
we have that {Bεuε}0<ε≤ε0 is precompact in the sense of Definition 2.3. We write this as Bε C−→ B0.
Recall that given a non-negative compact self-adjoint operator B in a infinite dimensional Hilbert space
H, the spectrum is a finite or countably infinite set and all non-zero elements of the spectrum are positive
eigenvalues of finite multiplicity. In case the spectrum is a countably infinite set, the eigenvalues can be
represented by a non-increasing sequence µn, n ∈ N, such that limn→∞ µn = 0. As customary, we agree
to repeat each eigenvalue µn in the sequence as many times as its multiplicity. Given a finite set of m
eigenvalues µn, . . . , µn+m−1 with µn 6= µn−1 and µn+m−1 6= µn+m, we call generalized eigenfunction
(associated with µn, . . . , µn+m−1) any linear combination of eigenfunctions associated with the eigenvalues
µn, . . . , µn+m−1. Then we have the following theorem which is a simplified rephrased version of [38,
Theorem 6.3], see also [3, Theorem 4.10], [6, Theorem 5.1], [17, Theorem 3.3].
Theorem 2.5. Let {Bε}0<ε≤ε0 and B0 be non-negative compact self-adjoint operators in the Hilbert spaces
Hε, H0 respectively. Assume that their eigenvalues are given by the sequences µn(ε) and µn(0), n ∈ N,
respectively. If Bε
C−→ B0 then we have spectral convergence of Bε to B0 as ε → 0 in the sense that the
following statements hold:
(i) For every n ∈ N we have µn(ε)→ µn(0) as ε→ 0.
(ii) If un(ε), n ∈ N, is an orthonormal sequence of eigenfunctions associated with the eigenvalues
µn(ε) then there exists a sequence εk, k ∈ N, converging to zero and orthonormal sequence of
eigenfunctions un(0), n ∈ N associated with µn(0), n ∈ N such that un(εk) E−→ un(0).
(iii) Given m eigenvalues µn(0), . . . , µn+m−1(0) with µn(0) 6= µn−1(0) and µn+m−1(0) 6= µn+m(0)
and corresponding orthonormal eigenfunctions un(0), . . . , un+m−1(0), there exist m orthonormal
generalized eigenfunctions vn(ε), . . . , vn+m−1(ε) associated with µn(ε), . . . , µn+m−1(ε) such that
vn+i(ε)
E−→ un+i(0) for all i = 0, 1, . . . ,m− 1.
Remark 1. We mention that an alternative approach to the spectral analysis of operators defined on variable
Hilbert spaces has been recently proposed in the book by O. Post [33]. In particular, that method allows to
obtain stability estimates which can be expressed in terms of suitable estimates for the variation of the
resolvent operators. It would be interesting to implement that approach in our setting in particular in the
cases where we do not have degeneration phenomena but this would require heavier computations going
beyond the scopes of the present paper.
2.2. Classes of domains. In order study the spectral convergence for Steklov eigenvalue problems on vary-
ing domains, we shall consider uniform families of domains for which a number of parameters are prescribed.
This is done by using the notion of atlas from [16], see also [4, Section 5]. According to [4, 16], given a set
V ⊂ RN and a number δ > 0 we write
(12) Vδ := {x ∈ V : d(x, ∂V ) > δ} .
Definition 2.6. [16, Definition 2.4] Let ρ > 0, s, s′ ∈ N with s′ < s. Let {Vj}sj=1 be a family of open
cuboids (i.e. rotations of rectangle parallelepipeds in RN ) and {rj}sj=1 be a family of rotations in RN . We
say thatA = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) is an atlas in RN with parameters ρ, s, s′, {Vj}sj=1, {rj}sj=1 briefly
an atlas in RN . Moreover, we say that a bounded domain Ω in RN belongs to the class Ck,γ(A) with k ∈ N
and γ ∈ [0, 1] if the following conditions are satisfied:
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(i) Ω ⊂ ∪sj=1(Vj)ρ and (Vj)ρ ∩ Ω 6= ∅ where (Vj)ρ is meant in the sense given in (12) ;
(ii) Vj ∩ ∂Ω 6= ∅ for j = 1, . . . , s′ and Vj ∩ ∂Ω = ∅ for s′ + 1 ≤ j ≤ s;
(iii) for j = 1, . . . , s we have
rj(Vj) = {x ∈ RN : aij < xi < bij , i = 1, . . . , N}, j = 1, . . . , s;
rj(Vj ∩ Ω) = {x = (x′, xN ) ∈ RN : x′ ∈Wj , aNj < xN < gj(x′)}, j = 1, . . . , s′
where x′ = (x1, . . . , xN−1), Wj = {x′ ∈ RN−1 : aij < xi < bij , i = 1, . . . , N − 1} and the
functions gj ∈ Ck,γ(Wj) for any j ∈ 1, . . . , s′ with k ∈ N ∪ {0} and 0 ≤ γ ≤ 1. Moreover, for
j = 1, . . . , s′ we assume that aNj + ρ ≤ gj(x′) ≤ bNj − ρ, for all x′ ∈Wj .
Finally we say that Ω if of class Ck,γ if it is of class Ck,γ(A) for some atlas A. In the sequel Ck,0 will be
simply denoted by Ck.
2.3. Function spaces. Let Ω be a domain in RN . In this paper, we shall often use the standard Sobolev
spaces Hk(Ω) and Hk0 (Ω) for k = 1, 2. Recall that H
k(Ω) is the space of those functions in L2(Ω) with
weak derivatives up to order k in L2(Ω), and that Hk0 (Ω) is the closure in H
k(Ω) of C∞c (Ω). Note that in
this paper we assume that L2(Ω) is made of real-valued functions.
Besides H2(Ω) we shall also consider the larger space H(∆,Ω) defined by
(13) H(∆,Ω) = {u ∈ L2(Ω) : ∆u ∈ L2(Ω)},
where ∆u denotes the distributional Laplacian of u. Thus, by definition
∫
Ω u∆ϕdx =
∫
Ω ∆uϕdx for all
ϕ ∈ C∞c (Ω). The space H(∆,Ω) is a natural space associated with the Dirichlet Laplacian which we
temporarily denote here by ∆D. Recall that the operator ∆D is the non-negative self-adjoint operator in
L2(Ω) canonically associated with the quadratic form
∫
Ω∇u∇ϕdx defined for all u, ϕ ∈ H10 (Ω). This
means that a function u ∈ L2(Ω) belongs to the domain Dom(∆D) of ∆D if and only if u ∈ H10 (Ω) and
there exists f ∈ L2(Ω) such that ∫Ω∇u∇ϕdx = ∫Ω fϕdx for all ϕ ∈ H10 (Ω), in which case −∆Du = f . It
follows by these definitions that Dom(∆D) = H(∆,Ω) ∩H10 (Ω).
We have the following lemma where by Poincare´ inequality we mean the classical inequality ‖u‖L2(Ω) ≤
c‖∇u‖L2(Ω) for all u ∈ H10 (Ω) and by Poincare´ constant we mean the best constant c in that inequality.
Recall that the Poincare´ inequality holds under general assumptions on Ω, for example if Ω has finite measure
it holds with c = cN |Ω| 1N , or if Ω is bounded in one direction it holds with c = cNd where d is the diameter
in that direction (here the symbol cN is used to denote constants depending only on N ). Moreover, the
definition of uniform exterior ball condition is standard, see e.g., [1].
Lemma 2.7. Let Ω be a domain inRN such that the Poincare´ inequality holds. Then the following statements
hold:
(i) For all u ∈ H(∆,Ω) ∩H10 (Ω) we have
(14) ‖u‖L2(Ω) ≤ c2P‖∆u‖L2(Ω), and ‖∇u‖L2(Ω) ≤ cP‖∆u‖L2(Ω),
where cP denotes the Poincare´ constant.
(ii) The space H(∆,Ω)∩H10 (Ω) endowed with the scalar product defined by
∫
Ω ∆u∆vdx for all u, v ∈
H(∆,Ω) ∩H10 (Ω) is a Hilbert space.
(iii) If Ω is a bounded open set of class C0,1 which satisfies the uniform exterior ball condition then
H(∆,Ω) ∩H10 (Ω) = H2(Ω) ∩H10 (Ω).
Proof. The second inequality in (i) easily follows by the Poincare´ inequality because if u ∈ H(∆,Ω) ∩
H10 (Ω) then ∫
Ω
|∇u|2dx = −
∫
Ω
u∆udx ≤ ‖u‖L2(Ω)‖∆u‖L2(Ω) ≤ cP‖∇u‖L2(Ω)‖∆u‖L2(Ω).
The first inequality in (i) follows by the second inequality combined again with the Poincare´ inequality. We
now prove statement (ii). It clearly suffices to prove the completeness of the space. Let un, n ∈ N be a
sequence in H(∆,Ω)∩H10 (Ω) such that fn := ∆un is a Cauchy sequence in L2(Ω). By (i), also un, n ∈ N
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is a Cauchy sequence in H10 (Ω). Thus, there exists f ∈ L2(Ω) and u ∈ H10 (Ω) such that ∆un → f in
L2(Ω) and un → u in H10 (Ω) as n→∞. Passing to the limit in the equality
∫
Ω∇un∇ϕdx = −
∫
Ω fnϕdx
as n → ∞, we get ∫Ω∇u∇ϕdx = − ∫Ω fϕdx for all ϕ ∈ H10 (Ω) which means that −∆u = f hence
u ∈ H(∆,Ω). This completes the proof of (ii). Statement (iii) is a consequence of regularity results for the
solutions of the Dirichlet problem, see [1]. 2
Remark 2. It follows by Lemma 2.7 that if Ω is a bounded domain of class C1,1 then H(∆,Ω) ∩H10 (Ω) =
H2(Ω) ∩H10 (Ω) and the two norms are equivalent. Indeed, it is well known that C1,1 regularity implies the
validity of the uniform outer ball condition.
3. STRONG SPECTRAL CONVERGENCE FOR STEKLOV AND STEKLOV-TYPE PROBLEMS
3.1. The functional setting. Assume that Ω ⊂ RN (N ≥ 2) is a bounded domain of class C0,1 satisfying
the uniform exterior ball condition. To shorten our notation we set
V (Ω) := H2(Ω) ∩H10 (Ω).
Proceeding as in [13], we relate the spectrum of the Steklov problem to the spectrum of a suitable self-
adjoint compact operator acting on the space V (Ω). The space V (Ω) inherits the scalar product of H2(Ω)
and being closed in H2(Ω) it becomes a Hilbert space. The space V (Ω) may be endowed with the two
alternative scalar products
(u, v) 7→
∫
Ω
∆u∆v dx for any u, v ∈ V (Ω) ,(15)
(u, v) 7→
∫
Ω
D2u : D2v dx for any u, v ∈ V (Ω) .(16)
Recall that by Lemma 2.7 (iii) the two scalar products defined in (15) and (16) are equivalent to the one
induced by the H2(Ω)-norm. In the sequel we denote by V ′(Ω) the dual space of V (Ω).
Consider now the eigenvalue problem (2) and let us introduce a suitable characterization of its spectrum.
We introduce the operator T∆ : V (Ω) 7→ V ′(Ω) defined by
V ′(Ω)〈T∆u, v〉V (Ω) :=
∫
Ω
∆u∆v dx for any u, v ∈ V (Ω) .
The operator T∆ is clearly well-defined and continuous. Moreover by Riesz Theorem we also deduce that
T∆ is invertible and T−1∆ is continuous. Then we introduce the operator J : V (Ω) 7→ V ′(Ω) defined by
V ′(Ω)〈Ju, v〉V (Ω) :=
∫
∂Ω
uνvν dS for any u, v ∈ V (Ω) .
Since the linear map
V (Ω) 7→ (L2(∂Ω))N(17)
u 7→ ∇u|∂Ω
is well-defined and compact being ∂Ω Lipschitzian (see [31, Theorem 6.2, Chap. 2] for more details), then
the operator J is also well-defined and compact.
Next we introduce the operator S∆ : V (Ω) 7→ V (Ω) defined by S∆ := T−1∆ ◦ J . Clearly S∆ is a linear
compact operator and moreover it is easy to see that it is also self-adjoint. Moreover one can show that µ 6= 0
is an eigenvalue of S∆ if and only if d := µ−1 is an eigenvalue of (2). See the proof of Lemma 2 in [13] for
more details.
With a completely similar procedure we can treat problem (5) by introducing the operator TD2 : V (Ω)→
V ′(Ω) defined as
V ′(Ω)〈TD2 u, v〉V (Ω) :=
∫
Ω
D2u : D2v dx for any u, v ∈ V (Ω) .
Applying Riesz Theorem, we see that also the operator TD2 is invertible and its inverse function is contin-
uous. Then one can define SD2 : V (Ω) → V (Ω) as SD2 := T−1D2 ◦ J and prove that SD2 is a compact
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self-adjoint operator. Moreover any µ 6= 0 is an eigenvalue of SD2 if and only if δ = µ−1 is an eigen-
value of (5). This also proves the validity of (8) and show that the first eigenvalue δ1 admits the following
characterization
(18) δ1 = inf
v∈V (Ω)\H20 (Ω)
∫
Ω |D2v|2 dx∫
∂Ω v
2
ν dS
.
3.2. Domain perturbations and definition of the operators Eε. Let A be an atlas. We shall consider a
family {Ωε}0<ε≤ε0 of domains of class C1,1(A) converging in a suitable sense to a fixed domain Ω of class
C1,1(A). For any 0 < ε ≤ ε0 we introduce the Steklov operators
S∆,ε : V (Ωε)→ V (Ωε) and SD2,ε : V (Ωε)→ V (Ωε)
according to the definition given in Section 3.1, and we study the convergence of S∆,ε to S∆ and of SD2,ε to
SD2 . To do so, we shall apply the general method described in Subsection 2.1 where the Hilbert spaces Hε
andH under consideration here are exactly V (Ωε) and V (Ω) endowed either with the scalar product (15) or
with the scalar product (16).
In particular, we need to define a family of operators Eε as required in Subsection 2.1, which satisfy
condition (11). In the specific case under consideration, this means that we have to introduce linear operators
Eε : V (Ω)→ V (Ωε) such that
(19)
∫
Ωε
|∆(Eεu)|2dx→
∫
Ω
|∆u|2dx as ε→ 0 , for any u ∈ V (Ω)
and
(20)
∫
Ωε
|D2(Eεu)|2dx→
∫
Ω
|D2u|2dx as ε→ 0 , for any u ∈ V (Ω) .
To do so, we proceed as in [4]. Suppose that the following assumptions hold true: for any ε ∈ (0, ε0] there
exists κε > 0 such that for any j = 1, . . . , s′
‖gε,j − gj‖L∞(Wj) < κε , limε→0κε = 0 , limε→0
‖Dβ(gε,j − gj)‖L∞(Wj)
κ
3/2−|β|
ε
= 0 ∀β ∈ NN with |β| ≤ 2 .
(21)
Here we denoted by gj , gε,j ∈ C1,1(Wj) the functions corresponding respectively to Ω and Ωε according to
Definition 2.6.
Remark 3. One can prove that if
(22) Dαgε,j(x′)→ Dαgj(x′), uniformly on Wj
for all |α| ≤ 1 and j = 1, . . . , s′ and if there exists M > 0 such that
(23) |Dαgε,j(x′)| ≤M, a.e. on Wj
for all |α| = 2 and j = 1, . . . , s′, then condition (21) is satisfied, see [4, Prop. 6.17]. We note that condition
(21) is much less restrictive than conditions (22), (23), since it does not require the L∞-norms of the second
order weak derivatives of functions gε,j to be uniformly bounded. For example, in Corollary 4.1 if 3/2 <
α < 2 then condition (21) is satisfied but the L∞-norms of the second order weak derivatives of functions gε
are not uniformly bounded.
We are going to define the operator Eε by using a partition of unity and pasting together suitable pull-back
operators associated with local diffeomorphisms defined on each cuboid of the atlas A. Note that in the
simplified setting of one single cuboid, partition of unity would not be required and the operator Eε would
be simply defined as in Remark 4 below.
We denote by kˆ a fixed constant satisfying kˆ > 6 whose meaning will be clear below. We also put
kε := kˆκε, g˜ε,j := gε,j − kε and Kε,j := {(x′, xN ) ∈ Wj × (aNj , bNj) : aNj < xN < g˜ε,j(x′)} for any
j = 1, . . . , s′.
10 ALBERTO FERRERO, PIER DOMENICO LAMBERTI
For any 1 ≤ j ≤ s′ we define the map hε,j : rj(Ωε ∩ Vj)→ R
(24) hε,j(x′, xN ) :=
0, if ajN ≤ xN ≤ g˜ε,j(x
′),
(gε,j(x
′)− gj(x′))
(
xN−g˜ε,j(x′)
gε,j(x′)−g˜ε,j(x′)
)3
, if g˜ε,j(x′) < xN ≤ gε,j(x′) .
We observe that hε,j ∈ C1,1(rj(Ωε ∩ Vj)) and that the map Φε,j : rj(Ωε ∩ Vj) → rj(Ω ∩ Vj) defined by
Φε,j(x
′, xN ) := (x′, xN − hε,j(x′, xN )) is a diffeomorphism of class C1,1. When s′ + 1 ≤ j ≤ s we define
Φε,j : rj(Vj)→ rj(Vj) as the identity map.
Exploiting the definition of Φε,j we may define the above mentioned linear mapEε. Consider a partition of
unity {ψj}1≤j≤s subordinate to the open cover {Vj}1≤j≤s of the compact set Ω ∪
⋃
ε∈(0,ε0] Ωε, i.e., a set of
functions {ψj}1≤j≤s such that supp(ψj) ⊂ Vj for any j ∈ {1, . . . , s} and
∑s
j=1 ψj ≡ 1 in Ω ∪
⋃
ε∈(0,ε0] Ωε.
Indeed one can apply for example [11, Lemma IX.3] with Γ = Ω ∪⋃ε∈(0,ε0] Ωε. Note that this partition of
unity is independent of ε. We also define the deformation Ψε,j : Ωε ∩ Vj → Ω ∩ Vj by Ψε,j := r−1j ◦Φε,j◦rj .
In this way Ψε,j becomes a C1,1 diffeomorphism from Ωε ∩ Vj onto Ω ∩ Vj for any j ∈ {1, . . . , s}.
From the definition of hε,j and the restriction kˆ > 6, we deduce that
(25)
1
2
≤ det(DΨε,j(x)) ≤ 3
2
for any x ∈ Ωε ∩ Vj .
In order to show this, we observe that det(DΨε,j) = det(DΦε,j) = 1− ∂hε,j∂xN (x′, xN ).
Given u ∈ V (Ω) we put uj = ψju for any j ∈ {1, . . . , s} in such a way that u =
∑s
j=1 uj . Then we
define
(26) Eεu :=
s′∑
j=1
u˜ε,j +
s∑
j=s′+1
uj ∈ V (Ωε)
where
(27) u˜ε,j(x) =
uj(Ψε,j(x)) if x ∈ Ωε ∩ Vj ,0 if x ∈ Ωε \ Vj .
for any j ∈ {1, . . . , s′}.
Remark 4. If Ω and Ωε are in the form
Ω = {(x′, xN ) ∈ RN : x′ ∈W and aN < xN < g(x′)} ,
Ωε = {(x′, xN ) ∈ RN : x′ ∈W and aN < xN < gε(x′)} ,
where W is a cuboid or a bounded domain in RN−1 of class C1,1 then the operator Eε can be defined in the
following simple way
Eεu(x) = u(Φε(x)) for any x ∈ Ωε
where Φε(x′, xN ) = (x′, xN − hε(x′, xN )) and hε is defined by (24) with gε and g in place of gε,j and gj
respectively.
Lemma 3.1. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A), Ω a domain of
class C1,1(A) and for any ε ∈ (0, ε0] let Eε be the map defined in (26). Assume the validity of condition
(21).
Then the following assertions hold true:
(i) the map Eε : V (Ω)→ V (Ωε) is continuous for any ε ∈ (0, ε0];
(ii) the family of operators {Eε}0<ε≤ε0 satisfies (19) and (20).
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Proof. Since the proof of (i) easily follows from the definition of Eε, it is left to the reader.
We now prove (19). Let u ∈ V (Ω) and according to (27) introduce the functions u˜ε,j . Throughout the
proof of this lemma we denote by C a positive constant independent of ε which may vary from line to line.
We observe that in order to prove (19), it is sufficient to show that
lim
ε→0
∫
Ωε
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx =
∫
Ω
∂2ui
∂x2k
∂2uj
∂x2l
dx(28)
for any i, j ∈ {1, . . . , s′} and k, l ∈ {1, . . . , N}. We first prove that (28) holds when i = j and k = l. One
can proceed similarly to the proof of [4, Lemma 6.2] and hence we only give here a sketch of it. By (21) and
(6.7) in [4] we have that
(29) ‖Dαhε,j‖L∞(Wj) ≤ C
∑
0≤γ≤α
‖Dγ(gε,j − gj)‖L∞(Wj)
κ
|α|−|γ|
ε
for any α ∈ NN with |α| ≤ 2. By γ ≤ α we mean that the inequality holds component by component. For
any x ∈ Ωε ∩ Vi we have
(30)
∂2u˜ε,i
∂x2k
(x) =
N∑
j=1
{[
N∑
l=1
∂2ui
∂xl∂xj
(Ψε,i(x))
∂[(Ψε,i(x))l]
∂xk
]
∂[(Ψε,i(x))j ]
∂xk
+
∂ui
∂xj
(Ψε,i(x))
∂2[(Ψε,i(x))j ]
∂x2k
}
.
By (21), (29) and the definitions of Φε,i,Ψε,i, we deduce that there exists C > 0 independent of ε such that
(31)∥∥∥∥∂[(Ψε,i(x))l]∂xk ∂[(Ψε,i(x))j ]∂xk
∥∥∥∥
L∞(Vi∩Ωε)
≤ C and
∥∥∥∥∂2[(Ψε,i(x))j ]∂x2k
∥∥∥∥
L∞(Vi∩Ωε)
= o(κ−1/2ε ) as ε→ 0 .
Exploiting (30)-(31) and proceeding as in the proof of [4, Lemma 6.2] we deduce that
(32) lim
ε→0
∫
(Ωε∩Vi)\r−1i (Kε,i)
(
∂2u˜ε,i
∂x2k
)2
dx = 0 .
We briefly give a proof of (32). First of all by (25) we have∫
(Ωε∩Vi)\r−1i (Kε,i)
(
∂2ui
∂xl∂xj
(Ψε,i(x))
)2
dx ≤ C
∫
(Ω∩Vi)\r−1i (Kε,i)
(
∂2ui
∂xl∂xj
)2
dx→ 0(33)
as ε→ 0 since |(Ω ∩ Vi) \ r−1i (Kε,i)| → 0 as ε→ 0.
On the other hand, putting vi(z) = ui(r−1i (z)) for any z ∈ ri(Ω ∩ Vi), by (21), (31) and changes of
variables, we have∫
(Ωε∩Vi)\r−1i (Kε,i)
(
∂ui
∂xj
(Ψε,i(x))
∂2[(Ψε,i(x))j ]
∂x2k
)2
dx ≤ o(κ−1ε )
N∑
l=1
∫
ri(Ω∩Vi)\Kε,i
(
∂vi
∂zl
)2
dz(34)
= o(κ−1ε )
N∑
l=1
∫
Wi
(∫ gi(z′)
g˜ε,i(z′)
(
∂vi
∂zl
(z′, zN )
)2
dzN
)
dz′
≤ o(κ−1ε )
N∑
l=1
∫
Wi
|gi(z′)− g˜ε,i(z′)|
∥∥∥∥∂vi∂zl (z′, ·)
∥∥∥∥2
L∞(aNi,gi(z′))
dz′
≤ o(1)
N∑
l=1
∫
Wi
∥∥∥∥∂vi∂zl (z′, ·)
∥∥∥∥2
H1(aNi,gi(z′))
dz′
≤ o(1)‖vi‖H2(ri(Ω∩Vi)) = o(1) .
Note that here we have used the classical one dimensional estimate
(35) ‖f‖L∞(a,b) ≤ C‖f‖H1(a,b)
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for all f ∈ H1(a, b) with a constant C = C(d) uniformly bounded for b−a > d. Combining (33), (34) with
(30) and (31), (32) follows.
On the other hand
(36)
lim
ε→0
∫
r−1i (Kε,i)
(
∂2u˜ε,i
∂x2k
)2
dx = lim
ε→0
∫
r−1i (Kε,i)
(
∂2ui
∂x2k
)2
dx =
∫
Ω∩Vi
(
∂2ui
∂x2k
)2
dx =
∫
Ω
(
∂2ui
∂x2k
)2
dx.
Combining (32)-(36) we conclude the proof of (28) in the case i = j and k = l.
It remains to prove (28) in the general case.
We observe that∫
Ωε
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx =
∫
Ωε∩Vi∩Vj
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx(37)
=
∫
r−1i (Kε,i)∩r−1j (Kε,j)
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx+
∫
(Ωε∩Vi∩Vj)\(r−1i (Kε,i)∩r−1j (Kε,j))
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx .
We have that Ψε,i and Ψε,j are the identity maps if restricted to r−1i (Kε,i) ∩ r−1j (Kε,j) so that by (21) we
obtain
(38)
lim
ε→0
∫
r−1i (Kε,i)∩r−1j (Kε,j)
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx = lim
ε→0
∫
r−1i (Kε,i)∩r−1j (Kε,j)
∂2ui
∂x2k
∂2uj
∂x2l
dx =
∫
Ω
∂2ui
∂x2k
∂2uj
∂x2l
dx .
In order to estimate the other term in the right hand side of (37), we split the domain of integration in the
following way
(39) (Ωε∩Vi∩Vj)\(r−1i (Kε,i)∩r−1j (Kε,j)) = [(Ωε∩Vi∩Vj)\r−1i (Kε,i)]∪[(r−1i (Kε,i)\r−1j (Kε,j))∩Vj ] .
Then ∣∣∣∣∣
∫
(Ωε∩Vi∩Vj)\r−1i (Kε,i)
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx
∣∣∣∣∣(40)
≤
(∫
(Ωε∩Vi)\r−1i (Kε,i)
(
∂2u˜ε,i
∂x2k
)2
dx
)1/2(∫
Ωε∩Vj
(
∂2u˜ε,j
∂x2l
)2
dx
)1/2
→ 0 as ε→ 0
in view of (32) and (28) in the case i = j and k = l. On the other hand∣∣∣∣∣
∫
(r−1i (Kε,i)\r−1j (Kε,j))∩Vj
∂2u˜ε,i
∂x2k
∂2u˜ε,j
∂x2l
dx
∣∣∣∣∣(41)
≤
(∫
r−1i (Kε,i)
(
∂2u˜ε,i
∂x2k
)2
dx
)1/2(∫
(Ωε∩Vj)\r−1j (Kε,j)
(
∂2u˜ε,j
∂x2l
)2
dx
)1/2
→ 0 as ε→ 0
in view of (32) and (36).
Combining (38)-(41) with (37), the proof of (28) follows also in the general case.
We now prove the validity of (20). We observe that it is sufficient to show that
lim
ε→0
∫
Ωε
∂2u˜ε,i
∂xk∂xl
∂2u˜ε,j
∂xk∂xl
dx =
∫
Ω
∂2ui
∂xk∂xl
∂2uj
∂xk∂xl
dx .(42)
The procedure that one has to follow to prove (42) is essentially the same adopted in Step 2: first one has
to prove (42) in the case i = j with k, l ∈ {1, . . . , N} not necessarily equal and then one has to pass to the
general case by arguing as above. 2
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3.3. The stability result. In this subsection we prove the following result on spectral convergence for prob-
lems (2) and (5). One of the main assumptions is condition (21) which, as we can see from Lemma 3.1,
guarantees the validity of the properties (19) and (20).
Theorem 3.2. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and let Ω be a
domain of class C1,1(A). Assume the validity of condition (21). Then S∆,ε C−→ S∆ and SD2,ε C−→ SD2 with
respect to the operators Eε defined in (26). In particular, the spectra of (2) and (5) behave continuously at
ε = 0 in the sense of Theorem 2.5.
Proof. The proof of Theorem 3.2 follows directly by Theorem 2.5 and Lemmas 3.9-3.10 below. 2
Remark 5. In the case of a single cuboid we can state a simplified version of Theorem 3.2 the proof of which
would follow the same lines of the proof of Theorem 3.2 with obvious modifications. Namely, if Ω, Ωε are as
in Remark 4 with gε and g satisfying (21) with gε and g in place of gε,j and gj respectively, then S∆,ε
C−→ S∆
and SD2,ε
C−→ SD2 with respect to the operators Eε defined in Remark 4. In particular, the spectra of (2)
and (5) behave continuously at ε = 0 in the sense of Theorem 2.5.
Note that although in this specific case Ωε and Ω are not of class C1,1 but only piecewise C1,1, each of
them is of class C0,1 and satisfies the uniform outer ball condition.
In order to prove Lemma 3.9 and Lemma 3.10, we need a number of preliminary technical results.
To begin with, we give the definition of a map which acts between the spaces V (Ω), V (Ωε) in a reversed
way with respect to Eε. For any w ∈ V (Ωε) put
(43) ŵε,j(x) =
wj(Ψ
−1
ε,j (x)), if x ∈ Ω ∩ Vj
0, if x ∈ Ω \ Vj .
for any j ∈ {1, . . . , s′} and wj := ψjw for any j ∈ {1, . . . , s}. We define
(44) Bεw :=
s′∑
j=1
ŵε,j +
s∑
j=s′+1
wj .
In this way we have constructed a map Bε : V (Ωε)→ V (Ω).
Lemma 3.3. LetA be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain of
class C1,1(A). Assume the validity of condition (21). Then, up to shrink ε0 if necessary,
‖Bεw‖H2(Ω) ≤ C‖∆w‖L2(Ωε) for any w ∈ V (Ωε) and ε ∈ (0, ε0]
where C > 0 is a constant independent of ε.
Proof. Throughout the proof we denote by C a general constant independent of ε which may vary from line
to line. Let w ∈ V (Ωε). Since by (21) |Ωε| → |Ω| as ε → 0 and the Poincare´ constant depends only on the
dimension of the space and the volume of the domain (see the comment before Lemma 2.7), we deduce by
(14) that possibly shrinking ε0∫
Ωε
|∇w|2dx ≤ C‖∆w‖2L2(Ωε) and
∫
Ωε
w2 dx ≤ C‖∆w‖2L2(Ωε)(45)
for all ε ∈ (0, ε0]. Define wj := ψjw. Then by (45) and the fact that ∆wj = w∆ψj + 2∇ψj · ∇w+ψj∆w,
it follows
(46) ‖∆wj‖L2(Ωε) ≤ C‖∆w‖L2(Ωε) .
In the rest of the proof we fix j ∈ {1, . . . , s′}. By direct computation one can show that the function ŵε,j
defined in (43) satisfies
div (Aε(y)∇ŵε,j(y)) = [det(DΨε,j(Ψ−1ε,j (y)))]−1 ∆wj(Ψ−1ε,j (y)) for any y ∈ Ω ∩ Vj
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where Aε(y) := [det(DΨε,j(Ψ−1ε,j (y)))]
−1[DΨε,j(Ψ−1ε,j (y))][DΨε,j(Ψ
−1
ε,j (y))]
T . We may think to the func-
tion Φε,j as defined over all the set {(x′, xN ) ∈ RN : x′ ∈Wj , xN ≤ gε,j(x′)} since we may extend trivially
the function hε,j over the same set. Let us introduce the operator Lεv := div (Aε(y)∇v) for any function
v ∈ V (Ω). Then we have∫
Ω∩Vj
|Lεŵε,j |2dy =
∫
Ωε∩Vj
|∆wj |2 [det(DΨε,j)]−1dx(47)
Combining (46), (47) and (25), we deduce that∫
Ω∩Vj
|Lεŵε,j |2dy ≤ C‖∆wj‖2L2(Ωε) ≤ C‖∆w‖2L2(Ωε) for any ε ∈ (0, ε0] .(48)
In order to complete the proof of the lemma we prove the following claim: there exists a constant C
independent of ε such that
(49) ‖u‖H2(Ω) ≤ C‖Lεu‖L2(Ω∩Vj) for any u ∈ V (Ω) , supp(u) ⊂ Vj , and ε ∈ (0, ε0] .
In order to do that, we proceed by using a standard method from the theory of regularity.
For any u ∈ V (Ω) with supp(u) ⊂ Vj , we define the function fε ∈ L2(r−1j (Σj)) by setting fε(y) =
−Lεu(y) if y ∈ Ω ∩ Vj and fε(y) = 0 if y ∈ r−1j (Σj) \ (Ω ∩ Vj) where
Σj := {(x′, xN ) ∈ RN : x′ ∈Wj , xN ≤ gj(x′)} .
We define the deformation
Φ˜j : Σj →Wj × (−∞, 0]
Φ˜j(x
′, xN ) := (x′, xN − gj(x′))
and the function u˜ : Wj× (−∞, 0]→ R which is defined by u˜(y) = u(r−1j (Φ˜−1j (y))) if y ∈ Φ˜j(rj(Ω∩Vj))
and u˜(y) = 0 if y ∈ (Wj × (−∞, 0)) \ Φ˜j(rj(Ω ∩ Vj)).
We observe that u˜ ∈ H2(Wj × (−∞, 0))∩H10 (Wj × (−∞, 0)) and its support is a compact set contained
in Wj × (−∞, 0] thus allowing to extend it trivially over all RN−1 × (−∞, 0); we still denote by u˜ this
trivial extension. Moreover, we set Ψ˜j(z) := Φ˜j(rj(z)) for all z ∈ r−1j (Σj), and we note that u˜ solves the
equation
(50) −div
(
A˜ε(y)∇u˜
)
= f˜ε in Wj × (−∞, 0)
where
A˜ε(y) := [det(DΨ˜j(Ψ˜
−1
j (y)))]
−1[DΨ˜j(Ψ˜−1j (y))]Aε(Ψ˜
−1
j (y))[DΨ˜j(Ψ˜
−1
j (y))]
T
and f˜ε(y) := [det(DΨ˜j(Ψ˜−1j (y)))]
−1 fε(Ψ˜−1j (y)) for any y ∈Wj × (−∞, 0).
We point out that, in the definition of A˜ε, the function Aε has been extended by zero over the set r−1j (Σj).
Then, we perform the Nirenberg translation method. In order to estimate second derivatives of u˜, we fix
arbitrarily i ∈ {1, . . . , N − 1} and we define u˜h(x) := u˜(x+hei) for any h ∈ R where we have omitted for
simplicity the index i. We use the same notation for any function v ∈ H10 (RN−1 × (−∞, 0)). Similarly, we
denote by (A˜ε)h the translation of A˜ε where A˜ε is extended by zero to the whole of RN−1 × (−∞, 0) (the
fact that this extension may not be Lipschitz continuous in RN−1× (−∞, 0) is not relevant in what follows).
Fix v ∈ H10 (Wj × (−∞, 0)) such that supp(v) is a compact set contained in Wj × (−∞, 0]. Then we
have for |h| small enough v−h ∈ H10 (Wj × (−∞, 0)) and∫
Wj×(−∞,0)
(
A˜ε∇(u˜h − u˜)
)
· ∇v dy(51)
=
∫
Wj×(−∞,0)
f˜ε(v−h − v) dy −
∫
Wj×(−∞,0)
[(
(A˜ε)h − A˜ε
)
∇u˜h
]
· ∇v dy
Now we choose v = u˜h − u˜ in (51) and we proceed by estimating the term on the right hand side of it.
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In the rest of proof we denote by C positive constants independent of h and ε which may vary from line
to line.
Let ω ⊂ RN−1 and δ > 0 be such that ω is open,
supp(u˜) + hei ⊂ ω × (−∞, 0] and (ω × (−∞, 0]) + hei ⊂Wj × (−∞, 0]
for any h ∈ (−δ, δ). In this way we can write
(52) |(A˜ε)h(y)−A˜ε(y)| ≤ C|h| max
n,m,l∈{1,...,N}
∥∥∥∥∥∂(A˜ε)nm∂yl
∥∥∥∥∥
L∞(Wj×(−∞,0))
∀y ∈ ω×(−∞, 0) ,∀|h| < δ
where |A| := supx∈RN\{0} |Ax|/|x| for any N × N matrix. With this choice of ω and δ, exploiting (52),
(21), the definitions of A˜ε, Ψε,j , Φε,j , the fact that A˜ε(y′, yN ) = IN if yN < −(kˆ+ 1)κε < g˜ε,j(y′)− gj(y′)
(here IN denotes the N ×N identity matrix), and (35) we have
∣∣∣∣∣
∫
Wj×(−∞,0)
[(
(A˜ε)h − A˜ε
)
∇u˜h
]
· ∇(u˜h − u˜) dy
∣∣∣∣∣ =
∣∣∣∣∣
∫
ω×(−∞,0)
[(
(A˜ε)h − A˜ε
)
∇u˜h
]
· ∇(u˜h − u˜) dy
∣∣∣∣∣
(53)
=
∣∣∣∣∣
∫
ω
(∫ 0
−(kˆ+1)κε
[(
(A˜ε)h − A˜ε
)
∇u˜h
]
· ∇(u˜h − u˜) dyN
)
dy′
∣∣∣∣∣
≤ C|h| o(κ−1/2ε )
[∫
ω
(∫ 0
−(kˆ+1)κε
∣∣∣∇(u˜h − u˜)∣∣∣2 dyN
)
dy′
]1/2
×
×
[∫
ω
(kˆ + 1)κε
∥∥|∇u˜h(y′, ·)|∥∥2L∞(−∞,0) dy′]1/2
≤ C|h| o(1) ‖u˜h − u˜‖H1(Wj×(−∞,0))
[∫
ω
∥∥∣∣∇u˜h(y′, ·)∣∣∥∥2H1(−∞,0) dy′]1/2
≤ C|h| o(1) · ‖u˜h − u˜‖H1(Wj×(−∞,0))‖u˜‖H2(Wj×(−∞,0))
where here and in the rest of the proof, o(κ−1/2ε ) and o(1) denote functions depending only on ε but in-
dependent of h which have the prescribed asymptotic behavior as ε → 0. We point out that the estimate
‖|∇u˜h(y′, ·)|‖2L∞(−∞,0) ≤ C ‖|∇u˜h(y′, ·)|‖2H1(−∞,0) has been obtained by exploiting the fact that there ex-
ists M > 0 such that supp(u˜h) ⊂ Wj × (−M, 0] for any h ∈ (−δ, δ) and applying (35) on the interval
(−M, 0). On the other hand we also have that
(54)
∣∣∣∣∣
∫
Wj×(−∞,0)
f˜ε[(u˜h − u˜)−h − (u˜h − u˜)] dy
∣∣∣∣∣ ≤ C|h| ‖f˜ε‖L2(Wj×(−∞,0)) ‖u˜h − u˜‖H1(Wj×(−∞,0))
Let us consider the left hand side of (51). Since by (21), A˜ε → IN in L∞(Wj × (−∞, 0)), then up to shrink
ε0 if necessary we have
(55)
N∑
n,m=1
(A˜ε(y))nm ξnξm ≥ 1
2
|ξ|2 for any y ∈Wj × (−∞, 0) , ξ ∈ RN and ε ∈ (0, ε0] .
Therefore we have that∫
Wj×(−∞,0)
(
A˜ε(y)∇(u˜h − u˜)
)
· ∇(u˜h − u˜) dy(56)
≥ 1
2
∫
Wj×(−∞,0)
|∇(u˜h − u˜)|2dy ≥ C‖u˜h − u˜‖2H1(Wj×(−∞,0)) .
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Combining (53)-(56) with (51) we obtain∥∥∥∥ u˜h − u˜h
∥∥∥∥
H1(Wj×(−∞,0))
≤ o(1) · ‖u˜‖H2(Wj×(−∞,0))+C‖f˜ε‖L2(Wj×(−∞,0)) ∀0 < |h| < δ , ∀ε ∈ (0, ε0] .
Passing to the limit as h→ 0 we obtain
(57)
∥∥∥∥ ∂u˜∂xi
∥∥∥∥
H1(Wj×(−∞,0))
≤ o(1) · ‖u˜‖H2(Wj×(−∞,0)) + C‖f˜ε‖L2(Wj×(−∞,0)) ∀ε ∈ (0, ε0]
for any i ∈ {1, . . . , N − 1}.
Since u˜ solves equation (50), using a standard argument (see e.g. page 319 in [20]) one can show that the
validity of (57) for any i ∈ {1, . . . , N − 1} implies the validity of (57) also for i = N . Therefore we may
conclude that up to shrink ε0 if necessary, for any ε ∈ (0, ε0] we have
‖Dαu˜‖L2(Wj×(−∞,0))≤ o(1) · ‖u˜‖H2(Wj×(−∞,0)) + C‖f˜ε‖L2(Wj×(−∞,0)) ∀α ∈ NN , |α| = 2, ∀ε ∈ (0, ε0]
and, in turn,
(58) ‖u˜‖H2(Wj×(−∞,0)) ≤ C
(
‖u˜‖H1(Wj×(−∞,0)) + ‖f˜ε‖L2(Wj×(−∞,0))
)
.
Testing (50) with u˜, using (55) and the Poincare´ inequality in Wj × (−∞, 0), we deduce that
‖u˜‖H1(Wj×(−∞,0)) ≤ C‖f˜ε‖L2(Wj×(−∞,0)) ∀ε ∈ (0, ε0]
which combined with (58) gives
‖u˜‖H2(Wj×(−∞,0)) ≤ C‖f˜ε‖L2(Wj×(−∞,0)) ∀ε ∈ (0, ε0] .
Coming back to Vj the last estimate proves (49).
Applying (49) to ŵε,j and using (48) it follows that
(59) ‖ŵε,j‖H2(Ω) ≤ C‖Lεŵε,j‖L2(Ω∩Vj) ≤ C‖∆w‖L2(Ωε)
for any ε ∈ (0, ε0].
The proof of the lemma then follows from (43). 2
As a consequence of Lemma 3.3 we prove the following
Lemma 3.4. LetA be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain of
class C1,1(A). Assume the validity of condition (21). Then, up to shrink ε0 if necessary,
‖w‖H2(Ωε) ≤ C‖∆w‖L2(Ωε) for any w ∈ V (Ωε) and ε ∈ (0, ε0]
where C > 0 is a constant independent of w and ε.
Proof. Let w ∈ V (Ωε). In this proof we use the same notations introduced in the proof of Lemma 3.3. By
C we denote positive constants independent of w and ε which may vary from line to line.
For any j ∈ {1, . . . , s′} we have
∂2wj
∂xn∂xm
(x) =
N∑
k=1
{[
N∑
l=1
∂2ŵε,j
∂xl∂xk
(Ψε,j(x))
∂[(Ψε,j(x))l]
∂xm
]
∂[(Ψε,j(x))k]
∂xn
(60)
+
∂ŵε,j
∂xk
(Ψε,j(x))
∂2[(Ψε,j(x))k]
∂xn∂xm
}
.
By (21), (60), with an argument similar to the one exploited in the proof of Lemma 3.1, we infer
‖wj‖H2(Ωε) ≤ C‖ŵε,j‖H2(Ω) .
The proof of the lemma now follows combining this estimate with (59). 2
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Thanks to Lemma 3.4 we deduce that, under the assumption (21), the two norms
u 7→
(∫
Ωε
|∆u|2dx
)1/2
, u 7→
(∫
Ωε
|D2u|2dx
)1/2
defined on the space V (Ωε), are uniformly equivalent in the sense that there exists a constant C > 0 inde-
pendent of u and ε such that(∫
Ωε
|∆u|2dx
)1/2
≤ C
(∫
Ωε
|D2u|2dx
)1/2
and
(∫
Ωε
|D2u|2dx
)1/2
≤ C
(∫
Ωε
|∆u|2dx
)1/2
for any u ∈ V (Ωε).
For this reason, for any u ∈ V (Ωε), we put
(61) ‖u‖V (Ωε) :=

(∫
Ωε
|∆u|2dx
)1/2
, for problem (2) ,(∫
Ωε
|D2u|2dx
)1/2
, for problem (5) .
For the same reason, given a set A, we denote by QA(·, ·) and QA(·) the bilinear form and the quadratic
form respectively defined by
(62) QA(u, v) :=
∫
A
∆u∆v dx and QA(u) = QA(u, u)
or by
(63) QA(u, v) :=
∫
A
D2u : D2v dx and QA(u) = QA(u, u)
depending again on the problem we are treating among (2) or (5).
The next lemma deals with a uniform estimate with respect to domain perturbation of the H1/2-norm on
the boundary in terms of the H1-norm of the domain. For simplicity, here and in the sequel we denote the
trace of a function and the function itself with the same symbol.
Lemma 3.5. LetA be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain of
class C1,1(A). Assume the validity of condition (21). Then, up to shrink ε0 if necessary,
‖w‖H1/2(∂Ωε) ≤ C‖w‖H1(Ωε) for any w ∈ H1(Ωε) and ε ∈ (0, ε0]
where C > 0 is a constant independent of ε.
Proof. In this proof C will denote a positive constant independent of w and ε which may vary from line
to line. The norm in H1/2(∂Ωε) can be defined locally using the partition of unity {ψj}1≤j≤s introduced
in Subsection 3.2. In other words if v ∈ H1/2(∂Ωε), for any j = 1, . . . , s′, one can define vj = ψjv on
∂Ωε ∩ Vj and the function
(64) v¯ε,j(y′) := vj(r−1j (y
′, gε,j(y′))) for any y′ ∈Wj ⊂ RN−1 .
Let now w ∈ H1(Ωε) and still denote by w its trace on ∂Ωε so that w can be also seen as an element of
H1/2(∂Ωε). Let wε,j be the corresponding function defined on Wj according to (64).
Exploiting in an appropriate way the maps Φε,j , Ψε,j defined in Subsection 3.2 and the maps Φ˜ε,j , Ψ˜ε,j
defined in the proof of Lemma 3.3, since w ∈ H1(Ωε), the function wε,j can be also interpreted as a function
defined on the whole Wj × (−∞, 0) which belongs to H1(Wj × (−∞, 0)) and its support is a compact set
contained in Wj × (−∞, 0].
Now it is clear that the extension-by-zero of wε,j to the whole RN−1 × (−∞, 0), that we still denote
by wε,j , belongs to H1(RN−1 × (−∞, 0)) and its trace belongs to H1/2(RN−1). Since wε,j is a compactly
supportedH1/2(RN−1)-function, its norm may be defined in the usual way by mean of the Fourier transform.
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Hence, as possible choice (see [31, Page 83]) for H1/2(∂Ωε)-norm of w, we put
(65) ‖w‖H1/2(∂Ωε) =
 s′∑
j=1
‖wε,j‖2H1/2(RN−1)
1/2 .
Applying a well-known trace theorem for functions in H1(RN−1 × (−∞, 0)) (see Theorem 5.1, Chap. 2 in
[31]) we obtain
‖wε,j‖H1/2(RN−1) ≤ C‖wε,j‖H1(RN−1×(−∞,0)) .
By (21) and direct computation, one can verify that
‖wε,j‖H1(RN−1×(−∞,0)) ≤ C‖wj‖H1(Ωε)
The proof of the lemma now follows from (65) and the definition of wj . 2
Lemma 3.6. LetA be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain of
class C1,1(A). Assume the validity of condition (21). Then
lim inf
ε→0
dε1 > 0
where dε1 is given by (4) with Ωε in place of Ω.
Proof. In this proof we denote by C a general constant independent of ε which may vary from estimate to
estimate. For any 0 < ε ≤ ε0, let wε an eigenfunction of (2) corresponding to dε1 satisfying
∫
∂Ωε
(wε)
2
νdS =
1 and let uε := Bεwε with Bε as in Subsection 3.3. Suppose by contradiction that lim infε→0 dε1 = 0 so that
along a sequence of values of ε converging to zero we may assume that dε1 → 0. For simplicity we write
this as dε1 → 0 as ε → 0. Then we have that along the same sequence ‖wε‖V (Ωε) → 0 as ε → 0 since∫
Ωε
|∆wε|2dx = dε1
∫
∂Ωε
(wε)
2
νdS. Applying Lemma 3.3 we deduce that uε → 0 in V (Ω).
According to (43), for any 1 ≤ j ≤ s′, we can define ŵε,j . Moreover for any 1 ≤ j ≤ s we put
wε,j := ψjwε. In this way we have that uε =
∑s′
j=1 ŵε,j +
∑s
j=s′+1wε,j . By direct computation one sees
that
(66)
∂ŵε,j
∂xk
(x) =
N∑
n=1
∂wε,j
∂xn
(Ψ−1ε,j (x))
∂[(Ψ−1ε,j (x))n]
∂xk
for any x ∈ Ω ∩ Vj .
We observe that from the definition of Ψε,j and (21) we have
(67)
∂[(Ψ−1ε,j (x))n]
∂xk
→ δnk uniformly in Vj ∩ Ω as ε→ 0
for any n, k ∈ {1, . . . , N}.
On the other hand, since
∫
∂Ωε
|∇wε|2 dS =
∫
∂Ωε
(wε)
2
ν dS = 1 being wε ≡ 0 on ∂Ωε, for any j ∈
{1, . . . , s′} and k ∈ {1, . . . , N}, ∫∂Ωε (∂wε,j∂xk )2 dS remains bounded as ε → 0. Moreover, using the local
parametrizations of ∂Ωε and ∂Ω combined with (21), we also have
(68)
∫
∂Ω∩Vj
(
∂wε,j
∂xk
(Ψ−1ε,j (x))
)2
dS =
∫
∂Ωε∩Vj
(
∂wε,j
∂xk
)2
dS + o(1) = O(1) as ε→ 0 .
Combining (68) with (67), for any j ∈ {1, . . . , s′} and n, k ∈ {1, . . . , N}, we obtain∫
∂Ω∩Vj
(
∂wε,j
∂xn
(Ψ−1ε,j (x))
)2(∂[(Ψ−1ε,j (x))n]
∂xk
)2
dS → 0 as ε→ 0(69)
if n 6= k and
∫
∂Ω∩Vj
(
∂wε,j
∂xk
(Ψ−1ε,j (x))
)2(∂[(Ψ−1ε,i (x))k]
∂xk
)2
dS =
∫
∂Ω∩Vj
(
∂wε,j
∂xk
(Ψ−1ε,j (x))
)2
dS + o(1) as ε→ 0 .
(70)
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From the proof of Lemma 3.3 one can deduce that not only uε → 0 in V (Ω) but also ŵε,j → 0 in V (Ω),
for any j ∈ {1, . . . , s′}. Hence from the continuity of the trace map (17) we also have that ∂ŵε,j∂xk → 0 in
L2(∂Ω) as ε → 0. From this and (66), (69), it follows that ∂wε,j∂xk (Ψ
−1
ε,j (x))
∂[(Ψ−1ε,j (x))k]
∂xk
→ 0 in L2(∂Ω) as
ε→ 0. This, together with (68) and (70) yields∫
∂Ωε
(
∂wε,j
∂xk
)2
dS → 0 as ε→ 0 for any j ∈ {1, . . . , s′} and k ∈ {1, . . . , N}
and, in turn,
∫
∂Ωε
|∇wε|2dS = o(1) as ε→ 0, a contradiction. 2
Now, we introduce some notations which will be fundamental in the proofs of the next lemmas. For any
y ∈ Ψε,j(∂Ωε ∩ Vi ∩ Vj) we put Θε,i,j(y) := Ψε,i(Ψ−1ε,j (y)) in order to define
(71) Θε,i,j : Ψε,j(∂Ωε ∩ Vi ∩ Vj)→ Θε,i,j(Ψε,j(∂Ωε ∩ Vi ∩ Vj))
as a diffeomorphism between two open subsets of the manifold ∂Ω.
For any k ∈ {1, . . . , s′}we define the local charts Γk : ∂Ω∩Vk →Wk ⊂ RN−1 where Γk(y) := P (rk(y))
and P : RN → RN−1 is the projection (x′, xN ) 7→ x′. We observe that Γ−1k : Wk → ∂Ω ∩ Vk satisfies
Γ−1k (z
′) = r−1k (z
′, gk(z′)) for any z′ ∈Wk. Next we introduce the map
(72) Υε,i,j : Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj))→ Υε,i,j(Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)))
where Υε,i,j(z′) := Γi(Θε,i,j(Γ−1j (z
′))) for any z′ ∈ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)).
Lemma 3.7. LetA be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain of
class C1,1(A). Assume the validity of condition (21).
(i) Let i, j ∈ {1, . . . , s′}. Let {fε}0<ε≤ε0 ⊂ L2(RN−1) be such that supp(fε) ⊂ Γi(∂Ω ∩ Vi) for any
ε ∈ (0, ε0] and let f ∈ L2(RN−1) be such that fε → f in L2(RN−1) as ε → 0. Let Υε,i,j be as in
(72). Define
f˜ε(z
′) :=
fε(Υε,i,j(z
′)) if z′ ∈ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)) ,
0 if z′ ∈ RN−1 \ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)) ,
for any ε ∈ (0, ε0] and
f˜(z′) :=
f(Γi(Γ
−1
j (z
′))) if z′ ∈ Γj(∂Ω ∩ Vi ∩ Vj) ,
0 if z′ ∈ RN−1 \ Γj(∂Ω ∩ Vi ∩ Vj) .
Then f˜ε → f˜ in L2(RN−1) as ε→ 0.
(ii) Let {ωε}0<ε≤ε0 ⊂ L2(∂Ω) be such that supp(ωε) ⊂ ∂Ω ∩ Vi for any ε ∈ (0, ε0], for some i ∈
{1, . . . , s′}. Suppose that there exists ω ∈ L2(∂Ω) such that ωε → ω in L2(∂Ω) as ε → 0. For
j ∈ {1, . . . , s′} let Θε,i,j be as in (71). For any ε ∈ (0, ε0] define the function
ω˜ε(y) :=
{
ωε(Θε,i,j(y)) if y ∈ Ψε,j(∂Ωε ∩ Vi ∩ Vj) ,
0 if y ∈ ∂Ω \Ψε,j(∂Ωε ∩ Vi ∩ Vj) .
Then ω˜ε → ωχ∂Ω∩Vi∩Vj in L2(∂Ω) as ε→ 0.
Proof. We divide the proof of the lemma into three steps. Throughout this proof, C denotes a constant
independent of ε which may vary from line to line.
Step 1. In this step we prove (i) when fε ≡ f for any ε ∈ (0, ε0].
For any σ > 0 let ϕσ ∈ C0(RN−1) be such that ‖f − ϕσ‖L2(RN−1) < σ and supp(ϕσ) ⊂ Γi(∂Ω ∩ Vi).
Similarly to the statement of the lemma we define
ϕ˜σ,ε(z
′) :=
ϕσ(Υε,i,j(z
′)) if z′ ∈ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)) ,
0 if z′ ∈ RN−1 \ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)) .
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and
ϕ˜σ(z
′) :=
ϕσ(Γi(Γ
−1
j (z
′))) if z′ ∈ Γj(∂Ω ∩ Vi ∩ Vj) ,
0 if z′ ∈ RN−1 \ Γj(∂Ω ∩ Vi ∩ Vj) .
By (21) we deduce that ϕ˜ε,σ → ϕ˜σ almost everywhere in RN−1 and that up to shrink ε0 if necessary, there
exists a compact set in RN−1 which contains the support of ϕ˜σ,ε for any ε ∈ (0, ε0]. Therefore by the
Dominated Convergence Theorem we have that
(73) ϕ˜σ,ε → ϕ˜σ in L2(RN−1) as ε→ 0 .
On the other hand with a change of variable, by (21) we obtain
‖f˜ε − ϕ˜σ,ε‖2L2(RN−1) =
∫
Γj(Ψε,j(∂Ωε∩Vi∩Vj))
|f(Υε,i,j(z′))− ϕσ(Υε,i,j(z′))|2dz′(74)
≤ C
∫
Γi(∂Ω∩Vi)
|f(x′)− ϕσ(x′)|2dx′ ≤ Cσ2
and
‖f˜ − ϕ˜σ‖2L2(RN−1) =
∫
Γj(∂Ω∩Vi∩Vj)
|f(Γi(Γ−1j (z′)))− ϕσ(Γi(Γ−1j (z′)))|2dz′(75)
≤ C
∫
Γi(∂Ω∩Vi)
|f(x′)− ϕσ(x′)|2dx′ ≤ Cσ2 .
Combining (74), (75) we have
‖f˜ε − f˜‖L2(RN−1)
≤ ‖f˜ε − ϕ˜σ,ε‖L2(RN−1) + ‖ϕ˜σ,ε − ϕ˜σ‖L2(RN−1) + ‖ϕ˜σ − f˜‖L2(RN−1) ≤ 2
√
Cσ + ‖ϕ˜σ,ε − ϕ˜σ‖L2(RN−1)
and the proof of Step 1 follows by (73) and the arbitrariness of σ.
Step 2. In this step we prove (i) in the general case. To this purpose we define
g˜ε(z
′) :=
f(Υε,i,j(z
′)) if z′ ∈ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj)) ,
0 if z′ ∈ RN−1 \ Γj(Ψε,j(∂Ωε ∩ Vi ∩ Vj))
for any ε ∈ (0, ε0]. By Step 1 we have
(76) g˜ε → f˜ in L2(RN−1) as ε→ 0 .
On the other hand by (21),
‖f˜ε − g˜ε‖2L2(RN−1) =
∫
Γj(Ψε,j(∂Ωε∩Vi∩Vj))
|fε(Υε,i,j(z′))− f(Υε,i,j(z′))|2dz′(77)
≤ C
∫
Γi(∂Ω∩Vi)
|fε(x′)− f(x′)|2dx′ = C‖fε − f‖L2(RN−1) .
Combining (76) and (77) we obtain
‖f˜ε − f˜‖L2(RN−1) ≤ ‖f˜ε − g˜ε‖L2(RN−1) + ‖g˜ε − f˜‖L2(RN−1)
the proof of Step 2 follows.
Step 3. In this step we prove (ii). We set
fε(z
′) =
{
ωε(Γ
−1
i (z
′)) if z′ ∈ Γi(∂Ω ∩ Vi) ,
0 if z′ ∈ RN−1 \ Γi(∂Ω ∩ Vi) ,
f(z′) =
{
ω(Γ−1i (z
′)) if z′ ∈ Γi(∂Ω ∩ Vi) ,
0 if z′ ∈ RN−1 \ Γi(∂Ω ∩ Vi) ,
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and
φε(y) =
fε(Γi(Θε,i,j(y))) if y ∈ Ψε,j(∂Ωε ∩ Vi ∩ Vj) ,0 if y ∈ ∂Ω \Ψε,j(∂Ωε ∩ Vi ∩ Vj),
φ(y) =
f(Γi(y)) if y ∈ ∂Ω ∩ Vi ∩ Vj ,0 if y ∈ ∂Ω \ (Vi ∩ Vj) .
We observe that, using the notation of statement (i), f˜ε(z′) = φε(Γ−1j (z
′)) and f˜(z′) = φ(Γ−1j (z
′)) for
any z′ ∈ Γj(∂Ω ∩ Vj). Moreover,∫
∂Ω
|φε − φ|2dS =
∫
∂Ω∩Vj
|φε − φ|2dS =
∫
Γj(∂Ω∩Vj)
|φε(Γ−1j (z′))− φ(Γ−1j (z′))|2
√
1 + |∇z′gj(z′)|2 dz′
≤ C
∫
RN−1
|f˜ε(z′)− f˜(z′)|2 dz′ = C‖f˜ε − f˜‖L2(RN−1) .
Then by (i) we have that φε → φ in L2(∂Ω) as ε → 0. In order to conclude it suffices to observe that ω˜ε
coincides with φε and ωχ∂Ω∩Vi∩vj coincides with φ . 2
Next we prove
Lemma 3.8. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain
of class C1,1(A). Assume the validity of condition (21). Let wε ∈ V (Ωε) with 0 < ε ≤ ε0, and w ∈ V (Ω)
be such that wε
E−→ w. If we put uε := S∆,εwε and u := S∆w or uε := SD2,εwε and u := SD2w, then
Bεuε ⇀ u in V (Ω) as ε→ 0.
Proof. We prove the lemma by using an argument which works for both problems (2) and (5). In doing this,
we use the notation introduced in (61), (62), (63). We divide the proof of the lemma in several steps.
Step 1. In this step we prove that the V (Ωε)-norm of uε is uniformly bounded with respect to ε ∈ (0, ε0].
First of all we observe that
‖uε‖2V (Ωε) =
∫
∂Ωε
(wε)ν(uε)ν dS ≤
(∫
∂Ωε
(wε)
2
ν dS
)1/2(∫
∂Ωε
(uε)
2
ν dS
)1/2
(78)
≤ (dε1)−1
(∫
Ωε
|∆wε|2dx
)1/2(∫
Ωε
|∆uε|2dx
)1/2
≤ N(dε1)−1‖wε‖V (Ωε)‖uε‖V (Ωε) .
from which it follows that ‖uε‖V (Ωε) ≤ N(dε1)−1‖wε‖V (Ωε).
Therefore, by Lemma 3.6 and the fact that ε 7→ ‖wε‖V (Ωε) is bounded in view of Lemma 3.1 (ii), it follows
that there exists a constant C > 0 independent of ε such that
(79) ‖uε‖V (Ωε) ≤ C for any ε ∈ (0, ε0] .
Step 2. We note that {Bεuε}0<ε≤ε0 is bounded in V (Ω) and, in particular, that it is weakly convergent
in V (Ω) along a sequence εn ↓ 0 as n → +∞. Indeed, applying Lemma 3.3 to {uε}0<ε≤ε0 , it follows that
{Bεuε}0<ε≤ε0 is bounded in V (Ω) up to shrink ε0 if necessary. Thus, for a sequence εn ↓ 0 we have that
there exists u˜ ∈ V (Ω) such that Bεnuεn ⇀ u˜ in V (Ω). For simplicity in the sequel we only write Bεuε ⇀ u˜
as ε → 0 for denoting this convergence along the sequence {εn}. The purpose of the next two steps is to
prove that u˜ = u. This will be done passing to the limit in the following identity
(80) QΩε(uε, Eεϕ) =
∫
∂Ωε
(wε)ν(Eεϕ)ν dS for any ϕ ∈ V (Ω) .
Step 3. In this step we pass to the limit in the left hand side of (80).
We define Kε :=
(⋃s′
j=1 r
−1
j (Kε,j)
)
∪
(⋃s
j=s′+1 Vj
)
and we split the left hand side of (80) into two parts
QΩε(uε, Eεϕ) = QKε(uε, Eεϕ) +QΩε\Kε(uε, Eεϕ) .(81)
Here Kε,j denotes the set defined in Subsection 3.2.
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We recall that ϕj = ψjϕ and that Eεϕ =
∑s′
j=1 ϕ˜ε,j +
∑s
j=s′+1 ϕj . Thus
QKε(uε, Eεϕ) =
s′∑
j=1
QKε(uε, ϕ˜ε,j) +
s∑
j=s′+1
QKε(uε, ϕj) =
s′∑
j=1
QKε∩Vj (uε, ϕ˜ε,j) +
s∑
j=s′+1
QKε(uε, ϕj)
=
s′∑
j=1
Q(Kε∩Vj)\r−1j (Kε,j)(uε, ϕ˜ε,j) +
s′∑
j=1
Qr−1j (Kε,j)
(uε, ϕ˜ε,j) +
s∑
j=s′+1
QKε(uε, ϕj) .
But
|Q(Kε∩Vj)\r−1j (Kε,j)(uε, ϕ˜ε,j)| ≤
(
Q(Kε∩Vj)\r−1j (Kε,j)(uε)
)1/2 (
Q(Kε∩Vj)\r−1j (Kε,j)(ϕ˜ε,j)
)1/2
= o(1)
since Q(Kε∩Vj)\r−1j (Kε,j)(uε) = O(1) thanks to (79) and Q(Kε∩Vj)\r−1j (Kε,j)(ϕ˜ε,j) = o(1) as one can see by
proceeding as for (32) . Similarly we have Q(Kε∩Vj)\r−1j (Kε,j)(uε, ϕj) = o(1). Hence
QKε(uε, Eεϕ) =
s′∑
j=1
Qr−1j (Kε,j)
(uε, ϕ˜ε,j) +
s∑
j=s′+1
QKε(uε, ϕj) + o(1)(82)
=
s′∑
j=1
Qr−1j (Kε,j)
(uε, ϕj) +
s∑
j=s′+1
QKε(uε, ϕj) + o(1)
=
s′∑
j=1
QKε(uε, ϕj) +
s∑
j=s′+1
QKε(uε, ϕj) + o(1) = QKε(uε, ϕ) + o(1) .
In a similar way one can treat QKε(Bεuε, ϕ):
QKε(Bεuε, ϕ) =
s′∑
j=1
QKε(ûε,j , ϕ) +
s∑
j=s′+1
QKε(uε,j , ϕ) =
s′∑
j=1
QKε∩Vj (ûε,j , ϕ) +
s∑
j=s′+1
QKε(uε,j , ϕ)
(83)
=
s′∑
j=1
Q(Kε∩Vj)\r−1j (Kε,j)(ûε,j , ϕ) +
s′∑
j=1
Qr−1j (Kε,j)
(ûε,j , ϕ) +
s∑
j=s′+1
QKε(uε,j , ϕ)
=
s′∑
j=1
Q(Kε∩Vj)\r−1j (Kε,j)(ûε,j , ϕ) +
s′∑
j=1
Qr−1j (Kε,j)
(uε,j , ϕ) +
s∑
j=s′+1
QKε(uε,j , ϕ) .
From the end of the proof of Lemma 3.3 we infer that {ûε,j}0<ε≤ε0 is bounded in H2(Ω).
Moreover Q(Kε∩Vj)\r−1j (Kε,j)(ϕ) = o(1). Therefore, as ε→ 0, we have
|Q(Kε∩Vj)\r−1j (Kε,j)(ûε,j , ϕ)| ≤ (QΩ(ûε,j))
1/2
(
Q(Kε∩Vj)\r−1j (Kε,j)(ϕ)
)1/2
= o(1) ,
|Q(Kε∩Vj)\r−1j (Kε,j)(uε,j , ϕ)| ≤ (QΩε(uε))
1/2
(
Q(Kε∩Vj)\r−1j (Kε,j)(ϕ)
)1/2
= o(1) .
Combining this with (83), we obtain
QKε(Bεuε, ϕ) =
s′∑
j=1
Q(Kε∩Vj)\r−1j (Kε,j)(uε,j , ϕ) +
s′∑
j=1
Qr−1j (Kε,j)
(uε,j , ϕ) +
s∑
j=s′+1
QKε(uε,j , ϕ) + o(1)
(84)
= QKε(uε, ϕ) + o(1) as ε→ 0 .
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By (82) and (84) it follows
(85) QKε(uε, Eεϕ) = QKε(Bεuε, ϕ) + o(1) as ε→ 0 .
Now, let us consider the second term on the right hand side of (81). We have
(86) |QΩε\Kε(uε, Eεϕ)| ≤ (QΩε(uε))1/2
(
QΩε\Kε(Eεϕ)
)1/2
.
But, as ε→ 0, we have
QΩε\Kε(Eεϕ) ≤ s′
s′∑
j=1
QΩε\Kε(ϕ˜ε,j) ≤ s′
s′∑
j=1
Q(Ωε∩Vj)\r−1j (Kε,j)(ϕ˜ε,j) = o(1) .(87)
By (86) and (87) we arrive to QΩε\Kε(uε, Eεϕ) = o(1) as ε→ 0.
Similarly we also have QΩ\Kε(Bεuε, ϕ) = o(1) as ε → 0. Inserting these two last asymptotic estimates
and (85) into (81) we infer
(88) QΩε(uε, Eεϕ) = QKε(Bεuε, ϕ) +QΩ\Kε(Bεuε, ϕ) + o(1) = QΩ(Bεuε, ϕ) + o(1) as ε→ 0 .
Since Bεuε ⇀ u˜ in V (Ω) then
(89) QΩε(uε, Eεϕ)→ QΩ(u˜, ϕ) as ε→ 0 .
Step 4. The next purpose is to pass to the limit in the right hand side of (80).
First of all we observe that thanks to Lemma 3.1∣∣∣∣∫
∂Ωε
(wε)ν(Eεϕ)ν dS −
∫
∂Ωε
(Eεw)ν(Eεϕ)ν dS
∣∣∣∣(90)
≤ 2(dε1)−1 ‖wε − Eεw‖V (Ωε) · (‖ϕ‖V (Ω) + o(1)) = o(1) ,
as ε→ 0. We claim that
(91)
∫
∂Ωε
(Eεw)ν(Eεϕ)ν dS →
∫
∂Ω
wνϕν dS as ε→ 0 .
In order to estimate
∫
∂Ωε
(Eεw)ν(Eεϕ)ν dS we proceed as follows:∫
∂Ωε
(Eεw)ν(Eεϕ)ν dS =
N∑
n,m=1
∫
∂Ωε
∂(Eεw)
∂xn
νε,n
∂(Eεϕ)
∂xm
νε,m dS(92)
=
N∑
n,m=1
s′∑
i,j=1
∫
∂Ωε∩Vi∩Vj
∂(wi(Ψε,i(x)))
∂xn
∂(ϕj(Ψε,j(x)))
∂xm
νε,n(x)νε,m(x) dS
=
N∑
n,m,k,l=1
s′∑
i,j=1
∫
Ψε,j(∂Ωε∩Vi∩Vj)
∂wi
∂yk
(Ψε,i(Ψ
−1
ε,j (y)))
∂ϕj
∂yl
(y)Wε,n,m,k,l,i,j(y) dS .
where we denoted by νε = (νε,1, . . . , νε,N ) the unit normal to ∂Ωε and we put
(93)
Wε,n,m,k,l,i,j(y) := νε,n(Ψ
−1
ε,j (y))νε,m(Ψ
−1
ε,j (y))
∂(Ψε,i)k
∂xn
(Ψ−1ε,j (y))
∂(Ψε,j)l
∂xm
(Ψ−1ε,j (y))
√
1+|∇x′gε,j(Γj(y))|2√
1+|∇x′gj(Γj(y))|2
.
By (21) we deduce that the trivial extension of Wε,n,m,k,l,i,j to the whole ∂Ω converges almost everywhere
to the function νnνmδknδlm χ∂Ω∩Vi∩Vj and it remains uniformly bounded as ε→ 0. Then, applying Lemma
3.7 (ii) to w, by (92) we obtain as ε→ 0∫
∂Ωε
(Eεw)ν(Eεϕ)ν dS →
N∑
n,m=1
s′∑
i,j=1
∫
∂Ω∩Vi∩Vj
∂wi
∂yn
∂ϕj
∂ym
νnνm dS =
∫
∂Ω
wνϕν , dS .
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This completes the proof of (91). In turn, by (90)-(91), we obtain
(94)
∫
∂Ωε
(wε)ν(Eεϕ)ν dS →
∫
∂Ω
wνϕν dS as ε→ 0 .
Step 5. In this last step we complete the proof of the lemma.
Inserting (89) and (94) into (80) we deduce that
QΩ(u˜, ϕ) =
∫
∂Ω
wνϕν dS for any ϕ ∈ V (Ω) .
On the other hand, also the function u is a solution of the same variational problem and hence, by uniqueness
of the solution of such a problem, we conclude that u˜ = u. In particular this means that the weak limit u˜
does not depend on the choice of the sequence ε ↓ 0, thus proving that the convergence Bεuε ⇀ u does not
occur only along a special sequence but as ε→ 0 in the usual sense. This completes the proof of the lemma.
2
Lemma 3.9. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain
of class C1,1(A). Assume the validity of condition (21). Let wε ∈ V (Ωε) with 0 < ε ≤ ε0, and w ∈ V (Ω)
be such that wε
E−→ w. If we put uε := S∆,εwε and u := S∆w or uε := SD2,εwε and u := SD2w then
uε
E−→ u. In particular this implies that S∆,ε EE−→ S∆ and SD2,ε EE−→ SD2 as ε → 0 in the sense of
Definition 2.2.
Proof. We use the notation of (61), (62), (63) in order to treat the problems (2) and (5) simultaneously.
Let us consider
(95) ‖uε − Eεu‖2V (Ωε) = ‖uε‖2V (Ωε) − 2QΩε(uε, Eεu) + ‖Eεu‖2V (Ωε) .
Proceeding as in (88) and (89) we obtain
(96) QΩε(uε, Eεu) = QΩ(Bεuε, u) + o(1)→ QΩ(u, u) .
The fact that QΩ(Bεuε, u) → QΩ(u, u) is a consequence of the weak convergence Bεuε ⇀ u in V (Ω)
proved in Lemma 3.8. On the other hand by Lemma 3.1 we have
(97) ‖Eεu‖2V (Ωε) → ‖u‖2V (Ω) = QΩ(u, u) .
It remains to prove that ‖uε‖2V (Ωε) → ‖u‖2V (Ω). We proceed as follows
QΩε(uε, uε) =
∫
∂Ωε
(wε)ν(uε)ν dS =
∫
∂Ωε
(Eεw)ν(uε)ν dS + o(1)(98)
where the second identity can be obtained by proceeding exactly as in (90) and exploiting the fact that
‖uε‖V (Ωε) = O(1) as ε→ 0 as we have shown in (79).
We claim that
(99)
∫
∂Ωε
(Eεw)ν(uε)ν dS →
∫
∂Ω
wνuν dS = QΩ(u, u) .
Inserting (96)-(99) into (95) we obtain the proof of the lemma. It remains to prove (99).
In order to estimate
∫
∂Ωε
(Eεw)ν(uε)ν dS we proceed as follows:∫
∂Ωε
(Eεw)ν(uε)ν dS =
N∑
n,m=1
∫
∂Ωε
∂(Eεw)
∂xn
νε,n
∂uε
∂xm
νε,m dS(100)
=
N∑
n,m=1
s′∑
i,j=1
∫
∂Ωε∩Vi∩Vj
∂(wi(Ψε,i(x)))
∂xn
∂uε,j
∂xm
(x) νε,n(x)νε,m(x) dS
=
N∑
n,m,k,l=1
s′∑
i,j=1
∫
Ψε,j(∂Ωε∩Vi∩Vj)
∂wi
∂yk
(Ψε,i(Ψ
−1
ε,j (y)))
∂ûε,j
∂yl
(y)Wε,n,m,k,l,i,j(y) dS .
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with νε,n, νε,m and Wε,n,m,k,l,i,j as in (93).
Applying Lemma 3.7 (ii) to w, applying (59) to uε, exploiting the fact that Bεuε ⇀ u in V (Ω), and
proceeding as at the end of the proof of Lemma 3.8, as ε→ 0, we have∫
∂Ωε
(Eεw)ν(uε)ν dS =
N∑
n,m=1
s′∑
i,j=1
∫
∂Ω∩Vi∩Vj
∂wi
∂yn
∂ûε,j
∂ym
νnνm dS + o(1)
=
N∑
n,m=1
s′∑
i=1
∫
∂Ω∩Vi
∂wi
∂yn
∂(Bεuε)
∂ym
νnνm dS + o(1)
=
N∑
n,m=1
s′∑
i=1
∫
∂Ω∩Vi
∂wi
∂yn
∂u
∂ym
νnνm dS + o(1) =
∫
∂Ω
wνuν dS + o(1) .
This completes the proof of (99) and of the lemma. 2
Lemma 3.10. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A) and Ω a domain
of class C1,1(A). Assume the validity of condition (21). Let wε ∈ V (Ωε) with 0 < ε ≤ ε0 be such that
‖wε‖V (Ωε) = 1. Then {S∆,εwε}0<ε≤ε0 and {SD2,εwε}0<ε≤ε0 are precompact in the sense of Definition 2.3.
In particular, by Definition 2.4 and Lemma 3.9 we have that S∆,ε
C−→ S∆ and SD2,ε C−→ SD2 as ε→ 0.
Proof. According to the notations of Lemma 3.8 we put uε := S∆,εwε for problem (2) and uε := SD2,εwε
for problem (5). Exploiting the fact that ‖wε‖V (Ωε) is bounded we may proceed as in the proof of Lemma
3.8 and prove that Bεuε ⇀ u˜ along a sequence, for some u˜ ∈ V (Ω). We divide the remaining part of the
proof into four steps. We recall that as in the proof of Lemma 3.8, for any ε ∈ (0, ε0] we have that uε satisfies
(80).
Step 1. In this step we pass to the limit in the right hand side of (80).
We put hε,n,i := ψi ∂wε∂xn for n = 1, . . . , N and i = 1, . . . , s
′, and we proceed as follows:∫
∂Ωε
(wε)ν(Eεϕ)ν dS =
N∑
n,m=1
∫
∂Ωε
∂wε
∂xn
νε,n
∂(Eεϕ)
∂xm
νε,m dS(101)
=
N∑
n,m=1
s′∑
i,j=1
∫
∂Ωε∩Vi∩Vj
hε,n,i(x)
∂(ϕj(Ψε,j(x)))
∂xm
νε,n(x)νε,m(x) dS
=
N∑
n,m,l=1
s′∑
i,j=1
∫
Ψε,j(∂Ωε∩Vi∩Vj)
hε,n,i(Ψ
−1
ε,j (y))
∂ϕj
∂yl
(y)Wε,n,m,l,j(y) dS .
where we denoted by νε = (νε,1, . . . , νε,N ) the unit normal to ∂Ωε and we put
Wε,n,m,l,j(y) := νε,n(Ψ
−1
ε,j (y))νε,m(Ψ
−1
ε,j (y))
∂(Ψε,j)l
∂xm
(Ψ−1ε,j (y))
√
1+|∇x′gε,j(Γj(y))|2√
1+|∇x′gj(Γj(y))|2
.
By (21) we deduce that the trivial extension of Wε,n,m,l,j to the whole ∂Ω converges almost everywhere to
the function νnνmδlm χ∂Ω∩Vi∩Vj and it remains uniformly bounded as ε→ 0.
Now we observe that by Lemma 3.4 and Lemma 3.5, there exists a positive constant C such that
‖hε,n,i‖H1/2(∂Ωε) < C for any ε ∈ (0, ε0] .
Hence, if we put ωε,n,i = hε,n,i ◦Ψ−1ε,i , by (65), we also deduce that {ωε,n,i}0<ε≤ε0 is bounded in H1/2(∂Ω)
and by the compact embedding H1/2(∂Ω) ⊂ L2(∂Ω) we also have that {ωε,n,i}0<ε≤ε0 is precompact in
L2(∂Ω). Then, along a sequence εk ↓ 0 we may assume that ωεk,n,i → Fn,i in L2(∂Ω) as k → +∞.
For simplicity, in the rest of the proof of the lemma we will omit the subindex k and we simply write
ωε,n,i → Fn,i in L2(∂Ω) as ε→ 0.
But ωε,n,i(Θε,i,j(y)) = hε,n,i(Ψ−1ε,j (y)) for any y ∈ Ψε,j(∂Ωε ∩ Vi ∩ Vj).
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Then, applying Lemma 3.7 (ii) to ωε,n,i, by (101) we obtain as ε→ 0∫
∂Ωε
(wε)ν(Eεϕ)ν dS →
N∑
n,m=1
s′∑
i,j=1
∫
∂Ω∩Vi∩Vj
Fn,i
∂ϕj
∂ym
νnνm dS =
∫
∂Ω
(F · ν)ϕν dS(102)
where we put F =
(∑s′
i=1 F1,i, . . . ,
∑s′
i=1 FN,i
)
.
Step 2. In this step we pass to the limit in the left hand side of (80).
We can proceed exactly as in the proof of Step 3 in Lemma 3.8 since the only fact exploited there, is that
the V (Ωε)-norm of uε can be estimated uniformly with respect to ε. In this way, one proves that (89) holds
true.
Inserting (89) and (102) into (80) we obtain
(103) QΩ(u˜, ϕ) =
∫
∂Ω
(F · ν)ϕν dS for any ϕ ∈ V (Ω) .
Step 3. The purpose of this step is to pass to the limit in the right hand side of the following identity
(104) QΩε(uε, uε) =
∫
∂Ωε
(wε)ν(uε)ν dS .
Similarly to (101) we can write∫
∂Ωε
(wε)ν(uε)ν dS =
N∑
n,m,l=1
s′∑
i,j=1
∫
Ψε,j(∂Ωε∩Vi∩Vj)
hε,n,i(Ψ
−1
ε,j (y))
∂ûε,j
∂yl
(y)Wε,n,m,l,j(y) dS(105)
with hε,n,i and Wε,n,m,l,j as in Step 1, and ûε,j as in (43). By (59) we deduce that, passing to the limit along
a subsequence of the sequence {εk} introduced in Step 1, for any j ∈ {1, . . . , s′} there exists a function
Uj ∈ V (Ω) such that ûε,j ⇀ Uj in V (Ω). Using the same notations of Step 1, we simply write ε → 0 to
denote the convergence along a sequence. By (105), we then have as ε→ 0
(106)
∫
∂Ωε
(wε)ν(uε)ν dS →
N∑
n,m,l=1
s′∑
i,j=1
∫
∂Ω∩Vi∩Vj
Fn,i
∂Uj
∂yl
νnνm dS
Since Bεuε =
∑s′
j=1 ûε,j on ∂Ω, from the uniqueness of the weak limit in V (Ω), one immediately obtains
u˜ =
∑s′
j=1 Uj which inserted into (106) gives
(107)
∫
∂Ωε
(wε)ν(uε)ν dS →
∫
∂Ω
(F · ν) u˜ν dS .
Step 4. In this step we conclude the proof of the lemma.
Choosing ϕ = u˜ in (103) and combining this with (104), (107), we obtain as ε → 0 along a proper
sequence εk ↓ 0,
(108) ‖uε‖2V (Ωε) = QΩε(uε, uε) =
∫
∂Ωε
(wε)ν(uε)ν dS →
∫
∂Ω
(F · ν) u˜ν dS = QΩ(u˜, u˜) = ‖u˜‖2V (Ω) .
On the other hand, by (80), (102), (103) with ϕ = u˜, we obtain as ε→ 0 along the same sequence converging
to zero,
(109) QΩε(uε, Eεu˜)→ QΩ(u˜, u˜) = ‖u˜‖2V (Ω) .
Combining (108) and (109) with Lemma 3.1 (ii), we obtain
‖uε − Eεu˜‖2V (Ωε) = ‖uε‖2V (Ωε) − 2QΩε(uε, Eεu˜) + ‖Eεu˜‖2V (Ωε) → 0 .
This proves that along a sequence we have uε
E−→ u˜ as ε → 0 or equivalently that {S∆,εwε}0<ε≤ε0 and
{SD2,εwε}0<ε≤ε0 are precompact in the sense of Definition 2.3. The proof of the lemma now follows from
Lemma 3.9 and Definition 2.4. 2
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As a bypass product of a number of results proved in this section, we have the following proposition which
we believe has its own interest since it clarifies even more the meaning of E-convergence with respect to the
operators Eε used above.
Proposition 3.11. Let A be an atlas. Let {Ωε}0<ε≤ε0 be a family of domains of class C1,1(A), Ω a domain
of class C1,1(A) and for any ε ∈ (0, ε0] let Eε be the map defined in (26). Assume the validity of condition
(21). If uε ∈ V (Ωε), u ∈ V (Ω) is such that uε E−→ u as ε→ 0 then
(110) ‖uε − u‖H2(Ωε∩Ω) → 0, and ‖∇uε − Eε∇u‖L2(∂Ωε) → 0,
as ε→ 0.
Proof. Let Kε ⊂ Ωε ∩Ω be as in the proof of Lemma 3.8. Recall that Eεu = u on Kε. In order to prove the
first limit in (3.11) it suffices to note that by Lemma 3.4 and the proof of Lemma 3.1 we have
‖uε − u‖H2(Ωε∩Ω) ≤ ‖uε − Eεu‖H2(Ωε∩Ω) + ‖Eεu− u‖H2(Ωε∩Ω)
≤ ‖uε − Eεu‖H2(Ωε) + ‖Eεu− u‖H2((Ωε∩Ω)\Kε)
≤ C‖uε − Eεu‖V (Ωε) + ‖Eεu− u‖H2((Ωε∩Ω)\Kε)
= C‖uε − Eεu‖V (Ωε) + o(1).
In order to prove the second limit in (3.11) we note that by Lemma 3.5 the trace constant can be taken
uniform with the respect to ε hence ‖∇uε − ∇(Eεu)‖L2(∂Ωε) ≤ C‖uε − Eεu‖H2(Ωε) = o(1). Finally, by
standard computations one can see that ‖∇uε − Eε∇u‖L2(∂Ωε) = ‖∇uε −∇(Eεu)‖L2(∂Ωε) + o(1). 2
4. OPTIMALITY OF CONDITION (21): DEGENERATIONS AND STRANGE TERMS
We plan to discuss the optimality of condition (21). We ask whether spectral stability is still verified if we
remove condition (21) from the statement of Theorem 3.2. In order to give an answer to this question we
assume particular conditions on the domain Ω and on its perturbations Ωε. We follow closely the approach
introduced in [4]. We assume that Ω is in the form Ω = W × (−1, 0) where W is a cuboid or a bounded
domain in RN−1 of class C1,1. We assume that the perturbed domain Ωε is given by
Ωε = {(x′, xN ) : x′ ∈W ,−1 < xN < gε(x′)}
where gε(x′) = εαb(x′/ε) for any x′ ∈ W and b : RN−1 → [0,+∞) is a Y -periodic function where
Y =
(−12 , 12)N−1 is the unit cell in RN−1.
We denote by Γε and Γ the sets
(111) Γε := {(x′, gε(x′)) : x′ ∈W} and Γ := W × {0} .
In this case, condition (21) can be used provided α > 3/2. In fact, we have the following straightforward
application of Theorem 3.2 in the simplified form discussed in Remark 5.
Corollary 4.1. Suppose that the function b defined above belongs to C1,1(RN−1). Let Ω and Ωε be as
above. Let S∆,ε, S∆ be the Steklov operators for (2) in Ωε and Ω respectively, and let SD2,ε, SD2 be the
Steklov operators for (5) in Ωε and Ω respectively, see Subsection 3.1. If α > 3/2 then S∆,ε
C−→ S∆ and
SD2,ε
C−→ SD2 as ε→ 0.
Proof. For fixed α˜ ∈]3/2, α[, we set κε = ε2α˜/3 and we note that condition (21) is satisfied with gε,j , gj
replaced by gε, g ≡ 0 respectively. The proof follows by Theorem 3.2 (actually, by the simplified version of
it concerning the case of domains defined as subgraphs of functions defined in one single cuboid, see Remark
5). 2
We shall see that Corollary 4.1 no longer holds for problem (5) if α ≤ 3/2. The cases α < 3/2 and
α = 3/2 are considerably different. In the first case we have degeneration to Dirichlet boundary conditions,
in the second case we have the appearance of a strange term in the limiting boundary conditions. We discuss
the two cases in the following subsections.
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4.1. Case α < 3/2: degeneration. In this case it appears that the energy spaces V (Ωε) = H2(Ωε) ∩
H10 (Ωε) degenerate as ε→ 0 to a suitable energy space which encodes Dirichlet boundary conditions on Γ.
Namely, let us define the space
(112) H20,Γ(Ω) := {u ∈ H2(Ω) ∩H10 (Ω) : uν = 0 on Γ} .
According to Section 3.1, we define TD2,Γ : H20,Γ(Ω)→ (H20,Γ(Ω))′ by
(H20,Γ(Ω))
′〈TD2,Γu, v〉H20,Γ(Ω) :=
∫
Ω
D2u : D2v dx for any u, v ∈ H20,Γ(Ω) .
We also define the operator JΓ : H20,Γ(Ω)→ (H20,Γ(Ω))′ by
(H20,Γ(Ω))
′〈JΓu, v〉H20,Γ(Ω) :=
∫
∂Ω\Γ
uνvν dS for any u, v ∈ H20,Γ(Ω) .
Finally we define SD2,Γ : H20,Γ(Ω)→ H20,Γ(Ω) as SD2,Γ := T−1D2,Γ ◦ JΓ.
We shall prove that SD2,ε converges compactly to SD2,Γ as ε → 0. To do so we need to clarify which
family of operators Eε : H20,Γ(Ω) → V (Ωε) we consider. In the case α < 3/2 we can no longer use the
operators Eε defined in Subsection 3.2. However, here it is possible to consider a much simpler family of
operators given by the extension-by-zero operators.
Let us define the extension-by-zero operator E0 : H20,Γ(Ω) → V (Ωε) which maps any function u ∈
H20,Γ(Ω) to E0u where E0u : W × (−1,+∞)→ R coincides with u over Ω and vanishes in W × [0,+∞).
We observe that E0 is well-defined as an operator from H20,Γ(Ω) to V (Ωε) since for any u ∈ H20,Γ(Ω) we
have E0u ∈ H2(W × (−1,+∞)) being u = uν = 0 on Γ and hence its restriction to Ωε belongs indeed to
V (Ωε).
Since we are dealing with problem (5), the space V (Ωε) and the space H20,Γ(Ω) will be endowed with the
second scalar product in (15), i.e.
‖u‖V (Ωε) :=
(∫
Ωε
|D2u|2dx
)1/2
for any u ∈ V (Ωε) ,
‖u‖H20,Γ(Ω) :=
(∫
Ω
|D2u|2dx
)1/2
for any u ∈ H20,Γ(Ω) .
According to Definitions 2.1-2.4, the following notions of convergence are well defined
uε
E−→ u , Bε EE−→ B0 , Bε C−→ B0
once we putHε = V (Ωε),H0 = H20,Γ(Ω) and Eε = E0. We observe that property (11) is trivially satisfied.
Then the following result holds
Theorem 4.1. Suppose that the function b defined above belongs to C1,1(RN−1) and is not constant. Let Ω
and Ωε be as above. Let SD2,ε, SD2 be the Steklov operators for (5) in Ωε and Ω respectively, see Section
3.1. Finally, let SD2,Γ : H20,Γ(Ω)→ H20,Γ(Ω) be as above. If α ∈
[
1, 32
)
then SD2,ε
C−→ SD2,Γ as ε→ 0 and
in particular the eigenvalues of (5) in Ωε converge, as ε→ 0, to the eigenvalues of the following problem
(113)

∆2u = 0, in Ω ,
u = 0, on ∂Ω ,
uν = 0, on Γ ,
∆u−K(x)uν − δuν = 0, on ∂Ω \ Γ .
The proof of Theorem 4.1 is based on a number of technical results. First of all, we prove that the V (Ωε)-
norm is uniformly equivalent to the H2(Ωε)-norm.
Lemma 4.2. Suppose that all the assumptions of Theorem 4.1 are satisfied. Then there exist ε0 > 0 and
C > 0 such that
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(i) for any u ∈ V (Ωε) and ε ∈ (0, ε0] we have
‖u‖H2(Ωε) ≤ C‖u‖V (Ωε) ;
(ii) for any v ∈ H1(Ωε) and ε ∈ (0, ε0] we have
‖v‖L2(∂Ωε) ≤ C‖v‖H1(Ωε) .
Proof. The proof of (i) is a consequence of Lemma 2.7, see also (45). The proof of (ii) follows from direct
computation exploiting the fact that under the assumptions of Theorem 4.1, the first order derivatives of gε
remain uniformly bounded as ε→ 0. 2
As an immediate consequence of Lemma 4.2 we obtain the following uniform estimate for the first eigen-
value of (5).
Lemma 4.3. Suppose that all the assumptions of Theorem 4.1 are satisfied. Then
lim inf
ε→0
δε1 > 0
where δε1 is defined by (18) with Ωε in place of Ω.
Proof. We denote by C a positive constant independent of ε and u which may vary from line to line. Let
u ∈ V (Ωε) and for i ∈ {1, . . . , N} let us apply Lemma 4.2 to ∂u∂xi :∥∥∥∥ ∂u∂xi
∥∥∥∥
L2(∂Ωε)
≤ C
∥∥∥∥ ∂u∂xi
∥∥∥∥
H1(Ωε)
≤ C‖u‖H2(Ωε) ≤ C‖u‖V (Ωε) for any u ∈ V (Ωε) and ε ∈ (0, ε0] .
Thus ∫
∂Ωε
u2ν dS ≤ C
∫
Ωε
|D2u|2dx for any u ∈ V (Ωε) and ε ∈ (0, ε0] .
The proof of the lemma then follows from (18). 2
Next we prove that the family of operators {SD2,ε} E-converges to SD2,Γ as ε→ 0.
Lemma 4.4. Suppose that all the assumptions of Theorem 4.1 are satisfied. Then SD2,ε
EE−→ SD2,Γ as ε→ 0.
Proof. Let wε ∈ V (Ωε) and w ∈ H20,Γ(Ω) be such that wε E−→ w as ε → 0. Put uε := SD2,εwε. We
claim that ‖uε‖V (Ωε) remains bounded as ε→ 0. Using the same argument as in (78) we have ‖uε‖2V (Ωε) ≤
(δε1)
−1‖wε‖V (Ωε)‖uε‖V (Ωε) and this together with Lemma 4.3 proves the claim being ‖wε‖V (Ωε) bounded
as ε→ 0 as a consequence of the fact that wε E−→ w.
In particular by Lemma 4.2 (i) we also have that {(uε)|Ω}0<ε≤ε0 is bounded inH2(Ω) as ε→ 0 and hence
along a sequence we have that there exists u ∈ H2(Ω), possibly depending on the choice of the sequence,
such that (uε)|Ω ⇀ u in H2(Ω) as ε→ 0.
By taking the trivial extension of uε to the wholeRN , one sees that it is weakly convergent inH1(RN ) and
pointwise convergent almost everywhere (up to a subsequence) to a function belonging to H1(RN ), whose
restriction to Ω coincides with u. This shows that u ∈ H10 (Ω).
We claim that uν = ∂u∂xN = 0 on Γ thus showing that u ∈ H20,Γ(Ω). In order to prove the claim we
apply [18, Lemma 4.3] or more precisely its extension to the N -dimensional case. Indeed, for any i ∈
{1, . . . , N−1}, proceeding as in proof of Theorem 7.4 in [4], we define the family of vector fields depending
on the parameter ε
V (i)ε =
(
0, . . . , 0,− ∂uε
∂xN
, 0, . . . , 0,
∂uε
∂xi
)
where the only two nontrivial components are the i-th and N -th ones. Since uε(x′, gε(x′)) = 0 for any
x′ ∈ W it follows that V (i)ε · ν = 0 on Γε and hence, since α < 32 , we can apply [18, Lemma 4.3 (i)] to this
vector field and obtain
− ∂u
∂xN
(x′, 0)
∂b
∂yi
(y′) = 0 for any x′ ∈W and y′ ∈ RN−1 .
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Since b is not constant we deduce that ∂u∂xN ≡ 0 in Γ thus proving the claim.
We now prove that u does not depend on the sequence converging to zero. Letting ϕ ∈ H20,Γ(Ω) we obtain∫
Ω
D2uε : D
2ϕdx =
∫
Ωε
D2uε : D
2(E0ϕ) dx =
∫
∂Ωε
(wε)ν(E0ϕ)ν dS =
∫
∂Ω\Γ
(wε)νϕν dS .(114)
From the weak convergence (uε)|Ω ⇀ u in H2(Ω), boundedness of {(wε)|Ω}0<ε≤ε0 in H2(Ω) as ε → 0,
and compactness of the trace map, we can pass to the limit in (114) as ε→ 0 along a sequence and obtain
(115)
∫
Ω
D2u : D2ϕdx =
∫
∂Ω\Γ
wνϕν dS for any ϕ ∈ H20,Γ(Ω) .
We observe that the first function appearing in the integral at the right hand side of (115) is exactly w since,
by Lemma 4.2 (i), wε
E−→ w implies (wε)|Ω → w in H2(Ω).
The variational identity (115) proves that u ∈ H20,Γ(Ω) is a weak solution of the problem
(116)

∆2u = 0, in Ω ,
u = 0, on ∂Ω ,
uν = 0, on Γ ,
∆u−K(x)uν = wν , on ∂Ω \ Γ .
Since it is easy to check that this problem admits a unique solution, we deduce that u depends only on w and
not on the sequence converging to zero. Moreover, we also have that u = SD2,Γw.
Then we prove that uε
E−→ u. Since E0u vanishes outside Ω and (uε)|Ω ⇀ u in H2(Ω), we have
‖uε − E0u‖2V (Ωε) =
∫
Ωε
|D2uε|2dx− 2
∫
Ω
D2uε : D
2u dx+
∫
Ω
|D2u|2dx(117)
=
∫
Ωε
|D2uε|2dx−
∫
Ω
|D2u|2dx+ o(1) .
Now we observe that
(118)
∫
Ωε
|D2uε|2dx =
∫
∂Ωε
(wε)ν(uε)ν dS .
We prove that
(119)
∫
∂Ωε
(wε)ν(uε)ν dS →
∫
∂Ω
wνuν dS =
∫
∂Ω\Γ
wνuν dS .
Indeed we have∣∣∣∣∫
∂Ωε
(wε)ν(uε)ν dS −
∫
∂Ω
wνuν dS
∣∣∣∣
≤
∣∣∣∣∫
∂Ωε
(wε − E0w)ν(uε)ν dS
∣∣∣∣+ ∣∣∣∣∫
∂Ωε
(E0w)ν(uε)ν dS −
∫
∂Ω
wνuν dS
∣∣∣∣
≤ (δε1)−1‖wε − E0w‖V (Ωε)‖uε‖V (Ωε) +
∣∣∣∣∫
∂Ω
wν(uε)ν dS −
∫
∂Ω
wνuν dS
∣∣∣∣ = o(1) as ε→ 0
since (δε1)
−1 is bounded as ε → 0 in view of Lemma 4.3, ‖uε‖V (Ωε) is bounded as ε → 0 as already
observed, ‖wε − E0u‖V (Ωε) → 0 as ε→ 0 since wε E−→ w and (uε)ν → uν in L2(∂Ω) since (uε)|Ω ⇀ u in
H2(Ω) as ε→ 0. This proves the validity of (119).
Finally we observe that, by (115), we also have
(120)
∫
Ω
|D2u|2dx =
∫
∂Ω\Γ
wνuν dS .
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Combining (118), (119) and (120) we infer that
∫
Ωε
|D2uε|2dx →
∫
Ω |D2u|2dx as ε → 0 which combined
with (117) proves that uε
E−→ u.
We just proved that SD2,εwε
E−→ SD2,Γw as ε → 0 and this, according to Definition 2.2, implies
SD2,ε
EE−→ SD2,Γ as ε→ 0. 2
End of the proof of Theorem 4.1. Having already proved Lemma 4.4, it suffices to prove the validity of
the compactness property stated in Definition 2.4. Let wε ∈ V (Ωε) and ‖wε‖V (Ωε) = 1 for any ε > 0. As
in Lemma 4.4 we put uε = SD2,εwε. By Lemma 4.2 (i) we may assume that, along a sequence converging
to zero, there exists w ∈ H2(Ω) such that (wε)|Ω ⇀ w in H2(Ω). Proceeding as in the proof of Lemma 4.4
we obtain
‖uε‖V (Ωε) ≤ (δε1)−1‖wε‖V (Ωε) ≤ C for any ε ∈ (0, ε0]
for some constants ε0 and C independent of ε. By Lemma 4.2 (i) we have that ‖uε‖H2(Ωε) ≤ C for any
ε ∈ (0, ε0] and hence {(uε)|Ω}0<ε≤ε0 is bounded in H2(Ω); in particular there exists u˜ ∈ H2(Ω) such that
(uε)|Ω ⇀ u˜ in H2(Ω) as ε → 0 along a sequence. Proceeding as in the proof of Lemma 4.4 one can show
that u˜ ∈ H20,Γ(Ω) and it solves (116). In particular, we have that u˜ = u := SD2,Γw.
We claim that uε
E−→ u as ε→ 0 along a sequence. Proceeding exactly as in the proof of Lemma 4.4 one
can verify that (117), (118) and (120) still hold true here. It remains to prove (119) but here we cannot exploit
the E-convergence of wε as we did in the proof of Lemma 4.4. Since α ≥ 1 we have that ∂Ωε is Lipschitz
uniformly with respect to ε converging to zero. If we look at the proof of [31, Theorem 5.5, Chapter 2] with
k = 1 and p = 2, we deduce the following uniform estimate
(121) ‖v‖H1/2(∂Ωε) ≤ C‖v‖H1(Ωε) for any v ∈ H1(Ωε)
where C is a positive constant independent of v and ε small. Introducing a ε-dependent family of extension
linear operators from H1(Ωε) to H1(W × (−1,+∞)) whose operatorial norms remain bounded as ε → 0
(we recall that α ≥ 1 in the definition of gε), we deduce that if {vε}0<ε≤ε0 is a family of functions whose
H1(Ωε)-norms remain bounded as ε→ 0 then
(122)
∫
∂Ωε\(Γε∪∂Ω)
v2ε dS → 0 as ε→ 0
since the surface measure of ∂Ωε \ (Γε ∪ ∂Ω) converges to zero as ε→ 0.
Applying (122) to ∂wε∂xi and
∂uε
∂xi
and recalling that ‖uε‖H2(Ωε), ‖wε‖H2(Ωε) remain bounded as ε→ 0, we
infer that
(123)
∫
∂Ωε\(Γε∪∂Ω)
(wε)ν(uε)ν dS → 0 as ε→ 0 .
On the other hand, by (121) applied to ∂wε∂xi and
∂uε
∂xi
combined with the compact embedding
H1/2(∂Ω \ Γ) ⊂ L2(∂Ω \ Γ), we have that
(124)
∫
∂Ω\Γ
(wε)ν(uε)ν dS →
∫
∂Ω\Γ
wνuν dS
along a sequence converging to zero.
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It remains to consider
∫
Γε
(wε)ν(uε)ν dS. By Lemma 4.3, the fact that α ≥ 1 and b ∈ C1,1(RN−1), we
obtain for ε small enough
∣∣∣∣∫
Γε
(wε)ν(uε) dS
∣∣∣∣ ≤ (∫
Γε
(wε)
2
ν dS
)1/2(∫
Γε
(uε)
2
ν dS
)1/2(125)
≤ (δε1)−1/2‖wε‖V (Ωε)
(∫
Γε
(uε)
2
ν dS
)1/2
≤ C
(
N∑
i=1
∫
Γε
∣∣∣∣∂uε∂xi
∣∣∣∣2 dS
)1/2
= C
(
N∑
i=1
∫
W
∣∣∣∂uε∂xi (x′, gε(x′))∣∣∣2√1 + |∇x′gε(x′)|2 dx′
)1/2
≤ C
(
N∑
i=1
∫
W
∣∣∣∂uε∂xi (x′, gε(x′))∣∣∣2 dx′
)1/2
where C denotes a constant independent of ε which may vary in every estimate.
We claim that
∫
W
∣∣∣∂uε∂xi (x′, gε(x′))∣∣∣2 dx′ → 0 as ε→ 0. Indeed, we have∫
W
∣∣∣∂uε∂xi (x′, gε(x′))∣∣∣2 dx′ ≤ 2∫
W
∣∣∣∂uε∂xi (x′, gε(x′))− ∂uε∂xi (x′, 0)∣∣∣2 dx′ + 2 ∫
W
∣∣∣∂uε∂xi (x′, 0)∣∣∣2 dx′ .(126)
The second term at the right hand side of (126) converges to zero as one can verify combining the fact that
(uε)|Ω ⇀ u in H2(Ω) and u ∈ H20,Γ(Ω), with compactness of the trace map. With the first term at the right
hand side of (126) we proceed in this way
∫
W
∣∣∣∂uε∂xi (x′, gε(x′))− ∂uε∂xi (x′, 0)∣∣∣2 dx′ = ∫
W
∣∣∣∣∣
∫ gε(x′)
0
∂2uε
∂xN∂xi
(x′, xN ) dxN
∣∣∣∣∣
2
dx′(127)
≤
∫
W
|gε(x′)|
∣∣∣∣∣
∫ gε(x′)
0
∣∣∣ ∂2uε∂xN∂xi (x′, xN )∣∣∣2 dxN
∣∣∣∣∣ dx′ ≤ εα‖b‖L∞(RN−1)
∫
Ωε\Ω
∣∣∣ ∂2uε∂xN∂xi ∣∣∣2 dx
≤ εα‖b‖L∞(RN−1)‖uε‖2H2(Ωε) → 0 as ε→ 0 .
The proof of the claim follows by combining (126) and (127). In turn, the claim combined with (125) implies
(128)
∫
Γε
(wε)ν(uε)ν dS → 0 as ε→ 0 .
Now, combining (123), (124) and (128), we obtain
(129)
∫
∂Ωε
(wε)ν(uε)ν dS →
∫
∂Ω\Γ
wνuν dS
as ε→ 0 along a sequence. Since uε satisfies (118) and u ∈ H20,Γ(Ω) is a weak solution of (116), from (129)
we obtain ∫
Ωε
|D2uε|2dx =
∫
∂Ωε
(wε)ν(uε)ν dS →
∫
∂Ω\Γ
wνuν dS =
∫
Ω
|D2u|2dx(130)
as ε→ 0 along a sequence.
Since (117) still holds true for uε, by (130), it follows that uε
E−→ u as ε → 0 along a sequence. We
have proved that {SD2,εwε} is precompact in the sense of Definition 2.3. The proof of the theorem is now a
consequence of Lemma 4.4 and Definition 2.4.
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4.2. Case α = 3/2: strange term. Assume that Ω, Ωε, Γ and Γε are as above. We set Σε = ∂Ωε \ Γε and
Σ = ∂Ω \ Γ. In this subsection we discuss the following modified Steklov problem:
(131)

∆2u = 0, in Ωε ,
u = 0, on ∂Ωε ,
uν = 0, on Σε ,
∆u−K(x)uν = δuν , on Γε .
The third condition uν = 0 on Σε is used here to simplify our arguments as well as to avoid a few annoying
technicalities which seem not particularly interesting for the specific case under discussion.
The eigenvalues of problem (131) are the reciprocals of the eigenvalues of a Navier-to-Neumann mapNΩε
that we now define. Namely, given f ∈ L2(Γε) consider the solution uf = u to the following modified
Navier problem
(132)

∆2u = 0, in Ωε ,
u = 0, on ∂Ωε ,
uν = 0, on Σε ,
∆u−K(x)uν = f, on Γε ,
which means that u ∈ H20,Σε(Ωε) ∩H10 (Ωε) is the solution to the weak problem
(133)
∫
Ωε
D2u : D2ϕdx =
∫
Γε
f
∂ϕ
∂ν
dS , ∀ ϕ ∈ H20,Σε(Ωε) ∩H10 (Ωε).
Here H20,Σε(Ωε) is defined as in (112) with Ω replaced by Ωε and Γ replaced by Σε. Then we consider the
function NΩε from L
2(Γε) to itself defined by NΩεf =
∂uf
∂ν for all f ∈ L2(Γε) where uf is the solution to
(133). Here we analyse the behaviour of the map NΩε as ε→ 0 in the case α = 3/2.
The limiting problem involves a strange factor γ, which is called ‘strange curvature’ in [4]. We recall that
γ is defined by
(134) γ =
∫
Y×(−∞,0)
|D2V |2dy,
and the function V is Y -periodic in the variables y′ and satisfies the following microscopic problem
(135)

∆2V = 0, in Y × (−∞, 0),
V (y′, 0) = b(y′), on Y,
∂2V
∂y2N
(y′, 0) = 0, on Y.
It turns out that the limiting functional for the mapsNΩε as ε→ 0 is the map SΩ defined as follows. Given
f ∈ L2(Γ), consider the solution u˜f = u to the problem
(136)

∆2u = 0, in Ω ,
u = 0, on ∂Ω ,
uν = 0, on Σ ,
∆u−K(x)uν + γuν = f, on Γ .
Then SΩ is the map from L2(Γ) to itself defined by SΩf =
∂u˜f
∂ν for all f ∈ L2(Γ). Since the trace operator
is compact we have that both operators NΩε and SΩ are compact.
We now consider a family of operators Eε from L2(Γ) to L2(Γε) defined by Eε(f)(x′, gε(x′)) = f(x′, 0)
for all x′ ∈W and all f ∈ L2(Γ). It is obvious that if α = 3/2 then gε converges to zero uniformly together
with its first derivatives hence
(137) ‖Eεf‖L2(Γε) → ‖f‖L2(Γ)
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as ε → 0, which means that condition (11) is satisfied. With reference to these operators Eε, the following
theorem holds.
Theorem 4.5. If α = 3/2 then NΩε
C−→ SΩ as ε → 0, hence the spectrum of problem (131) converges to
the spectrum of (136) in the sense of Theorem 2.5.
Proof. Let fε ∈ L2(Γε) be E-convergent to f ∈ L2(Γ) as ε → 0 in the sense of Definition 2.1. Let uε
be the solution to problem (133) with f replaced by fε. Using uε as a test function in (133), we get that
‖uε‖H2(Ωε) is uniformly bounded, hence there exists u ∈ H20,Σ(Ω) ∩ H10 (Ω) such that possibly passing to
a subsequence, uε ⇀ u weakly in H2(Ω) and strongly in H1(Ω). We now prove that u satisfies problem
(136).
To do so, following [4, § 8.1] we define a diffeomorphism Φε from Ωε onto Ω. Namely, Φε(x′, xN ) =
(x′, xN − hε(x′, xN )) for all (x′, xN ) ∈ Ωε where
(138) hε(x′, xN ) =

0, if − 1 ≤ xN ≤ −ε
gε(x
′)
(
xN+ε
gε(x′)+ε
)3
, if − ε < xN ≤ gε(x′) .
It is convenient to denote by Kε the set where Φε coincides with the identity, that is Kε = {(x′, xN ) ∈
W × R : −1 < xN ≤ −ε}.
Let ϕ ∈ H20,Σ(Ω) ∩H10 (Ω) be fixed. We set ϕε = ϕ ◦ Φε and we note that ϕε ∈ H20,Σε(Ωε) ∩H10 (Ωε).
Using ϕε as a test function in (133) we get
(139)
∫
Kε
D2uε : D
2ϕdx+
∫
Ωε\Kε
D2uε : D
2ϕε dx =
∫
Ωε
D2uε : D
2ϕε dx =
∫
Γε
fε
∂ϕε
∂ν
dS .
It is proved in [4, Theorem 8.72] that
(140) lim
ε→0
∫
Ωε\Kε
D2uε : D
2ϕε dx = γ
∫
W
∂u
∂xN
(x′, 0)
∂ϕ
∂xN
(x′, 0) dx′ ,
where γ is as in the statement. Note that a careful inspection of the arguments in [4, § 8] shows that the
definition of γ is not affected by our Dirichlet boundary conditions on Σε. Thus
(141) lim
ε→0
∫
Ωε
D2uε : D
2ϕε dx =
∫
Ω
D2u : D2ϕdx+ γ
∫
W
∂u
∂xN
(x′, 0)
∂ϕ
∂xN
(x′, 0) dx′ .
We now consider the integral in the right-hand side of (139). We have
∣∣∣∣∫
Γε
fε
∂ϕε
∂ν
dS −
∫
Γ
f
∂ϕ
∂ν
dS
∣∣∣∣ ≤ ∫
Γε
|fε − Eεf |
∣∣∣∣∂ϕε∂ν
∣∣∣∣ dS + ∣∣∣∣∫
Γε
Eεf
∂ϕε
∂ν
dS −
∫
Γ
f
∂ϕ
∂ν
dS
∣∣∣∣
(142)
≤ C‖fε − Eεf‖L2(Γε) +
∣∣∣∣∫
Γε
Eεf
∂ϕε
∂ν
dS −
∫
Γ
f
∂ϕ
∂ν
dS
∣∣∣∣
= o(1) +
∣∣∣∣∫
W
f(x′, 0)
∂ϕε
∂ν
(x′, gε(x′))
√
1 + |∇x′gε(x′)|2 dx′ −
∫
W
f(x′, 0)
∂ϕ
∂ν
(x′, 0) dx′
∣∣∣∣ = o(1),
where C > 0 is independent of ε. It follows by (141)-(142) that function u satisfies the problem
(143)
∫
Ω
D2u : D2ϕdx+ γ
∫
W
∂u
∂xN
(x′, 0)
∂ϕ
∂xN
(x′, 0) dx′ =
∫
Γ
f
∂ϕ
∂ν
dS .
We have now to prove that ∂uε∂νε is E-convergent to
∂u
∂ν . We note that
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∫
∂Ωε
∣∣∣∣∂uε∂ν − Eε∂u∂ν
∣∣∣∣2 dS = ∫
W
∣∣∣∣∂uε∂ν (x′, gε(x′))− ∂u∂ν (x′, 0)
∣∣∣∣2√1 + |∇gε(x′)|2dx′
=
∫
W
∣∣∣∣∂uε∂ν (x′, gε(x′))− ∂u∂ν (x′, 0)
∣∣∣∣2 dx′ + o(1) .(144)
By the Fundamental Theorem of Calculus we have that
(145) ‖∇uε(x′, gε(x′))−∇uε(x′, 0)‖L2(W ) ≤ cεα/2‖uε‖H2(Ωε\Ω) = O(εα/2)
as ε → 0. On the other hand, by the compactness of the trace operator we have that possibly passing to a
subsequence
(146) ‖∇uε(x′, 0)−∇u(x′, 0)‖L2(W ) → 0
ε → 0. By combining (144)-(146) we conclude that ∫∂Ωε ∣∣∂uε∂ν − E ∂u∂ν ∣∣2 dS → 0 as ε → 0 hence ∂uε∂ν is
E-convergent to ∂u∂ν .
In order to conclude the proof, it suffices to observe that if fε is a sequence with ‖fε‖L2(Γε) = 1 for
all ε > 0, then the corresponding solutions uε have uniformly bounded H2 norms, hence exploiting the
compactness of the trace operator as above one can easily prove that ∂uε∂ν has an E-convergent subsequence.
2
4.3. Another way of viewing the trichotomy. In this subsection we consider the eigenvalue problem (131)
and we re-interpret the results of this section adapting the analysis of Subsection 4.1 to this specific case.
This allows to state a trichotomy result for the eigenvalues which we believe is quite transparent. Namely,
we have the following theorem.
Theorem 4.6. Let Ωε, ε ≥ 0 be as above, with Ω0 = Ω. Let λn(ε), n ∈ N, be the eigenvalues of problems
(131) for ε ≥ 0. Then the following statements hold:
(i) If α > 3/2 then λn(ε)→ λn(0), as ε→ 0.
(ii) If α = 3/2 then λn(ε)→ λn(0) + γ as ε→ 0, where γ is as in (134).
(iii) If 1 ≤ α < 3/2 then λn(ε)→∞, as ε→ 0.
Proof. The proof of (i) is exactly the same proof of Corollary 4.1 with obvious minor modifications.
Statement (ii) is a straightforward application of Theorem 4.5. We now prove statement (iii). We proceed as
in Subsection 4.1 replacing the energy spaces H2(Ωε)∩H10 (Ωε) and H20,Γ(Ω) by H20,Σε(Ωε)∩H10 (Ωε) and
H20 (Ω) respectively. Accordingly, the operators SD2,ε and SD2,Γ used in Subsection 4.1 have to be re-defined
in an obvious way (formally, it is the same way) taking into account the new energy spaces. Let’s call S˜D2,ε
and S˜D2,Γ the new operators replacing SD2,ε and SD2,Γ, respectively. Having a closer look at the definition
of S˜D2,Γ, one realises that actually S˜D2,Γ is the operator identically equal to zero: indeed, the map JΓ used
in the definition of SD2,Γ vanishes on H20 (Ω). Thus, by the same argument used in the proof of Theorem 4.1
we have that S˜D2,ε
C−→ 0 as ε → 0. Assume now by contradiction that there exists a sequence εk → 0
such that for some n ∈ N we have supk∈N λn(εk) <∞. Using the the Poincare´ inequality, one can see that
infk∈N λn(εk) > 0, see also Lemma 4.3. Now, we set µn(εk) = 1/λn(εk) and we observe that the sequence
µn(εk), k ∈ N is bounded away from zero and infinity. Thus, possibly passing to a subsequence, there exists
µ > 0 such that µn(εk) → µ as k → ∞. Since µn(εk) is an eigenvalue of S˜D2,εk and S˜D2,εk
C−→ 0, by
Vainikko [38, Theorem 6.1] it follows that µ is an eigenvalue of the zero operator, a contradiction. 2
5. NAVIER-TYPE PROBLEMS AND NAVIER-TO-NEUMANN MAPS
The main aim of this section is to study the stability of the inverse of a Dirichlet-to-Neumann-type map
associated with problem (2) under weak assumptions on the convergence of the varying domains. As we
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have mentioned in the introduction, this map is called here Navier-to-Neumann map. To do so, we begin
with discussing the stability of the Navier problem under domain perturbations of general type.
5.1. Navier problems. Given a sufficiently smooth bounded domain Ω in RN , the classical Navier problem
for the biharmonic operator reads
(147)

∆2u = 0, in Ω,
u = 0, on ∂Ω,
∆u = f, on ∂Ω.
In a classical setting, it would be natural to require at least that Ω is of class C0,1 and that f ∈ H1/2(∂Ω).
Actually, since the trace operator is surjective, one could directly assume that f ∈ H1(Ω).
As it is well-known, problem (147) could be recast in the form of a system by setting v := ∆u and solving
(148)
 ∆v = 0, in Ωv = f, on ∂Ω and
 ∆u = v, in Ωu = 0, on ∂Ω.
Accordingly, in order to prove that problem (147) is stable under domain perturbations, one may think of
exploiting the properties of both Poisson and Dirichlet problems in (148) which are stable under sufficiently
regular boundary perturbations. However, since we aim at considering a rather general class of domain
perturbations as well as at comparing problem (147) with problem (184), we prefer to adopt another point of
view which has its own interest, and which is based on the energy quadratic form naturally associated with
(147). This point of view allows to relax the boundary regularity assumptions on Ω even more.
Namely, we interpret problem (147) in a weak sense by formulating it as follows
(149)
∫
Ω
∆u∆ϕdx =
∫
Ω
(f∆ϕ+∇f∇ϕ) dx, for all ϕ ∈ H(∆,Ω) ∩H10 (Ω),
where the unknown u has to be considered inH(∆,Ω)∩H10 (Ω). Note that our weak formulation is motivated
by the fact that if Ω is regular enough, for example as in Lemma 2.7 (iii), then H(∆,Ω) ∩ H10 (Ω) =
H2(Ω) ∩H10 (Ω) hence equality (149) could be re-written as
(150)
∫
Ω
∆u∆ϕdx =
∫
∂Ω
fϕν dS ,
which is a more familiar way of writing the variational formulation for (147). In fact the right-hand side
of (149) is the standard way of defining the normal derivative for a function in H(∆,Ω) as an element of
H−1/2(∂Ω), see (173) below, see also e.g., [26].
The following lemma shows that problem (149) is well-posed even without any boundary regularity as-
sumption on Ω.
Lemma 5.1. Let Ω be a domain in RN such that the Poincare´ inequality holds and let f ∈ H1(Ω). Then
problem (149) is well-posed in the sense of Hadamard, that is there exists a unique solution u in H(∆,Ω) ∩
H10 (Ω) which depends continuously on f .
Proof. We simply observe that by Lemma 2.7, the map ϕ 7→ ∫Ω(f∆ϕ + ∇f∇ϕ) dx is an element of the
dual of H(∆,Ω)∩H10 (Ω) which depends continuously on f ∈ H1(Ω). Then the proof easily follows by the
Riesz Theorem applied to the Hilbert space H(∆,Ω) ∩H10 (Ω). 2
We now consider a family of bounded domains Ωε, ε > 0 and the corresponding boundary value problems
(151)

∆2uε = 0, in Ωε,
uε = 0, on ∂Ωε,
∆uε = fε, on ∂Ωε,
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in the unknown uε ∈ H(∆,Ωε) ∩H10 (Ωε), where fε ∈ H1(Ωε), with the understanding that problem (151)
has to be interpreted in the weak sense as above.
We shall assume that the domains Ωε compactly converge to Ω and that Ω is regular (stable) in the sense
of the following definition which goes back to Keldysh (cf. [12, § 4.9]).
Definition 5.2. We say that the domains Ωε, ε > 0, compactly converge to a domain Ω as ε → 0 if for any
compact set K ⊂ Ω ∪ (RN \ Ω) there exists εK > 0 such that K ⊂ Ωε ∪ (RN \ Ωε) for all ε ∈]0, εK [.
Moreover, we say that Ω is stable if any function in H1(RN ) vanishing almost everywhere onRN \Ω belongs
to H10 (Ω).
It is well-known that if Ω is of class C0,1 then Ω is stable. We refer to [12] for more information. Then
we have the following stability result. Here we denote by v0 the extension-by-zero of a function v outside its
natural domain of definition.
Theorem 5.3. Let D be a fixed bounded set and let Ωε, ε > 0, and Ω be domains contained in D. Assume
that the sets Ωε compactly converge to Ω as ε → 0 and that Ω is stable. If the data fε converge to f in the
sense that
(152) ‖fε − f0‖L2(Ωε), ‖∇fε − (∇f)0‖L2(Ωε) → 0, as ε→ 0
then the solutions uε of problems (151) converge to the solution u of problem (147) in the sense that
(153) ‖uε − u0‖L2(Ωε), ‖∇uε − (∇u)0‖L2(Ωε), ‖∆uε − (∆u)0‖L2(Ωε) → 0, as ε→ 0.
Proof. By assumption, it follows that
(154) ‖fε‖L2(Ωε), ‖∇fε‖L2(Ωε) ≤ C ,
for all ε > 0 sufficiently small. Using uε as a test function in (149) we have
(155)
∫
Ωε
|∆uε|2dx =
∫
Ωε
(fε∆uε +∇fε∇uε) dx,
which, combined with (14) and (154), allows to conclude that
(156) ‖uε‖L2(Ωε), ‖∇uε‖L2(Ωε), ‖∆uε‖L2(Ωε) ≤ C,
for all ε > 0 sufficiently small. Since D is bounded, by the Rellich-Kondrakov Theorem, H10 (D) is com-
pactly embedded in L2(D). This combined with the fact that (uε)0 ∈ H10 (D) allows to conclude that there
exists u ∈ H10 (D) such that possibly passing to a subsequence
(157) (uε)0 → u, in L2(D), and (uε)0 ⇀ u, in H1(D)
as ε → 0. By the compact convergence of the domains Ωε to the set Ω it follows that u = 0 almost
everywhere on D \ Ω. Since Ω is stable, this implies that u ∈ H10 (Ω) and that u = 0 almost everywhere on
D\Ω, see [12, p. 117]. By (156) it follows that possibly passing to a subsequence there exists v ∈ L2(D) such
that (∆uε)0 ⇀ v in L2(D). Let ψ ∈ C∞c (Ω) be fixed. By the compact convergence of the domains Ωε to the
set Ω it follows that for all ε > 0 sufficiently small, ψ ∈ C∞c (Ωε) hence
∫
Ωε
uε∆ψ dx =
∫
Ωε
∆uεψ dx and∫
Ω uε∆ψ dx =
∫
Ω ∆uεψ dx. Passing to the limit in the last equality as ε → 0, it follows that
∫
Ω u∆ψdx =∫
Ω vψdx which, by the arbitrary choice of ψ, implies that u ∈ H(∆,Ω)∩H10 (Ω) and ∆u = v. In particular
(158) ((∆uε)0)|Ω ⇀ ∆u, in L
2(Ω),
as ε→ 0.
Let ϕ ∈ H(∆,Ω)∩H10 (Ω) be fixed. For every ε > 0 we consider the function ϕε ∈ H(∆,Ωε)∩H10 (Ωε)
uniquely defined as the solution to the problem
(159)
 ∆ϕε = (∆ϕ)0, in Ωε,ϕε = 0, on ∂Ωε.
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This means that ϕε satisfies the weak equation
(160)
∫
Ωε
∇ϕε∇η dx =
∫
Ωε
(∆ϕ)0η dx, for all η ∈ H10 (Ωε).
We claim that
(161) ((∇ϕε)0)|Ω ⇀ ∇ϕ, in L2(Ω),
as ε→ 0. Indeed, using ϕε as a test function in (160) and the Poincare´ inequality we obtain
(162) ‖∇ϕε‖2L2(Ωε) ≤ ‖∆ϕ‖L2(Ω)‖ϕε‖L2(Ωε) ≤ cN |Ωε|
1
N ‖∆ϕ‖L2(Ω)‖∇ϕε‖L2(Ωε)
by which we deduce that ‖∇ϕε‖L2(Ωε) is uniformly bounded for ε > 0 sufficiently small. Thus, possibly
passing to a subsequence, it turns out that (ϕε)0 is strongly convergent in L2(D) and weakly in H1(D) to a
function ψ. As above, the compact convergence of Ωε implies that ψ = 0 on RN \Ω. Thus, since Ω is stable,
ψ ∈ H10 (Ω). Fixing now η ∈ C∞c (Ω) and observing that η ∈ C∞c (Ωε) for all ε > 0 sufficiently small, we
can test η in (160) and pass to the limit to conclude that ψ = ϕ in Ω. Thus (161) holds.
Before proceeding with using function ϕε, we observe that by assumptions (152) we have that
(163)
∫
Ωε\Ω
|fε|2dx,
∫
Ωε\Ω
|∇fε|2dx→ 0
as ε→ 0, and by the compact convergence of domains we have
(164) |Ω \ Ωε| → 0 , as ε→ 0 .
Testing ϕε in the weak formulation of problem (151) we have∫
Ω
(∆uε)0∆ϕdx =
∫
Ω∩Ωε
∆uε∆ϕdx =
∫
Ω∩Ωε
∆uε(∆ϕ)0 dx
=
∫
Ωε
∆uε∆ϕεdx =
∫
Ωε
(fε∆ϕε +∇fε∇ϕε) dx
=
∫
Ωε
(fε(∆ϕ)0 +∇fε∇ϕε) dx =
∫
Ω∩Ωε
(fε∆ϕ+∇fε∇ϕε) dx
+
∫
Ωε\Ω
(∇fε∇ϕε) dx .(165)
Now we note that by the triangle inequality∣∣∣∣∫
Ωε∩Ω
∇fε∇ϕε dx−
∫
Ωε∩Ω
∇f∇ϕdx
∣∣∣∣
≤ C‖∇fε −∇f‖L2(Ωε∩Ω) +
∣∣∣∣∫
Ωε∩Ω
∇f(∇ϕε −∇ϕ) dx
∣∣∣∣ .(166)
By combining (152), (161), (163) and (166), it follows that
(167)
∫
Ωε∩Ω
∇fε∇ϕε dx =
∫
Ωε∩Ω
∇f∇ϕdx+ o(1),
∫
Ω∩Ωε
fε∆ϕdx =
∫
Ω∩Ωε
f∆ϕdx+ o(1),
and
∫
Ωε\Ω∇fε∇ϕε dx→ 0, as ε→ 0. Thus, (165) can be re-written as follows
(168)
∫
Ω
(∆uε)0∆ϕdx =
∫
Ω∩Ωε
(f∆ϕ+∇f∇ϕ) dx+ o(1) .
By passing to the limit in (168) and using (158), (164) we conclude that u is the solution to problem (147)
as required in the statement.
Now, the first limit in (153) follows by the first limit in (157) and by observing that u vanishes almost
everywhere outside Ω.
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We now prove that the third limit in (153) holds. To do so, we consider the identity
‖∆uε − (∆u)0‖2L2(Ωε) = ‖∆uε‖2L2(Ωε) − 2(∆uε,∆u)L2(Ωε∩Ω) + ‖∆u‖2L2(Ωε∩Ω)
= ‖∆uε‖2L2(Ωε) − 2(∆uε,∆u)L2(Ω) + ‖∆u‖2L2(Ω) + o(1),(169)
where the second equality in (169) is deduced by (164).
We note that arguing as above we can prove that
(170)
∫
Ωε
(fε∆uε +∇fε∇uε) dx→
∫
Ω
(f∆u+∇f∇u) dx,
as ε→ 0. By passing to the limit in (155) as ε→ 0, and by (170), we deduce that
(171) ‖∆uε‖L2(Ωε) → ‖∆u‖L2(Ω),
as ε → 0. Finally, using (171) and passing to the limit in (169) allows to conclude that the third limit in
(153) holds.
It remains to prove that the second limit in (153) holds. To do so, it is convenient to set Fε := −∆uε and
F := −∆u. Thus, uε and u are solutions to two Poisson problems for the Dirichlet Laplacian in Ωε and Ω
with data Fε and F respectively, and ‖Fε−F0‖L2(Ωε) → 0 as ε→ 0. Proceeding as above, using the identity
(172) ‖∇uε − (∇u)0‖2L2(Ωε) = ‖∇uε‖2L2(Ωε) − 2(∇uε,∇u)L2(Ω) + ‖∇u‖2L2(Ω) + o(1)
and exploiting the weak formulations of the Poisson problems for the Dirichlet Laplacian and the weak
convergence of the gradients of∇uε, we conclude that the second limit in (153) holds. 2
5.2. Stability of the Navier-to-Neumann map. It is well-known that if Ω is a bounded domain of class
C0,1, given a function u ∈ H(∆,Ω) ∩ H10 (Ω), it is possible to define the normal derivative uν of u as an
element of H−1/2(∂Ω) by setting
(173) H−1/2(∂Ω) 〈uν , ϕ〉H1/2(∂Ω) =
∫
Ω
(∆uϕ+∇u∇ϕ) dx
for all ϕ ∈ H1/2(∂Ω), where it is meant that ϕ is extended to the whole of Ω as an element ofH1(Ω). Recall
that the trace operator acts from H1(Ω) onto H1/2(∂Ω) and note that definition (173) does not depend on
the specific extension of ϕ since the above integral vanishes for functions ϕ belonging to H10 (Ω).
Since we aim at studying a domain perturbation problem, we find it convenient to consider uν as an
element of the dual of H1(Ω) defined by formula (173) for all ϕ ∈ H1(Ω).
We call Navier-to-Neumann map the function NΩ from H1(Ω) to (H1(Ω))′ defined by NΩ(f) = uν
where u is the solution to (147).
We note that if Ω is sufficiently smooth, say Ω is a domain of class C1,1, d is an eigenvalue of (2) with
eigenfunction u ∈ V (Ω) if and only
(174) NΩf = µJ0f
where µ = 1d and f is any function in H
1(Ω) such that f|∂Ω = duν ∈ H1/2(∂Ω) and J0 : H1(Ω) →
(H1(Ω))′ is defined by
(H1(Ω))′〈J0f, v〉H1(Ω) :=
∫
∂Ω
fv dS for any f, v ∈ H1(Ω) .
Remark 6. If one wishes to consider equation (174) as an eigenvalue problem, it would be clearly appro-
priate to formulate it on H1(Ω)/H10 (Ω) by considering NΩ and J0 as functions from H1(Ω)/H10 (Ω) to its
dual. Indeed, any function f ∈ H10 (Ω) satisfies (174) for any µ ∈ R. However, as we have mentioned in the
introduction, using the quotient space would not bypass the main obstructions to the proof of the spectral
stability of the classical DBS problem under weak conditions on the convergence of the domains. For this
reason, we prefer to work directly on the space H1(Ω) to avoid further technical complications.
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In Theorems 5.6, 5.7 below we establish convergence results for the family of maps NΩε associated with
a family of domains Ωε compactly convergent to Ω. For the sake of simplicity, in order to avoid imposing
extra assumptions on Ωε or further technicalities in the proofs, we assume that Ω ⊆ Ωε ⊂ D for any ε > 0,
where D is a fixed bounded domain.
SinceNΩε takes values in the dual ofH1(Ωε), in order to establish the vicinity ofNΩε toNΩ we introduce
a notion of E-convergence for families of functionals on H1.
Definition 5.4. Let Ω,Ωε, with ε > 0, be bounded domains in RN with Ω of class C0,1 and Ω ⊆ Ωε for all
ε > 0. Let E : H1(Ω)→ H1(RN ) be a fixed linear continuous extension operator.
(i) Let {fε}ε>0 be a family of functions fε ∈ H1(Ωε). We say that fε E−→ f with f ∈ H1(Ω) if
‖fε − Ef‖H1(Ωε) → 0 as ε→ 0.
(ii) Let {Λ}ε>0 be a family of functionals Λε ∈ (H1(Ωε))′. We say that Λε E
∗−→ Λ with Λ ∈ (H1(Ω))′ if
(175) ‖Λε − E∗εΛ‖(H1(Ω))′ → 0 as ε→ 0
where E∗ε : (H1(Ω))′ → (H1(Ωε))′ is the family of linear continuous operators defined by
(H1(Ωε))′〈E∗εΛ, v〉H1(Ωε) := (H1(Ω))′〈Λ, v|Ω〉H1(Ω) for any v ∈ H1(Ωε)
for any Λ ∈ (H1(Ω))′.
(iii) Let {Bε}ε>0 be a family of linear continuous operators such that Bε : H1(Ωε) → (H1(Ωε))′. We
say that Bε
EE∗−→ B as ε→ 0, with B ∈ L(H1(Ω); (H1(Ω))′), if Bεfε E
∗−→ Bf whenever fε E−→ f .
Remark 7. The family of operators {E∗ε}ε>0 represents a “connecting system” in the sense of [38, Section
1]. In order to see this, one can first show that ‖E∗εΛ‖(H1(Ωε))′ ≤ ‖Λ‖(H1(Ω))′ and then, by using the
extension operator E defined above and the fact that |Ωε \ Ω| → 0 as ε → 0, one shows that for any σ > 0
there exists ε > 0 such that for any ε ∈ (0, ε) one has ‖Λ‖(H1(Ω))′ ≤ (1 + σ)‖E∗εΛ‖(H1(Ωε))′ + σ; the
conclusion follows by letting ε→ 0 and by exploiting the arbitrariness of σ > 0.
As a consequence of Theorem 5.3 we have
Lemma 5.5. Let Ωε, Ω and D be as in Theorem 5.3. Assume that Ω is of class C0,1, Ω ⊆ Ωε for all ε > 0
and Ωε compactly converges to Ω as ε → 0. Let fε ∈ H1(Ωε) for any ε > 0 and f ∈ H1(Ω). Let uε, u be
the solutions of problems (151), (147) respectively. If fε
E−→ f as ε→ 0 as above then (153) holds.
Proof. Under the assumptions of the lemma we have that |Ωε \ Ω| = |Ωε \ Ω| → 0 as ε → 0 hence (152)
holds true and Theorem 5.3 applies. 2
Thanks to Lemma 5.5 we can prove the following
Theorem 5.6. Let Ωε, Ω and D be as in Theorem 5.3. Assume that Ω is of class C0,1, Ω ⊆ Ωε for all
ε > 0 and Ωε compactly converges to Ω as ε → 0. Let NΩε and NΩ be the Navier-to-Neumann maps
corresponding to Ωε and Ω respectively. Then NΩε EE
∗−→ NΩ as ε→ 0.
Proof. We have to prove that
(176) ‖NΩεfε − E∗εNΩf‖(H1(Ωε))′ → 0 as ε→ 0
whenever fε
E−→ f . To do this, we define uε and u respectively as the solutions of (151) and (147) and we
observe that for any v ∈ H1(Ωε) we have
(H1(Ωε))′〈NΩεfε − E∗εNΩf, v〉H1(Ωε) = (H1(Ωε))′〈(uε)ν , v〉H1(Ωε) − (H1(Ω))′〈uν , v|Ω〉H1(Ω)
=
∫
Ωε
(∆uε v +∇uε∇v) dx−
∫
Ω
(∆u v +∇u∇v) dx
=
∫
Ω
[(∆uε −∆u)v + (∇uε −∇u)∇v] dx+
∫
Ωε\Ω
(∆uε v +∇uε∇v) dx .
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This implies
∣∣
(H1(Ωε))′〈NΩεfε − E∗εNΩf, v〉H1(Ωε)
∣∣(177)
≤ [‖∆uε −∆u‖L2(Ω) + ‖∇uε −∇u‖L2(Ω) + ‖∆uε‖L2(Ωε\Ω) + ‖∇uε‖L2(Ωε\Ω)] ‖v‖H1(Ωε) .
The proof of (176) then follows from Lemma 5.5. This completes the proof of the lemma. 2
Finally we prove the compact convergence NΩε C
∗−→ NΩ, i.e. NΩε EE
∗−→ NΩ and {NΩεfε}ε>0 is precom-
pact in the sense of Definition 2.3 withHε = (H1(Ωε))′ andH0 = (H1(Ω))′ whenever ‖fε‖H1(Ωε) = 1. To
do so, we shall require that the following condition (A) is satisfied.
(A): For any family {fε}0<ε≤ε0 of functions fε ∈ H1(Ωε) such that ‖fε‖H1(Ωε) is uniformly bounded in
ε, we have that ‖fε‖L2(Ωε\Ω) → 0 as ε→ 0.
This condition has been extensively used by J.M. Arrieta and his co-authors in the analysis of the spectral
stability of second order elliptic operators subject to Neumann boundary conditions on dumbbell domains,
see [3] for references . We note that in our case, this condition will be used also to control the behaviour of
the data fε of the problems.
Remark 8. If Ωε,Ω are of class C0(A) for all ε, where A is a fixed atlas, then the compact convergence of
Ωε to Ω is equivalent to the uniform convergence of the functions describing the boundaries of Ωε and that
using the boundedness of functions in Sobolev spaces along lines as in Lemma 3.1 we have that the compact
convergence implies the validity of condition (A).
Theorem 5.7. Let Ωε, Ω and D be as in Theorem 5.3. Assume that Ω is of class C0,1, Ω ⊆ Ωε for all
ε > 0, Ωε compactly converges to Ω as ε → 0, and condition (A) is satisfied. Let NΩε and NΩ be the
Navier-to-Neumann maps corresponding to Ωε and Ω respectively. Then NΩε C
∗−→ NΩ as ε→ 0.
Proof. Let fε ∈ H1(Ωε) be such that ‖fε‖H1(Ωε) = 1 for all ε > 0. Let uε ∈ H(∆,Ωε) ∩H10 (Ωε) be the
solutions to problem (151). Proceeding as in the proof of Theorem 5.3 one can show that possibly passing
to a subsequence (156), (157), (158) hold true for some u ∈ H1(D) such that u|Ω ∈ H(∆,Ω) ∩H10 (Ω), u
vanishing outside Ω. Writing
(178)
∫
Ωε
|∇uε|2dx =
∫
Ωε
−uε∆uε dx =
∫
Ω
−uε∆uε dx+
∫
Ωε\Ω
−uε∆uε dx,
and passing to the limit as ε→ 0, we have by (156), (157), (158) and condition (A)
(179) lim
ε→0
∫
Ωε
|∇uε|2dx = lim
ε→0
∫
Ω
−uε∆uε dx =
∫
Ω
−u∆u dx =
∫
Ω
|∇u|2dx.
Moreover,
(180)
∫
Ω
|∇u|2dx ≤ lim inf
ε→0
∫
Ω
|∇uε|2dx ≤ lim sup
ε→0
∫
Ω
|∇uε|2dx ≤ lim
ε→0
∫
Ωε
|∇uε|2dx =
∫
Ω
|∇u|2dx
hence
(181)
∫
Ω
|∇uε|2dx→
∫
Ω
|∇u|2dx,
∫
Ωε\Ω
|∇uε|2dx→ 0, (uε)|Ω → u in H1(Ω),
as ε→ 0.
By our assumptions, in particular by condition (A), we have that possibly passing to a subsequence there
exists f ∈ H1(Ω) such that
fε → f in L2(Ω) , fε ⇀ f in H1(Ω) , ‖fε‖L2(Ωε\Ω) → 0(182)
as ε→ 0. We claim that function u is a solution to problem (147) with this datum f . To prove this, one can
use the same argument as in the proof of Theorem 5.3. Here we cannot use the strong convergence of the
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gradients of fε, not even the second limit in (163). However, by looking closely at the proof of Theorem 5.3,
one can see that here it suffices to use the fact that the family of functions ϕε used in that proof satisfies
the conditions ϕε → ϕ in H1(Ω) and ‖∇ϕε‖L2(Ωε\Ω) → 0 as ε → 0, which can be proved by proceeding
exactly in the same way as in (178)-(181).
By (156), (158), (181), (182), we conclude that∫
Ωε
|∆uε|2dx =
∫
Ω
(fε∆uε +∇fε∇uε) dx+
∫
Ωε\Ω
(fε∆uε +∇fε∇uε) dx
=
∫
Ω
(f∆u+∇f∇u) dx+ o(1) =
∫
Ω
|∆u|2dx+ o(1).
In particular, proceeding as we have done above for∇uε, we have that
(183) (∆uε)|Ω → ∆u in L2(Ω) ,
∫
Ωε\Ω
|∆uε|2dx→ 0
as ε → 0. Inserting (181) and (183) into (177) we obtain NΩεfε E
∗−→ NΩf as ε → 0 along a sequence.
We have proved that {NΩεfε} is precompact in the sense of Definition 2.3. The proof of the theorem now
follows combining this with Theorem 5.6. 2
Unfortunately, as we have mentioned in the introduction the compact convergence result obtained in The-
orem 5.7 is not sufficient to prove a stability result for the spectrum of the Steklov problem (2). Thus we
suggest the following open problem
Open Problem 5.1. Let {Ωε}0<ε≤ε0 and Ω be such that condition (21) is not satisfied. For simplicity one
may think to a family of domains as in Section 4 and choose 1 ≤ α ≤ 32 is such a way that (21) is not
satisfied. Study the stability of the spectrum of (2).
We recall that, in a situation like the one proposed in Open Problem 5.1, we proved that the spectrum of
the modified Steklov problem (5) does not behave continuously as ε → 0. The question proposed in Open
Problem 5.1 aims at clarifying what happens to the spectrum of (2) under the very same assumptions.
5.3. Instability of a modified Navier problem. Given a sufficiently smooth bounded domain Ω in RN we
consider the boundary value problem
(184)

∆2u = 0, in Ω,
u = 0, on ∂Ω,
∆u−K(x)uν = f, on ∂Ω,
in the unknown u. The natural way of writing the weak formulation of (184) is
(185)
∫
Ω
D2u : D2ϕdx =
∫
∂Ω
fϕν dS, for all ϕ ∈ H2(Ω) ∩H10 (Ω),
where the unknown u has to be considered in H2(Ω) ∩ H10 (Ω). This formulation allows to consider the
datum f in L2(∂Ω). However, in order to emphasize the peculiar behaviour of this problem with respect to
problem (149), we prefer to write (185) in a form similar to (149). Thus we assume that f is the trace of
function f ∈ H1(Ω) and rewrite (185) as
(186)
∫
Ω
D2u : D2ϕdx =
∫
Ω
(f∆ϕ+∇f∇ϕ) dx, for all ϕ ∈ H2(Ω) ∩H10 (Ω) .
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As in the previous section, we now consider a family of domains Ωε, ε > 0 and the corresponding boundary
value problems
(187)

∆2uε = 0, in Ωε,
uε = 0, on ∂Ωε,
∆uε −Kε(x)(uε)ν = fε, on ∂Ωε,
in the unknown uε ∈ H2(Ωε)∩H10 (Ω), where fε ∈ H1(Ωε), with the understanding that problem (187) has
to be interpreted as in (186).
We assume that Ω and Ωε are as in Section 4. As in [4], the limiting behaviour of problem (187) depends
on the value of α. In particular, we have stability for α > 3/2 and degeneration for α < 3/2. For α = 3/2,
the limiting problem involves the strange factor γ defined by (134).
Remark 9. Theorem 5.8 below and Theorem 5.3 show that problem (147) is much more stable than problem
(184) under domain perturbations. Note that the main step in the proof of Theorem 5.3, is the definition of
the test function ϕε in (159). Unless the convergence of the domains Ωε to Ω is stronger, this function cannot
be used in the analysis of problem (184), where more information on the Hessian of ϕε would be required.
Theorem 5.8. Assume that Ω and Ωε, ε > 0, are as in Section 4, and that the datum fε converges to f in the
sense of (152). Let uε be the solution of problem (187). Then the following statements hold:
(i) If α > 3/2 then uε converges to the solution of problem (184) in the sense that for every multi-index
β ∈ NN0 with 0 ≤ |β| ≤ 2 we have ‖Dβuε − (Dβu)0‖L2(Ωε) → 0, as ε→ 0.
(ii) If α = 3/2 then uε converges to the solution u of the problem
(188)

∆2u = 0, in Ω,
u = 0 and ∆u−K(x)uν = f, on ∂Ω \ Γ,
u = 0 and ∆u−K(x)uν + γuν = f, on Γ,
in the sense that for every multi-index β ∈ NN0 with 0 ≤ |β| ≤ 1 we have ‖Dβuε−(Dβu)0‖L2(Ωε) →
0, and uε ⇀ u weakly in H2(Ω) as ε→ 0.
(iii) If 0 < α < 3/2 then uε converges to the solution u of the problem
(189)

∆2u = 0, in Ω,
u = 0 and ∆u−K(x)uν = f, on ∂Ω \ Γ,
u = 0 and uν = 0, on Γ,
in the sense that for every multi-index β ∈ NN0 with 0 ≤ |β| ≤ 2 we have ‖Dβuε−(Dβu)0‖L2(Ωε) →
0, as ε→ 0.
Proof. In each of the three cases, the solution uε ∈ H2(Ωε) ∩H10 (Ωε) of problem (187) satisfies the weak
equation
(190)
∫
Ωε
D2uε : D
2ϕdx =
∫
Ωε
(fε∆ϕ+∇fε∇ϕ) dx,
for all ϕ ∈ H2(Ωε) ∩ H10 (Ωε). Thus, by using uε as test function in (190) and arguing as in the proof of
Theorem 5.3, we get that ‖uε‖H2(Ωε) is uniformly bounded, hence there exists u ∈ H2(Ω) ∩ H10 (Ω) such
that possibly passing to a subsequence, uε ⇀ u in H2(Ω) and uε → u in H1(Ω). We have now to identify
the limiting problem satisfied by u and this depends on the value of α.
We begin with statement (i). For every ε > 0 sufficiently small, say ε ∈]0, ε0[, we consider a diffeo-
morphism Φε from Ωε onto Ω defined exactly as the diffeomorphism Φε,j introduced in Subsection 3.2. To
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do so, for fixed α˜ ∈]3/2, α[, we set κε = ε2α˜/3 and we note that condition (21) is satisfied for ε0 suffi-
ciently small. Then, Φε is defined by Φε(x′, xN ) = (x′, xN − hε(x′, xN )) for all (x′, xN ) ∈ Ωε where
hε is defined as hε,j by formula (24) with gε,j replaced by gε, gj replaced by the zero function, and aN,j
replace by −1. It is also convenient to recall that Φε(x′, xN ) = (x′, xN ) for all (x′, xN ) ∈ Kε where
Kε = {(x′, xN ) ∈ W × R : −1 < xN < g˜ε(x′, xN )} and g˜ε = −kε = −kˆκε with kˆ > 6 as in Subsection
3.2.
Let ϕ ∈ H2(Ω) ∩H10 (Ω). We set ϕε = ϕ ◦Φε and we note that ϕε ∈ H2(Ωε) ∩H10 (Ωε), hence it can be
used as test function in (190). Thus, since Φε coincides with the identity on Kε we have∫
Kε
D2uε : D
2ϕdx+
∫
Ωε\Kε
D2uε : D
2ϕε dx
=
∫
Ωε
D2uε : D
2ϕε dx =
∫
Ωε
(fε∆ϕε +∇fε∇ϕε) dx
=
∫
Kε
(fε∆ϕ+∇fε∇ϕ) dx+
∫
Ωε\Kε
(fε∆ϕε +∇fε∇ϕε) dx .(191)
By Lemma 3.1 we have that (20) holds hence
∫
Ωε\Kε |D2ϕε|2dx → 0 and
∫
Ωε\Kε D
2uε : D
2ϕεdx → 0
as ε→ 0. By a similar argument, one can also prove that ∫Ωε\Kε(fε∆ϕε +∇fε∇ϕε) dx→ 0 as ε→ 0 (in
which case one should use a limiting relation for the norms of the gradients analogous to (20), see the proof
of Theorem 5.7 for more details).
Thus, passing to the limit in (191) we obtain
(192)
∫
Ω
D2u : D2ϕdx =
∫
Ω
(f∆ϕ+∇f∇ϕ) dx .
Using the same argument as in the proof of Theorem 5.3 with identity (169) replaced by
(193) ‖D2uε − (D2u)0‖2L2(Ωε) = ‖D2uε‖2L2(Ωε) − 2
∫
Ω
D2uε : D
2u dx+ ‖D2u‖2L2(Ω) ,
we deduce that ‖D2uε − (D2u)0‖L2(Ωε) → 0 as ε → 0. In order to conclude, it suffices to use the strong
convergence inH1(Ω) stated above and to note that for any multi-index |β| ≤ 1 we have ‖Dβuε‖L2(Ωε\Ω) →
0 as ε→ 0 which follows from the fact that for |β| ≤ 1 and for almost all x′ ∈W we have thatDβuε(x′, xN )
is bounded in xN , see (34) for more details.
We now prove statement (ii). In this case, we need a different diffeomorphism from Ωε onto Ω, which
for convenience we denote with the same symbol Φε. Namely, Φε(x′, xN ) = (x′, xN − hε(x′, xN )) for all
(x′, xN ) ∈ Ωε where hε is defined as in (138).
It is convenient to denote again byKε the set where Φε coincides with the identity, that isKε = {(x′, xN ) ∈
W × R : −1 < xN ≤ −ε}. Let ϕ ∈ H2(Ω) ∩ H10 (Ω). We set ϕε = ϕ ◦ Φε and we note that
ϕε ∈ H2(Ωε) ∩ H10 (Ωε), hence it can be used as test function in (190). Clearly, equality (191) holds.
Concerning the second term in the right-hand side of (191), we note that
(194)
∣∣∣∣∫
Ωε\Kε
fε∆ϕε dx
∣∣∣∣ ≤ ‖fε‖L2(Ωε\Kε)‖∆ϕε‖L2(Ωε\Kε) = o(1)‖∆ϕε‖L2(Ωε\Kε)
and
(195)
∣∣∣∣ ∫
Ωε\Kε
∇fε∇ϕεdx
∣∣∣∣ ≤ ‖∇fε‖L2(Ωε\Kε)‖∇ϕε‖L2(Ωε\Kε) = o(1)‖∇ϕε‖L2(Ωε\Kε)
where we have used (163). On the other hand, one can see that
(196) ‖D2ϕε‖L2(Ωε\Kε) = O(1), and ‖∇ϕε‖L2(Ωε\Kε) = o(1) .
Indeed, by the chain rule it follows that
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∂2ϕε
∂xn∂xm
(x) =
N∑
k=1
[
N∑
l=1
∂2ϕ
∂xl∂xk
(Φε(x))
∂[(Φε(x))l]
∂xm
]
∂[(Φε(x))k]
∂xn
(197)
+
∂ϕ
∂xk
(Φε(x))
∂2[(Φε(x))k]
∂xn∂xm
.
Now the L2-norm of the first term in the right-hand side of (197) is clearly O(ε2α−2) hence it is infin-
itesimal for α = 3/2 as ε → 0. As for the second term, we note that ∂2[(Φε(x))k]∂xn∂xm = O(εα−2) while
‖∂ϕε∂xk (Φε(x))‖L2(Ω\Kε) = O(ε1/2) which simply follows by the fact that for almost all x′ ∈W ,
∂ϕε
∂xk
(x′, xN )
is bounded in the variable xN . Thus, for α = 3/2 we have that the L2-norm of the second term in the
right-hand side of (197) is O(1) as ε→ 0, hence the first equality in (196) is proved. The second equality in
(196) can be proved in the same way. The proof of statement (ii) follows by passing to the limit in (191) as
ε→ 0 and using (140), (196).
We now prove statement (iii). It follows from the proof of [5, Theorem 7.4] that since α < 3/2 the function
u belongs to H20,Γ(Ω) ∩ H10 (Ω) where H20,Γ(Ω) = {u ∈ H2(Ω) : u = uν = 0 on Γ}, see the proof of
Lemma 4.4 for more details. Let ϕ ∈ H20,Γ(Ω). Since ϕ = ϕν = 0 on Γ, the extension-by-zero ϕ0 of ϕ
belongs to H2(Ωε) ∩H10 (Ωε), hence it can uses ad test function in (190) to obtain
(198)∫
Ω
D2uε : D
2ϕdx =
∫
Ωε
D2uε : D
2ϕ0 dx =
∫
Ωε
(fε∆ϕ0 +∇fε∇ϕ0) dx =
∫
Ω
(fε∆ϕ+∇fε∇ϕ) dx .
Passing to the limit in (198) as ε → 0 we conclude that u is the solution to problem (189). The proof of
the convergence of uε to u in the H2 norms follows the same lines of the analogous proof in statement (i).
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