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Abstract Reaction rates of the 11B(p,a)aa process have
been evaluated on the basis of a data set spanning incident
proton energies Ep from 0.15 to 3.8 MeV. A previously
published analysis (Spraker et al. in J Fusion Energy
31(4):357, 2012) of these data provided the number of
outgoing a-particles in a restricted range of the detected a-
energy spectrum, making it unsuitable for the evaluation of
the reaction rates. The present work takes advantage of a
calculation of the a-energy spectrum based on a sequential
model of the reaction and the assumption that the primary
a-particles are emitted with ‘ ¼ 3. A full description of this
ansatz, which has been shown to reproduce the essential
features of the observed a-energy spectra, can be found
in Stave et al. (Phys Lett B 696:26, 2011). The accuracy of
these calculated spectra has made it possible to reliably
extrapolate the new data to zero-energy a-particles. In the
ensuing calculation of the cross section, the total measured
a-yield is then divided by a fixed factor of three at all
incident proton energies. In addition, this technique has
enabled a treatment of the a0 channel where the
12C nuclei
decay to the ground state of 8Be via emission of an a-
particle. This channel contributes at incident proton ener-
gies above 2 MeV. The new cross section data have then
been used to evaluate the 11B(p,a)aa reaction rates. The
new evaluation is  10–15 % higher than the currently
accepted result (Angulo et al. in Nucl Phys A 656(1):3,
1999) at temperatures between 200 and 600 keV
(2–7  109 K). The inclusion of a narrow, low-lying
resonance at Ep ¼ 0:162 MeV in the evaluation is found to
have a minimal effect on the reaction rate above 100 keV
(1.2  109 K), and a higher-lying state at Ep ¼ 3:75 MeV
is shown to enhance the reaction rates by only  15 %
above 400 keV (4.6  109 K).
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Introduction
The 11B(p,a)aa reaction at incident proton energies Ep\4
MeV has been studied since the 1930s [4–8]. The reaction
proceeds through a two-step process involving emission of
a primary a-particle followed by two secondary a-particles
emitted from the decay of 8Be. Based on cross section data
collected previously at the Triangle Universities Nuclear
Laboratory (TUNL) [1] and a model of the reaction
mechanism developed to account for the observed a-energy
spectra [2], the reaction can be described via its behavior at
resonances at Ep ¼ 0:675 and Ep ¼ 2:64 MeV. At
Ep ¼ 0:675 MeV, the primary a-particles produced from
the decay of the 2 state in 12C have ‘ ¼ 3, forming the 2þ
first-excited state of 8Be. This then decays to two a-parti-
cles with ‘0 ¼ 2. The 3 state in 12C formed at
Ep ¼ 2:64 MeV has two possible decay modes. Primary a-
particles can be emitted with either ‘ ¼ 1 to the first-ex-
cited state of 8Be, or with ‘ ¼ 3 to the 0þ ground state. The
residual 8Be nucleus then decays, emitting two secondary
a-particles.
Interest in the 11B(p,a)aa reaction is driven by studies in
stellar evolution, where relative abundances of 11B, Li and
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Be provide insight into stellar processes [9]. This reaction
is also being investigated for use in practical nuclear fusion
reactors, exploiting the aneutronic nature of this fusion
reaction [10]. Total cross sections and reaction rates are
key input parameters in the design of such reactors.
The full observed a-energy spectra must be integrated
over all outgoing energies and the yield divided by 3 to
account for the final-state multiplicity in order to extract
absolute cross sections. Practically, this cannot be done
using only the collected data for two reasons. First, the a-
energy spectra contain a dominant peak at the nominal
beam energy from protons elastically scattered from the
target. The other reason is the low-energy truncation of the
energy spectra due to hardware thresholds required to
reduce background rates which would overwhelm the data
acquisition system. Consequently, the analysis presented in
[1] calculated yields by integrating over a 2.75 MeV wide
window centered on the dominant a-particle peak observed
in each detector, circumventing the ambiguity in the
number of a-particles located in the integration region by





where Nt is the target density, Np is the number of incident
protons, and dX is the detector solid angle. To convert X to
a differential cross section, the number of a-particles in the
energy window used must be divided out. This number
varies with proton energy and is difficult to determine.
The present work addresses this complication by uti-
lizing the model described in Ref. [2] to extrapolate the
entire a-energy spectra. Yields are then obtained from these
extrapolations to extract angular distributions and total
cross sections, which are then used to evaluate the reaction
rate.
Total Cross Sections
The aforementioned model was used to generate simulated
a-energy spectra at each measurement angle and beam
energy over 0.15 MeV \Ep\ 3.8 MeV. The reaction was
taken to proceed through excitation of the 2 state in 12C
for Ep 2.0 MeV, while the 3 state was used for Ep[
2.0 MeV. Each simulated spectrum was normalized to the
corresponding measured a-energy spectrum using the pre-
viously discussed 2.75 MeV wide summing region. The
number of counts observed in the data over the integration
region was compared to the simulated yield. This ratio
defined a scaling factor that was then applied to the total
simulated a-energy spectrum. The process is illustrated in
Fig. 1 at Ep ¼ 0:65 MeV at hlaba ¼ 90. By definition, the
scaled simulated a-energy spectrum has the same number
of counts in the original summing region as the data. The
final total yield was then obtained by integrating the scaled
simulated a-energy spectrum down to 0.
As noted in Sect. 1, the two decay modes of the 3 state
in 12C can lead to contributions from both the a0 and a1
channels from decays to the ground state or the first excited
state of 8Be, respectively. For incident proton energies
exciting this state, the same procedure was used to obtain
 [MeV]α
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Fig. 1 Comparison of observed and calculated a-energy spectra at
hlaba ¼ 90 and Ep ¼ 0:65 MeV. The total a-contribution calculated
using the model was normalized to the data over the integration
window used in the previous analysis, indicated above. The a-energy




















Fig. 2 Comparison of observed and calculated a-energy spectra at
hlaba ¼ 90 and Ep ¼ 2:6 MeV. The total a1-contribution calculated
using the model was normalized to the data over the integration
window used in the previous analysis, indicated above. The a-energy
spectrum was then extended to Ea ¼ 0 by using the normalized model
output
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the a1 yields as described for the resonance at
Ep ¼ 0:675 MeV, shown in Fig. 2. The same technique
was then applied separately to the a0 channel, as demon-
strated in Fig. 3. The primary a0 peak is clearly separated
from the a1 contribution, providing a convenient reference
for normalizing the modeled primary a0 yield. The scaling
factor obtained in this way is then applied to the calculated
yield of secondary a0 particles, which have an energy
distribution lying below the proton elastic scattering peak.
As in [1], the extrapolated a0 and a1 spectra were then
integrated down to Ea ¼ 0, and the resulting Counts/Lu-
minosity were used to obtain angular distributions which







The data obtained at Ep\1:4 MeV were fit with a
Legendre expansion up to and including i ¼ 2, while for
Ep	 1:4 MeV the expansion included up to i ¼ 4. Simi-
larly, the a0 angular distributions went up to i ¼ 4. More
than 95 % of the individual data points were within 3 % of
the corresponding fit result. The expansion coefficients are
listed in Tables 1, 2 and 3 in the Appendix. The A0 coef-
ficients extracted from the fits were then multiplied by
4p=3 (with the factor of 3 accounting for the total number
of final-state a-particles) to give total cross sections. The
results, which include the a0 channel where applicable, are
displayed as a function of Ep in Fig. 4.
A 2þ state in 12C with a full width at half maximum of
C ¼ 5 keV is excited at Ep ¼ 0:162 MeV with a maximum
cross section of 100 mb. Measuring this state experimen-
tally was not possible due to the narrow width relative to
the energy resolution of the proton beam. In order to
account for the effect of this state on the reaction rates,
cross section values were generated using an existing
parameterization of the astrophysical factor S(E) based on a
fit to experimental data [7, 11]. The cross section as a










where EG ¼ 22:589 MeV is the Gamow energy. Cross
section values were calculated using Eq. 3 over the energy
range 0.15 MeV \Ep\0:22 MeV and were used in the
evaluation of the reaction rates discussed in Sect. 3.
Reaction Rates
Using the total cross section values from Sect. 2, the
Maxwellian-averaged reaction rates [3] were computed as
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Fig. 3 The modeled primary
and secondary a0-energy
distributions at hlaba ¼ 90 and
Ep ¼ 2:6 MeV, after scaling.
The primary a0 peak is free of
any a1 contribution and can thus
be used to scale the calculated
a0 distribution
 [MeV]pE













Fig. 4 The total cross section of the 11B(p,a)aa as a function of Ep.
The error bars are smaller than the size of the points








where l is the reduced mass, kB is the Boltzmann constant,
T is temperature, r is the total cross section, m is the relative
velocity, and E is the center of mass energy.
The reaction rate as a function of temperature is shown
in Fig. 5. The dot-dashed lines were obtained by varying
the total cross section by the combined statistical (
0.1 %) and systematic (3.4 %) uncertainties. Also shown is
a previous evaluation of the reaction rate [3].
The previous result was based on an interpretation of the
reaction described in [7] which assumed that primary a-
particles emitted from the decay of the 2 resonance at
Ep ¼ 0:675 MeV have ‘ ¼ 1 rather than ‘ ¼ 3. In this
ansatz, the simulated kinematics of the secondary a-parti-
cles indicated that the observed a1 yields should be divided
by 2 based on the chosen integration region. This inter-
pretation, adapted in [3] in evaluating the reaction rate
displayed in Fig. 5, leads to rates that are 10–15 % lower
than the new results over a temperature range of
200-600 keV. As shown in [2], this ansatz does not give an
accurate description of the new data set.
To determine the importance of including the narrow
resonance at Ep ¼ 0:162 MeV, the reaction rates were
evaluated both with and without inclusion of the cross
section values calculated with Eq. 3. As the comparison
shown in Fig. 6 demonstrates, inclusion of these generated
values more than doubles the reaction rates at temperatures
near 20 keV. At temperatures greater than 100 keV, the
enhancement becomes negligible, as the reaction mecha-
nism is dominated by the much stronger resonances at
Ep ¼ 0:675 and Ep ¼ 2:64 MeV.
The current analysis has only considered the resonances
occuring at Ep ¼ 0:675 MeV and Ep ¼ 2:64 MeV in
modeling the energy and angular distributions of the out-
going a-particles. The range of incident proton energies
extends high enough to excite a higher-lying state in 12C at
Ep ¼ 3:75 MeV (C ¼ 480 keV) with a possible spin
assignment of Jp ¼ 2. The effect on the reaction rate of
neglecting the contribution from this state can be assesed
by truncating the cross section data set at various values of
Ep, as shown in Fig. 7. The effect is minimal below
400 keV and and is less than  15 % at higher tempera-
tures, indicating that the two resonances included in the
simulation provide a reasonable description of the data
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Fig. 5 The 11B(p,a)aa reaction rate as a function of temperature. The
dot-dashed lines indicate the 
rstat:þsys: limits. The dashed line is a
previous result from [3]
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Fig. 6 A comparison of the reaction rates with and without inclusion
of the narrow low-lying resonance at Ep ¼ 0:162 MeV. The effect is
most pronounced at temperatures near 20 keV and exerts negligible
influence on the reaction rates above 100 keV
T [keV]
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Fig. 7 The 11B(p,a)aa reaction rate evaluated using various upper
limits on the cross section data. The minimal effect on the reaction
rate suggests the results are relatively insensitive to the higher energy
resonances. Note that the y-axis has been zero-suppressed for visual
clarity
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Conclusion
A data set built on previously published cross section data
of the 11B(p,a)aa reaction [1] and extended with a detailed
model of the reaction mechanism [2] has been used to
generate new angular distributions and total cross section
results. The new results cover the entire a-energy spectra
and are now reported as true cross sections rather than in
terms of Counts/Luminosity. These new results provide the
basis for a new evaluation of the reaction rates, which are
10–15 % higher than a previous evaluation [3] at temper-
atures between 200 and 600 keV (2–7  109 K). These
results will provide useful inputs to astrophysical studies
and will have application in the design of novel aneutronic
fusion reactors.
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tivecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided you give
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Appendix
See Tables 1, 2 and 3.
Table 1 Coefficients from the
2nd order Legendre polynomial
fitting of the integrated a1
Counts/NtNpdX data covering
the incident proton energy range
of 0.15–1.3 MeV
Ep (MeV) A0 (mb/sr) A1 (mb/sr) A2 (mb/sr)
0.15 1.3532 ± 0.0110 -0.0712 ± 0.0237 -0.2450 ± 0.0303
0.22 8.9100 ± 0.0335 -0.0131 ± 0.0738 -0.9690 ± 0.0921
0.25 14.0372 ± 0.0482 -0.1996 ± 0.061 -1.4784 ± 0.1316
0.30 31.4329 ± 0.0683 -1.3576 ± 0.1511 -3.8684 ± 0.1867
0.40 93.5936 ± 0.5210 5.2518 ± 0.9477 0.0739 ± 1.2117
0.49 173.7688 ± 1.0916 8.4251 ± 1.9846 -1.8697 ± 2.5487
0.57 285.1283 ± 0.8436 12.8691 ± 1.5366 4.6640 ± 1.9707
0.65 333.7993 ± 0.6866 12.3594 ± 1.2553 10.2882 ± 1.6098
0.73 273.8339 ± 0.6153 8.2052 ± 1.1266 11.5278 ± 1.4475
0.80 172.2051 ± 0.4377 0.3534 ± 0.8039 11.4544 ± 1.0345
0.88 110.7989 ± 0.3744 2.1121 ± 0.6903 10.3029 ± 0.8819
0.94 79.4042 ± 0.2940 7.2002 ± 0.5383 0.5560 ± 0.6948
1.00 75.4242 ± 0.4428 7.7808 ± 0.8110 0.4421 ± 1.0462
1.08 72.8582 ± 0.6292 5.2031 ± 1.1542 -0.2979 ± 1.4702
1.20 76.2592 ± 0.1421 5.8167 ± 0.2589 -5.0384 ± 0.3314
1.30 79.2329 ± 0.1075 6.4371 ± 0.1954 -8.1658 ± 0.2507
The uncertainties are statistical only
Table 2 Coefficients from the 4th order Legendre polynomial fitting of the integrated a1 Counts/NtNpdX data covering the incident proton
energy range from 1.4 to 3.8 MeV
Ep (MeV) A0 (mb/sr) A1 (mb/sr) A2 (mb/sr) A3 (mb/sr) A4 (mb/sr)
1.40 81.3997 ± 0.0571 11.4974 ± 0.0959 -5.7725 ± 0.1317 2.7081 ± 0.1803 1.5452 ± 0.1884
1.50 77.6703 ± 0.0565 12.0968 ± 0.0950 -5.6156 ± 0.1306 2.8184 ± 0.1789 1.8683 ± 0.1864
1.60 71.6745 ± 0.0611 12.2060 ± 0.1031 -4.5962 ± 0.1418 3.3492 ± 0.1944 1.8275 ± 0.2014
1.70 65.4600 ± 0.0449 11.5124 ± 0.0760 -4.0324 ± 0.1045 2.7583 ± 0.1433 1.2065 ± 0.1482
1.80 60.1507 ± 0.0492 11.8982 ± 0.0837 -1.9634 ± 0.1152 3.5813 ± 0.1574 2.4625 ± 0.1620
1.90 58.7418 ± 0.0693 11.8341 ± 0.1184 -1.0444 ± 0.1631 3.7633 ± 0.2223 2.7556 ± 0.2284
2.00 59.2005 ± 0.0775 11.3763 ± 0.1323 -0.9919 ± 0.1829 2.4319 ± 0.2485 3.6261 ± 0.2558
2.10 62.6998 ± 0.0556 12.7427 ± 0.0933 -5.4106 ± 0.1299 5.2556 ± 0.1769 6.5419 ± 0.1816
2.20 72.0158 ± 0.0742 13.2650 ± 0.1248 -4.6042 ± 0.1732 8.6724 ± 0.2354 9.1289 ± 0.2419
2.30 84.1030 ± 0.0954 15.5151 ± 0.1628 0.1414 ± 0.2245 12.9432 ± 0.3037 11.4715 ± 0.3120
2.40 106.6051 ± 0.1421 18.5168 ± 0.2490 11.9234 ± 0.3401 18.7912 ± 0.4552 14.822 ± 0.4678
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Table 3 Coefficients from the 4th order Legendre polynomial fitting of the integrated a0 counts/NtNpdX data covering the incident proton
energy range from 2.1 to 3.8 MeV
Ep (MeV) A0 (mb/sr) A1 (mb/sr) A2 (mb/sr) A3 (mb/sr) A4 (mb/sr)
2.10 2.0092 ± 0.0076 1.3691 ± 0.0145 0.4865 ± 0.0193 -0.5912 ± 0.0270 -1.1311 ± 0.0261
2.20 2.9610 ± 0.0113 1.9041 ± 0.0221 1.1113 ± 0.0302 -1.7485 ± 0.0408 -1.6713 ± 0.0397
2.30 4.6649 ± 0.0169 2.5767 ± 0.0341 2.6484 ± 0.0455 -2.3327 ± 0.0604 -2.8410 ± 0.0591
2.40 8.6358 ± 0.0304 3.9314 ± 0.0626 5.9174 ± 0.0823 -3.9196 ± 0.1073 -5.2886 ± 0.1066
2.50 13.7306 ± 0.0461 4.5009 ± 0.0966 11.0942 ± 0.1249 -4.3829 ± 0.1601 -7.7540 ± 0.1626
2.60 17.1879 ± 0.0542 4.8438 ± 0.1151 15.7414 ± 0.1455 -2.0812 ± 0.1835 -9.1421 ± 0.1898
2.70 13.0859 ± 0.0436 2.3608 ± 0.0937 13.5456 ± 0.1166 0.2731 ± 0.1447 -5.9638 ± 0.1529
2.80 7.1101 ± 0.0254 0.3232 ± 0.0545 7.3369 ± 0.0655 1.9757 ± 0.0813 -3.1772 ± 0.0878
2.90 2.7579 ± 0.0273 -0.7282 ± 0.0554 2.1706 ± 0.0646 1.1595 ± 0.0841 -1.3005 ± 0.0924
3.00 1.3124 ± 0.0062 -0.6249 ± 0.0117 0.6054 ± 0.0148 -0.2126 ± 0.0192 -0.2072 ± 0.0212
3.10 1.4027 ± 0.0074 -0.5259 ± 0.0150 1.3969 ± 0.0207 -1.2947 ± 0.0249 0.2046 ± 0.0263
3.20 1.6567 ± 0.0105 -1.0702 ± 0.0216 1.9432 ± 0.0296 -1.8410 ± 0.0346 0.2949 ± 0.0373
3.30 1.7865 ± 0.0094 -1.1493 ± 0.0201 2.4874 ± 0.0272 -1.7966 ± 0.0309 0.2893 ± 0.0331
3.40 1.9375 ± 0.0088 -1.5314 ± 0.0193 2.9649 ± 0.0255 -1.6919 ± 0.0282 0.3026 ± 0.0311
3.50 2.2089 ± 0.0170 -2.0174 ± 0.0376 3.5163 ± 0.0485 -1.5858 ± 0.0527 0.3033 ± 0.0591
3.60 2.7276 ± 0.0092 -2.8824 ± 0.0203 4.2021 ± 0.0254 -1.3909 ± 0.0275 0.1032 ± 0.0315
3.70 3.0230 ± 0.0090 -3.6835 ± 0.0194 4.3475 ± 0.0238 -1.1806 ± 0.0263 0.0531 ± 0.0297
3.80 2.8440 ± 0.0089 -3.9651 ± 0.0186 3.7800 ± 0.0225 -0.9490 ± 0.0252 -0.0296 ± 0.0280
The uncertainties are statistical only
Table 2 continued
Ep (MeV) A0 (mb/sr) A1 (mb/sr) A2 (mb/sr) A3 (mb/sr) A4 (mb/sr)
2.50 128.8007 ± 0.1870 21.3911 ± 0.3369 27.2821 ± 0.4528 22.2010 ± 0.6055 8.2360 ± 0.6232
2.60 150.4627 ± 0.2102 25.9435 ± 0.3871 38.6915 ± 0.5122 18.0321 ± 0.6886 -12.1005 ± 0.7081
2.70 132.3666 ± 0.1809 23.2614 ± 0.3279 17.0828 ± 0.4347 2.9903 ± 0.5965 -26.2229 ± 0.6102
2.80 98.8473 ± 0.1230 18.9768 ± 0.2133 -7.7437 ± 0.2877 0.7279 ± 0.4016 -16.5501 ± 0.4075
2.90 79.3707 ± 0.1879 15.6430 ± 0.3121 -18.3883 ± 0.4330 1.5391 ± 0.6026 -3.0500 ± 0.6085
3.00 82.5812 ± 0.0636 16.3712 ± 0.1044 -17.5009 ± 0.1473 6.8637 ± 0.2017 10.4092 ± 0.2041
3.10 95.0157 ± 0.0818 20.1517 ± 0.1404 -1.1780 ± 0.1952 9.8575 ± 0.2637 12.0754 ± 0.2678
3.20 107.3380 ± 0.1144 23.4736 ± 0.1994 1.0147 ± 0.2745 9.3035 ± 0.3720 5.5039 ± 0.3766
3.30 126.2868 ± 0.1072 26.6220 ± 0.1882 2.7427 ± 0.2575 6.7216 ± 0.3504 -1.1041 ± 0.3552
3.40 140.8552 ± 0.1017 29.7346 ± 0.1798 4.1662 ± 0.2449 3.7426 ± 0.3344 -8.0797 ± 0.3388
3.50 153.5343 ± 0.1909 32.7279 ± 0.3375 2.7157 ± 0.4587 3.8740 ± 0.6285 -12.1832 ± 0.6359
3.60 160.8712 ± 0.0944 35.2819 ± 0.1662 -2.3207 ± 0.2266 -2.4945 ± 0.3120 -17.2160 ± 0.2903
3.70 161.2443 ± 0.0872 36.5492 ± 0.1527 -6.7224 ± 0.2090 -3.9145 ± 0.2884 -17.2104 ± 0.2903
3.80 152.7235 ± 0.0858 35.6846 ± 0.1489 -12.0140 ± 0.2048 -5.4801 ± 0.2834 -14.8301 ± 0.2849
The uncertainties are statistical only
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