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We study the path behaviour of a simple random walk on the 2-dimensional omb lattie C
2
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obtained from Z
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by removing all horizontal edges o the x-axis. In parti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1 Introdution and main results
Consider a simple symmetri random walk on the integer lattie Z
2
, i.e., if a moving partile is
in x at time n, then at time n + 1 it moves to any one of its 4 neighbouring loations with equal
probabilities, independently of how the loation x was ahieved. Let Sn = S(n) be the loation of
the partile after n steps, i.e., at time n, and assume that S0 = 0. One of the most lassial strong
theorems on random walks on Z
2
is the famous reurrene theorem of Pólya [25℄ that states
P(Sn = 0 i.o.) = 1.
By a simple generalization of this reurrene theorem, one an also onlude that the respetive paths
of two independent random walks on the integer lattie Z
2
meet innitely often with probability 1.
Reently Krishnapur and Peres [21℄ presented a fasinating lass of graphs where simple random
walks ontinue to be reurrent, but the respetive paths of two independent random walks meet
only nitely many times with probability 1. In partiular, the 2-dimensional omb lattie C
2
, that is
obtained from Z
2
by removing all horizontal edges o the x-axis, has this property. In a forthoming
paper we will return to studying some related properties of simple random walks on ombs. As far
as we know, the rst paper that disusses the properties of a random walk on a partiular tree that
has the form of a omb is Weiss and Havlin [32℄.
A formal way of desribing a simple random walk C(n) on the above 2-dimensional omb lattie
C
2
an be formulated via its transition probabilities as follows:
P(C(n+ 1) = (x, y ± 1) | C(n) = (x, y)) = 1
2
, if y 6= 0, (1.1)
P(C(n + 1) = (x± 1, 0) | C(n) = (x, 0)) = P(C(n+ 1) = (x,±1) | C(n) = (x, 0)) = 1
4
. (1.2)
Unless otherwise stated, we assume thatC(0) = 0. The oordinates of the just dened vetor val-
ued simple random walk C(n) on C2 will be denoted by C1(n), C2(n), i.e., C(n) := (C1(n), C2(n)).
A ompat way of desribing the just introdued transition probabilities for this simple random
walk C(n) on C2 is via dening
p(u,v) := P(C(n + 1) = v | C(n) = u) = 1
deg(u)
, (1.3)
for loations u and v that are neighbours on C
2
, where deg(u) is the number of neighbours of u,
otherwise p(u,v) := 0. Consequently, the non-zero transition probabilities are equal to 1/4 if u is
on the horizontal axis and they are equal to 1/2 otherwise.
Weiss and Havlin [32℄ derived the asymptoti form for the probability that C(n) = (x, y) by
appealing to a entral limit argument. For further referenes along these lines we refer to Bertahi
[1℄. Here we all attention to Bertahi and Zua [2℄, who obtained spae-time asymptoti estimates
for the n-step transition probabilities p(n)(u,v) := P(C(n) = v | C(0) = u), n ≥ 0, from u ∈ C2
2
to v ∈ C2, when u = (2k, 0) or (0, 2k) and v = (0, 0). Using their estimates, they onluded
that, if k/n goes to zero with a ertain speed, then p(2n)((2k, 0), (0, 0))/p(2n)((0, 2k), (0, 0)) → 0, as
n → ∞, an indiation that suggests that the partile in this random walk spends most of its time
on some tooth of the omb. The latter suggestion in turn provides a heuristi insight into the above
mentioned onlusion of Krishnapur and Peres [21℄ that the respetive paths of two independent
random walks on C
2
an not meet innetely many times with probability 1. A further insight
along these lines was provided by Bertahi [1℄, where she analyzed the asymptoti behaviour of the
horizontal and vertial omponents C1(n), C2(n) of C(n) on C
2
, and onluded that the expeted
values of various distanes reahed in n steps are of order n1/4 for C1(n) and of order n
1/2
for
C2(n). Moreover, this onlusion, in turn, also led her to study the asymptoti law of the random
walk C(n) = (C1(n), C2(n)) on C
2
via saling the omponents C1(n), C2(n) by n
1/4
and n1/2,
respetively. Namely, dening now the ontinuous time proess C(nt) = (C1(nt), C2(nt)) by linear
interpolation, Bertahi [1℄ established the following remarkable weak onvergene result.
Theorem A (
C1(nt)
n1/4
,
C2(nt)
n1/2
; t ≥ 0
)
Law−→ (W1(η2(0, t)),W2(t); t ≥ 0), n→∞, (1.4)
where W1, W2 are two independent Wiener proesses (Brownian motions) and η2(0, t) is the loal
time proess of W2 at zero, and
Law−→ denotes weak onvergene on C([0,∞),R2) endowed with the
topology of uniform onvergene on ompat intervals.
Here, and throughout as well, C(I,Rd), respetively D(I,Rd), stands for the spae of Rd-valued,
d = 1, 2, ontinuous, respetively àdlàg, funtions dened on an interval I ⊆ [0,∞). R1 will
throughout be denoted by R.
Reall that if {W (t), t ≥ 0} is a standard Wiener proess (Brownian motion), then its two-
parameter loal time proess {η(x, t), x ∈ R, t ≥ 0} an be dened via∫
A
η(x, t) dx = λ{s : 0 ≤ s ≤ t, W (s) ∈ A} (1.5)
for any t ≥ 0 and Borel set A ⊂ R, where λ(·) is the Lebesgue measure, and η(·, ·) is frequently
referred to as Wiener or Brownian loal time.
The iterated stohasti proess {W1(η2(0, t)); t ≥ 0} provides an analogue of the equality in
distribution t−1/2W (t)
Law
= X for eah xed t > 0, where W is a standard Wiener proess and X is
a standard normal random variable. Namely, we have (f., e.g., (1.7) and (1.8) in [10℄)
W1(η2(0, t))
t1/4
Law
= X|Y |1/2, t > 0 fixed, (1.6)
where X and Y are independent standard normal random variables.
It is of interest to note that the iterated stohasti proess {W1(η2(0, t)); t ≥ 0} has rst
appeared in the ontext of studying the so-alled seond order limit law for additive funtionals
3
of a standard Wiener proess W . Namely, let g(x) be an integrable funtion on the real line and
onsider
G(t) =
∫ t
0
g(W (s)) ds =
∫ ∞
−∞
g(x)η(x, t) dx, t ≥ 0,
where η(x, t) is the two-time parameter loal time proess of W . We reall that Papaniolaou et al.
[24℄, Ikeda and Watanabe [19℄, Kasahara [20℄ and Borodin [5℄ established a weak onvergene result
on C([0,∞),R) endowed with the topology of uniform onvergene on ompat intervals, whih
reads as follows:
θ−1/4(G(θt)− g¯η(0, θt))Law−→σW1(η2(0, t)), θ →∞. (1.7)
where g¯ =
∫∞
−∞
g(x) dx, W1(·) is a Wiener proess, η2(0, ·) is a Wiener loal time at zero, suh that
W1 and η2 are independent proesses, and σ is an expliitly given onstant in terms of g.
For a related review of rst and seond order limit laws we refer to Csáki et al. [11℄, where
the authors also established a strong approximation version of (1.7), and for its simple symmetri
random walk ase as well, on the real line. In both ases the method developed in Csáki et al.
[10℄ for approximating a entered Wiener loal time proess by a Wiener sheet whose time lok
is an independent Wiener loal time at zero, proved to be an appropriate tool for ahieving the
latter goal. From strong approximation results like those in the just mentioned two papers, one an
establish various strong limit laws for the proesses in hand. In this regard we note, e.g., that for
the proess W1(η2(0, t)) as in (1.7), Csáki et al. [10℄ onluded the following strong asymptoti law:
lim sup
t→∞
W1(η2(0, t))
t1/4(log log t)3/4
=
25/4
33/4
a.s. (1.8)
For further studies and related results along similar lines we refer to Csáki et al. [12℄ and referenes
therein.
The investigations that are presented in this paper for the random walk C(n) on C2 were inspired
by the above quoted weak limit law of Bertahi [1℄ as in Theorem A and the strong approximation
methods and onlusions of Csáki et al. [10℄, [11℄, [12℄.
Bertahi's method of proof for establishing the joint weak onvergene statement of Theorem
A is based on showing that, on an appropriate probability spae, eah of the omponents onverges
in probability uniformly on ompat intervals to the orresponding omponents of the onlusion
of (1.4) (f. Proposition 6.4 of Bertahi [1℄). This approah was also the key idea in Cherny et al.
[7℄ for establishing their multivariate extensions of the Donsker-Prokhorov invariane priniple (f.
Theorems 2.1 and 2.2 in [7℄) that is based on the Skorokhod embedding [30℄ sheme.
In this paper we extend this approah so that we provide joint strong invariane priniples as in
Corollaries 1.1 and 1.4. In partiular, Corollary 1.4 in turn leads to the joint funtional law of the
iterated logarithm for the random walk on the 2-dimensional omb lattie C
2
as in Theorem 1.4 via
that of Theorem 1.3 for the limiting proesses. Also, (1.23), (1.24) and Corollaries 1.5, and 1.6 fully
desribe the respetive marginal limsup and funtional laws of the iterated logarithm behaviour of
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the rst and seond omponents of (1.22). Theorem 1.5 desribes the joint set of limit points of the
two omponents of C(n).
As to the liminf behaviour of the max funtionals of these two omponents, following Nane [23℄
and Hirsh [18℄ (f. Theorem H and Theorem I below), in Corollary 1.8 we onlude Hirsh type
behaviour of the respetive omponents of the random walk proess C(n) on the 2-dimensional
omb lattie C
2
. For |C2(·)| we have Chung's other law of the iterated logarithm as in (1.33), but
we ould not onlude a similar law for the max funtional of |C1(·)|. In Theorem 1.6 and Corollary
1.10 however, we give a Hirsh type (f. [18℄) liminf result for the max funtionals of |W1(η2(0, ·))|
and |C1(·)|.
In this setion we will now present our results and their orollaries, and will also relate them to
earlier ones whih, just like Theorem A, will be labeled by letters. The results that we believe to
be new, will be designated by numbers, and their proofs will be detailed in Setions 3-6. Preeding
these setions, in Setion 2 we present, without proofs, preliminary results that will be used in the
just mentioned setions in our proofs. We note in passing that the preliminary result of Proposition
2.1 may be known, but for the sake of ompleteness, we also present our proof of it.
Our rst result is a strong approximation for the random walk C(n) = (C1(n), C2(n)) on C
2
.
Theorem 1.1 On an appropriate probability spae for the random walk {C(n) = (C1(n), C2(n));
n = 0, 1, 2, . . .} on C2,one an onstrut two independent standard Wiener proesses {W1(t); t ≥ 0},
{W2(t); t ≥ 0} so that, as n→∞, we have with any ε > 0
n−1/4|C1(n)−W1(η2(0, n))| + n−1/2|C2(n)−W2(n)| = O(n−1/8+ε) a.s.,
where η2(0, ·) is the loal time proess at zero of W2(·).
Throughout this paper the notation ‖ · ‖ will stand for the ‖ · ‖p norm in Rd, with p ≥ 1. Our
hoie will usually be p = 1 or 2.
Consider now the net of random walk proesses {C([nt]) := (C1([nt]), C2([nt])); 0 ≤ t} on the
2-dimensional omb lattie C
2
, where [x] stands for the integer part of x. Thus, for eah xed n ≥ 1,
the net of random vetors {C([nt]); 0 ≤ t} are funtions: [0,∞) −→ R2 that are random elements
of the spae D([0,∞),R2), and eah of the omponents {C1([nt]); 0 ≤ t} and {C2([nt]); 0 ≤ t} of
{C([nt]); 0 ≤ t} are random elements of the spae D([0,∞),R). As an immediate onsequene of
Theorem 1.1, we onlude the following strong invariane priniple.
Corollary 1.1 On the probability spae of Theorem 1.1, we have almost surely, as n→∞,
sup
t∈A
∥∥∥∥(C1([nt])−W1(η2(0, nt))n1/4 , C2([nt])−W2(nt)n1/2
)∥∥∥∥→ 0, (1.9)
for all ompat intervals A ⊂ [0,∞).
We note in passing that Corollary 1.1 also holds true for the ontinuous time proesses as in
Theorem A. Consequently, when viewed this way, Corollary 1.1 amounts to an almost sure version
of Proposition 6.4 of Bertahi [1℄, and yields Theorem A that is Theorem 6.1 of Bertahi [1℄.
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In its present form, Corollary 1.1 also yields a weak onvergene on the spae D([0,∞),R2)
endowed with a uniform topology that is dened as follows.
For funtions (f1(t), f2(t)), (g1(t), g2(t)) in the funtion spae D([0,∞),R2), and for ompat
subsets A of [0,∞), we dene
∆ = ∆(A, (f1, f2), (g1, g2)) := sup
t∈A
‖(f1(t)− g1(t), f2(t)− g2(t))‖,
where ‖ · ‖ is a norm in R2.
We also dene the measurable spae (D([0,∞),R2),D), where D is the σ-eld generated by the
olletion of all ∆-open balls of D([0,∞),R2), where a ball is a subset of D([0,∞),R2) of the form
{(f1, f2) : ∆(A, (f1, f2), (g1, g2)) < r}
for some (g1, g2) ∈ D([0,∞),R2), some r > 0, and some ompat interval A of [0,∞).
In view of these two denitions, Corollary 1.1 yields a weak onvergene result that is determined
by the following funtional onvergene in distribution statement.
Corollary 1.2 As n→∞
h
(
C1([nt])
n1/4
,
C2([nt])
n1/2
)
→d h(W1(η2(0, t)),W2(t)) (1.10)
for all h : D([0,∞),R2) −→ R2 that are (D([0,∞),R2),D) measurable and ∆-ontinuous, or ∆-
ontinuous exept at points forming a set of measure zero on (D([0,∞),R2),D) with respet to the
measure generated by (W1(η2(0, t)),W2(t)), where W1, W2 are two independent Wiener proesses
and η2(0, t) is the loal time proess of W2 at zero, and →d denotes onvergene in distribution.
As an example, on taking t = 1 in Theorem A or, equivalently, in Corollary 1.2, we obtain the
following onvergene in distribution result.
Corollary 1.3 As n→∞ (
C1(n)
n1/4
,
C2(n)
n1/2
)
→d (W1(η2(0, 1)),W2(1)). (1.11)
Conerning the joint distribution of the limiting vetor valued random variable, we have
(W1(η2(0, 1)),W2(1)) =d (X|Y |1/2, Z),
where (|Y |, Z) has the joint distribution of the vetor (η2(0, 1),W2(1)), X is equal in distribution
to the random variable W1(1), and is independent of (|Y |, Z).
As to the joint density of (|Y |, Z), we have (f. 1.3.8 on p. 127 in Borodin and Salminen [6℄)
P(|Y | ∈ dy, Z ∈ dz) = 1√
2π
(y + |z|)e− (y+|z|)
2
2 dy dz, y ≥ 0, z ∈ R.
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Now, on aount of the independene of X and (|Y |, Z), the joint density funtion of the random
variables (X, |Y |, Z) reads as follows.
P(X ∈ dx, |Y | ∈ dy, Z ∈ dz) = 1
2π
(y + |z|)e−x
2+(y+|z|)2
2 dx dy dz, y ≥ 0, x, z ∈ R.
By hanging variables, via alulating the joint density funtion of the random variables U =
X|Y |1/2, Y, Z, and then integrating it out with respet to y ∈ [0,∞), we arrive at the joint density
funtion of the random variables (U = X|Y |1/2, Z), whih reads as follows.
P(X|Y |1/2 ∈ du,Z ∈ dz) = 1
2π
∫ ∞
0
y + |z|
y1/2
e
−u
2
2y
−
(y+|z|)2
2 dy du dz u, z ∈ R. (1.12)
Clearly, Z is a standard normal random variable. The marginal distribution of U = X|Y |1/2
is of speial interest in that this random variable rst appeared in the onlusion of Dobrushin's
lassial Theorem 2 of his fundamental paper [16℄, that was rst to deal with the so-alled seond
order limit law for additive funtionals of a simple symmetri random walk on the real line. In
view of the above joint density funtion in (1.12), on integrating it out with respet to z over the
real line, we are now to also onlude Dobrushin's formula for the density funtion of this random
variable, whih we have also introdued already in the ontext of (1.6).
P(U ∈ du) = 1
π
∫ ∞
0
∫ ∞
0
y + z√
y
e
−u
2
2y
−
(y+z)2
2 dy dz du
=
1
π
∫ ∞
0
1√
y
e−
u2
2y
−
y2
2 dy du =
2
π
∫ ∞
0
e−
u2
2v2
− v
4
2 dv du.
Continuing with the use of Theorem 1.1, or that of Corollary 1.1, we now onlude another
strong invariane priniple that will enable us to establish funtional laws of the iterated logarithm
for the ontinuous version of the random walk proess {C(ns) = (C1(ns), C2(ns)); 0 ≤ s ≤ 1} on
the 2-dimensional omb lattie C
2
, that is dened by linear interpolation as in Theorem A.
Corollary 1.4 On the probability spae of Theorem 1.1, on C([0, 1],R2) we have almost surely, as
n→∞,
sup
0≤s≤1
∥∥∥∥(C1(ns)−W1(η2(0, ns))n1/4(log log n)3/4 , C2(ns)−W2(ns)(n log log n)1/2
)∥∥∥∥→ 0. (1.13)
Our just stated strong invariane priniple learly parallels the rst suh result in history, that
was established by Strassen [31℄ via using the Skorokhod [30℄ embedding theorem. It reads as
follows.
Theorem B Given i.i.d. random variables X1,X2, . . . with mean 0 and variane 1, and their
suessive partial sums S(n), n = 0, 1, 2, . . . , S(0) = 0, there is a probability spae with Ŝ(n), n =
0, 1, 2, . . . , Ŝ(0) = 0, and a standard Wiener proess {W (t); t ≥ 0} on it so that
{Ŝ(nt); 0 ≤ t ≤ 1, n = 0, 1, 2, . . .} =d {S(nt); 0 ≤ t ≤ 1, n = 0, 1, 2, . . .},
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where S(nt) are random elements in the spae C([0, 1],R) of ontinuous real valued funtions, ob-
tained by linear interpolation, and as n→∞,
sup
0≤t≤1
|Ŝ(nt)−W (nt)|
(n log log n)1/2
→ 0 a.s.
In the same paper, Strassen also established his famous funtional law of the iterated logarithm
for a standard Wiener proess (f. Theorem C below), and then onluded it also for partial sums
of i.i.d. random variables as well (f. Theorem D), via his just stated strong invariane priniple as
in Theorem B.
In this regard, let S be the Strassen lass of funtions, i.e., S ⊂ C([0, 1],R) is the lass of
absolutely ontinuous funtions (with respet to the Lebesgue measure) on [0, 1] for whih
f(0) = 0 and
∫ 1
0
f˙2(x)dx ≤ 1. (1.14)
Theorem C The net {
W (xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
}
t≥3
,
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R) and the set of its limit points
is the lass of funtions S.
Theorem D The sequene of random funtions{
S(xn)
(2n log log n)1/2
; 0 ≤ x ≤ 1
}
n≥3
,
as n→∞, is almost surely relatively ompat in the spae C([0, 1],R) and the set of its limit points
is the lass of funtions S.
In view of Theorem C and our strong invariane priniple as stated in Corollary 1.4, we are now
to study the set of limit points of the net of random vetors(
W1(η2(0, xt))
23/4t1/4(log log t)3/4
,
W2(xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
, (1.15)
as t → ∞. This will be aomplished in Theorem 1.3. In order to ahieve this, we dene the
Strassen lass S2 as the set of R2 valued, absolutely ontinuous funtions
{(f(x), g(x)); 0 ≤ x ≤ 1} (1.16)
for whih f(0) = g(0) = 0 and ∫ 1
0
(f˙2(x) + g˙2(x))dx ≤ 1. (1.17)
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For the sake of presenting now our intermediate result of Theorem 1.2 to that of Theorem 1.3,
we need also SM ⊂ S, the lass of non-dereasing funtions in the Strassen lass of funtions S.
Theorem 1.2 Let W1(·) and W2(·) be two independent standard Wiener proesses starting from 0,
and let η2(0, ·) be the loal time proess of W2(·) at zero. Then the net of random vetors(
W1(xt)
(2t log log t)1/2
,
W2(xt)
(2t log log t)1/2
,
η2(0, xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
, (1.18)
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R3) and its limit points is the set
of funtions
S(3) :=
{
(f(x), g(x), h(x)) : (f, g) ∈ S2, h ∈ SM ,∫ 1
0
(f˙2(x) + g˙2(x) + h˙2(x)) dx ≤ 1, and g(x)h˙(x) = 0 a.e.
}
(1.19)
Theorem 1.3 Let W1(·) and W2(·) be two independent standard Wiener proesses starting from 0,
and let η2(0, ·) be the loal time proess at zero of W2(·). Then the net of random vetors(
W1(η2(0, xt))
23/4t1/4(log log t)3/4
,
W2(xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
, (1.20)
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R2) and its limit points is the set
of funtions
S(2) :=
{
(f(h(x)), g(x)) : (f, g) ∈ S2, h ∈ SM ,∫ 1
0
(f˙2(x) + g˙2(x) + h˙2(x)) dx ≤ 1, g(x)h˙(x) = 0 a.e.
}
=
{
(k(x), g(x)) : k(0) = g(0) = 0, k, g ∈ C˙([0, 1],R)∫ 1
0
(|33/42−1/2k˙(x)|4/3 + g˙2(x)) dx ≤ 1, k˙(x)g(x) = 0 a.e.
}
,
where C˙([0, 1],R) stands for the spae of absolutely ontinuous funtions in C([0, 1],R).
To illustrate somewhat the intrinsi stohasti nature of Theorem 1.3, we all attention to the
result of Csáki et al. [10℄ that we quoted in (1.8). The latter amounts to saying that, marginally,
the iterated proess that is the rst omponent of the net of random vetors in (1.20) satises a law
of the iterated logarithm. Moreover, it was shown in Csáki et al. [14℄ (f. their Theorem 2.2) that
the following funtional version of this law of the iterated logarithm holds true as well for the rst
omponent of the net of random vetors in (1.20).
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Theorem E The net {
W1(η2(0, xt))
25/43−3/4t1/4(log log t)3/4
; 0 ≤ x ≤ 1
}
t≥3
,
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R) and the set of its limit points
S(4/3) ⊂ C([0, 1],R) is the lass of absolutely ontinuous funtions (with respet to the Lebesgue
measure) on [0, 1] for whih
f(0) = 0 and
∫ 1
0
|f˙(x)|4/3 dx ≤ 1. (1.21)
As to the seond omponent of the net of random vetors in (1.20), Strassen's funtional law of
the iterated logarithm obtains (f. Theorem C).
Now, Theorem 1.3 establishes a funtional law of the iterated logarithm jointly for the two
omponents in the net of (1.20) so that their set of limit points is the set of funtions S(2), whih
however is not equal to the ross produt of the just mentioned funtion lasses S(4/3) and S of
Theorem E and Theorem C, respetively.
Theorem 1.3 is of importane not only on its own, for ombining it with Corollary 1.4, it leads
to a similarly important onlusion for the net of our random walk proesses on the 2-dimensional
omb lattie C
2
that reads as follows.
Theorem 1.4 For the random walk {C(n) = (C1(n), C2(n)); n = 1, 2, . . .} on the 2-dimensional
omb lattie C
2
we have that the sequene of random vetor-valued funtions(
C1(xn)
23/4n1/4(log log n)3/4
,
C2(xn)
(2n log log n)1/2
; 0 ≤ x ≤ 1
)
n≥3
(1.22)
is almost surely relatively ompat in the spae C([0, 1],R2) and its limit points is the set of funtions
S(2) as in Theorem 1.3.
As a onsequene, this theorem in ombination with (1.8) and Corollary 1.4 implies
lim sup
n→∞
C1(n)
n1/4(log log n)3/4
=
25/4
33/4
a.s. (1.23)
Moreover, via Corollary 1.4, Theorem E in this ontext implies a funtional version of the latter
law of the iterated logarithm for the rst omponent of the sequene of random vetors in (1.22),
whih reads as follows.
Corollary 1.5 The sequene{
C1(xn)
25/43−3/4n1/4(log log n)3/4
; 0 ≤ x ≤ 1
}
n≥3
,
as n→∞, is almost surely relatively ompat in the spae C([0, 1],R), and the set of its limit points
is S(4/3), as in Theorem E.
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As to the seond omponent in (1.22), the lassial law of the iterated logarithm for the Wiener
proess in ombination with Corollary 1.4 implies
lim sup
n→∞
C2(n)
(2n log log n)1/2
= 1 a.s. (1.24)
Moreover, Theorem C in ombination with Corollary 1.4 implies the next funtional law of the
iterated logarithm.
Corollary 1.6 The sequene (
C2(xn)
(2n log log n)1/2
, 0 ≤ x ≤ 1
)
n≥3
,
as n→∞, is almost surely relatively ompat in the spae C([0, 1],R), and the set of its limit points
is the lass of funtions S.
Now, à la Theorem 1.3, Theorem 1.4 establishes a joint funtional law of the iterated logarithm
for the two omponents of the random vetors in (1.22), but again so that their set of limit points
is the set of funtions S(2), i.e., not the ross produt of the funtion lasses S(4/3) and S.
In order to illustrate the ase of a joint funtional law of the iterated logarithm for the two
omponents of the random vetors in (1.22), we give the following example. Let
k(x,B,K1) = k(x) =

Bx
K1
if 0 ≤ x ≤ K1,
B if K1 < x ≤ 1,
(1.25)
g(x,A,K2) = g(x) =
 0 if 0 ≤ x ≤ K2,(x−K2)A
1−K2 if K2 < x ≤ 1,
(1.26)
where 0 ≤ K1 ≤ K2 ≤ 1, and we see that k˙(x)g(x) = 0. Hene, provided that for A,B,K1 and K2
3B 4/3
2 2/3K
1/3
1
+
A2
(1−K2) ≤ 1,
we have (k, g) ∈ S(2). Consequently, in the two extreme ases,
(i) when K1 = K2 = 1, then |B| ≤ 21/23−3/4 and on hoosing k(x) = ±21/23−3/4x, 0 ≤ x ≤ 1,
then g(x) = 0, 0 ≤ x ≤ 1, and
(ii) when K1 = K2 = 0, then |A| ≤ 1 and on hoosing g(x) = ±x, 0 ≤ x ≤ 1,
then k(x) = 0, 0 ≤ x ≤ 1.
Conerning now the joint limit points of C1(n) and C2(n) a onsequene of Theorem 1.4 reads
as follows.
11
Corollary 1.7 The sequene(
C1(n)
n1/4(log log n)3/4
,
C2(n)
(2n log log n)1/2
)
n≥3
is almost surely relatively ompat in the retangle
R =
[
−2
5/4
33/4
,
25/4
33/4
]
× [−1, 1]
and the set of its limit points is equal to the domain
D = {(u, v) : k(1) = u, g(1) = v, (k(·), g(·)) ∈ S(2)}. (1.27)
It is of interest to find a more expliit desription of D. In order to formulate the orresponding
result for desribing also the intrinsi nature of the domain D we introdue the following notations:
F (B,A,K) =
3B4/3
22/3K1/3
+
A2
1−K (0 ≤ B,A,K ≤ 1), (1.28)
D1(K) = {(u, v) : F (|u|, |v|,K) ≤ 1},
D2 =
⋃
K∈(0,1)
D1(K). (1.29)
Theorem 1.5 The two domains D in (1.27) and D2 in (1.29) are the same.
Remark 1. Let
(i) A = A(B,K) be defined by the equation
F (B,A(B,K),K) = 1, (1.30)
(ii) K = K(B) be defined by the equation
A(B,K(B)) = max
0≤K≤1
A(B,K). (1.31)
Then learly
D2 = {(B,A) : |A| ≤ A(|B|,K(|B|)}.
The expliit form of A(B,K) an be easily obtained, and that of K(B) an be obtained by the
solution of a ubi equation. Hene, theoretially, we have the expliit form of D2. However this
expliit form is too ompliated. A piture of D2 an be given by numerial methods (Fig. 1.)
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Figure 1: A piture of D2.
Conerning almost sure properties of a standard Wiener proess W (·), we now mention the
so-alled other law of the iterated logarithm that was rst established by Chung [8℄ for partial sums
of independent random variables. In terms of a standard Wiener proess, it reads as follows.
Theorem F
lim inf
t→∞
(
8 log log t
π2t
)1/2
sup
0≤s≤t
|W (s)| = 1 a.s. (1.32)
On aount of Theorem 1.1, the same other law of the iterated logarithm obtains for C2(n) as
well.
Corollary 1.8
lim inf
n→∞
(
8 log log n
π2n
)1/2
max
0≤k≤n
|C2(k)| = 1 a.s. (1.33)
In view of (1.8) and (1.23), one wonders about possibly having other laws of the iterated loga-
rithm for the respetive rst omponents W1(η2(0, t)) and C1(n) as well. Conerning the iterated
proess {W1(η2(0, t)); t ≥ 0}, from the more general Theorem 2.1 of Nane [23℄, in our ontext the
following result obtains.
Theorem G As u ↓ 0,
P( sup
0≤t≤1
|W1(η2(0, t))| ≤ u) ∼ cu2 (1.34)
with some positive onstant c. Consequently, for small u we have
c1u
2 ≤ P( sup
0≤t≤1
|W1(η2(0, t))| ≤ u) ≤ c2u2 (1.35)
13
with some positive onstants c1 and c2.
It is worthwile to note that from the well-known formula (f. Erd®s and Ka [17℄ and footnote
3 in their paper)
P( sup
0≤s≤t
|W1(s)| ≤ ut1/2) = 4
π
∞∑
k=1
(−1)k−1
2k − 1 exp
(
−(2k − 1)
2π2
8u2
)
one arrives at
2
π
exp
(
− π
2
8u2
)
≤ P( sup
0≤s≤t
|W1(s)| ≤ ut1/2) ≤ 4
π
exp
(
− π
2
8u2
)
,
for all u > 0 and t > 0.
Now, the above mentioned other law of the iterated logarithm of Chung [8℄ for Wiener proess
an be based on the latter inequality. Hene, omparing it with the small ball inequality (1.35),
Nane [23℄ onludes that one an not expet to have a Chung type LIL for the iterated proess
W1(η2(0, t)). Instead, we give a Hirsh type (f. [18℄) liminf result in Theorem 1.6 below. Nane
[23℄ obtains a Hirsh type integral test for one-sided maximum of a lass of iterated proess whih
in our ontext reads as follows.
Theorem H Let β(t) > 0; t ≥ 0 be a non-inreasing funtion. Then we have almost surely that
lim inf
t→∞
sup0≤s≤tW1(η2(0, s))
t1/4β(t)
= 0 or ∞
aording as the integral
∫∞
1 β(t)/t dt diverges or onverges.
For the sake of omparison we note that, when it is applied to Wiener proess, then Hirsh's
integral test [18℄ obtains as follows.
Theorem I With β(·) as in Theorem H, we have almost surely
lim inf
t→∞
sup0≤s≤tW2(s)
t1/2β(t)
= 0 or ∞
aording as the integral
∫∞
1 β(t)/t dt diverges or onverges.
In view of Theorems H and I, with the help of our Theorem 1.1, for the random walk proess
{C(n) = (C1(n), C2(n)); n = 0, 1, 2, . . .} on the 2-dimensional omb lattie C2, we now onlude
the following results.
Corollary 1.9 Let β(n), n = 1, 2, . . ., be a non-inreasing sequene of positive numbers. Then we
have almost surely that
lim inf
n→∞
max0≤k≤nC1(k)
n1/4β(n)
= 0 or ∞
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and
lim inf
n→∞
max0≤k≤nC2(k)
n1/2β(n)
= 0 or ∞
aording as the series
∑∞
1 β(n)/n diverges or onverges.
Based on Theorem G, we an obtain the following result.
Theorem 1.6 Let β(t) > 0, t ≥ 0, be a non-inreasing funtion. Then we have almost surely that
lim inf
t→∞
sup0≤s≤t |W1(η2(0, s))|
t1/4β(t)
= 0 or ∞
aording as the integral
∫∞
1 β
2(t)/t dt diverges or onverges.
An immediate onsequene, via Theorem 1.1, is the following result.
Corollary 1.10 Let β(n), n = 1, 2, . . ., be a non-inreasing sequene of positive numbers. Then we
have almost surely that
lim inf
n→∞
max0≤k≤n |C1(k)|
n1/4β(n)
= 0 or ∞
aording as the series
∑∞
1 β
2(n)/n diverges or onverges.
For some related Hirsh type results for other kind of iterated Brownian motion we may refer
to Bertoin [3℄ and Bertoin and Shi [4℄.
We note in passing that the above mentioned Hirsh type results for the respetive two om-
ponents of the random walk proess C(n) = (C1(n), C2(n)), n = 0, 1, 2, . . . on the 2-dimensional
omb lattie C
2
reet only the marginal behaviour of the 2 omponents C1(n) and C2(n), and say
nothing about their joint behaviour in this regard. The latter is an open problem and may even be
so for the joint Hirsh type behaviour of a 2-dimensional Wiener proess.
2 Preliminaries
Let Xi, i = 1, 2, . . ., be i.i.d. random variables with the distribution P (Xi = 1) = P (Xi = −1) =
1/2, and put S(0) := 0, S(n) := X1 + . . . +Xn, n = 1, 2, . . .. Dene the loal time proess of this
simple symmetri random walk by
ξ(k, n) := #{i : 1 ≤ i ≤ n, S(i) = k}, k = 0,±1,±2, . . . , n = 1, 2, . . . (2.1)
We quote the following result by Révész [26℄, that amounts to the rst simultaneous strong
approximation of a simple symmetri random walk and that of its loal time proess on the integer
lattie Z.
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Theorem J On an appropriate probability spae for a simple symmetri random walk {S(n); n =
0, 1, 2, . . .} with loal time {ξ(x, n); x = 0,±1,±2, . . . ; n = 0, 1, 2, . . .} one an onstrut a standard
Wiener proess {W (t); t ≥ 0} with loal time proess {η(x, t); x ∈ R; t ≥ 0} suh that, as n →∞,
we have for any ε > 0
S(n)−W (n) = O(n1/4+ε) a.s.
and
sup
x∈Z
|ξ(x, n)− η(x, n)| = O(n1/4+ε) a.s.,
simultaneously.
Let ρ(N) be the time of the N -th return to zero of the simple symmetri random walk on the
integer lattie Z, i.e., ρ(0) := 0,
ρ(N) := min{j > ρ(N − 1) : Sj = 0}, N = 1, 2, . . . (2.2)
Then, f. Révész [27℄, we have the following result of interest for further use in the sequel.
Theorem K For any 0 < ε < 1 we have with probability 1 for all large enough N
(1− ε) N
2
2 log logN
≤ ρ(N) ≤ N2(logN)2+ε.
We need inequalities for inrements of the Wiener proess (Csörg® and Révész [15℄), Wiener
loal time (Csáki et al. [9℄), and random walk loal time (Csáki and Földes [13℄).
Theorem L With any onstant c2 < 1/2 and some c1 > 0 we have
P
(
sup
0≤s≤T−h
sup
0≤t≤h
|W (s+ t)−W (s)| ≥ x
√
h
)
≤ c1T
h
e−c2x
2
,
P
(
sup
0≤s≤t−h
(η(0, h + s)− η(0, s)) ≥ x
√
h
)
≤ c1
(
t
h
)1/2
e−c2x
2
,
and
P
(
max
0≤j≤t−a
(ξ(0, a+ j)− ξ(0, j)) ≥ x√a
)
≤ c1
(
t
a
)1/2
e−c2x
2
.
Note that we may have the same onstants c1, c2 in the above inequalities. In fat, in our proofs
the values of these onstants are not important, and it is indierent whether they are the same or
not. We ontinue using these notations for onstants of no interest that may dier from line to line.
16
Corollary A Let 0 < aT ≤ T be a non-dereasing funtion of T . Then, as T →∞, we have almost
surely
sup
0≤t≤T−aT
sup
s≤aT
|W (t+ s)−W (t)| = O(a1/2T (log(T/aT ) + log log T )),
sup
0≤t≤T−aT
(η(0, t + aT )− η(0, T )) = O(a1/2T (log(T/aT ) + log log T )),
and, as N →∞, we have almost surely
max
0≤n≤N−aN
|ξ(0, n + aN )− ξ(0, n)| = O(a1/2N (log(N/aN ) + log logN)).
Theorem M For xed x ∈ Z we have for any ε > 0, as n→∞ and N →∞,
|ξ(x, n)− ξ(0, n)| = O(n1/4+ε),
ξ(x, ρ(N)) = N +O(N1/2+ε)
almost surely.
We need the following Strassen type theorem for random vetors (f. [27℄, Theorem 19.3)
Theorem N Let W1(·) and W2(·) be two independent standard Wiener proesses. Then, as t→∞,
the net of random vetors(
W1(xt)
(2t log log t)1/2
,
W2(xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
(2.3)
is almost surely relatively ompat in the spae C([0, 1],R2), and the set of its limit points is S2.
Proposition 2.1 Let {W (t), t ≥ 0} be a standard Wiener proess. Then the following two state-
ments are equivalent.
(i) The net {
W (xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
}
t≥3
,
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R) and the set of its limit points
is the lass of funtions S.
(ii) The net { |W (xt)|
(2t log log t)1/2
; 0 ≤ x ≤ 1
}
t≥3
,
as t→∞, is almost surely relatively ompat in the spae C([0, 1],R+) and the set of its limit points
is the lass of funtions S+ := {|f | : f ∈ S}.
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Proof. Clearly, (i), that is the statement of Theorem C, implies (ii).
As to the onverse, we rst onsider the stohasti proess {V (t, ω) t ≥ 0}, ω ∈ Ω1, that is living
on a probability spae {Ω1,A1, P1} and is equal in distribution to the absolute value of a standard
Wiener proess. Our aim now is to extend the latter probability spae so that it would arry a
Wiener proess, onstruted from the just introdued stohasti proess V (·). This onstrution
will be aomplished by assigning random signs to the exursions of this proess. In order to realize
this onstrution, we start with introduing an appropriate set of tools.
Let g(u), u ≥ 0 be a nonnegative ontinuous funtion with g(0) = 0. We introdue the following
notations.
G0 := G0(g) = {u ≥ 0 : g(u) = 0, g(u+ v) > 0 ∀ 0 < v ≤ 1},
G1 := G1(g) = {u ≥ 0 : u /∈ G0, g(u) = 0, g(u+ v) > 0 ∀ 0 < v ≤ 1/2},
. . .
Gk := Gk(g) = {u ≥ 0 : u /∈ Gj , j = 0, 1, . . . , k − 1, g(u) = 0, g(u + v) > 0, ∀ 0 < v ≤ 1/2k},
k = 1, 2, . . .
uℓ1 := uℓ1(g) = min{u : u ∈ Gℓ},
. . .
uℓj := uℓj(g) = min{u : u > uℓ,j−1, u ∈ Gℓ}, j = 2, 3, . . .
vℓj := vℓj(g) = min{u : u > uℓj , g(u) = 0}, j = 1, 2, . . .
ℓ = 0, 1, 2, . . .
Let {δℓj , ℓ = 0, 1, 2, . . . , j = 1, 2, . . .} be a double sequene of i.i.d. random variables with
distribution
P2(δℓj = 1) = P2(δℓj = −1) = 1
2
,
that is assumed to be independent of V (·), and lives on the probability spae (Ω2,A2, P2).
Now, replae the funtion g(·) by V (·) in the above onstrution of uℓj and vℓj and dene the
stohasti proess
W (u) = W (u, ω) =
∞∑
ℓ=0
∞∑
j=1
δℓjV (u)1(uℓj ,vℓj ](u), u ≥ 0, ω ∈ Ω, (2.4)
that lives on the probability spae
(Ω,A,P) := (Ω1,A1, P1)× (Ω2,A2, P2).
Clearly, W (·) as dened in (2.4) is a standard Wiener proess on the latter probability spae and
V (u) = |W (u)|. Consequently, (ii) holds true in terms of the just dened Wiener proess W (·) as
in (2.4). Hene, in order to show now that (ii) implies (i) in general, it sues to demonstrate that
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for any {f(x), 0 ≤ x ≤ 1} ∈ S, (i) also happens to be true in terms of the same W that we have
just dened in (2.4).
In order to aomplish the just announed goal, we rst note that it sues to onsider only
those f ∈ S for whih there are nitely many zero-free intervals (αi, βi), i = 1, 2, . . . ,m, in their
support [0, 1], sine the set of the latter funtions is dense in S. Clearly then, suh a funtion f(·)
an be written as
f(x) =
m∑
i=1
εi|f(x)|1(αi,βi](x),
where εi,∈ {−1, 1}, i = 1, . . . ,m. On aount of having (ii) in terms of |W (·)|, for P1-almost all
ω ∈ Ω1 there exists a sequene {tr = tr(ω)}∞r=1 with limr→∞ tr =∞, suh that
lim
r→∞
sup
0≤x≤1
∣∣∣∣ |W (xtr)|(2tr log log tr)1/2 − |f(x)|
∣∣∣∣ = 0, (2.5)
with W (·) as in (2.4).
On realling the onstrution of the latterW (·) via the exursion intervals (uℓj, vℓj ], we onlude
that, for r large enough, there exists a nite number of exursion intervals (u(r, i), v(r, i)], i =
1, 2, . . . ,m, suh that
lim
r→∞
u(r, i)
tr
= αi, lim
r→∞
v(r, i)
tr
= βi,
for eah ω ∈ Ω1 for whih (2.5) and the onstrution of the exursion intervals (uℓj , vℓj ] hold true.
The nite set of the just dened intervals (u(r, i), v(r, i)] is a subset of the exursion intervals
(uℓj , vℓj] that are paired with double sequene of i.i.d. random variables δℓj in the onstrution
of W (·) as in (2.4). Let δ(r, i) denote the δℓj that belongs to (u(r, i), v(r, i)). Sine these random
variables are independent, there exists a subsequene δ(rN , i), N = 1, 2, . . . suh that we have
δ(rN , i) = εi, i = 1, . . . ,m, N = 1, 2, . . . . (2.6)
P2-almost surely.
Hene on aount of (2.5) and (2.6), we have
lim
N→∞
sup
αi≤x≤βi
∣∣∣∣ δ(rN , i)|W (xtrN )|(2trN log log trN )1/2 − εi|f(x)|
∣∣∣∣ = 0, i = 1, . . . ,m. (2.7)
for P-almost all ω ∈ Ω.
Also, as a onsequene of (2.5), we have
lim
N→∞
sup
x:f(x)=0
∣∣∣∣ W (xtrN )(2trN log log trN )1/2
∣∣∣∣ = 0 (2.8)
P-almost surely.
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Consequently, on aount of (2.7) and (2.8), we onlude
lim
N→∞
sup
0≤x≤1
∣∣∣∣ W (xtrN )(2trN log log trN )1/2 − f(x)
∣∣∣∣ = 0.
P-almost surely.
This also onludes the proof of Proposition 2.1. ✷
We need also the following theorem of Lévy [22℄.
Theorem O Let W (·) be a standard Wiener proess with loal time proess η(·, ·). Put M(t) =
max0≤s≤tW (s). The following equality in distribution holds:
{(η(0, t), |W (t)|), t ≥ 0} =d {(M(t),M(t) −W (t), t ≥ 0}.
From Borodin-Salminen [6℄, 1.3.3 on p. 127, we obtain
Theorem P For θ > 0 we have
E
(
e−θη(0,t)
)
= 2eθ
2t/2(1− Φ(θ
√
t)),
where Φ is the standard normal distribution funtion.
From this and the well-known asymptoti formula
(1− Φ(z)) ∼ c
z
e−z
2/2, z →∞
we get for θ
√
t→∞
E
(
e−θη(0,t)
)
∼ c
θ
√
t
(2.9)
with some positive onstant c.
3 Proof of Theorem 1.1
Obviously, on a suitable probability spae we may have two independent random walks S1(n), S2(n),
with respetive loal times ξ1(x, n), ξ2(x, n) both satisfying Theorem J with respetive Wiener pro-
esses W1(t),W2(t) and their loal times η1(x, t), η2(x, t). We may assume moreover, that on the
same probability spae we have an i.i.d. sequene G1, G2, . . . of geometri random variables with
P(G1 = k) =
1
2k+1
, k = 0, 1, 2, . . .
On this probability spae we may onstrut a simple random walk on the 2-dimensional omb lattie
C
2
as follows. Put TN = G1 +G2 + . . . GN , N = 1, 2, . . . For n = 0, . . . , T1, let C1(n) = S1(n) and
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C2(n) = 0. For n = T1 + 1, . . . , T1 + ρ2(1), let C1(n) = C1(T1), C2(n) = S2(n− T1). In general, for
TN + ρ2(N) < n ≤ TN+1 + ρ2(N), let
C1(n) = S1(n− ρ2(N)),
C2(n) = 0,
and, for TN+1 + ρ2(N) < n ≤ TN+1 + ρ2(N + 1), let
C1(n) = C1(TN+1 + ρ2(N)) = S1(TN+1),
C2(n) = S2(n− TN+1).
Then it an be seen in terms of these denitions for C1(n) and C2(n) that C(n) = (C1(n), C2(n))
is a simple random walk on the 2-dimensional omb lattie C
2
.
Lemma 3.1 If TN + ρ2(N) ≤ n < TN+1 + ρ2(N + 1), then, as n→∞, we have for any ε > 0
N = O(n1/2+ε) a.s.
and
ξ2(0, n) = N +O(n
1/4+ε) a.s.
Proof. If ρ2(N) + TN ≤ n < TN+1 + ρ2(N + 1), then we have by Theorem K and the law of large
numbers for {TN}N≥1
(1− ε)
(
N2
2 log logN
+N
)
≤ n ≤ (1 + ε)(N + 1) +N2(logN)2+ε.
Hene,
n1/2−ε ≤ N ≤ n1/2+ε.
Also, TN = N +O(N
1/2+ε) a.s., and
N = ξ2(0, ρ2(N)) ≤ ξ2(0, TN + ρ2(N)) ≤ ξ2(0, n) ≤ ξ2(0, TN+1 + ρ2(N + 1)).
Consequently, with ε > 0, by Corollary A we arrive at
ξ2(0, TN+1 + ρ2(N + 1)) = ξ2(0, ρ2(N + 1)) +O(T
1/2+ε
N+1 ) = N +O(N
1/2+ε) = N +O(n1/4+ε).
This ompletes the proof of Lemma 3.1. ✷
Proof of Theorem 1.1. Using the above introdued denition for C1(n), in the ase of ρ2(N) +
TN ≤ n < TN+1 + ρ2(N), in ombination with Theorem J, Lemma 3.1 implies that, for any ε > 0,
C1(n) = S1(n−ρ2(N)) = W1(n−ρ2(N))+O(T 1/4+εN ) = W1(TN )+O(N1/4+ε) = W1(N)+O(N1/4+ε)
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= W1(ξ2(0, n)) +O(n
1/8+ε) = W1(η2(0, n)) +O(n
1/8+ε) a.s.
On the other hand, sine C2(n) = 0 in the interval ρ2(N) + TN ≤ n ≤ ρ2(N) + TN+1 under
onsideration, we only have to estimate W2(n) in that domain. In this regard we have
|W2(n)| ≤ |W2(ρ2(N))|+ |W2(TN + ρ2(N))−W2(ρ2(N))|
+ sup
TN≤t≤TN+1
|W2(ρ2(N) + t)−W2(ρ2(N))| = O(N1/2+ε) = O(n1/4+ε),
i.e.,
0 = C2(n) = W2(n) +O(n
1/4+ε).
In the ase when TN+1 + ρ2(N) ≤ n < TN+1 + ρ2(N + 1), by Lemma 3.1, Theorem J and
Corollary A, and using again that TN = N +O(N
1/2+ε), for any ε > 0, we have almost surely
C1(n) = S1(TN+1) = W1(ξ2(0, n)) +O(n
1/8+ε) = W1(η2(0, n)) +O(n
1/8+ε),
and
C2(n) = S2(n− TN+1) = W2(n− TN+1) +O(N1/2+ε) = W2(n) +O(n1/4+ε).
This ompletes the proof of Theorem 1.1. ✷
4 Proof of Theorems 1.2, 1.3
The relative ompatness follows from that of the omponents. So we only deal with the set of limit
points as t→∞.
First onsider the a.s. limit points of(
W1(xt)
(2t log log t)1/2
,
|W2(xt)|
(2t log log t)1/2
,
η2(0, xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
(4.1)
and (
W1(η2(0, xt))
23/4t1/4(log log t)3/4
,
|W2(xt)|
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
. (4.2)
In view of Theorem O the set of a.s. limit points of (4.1) is the same as that of(
W1(xt)
(2t log log t)1/2
,
M(xt)−W (xt)
(2t log log t)1/2
,
M(xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
, (4.3)
and the set of a.s. limit points of (4.2) is the same as that of(
W1(M(xt))
23/4t1/4(log log t)3/4
,
M(xt)−W (xt)
(2t log log t)1/2
; 0 ≤ x ≤ 1
)
t≥3
, (4.4)
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where W (·) is a standard Wiener proess, independent of W1(·) and M(t) := max0≤s≤tW (s).
By Theorem N, the set of a.s. limit points of (4.3), and hene also that of (4.1), is
{(f(x), h(x) − ℓ(x), h(x)) : (f, ℓ) ∈ S2}, (4.5)
where
h(x) = max
0≤u≤x
ℓ(u).
Moreover, applying Theorem 3.1 of [12℄, we get that the set of a.s. limit points of (4.4), hene also
that of (4.2), is
{(f(h(x)), h(x) − ℓ(x)) : (f, ℓ) ∈ S2}.
It is easy to see that h˙(x)(h(x) − ℓ(x)) = h˙(x)(h˙(x)− ℓ˙(x)) = 0 and∫ 1
0
((h˙(x)− ℓ˙(x))2 + h˙2(x)) dx =
∫ 1
0
ℓ˙2(x) dx+ 2
∫ 1
0
h˙(x)(h˙(x)− ℓ˙(x)) dx =
∫ 1
0
ℓ˙2(x) dx.
Sine (f, ℓ) ∈ S2, we have ∫ 1
0
(f˙2(x) + (h˙(x)− ℓ˙(x))2 + h˙2(x)) dx ≤ 1.
On denoting the funtion h(·)− ℓ(·) in (4.5) by |g(·)|, we an now onlude that the set of a.s. limit
points of the net in (4.1) is the set of funtions (f, |g|, h), where (f, g, h) ∈ S(3). Consequently, via
Proposition 2.1, the set of funtions (f, g, h) ∈ S(3) is seen to be the almost sure set of limit points
of the net of random vetors in (1.18), as t → ∞, on repeating the proof of Proposition 2.1 in the
ontext of the net of random vetors as in (1.18) and (4.1).
This also ompletes the proof of Theorem 1.2. ✷
To nish the proof of Theorem 1.3, it remains to show that S(2)1 = S(2)2 , where
S(2)1 :=
{
(f(h(x)), g(x)) : (f, g) ∈ S2, h ∈ SM ,∫ 1
0
(f˙2(x) + g˙2(x) + h˙2(x)) dx ≤ 1, g(x)h˙(x) = 0 a.e.
}
S(2)2 :=
{
(k(x), g(x)) : k(0) = g(0) = 0, k, g ∈ C˙([0, 1],R)∫ 1
0
(|33/42−1/2k˙(x)|4/3 + g˙2(x)) dx ≤ 1, k˙(x)g(x) = 0 a.e.
}
.
Assume rst that (f(h), g) ∈ S(2)1 . Let k(x) = f(h(x)). Obviously k(0) = g(0) = 0, k, g ∈
C˙([0, 1],R), and k˙(x)g(x) = 0 a.e. Using Hölder's inequality, the simple inequality A2/3B1/3 ≤
22/33−1(A+B) and h(1) ≤ 1 (f. the proof of Lemma 2.1 in [14℄) we get∫ 1
0
(33/42−1/2|k˙(x)|)4/3 dx ≤ 3/22/3
(∫ 1
0
f˙2(x) dx
)2/3(∫ 1
0
h˙2(x) dx
)1/3
≤
∫ 1
0
(f˙2(x) + h˙2(x)) dx,
23
showing that (k, g) ∈ S(2)2 .
Now assume that (k, g) ∈ S(2)2 . Dene
h(x) =
1
21/3
∫ x
0
|k˙(u)|2/3 du
and
f(u) =
{
k(h−1(u)) for 0 ≤ u ≤ h(1),
k(1) for h(1) ≤ u ≤ 1.
Then (f. [14℄)∫ 1
0
f˙2(u) du +
∫ 1
0
h˙2(x) dx =
∫ 1
0
|f˙(h(x))|2h˙(x) dx+
∫ 1
0
1
22/3
|k˙(x)|4/3 dx
=
3
22/3
∫ 1
0
|k˙(x)|4/3 dx,
from whih (f(h(x)), g(x)) ∈ S(2)1 follows. This ompletes the proof of Theorem 1.3. ✷
5 Proof of Theorem 1.5
Reall the denitions (1.25)-(1.31), and put
k(x,K) := k(x,B,K), g(x,K) := g(x,A,K).
It is easy to see that∫ 1
0
(|33/42−1/2k˙(x,K)|4/3 + (g˙(x,K))2)dx = 3B
4/3
22/3K1/3
+
A2
1−K = F (|B|, |A|,K).
Hene, if
F (|B|, |A|,K) ≤ 1,
then
(k(x,K), g(x,K)) ∈ S(2)
and
D2 ⊆ D.
Now we have to show that D ⊆ D2. On assuming that (k0(·), g0(·)) ∈ S(2), we show that
(k0(1), g0(1)) ∈ D2. Let
L = {x : k˙0(x) = 0}, λ(L) = κ,
M = {x : g0(x) = 0}, λ(M) = µ,
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where λ is the Lebesgue measure. Clearly µ+κ ≥ 1 and there exist monotone, measure preserving,
one to one transformations m(x) resp. n(x) defined on the omplements of the above sets L resp.
M suh that m(x) maps L onto [0, 1 − κ] and n(x) maps M onto [µ, 1] :
m(x) ∈ [0, 1 − κ] (x ∈ L),
n(x) ∈ [µ, 1] (x ∈M).
Define the funtion k1(y) resp. g1(y) by
k1(y) =
{
k0(m
−1(y)) for y ∈ [0, 1− κ]
k1(1− κ) for y ∈ (1− κ, 1],
g1(y) =
{
0 for y ∈ [0, µ]
g0(n
−1(y)) for y ∈ (µ, 1].
Note that ∫ 1
0
|k˙1(y)|4/3dy =
∫ 1
0
|k˙0(x)|4/3dx,∫ 1
0
(g˙1(y))
2dy =
∫ 1
0
(g˙0(x))
2dx,
(k1(y), g1(y)) ∈ S(2).
Taking into aount that 1− κ ≤ µ, we dene the following linear approximations k2 resp. g2 of k1
resp. g1 :
k2(x) = k(x, k1(1), 1 − κ) =
{ x
µ
k1(1) if 0 ≤ x ≤ µ,
k1(1) if µ ≤ x ≤ 1,
g2(x) = g(x, g1(1), 1 − µ) =
0 if 0 ≤ x ≤ µ,x− µ
1− µg1(1) if µ ≤ x ≤ 1.
It follows from Hölder's inequality (f., e.g. Riesz and Sz.-Nagy [28℄ p. 75) that∫ 1
0
( |33/42−1/2k˙2(x)|4/3 + (g˙2(x))2 ) dx
≤
∫ 1
0
( |33/42−1/2k˙1(x)|4/3 + (g˙1(x))2 ) dx = F (|k1(1)|, |g1(1)|, µ) ≤ 1,
implying that (k1(1), g1(1)) ∈ D2. Taking into aount that |k0(1)| ≤ |k1(1)| and |g0(1)| ≤ |g1(1)|
by our onstrution, (k0(1), g0(1)) ∈ D2 as well, whih implies that D ⊆ D2. ✷
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6 Proof of Theorem 1.6
First assume that
∫∞
1 β
2(t)/t dt <∞. Put tn = en. Then we also have
∑
n β
2(tn) <∞. Indeed, it
is well known that the integral and series in hand are equionvergent. For arbitrary ε > 0 onsider
the events
An =
{
sup
0≤s≤tn
|W1(η2(0, s))| ≤ 1
ε
t
1/4
n+1β(tn)
}
,
n = 1, 2, . . . It follows from (1.35) of Theorem G that
P(An) ≤ c2
ε2
(
tn+1
tn
)1/2
β2(tn) = c3β
2(tn),
whih is summable, hene P(An i.o.) = 0. Consequently, for large n, we have
sup
0≤s≤tn
|W1(η2(0, s))| ≥ 1
ε
t
1/4
n+1β(tn),
and for tn ≤ t < tn+1, we have as well
sup
0≤s≤t
|W1(η2(0, s))| ≥ 1
ε
t1/4β(t) a.s.
Sine the latter inequality is true for t large enough and ε > 0 is arbitrary, we arrive at
lim inf
t→∞
sup0≤s≤t |W1(η2(0, s))|
t1/4β(t)
=∞ a.s.
Now assume that
∫∞
1 β
2(t)/t dt = ∞. Put tn = en. Hene we have also
∑
n β
2(tn) = ∞. Let
W ∗(t) = sup0≤s≤t |W1(η2(0, s))|. Consider the events
An =
{
W ∗(tn) ≤ t1/4n β(tn)
}
,
n = 1, 2, . . . It follows from (1.35) of Theorem G that
P(An) ≥ cβ2(tn),
onsequently
∑
nP(An) =∞.
Now we are to estimate P(Am An). In fat, we have to estimate the probability P(W
∗(s) <
a, W ∗(t) < b) for s = tm, t = tn, with a = t
1/4
m β(tm), b = t
1/4
n β(tn). Applying Lemma 1 of Shi [29℄,
we have for 0 < s < t, 0 < a ≤ b,
P(W ∗(s) < a, W ∗(t) < b) ≤ 16
π2
E
(
exp
(
− π
2
8a2
η2(0, s)− π
2
8b2
(η2(0, t)− η2(0, s))
))
.
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Next we wish to estimate the expeted value on the right-hand side of the latter inequality. For
the sake of our alulations, we write η(0, s) instead of η2(0, s) to stand for the loal time at zero of a
standard Wiener proess W (·), i.e., we also write W instead of W2. With this onvenient notation,
we now let
α(s) = max{u < s : W (u) = 0} γ(s) = min{v > s : W (v) = 0},
and let g(u, v), 0 < u < s < v denote the joint density funtion of these two random variables.
Reall that the marginal distribution of α(s) is the arsine law with density funtion
g1(u) =
1
π
√
u(s− u) , 0 < u < s.
Putting λ1 = π
2/(8a2), λ2 = π
2/(8b2), a straightforward alulation yields
E (exp (−λ1η(0, s) − λ2(η(0, t) − η(0, s))))
=
∫∫
0<u<s<v
E(e−λ1η(0,u) | W (u) = 0)g(u, v)E(e−λ2(η(0,t)−η(0,v)) | W (v) = 0) dudv = I1 + I2,
where I1 =
∫∫
0<u<s<v<t/2 and I2 =
∫∫
0<u<s, t/2<v . The rst part is not void if s = e
m, t = en,
n < m, sine obviously em < en/2. Estimating them now, in the rst ase we use the inequality
E(e−λ2(η(0,t)−η(0,v)) |W (v) = 0) ≤ E(e−λ2η(0,t/2)),
while in the seond ase we simply estimate this expetation by 1. Thus
I1 =
∫∫
0<u<s<v<t/2
E(e−λ1η(0,u) | W (u) = 0)g(u, v)E(e−λ2(η(0,t)−η(0,v)) | W (v) = 0) dudv
≤ E(e−λ2η(0,t/2))
∫∫
0<u<s<v
E(e−λ1η(0,u) | W (u) = 0)g(u, v) dudv
= E(e−λ1η(0,s))E(e−λ2η(0,t/2)).
In the seond ase we have (∫ ∞
t/2
g(u, v) dv
)
du = P(α(t/2) ∈ du).
But
P(α(t/2) ∈ du)
P(α(s) ∈ du) ≤ c
√
s− u√
t/2− u ≤ c
√
2s
t
.
Hene
I2 =
∫∫
0<u<s, v>t/2
E(e−λ1η(0,u) | W (u) = 0)g(u, v)E(e−λ2(η(0,t)−η(0,v)) |W (v) = 0) dudv
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≤ c
√
s
t
∫ s
0
E(e−λ1η(0,u) |W (u) = 0)g1(u) du = c
√
s
t
E
(
e−λ1η(0,s)
)
.
On using (2.9) now, we arrive at
I1 + I2 ≤ c
λ1λ2
√
st
+
c
λ1
√
t
,
with some positive onstant c. To estimate P(AmAn), put s = tm = e
m
, t = tn = e
n
. Then, on
realling the denitions of a and b, respetively in λ1 and λ2, we get
λ1 =
π2
8t
1/2
m β2(tm)
, λ2 =
π2
8t
1/2
n β2(tn)
,
whih in turn implies
P(AmAn) ≤ cβ2(tm)β2(tn) + ct
1/2
m
t
1/2
n
β2(tm) ≤ cP(Am)P(An) + ce(m−n)/2P(Am).
Sine e(m−n)/2 is summable for xed m, by the Borel-Cantelli lemma we get P(An i.o.) > 0. Also,
by 0-1 law, this probability is equal to 1. This ompletes the proof of Theorem 1.6. ✷
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