A back propagation neural network has been employed to precondition the electromyographic signal (EMG) that drives a computational model of the human elbow joint complex.
In trod u c t i n n
The EMG signal is the result of the spatiotemporal summation of the e l e c t r i c a l d e p o l a r i z a t i o n t h r o u g h muscle which results in contraction [l] . This signal is a physiologic reflection of the individual motor unit action potentials (MUAI's) and so reflects the strength o f thc muscle recruitment.
I n a normal myoelectric signal, the information is encoded i n the length, amplitude, and separation of pulses and the length o f the associated pulse trains.
Detection of muscle activation can be done using several methods, two of which are irsed in the dala collection for the computational model. EMG data for this r e s e x c h was c.ollected both i n v as i v e 1 y i s , surface and needle electrodes were utilized f o r data collection. Surface and n on i n v a s i ve 1 y . t h at electrodes are the most commonly used transducers, as they have less risk to the subject, both in infection and pain level. Their limitation is that skin and muscle serve as a low-pass filter, and hence higher frequency signals are lost. Needle electrodes are necessary to collect signals from deep muscles, and are excellent at collecting a very small signal, but as their range is small, the amplitude of the signal is smaller.
T h e u p p e r e x t r e m i t y c o m p u t a t i o n a l m o d e l u s e s E M G s measured from 8 muscles from around the human elbow, using both invasive and non invasive transducers.
T h e model predicts joint torques, muscle forces, and joint kinematics at the elbow joint for 2 degrees of freedom for a ballistic movement [?I . Artificial neural networks take their name from the networks of nerve i ells that perform processing in the brain [ 2 ] .
W h i l e much of the biologically specific information is lost i n the development of artificial neural iietworks, study of these systems and their processes provides rnuch insight into their natural predecessors. Neural rietworks a r e m a s s i v e l y p a r a l l e l . y s t e m s t h a t r e l y o n d e n s e interconnections and simple processes, much as their natural counterparts.
A major strength of neural networks is t h a t the rules necessary to solve the problem under study do not have to be Lnown
The investigator needs to ltrovide ;I s e t of r e p r e s e n t a t i v e t,xamples to the neural network, and &i 11 o w the net work s u ffi c II en t train i ii g t h e ki n em a t i c s , c h ar a c t e r i s ti c s , time to 'learn' the rules. In using a supervised neural network, as in this experiment, the investigators provided t h e network with the appropriate input (filtered EMG
Data Collection and Experimental

P r o c e d u r e
Data w a s collected from 8 muscles on a volunteer subject using a variety of electrode types. These eight m u s c l e s ( b i c e p s , t r i c e p s , brachioradialis, brachialis, supinator, pronator teres, anconeus, and pronator quadratus) pro vide the muscu 1 a ture and support necessary i n the human elbow joint complex.
The electrodes were placed over the approximate innervation area of the muscle, and filtered with a bandpass filter of 10 to 500 Hz, and collected at 1000 Hz. The subject was instructed to perform ballistic movements, that is, to move as quickly from one point to another as possible.
These protocols included f l e x i o n / e x t e n s i o n , a n d p r o n a t i on / s u p i n a t i o n ,
T h e upper e x t r e m i t y model previously preprocessed the EMG by bandpassing it, rectifying it, and then low-pass filtering it.
This information was input into the model, generating an optimal activation function. The c u r r e n t w o r k u s e s a n e w preconditioning method that rectifies the EMG. rank order filters it, and then implements a single hidden layer back propagation neural network that feeds directly into the muscle model (see Figure 1 ). [8, 9] . Figure 2 is a sample of surface EMG, and Figure 3 is the result of RO filtering that same EMG.
Data -).
Previous Signal preprocessing
-- where fj = target value for unit j , aj = the output value for unit j, f ( x ) = the derivative of the sigmoid function f , and S j = weighted sum of inputs to j , a standard e r r o r f u n c t i o n for back propagation [2] .
The data processed included 16 data collection protocols a c r o s s m u l t i p l e s u b j e c t s , e a c h involving 8 muscles and 2 degrees of freedom. A random half of the data was used in training the neural network, and the remaining half comprised the test data set. A typical fully connected three-layered back-propagation network
Results nntl Future Work
Results indicate that the neural network p reprocessed EM G si g n a 1 allows the model t o more accurately determine the forces on the joint at any given epoch o f time) 6 ) . This model previously rcquircd a l m o x t 24 hours of dedicated processing time for each ballistic movcment to deterniine the optimum solutioii and that has been significantly ieduced by this neural network mcthod of preprocessing.
As shown in Figure 5 , this preprocessed data closely follows the position and velocity as determined by the computational model. Acceleration did not follow quite as nicely, so further work is necessary here.
Future work includes varying the specific rank order prefiltering of the data, varying t h e type and size of the artificial neural network. and comparing and contrasting t h e neural network developed by the varying types of electrodes to attempt to determine the effects of electrode types (needle, surface) to EMG output. 
