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RÉSUMÉ
Dans cet article, nous nous intéressons à la déconvolution d'un signal aléatoire du type Bernoulli-gaussien observé à travers
un système linéaire, ce qui correspond à des problèmes rencontrés notamment en sismique, en échographie ultrasonore ou
en contrôle non destructif.
La déconvolution de tels signaux est un problème de détection-estimation, ce qui exclut un traitement purement linéaire des
données. Les méthodes proposées jusqu'ici se distinguent essentiellement par la manière de représenter le système linéaire .
Les formes ARMA conduisent a un problème non standard de détection-estimation d'un bruit d'état dont la résolution est
complexe et coûteuse en temps calcul . Les formes AR et l'utilisation des techniques de codage multi-impulsionnel ne
permettent pas de modéliser les systèmes à phase non minimale, et présentent les inconvénients des méthodes du type
« erreur de sortie » . De plus, aucune de ces approches n'autorise un traitement en ligne des données .
En modélisant le système par équations d'état dégénérées (forme MA), et en imbriquant une étape de détection par maximum
a posteriori dans une boucle d'estimation par filtrage de Kalman, nous montrons qu'il est possible de déconvoluer un
processus Bernoulli-gaussien de manière globalement récursive . De plus, cette procédure peut être mise en ceuvre sous forme
rapide à l'aide d'équations de Chandrasekhar modifiées . Les résultats obtenus sur données synthétiques sont satisfaisants, et
ne nécessitent qu'un volume de calcul très inférieur aux méthodes proposées jusqu'ici .
MOTS CLÉS
Déconvolution, processus Bernoulli-gaussiens, filtrage de Kalman, algorithmes rapides, équations de Chandrasekhar .
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DÉTECTION-ESTIMATION RÉCURSIVE RAPIDE DE SÉQUENCES BERNOULI-GAUSSIENNES
SUMMARY
This article deals with the problem of deconvolution of Bernoulli-Gaussian random processes observed through linear systems .
This corresponds to situations that occur frequently in areas like geophysics, ultrasonic imaging or nondestructive inspection .
Deconvolution of such signais is a detection-estimation problem which does not allow a purely linear data processing, and the
nature of the difficulties greatly dépends on the type of representation chosen for the linear system . ARMA representations
yield a non-standard state driving noise detection-estimation problem whose resolution is complex and requires great computational
efforts . AR representations and the use of multi-pulse coding techniques cannot account for nonminimal phase systems and
exhibit the disadvantages of output-error type methods
. None of these approaches provide any on-line processing ability .
In the method proposed here, a degenerate state-space representation is used, and a maximum
a posteriori detection step is
inserted in an estimation loop by Kalman filtering . This allows deconvolution of Bernoulli-Gaussian processes in a globally
recursive manner . Furthermore, fast modified Chandrasekhar equations can be used for the implementation of this procedure
and produce significant savings in computational requirements . Simulation results are satisfactory, and are obtained with less
computations than other existing methods .
KEY WORDS
Deconvolution, Bernoulli-Gaussian processes, Kalman fittering, fast algorithms, Chandrasekhar equations
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1. Introduction
A l'origine de cette étude se trouvent des problèmes
rencontrés dans de nombreux domaines de la physi-
que et des sciences pour l'ingénieur comme la géophy-
sique, l'imagerie ultrasonore ou le contrôle non
destructif par exemple . On s'intéresse à un milieu de
propagation unidimensionnel que l'on caractérise par
son impédance, ou par la dérivée de l'impédance : la
réflectivité du milieu . On soumet ce milieu à une onde
plane de contenu spectral non uniforme et on observe
l'onde réfléchie. Celle-ci peut être considérée comme
une filtrée linéaire bruitée de la réflectivité, et on se
propose d'estimer cette réflectivité en fonction des
observations, de la connaissance que l'on a du système
linéaire, et d'hyperparamètres caractérisant les lois
de probabilité du bruit d'observation et du signal
d'intérêt .
Dans le cas le plus général, système linéaire et hyper-
paramètres ne sont pas connus exactement . La res-
tauration de la réflectivité, ou déconvolution myope,
nécessite plusieurs opérations : identification du filtre
linéaire caractérisant le système, identification des
hyperparamètres, estimation de la réflectivité. Ces
trois opérations peuvent être menées en parallèle, mais
sont le plus souvent effectuées séquentiellement dans
une procédure itérative .
Dans cet article, nous nous limitons au troisième
problème, celui de l'estimation de la réflectivité, le
système linéaire et les hyperparamètres étant supposés
connus. Cette opération est communément appelée
une déconvolution. Nous nous intéressons au cas
où la réflectivité (que nous appellerons aussi signal
d'entrée) peut être modélisée par un processus
aléatoire du type Bernoulli-gaussien (B-G) . Cette
description est particulièrement bien adaptée à la
caractérisation des milieux stratifiés auxquels nous
nous intéressons. Depuis la fin des années 1970, de
nombreux travaux ont été consacrés à la déconvolu-
tion de telles entrées [11, 12, 15, 10, 2, 7], mais,
malheureusement, les méthodes proposées jusqu'ici ne
sont pas globalement récursives, ce qui, interdit le
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traitement en ligne des données . De plus, elles nécessi-
tent un volume de calcul souvent très important .
Dans cet article, nous présentons une nouvelle
méthode de déconvolution de signaux B-G globale-
ment récursive. La récursivité globale est obtenue par
utilisation conjointe de techniques de filtrage optimal
du type Kalman, de détection par maximum a poste-
riori (MAP) et d'une représentation du système par
équations d'état dégénérées. Nous avons ainsi la possi-
bilité de traiter les données en ligne, ce qui est particu-
lièrement appréciable en échographie ou en traitement
sur site de données sismiques par exemple . De plus,
nous montrons que l'algorithme que nous proposons
peut être mis en aeuvre sous forme rapide, permettant
ainsi l'utilisation de notre méthode avec des moyens
de calculs réduits .
Après avoir précisé la position du problème au chapi-
tre 2 et les hypothèses au chapitre 3, nous exposons
les principes de la méthode au chapitre 4. Les ques-
tions de mise en oeuvre sous forme rapide sont abor-
dées au chapitre 5, et nous présentons au chapitre 6
quelques résultats significatifs obtenus en simulation .
Enfin, les conclusions sont données au chapitre 7 .
2. Position du problème
Le schéma de principe des phénomènes auxquels nous
nous intéressons est donné à la figure 1. Nous nous
plaçons dans le cadre des systèmes à temps discret .
L'entrée x (k) constitue le signal inconnu à restaurer,
ou réflectivité du milieu. Le système linéaire corres-
pond à ce que l'on appelle généralement ondelette
en géophysique, et plus généralement à la réponse
impulsionnelle (RI) ou fonction d'appareil du système
d'investigation utilisé . Notons que cette représentation
est contraire à l'intuition car, en géophysique par
exemple, l'ondelette représente le signal qui stimule
effectivement le sous-sol alors que la séquence de
réflectivité caractérise le système étudié . Néanmoins,
une telle représentation est rendue possible par la
commutativité du produit de convolution qui lie x (k)






. 1 . - Modèle des phénomènes auxquels nous nous intéressons .
Le signal mesuré z (k) est obtenu par filtrage linéaire de la
réflectivité x (k) et addition d'un bruit d'observation blanc gaus-
sien n (k) .
On suppose que x (k) est un processus Bernoulli-
gaussien . Le filtre linéaire SL représente l'ondelette en géophysi-
que ou plus généralement la fonction d'appareil du système
d'investigation utilisé.
à y (k), et comporte des avantages qui apparaîtront
plus loin. Dans ce qui suit, x (k) sera appelé indiffé-
remment entrée ou séquence de réflectivité, et le
système linéaire SL sera désigné par les termes de
système ou d'ondelette .
En caractérisant le système par sa réponse impulsion-
nelle discrète finie h= [h (0), h (1), . . . , h (n)]` et en









avec x(i)=0 si i<_0 et k=1,2, . . ., N
Par concaténation des équations ci-dessus pour les
différentes valeurs de k, on obtient le système linéaire
suivant
(2 .2) z=Hx+n
La résolution directe de l'équation (2 .2) par une
méthode des moindres carrés par exemple est possible .
Mais les solutions ainsi obtenues sont instables en
raison du mauvais conditionnement des matrices à
inverser, mauvais conditionnement dû à la nécessité
d'un échantillonnage fin du vecteur x . Il s'agit là
d'une difficulté très générale des problèmes de
déconvolution, et qui rend sujette à caution toutes les
méthodes basées exclusivement sur la minimisation
d'une erreur de reconstruction ou erreur de sortie,
quelle que soit l'approche, temporelle ou fréquentielle,
retenue. Pour éviter cette difficulté, il est nécessaire
de régulariser ce problème mal posé en introduisant
de l'information a priori sur la solution. Nous nous
limiterons au cas où cette information a priori est
fournie sous la forme d'une description statistique du
processus d'entrée .
Pour la caractérisation des milieux, deux types de
description ont été utilisés : les modèles gaussiens
et les modèles Bernoulli-gaussiens. Les descriptions
gaussiennes ont pour principal avantage de permettre
l'obtention de solutions optimales par des techniques
de filtrage linéaire . Mais, malheureusement, ces modè-
les gaussiens sont mal adaptés à la représentation des
milieux stratifiés, et surtout, interdisent le développe-
ment de méthodes de déconvolution myope . C'est
pourquoi un modèle B-G du signal à restaurer est





Les méthodes proposées jusqu'à présent et qui sont
applicables dans le cadre précédemment défini peu-
vent être séparées en trois grandes classes, selon la
représentation choisie pour le système
- Les représentations ARMA ont été utilisées par
de nombreux auteurs [13, 14, 15, 10] et surtout par
Mendel [17] qui a proposé une solution élégante et
assez complète, d'abord en supposant l'entrée gaus-
sienne et en développant un algorithme d'estimation
à variance minimale, puis en la supposant B-G et
en ajoutant à la procédure précédente une étape de
détection par MAP. Cette méthode peut constituer
une étape d'une procédure itérative complète de
déconvolution myope comportant les deux autres éta-
pes d'identification de l'ondelette et des hyperparamè-
tres. Mais, malgré la représentation minimale retenue,
le volume de calcul est très important, et il semble
difficile de rendre la procédure adaptative pour suivre
de possibles non-stationarités de l'ondelette . De plus,
l'utilisation de la représentation ARMA fait de la
déconvolution un problème non standard d'estima-
tion d'un bruit d'état qui ne permet pas le traitement
en ligne des données .
- Les représentations AR ont conduit à deux types
d'approches : celles héritées du traitement de la parole
et du codage multi-impulsionnel [8] et celles plus direc-
tement liées à l'automatique [7] . Les premières, qui
elles non plus ne sont pas globalement récursives,
utilisent une pondération des données dans le
domaine spectral, ou filtrage perceptuel . Cette prati-
que, justifiée en traitement de la parole par l'améliora-
tion de l'intelligibilité des signaux codés qu'elle pro-
duit, le semble moins en déconvolution où l'on s'inté-
resse à la réflectivité et non pas aux échos reconvolués .
D'autre part, le critère d'arrêt utilisé par ces méthodes
n'est pas directement lié aux propriétés de l'entrée .
Les secondes approches AR ont d'abord été dévelop-
pées sous l'hypothèse d'une entrée gaussienne, puis
modifiées pour le cas B-G . Elles peuvent être mises
en aeuvre récursivement et permettent de suivre de
possibles non-stationarités du système de manière
adaptative . Le volume des calculs est raisonnable,
mais l'estimation complète de l'entrée nécessite deux
passes successives. Surtout, la représentation AR ne
permet pas de modéliser les systèmes à phase non-
minimale, qui pourtant interviennent fréquemment
dans les applications .
- Les représentations MA présentent l'avantage
d'être une transcription' directe de l'équation de
convolution qui apparaît comme la plus naturelle
pour la description des phénomènes étudiés . Les
équations du système peuvent être écrites de deux
manières. La plus classique consiste à avoir une
équation d'observation invariante, et à introduire la
dynamique dans l'équation d'état [3, 4] . La seconde,
que nous désignerons par représentation d'état dégéné-
rée, consiste à introduire un vecteur d'état invariant
contenant l'ensemble des échantillons x (k) à estimer,
et à reporter la dynamique dans l'équation d'observa-
tion [5, 6, 18] . Dans ces deux cas, des méthodes de
déconvolution de signaux gaussiens basées sur les
techniques de filtrage de Kalman ont été développées .
Ces algorithmes permettent un traitement en ligne des
données, et peuvent être mis en aeuvre sous une forme
rapide . Notons que le manière classique d'écrire les
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équations MA présente l'inconvénient de ne pas
permettre un traitement des signaux B-G tout en
conservant des algorithmes rapides. La représentation
d'état dégénérée présente plus de souplesse d'emploi,
puisque la prise en compte de corrélation entre échan-
tillons se fait naturellement par modification de la
matrice de covariance a priori du vecteur d'état. Il est
également possible d'obtenir en ligne les estimées lis-
sées du signal .
La méthode que nous proposons ici constitue l'exten-
sion au cas des entrées B-G des méthodes basées sur
la représentation d'état dégénérée développées pour
des signaux gaussiens . La procédure d'estimation est
alors remplacée par une procédure de détection-esti-
mation et les principales caractéristiques des algo-
rithmes précédents sont conservées : récursivité glo-
bale, faible volume des calculs .
3 . Hypothèses
La relation entre entrée à restaurer et observations
est donnée par les équations (2 . 1) et (2 .2) . Soit N le
nombre total d'observations, qui est aussi la dimen-
sion des vecteurs y et b . h ayant pour dimension
n+ l, on supposera que x comporte N échantillons
significatifs et qu'il est fait un préfenêtrage par n
valeurs nulles. Cette hypothèse se justifie par le fait
que les observations sont faites à la surface du milieu .





où hk désigne la k-ième ligne de la matrice H . En
supposant le système stationnaire et donc h invariant,
on voit immédiatement que
(3 .2)
hk = [0, . . . , 0, h (n), h (n - 1), . . . , h (0), 0, . . . . 0],
h(0) : (n+k)-ième coordonnée de hl
(3 .3)
hk+ 1=Dhk
où D est une matrice de décalage dont la structure
est la suivante
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(3 .4) D=
Les équations suivantes :
(3 .5a)
Xk+1 - Xk - X
(3 .5b)
(3 .5 c)
constituent la représentation d'état dégénérée du
système SL. Nous supposerons que le bruit n (k) est
blanc, gaussien, centré, de variance r" et indépendant
de x. L'entrée est modélisée par un processus B-
G, ce qui signifie que les instants d'occurence des
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événements, constitués par les discontinuités de l'im-
pédance, sont indépendants et ont une probabilité
d'apparition égale à a, (séquence de Bernoulli) . L'am-
plitude de ces événements a une distribution gaus-
sienne de moyenne nulle et de variance a 2 . Le proces-
sus de réflectivité est donc représenté sous une forme
produit
(3 .6) x (k) = y (k) w (k)
où w (k) est le bruit blanc gaussien centré de variance





{ y (k) =1 } = X.
Comme il l'a été précisé dans l'introduction, nous
nous limitons au problème de la déconvolution d'un
processus B-G . Par conséquent, les grandeurs h, r", k
et a 2 sont supposées connues a priori . La déconvolu-
tion de x peut être séparée en une étape de détection
[recherche des y(k)] et une étape d'estimation
[recherche des
w (k)] . Notons que lorsque la séquence
{ y (k) } est connue, x est une variable aléatoire gaus-
sienne centrée de matrice de covariance
RX,,= a 2 Diag { y (k) } ce qui en permet une estimation
optimale par les techniques de filtrage de Kalman .
Précisons de plus que, en raison des caractéristiques
physiques des phénomènes observés, les événements
y (k) = 1 se produisent rarement, et k est supposé petit
devant 1 .
4. Principe de la méthode
Les vecteurs y et w qu'il nous faut estimer sont des
grandeurs intrinsèquement différentes . Un critère du
type vraisemblance est donc bien adapté à ce pro-
blème. En raison de la nature stochastique des gran-
deurs à estimer, on utilisera la vraisemblance a poste-
riori (VAP) dont l'expression est la suivante
(4.1)
V(Y, w/z)=p{z/Y, w}p{y}p{z}
et, d'après la propriété d'invariance du maximum de
vraisemblance, les valeurs y et w qui maximisent V
fourniront une estimée de x au sens du MAP selon
la formule
(4 .2) x (k) = y (k) w (k)
La maximisation de V par rapport à y et w est
en général un problème difficile, mais qui, sous nos
hypothèses, peut se simplifier. En effet, il est montré
dans [12] et [17] que maximiser V équivaut à maximi-
ser successivement les critères Vd et Ve définis par
L'intérêt de ce résultat vient de ce que Vd ne dépend
pas de w et peut être exprimé en fonction de z uni-
quement. Par conséquent, le problème de déconvolu-
tion peut être scindé en deux étapes successives . Une
étape de détection qui correspond à la maximisation
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z(k)=hkx+n(k) (4 .3 a) Vd
(Y, w/z)
OC
p { w, z/Y } p { Y }
hk+ 1=Dhk
(4.3 b) Ve (w, y/z) ec p { z/y, w } p { w }
de Vd , puis une étape d'estimation correspondant à
la maximisation de Ve. De plus, l'équation (4 .3 b)
montre que Ve est la VAP de w en supposant la
séquence de Bernoulli connue . D'après la remarque
du chapitre précédent, nous sommes ramenés au cas
gaussien dans lequel les critères de maximum de
vraisemblance, de variance minimale et de moindres
carrés sont équivalents . Il est donc possible de calculer
w par filtrage de Kalman sous l'hypothèse y = y .
Pour des raisons de clarté de l'exposé, nous allons
maintenant détailler la phase d'estimation avant de
revenir plus loin sur la détection .
4 . 1 . ESTIMATION DES AMPLITUDES
Lorsque la séquence de réflectivité est connue, d'après
les équations (3 . 5), (3 .6) et (4 .2), estimer w est équi-
valent à estimer x. Sous l'hypothèse que y= y, x peut
être calculé récursivement à l'aide du filtre de Kalman
suivant
X



















= [h (n), h (n -1), . . . , h (0), 0, 0, . . . , O]`
Une remarque importante pour la suite soit être faite
au sujet du fonctionnement de l'algorithme ci-dessus
En raison de la structure diagonale de la matrice
P1/o
et de celle de hk , les coordonnées du vecteur kk d'indice
strictement supérieur à k sont toutes nulles, et les
seules composantes de P k k _ 1 qui interviennent dans
les calculs à l'itération k équations (4. 4)] sont celles
dont les deux indices sont inférieurs ou égaux à k . Par
conséquent, d'après les équations (4 .4 a) et (4 .4 d),
l'itération k de l'algorithme n'affecte que les coordon-
nées de x et P dont les indices sont inférieurs ou
égaux à k, les autres restant inchangées (cf . fig. 2) .
La démonstration de ces propriétés, bien que fasti-
dieuse, ne présente aucune difficulté et se fait par
récurrence. On en déduit immédiatement que, pour
procéder à la k-ième récursion de l'algorithme, il n'est
nécessaire de connaître les observations
et la séquence
de Bernoulli estimée que jusqu'à l'instant k . C'est cette
propriété qui nous permettra de rendre la procédure
de détection-estimation globalement récursive.
4 . 2 . PRINCIPE DE LA DÉTECTION
Ceci correspond à la maximisation du critère Vd défini
plus haut. Son expression exacte, calculée dans [17]
dépend du vecteur des observations z et de la loi de
probabilité de la séquence de Bernoulli p (y), facile à
obtenir en raison de l'indépendance entre les
échantillons y(i) . La procédure de détection optimale






























Fîg. 2 . - Structure de la matrice
Pk/k_ 1
et des vecteurs hk et kk à
la récursion k du filtre de Kalman 4 .4. Il apparaît clairement
que cette structure va se propager de récursion en récursion .
séquences y possibles et à choisir celle qui maximise
Vd . Il y a 2 N possibilités pour y. N est généralement
de l'ordre de plusieurs centaines, et le calcul de Vd
nécessite un nombre de multiplications de l'ordre de
N 2 au minimum . On voit donc que la détection opti-
male du processus de Bernoulli n'est pas envisageable
en raison du gigantesque volume de calcul qu'elle
nécessiterait. Il faut donc maximiser Vd de manière
sous-optimale, et, en fait, les méthodes de déconvolu-
tion de processus B-G par maximum de vraisemblance
se différencient par le type de sous-optimalité retenu .
La technique décrite dans [12] consiste à approcher
Vd (y, w/z) par la fonction /, VAP de y connaissant
les observations, w étant alors considéré comme un




p (z/y) p (y)
Par construction, / ne dépend pas de w, mais sa
maximisation exacte requiert toujours le calcul de sa
valeur pour les 2' réalisations possibles de y . L'intérêt
de l'emploi de / au lieu de Vd vient de ce que /
peut être maximisé de manière sous-optimale par une
procédure itérative qui utilise des quantités fournies
par un lisseur de Kalman . C'est le détecteur SMLR
décrit dans [12] puis amélioré [1]. Mais il nécessite un
volume de calcul élevé quoique inférieur à celui de la
détection optimale, est de mise en ceuvre lourde, et
ne permet pas un traitement récursif des données.
Nous procéderons différemment en remplaçant la
maximisation globale sous-optimale de / (y/z) par la









(k) } p { y (k) }
où 1 désigne un retard de lissage . Dans toute la suite,
si v est un vecteur, v°'
q
désignera le sous-vecteur
[v (p), v (p+ 1), . . . , v (q)]l, et v' , 'l sera noté v' O z
k+1
représente donc la connaissance des observations jus-
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qu'à l'instant k + 1. La maximisation séquentielle de
il, /2, . . . , AN
permettra une détection récursive
du processus de Bernoulli y. Si on choisit un retard
de lissage 1 égal à zéro, par application de la règle de
Bayes sur l'équation (4 .7), on montre que
(4 .8)
	
d k (y (k)/Z
k+1)
oc p { -y (k)/z"' 1
et le critère
/k
est donc similaire à celui utilisé dans
[15] . Ceci montre que leur « détection commandée
par décision » et la « détection SMLR » sont en fait
deux types de détection sous-optimale par MAP qui
procèdent de la même approche.
A l'instant k, on suppose connues les estimées y (1),
y (2), . . . , y ( k-1) de la séquence y. D'après les
remarques du paragraphe 4 . 1 et les équations (4.4),
on dispose également de l'estimée du processus d'en-
trée x
k1k
- l . Par application de la règle de Bayes, et
d'après l'équation (4 . 7), on a
(4 .9a)
/k (y (k)/zk+l) =
p { zk, k+l'


















et le problème est d'évaluer le premier terme du
second membre de (4 . 10) . D'après les équations du
problème, la loi de probabilité de z ( k),
z (k + 1), . . . , z (
k + 1) dépend évidemment de y ( k),
y (k + 1), . . . , y (
k +
1) . Comme on impose à la procé-
dure de détection d'être récursive, on ne connaît pas
ces valeurs de y, mais en définissant r
k, k+1
comme
















If k+l, k+l }
En raison du caractère blanc du processus y,
p {
yk+l, k+l }
est immédiat à calculer. D'autre part
l'équation (3 . 5 b) donne, par concaténation entre les







est une matrice dont les lignes sont consti-
tuées des vecteurs W pour k<- i<- k + 1. En utilisant la
structure particulière de
Hk,k+i
[cf. équation (3 . 2)],
on voit que l'expression de
zk, k+l
ne fait intervenir
que les composantes de x d'indice inférieur ou égal à
k + 1 . On peut donc écrire
(4 .13) z
k, k+l = Hk,k+l xk+l +nk,k+l
Or il découle immédiatement de la remarque faite au
paragraphe 4 . 1 que, si la séquence y est connue jus-
qu'à l'instant k, la loi de xk connaissant zk-1 est
gaussienne et se déduit de celle de x par restriction












ment, de l'équation (4 .13), on déduit que la loi de
z
k, k+l
est gaussienne et définie par
Moyenne
(4 . 14 a)
Covariance
(4 . 14 b)
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Hk, k+l
Xk/k-1
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I
ces équations étant établies en tirant parti de la struc-
ture particulière de la matrice
Hk, k+1
Nous voyons
donc que le calcul de /,(7(k)/z
k+1)
est possible à
chaque instant k en fonction de quantités fournies
par le filtre de Kalman (4 .4) .
De manière évidente, la procédure de détection pré-
sentée ici rappelle celle proposée dans [2] . En fait,
bien qu'étant exprimés de façon légèrement différente,
les critères maximisés par ces deux méthodes sont
rigoureusement équivalents . Par contre, les techniques
employées pour effectuer cette maximisation sont dif-
férentes . Alors que la détection par un algorithme de
Viterbi nécessite de faire fonctionner à chaque instant
2' filtres de Kalman en parallèle, l'approche que nous
avons retenue demande à chaque récursion le calcul
de p {
z





chaque pas de 2' matrices de dimensions 1 + 1 x l+ 1 .
Les volumes de calcul nécessaires pour effectuer la
détection sont difficiles à comparer car ils dépendent
des caractéristiques de l'ondelette . Mais dans l'un et
l'autre cas, ils croissent exponentiellement en fonction
de 1 et deviennent très importants pour des valeurs
de 1 élevées . C'est la raison pour laquelle nous nous
limiterons aux cas 1=0 (détection sans lissage) et 1 = 1
(détection avec lissage à un pas) .
4 . 3. DÉTECTION SANS LISSAGE
Lorsque 1 = 0, l'expression de
/k
se simplifie et devient











D'autre part, l'équation (4 . 14) montre que
p { z (k)/z' - ', y(k) } est une loi gaussienne de moyenne
égale à kk
Xk/k-1
et de variance égale à la variance de
l'innovation . Si rklo (respectivement rk11 ) désigne la
variance de l'innovation à la récursion k sous l'hy-
pothèse y(k)=0 [respectivement y(k)=1], on a alors
(4 .16 a) /k(y(k)=0/zk) oc (1-X)(rk/0)-1/2
x exp { - ( z (k) -





x exp { -(z (k)-hk Xk/k-1)
2 /2 rk11 }
et la procédure de détection de y(k) consistera donc
à calculer rk/o et rk1l , puis /k(y(k)=0/zk) et
d~,
k (y (k) = 1 /zk ) . Par comparaison des deux valeurs de
d k
ainsi obtenues, on en déduit l'estimée y(k) de y(k)
au sens du MAP, et il est alors possible de procéder
à la récurrence d'ordre k de l'algorithme 4 .4. Notons
que le détecteur ainsi obtenu n'est pas un simple
détecteur à seuil sur l'innovation, car rk n'atteint pas
rapidement une valeur limite en raison de la non-
stationnarité du processus d'entrée. L'organigramme
de la procédure récursive de détection-estimation cor-
respondante est donné sur la figure 3 .
4 . 4. DÉTECTION AVEC LISSAGE A UN PAS


















y (k + 1) } est une loi gaussienne dont la matrice de
covariance sous l'hypothèse y ( k) = i, y (k + 1) = j sera
notée R I'/i,
i
par analogie avec la détection sans lissage .
Le calcul de p {
zk, k+1/ Zk- 1
y (
k), y (k + 1) =j } néces-
sitera l'évaluation, puis l'inversion, de Rk/i , , ces cal-
culs devant être répétés pour les quatre réalisations
possibles de
yk,k+l
afin d'effectuer la détection de
y(k) . Afin d'alléger les calculs à chaque récursion et
de simplifier la mise en oeuvre du détecteur, nous
ferons sur
Rk/i, i
une approximation diagonale, ce qui
revient à supposer que z (k) et z (k + 1) sont indépen-
MODÉLISATION-IDENTIFICATION
Hypothèse 0 (i((k)-0)
Calcul de la variance de l'innovation
rkIo
sachant que 5(k) -0




Détection : comparaison des vraisemblances des
deux hypothèses et détermination de 8(k)
Calcul de k









Organigramme de la procédure de détection-estimation sans lissage . Toutes les quantités nécessaires à la détection de y(k) sont




Calcul de la variance de l'innovation
4111 sachant que 7((k) - 1
Calcul de la vraisemblance de
l'hypothèse 1








car z (k) ne dépend pas de y (k + 1) . Ceci nous permet
de mettre le critère de détection sous la forme
(4 . 19)








La loi p{z(k+l)/zk-1, y(k), y(k+1)=j} est elle
même gaussienne, de moyenne
hk+1 XkIk-1
et dont la
variance sous l'hypothèse y (k) = i, y (k + 1) =j, notée
Pk/i, ;,
a pour expression [cf. équation (4 . 14)]
(4 .20)
1
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i
Hypothèse 0 (1(k)-0)
Calcul de la variance de l'innovation
r5 e sachant que 8(k) -0
Calcul de Pk
l
O j pour j-0 etj=l
	V
Calcul de la vraisemblance de
l'hypothèse 0
1






prend donc finalement la forme
(4

















i/zk) est donné par l'équation (4 . 16) .
On constate donc que d k (y (k) = i/zk+
1)
est calculable
simplement à partir des quantités fournies par
l'algorithme 4.4 à la récursion k - 1 . Il est donc possi-
ble d'insérer la phase de détection de y (k) entre les
récursions k - 1 et k de l'algorithme et d'obtenir ainsi
une procédure récursive de détection-estimation dont
l'organigramme est donné figure 4 .
5. Mise en aeuvre à l'aide d'algorithmes
rapides
Les algorithmes présentés au chapitre 4 permettent
d'effectuer la déconvolution d'une séquence B-G en
une seule passe et de manière récursive . Mais, avec le
Traitement du Signal
Mesure de z(k) etz(k- 1)
	3
Détection : comparaison des deux hypothèses et
détermination de 8(k)
Calcul de kk *k+l/ketPk+1/k
par le filtre de Kalman 4-4
Calcul dehk 1
k k 	 1
384
i
Hypothèse 1 (1(k) - 1)
Calcul de la variance de l'innovation
éil





Calcul de la vraisemblance de
l'hypothèse 1
y
F1 . 4. - Organigramme de la procédure de détection-estimation avec lissage à un pas . La détection de y(k) nécessite le calcul des quantités
Xk+11k_1
et pk / ;, ; qui ne sont pas fournies par le filtre de Kalman des équations 4 . 4.
modèle du signal observé que nous avons adopté
[représentation d'état dégénérée, équations (3 . 5)], le
vecteur d'état x contient les N échantillons du signal
à restaurer, N ayant généralement une valeur de
l'ordre de plusieurs centaines . Le filtre de Kalman
utilisé pour la phase d'estimation [équations (4 .4)]
nécessite de remettre à jour à chaque récursion la
matrice de covariance d'erreur de prédiction
Pk/k-1
de dimension N x N, d'où des calculs très lourds qui
rendent la méthode numériquement peu attrayante . Il
est possible de réduire le volume des calculs de
manière significative en remplaçant les équations de
Riccati du filtre de Kalman standard par des
équations de Chandrasekhar . Leur principe consiste
à s'intéresser aux incréments des covariances et du
gain plutôt qu'à ces quantités elles-mêmes . Le modèle
d'état dégénéré étant invariant par décalage et non
pas simplement invariant, il nous faut définir les incré-
ments de manière différente de celle exposée dans [9]
(5 .1a)
	
OPk = Pk/k-1 DPk-1/k-2D
t




rk - rk -rk-1
Sous réserve de pouvoir factoriser l'incrément initial
de la matrice de covariance d'erreur d'estimation sous







et sous nos hypothèses de stationnarité du bruit
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Les équations de Chandrasekhar et le filtre de Kal-
man standard ne calculant pas exactement les mêmes
grandeurs, l'emploi de l'algorithme 5 . 3 au lieu de 4 . 4
nécessite de vérifier deux points importants qui seront
examinés aux paragraphes suivants
La factorisation de AP 1 est l'étape qui fixe la rapidité
de l'algorithme de Chandrasekhar ; or cette factorisa-
tion initiale semble impossible à effectuer dans notre
cas puisque AP 1 dépend de la séquence de Bernoulli
qui est inconnue a priori . Il est donc nécessaire de
vérifier que cette factorisation initiale est malgré tout
possible, et que l'algorithme résultant permet une
réduction sensible du volume de calcul .
D'autre part, le calcul du critère de détection d k
utilise des grandeurs calculées par le filtre de
Kalman 4 .4. Il faut s'assurer que ces grandeurs sont
accessibles et que l'imbrication des phases de détection
et d'estimation reste possible lorsque les équations de
Chandrasekhar sont employées .
5 . 1 . FACTORISATION INITIALE
Ici encore, nous supposerons dans un premier temps
que la séquence de Bernoulli est connue a priori, et
nous montrerons ensuite que seule la connaissance de
cette séquence jusqu'à l'instant k est nécessaire pour
effectuer la récursion k de l'algorithme 5 . 3 .
En introduisant une observation fictive à l'instant 0,
ce qui ne provoque aucune sous-optimalité si on sup-




AP1=a2 Diag{S(k)] avec S(k)=y(k)-y(k-1)
On voit immédiatement que la connaissance de la
séquence { y (i) } jusqu'à l'instant k est équivalente à
la connaissance de la séquence { 6 (i) } jusqu'à
l'instant k . De plus, 3(k) ne peut prendre que les
valeurs 1, 0 ou -1. Si { k i } 1 <i<r désigne l'ensemble
des indices pour lesquels 6(k) prend une valeur non
nulle, alors la suite { ô (k 1 ), ô (k .),
.,3(k,)}
est une




factorisation de AP 1 avec
(5 .5 a) Mo = Diag { S (k i ) }, 1 < i < P
`- 123 P
000 . . 0 1
(5 .5b) Y o =O
_000 . . . 0-N
Avec cette factorisation initiale, l'algorithme nécessite
un nombre de multiplications de l'ordre de N x P à
chaque récursion contre N2 pour le filtre de Kalman
standard. X, probabilité d'apparition d'un 1 dans la
séquence de Bernoulli, étant petit devant un et P étant
au plus égal à deux fois le nombre total d'événements,
la réduction du volume des calculs par emploi des
équations de Chandrasekhar est sensible, d'autant
plus que le caractère creux des matrices Y k et Mk peut
être exploité pour réduire encore le nombre d'opéra-
tions élémentaires à chaque pas .
Il a été mentionné au chapitre précédent que la
récursion d'indice k de l'algorithme 4 .4 ne nécessite
pas de connaître le futur (quantités d'indice supérieur
à k), et ne modifie pas de quantités se trouvant dans
ce futur. Ces propriétés sont encore vraies pour l'algo-
rithme de Chandrasekhar, à la différence près que les
notions de passé et de futur, évidentes pour le filtre
de Kalman, doivent être précisées pour les matrices
Yk et Mk. L'indice de lignes de Y k variant de 1 à N,
le futur est évidemment constitué par les éléments
dont l'indice de lignes est supérieur à k . L'indice de
colonnes de Y k et les indices de Mk varient de 1 à P.
En définissant p (k) par
(5 .6)
p (k) unique entier tel que : kP
(k)
<_ k <
kP (k) + 1
le futur à la récursion k sera constitué par les éléments
d'indice p supérieur à p (k) .
De même que pour le filtre de Kalman standard, on
démontre par récurrence que la récursion d'indice k
de l'algorithme 5 . 3 ne nécessite pas de connaître de
grandeurs situées dans le futur, et ne va pas les modi-
fier. L'élément d'indices { k, p (k) } de Yk étant égal à
la valeur absolue de ô (k), on en déduit que, à l'instant
k, les équations de Chandrasekhar ne nécessitent que
la connaissance de {6(i)} 1
:5
, <k qui est équivalente à
celle des {y(i)}1<
;_<k
Par conséquent, à condition
que les critères de détection
d k
soient calculables
pour tout k, il est possible d'imbriquer les phases de
détection et d'estimation par l'algorithme rapide 5 . 3.
La factorisation initiale est faite en fixant une borne
supérieure
Pmax
pour P. On impose de cette manière
la dimension des matrices Yk et Mk. Ainsi, Mo est une
matrice carrée de dimension Pma, x P.a., diagonale et
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dont les éléments diagonaux forment une suite alter-
née de 1 et - 1 . A l'instant k, la matrice Yk voit sa
ligne d'indice k initialisée en fonction du résultat
de la détection. On remplit ainsi récursivement la
matrice Y, et on remarque que le volume de calcul
pour la récursion k de l'algorithme 5 . 3 ne dépend
pas de Pma., mais du nombre d'événements détectés
jusqu'à l'instant courant. La factorisation initiale pro-
posée n'introduit donc de surchage éventuelle qu'au
niveau de l'espace mémoire nécessaire .
5 . 2 . CALCUL DU CRITÈRE DE DÉTECTION
Il a été vu au paragraphe 4. 2 que, dans le cas général
de la détection avec lissage, le calcul de / k (y (k)/zk
+1)
nécessite la connaissance de la moyenne et de la
matrice de covariance de z
k, k+1
pour toutes les réalisa-
tions possibles de
y k, k+1
D'après les équations 4 . 14,
la moyenne est facilement accessible à partir des
équations de Chandrasekhar . Par contre, la matrice
Pk/k-1
n'étant pas directement fournie par l'algo-
rithme 5 . 3, le calcul de la matrice de covariance de
z
k, k+l
semble poser des difficultés . En fait, ces difficul-
tés peuvent être contournées en utilisant le fait que















se calculer récursivement par une équation matricielle
analogue à (5 . 3 c) . Il n'en reste pas moins que le
calcul de
d k
nécessite l'inversion de ces 2
1+1
matrices,
ce qui est beaucoup trop coûteux. Par conséquent,
nous nous limiterons ici encore à la détection sans
lissage, puis à la détection sous optimale avec lissage
à un pas.
Dans le cas de la détection sans lissage, les seules
grandeurs nécessaires au calcul du critère de détection
sont l'innovation et sa variance sous les deux hypothè-
ses y(k)=0 et y(k)=1 . Ces quantités étant calculées
explicitement par l'algorithme 5 . 3, la mise en ceuvre
de la procédure de détection-estimation à l'aide des
équations de Chandrasekhar est immédiate .
Le calcul de
d k
dans le cas de la détection avec lissage
à un pas nécessite la connaissance non seulement
de la covariance de l'innovation, mais aussi de la
quantité pk/1, j [équation (4 .20)]. On remarque que
pk/,, ;





être calculé récursivement par des équations analogues
à (5 . 3 a) à (5 . 3 c) . Il en résulte la possibilité de mettre
en ceuvre la procédure de détection estimation avec
lissage à un pas sous forme rapide .
6. Résultats de simulation
Des simulations ont été menées en vue d'évaluer les
performances de la méthode que nous proposons, et
l'influence de certaines hypothèses simplificatrices que
nous avons faites telles que la parfaite connaissance
de la RI du système et des hyperparamètres . Pour
faciliter la comparaison avec des travaux antérieurs,
nous nous sommes placés dans des conditions proches
de celles utilisées dans [16] et reprises dans [10] . Le
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FIg . 5. - Signaux utilisés pour les simulations . (a) Séquence
de réflectivité, extraite de [16] . (b) Réponse impulsionnelle, du
système, système de Kramer du 4' ordre type 2 [12]. (c) Trace
sismique synthétique obtenue par convolution de (a) et (b), et
addition d'un bruit d'observation blanc gaussien, le rapport
signal à bruit étant fixé à 10 4B.
synthétique, la RI une ondelette du type Kramer
4e ordre (ondelette à phase non minimale), et le rap-
port signal à bruit, défini comme le rapport entre la
puissance moyenne des observations non bruitées et
la variance du bruit, est de 10 dB . Séquence de réflec-
tivité, réponse impulsionnelle et signal observé sont
représentés sur la figure 5 .
Les résultats fournis par la méthode sont présentés
sur la figure 6 a pour la détection sans lissage et sur
la figure 6 b pour la détection avec lissage à un pas .
D'une manière générale, on constate que ces résultats
sont d'une qualité comparable à ceux publiés anté-
rieurement. En raison de la nature particulière de
l'entrée, il est difficile de se référer à un critère pour
apprécier quantitativement la qualité de la restaura-
tion. Notons néanmoins que le nombre de fausses
alarmes, le nombre de détections manquées et l'erreur
quadratique moyenne sont du même ordre que pour
les autres approches .
Nos résultats montrent également que le lissage à un
pas améliore la qualité de la détection, principalement
dans les régions où les strates ont une faible épaisseur,
ce qui justifie a posteriori les approximations faites
dans ce cas . Ce résultat est d'autant plus intéressant
que la RI, utilisée ici est « très causale », ce qui limite
EXACT AND ESTIMATED INPUTS
Time (ms .)
EXACT AND ESTIMATED INPUTS
Time Ces .)
Fig. 6 . - Résultats fournis par nos algorithmes de détection-
estimation récursifs rapides . Les cercles désignent l'entrée exacte
et les barres verticales le résultat de la déconvolution .
(a) Détection sans lissage. (b) Détection avec lissage à un pas .
Ces résultats sont d'une qualité comparable à ceux publiés précé-
demment, avec un volume de calcul réduit et une structure
globalement récursive de la procédure .
l'intérêt du lissage . Des simulations faites avec des RI
à temps de montée plus long (RI « moins causales »)
ont montré une amélioration plus importante appor-
tée par la détection avec lissage à un pas .
Sur les exemples que nous avons traités, les algo-
rithmes présentés ici se sont montrés robustes vis-à-
vis d'une mauvaise identification du paramètre 1. Par
exemple, les résultats restent identiques à ceux présen-
tés sur la figure 6 pour des valeurs de k comprises
entre 0,1 et 0,3 . On constate généralement que les
résultats ne varient pas lorsque ~, se trouve dans une
plage assez large autour de sa valeur exacte, et qu'ils
se détériorent rapidement à l'extérieur de cette plage .
Cela traduit le caractère non linéaire de la détection .
Une de nos hypothèses fondamentales est la parfaite
connaissance de la RI du sytème. Or, dans la pratique,
cette RI, fournie par une procédure d'identification,
est entâchée d'erreurs dont les causes principales sont
souvent une mauvaise estimation de la phase due au
type d'algorithme d'identification employé (réalisation
minimale) et la variance sur les paramètres définissant
la RI, inhérente à toute procédure d'estimation à
partir de données bruitées .
Pour simuler cette seconde source d'erreurs, un bruit
blanc gaussien a été ajouté à la RI du système, sa
variance étant choisie de manière à obtenir un rapport
signal à bruit de 10 dB (fig. 7 a) . La séquence de
réflectivité de la figure 5 a ensuite été déconvoluée à
l'aide de la RI bruitée dans des conditions identiques
à celles décrites plus haut, sans retard de lissage pour
la détection. Les résultats sont présentés sur la
figure 7 b .
Comme on pouvait s'y attendre, on note une légère
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Time <ms . )
Fig. 7. - Déconvolution d'une séquence de réflectivité lorsque
l'ondelette n'est pas connue exactement. (a) Réponse impulsion-
nelle bruitée. (b) Résultats fournis par l'alogorithme de déconvo-
lution sans lissage . On note une légère dégradation de la qualité
des résultats, mais la méthode semble présenter une bonne robus-
tesse vis-à-vis des erreurs d'identification de l'ondelette .
Cela semble logique dans la mesure où utiliser une
RI bruitée équivaut en fait à ajouter un bruit d'obser-
vation coloré à l'équation (3 .5 b) . Néanmoins, dans
cette situation ou les hypothèses de base ne sont plus
vérifiées, la dégradation des résultats reste dans les
limites de l'acceptable .
L'approche proposée ici fournit donc des résultats
comparables à ceux des autres méthodes, avec les
avantages d'un traitement globalement récursif, d'un
volume de calcul restreint et en présentant une bonne
robustesse vis-à-vis d'une connaissance imparfaite des
hyperparamètres du problème et de la RI du système .
7. Conclusion
Le problème auquel nous nous sommes intéressés est
celui de la caractérisation des milieux stratifiés, et
plus précisément celui de la déconvolution d'une
séquence de réflectivité qui constitue une des opéra-
tions nécessaires à cette caractérisation .
La méthode ici proposée étend aux signaux Bernoulli-
gaussiens les techniques de déconvolution par algo-
rithmes rapides déjà développées sous une hypothèse
gaussienne [6] . Tout en conservant un faible volume
de calcul, cette méthode permet d'obtenir des résultats
comparables à ceux fournis par des méthodes
beaucoup plus lourdes. De plus la structure globale-
ment récursive de cette procédure de détection-estima-
tion permet un traitement en ligne des données, possi-
bilité intéressante pour le traitement sur site de
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En ce qui concerne le problème plus complet
de la
déconvolution myope, cette méthode
peut parfaite-
ment
s'insérer dans une procédure itérative compor-
tant les étapes d'identification de la RI et des hyperpa-




l'étape de détection, qui conditionne de manière criti-
que les performance de l'algorithme, et la prise en
compte des non-stationnarités de l'ondelette en effec-
tuant un traitement par bloc des données
.
Manuscrit reçu le 24 février 1987 .
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