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Abstract
Stability of ε-optimal solutions for quasiconvex programs is studied.
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1. Introduction
Let X be a metric space. In the problem of minimizing a function f :X →
(−∞,+∞], one can ask about stability of ε-optimal solutions on perturbations.
Specifically, one can study conditions under which the mapping
F  f → ε-argminf := {x: f (x)minf + ε}
is Lipschitz continuous with respect to a properly defined metric on F , where
F is a set of functions to be determined for a concrete problem. For practical
reasons, it is important to get the answer with possibly close to optimal Lipschitz
constant which, in addition, is expressed in terms that are easily accessible for
computations. Such investigations have been undertaken by various authors. For
convex functions relevant results are due to Attouch and Wets [2]. (They are
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reported in [6].) There are also certain results for stochastic programs, e.g., [7,9].
(In this framework the problem of the Lipschitz stability was formulated in [10].)
The aim of the paper is two-fold: First, we extend some of the results from
[2], putting them in an abstract setting, which gives us a deeper insight into the
questions we are concerned with. Second, we demonstrate a new kind of stability
for an important class of quasiconvex functions by showing that regardless of the
fact that for such a class the map f → ε-argminf is not Lipschitz continuous,
there still exist Lipschitz continuous selections of it. Moreover, such a selection
can be given by an explicit formula.
2. Abstract minimization
We begin by defining a class of functions, members of which retain certain
properties of (quasi)convex functions.
Let X be a metric space with bounded metric d ; that is, the diameter diamX :=
sup{d(x, y): x, y ∈X} of X is finite. For each nonnegative ω, we denote by Fω
the set of all functions f :X→ (−∞,+∞] each of which satisfies the following
conditions:
(i) f is proper; that is, its epigraph epif := {(x,λ) ∈ X × R: f (x)  λ} is
nonempty;
(ii) f is lsc (lower semicontinuous); that is, epif is closed;
(iii) f is bounded from below;
(iv) if (v,β) and (w,γ ) belong to epif ∩ hypog, where g(x)= β − ωd(v, x),
hypog = {(x,λ) ∈X×R: g(x) λ} and β  τ  γ , then
epif ∩ hypog ∩ (X× {τ }) = ∅.
For p ∈ [1,+∞], let D be the metric on X × R defined by the superposition
D = p√dp + ρp , where ρ is the standard metric on R. We metrize Fω by using
the well-known Hausdorff distance H between the epigraphs:
|e− f | :=H(epie, epif ), (1)
where H is induced by D. Let us remark that diamX <∞ implies |e− f |<∞.
As functions that belong to Fω need not attain minima, we must modify the
notion of ε-argmin. We define A(f, ε), the set of ε-minimizers of f , by the
formula
A(f, ε)= {x ∈X: f (x) inff + ε}.
It is also convenient to introduce the ε-truncationL(f, ε) := {(x,α): f (x) α 
inff + ε} of epif .
The main result of this section reads as follows.
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Proposition 1. Given a positive ω and ε  ω diamX. The mappings Fω  f →
A(f, ε) and Fω  f → L(f, ε) are Lipschitz continuous with Lipschitz constants
1+ 2/ω and 1+ 2 p√1+ 1/ωp, respectively.
Proof. We employ the same technique as that used in the well-known proof of
Ekeland’s variational principle. (See [1], for example.)
Let e, f ∈ Fω and let δ = |e − f |. Fix any (u,α) ∈ L(e, ε). For each κ
satisfying the double inequality 1 < κ < 1 + 2/ω there exists (v,β) ∈ epif
such that D((u,α), (v,β))  κδ. If β  inff + ε, then there is nothing to
show. Consequently, suppose that β > inff + ε. Then we can choose (w,γ ) ∈
L(f, ε) such that β − γ > ε. Let g be as in the definition of Fω; that is,
g(x)= β − ωd(v, x). Observe that (w,γ ) ∈ epif ∩ hypog. As in the other case
γ > β −ωd(v,w), and by our assumption on ε
d(v,w) >
β − γ
ω
 ε
ω
 diamX,
which is a contradiction. Now, by the definition of Fω, there exists (z, τ ) ∈
epif ∩ hypog such that τ = inff + ε. As we have τ  β − ωd(v, z), we see
that d(v, z)  (β − τ )/ω. Since Fω  h → infh is Lipschitz continuous with
constant 1, β − α  κδ, and α  inf e+ ε, we get
β  α + κδ  ε+ inf e− inff + inff + κδ  (1+ κ)δ+ τ.
Consequently, d(v, z) (1+ κ)δ/ω. Since z ∈A(f, ε), we obtain
d(u, z) d(u, v)+ d(v, z)
(
κ + (1+ κ)
ω
)
δ,
which yields the Lipschitz continuity of A(· , ε) with constant as claimed.
Clearly, to get the Lipschitz constant of L(· , ε), it suffices to apply what has
been shown so far. Recall first that (z, τ ) ∈ L(f, ε). Thus, again by the triangle
inequality,
D
(
(u,α), (z, τ )
)
 κδ+D((v,β), (z, τ ))
 κδ+ p
√(
(1+ κ)δ
ω
)p
+ ((1+ κ)δ)p,
which gives the Lipschitz constant immediately. ✷
We suppose now that X is a convex and closed subset of a normed space and
that the metric d is induced by the norm. Let us say that f :X→ (−∞,+∞] is
ω-convex if for any pair (u,α), (v,β) ∈ epif and any λ ∈ [0,1]
|α − β|
‖u− v‖ = ω ⇒ (1− λ)(u,α)+ λ(v,β) ∈ epif.
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Let Cω be the class of all ω-convex, proper, bounded from below and lsc functions
on X. It is an easy exercise to show that Cω ⊂ Fω. Therefore, Proposition 1
holds for Cω. Moreover, it is clear that a function f is convex if and only if f
is ω-convex for each positive ω. Consequently, if we put ω = ε/diamX (in our
proposition), then we obtain:
Corollary 2. For any pair f,g :X → (−∞,∞] of convex functions that are
proper, lsc and bounded from below and any ε > 0
H
(
A(f, ε),A(g, ε)
)

(
1+ 2 diamX
ε
)
|f − g|.
This corollary, with a slightly better Lipschitz constant, is due to Attouch
and Wets [2]. The constant given here is still quite close to optimal. Indeed, if
X = [0,1], f = 0 and g(x)= εx − ε, then
H(A(f, ε),A(g, ε))
|f − g| =
1
2ε
= diamX
2ε
.
3. ε-minimizers of quasiconvex functions
In this section, X is assumed to be a convex compact and nonempty subset
of Rn. The space Rn ×R is identified with Rn+1. We let p = 2, so that D is the
ordinary Euclidean metric in Rn+1. Since it is easier to handle the supremum dis-
tance |f − g|∞ between two functions than the epigraph distance, we formulate
our main result also for this metric. (It is a slight abuse of terminology to call it
metric, as +∞ can be its value.)
For each positive τ , let gτ :C0 × Sn−1 be the function given by the formula
gτ (f,u)= sup
{〈x,u〉 − τf (x): x ∈X}.
(It is easily observed that C0 consists of all proper, lsc and quasiconvex functions
on X. It should also be clear that gτ takes only real values.) Now, with the aid of
gτ , we define the mapping sτ :C0 →X,
sτ (f )= 1
κn
∫
Sn−1
gτ (f,u)udσ(u),
where, as always, Sn−1 is for the unit sphere, σ for the surface area measure, and
κn for the volume of the unit ball.
For v ∈ Sn−1, let
cn = 1
κn
∫
Sn−1
∣∣〈v,u〉∣∣ dσ(u).
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This constant is called the projection constant of the n-dimensional Euclidean
space. (See [3,5].) It satisfies the following double inequality:√
2n
π
 cn 
√
2(n+ 1)
π
.
Now we are ready to state our main result.
Theorem 3. The mapping sτ :C0 →X has the following properties:
(i) for every f ∈ C0,
f
(
sτ (f )
)
minf + diamX
τ
;
(ii) sτ is Lipschitz continuous; precisely,∥∥sτ (f )− sτ (h)∥∥ cnτ |f − h|∞
and ∥∥sτ (f )− sτ (h)∥∥ cn√τ 2 + 1|f − h|.
We gather several indispensable facts and notions before going to the proof. Let
Dn be the family of all closed, convex and nonempty subsets of Rn. For A ∈Dn,
one defines its lower and upper support functions: pA(u) := inf{〈a,u〉: a ∈ A}
and hA(u) := sup{〈a,u〉: a ∈ A}, respectively. It is easily shown that diamA
satisfies the following equation:
diamA= |hA − pA|∞.
(In the above and in the next formulae the support functions are restricted to the
unit sphere.)
The Hausdorff distance between A and B ∈ Dn can be expressed by the
equation
H(A,B)= |hA − hB |∞. (2)
(Clearly, H(A,B) can be +∞.)
The following lemma holds true.
Lemma 4. Let A ∈Dn be bounded. Let ϕ :Sn−1 → R be a function such that for
any pair u,v ∈ Sn−1
ϕ(u)− ϕ(v) hA(u− v).
Let a = (1/κn)
∫
Sn−1 ϕ(u)udσ(u). Then a ∈A.
The proof follows an idea due to Saint-Pierre [8]. Another approach is pre-
sented in [4], where more general results are considered.
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Proof. Since hA is Lipschitz continuous, it follows that ϕ is Lipschitz continuous.
Thus ϕ is integrable and the above integral makes sense.
Fix any x ∈ Sn−1. Let S+ = {u ∈ Sn−1: 〈u,x〉  0}. Let R be the reflection
in the hyperplane x⊥. (x⊥ means the orthogonal complement of x .) Observe
that 〈Ru,x〉 = −〈u,x〉. Since R is an orthogonal mapping, and the surface area
measure is invariant under the action of such mappings, we obtain
〈a, x〉 = 1
κn
∫
S+
(
ϕ(u)− ϕ(Ru))〈u,x〉dσ(u).
Observe now that 〈u,x〉 0 and u−Ru= 2〈u,x〉x . Thus, by (4) and the positive
homogeneity of support functions, we get
〈a, x〉 1
κn
∫
S+
2〈u,x〉2 dσ(u)hA(x)= hA(x).
As x is arbitrary, the last inequality yields a ∈A. ✷
Proof of Theorem 3. Let ε = (diamX)/τ , and let C = {x ∈ X: f (x)  minf
+ ε}. First we show that gτ (f,u)= sup{〈x,u〉− τf (x): x ∈ C}. In the other case
there would exist x ′ /∈ C, such that for every x ′′ for which f (x ′′) = minf one
would have
〈x ′′, u〉 − τf (x ′′) 〈x ′, u〉 − τf (x ′).
This would imply immediately
pX(u)− τ minf < hX(u)− τ (minf + ε).
Consequently,
ε <
hX(u)−pX(u)
τ
 diamX
τ
,
which would contradict the choice of ε.
By the properties of f,C is compact and convex. Now, it is easy to see that
the function ϕ(u) := gτ (f,u) satisfies the assumptions of our lemma, if one puts
A= C. Thus sτ (f ) ∈ C.
Let us go to the second part of the proof. (We will discuss only the case of
the epigraph metric | · |.) Let A and B be the closed convex nulls of epif and
epih, respectively. Let x = (u,−τ ), where u ∈ Sn−1. Let x ′ = x/‖x‖. Clearly,
‖x‖ = √τ 2 + 1. It is easy to see that gτ (f,u) = hA(x ′)‖x‖. An analogous
equation holds for h. Therefore, bearing in mind (2), we get∣∣gτ (f,u)− gτ (h,u)∣∣ ∣∣hA(x ′)− hB(x ′)∣∣‖x‖√τ 2 + 1|f − h|. (3)
Let v be a unit vector chosen so that∥∥sτ (f )− sτ (h)∥∥= 〈sτ (f )− sτ (h), v〉.
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Thus ∥∥sτ (f )− sτ (h)∥∥ (1/κn)
∫
Sn−1
∣∣gτ (f,u)− gτ (h,u)∣∣∣∣〈v,u〉∣∣ dσ(u).
Appealing to (3) and to the definition of cn gives the desired inequality. ✷
A theorem on selections of ε-minimizers can be formulated as follows.
Theorem 5. Let Y be a metric space (with metric ρ). Let X ∈Dn be compact. Let
a mappingF :Y×X→ (−∞,+∞] be given such that for any y ∈ Y,F (y, ·) ∈ C0
and y → F(y, ·) is Lipschitz continuous with constant L (with respect to the
metric given by (1)). Then the mapping στ :Y →X given by the formula στ (y)=
sτ (F (y, ·)) is Lipschitz continuous with constant Llip(sτ ), where lip(sτ ) is the
Lipschitz constant of sτ and F(y,στ (y))minF(y, ·)+ (diamX)/τ .
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