We investigate necessary conditions of optimality for the Bolza-type infinite horizon problem with free right end. The optimality is understood in the sense of weakly uniformly overtaking optimal control. No previous knowledge in the asymptotic behaviour of trajectories or adjoint variables is necessary. Following Seierstads idea, we obtain the necessary boundary condition at infinity in the form of a transversality condition for the maximum principle. Those transversality conditions may be expressed in the integral form through an Aseev-Kryazhimskii-type formulae for co-state arcs. The connection between these formulae and limiting gradients of payoff function at infinity is identified; several conditions under which it is possible to explicitly specify the co-state arc through those Aseev-Kryazhimskii-type formulae are found. For infinite horizon problem of Bolza type, an example is given to clarify the use of the Aseev-Kryazhimskii formula as explicit expression of the co-state arc.
The first necessary conditions of optimality for infinite-horizon control problems were proved [28] on the verge of 1950-60s by L.S. Pontryagin and his associates (for the problems with the right end fixed at infinity). Only later [19] was the Maximum Principle proved for a reasonably broad class of problems, and yet the transversality-type conditions at infinity were not provided. A significant number [19, 21, 27, 34, 32] of such conditions was proposed. Thus, the Maximum Principle for infinite horizon was not complete, and the set of extremals obtained through it was too broad; see [14, 19, 27, 33] , [2, Sect. 6] , [30, Example 10.2] .
The principal obstacle on the way to transversality conditions at infinity is the fact that it is necessary to find the asymptotic conditions on the adjoint equation (i.e., on the linear system) that would be satisfied by at least one but not by all of its solutions. It was first done in [6] for linear autonomous control system through passing to a functional space that allowed to extend 1 all necessary solutions to infinity in the unique way. For the co-state arc, there was proved a formula that supplemented the Maximum Principle, making it a complete system. In the papers [1, 2, 3, 4, 5] , more general formula (the Aseev-Kryazhimskii formula) was proved for certain other classes of nonlinear control problems. It takes the form of an improper integral of a function, the summability of which on the whole half-line is provided by means of imposing the asymptotic conditions (similar to the dominating discount conditions) on the system (for details, refer to Subsect.3.1 of this paper or [2, Sect.16] , [5] , [23, Sect.6] ).
Another way to decrease the number of solutions of such an incomplete system of relations was proposed by Seierstad [30] . He considered a set of shortened problems and the corresponding expressions of the Maximum Principle, in each of which he obtained a co-state arc as a component of the solution of the corresponding system. Under sufficiently strong assumptions he made, the co-state arc, obtained as a pointwise limit, satisfied the maximum principle of original infinite horizon problem. In [23] , in line with this idea, the author obtained the necessary condition at infinity for the general class of control problems with fixed initial state and free terminal state at infinity; a co-state arc was also expressed in the improper integral form, similar Aseev-Kryazhimskii formula.
This paper is concerned with the infinite horizon problem of Bolza type with free right end. The optimal control is understood in the sense of weakly uniformly overtaking optimal control [20] . It is assumed a priori that a uniformly weakly overtaking optimal control exists (for discussion of existence refer to [8, 9, 14, 18, 22, 39] ). No previous knowledge in the asymptotic behaviour of trajectories or adjoint variables is necessary.
A necessary boundary condition at infinity is found in the form of a transversality condition for the maximum principle (see Theorem 2.1). A co-state arc that would satisfy this condition is constructed in the form of the pointwise limit of co-state arcs for shortened problems with tailored penalty function. The integral form of the transversality conditions may be seen as the limit of Aseev-Kryazhimskii-type formulae for co-state arcs (see (3.2a) , (3.2b) ). The connection between these formulae and limiting subdifferential of payoff function at infinity is clarified (see Corollary 3.3). Several conditions are found (see Subsect. 3.3) , under which the constructed transversality conditions complement the Maximum Principle, making it a complete system of relations; in this case, the co-state arc may be explicitly expressed by formulae (3.3a),(3.3b),(3.5a), including Aseev-Kryazhimskii formula (3.5b). These conditions are weaker than those from [23, 3] ; in particular, we dispensed with the necessity to assume the payoff function to be finite at infinity in [23, Corollary 14] , [3, Theorem 4] . The example from Subsect. 3.2 serves to clarify the utility of the Aseev-Kryazhimskii formula as an explicit expression of the co-state arc in infinite horizon problems of Bolza type.
Although the proof of Theorem 2.1 follows [23] , it is not based on previous papers [23, 25, 24] , being significantly strengthened and streamlined; in particular, we no longer need to embed the set of admissible controls into a compact space of generalized controls. However, as in [23] , the dynamics of the function is assumed to be smooth in x; it is important for the method used to construct the penalty function (see Appendix A).
Problem statement and definitions
We consider the time interval T △ = R ≥0 . The phase space of the control system is the finite-
Consider the following optimal control problem
(1.1c)
Here, functions l and f 0 are scalar; x is the state variable taking values in X; and u is the control parameter. Suppose that U is a map from T to the set of all closed subsets of a finite-dimensional Euclidean space U, and the graph of U is a Borel set. As for the class of admissible controls, we consider the set of measurable functions u(·) bounded for any time compact such that u(t) ∈ U(t) holds for a.a. t ∈ T. Denote the set of admissible controls by U.
We assume the following conditions hold:
• C is a closed subset of X;
• l is taken to be locally Lipshitz continuous on x;
• f is Borel measurable in (t, u) and continuously differentiable in x;
• for each admissible control u, the map (t, x) → f (x, u(t), t) satisfies the sublinear growth condition (see, for example, [37, 1.4 
.4]);
• f 0 is measurable in (t, u), continuously differentiable in x, and lower semicontinuous in u;
are measurable in (t, u) and locally Lipshitz continuous on x.
Now we can assign the solution of (1.1b) to each admissible control u and initial condition b ∈ X. The solution is unique and it can be extended to the whole T. Let us denote it by x(b, u; ·). The pair (b, u) will be called an admissible control process if u ∈ U, b ∈ C.
For every (b, u) ∈ X × U, assign the number
Note the integral in (1.1a) may not exist in the general case; if it exists, it could tend to +∞ and may even do so for all admissible controls. In such a situation, we have to adopt the special notion of optimality. A number of such definitions of optimality for control problems on infinite horizon were proposed [13, 14, 35, 10] . We will essentially understand the objective of (1.1a) to be Minimize l(b) + J(b, u; T ) for very large T, which conforms to the notion of optimality based on "overtaking," specifically, to the notion of "weakly uniform overtaking"; (see [12, 20, 13] ).
Note that we can also do the optimization by way of choosing the proper sequence τ . For instance, we could allow the players of infinite-horizon differential games to choose their own test sequence in addition to their control, and consider the corresponding Nash equilibrium; let us call it a test Nash equilibrium. Any test Nash equilibrium is weakly uniformly overtaking optimal. Moreover, there are examples of infinite-horizon differential games with a unique uniformly overtaking optimal equilibrium and with a unique test Nash equilibrium such that for each player the uniformly overtaking optimal equilibrium is the worst of all weakly uniformly overtaking optimal Nash equilibria, and the test Nash equilibrium is the best of weakly uniformly overtaking optimal Nash equilibria (See [25, Example 1]).
Hereinafter assume there exists an admissible process (b * , u * ) that is uniformly τ -overtaking optimal for some unbounded increasing sequence of numbers τ n . Denote by x * the solution generated by this process.
Note that this assumption is equivalent to existence of a weakly uniformly overtaking solution for problem (1.1a)-(1.1c). This paper is not concerned with when is it so; for the issues of existence of solutions of infinite-horizon problems that are optimal with respect to one or another criterion, refer to [8, 9, 13, 14, 18, 36, 22, 39] .
Let us also fix a sequence τ = (τ n ) n∈N . Slightly simplifying the notation when passing from the sequence τ to its subsequence τ ′ , we will plainly write "subsequence τ ′ ⊂ τ ."
PMP relations
Let us recall a few definitions from vector analysis [15] , [38, Sect.4] . Let g : X → R ∪ {+∞} be a lower semicontinuous function. A vector ζ ∈ X is said to be a proximal subgradient of g at b provided that there exist a neighborhood Ω of x and a number σ ≥ 0 such that
The set of proximal subgradients at x (which may be empty, and which is not necessarily closed, open, or bounded but which is convex) is denoted ∂ P g(b), and is referred to as the proximal subdifferential. This set is nonempty for all x in a dense subset of {b | g(b) < +∞}. Following ; it consists of all ζ in X * such that ; it consists of all ζ in X * such that
We say ζ ∈ X is a proximal normal to C at b ∈ C if there exists σ ≥ 0 such that
The set of such ζ is denoted by N 
Let us now proceed to the relations of the Pontryagin Maximum Principle. Let the Hamilton-Pontryagin function H : X×U×X×T×T → R be given by H(x, u, ψ, λ, t) △ = ψf x, u, t − λf 0 x, u, t . Let us introduce the relations and boundary condition:
It is easily seen that, for each u ∈ U for each initial condition, system (2.1a)-(2.1b) has a local solution, and each solution of these relations can be extended to the whole T. The PMP relations written above are well known, and their necessity for infinite horizon was first proved in [28, 19] . Note, however, that these relations are incomplete; in the general case, they must be supplemented with an additional condition, a boundary condition at infinity (for details, refer to [2, 14, 19, 27, 31, 30, 32] ).
As it was mentioned in papers [30, 31] , under certain additional assumptions, the condition that some nontrivial solution of PMP is a pointwise limit of solutions of this system where the adjoint variable is zero at a sufficiently large time can serve as a necessary condition of optimality for control problems with the free right end. This condition was refined into the following definition (see definition of vanishing solution in [23] ):
for some test subsequence τ ′ ⊂ τ .
Remark 1. Since the right-hand side of (2.2b)-(2.2c) is homogeneous by (ψ, λ), without loss of generality we can say that λ n + ||ψ n (0)|| = λ * + ||ψ * (0)||. Or, if λ * > 0, then without loss of generality we can say that λ n = λ * .
Note that the case of strong optimality allows us to strengthen this definition significantly [24] .
The principal result of this paper is the following:
Theorem 2.1. Let the process (b * , u * ) be a uniformly τ -overtaking process for problem (1.1a)-
3)
The proof of Theorem 2.1 in relocated to section 4. The sketch of the proof is as follows: Consider a sequence of control problems on the intervals of the form [0, τ n ]; functional (1.1a) is supplemented with the penalty in the form of an integral factor that depends only on t and u. The penalty may be chosen such that its sufficiently small value would guarantee that the trajectory of the control system will not exit the given integral funnel of solutions generated by the control u * ; in Appendix A, we demonstrate the consruction of such a penalty function. By the Ekeland principle these problems have optimal solutions, for which we write the corresponding PMP relations. By passing to subsequence we can find both the limit of these solutions and the PMP relations that are satisfied for it. The definition of optimality implies that the penalty is small, whence the fact that the limiting solution could only be generated by the control u * , in particular, (x * , u * , ψ * , λ * ) must satisfy (2.1a)-(2.1d). To prove that (ψ * , λ * ) is τ -limiting, from the right-hands end of the solutions that are optimal on [0, τ n ], we launch in reverse time the solutions (x n , ψ n , λ n ) that are generated by the optimal control u * . They are contained in the integral funnel generated by u * around (x * , ψ * , λ * ) due to the fact that our construction of the penalty allows us to make the width of the funnel at the initial time as small as we want; therefore, the constructed sequence converges to (x * (0), ψ * (0), λ * ) at the initial time. Thus, by theorem of continuous dependence on initial conditions, we have the required convergence on every finite interval. Proposition 2.1. Under assumptions of the theorem, we can also demand that, in addition,
3 Formulae as corollaries of Theorem 2.1
Limiting formulae.
Let us use the fact that system (2.2b)-(2.2c) is linear. Denote by L the linear space of all real m × m matrices; here m = dim X. For each ξ ∈ X, there exists a solution A(ξ; t) ∈ C(T, L) of the Cauchy problem
Let us introduce the vector-valued function I of time by the following rule: for every T ∈ T,
Now, for each solution (x, ψ, λ) of system (2.2a)-(2.2c), for every t ∈ T, we have the Cauchy formula
Replacing (x, ψ, λ) with the triples (x n , ψ n , λ n ) from the definition of τ -limiting solution, we obtain the following:
By passing, if necessary, to the subsequence, we can guarantee that either the sequence of I(x n (0); τ n ) converges or the sequence of I(x n (0); τ n )/||I(x n (0); τ n )|| converges. Thus we prove Proposition 3.1. Let the conditions of Theorem 2.1 be satisfied. Let there exist a τ -limiting solution (λ * , ψ * ). Then, for some subsequence τ ′ ⊂ τ and a sequence of ξ n ∈ X converging to b * , accurately to a positive factor, one of the following two relations also hold:
and the sequence of I(ξ n ; τ ′ n ) has the finite limit,
this limit is valid, the sequence of ||I(ξ n ; τ ′ n )|| is unbounded. For the case I(ξ; ·) ≡ I(b * ; ·), we have the explicit formulae Corollary 3.1. Let, under assumptions of Theorem 2.1, f and f 0 be linear by x. Let there exist a τ -limiting solution (λ * , ψ * ) corresponding to (b * , x * ). Then, for some subsequence τ ′ ⊂ τ , accurately to a positive factor, one of the two following relations also holds:
and the sequence of I(b * ; τ ′ n ) has the finite limit
this limit is valid, the sequence of ||I(b
In some circumstances we can prove more. We can prove that the formulae above point out the unique τ -limiting solution, for example, Corollary 3.2. Let the conditions of Theorem 2.1 be satisfied. Let (λ * , ψ * ) be some τ -limiting solution corresponding to (b * , x * ). Let there be
Then, accurately to a positive factor, there exists a unique τ -limiting solution (λ * , ψ * ); this solution is given by the following rules:
Moreover, if I * from (3.4) is independent of τ (i.e. I * = lim t→∞,ξ→b * I(ξ; t) holds), we obtain the Aseev-Kryazhimskii formula
where the improper integral is understood in the Riemann sense. In particular,
Note that formula (3.5b), as an explicit expression for the co-state arc in control problems on infinite horizon with the free right end, is sufficiently studied. For some classes of linear problems, it was already obtained in paper [6] . For the case of a singleton C, it was extended to a part of stationary problems by S.M. Aseev and A.V. Kryazhimskii in papers [1, 2, 3] ; for a number of nonstationary control systems, S.M. Aseev and V.M. Veliov proved its necessity in papers [4, 5] . Note that in papers [4, 5] , (3.5b) is a necessary condition of local weakly overtaking optimality. It can be shown that for the problem considered, the necessary condition from [29, Theorem 3.1],[30, Theorem 2.1] also reduces to (3.5b). Let us also note that under assumptions of those papers, the improper integral in (3.5b) necessarily converges in the Lebesgue sense. In addition to the papers cited above, the conditions that are sufficient to use (3.5b) were studied by the author in [23] . For details, see the references in [23, Sect. 6.3] , [2, Sect. 13] .
In the case of a strongly optimal solution [13] , we can guarantee the feasibility of one of the formulas (3.3a),(3.3b) as a necessary condition of optimality (for a singleton C, refer to [24] ). This is not true in case of a uniformly overtaking process, the example of which will be stated below. Let us also note that, as exhibited by the example offered in [23, Ex.2] (a modification of the Halkin example [19] ), in Theorem 2.1 we can not replace the τ -overtaking optimality (weakly uniformly overtaking optimality, uniformly overtaking optimality) with the DH-optimality (weekly agreeable, agreeable optimality; [13] ).
Note that formula (3.5a) uses the information about the subsequence of τ. The usefulness of this fact in the search for Nash equilibria is showcased by the game from [25] . In this seemingly antagonistic linear game, a Nash equilibrium is chosen by players choosing the subsequences τ .
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Denote T △ = {τ n | n ∈ N}. For a differentiable function g : X × T → X, similarly to the definitions of limiting subdifferential and singular limiting subdifferential, let us introduce the generalized subdifferential of g at infinity along τ by the following rule:
Since in the general case it may be empty, let us also introduce a singular subdifferential in the following way:
Note that for all T ∈ T,
Moreover, for each T ∈ T, ∂ P (−J)(x, u * ; T ) = {−I(x; T )} for a dense subset of X. Then, the statements above could be summed up as 
Passing from τ to its subsequence, we can always provide one of these statements.
Then, for some subsequence τ ′ ⊂ τ and a sequence of b n converging to b * , the sequence of p n ∈ s∂ P (−J)(b n , u * ; τ ′ n ) = {−I(b n ; τ ′ n )} converges to p. Thus, −sI(b n ; τ ′ n ) → p as n → ∞. Take a solution (x n , ψ n , s) of (2.2a)-(2.2c) with x n (0) = b n , ψ n (0) = −sI(b n ; τ ′ n ), λ = s, and a solution ψ * of (2.1b) with x ≡ x * , u = u * , λ = s. By the Cauchy formula (3.1), we have ψ n (τ ′ n ) = 0, i.e. (2.2d). By theorem on continuous dependence of the solutions of a differential equation, the solutions (x n , ψ n , λ n ) converges pointwise to the solution (x * , ψ * , s). Then, the solution (s, ψ * ) is τ -limiting if (s, ψ * ) is solution of (2.1a)-(2.1c). Thus, the nontrivial solution (s, ψ * ) of (2.1a)-(2.1c) associated with (x * , u * ) is limiting if ψ
Corollary 3.4. Let the process (b * , u * ) be a uniformly τ -overtaking process for problem (1.1a)- (1.1c) .
Then, for (b * , u * ), there exists a nontrivial solution (ψ * , λ * ) of system (2.1a)-(2.1d) such that λ * ∈ {0, 1};
In case of λ > 0, form (3.5a) fits snugly with the interpretation of ψ * (0) as a marginal cost ("shadow price") associated with perturbing the initial condition. For infinite interval, such interpretation was discussed in the framework of the Ramsey model in T.C. Koopmans [26] ; under sufficiently broad assumptions, it was rigorously proved in [6] . For the latest results, refer to [29] .
The mapping b → J(b, u * ; t) is differentiable for all t > 0, thus, ∂ L J(b, u * ; t) is always a singleton set. Consequently, by passing form τ to a subset T ′ ⊂ T , we can always provide for exactly one of the sets
to be a singleton set, i.e., we can provide the existence of one of the limits of (3.3a),(3.3b). However, in general, we can not replace ∂ 
Example
It is possible to construct an instance [23, Example 3] of the problem with fixed initial state, where there is no nontrivial Lagrange multiplier (1, ψ * ) (or (0, ψ * )) associated with (x * , u * ) that satisfies formula (3.3a) (or (3.3b)). In this example for each limiting solution, i.e., for each limit of solutions of system (2.2a)-(2.2c), x n ≡ x * for all n ∈ N. Let us construct a Bolza type control problem by modifying this example.
Define a continuous monotonically nondecreasing convex scalar function f through the rule
Consider the following optimal control problem Now, were formula (3.3a) to hold, ψ would be positive, and by (2.1c) u * (t) > 0 for sufficient small t > 0, which is inconsistent with u * ≡ 0. Therefore, formula (3.3a) does not apply here; thus, in this example, there is no limiting solution of the PMP such that its sequence of solutions (x n , ψ n , λ n ) of (2.2a)-(2.2c) satisfies x n ≡ x * . And so, even if
• process (b * , u * ) is uniformly overtaking optimal;
• any nontrivial solution of the PMP that corresponds to it has λ > 0 (the problem is normal);
• a τ -limiting solution of the PMP satisfying Theorem 2.1 is unique, accurately to a positive factor, and independent of the choice of τ ;
• the improper integral from (3.5b) exists in the Lebesgue sense;
• b * ∈ int C; f 0 is smooth, the formula ψ * (0) = −λ * I * (i.e., (3.3a)) may not give a solution of PMP, in particular, may not give a τ -limiting solution.
This means that, for perturbed initial conditions, it is insufficient to compare the obtained gain J(b, u * ; t) with the "calculated" gain J(b * , u * ; t) as b → b * , t → ∞. In the general case, it is necessary, for b sufficiently close to b * , to move J(ξ, u * ; t) when ξ is near b, thereby finding J(b, u * ; t), and afterwards make the perturbation b − b * as t → ∞; this limiting set would contain ψ * (0). One could say that −ψ * (0) must be the limiting subgradient of J(b, u * ; t) at b * along τ.
Formulae applicability.
The formulae (3.5b),(3.5a) (or even (3.3b)) are the necessary conditions of optimality if either
is a singleton set. In this case we have exactly one limiting PMP solution that corresponds to the optimal process. Let us obtain the more elegant (with respect to (3.4)) conditions that guarantee it. Proposition 3.2. For each sequence of points b n that converges to b * , let
Then, the results of Corollary 3.1 hold.
It is sometimes possible to verify condition (3.7) with ease. For example, 
Then, the results of Corollary 3.2 hold for λ * = 1,
is uniformly overtaking optimal for problem (1.1a)-(1.1c), we obtain (3.5b); in particular, there exists a unique solution (ψ * , 1) of system (2.1a)-(2.1d) satisfying ψ * (0) = −I * ; this solution is τ -limiting for any unbounded sequence of positive numbers τ n , and
Note that, as demonstrated by the example above, we can not omit the uniform continuity of I(b, τ n ) − I(b * , τ n ) from the assumptions of the Proposition. The results [23, Corollary 14] , [3, Theorem 4] show the necessity of (3.5a) if, for a fixed b = b * , at large t the variance of I is uniformly bounded from above by the value of variance of J for u * that are sufficiently close to the control u. For the Bolza functional, it is more natural to have such an estimate for fixed control, and not for a position, i.e., a function of differences I(b; t) − I(b * ; t), J(b, u * ; t) − J(b * , u * ; t); let us do it.
Proposition 3.4. Consider a function ω ∈ C(T × T, T) with ω(0, 0) = 0. For points b from a neighborhood of x * , let
for all n, k ∈ N(n > k). Then, the pair (x * , u * ) is normal, and there exists a limit I * = lim n→∞ I(b * ; τ n ) ∈ X; moreover, there exists a τ -limiting solution (1, ψ * ) such that (3.5a) and ψ * (0) = I * hold.
The proofs of all Propositions were placed in Section 5.
4 Proof of Theorem 2.1 4.1
Step 1: Choosing the metric ρ.
Let S be a ball in E centered at y 0 △ = (b * , 0, 0) with the radius 2. Let the mapping a : E × U × T be the right-hand side of the systeṁ x(t) = f x(t), u, t ; (4.1a)
Note that the system (2.2a)-(2.2c) satisfies all the requirements we demand from a system (A.1). Let us now construct, similarly to Appendix A, mappings w, ρ for such system a with designated control u * and compact set S.
4.2
Step 2: Constructing the auxiliary optimal solution sequence.
It is easy to prove that (b * , u * ) is a uniformly τ -overtaking optimal process iff there exists a sequence of positive numbers γ n ∈ (0, 1/2] converging to zero such that 
Hence, by virtue of (4.2), we have
Define x n by the rule x n (t) △ = x(b n , u n ; t) for all t ≥ 0. Now, from (4.4b), we have x n (0) = b n → b * = x * (0). Note that, by (4.4c) and Lemma A.1, u n converges in measure to u * on the whole T. Passing to the subsequence if necessary, we can say that u n converges to u * a.e. on T.
4.3
Step 3: PMP for auxiliary solutions.
Since u n provides a minimum of problem (4.3a)-(4.3c), it can, if need be, yield the Pontryagin Maximum Principle [15, Theorem 5.1.1]. Let the function H n : X × U × X × T × T → R be given by
Then, by the Maximum Principle, there exist λ n ∈ (0, 1], ψ n ∈ C(T, X) such that relation (2.1d) and the transversality conditions
hold, and
also hold for a.e. t ∈ [0, τ n ]. Since H n − H is independent of x, we can now see that (4.5d) implies (4.1b) for ( ψ n , λ n ).
Step 4: PMP for overtaking optimal solution
Consider y n ≡ ( x n , ψ n , λ n ) for each n ∈ N; note that this is a solution of system (4.1a)-(4.1c). Passing, if need be, to a subsequence, we can consider the subsequence of λ n ∈ (0, 1] to converge to a certain λ * ∈ [0, 1] and a subsequence of ψ n (0) to converge to some ψ * 0 ∈ X as well. By continuity, from (2.1d), we obtain the relation ||ψ * 0 || + λ * = 1. We now have, for sufficiently large n, 6) i.e., y n (0) → (b * , ψ * 0 , λ * ) ∈ int S. In addition, for each T > 0 starting with some n, we have ρ(u * , u, T ) ≤ ρ(u * , u, τ n ) for all u ∈ U; now, from (4.4c), we have ρ(u * , u n , T ) → 0. Therefore, by Lemma A.3, in every compact set, the subsequence of y n uniformly converges to the solution y * of system (4.1a)-(4.1c) generated by the control u * , i.e., to the solution of (2.2a)-(2.2c). Moreover, y
But then there exists a solution ψ * of equation (2.2b) such that y * = (x * , ψ * , λ * ) with ψ * (0) = ψ * 0 . Passing to the limit in (4.5c), we have condition (2.1c) for (x * , ψ * , λ * ) for almost every t > 0. Thus, the limit (x * , ψ * , λ * ) satisfies system (2.1a)-(2.1d) for u = u * , i.e., system (2.2a)-(2.2c). Since x n (0) → x * (0) = b * , ψ n (0) → ψ * (0), γ n → 0 as n → ∞, by passing to the limit in (4.5b) we also gain (2.3), i.e.,
We found the solution (x * , ψ * , λ * ) of all relations of the PMP. It remains to prove that it is τ -limiting.
Step 5: Backtracking
Since (4.4c) and (4.6) imply that ρ(u * , u n , τ n ) < γ n < 1/2 < dist( y n (0), bd S), and y n → y * , γ n → 0 as n → ∞, we know that Lemma A.2 guarantees
From the position y n (τ n ), launch in reverse time a trajectory y n of system (4.1a)-(4.1c) with the help of the control u * . Then, y n (0) = κ( y n (τ n ), τ n ) (see (A.2)). Note that y n = (x n , ψ n , λ n ) satisfies (2.2a)-(2.2c), and ψ n (τ n ) = ψ n (τ n ) = 0. It remains to prove that the solution y * = (x * , λ * , ψ * ) of all PMP relations is the limit (in the compact-open topology) of the trajectories y n = (x n , ψ n , λ n ). The same fact also follows from (4.7) by the theorem on continuous dependence of the solution of a differential equation on initial conditions. The proof of Theorem 2.1 is complete.
Remark 4. By x n (τ n ) = x n (τ n ), it is safe to say that (τ n , x n (τ n )) belongs to the reachability domain of system (1.1b) from the domain C.
Remark 5. On the other hand, we may not generally say that x n (0) ∈ C, for C = {0}, the counterexample was shown in [23] . . It is sufficient to assume the mapping (t, x) → ∂f ∂x (t, x, u * (t)) to be locally Lipshitz continuous in a domain G that contains the trajectories generated by u * (solutions of (2.2a)) that are sufficiently close to x * .
Proofs of propositions
Proof of Proposition 2.1. Let us describe the necessary amendments to the proof of Theorem 1. As a first step, we need to broaden system (4.1a)-(4.1c). Let us supplement it with the equatioṅ σ(t) = f 0 x(t), u, t .
(5.1)
Now, E △ = X × X × R × R, S is a ball in E centered at (b * , 0, 0, 0) with the radius 2. Let us now define w, ρ for system (4.1a)-(4.1c),(5.1).
On step 4, we introduce σ n for each n ∈ N by the rule σ n (t) = J( x n (0), u n ; t) (∀t ≥ 0). Now, y n △ = ( x n , ψ n , λ n , σ n ). Estimate (4.6) remains valid by J( x n (0), u n ; 0) = 0. By y n (0) → (b * , ψ * 0 , λ * , 0) and Lemma A.3, the sequence of y n converges to the solution y * = (x * , ψ * , λ * , σ * ), and σ * (t) = J(b * , u * ; t) for all t > 0. On step 5, let us likewise launch in the reverse time a trajectory y n of new system (4.1a)-(4.1c),(5.1) with the help of the control u * from the position y n (τ n ). Then, along with x n , ψ n , λ n , we will get some σ n . It is easy to check that
Besides, by σ n (0) = J(b n , u n ; 0) = 0, (4.7) yields
Then, for sufficiently large n, l(
By b n +δξ ∈ G ⊂ C we have contradiction with Definition 2 of a uniformly τ -overtaking optimal process. Thus, all assumptions of Proposition 3.2 are satisfied.
Then, by N C L (b * ) = {0} we have λ > 0 for any τ -limiting solution (λ, ψ), and by (3.3a) we obtain ψ(0) = λ ∂l ∂x (b * ); i.e., accurately to a positive factor, there exists a unique τ -limiting solution (1, ψ * ); this solution is given by (3.5a) with I * = −λ ∂l ∂x (b * ). In the case of uniformly overtaking optimal process (b * , u * ), by Remark 2, for each unbounded sequence of positive numbers τ n there exists a τ -limiting solution, i.e., accurately to a positive factor, this is (1, ψ * ). Since I * independent of τ , we have (3.5b), for T = 0,
Let us show the statement assuming that J(b * , u * ; τ n ) = 0 for all n ∈ N. In this case, put b = b * in (3.9). Now, for all n, k ∈ N (n > k), we have
In particular, there exists a finite limit I * = lim
Consider an arbitrary subsequence of b n that converges to b * . By theorem on continuous dependence, we have, as n → ∞, ≤ ω(1/τ k , 0) + lim n→∞ These problems clearly share trajectories, optimal processes, system of PMP, and τ -limiting solutions. Condition (3.7) also holds for the new problem, because in this problem, the value of the objective functional is identically zero along x * ; thus, in the new problem, formula (3.5a) holds for some τ -limiting solution. Therefore it holds in the original problem as well.
Remark 8. In [23, Corollary 14] , [3, Theorem 4 ], existence of a finite limit for J(b * , u * ; τ n ) was assumed. As demonstrated by the proof of Proposition 3.4, this assumption is redundant.
We assume that, for each admissible control u ∈ U, the map (y, t) → a(y, u(t), t) is a Carathéodory map; on each bounded subset, a map (y, u, t) → a(y, u, t) is integrally bounded and locally Lipshitz continuous on x; moreover, each its local solution of (A.1) can be extended onto the whole T. For every u ∈ U, let us denote the family of all solutions y ∈ C(T, E) of system (A.1) by A [u] .
We also assume that for some admissible control u * ∈ U on each bounded subset a map (y, t) → a(y, u * (t), t) is locally Lipshitz continuous on x. Let us fix this admissible control u * ∈ U. For every point (z, ϑ) ∈ E × T, there exists a unique solution z ∈ C loc (T, E) of the equatioṅ y = a(y(t), u * (t), t), y(ϑ) = z. (A.
2)
The solution continuously depends on (z, ϑ). Let us denote its initial position y(0) by κ(z, ϑ).
To each u ∈ U, assign the natural number ⌈u⌉, the least natural number not less than ||u||. Note that this function is lower semi-continuous and that it is always ⌈u⌉ ≥ 1. Let us also assign the whole number ⌈t⌉ ≥ 1 to each time t ≥ 0.
For all n ∈ N, consider a bounded subset G n of [0, n] × X such that G n ⊃ (t, y(t)) y ∈ A[u * ], y(0) ∈ S, t ∈ [0, n] ;
by the extendability condition for a, this set is bounded. Therefore, on this set, the function a(y, u * (t), t) on G n is Lipshitz continuous with respect to y for the certain Lipshitz constant L n ∈ L Since a is integrally bounded on the sets {(u, y, t) | (t, y) ∈ G k , ||u|| ≤ k}, such a number exists for each natural k for almost all t ∈ T. Note that R a (k, t) does not decrease as a function of k for almost all t ∈ T. By [17, Theorem 3.7] , the map R a is Borel measurable as a function of t for every k ∈ N.
Let us now assign the number w(u, v, t) to each pair u, v ∈ U for almost all t ≥ 0 by the following rule:
Note that this function is lower-semicontinuous as a function of u, v. Indeed, at the point u = v it is true due to R a ≥ 0, and at other points by the monotonicity of R a in k and lower semicontinuity of the mapping u → ⌈u⌉. Then, the function t → w(u(t), v(t), t) is measurable for each u, v ∈ U.
For all T ∈ T and u, v ∈ U, let us introduce
w(u(t), v(t), t)dt ∈ T.
Then, ρ(u, u, ·) ≡ 0 holds, and, for every u ∈ U, from ρ(u, v, T ) = 0 for some T ∈ T, it follows that u(t) = v(t) a.e. on [0, T ].
