Comparison of Wake Expansion Methods for use in Wake Expansion Continuation Optimization by Thomas, Jared J.
Comparison of wake expansion methods for use in
wake expansion continuation optimization
J J Thomas, and A Ning
Department of Mechanical Engineering, Brigham Young University, Provo, Utah, USA
E-mail: jaredthomas@byu.net
Abstract. This paper presents a comparison of three methods for expanding the wake for use
with wake expansion continuation (WEC) optimization. A process related to continuation
optimization methods for reducing multi-modality in the wind farm layout optimization
problem. A reduction in multi-modality is achieved by starting with an increased wake spread,
while maintaining normal velocity deficits at the center of the wakes, and then reducing the wake
spread for each of a series of optimization runs until the standard wake spread is used. Three
wake expansion methods were tested: (1) increasing the wake expansion angle, (2) multiplying
the wake diameter, and (3) multiplying the wake diameter in the far wake and allowing the
near wake wake spread angle to increase so that the near wake and far wake are the same
diameter at the point of far wake onset. Tests were run with a range of optimization steps and
maximum spread amounts to determine which spreading approach is best and what the best
parameters are to use with the spreading methods. A 38-turbine wind farm was used as the
test case. Optimizations were run from 200 different starting positions with a gradient-based
method (SNOPT), and using WEC along with SNOPT. The diameter spreading approach was
found to be the most effective. These results are likely specific to the test cases and may not
be generally representative.
1. Introduction
The difficulty of solving the wind farm layout optimization (WFLO) problem is primarily due to
the large number of variables and constraints required for realistic problems and the multi-modal
nature of the problem’s design space. Gradient-free optimization methods are the most common
methods used to solve the WFLO problem. However, gradient-free methods have been shown
to have reduced performance with high dimensional problems [1]. The WFLO scales quickly to
high dimensions as the number of turbines is increased. Gradient-based optimization methods
are well suited for high dimensional problems. Gradient-based methods are not widely used for
WFLO problems, but are gaining interest due to their relatively low computational cost and
their ability to handle many variables and constraints. However, gradient-based methods are
highly susceptible to local optima [2]. Despite this weakness, they have been shown to find good
solutions to WFLO problems [3, 4, 5].
Many techniques have been presented to make the WFLO problem more tractable, including
discretization, multi-start, and hybrid approaches. Discretization techniques, used with
gradient-free methods, attempt to simplify the problem by reducing the number of possible
solutions [6, 7]. Through discretization, the number of possible turbine locations within a wind
farm can be reduced from infinite to something on the order of hundreds of locations. However,
discretization disregards any locations that are not pre-selected, and can thus preclude this
approach from finding even a local optimum. It is also possible that constraints on variables
other than position may render the discretized optimization problem intractable. Multi-start
approaches involve running many optimizations of one problem with different starting points
[8]. This approach reduces the sensitivity of gradient-based optimization methods to local
optima. Hybrid approaches combine gradient-based and gradient-free algorithms iteratively
[9, 10, 11], and, depending on the problem size, can yield result quality comparable to multi-
start approaches [9]. While each of these techniques yields improved results, there is still need for
improvement because current methods have a wide spread in the quality of results, are highly
dependent on starting locations, and/or artificially limit the design space. These limitations
indicate that the optimizations are not converging to the global optimum.
Current methods seek to avoid local optima by searching the existing design space more
broadly. This approach becomes intractable for large optimization problems with many variables
and constraints. To address this issue, we proposed a process for use with gradient-based
optimization algorithms that temporarily reduces the number and magnitude of local optima
using an approach related to continuation optimization methods such as the approach given in
[12]. However, while continuation optimization uses an approximation of the design space, our
proposed process takes advantage of the existing model properties of the design space directly.
We refer to the new process as Wake Expansion Continuation, or WEC [13].
2. Wake Expansion Continuation
The WEC method [13] is somewhat analogous to Gaussian continuation optimization as
discussed in [12], except that the Gaussian basis functions are built in to the model directly
rather than used to approximate the model. Other key differences are that the lack of radial
basis functions, and the changing locations of the Gaussian functions during the WFLO mean
that we cannot guarantee convergence to the global optimum. However, the use of this method
does significantly improve the optimization results, as will be shown.
From a theoretical perspective, WEC works in a similar way to the Gaussian continuation
optimization [12]. The spread, or standard deviation, of the underlying basis functions are
artificially increased to remove local optima. The basis functions are then iteratively optimized
and relaxed until the original design space is reached. The analysis in [12] uses radial Gaussian
basis functions. While the wind farm layout optimization problem does not use radial Gaussian
basis functions, the wake models that describe the optimization space for the wind farm layout
optimization problem are primarily Gaussian-shaped, and may become nearly radial as the
number of wind directions increases. By extension, it makes sense that the technique may then
be successfully applied to the wind farm layout optimization problem, but global optimality is
not guaranteed.
To gain the benefits of WEC without losing the accuracy of the wake model, the optimization
must be run multiple times, in a continuation approach, with the wake expansion eventually
decreasing to their original values. The results from optimizing with each level of wake
expansion can then be used to warm start the next optimization. In this way, the gradient-
based optimization can intelligently explore the design space, refining the model in a series of
steps to find a final, more accurate, result. The iterative optimizations are generally fairly fast
due to starting from the previous optimized solution, so WEC does not necessarily take as long
to run as an equal number of independent optimizations.
2.1. Three ways to expand the wake
While it is clear from [13] that WEC is effective, we need to understand the best way to expand
the wind turbine wakes to get the best optimization results. To apply the wake expansion
technique to the wind farm layout optimization problem, we need to determine the best way to
expand the basis functions, or wake spread in this case. In this paper we have investigated three
ways of spreading the wake: (1) increasing the wake spreading angle (WEC-A), (2) multiplying
the initial wake diameter (WEC-D), and (3) a hybrid of 2 and 3 that is accomplished by
multiplying the wake diameter at an estimated point of far wake onset and allowing the wake to
follow an angled line from the edge of the turbine to the expanded far wake diameter (WEC-H).
The impact on the wake shape of each of these three methods of expanding the wake are shown
in fig. 1.
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Figure 1. The impact on wake shape of expanding the wake by increasing the spreading angle
(WEC-A), the diameter (WEC-D), or a downstream diameter that also changes the near wake
spreading angle (WEC-H). The relative amount of expansion in the figure is for convenience in
comparing the WEC methods. The actual amount of expansion is variable for all methods.
3. Wake and Wind Farm Models
Because of the general nature of the WEC method, it could theoretically be applied to a range
of wake models. In this study we have applied WEC to the 2016 version of the Bastankhah and
Porté-Agel wake model [17]. We also used various other models necessary for combining wakes
and calculating wind farm AEP.
3.1. The Bastankhah and Porté-Agel Wake Model
In the Bastankhah and Porté-Agel wake model, the two primary characteristics of the wakes,
wake deficit and wake spread, are particularly easy to differentiate. We used the Bastankhah and
Porté-Agel wake model, as defined in eq. (1) [17], along with part of the Niayifar and Porté-Agel























Where ∆ū/ū∞ is the wake velocity deficit, CT is the thrust coefficient, γ is the upstream turbine’s
yaw angle with respect to the inflow direction, y− δ and z− zh are the distances of the point of
interest from the wake center in the cross-stream horizontal and vertical directions respectively,
and σy and σz are the standard deviations of the wake deficit in the cross-stream horizontal and
vertical directions as defined in eqs. (2) and (3).








In eqs. (2) and (3), x is the downstream distance from the turbine generating the wake to the
point of interest, x0 is the length of the wake potential core, Dr is the diameter of the turbine
generating the wake, and ky and kz were determined as a function of turbulence intensity (I) as
defined in eq. (4)[18].
k∗ = 0.3837I + 0.003678 (4)
While the Niayifar and Porté-Agel wind farm model calculates k∗ based on local turbulence
intensity at each turbine, the local turbulence intensity calculations introduce more local optima
and discontinuities. In this study we ran the WEC steps without the local turbulence intensity
model, and ran a final optimization including the local turbulence intensity with the addition of
a smooth-max function. While local turbulence intensity does impact the accuracy of the power
predictions, it does not alter the general trends within the design space.
The Gaussian shape of the Bastankhah and Porté-Agel wake model is well suited for gradient-
based optimization because it is smooth, continuous, and has no flat regions. However, in
the near wake, the model can either be flat, which can cause premature convergence, or be
undefined, which can cause optimizations to fail. To resolve this issue, we used a simple solution
for optimization purposes only: a linear interpolation of the velocity deficit, from the rotor hub
to the length of the wake potential core, that maintains the Gaussian shape of the wake all the
way to the rotor location. Because no turbines will be placed in this region of the wake in the
final optimized layout, the accuracy of the model in the near wake is second in importance to
wake shape and continuity. For more details on the version of the Bastankhah and Porté-Agel
wake model used in this study, please see [19].
3.2. Near Wake Model
Because the original Bastankhah and Porté-Agel model is not defined for the near wake region,
we need to define a near wake model. We will use the near wake model defined as follows.
We define our near wake model using the location where the original model first begins to be
defined, xd, derived in [19] and reproduced in eq. (5).
xd = x0 +
d
[
ky + kz cos γ −
√






We find the standard deviation (σyd) of the wake at the point xd as shown in eq. (6)




We then use the definition of the wake spread at the point of discontinuity to provide an estimate
for the wake spread and velocity deficit at the rotor hub. This is an important assumption
because we need to have some slope in the wake spread between the rotor hub and the point of
far wake onset for more effective gradient-based optimization. With the assumption that σyd is
the value of the wake spread at the rotor hub, we can define the slope of the near wake, kyNEAR ,






We combined the wake deficits using a linear combination method as discussed in [18]. To
save computation time, the inflow wind speed at each turbine was approximated using a single
sample at the wind turbine hub location. Individual turbine inflow wind velocities, Ui, were
solved consecutively from upstream to downstream. The power output of each turbine was then








, Ui < Urated
Prated, P > Prated
0, Ui > Ucutout
(8)
This model closely matched the known power curve for the Vestas V80 2MW wind turbine as
shown in fig. 2.






















Figure 2. Power curve of the Vestas V80 2MW wind turbine. Data from [18].
4. Applying each WEC spreading approach
The first parenthetical term of eq. (1) defines the magnitude of the velocity deficit. The
exponential terms determine the wake spread. The wake spread and velocity deficit are coupled
through σy and σz. However, because the spread and magnitude are expressed in separate terms,
it is possible to adjust one without impacting the other.
4.1. WEC-A
To gain direct control of wake spreading angle, we arranged the equations in such a way that
the user specifies the wake spreading angle, rather than using a multiple of the default angle. To
control the wake spreading angle without impacting the velocity deficit, we need to define a few
new terms. To gain direct control of the wake spreading angle, we calculate the wake spreading
slope that would correspond to the desired spreading angle (θξ) as
kyξ = tan θξ (9)
To get a final version, where a user can specify a desired spreading angle, we compare this
against the original formula for kyNEAR to obtain
kyξ = max(tan θξ, kyNEAR) (10)
We then use kyξ to re-define the wake spread at the point of far wake onset, σyoNEW , as shown
in eq. (11).
σyoNEW = kyξxo + σyd (11)
The definition for σyoNEW allows us to define the general form of the wake spread for all wake
regions as shown in eq. (12).
σyξ =

ky(x− xo) + σyoNEW x >= xo, ky >= kyξ
kyξ(x− xo) + σyoNEW x >= xo, ky < kyξ
kyξx+ σyd x < xo
(12)
The same process can also be applied to obtain σzξ . Now that we have direct control of the wake
spreading angle, for angles greater than the default angle, we can apply the results directly to
the exponential terms of eq. (1) to obtain a model that allows the user to specify a spreading
























In the diameter spreading method (WEC-D), independent control of the wake spread is obtained























The addition of ξ allows manipulation of the shape of the design space. By increasing the value
of ξ we can widen the wakes without changing the magnitude of the velocity deficit in the center
of the wakes.
Local optima scattered throughout the design space are reduced as the spaces between wakes
are filled with mixed wakes. Larger values of ξ allow the smaller local optima to disappear
completely. Smaller values of ξ allow for more accurate wake widths but with an increase in the
number and magnitude of local optima. When ξ is set to 1, eq. (14) reduces to eq. (1).
4.3. WEC-H
The third approach, WEC-H, is a sort of hybrid of the other two approaches of spreading the
wake. The wake spread is multiplied in the far wake, but the near wake expands linearly until a
pre-selected downwind point where the wake spread multiplier is applied. The basic theory for
applying WECH to the Bastankhah and Porté-Agel model is shown in eqs. (15) to (17). The





σyo,ξ = ξσyo (16)
σy,ξ =
ξ(ky(x− x0) + d
cos(γ)√
(8)






Where σyo is the unchanged wake spread at the onset of the far wake, σyoξ is the wake spread
at the onset of far wake after the application of the expansion factor, and σyξ is the horizontal
wake spread to be used in the exponential terms of the Bastankhah and Porté-Agel model as























Not that σyξ and σz,ξ are only applied to the spread terms and the original model values are
used in calculating the magnitude of the center-line wake deficit.
5. Comparing the WEC methods as applied to the Bastankhah and Porté-Agel
wake model
For testing, we defined a wind farm with 38 wind turbines and a circular boundary (see fig. 3).
The size of the boundary allowed for at least a five-diameter spacing between turbines. We
used a simplified version of the Nantucket wind rose binned into 12 directions with a constant




AEP (xi, yi, ) i = 1...38
subject to Si,j ≥ 2Dr i, j = 1...38 i 6= j
[xc − xi]2 + [yc − yi]2 ≤ R2b i = 1...38 (19)
where (xi, yi) is the position of each turbine i, Si,j represents the separation distance between
each pair of turbines i and j, (xc, yc) is the location of the center of the wind farm, and Rb is
the radius of the wind farm boundary. This case has a total of 76 variables and 741 constraints.
We compared the performance of each method using the wind farm described by varying
both the number of intermediate optimizations, or steps, to run and the maximum amount of
wake expansion to use. We used 200 different starting points for a wind farm problem with 38
turbines and 12 wind directions, as shown in fig. 3.
When the maximum spread value was varied, the number of steps was held at six. When the
number of steps was varied, the maximum spread was held at θξ = 3 (deg.), ξ = 3, and ξ = 3
for WEC-A, WEC-D, and WEC-H respectively. The maximum optimized AEP, the mean AEP,
and the standard deviation of AEP were then compared.
The maximum AEP results are shown in figs. 5 and 6. These results demonstrate that
WEC-D yields the highest maximum optimization value across the 200 runs for nearly all of the
parameter settings. WEC-A provided little to no improvement over the maximum value obtained
with SNOPT alone. WEC-H was able to achieve nearly identical optimized AEP values, but is
much more sensitive to the selection of the maximum wake spread value. All methods showed
some improvement with increased number of steps, which is as expected. However, WEC-A
showed only moderate increases. Four WEC steps was shown to be sufficient for all the wake
expansion methods from the perspective of maximum AEP alone.
The mean AEP results are shown in figs. 7 and 8. In these figures it can be seen that WEC-
D achieves the highest mean optimized value and is the least sensitive to parameter selection.
WEC-A shown a steep increase for low angles, with an abrupt drop for angles greater than 4 deg.
For WEC-H, mean AEP improvement reduced with increasing maximum spread and number of
steps. Only WEC-D showed an increase in mean AEP improvement for increasing the number of
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Figure 3. Baseline wind farm layout. The
circles marking turbine locations are to scale,











Figure 4. Directional probability wind rose.
This is the Nantucket wind rose binned into
12 directions [20].
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Figure 5. The maximum optimization
results of varying the maximum WEC
expansion parameter while hold the number
of steps constant at six. Each data point
represents 200 separate optimizations with
different starting points.
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Figure 6. The maximum optimization
results of varying the number of WEC
steps while holding the expansion parameter
constant at three. Each data point represents
200 separate optimizations with different
starting points.
steps. For WEC-D, the mean improvement converged more slowly for the number of steps than
did the maximum AEP value. For mean AEP improvement, six steps appears fully converged.
The standard deviation of the AEP results are shown in figs. 9 and 10. Low values of wake
spread appear to reduce the standard deviation of AEP for all methods, but high values seem
to increase the standard deviation. The cross-over point varies for each method. The number
of steps had little impact on the standard deviation for WEC-A and WEC-H. However, using
four or more steps did reduce the standard deviation substantially for WEC-D.
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Figure 7. The mean optimization results
of varying the maximum WEC expansion
parameter while hold the number of steps
constant at six. Each data point represents
200 separate optimizations with different
starting points.
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Figure 8. The mean optimization results
of varying the number of WEC steps while
holding the expansion parameter constant
at three. Each data point represents 200
separate optimizations with different starting
points.
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Figure 9. The standard deviation for
optimization results varying the maximum
WEC expansion parameter while hold the
number of steps constant at six. Each data
point represents 200 separate optimizations
with different starting points.
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Figure 10. The standard deviation of
optimization results of varying the number
of WEC steps while holding the expansion
parameter constant at three. Each data point
represents 200 separate optimizations with
different starting points.
After considering the data presented in figs. 5 to 10, we determined that the WEC-D method
is the best wake expansion method to use as it results in the highest optimized AEP, the highest
mean optimized AEP, and the lowest standard deviation. We also found that four to six WEC
steps was sufficient and that a maximum WEC spread parameter of three resulted in the highest
optimized AEP for all wake expansion methods. The result of WEC-D performing better than
the other methods is not surprising from a theoretical perspective as it is the only method that
directly changes the standard deviation of the model across the entire design space as done for
the Gaussian continuation optimization theory presented in [12].
6. Conclusion
We compared three methods for expanding the wake that could be used with the recently
proposed WEC method. The wake can be expanded by increasing the wake spreading angle
(WEC-A), by multiplying the wake diameter (WEC-D), or by multiplying the diameter in the
far wake and allowing the resulting increased wake diameter to dictate the wake expansion angle
in the near wake (WEC-H). Results showed that WEC-D, with four to six steps and a maximum
spread multiplier of three, resulted in the highest maximized AEP, the lowest standard deviation,
and the highest mean AEP.
Future work should investigate application of WEC to other wake models, larger wind farms,
and optimization objectives. Results should also be compared directly with common gradient-
free optimization methods.
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