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Abstract
We derive exact and computable formulas for the condition numbers characterizing the
forward instability in Lanczos bidiagonalization with complete reorthogonalization. One se-
ries of condition numbers is responsible for stability of Krylov spaces, the second for stability
of orthonormal bases in the Krylov spaces and the third for stability of the bidiagonal form.
The behaviors of these condition numbers are illustrated numerically on several examples.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Bidiagonalization of matrices by orthogonal transformations is an important part
of many algorithms of numerical linear algebra. For example, it is the first step in
the widely used Singular Value Decomposition algorithm [5]. Partial or truncated
bidiagonalization by means of the Lanczos process is useful in approximation of
extreme and especially largest singular values and the associated singular vectors of
large sparse matrices and in solving least squares problems [1].
∗ Corresponding author.
E-mail addresses: sasha@ii.uib.no (A. Malyshev), sadkane@univ-brest.fr (M. Sadkane).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0024-3795(03)00482-8
316 A. Malyshev, M. Sadkane / Linear Algebra and its Applications 371 (2003) 315–331
The standard Lanczos bidiagonalization of a matrix A ∈ Rm×n, m  n, is briefly
described as follows (more details are found in [1,5]):
Algorithm 1 (Lanczos Bidiagonalization of A).
• Choose v1 ∈ Rn with ‖v1‖2 = 1
• Set s = Av1;α1 = ‖s‖2; u1 = s/α1
• for j = 2, 3, . . . do
t = ATuj−1 − αj−1vj−1; βj−1 = ‖t‖2; vj = t/βj−1
s = Avj − βj−1uj−1; αj = ‖s‖2; uj = s/αj
end for
The success of this algorithm is partly due to its simplicity. For its implemen-
tation, one only needs two subroutines that efficiently compute the matrix–vector
products with A and with its transpose AT. If the iteration is continued until j = n
in exact arithmetic, then Algorithm 1 generates two matrices with orthonormal col-
umns, V = [v1, v2, . . . , vn] ∈ Rn×n and U1 = [u1, u2, . . . , un] ∈ Rm×n, as well as
an upper bidiagonal matrix
B1 =

α1 β1
α2 β2
.
.
.
.
.
.
.
.
. βn−1
αn
 (1)
such that
AV = U1B1, ATU1 = VBT1 . (2)
Accurate information on largest singular values and vectors of A is often available
after a few iterations j  n of Algorithm 1. That is, only the leading j × j part of
B1 and the first j columns of V and U1 suffice to approximate the desired singular
values and vectors of A (see [1, Section 7.6.4]).
In exact arithmetic, the vectors v1, . . . , vj and u1, . . . , uj form orthonormal bases
of the Krylov spaces
Kj (A
TA, v1) = Span
{
v1, A
TAv1, . . . , (A
TA)j−1v1
} (3)
and
Lj (AA
T, u1) = Span
{
u1, AA
Tu1, . . . , (AA
T)j−1u1
} (4)
respectively. These bases will be denoted byBj = {v1, v2, . . . , vj } andCj = {u1, u2,
. . . , uj }. The Krylov spaces provide a convenient tool for derivation of theoretical
estimates of the convergence rate to the extreme singular values. Note that the vectors
u1, . . . , un can be completed by orthonormal vectors un+1, . . . , um so that the matrix
U = [u1, . . . , um] ∈ Rm×m is orthogonal and satisfies
AV = UB, ATU = VBT (5)
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with
B =
(
B1
0
)
∈ Rm×n. (6)
Unfortunately, the vectors vj and uj generated by the Lanczos iteration of Al-
gorithm 1 in finite precision quickly lose their orthogonality as j increases. A more
expensive algorithm based on a complete reorthogonalization Lanczos scheme with
the help of Householder transformations does not suffer from the loss of orthogonal-
ity. This algorithm is equivalent to Algorithm 1 in exact arithmetic when αj /= 0 and
βj /= 0 for all j .
Below we give a pseudocode of this algorithm and refer to a similar scheme for
the standard symmetric Lanczos in [5, p. 487]. Each matrix of the form Hvj in this
pseudocode stands for a Householder reflector.
Algorithm 2 (Lanczos Bidiagonalization with Reorthogonalization).
• Choose v1 ∈ Rn with ‖v1‖2 = 1 and determine Hv1 so that Hv1 v1 = e1• Set s = Av1, determine Hu1 so that Hu1 s = α1e1 and set u1 = Hu1 e1.• for j = 2, 3, . . . do
t = (Hvj−1 . . . Hv1 )(ATuj−1 − αj−1vj−1)
determine Hvj so that H
v
j t = (tˆ1, . . . , tˆj−1, βj−1, 0, . . . , 0)T
vj = Hv1 . . . Hvj ej
s = (Huj−1 . . . Hu1 )(Avj − βj−1uj−1)
determine Huj so that H
u
j s = (sˆ1, . . . , sˆj−1, αj , 0, . . . , 0)T
set uj = Hu1 . . . Huj ej
end for
Ideally, starting with v1, all that we can hope to get from Algorithm 2 in finite
precision is the exact bidiagonalization of a perturbation A+ ˜ of A. More pre-
cisely, we assume that Algorithm 2 computes orthogonal matrices V˜ = [˜v1, . . . , v˜n],
where v˜1 = v1, and U˜ = [˜u1, . . . , u˜m] and an upper bidiagonal matrix B˜ such that
the relations
(A+ ˜)V˜ = U˜ B˜, (A+ ˜)TU˜ = V˜ B˜T (7)
are satisfied exactly.
The main concern of this paper is the analysis of the difference between the exact
quantities U , V , B and their computed counterparts U˜ , V˜ , B˜ under variation of an
infinitesimal perturbation ˜. More precisely, we are interested in the stability anal-
ysis of the Krylov spaces, the corresponding orthonormal bases and the bidiagonal
reduction generated by the idealized Algorithm 2. When large perturbations occur
in the computed U˜ , V˜ , B˜, such a phenomenon is called forward instability of the
Lanczos bidiagonalization. More details on this phenomenon in the context of QR
factorization can be found in [9,10].
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Similar topics have been previously studied by Carpraux et al. [2], Kuznetsov
[7] and Paige and Van Dooren [8]. The authors of [2] consider the Krylov spaces
and orthonormal bases generated by the Arnoldi method and develop corresponding
condition numbers using a first order analysis under infinitesimal perturbations of
the matrix. The theory of [2] is extended in [7] to the case where the starting vector
of the Arnoldi iteration is also subject to perturbation. In [8], the authors use the
perturbation techniques due to Chang [3] to thoroughly analyze sensitivity of the
nonsymmetric (and symmetric) Lanczos tridiagonalization. They also derive con-
dition numbers for the corresponding Krylov bases and spaces. As expected, their
condition numbers coincide with those from [2] in the symmetric case.
Our approach is similar to the one in [2], and the reader is assumed to be familiar
with the arguments developed in this reference. In Sections 2 and 3 we derive formu-
las for the condition numbers of the Krylov spaces and orthonormal bases generated
by Algorithm 2 as well as the condition numbers associated with the bidiagonal
reduction. Section 4 is devoted to numerical experiments.
Throughout this paper, the symbol ‖ ‖2 denotes the Euclidean norm or its induced
matrix norm. The symbol ‖ ‖F denotes the Frobenius norm. The space spanned by
the columns of a matrix B is denoted by Span {B}. The identity matrix of order j
is denoted by Ij or just I when its order is clear from the context. Its kth column
is denoted by ek . The notation I ij = (0i−j
... Ij ) with j  i denotes the j × i matrix
whose first i − j columns are zero. Note that I jj = Ij . We also use the MATLAB
style notation: if E = (ek,l)1kn;1lm ∈ Rn×m and 1  i < j  m, then E(i1 :
j1, i2 : j2) ≡ (ek,l)i1kj1;i2lj2 .
2. Derivation of formulas
Let us look for V˜ and U˜ in the form V˜ = (I + X˜)V and U˜ = (I + Y˜ )U , where
X˜ ∈ Rn×n and Y˜ ∈ Rm×m, and assume that the starting vector v˜1 is not perturbed.
The latter immediately implies that X˜v1 = 0.
Since we work with infinitesimal perturbations only, the matrices X˜ and Y˜ are
skew-symmetric. Owing to the orthogonality of V˜ and U˜ ,
B˜ = U˜T(A+ ˜)V˜ .
Discarding all quadratic terms in the identity B˜ = UT(I + Y˜ T)(A+ ˜)(I + X˜)V
and using (5), we deduce
B − B˜ + UT˜V + (UTY˜ TU)B + B(V TX˜V ) = 0.
The matrices X = V TX˜V and Y = UTY˜U are also skew-symmetric and satisfy the
following Sylvester matrix equation with  = UT˜V :
YB − BX = + B − B˜. (8)
The Krylov space Kj :=Kj (ATA, v1) = Span {v1, . . . , vj } is the linear span
of the columns of V
(Ij
0
)
. Its perturbation K˜j :=Kj ((A+ ˜)T(A+ ˜), v1) is that
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of (I + X˜)V (Ij0 ). The definition of matrices X and Y related by the Sylvester equa-
tion (8) clearly suggests that it is more convenient to work with (Ij0 ) and V T(I +
X˜)V
(Ij
0
) = (Ij0 )+X(Ij0 ) instead of V (Ij0 ) and (I + X˜)V (Ij0 ). The norm of X(Ij0 ) can
be used to measure the sensitivity or conditioning of the base Bj to perturbation ˜.
The conditioning of the spaceKj is determined via the norm of some part of X
(Ij
0
)
,
as shown later in Section 3. Because of the similarities between the basesBj and Cj
and their corresponding Krylov spaces we will not study the conditioning of Cj .
By taking the transpose of (8) and using the skew-symmetry of X and Y , we
obtain
−BTY +XBT = T + (B − B˜)T. (9)
Then we take the components below the main diagonal in (8) and the components
below the subdiagonal in (9). The operation of taking the components below the
main diagonal is denoted by L(1) and that of below the subdiagonal by L(2). Since
L(1)(B − B˜) = 0 and L(2)(BT − B˜T) = 0, we have
L(1)(YB − BX) =L(1)(), (10)
L(2)(−BTY +XBT) =L(2)(T). (11)
Note that the diagonal elements of X and Y equal zero because of the skew-
symmetry. Moreover, the first column and row of X are also equal to zero. Indeed,
Xe1 = V TX˜V e1 = V TX˜v1 = 0 and XTe1 = −Xe1 = 0. The structure of X and Y
can be described with the help of vectors xp ∈ Rn−p−1, p = 1, . . . , n− 2 and yq ∈
Rm−q , q = 1, . . . , m− 1:
X =

0 0 · · · · · · 0
0 0 −xT1
...
.
.
. −xT2
...
.
.
.
...
0 x1 x2 · · · 0
 , Y =

0 −yT1
0 −yT2
.
.
. −yT3
.
.
.
...
y1 y2 y3 · · · 0

.
Similarly, the matrix  can be represented with the help of vectors fp ∈ Rm−p, p =
1, . . . , n, and gq ∈ Rn−q−1, q = 1, . . . , n− 2, as
 =

× × −gT1
× . . . −gT2
.
.
.
.
.
.
...
.
.
. ×
f1 f2 f3 . . . ×

∈ Rm×n,
where the symbol × denotes a diagonal or upper diagonal element of . We also
introduce the lower triangular matrices
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X̂ =

0 0 . . . . . . 0
0 0 . . . . . . 0
...
.
.
.
...
...
.
.
.
...
0 x1 x2 . . . 0
 , Ŷ =

0 0 . . . . . . 0
0 . . . . . . 0
.
.
.
...
.
.
.
...
y1 y2 y3 . . . 0

such that X = X̂ − X̂T and Y = Ŷ − Ŷ T. Then, using (10), (11) and the fact that
L(1)(Ŷ TB) = 0, L(1)(BX̂T) = 0,
L(2)(BTŶ T) = 0, L(2)(X̂TBT) = 0,
we obtain a nonsingular system
L(1)(ŶB − BX̂) =L(1)(), (12)
L(2)(−BTŶ + X̂BT) =L(2)(T). (13)
Eq. (12) is equivalent to the system{
f1 = α1y1,
fi = αiyi + βi−1Im−i+1m−i yi−1 − Bˆixi−1, i = 2, . . . , n,
(14)
where
Bˆi = B(i + 1 : m, i + 1 : n). (15)
And Eq. (13) is equivalent to the system{
g1 = −BˇT1 y1 + β1x1,
gi = −BˇTi yi + αiIn−in−i−1xi−1 + βixi, i = 2, . . . , n− 2,
(16)
with
Bˇi = B(i + 1 : m, i + 2 : n). (17)
Finally, for j = 1, 2, . . . , n− 2 we have

f1
f2
...
fj
 =

α1Im−1
β1I
m−1
m−2 α2Im−2
.
.
.
.
.
.
βj−1Im−j+1m−j αlIm−j


y1
y2
...
yj

−

0
Bˆ2 0
.
.
.
.
.
.
Bˆj 0


x1
x2
...
xj
 ,
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g1
g2
...
gj
 =−

BˇT1
BˇT2
.
.
.
BˇTj


y1
y2
...
yj

+

β1In−2
α2I
n−2
n−3 β2In−3
.
.
.
.
.
.
αlI
n−j
n−j−1 βj In−j−1


x1
x2
...
xj
 .
The above system can be written in a more compact representation, with obvious
notations, as follows:{
f = M11y −M12x,
g = −M21y +M22x. (18)
From here we obtain
x = Mx
(
f
g
)
and y = My
(
f
g
)
(19)
with Mx =
(
M22 −M21M−111 M12
)−1(
M21M
−1
11
... IN j
)
My =
(
M11 −M12M−122 M21
)−1(
IMj
...M12M
−1
22
) (20)
and Nj = nj − (j + 1)(j + 2)/2 + 1, Mj = mj − j (j + 1)/2.
Thus, we have prepared necessary formulas to compute the condition numbers of
the orthonormal bases, the corresponding Krylov spaces and the bidiagonal reduc-
tion.
3. Condition numbers
The condition number of the orthonormal basis Bj with respect to variation in
matrix A is the smallest constant κ such that
d(Bj , B˜j )  κ
‖˜‖F
‖A‖F , (21)
where d(Bj , B˜j ) is the distance between the bases Bj and B˜j ≡ {v˜1, v˜2, . . . , v˜j }
defined as (see [2,7])
d(Bj , B˜j ) = min
Xˆ
X=Xˆ−XˆT∈X
∥∥∥∥Xˆ(Ij0
)∥∥∥∥
F
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and
X = {X : X∗ = −X, ‖X‖2  1, and V˜ = (I +X)V }.
We have from (19) and (20):
d
(
Bj , B˜j
)
 ‖x‖2
 ‖x‖2∥∥∥∥(fg
)∥∥∥∥
2
‖B‖F ‖‖F‖A‖F
 ‖Mx‖2‖B‖F ‖‖F‖A‖F .
To show that the above inequalities may become equalities, choose f and g such that
‖x‖2 =
∥∥∥∥Mx (fg
)∥∥∥∥
2
= ‖Mx‖2
∥∥∥∥(fg
)∥∥∥∥
2
and
∥∥∥∥(fg
)∥∥∥∥
2
= ‖‖F.
As a result, the quantity ‖Mx‖2‖B‖F can be seen as the condition number of the
orthonormal basis Bj .
The same strategy is used to get condition numbers of the corresponding Krylov
spaces, which are more stable than the computed orthonormal bases. The formula
which gives condition numbers of the Krylov spacesKj and K˜j is the same as (21)
except that the distance is now taken on the spaces Kj and K˜j . It may be defined
as
d
(
Kj , K˜j
) = ∥∥∥∥∥
(
0
In−j
)T
Xˆ
(
Ij
0
)∥∥∥∥∥
F
.
The same argument as for the condition number of Bj shows that if we delete
the leading j × j submatrix from Xˆ, the resulting matrix gives information about
the distance between the Krylov spaces, i.e., from each vector xi only its last n− j
components contribute to the difference. Let us introduce the matrix  whose col-
umns ei correspond to these contributing components. In matrix form,  can be
written as
 =

In−2n−j
I n−3n−j
.
.
.
I
n−j
n−j
 . (22)
Then the condition number for the Krylov spacesKj and K˜j is given by‖Mx‖2
‖B‖F.
We now discuss the computation of condition numbers associated to the bidi-
agonal reduction by Algorithm 2, or in other words, the stability of the perturbed
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bidiagonal matrix B˜. It follows from (8) that the main diagonal elements αi, α˜i and
the subdiagonal elements βi, β˜i of B and B˜ satisfy{
α˜1 − α1 = 1,1,
α˜i − αi = i,i − βi−1yi−1,1 + βixi−1,1, i = 2, . . . , n,
(23)
and {
β˜1 − β1 = 1,2 + α2y1,1,
β˜i − βi = i,i+1 + αi+1yi,1 − αixi−1,1, i = 2, . . . , n,
(24)
where yi,1 and xi,1 denote the first components of the vectors yi and xi respectively
and i,j = eTi ej .
In matrix notation, we have α˜1 − α1 = 1,1 and α˜2 − α2...
α˜j+1 − αj+1
 =
 2,2...
j+1,j+1
+N11
y1,1...
yj,1
+N12
x1,1...
xj,1
 , (25)
β˜1 − β1...
β˜j − βj
 =
 1,2...
j,j+1
+N21
y1,1...
yj,1
+N22
x1,1...
xj,1
 , (26)
where
N11 = −
β1 . .
.
βj
 , N12 =
β2 . .
.
βj+1
 , (27)
N21 =
α2 . .
.
αj+1
 , N22 = −

0
α2 0
.
.
.
.
.
.
αj 0
 . (28)
Now let Qx and Qy be the matrices such thatx1,1...
xj,1
 = Qxx and
y1,1...
yj,1
 = Qyy (29)
and denote by Bj and B˜j the leading j × j submatrices of B and B˜. From (25), (26),
(29) and (20) we have the inequality
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
α˜2 − α2
...
α˜j+1 − αj+1
β˜1 − β1
...
β˜j − βj

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2

∥∥∥∥∥∥∥∥∥∥∥∥∥∥

2,2
...
j+1,j+1
1,2
...
j,j+1

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
+
∥∥∥∥[(N11N21
)
QyMy +
(
N12
N22
)
QxMx
](
f
g
)∥∥∥∥
2
from which we obtain
‖Bj − B˜j‖F 
([
1 +
∥∥∥∥(N11N21
)
QyMy +
(
N12
N22
)
QxMx
∥∥∥∥
2
]
‖B‖F
) ‖‖F
‖A‖F .
Thus, the quantity above between parentheses can be seen as the condition number
corresponding to the bidiagonal reduction by Algorithm 2.
The following theorem summarizes the results obtained so far.
Theorem 1. Let A ∈ Rm×n, m  n, and v1 ∈ Rn with ‖v1‖2 = 1, such that the
Lanczos bidiagonalization process applied to A with starting vector v1 leads, for
j = 2, 3, . . . to the bidiagonal form Bj = B(1 : j, 1 : j) and to the orthonormal
basis Bj of the Krylov space Kj (ATA, v1), as discussed in Algorithms 1 and 2.
Then, for j = 2, . . . , n− 1,
• the condition number of the orthonormal basis Bj is
κj,b(A, v1) = ‖Mx‖2‖B‖F, (30)
• the condition number of the Krylov space Kj (ATA, v1) is
κj (A, v1) = ‖Mx‖2‖B‖F, (31)
• the condition number of the bidiagonalization form Bj is
κj,B(A, v1) =
[
1 +
∥∥∥∥(N11N21
)
QyMy +
(
N12
N22
)
QxMx
∥∥∥∥
2
]
‖B‖F. (32)
where Mx,My,, Nij ,Qx and Qy are defined in (20), (22), (27), (28) and (29)
respectively.
4. Numerical illustrations
In this section we illustrate the theory developed in Sections 2 and 3 by numerical
tests.
First, we mention that the matrices involved in the condition numbers (30)–(32)
are (block) lower triangular, having at most Nj = nj − (j + 1)(j + 2)/2 + 1 ele-
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ments. The condition numbers can thus be estimated in O(N2j ) arithmetic operations
(see [6]). For large n the formulas (30)–(32) cannot be used as such in practice. This
point is not the subject of this paper and will be treated in a future work. In these
experiments, we compute the condition numbers exactly in order to understand their
exact behaviors. For each test, we compute the condition numbers corresponding to
the orthonormal bases, to the Krylov spaces and to the bidiagonal reductions.
Example 1. This example is taken from [2]. The matrix A and the starting vector
v1 are given by
A =

−7 36
−1 0 . . .
.
.
.
.
.
. 36
−1 0
 ∈ R16×16 and v1 =

1
0
...
0
 .
We apply Algorithm 2 to A starting with v1. Table 1 summarizes information
about the computed orthonormal matrices U and V and the bidiagonal matrix B. Fig.
1 shows the evolution of the condition numbers corresponding to the orthonormal
bases (denoted by κb), to the Krylov spaces (denoted by κ) and to the bidiagonal
reductions (denoted by κB ).
Example 2. The matrix A is the same as in Example 1 but the starting vector v1 has
all its components equal to 1 (before normalization). As in Example 1, Table 1 sum-
marizes information about the matrices U,V and B computed by Algorithm 2. Fig.
2 shows the evolution of the condition numbers corresponding to the orthonormal
bases, to the Krylov spaces and to the bidiagonal reductions.
Example 3. In this example the bidiagonal matrix is of order 30 and constitutes a
partial bidiagonalization resulting from Algorithm 2 applied to the matrixILLC1850.
Table 1
Numerical results obtained from Algorithm 2
Example 1 Example 2
‖AV − UB‖2 5.80 × 10−14 7.68 × 10−14
‖ATU − VBT‖2 7.66 × 10−14 7.42 × 10−14
‖UTAV − B‖2 6.10 × 10−14 5.20 × 10−14
‖UTU − I16‖2 1.37 × 10−15 2.44 × 10−15
‖V TV − I16‖2 2.14 × 10−15 1.88 × 10−15
cond2(B) 2.95 × 1012 2.95 × 1012
cond2(A) 2.95 × 1012 2.95 × 1012
326 A. Malyshev, M. Sadkane / Linear Algebra and its Applications 371 (2003) 315–331
0 5 10 15
100
105
1010
1015
co
n
di
tio
n 
nu
m
be
r
dimension of Krylov basis
κB
κb
κ
Fig. 1. Example 1.
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Fig. 2. Example 2.
This matrix comes from the Harwell–Boeing set of sparse matrices [4]. It has
m = 1850 rows and n = 712 columns and originates from a least squares problem
in surveying. The starting vectors has all its components equal to 1 (before
normalization). Table 2 summarizes the information obtained for the computed
matrices U and V and the bidiagonal matrix B. Fig. 3 shows the evolution of the
condition numbers.
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Table 2
Numerical results obtained from Algorithm 2
Example 3 Example 4
‖AV − UB‖2 5.09 × 10−15 8.58 × 10−15
‖ATU − VBT‖2 9.00 × 10−1 7.81 × 10−1
‖UTAV − B‖2 5.03 × 10−15 7.12 × 10−15
‖UTU − I30‖2 6.00 × 10−15 8.51 × 10−15
‖V TV − I30‖2 1.73 × 10−14 1.73 × 10−15
cond2(B) 3.24 × 101 3.88 × 101
cond2(A) 1.40 × 103 1.11 × 102
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Fig. 3. Example 3.
Example 4. This example is similar to Example 3. The only change is in the ma-
trix A which is now the matrix WELL1850 ∈ R1850×712 from the Harwell–Boeing
set (see [4]). The results of bidiagonalization and the behaviors of the computed
conditions numbers are shown in Table 2 and Fig. 4 respectively.
Example 5. In this artificial example, we consider a family of bidiagonal matrices
defined by
B(α) =

1 α
1 α
.
.
.
.
.
.
α
1
 ∈ R20×20
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Fig. 4. Example 4.
The matrix B(α) is assumed to be the result of Algorithm 2 applied to some matrices.
The larger α, the ill-conditioned the matrix B(α). Figs. 5–8 show the behaviors
of the condition numbers for different values of α.
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Fig. 5. cond2(B) = 1.22.
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Fig. 6. cond2(B) = 26.03.
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Fig. 7. cond2(B) = 2.09 × 106.
5. Conclusion
We have derived formulas for the condition numbers associated with the Lanc-
zos bidiagonalization of rectangular matrices. These condition numbers allow one to
analyze the stability of the Krylov spaces, the orthonormal bases and the bidiagonal
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Fig. 8. cond2(B) = 1.46 × 1012.
reduction of the Lanczos bidiagonalization process. The formulas derived are of the
same type as those obtained by Carpraux et al. [2] in the context of Arnoldi’s method
and those obtained by Paige and Van Dooren [8] in the context of the nonsymmetric
Lanczos method. The approach taken in this paper is inspired by that in [2]. The ex-
periments show that the Krylov spaces associated with the Lanczos bidiagonalization
are generally more stable than the orthonormal bases. This is because as the iterations
unfold, the Krylov spaces tend to span the whole space whereas the orthonormal bas-
es may suffer from forward instability, i.e., the computed orthonormal bases may be
far from the exact ones. The condition numbers of the bidiagonal reduction depend
essentially on the conditioning of the leading submatrices of the bidiagonal form.
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