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Abstract
In this paper, we propose a simple reduction scheme for empirical risk minimization
(ERM) that preserves empirical Rademacher complexity. The reduction allows
us to transfer known generalization bounds and algorithms for ERM to the target
learning problems in a straightforward way. In particular, we apply our reduction
scheme to the multiple-instance learning (MIL) problem, for which generalization
bounds and ERM algorithms have been extensively studied. We show that various
learning problems can be reduced to MIL. Examples include top-1 ranking learning,
multi-class learning, and labeled and complementarily labeled learning. It turns
out that, some of the generalization bounds derived are, despite the simplicity
of derivation, incomparable or competitive with the existing bounds. Moreover,
in some setting of labeled and complementarily labeled learning, the algorithm
derived is the first polynomial-time algorithm.
1 Introduction
Reduction allows us to transfer known results (e.g., algorithms, generalization bounds) from a reduced
problem that have been already analyzed to an original problem. In the previous research, it has been
shown that various learning problems can be reduced to other learning problems by various reduction
schemes (e.g., [20, 10, 21, 6, 22]).
We propose a general reduction scheme for empirical risk minimization (ERM) tasks. In contrast to
typical machine learning reductions, we do not reduce a learning problem itself but reduce the ERM
of the learning problem. More precisely, our reduction scheme does not care about the generalization
error of the hypothesis obtained in the reduced problem. However, the reduction scheme preserves the
empirical Rademacher complexity [7], and thus our reduction allows us to transfer the generalization
risk bounds to the original learning problem in a straightforward way.
We define the simple reducible condition and show the transferable results from the original problem
to the reducible problem. Whereas a good definition of the instance-transformation is key in a lot of
reductions (see, e.g., Example 2.9 of [26]), the key to our reduction scheme is that we define not only
instance-transformation function α but also hypothesis-transformation β. Thanks to the existence of
β, the obtained hypothesis on the reduced ERM can be restored to the original hypothesis.
As an application, we introduce the reduction to multiple-instance learning (MIL) problem. The
examples of the reducible problem to MIL problem include various learning problems; top-1 ranking
learning problem (TRL, we originally design the general formulation of the problem), multi-class
learning problem (MCL, see, e.g., [26]), and labeled and complementarily labeled learning prob-
lem (LCL) [18]. Although MCL and MIL are classical machine learning tasks, interestingly, the
connection between them has not yet been discussed.
We show that our reduction allows us to easily transfer some theoretical results from MIL to the
examples. Thanks to the existing theoretical results on MIL (e.g., [30, 31]), some of the generalization
bounds derived are incomparable or competitive with the state-of-the-art results. Moreover, in a
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special case of LCL, the algorithm derived is the first polynomial-time algorithm. The impact of our
results is emphasized by the simplicity of the scheme and the derivation process.
The contributions of the paper are as follows:
• We propose a simple reduction scheme for ERM problem. The reduction specialized in
ERM is a new perspective different from typical machine learning reductions.
• By using the reduction scheme, we reveal that various learning problems can be reduced to
MIL problem. The connection between the learning problems and MIL problem has never
been discussed.
• Despite the simplicity of the derivation, it turns out that we obtain novel theoretical results
for the several reducible learning problems. Our reduction scheme has enormous potential
for accelerating theoretical analysis in the machine learning field.
• Remarkably, in a special case of LCL, the algorithm derived is the first polynomial-time
algorithm.
The paper outline is as follows. In Section 2, we introduce some preliminary definitions. We give
a general form of our reduction scheme in Section 3. We introduce a problem setting of MIL and
the known theoretical results in Section 4. In Section 5, we introduce various examples of the
reducible problems. The related works and the comparison with our results are stated in Section 6.
We summarize and conclude the paper in Section 7.
2 Preliminary
We denote by I(s) the indicator function of the event s. We introduce the Rademacher complexity,
which is used to bound the generalization risk.
Definition 1. [The Rademacher complexity [7]]
Given a sample S = (x1, . . . , xn) ∈ Xn, the empirical Rademacher complexity RS(G) of a
class G ⊂ {g : X → R} w.r.t. S is defined as RS(G) = 1nEσ
[
suph∈G
∑n
i=1 σig(xi)
]
, where
σ ∈ {−1, 1}n and each σi is an independent uniform random variable in {−1, 1}.
Generalization error bound [26] Let H be a set of real-valued functions and S be a size n of
training sample which is independently drawn according to some unknown distribution D. The
following bound holds with probability at least 1− δ for all h ∈ H
RD(h) ≤ R̂S(h) + 2RS(H) + 3
√
1/δ
2n
,
where we denote the generalization risk of h by RD(h), and denote the empirical risk of h for sample
S by R̂S(h).
3 General form of the reduction scheme for ERM
Consider two problems, an original problem and the base problem. The original problem has a
hypothesis class H ⊆ {h : X → Y }, and a loss function ` : Y × Y → R. The base problem has
a hypothesis class H′ ⊆ {h′ : X ′ → Y ′}, and a loss function `′ : Y ′ × Y ′ → R. By the fact that
ERM for some fixed sample is parameterized by a pair of hypothesis and loss function, we give the
following definition.
Definition 2 (ERM-reducible). (H, `) is ERM-reducible to (H′, `′) if there exists a polynomial-time
computable function α : X × Y → X ′ × Y ′ and β : H′ → H such that for any (x, y) ∈ X × Y and
for any h′ ∈ H′,
`(y, h(x)) = `′(y′, h′(x′)), (1)
where (x′, y′) = α(x, y) and h = β(h′).
Proposition 1 (Transferable results). Suppose that (H, `) is ERM-reducible to (H ′, `′) with α and
β. For any sample S = (x1, y1), . . . , (xn, yn) ∈ (X × Y)n, the following (i) and (ii) hold:
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(i) (In)equality of the ERMs:
min
h∈H
n∑
i=1
`(yi, h(xi)) ≤ min
h∈Hβ
n∑
i=1
`(yi, h(xi)) = min
h′∈H′
n∑
i=1
`′(y′i, h
′(x′i)), (2)
where Hβ = {β(h′) | h′ ∈ H′}, (x′i, y′i) = α(xi, yi) for i = 1, . . . , n. Moreover, we have
β(h′) ∈ arg minh∈Hβ
∑n
i=1 `(yi, h(xi)).
(ii) Equality of the empirical Rademacher complexity:
Let Ĥβ = {(x, y) 7→ `(y, h(x)) | h ∈ Hβ}, and let Ĥ′ = {(x, y) 7→ `′(y′, h′(x)) | h′ ∈ H′}.
We have
RS(Ĥβ) = RS′(Ĥ′), (3)
where S′ = (x′1, y
′
1), . . . , (x
′
n, y
′
n).
For both (i) and (ii), in a special case that β is onto (i.e.,H = {β(h′) | h′ ∈ H′}), we additionally
have the following:
(i’) Equality of the ERMs:
min
h∈H
n∑
i=1
`(yi, h(xi)) = min
h′∈H′
n∑
i=1
`′(y′i, h
′(x′i)). (4)
(ii’) Equality of the empirical Rademacher complexity:
Let Ĥ = {(x, y) 7→ `(y, h(x)) | h ∈ H}. We have
RS(Ĥ) = RS′(Ĥ′). (5)
This proposition is easily derived by the definition of ERM-reducible. Note that, in the proposed
reduction scheme, we do not need to care about the generalization risk of the reduced (base) problem.
If we find an instance-transformation α and a hypothesis-transformation β satisfying the simple
condition (1), then we only have to find h′ ∈ H′ which minimize the empirical risk in the reduced
problem. We can guarantee the generalization bound of the original problem because of the preserving
the empirical Rademacher complexity. Moreover, we can restore the original hypothesis h by β(h′).
4 Multiple-Instance Learning (MIL) problem
In this section, we introduce Multiple-Instance Learning problem which can be a general problem for
several original problems as introduced in the previous section.
4.1 Problem setting
Let X ⊆ Rd be an instance space. A bag B is a finite set of instances chosen from X . The learner
receives a sequence of (binary) labeled bags S = ((B1, y1), . . . , (Bn, yn)) ∈ (2X ×{−1, 1})n called
a training bag sample, where each labeled bag is independently drawn according to some unknown
distribution D over 2X × {−1, 1}. In the MIL problem, the following hypothesis class is commonly
used in practice:
G = {gw : B 7→ max
x∈B
〈w,x〉 : ‖w‖ ≤ Λ},
where ‖ · ‖ denotes 2-norm of ·. Let `b : (y, yˆ) 7→ I(yyˆ ≤ 0) be a zero-one loss function for binary
classification. The goal of the learner is to find a hypothesis g ∈ G with small generalization risk.
The generalization risk and the empirical risk are formulated as:
RMID (gw) = E
(B,y)∼D
[`b (y, gw(B))] , R̂
MI
S (gw) =
1
n
n∑
i=1
`b (yi, gw(Bi)) .
In practice, a convex surrogate loss (e.g., hinge loss) is usually used for ERM. We denote by `sb the
surrogate loss of `b, and denote by R̂MIS,`sb(g) =
1
n
∑n
i=1 `sb (yi, gw(Bi)). the empirical risk defined
using `sb.
3
4.2 ERM algorithm in MIL
Multiple-Instance SVM (MI-SVM) [4] is a popular algorithm for the MIL problem. MI-SVM employs
G and usually use hinge loss as `sb. The ERM problem with MI-SVM is formulated as a non-convex
optimization problem (see supplementary materials). There are various algorithms that solve this
non-convex optimization problem in practice (e.g., [13, 5]). For example, it is known that we can
obtain -approximate local optimum efficiently by Difference of Convex (DC) programming [5].
Note that, in a special case that the given labels are all negative (i.e., one-class situation), the
optimization problem becomes convex. That is, the optimization problem of one-class MI-SVM can
be solved in polynomial time by a QP solver.
4.3 Generalization bound for MIL
For G, two incomparable Rademacher complexity bounds have been provided by [30, 31].
Theorem 2 (Rademacher complexity bounds of G with L-Lipschitz loss [30],[31]). Let G = {B 7→
maxx∈B〈w,x〉 : ‖w‖ ≤ Λ} be a hypothesis class, Suppose that ‖x‖ ≤ C for any x ∈ X . Let `sb
be an L-Lipschitz loss function which provides the convex upper bound on the binary zero-one loss.
Let Ĝ = {(y, gw(B)) 7→ `sb(y, gw(B)) | gw ∈ G}. The following bounds hold for any Ĝ:
RS(Ĝ) = min
{
O
(
LCΛ log2
(
4L2C2Λ2n
∑n
i=1 |Bi|
)
ln(L2n)√
n
)
, O
(
LCΛ
√
η ln |⋃ni=1Bi|√
n
)}
,
where η is a VC-dimension-based parameter depending on the distribution of the instances appearing
in S.
5 Examples
In this section, we show several examples of our reduction scheme to MIL. Note that we use gw, G,
Ĝ, `b, `sb defined in Section 4.
5.1 Top-1 Ranking Learning (TRL) problem
Learning to rank is a fundamental problem. We consider the following situation. A recommender
(learner) has a set containing several items, and the recommender wants to recommend an item to a
target user. Assume that we have a sample, that is, the sequences of the pair of the item set and the
selected item. The goal is to learn a function which inputs a set of items and outputs the item that the
target user will choose.
Problem setting: Let X ⊆ Rd be an instance space, and f : X → R be a target scoring function.
A set A is a finite set of instances chosen from X . The learner receives a sequence of the sets of
items S = (A1,x∗1), . . . , (An,x
∗
n), where each x
∗
i ∈ Ai is the highest-valued item determined by
the target function f . Each set in the sample is i.i.d drawn according to some unknown distribution
D over 2X . Suppose that the learner choose an item from an item set by a hypothesis hw : A 7→
arg maxx∈A〈w,x〉.1 LetHTR = {hw | ‖w‖ ≤ Λ} be a hypothesis class. Let ` : (y, yˆ) 7→ I(y 6= yˆ)
be a zero-one loss function. The goal of the learner is to find hw ∈ HTR with small expected
misranking (or misidentification) risk with respect to the target f . The generalization risk and
empirical risk are formulated as:
RTRD (hw) = E
A∼D
[` (x∗, hw(A))] , R̂TRS (hw) =
1
n
n∑
i=1
` (x∗i , hw(Ai)) ,
where x∗ = arg maxx∈A f(x). This TRL problem setting is similar to MIL setting in that each
data is given as a set. However, the task of top-1 ranking is to identify the target item, and thus that
is different from the classification task in MIL. As below, we show that we can use our reduction
scheme for the ERM in TRL.
1In this paper, we consider an argmax function with a fixed tie-breaking rule.
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Reduction: Let us define B(A,x∗) = {x− x∗ | x ∈ A\x∗}. Here we define the following α:
α(A,x∗) = (B(A,x∗),−1),
and define β : gw 7→ hw such that w in gw is equal to w in hw (i.e., β is onto). Then, α and β
satisfy the condition (1) as follows:
` (x∗, β(gw)(A)) = I
(
arg max
x∈A
〈w,x〉 6= x∗
)
= I
(
〈w,x∗〉 − max
x∈A\x∗
〈w,x〉 ≤ 0
)
= I
(
−1×
(
max
x∈A\x∗
〈w, (x− x∗)〉
)
≤ 0
)
= `b(−1, gw(B(A,x∗)))
Therefore, (HTR, `) is ERM-reducible to (G, `b).
ERM algorithm: By Proposition 1 (i’), ERM in TRL for S can be reduced to ERM in MIL for the
training bag sample S′ = ((B(A1,x∗1),−1), . . . , (B(An,x∗n),−1)). If we use hinge loss in the reduced
problem, it can be solved by one-class MI-SVM. Thus, as aforementioned in Section 4.2, we can
obtain a global optimum in polynomial-time.
Generalization bound: By Proposition 1 (ii’) and Theorem 2, we obtain the following result.
Corollary 3. The following bound holds with probability at least 1− δ for all gw ∈ G:
RTRD (hw) ≤ R̂MIS′,`sb(gw) + 2RS′(Ĝ) + 3
√
1/δ
2n
,
where hw = β(gw) and
RS′(Ĝ) = min
{
O
(
2LCΛ log2(4L
2r2Λ2n
∑n
i=1 |Ai|) lnL2n√
n
)
, O
(
2LCΛ
√
η ln(|⋃ni=1Ai|)√
n
)}
.
Note that the norm of the instances in the training bag sample is bounded as: ‖x′−x‖ ≤ ‖x′‖+‖x‖ ≤
2C.
5.2 Multi-Class Learning (MCL) problem
Problem setting: Let X ⊆ Rd be an instance space, and Y = {1, . . . , k} be an output space.
The learner receives a sequence of labeled instances S = ((x1, y1) . . . , (xn, yn)) ∈ (X × Y)n,
where each instance is drawn i.i.d according to some unknown distribution D. The learner predicts
the label of x by a hypothesis hW ∈ HMC = {x 7→ arg maxy∈Y〈wy,x〉 | ‖W‖ ≤ Λ}, where
W = (w1, . . . ,wk)
> and ‖W‖ =
√∑k
j=1 ‖wj‖2. Let ` : (y, yˆ) 7→ I(y 6= yˆ) be a zero-one loss
function. The generalization risk and the empirical risk are defined as:
RMCD (hW) = E
(x,y)∼D
` (y, hW(x)) , R̂
MC
S (hW) =
1
n
n∑
i=1
` (yi, hW(xi)) .
Reduction: Let us define the following dk-dimensional vector:
z(x,y) = (0 · · · x︸︷︷︸
yth block
· · ·0), (6)
where 0 is a d-dimensional zero vector. Let Bz(x,y) = {z(x,y′) − z(x,y)|∀y′ 6= y}. Here we define
the following α:
α(x, y) = (Bz(x,y) ,−1).
Let ω denotes the dk-dimensional vector obtained by concatenating the vectors w′1 · · ·w′k. We define
β : (gω) 7→ hW such that w′j in ω corresponds to wj in W (i.e., β is onto). Then, we can show that
α and β satisfy the condition (1) as follows:
`(y, β(gω)(x)) = I
(
〈wy,x〉 −max
y′ 6=y
〈wy′ ,x〉 ≤ 0
)
= I
(
−1×
(
max
y′ 6=y
〈(wy′ −wy),x〉
)
≤ 0
)
= I
(
−1×
(
max
y′ 6=y
〈ω, (z(x,y′) − z(x,y))〉
)
≤ 0
)
= `b(−1, gω(Bz(x,y)))
Therefore, (HMC, `) is ERM-reducible to (G, `b).
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ERM algorithm: By Proposition 1 (i’), ERM of MCL for S can be reduced to MIL for the bag
training sample S′ = ((Bz(x1,y1) ,−1), . . . , (Bz(xn,yn) ,−1)). Therefore, as similar to TRL, if we use
hinge loss in the reduced problem, we can obtain a global solution of ERM in MCL by one-class
MI-SVM in polynomial-time.
Generalization bound: By Proposition 1 (ii’) and Theorem 2, we have the following result.
Corollary 4. The following bound holds with probability at least 1− δ for all gω ∈ G:
RMCD (hw) ≤ R̂MIS′,`sb(gω) + 2RS′(Ĝ) + 3
√
1/δ
2n
,
where hW = β(gω) and
RS′(Ĝ) = min
{
O
(√
2LCΛ log2(2L
2C2Λ2n2(k − 1)) lnL2n√
n
)
, O
(√
2LCΛ
√
η lnn(k − 1)√
n
)}
.
We used the fact that the number of instance in a bagBi is (k−1), and thus |
⋃n
i=1Bi| ≤
∑n
i=1 |Bi| =
n(k − 1). Moreover, we used the fact ‖z(x,y′) − z(x,y)‖ ≤
√
2C.
5.3 Labeled and Complementarily labeled Learning (LCL) problem
LCL is originally proposed by Ishida et al. [18]. In the problem, some training instances are
complementarily labeled (e.g., instance xi is NOT yi). We basically follow the problem setting and
some assumptions provided by [18].
Problem setting: Let X ⊆ Rd be an instance space, and Y = {1, . . . , k} be an output space. Let
D be an unknown distribution over X × Y . We assume that the learner receives a sample S drawn
i.i.d from according to the distribution D′ which gives true label with unknown probability θ and
complementary label with probability 1− θ. Moreover, we assume that the complementary label is
chosen with uniform probability (i.e., all complementary labels are equally chosen with the probability
k − 1). 2 More formally, we assume that the sample is given as S = ((x1, y1, γ1) . . . , (xn, yn, γn)
which is drawn i.i.d from according to the distribution D′ over D × {False,True}, where γi = True
means that yi is a true label and γi = False means that yi is a complementary label (i.e., it indicates
that xi is NOT yi). For any (x, y) ∼ D, D′(x, y,True) = θ and D′(x, y¯,False) = 1−θk−1 for any
y¯ 6= y (i.e., complementary label is chosen with uniform probability). Other basic settings are the
same as MCL problem. The learner predicts the label of x by a hypothesis hW ∈ HLC = {x 7→
arg maxy∈Y〈wy,x〉 | ‖W‖ ≤ Λ}, where we use the same W in the MCL case. The final goal of
the learner is to find hW ∈ HLC with small expected risk:
RMCD (hW) = E
(x,y)∼D
I (y 6= hW(x))
However, it is difficult to minimize the corresponding empirical risk directly by using the comple-
mentarily labeled data. Therefore, we consider the following expected risk.3
RLCD′ (hW) = E
(x,y,γ)∼D′
[I (γ = (y 6= hW(x)))] .
This risk means that: When γ = True, the learner does not incur risk if the learner predict the true
label. When γ = False, the learner does not incur risk if the learner predicts an assigned non-true label
(i.e., complementary label). Thus, the risk measure is defined by a pair (y, γ) ∈ (Y ×{False,True}).
We can show that this risk has a strong relationship with the original MCL risk as below:
Lemma 1. For any hW ∈ HLC, RMCD (hW) = k−1θ(k−2)+1RLCD′ (hW) holds.
The proof is in the supplementary materials. Now, let `((y, γ), yˆ) = I(γ = (y 6= yˆ)). We can define
the empirical risk as:
R̂LCS (hW) =
1
n
n∑
i=1
` ((yi, γi), hW(xi)) .
2This assumption is proposed by Ishida et al. [18] as a reasonable situation in some practical tasks.
3[18] used different surrogate risk from ours. However, note that Ishida et al. and we still have the common
final goal, minimizing RMCD (hW)
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Reduction: Let us use z(x,y) defined as Eq. (6). We define the following α:
α(x, (y, γ)) = (Bz(x,y) , vγ).
where vγ = +1 if γ = True, and vγ = −1 otherwise. As same as MCL case, let ω denotes the dk-
dimensional vector obtained by concatenating the vectors w′1 · · ·w′k. and we define β : (gω) 7→ hW
such that w′j in ω corresponds to wj in W (i.e., β is onto). Then, α and β satisfy the condition (1)
as follows:
`((y, γ), β(gω)(x)) = I
(
vγ
(
max
y′ 6=y
〈(wy′ −wy),x〉
)
≤ 0
)
= I
(
vγ
(
max
y′ 6=y
〈ω, (z(x,y′) − z(x,y))〉
)
≤ 0
)
= `b(vγ , gω(Bz(x,y)))
Therefore, (HLC, `) is ERM-reducible to (G, `b).
ERM algorithm: By Proposition 1 (i’), ERM of LCL for S can be reduced to MIL for the bag
training sample S′ = ((Bz(x1,y1) , vγ1), . . . , (Bz(xn,yn) , vγn)). Therefore, if we use hinge loss as a
convex upper bound of binary zero-one risk, ERM of LCL can be solved by MI-SVM. Note that,
different from TRL and MCL, the problem is a binary classification MIL (not one-class classification).
Therefore, the optimization problem is not convex. However, as aforementioned in Section 4.2, it
is known that we can obtain an -approximate local optimum of the problem efficiently in practice.
It is important to note that, in the special case that vi = −1 for all i (i.e., the sample contains only
complementarily labeled data), the problem is solved by one-class MI-SVM, and thus we can obtain
a global optimum in polynomial time.
Generalization bound: By Proposition 1 (ii’) and Theorem 2, we have the following result.
Corollary 5. The following bound holds with probability at least 1− δ for all gω ∈ G:
RMCD (hW) ≤
k − 1
θ(k − 2) + 1
(
R̂MIS′,`sb(gω) + 2RS′(Ĝ) + 3
√
1/δ
2n
)
,
where hW = β(gω) and
RS′(Ĝ) = min
{
O
(√
2LCΛ log2(2L
2C2Λ2n2(k − 1)) ln Λn√
n
)
, O
(√
2LCΛ
√
η log n(k − 1)√
n
)}
.
The above is led by the same argument in MCL case.
6 Related works
Other reduction techniques: There are various machine learning reduction schemes (see, e.g.,
[9]). We found general reduction schemes such as [27, 8]. The important difference from the existing
schemes is that we focus on the reduction of ERM. There are various applications of machine learning
reductions, for example, MCL with binary classification [20, 28], cost-sensitive MCL with binary
classification [10, 8, 21] ranking with binary classification [6, 3, 2]. To the best of our knowledge, the
reduction to MIL has not yet been discussed. We revealed that MIL can be connected with various
learning problems via our reduction scheme.
Top-1 ranking learning (TRL): There are many kinds of problem setting for ranking learning
tasks. As with our provided problem setting, various measures for ranking at the top have been
provided [29, 1, 24, 25, 11]. Top-1 ranking measure has already been discussed in [17]. However,
the basic problem setting is different from our TRL problem. They assume that the recommender
has i.i.d drawn positive and negative items as a sample. The loss is defined by each positive item
with mini-batch sampled negative set of items. Moreover, they did not show a general form of the
problem and theoretical guarantee. We originally gave a general form of the problem setting and the
theoretical aspects.
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Multi-Class Learning (MCL): The basic result of the generalization performance is known that
the generalization error can be upper bounded by the term which linearly depends on the class size
k [26]. Recently, Lei et al. showed the improved generalization error bound which is logarithmically
dependent on the class size k [23].
Our generalization bound is competitive with the existing bound. However, our theoretical result can
be derived by the generalization bound of MIL shown in 2012. In other words, the best result could
be shown in 2012 if we used our reduction scheme. Thus, we can say that our idea is important for
accelerating theoretically analysis of machine learning problems.
Interestingly, the optimization problem of MI-SVM for sample S′ with hinge-loss is equivalent to the
optimization problem a standard multi-class SVM (see, e.g., [26]).
Labeled and Complementarily-labeled Learning (LCL): LCL is originally proposed by Ishida
et al. [18]. They also provided the generalization risk bound in the case that the training sample
contains only complementarily labeled instances (i.e., in our case θ = 0). They said that, for a
linear hypothesis class, the following bound holds with probability at least 1 − δ: RMCD (h) ≤
R̂(h) + k(k − 1)L√RΛ/n + (k − 1)√8 ln(2/δ)/n. Note that they used the empirical risk R̂(h)
for complementarily labeled instances different from the risk that we defined (see details in [18]).
According to the difference, our generalization bound is incomparable with the existing bound.
However, we can say that if we achieve small empirical risk close to zero, our provided risk bound is
k times tighter than the existing bound.
By the definition of their empirical risk R̂(h), Ishida et al. carefully chose non-convex loss functions
(symmetric loss functions such as ramp loss) and optimized them by a gradient-based algorithm
in practice. Ishida et al. also provided another LCL framework [19] with arbitrary loss functions
and arbitrary prediction models. They provided another gradient-based optimization algorithm and
performed well in practice. However, the generalization performance has not been discussed. They
mentioned that their algorithm suffers from overfitting and showed a practical way to avoid overfitting.
Note that, to the best of our knowledge, there is no polynomial-time algorithm even in the special
case that the training sample contains only complementarily-labeled data.
Our theoretical result can be extended to use any loss functions that provide convex upper bound on
the binary zero-one error. Moreover, in the case that the sample contains only complementarily labeled
data, if we use hinge loss, the algorithm derived (i.e., one-class MI-SVM) is the first polynomial-time
algorithm.
Multiple-Instance Learning: Since Dietterich et al. first proposed MIL in [14], many researchers
introduced various theories and applications of MIL [16, 4, 30, 32, 15, 12]. [31] revealed that a
local-feature-based time-series classification problem can be reduced to MIL problem. However, in
image processing area, it has ever known that such local-feature-based learning can be reduced to
MIL problem in practice [12]. Our results show that various learning problems can be reduced to
MIL.
7 Conclusion
In this paper, we proposed a simple reduction scheme for empirical risk minimization (ERM) that
preserves empirical Rademacher complexity. The reduction allows us to transfer known generalization
bounds and algorithms for ERM to the target learning problems. As an application of the reduction
scheme, we showed that various learning problems can be reduced to MIL. The transferred ERM
algorithms and generalization bounds are novel theoretical results.
We gave a general form of the reduction scheme; however, some cases were not introduced in our
applications. For example, the case that β is not onto. Moreover, as an extension, we can consider
the condition of ERM-reducible such as `(h(x), y) ≤ `′(h′(x′), y′) with -gap instead of (1). These
uncovered studies may be useful for the case when an original target problem is NP-hard. We leave
for future work.
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A Multiple-Instance SVM (MI-SVM)
The optimization problem of MI-SVM is formulated as:
min
w,ξ
1
2
‖w‖22 + C
n∑
i=1
ξi
subject to: ∀i ∈ [n], yi max
x∈Bi
〈w,x〉) ≥ 1− ξi, ξi ≥ 0,
where C is a constant hyper-parameter. Note that, in one-class setting (i.e., yi = −1 for any i) the
optimization problem of MI-SVM becomes convex programming problem.
B Proof of Lemma 1
Proof. By the assumption of D′, the expected risk RLCD′ (hW) is represented by using D and p and θ
as follows:
RLCD′ (hW) = E
(x,y)∼D
θI ((y 6= h(x))) + (1− θ)∑
y¯ 6=y
1
K − 1I (y¯ = hW(x))
 (7)
Let we denote ρ1 = I (y 6= hW(x)) in RMCD (hW) and denote ρ2 = θI ((y 6= h(x))) + (1 −
θ)
∑
y¯ 6=y
1
K−1I ((y¯ = hW(x))) in R
LC
D′ (hW). We can consider the two cases of hW for any hW ∈
H as follows: For a fixed (x, y), (i) If hW(x) = y: ρ1 = 0 and ρ2 = 0, and thus there is no gap. (ii)
If hW(x) 6= y: The first term of ρ2 is θ and the second term is equal to (1−θ)/(k−1), because there
exists unique yˆ : yˆ 6= y which satisfies yˆ = hW(x). Therefore, ρ2 is equal to θ + 1−θk−1 . Moreover, in
this case ρ1 = 1. Thus, we have the bound k−1θ(k−2)+1R
LC
D′ (hW) = R
MC
D (hW).
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