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Abstract 1
In order to achieve the game flow and increase player retention, it is important that games
difficulty matches player skills. As a consequence, to evaluate how people play a game
is a crucial component, because detecting gamers strategies in video-games, it is possible
to fix the game difficulty. The main problem to detect the strategies is whether attributes
selected to define the strategies correctly detect the actions of the player. To study the
player strategies, we will use a Real Time Stategy (RTS) game. In a RTS the players make
use of units and structures to secure areas of a map and/or destroy the opponents resources.
In this work, we will extract the real-time information about the players strategies using
a platform base on the RTS game. After gathering information, the attributes that define
the player strategies are evaluated using unsupervised learning algorithm (K-Means and
Spectral Clustering). Finally, we will study the similitude among several gameplays where
players use different strategies.




A fin de lograr que el flujo del juego mejore y la captación de jugadores aumente, es impor-
tante que la dificultad del juego se ajuste a las habilidades del jugador. Como consecuencia,
evaluar como juega la gente un juego es un aspecto importante, porque detectando las es-
trategias de los jugadores en los vídeo juegos, permite adapta la dificultad del juego. El
problema principal para detectar las estrategias es si los atributos seleccionados para definir
las estrategias definen correctamente las acciones del jugador. Para estudiar las estrategias
de los jugadores, usaremos un juego de estrategia en tiempo real (Reat Time Strategy (RTS)
en inglés). En un RTS los jugadores hacen uso de unidades y estructuras para asegurar áreas
del mapa y/o destruir los recursos de los oponentes. En este trabajo, extraeremos infor-
mación en tiempo real acerca de las estrategias usando una plataforma basada en un juego
de RTS. Después de recoger la información, los atributos que definen las estrategias de los
jugadores son evaluados mediante algoritmos de aprendizaje no supervisado (K-Means y
Spectral Clustering). Finalmente, estudiaremos la similitud entre diversas partidas donde
los jugadores utilizar diferentes estrategias.
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Nowadays a wide number of Computer Science researchers are focused on intelligence
Video Games [66, 97, 110, 114, 116], design and development. Several techniques and
methods from areas such as Artificial Intelligence (AI) or Data Mining (DM) have been ap-
plied to analize the player behaviours analysis [74, 108], intelligent enemies [116, 121], or
to imitate the human behaviour [88, 102]. One of the most popular applications is related to
the development of controllers to automatically define real behaviour of Non-Player Char-
acters (NPC). In this topic, there are several works focused on really famous games such as
Ms. PacMan [81], Physical Travelling Salesman Problem (PTSP) [103], Super Mario Bros.
[90] or Starcraft [115]. Other works have been focused on the generation of automatic lev-
els [111] or the validation of those levels by finding the different paths that reaches the exit
[83, 84].
This work presents an initial case study related to the identification and analysis of be-
haviours in Video Games using as a first approach visualization techniques to understand
what happened during the game execution. For example, the ESOM [77] visualization tech-
nique has been used to identify the groups of player patterns in the famous game Tomb
Raider Underworkd [77]. Other example can be found in [76] where authors study the
user behaviour in the game Kane & Lynch and Fragile Alliance by the use of diagrams to
understand the reasons of why the players die and map levels visualizations to represent
the paths followed by the players. After the visual analysis to identify the different player
strategies, clustering algorithms (K-Means and Clustering) and an evaluation function will
be employed to select the set of attributes which correctly detect the players actions.
The platform designed to achieve our goals, to study the players behaviour and to select
the game features that best define the behaviour, is based on an open-source Tower Defence
2 Introduction
game1, called OTD, that it is a subgenre of real-time strategy Video Game. This analysis
is based on previous works [68, 85] where the interaction of users were automatically ex-
tracted and analyzed from an Educational Virtual World to differentiate the different student
communities based on the interactions among them.
The goal in OTD game is to avoid that a set of enemies, reaches the exit of the level. In
order to do that, players need to build in the map different traps, or some defensive buildings,
that difficult enemies to cross the map. In this work, the players behaviour is analysed by
taking into account only the position of the different towers placed by the user in a 33×60
grid.
Two different kind of experiments have been carried out in this work. In the first one,
Visualization techniques have been applied to identify the player strategies, in our first ex-
periment the players have been divided in two groups. The first one was formed by players
with an specific strategy assigned and the second one, the players played without a prefixed
strategy. Then, the different gameplays were analysed using visualization techniques. After
the analysis we conclude: on one hand, the attributes employed to identify the strategies
are not enough it is necessary to study new features and, on the other hand, the numbers of
strategies employed for the players was reduce to 3.
The second experiment was focus on studying new game features, for this purpose clus-
tering algorithms were used with an evaluation function to choose the group of attributes
which best fit the player strategies. Experimental results reveal that the set of attributes that
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2.1 Pattern Recognition
Pattern detection is nearly synonymous with machine learning [67]. This branch of AI fo-
cuses on the recognition of patterns and regularities in data. In many cases, these patterns
are learned from labelled "training" data (supervised learning), but when no labelled data
are available other algorithms can be used to discover previously unknown patterns (unsu-
pervised learning).
Supervised machine learning is the search for algorithms that reason from externally
supplied instances to produce general hypotheses, which then make predictions about future
instances. In other words, the goal of supervised learning is to build a concise model of the
distribution of class labels in terms of predictor features. The resulting classifier is then used
to assign class labels to the testing instances where the values of the predictor features are
known, but the value of the class label is unknown. The common supervised methods are:
• Support Vector Machines [87] are a group of supervised learning methods that can be
applied to classification or regression. Support vector machines represent an exten-
sion to non-linear models of the generalized portrait algorithm developed by Vladimir
Vapnik.
• Linear regression [72] attempts to model the relationship between two variables by
fitting a linear equation to observed data.
• The Naive Bayes [106] technique is based on the so-called Bayesian theorem and is
particularly suited when the dimensionality of the inputs is high. Despite its simplic-
ity, Naive Bayes can often outperform more sophisticated classification methods.
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• An Artificial Neural Network (ANN) [91] is an information processing paradigm that
is inspired by the way biological nervous systems, such as the brain, process infor-
mation. The key element of this paradigm is the novel structure of the information
processing system. It is composed of a large number of highly interconnected pro-
cessing elements (neurones) working in unison to solve specific problems.
• Nearest neighbour method [86] (k-NN) is a type of instance-based learning, or lazy
learning, where the function is only approximated locally and all computation is de-
ferred until classification. The k-NN algorithm is among the simplest of all machine
learning algorithms.
• Decision tree [109] builds classification or regression models in the form of a tree
structure. It breaks down a dataset into smaller and smaller subsets while at the same
time an associated decision tree is incrementally developed. The final result is a tree
with decision nodes and leaf nodes.
Unsupervised learning aims to organize a collection of data items into clusters, such
that items within a cluster are more "similar" to each other than they are to items in the
other clusters. This notion of similarity can be expressed in very different ways, according
to the purpose of the study, to domain-specific assumptions and to prior knowledge of the
problem. Unsupervised learning is usually performed when no information is available con-
cerning the membership of data items to predefined classes. The methodologies employed
to unsupervised learning are:
• Clustering is the task of grouping a set of objects in such a way that objects in the same
group have similar characteristics to each other more than in other groups. Example
of this algorithm are K-Means [122], Mixture Models [80], Hierarchical Clustering
[89], etc.
• Hidden Markov model is a tool for representing probability distributions over se-
quences of observations. They are used in almost current speech recognition sys-
tems [104], in numerous applications in computational molecular biology [92], in
data compression [69], etc.
The terms pattern recognition, DM [107] and knowledge discovery in databases [79]
(KDD) are hard to separate, as they largely overlap in their scope. Machine learning is
the common term for supervised learning methods and originates from AI, whereas KDD
and DM have a larger focus on unsupervised methods and stronger connection to business
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use. Pattern recognition has its origins in engineering, and the term is popular in the con-
text of computer vision. In pattern recognition, there may be a higher interest to formalize,
explain and visualize the pattern; whereas machine learning traditionally focuses on maxi-
mizing the recognition rates. Yet, all of these domains have evolved substantially from their
roots in AI, engineering and statistics; and have become increasingly similar by integrating
developments and ideas from each other.
In machine learning, pattern recognition is the assignment of a label to a given input
value. An example of pattern recognition is classification, which attempts to assign each
input value to one of a given set of classes (for example, determine whether a given email is
"spam" or "non-spam" [93]). However, pattern recognition is a more general problem that
encompasses other types of output as well. Other examples are regression, which assigns
a real-valued output to each input; sequence labelling [75], which assigns a class to each
member of a sequence of values (for example, part of speech tagging [82], which assigns a
part of speech to each word in an input sentence); and parsing, which assigns a parse tree to
an input sentence, describing the syntactic structure of the sentence.
Pattern recognition algorithms generally aim to provide a reasonable answer for all pos-
sible inputs and to perform "most likely" matching of the inputs, taking into account their
statistical variation. This is opposed to pattern matching algorithms [78], which look for
exact matches in the input with pre-existing patterns. A common example of a pattern-
matching algorithm is regular expression matching [99], which looks for patterns of a given
sort in textual data and is included in the search capabilities of many text editors and word
processors. In contrast to pattern recognition, pattern matching is generally not considered
a type of machine learning, although pattern-matching algorithms can sometimes succeed
in providing similar-quality output to the sort provided by pattern-recognition algorithms.
Pattern recognition is studied in many fields, including psychology, psychiatry, ethology,
cognitive science, traffic flow and computer science.
This research has been focused on computer science discipline. Concretely, as previ-
ously mentioned, pattern recognition. To find the patterns we use clustering methods, be-
cause we try to identify humans behaviour but we do not know beforehand which are these
behaviours. Then, clustering groups the data and using these groups we can generate the
patterns necessaries to identify the humans behaviour.
Pattern recognition is employed in a range of computing fields where designing and
programming explicit, rule-based algorithms is infeasible. Example of fields are:
• AI is an area of computer science that deals with giving machines the ability to seem
like they have human intelligence [73].
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• Information retrieval is the task of finding automatically in a large corpus the docu-
ments that are relevant to an information need expressed through a query [113].
• DM is the set of techniques and technologies that allows to explore big databases,
using automatic or semi-automatic methods, with the aim to find repetitive patterns,
trends or rules which define the behaviour of the data in a specific context.
• Human behaviour Recognition is the area focused on the fields human computer in-
teraction [98], affective computing [101] and social signal processing [117]. The aim
of this fields is to do easy the communication human-machine.
2.2 Human behaviour Recognition in Video games
In this work we are interested on Human behaviour Recognition field. Human behaviour
detection is a crucial need rely on advanced pattern recognition techniques to automatically
interpret complex behavioural patterns generated when humans interact with machines or
with others. A test-bed to study methods of human behaviour recognition are the video
games. The reason of this is the huge datasets available for analysis resulting from play-
ers engaging in interactive environments. These datasets enable investigation of individual
player behaviour at a massive scale.
Traditionally the utilization of techniques from the AI and Human Behaviour Recogni-
tion (HBR) areas have been employed in classical board games like chess, checkers, kalaha,
go, othello, Tic-Tac Toe, etc. . . [49, 51]. However, the high impact of video game industry
has originated an increasing interest in the practical utilization of AI and HBR techniques
in commercial video games. Currently, there exist a wide number of international confer-
ences that propose different competitions, or challenges, whose main goal is based on the
utilization of AI and HBR techniques to solve problems like: automatic generation content
to match the game levels with the player skills; definition of autonomous Non-Player Char-
acters that simulates human behaviour (i.e. autonomous bots); learning; etc. . .
Maybe, the most popular competitions are those from the IEEE International Confer-
ence on Computational Intelligence and Games (www.ieee-cig.org), this conference has
promoted different competitions in the last ten years based on popular video games like
Mario Bros, Ms-Pacman or StarCraft. The basic idea behind these competitions is based on
the utilization of a video game platform that can be used to integrate AI/HBR algorithms to
test their behaviour in a particular challenge.
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2.2.1 Current Video games Platforms& Competititons
This section will briefly describe the main, and most popular, video games competitions
offered by CIG conference. In the last edition (CIG’2013) the set of competitions proposed
was: Student Video Competition; Physical Travelling Salesman Problem (PTSP); Multiob-
jective - Physical Travelling Salesman Problem (MO-PTSP); Geometry Friends; Platformer
AI Competition (formerly Mario AI); StarCraft RTS AI Competition. From previous com-
petitions, only some of them directly related to our work (identify behaviour patterns) will
be analysed.
Ms Pac-Man
Ms Pac-Man is a predator-prey arcade game, where the species, pac-man and ghost, com-
pete, evolve and disperse simply for the purpose of seeking resources to sustain their strug-
gle for their very existence. The game consists of a maze with paths and corridors that the
Pac-Man moves through collecting food pills that fill some of these paths. The aim of the
game is to control the Pac-Man in order to clear all the pills in the current maze and then
advance to the next one. To do that, the methodologies based on AI/HBR techniques that
have been used for that game are mainly based on Genetic Programing and Coevolution [50].
During the game, the Pac-Man is chased by four ghosts any of whom will kill the Pac-
Man if they are able to catch him. The ghosts behave in a non-deterministic way, which
makes it hard to predict their next move although their general behaviour varies from ran-
dom to very aggressive. The goal of a Ms Pac-Man controller is to maximise the score
of the game. In the competition, it is the average score against multiple ghost teams that
counts and the winning controller is the one which obtains the highest total average score.
Therefore, the goal of a ghost-team controller is to minimise the average score obtained
against it by the different Ms Pac-Man controllers. The winning ghost team will be the team
with the lowest average score against it.
Platformer AI
The Platformer AI Competition is the successor for the Mario AI Championship (www.marioai.org),
and it is focused on two main AI topics: procedural content generation (i.e. level genera-
tions) and imitating human behaviour. In the past IEEE-CIG 2012 competition, the Turing
Test Track from the Mario AI Championship was focused on developing human-like con-
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Fig. 2.1 Ms Pac-Man Video Game Platform
trollers [100].
The test bed game used for the competition is a modified version of Markus Persson
Infinite Mario Bros (mojang.com/notch/mario/) which is a public domain clone of Nintendo
classical two-dimensional platform game Super Mario Bros. The game-play in Super Infi-
nite Mario Bros takes place on two-dimensional levels in which the player (Mario) has to
move from left to right avoiding obstacles and interacting with game objects. Mario can
move left, right and duck, additionally two keys can be used to allow Mario to run, jump, or
fire (depending on the state he could be in the game).
One of the main goals of this competition is to be able to compare different controllers
development methodologies against each other, these controllers can be based on differ-
ent AI/HBR techniques such as artificial evolution, evolutionary neural networks, genetic
programming, fuzzy logic, temporal difference learning, human ingenuity, hybrids of the
above, etc [61].
Physical Traveller Salesman Problem
The Physical Travelling Salesman Problem (PTSP) is a real-time game played on a two-
dimensional map. The map has walls and obstacles, and several waypoints. In the Multi
Objective PTSP competition each map has 10 waypoints. The map itself is represented as a
bitmap, where each pixel is either a wall or an empty space. The game proceeds in discrete
time steps, usually one every 40 ms (i.e. 25 per second). The player controls a spaceship,
similar to the one in the classic video game Asteroids. The ship can rotate using a constant
angular speed, and can apply thrust in the direction that it is currently pointing. The goal is
to minimize three different objectives: time taken to complete the maze, fuel consumed in
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Fig. 2.2 Mario AI Video Game Platform
Fig. 2.3 TSP Video Game Platform
the process, and damage taken by the ship.
In this challenge like in Platformer AI, the aim is to be able to compare different con-
trollers development methodologies against each other, such as Monte Carlo tree search,
evolutionary neural networks, niched pareto genetic algorithms, non-dominated sorting ge-
netic algorithms, strength pareto genetic algorithms, etc [20].
StarCraft
Blizzard’s StarCraft is one the most popular, and fun, examples of the real-time strategy
(RTS) genre. In this game, a set of races (Protoss, Zerg and Terrans) can be used to build
units that have access to different technology skills, every unit works differently and requires
different tactics for a player to succeed.
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The enigmatic Protoss have access to powerful units and machinery and advanced tech-
nologies such as energy shields and localized warp capabilities, powered by their psionic
traits. However, their forces have lengthy and expensive manufacturing processes, encour-
aging players to follow a strategy of the quality of their units over the quantity. The insectoid
Zerg possess entirely organic units and structures, which can be produced quickly and at a
far cheaper cost to resources, but are accordingly weaker, relying on sheer numbers and
speed to overwhelm enemies. The Terrans provide a middle ground between the other two
races, providing units that are versatile and flexible. They have access to a range of more
ballistic military technologies and machinery, such as tanks and nuclear weapons.
There are two different game modes; one against one, and teams. The game’s goal is to
compete for resources and destroy the enemy. For this reason, once the game has started,
the players must recollect raw material and build as quick as possible, factories, buildings,
etc. During the game, both players (or teams) are constantly evolving to overcome the op-
ponent, winning land and destroying enemies settlements. To do this it is needed that the
player continuously evolves and adapts the strategy in function to the enemy movements.
The CIG StarCraft1 competitions have shown some relevant advances in the develop-
ment and evolution of new StarCraft bots. Although human top Starcraft players remain
unbeaten, the machines are striving to close the gap between human and AI.
Although each race is unique in its composition, no race has an innate advantage over
the other. Each specie is balanced out, so they have different strengths, powers, and abilities.
But their overall strength is the same and therefore an ideal candidate to test different AI ap-
proaches like: neural networks, evolutionary algorithms, fuzzy systems, swarm intelligence
and artificial immune systems[14].
2.2.2 Summary on Video Games Platforms for AI/HBR
Finally, Table 2.1 summaries the algorithms and the applications of AI/HBR in video games.
In this table, the following information is shown:
1. Video Game. Examples of video games where player behaviour recognition have
1ls11-www.cs.uni-dortmund.de/rts-competition/starcraft-cig2013
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Fig. 2.4 Starcraft Video Game Platform
been used to some purpose.
2. Algorithms&Method. The algorithm and methods employed in each paper to study
the player behaviour.
3. Goals. The main goals that must be reached for each paper.
4. Results. The conclusions and results obtained when the different methods and algo-
rithms have been applied.
Although a wide number of algorithms and techniques from CI (i.e. Neural Networks,
Evolutionary Strategies or Fuzzy Logic) and other AI methods (from heuristic search to
statistical methods) have been successfully applied, the Lemmings video game provides
two new interesting features. On the one hand, the video game provides different kind of
terrains, that the algorithm must take into account to avoid a premature dead of the lemming,
or to decide an adequate selection from the available skills. This characteristic provides
an interesting ”context” that should be handled by the algorithm (for instance, by using a
constraint-based modelling of the environment or a meta-heuristic to select the best skill).
On the other hand, the game itself needs from the management and control of a colony
of Lemmings. It is necessary to coordinate those lemmings to look for the best solution.
However, the optimum solution is base on a mixture of different goals, so multi-objective
algorithms can be easily applied in this domain.
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Video Game Algorithms & Method Goals Results
Pac-Man [70] Algorithm: Genetic Programming (GP)
Method: The algorithm uses data extracted
(Gost position, pills position, ms Pac-man
position, free path, the current number of
pills in the game, etc) from games played by
humans to train the GP algorithm. Also, dur-
ing using information retrieval methods ob-
taion the game the game state. Then, with
the current game state information the GP al-
gorithm is evolved to find the best solution.
The fitness function used to choose the best
solution calculate average game score. The
score is calculated in function of the number
of pills that ms Pac-Man ate.
To create a non-player
character to control ms
Pac-Man
The experimental data shown that
the same controller may achieve re-
sults from about 5,000 to 35,000
points in two consecutive simula-
tion runs. This happens because
the various sample games played by
human players during the experi-
ments have expert and novice hu-
man players. Then, the game con-
troller may also achieve bad results
in some sample games.
Pac-Man [120] Algorithm: Neuro-evolutionary on-line
learning. Method: In this research has
been design a Player Modelling (PM) us-
ing an evaluation function to identify the
impact on the interest of the game. To
do this, the model is combined with the
Neuro-evolutionary on-line learning pro-
cedure. More specifically, the model,
Bayesian Networks (BN) model, is trained
on computer-guided player data, as a tool
for inferring appropriate parameter values
which generate games of higher interest for
the player.
The evaluation function employed are given
by T (challenge metric; based on the dif-
ference between maximum and average life-
time of the players over N games — N is
50 in this paper), S (diversity metric; based
on standard deviation of lifetime of the play-
ers over N games) and EHn (aggressiveness
metric; based on stage grid-cell visit average
entropy of the Ghosts over N games) respec-
tively. All three metrics are combined lin-
early 2.1 where I is the interest value; α, β
and γ are criterion weight parameters ( α= 1,





To adapt the the levels dif-
ficulty to match with the
player skills to increase the
increase the interest of the
players.
In the paper is demonstrated that
PM mechanism developed has a
positive impact on the generation of
more interesting games. Moreover,
the proposed PM-Online learning
mechanism shows game reliability
since it demonstrates adaptive be-
haviours in the scale of decades of
games played and it is computa-
tionally inexpensive (1-3 seconds of
CPU time for the BN to infer OLL
parameter values).
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Mario [112] Algorithm: Method: The personalized lev-
els are automatically generated for platform
games using models which predict player ex-
perience based on features of level design:
(a) Controllable features of the game: These
parameters are used for level generation, and
affect the type and difficulty of the level.
This set contains three features that are re-
lated to gaps: number of gaps, average width
of gaps, and gap entropy, as well as a switch-
ing feature that defines the percentage of the
level played in the left direction. (b) Game-
play characteristics: Statistical features of
how the user plays the game such as how of-
ten the player jumped, ran, died, how much
he spent moving left, and how many enemies
he killed for the different type of opponents.
These features cannot be directly controlled
by the game as they depend on the skill of
the player and playing style. And (c) the
player experience: After playing a set of four
games, divided into two pairs played in both
orders, players were asked to report the pre-
ferred game for three emotional dimensions;
fun, challenge and frustration, through a 4-
alternative forced choice questionnaire pro-
tocol. With all this feature a single layer
perceptrons (SLPs) have been used to create
a model to predict the affective state of the
players. Sequential feature selection is used
to choose the input subsets for the SLPs.
To generate automatic per-
sonalized content for Plat-
form Games
The experimental results of this re-
search show that using the proposed
approach the model is able to gen-
erate levels tailored to specific play-
ers. Also, the model achieved ac-
ceptable accuracy, it is able to pre-
dict the emotional states with a rela-
tively high precision and adapt well
to the playing style of the players.
Starcraft [119] Algorithm: Method: In this work use a
DM approach to opponent modeling in strat-
egy games. Expert gameplay is learned
by applying machine learning techniques
(Decision tree [], Nearest neighbour, Non-
nested generalized exemplars [] and Addi-
tive logistic regression []) to large collec-
tions of game logs. This approach enables
domain independent algorithms to acquire
domain knowledge and perform opponent
modelling. Machine learning algorithms are
applied to the task of detecting the strat-
egy of an opponent before it is executed and
predicting when an opponent will perform
strategic actions. The approach used to de-
fine the opponent strategy involves encoding
game logs as a feature vector representation,
where each feature describes when a unit or
building type is first produced.
To create a non-player
character enemy which
can modify its strategy
according human player
behaviour.
The experimental result reveal, that
the model proposed by the re-
searchers in perfect and imperfect
information environments the re-
sults show that their representation
has higher predictive capabilities,
and is more tolerant of noise.
Table 2.1 Algorithms and the applications of AI/HBR in video games
In the section 2.1 has been mentioned that this research has been focused on computer
science discipline. The goal of this work is to study the human behaviour along the time.
To do this, we decide to use a real time strategy game due to the huge datasets available for
analysis the human behaviour, in this case we look for to identify player strategies. Then,
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we want to use pattern recognition which allow us to identify the player strategies. Clus-
tering methods will be used to find the patterns, because the goal is to identify humans
behaviour but we do not know beforehand which are these strategies. Then, Using cluster-
ing techniques to groups the data, we can extract the patterns from these clusters (groups)
necessaries to identify the player strategies. Furthermore, the data instances which from the
groups will be vectors composed by the game attributes. It is necessary to study which set
of attributes define better the player strategies, for this purpose, an evaluation function will
be used to select the best combination of features.
Chapter 3
OTD Framework
3.1 Tower Defence Framework Architecture
This section presents a framework architecture based on a OTD platform (see Figure 3.1)
that have been developed for us to study the players behaviours. The framework has been de-
signed using four different modules. The Wave Generator Module (WGM) is the responsible
to generate a fix number of variable hordes of enemies in each wave. The Data Recovery
Module (DRM) allows to automatically extract data from the game platform, and gather
the interaction from the users. The Computational Intelligence Module (CIM) analyses
the state of the gameplay at the beginning of a new horde and return the suitable counter-
strategy. The Model Validation Module (MVM) analyses and returns the distribution of the
gameplays. With these distributions, visualization techniques (histograms) have been used
to determine the strategies.
The framework is presented as a client-server model. The client is composed by the
WGM and the OTD Game itself. The server provides a web service containing the DRM
and CIM modules, which communicates with a database to store the information gathered
and load the necessary information to analyse the user behaviour given the state of the board
at the beginning of a new wave.
The WGM determines the size of the horde in a wave. The equation 3.1 is used to define
the number of enemies of each type in the horde that will be generated in a gameplay. Where
N represents the number of enemies, βT the percentage of enemies of type T , W represents
the current wave and α is a growing factor for the enemies generation. For α= 0, the number
of enemies in the horde is constant in each wave. If α = 1, the amount of enemies grows
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Fig. 3.1 Framework Architecture based on the OTD game platform
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linearly and, finally, if α = 2 the horde growth has quadratic grows factor.
#EnemiesT = βT NWα (3.1)
The DRM extracts data from the Tower Defence game, which is pulled in two different
categories: Game Data (GD) and Interplay Data (ID). GD provides information from the
environment, which is based on the features predefined by the game (i.e. the number of
waves in a game, the type of the enemies, the size of an horde, etc). On the other hand, there
are two types of ID: Player Interaction (PI) and Game Snapshot (GS). PI data represents the
actions of the player, and the events of the game during the execution, and GS providing a
detailed description about state of the game for each instant of time. Both kind of data (PI
and GS) are gathered from the platform every second during a gameplay. All this gathered
information is stored into a database, and will be recovered by other modules to be analysed.
Finally, the CIM is the responsible to carry out the analysis of the data gathered by
DRM. It works based on two basic processes: the first process recovers the data from the
database, and the second process is used to compute the analysis. Using these features a
initial classification of players strategies is generated.
On the other hand, MVM, which works off-line, is responsible for carrying out the anal-
ysis of the data gathered by DRM module for several gameplays. It works on two basic
phases. In the first phase, each instance recorded in the data window is normalized and la-
belled, and the behaviour operators that help to identify the strategy are obtained. This label
will be used to identify the cluster where the instances have been assigned. The algorithm
used is based on K-means (see section 3.5.2). The second phase consists on studying the
similitude between the gameplays strategies (see section 3.5.4).
3.2 OTD Specifications
To study the players behaviour an OTD game has been employed. For our purpose, it is
necessary to customize the OTD game environment to create appropriate experiments. The
next sections provide information about the OTD parameters.
3.2.1 Gameplay Parameters
Gameplay parameters define the level environment: the level difficulty, the duration of the
level, the number of enemies, etc. When some parameter change, the players must adapt
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their behaviour to the new situation. And these changes are analysed to extract pattern
behaviour. The gameplay parameters are:
• Number of enemies: [0−10M].
• Number of hordes: [0−10M].
• Enemy spawning interval (Spawning = item creation, in this case the enemies): [0−
3,4 ∗1038] seconds.
• Time-out between waves: [0−3,4 ∗1038] seconds.
• Number of initial player lives: [1−2,3 ∗1016].
• Number of player lives: [0−2,3 ∗1016]
• Number of waves: [1−2,3 ∗1016]
3.2.2 Game Board Parameters
The game board is the place where all the actions happen. On one hand, the players place
towers to destroy the enemies and, in the other hand, the enemies must find a path where
the towers cannot defeat them. The size and types of tiles of the board is important because
the configuration of the board alters the players and enemies behaviour. The game board
parameters are:
• Grid size: [(2×2)− (1002×1002)] tiles
• editable tiles: tiles where the player can put towers and where terrestrial enemies can
go through. [(2×2)− (1002×1002)]
• non-editable tiles: tiles where the player can not put towers and where terrestrial
enemies can not go through, only the aerial: [(2×2)− (1002×1002)]
– If in the grid there are not ways of editable tiles between the start and the exit
point, terrestrial enemies are not allowed. In this case, the game can only gener-
ate aerial enemies.
• Start points and Exit points
– The grid has always at least one start and one exit point.
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– Start and Exit point can be placed anywhere in the grid.
– Number of Start points: [1−1002003] tiles
– Number of Exit points: [1−1002003] tiles
3.2.3 Resources Parameters
The number of initial resources and the amount of resources that an enemy throws condition
the player behaviour. In this game resources are coins, which are necessary to buy towers.
At the beginning of the game, the player start with a determinate amount of coins, this
number of coins can vary between 5 and 3 ∗1016 (5 is the minimum quantity to buy at least
one tower). Furthermore, when defeats enemies, the number of resources that each enemy
can proportionate are between [0−3 ∗1016]
3.2.4 Towers Parameters
The towers are the tools to defeat the enemies. There are 3 types of towers with different
behaviours and features. The features can modify the behaviour of the towers to allow the
player uses the towers in different situations. The parameters are:
• There 3 types of towers:
– Canon: This tower shots bullets
– Stunner: This tower slows down the enemies
– RocketLauncher : This tower shots missiles
• The parameters of the towers are:
– SellPrice: the number of resources that the player recovers when sells the tower.
[0−3,4 ∗1038] coins
– Price: The number of resources that the player consumes to build a tower. [0−
3,4 ∗1038] coins
– Shot: This parameter determines the time between shots
– Distance: the scope of the tower shot (Radio). [1−1002] tiles
– Power: This parameter determines the shot damage. [0−3,4 ∗1038]
– Life: Life indicates the number of shots that the tower can receive. [1−3∗1016]
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3.2.5 Enemies Parameters
There are 2 types of enemies with different behaviours and features. The possible behaviours
are flight or walk. The features modify the lives of the enemies, speed, etc. The modification
of the feature modify the difficulty in a gameplay. This is useful to study the player reactions.
The enemies parameters are:
• There are two basic types of behaviours enemies:
– Aerial: this kind of enemies can fly over the towers.
– Terrestrials: this enemies can not go through the towers, for this reason they
choose a path to avoid towers.
• For each basic types of enemies there are subtypes of enemies, where the difference
between subtypes are the value of the parameters.
• Parameters:
– Speed: the number of pixels walked per second. [0−3,4 ∗1038]
– Shot: This parameter determines the time between shots. [0−3,4 ∗1038]
– Power: This parameter determines shot damage. [0−3,4 ∗1038]
– Life: Life indicates the number of shots that the tower can receive. [0− 3,4 ∗
1038]
– Type: Aerial / Terrestrial.
– Money: Number of coins received when the enemy is defeated. [0− 3 ∗ 1016]
coins
– Bonus: Number of Bonus points received when the enemy is defeated. [0−3 ∗
1016]
3.2.6 Game Events
During a gameplay each time-step information about the game is stored but there are differ-
ent events that it is necessary catch to study the players behaviours, these events are:
• To buy a tower.
• To sell a tower.
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• To destroy enemies.
• To win extra life.
• To lose a life
• To earn resources.
• The apparition of a hordes.
• To win/lose the gameplay.
• When a tower is destroyed.
3.3 Data Extracted
To analyse the player behaviour 4 types of raw data has been extracted from OTD and stored
in 7 different tables (this raw data is pre-processed to obtain the (PI) and (GS) data): level,
game, enemies and towers data. Level data provides information about the characteristics of
the level. Game data is the information related to the environment of the game, this means
all the features predefined by the game, as has been aforementioned in Section 3.1. Finally,
Enemies and Tower data show the state and status of the towers and enemies.
3.3.1 Table Level
The table Level stores the characteristics of the level. This is useful to related gameplays
with the players and then study the player behaviour and to know the difficulty of the level.
The table consists of 6 attributes.
• idLevel: this attribute identify a gameplay with a number.
• numLevel: numLevel indicates the mission played by the user.
• UserId: this parameter identify the player with a number.




This table store the information about the game status. This information allows to study
the game features like the money, user health and wave number along the time. All these
information is stored in the table each time-step.
• idLevel: this attribute relates the table GameData with the tables Level, Towers and
Enemies.
• Health: Health determines the lives of the player in a specific time-step.
• Money: Money determines the resources of the player in a specific time-step.
• Wave: Wave gives information about the level stage.
• Step: this parameter gives information about the instance of time where the data has
been stored in a gameplay.
3.3.3 Table Towers
This table stores the state and the type of the towers.
• idTower: this parameter identifies a tower.
• idLevel: this attribute relates the table Towers with GameData, Level and Enemies
tables.
• Type: Type determines the tower skills.
• isDestroyed: this is a boolean value, this value shows if the tower has been destroyed.
• isRemoved: this is a boolean value, this value shows if the tower has been removed.
3.3.4 Table Towers_Status
The current status (life, level, power, etc) of the towers stored in the table Towers is saved
in the table Towers_Status. The current status of the tower is stored each time-step.
• idTower: this attribute relates the table Towers_Status with the table Towers.
• Level: Level shows the level of the tower, each tower has 4 levels. The level deter-
mines the strength of the tower. The level 1 is the lowest and 4 is the highest.
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• Shot: this parameter determines the time between shots
• Power: this parameter determine the shot damage.
• Distance: the scope of the tower shot.
• Energy: the life of the tower.
• Pos_X: the position X of the tower in the game board.
• Pos_Y: the position Y of the tower in the game board.
• Cluster: in the board can be several groups of towers, the parameter Cluster shows in
which group appears the tower.
• Step: this parameter gives information about the instance of time where the data has
been stored in the table Towers_Status.
3.3.5 Table Enemies
This table stores the state and the type of the enemies.
• idEnemy: this parameter identifies a enemy.
• idLevel: this attribute relates the table Enemies with the tables Level, Towers and
GameData.
• Type: Type determines the enemy skills.
• Wave: Wave gives information about the moment in which the enemy appears.
• isDestroyed: this is a boolean value, this value shows if the enemy has been destroyed.
3.3.6 Table Enemies_Status
The status of the enemies stored in the table Enemies is saved in the table Enemies_Status.
The current status of the enemy is stored each time-step.
• idEnemy: this attribute relates the table Enemy_Status with the table Enemy.
• Energy: the life of the enemy.
• Pos_X: the position X of the enemy in the game board.
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• Pos_Y: the position Y of the enemy in the game board.
• Money: The number of resources gained when the enemy is defeated.
• Speed: the number of pixels walked per second.
• Step: this parameter gives information about the instance of time where the data has
been stored in the table Enemies_Status.
3.4 Features Extracted
In order to define the player behaviours different strategies have been into in account. The
goal of the experimental phase (see section 4.1) is to test whether the proposed framework
is able to identify the different strategies. These strategies are defined taking into account
the features: the distribution of tower position, the shortest path between Starting point and
Exit point, number of turns that the enemy must perform to reach the exit point of the level
and kill ratio of the users. The four different strategies studies are: Zigzag distribution,
Vertical distribution, Horizontal distribution and Grouped distribution. These features will
be utilized to define the player strategies. The features are:
3.4.1 Distribution of Tower Position
Using the tower positions, three different attributes have been generated to define player
behaviours: the distributions of the tower position in the X and Y axes, and the distribution
of euclidean distances from the towers to the entry point.
• Zigzag distribution, Figure 3.2. This strategy has the characteristic that is developed
along the X dimension, in the Y dimension the towers are placed in a fixed rank of
positions. This way of placing towers makes the three distributions are uniform.
• Vertical distribution, Figure 3.3. This strategy has the towers place along the Y axis,
this distributions has Gaussian distribution. Furthermore, the distribution of the tower
position in the X axe has grouped the majority of the information in one bin, this
happens because the X coordinates of the towers are all the same.
• Horizontal distribution, Figure 3.4. This strategy has the characteristic that is devel-
oped along the X dimension, it can be observed that the distribution of the dimension
X and the distribution of the euclidean distance is uniform and the information from
the dimension Y can be grouped in one bin.
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Fig. 3.2 Zigzag distribution
Fig. 3.3 Vertical distribution
3.4.2 The Shortest Path Between the Starting Point and the Exit Point
The video game has a board where the towers are placed. This board has two important
points: the starting point and exit point. The starting point is where enemies enter in the
board and the aim of the enemies is to reach the exit point. The player puts towers on the
board to avoid that the enemies reach the exit point. Then, the enemies must find the shortest
path between the starting point and the exit point to receive less damage. This shortest path
changes in term of the strategy applied. To calculate the shortest path we use the board
positions to create a graph. With the graph the Dijkstra algorithm is used to obtain the
minimum path.
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Fig. 3.4 Horizontal distribution
In the figure 3.5, can be see observe that the enemies in Zigzag strategy walk a larger
path than in the Vertical or Horizontal Strategy.
a) b)
c)
Fig. 3.5 Figure a, b and c show the shortest path in a Zigzag, Vertical and Horizontal strategy
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3.4.3 Number of Turns
The section 3.4.2 shows how the strategies modify the path followed by enemies, it is differ-
ent for each strategy, then the number of turns in the way depends on the strategy selected.
The number of turns in a path are the amount of times an enemy changes the direction to
reach the exit point. In the case of the Zigzag (see figure 3.6 a) strategy the number of turns
is bigger than Vertical (see figure 3.6 a) strategy and for Horizontal the number of turns are
0.
a) b)
Fig. 3.6 Figure a and b show the turns that an enemy does in a Zigzag and Vertical.
3.4.4 Kill Ratio
Kill Ratio attribute measures the number of enemies destroyed per second by the user. First,
we have generated time series using this attribute. Once we obtain the time series we cal-
culate the autocorrelation. The autocorrelation of the time series provides a pattern which
is used to distinguish the different strategies. In the figure 3.7, the sub-figures show in the
first picture the autocorrelation pattern and the second picture the tower distribution of the
strategy.
3.5 Data Analysis Procedure
Three main techniques have been used to obtain the players strategies. The first one is
based on an sliding-window technique that is used to gather data and create instances of
features. The second one is based on K-means clustering to group distributions by labels.
The last technique studies the similitude among the distributions. This section describes
these methods.
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Fig. 3.7 Figure a, b and c show the kill/ratio in a Zigzag, Vertical and Horizontal strategy
3.5.1 Sliding-Window Technique
The most popular approach to deal with data stream involves the use of sliding windows
algorithm [118]. This algorithm provides a way to divide the data stream in an amount of
examples to analyse. The procedure of using sliding windows for data stream mining is
shown in Algorithm 1. The input of the algorithm are the samples from the Tower Defence
Game. One sample corresponds to one window, the size of the window is dynamic and it
changes according to the life time of the wave. The life of the wave is defined as the time be-
tween the apparition of the first horde and the disappearance of the last horde. With the size
of the windows defined, in each iteration of the algorithm, a new window is analysed and
the distribution of the X coordinate , the distribution of the Y coordinate and the distribution
of the euclidean distance from the towers to the exit are returned.
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Algorithm 1: This algorithm is an adaptation of [71]
Parameter: S: a data stream of example W: window of examples
Result: C: the distribution of the coordinate X, the distribution of the coordinate Y
and the distribution of the euclidean distance from the towers to the exit from
the window W
1 Initialize window W
2 forall the example xi ∈ S do
3 W←W∪{xi}
4 build C using W
5 end
3.5.2 K-Means Clustering
K-means algorithm is used to partition the input data set into k partitions. However, k-means
algorithm has two problems. The first one, in contrast to other algorithms, k-means cannot
be used with arbitrary distance functions or be use on non-numerical data. And the second,
K-Means algorithm can not guarantee finding the best space partition.
To solve the first problem we use the euclidean distance and transforms all dataset to
numerical data. For the second, we execute the algorithm using always the same ’k’ several
times (see Algorithm 2) and then we choose the best result returned. For this selection, we
use two metrics: intra-cluster distance and inter-cluster distance. Intra-cluster [105] distance
measure(equation 3.2) the average of the distances between the points and its respective
cluster centroids. In the equation 3.2 we can see the intra-cluster metric, N is the number of









inter(zi,z j) = min‖zi− z j‖2; i = 1,2, ...,K −1; j = i+1, ...,K; (3.3)
Inter-cluster distance (equation 3.3) or the distance between clusters measures the dis-
tance between cluster centres. To choose the result that do a good partition of the data space,
it is necessary to minimize the intra-cluster distance and maximize the inter-cluster distance
measure see Fgure 3.8). The aim is to minimize the validity measure (equation 3.4).
validity(x,zi,z j) = intrainter (3.4)
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Fig. 3.8 This figure shows an example of 2 cluster where the big row (the blue one) repre-
sents the intra-cluster distance and the little rows (the red ones) are the inter-cluster distance
Algorithm 2: Algorithm to choose the best K-Means partitioning
Parameter: W: window of examples
Result: C: data labelled in the window W
1 Initialize window W
2 k=4
3 vecValidity← []
4 for j = 1 to 10 do




9 vecK(k) ← min(vecValidity)
3.5.3 Spectral Clustering
The goal of spectral clustering is to cluster data that is connected. Spectral clustering refers
to a class of techniques, which rely on the eigenstructure of a similarity matrix to partition
points into disjoint clusters. The points in the same cluster have high similarity and points
in different clusters have low similarity.
Spectral clustering has many applications [94–96] in machine learning, exploratory data
analysis, computer vision and speech processing. Most techniques explicitly or implicitly
assume a metric or a similarity structure over the space of configurations, which is then used
by clustering algorithms. The success of such algorithms depends heavily on the choice of
the metric, but this choice is generally not treated as part of the learning problem.
To this work the programming language R has been used, because has a package named
kernlab which it is define the Spectral Clustering method. The name of the function is specc.
The arguments of functions are:
• x: the matrix of data to be clustered, or a symbolic description of the model to be fit,
or a kernel Matrix of class kernelMatrix, or a list of character vectors.
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• data: an optional data frame containing the variables in the model. By default the
variables are taken from the environment which specc is called from.
• centers: Either the number of clusters or a set of initial cluster centers. If the first, a
random set of rows in the eigenvectors matrix are chosen as the initial centers.
• kernel: the kernel function used in computing the affinity matrix. This parameter can
be set to any function, of class kernel, which computes a dot product between two
vector arguments.
• kpar: a character string or the list of hyper-parameters (kernel parameters). The de-
fault character string "automatic" uses a heuristic to determine a suitable value for the
width parameter of the RBF kernel. The second option "local" (local scaling) uses
a more advanced heuristic and sets a width parameter for every point in the data set.
This is particularly useful when the data incorporates multiple scales.
3.5.4 Similitude
The different W that compose the strategies are labelled by groups with K-Means to study
the similitude between distributions. Equation 3.5 represents the similitude between two
distributions D1 and D2. In this equation, wi represents the wave number, and D1(wi) and
D2(wi) indicate the group of the distribution in wi. The similitude is calculated dividing the
number of the label coincidences from the distributions (D1(wi) and D2(wi)) between the
number of waves.




The experimental phase is divided into three phases. In the first phase, we discuss the dif-
ferent types of strategies that have been used by the players to classify different behaviours.
In the second phase, we study the similitude between the strategies detected in the previous
phase, in order to get an instrument to determine empirically whether the distributions are
good discriminants. In the last phase, we use the representative behaviour operators of each
distribution (the centroids obtained in the previous phase by K-Means) as input to generate
new adaptive hordes inside a gameplay, and then measure the user satisfaction. This section
describes these phases.
4.1 Experiment #1: Visual Strategy Identification
In this initial approach, only the towers on the game board are analysed when different types
of wave are generated. The X axis represents the width and the Y represents the height (the
size of X is 66 and the size Y is 33). The starting point where the enemies are generated
is the position (0,17) and the exit point is located in (66,17). In each different wave of
a gameplay, only one horde of enemies is generated. The enemies of these hordes have
the same stamina and strength, but the number of enemies could change during the game.
Changing the size of the hordes, two different experiments have been carried out (constant
and linear) to determine the user strategies.
The gameplay is divided in 10 waves and each one has two different phases. The first
phase has no enemies and the gamer has 5 seconds to put or remove towers in the board.
During the second phase the enemies will try to reach the exit, so the user will need to
put more towers, remove the existing ones in the board. In this second phase the enemies
will appear with a frequency of 0.5 seconds, and the number of enemies will be generated
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according to equation 3.1. Once both phases have concluded there are only two possibilities,
a successful strategy (if the player is able to destroy all the enemies), or a failed strategy (if
at least three o more enemies are able to reach the exit).
The dataset used is composed by 24 gameplays, 12 of them with a constant horde size
in each wave and the other 12 with linear growth of the horde size. In the experiment the
gamers, which play for first time the Tower Defence Game, have been divided in two groups:
in the first one, the players have been assigned strategies, and in the second one, gamers play
without an assigned strategy. Each gamer plays three times in the first experiment and three
times in the second one. Once the first group strategies have been analysed, the strategies
of the second group are identified.
Using the visualization tool, the histogram, with the data extracted from the different
gameplays we have found four strategies in the first group,:
• The first one, Zigzag distribution, is useful to slow the enemies. The goal is that
enemies spend longer time to reach the exit point, therefore the towers have more
time to shot them, see figure 4.1. This strategy has the characteristic that is developed
along the X dimension, while in the Y dimension the towers are placed in a fixed rank
of positions. This way of placing towers makes the three distributions uniform.
Fig. 4.1 Zigzag distribution
• The second one, Vertical distribution has the characteristic that towers are distributed
along the Y dimension in one or two columns. This strategy concentrates the strength
of the towers in a big column cluster to destroy enemies, see figure 4.2. In this strategy
we can observe that towers are placed along the Y axis. This dimension has Gaussian
distribution. Furthermore, the distribution on the X dimension has the majority of the
information grouped in one bin. This happens because the coordinates X of the towers
are all the same.
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Fig. 4.2 Vertical distribution
• The third one, Grouped distribution, joins towers in small clusters to increase the
damage that enemies receive. These clusters are spread throughout the game board,
see figure 4.3. The clusters can have different aspects: square, circular, lengthened,
etc. This strategy has the characteristic that histograms have a saw distribution.
Fig. 4.3 Grouped distribution
• Finally, Horizontal distribution, creates a horizontal wall of towers across the game
board. This strategy is similar to Vertical strategy with a orientation change. The
aim is to concentrate the strength of the towers in a big horizontal cluster to destroy
the enemies, see figure 4.4. This strategy has the characteristic that is developed
along the X dimension. We can observe that the distribution of the X dimension and
the distribution of the euclidean distance is uniform and the information from the Y
dimension can be grouped in one bin.
Using the histogram to analyse the gameplays some conclusion can be given. Horizontal
and Vertical distributions are easy to identify. When a Horizontal distribution is used, towers
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Fig. 4.4 Horizontal distribution
are concentrated in axis Y in one bin. However, in Vertical distributions, this effect appears
in axis X. The same occurs with the Grouped distribution, which has a saw distribution in
the axis X and Y that is easy to recognize. Finally, Zigzag distribution is difficult to identify
because the three distributions are uniform and there are several ways to place towers that
can create this kind of distribution. For example, in the Horizontal distribution, both the
euclidean distance and the X axis, has an uniform distribution. It is easy to confuse both
strategies. On the other hand, the figure 4.6 presents a game where the gamer does not use a
Zigzag tactic but the distribution (see figure 4.5) is similar to Zigzag. Furthermore, analysing
the Grouped distribution we observed that the rest of the strategies are a particular case of
Grouped distribution. For example, if the player grouped the towers in groups that are near
among them along the X axe, the strategy used is very similar to the Horizontal distribution
(see Figure 4.7). The same happens if we put the cluster around the Y axe, the strategy used
is similar to the Vertical distribution. For this reason, we reduce the number of strategies
from 4 to 3 (Horizontal, Vertical and Zigzag distributions).
4.2 Experiment #2: Data Analysis using Clustering algo-
rithm
To study the similitude among strategies, the first step consist in grouping the data of the
gameplays in groups. All the data of one group have the same characteristics. In this case,
the number of groups is 3 because there are 3 different strategies Clustering algorithms
are adopted to separate the data in groups. The data of the groups have been previously
analysed and labelled according to the strategies identified. With the output of the clustering
techniques we calculate the similitude among strategies.
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Fig. 4.5 Fig (a) shows the Zigzag distribution, whereas Fig (b) shows the distribution from
one of the second group gamers
Fig. 4.6 Fig (a) shows how the player places towers using Zigzag distribution, whereas Fig
(b) shows the towers position from the second group of gamers.
Sliding-window technique has been used to extract the ten wave distribution of a game-
play. The features are grouped by labels that are assigned by K-Means (see table 4.1) and
Spectral Clustering (see table 4.2) algorithm, these labels denote that the different gameplay
waves has characteristic in common. As it was aforementioned above in section 4.1, we
identify 3 strategies, and for this reason we choose k = 3. If we study the tables, we can




Fig. 4.7 In this figure, it is possible appreciate that the Horizontal distribution (subfigure a)
is very similar to the Gruoped distribution (subfigure (b))
label of type 1, the same occurs in the wave 10 in table 4.2. This means, the number of
cluster in these type of waves are lower than 3. This happens because there are strategies
in some waves that have similar patterns and the clustering algorithms group together. As a
future work is necessary to study more attributes and the best k in each wave.
4.3 Analysing of the Similitude among K-Means Game-
plays
In this section, the similitude among strategies have been studied using the tables 4.1 and
4.2 and the equation 3.5, the results appear in the tables 4.6 and 4.7.
In the tables 4.6 and 4.7, it can be observed that similitude between different gampe-
plays using the same strategy is high. This means that the attributes correctly define the
strategies. If we compare both tables we observe that Spectral Clustering algorithm has the
best similitude between gameplays that use the same strategy.
Taking into account at the similitude between different strategies, K-Means distinguish
between Zigzag and Horizontal strategies, and between Zigzag and Vertical strategies. But
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ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H H H H H V V V V V Z Z Z Z Z
Wave 1 2 2 2 2 2 2 2 2 2 2 3 3 1 1 1
Wave 2 3 3 3 3 3 3 3 3 1 1 1 1 2 1 1
Wave 3 2 2 2 2 2 2 3 3 3 3 1 1 1 1 1
Wave 4 1 1 3 3 3 3 1 1 1 1 1 2 2 2 2
Wave 5 3 3 3 3 3 3 3 3 3 3 2 2 1 1 1
Wave 6 3 3 3 3 3 3 3 3 1 3 2 2 3 2 3
Wave 7 1 1 1 1 1 1 1 1 2 2 2 3 3 1 1
Wave 8 2 2 2 3 3 3 3 1 1 1 1 1 1 1 1
Wave 9 1 3 1 1 1 1 1 1 3 3 3 2 2 2 2
Wave 10 3 1 1 1 1 2 2 2 2 2 2 2 2 2 2
Table 4.1 Representation of the distributions labelled by K-Means, where Z is the Zigzag
distribution, H is the Horizontal distribution and V is the Vertical distribution.
the similitude between Horizontal and Vertical strategies is high. This occurs because K-
Means algorithm does not take into account the geometric shape of the data. For K-Means,
Horizontal and Vertical strategies have the same shape.
The table 4.7 shows that Spectral Clustering differentiate between Vertical and Hori-
zontal strategies and between Horizontal and Zigzag strategies. But the similitude between
Zigzag and Vertical strategies is high. This occurs because Spectral Clustering algorithm
takes into account the geometric shape of the data. In Zigzag strategy the towers are posi-
tioned along the Y axis, as walls, to create a crossroad and Vertical put only one wall along
the Y axis. For this reason Spectral Clustering identifies Vertical strategies as a particular
case of Zigzag.
In conclusion, both algorithms distinguish correctly between gameplays with the same
strategy but Spectral Clustering, in this case, does the best partition. On the other hand,
K-Means differentiate better than Spectral Clustering gameplays with different strategies.
The table 4.6 shows that the similitude between Horizontal and Vertical strategies is high in
K-Means, but the similitude between Zigzag and Vertical strategies in the table 4.7 shows
that is highest to Spectral Clustering. So, we can say that K-Means do a better data partition
than Spectral Clustering.
4.4 Precision of the Clustering Results
Once the table of similitude is computed (see section 4.3) it is necessary a metric that helps
to easily identify which attributes combination is the best to define the player strategies.
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ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H H H H H V V V V V Z Z Z Z Z
Wave 1 1 1 1 1 1 2 2 2 2 2 3 3 1 2 1
Wave 2 2 3 3 3 3 1 1 1 1 1 1 1 1 1 1
Wave 3 1 1 2 1 3 3 3 3 3 3 3 3 3 3 3
Wave 4 2 2 1 2 2 3 3 3 3 3 3 3 3 3 3
Wave 5 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3
Wave 6 1 1 1 1 2 3 3 3 3 3 3 3 3 3 3
Wave 7 2 3 2 2 2 1 1 1 1 1 1 1 1 1 1
Wave 8 1 1 1 1 2 3 3 3 3 3 3 3 3 3 3
Wave 9 1 2 1 1 1 3 3 3 3 3 3 3 3 3 3
Wave 10 2 3 3 1 3 2 2 2 2 2 2 2 2 2 2
Table 4.2 Representation of the distributions labelled by Spectral Clustering, where Z is the
Zigzag distribution, H is the Horizontal distribution and V is the Vertical distribution.
This metric is the precision metric(see equation 4.3). The parameters of the metric are: the
True Positive (TP, see equation 4.1) value, the False Positive (FP, see equation 4.2) value




















The figure 4.9 shows an example where the precision metric is applied. The similitude
table is used to calculate the values of the precision parameters. This matrix is divided in
submatrix (S) of size 5×5 (see figure 4.8), 5 is the number of gameplays of each strategy.
The submatrix 1.1, 2.2 and 3.3 have the similitude values between gameplays with the same
strategy and the submatrix 1.2, 1.2 and 2.3 have the similitude values between gameplays
with different strategy. Once the matrix is divided in the different submatrix, it is possible
calculate the TP and FP values. TP is equal to the sum of the average from the diagonal
elements, and FP is equal to the sum of the average from upper triangular elements.
In general Spectral Clustering offers better results than K-Means. The table 4.5 shows
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ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H H H H H V V V V V Z Z Z Z Z
H 1.0 0.8 0.8 0.7 0.7 0.7 0.7 0.7 0.3 0.4 0.1 0.0 0.1 0.1 0.2
H 0.8 1.0 0.8 0.7 0.7 0.6 0.6 0.6 0.4 0.5 0.2 0.0 0.1 0.1 0.2
H 0.8 0.8 1.0 0.9 0.9 0.8 0.6 0.6 0.2 0.3 0.0 0.0 0.1 0.1 0.2
H 0.7 0.7 0.9 1.0 1.0 0.9 0.7 0.6 0.2 0.3 0.0 0.0 0.1 0.1 0.2
H 0.7 0.7 0.9 1.0 1.0 0.9 0.7 0.6 0.2 0.3 0.0 0.0 0.1 0.1 0.2
V 0.7 0.6 0.8 0.9 0.9 1.0 0.8 0.7 0.3 0.4 0.1 0.1 0.2 0.2 0.3
V 0.7 0.6 0.6 0.7 0.7 0.8 1.0 0.9 0.5 0.6 0.2 0.1 0.2 0.2 0.3
V 0.7 0.6 0.6 0.6 0.6 0.7 0.9 1.0 0.6 0.7 0.3 0.2 0.3 0.3 0.4
V 0.3 0.4 0.2 0.2 0.2 0.3 0.5 0.6 1.0 0.9 0.6 0.3 0.2 0.3 0.3
V 0.4 0.5 0.3 0.3 0.3 0.4 0.6 0.7 0.9 1.0 0.6 0.3 0.3 0.3 0.4
Z 0.1 0.2 0.0 0.0 0.0 0.1 0.2 0.3 0.6 0.6 1.0 0.7 0.3 0.5 0.4
Z 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.3 0.3 0.7 1.0 0.6 0.7 0.6
Z 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.3 0.2 0.3 0.3 0.6 1.0 0.7 0.8
Z 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.3 0.3 0.3 0.5 0.7 0.7 1.0 0.9
Z 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.4 0.3 0.4 0.4 0.6 0.8 0.9 1.0
Table 4.3 Representation of the K-Means similitude between distributions, where Z is the
Zigzag distribution, H is the Horizontal distribution and V is the Vertical distribution.
Fig. 4.8 Example of submatrix
that Spectral Clustering has 5 combinations of attributes with a value of precision greater
than 0.6. While in K-Means the max value of precision is 0.52.
Although Spectral Clustering has better result than K-Means, there are some case where
the opposite happens. An example are the attribute Kill/Ratio and the attribute combina-
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ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H H H H H V V V V V Z Z Z Z Z
H 1.0 0.6 0.6 0.8 0.5 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2
H 0.6 1.0 0.6 0.7 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1
H 0.6 0.6 1.0 0.7 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1
H 0.8 0.7 0.7 1.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1
H 0.5 0.5 0.6 0.6 1.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2
V 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
V 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
V 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
V 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
V 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
Z 0.1 0.0 0.0 0.0 0.1 0.9 0.9 0.9 0.9 0.9 1.0 1.0 0.9 0.9 0.9
Z 0.1 0.0 0.0 0.0 0.1 0.9 0.9 0.9 0.9 0.9 1.0 1.0 0.9 0.9 0.9
Z 0.2 0.1 0.1 0.1 0.2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 1.0 0.9 1.0
Z 0.1 0.0 0.0 0.0 0.1 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.9 1.0 0.9
Z 0.2 0.1 0.1 0.1 0.2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 1.0 0.9 1.0
Table 4.4 Representation of the Spectral Clustering similitude between distributions, where
Z is the Zigzag distribution, H is the Horizontal distribution and V is the Vertical distribu-
tion.
Fig. 4.9 Example of precision metric
tion of the X + Y +DistEU +Kill/Ratio. As can be appreciate in both cases the attribute
Kill/Ratio appears. This means that the attribute Kill/Ratio add some noise for the Spectral
Clustering method.
Now, analysing only the K-Means results (see table 4.6) we can observe that the attribute
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Precision
Atributes K-Means Spectral
X, Y, DistEU, PathDist, Kill/Ratio 0,06 0,67
X, Y, DistEU, PathDist, Turns 0,02 0,65
X, Y, DistEU, Kill/Ratio 0,52 0,10
X, Y, DistEU, PathDist 0,04 0,59
X, Y, DistEU 0,46 0,73
X, Y, PathDist 0,04 0,71
X, Y 0,50 0,71
PathDist, Turns, Kill/Ratio 0,06 0,52
PathDist, Turns, DistEU 0,02 0,09
PathDist, Turns 0,06 0,10
PathDist, DistEU 0,04 0,36
Kill/Ratio 0,20 0,16
Table 4.5 X: X distribution. Y: Y distribution. DistEU: The distribution of the euclidean
distance between the towers and the exit point. PathDist: The shortest path between the
starting point and the exit point. Kill/Ratio: The number of enemies destroyed per time-
step. Turns: The times an enemy must change the direction
Precision
Atributes K-Means
X, Y, DistEU, Kill/Ratio 0,52
X, Y 0,50
X, Y, DistEU 0,46
kill/Ratio 0,20
X, Y, DistEU, PathDist, Kill/Ratio 0,06
PathDist, Turns, Kill/Ratio 0,06
PathDist, Turns 0,06
X, Y, DistEU, PathDist 0,04
DistEU, PathDist 0,04
X, Y, PathDist 0,04
X, Y, DistEU, PathDist, Turns 0,02
DistEU, PathDist, Turns 0,02
Table 4.6 K-Means validation results
PathDist combined with other attributes add noise, as a consequence the precision value
decrease. With the DistUE occurs the same, if we combine this attribute with X and Y
attributes the precision value decrease from 0.5 to 0.46. Instead, Kill/Ratio attribute has
a value of 0.20, this implies that the attribute give enough information about the strategy
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type. Also, the attribute X and Y have a precision value of 0.50. When Kill/Ratio is joined
with the X, Y and DistEU attributes the precision value is 0.52. The value, 0.52, is better
than precision value of X and Y , 0.5. This happens because Kill/Ratio gives additional
information which helps to identify the players strategies. After the table 4.6 analysis we
conclude that a possible good combination of attributes is X, Y and Kill/Ratio.
Precision
Atributes Spectral
X, Y, DistEU 0,73
X, Y, PathDist 0,71
X, Y 0,71
X, Y, DistEU, PathDist, Kill/Ratio 0,67
X, Y, DistEU, PathDist, Turns 0,65
X, Y, DistEU, PathDist 0,59




X, Y, DistEU, Kill/Ratio 0,10
DistEU, PathDist, Turns 0,09
Table 4.7 Spectral validation results
Finally, we study the result of the Spectral Clustering from the table 4.7. As it was
aforementioned before, this method offers better results than K-Means. The table 4.7 shows
that less information help to identify player strategies are Kill/Ratio and the combina-
tion of PathDist+Turns and PathDist+DistEU+Turns. With the values 0.16, 0.10 and
0.09 respectively. When we combine PathDist+Turns or PathDist+DistEU+Turns with
X+Y+DistEU, the precision value is lower than X+Y+DistEU value. This happens because
the attributes add noise.
On the other hand, in the table 4.7 there are values greater than 0.6. The best combina-
tion are X+Y and X+Y+DistEU. We do not consider the combination of X+Y+PathDist
because has the same value of X+Y combination, this means that the attribute PathDist
do not provide additional information. As in K-Means method the attributes with better
performance are X and Y .
In conclusion, Spectral have better performance than K-Means in general. In both meth-
ods we can see that the attribute PathDist add noise and it is not good to identify strategies.
While, the attributes X and Y give a lot of information about the player strategies. Further-
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more, there are attributes that in one method put noise and in other add information about
the player strategy, i.e. DistEU attribute.

Chapter 5
Conclusions & Future Work
This work provides an initial study on gamers interaction and their strategies used in a
Tower Defence game. To achieve this purpose, a framework based on an open-source Tower
Defence platform has been designed four us. Two experiments have been carried out to
study the players interaction: in the first experiment, we use the visualization techniques to
identify the different strategies. And in the second one, we study the best combination of
attributes that define correctly the player strategies.
In the first experiment, four different strategies have been detected: Zigzag strategy, Ver-
tical strategy, Grouped strategy and Horizontal Strategy. Using visualization techniques
(histogram) we see ,on one hand, that the towers positions are not enough to identify the
players strategies and ,on the ohter hand, that the Zigzag, Horizontal and Vertical distribu-
tions are a particular case of Grouped distribution. For this reason the number of strategies
has been reduced to 3: Zigzag, Horizontal and Vertical distributions
The second experiment determines if the attributes selected to model the players be-
haviour are sufficiently descriptive. For this purpose, we use K-means and Spectral Cluster-
ing algorithms to group the strategies. Latter these groups have been used to compute the
similitude among gameplays and using an evaluation function were determined with is the
best combination of attributes that best fit the player strategies. From the similitude study,
we have concluded that the attributes that best define the strategies are the towers positions.
Finally, the last experiment studies the impact on players entertainment (satisfaction).
Although the developed adaptive horde generation makes the OTD more amusing, due to
the bad strategy detection, the user satisfaction is not always achieved, as some gameplays
are pretty easy and other are too difficult.
In future works, it will be necessary to use more features to perform a better classifi-
cation and study more unsupervised techniques to determine which provide the best data
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partitioning. Moreover, we could apply Online Learning, so the model is updated every
time new data is gathered. On other hand, it is necessary to store the user gameplay records
to customize the OTD in terms of users behaviour instead of the gameplay strategy.
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