In Figure 1 you can see the famous Rosetta Stone, which was found in 1799 in Egypt, close to the town Rosetta. "In the reign of the young one -who has received the royalty from his father -lord of crowns, glorious, who has established Egypt..." was cut in a dark granite slab with dimensions of 114 × 72 cm 2 in honor of King Ptolemy V on the occasion of the anniversary of his coronation. Fortunately, the Rosetta Stone bears three inscriptions: the top register in Ancient Egyptian hieroglyphs; the second one, in the Egyptian demotic script; and the third one, in ancient Greek. Since ancient Greek is well known, the Rosetta Stone gave Jean-François Champollion the key to explaining the secret of Egyptian hieroglyphs in 1822.
In 1970, engineers at the Nippon Electric Company (NEC) created a dynamic memory element, which had 1,024 memory cells (small rectangles) arrayed in four grids of thirty two columns with an equal number of rows (see Figure 2 ). Its size was 0.28 × 0.35 cm 2 and there was enough room for all the information inscribed on the Rosetta Stone. It took about 300 microseconds to upload the Rosetta Stone text on this chip.
Milestones of the computer era
The story of a radically new approach to storing and managing information began in 1936, after publication of the article "On Computable Numbers with an Application to the Entscheidungsproblem" by Alan Turing. The paper contained the main concepts of the logical design of a universal computer, which is now called the Turing machine.
The first generation of practically realized computers based on vacuum tubes (such as had been used in old TV sets) appeared ten years later. These computers formed the prehistory of the computer era. They were mostly used to verify this or that theoretical concept. In essence, the first computers served as experimental facilities. The weight and the size of these "dinosaurs" was enormous; often special buildings were built for them to be placed in. At the same time, considerable progress was achieved in electronics. In 1947, Walter Brattain 1 , William Shockley 2 , and John Bardeen 3 invented the first semiconductor transistor. It was realized by means of a point contact at the semiconductor substrate and had dimensions of the order of centimeters. Later, transistors were widely used in electronics as amplifiers of electromagnetic signals or controllable switches operated by electric signals. They replaced vacuum tubes worldwide.
In 1958, Jack Kilby created the first semiconductor integrated circuit (chip), which contained only two transistors. Soon after that the microcircuits integrating tens and hundreds of transistors on the same semiconductor substrate appeared.
These discoveries initiated the second period of the computer era (1955) (1956) (1957) (1958) (1959) (1960) (1961) (1962) (1963) (1964) . At the same time, magnetic cores and magnetic drums (the ancestors of modern hard discs) came into use as computer data storage (often called the storage or memory).
Side by side with the rapid development of computer hardware, the ideology and archi- tecture of logical facilities leaped forward. In June 1954, John von Neumann 4 presented the work entitled, "The first draft of a report on the Electronic Discrete Variable Automatic Computer (EDVAC)", which fully described the operation of the digital electronic computer. Moreover, in this paper von Neumann discussed in detail the fundamentals of the logic used in computer operation, and justified the use of the binary numeral system 5 . Since then computers have been recognized as a subject of scientific interest. This is why even today some scientists call computers "von Neumann machines".
All these fundamental discoveries and inventions outlined the beginning of the second period of the computer era. Computers of the third generation (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) were created on the basis of integrated circuits. More miniature and capacious semiconductor memory devices replaced bulky magnetic ones. They are still used in personal computers as the random access memory (RAM). A breakthrough in theoretical cybernetics, physics, and technology achieved in the last third of the twentieth century facilitated rapid development of computer technology allowing a tremendous decrease in computer sizes and prices making them affordable for the public. That is why since the mid-1970s computers have become an important element of everyday life. Incredible progress in technology allowed tens of millions of transistors to be placed inside an integrated device within an area of 3 cm 2 (the same area was used by J. Kilby). Modern memory devices allow a single laptop 4 John von Neumann (1903 Neumann ( -1957 Hungarian-born American mathematician and physicist who made major contributions to a vast range of fields, including set theory, functional analysis, quantum mechanics, ergodic theory, continuous geometry, economics and game theory, computer science, numerical analysis, hydrodynamics (of explosions), and statistics, as well as many other mathematical fields. He is generally regarded as one of the greatest mathematicians in modern history.
5 The binary numeral system, or base-2 number system, represents numeric values using two symbols: 0 and 1. computer to store the contents of the entire US Library of Congress (150 million books and documents). The well-known Moore's law (an empirical observation made by Gordon E. Moore in 1965) in one of its forms has established exponential growth of the memory capacity and the number of transistors in a processor. One can see in Figure 3 how it behaved over a 40-year period. Fitting more transistors inside the same area and higher clock frequency (characterizing computer speed) became an obsession of computer manufacturers. In 2004, Intel's Prescott processor designed with 90 nm technology (this means that several million transistors were placed on 1cm 2 of its area) contained 150 million transistors and operated with the clock frequency at 3.4 GHz . In 2007-2008 computer manufacturers switched to 45 nm technology, and today the newest Apple chips are created using 20 nm process technology, Samsung is on the verge of 14 nm.
Nevertheless, this straightforward method of computational power increase is almost exhausted. For example, one of the obvious restrictions is caused by the finiteness of the electromagnetic signal propagation speed in circuits: its value depends on the technical realization of the processor, but certainly cannot exceed the speed of light c = 3 · 10 5 Km/s. This value seems to be enormous, but let us make a simple estimate. The clock frequency of ν = 3.4 GHz means that the interval between two operations is of the order of δt = ν −1 ≈ 3·10 −10 s, i.e., the space separation between the units involved in two sequential operations cannot exceed L = cδt ≈ 10 cm. Note that we obtained this result for the ideal case of signal propagation in vacuum at the speed of light! Hence, the inevitable condition of the further increase of the clock frequency (which means a corresponding increase in the number of elementary transistors in the processor) is the further miniaturization of the device. Engineers chose this path a long time ago.
Yet, we are approaching the day when further miniaturization will come into conflict with the physical properties of the basic elements of modern processors. The major scourge caused by miniaturization is the processor overheating due to an increase of released Joule heat -even when currents passing through hundreds of millions of transistors are extremely small. Another essential restriction on miniaturization is caused by the growth of the electric field in the oxide layer 6 between electrodes of the transistor: when its thickness decreases, dielectric breakdown may occur. The third limitation is posed by the typical scale of fluctuations in the impurities' distribution density. These fluctuations should be able to self-average over the size of the smallest elements of the processor. Hence the tinier the processor the weaker the currents that should be used. However, it is impossible to reduce the voltage to zero: beyond a certain limit the useful currents (signals) become so small that they simply get lost against the background of various noise signals always present in electronic circuits. This is the reason why researchers are not interested in a purposeful voltage decrease; however, they have to do it for the sake of further miniaturization. Therefore, the concept of a direct clock frequency growth has been diminished.
Twenty-first century: looking for a new paradigm
Due to the problems outlined above facing the direct clock frequency growth in traditional processors, two major manufacturers (Intel and AMD) decided in 2005 to switch to a radically new architecture of the "computer brain" -to a multicore processor. In the beginning there were two-core processors, and now we are witnessing the advent of processors with twenty four or more even cores (recently Intel has produced a 48-core processor for research in cloud computing). Such devices unify two or more independent processors while the scratch-pad memory and its controller remain common. This architecture allows a substantial increase in processing speed without an increase in the clock frequency, and thus helps to avoid the problems above. Nevertheless, one should not think that the two-core processor is twice as fast than the one-core one. The situation is more complex: the productivity of the multicore processor essentially depends on the type of problem under consideration, and on the use of a brand new software, based on the advantages of parallelism. In some cases, the computation speed increases almost twice; in other cases, this is not so.
Although the development of the multicore technology is an effective engineering solution, it still remains a palliative measure to a clear new mainstream concept for computer technologies. It should be recognized that we have practically reached the limits of the macroworld, where the laws of classical physics still govern the behavior of electrons in the processor circuits. This is why during the last decade scientists have been trying to work out the concepts of fundamentally new computing devices, based on new logics (different from those by Turing and von Neumann) and new basic components. Typical examples of these approaches are the development of new, quantum, computing algorithms (quantum computing) and of nanometer-sized devices (nanoscience, nanotechnology). To date, the idea of the realization of a "quantum computer" has resulted in the development a new interesting field of math, which, however, has still failed to provide significant practical implementations. This is why we will now review several relatively novel devices that follow the "classical" computer logic, but exploit essentially quantum phenomena.
Where does the border between the macro-and microworld lie?
As was just mentioned above, the transfer to 14 nm design rules will become the next breakthrough in computer technology. Is this scale small or large with respect to the quantum world? The characteristic scales relevant to nanoscience are presented in Figure  4 . The first microscopic (but still classical) length scale which we have to bear in mind while decreasing sizes of the processor's elementary blocks is the electron mean free path, l e , in metal layers. Let us recall that Ohm's law is based on the diffusive character of electron motion when the charge transport is dominated by multiple electron scattering at impurities or other defects. Since in the process of deriving Ohm's law, the electron motion is averaged over positions of defects, the specifics of their locations is not felt in the final result. This approximation remains valid until the number of defects in a sample becomes large. Hence, the connecting wires between the circuit transistors can be considered as classical Ohmic resistors, when their size L is much larger than the electron mean free path l e : L l e (in sputtered metal films l e is of the order of several nanometers). At the opposite limit, L l e , the electron motion is ballistic -electrons are accelerated by the electric field over the whole device rather than diffuse across it. One can expect that the properties of such wires would deviate considerably from the classical Ohmic behavior.
The next important scale characterizing the limits of the quantum world is the electron's de Broglie wavelength, λ F = h/p e . We already know that quantization and interference are characteristic features of the quantum world. When even the smallest dimension of a resistor becomes comparable with λ F , electrons obey quantum mechanics. In particular, their motion in the corresponding direction is quantized, and the whole resistor can be described as a quantum well. The value of λ F depends strongly on the electron concentration and, for a normal metal, turns out to be of the atomic scale. However, in semiconductors λ F can be much larger, and the quantum confinement in corresponding nano-objects becomes crucially important. In particular, quantum confinement along one direction allows fabrication of a new object -two-dimensional electron gas, which serves as a building block for many modern electronic devices.
Another purely quantum scale absent in classical physics is the so-called phase coherence length, l φ . Let us note that an important characteristic of a quantum particle is the phase of its wave function, which is closely related to its energy. When an electron is scattered by static impurities, only the direction of its momentum, p e , changes but it does not change its absolute value, |p e | or its energy. Therefore, such scattering is called elastic, the corresponding length scale being l e . Even after many elastic scattering events, the electron phase remains fully determined. Hence, it can take part in quantum interference processes. However, sometimes due to a scattering event the electron spin flips, or the electron scatters by lattice vibrations with a finite energy transfer. In these cases, the coherence of the final state with the initial one is broken. The characteristic length at which the electron phase changes by 2π due to random scattering events (that means complete loss of the phase memory) is called the phase coherence length, l φ . It determines a new quantum scale: when the geometrical dimensions of the device become shorter than the phase coherence length (L < l φ ), quantum interference may occur in the device.
Finally, recall that the value of the electron charge in classical physics is considered infinitesimally small, so the charge flow through the capacitor plates in the process of charging or recharging is assumed to be continuous. When the device capacitance, C, is so small that the one-electron electrostatic energy, e 2 /2C, becomes comparable to other energy scales of the system (the thermal energy k B T or the electron energy in the gate potential, eV g ) new phenomena relevant to single-electron tunneling can take place. discussion of the physical properties of the new contenders for the roles of the basic elements for new computers, and we will briefly discuss only some of them.
Quantum wires and quantum point contacts
Let us consider how electric charge flows through the so-called quantum wire, i.e., a very thin channel which contains charge carriers but is free of impurities or other defects of the crystal lattice (see Figure 5) .
As has already been mentioned, under the conditions when the transverse size w of a conductor becomes comparable to the electron wavelength λ F , the electron is confined in the quantum well and its motion in the appropriate direction is quantized. This means that the part of the energy corresponding to transverse motion can take only certain discrete values, E n , while the electron motion along the wire remains free. Since the full energy E of the electron is conserved, the larger the value of E n , the smaller the amount of available energy left for longitudinal motion. The smaller the energy, the longer the corresponding wavelength. Hence, each energy level E n corresponds to the specific plane wave with its characteristic wavelength λ n (wave mode). Thus, the electron propagating in a quantum wire resembles an aggregate of wave modes in a waveguide (see Figure 6 ,a) rather than a particle diffusing in a scattering media 7 (see Figure 6 ,b). Each mode contributes to the process of charge transfer, with the total conductivity being determined by the sum of all their contributions. The contribution of a single quantum channel to the charge transfer can be evaluated, as always, based on dimensional analysis. In an ideal case, it does not depend on the wire properties and is purely a combination of the universal constants. The only available combination with the dimensionality of resistance is h/e 2 , which could not appear in the classical theory. It turns out that e 2 /h is the maximum conductance value, which can be realized by a single mode propagating along a quantum wire.
In Figure 7 , one can see a real experimental realization of the quantum point contact. Its conductance at low temperatures changes discretely versus gate voltage V g (which controls the effective width of the conducting channel) instead of being constant (in accordance with classical behavior). The height of each step corresponds to the value 2e 2 /h, in accordance with our speculation based on dimensional analysis. The conductance quantization in point contacts usually disappears at L > 2 µm; it also smears out with an increase of the temperature.
"Coulomb blockade" and single electron transistors
Let us consider properties of the so-called "quantum dot": a small metallic island with size 1 µm placed on an insulating substrate. Metal electrodes perform different functions. The first one, the "gate", changes the electrostatic potential of the dot. The second pair, the "source" and the "drain", supply and remove electrons to and from the dot. They are arranged as shown in Figure 8 .
Let us assume that the dot contains N excess electrons, hence its total charge is Q = N e. The corresponding electrostatic energy of the dot in the absence of the external potential is Q 2 /2C = N 2 e 2 /2C, where C is capacitance of the dot (usually very small). This energy is due to repulsion of the excess charges distributed over the dot surface.
When the potential V g is applied to the gate, the total electrostatic energy of the quantum dot consists of two terms: the energy of the electrostatic repulsion of the excess electrons found above and the work of the external field on the charge transferred to the dot from infinity
This is a quadratic function of the number of electrons, N . Its minimum is formally reached at N = CV g /e, where the derivative dE/dN = 0. Now let us recall that N must be an integer number. Consequently, depending on the gate voltage V g , different situations are possible (see Figure 8) . In the first case, when V g = N e/C, the minimum of the parabola indeed corresponds to a real state with the integer number of electrons N . However, when V g = (N + 1/2)e/C, the minimum is formally realized at a semi-integer number of electrons, which is impossible. The nearest possible state to this formal energy minimum are those with the integer numbers N and N + 1. It is important that both states have exactly the same energy:
We conclude that when the gate voltage is V g = eN/C, the states with N and N + 1 electron at the dot are separated by the energy e 2 /2C, and the energy conservation law "blocks" the charge transport through the dot (between the source and the drain). On the contrary, at V g = e(N + 1/2)/C electron transfer without any energy cost is possible, and the quantum dot is "open".
We see here that a small dot can operate as an efficient transistor. At low temperatures, k B T << e 2 /2C, the current flowing through such a "single electron transistor" almost vanishes at any gate voltage except specific values, V g (N ) = e(N +1/2)/C. In the vicinities of these points the conductance shows sharp peaks. The experimental dependence of the quantum dot conductance (dI/dV g ) as a function of the gate voltage is presented in Figure  9 .
One can hope that in the future, single electron transistors will allow development of logical circuits operating with the smallest possible currents and having extremely low dissipation. 
What are physicists working at today in nanoscience?
We presented here a very brief, superficial, and far from complete review of the fascinating new research area of nanoscience, which has embraced a lot of findings from physics and chemistry. Let us list other possible candidates for the building blocks of nanodevices, which belong to the front end of the present research. These are: graphene 8 -a single layer of graphite, where the electrons form a two-dimensional electron gas with a relativistic spectrum; so-called Dirac materials -more complex graphene-like systems with specially designed electron spectra; molecular devices such as carbon and non-carbon nanotubes and nanoelectromechanical systems; devices for quantum computation based on various principles; spintronic devices based on manipulation of individual spins; superconductivity and magnetism at nanoscale, topological insulators -materials with non-trivial topological order which behave as insulators in their interior but as conductors along the surface, etc. Nanoscale systems require an understanding of the peculiarities of quantum transport and 8 Graphene is a thin flake of ordinary carbon, just one atom thick. A. Geim and K. Novoselov have shown that carbon in such a flat form has exceptional properties that originate from the remarkable world of quantum physics. As a material, graphene is completely new -not only the thinnest ever but also the strongest. As a conductor of electricity, it performs as well as copper. As a conductor of heat, it outperforms all other known materials. It is almost completely transparent, yet so dense that not even helium, the smallest gas atom, can pass through it.
Andre Geim (1958), Dutch physicist; director of the Manchester Centre for Mesoscience and Nanotechnology at the University of Manchester.
Konstantin Novoselov (1974) , British-Russian physicist; researcher at the same centre. Both were awarded the 2010 Nobel Prize in physics "for groundbreaking experiments regarding the two-dimensional material graphene". the interplay between electron-electron interaction and disorder, as well as the role of contacts and the electromagnetic environment of nanodevices. All these issues are far from being fully understood yet.
