Abstract. This paper presents fundamental algorithms for computational theory of quadratic forms over number fields. In the first part of the paper, we present algorithms for checking if a given non-degenerate quadratic form over a fixed number field is either isotropic (respectively locally isotropic) or hyperbolic (respectively locally hyperbolic). Next we give a method of computing the dimension of the anisotropic part of a quadratic forms. Finally we present algorithms computing the level of a number field and verifying whether two number fields have isomorphic Witt rings (i.e. are Witt equivalent).
Introduction
The algebraic theory of quadratic forms is an important branch of mathematics, which has already achieved its maturity. Yet still, the computational side of this theory is seriously under-developed. Little has been done so far to develop algorithms for fundamental problems on quadratic forms. There are a few papers that treat computational aspects of the theory but they mostly concentrate on forms over the rationals (see e.g. [3, 10] ). While the algebraic theory of quadratic forms over number fields (i.e. finite extensions of Q) are very like the theory over the rationals, the computational approach seems to be rudimentary here. The aim of this article is to partially fill this gap, as well as provoke farther discussion and future research. This paper is organized as follows: in Section 2 we present an algorithm (see Algorithm 7) checking if a given form (over a fixed number field K) is isotropic. This algorithm uses sub-procedures (Algorithms 5 and 6) deciding whether the form is isotropic at a non-archimedean prime of K (respectively odd or even). These two algorithm may be of an independent interest to the reader. Next, in Section 3 we show Algorithm 8 determining if a quadratic form is hyperbolic. It is known that any non-degenerate form can be uniquely decomposed into an orthogonal sum of its anisotropic part and a hyperbolic form (one of these two parts may of course be void if the form in question is either anisotropic or hyperbolic itself). Half of the dimension of the hyperbolic part is an important invariant of the quadratic form, known as the Witt index. In Section 4 we shows a procedure effectively computing the Witt index of a form.
In Sections 5 and 6 we go a step further and develop algorithm computing invariants of the ground fields, that play important roles in the algebraic theory of quadratic forms. Algorithm 12 computes the level s(K) of a number field K, which is the length of the shortest representation of −1 as a sum of squares.
Recall that the set W K of similarity classes of non-degenerate symmetric bilinear forms over a given base field K is a ring with operations induced by the orthogonal sum and the tensor product. It is called the Witt ring of the field K. Because a bilinear form defines an orthogonal geometry on the vector space on which it is defined, thus the Witt ring can be viewed as an algebraic structure encoding information on all possible orthogonal geometries over a given base field. Two fields are said to be Witt equivalent, if their Witt rings are isomorphic. In [12] K. Szymiczek described the set of global field invariants fully determining its Witt equivalence class. In Section 6 we present Algorithm 14 computing all these invariants. In particular the algorithm may be used to verify whether two number fields are Witt equivalent.
The authors implemented all the algorithms presented in this paper in a computer algebra system Sage [11] . Using this implementation, we were able to find representatives of Witt classes of number fields of low degrees. The results are presented in Tables 1-3 . Moreover, we used our implementation to empirically analyze the distribution of different Witt classes among number fields of a fixed degree. The quantitative results are gathered in Tables 4-6 .
In Sections 2 through 4, K = Q(ϑ) is always a fixed number field specified by the minimal polynomial of ϑ over Q and O K is the integral closure of Z in K. In most of the algorithms presented in this paper, we need to determine whether a certain elements of a number field are squares. It is obvious that a is a square if and only if
. The last condition can be verified using [15, §5.4] . In order to simplify frequent references we write the algorithm explicitly. Algorithm 1. Given a element a of a number field K, this algorithm returns true if and only if a is a square, otherwise it returns false.
(1) Use [15, §5.4 ] to check if x 2 − a factors over K, if so return true, if not then return false.
Similarly we often need to check if an element is a square in the completion K p of the number field K at some finite prime p. We present two separate procedures respectively for odd and even primes.
Algorithm 2.
Given an element a of a number field K and an odd prime p. This algorithm returns true if and only if a is a square in K p . Otherwise it returns false.
(1) Compute the valuation ord p a. If it is odd then return false and quit.
(2) Use [1, Algorithm 4.8.17] to find a uniformizer π of p. (3) Check if the class of a · π − ordp a is a square in the residue field K/p. Return true if it is a square and false otherwise.
The proof of correctness of this algorithm is straightforward. Listing 2 contains the pseudo-code. The case of even primes is a bit more tricky.
Algorithm 3. Let d be an even prime of K and a ∈ O K be a non-zero element. This algorithm returns true if and only if a is a square in the completion K d , otherwise it returns false.
(1) Use Algorithm 1 to check if a is a square in K, if so return true and quit.
Proof of correctness. It is clear that if x is already a square in K, then it is a square in K d , as well. This justifies step (1) . Suppose that it is not a square in K, take L = K( √ a) and let D be a prime of L dominating d. Assume that d splits in L, it follows that both: the relative ramification index e( D /d) and the relative inertia degree f ( D /d) are equal 1 and so is the local degree (
But (L : K) = 2 is the sum of the local degrees (L D : K d ) for all the primes D dominating d. It follows that there are exactly two such primes.
Listing 3 contains the pseudo-code of the algorithm. Observation 1.1. There exists an algorithm which, for a non-degenerate quadratic form presented as a symmetric matrix, finds a list {a 1 , . . . , a d } with entries in O K and such that the form a 1 , . . . , a d is isometric to ϕ over K.
Proof. The Gram-Schimdt orthogonalization algorithm is well known. Once the form is diagonalized, with entries expressed using the power basis, it is straightforward to clear denominators using the fact that a /b and a · b belong to the same square class.
From now on we will always assume that all quadratic forms are non-degenerate and, as inputs to Algorithms 4-11, they are given as lists of entries from O K .
Isotropy of a quadratic form
In this section, we present an algorithm that checks if a given form ϕ over a number field K is isotropic or not. The organization of this section reflects the general idea of solving the problem locally. Hence, Algorithm 5 checks if the form is isotropic at an odd prime, farther reducing the task to the residue field (see Algorithm 4). Next, Algorithm 6 verifies whether the form is isotropic at an even prime. Finally, Algorithm 7 checks if the form is globally isotropic, using the two abovementioned algorithms as sub-procedures. Recall (see e.g. [12, Definition 15.2.1]) that the discriminant of a quadratic form ϕ is defined by the formula disc ϕ := (−1) 
Here π is a uniformizer of p computed using [ Proof of correctness. An unary form is never isotropic and a quintic or higherdimensional form over a dyadic field is always isotropic by the means of [7, Theorem VI.2.12] . This justifies steps 1 and 5. Next, it is well known that a binary form is isotropic if and only if its determinant is a minus square, which proves step (2). On the other hand, if the form has dimension three, then [7, Proposition V.3 
.22] asserts that it is isotropic if and only if
This leaves us with quaternary forms. Now, [7, Corollary VI.2.15 ] asserts that over a local field there is only one anisotropic form of dimension 4 and its determinant is a square.
.23] provides us with a needed criterion for isotropy.
We present the pseudo-code of this algorithm in Listing 6. Now, we are ready to present the main algorithm of this section, that checks if a form is isotropic over a given number field. Proof of correctness. The cases of unary and binary forms are trivial. For forms of higher dimension we use the local-global principle [7, Principle VI.3.1]. The form is isotropic over K if it is isotropic over all the completions of K. Now ϕ, having dimension at least three, is trivially isotropic at all odd primes that do not divide any of the coefficients. These are almost all primes of K. Thus, we are left with only finitely many cases to check: finitely many real places treated in step 3, finitely many dyadic places covered by step 4 and finitely many non-dyadic primes considered in step 5.
The pseudo-code of Algorithm 7 is presented in Listing 7.
Remark 2.1. In order to compute in step 3 the signatures of ϕ under real embeddings of K, one may proceed as follows. Write all the roots ϑ 1 , · · · , ϑ r of the defining polynomial f in the interval representation as explained in [8, §8.5] . Let a j = a j0 + a j1 ϑ + · · · + a j,n−1 ϑ n−1 be a coefficient of ϕ expressed in the power basis representation. Take
Hyperbolicity of a quadratic form
In this section we present an algorithm checking another fundamental property of a quadratic form, namely whether it is hyperbolic (hence, a zero element in the Witt group). The general idea is similar to the one adopted in the previous section. Again, we treat the problem locally, separately for odd primes, even primes and real embeddings of K. Proof of correctness. It is well known that the discriminant of a hyperbolic form is a square and its dimension has to be even. Moreover, the signature of a hyperbolic form over any real closed field is zero. Therefore, the form ϕ over K must have signature zero under every real embedding of K, in order to by hyperbolic over K. Now, suppose that a form ϕ of an even dimension and with discriminant being a square has a zero signature in every ordering of K. Fix an odd prime p and let 
Thus, ϕ is hyperbolic if and only if all its dyadic Hasse invariants vanish. This proves the correctness of the algorithm.
In the previous algorithm we did not need a separate sub-procedure for checking if a given form is hyperbolic at a given finite prime p of K. Nevertheless, we present such an algorithm below. First of all, it nicely mirrors Algorithms 5 and 6 from the previous section. More importantly, it is used in the next section.
Algorithm 9. Let p be a finite prime of a number field K (either even or odd). Given a quadratic form ϕ, this algorithm returns true if the form ϕ p := ϕ ⊗ K p is hyperbolic and false otherwise. 
Witt index of a quadratic form
Recall (see e.g. [7, Chapter i, §4] ) that any non-degenerate quadratic form ϕ can be uniquely (up to an isometry) decomposed as ϕ = ψ ⊥ H, where ψ is an anisotropic form, called the anisotropic part of ϕ and H is hyperbolic. The number of hyperbolic planes constituting H (i.e. half of the dimension of H) is called the Witt index of ϕ and denoted ind(ϕ). In this section we present an algorithm that computes the dimension of the anisotropic part of ϕ. It can be also used to educe the Witt index since clearly ind ϕ = 1 /2 · (dim ϕ − dim ψ). Again, the problem is first solved locally (see Algorithm 10) and then the local solution is used to derive the global one in Algorithm 11.
Algorithm 10. Given a non-degenerate quadratic form ϕ over a number field K and a finite prime p, this algorithm computes the dimension of the anisotropic part of ϕ p := ϕ ⊗ K p over the completion K p .
(
is the unique unramified extension of K p (see [7, Corollary VI.2.15] ). It follows that the anisotropic part pf ϕ p has dimension 4. Conversely, suppose that disc ϕ is not a square in K p . Therefore ϕ p ∈ IK p \ I 2 K p and so the anisotropic part of ϕ p has dimension 2. Now assume that the dimension of ϕ is odd. Hence, the form ψ constructed in step (2a) is an even dimensional form and its discriminant is a square in K p . Consequently, the Witt class of
1, −1 for c = −(−1) n(n + 1) /2 det ϕ. This implies that the anisotropic part of ϕ p is unary. Conversely, suppose that ψ p is not hyperbolic. As in the first part of the proof, this leads to ψ p = η p in the Witt ring W K p . In particular, the Witt classes of ϕ p and c, 1, u, π, uπ are equal. But a quintic form over a local field is necessarily isotropic and so it is similar to either ternary or unary form. We claim that the unary case is impossible. Indeed, if c, 1, u, π, uπ ∼ = x ⊥ 2 1, −1 , then square classes of c and x are equal and the Witt cancellation theorem asserts that the forms 1, u, π, uπ and 2 1, −1 are isometric over K p contradicting [7, Corollary VI.2.15] . All in all, c, 1, u, π, uπ has a ternary anisotropic part and so has ϕ p .
Algorithm 11. Given a non-degenerate quadratic form ϕ over a number field K, this algorithm computes the dimension of the anisotropic part of ϕ.
(1) Use a real-root separation algorithm (e.g. Proof of correctness. Let ψ be the anisotropic part of ϕ. Obviously
for any real embedding ρ j of K. Take N to be the maximum of the signatures of ϕ at all the real places. Now, ψ being anisotropic must be anisotropic at some place of K, either finite or infinite. Therefore, clearly dim ψ is the maximum of the dimensions of the anisotropic parts of the localizations of ϕ at all the places of K. However, if N ≥ 3, then we do not need to consider the finite primes at all. Indeed, if dim ψ ≥ 5, then [7, Theorem VI.2.2] implies that it must be an infinite, hence real, place. Therefore in this case dim ψ = N ≥ 5. Similarly, if N = 3 or N = 4, then there is a real embedding ρ j , with sgn ρ j (ψ) = sgn ρ j (ϕ) = N and so dim ψ ≥ N . On the other hand, it cannot be strictly greater, since otherwise ψ would have to be anisotropic at some finite place contrary to the already mentioned [7, Theorem VI.2.2].
Level of a number field
In this section we present an algorithm determining an important invariant of a number field, namely its level. Recall that a level of a field K, denoted s(K) is the minimal number of terms needed to represent −1 as a sum of squares in K. We set s(K) = ∞, when −1 cannot be expressed as a sum of squares (i.e. K is formally real).
Algorithm 12. Given a number field K = Q(ϑ) specified by its defining polynomial f , this algorithm computes the level s(K).
(1) Use Sturm's sequence to check if f has any real roots. If so, then return ∞ and quit. The pseudo-code of this algorithm is presented in Listing 10.
Witt equivalence
The ultimate problem in the algebraic theory of quadratic forms is to find criteria for an existence of an isomorphism between the Witt rings of two fields. Such fields are then called Witt equivalent if the above-mentioned isomorphism exists. In this section we present an algorithm computing the complete set of Witt equivalence invariants of a given number fields. In particular, comparing the results returned by the algorithm one can check whether two number fields are Witt equivalent or not. It is known (see e.g. [12] ) that the following invariants fully determine the Witt class of a number field K:
• r the number of real embeddings of K; • s = s(K) the level of K;
• k the number of dyadic primes of K;
• for each dyadic prime d j with 1 ≤ j ≤ k, the pair (d j , s j ) consisting of a local degree d j = (K dj : Q 2 ) and the local level s j = s(K dj ). We claim that all these invariants are computable.
Let again K = Q(ϑ) be a fixed number field specified by the minimal polynomial f ∈ Q[x] of the generator ϑ. The first two invariants d and r are trivially computable. The degree d is just the degree deg f of the defining polynomial. In order to compute r one simply counts the number of real roots of f using Sturm's sequence (see e.g. [8, §8.4] ). In the previous section we showed how to compute the level of K. This leaves us only with the local invariants. Assume that the principal ideal 2O K factors into prime ideals as: The pseudo-code of this algorithm is contained in Listing 11. Having all the necessary ingredients ready we may now present the last algorithm of this paper that construct the complete set of Witt equivalence invariants. Algorithm 14. If K = Q(ϑ) is a number field specified (up to an isomorphism) by the minimal polynomial f ∈ Q[t] of its generator, then this algorithm computes the complete set of Witt equivalence invariants of K. In particular, two fields are Witt equivalent if and only if the outputs of the algorithm are the same for both fields.
( (d, r, s, k, S) .
Observe that the expensive step of decomposing 2 in O K appears twice: in Algorithm 14 as well as in its subroutine computing the level of K. The same can be said about reducibility of
. Thus in an actual implementation one can combine algorithms 12-14 into a single procedure compromising the readability.
Example applications
In order to verify the correctness of the algorithm as well as to allow experimentation, we implemented the presented algorithm in a computer algebra system Sage [11] . A formula for the number of Witt classes of number fields of a fixed degree was developed in [12] . Nevertheless, actual representatives for these classes was only found for quadratic and cubic fields in [12] and for quartic fields in [6] . The first test for usability of our implementation was to find new representatives of all 29 classes of quartic fields. It turned out that just by a random search, our implementation was able to find representatives with generating polynomials having smaller coefficients (the biggest coefficient in our case is 752 vs. 208 042 in [6] ). The results are presented in Table 1 . Next, we found the representatives of all 36 classes of quintic fields (see Table 2 ) and all 95 classes of sextic fields (see Table 3 ). These two results are completely new, showing the usability of the developed algorithms.
Finally, we used the implementation to test empirically how the different Witt classes are distributed. To this end, for each of the degrees 3, 4 and 5, we randomly generated 5000 fields and counted the numbers of different Witt classes among the outputs. Tables 4-6 and charts 1-3 summarize the findings.
Remark 7.1. Observe that some of Witt classes are extremely rare and virtually impossible to be found by a blind random search (in particular, such a blind search was not able to find a single representatives of classes (xxxvi), (xxiv), (xii) of quintic fields, even after 24 hours of computing time). These are mostly the classes of fields were 2 splits completely. In order to find the representatives of these classes one may proceed as follows. Denote |a| 2 := 2 − ord2 a the canonical dyadic norm and let (a 0 , . . . , a d ) 2 := max |a 0 | 2 , . . . , |a d | d be the associated norm of the vector space Q 2 ) d+1 . Take a polynomial f with d distinct integral roots. For example, for quintic fields we used just
Write it as a dot product f = V · X, where V is the vector of coefficients of f and
T are the powers of x. Take now some random vector W and letf = (V + W ) · X. If the norm W 2 of W is small enough, thenf still has d distinct roots in Q 2 but there is a good chance taht it is irreducible over Q. It follows that 2 splits completely in the field K = Q[x]/ f , as desired.
Przemys law Koprowski (corresponding author) E-mail address: pkoprowski@member.ams. Appendix A. Pseudo-codes of presented algorithms For convenience of the readers, especially those wishing to implement the presented procedures, this section gathers the pseudo-codes of all described algorithms.
Input: a and element of a number field K 
Output
π ← uniformizer(p); ϕ 0 ← a i · π − ordp ai ord p a i ≡ 0 (mod 2) ; ϕ 1 ← a i · π − ordp ai ord p a i ≡ 1 (mod 2) ; // Use Algorithm 4 A ← is residually isotropic(ϕ 0 ; p); B ←
