AND CONCLUSIONS 1. Although neurons within the visual system are often described in terms of their responses to particular patterns such as bars and edges, they are actually sensitive to many different stimulus features, such as the luminances making up the patterns and the duration of presentation. Many different combinations of stimulus parameters can result in the same neuronal response, raising the problem of how the nervous system can extract information about visual stimuli from such inherently ambiguous responses. It has been shown that complex cells transmit significant amounts of information in the temporal modulation of their responses, raising the possibility that different stimulus parameters are encoded in different aspects of the response. To find out how much information is actually available about individual stimulus parameters, we examined the interactions among three stimulus parameters in the temporally modulated responses of striate cortical complex cells.
1. Although neurons within the visual system are often described in terms of their responses to particular patterns such as bars and edges, they are actually sensitive to many different stimulus features, such as the luminances making up the patterns and the duration of presentation. Many different combinations of stimulus parameters can result in the same neuronal response, raising the problem of how the nervous system can extract information about visual stimuli from such inherently ambiguous responses. It has been shown that complex cells transmit significant amounts of information in the temporal modulation of their responses, raising the possibility that different stimulus parameters are encoded in different aspects of the response. To find out how much information is actually available about individual stimulus parameters, we examined the interactions among three stimulus parameters in the temporally modulated responses of striate cortical complex cells.
2. Sixteen black and white patterns were presented to two awake monkeys at each of four luminance-combinations and five durations, giving a total of 320 unique stimuli. Complex cells were recorded in layers 2 and 3 of striate cortex, with the stimuli centered on the receptive fields as determined by mapping with black and white bars.
3. An analysis of variance (ANOVA) was applied to these data with the three stimulus parameters of pattern, the luminancecombinations, and duration as the independent variables. The ANOVA was repeated with the magnitude and three different aspects of the temporal modulation of the response as the dependent variables. For the 19 neurons studied, many of the interactions between the different stimulus parameters were statistically significant. For some response measures the interactions accounted for more than one-half of the total response variance.
4. We also analyzed the stimulus-response relationships with the use of information theoretical techniques. We defined input codes on the basis of each stimulus parameter alone, as well as their combinations, and output codes on the basis of response strength, and on three measures of temporal modulation, also taken individually and together. Transmitted information was greatest when the response of a neuron was interpreted as a temporally modulated message about combinations of all three stimulus parameters. The interaction terms of the ANOVA suggest that the response of a complex cell can only be interpreted as a message about combinations of all three stimulus parameters. However, the information about a single parameter was not completely obscured even when the other parameters were varied, i.e., the response of a complex cell could be interpreted as a message about any single stimulus parameter.
5. The three-part temporal code carried at least twice as much stimulus-dependent information as the response strength alone. Every aspect of the response carried more information about the stimulus pattern than about any other stimulus parameter. No single aspect of the response was dedicated to any particular stimulus parameter. However, the proportion of the information about the luminance-combinations and duration was greater in the temporal modulation of the response than in the response strength.
6. The significant interactions among stimulus parameters shown by the ANOVA means that the effect on a neuronal response of changing one stimulus parameter is a function of the values of the other parameters. Thus, the value of any single stimulus parameter cannot be determined from a neuronal response by simply subtracting the effects of the other stimulus parameters, as a linear model would suggest. However, information theory does not assume a linear model, and it showed that with a nonlinear system the response of a neuron can be interpreted as a message about single stimulus parameters and not just about combinations of parameters.
INTRODUCTION
Visual stimulus patterns are easily recognizable in most situations, regardless of other aspects such as the luminances making up the patterns or the duration of presentation. The responses of the neurons that make up the visual system, such as complex cells, are affected by all of these parameters, and many different combinations of these stimulus parameters can result in the same neuronal response, meaning that a cell's responses are inherently ambiguous. Therefore what could be learned about a stimulus from a neuronal response, and what would be the best strategy for decoding it?
The conventional view of striate cortical complex cells is that they encode information about stimulus orientation, or perhaps spatial frequency, in the magnitude of their responses (Hubel and Wiesel 1962; Maffei and Fiorentini 1973) . Studies that changed more than one stimulus parameter at a time only investigated how spatial frequency or orientation tuning varied as a function of spatial contrast (Chao-yi and Creutzfeldt 1984; Sclar and Freeman 1982; Tolhurst et al. 198 l) , and they found that these parameters frequently interacted in their effects on neuronal responses. In their discussion of that finding, Chao-yi and Creutzfeldt (1984) assumed that the responses were averaged across large populations of neurons and that this averaging removed the effects of interactions, leading them to conclude that the interaction effects could be ignored. Until now, there has been no quantitative measure of how large these interactions are or how much information about a visual stimulus is lost by ignoring them.
Most previous studies have assumed that response strength is the only significant measure of neuronal response. However, Richmond and Optican (1990) showed 3in that striate cortical complex cells transmit significantly more stimulus-related information in the temporal modulation of their responses than in the magnitude alone. They showed that neuronal responses can be characterized as a sum of several independent temporal patterns. This discovery raised the possibility that each of these temporal patterns carries information about one stimulus parameter.
Here we have applied two complementary techniques, analysis of variance (ANOVA) and information theory, that can be used to study this issue. We used three stimulus parameters: pattern, the luminance-combinations making up the patterns, and duration of presentation. These parameters were chosen because each affects the responses of a striate cortical complex cell quite strongly. The ANOVA found that no single aspect of the temporal modulation of a neuronal response was dedicated to any one of these three stimulus parameters and that the stimulus parameters interact strongly with each other in their effects on a neuronal response. Nonetheless, the information theoretical analysis found that there is unambiguous information transmitted about any single stimulus parameter, although the results of the ANOVA mean that this information cannot be extracted with a simple linear decoding scheme.
An abstract presenting some of these data has been published previously (Gawne et al. 1987 ).
METHODS
Two rhesus monkeys (Macaca mulatta) were prepared for chronic single-unit recording, with a stainless steel cylinder implanted over the right superior portion of striate cortex (Richmond et al. 1983) . A coil of Teflon-coated stainless steel wire was Recordings were made from single striate cortical complex cells with receptive fields ~2~ away from the fixation point. The indicated stimulus position is approximate and varied from cell to cell. The stimuli were 2.5" square and rotated to match the optimal orientation of the cell. The fixation point was 0.3O square, and the monkey was required to fixate in a window 0.4" square. Because the Walsh patterns used have a resolution of 1 in 8 parts, the size of each element was 0.3 1 O. This was smaller than the 0.4" fixation window, but in general the monkeys maintained fixation in a smaller part of the fixation window.
implanted under Tenon's capsule of one eye, which allowed eye position to be continuously and accurately monitored via the magnetic field/search coil technique (Judge et al. 1980; Robinson 1963) . These monkeys were trained to perform a variation of a standard fixation task, in which the fixation target was always on and was only turned off when the stimulus was presented, thus avoiding any interference between the stimulus and the fixation point (Richmond et al. 1983; Wurtz 1969) . The monkeys could maintain continuous fixation and were given liquid rewards asynchronously when fixation was maintained for two successive stimulus presentations.
Single-unit recording from striate cortical complex cells was carried out with both eyes uncovered. These cells were located in the supragranular layers, i.e., layers 2 and 3, because they were all found within 700 pm of the cortical surface (Lund et al. 1976) , which was taken to be the depth at which the first detectable visually driven neuronal activity was encountered. As further confirmation of the supragranular recording location, we continued the electrode penetration into the cortex after completion of an experiment until the electrode encountered a layer of many spontaneously active nonoriented cells that had the characteristics of cells in layer 4c (Poggio et al. 1977) .
The receptive fields of the cells were all in the left lower quadrant, ~2' from the fixation point (Fig. 1) . The receptive fields were first mapped by hand with black and white bars, and the optimal position and orientation were determined. A neuron was classified as complex if its responses to black and white bars were approximately equal and relatively constant across the receptive field (Hubel and Wiesel 1962) . None of the cells we studied were especially sensitive to the ends of bars.
Stimuli
The members of the stimulus set varied across three parameters simultaneously: pattern, luminance-combinations, and duration. These stimulus parameters were chosen because they are all capable of strongly affecting the responses of striate cortical complex cells. The stimulus patterns were based on a set of eight one-dimensional Walsh functions (Fig. 2 ) and were 2S" square. In addition to the 8 basic patterns, we also used their 8 contrast-reversed mates, for a total of 16 patterns. Both contrasts are necessary because neurons can only respond positively, and if there is no response to a pattern at one contrast, nothing can be predicted about the response to its contrast-reversed mate (Harmuth 1977; Richmond et al. 1987) . We presented these 16 basic patterns for five different durations (Fig. 3) and with four different pairs of luminance levels (Fig. 2) . The four luminance-combinations used to make up the patterns were chosen to cover a wide range of luminances (0.004-4.9 ft-L, a range of >3 log units), and they varied simultaneously in both contrast and mean luminance (Fig. 2) . These 16 patterns, presented at five durations and four luminance-combinations, yielded 320 distinct stimuli.
The stimulus images were generated by a Commodore C64 microcomputer working in noninterlaced mode and displayed on a video monitor with a white phosphor (Electrohome model 38-V 19 12 l-60). We used a photometer to check the luminance levels displayed and to ensure that there were no interactions between the particular stimulus used and the actual luminances. There were eight video scan-lines for each of the eight stimulus elements, thus minimizing any effects of the finite size of the scan-lines. Also, the stimuli were either purely vertical or purely horizontal, with the monitor tipped +45" to align the stimuli with the optimal orientation of each neuron. This ensured that there were no jagged diagonal lines in the stimuli. The frame rate was 60 Hz, constraining all stimulus durations to multiples of 16*/3 ms. Stimulus appearance was synchronized to the start of a video frame.
For all of the 19 cells in this study, at least four of the eight The numbers on the right side are the luminances in foot-lamberts. The mean luminances for these combinations were 2.45, 1.67, 0.76, and 0.52 ft-L, respectively. The contrasts were 100, 34, 45, and 82%. The background luminance was held constant at 0.42 ft-L, which is above the mesopic level for primates (DeValois et al. 1974) . rectangular stimulus elements covered the receptive-field size as determined by hand mapping with black and white bars. The onedimensional Walsh patterns were presented at the optimal orientation, centered on the receptive fields of the cells. Each of the 16 Walsh patterns was presented at all four luminance combinations (see Fig. 2 ), and each of these were presented for all five durations (see Fig. 3 ). All 320 stimulus combinations were presented in order for the first trial, and before each subsequent presentation of the stimulus set, the stimulus order was shuffled. This ensured both a randomized order of presentation and a nearly equal number of trials per stimulus. We analyzed data only from those cells to which each stimulus combination was presented five or more times. A trial was initiated when the monkey's eye position fell within a fixation window. After 300 ms, the fixation point disappeared for 620 ms. A randomly selected stimulus appeared 200 ms later with a duration selected randomly from the set (33,67, 100, 133,267 ms). The fixation point was turned on again, and a new trial was begun. If at any time the monkey's eye position moved outside of the fixation window, the trial was aborted, and the data was excluded from the analysis.
Response quantiJication
One way to quantify the response of a cell to a stimulus is by counting the number of spikes that occur in an interval of fixed latency and duration. We term this measure the "spike count," and used an interval starting 30 ms after stimulus onset and lasting 320 ms. This interval was chosen because it matches approximately the intersaccadic interval in monkeys: one can consider normal vision to consist of a series of stabilized scenes, lasting ~300 ms, punctuated by rapid eye movements (Fuchs 1967) . The longest stimulus duration, 267 ms, was set to fall within this interval.
This interval is long enough to include both the "on" and "off' responses of all the durations used. The on and off responses were not separated out, because this would require a priori knowledge of the stimulus duration, and the purpose of this study was to determine what information about a stimulus can be had with only the response of a single neuron.
In this study we also wished to examine how the response of a neuron varies with time. To accomplish this, we convolved the spike train with a Gaussian kernel (a = 6 ms). The resulting spikedensity function provides an estimate of the probability of spike occurrence over time (Ahmed and Rao 1975; Richmond et al. 1987; Silverman 1986 ). Analysis of the spike density was restricted to the same 320 ms interval chosen for the spike-count computation.
The spike densities were decomposed into a set of basic temporal waveforms, the principal components (Richmond et al. 1987) . For this application, the principal components can be interpreted as uncorrelated patterns of excitation and inhibition. To extract the principal components, the 320 ms analysis interval of the spike-density function was sampled every 5 ms, giving 64 samples per trial, which yields 64 different principal component waveforms. Whereas all 64 principal components are needed to account for 100% of the variance in all of the responses, the variance accounted for is greatest in the first principal component and then declines rapidly over the rest (Richmond and Optican 1987; Richmond et al. 1990 ). Thus, by use of the first few principal components, a relatively large amount of both the magnitude and the temporal modulation of a neuron's responses can be quantified with just a few coefficients. In this paper we use only the first three principal components.
Analysis of variance
To examine the effects of different stimulus parameters, we performed a three-way ANOVA, with the stimulus parameters of pattern, luminance-combinations, and duration taken as the three factors. Because the neurons were recorded at slightly different eccentricities, orientations, etc., the data from these neurons could not be pooled. Therefore, the ANOVA was performed on the data from each neuron separately. Levene's test for homogeneity of variance showed that the data did not satisfy the assumptions needed for a standard ANOVA (Snedecor and Cochran 1980) . To overcome this limitation, we performed a nonparametric AN-OVA by applying the standard ANOVA to the ranks of the data (Conover 1980) . Because the number of trials per stimulus combination varied by at most one, the method of unweighted means was applicable and was used to correct for the unequal sample sizes (Bancroft 1968) . The level of significance chosen was P < 0.05.
Transmitted information
Information theory in its modern form was developed over 40 yr ago by Shannon (Shannon 1948) . Information is transmitted about a stimulus by a signal when knowing the value of the signal decreases the uncertainty of what the stimulus was. The average uncertainty is called the entropy, which is defined as
where H(S) is the entropy of the entire stimulus set S, and P(s) is the probability that a particular stimulus s will occur.
Transmitted information is simply the reduction in entropy caused by receipt of a signal, and it can be calculated from the probabilities of occurrence of stimulus-response pairs p(rk I sjJ T(S; R) = 2 P(Sj) 2 P( rk 1 Sj) log -
where T(S; R) is the average amount of information transmitted about the stimuli by the responses, P(Q is the probability of occurrence of stimulus +, P(rk) is the probability of occurrence of response rk, and P(rk 1 sj) is the probability of response rk occurring, given that stimulus sj was presented. We will use the base two log, which will give information measured in bits. Since information theory depends only on probabilities of occurrences, it does not depend on the underlying mechanisms. Therefore, it is a modelfree technique.
In the simplest case of two equally probable stimuli and no noise in the system, one bit will be transmitted. As noise increases, less than one bit of information will be transmitted, and if noise increases to the point that receipt of a signal gives no information about the stimulus, then no bits of information are transmitted. The details of the method we used to calculate transmitted information have been presented previously (Optican and Richmond 1987; Optican et al. 199 1) .
Although information theory measures the relation between a set of input and output codes, it does not define a procedure for choosing codes. Therefore, to compute transmitted information when the intrinsic codes are not known, arbitrary codes that describe both the input and the output must be assumed.
The stimuli we used consisted of 320 discrete combinations of stimulus parameters and could simply be coded by a number from 1 to 320. To investigate the effects of the different stimulus parameters, we collapsed the input code across the three different stimulus parameters. We considered four different input codes. These were as follows: 1) a code that referred to stimulus luminance-combinations, regardless of pattern or duration; 2) a code that referred to stimulus pattern, regardless of luminance-combination or duration; 3) a code that referred to stimulus duration, regardless of pattern or luminance-combination; and 4) a code that accounted for all variables simultaneously, i.e., assigned a unique code value to each combination of the stimulus parameters. For example, to form the input code for pattern only, we used all of the data from all of the stimuli, but counted all stimuli of a certain pattern to be the same, ignoring the changes in luminance-combinations and duration. This procedure gives the information transmitted by a neuron if one interprets the output solely in terms of pattern, even though there will probably be some (possibly considerable) effect on the output of the neuron from the other stimulus parameters.
To code the responses, we first assigned each observed response, either the number of spikes or the coefficient of one of the principal components, into a series of 14 bins by the kernel estimation technique (Optican and Richmond 1987; Silverman 1986 ). We then tested several potential output codes that reflected both the spike count and the temporal distribution of spikes in the spike train. The spike-count code contained a single element, the value of which was the number of spikes evoked by a given stimulus. We also tested a temporal code based on the first three principal components (Optican and Richmond 1987).
All experimental protocols described above were approved by the National Institute of Mental Health Animal Care and Use Committee and complied with Public Health Service policy on the humane care and use of laboratory animals.
RESULTS
Nineteen complex cells were recorded from the supragranular layers of striate cortex of two monkeys, 6 cells from one monkey and 13 cells from the other. Our data showed several trends. Frequently, response magnitude increased smoothly as duration increased for different patterns (Fig. 4) . The curves that connect the responses at different durations are nearly parallel for different stimulus patterns, showing that the effects of pattern and duration do not interact strongly on the responses. In contrast, pattern and luminance-combination frequently interacted in their effects on a neuronal response, as shown by the lack of parallelism in the two curves in Fig. 5 . We also found that duration and luminance-combination frequently interact FIG. 5. Interactions between pattern and luminance combination. A: responses of a cell to 2 different patterns as the luminance combinations are changed. As in Fig. 4 , B is a graph of the average number of spikes in the response to the stimulus. Effects of changing the luminance-combinations are different for the 2 stimulus patterns. In particular, the peak response for the pattern in the top row occurs at luminance-combination L,, and the peak response for the pattern in the bottom row occurs for luminance-combination
Ld. The different dependence of the 2 curves on luminance-combination indicate that effects of stimulus pattern and luminance-combination interact. In particular, although the magnitude of the response is nearly the same for both durations at luminance-combination L2, at L, and L4 the response to the 67-ms duration is approximately one-half the response to the 133-ms duration. The lack of parallelism for the 2 curves in B indicates that stimulus luminance-combination and duration have an interactive effect on the neuronal response.
in their effects on neuronal responses, as shown by the lack TABLE 1. Results of three-way AN0 VA on the stimulus of parallelism in the two curves in Fig. 6 . parameters: pattern, luminance-combinations, and duration
ANOVA
The examples in Figs. 4-6 were chosen to be representative of the general trends in the data as uncovered by visual inspection. However, because of the large number of different stimulus conditions in this experiment, it is virtually impossible to describe the full range of results with this approach. Although substantially less common, counterexamples could have been found for each of the examples we have illustrated. Would these counter-examples contradict the trends found by visual inspection, or are they infrequent or weak enough to be ignored? ANOVA is designed to answer this question.
A summary of the ANOVA results with the spike count as the dependent variable is given in Table 1 . Note that changes in every stimulus parameter affected all but one of the neurons in this study. For the one exception (ptr32) only the effects of the luminance-combinations were not significant. It is also apparent from ANOVA, analysis of variance; P, pattern; L, luminance-combinations; D, duration; PL, LD, PD, PLD, interaction terms, e.g., LD, luminancecombination and duration; *, P < 0.0 1; t, P < 0.05; 6, not significant; Total, no. of cells that showed significance out of a maximum of 19 cells. tween pattern and duration, and between pattern, luminance-combination, and duration) were significant for only four and two neurons, respectively. Thus, our illustrations showing overall trends in the results (Figs. 4-6 ) are typical.
The ANOVA was also performed using the coefficients of the first three principal components, Go, &, and &, as the dependent variables. The ANOVA was applied to each component separately. For the 19 neurons in this study, the first three principal components accounted for an average of 60.6 t 12.3% (mean t SD) of the variance of both the magnitude and the temporal waveform of the response. The first principal component, &, was very strongly correlated with the spike count (Y = 0.96). The other principal components, & and &, are uncorrelated with spike count (r = 0.03 and 0.02, respectively). Thus, the first principal component is predominantly a measure of the strength of the response, and the higher principal components are measures of the temporal modulation of the response, independent of the strength.
The ANOVA on the principal component & (Table 2 ) yielded a result similar to that for the spike count. However, the ANOVA for both C& and C& yielded many more interactions between luminance-combination and duration and between pattern and duration. Thus, the higher-order principal components, which are virtually independent of the magnitude of the response, depend much more strongly than the latter on interactions between stimulus parameters.
Another way to interpret the results of the ANOVA is to calculate how much of the variance in the responses can be accounted for by the different stimulus parameters and by their combinations (Fig. 7) . For the spike count and & measures, the amount of variance accounted for by pattern was 34.3 and 42.5%, respectively. For the C& and & mea- For each entry, the three symbols refer to the results for the three principal components, $. , c#J~, c#I~. For abbreviations and symbols, see Table 1 . sures, however, the variance accounted for by pattern was only 12.6 and 7.3%, respectively. & and & are affected relatively more by the higher-order interaction terms, especially the interactions between pattern and duration, and the 3-way interaction along pattern, luminance-combination, and duration. For example, the interactions between pattern and duration accounted for 5.7% of the variance in the spike count and 5.4% of the variance of &, but 10.6% for & and 13.0% for &. The amount of variance accounted for by all of the interaction terms combined was 32.9,34.0, 50.7, and 57.5% for the spike count, &, &, and &, respectively.
Transmitted information
As seen before for stimulus pattern only , the information transmitted by a response code based on the first three principal components, &, &, and &, which quantifies both the magnitude and the temporal modulation of the response, was always greater than that transmitted by the spike count alone, regardless of the stimulus code used (Fig. 8) . These differences were all statistically significant (P < 0.001, paired t test). For example, the information transmitted about all combinations of stimulus parameters, i.e., a complete stimulus code representing pattern, luminance-combination, and duration, was 0.3 1 bits when only the spike count was taken into account and 0.59 bits when the temporal modulation of the response was used as well. Transmitted information was maximal when the complete stimulus code (PLD) was used, but information was transmitted about each of the three stimulus parameters considered alone (P, L, and D), even while the other two parameters varied over their full range.
The neuronal responses carry independent information about each stimulus parameter. The information transmitted about pattern using a spike-count code was 0.14 bits, but was twice that (0.28 bits) when a code based on the first (0) is the information transmitted by an output code based on the values of the first 3 principal components. P, L, and D are input codes for which a single stimulus parameter (pattern, luminance-combination, or duration) is considered; other parameters were ignored even though all the data from all the combinations of the different stimulus parameters were used. For example, in the P case there were 20 different combinations of luminance pairs and duration for each stimulus pattern, but these differences were ignored for the calculation of the transmitted information. PL, LD, and PD are input codes for which only 2 stimulus parameters were considered, and PLD refers to an input code for which all stimulus parameters are considered simultaneously. These are the means for the 19 cells in this study; the error bars represent the standard error of the mean. three principal components was used. The information transmitted about luminance-combination using a spike count code was only 0.04 bits. Though this value is significantly different from zero (P < 0.05, t test), the transmitted information rose to 0.14 bits when the three-part principal component code was used. These two relative increases were significantly different from each other (P < 0.05, t test). The amount of information transmitted about duration alone using a spike count code was 0.09 bits, but was 0.24 bits using a three principal-component code. This increase was smaller than the increase for luminance-combination but still significantly greater than for pattern (P < 0.05, t test).
The output code based on spike count carried 0.3 1 bits when the information was calculated for the complete input code, whereas the sum of the individual stimulus codes was 0.27 bits, a small but significant difference (P < 0.05, paired t test). The three-part principal component-response code carried an average of 0.59 bits of information when the stimulus code represented all of the stimulus parameters simultaneously, which is not significantly different (P > 0.05, paired t test) from the 0.66 bits calculated from adding the information carried for the pattern and luminance-combination and duration stimulus codes when each was considered alone. This means that no information is lost by interpreting the output of a neuron as three separate messages about three different stimulus parameters, instead of the more general case of a single message about arbitrary combinations of three stimulus parameters. DISCUSSION We studied what could be learned about a stimulus from the response of a single striate cortical complex cell by quantifying how responses to stimulus patterns are affected by the particular values of other stimulus parameters, in this case luminance-combinations and duration. The two situations that would have been simplest to interpret would have been as follows: first, if changes in either luminancecombination or duration had no effect on the responses, thus allowing their effects to be ignored; and second, if changes in one stimulus parameter always had the same effect on the response regardless of the values of the other parameters, showing that the effects combined linearly. However, neither situation prevailed. The statistically significant effects of the individual stimulus parameters, i.e., the main effects in the ANOVA, show that pattern, luminancecombination, and duration all affect the responses of striate cortical complex cells. Furthermore, the statistically significant interactions revealed by the ANOVA show that the effects of changing one stimulus parameter do depend on the values of the other parameters. Nevertheless, information theory shows that there was always some information transmitted about each one of the stimulus parameters regardless of the values of the others.
Interactions and information
ANOVA and information theory are complementary: knowing the results from analyses with the use of one of these techniques does not predict the results obtained with the other. The ANOVA shows whether the response of a neuron is statistically related to the stimuli and also whether a linear model will account for all of the variance in the data. The presence of significant interaction effects shows that there are nonlinear effects among the stimulus parameters on our response measures, i.e., the effect on a neuronal response of changing the value of one stimulus parameter depends on the values of the other parameters, and characterizing the stimulus-response relationship of a neuron requires that many different combinations of stimulus parameters be used.
The ANOVA, however, does not indicate whether the neuronal responses are reliable enough to allow discrimination among different stimuli. Information theory, on the other hand, is designed to estimate whether responses could allow discrimination among stimuli. It is based solely on the mutual probabilities of stimuli and responses, and, therefore, it is a model-free technique. Thus information theory can be used to analyze all input-output relations regardless of their linearity. However it does not indicate whether nonlinearities exist in those relationships.
Using information theory, we asked whether information could be extracted about each of the stimulus variables regardless of the values of the others, in spite of the interactions among them. We found that there is a significant amount of information transmitted about any single stimulus parameter, even with the other parameters varying. At the same time, the largest amount of information was al-ways available when all of the stimulus parameters were considered simultaneously.
We also investigated whether each of the principal components characterizing the temporal features of the response carried more information about one stimulus parameter than another. Previously it has been shown that there is more stimulus-related information in a temporal code than in a response-strength code (Optican and Richmond 1987; Richmond and Optican 1990) . However, the previous work did not investigate whether different stimulus parameters are related to different principal components. Here, we found that none of the principal components was dedicated to any one stimulus parameter. Information about each of the stimulus parameters is spread across all of the different aspects of the neuronal response. Therefore the problem of extracting information about different stimulus features from the response of a single neuron cannot be solved by interpreting the different principal components as messages about single stimulus features. When we considered pattern, luminance-combination, and duration individually, we found that stimulus pattern was relatively emphasized in the response strength or first principal component and that luminance-combination and duration were relatively emphasized in the second and third components, i.e., luminance-combination and duration were emphasized in the temporally modulated aspects of the responses.
At present, it is not possible to demonstrate whether the temporal modulation of the response is an important mechanism for information transmission in the nervous system. Thus we can only work to identify those mechanisms that are capable of transmitting information from neuron to neuron. By quantifying the amount of information carried by any code, information theory provides a basis for comparing the relative number of neurons needed to transmit a given amount of information under different assumptions about the nature of the code. Out of the codes studied, the one that carries the most information should be considered as a strong candidate for the one that is actually used. Our results show that if a neuron is assumed to be carrying information about only a single stimulus parameter, then the information about the other parameters will be wasted; at least one-half the total information will be lost, depending on which parameter is used. Likewise, using only the magnitude of the response, and not the temporal modulation, would lead to a loss of one-half of the remaining information. Thus, if only the pattern information was used from the spike-count code, at least four times as many neurons would be needed to convey the same amount of information as needed for the richest code, which is the one in which information about all of the stimulus parameters is encoded in a temporally modulated code.
Given that our results show that using the temporal code would increase the efficiency of information transmission, we consider whether it is biologically plausible that the temporal modulation is actually affecting the responses of postsynaptic neurons. The strength and time course of the temporal modulation we have found makes it certain that the temporal modulation in one neuron's response would be reflected in the response of a postsynaptic neuron. This is because the interval over which the capacitance of a cell body can average out fluctuations is on the order of a few milliseconds at best (MacGregor 1987) , whereas the time course of the variations we found extends over many tens of milliseconds. Thus we find it likely that temporal modulation transmits information in the visual system.
Duration
Pattern and luminance can be considered as intrinsic to the stimulus, whereas duration relates to the presentation of the stimulus. Under normal physiological conditions parts of a scene rarely flash on and off, but several natural events such as eye movements, stimulus motion, or stimulus occlusion due to the motion of other stimuli do affect the period of stimulus presentation. Nevertheless, patterns can be recognized across different durations of presentation.
Our results showed that when a pattern is presented at increasing durations, the response strength will increase. When only the spike count was used as the measure of the response, pattern and duration did not interact for most ( 15 out of 19) neurons. This lack of interaction means that the difference in the strength of the responses for two neurons remains nearly constant, and if the duration of the stimulus were known, the effects of changing the duration could be subtracted off. However, it is only for duration and pattern that this procedure could work, and then only for the response strength, because of the interactions among the other combinations of stimulus features and output measures.
Pattern vs luminance-combinations
The use of awake monkeys limits the total number of stimulus presentations that can be made while recording from one neuron. To learn as much as we could about the effects of changing the luminances without abandoning the investigation of the simultaneous effects of pattern and duration, we chose four luminance-combinations that covered a wide range (>3 log units). The patterns varied widely in both contrast and mean luminance. Thus, when changing from one of our luminance-combinations to another, both contrast and mean luminance changed simultaneously. If neither mean luminance nor contrast interacted with pattern, simultaneous changes in both also would not have shown interaction effects. However, our results showed strong interactions between pattern and luminance-combination.
Therefore, no matter what representation for luminance is chosen, any model that accounts for the responses to stimulus patterns under different lighting conditions must account for this interaction with the appropriate nonlinearity.
Previous studies
Other studies have addressed some of the same issues that we have here. Although the experimental conditions were different, e.g., use of anesthetized cats stimulated with drifting sine wave gratings, many of our results are consistent with the results of the previous studies. Sclar and Freeman GAWNE, RICHMOND, AND OPTICAN (1982) found that orientation selectivity was largely independent of stimulus contrast. However, they also found that increasing the contrast of a sinusoidal grating could have opposite effects on optimally and nonoptimally oriented stimuli, i.e., that the effects of changing the contrast are different for different patterns. Chao-yi and Creutzfeldt ( 1984) found that neither the optimal orientation of individual neurons nor the variability showed a systematic dependence on changes in contrast. They dismissed the potential importance of these results with the explanation that ". . . even if some individual neurons may show certain nonlinearities, these are obviously averaged out." In another study, Skottun et al. (1986) found that shifts in the peak of the spatial frequency tuning function with changes in contrast varied considerably from cell to cell. However, these effects averaged out over their whole sample, and these investigators did not attach much importance to the apparent interactions. There is, as yet, no evidence that such averaging takes place in the nervous system, suggesting that it is premature to dismiss the potential importance of such interactions.
Some psychophysical studies have investigated the perceptual consequences of interactions between the same stimulus parameters we studied. Unfortunately, the simple relationships that have been derived, e.g., the Bunsen-Rostoe law and Bloch's law, are not applicable to our neuronal data because the relationships do not cover the stimulusparameter ranges that we used in our experiments. The Bunsen-Roscoe law states that the threshold for detecting a stimulus, given a particular level of background luminance and stimulus size, is equal to the product of stimulus duration and luminance for durations under 100 ms (Barlow 1958) . However, this phenomenon deals only with detecting stimuli at threshold and is therefore not relevant to this experiment. The related Bloch's law deals with stimuli above threshold. It states that the perception of a stimulus is solely a function of the product of duration and luminance. However, this effect only holds true for very short durations, typically on the order of 5 16 ms: for longer durations the relationship does not hold (Kelly 196 1). Because the shortest duration used in this experiment was 33 ms, Bloch's law also does not apply to the results of this experiment.
Interpretation
Many different combinations of stimulus parameters can result in the same neuronal response, raising the problem of how the nervous system can extract information about visual stimuli from such inherently ambiguous responses. The ANOVA, by showing that the effects of one stimulus parameter on a neuronal response depend upon the values of the other parameters, shows that information about one stimulus parameter can not in general be calculated by simply subtracting the effects of the other parameters, as could be done in a linear model. The transmitted information is greatest when the response is considered to be a message about combinations of stimulus parameters, but it is not appreciably different from the sum of the information calculated for each parameter separately. Thus, despite the interactions among different stimulus parameters on a neuronal response, information about the individual parameters is preserved in the response of a single neu information about different stimulus parameters .ron. foun The .d in the response of a single neuron could be kept together or filtered out by other neurons or visual areas as needed. The approach used here could be applied to subsequent areas in the visual system to determine whether the information about multiple stimulus parameters has been kept together or filtered out.
