Abstract The observer-based robust fault detection and optimization for a network of unmanned vehicles with imperfect communication channels and norm bounded modeling uncertainties are addressed. The network of unmanned vehicles is modeled as a discrete-time uncertain Markovian jump system. Based on the model, a residual generator is constructed and the sufficient condition for the existence of the desired fault detection filter is derived in terms of linear matrix inequality. Furthermore, a time domain optimization approach is proposed to improve the performance of the fault detection system. The problem of detecting small faults can be formulated as an optimization problem and its solution is given. For preventing false alarms, a new adaptive threshold function is established. The combined fault detection and optimization algorithm and the adaptive threshold are then applied to a network of highly maneuverable technology vehicles to illustrate the effectiveness of the proposed approach.
Introduction
A great deal of attention has recently been devoted to the area of autonomous unmanned multi-vehicle systems, such as unmanned aerial vehicles (UAVs), autonomous underwater vehicles (AUVs), unmanned ground vehicles (UGVs), spacecraft formation flight, etc. [1] [2] [3] [4] [5] [6] However, only a few results have been developed on fault detection (FD) of a network of unmanned vehicles. Three different FD architectures which are named as centralized, decentralized and semi-decentralized are presented for a network of unmanned vehicles. 7 A distributed fault diagnosis scheme is applied to multi-robots formation. 8 A fault detection and isolation (FDI) algorithm is presented for spacecraft formation flight in deep space. 9 Although the results obtained in these papers are very encouraging, they do not consider the modeling uncertainties of unmanned vehicles and the performance of FD systems, such as FD speed and small FD capability.
So far, there are fruitful results on FD for uncertain linear time-invariant (LTI) systems. [10] [11] [12] These promising results cannot be used directly in the FD of a network of unmanned vehicles with imperfect communication channels, because the network of Assumption 2. The channel coding is ignored and the data packet will be either received and decoded successfully at the cluster FDO unit or totally lost.
Assumption 3. If a data packet has a delay larger than T seconds, then it is discarded and treated as a dropped data packet which is not re-sent.
Assumption 4. The number of bits in each data packet is relatively large and hence the quantization effects of the network are ignored.
Consider a network of Nv homogenous vehicles where each vehicle dynamics is given by the following discrete-time linear model: ð1Þ where x i 2 R n ,u i 2 R m and z ij 2 R p denote the state of the ith vehicle, the control input, and the state measurement relative to the other vehicles, respectively. d i ,d j 2 R q are the external disturbances belonging to L 2 [0,1), and m il (k) is the fault mode to be detected which is associated to the lth actuator in the ith vehicle. The fault signature L l denotes a fault in the lth actuator of the vehicle which is the lth column of B. The real matrices A; B; L l ; B [1, Nv] ni denotes the set {i 1 
For convenience of analysis, the modeling uncertainties for each vehicle are not considered in Eq. (1). We will consider the whole modeling uncertainties for the entire cluster model in Eq. (5).
Remark 1.
The fault modes together with the fault signatures may be used to model the effects of actuator faults, sensor faults and system faults on the dynamics of the system. 17, 18 Following the similar steps and procedures as in Ref. 19 , it can easily be known that sensor faults and system faults can also be modeled and represented as actuator faults.
In this paper, we propose a distributed architecture 13 for the FDO algorithm where the vehicles in the network are partitioned into different clusters and all the vehicles information in each cluster are sent to the cluster FDO unit which is located in one of the vehicles in that cluster. The FDO algorithm is designed separately for each cluster. Consider the ith cluster with a vehicles and let M i = {i 1 ,i 2 ,. . .,i a } denote the indices of vehicles in the cluster. The vehicles in each cluster and their neighborhood sets together form a directed graph which is weakly connected, 13 where each node represents a vehicle and an arc leads from node i j to node i k if i k 2 N ij . Without loss of generality, it is assumed that the i 1 th vehicle has the largest neighboring set and the FDO unit of the ith cluster is located in this vehicle. Therefore, the cluster can be represented as follows:
From the assumptions 1-4, we can know that the quantization and data corruption effects of the network with imperfect communication channels are ignored and a network induced delay of less than T does not affect the performance of the FDO algorithm. Therefore, only data packet dropout effects are considered in this paper.
In order to describe the data dropout for the communication channels, a discrete-time Markov chain k(k) taking values in the finite state space C = {1, 2,. . ., a} is introduced, where k(k) = 1 denotes that the measurements of all the communication channels at time k arrive correctly, while k(k) = j, j " 1, j 2 C implies that the measurements u ij ðkÞ and z ij (k) are lost. p = [p jl ] is the stationary transition probability matrix, where
Remark 2. Without loss of generality, we assume that only one data dropout is allowable at each time instant. The assumption only limits the number of system modes to a, which can be easily relaxed by considering multiple data dropouts and increasing the number of system modes.
When the current information (z ij (k) and u ij ðkÞÞ of the i j th vehicle does not arrive correctly (k = j, j " 1), the FDO unit uses available relative measurements from the other vehicles and the last available control input signal u ij ðk À 1Þ. In other words, if u a ij ðkÞ denotes the i j th vehicle control input signal information that is used by the cluster FDO unit, then According to the above analysis, the entire cluster can be modeled by the following MJS: 
Without loss of generality, it is assumed that only one actuator fault occurs, for example, m i 2 1 ðkÞ ¼ 1. Considering the modeling uncertainties, then system Eq. (4) can be written as the following MJS:
DA and DB are real-valued matrix functions representing normbounded modeling uncertainties and satisfy DA DB
; where E 1 ,F 1 ,E 2 ,F 2 are known real constant matrices of appropriate dimensions, and R 
wherexðkÞ is the state estimation vector of x(k), and L i,k the filter's gain matrix to be designed. Set eðkÞ ¼ xðkÞ ÀxðkÞ, and then the FD system is governed by
T ; the overall augment FD system with modeling uncertainties is given as
After the above manipulations, the robust FD problem can be further converted to find a series of filter gain matrices such that the system Eq. (8) is asymptotically stable 20 and the H 1 performance index c is made as small as possible in the feasibility of sup wðkÞ-0
For improving the performance of the FD system Eq. (8), a time domain optimization approach is adopted. Let 21 where matrix V k (z) is called the post-filter 14, 21 and index s is the order of V k (z). Then the residual evaluation function can be selected as follows:
where b denotes the detection window. Then the faults can be detected by comparing the residual evaluation function J(k) with a threshold J th , according to the following logic JðkÞ > J th ) Fault detected
Remark 4. Note that the threshold J th in Eq. (11) is the minimum threshold that prevents false alarms and the adaptive threshold which will be shown in Section 3.2.
Output tracking controller design
In this section, the robust FDF design problem of system Eq. (6) and a time domain optimization of FD system Eq. (8) will be discussed.
Robust fault detection filter design
To finish the robust FDF design based on the system Eq. (8) with norm-bounded modeling uncertainties, there is the following Lemmas which will help us in deriving the gain of the FDF Eq. (6).
Lemma 1.
22 Consider system Eq. (8) and let c > 0 be a given scalar. If there exist matrices P i > 0 and G i , "i 2 C such that
holds, then the system Eq. (8) is asymptotically stable with an H 1 performance index c, where P i ¼ P j2C p ij P j , and asterisk (*) denotes a term that is induced by symmetry in symmetric block matrices.
Lemma 2.
23 For any matrices M, N and F(k) with F T (k)F(k) 6 I, and any scalar e > 0, the following inequality holds:
Based on the above Lemmas, the following Theorem provides sufficient conditions for the existence of an admissible H 1 FDF with the form of Eq. (6).
Theorem 1. Consider system Eq. (8) and let c > 0 be a given scalar. If there exist matrices P 1i > 0,
hold, then the system Eq. (8) is asymptotically stable with an H 1 performance index c, where
Moreover, the filter gains of an admissible H 1 FDF with the form of Eq. (6) are given by
Proof. Consider system Eq. (8) with norm-bounded modeling uncertainties and assume the matrices P i ,G i and P i ; 8i 2 C in Lemma 1 to have the following forms:
Define matrix variables K i = X i L i,k , "i 2 C, then we can readily obtain the following inequalities by replacing e A i;k ; e B i;k ; e C i;k ; e D i;k ; P i ; G i ; P j into Eq. (12):
6 I is the unknown matrix representing the time-varying modeling uncertainty, so Eq. (16) can be rewritten as
where
According to Lemma 2, Eq. (17) holds if and only if the following inequalities are satisfied for any e 1 :
Then based on the Schurz complement, we can obtain the following inequalities: 
where T 1 ,T 2 ,T 3 ,T 4 ,T 5 ,T 8 ,T 9 are defined as Eq. (15), and
Following the similar steps for modeling uncertainty DB, it can easily obtain the LMIs Eq. (14), namely, if Eq. (14) holds, the system Eq. (8) 
Remark 6. In Theorem 1, we assume that the stationary transition probabilities of the Markov chain are completely known. Obviously such an assumption is quite restrictive since all or parts of the elements in the transition probabilities matrix are hardly or costly to obtain. This assumption can be easily relaxed by using the similar method as in Ref. 22 .
Adaptive threshold determination
From Section 3.1, the residual signal r(k) is obtained, and then the modified residual signal n(k) can be generated by using r(k) (21) and the definition of n(k), we can rewrite n(k) in the following compact form 14 :
where 
In principle, the selection of index s which is the order of the post-filter V k (z) is arbitrary. Considering the computational complexity of on line implementation, we set it equal to (a À 1)n in this paper.
For convenience of analysis, we can rewrite Eq. (22) as
From Eqs. (10) and (23), the threshold can be determined as
It should be pointed out that the threshold defined in Eq. (24) is the minimum threshold that prevents false alarms. It follows from Eqs. (22) and (23) where
It is evident that the equality in Eq. (38) holds true only if
and are equal to the eigenvector of matrix (
According to the definition of f mmin , we finally have
Thus, we can know that the objective of optimizing system Eq. (8) is reduced to finding matrix V k at each time instant that solves the following optimization problem
Next, we give the following Lemma that plays a key role in deriving the solution of optimization problem Eq. (41).
Lemma 3.
14 Given matrices H,P of appropriate dimensions, then the optimal solution X for optimization problem min
and furthermore min
where H + denotes the pseudo-inverse or Moore-Penrose inverse of matrix H. 
For deriving the solution of problem Eq. (46), at each time instant, we set
and substitute it into Eq. (46)
where X 1,k 2 R d·d and rank(X 1,k ) = d, and X k is arbitrarily selectable. Note that
and the equality holds true if and only if
Thus, we finally have
Using Lemma 3, we can obtain
Hence, the optimal solution V Ã k for Eq. (30) is given by
Furthermore, substituting V Ã k into Eq. (41) leads to Eq. (45). This completes the proof.
Remark 9. Note that if H f,k is a full rank square matrix which is a special case that is often met, we have
Remark 10. From Theorem 2, it can be easily known that min
This is the perfect FD, 14 which also means a full decoupling of residuals from the disturbances and parameter uncertainties.
Summary
The following Algorithm 1 summarizes the essential parts of this section and the approach proposed above for the FD system design. Now, consider the stationary transition probability matrix, we can generate a possible evolution of measurement modes over network with data packet dropout as shown in Fig. 2 . Based on the path in Fig. 2 , the simulation results without optimization and with optimization are presented for the constant actuator fault m i 2 1 ðkÞ ¼ 0:8 in Fig. 3 , respectively. Obviously, it can be seen from Fig. 3 that the FD systems with optimization can detect the smaller faults and need fewer time steps than the FD system without optimization.
If there are no data packet dropouts in the network, then the measurement modes are always k(k) = 1, which also means the perfect communication channels. The FD system Eq. (8) is reduced to uncertain LTI system. Accordingly, Fig. 4 show the simulation results under the same conditions. Comparison between Figs. 3 and 4 indicates that data packet dropout degrades the performance of FD systems.
To assess the detecting performance for the actuator faults, three methods (our FDO method, the FDI method in Ref. 13 and the FD method in Ref. 22 ) are tested separately with DA ¼ 0 and DB ¼ 0. Based on the path in Fig. 2 and the adaptive threshold J th , the time steps N d for the FD and the minimum detectable faults f min can be obtained by 100 times simulation and given in Table 1 . It can be found from Table 1 that our FDO method has a better performance on FD speed and small FD capability than other methods. 
