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Abstract
The modern power grid is increasing in size and with that becoming more complex.
The recent evolution of grids has made an impact on power system planning studies
and analyses. On the other hand, the developments in the field of complex networks
and the range of application areas have allowed their extension to the field of power
systems. The application of complex network-based analysis on power system networks
has been helpful in solving many long-standing challenges.
This research focuses on presenting the underlying foundation of structural analysis of
power system network. The structural analysis of power systems is an important ap-
proach and has the ability to address various issues, particularly, dynamic and transient
real-time issues and identification of critical components. Steady-state, dynamic and
transient power system models may differ with change in applications when analyzed
from an electric circuit theory perspective, however they demonstrate an embedded
consistency from a structure perspective. To this end, Chapter 2 gives a primer on the
concept of distance in power system networks from different perspectives.
The research highlights the key features of structural analysis in order to allow the use
of only structure information for various analyses in power systems. This is highlighted
in Chapter 3 through port-Hamiltonian formalism. Further the basis of the newly
developed structural analysis is introduced and described in Chapter 4. Next, using
the electric circuit foundation of structural analysis for power systems from network
perspectives, in Chapter 5, the underlying similarity in various networks is identified.
This chapter also highlights the key structural features such as decoupling of state
variables from structure parameters, connection information and link strength.
The research also highlights the use of network methodology in analyzing power system
networks. The importance of link strength, determined by the weights of the links con-
necting the nodes is highlighted by with associating electrical power network parameters
xi
with the structure information. This allows us to derive the network topology of the
system and then do the analysis on structural information.
Based on the insights obtained from the preceding chapters, Chapter 6 and Chapter 7
show the evidence of the use of structural analysis for addressing long-standing problems.
Power system restoration is one such area, where a solution is presented solely based
by applying complex network techniques to obtain the solution. Further, the network-
based electrical distance parameter is used to address the issue of complexity of analysis
involved in making economic and dispatch decisions. These applications demonstrates
how structural analysis from a networks perspective helps in bridging the gap between




The last few decades have witnessed expansion of modern power systems in terms of scale
and with that added complexity. With climate change in mind, the developments in
the area of renewable energy have increased. Also due to various economic and political
reasons, the modern power system has become more complex with distributed generation
and load centers. These recent changes have also made an impact on planning studies
and power system market analyses. With such enormity of scale, conventional studies
based on full model representations are proving to be computationally challenging.
At the other end of the spectrum, a new movement of interest and research has evolved
in the study of complex networks, i.e. networks whose structure is irregular, complex
and dynamically evolving in time such as power grids, communication networks, biolog-
ical networks, social networks, etc. Investigating dynamics in such complex networks
requires an understanding of the interaction between network topology and specific do-
main constraints. For example, the study of power grids requires basic circuit laws,
relating voltages and currents, to be incorporated along with the network topology.
One such illustration of topological representation of a complex power system network
is shown in Fig. 1.1.
Structural analysis of a power system networks as an approach has been given emphasis
in analyzing and addressing various issues related to the operation of power grids. The
analytical foundation of structural analysis is based on power system representation
from various perspectives, such as steady-state, electromagnetic transient and electro-
mechanical dynamic perspectives. These types of models, which from an electric circuit
theory perspective may differ with change in applications, demonstrate an embedded
consistency from a structure perspective and suggest possible solutions. Given the re-
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Fig. 1.1: One-line diagram and topological representation of a power system [1]
quirements from optimal objectives of planning or operation, the overarching goals of
this thesis has been to reduce the complexity of analysis in modern power systems in-
cluding economic, political and environmental factors. The simplified electrical network
analysis is the pressing need for utilities and network operators to make informed dis-
patch decisions across power network interconnections. Such incorporation of domain
specific information can result in simplified analysis, the significance of which has been
shown in this thesis. As a result, the long standing gap between power system and
complex network analysis can be seen to be closed down and bridged. The evidence of
this is illustrated in this thesis with various applications dealing with the current issues
related to the structural analysis of power systems.
1.1 Motivation
The network structure aspect of power grids has received a fair amount of attention
in the network science and complex system literature. For example, the characteristic
path length has been measured in [10] which resulted in determining clusters in power
grids, and exhibits similarities to “small-world” network models. A number of studies
measure the degree distribution of various power grids with some reporting exponential
[11, 12] and others reporting power-law/scale-free degree distributions [13, 14]. It is
2
evident that different countries or regions require different topological structures for the
study of their respective power grids. But even different analyses of identical grids,
for instance, the Western Interconnection transmission system in the U.S., have yielded
different structural results [13, 14]. Such varying results and analyses along with the
practical issues stated in the following paragraphs have provided the motivation for the
work presented in this thesis.
Though historically negligible and infrequent, power system outages across the U.S.
for the last 15 years are on the rise at an alarming rate [15]. The outages are mainly
caused from disruptions on the transmission system, both in terms of the duration and
frequency of outages. This becomes one of the most critical scenarios in modern power
system. In such a situation, the pressing need is to be able to quickly restore the system
to an optimal operating configuration such that it can be re-synchronized to the grid.
The complexity of the power system requires such restoration process to be subject
to steady state and dynamic constraints of the network including those related to the
generation, transmission and distribution, and load.
While not very frequent, any damage to the transmission system can result in major
power outages that can affect large numbers of customers and can cause major economic
disruptions [16]. Power system operators have to deal with the most important task of
system restoration following a disruption. The formalism of a restoration process can be
highly complex involving a large number of generation, transmission and distribution,
and load constraints. Such complexities warrant the operators to employ off-line solution
plans to re-synchronize the newly formed islands post disruption. Therefore in practice,
power system restoration should be achieved optimally according to different objectives
such as maximizing generation capacity and quickly re-energizing major transmission
corridors in order to minimize the impact of blackout and recover the load.
In addition to the issues related to the restoration of power systems, the complexity
of interconnection has always been a constraint for network operators for power mar-
3
ket analyses and economic dispatch decision making. Due to economic, political and
environmental reasons, the degree of interconnections in modern power systems has in-
creased which makes the electrical market analysis involving power exchange complex
[17]. The analysis can be computationally challenging especially when a full AC im-
plementation approach is used [18]. As compared to the full AC analysis, a simplified
analysis of the network can be done by using full network DC power flow model [19].
But due to the enormity of the power systems, full network DC analysis still remains to
be computationally taxing. As an alternative, various network equivalence models have
been used to analyze the electricity market [18, 20].
The work presented here is motivated by the need of analyzing the power system net-
works from structural perspective in a more efficient manner. The results will provide
a better understanding of the significance of structure parameters along with the be-
havior under different operating conditions. The outcomes will also allow us to solve
long-standing problems of power system networks that have not been efficiently solved
using conventional methodologies. Further in a broad spectrum, the work allows us to
bridge the gap between traditional power system analyses and complex network theory.
1.2 Objective and highlights of the work
The thesis mainly deals with the electric circuit foundation of structural analysis for
power systems from a networks perspective. The focus is on the identification and
interpretation of electrical distance measures that incorporate system topology with
power systems considerations. The main objective is thus the identification of key
features of structural analysis in order to allow the use of only structure information
for various analyses in power systems. This highlights the dominating influence of the
structure. The thesis also highlights the use of network methodology in analyzing power
system networks. The other objective is to use the methodology in existing problems
of power system restoration followed by introduction of an electrical distance measure
4
which is used in equivalencing of power system networks.
Using the structure information combined with network methodology are shown to pro-
vide solutions to long-standing problems that have not been efficiently solved using
conventional methodologies. This is one of the motivation for this work. The investiga-
tion of various electrical distance measures done in the thesis highlights the differences
in scope of each measure. The study is directed towards uncovering the underlying
similarities which is provided by port-Hamiltonian formalism and is reflected in the
structural analysis covered in the thesis.
Next, structural analysis from networks perspective is utilized to address the power
system restoration issue. The power system structure information is utilized and net-
work topology is generated. At this point, for further analysis, the thesis is aimed
at utilizing only network methodologies to obtain the solution to system restoration.
The link strength between two nodes is used as a parameter for identification of criti-
cal components along with approximate dynamic programming to reduce the solution
space. Compared to the conventional methodologies, the network-based method aims
to highlight how the simplified methodology addresses the system restoration problem
in large-scale power systems. This is illustrated by development of system restoration
plans on large-scale power systems.
Another application is in the area of network equivalencing to reduce the complexity
of the interconnected network and thus simplify analyses. This is illustrated with the
introduction of electrical distance measure which is based on the network connection
information.
Further the results of these applications are presented. These applications demonstrate
the use of structural analysis from a network perspective helps in bridging the gap
between power system and complex network analyses.
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1.3 Publications
Some results of this thesis have already been published and the details are given below.
Chapters 3 and 5 describes the contents of [5]. The results in [1] and [4] are discussed in
Chapter 7 and the fundamental study is published in [3]. The main content and results
in Chapter 6 are described in [2] and [6].
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CHAPTER 2
Primer for distance from different perspectives
The power grid has been evolving ever since its inception and is mainly driven by
economical and societal demands. Historically, the electric power grid has evolved to
meet increasing electricity demand. For example, in the United States, the energy
consumption has risen from 10% of the energy consumption in 1940 to 40% by 2002.
This evolution has also affected the electrical power grid size as well with demands
ranging from big load centers such as cities, towns etc. to isolated areas with loads
spread few and far between. This evolution of the electrical power grid has made it an
interconnected complex network. The electrical power grid faces different requirements
and challenges, such as its organization, its technical ability to meet increasing electricity
needs, and its capacity to increase efficiency without diminishing reliability and security.
In order to analyze such network with electrical properties, this chapter discusses the
concept of distance in an interconnected system from different analytical perspectives.
2.1 Distance from networks perspective
The concept of graph distance, also known as geodesic distance, in simple connected
graphs (introduced in [21]), is defined in [22] and further used in [23, 24, 25]. It has two
variants:
1 The simple one considering only the number of edges;
2 The weighted one having a “length” for each edge.
Distance dG(u, v) between two vertices u, v of a graph G is defined as the length of
the shortest path between u and v in G. A path in a graph is a sequence of distinct
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vertices, such that adjacent vertices in the sequence are adjacent in the graph. For an
unweighted graph, the length of a path is the number of edges on the path. For an
(edge) weighted graph, the length of a path is the sum of the weights of the edges on
the path. The distance function is a metric on the vertex set of a (weighted) graph G.
In particular, it satisfies the triangle inequality:
dG(u, v) ≤ dG(u,w) + dG(w, v)
for all vertices u, v, w of G. This follows from the fact that, if we want to get from u
to v, then one possibility is to go via vertex w.
The average distance of a graph G = (V,E) of order n, denoted by µ(G), is the expected








Further, considering a finite directed graphG with a directed edge e having an associated
length w(e), the authors in [26] consider the measure of distance between two vertices
vi and vj defined by (2.2).
dij = min
P (vi,vj)
w(P (vi, vj)), (2.2)
where P (vi, vj) ranges over all directed paths from vi to vj and w(P (vi, vj)) represents
the sum of all edge-lengths in P (vi, vj). This assumes that the graph G is strongly
connected or di,j always exists where di,j is the (i, j)th entry of the distance matrix
D(G) of G.
Considering a strongly connected graph G which is divided into various blocks Gi. In
[27], a relation given in (2.3) between the ratio of determinant and co-factors of graph
G and sum of corresponding determinants and sum of co-factors of the blocks of graph










where det{D(G)} and det{D(Gi)} are the determinants of graph G and block Gi respec-
tively while cof{D(G)} and cof{D(Gi)} represent the respective co-factors of graph G
and block Gi of the graph. Note that the determinants and co-factors of the Laplacian
matrix to be defined later.
2.1.1 Networks perspective
The resistance distance of a graph, because of its structural meaning, has become a
useful tool to analyze structural properties of graphs, or more generally of networks.
In this context, a network is a connected graph in which each edge has been assigned
a positive value, named the conductance of the edge. In contrast with the standard
geodesic distance, defined as the length of the shortest path between vertices, the re-
sistance distance takes into account all paths between vertices. The high sensibility of
this metric with respect to small perturbations, makes it suitable to compare different
network structures.
The identification of effective resistance as distances is done in [28]. The resistance dis-
tance R(G), of a connected undirected graph G = (V,E) with vertex set V = 1, 2, · · · , N





where Rij is the effective resistance between vertices i and j as computed with Ohm’s law
when all the edges of G are considered to be unit resistors. The quantity Rij is shown in
[28] to be a distance function on the set of vertices, and it is introduced together with the
index R(G) as an alternative to the usual graph theoretical distance. The indexing is so
done that the resistance distance can be compared with that of conventional graphical
distance. Resistance distance R(G) is also called Kirchhoff index of G.
The properties of resistance distance are discussed in [29] and further [30, 31, 32] present
the applications of resistance distance in a network along with various indices such as
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Kirchhoff index and Wiener index.
2.1.2 Topological perspective
2.1.2.1 Centrality measure-based index
The authors in [33] builds resistor networks by representing each link by a 1Ω resistor.
For each network, the resistance matrix is calculated, which is essentially equivalent to
the admittance matrix for an equivalent electrical network. The resistance matrix R,
defines a relationship between voltages and currents, as shown below.
∆V = R∆I. (2.5)
From this, the ratio of different elements in R matrix can be calculated and assessed.





The elements of S, describe the extent to which a state change at location k will affect a
similar change at location l. Essentially this matrix tells the extent to which information
flowing through the system will propagate through each network, or conversely, the
extent to which information can be contained within a small area.
The weighted degree distributions along the topology of a network is discussed in [34]
where the weights are based on the physical capacity constraints of the paths for a
system. The degree distribution as a centrality measure is used in various domains
ranging from non-linear science, mechanics, medicine, social networks, engineering etc.
[35, 36].
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2.1.2.2 Connectivity distance-based index
While electrical distance does not perfectly represent all of the ways in which components
in a network connect, it is a useful starting point for structural analysis. There are
numerous variant measures of electrical distance, but one of the simplest is the absolute
value of the inverse of the system admittance matrix as described in [37] and shown
below
E = |Y −1|. (2.7)
This electrical distance matrix, E with elements eab, gives the relation between voltage
and current changes for every node pair ab. The impact of voltage and current changes
for a node with respect to the other nodes in the network can be seen as the connectivity
distance. Specifically, ea is used to define the measure of connectivity distance for node







Given the electrical distance matrix E, it is possible to rank nodes by the amount of
load/demand that is within a given electrical distance threshold. Such a measure of
distance to load enables additional insight to the electrical network structure. A similar
measure has been discussed in [33] while the concept of electrical distance has been used
in [38].
2.1.3 Remarks
The representation of distance from a networks perspective provides a unique insight
on the sensitivity of different structure-based variables. The distance as seen from a
networks perspective has been broadly divided into categories defining the proximity
of a bus on the basis of topology of the network and on the basis of actual resistance
distance.
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The resistance distance is based on electrical network theory, wherein a fixed resistor
is imagined on each edge connecting the nodes. The resistance function is defined as
a distance function. On the other hand, from a topological perspective, the aim is to
simplify the network to demonstrate the structure of the network. The ratio matrix
adds an information regarding the validity of state change across the network. The
connectivity distance is possibly the simplest measure of electrical distance based on
the admittance matrix of the network.
The distances from networks and topological perspective are studied and various indices
defining the measurements are mentioned. From the networks perspective, [28] identifies
the distance as effective resistance as shown in (2.4) which is calculated using Ohm’s law
where resistance can be defined as a sensitivity parameter. Further, from a topological
perspective, authors in [33], defines the resistance matrix in (2.5) and the ratio in (2.6).
Finally in [37], the elements eab gives the sensitivity between current and voltage changes
in (2.8). Hence it can be seen that the distance described by various methods is actually
the sensitivity depending on different parameter changes in the network.
The distances as seen from networks and topological perspectives are classified in Table
2.1 highlighting significant properties and applications.
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Similarities 1. Gives the sensitivity index of a network
2. All are based on the equivalent network impedance
Differences
Takes into account
all the paths be-
tween vertices.
Defines the effective
proximity of a state
change across the net-
work
Retains the links rep-
resenting strong elec-
trical connections irre-







Gives a new dimension
to scale-free networks
and defines the effec-
tive boundaries of any
state change
Used in creating syn-
thetic electrical net-
work topologies
2.2 Distance from power grid perspective
It is a well-known empirical evidence that electric power grids are inherently prone to
frequent disturbances of different severities. In [13], authors follow a different approach
based on the development of the science of complex networks i.e. the details of the
electromagnetic processes were neglected while focusing only on the topological prop-
erties of the grid. The aim was to demonstrate that the structure of an electric power
grid highlights important information on the vulnerability of the system. However in
order to get a more accurate measure with the changing system dynamics, the concept
of distance is discussed from a power systems perspective.
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2.2.1 Electro-mechanical perspective
With expansion and heavy interconnections, large-scale power systems can no longer
be studied in isolation. The concept of electro-mechanical distance (EMD) into area
division of dynamic equivalence for transient stability in power systems was introduced
in [2] and later pursued in [39]. In order to reduce the complex analysis and computation,
the precise mathematical models are adopted within the studying system, but for the
external systems, each coherent sub-system is subjected to dynamic equivalence which
simplifies it into small quantities of aggregate generators. EMD is a concept of evaluating
the electro-mechanical disturbance propagation between generators.
2.2.1.1 Reflection distance-based index
The definitions of subsystems within the interconnected network based on electrical
equivalencing and electro-mechanical equivalencing was introduced in 1971 by J.M. Un-
drill et.al. [40]. However as discussed earlier, the concept of EMD was introduced in
1973 by S.T.Y. Lee et.al. [2] and later discussed by Podmore [39] which suggested
a method to identify coherent groups without conducting a transient stability study.
The study used the concept of a distance measure which could be a means of assessing
the impacts of generators. It is defined in two ways: 1) electrical perspective, and 2)
electro-mechanical perspective. Electrical perspective gives the simplest distance mea-
sure which is the transfer admittance between generators and describes how closely
coupled two generators are electrically close to each other. While the admittance-based
distance is a purely electrical distance, the reflection distance is designed to measure
the dynamical effect of a generator on the stability of inner circle generators. The inner
circle is drawn around the group of generators the stability of which in response to local
disturbances is to be studied. This is illustrated in Fig. 2.1.
The reflection distance of a generator k which is in the set Ω measured with respect to
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Fig. 2.1: Interpretation of closeness of generators [2]















∆Pki in (2.10) is the change in electrical power of a generator i owing to a small change
in the angle of generator k. Also Rd(k) in (2.9) can be defined as the inverse distance
in the sense that the bigger it is, the closer is that generator to the inner circle. φ is the
set of inner circle generators, and Ω is the set of all generators outside the inner circle.
In (2.10), ∆δk is the change in power angle of the generator k and is caused by a fault







where ak is the acceleration of generator k at the instant of fault, however it does not
change much during the short duration of fault.
The reflection distance measure can be interpreted as the synchronizing force between a
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generator close to a fault and the generator whose distance is to be measured. Applying
this to generators existing in the network, a relative distance can be measured with
respect to the location of fault. Generators showing the same response are coherent
generators and hence can be grouped together.
2.2.1.2 Coherency-based index
The coherency-based technique is introduced in [41] which is based on the property
of equal acceleration for coherent machines. The concept of coherency is discussed
in various studies such as [39, 42, 43] which focuses on the dynamic equivalence of a
network. In an operating condition, two generators are said to be coherent if their
angular difference is constant within a certain tolerance limit, ε, over a certain time
interval. For the two machines i and j
|δij − δsij| ≤ ε.





For a machine i, the dynamic equation is
Mi∆δ̈i = ∆Pm,i −∆PG,i. (2.13)
After simplifying, the relation is of the form
[M ][∆δ̈] = [M ]−1[Y ][∆δ]. (2.14)
Here [M ]−1[Y ] is the Jacobian matrix J . This method compares only the elements of







where the term |jij − jji| can be taken as a measure to estimate the relative variation
between ∆δi and ∆δj. When the moments of inertias Mi and Mj are equal, then β = 0,
which means that the machines are perfectly coherent.
2.2.1.3 Electro-mechanical distance-based index
The EMD between two machines is defined in [44] as a measure of the maximum angular
movement between the machines during the transient period. A logical measure of the
electro-mechanical interaction between a pair of machines during the transient period
could be the synchronizing power flow or the maximum angular deviation. The EMD












The elements pil, qil and sil represent the amplitudes of the complex modes and the real
modes, respectively corresponding to ∆δin. A measure (the Euclidean norm) of such
amplitudes for all the modes is taken and defined as the EMD. Thus the EMD din reflects
the maximum angular excursion between the generator i and the reference generator n.
Similarly, the EMD between generators i and j is derived from the expression (∆δin −










Based on dij, the coherent generators can be included in a single area depending on
the threshold for that network such that the power system is decomposed into several
regions. The distance measure under transient conditions is discussed in [2, 41, 45]
under different scenarios and assumptions.
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2.2.1.4 Composite EMD-based index
EMD is a concept of evaluating the electro-mechanical disturbance propagation between
generators. Since EMD is a relative index to evaluate the propagation of dynamic phe-
nomena associated with a given disturbance, its definition varies with different condi-
tions. According to the basic definition of EMD, the concept of composite EMD was
presented in [46, 47]. The application scope of EMD was also extended. It could not
only deal with some emergent situations under some given operation conditions, but also
the stability problems of a special emergent situation under different operation condi-
tions and the degree of influencing the different parts of a power system. Highlighted
in [48], the following definitions of EMD are given with a combination of these to form
composite EMD.
1 The absolute value of initial power angle acceleration (ED1i).
2 The absolute value of initial acceleration power (ED2i).
3 Transfer admittance before disturbance (ED3i).
4 Inertia constant (ED4i).









where Hi is the inertia constant of the generator at bus i and B is the susceptance
matrix which is symmetrical giving Bij = Bji. For a real power system, it is difficult
to confirm the direction of electro-mechanical disturbance propagation, so the algebraic
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(EDij + EDji). (2.20)
2.2.2 Voltage interaction perspective
A given power system can be separated into some non-overlapping voltage-control areas
comprising coherent bus groups. A set of buses can be classified as a voltage-control
area if they are sufficiently uncoupled electrically, from its neighboring areas. The
controllable reactive power in the area should be enough to master the voltage changes
at the buses in the area.
As mentioned in [38] and later used in [49, 50, 51], electrical distance measures the
voltage interactions between different buses of the system. With the usual hypothesis























Electrical distance between bus i and bus j is defined as




represents normalized voltage attenuation on bus i with respect





can be approximated by
the inverse of the system susceptance matrix [B′], which is with the rows and columns
corresponding to PV buses.
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2.2.3 Steady state perspective
2.2.3.1 Reactive Power support capability-based Index (RPSC)
In [52], an index is proposed to estimate the reactive power support capabilities that
load buses can obtain from generation units in a power system by using the reactive
power capacities of generation units and the electrical distances between load buses and
generation units. The electrical distances between loads and generation units can be
derived based on reactive power equations. In a power system with Ng generation units






Gijsin(δi − δj)−Bijcos(δi − δj)
]
,
i = 1, . . . , Ng +Nd,
where Vi and δi are the voltage magnitude and angle of the ith bus respectively; Gij
is the real part of the negative of the branch admittance between buses i and j; Gii
is the sum of real parts of all branch admittances connected to the ith bus; Bij is the
imaginary part of the negative of the branch admittance between buses i and j; and
Bii is the sum of imaginary parts of all branch admittances connected to the ith bus.









where BGG, BGD, BDG and BDD are the sub-matrices in the susceptance matrix, which
is the imaginary part of the bus admittance matrix.
Therefore the electrical distances between loads and generation units can be presented
as






and the elements (i, j) of D (i.e. |dij|) represents the electrical distance between the
jth load and ith generation unit. The larger |dij| means jth load and ith generation unit
are electrically closer. Furthermore, |dij| is also the reactive power distribution factor,
which indicates the reactive power that ith generation unit distributes to the jth load
when a unit of reactive power change occurs at the jth load. A larger |dij| means that
the ith generation unit distributes more reactive power to the jth load than the other
generation units when a unit of reactive power change occurs at the jth load. Different
techniques related to reactive power monitoring and calculations with respect to voltage
stability criterion had been investigated in [53, 54, 55, 56].
2.2.3.2 Relative electrical distance-based index
The method presented by authors in [57] is used for allocating transmission transaction
charges among users in transmission services for various combinations of power con-
tracts. The method allocates the transaction charges over the participants/contracts
based on the relative electrical distance i.e., the relative locations of load points with
respect to the generator points in open access. The method is based on the funda-
mentals of the impact of transactions in a transmission system which are discussed in
[58, 59, 60, 61].
The relative electrical distances (RED) is a representation of the relative locations of
load nodes with respect to the generator nodes and is given by [RLG].




and YLL and YLG are partitioned portions of network Y -bus matrix obtained from the









where IG, IL and VG, VL represent complex current and voltage vectors at the generator
nodes and load nodes.
The elements of [FLG] matrix are complex and its columns correspond to the generator
bus numbers and rows correspond to the load bus numbers. This matrix gives the
relation between load bus voltages and source bus voltages. It also gives information
about the location of load nodes with respect to generator nodes that is termed as
relative electrical distance between load nodes and generator nodes.
2.2.3.3 Generation shift factor-based index
When performing power market studies, the most accurate approach would be to model
the transmission system using a full AC implementation, including the impacts of all
germane contingencies. However, for a large network this can be computationally pro-
hibitive for long-term market simulations. The use of DC power flow model reduces the
computation drastically. In [62, 63, 64, 65], the authors use the concept of GSF in order
to define the proximity of a bus to a tie-line.
GSF is defined by the change in power flows on a line due to the change in the injection
at a generator bus, and a corresponding withdrawal at slack generator. GSF is based
on change in phase angles with respect to bus injections and change in line flows with
respect to phase angles. Hence, GSFs can be considered as the impact of bus injections
on tie-line flows. The DC load flow model in matrix form is given by
P = [B]δ,
where, P is the power vector of net injection where each element represents the individ-
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ual power injection, [B] is the susceptance matrix and δ is the vector of phase angles of
the respective buses.
GSF of tie-line ab with respect to bus i can be calculated using elements of inverse of





where gab,i is the GSF of tie-line ab with respect to bus i, X̄a,i and X̄b,i are the elements
of inverse of susceptance matrix and xab is the reactance of tie-line ab.
2.2.4 Average Electrical Distance-based Index
In [66], authors present a novel technique to define the distance of a bus from a tie-
line which is used in clustering the buses to reduce the computational effort required
for market analysis. As compared to the full AC analysis, a simplified analysis of the
network can be done by using full network DC power flow model. But due to the scale
of power systems, full network DC analysis still remains to be computationally taxing.
As an alternative, various network equivalence models have been used to analyze the
electricity market where the buses are aggregated on the basis of electrical distances.
Average Electrical Distance (AED) is defined as the average of electrical distances from





where dab,i is the AED of a bus i from a tie-line ab and Zth,ai is given by
Zth,ai = Zaa − 2Zai + Zii. (2.31)
Electrical distance between two buses is represented by the equivalent impedance be-
tween the same buses. In the equation above, Zaa, Zai and Zii are the elements of
impedance matrix of the network.
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2.2.5 Electromagnetic transient perspective
Electromagnetic transients (EMTs) are fast transients caused by switching operation
and as a result produces transient overvoltage. The property of EMTs is such that the
steady-state phasor respresentation is not possible and hence instantaneous voltage and
current variables are considered. Additionally, the initial status for voltages and currents
are steady state variables result from the power flow simulation. On the other hand,
in the case of extreme and accurate EMT models which need more than traditional
parameters, reduced and equivalent representation illustrates the main electromagnetic
behavior of a branch switching.
In the assessment of the time responses of electromagnetic transients in single or multi-
phase networks, Dommel in [67] formulated a method of solving networks by nodal
admittance matrix which was pursued later in [68, 69, 70, 71]. The formulation is based
on the method of characteristics for distributed parameters and the trapezoidal rule of
integration for lumped parameters. The method of characteristics and the trapezoidal
rule can easily be combined into a generalized algorithm capable of solving transients
in any network with distributed as well as lumped parameters. Numerically this leads
to the solution of a system of linear (nodal) equations in each time step.
Starting from initial condition at t = 0, the state of the system is found at t =
∆t, 2∆t, 3∆t, . . . until the maximum time tmax for the particular case has been reached.
While solving for the state at t, the previous states at t − ∆t, t − 2∆t, . . . are known.
With a record of this past history, the equations of both methods can be represented
by simple equivalent impedance networks. A nodal formulation of the problem is shown
below from these networks.
A solution for transients is necessarily a step-by-step procedure that proceeds along the
time axis with a variable or fixed step width ∆t. Based on this, equivalent impedance
networks are used to describe different elements in the system.
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• Lossless Line: Considering a lossless line with inductance L′ and capacitance C ′
















Considering the voltage at node m at time t−∆t remains same as that at node
Fig. 2.2: Lossless line equivalent impedance network
k at time t, the line can be seen as a two-port network. With equivalent current











Equations (2.32) and (2.33) describe the corresponding equivalent impedance net-
work. Topologically, the terminals are not connected; the conditions at the other
end are only seen indirectly and with a time delay ∆t through the equivalent
current sources Ik(t−∆t) and Im(t−∆t).
• Inductance: For the inductance L of a branch km and consider the equivalent
current source Ik,m is known for past history, which yields Ik,m(t − ∆t) between
the nodes k and m given in (2.34).






Fig. 2.3: Inductance equivalent impedance network






Fig. 2.4: Capacitance equivalent impedance network






• Nodal equations: With all network elements replaced by equivalent impedance
networks, it becomes very simple to establish the nodal equations for any arbitrary
system. The result is a system of linear algebraic equations in (2.37) that describes
the state of the system at time t.
[Y ][e(t)] = [i(t)]− [I], (2.37)
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where [Y ] is nodal conductance matrix, [e(t)] is column vector of node voltages
at time t, [i(t)] is column vector of injected node currents at time t, [I] column
vector of known equivalent current sources.
The real symmetric conductance matrix [Y ] remains unchanged as long as ∆t
remains unchanged. It is, therefore, preferable, to fix the time step width at ∆t.
The formation of [Y ] follows the rules for forming the nodal admittance matrix in
steady-state analysis.
2.2.6 Modeling of load
Stable operation of a power system depends on the ability to continuously match the
electrical output of generating units to the electrical load on the system. The modeling
of loads is complicated because of composition of each load comprising large number of
devices. It is a common practice to represent the composite load characteristics as seen
from the bulk power delivery points [72]. The load models are traditionally classified
into two major categories: static models and dynamic models.
2.2.6.1 Static load models
A static load model represents the load characteristics as algebraic function of bus
voltage magnitude and frequency at an instant [72]. The active and reactive power
components of the load can be determined on the basis of initial operating conditions
by the exponential model as shown in (2.38).
P = P0(V̄ )
a,







where P0, Q0 and V0 represents the initial operating values for each variable respec-
tively. The parameters a and b represents whether the load model has constant power,
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constant current or constant impedance characteristics ranging 0, 1 or 2 respectively.
For composite system loads, the voltage dependency is shown through a polynomial
model mentioned in (2.39).
P = P0[p1V̄
2 + p2V̄ + p3],
Q = Q0[q1V̄
2 + q2V̄ + q3].
(2.39)
This models is referred to as ZIP model since it is composed of constant impedance,
constant current and constant power components.
(a) Relationship between load current and bus
voltage
(b) Relationship between load MVA and bus
voltage
Fig. 2.5: ZIP load models [3]
The model for frequency dependency of load characteristics is obtained by including the
frequency component in the voltage dependent ZIP model and is shown in (2.40).
P = P0[p1V̄
2 + p2V̄ + p3](1 +Kpf∆f),
Q = Q0[q1V̄
2 + q2V̄ + q3](1 +Kqf∆f),
(2.40)
where ∆f is the frequency deviation (f−f0). The bus frequency f is usually not a state
variable in the system model used for analysis, therefore it is evaluated by computing
the time derivative of the bus voltage angle.
2.2.6.2 Dynamic load models
The response of most composite loads to voltage and frequency changes is fast and the
steady state of the response is reached very quickly. Hence the use of static models is
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justified for such cases. There are, however, many cases which accounts for the dynamics
of load components especially the dynamics of motors which is a significant aspect of
system loads. Induction motors form the majority of motor loads across the power
system network. Since there is no field winding in the induction motor, the cage rotor
is modeled by two coils in quadrature while the armature is modeled by d- and q-axis
armature coil. Since it does not rotate at synchronous speed, the two rotor equations
include a rotational emf term proportional to the rotor slip speed sωs. These equations
are in the form given by (2.41).
vd = 0 = Rid + Ψ̇d − sωsΨq,
vq = 0 = Riq + Ψ̇q + sωsΨd,
(2.41)
where slip s = (ωs−ω)
ωs
, Ψd and Ψq are the flux linkages.
2.2.6.3 Impact on electrical distance
The response of nearly all loads to voltage changes can be represented by some com-
bination of constant impedance, constant current, and constant power devices. It is
also important to recognize that the total active power of the motor load depends not
only on the system frequency, but also on the rate of the frequency change which is
evaluated by computing the time derivative of the bus voltage angle. Large induction
motor loads can cause relatively severe instability conditions. Contrary to the active
power, a major portion of which is consumed by load as systems are so designed and
operated, the reactive power flow depend not only on component characteristics, but
also on the network parameters between major buses and end-use devices.
2.2.7 Modeling of FACTS devices
The typical problems encountered in large interconnected transmission systems are with
respect to voltage control, reactive power control, steady state and dynamic stability
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as well as inter-area oscillations in an interconnected power system [73]. Apart from
the steady-state considerations, a sudden change in real power demand in the power
system can be observed due to rapid changes in reactive power and the corresponding
voltage variations, caused by line switching, faults, load rejection, and various other
disturbances. This rapid change in real power demand can cause some power genera-
tors to accelerate, and others to decelerate, from their steady-state synchronous speed
resulting in transients in frequency and power angle which if gets worse can result in
total loss of synchronism between the generators [74].
2.2.7.1 Static VAR systems
Static var systems are applied by utilities in transmission applications for several pur-
poses. The primary purpose is usually rapid control of voltage at weak points in a
network. CIGRE defines a static var system (SVS) as a coordinated combination of
a static var compensator (SVC) and switching capacitors and reactors [75, 76]. Com-
ponents of SVS may include thyristor-controlled reactors (TCRs), thyristor-switched
reactors (TSRs), thyristor-switched capacitors (TSCs), mechanically-switched capaci-
tors (MSCs) or reactors (MSRs).
Fig. 2.6: Static VAR system structure
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A typical SVS for transmission application is shown in Fig. 2.6. In the figure, the
system is assumed to contain one TCR and two TSCs, along with a MSC. The TCR
reactive power rating is typically slightly larger than the discrete TSC and MSC blocks
which allows continuous (smooth) control over the entire SVS rating. In the active
control range, reactive power is varied to regulate voltage according to the required
voltage regulation and the requirement of compensating reactive power in the system.
At the capacitive limit, the SVC becomes a shunt capacitor while at the inductive limit,
it behaves as a shunt reactor [77].
2.2.7.2 Variable VAR generation
The dynamic reactive compensation in a system can be achieved by addition of sup-
plementary reactive devices attached to the system. The major dynamic reactive re-
quirements are in the areas of, (1) transient stability improvement, (2) power oscillation
damping, (3) voltage support.
2.2.7.2.1 Thyristor controlled reactor: An elementary single-phase thyristor-
controlled reactor (TCR) consists of a fixed reactor of inductance L, and a bi-directional
thyristor switch. A typical TCR along with its associated waveform output is shown in
Fig. 2.7.
The current in the reactor can be controlled and varied from maximum to zero by the
function of switching thyristors using the method of firing delay angle control. This
method of current control is illustrated in Fig. 2.7, where the reactor current iL(α) and
its fundamental component iFL(α) are shown at various firing delay angles, α.
2.2.7.2.2 Thyristor switched capacitor: A single-phase thyristor-switched ca-
pacitor (TSC) is shown in Fig. 2.8. It consists of a capacitor, a bidirectional thyristor
valve, and a relatively small surge current limiting reactor. This reactor is needed
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Fig. 2.7: Basic thyristor controlled reactor and associated waveforms
primarily to limit the surge current in the thyristor valve under abnormal operating
conditions and may also be used to avoid resonances with the AC system impedance at
particular frequencies.
Fig. 2.8: Basic thyristor switched capacitor and associated waveforms
Under steady-state conditions, when the thyristor valve is closed and the TSC branch
















The TSC branch can be disconnected at any current zero by prior removal of the signal
to the thyristor valve. At the current zero crossing, the capacitor voltage is at its peak
value, V = V 2n /(n2 − 1). The disconnected capacitor stays charged to this voltage and,
consequently, the voltage across the non-conducting thyristor valve varies between zero
and the peak-to-peak value of the applied AC voltage. This is illustrated in Fig. 2.8.
Further, removal and re-connection of the capacitor may induce some transients which
can be minimized if the thyristor valve is turned on at those instants at which the
voltage across the thyristor is zero.
2.2.7.3 Static synchronous compensator
Static synchronous compensator (STATCOM) can be seen as a controllable reactive
power, which can change voltage and current waveform of the inverter through power
electronic means, and which also can improve the power quality [78]. STATCOM can be
divided into two types of circuits namely: voltage-bridge circuit and current-bridge cir-
cuits. As shown in Fig. 2.9, the main circuit of STATCOM is composed of voltage-bridge
circuit and the structure is composed of the following parts: the DC side capacitor, which
plays a role in providing voltage support; voltage source converter (VSC), which con-
stitutes self-commutating solid-state electronic switching devices such as GTOs/IGBTs.
It uses a pulse width modulation (PWM) technology to control the power electronic
switching. The primary objective of STATCOM is to obtain a harmonic free and con-
trollable three-phase AC output voltage waveforms at the point of common interaction
(PCI) to regulate reactive current flow by generation and absorption of controllable
reactive power by the solid-state switching algorithm .
2.2.7.4 Unified power flow controller
Unified power flow controller (UPFC) can be described as a combination of a static
synchronous compensator (STATCOM) and a static synchronous series compensator
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Fig. 2.9: Static synchronous compensator (STATCOM)
(SSSC). It can provide the benefits of both, shunt connected FACTS device as well
as that of series connected FACTS device and most of all it can also provide active
power flow control. The steady state power flow control using a UPFC is attained by
injecting a voltage with controllable magnitude and phase angle in series with the line
via series inverter. The UPFC injection model is derived enabling three parameters to be
simultaneously controlled namely, shunt reactive power, the magnitude, and the angle,
of injected series voltage [79, 80]. Sub-synchronous resonance mitigation in UPFC is
carried out by modulating the real power flowing through the DC link capacitor. Figure
(2.10) shows the structure of UPFC.
Fig. 2.10: Unified power flow controller (UPFC)
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UPFC along with the many benefits has limitations. For example, the real power series
voltage injection will be limited when the UPFC is operating in a STATCOM mode. As
the series transformer is in the line, the leakage reactance of the series transformer adds
to the series line impedance, which the UPFC is compensating. High and low operating
voltage limitations on the bus will limit the effective range of the UPFC.
2.2.7.5 HVDC
HVDC power transmission systems and technologies associated with the FACTS con-
tinue to advance as they make their way to commercial applications [81]. HVDC, like
FACTS, were also based initially on thyristor technology and more recently on fully
controlled semiconductors and voltage-source converter (VSC) topologies. The ever
increasing penetration of the power electronics technologies into the power systems is
mainly due to the continuous progress of the high-voltage high power fully controlled
semiconductors [82]. The current HVDC installations employ two major technologies,
(1) line commutated current source converters (CSCs) that use thyristors, and (2) Forced
commutated voltage source converters (VSCs) that use IGBTs.
Fig. 2.11: HVDC system based on CSC technology with thyristors.
In a general setting of two AC voltage sources shown in Fig. 2.13 connected via a reactor
where one voltage is generated by the VSC and the other one is the voltage of the AC
system the active and reactive powers are defined by the relationships given by (2.44)
and (2.45). The relationships are based on the fundamental frequency and assuming
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Fig. 2.12: HVDC system based on VSC technology built with IGBTs.






Vs cos δ − Vr
XL
Vr, (2.45)
Fig. 2.13: General setting of interaction of two sources.
2.2.8 Reduction of dynamic model of power system
As discussed in previous chapters and previous methods of network equivalencing using
the concept of electrical distance, a power system can be divided into internal subsystems
and external subsystems. The internal subsystem is modeled in detail while remainder
of the system is approximated in order to simplify the computational requirements. The
model reduction methods can be further divided into three groups: 1) Physical reduction,
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which requires the electrical distance parameter in order to determine the proximity from
the area of disturbance; 2) Topological reduction, eliminates certain nodes thus reducing
the size of the equivalent network; 3) Modal reduction, uses linearized models of the
external subsystem that neglects the unexcited modes.
The equivalent model is obtained using modal reduction in the form of a reduced set of
linear differential equations [83]. This type of technique is rarely used in practice as it
is difficult to achieve standardization of the technique in order to apply it to different
operating scenarios.
Topological reduction, along with physical reduction, gives an equivalent model that
retains the equivalent system elements. The topological reduction gives a good repre-
sentation of the system static performance as well as the dynamic performance during
the short time following a disturbance. The reduced model can therefore be used for
load flow analysis and transient stability analysis when disturbances occur in the internal
system.
2.2.8.1 Network transformation
Topological reduction is achieved by transforming a large network into an equivalent
smaller network by either elimination or by aggregation of nodes.
2.2.8.1.1 Elimination of nodes: It is evident from the basis of analysis of structure
of power network that the elimination of nodes from the network model must be done
in such a way that currents and nodal voltages at the retained nodes are unchanged.









The equation shown above considers all the nodes with classification such as set of
eliminated nodes given by {E} and set of retained nodes given by {R}. The eliminated
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where YR = YRR − YREY −1EEYER, KI = YREY
−1
EE , KV = −Y
−1
EEYER.
The nodal currents in the set {R} are given by
IR = YRVR + ∆IR, (2.48)
where ∆IR = KIIE.
Eq. (2.48) refers to the relationship between the currents and voltages of the retained
nodes in the reduced network. The matrix YR corresponds to a reduced equivalent
network that consists of the retained nodes and equivalent branches linking them. This
network is often referred to as the transfer network and the matrix describing it as
the transfer impedance matrix. KI gives a relation between the nodal currents from
the eliminated nodes to the retained nodes and is known as distribution matrix. The
method is illustrated in Fig. 2.14.
(a) Network before elimination (b) Network after elimination
Fig. 2.14: Elimination of nodes
2.2.8.1.2 Sparse matrix techniques: Sparse matrix techniques are used in order
to reduce the complexity of elimination algorithm shown in (2.48) [84, 85]. This form is
equivalent to Gauss elimination of a corresponding row and column from the admittance
matrix.
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For each eliminating node, k, of set {E}, the matrix YR is updated. This is given in
(2.49) for each element Y newij of matrix YR.





, for i 6= k, j 6= k, (2.49)
where Y oldij is an element of matrix YRR.
It is worth noting that if nodes i and j are not adjacent to node k, then elimination of
k does not modify the admittance matrix Yij. Also, self admittances of all the nodes
adjacent to k are modified with the elimination of k. Therefore, while using sparse
matrix techniques the order in which the rows/columns of a matrix are processed is
important. Simple heuristic methods [86, 85] are used to carry out the node elimination
techniques based on the following rules: 1) Nodes with least number of adjacent nodes
are eliminated; 2) Nodes which introduce the least number of new connections are
eliminated. Following these rules ensure that the elimination have a minimum impact
on the structure of the power system and hence the equivalent network can be a closer
representation to the full complex network.
2.2.8.1.3 Aggregation of nodes using Dimo’s method: This method works on
the principle of replacing a group of nodes by a single equivalent node, illustrated in
Fig. 2.15. The author in [87] introduced this method by considering an aggregated node
set {A} and assuming the presence of fictitious branches to the aggregated node set.
The branch admittances to each node is chosen in such a way as to make the terminal
voltage of all the branches equal. Subsequently, the terminal equipotential nodes are
connected with a fictitious auxiliary node. The voltage at this fictitious node is zero,








and where f is the fictitious node and Yfa is the negative admittance between node f
and node a which is the equivalent node replacing the aggregated node set {A}. Eq.
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(2.50) makes the voltage Va at the equivalent node equal to the weighted average of the













This method produces a large number of fictitious branches and also the aggregation
(a) Network with fictitious branches (b) Network after elimination/aggregation
Fig. 2.15: Node aggregation using Dimo’s Method [4]
introduces a branch with negative impedance, these parameters if exist in a network
after reduction may cause convergence problems. These discrepancies were eliminated
by Zhukov’s method [4].
2.2.8.1.4 Aggregation of nodes using Zhukov’s method: This method of ag-
gregation considers impact of voltage angle at the equivalent node which is a function
of power injection at the aggregated node i and the inertia coefficient of the unit placed
at aggregated node i. In this method, there is no change in admittances of the network
branches hence it is not required to introduce fictitious branches as was the case in
previous method. However, it does introduce fictitious shunt branches at the retained
nodes.
As it is convenient to have equivalent branches of low resistances, the voltage angle δa
at the equivalent node is assumed to be equal to the weighted average of voltage angles
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where Si is the apparent power injection at the aggregated node i andMi = TmiSniωs is the
inertia coefficient of the unit installed at aggregated node i. Further since it introduces
the shunt branches between the retained nodes, the diagonal element of YRR which is
the sum of all the series and shunt branch admittances is given by






yik , for i ∈ {R}, (2.54)
where yi0 is the sum of admittances of all shunt branches connected to i and yij is
the admittance of a branch linking nodes i and j. Hence it can be seen that Zhukov’s
method introduces some equivalent shunt admittances at the retained nodes {R}.
(a) Network before elimination (b) Network after aggregation
Fig. 2.16: Node aggregation using Zhukov’s method [4]
2.2.8.1.5 Coherency: The prime reason for the dependence of admittances on volt-
age angle is due to the voltage transformation ratio ϑ = Vi
Va
between the aggregated nodes
i ∈ {A} and the equivalent node a. For any two nodes i, j ∈ {A}, the equivalent network
obtained for an initial state is valid for other states only if the transformation ratio can
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be assumed to remain constant, this is given by
Vi(t)
Vj(t)
ej[δi(t)−δi(t)] = constant, for i, j ∈ {A} (2.55)
Nodes satisfying the condition in (2.55) are referred to as electrically coherent nodes.
If the voltage magnitudes of the aggregated nodes are considered to be constant, the
above condition simplifies to
δi(t)− δj(t) = δij, for i, j ∈ {A}, (2.56)




i(t)− δ′j(t), for i, j ∈ {A}, (2.57)
where δi refers to the rotor angle of the generator connected to node i.
In an operating condition, two generators are said to be coherent if their angular dif-
ference is constant within a certain tolerance limit, ε, over a certain time interval. As
discussed earlier, the coherency-based technique which is based on the property of equal
acceleration for coherent machines and focuses on the dynamic equivalence of a network.
For the two machines i and j,
|δij − δ0ij| ≤ ε,
where δij and δ0ij are the angular differences between the machines at nodes i and j at





For a machine i, the dynamic equation is
Mi∆δ̈i = ∆Pm,i −∆PG,i. (2.59)
After simplifying, the relation is of the form
[M ][∆δ̈] = [M ]−1[Y ][∆δ]. (2.60)
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Here [M ]−1[Y ] is the Jacobian matrix J . This method compares only the elements of






The term |jij− jji| can be taken as a measure to estimate the relative variation between
∆δi and ∆δj. When the moments of inertias Mi and My are equal, then β = 0, which
means that the machines are perfectly coherent.
Also, from the DC model in matrix form, the network power flow can be simplified and
represented as
P = [B]δ,
where P is the power vector of net injection where each element represents the individual
power injection. [B] is the susceptance matrix and δ is the vector of phase angles of the
respective buses.
Hence, it can be clearly seen that the sensitivity is given by the elements of the Jacobian
matrix J and the coherency is observed on the basis of factors such as moment of inertias
of the machines as well as on the network admittance.
2.2.8.2 Equivalent model of external subsystem
The process of forming an equivalent model of the external subsystem involves the
reduction of the number of nodes. The number of load nodes are either completely
eliminated or aggregated to equivalent nodes while generator nodes are aggregated into
small groups represented by equivalent nodes based on the coherency of the generators
connected to those nodes. The elimination/aggregation is done using the methods
described in previous section. In summary, there are certain assumptions that are
needed to create dynamic equivalent model which are as follows:
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1 Elimination of the load nodes in the external subsystem.
2 Identification of coherent groups of generators in the external subsystem.
3 Aggregation of the coherent groups.
Fig. 2.17: Model reduction of the external system
Fig. 2.17 shows the aggregation of coherent group of generator nodes and illustrates
the whole process of forming an equivalent model of the external subsystem.
2.2.9 Remarks
Distance from a power systems perspective is discussed on the basis of various pa-
rameters and sensitivities of those parameters with respect to the varying operating
conditions. As discussed, EMD is a concept of evaluating the electro-mechanical dis-
turbance propagation between generators which considers the dynamic properties of
the machines and their behavior during transient period. Their dynamic behavior with
respect to other generators in the network give a relative measure of proximity as de-
scribed in (2.9) and (2.10), and also defines the coherency of the generators using the
coherency factor in (2.12) and EMD measure in (2.17) and (2.18). Coherency of buses
is also investigated on the basis of voltage interactions between different buses of the
system which reactive power controlled and is shown in (2.23). From the steady-state
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operation perspective, the representation of proximity of loads from the generation units
on the basis of reactive power supply is discussed using (2.26). Proximity of load nodes
from the generator nodes is also shown using relative electrical distance in (2.27) but
the basis of this measure is the sensible allocation of transmission charges across the
network. Apart from these measures, GSFs and AEDs presents unique measure of im-
pact of a bus on a tie-line, these are shown in (2.29) and (2.30). Further electromagnetic
transient perspective of the system is based on structure variables and the initial status
of the network. For each element, an equivalent network is setup on the basis of steady
state operating conditions. Load modeling on the basis of static and dynamic models
are also based on the initial operating conditions and uses an exponential model.
The reduction of dynamic model of power system highlights the significance of electri-
cal distance in order for reduction/aggregation of nodes in the network and hence the
structure of the network. Further, the coherency of various generators can be seen as
a relation between the angular difference of the machines and electrical distance be-
tween them. This ensures the recognition of coherent generators that can be aggregated
together to be represented by a single unit.
The electrical distances as seen from power systems perspective are classified in Table
2.2 highlighting significant properties and applications.
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Voltage Interaction RPSC, RED, GSF,AED
Similarities 1. Gives the sensitivity index of a network
2. The proximity of the buses across the network is based on various
operating parameters and not entirely on the network structure
Differences
Takes into account the
dynamical effect of a
generator apart from
the electrical perspec-
tive when a network is
subject to any distur-
bance
Based on the voltage
changes dependent on
the controllable reac-
tive power in the area
Defines the proximity
of buses relative to
other elements in the







had been applied to
transient stability
programs




trol facilities to allow
better control of volt-
age profile and segre-
gating areas voltage-
control areas by con-
trolling the prices of re-
active power services
Most of the electrical
distance concepts are
used to aggregate the
network and reduce the
computational load in







Introduction to structural analysis from networks perspective
3.1 Introduction to structural analysis
A main part of the analytical foundation of power system analyses is based on elec-
tric circuit theories such as Kirchhoff’s current law (KCL) and Kirchhoff’s voltage law
(KVL). Using these laws, many models have been built including those for individ-
ual components as well as the network ones for power systems that involves different
components. Also, electric circuit theories and concepts have been used to develop
various analytical and numerical methods to address planning and operational issues
such as those associated with steady-state, electro-dynamics, electromagnetic transients
and economics. These models are electric circuit-based mathematical representations
of the power systems and their components. The variables used include state variables,
control variables and structure related variables that are used together to describe the
characteristics of the components and systems.
Although the individual components models (even high order dynamic models) are
much simplified ones, due to the dimension of power systems, particularly bulk power
transmission systems, a power system model could be quite complicated and high di-
mensional. Moreover, because of the non-linearity of the components, a system model
normally is complex and could be ill-defined. Therefore, the model is not only time-
consuming to analyze, it is very likely to fail to represent some important characteristics
of the system. Given the requirements from optimal objectives of planning or operation,
as well as changing operating conditions in real-time, the complexity and the curse of
dimensionality may present a great challenge to power system analysis, particularity
those related to the dynamic and transient issues in real-time power system control and
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operation. Furthermore, many power system components such as transformers exhibit
non-linear electromagnetic behavior which influence system dynamics and transient dis-
turbances [88]. It is believed that true power system behavior can be better modeled
by increasing the level of model details and the order, thus the main efforts of power
system analysis will heavily rely on developing advanced solvers to deal with the model
complications.
The power system analysis using the complex network theory focuses on two major
aspects of power grids, one is network structure and the other is weight of connecting
edges. The weight of an edge corresponding to a line in a power grid network is normally
represented by the impedance of the line. This representation gives vital information
regarding the structure but it may not reflect all the details of the model as some of the
variables such as control, load levels and generation outputs are not considered. Using
complex network theory has been somewhat controversial and not fully understood in
power system analysis. Nevertheless, recent studies including those mentioned above
have shown that it might be a promising approach for power system analysis partic-
ularly for understanding overall behavior of power system network such as cascading
failures and for instances when there is a requirement for quick analysis involving fast
computation.
Structural analysis can be seen as one of the network approaches but it is different from
the existing approaches as per the following aspects:
1 Identification of critical components based on key information related to changing
states of power systems in real-time operations;
2 Ability to analyze dynamic issues in real-time operations;
3 Modifications to electrical distance definition from different perspectives.
These aspects allow the system to be represented in a more appropriate way and hence
allow for a better analysis under various circumstances. One of these aspects, namely
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electrical distance, has proven to be of great importance especially the manner in which
it is defined which can have major impact on structural representation of a power system.
In addition, network dynamics play a significant role in representation of the operat-
ing power system network. It is important to use the original topology in structural
representation when dealing with dynamics of the system. Any reduction in network
topology including load buses can result in approximation of the assessment of dy-
namics in system network. However, the structural analysis from networks perspective
discussed in this thesis present an underlying similarity in the analysis of systems which
is also explained from port-Hamiltonian formalism.
3.2 Network dynamics described by network models
Network dynamics of a system can be explained on the basis of different perspective
based models such as steady-state, electromagnetic transient, and electro-mechanical
dynamic models. The structural respresentation of such models are highlighted in this
chapter.
One such study of dynamics of power systems is presented in [89] which deals with
the preservation of network topology in dynamic and transient stability analyses. The
authors highlight the disadvantage of reduction in network topology and its impact on
stability assessment. Like the rest of the highlighted methodologies, the authors in this
study considers the model of the power system based on the basic load flow equations
that preserves the information related to the load connected to the buses without having
to assume them as impedance which are absorbed by the transmission network. This
is reflected by the non-linear characteristic of the impedance based on the power-angle
relationship.
Once the power-angle relationship has been established, the graph of the network is
considered to be planar and branches are oriented on the basis of associated reference
directions. The direction itself is governed by the angle difference between the two buses
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across the transmission line. The model generated through this methodology can be
seen as an analogous non-linear resistive network. This model is still simple to analyze
but contains the dynamic information of the operation. These considerations ensure the
maintenance of system integrity for dynamic analysis.
The structural representation of the dynamic system model can be derived based on the
above set of dynamic equations, normally used for construction of energy functions for
stability analysis. The energy of the system can described on the basis of Lagrangian
and Hamiltonian framework, whereas electrical power system is described based on
network topology. Specifically, variables representing the dynamical behavior of the
system in (3.1) can also be explained from the structure perspective. The impact of
inertia constant, H, on the behavior of the system shows that it is part of the structure
while mechanical power, Pm, also has an impact but it remains constant. Also from
(3.2), it can be observed that electrical power, Pe, is defined by structure elements
such as conductance, Gij, and susceptance, Bij. Hence it becomes evident that these






= Pm − Pe, (3.1)
where H is the inertia constant, θm is the angular position of the rotor with respect
to a stationary axis, Pm is the mechanical power and Pe is electrical power. Here the









Vj(Gij sin(δi − δj)−Bij cos(δi − δj)), (3.3)
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where Pi and Qi represent the net active power and reactive power injected at bus i
respectively, Gij is the real part of the element in the bus admittance matrix corre-
sponding to the ith row and jth column, Bij is the imaginary part of the element in the
admittance matrix corresponding to the ith row and jth column.
3.3 Explanation of structural analysis using port-Hamiltonian formalism
The physical systems have historically been analyzed on the basis of Lagrangian and
Hamiltonian framework, whereas analysis of complex physical systems such as electrical
power system requires a network point of view. The framework of port-Hamiltonian
systems combines the original framework by associating it with the network structure.
The port-Hamiltonian systems are open dynamical systems which can interact with
their environment through ports and are a representation of the energy in a particular
network [90]. The electric network can be formulated as a port-Hamiltonian system. In
order to formulate such system, let us discuss the representation of classical Hamiltonian
equations in the form of port-Hamiltonian system.
The port-Hamiltonian systems are a representation of energy exchange of a system with
the surroundings. Such systems can be described by standard Hamiltonian equations
and can be used in various energy exchange scenarios.







(q, p) +B(q)f, f ∈ Rm, (3.5)
where the Hamiltonian H(q, p) is the total energy of the system, q = (q1, · · · , qk)T
are generalized configuration coordinates for the mechanical system with k degrees of
freedom, p = (p1, · · · , pk)T is the vector of generalized momenta, and B(q)f denotes the
generalized forces resulting from the input f ∈ Rm. The state space of the above system
with local coordinates (q, p) is called the phase space. The conservation of energy defines
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the output of system as e = q̇, hence output equation (1.2) can be redefined as
e = BT (q)
∂H
∂p
(q, p) = BT (q)q̇, e ∈ Rm. (3.6)





(x) + g(x)f, f ∈ Rm (3.7)
e = gT (x)
∂H
∂x
(x), e ∈ Rm (3.8)
where J(x) is an n× n matrix with entries depending smoothly on x,
For a network with nL inductors and nC capacitors, the network topology of the system
is summarized in the so-called interconnection matrix D ∈ RnC×nL that has entries in {-
1, 0, 1} and describes the interconnection of the inductors and capacitors. In particular,
we associate with each capacitor a node (bus) and with each inductor an edge (branch)
and define the matrix D as the incidence matrix with entries
dij =

0 if node i is not connected to branch j,
1 if current in branch j is directed away from node i,
−1 if current in branch j is directed towards node i.
(3.9)
It is worth noting that the incidence matrix in power systems is defined as the transpose























where Ci is the capacitance of the ith capacitor, Lj is the inductance of the jth inductor
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and C = diag(C1 · · ·CnC ) and L = diag(L1 · · ·LnL). q(t) ∈ RnC and ϕ(t) ∈ RnL are
vectors of capacitor charges and inductor fluxes at time t respectively.





Then the electric dynamics of the network can be represented in the Hamiltonian form
 q̇
ϕ̇
 = J∇H(q, ϕ),
where ∇H(q, ϕ) =
C−1q
L−1ϕ









The system is non dissipative and the total energy is conserved, i.e.
H(q(t), ϕ(t)) = H(q(0), ϕ(0)),
for all times t ≥ 0.
If we add resistive elements to the network the equations are modified to take the form q̇
ϕ̇
 = (J −R)∇H(q, ϕ),
where the positive semidefinite matrix R is obtained from the resistive elements and the
system interconnections. In this case the total energy satisfies
H(q(t), ϕ(t)) = H(q(0), ϕ(0))−
∫ t
0
∇HT (q(s), ϕ(s))R∇H(q(s), ϕ(s))ds.
It can be noted that H(q(t), ϕ(t)) is decreasing as a function of time, i.e. energy is
dissipated.
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To add dynamic loads and disturbances to the network, let us add voltage sources that
are connected in series with inductors and current sources that connected in series with
capacitors. Then the system equations become q̇
ϕ̇




where v(t) ∈ Rmv and i(t) ∈ Rmi are vectors of voltage and current source and B ∈
R(nC+nL)×(mv+mi). Note that mv ≤ nL and mi ≤ nC . If currents are defined through





 = BT∇H(q(t), ϕ(t).
In this case the total energy satisfies
H(q(t), ϕ(t)) = H(q(0), ϕ(0))−
∫ t
0




(vT (s)iv(s) + iT (s)vi(s))ds. (3.13)
Here in (3.13), the net Hamiltonian energy at time t is defined as the change in energy
from the initial state due to the internal energy dissipation and the interaction with the
environment in the presence of control sources in the network. Therefore, the Hamil-
tonian system can be represented as a Dirac structure with different ports representing
different energy flow. The Dirac structure is shown in Fig. 3.1.
Fig. 3.1: Dirac structure
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C is the diagonal matrix with
√
Ci on the diagonal. Then it is straightforward













L)−1. The matrix D̂ has entries that are either zero or have
the form ±1√
CiLj










is skew symmetric and has all eigenvalues on the imaginary axis and a full set of eigen-























If nC 6= nL matrix Â will have eigenvalues at zero. If nC < nL the matrix D̂ has
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non-trivial null space and if v2 ∈ N(D̂) the vector v =
 0
v2
 is an eigen vector.




 is an eigen vector. Let v = [v1 · · · vnC+nL] be an orthogonal matrix
of eigen vectors of Â. Then
Â = V ΛV ∗,
where Λ = diag(λ1, · · · , λnC+nL) and * denotes the complex conjugate transpose. Let
2m be the number of non-zero eigenvalues of Â. Then



























 cos θjt sin θjt












The natural frequencies of the system are given by the square roots of the non-zero
eigenvalues of the matrix D̂D̂T .
Now considering the non-autonomous system with current and/or voltage source inputs,
it has the following form in
 q̂
ϕ̂

















 = B̂T∇H(q̂, ϕ̂).
A power system in steady state is driven by coherent synchronous generators at a fixed
frequency. In particular, the inputs and loads (dynamic and resistive) are such that in




∇HT (q(s), ϕ(s))R∇H(q(s), ϕ(s))ds+
∫ t
0
(vT (s)iv(s) + iT (s)vi(s))ds = 0.
Thus the energy of the system is constant. Consider the dynamical equation with only
current sources i(t). The resistance matrix is assumed to affect only the lines/branches
































The steady state sinusoidal input currents are given by
ij(t) = I
max
j cos(ωt+ θj) = Re(Ije
jωt),
where Ij = Imaxj ejθj , j = 1, · · · ,mi. Also, charge across the capacitors and flux in the








 = Re(ejδqejωt) = Re(Qejωt),
ϕ(t) = Re(ejαϕejωt) = Re(Φejωt),




































Further for kth bus/node with a complex power injection given by Sink , the power can









































l sin(δk − θl),
= P ink + jQ
in
k .
For a system in steady state, the net real and reactive power as well as the bus voltage
magnitudes and angles can be known for all generator and load buses from the load
flow analysis. This implies that the net power for buses with no external generator or
load is zero and the voltage magnitude and angle can be determined from the steady
state equations. In particular, let NCi be the subset of buses that are connected to a
generator or load. Clearly, NCi has mi elements and for any k ∈ NCi , the kth row of B12






k = P̄k + jQ̄k,
where V̄k, P̄k and Q̄k, k ∈ NCi are supplied by the load flow analysis. Assume that each
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generator and/or load is connected to exactly one bus. Then for each k ∈ NCi there
exists an lk such that Bklk12 6= 0 and B
klk
12 6= 0, l 6= lk. Consequently,











sin(δ̄k − θlk) = Q̄k.
These are 2mi equations for the 2mi unknowns Imaxlk and θlk , k ∈ NCi and that com-
pletely specify the current source at all source nodes. From the above relations of real
and reactive powers, we get














For a nominal system, selection of the generator and load sources to be modeled as
current sources of fixed frequency, magnitudes and phase angles are given by the above
relationship. It can be noted that this model does not allow any dynamics in the system
frequency, i.e. the generator swing dynamics are not included. This shows that port-
Hamiltonian system can be used as a representation of steady-state power system with
interaction related to the energy transfer.
Explanation of matrix D̂D̂T




























The kl entry is non-zero if some branch is connected to both nodes k and l. Clearly,
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the diagonal entries of D̂D̂T are non-zero as long as D does not have a zero row (i.e.
every node is connected to at least one branch). It can be noted that a non-zero entry
(D̂D̂T )kl has the form 1CL where C is the geometric average of the capacitances of nodes
k and l and 1
L
is the average of the inverse of branch inductances that connect nodes k
and l. Assuming that at most one branch connects any two nodes then a non-zero kl




















(D̂D̂T )kl 6= 0
and consequently D̂D̂T is not a graph Laplacian matrix. However, if we let x =
√
C1,










L)−1DT1 = 0 (3.18)





C = DL−1DT is the Laplacian matrix corresponding to the weighted
graph of the electric network with branch/line weights 1
Li
. The Laplacian matrix here
corresponds to the structure representation of the power system which highlights the
dependency of various parameters in the system on network connections or structure.
3.4 Remarks
This chapter describes network dynamics using models based on different perspectives
such as steady-state, electromagnetic transient, and electro-mechanical dynamic mod-
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els. The chapter uses port-Hamiltonian formalism to view the system as open-dynamical
systems that can interact with the surrounding environment. Such formulation allows
the system to include the dynamics in Hamiltonian form which makes it easier to sep-
arate the state variables from the structure parameters. Consequently, the structure
matrix J highlights the underlying similarity in different networks with the elements
varying with the components present in the system. The study primarily highlights
the underlying similarity of different types of networks and the possibility of applying
structural analysis to such networks. The analysis in this chapter is further used in
presenting the electric circuit foundation of structural analysis in Chapter 5.
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CHAPTER 4
Investigation of electrical distance in power system analysis
The analysis of distance from different perspectives for networks and operating power
systems is done by evaluation of different scenarios from a networks perspective which
essentially gives the sensitivity of different network parameters. This chapter extracts
the specific distance calculations with the classification from different perspectives.
4.1 Electrical distance calculations
4.1.1 General description
4.1.1.1 Steady state condition
Electrical distance metric in steady state operating conditions can be defined as an
intuitive measure where the distance between two nodes is the equivalent Thevenin
impedance between them which is the parallel combination of all impedance paths
connecting them.
1 Thevenin impedance:
Electrical Distance can be calculated directly from the system’s Zbus matrix, which
is simply the matrix inverse of the system’s Ybus matrix, which describes the
fundamental topology of the electrical system connections, corresponding to the
Laplacian matrix for general networks. As defined in (2.31), the electrical distance
between two buses a and i is given by
Zthai = Zaa + Zai − 2Zii, (4.1)
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where Zai denotes the element in the ath row and ith column of the Zbus matrix
and is the mutual impedance between buses a and i.
While Thevenin impedance defines the distance between two buses, average elec-
trical distance in [66] defined in (2.30) gives a perspective of electrical distance





Equation (2.30) comprises of Thevenin impedances, which are elements from the
Laplacian matrix which defines the structure of the system. Note that the Zth
distance is independent of system loading and can be calculated without power
flow techniques. Crucially, it properly accounts for all the available current paths
between two nodes. In networks, the impedance between nodes is approximated
by summing impedances along the topologically shortest path.
2 Power injection sensitivity :
With power transfer being a significant part of any power system, it becomes
imperative to analyze the impact of power injection and withdrawal with respect
to the associated distance. Based on the load flow model, the GSF of tie-line ab






where X̄a,i and X̄b,i are the elements of inverse susceptance matrix and xab is the
reactance of line ab. The power injection at a bus has an impact on power flow in
a tie-line which can be observed as sensitivity of power flow in a tie-line. There
is a correlation between the impact and the electrical distance between the bus
and the tie-line which is given by (2.29). The correlation refers to the increase in
impact on line flows when a line and a bus are electrically closer to each other
and hence an increase in impact on line flows can be seen as a decrease in net
64
impedance between the two.
3 Load points :
Another method that specifically considers the location of load points with respect
to generation nodes is mentioned in [57]. For a system, (2.28) defines the relation









where IG, IL and VG, VL represent complex current and voltage vectors at the
generator nodes and load nodes respectively. The matrix is the admittance matrix
rearranged in the order of generation and load nodes. The location of load nodes
with respect to the generator nodes is given by [FLG] = −[YLL]−1[YLG]. This gives
a voltage relation perspective between load and generator nodes and thus voltage
stability index is also defined which gives a relation of voltage level with respect
to the loading in the system.
4 Shunt-reactive power handling :
A similar measure but with respect to the reactive power handling capability is
defined in [52] where an index is proposed that load buses can obtain from gener-
ation units in a power system by using the reactive power capacities of generation
units and the electrical distances between load buses and generation units. This









This equation gives a relation between the reactive power change (∆QG and ∆QD)
and the voltage change (∆VG and ∆VD) at generation and load nodes respectively.
Hence there is a direct correlation between these operating parameters, however
these reactive power and voltage vectors are correlated through susceptance matrix
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which defines the system structurally. Hence the structure also has an impact on
the reactive support capabilities of generation units. From the susceptance matrix,
the distance relation shown in (2.26) can be seen as similar to the electrical distance
in a system with current and voltage relation, this relation can also be defined the
distance as the ratio of reactive power change at generator and load nodes.
For steady state analysis of power system network, the following are the major impact
variables in terms of electrical distance:
• Impedance;
• Power injection with respect to the reference bus ;
• Reactive power.
4.1.1.2 Electro-mechanical dynamics
The concept of electro-mechanical distance measure reflects the interaction between ma-
chines during a disturbance occurrence in the system. In order to take into account the
electro-mechanical effect of machines apart from electrical parameters, it is important
to define the impact of machines with linear differential equations.
1 Line admittances :
For an electro-dynamical system, the electrical distance comprises of two elements;
admittance distance which is the maximum of magnitudes of transfer admittance
between two generators, and reflection distance which accounts for the dynamical
effect of a generator onto the other generators. The admittance distance Yd(k) of
generator k ∈ Ω with respect to a group of generators i ∈ Φ is
Yd(k) = max |Yki|, (4.5)
where Yki represents the magnitude of the transfer admittance between generator
k and generator i.
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2 Power-angle sensitivity :
The definition of electrical distance directly takes into account the structure of the
network by utilizing the admittance matrix, but the electrical distance from the
electro-mechanical dynamical perspective must also utilize the dynamic behavior
of machines which is captured by reflection distance between the machines and is















In the formulation, reflection distance is a function of sensitivity of the electrical
power of generator i with respect to the angle change in generator k and the
angular momentum Mi of generator i which is a key in determining the impact of
any change in angle of a generator in the network. In (4.6), the change in power
∆Pri is limited by the change in angle of another generator. Further, the distance
is defined as the ratio of change in power to angular momentum of the generator
which gives a similar impact as seen with admittance in electrical networks.
The measure of maximum angular movement between two machines during a
transient period is the EMD between the two machines [44]. The EMD is the
measure of electro-mechanical interaction between the pair of machines. This
interaction is defined by the Euclidean norm of change in power with respect to
the angles.
3 Inertia:
Two generators with constant angular difference are said to be coherent and for






Here the dynamics are a function of the Jacobian matrix J mentioned in 4.9 as
J = [M ]−1[Y ].
[M ][∆δ̈] = [M ]−1[Y ][∆δ]. (4.9)
From such electro-mehcanical dynamic perspective the sensitivity is clearly gov-
erned by the elements of Jacobian matrix J and is dependent on the moment of
inertias and the admittance across the structure of the network.
For electro-mechanical analysis of power system network, the following are the impact
variables in terms of electrical distance are the electrical variables as well as dynamical





The voltage variations in different buses i, j of the system defines the magnitude of
interaction between them and hence the electrical distance. From Chapter 2, it is clear
that the voltage variations ∆Vi, ∆Vj of the buses i, j respectively are related as
∆Vi = αij∆Vj, (4.10)
where αij = (δVi/δQj)/(δVj/δQj) represents normalized voltage attenuation on bus i
with respect to the perturbation at bus j. The ratios δVi/δQj and δVj/δQj are elements
of sensitivity matrix of the system.
Further the electrical distance between the buses is defined in (2.23) as
Dij = Dji = −log(αij · αji). (4.11)
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Here, it can be seen that the electrical distance is the ratio of voltage attenuations due
to the impact of buses onto the other buses. The voltage attenuation are dependent on
the elements of Jacobian matrix or sensitivity matrix of the system.
4.1.1.4 Electromagnetic transients
The network defined for electromagnetic transient states consists of line elements such
as resistances, capacitances and inductances. Although lossless lines are also defined. In
a transient state, the resistance is independent of changing variables such as frequency
thus the resistance can be used as it is. However, with changing frequency, the reactances
of inductors and capacitors change and it is recommended to represent these elements









The electrical distance here in such operating conditions can be determined by consider-
ing the initial state condition and thus representing the network elements by equivalent
resistance.
4.1.2 Characterization of impact variable
4.1.2.1 Circuit-based variables
1 Actual variables:
The impact variables for a system operating in steady-state condition are the vari-
ables that exhibit the true state of the system. These variables include components
of impedance such as resistance and inductor-or capacitor-based reactances. In
transient conditions, the frequency of the system changes which may not have any
impact on the resistance as it is independent of the operating frequency. However,
any change in frequency brings a greater impact on the reactances, XL or XC
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based on inductor or capacitor respectively, although the value of inductor (L) or
capacitor (C) does not change.
2 Approximate Variables:
During a short-circuit, the steady-state reactance (Xd) is temporarily reduced due
to the interaction of the magnetic flux between the damper windings and the ar-
mature windings in a generator. The complex magnetic flux interactions created
by the small resistances and inductances (self and mutual) between the various
elements (damper windings, field windings and rotor body) during a transient con-
dition ultimately act to dramatically and suddenly reduce the machine’s reactance.
This reactance reduction is temporary, but its sudden drop allows much higher
instantaneous short-circuit currents to form during the first few cycles of a fault.
The reduced reactance is classified as transient reactance (X ′d) and sub-transient
reactance (X ′′d ).
4.1.2.2 Mechanical-based variables
The impact variables for a system with electro-mechanical dynamics are power-angle
and inertia and generator swing equations describe the dynamics of synchronous ma-
chines driven by the relationship between mechanical system (i.e. governor/turbine)
and electric system. As mentioned in Chapter 2, the equation of motion of the machine




= Tm − Te, (4.13)
where J is the total moment of inertia of the rotor mass, Tm is the mechanical torque
supplied by the prime mover, Te is the electrical torque output of the alternator and θ
is the angular position of the rotor. In steady state, the machine angular speed is equal





= Pm − Pe. (4.14)
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Equation (4.14) describes the behavior of the rotor dynamics and hence is known as
the swing equation. The angle δ is the angle of the internal emf of the generator and it
dictates the amount of power that can be transferred. This angle is also called the load
angle.
4.2 Interpretation of electrical distance
The interpretation of electrical distance in different settings and perspectives is shown
in Fig. 4.1.
Fig. 4.1: Interpretation of electrical distance
4.3 Remarks
The distance as seen from a networks perspective has been broadly divided into cate-
gories defining the proximity of a bus on the basis of topology of the network and on the
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basis of actual resistance distance. Further the distance measure from power systems
perspective is investigated in order to understand the structure of the network on the
basis of impact of various operating conditions on parameters defining the network. In
the wake of such analysis, we analyze electro-mechanical distance perspective of a power
system which takes into account the dynamical effect of a generator due to any change
in another generator with in the proximity when a network is subject to any disturbance
which is demonstrated in (2.9), (2.12), (2.17) and (2.18). Each definition of electrical
distance represents the coherency of generators which can be simply seen as the power
angle sensitivity of one generator with respect to the other. This in turn defines the
structure of the network and enables us to identify the valid proximity of impact of each
generator.
Electrical distance between different buses can be defined on the basis of voltage control
capability of the buses in a network by controlling the reactive power. The rate of change
of voltage with respect to reactive power, shown in (2.22), is the inverse of power flow
Jacobian matrix and can be approximated by the impedance matrix which defines the
structure of the network in terms of electrical distance from a networks perspective
which is defined in (2.8). Distance from the steady-state operation perspective, in a
similar fashion, can be concluded as the sensitivity with respect to various parameters
in the operating system. Hence this can be correlated to the topological perspective of
a network which employs electrical distance on the basis of network structure.
Electromagnetic transients studies often require detailed modeling of complex transmis-
sion networks. EMT models are based on structure variables as obtained during steady
state operation and are taken as initial status of the network. Since transients require
a step-by-step procedure starting at the initial condition and solving for the state at a
certain time. This requires various parameters to be defined in a steady state form using
respective equivalent networks. The system is represented as linear algebraic equations
in (2.37). The nodal conductance matrix is the same as the nodal admittance matrix
72
in steady state analysis which strikes a similarity to the admittance matrix defined in
the networks perspective as electrical distance measure for the nodes. Thus for EMT
models, it becomes imperative to make the process iterative as the time progresses but
uses the same concept of electrical distance as used in steady-state perspective.
As far as transient studies are concerned, there has always been a need for a correct
representation of electrical loads in studies. Load characteristics affect the dynamic
behavior of a power system, thus can have significant effects on the rates of acceleration
or deceleration of individual generators during the fault, and therefore, on eventual
stability of the system. Voltage dependency is shown to affect the real and reactive power
in (2.39) and (2.40) such that the sensitivity associated with the operating variables
provide a case to differentiate the operating nodes with a perspective of effective distance
from a generation point. A study made in [91] shows cases in which decreasing the
sensitivity of load to voltage in one area increased the tie-line power limit when the
area was exporting power, but decreased it when the area was importing power [92].
Stability limits often decrease when active power changes from constant-impedance type
toward constant-power type, especially in the cases where loads are at major load centers
remote from generation. The impact of frequency decreases as the impedance increases
between the generators. This shows a relation between the characteristics of electrical
loads and the correlation with the structure of the network and associated electrical
distance.
The reduction of dynamic models of power systems is based on the concept of electrical
distance. This is achieved by elimination of nodes on the basis of impact on the network.
The reduction/aggregation is done in such a way that currents and nodal voltages at
the retained nodes remain unaltered. Further, the sparse matrix technique in (2.49)
is used to reduce the complexity which utilizes the admittance matrix to assess the
impact of each node. The reduction is based on the sensitivity of angular difference of
the machines and electrical distance between them. This ensures the identification of
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coherent generators that can be aggregated together to be represented by a single unit
and hence resulting in efficient aggregation. This highlights the significance of electrical
distance in reducing the network and even aggregating the coherent generators.
It is seen that port-Hamiltonian system framework is an open dynamical system and is
a representation of the energy in a particular network. From the analysis of the matrix
D̂D̂T , it is obtained that matrix DL−1DT is the Laplacian matrix corresponding to
the weighted graph of the network. The elements of the Laplacian matrix serve as a
parameter to define the electrical distance of the network nodes in terms of the graph
energy of the underlying network.
The study of the existing power system analysis techniques done from a different per-
spective sheds light on the dependency of parameters sensitivities on the structure of
the network and measures associated with it. Analyzing the power system from differ-
ent perspective gives an insight on different sensitivities and associated relation to the
concept of electrical distance. Specifically, EMT studies and modeling of load under
transients require a completely different perspective of electrical distance which may
not be very obvious. In conclusion, the concept of electrical distance can be correlated




Electric circuit foundation of structural analysis for power
systems from a network perspective
In this chapter, analytical foundations of structural analysis is provided by reviewing
power system representation from various perspectives, such as steady-state, electromag-
netic transient and electro-mechanical dynamic perspectives. Though from an electric
circuit theory perspective, these models may differ with change in applications, they
demonstrate an embedded consistency from structure perspective. Such formulation is
based on port-Hamiltonian approach which represents the energy flow and has been dis-
cussed in Chapter 3. Further this chapter also highlights the significance of connection
information and link strength in laying the foundation of structural analysis for power
systems.
5.1 Background and related work
In this chapter, the analytical foundation of structural analysis based on the character-
istics of power systems and some principles of network science is put forth. One of the
important factors in structural analysis is the concept of link strength in power grids
which is a new quantitative measure of grid connectivity developed based on electrical
distances. It is known and has been highlighted in Chapter 2 that there are many def-
initions of electrical distance mentioned in the literature, [63, 64, 66, 93, 52, 2, 44, 48,
67, 68, 69, 71], but here the electrical distance is chosen with some modifications.
Specifically, [5] redefines, starting from the concept of complex networks, an electrical
betweenness metric which considers several of specific features of power systems such as
power transfer distribution and direction of power flow. It also accounts for vulnerability
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assessment of power grid. This is shown through a study of vulnerability of a network
when the network is attacked by removing critical components identified by electrical
betweenness metric. Figure 5.1 shows the changes in voltages of 300-bus power sys-
tems under random line failures and intentional line attacks. The study highlights the
understanding that consideration of electrical properties of power grids in topological
assessments can be quite significant [5].
Fig. 5.1: Criticality of lines. [5]
In another study [6], authors show the significance of graph energy interlinks in topology
of the power grid, which is formed under the specific reliability principles of power system
engineering. Using the reliability principles and graph energy interlinks, a graph of the
backbone of power grid is created which is found to be consistent when overlayed on the
geographical maps. One such example is shown in Fig. 5.2. The study highlights the
underlying consistency of grid reliability principles with that of modified graph energy-
based method and generates a graph that can represent the topology of real power grid.
These studies can be pointed out as ad-hoc work related to the structural analyses;
however this chapter is focused on providing the underlying foundation of the structural
analysis on the basis of power system characteristics. To summarize, the use of electrical
distance is preferred instead of the weight of edge in the analysis for better representation
and accommodations of different studies and description of the network characteristics.
This chapter investigates the electrical distance measure from power systems perspective
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Fig. 5.2: Generated graph interconnection and respective map. [6]
in order to understand the structure of the network on the basis of impact of various
operating conditions on parameters defining the network.
5.2 Analysis of structure feature of major types of models
The chapter further overviews major types of models for power system representation
from structure perspective on the basis of network topology. Further in this section, the
structure feature of these models are analyzed and common structure representation is
suggested.
5.2.1 Steady-state models
The steady-state models have been studied on the basis of different distance equivalent
measures. For example, distance measures presented in [63, 64, 66, 93, 52] are used by
power system utilities for quick analysis of their respective networks. These existing
models are essentially based on a typical model form which is discussed below.
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5.2.1.1 Typical model form
The analysis of an electrical circuit is governed by laws such as KCL and KVL. The
steady-state models of a power system can be represented by algebraic system of equa-
tions as shown in (5.1).
I = Y · V, (5.1)
where I stands for the currents flowing into the network, V for the voltages at the
nodes, and Y for the node admittance. Power flow analysis is one of the most common
steady-state analysis methods which is used to determine the real and reactive load
outputs and verify that steady-state voltages are maintained within limits. Equations








Vj(Gij sin(δi − δj)−Bij cos(δi − δj)) (5.3)
where Pi and Qi represent the net active power and reactive power injected at bus i
respectively, Gij is the real part of the element in the bus admittance matrix corre-
sponding to the ith row and jth column, Bij is the imaginary part of the element in the
admittance matrix corresponding to the ith row and jth column.
5.2.1.2 Structural representation
The structural representation of an electric circuit can be made using an impedance
matrix, also known as Zbus matrix, or an admittance matrix, also known as Ybus matrix.
Zbus matrix is the open circuit impedance matrix in circuit theory with the diagonal and
off-diagonal elements of the matrix known as the driving point and transfer impedance,
respectively. The formation of a bus impedance matrix requires either matrix inversion
or the use of involved algorithms. Ybus matrix is the short circuit admittance matrix or
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the nodal admittance matrix, with the diagonal and off-diagonal elements of the matrix
known as the driving point and transfer admittance, respectively. A sample of Zbus and
Ybus matrices is shown below:
Zbus =

z11 z12 · · · z1n









y11 y12 · · · y1n





yn1 yn2 · · · ynn

where yij = 0, if i and j are not adjacent. Admittance matrix shown above is inversely
related to the impedance matrix.
5.2.2 Electromagnetic transient models
The power system model from electromagnetic transients (EMT) perspective is based
on the electromagnetic behavior of various power system elements when exposed to
frequent switching. Although the process is iterative as the time progresses, it uses the
same concept of electrical distance as used in steady-state perspective. In the assessment
of the time response of electromagnetic transients, authors in [67] formulated a method
of solving networks by nodal admittance matrix which was pursued later in [68, 69, 71].
5.2.2.1 Typical model form
The EMT models are characterized based on the structure variables such as reactance,
resistances, loads, generator constants, etc. and their equivalent representation illus-
trating the main electromagnetic behavior of switching operation.
The EMT model of a generator is represented with an ideal sine-wave source behind the
transient impedance to describe the dynamic behavior in high frequency range as shown
in Fig. 5.3(a). Based on the switching transient study, the slow mechanical behavior of
the machine is not considered. Similarly, the constant load which is essentially parallel
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Fig. 5.3: EMT-based equivalent models for (a) a generator; (b) a constant impedance load;
(c) a transmission line
R-L branches is shown in Fig. 5.3(b), where L is represented by the electromagnetic
behavior of branch switching. Further, the transmission lines can be represented to give
an accurate evaluation for switching phenomena. Fig. 5.3(c) represents the equivalent
model for the long transmission line in the EMT analysis.
5.2.2.2 Structural representation
When the transient behavior of a circuit is under consideration, the equations represent-
ing the circuit are generally integro-differential. They can then be transformed into one
scalar differential equation of second or higher order. However, these equations when
expressed in matrix form result in a first-order vector differential equation as shown in
(5.4).
ẋ = f(x,w, t) (5.4)
where x is a vector of unknown variables called state variables, w represents the set
of inputs and t is the time. The set of first-order differential equations written in
such a form is called the state equation and the vector x represents the state of the
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network. The basic advantages in using the state equations in this form are as follows:
1) there is an enormous amount of mathematical knowledge for solving such equations
while the equations by themselves can be derived from formal topological properties of
the circuit, using the matrix approach; 2) it can be easily and naturally extended to
nonlinear and time-varying or switched networks and is, in fact, the approach most often
used in characterizing such networks; and 3) it is easily programmed for and solved by
computers.
5.2.3 Electro-dynamic models
This chapter also analyzes the electro-dynamic perspective of power system operation
which takes into account the dynamical effect of generators which can be simply seen
as the sensitivity of one generator with respect to the other and which enables us to
identify the valid proximity of impact of each generator [2, 44, 48].
5.2.3.1 Typical model form
The ability to predict the system behavior in time domain for power system analysis
involves solution of a system of differential algebraic equations (DAEs) defining the very
power system. DAEs depict a collection of variables of interest and some of their deriva-
tives. Specifically, differential equations describe the dynamical effect on a generator
or any other dynamic control devices due to electro-mechanical change in the system
while algebraic equations describe the changes in variables of electrical power network
in the electromagnetic transient process. Additionally, it also accounts for other sub-
systems and dynamical elements in the system that may have a significant impact. This
is illustrated in the schematic shown in Fig. 5.4, which gives the differential algebraic
representation of a power system.
The dynamics of physical systems can be described by a system of differential equations
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Fig. 5.4: Power system dynamic modeling.
with the most general form as shown in (5.5).
F(t,y,y′) = 0, (5.5)
where t is the independent variable, y = y(t) is a vector of m components and F are,
in general, m nonlinear functions of t, y and y′. In a somewhat similar manner, the
most basic and interesting representation of dynamic behavior of a machine in a power
system is the relationship between its mechanical system and the electrical system given





= Pm − Pe, (5.6)
where H is the inertia constant, θm is the angular position of the rotor with respect
to a stationary axis, Pm is the mechanical power and Pe is electrical power. Here the





Vj(Gij cos(δi − δj) +Bij sin(δi − δj)) (5.7)
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5.2.3.2 Structural Representation
The structural representation of the dynamic system model can be derived based on the
above set of dynamic equations, normally used for construction of energy functions for
stability analysis. The energy is described on the basis of Lagrangian and Hamiltonian
framework, whereas electrical power system is described based on network topology.
Specifically, variables representing the dynamical behavior of the system in (5.6) can
also be explained from the structure perspective. The impact of inertia constant, H, on
the behavior of the system shows that it is part of the structure while mechanical power,
Pm, also has an impact but it remains constant. Also from (5.7), it can be observed
that electrical power, Pe, is defined by structure elements such as conductance, Gij, and
susceptance, Bij. Hence it becomes evident that these variables are part of the structure
and can thus be used for structural representation of the dynamical system.
5.2.4 A port-Hamiltonian basis for power system models
The analysis of power system models from different perspectives allow us to obtain re-
spective structure representations. Such analyses are required for hassle-free and quick
decision making. However, as a requirement for such analyses, these network repre-
sentations involves many approximations. Therefore, a power system representation is
required that retains more information and hence presents a better representation of the
original system. It is known that port-Hamiltonian approach may involve DAEs in its
formulation and hence is one of the best representations of the dynamic power system
[94].
The framework of port-Hamiltonian systems combines the original framework by associ-
ating it with the network structure. The port-Hamiltonian systems are open dynamical
systems which can interact with their environment through ports and are a represen-
tation of the energy in a particular network. Therefore, an electrical network can be
formulated as a port-Hamiltonian system. In order to formulate such systems, classical
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Hamiltonian equations are represented in the form of port-Hamiltonian system. These
equations are shown in Chapter 3 in (3.4) and (3.5).






















where Ci is the capacitance of the ith capacitor, Lj is the inductance of the jth inductor
and C = diag(C1 · · ·CnC ) and L = diag(L1 · · ·LnL). q(t) ∈ RnC and ϕ(t) ∈ RnL are
vectors of capacitor charges and inductor fluxes at time t respectively. The dynamics of










In this representation, the net Hamiltonian energy at time t is defined as the change in
energy from the initial state due to the internal energy dissipation and the interaction
with the environment in the presence of control sources in the network.
Similar to the port-Hamiltonian approach, the structure of power system based on
probability-based representation of power flow is discussed in [95]. The power flow and
voltage phase angles of interconnected buses in a power system are clearly described by
the circuit equations and their significance is well known to the power system community.
[95] presents a generic way to describe the power flow in terms of bus voltage phase
angles from a probabilistic perspective. The associated probability-based representation












where the term D−1−t,−tP∗−t gives the initial probability distribution, MT−t,−t describes
the transition probabilities and Θ−t is the equilibrium distribution. These transition
probabilities depend on the connecting strength between vertices and weighted adja-
cency matrix. The elements in the weighted adjacency matrix and connecting strength
between vertices mainly depend on transmission line susceptances in the power network.
5.3 Overview to analysis of structure
The structural analysis of physical power grids from network perspective involves con-
version of the power grid into a general graph and extraction of the main topological
information about vertices and edges in the graph, such as degree, degree distribution,
fuzziness, and other network properties to characterize the corresponding topological
connection. Further, this information is used to identify the critical components in the
system from different perspectives including the strength of the links associated. The
characteristics of the analytical foundation of structural analysis can be summarized by
the following three perspectives:
5.3.1 Decoupling of state variables and structure
The structural analysis of power systems using port-Hamiltonian approach yields the
representation of the dynamics as shown in (5.9). The system representation can be
seen as decoupled subsystems since the variables become independent of each other. In
this case, the Hamiltonian matrix acts as the decoupling matrix. As a result the state
variables are no longer dependent on the structure parameters and hence the analysis
becomes much more simpler. This is different from typical models that are used in
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power system analysis since it is very difficult to separate the state variables from the
structure parameters.
5.3.2 Two types of information from structure
The second perspective provides an assessment of power system network from structure
perspective reveals following relevant information as explained below:
5.3.2.1 Connection information
The structure representation revealed by topological properties of a power system net-
work gives important information related to the connections of adjacent buses or nodes
through the links between them and is represented by incidence and Laplacian matrices.
1 Incidence matrix: For a power system network, consider an equivalent graph, G,
with n vertices or nodes and m edges or links. The all-vertex incidence matrix,




1, if jth edge is incident on ith vertex,
0, otherwise.
(5.11)
2 Laplacian matrix: Let G = (V,E) be a weighted undirected graph with vertex
set, V (G) = {v1, v2, . . . , vn}, and edge set, E(G). Let wij denote the weight of
edge (i, j).
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Note that (i, j)th element, lij, of the Laplacian matrix, L, can be written as:
lij =

−wij, if i 6= j and vi and vj are adjacent;
0, if i 6= j and vi and vj are not adja-
cent;
sum of the weights of the
edges incident on i,
if i = j.
(5.12)




whereW is the diagonal matrix with the diagonal entries representing the weights
on the edges.
One very important aspect apart from the connection information that the analysis
highlights is the link strength between the buses which is defined by the corresponding
weight for each link in the system and can be utilized to obtain a critical measure known
as electrical distance.
5.3.2.2 Electrical distance and link strength
Given the complexity of the structure of power grids, the interest in its study from a
complex networks perspective is ever growing. This requires a study of not only its
topology, but also its electrical structure. Electrical distance measure can be used to
understand the electrical structure of a given power grid. This measure has been used
in a number of power systems problems [38, 51, 96]. The equivalent electrical distance
measure between two nodes corresponds to the link strength between them. There
are number of variant measures of electrical distance for a power network, which are
discussed in previous sections, but the simplest is the absolute value of the inverse of
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the system admittance matrix.
D = [Y−1bus], (5.14)
where Ybus represents the admittance matrix of the network and D is the electrical
distance matrix and gives a measure of sensitivity of voltage and current changes for
every pair of nodes.
One of the prominent definitions of electrical distance measure is defined by Thevenin
impedance. Given two nodes in a network, r and s, this measure, Zth,rs, includes the
parallel combination of all the impedance paths between r and s. It is defined as the
Thevenin impedance between the two nodes [28], which can be calculated as
Zth,rs = Zrr − 2Zrs + Zss, (5.15)
where Zrs is the element at rth row and sth column in the bus impedance matrix. This
serves as the basis for the measure average electrical distance (AED) introduced in [66].
In addition, the assessment of power systems from a structure perspective also allows
identification of critical components on the basis of associated link strength. The link
strength parameter or weight associated with a link is primarily utilized in complex
networks approach for network analysis.
5.3.3 Complex networks approach
The basis of complex network approach in this setting is the behavior of large power
networks that is similar to the complex systems in different fields [97, 98, 99, 100].
A graph can be visually represented as a collection of nodes joined by links. If the nodes
are joined by non-directional links, the graph is known as undirected graph, which is
shown in Fig. 5.5(a). If the links in the graph contains information related to the
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direction, the graph is then known as directed graph. This is shown in Fig. 5.5(b). In
the weighted graph, shown in Fig. 5.5(c), the values wi,j reported on each link indicate
the weights of the links which gives the valuable information related to the strength of
each link.
Fig. 5.5: Graphical representation of (a) an undirected graph; (b) directed graph; (c) weighted
graph
The connection information illustrated in Fig. 5.5 can very well explain the information
obtained from structural analysis of a power system. Moreover, the connection of the
nodes, electrical distance and link strength can be used to determine the structure of
any power network.
5.3.4 Example of Structural Analysis
Complex network metrics for the assessment of networked systems have been recently
applied to power systems [12, 13]. The optimal restoration of a real-time power system
following a disruption can be a complex process. In [101], the authors present an inte-
grated tool based on approximate dynamic programming with solution space reduction
methodology. The main theoretical foundations of the methodology and the key algo-
rithms used in this integrated tool include the knowledge of power system engineering,
methods in complex networks science, concepts of graph theory, and dynamic program-
ming in operation research. This tool, developed on the basic foundation of structural
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analysis, addresses the concerns related to the curses of dimensionality and simplifies the
solution space and thus can be applied to various complex real-time operation settings.
5.4 Remarks
This chapter provided the description of the analytical foundation of structural analysis.
It also summarizes the analysis of major types of power system models and show the
structure description from different perspectives such as steady-state, electromagnetic
transient and electro-dynamic perspectives.
The work presented in this chapter provides the possibility of applying structural analy-
sis to all the networks since they are intrinsically identical and can be represented using
port-Hamiltonian models. Using port-Hamiltonian approach, we were able to separate
the state variables from the structure parameters. The port representation of each com-
ponent in the power system can be combined resulting in a larger unifying port system.
The structure matrix, J , represents the connection information and does not include the
state change of the system. Any change in the operating conditions impart a change in
the structure connection of the system but the overall representation of structure matrix
is consistent. Thus presenting a consistent methodology for different system operating
conditions. The study in this chapter provided the key features of structural analysis
which are decoupling, connection information, electrical distance and link strength.
The study of the existing power system analysis techniques done from a different per-
spective sheds light on the dependency of parameters sensitivities on the structure of
the network and measures associated with it. The concept of electrical distance can be
correlated with sensitivity of different parameters under varying operating conditions of
a power system. This chapter highlights the point that analysis of the characteristics
of different models from a structure perspective is important to bridge the gap between
complex networks and power system analysis. This chapter also lays an analytical foun-
dation of structural analysis from network perspective thereby simplifying the solution
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space and providing solution to various complex real-time operation settings. One such
structural analysis-based tool is discussed in the next chapter.
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CHAPTER 6
Practical application in power system restoration
Optimal restoration of a real-time power system following a disruption can be a complex
process. In view of that and with an increase in frequency and severity of power system
outages across the U.S. and their impact on consumers and utilities, North American
Electric Reliability Corporation (NERC) elevated the standard of compliance for power
system restoration [102, 103]. While several utilities have proposed solutions addressing
the elevated standards based on dynamic programming, they could not address the issues
for large scale power systems and real-time operations including those using steady-
state and transient analysis due to the curses of dimensionality. As laid out in Chapter
5, the foundation of structural analysis is used in a system restoration tool which is
based on approximate dynamic programming (ADP) integrated with solution space
reduction methodology. The main theoretical foundations of the methodology and the
key algorithms used in this restoration process include the knowledge of power system
engineering, methods in complex network science, concepts of graph theory, and dynamic
programming in operation research. This method addresses the concerns related to the
curses of dimensionality and simplifies the solution space and thus can be applied to
various complex real-time operation settings.
6.1 Background and related work
The consideration of power system restoration is that the system restoration should
be achieved optimally according to different objectives such as maximizing generation
capacity and quickly re-energizing major transmission corridors in order to minimize
the impact of blackout and recover the load. This makes it a multi-objective and
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multi-stage non-linear integer programming problem [104]. For such a problem, several
approaches have been proposed, which can be categorized as: heuristics-based methods
[105, 106, 107, 108] which require more time to solve this combinatorial optimization
problem and may not be adequate for real-time operation; expert systems (ES) [109,
110, 111, 112] require specialized software which make the process time-consuming for
the operators. Additionally, mathematical programming (MP) [113], soft computing
[114] and combinations of above approaches [115, 116, 117] are some approaches that
may not be considered reliable in terms of solution accuracy at specific and crucial
times.
6.2 NERC requirements for system restoration
Due to the concerns related to increasing frequency and severity of power outages in
an interconnected power system network, North American Electric Reliability Corpo-
ration (NERC) elevated the standard of compliance for restoration by adopting revised
Emergency Operations and Preparedness (EOP) reliability standards [102, 103]. The
critical importance of having advanced analytics and techniques that can be applied to
real-world restoration planning and real-time decision support has been recognized and
is becoming more significant for the power community.
The revisions carried out by NERC are deemed important for reliability of the North
American bulk power system. The NERC standards EOP-005-2 [102] and EOP-006-2
[103] proposed to have a definite procedure for Blackstart and required Generator Op-
erators (GOP) to meet the requirements for the Transmission Operators (TOP). Thus,
the operators must be able to identify the Blackstart capabilities so that generation
utilization can be maximized and an optimal start-up sequence can be initiated. On
the hind sight, most power system operators rely on off-line restoration plans that only
deal with certain contingencies and outages. The power network planners and operators
have found it challenging to address NERC’s elevated standards regarding restoration
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at planning stage, let alone meet the demands in real time. This issue has become
more serious as recent changes in generation mix have prompted operators to reassess
Blackstart needs. Even though NERC has revised the standards to provide enhanced
reliability, it still remains a long standing challenge to meet these standards for the
power industry.
6.3 Efforts to meet NERC requirements
In order to overcome the challenge for power system operators to meet the NERC stan-
dard regarding restoration, several methods have been proposed to provide optimal
solutions [118, 119]. Most of the proposed solutions are limited to a theoretical discus-
sion with very few extending the findings and applying them to a practical real-time
situation. Out of those, two major efforts in this area are carried out by Power System
Engineering Research Center (PSERC) and Electric Power Research Institute (EPRI).
1 PSERC’s methodology: PSERC’s effort follows a practical approach with an adap-
tive strategy procedure for power system restoration [115]. The procedure is gov-
erned by a strategy module which centrally controls four major operation modules:
(1) Generation Capability Optimization; (2) Transmission Path Search; (3) Con-
straint Checking; (4) Distribution System Restoration. The restoration process
with central strategy module is illustrated in Fig. 6.1.
Fig. 6.1: Illustration of PSERC’s restoration process
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In this methodology, PSERC adopted a goal oriented restoration process involving
a different problem formulation for each of the modules. The overall objective is to
maximize the total number of transmission lines energized along with the feeders
for all the time intervals and in addition allowing the increase of overall system







(ωtl · Ltl) +
NB∑
i=1
(ωti · P ti )
]
. (6.1)
s.t. Critical Min. & Max. Time Intervals
Start-up Power Requirement
Flow capacity of transmission lines.
where NT is the total number of time intervals, NL is the total number of transmis-
sion lines, NB is the total number of buses and for the time interval t, transmission
line l and bus i, ω represents the respective weighting factors, L is the status of
lines and P is the active power. The objective function in (6.1) is subject to
physical constraints such as flow capacity of transmission lines, generation limits
with other start-up power requirements. In addition, the model also considers the
minimization of de-energized load for the start-up period.
2 EPRI’s methodology: EPRI developed tools to provide decision support to system
restoration planning citing that the system reliability is directly affected by the
efficiency of system restoration [120, 121]. On-line restoration process after a
blackout requires the operators to adapt to actual outage scenarios and available
resources. In order to cater to the on-line restoration process, EPRI developed
two tools:
(a) System Restoration Navigation (SRN): This was intended to be used for
offline planning at the initial stage and further on for dispatcher training and
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online decision support for power system restoration;
(b) Optimal Blackstart Capability (OBC): This was designed to assist system
restoration planners in evaluating system Blackstart capabilities and deter-
mining the optimal locations and amounts for additional Blackstart resources.
The methodologies proposed by PSERC and EPRI, although designed to address the
elevated system restoration requirements, could not address the issue for large-scale
power systems and the changing dynamics of real-time operation. The methods are
subject to the limitations of dynamic programming (DP) which have been highlighted
and addressed upon in this study.
In this chapter the key ideas and associated algorithms are introduced that have made
a significant breakthrough in development of system restoration technique. They have
not only been used in improving the effort and time of planning but has also made
the real-time application very possible. The proposed method is based on Approximate
Dynamic Programming (ADP) which addresses the key limitations of DP and uses
the structural analysis to reduce the solution space. This allows the proposed method
to create a feasible restoration plan of a large-scale power system along with comple-
tions of sophisticated simulation tests including steady state AC power flow analysis,
frequency dynamic stability analysis and electromagnetic transients analysis in a signif-
icantly shorter duration of time when compared to other existing platforms. Currently,
the work is being used to integrate the solver engine and automated techniques into a
software package that are designed for off-line system restoration planning. Also based
on this study, the work is to be extended further so that it can be used for real-time
applications.
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6.4 Approximate dynamic programming-based technique
The advanced system restoration technique has taken an unconventional approach which
is based on dynamic programming (DP). The DP approach allows recursive optimiza-
tion that includes backward induction process and provides a systemic way to address a
multi-stage non-linear integer programming problem. However, DP still faces the chal-
lenge of the curse of dimensionality which can be addressed by using ADP approach.
6.4.1 Limitations of dynamic programming
The inherent nature of non-linear integer programming problems presents three curses of
dimensionality which challenge the development of this technology. These three curses
of dimensionality are:
1 Size of state space;
2 Size of action space or feasible region;
3 Size of outcome space.
These curses act as major limitations to any dynamic programming model since the num-
ber of variables and stages increases rapidly and with that the number of calculations
required and hence the computational effort. It is due to these curses of dimensionality
that PSERC and EPRI could only address small scale problems, possibly localized and
could not address large scale real-time problems. Consequently, EPRI’s tool has been
used for training and restoration drills while PSERC’s model works as a research grade
solution. Moreover, both the tools only concern steady state stability.
6.4.2 Approximate dynamic programming
The limitations of DP due to the curses of dimensionality cause the model to fall short
when dealing with real-time problems. In order to overcome such limitations, ADP-
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based modeling framework offers strategies for tackling the curses of dimensionality in
large, multi-period, stochastic optimization problems.
As the algorithm steps forward in time, it may take many iterations before the costs
incurred in later time periods are correctly transferred to the earlier time periods. To
overcome this, the ADP algorithm can also be used with a double pass approach con-
sisting of a forward pass and a backward pass. In the forward pass, decisions simulated
moving forward in time, remembering the trajectory of states, decisions, and outcomes.
Then it is followed by a backward pass strategy that determines a decision, given the
available information at the current state, updating the value functions moving back-
wards in time using the trajectory information [122].
For ADP, the principle of optimality is determining a sequence of optimal decisions or
choices at each stage which is defined by a policy or decision function. This sequence of





Ct(St, xt) + E{Vt+1(St+1|St, xt)}
]
, (6.2)
where each possible state St maps to a decision xt for each stage at time t in the planning
horizon. The state space S determines the evaluation of value function Vt(St) for all
states within a reasonable time along with the addition of decision space X .
6.5 Proposed ADP with solution space reduction
Different from the perspectives provided by the existing theories of power system analy-
sis and techniques of optimizations, the solution space reduction technology developed is
based on graph theory and advanced complex network techniques. The technique is use-
ful in identification of critical components in a weighted network, and it also highlights
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the relation between global performance of power grids and localized interactions, and
successfully addresses the long-standing real-world power system problem. In addition
to the complex networks techniques, we use additional information about the strength
of the links to incorporate the electromagnetic properties, transient behavior and laws
of physics underlying the power grid.
Fig. 6.2: Illustration of solution space reduction [7]
The solution space reduction technology shown in Fig. 6.2 is based on four key algo-
rithms:
1 Topological representation;
2 Complete graph and link strength determination;
3 Structural analysis and criticality identification;
4 Reduced solution space.
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These key algorithms are discussed here in detail:
1 Topological representation: The first algorithm considers a power system network,
shown in 6.2(a), and produces a corresponding topological graph representation
to allow structural and criticality analyses.
Research in network science has shown that there are important relationships
between network structure of the power grids and its performance related to reli-
ability and risks. Thus we can represent the connection of the power grids with a
graph, and thus can further analyze the performance of the power grids for identi-
fication of risks and mitigation of reliability issues. A power transmission system
can be represented as a graph of edges and vertices, in which the edges are electri-
cal transmission branches including lines and transformers, while vertices are the
nodes where electrical power can be injected, withdrawn or redistributed, accord-
ingly known as generation nodes, load nodes, and transfer nodes. Each line in a
power network has its own maximum power flow capability, which is the maximum
amount of power flow that the line can sustain. Although there are various levels
of voltages for transmission branches and nodes, they are all electric-magnetically
interconnected. In per unit measure, the electric distances are normalized to rep-
resent the strengths of links between all interconnected components. The power
grids usually contain over thousands of buses and links which can be represented
by vertices and edges respectively as shown in Fig. 6.2(b). In order to utilize the
complex networks techniques and graph theory methods, it is necessary to convert
the physical topology of the power grid in its graph representation by vertex-edge
diagrams, which represent the buses as vertices and the connections between those
buses as edges connecting two buses Fig. 6.2(a) and 6.2(b);
2 Complete graph and link strength determination: Once the original power system
model is converted to its abstract graph representation, we try to incorporate
several essential features of power grids in graph modeling, particularly those
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related to the electromagnetic nature of edge that links all the interconnected
vertices and the strength of the link. After incorporating these essential features,
we can use the additional information or insights in criticality analysis to localize
the problem and break the issue of the curse of dimensionality.
The second algorithm generates a complete graph representing electromagnetic
links between all the nodes, shown in Fig. 6.2(c), and estimates link strength or
weights of the edges/links in the complete graph for a given problem, illustrated
in Fig. 6.2(d).
In graph theory, a complete graph is referred to as a simple undirected graph in
which every pair of distinct vertices is connected by a unique edge. A complete
digraph is a directed graph in which every pair of distinct vertices is connected
by a pair of unique edges (one in each direction). Therefore, once the topological
graph representation of the power grids is obtained i.e. the one shown in Fig.
6.2(b), we need to convert it to a complete graph representation as shown in Fig.
6.2(c).
From a connection perspective, all nodes in a complete graph are identical as
shown in Fig. 6.2(c). The only factor that differentiate different types of complete
graph is the property of edge that links each pair of vertices. In the context of
complex networks, the property of edge can be seen as the weight of the link,
while in the context of power grids, it can be seen the strength of electromagnetic
link between components interconnected either synchronously or asynchronously.
Due to the difference in link weights in finite identical complete graphs, there
could be infinite number of graphs distinctively different from each other that
may change the performance of power grids. Thus a simple representation of link
strength can be used as the “link-weight” of edge. Based on the algorithms de-
scribed in the previous subsections, it is clear that, for a given operating condition,
the link strength depends on both topology of power grid as well as the electric
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variables include those related to the buses such as voltage magnitude, voltage an-
gle, real power injection, reactive power injection, real load, reactive load, shunts,
transformers, etc; and those related to the transmission lines such as resistance,
reactance, impedance, real power flow, reactive power flow, real losses, reactive
losses, etc.
The quantification of the strengths of different types of electromagnetic links is
based on the steady state-based electric distance measure for different risk and
reliability problems. Fig. 6.2(d) illustrates the link strength in a layered format
which is another layout of complete graph, and allows separations of edges based
on link strength of edge.
3 Structural analysis and criticality identification: Identification of critical com-
ponents or weak areas in power grids are challenging issues, yet critical to the
operation of power grids. In the control center of almost every power grid, a list
of critical components are identified and frequently updated by operating support
group, the status of critical components are monitored, and if certain threshold
values are exceeded, then actions must be taken promptly. The third algorithm
uses criticality and structural analyses to find the winning probabilities of possible
solutions and determine the categories of granularity as illustrated in Fig. 6.2(e),
in which various critical components can be distinguished.
The most significant part of the reduction process is the criticality identification
based on the weighted graph. This involves algorithms primarily based on pla-
narity test of the weighted structure to characterize the set of planar graphs; and
planarization which involves removal of a certain number of vertices so that the
graph becomes planar ensuring a minimal impact on the criticality of the graph.
This is shown in Fig. 6.3.
Planarity test algorithms typically take advantage of theorems in graph theory
that characterize the set of planar graphs in terms that are independent of graph
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Fig. 6.3: Critical components identification
drawings. The planarization represents the procedure of identification and tem-
porary removal of a number of vertices so that the graph becomes planar. This is
different from the objective of planarization in computer science which is to recre-
ate the layout of a planar graph in such a way that there is no visual edge crossing.
In order to preserve most of the properties of the original graph, a computational
algorithm is developed to remove a minimum set of vertices to ensure a minimal
impact on the criticality of graph.
The utilizations of weights and planarization successfully uncover the information
about the hierarchy of power grids and criticality of connected vertices and edges.
Fast and proper usage of system information and complex network method can
help identify which areas of the system are critical for system restoration. Com-
paring the original topological graph shown in Fig. 6.2(b), the network in Fig.
6.2(e) is no longer just a graphic or topological layout that rearranges the edges
and vertices, it is capable to solve the criticality of the corresponding components
of power grids which could largely characterize the performance of power grids in
many power system analyses. Although many analyses require to be much de-
tailed, the structural information is always a part of it. Analyses identified based
on structural information may be the same which can be applied to many studies.
Even though the list of critical elements may not be complete, identification of
these critical elements can greatly reduce the dimension of the problems which is
adequate to support system restoration decisions, at least for reasoning purposes
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or computational applications, like system restoration issues associated with the
challenge of the curses of dimensionality of system restoration.
4 Reduced solution space: Above algorithms for identification of critical components
represent a significant innovation in techniques that address the key challenges in
system restoration analyses. The complex networks methods and power system
analysis techniques are used coherently to pinpoint the criticality of power grids
based on the topological structure of graph and electric properties of power grids.
This provides useful information about the structural characteristics of power
grid and critical components. In system restoration analyses, this information
can be used by the system operators to prioritize buses or zones based on their
importance, categorize the transmission lines or corridors based on the restoration
strategies, respond to the realities aftermath of blackout or large-scale brownout.
Moreover, the algorithms are flexible and can be easily embedded so that they can
be adapted to any optimization framework.
The fourth algorithm solves the optimization problem in the reduced solutions
space by either avoiding lower winning probability options or selecting high win-
ning probability options based on link strength information. This results in a
condensed solution space with critical components, as illustrated in Fig. 6.2(f).
The advanced algorithm with reduced solution space can carry out all stability analy-
ses to allow feasibility studies, as illustrated using a flowchart in Fig. 6.4 and it can be
applied to most optimization problems with different objective functions. The aforemen-
tioned algorithms and structural analysis have been integrated to address the real-world



















Fig. 6.4: Restoration process involving transient state evaluation.
6.6 Integrated tool for system restoration
The development of the integrated tool with a number of integrated automated analytics
allows it to be NERC compliant with standard power system models. This tool still
follows the standard model of restoration and the optimization problem presented here is
similar to the existing models involving automated modeling, path searching, simulation
and feasibility studies. However it simplifies the analysis with the application of ADP-
based formulation with involvement of complex networks science and graph theory-based
solution space reduction technique. Further, the solution is based on an algorithm which
uses an optimal strategy to obtain restoration path by dividing the problem into various
sub-problems.
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Further, the model can be utilized for real-time scenarios due to its capability to carry
out steady-state, transient and dynamic stability analyses as opposed to only steady-
state analysis in the existing models. Such a model formulation of optimal decision







































min, Tmax, j, P tg,j, Rj, V
j
set},
Ui = {Xt, utd,i, t, ωdi , Pmini , Pmaxi , P ti , Qmini , Qmaxi , Qti},
Uk = {Xt, utl,k, t, ωlk}, and Uc = {N tGS, N tDS, N tLS, t}.
where P , Q represent the active and reactive power respectively, associated with the
generators in the network, Gj represents the set of generation output, Di represents
the set of loads, Lk is the set of status of transmission lines, fc is the set of operating
frequencies, Rj is the ramping rate of generator j, u is the decision variable for vari-
ous sub-problems and ω represents the weight associated with various elements in the
system. The above objective function is subject to constraints similar to those of the
PSERC model in (6.1).
In order to obtain a solution to the Bellman’s type equation in (6.3), the following
algorithm is used to select the most probable/optimal set of elements and state path at
each stage of restoration:
Step 1: The problem in (6.3) is divided into a set of overlapping sub-problems;
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Step 2: An optimal strategy, π∗ = arg maxπ V π(x0), is constructed which is used to
generate the choice at the current restoration stage, such that the solution
space is reduced on the basis of the importance of the state sequence and an
optimal path of restoration;
Step 3: This strategy, π∗, is used to find the sub-problem solutions at all stages for the
overall optimal solution of the original problem described by (6.3).
Since the essence of ADP is to replace the true value function with the statistical
approximation, based on the algorithm mentioned above, the problem function in (6.3)























where Xs and Us represent the state at stage s and the decision that optimizes the
value of the subsequent stages, respectively. Equation (6.4) can be rewritten in Bellman





T (Xs, Us) + V (Xs+1)
)
, (6.5)
where T (Xs, Us) represents the elements of (6.4) for t = s. The dimensionality of the
problem can be reduced if the important states of transition function, S(Xt, Ut) = Xt+1,
to the global optimal value can be percepted and quantified by an associated weight
aijs . Hence the optimal decision can also be obtained based on the weights. Further,
with the assumption of a perception function based on weights, the Bellman equation






F{V (Xs)} · T (Xs, Us) + V (Xs+1)
)
, (6.6)
where F{V (Xs)} = aijs is the assumed perception function with i ∈ Xs, j ∈ Xs+1.
The reduction in dimensionality as a result of approximation on the basis of assumed
perception function makes the process of restoration explicit. This improves the quality
of the restoration path without concerning associated voltage violations. The advan-
tages of using solution space reduction based on approximation is illustrated in the
next section using an IEEE 118-bus test system and further validated using 2000-bus
synthetic test system.
6.7 Illustration of system restoration
This section demonstrates the restoration process using the integrated tool on IEEE
118-bus test system [1] and a bigger 2000-bus synthetic test grid system [123]. The
capability of the tool is highlighted by specifying a Blackstart unit in these systems and
carrying out feasible restoration plan. The feasibility of the restoration plan is validated
based on steady-state analysis, transient analysis and frequency dynamics of the system.
6.7.1 IEEE 118-bus system
The restoration process is demonstrated on IEEE 118-bus system which is illustrated
in Fig. 6.5. In this system, there are 54 generator units and 99 load units with a peak
demand of 4242 MW. For this study, the generator at bus 12 can be assumed to be
the Blackstart unit and for demonstration of restoration process, the location of nuclear
generator station is assumed to be located at bus 77.
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Fig. 6.5: IEEE 118 bus system. [1]
6.7.1.1 Generation restoration
One of the critical requirements after a system blackout is the assurance of reliable
shutdowns of nuclear generators. Therefore it is imperative to have a feasible restoration
plan for expeditious restoration of off-site AC power sources to the nuclear station.
Keeping this as the priority, a restoration scenario is simulated using different restoration
plans devised using the proposed tool. The tool is used to create a critical restoration
path from the Blackstart unit at Bus 12 to the nuclear station assumed to be located
at bus 77 in the test system. Three different plans are tested to restore the system:
1 Restoration Plan I generally renders priority to the final outcome without focusing
on the criticality of the path;
2 Restoration Plan II is based on the simple distance rule;
3 Restoration Plan III uses an alternative restoration path based on the ADP algo-
rithm with solution space reduction.
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Plan I and Plan II show steady-state and transient violations for different cases while
Plan III avoids such steady-state and transient violations based on alternative restora-
tion path as shown in Table 6.1.













1 12 Txxxxxxh Txxxxxxh Gen 47
2 12 Txxxxxxh Sxxxxxxd Branch 12 11
3 11 Sxxxxxxd Sxxxxxxd Load 70
4 11 Sxxxxxxd Oxxxe Branch 12 11
5 12 Txxxxxxh NxE Branch 12 16
6 16 NxE NxE Load 25
7 16 NxE Sxxxxxxn Branch 16 17
8 17 Sxxxxxxn Sxxxxxxn Load 11
9 17 Sxxxxxxn Dxxxxxk Branch 17 31
10 31 Dxxxxxk Dxxxxxk Load 21.5
11 31 Dxxxxxk Dxxxxxxe Branch 31 32
12 32 Dxxxxxxe Dxxxxxxe Load 7.37
13 32 Dxxxxxxe Cxxxxxxr Branch 32 33
14 23 Cxxxxxxr Cxxxxxxr Load 7
15 23 Cxxxxxxr Txxxxxn Branch 23 24
16 24 Txxxxxn Txxxxxn Load 13
17 24 Txxxxxn Pxxxxxxh Branch 24 70
18 70 Pxxxxxxh Pxxxxxxh Load 8.25
19 70 Pxxxxxxh Sxxxxxxt Branch 70 75
20 75 Sxxxxxxt Sxxxxxxt Load 2.94
21 75 Sxxxxxxt Txxxxr Branch 75 77
22 77 Txxxxr Txxxxr Load 3.81
6.7.1.2 Ideal restoration plan
As discussed earlier, Restoration Plan I prioritizes restoration of off-site power sources
to the nuclear power station without any specific rules, hence it may be seen as a pure
vanilla case. The restoration path starts with energization of Blackstart unit at bus 12
and after 27 sequences, the off-site power sources to the nuclear power station at bus
77 is restored. This restoration plan shows no steady-state violations, however, when
subject to worst-case switching transients, it may show transient voltage violations at
certain locations in the path. Restoration Plan II on the other hand follows most
existing restoration plans in utilities which are manually created by operators based
on the simple distance rule, which selects restoration paths using minimum distance.
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Fig. 6.6: Restoration Plan III on IEEE 118-bus system
Although this rule may work in several simple cases, it does not guarantee feasibility
for all complicated systems. For example, in the test case restoration plans created by
simple distance rule generate a quick path with only 10 sequences but it also shows
voltage violations which may cause instability issues. Hence, considering the real-time
dynamics of a power system Plan I and Plan II may not be feasible.
















12 77 27 No Yes
Restoration
Plan II
12 77 10 Yes -
Restoration
Plan III
12 77 22 No No
The integrated tool is then used to create an alternative Restoration Plan III which
utilizes the ADP algorithm with backward induction along with solution space reduc-
tion. This plan reduces the dimensionality of the problem and using the perception
function, it can reach an optimal decision by avoiding use of any risky branches in the
111
restoration path that can cause transient over-voltage violations. This plan, shown in
Fig. 6.6, takes 22 sequences to successfully restore bus 77 in the test system. This makes
Restoration Plan III more robust and ideal for real-time scenarios. The comparison of
the three plans based on voltage violations is illustrated in Table 6.2.
6.7.2 2000-bus synthetic test system
Next, the proposed integrated tool is further validated and the restoration process is
demonstrated on a bigger and more complex 2000-bus synthetic test grid system which
is overlayed on the geographic footprint of the state of Texas, USA served by Electrical
Reliability Council of Texas (ERCOT) [123]. The system on the Texas map is shown in
Fig. 6.7. In this system eight major geographic areas are identified which comprise of
a total 1500 substations. The system is considered to operate at two nominal voltages,
345 kV and 115 kV.
Fig. 6.7: 2000-bus synthetic grid test case [8]
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6.7.2.1 Generation restoration
In the system, let us consider the generator at Bus 5262 located in Zone 1 as the
Blackstart unit and assume a nuclear generator station in Zone 1 at Bus 6216. A
restoration plan is devised for the nuclear generator station using Restoration Plan III
which is based on the proposed ADP algorithm with solution space reduction. It is
shown in case of the IEEE 118-bus system in Section 6.7.1, the Restoration Plan III
does not exhibit any steady-state and transient violations and thus prove to be better
than Restoration Plan I and Restoration Plan II.
The restoration plan for the nuclear generator starting from the Blackstart unit at Bus
5262 utilizes 369 sequences to reach the target generator at Bus 6216. The restoration
plan model based on solution space reduction takes approximately 4 minutes to simulate
and is illustrated in Table 6.3. The restoration plan is also illustrated on the county
map of the power system with Blackstart unit in Somervell county as shown in Fig. 6.8.











1 5262 Gxxxxe3 Gxxxxe3 Gen 390.249
2 5263 Gxxxxe4 Gxxxxe1 Transf 5263 5260
3 5317 Gxxxx10 Gxxxx20 Branch 5317 5401
4 5401 Gxxxx20 Gxxxx21 Transf 5401 5402
5 5402 Gxxxx21 Gxxxx21 Load 65.97
6 5405 Sxxxxxxl1 Bxxxxxd0 Branch 5045 5120
7 5120 Bxxxxxd0 Bxxxxxd1 Transf 5120 5121
8 5121 Bxxxxxd1 Bxxxxxd1 Load 76.66
9 5317 Gxxxy1 Wx20 Branch 5317 5388
10 5388 Wx20 Wx21 Transf 5388 5389
11 5389 Wx21 Wx21 Load 87.46
...
361 6214 Mxxx8 Mxxx8 Gen 14.89
362 6215 Mxxx9 Mxxx4 Transf 6215 6210
363 6210 Mxxx4 Mxxx5 Transf 6210 6211
364 6211 Mxxx5 Mxxx6 Transf 6211 6212
365 6212 Mxxx6 Hxxxx1 Branch 6212 6020
366 6020 Hxxxx1 Hxxxx1 Load 16.53
366 6215 Mxxx9 Mxxx9 Gen 16.53
367 6216 Mxxx10 Mxxx4 Transf 6216 6210
368 6212 Mxxx6 Kxxx0 Branch 6212 3014
369 6216 Mxxx10 Mxxx10 Gen 22.002
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Fig. 6.8: Restoration plan on the county map of a real power interconnection. [9]
6.8 Remarks
The system restoration chapter highlights the key ideas and major algorithms that are
based on complex networks science, advanced stochastic optimization techniques and
theory, and experience of power engineering to address the system restoration problem
in large-scale power systems. The solution has addressed a long standing issue with
significant breakthroughs to system restoration technology.
The applications based on the methodology range from creation of new restoration plans
to validation of existing restoration plans and non-restoration testing along with the
satisfaction related to the computational times for different applications. The creation
of restoration model takes less than 5 minutes on a Pentium-4 processor of a laptop
computer for an approx. 3000-bus system. Validation and enhancement of over ten
comprehensive restoration plan of over 10 TOs only takes about 3 days which includes
the time spent in gathering information, communication with restoration plan owner
for missing information and corrections.
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CHAPTER 7
Extension of electrical distance in network science analysis
7.1 Background and related work
Electrical market analysis involving power exchange is becoming more and more complex
due to the size and degree of interconnections in modern power systems for economic,
political and environmental reasons [17]. With such inherent complexities and informa-
tion deficiency, it is difficult for participants to make operational and market decisions
at buses that are sensitive to the condition of transmission lines. For these reasons, it
is necessary to develop an enhanced method to support decisions, particularly, those
sensitive to major and critical transmission lines. The analysis can be computationally
challenging, especially, when a full AC implementation approach is used [18]. As com-
pared to the full AC analysis, a simplified analysis of the network can be done by using
full network DC power flow model [19]. Although the full AC analysis would be the
most accurate approach, the DC approach allows network operators to make informed
dispatch decisions thereby saving time and effort required. The enormous size of power
system networks makes full network DC analysis computationally taxing. To reduce
the computational burden and to simplify the analysis of electricity markets, several
network equivalence models have been used [18, 20, 63, 64].
Various approaches for network equivalencing have been presented in [87, 124, 125, 126,
127, 128]. These approaches follow the traditional method of eliminating less important
elements from the system on the basis of geographical and electrical parameters. Such
elimination results in partitioning of the network into three clusters of buses: a cluster
of internal buses, a cluster of external buses, and a cluster of boundary buses that
divide the external buses from the internal buses. Due to their trivial impact on the
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internal system, remote generators and transmission lines connected to the boundary
buses may be eliminated with minor impact on decisions. However, irrespective of the
bus demarcation, market analysis of large power system networks requires retaining the
desired buyer/seller pairs corresponding to operating zones in order to understand the
impact of power flows on transmission lines from the buyer/seller pairs at various buses.
Hence, in this study we do not eliminate the external buses but rather focus on the line
flows between various operating areas. These line flows are called tie-line flows.
The metric introduced in this chapter is developed for the study and has properties
similar to resistance distance which has been widely used since the early days of electrical
circuit theory. There are several books on the basics of circuit analysis that deal with
resistance distance and topological formula for resistance distance, for example [27].
However, recently this concept gained increased importance in view of its applications
in areas outside electrical circuit theory [28, 129, 130, 131, 132, 133, 134].
In recent studies, network equivalencing has been done using generation shift factor
(GSF)-based methods [63, 65, 64, 135]. In these methods, buses with similar impact on
the interconnecting tie-line flows evaluated using GSFs are grouped together. In order
to improve the efficiency and accuracy of bus clustering, [64] uses k-means algorithm
based on GSF to cluster the buses. However, GSFs are sensitive to the change in
the location of slack generator. Network operators supervising different regions of the
interconnection might not be aware of the slack bus change and hence there could
be discrepancies in decision making, which can provoke an impact on regional power
transactions. Therefore, the main objective is to develop a new clustering method as
well as new network equivalent that overcomes the limitation of the GSF-based methods.
7.2 Basic concepts
In addition to the concept of electrical distance and one of its measure, generation shift
factor, which has also been discussed in Chapter 2, the basic concept of Laplacian matrix
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of a graph is discussed here. The concept of Laplacian matrix of a graph provide an
underlying similarity to the connection matrix of a power network and hence can be
utilized in power network equivalencing. Therefore, in order to introduce the average
electrical distance measure, let us first discuss the following basic concepts:
1 Laplacian matrix of a graph;
2 Foundation of electrical distance;
3 Generation shift factor.
7.2.1 Laplacian matrix of a graph
Consider a graph G = (V,E) with vertex set V = {0, 1, . . . , n}. Edge e ∈ E connecting
vertices i and j is denoted by (i, j). It is assumed that there are no loops on any
vertices and there are no parallel edges connecting the vertices. In this chapter, the
terms, vertices and nodes, as well as links and edges, will be used interchangeably. Let
an edge (i, j) be assigned a weight wij, a positive real number. If there is no edge
connecting i and j then wij = 0. Two vertices i and j are adjacent if there is an edge
(i, j). A vertex j is incident on vertex i if there is an edge connecting i and j. The
degree of a vertex i denoted by deg(i) is the sum of the weights of the edges incident
on i.
The Laplacian matrix, Y = [yij] of G is an (n+ 1)× (n+ 1) matrix defined as follows:
yij =

−wij, if i 6= j
deg(i), if i = j
(7.1)
As an example, a graph G and its adjacent matrix are shown in Fig. 7.1(a) and 7.1(b).
Note that yij = yji. It can be seen that the sum of all the elements in any row and the
sum of all the elements in any column are both equal to zero. So, Y is singular and
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Fig. 7.1: (a) Graph G with weighted edges; (b) Laplacian matrix of G; (c) Reduced Laplacian
matrix, Y (o).
has no inverse. To handle this singularity problem of Y , two different approaches are
adopted, namely, the eigenvalue approach and the determinant approach.
In the eigenvalue approach, the pseudo-inverse Y + of Y is used. The properties of G
are studied in terms of the elements of Y +. This approach is quite popular among
mathematicians. See [136, 137]. In this chapter, the determinant approach is followed
which is popular in the electrical engineering community. In this approach, let us first
remove a row and the corresponding column from the Laplacian matrix, Y . Let us
assume that the vertex labelled o called the datum node or slack node is removed. The
resulting matrix denoted by Y (o) is called a reduced Laplacian matrix. The reduced
Laplacian matrix Y (o) of Y in Fig. 7.1(b) is shown in Fig. 7.1(c). It can be shown that
the matrix Y (o) is non-singular and it has several other properties. See for example,
[27].
In this chapter, Y = [yij] is used to denote the reduced Laplacian of the network.
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7.2.2 Foundation of electrical distance
Consider an electrical network N represented by the graph G. The admittance of the
edge (i, j) in N serves as the weight wij in G. Each edge (s, t) in G is associated with
two variables, voltage, vst and current ist. See Fig. 7.2. Then by Ohm’s law, we get
ist
vst
= wst, the admittance of (s, t). (7.2)
Fig. 7.2: Demonstration of Ohm’s law.
In electrical engineering literature, the reduced Laplacian matrix, Y is called the node-
to-datum matrix of N with vertex o as the datum vertex. Datum vertex is also known
as the slack vertex. Let Z = [Zij] be the inverse of the reduced Laplacian matrix. This
matrix is called Z-bus (Zbus) matrix in power engineering literature. Also, the ground
is usually used as the slack vertex.
Fig. 7.3: Current source across the nodes (s, t).
Let us now connect a current source of value is,t across nodes (s, t) as shown in Fig.
7.3. Let vs,t be the voltage across s and t. Then the electrical distance between s and






Fig. 7.4: Current source connected across (0, 1), (0, 2), . . . , (0, n).
Let us now proceed to show how to evaluate rs,t across all pairs of nodes s and t. Note
that definition of rs,t does not require that s and t be connected by edge (s, t) in the
network N . Suppose we now connect a current source of value is across the vertices o
and for each s ∈ {1, 2, . . . , n}, as shown in Fig. 7.4. Note that the current flows from



































Note that Zij is a complex number denoted by (Rij + jXij).
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It follows from (7.5) that rs,o = Zss, for all s. It can be shown that for all i and j
rij = Zii + Zjj − 2Zij. (7.7)
In power engineering literature, electrical distance rst is called Thevenin resistance/impedance
between the nodes s and t, denoted by Zth,st. Thus,
Zth,st = rst = Zss + Ztt − 2Zst. (7.8)
Also, in chemistry literature electrical distance is referred to as resistance distance [28].
7.2.3 Generation shift factor
Given a power network with two or more interconnected areas, in power market analysis,
a simpler equivalent network is needed which preserves the flows across the lines (edges)
connecting different areas. In this context and as previously discussed in Chapter 2, the
concept of GSF [63] was introduced and used in determining power network equivalents.
Given a network N represented by graph G. Consider a line connecting two nodes u
and v. Suppose we inject a current of unit value at node i i.e. connect a current source
of unit value between node i and the slack node o. Then the current that flows through
the line (u, v) is called the generation shift factor of i with respect to (u, v), denoted as
guv,i. To find a formula for guv,i consider (7.4). Then,
vu =zu1i1 + zu2i2 + . . .+ zuiii + . . .+ zuuiu, (7.9)
vv =zv1i1 + zv2i2 + . . .+ zviii + . . .+ zvviv. (7.10)
If ij = 0 for all j 6= i and ii = 1, we get vu = zui and vv = zvi. Then the current flowing
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7.3 Average electrical distance
Average electrical distance (AED) is defined as the electrical distance of a specific bus
with respect to a transmission line or a tie-line connecting different operating zones. It
can also be viewed as the relative electrical distance of a bus w.r.t. a line. The AED,





where Zth,ui is the electrical distance between buses u and i and shown in Fig 7.5.
Fig. 7.5: Illustration of average electrical distance.
Using (7.8), we get
duv,i =






− (Z̄ui − Z̄vi)
∣∣∣. (7.15)
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Z11 · · · Z1i · · · Z1n
... . . .
... . . .
...
Zu1 · · · Zui · · · Zun
... . . .
... . . .
...
Zn1 · · · Zni · · · Znn

. (7.16)
In (7.16), the diagonal elements of the impedance matrix represent the Thevenin impedance
at each corresponding bus. For real-time analysis, it is required to execute calculations
of electrical distance at short intervals which can be achieved through simplification of
electrical distances. Since transmission lines usually have a high X/R ratio (see Fig.
7.2), the resistances of the lines can be neglected when compared to the high reactances
of lines. Thus, the impedances in (7.14) can be simplified as shown in (7.17).
Xth,ui = X̄uu − 2X̄ui + X̄ii, (7.17)
where elements in X̄ = [X̄ij] represent the approximation of elements in Z i.e. Zij ≈ X̄ij.




∣∣∣ = ∣∣∣X̄uu − X̄vv
2
− (X̄ui − X̄vi)
∣∣∣. (7.18)
In previous studies [65, 64], GSF-based bus clustering methods have been used to analyse
the impact of injections from groups of buses on the power flows of different transmission
lines. In these GSF-based methods, buses that have similar contributions to the power
flows on lines of interest are grouped together based on GSFs. But GSF does not take
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into account the impact of injection on buses u and v. As shown below, AED is indeed a
measure that captures the impact of injection at u and v. This important characteristic
of AED can be explained by analysing the relationship between AED and GSF. GSFs





Similarly, the sum of GSFs of bus u and bus v with respect to tie-line uv is given by




Comparing (7.18)-(7.20), it can be seen that duv,i enhances guv,i by adding an additional
term capturing the impact of injection at buses, u and v, on the power flow across the
tie-line, uv.
7.3.1 Calculation of AED
Algorithm given below to determine AED for each bus in the network with respect to
the tie-lines of interest includes the following main steps:
Algorithm 1: Calculation of AED
1 Creation of bus impedance matrix. According to the system data, bus admittance
matrix is first developed. Then, bus impedance matrix, shown in (7.16), is created
by calculating the inverse of bus admittance matrix.
2 Calculation of Thevenin impedance. Using the elements of bus impedance matrix
obtained in Step 1, the thevenin impedance for each pair of buses are calculated
according to (7.17).
3 Calculation of AED. After calculating the Thevenin impedances, AEDs between
buses and tie-lines of interest are calculated using (7.18). The results of AEDs are
124
Fig. 7.6: Illustration of AED matrix.
used to create a matrix as shown in Fig. 7.6. In this matrix, each row corresponds
to a tie-line and each column corresponds to a bus in the system. Thus, an element
in the matrix corresponds to AED from a bus to a tie-line in the system.

7.3.2 Implications and relevance for social network analysis
In the graph representation of a social network, link weights are all unity. Different
types of metrics/measures are defined to determine certain properties of links or nodes.
For example, a measure called PageRank is used to rank the nodes in terms of their
importance [138]. As another example, the betweenness measure of a link is used to
determine the importance of a link. A link e is considered more important than another
link e′, if the fraction of the total number of messages that flow through e is greater
than that for e′. In view of the connection between random walk and current flow in
a resistance network [132], this fraction is in fact equal to the current through the link
when a unit current is injected at a node. Taking advantage of this connection in [129],
a measure similar to GSF is used to determine the betweenness measures of links. For
a detailed discussion of many of these measures, see [139].
The concept of role discovery in networks was first studied in sociology [140, 141]. In this
context, roles considered are social roles. Thus role discovery has become an important
topic in social network analysis. Recently role discovery has been studied in other
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settings such as online social networks, technological networks, biological networks, web
graph etc.
In [142], a comprehensive review of literature on role discovery in network has been
given. This chapter also discusses the problem of identifying clusters in a network such
that all nodes in each cluster are equivalent in some sense. Two types of equivalence are
considered: graph-based equivalence and feature-based equivalence. Several challenges
that arise in the application of role discovery in non-static network such as dynamic and
streaming graphs are also discussed in [142].
A part of this chapter is focused on clustering in a power network and its application in
deriving a simplified approximate equivalent network that preserves flows along certain
lines. The GSF and AED are measures that are defined for each node with respect to
certain lines. If the line weights are set to unity, then these measures in the context
of social networks capture the fraction of total messages that flow through a link when
messages arrive (or injected) at a node. This may help in extending this work in the field
of social network studies. For example, a problem of interest is to determine clusters
such that the total flow carried by inter-cluster links is optimized. Once such clusters are
identified, simplified approximate equivalent network can be determined as explained in
Section 7.7 that can be used to predict the flows across the clusters. Further discussion
of these ideas is given in Section 7.8.
7.4 k-means algorithm
k-means algorithm is one of the most popular clustering techniques in unsupervised
learning tasks. Given a set of nodes or buses, this algorithm has been efficiently used
to partition a network into k clusters [143]. This is based on the optimal placement of
centroid for the respective cluster in a network [144].
In this algorithm, initially the network is divided into k clusters with each cluster defined
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by a reference bus (centroid). Remaining buses are then partitioned and assigned ap-
propriately to the clusters based on the closeness of each bus to k reference buses. Then
cluster adjustments are made with the calculation of new centroids. These centroids act
as new reference points for the next partitioning of all the buses. These adjustments
naturally produce error whose minimum corresponds to “Voronoi configuration” [145]
which result in reference locations at the centroid of the clusters. The error measure or






|xij − µj|2, (7.21)
where k is the total number of clusters; nj is the number of buses belonging to the jth
cluster, xij represents ith bus in the jth cluster, µj is the centroid in the jth cluster and
the term |xij − µj| represents the distance between xij and µj.
The process becomes iterative in order for the clusters to reach a local minimum which
is dependent on the initial selection of the reference buses. The k-means algorithm keeps
on adjusting the centroids after each partition making it more dynamic to the changes.
The k-means algorithm is explained in Algorithm 2.
Algorithm 2: k-means algorithm
1 Selecting initial cluster centroids. Cluster formation is initialized by selecting
k centroids, i.e., µ1, µ2, · · · , µk in the network. These centroids act as initial
reference points for the buses to be assigned to an appropriate cluster.
2 Grouping buses into clusters. For the selected k centroids, based on the Euclidean
distance, a bus is assigned to a cluster which has its centroid closest to the bus.
3 Recalculating centroid positions. After all the buses are assigned to respective
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4 Evaluating objective function in (7.21). After all buses are grouped into the clus-
ters in Step 2, the potential function in (7.21) is evaluated.
5 Iterations of algorithm. Steps 2-4 are repeated until the centroid of each cluster
ceases to change its position with further iterations.

7.5 AED-based k-means bus clustering method
In this section, AED-based improved clustering method is discussed that uses k-means
algorithm for power system network equivalence. This method uses a simple itera-
tive technique known as Lloyd’s algorithm for finding a locally minimal solution [144].
Further it utilizes AED as a measure of distance between the buses in the system. In-
tegration of AED makes k-means algorithm more relevant to the power system network
study. This is because AED gives a measure of distance of a bus with respect to a
tie-line. This algorithm proves to be sufficiently accurate for the independent analysis
done by various utilities on their networks.
7.5.1 AED-based k-means algorithm
With reference to the power system network equivalence, it is preferred to incorporate
a measure that can reflect the true distance from a power system network perspective.
AED presented in Section 7.3 is one such measure. In the network while determining
the clusters, the actual distance term in the variance calculation can be replaced with
the AED measure. Specifically, in (7.21) let us replace the location of the bus xij with
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d(xij) which represents the AED of the ith bus in the jth cluster with respect to set of
tie-lines and d(µj) represents the AED-based measure of the centroid in the jth cluster
with respect to the tie-lines. If the number of tie-lines is greater than 1, d(xij) is replaced
with the average of AEDs considered for the given set of tie-lines. The updated potential







This improves the k-means algorithm when applied in power system setting as compared
to general distance used in the classical algorithm.
7.6 AED-based k-means++ bus clustering method
This section introduces AED-based improved k-means++ algorithm which can be used
for clustering of large power system networks. In order to introduce the new method,
let us discuss the following:
1 k-means++ algorithm;
2 AED-based k-means++ algorithm;
3 Silhouette value analysis.
7.6.1 k-means++ algorithm
Although the results showed improvements as compared to other methods used for clus-
tering power system networks, the AED-based improved k-means clustering method may
deliver inconsistent results for large power system networks comprising of a large data
set. This is due to the fact that k-means algorithm uses random centroids for initial-
ization and thus achieves different results for each simulation. To address this problem,
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a seeding technique was proposed in [146] which selected the first centroid position at
random and then initialized the remaining centroids by sampling probabilistically, pro-
portional to the squared distance of the nearest centroid. This made an improvement in
the k-means algorithm which helps to achieve a clustering which is O(logk) competitive.
This is achieved by considering a potential function that satisfies the following relation
for any set of buses,
E[φ] ≤ 8(ln k + 2)φ∗, (7.24)
where φ∗ is the potential function corresponding to the set of cluster centroids in the
network. The resulting augmented k-means algorithm is called k-means++ algorithm.
It can be pointed out that k-means++ algorithm, due to its initialization process,
produces starting centroids uniformly distributed for different iterations as compared to
k-means algorithm starting centroids. This is illustrated in [147].
7.6.2 AED-based k-means++ algorithm
Different from commonly used k-means++ algorithm, the improved AED-based algo-
rithm groups the buses in a power system into various clusters based on the closeness
between buses and the centroid of each cluster in terms of AEDs. The objective of
the improved AED-based k-means++ algorithm is also to minimize the same potential
function, φ, as shown in (7.23).
To achieve the objective described in (7.23) with the initial seeding as shown in (7.24),
the improved AED-based algorithm, shown in algorithm 3, includes the following main
steps:
Algorithm 3: AED-based k-means++ algorithm
1 Cluster initialization: Cluster formation is initialized by selecting one centroid µ1,
chosen uniformly at random in the network. This centroid acts as initial reference
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point for the buses to be assigned to an appropriate cluster. Those buses that are
closer to µ1 are later assigned to the same cluster.
2 Determining cluster centroids. Given the centroids, µ1, . . . , µj−1, a new centroid,





where D(i) = min|d(uv, i)− d(uv, µr)|, where r = 1, . . . , j − 1.
3 Step 2 is repeated until we get all the centroids.
4 k-means algorithm. Proceed as with the standard k-means algorithm (Algorithm
2) with AED used as distance measure as discussed in Section 7.5.

7.6.3 Silhouette value analysis
An important problem in the application of k-means algorithm is to determine an appro-
priate value of k. This problem has been extensively studied in mathematical statistics
literature [148, 149]. The authors in [150] identified certain best performing methods.
In [148], authors determined through extensive simulation studies that all the best per-
formers do quite well in selecting the appropriate number of clusters. This algorithm
uses silhouette value analysis proposed in [151] which is also among the best performers.
Silhouette value analysis is a graphical partitioning technique [152] allowing an appreci-
ation of the relative quality of clusters. Here, silhouette value analysis is used to enhance
the quality of clusters identified by the improved AED-based k-means++ clustering al-
gorithm. The main steps of the silhouette value analysis that are incorporated into the
improved AED-based k-means algorithm are explained below:
Algorithm 4: Silhouette value analysis algorithm
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Consider that in a network with k clusters, a bus i ∈ {1, 2, · · · , n} is assigned to
a cluster j ∈ {1, 2, · · · , k}. Let nj be the number of buses in cluster j and k is
the arbitrarily selected number of clusters. Clusters neighboring j are represented by
m ∈ {1, 2, · · · , k − 1} such that m 6= j; these are all the clusters other than j.
1 Evaluating closeness between buses in a cluster. In this step, the average closeness
between the buses in cluster j is evaluated by calculating AED measure, acij, with







|d(uv, i)− d(uv, r)| (7.25)
2 Evaluating closeness between each bus and clusters. In this step, the minimum of
average closeness of a bus i with respect to each cluster m 6= j is evaluated which






|d(uv, i)− d(uv, r)|, m = 1, . . . , k − 1; m 6= j (7.26)
where nm is the number of buses in cluster m.
3 Calculating average silhouette coefficient of all the clusters. The silhouette co-
efficient of a bus indicates whether its placement is in an appropriate cluster.




, m = 1, . . . , k − 1; m 6= j (7.27)
The average of silhouette coefficients, sim, of buses is evaluated as si. The average
silhouette coefficient, si, of all the buses in the whole network is evaluated to give a
perspective of average closeness of all the buses to their neighboring clusters. The
coefficient is in a range [−1,+1], where +1 indicates that buses are far away from
their closest neighboring clusters; while −1 indicates that the buses are closer to
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their neighboring clusters.
4 Selecting value of k based on silhouette value analysis. Steps 1, 2 and 3 are repeated
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Fig. 7.7: Flowchart for the proposed improved k-means++ based clustering process.
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7.6.4 Flowchart
The proposed AED-based bus clustering method integrates the improved AED-based k-
means++ algorithm and silhouette value analysis to group buses for network equivalence
of large power system networks. The flowchart shown in Fig. 7.7 describes this bus
clustering method.
7.7 Power network equivalencing based on AED-based k-means++ cluster-
ing method
7.7.1 Power network equivalents based on aggregation of buses in a cluster
The given power system network is divided into various sub-networks governed by lo-
cal utilities and connected by several tie-lines. Power system operators employ various
approximation methods to quickly analyse the behavior of power system. To replicate
the scenario, a similar methodology is employed that divides a given sub-network into
smaller areas. This allows us to identify the tie-lines connecting the smaller areas. Fur-
ther the AED-based improved clustering method is then used to identify appropriate
clusters within each smaller area from which the equivalent network is obtained. The
equivalent network includes each cluster represented by an equivalent bus with a com-
bined generation and load for that cluster connected directly to it. This equivalent bus
is connected to the other equivalent buses through the tie-lines. A sample aggregation is
illustrated in Fig. 7.8. In Fig. 7.8(a), a part of the network is shown with two identified
clusters connected through a tie-line. Each cluster can be approximated by consider-
ing a single aggregated bus without any change in relevant information. As a result,
a simple approximated network is obtained with each aggregated bus representing its



































































Fig. 7.8: Illustration of equivalent network construction.
7.7.2 Case Studies using Tie-lines
In this section, let us demonstrate the efficacy of the proposed AED-based improved
k-means++ clustering method by comparing it with the previous clustering method [93]
(Section 7.5) on the IEEE 39-bus system. Then, IEEE 300 bus system is used to show
the superiority of the proposed method when compared to the widely used GSF-based
clustering method [63, 65, 64, 135].
7.7.2.1 39-bus system
The IEEE 39-bus system is a standard test system composed of 39 buses with 10 gen-
erators and 18 loads connected as shown in Fig. 7.9 [153, 154]. The net generation and
load capacity is 5266.69 MW and 5222.80 MW, respectively. The system is considered
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to be divided into two areas interconnected with four tie-lines in order to analyse the
impact of any injection change in generation/load zones on designated transmission line
flows. In Fig. 7.9, area 1 comprises of 24 buses while area 2 consists of 15 buses.
Fig. 7.9: IEEE 39-bus system.
7.7.2.1.1 Comparison of AED-and GSF-based clustering methods using sin-
gle tie-line scenario: In the system, the proposed AED-based clustering method is
compared with GSF-based clustering method using Single tie-line Scenario in which the
two areas in the system are connected only via one of the four tie-lines. In the scenario,
let us change the single tie-line connecting two areas to compare the tie-line flows in
equivalent network based on the two methods in terms of minimum and maximum flow,
and standard deviation.
First, the clusters of the proposed AED-and GSF-based clustering methods are com-
pared. The results are presented in Tables 7.1 and 7.2. Table 7.1 shows the clusters
of the GSF-based clustering technique for tie-line 25-26 when slack generator bus is
chosen at buses 30 and 39, respectively. Table 7.2 shows the clusters of the AED-based
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clustering technique for tie-line 25-26 when slack generator bus is chosen at buses 30
and 39, respectively.
Table 7.1: Identified clusters based on GSF method with slack generator at two different
buses for tie-line 25-26.
Tie-Line 25-26 & Tie-Line 17-18
Slack bus 30 Slack bus 39
Clusters Buses Clusters Buses
SA 11 26,27,28,29,38 SA 11 26,28,29,38
SA 12 16,21,22,23,24,25, SA 12 16,19,20,21,22,23,24,
36 33,34,35,36
SA 13 19,20,32,33,34 SA 13 10,11,12,13,14,15,32
SA 14 10,11,12,13,14,15, SA 14 17,27
17,32
SA 21 25,37 SA 21 1,2,3,18,25,30,37
SA 22 1,2,3,4,5,6,7,8,9,18, SA 22 4,5,6,7,8,9,31,39
30,31,39
It can be observed from Table 7.1 that clusters based on GSF-based clustering method
are sensitive to the location change of slack generator. When the location of slack
generator buses changes from bus 30 to bus 39, the same cluster has different buses.
For example, when the location of slack generator is at bus 30, cluster SA11 consists of
5 buses (i.e., 26, 27, 28, 29 and 38); however, when the location of slack generator is at
bus 39, cluster SA11 contains only 4 buses (i.e., 26, 27, 28 and 38).
Table 7.2: Identified clusters based on AED method with slack generator at two different
buses for tie-line 25-26.
Tie-Line 25-26 & Tie-Line 17-18
Slack bus 30 Slack bus 39
Clusters Buses Clusters Buses
SA 11 26,28,29,38 SA 11 26,28,29,38
SA 12 16,19,20,21,22,23,24, SA 12 16,19,20,21,22,23,24,
33,34,35,36 33,34,35,36
SA 13 10,11,12,13,32 SA 13 10,11,12,13,32
SA 14 14,15,17,27 SA 14 14,15,17,27
SA 21 1,2,25,30,37 SA 21 1,2,25,30,37
SA 22 3,4,5,9,18,39 SA 22 3,4,5,9,18,39
SA 23 6,7,8,31 SA 23 6,7,8,31
It can be seen from Table 7.2 that clusters identified based on AED are independent of
the location change of slack generator. When the location of slack generator changes
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from bus 30 to bus 39, each cluster has the same buses. For instance, when the location
of slack generator is at bus 30, cluster SA11 consists of 4 buses (i.e., 26, 28, 29, and
38); when the location of slack generator is at bus 39, cluster SA11 is also composed
of 4 buses (i.e., 26, 28, 29, and 38). In addition, comparing the results of Table 7.1
with those of Table 7.2, the identification results of AED-based method are different
from those of GSF-based method. Especially, at the same location of slack generator,
the total number of clusters identified based on AED method is different from the one
identified based on GSF method; also, buses in each cluster identified based on AED
method are different from those identified based on GSF method.
The formation of clusters for the two methods regarding slack bus 39 can be better
visualized in Fig. 7.10 with graphical representation of the network. The weighted
graphs are constructed based on following rules: 1) each cluster is represented by a
vertex; 2) the size of the vertex is based on average of electrical distances between
the buses in the cluster; 3) the edges represent the electrical connections between the
clusters; 4) dashed edges represent the interconnected tie-lines between the two areas;
5) the thickness of an edge represents the closeness between two clusters determined
by the average of electrical distance between the buses of two clusters. Based on the
graphs in Fig. 7.10, smaller vertex size in graph representing clusters for AED-based
method suggests that buses are close to each other which is not the case with GSF-based
method.
Fig. 7.10: Weighted graph of identified clusters for slack generator 39 and tie-line 25-26.
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As seen from the graphical representation, the clusters identified based on the AED-and
GSF-based clustering methods are different. To further compare the identified clusters,
the equivalent networks based on clusters identified with each method are created, and
the tie-line active power flow is calculated in the equivalent networks. The tie-line flow in
the equivalent network is compared with the one in the original network. In the original
network, the tie-line flows are calculated using GSFs. In the equivalent networks, tie-
line flows are calculated based on average GSFs. After buses in the original network
are partitioned into different clusters, the average GSF in a cluster can be obtained by
averaging all GSFs of buses in the cluster relative to a designated tie-line. Note that in
the study, only one of the four tie-lines connects the two areas in the system. When a
single tie-line changes, buses are regrouped to obtain new average GSFs to calculate the
flow of new tie-line in equivalent networks. Also, note that the clusters identified based
on AED-based method are independent from the location change of slack generator;
however, the tie-line flow is sensitive to the location change of slack generator since the
tie-line flow is calculated with average GSFs, which depend on the location change of
slack generator.
Table 7.3: Comparison of tie-line 25-26 active power flow in reduced networks created based
on GSF and AED methods with slack generator at different buses.
Reduced network based Reduced network based





Flow (MW) % deviation Flow (MW) % deviation
Bus 30 23.269 22.998 1.16 23.310 0.18
Bus 31 23.171 22.839 1.44 23.117 0.23
Bus 32 19.592 18.867 3.70 20.166 2.93
Bus 33 19.158 19.506 1.81 19.726 2.96
Bus 35 19.158 19.749 3.08 19.731 2.99
Bus 37 23.343 23.094 1.07 23.346 0.01
Table 7.3 shows the comparison of active power flows on tie-line TL 25-26 in the orig-
inal network with those in reduced networks based on AED-and GSF-based clustering
method with slack bus at different locations. It can be seen from Table 7.3 that with
slack bus location at bus 30, 31, 32, 35, 37, the tieline flow in AED-based reduced
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network is closer to the one in the original network than the tie-line flow in GSF-based
reduced network; on the other hand, when the slack bus location is at bus 33, the tie-line
flow in GSF-based reduced network is closer to the one in the original network than the
tie-line flow in AED-based reduced network. Thus, according to the results in Table
7.3, it can be concluded that for majority of slack bus selections AED-based reduced
network is better than GSF-based reduced network.
Table 7.4: Comparison of active power flow for different tie-lines in reduced networks based
on GSF and AED methods.
Reduced network based Reduced network based





















23.094 18.867 4.227 1.93 23.346 19.665 3.681 1.76
Line
17-18
23.246 19.967 3.279 1.40 23.450 20.209 3.241 1.39
Line
4-14
23.335 19.788 3.547 1.61 23.496 20.287 3.209 1.51
Line
6-11
23.535 19.736 3.798 1.50 23.514 20.423 3.091 1.46
Further a comparison is made based on the changes of tie-line flow with different loca-
tions of slack generator in AED-and GSF-based reduced networks in terms of maximum,
minimum, and standard deviation. Table 7.4 shows the maximum, minimum, and stan-
dard deviation of active power flows of four tie-lines in AED and GSF-based reduced
networks when slack generator changes in 10 different locations. It can be seen from
Table 7.4 that AED-based bus clustering method is better than GSF-based bus cluster-
ing method. In AED-based reduced network, the change of each tie-line flow is smaller
than the one in GSF-based reduced network. The change range is represented with
the difference of maximum and minimum power flow. Also, the standard deviation of
each tie-line flow is smaller in AED-based reduced network than the one in GSF-based
reduced network when slack generator changes in different locations. The smaller de-
viation in tie-line flows suggests that AED-based bus clustering method gives a more
accurate reduced network that can represent the original network.
140
To further validate the efficacy of the proposed method, the buses in clusters created by
the two methods are compared for similarity. In AED-based method, buses are grouped
together based on AEDs. The similarity of buses is measured by standard deviation
of AEDs. In GSF-based method, buses are aggregated together based on GSFs. The
similarity of buses is measured by standard deviation of GSFs. In order to make a
comparison between the clusters of reduced networks based on the two methods, the
average of standard deviation of AED and GSF is calculated for their respective reduced
networks for each tie-line. Fig. 7.11 shows the comparison of average of standard
deviation of AED and GSF for each tie-line for the respective network reduction method.
In Fig. 7.11, blue bars indicate the average of standard deviation of AEDs in the clusters
corresponding to each tie line; orange bars represent the average of standard deviation
of GSFs in the clusters corresponding to each tie line. It can be observed from Fig. 7.11
that for each tie-line, buses in clusters created based on AEDs are slightly closer to each
other than those in clusters created based on GSFs. This is based on the fact that the
average of standard deviations of AEDs in clusters for each tie line is slightly smaller
than the average of standard deviations of GSFs in clusters for each tie line. This may
validate the results presented in Table 7.3 and Table 7.4 that the tie line flows in the
equivalent networks created by AED-based method are more accurate than those in the
equivalent networks created by GSF-based method.
7.7.2.1.2 Comparison of proposed method with method of Section 7.5 based
on two tie-line scenario: Further in this study, the two tie-line scenario is used to
compare the proposed method with the method of Section 7.5. In this scenario, any
two tie-lines out of four are utilized to connect the two areas in the system. Bus 31
is chosen as slack bus. Under this scenario, the clusters are identified using the two
methods which are based on average AEDs of each bus with respect to the two tie-
lines connected. The two clustering methods follow different algorithms and hence the
clusters obtained using the two methods are different as can be observed in Table 7.5.
141
Fig. 7.11: Comparison of average of standard deviations of AEDs and GFSs in clusters for
each tie line.
This may affect the accuracy of tie-line flows in equivalent networks when compared to
the tie-line flows in the original network. The comparison of accuracy of tie-line flows in
the equivalent network is demonstrated using tie-line flow analysis. Further, the quality
of clusters in the equivalent networks is also analyzed based on the similarity of buses
in each cluster.
Table 7.5: Comparison of clusters identified by two different AED-based clustering methods
Tie-Line 25-26 & Tie-Line 17-18
Clusters identified by AED-based Clusters identified by proposed AED-based
k-means algorithm (Section 7.5) improved k-means++ algorithm (Algorithm 3)
Clusters Buses Clusters Buses
SA 11 26,28,29,38 SA 11 26,28,29,38
SA 12 27 SA 12 27
SA 13 10,11,12,13,14,15,16,17, SA 13 10,11,12,13,14,15,16,17,
19,20,32,33,34,35,36 19,20,32,33,34,35,36
SA 21 25,37 SA 21 25,37
SA 22 1,2,30,39 SA 22 1,2,30
SA 23 18 SA 23 39
SA 24 3,4,5,6,7,8,9,31 SA 24 3,18
SA 25 4,5,6,7,8,9,31
7.7.2.1.3 Tie-line Flow Analysis (Algorithm 3 and method of Section 7.5):
The tie-line flow analysis is based on the comparison of accuracy of net tie-line flows in
the equivalent networks with those in the original network. The equivalent networks are
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created using Algorithm 3 and method of Section 7.5. Different cases with combinations
of two tie-lines are studied. In this study, the tie-line flows in the original network are
calculated using GSFs and those in the equivalent networks are calculated using average
GSFs for each cluster.
Table 7.6 shows the comparison of net tie-line flows under different tie-line combination
cases. It can be observed from Table 7.6 that the net tie-line flows in the equivalent
networks created using the proposed method are more accurate than those in the equiv-
alent networks created using the AED-based k-means clustering method of Section 7.5.
For instance, in cases 1, 4, 5 and 6, the net flows in the tie-lines in equivalent network
obtained using AED-based k-means++ method are more accurate as compared to the
net flows in equivalent network obtained using AED-based k-means method. For cases
2 and 3, the net flows in the equivalent networks obtained using the two methods are
almost similar. Next, a study involving the quality of clusters is presented which ex-
plains the tie-line flow analysis on the basis of cluster formations and similarity of buses
in each cluster.
Table 7.6: Comparison of net tie-line power flows in the original network and AED-based
equivalent networks for 39 bus system
Original Network AED-based Equivalent Networks
AED-based k-means AED-based k-means++













41.30 41.50 0.48% 41.34 0.10%
Case 2 TL25-26/
TL4-14
35.78 35.81 0.09% 35.75 0.09%
Case 3 TL25-26/
TL6-11
41.50 40.50 2.40% 40.49 2.43%
Case 4 TL17-18/
TL4-14
10.67 19.73 84.90% 18.85 76.66%
Case 5 TL17-18/
TL6-11
23.58 40.52 71.82% 32.76 38.93%
Case 6 TL4-14/
TL6-11
32.81 32.67 0.43% 32.77 0.12%
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7.7.2.1.4 Cluster Quality Analysis Here the quality of clusters is analyzed which
has been identified using Algorithm 3 and method of Section 7.5. In this study, the clus-
ter quality analysis is carried out in terms of the similarity of buses in clusters. The
similarity is measured by the average of standard deviation of the AEDs in each of the
clusters identified by the AED-based k-means algorithm and the k-means++ algorithm.






(dij − µj)2 (7.28)
where σj represents the standard deviation of AEDs in jth cluster; dij indicates the
AED of ith bus in jth cluster; µj indicates the mean of AEDs in jth cluster. In (7.28),
a smaller value of standard deviation indicates that the AEDs of the buses tend to be
closer to the mean of the cluster, i.e. the buses are closer to each other.
The analysis of the cluster quality is carried out based on (7.28), the results of which
are shown in Fig. 7.12. The figure compares the average of standard deviation of
the clusters identified by the AED-based improved k-means++ clustering method with
those identified with the previous method. In Fig. 7.12, for each case of combinations of
tie-lines, gray bars indicate the average of standard deviations of AEDs for the clusters
obtained using AED-based improved k-means++ algorithm; black bars correspond to
the average of standard deviations of AEDs for the clusters obtained using previous
AED-based algorithm.
It can be observed from Fig. 7.12 that for each set of two tie-lines, the similarity of
buses in clusters created using proposed AED-based k-means++ algorithm is clearly
more as compared to the buses in clusters created using previous AED-based method.
Based on similarity of buses in the clusters, the created equivalent network has net
tie-line flows very similar to the original network which can be observed from Table 7.6.
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Fig. 7.12: Comparison of averages of standard deviations of AEDs in clusters for different
methods for 39-bus system.
Thus, modifying the clustering method by replacing the method of Section 7.5 with the
proposed AED-based improved k-means++ algorithm provides much accurate results
for network clustering schemes.
7.7.2.2 300-bus system
The IEEE 300-bus system is a test system developed by the IEEE Test Systems Task
Force in 1993 [155]. It is composed of 300 buses with 69 generators and 195 loads
connected through 409 transmission lines as shown in Fig. 7.13. Similar to IEEE 39-
bus system, in order to analyse the impact on designated transmission line flows, the
system is divided into two major areas interconnected using four tie-lines. In Fig. 7.13,
area 1 comprises of 111 buses with total load of 11824.31 MW; area 2 consists of 189
buses and total load of 11701.54 MW. Bus 7049 is chosen as slack bus.
To demonstrate the efficacy of Algorithm 3, let us compare it with the widely used GSF-
based clustering method. Different two tie-line scenarios are used in the 300-bus system
and the two methods, based on average AEDs and average GSFs respectively, are used
to identify clusters to obtain equivalent networks using k-means++ algorithm. Further,
to validate the use of k-means++ algorithm, let us compare Algorithm 3 with the
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AED-based method of Section 7.5 that uses k-means algorithm. In this study, different
two tie-line scenarios are used in the 300-bus system for clustering. These methods
yield different clusters for the same network and in order to compare the two clustering
methods, the accuracy of tie-line flows in the equivalent networks is analyzed. Analysis
of the quality of clusters in these equivalent networks is done in terms of similarity of
buses in each cluster.
7.7.2.2.1 Tie-line Flow Analysis (Algorithm 3, method of Section 7.5 and
GSF-based clustering method) This section compares the net tie-line flows in
the equivalent networks with those in the original 300-bus network. In order to study
the flows, cases with different combinations of two tie-lines connect the areas in the
network are considered. The results are shown in Table 7.7 and Table 7.8 with different
combinations of two tie-lines. The net tie-line flows in the equivalent networks in Table
7.7 are obtained using average GSFs for cluster identification. It can be observed that
for each of the cases, the net tie-line flow in the equivalent network created using the
proposed method is more accurate as compared to the tie-line flow in equivalent network
created using the GSF-based method that uses k-means++ algorithm. Also, from Table
7.8, it can be observed that the tie-line flows in the AED-based equivalent network using
k-means++ algorithm are better as compared to the equivalent network that uses k-
means algorithm. Further, cluster quality analysis is done in order to compare the
methods based on the similarity of buses in each of the cluster obtained in equivalent
networks.
7.7.2.2.2 Cluster Quality Analysis (Algorithm 3 and GSF-based clustering
method) This section analyses the quality of clusters identified using the proposed
method (Algorithm 3) and GSF-based method in terms of similarity of buses. Here,
the similarity of buses refers to the degree of change in AEDs or GSFs in a cluster
with respect to a set of tie-lines. The similarity of buses in a cluster is decided using
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Table 7.7: Comparison of net tie-line power flows in the original network and those in GSF
and AED-based equivalent networks obtained using Algorithm 3 for 300 bus system
Original Network GSF-based equivalent AED-based equivalent













448.09 375.31 16.24% 392.85 12.33%
Case 2 TL19-87/
TL4-16
1051.79 1019.24 3.09% 1032.31 1.85%
Case 3 TL19-87/
TL62-144
55.34 156.84 183.41% 57.93 4.68%
Case 4 TL8-14/
TL62-144
450.86 391.79 13.10% 487.01 8.02%
Case 5 TL4-16/
TL62-144
994.46 490.70 50.66% 973.19 2.14%
the standard deviation of buses given by (7.28). Based on (7.28), results are obtained
as shown in Fig. 7.14. In this figure, for each combination of two tie-lines, grey bars
indicate the average of standard deviations of AEDs for the clusters obtained using
AED-based improved k-means++ algorithm; black bars correspond to the average of
standard deviations of GSFs for the clusters obtained using widely used GSF-based
clustering method.
It can be observed from Fig. 7.14 that for each set of two tie-lines, buses in clusters
created based on AEDs are more similar than those in clusters created based on GSFs
since the average of standard deviations of AEDs in clusters for each set of two tie-
lines is smaller than the average of standard deviations of corresponding GSFs. Based
on the similarity and closeness of buses in the clusters, the created equivalent network
has net tie-line flows very similar to that of the original network. It can be observed
from Table 7.7, that the net tie-line flows in the equivalent network of 300-bus system
created by bus clustering method using AED-based improved k-means++ algorithm are
more accurate than those in the equivalent network created by GSF-based bus clustering
method. Similar results comparing AED-based k-means algorithm [93] and the proposed
k-means++ algorithm are shown in Table 7.8.
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Table 7.8: Comparison of net tie-line power flows in the original network and the AED-based
equivalent networks obtained using the Algorithm 3 and method of Section 7.5
Original Network AED-based Equivalent Networks
AED-based k-means AED-based k-means++













448.09 292.39 28.08% 392.85 12.33%
Case 2 TL19-87/
TL4-16
1051.79 978.73 6.95% 1032.31 1.85%
Case 3 TL19-87/
TL62-144
55.34 89.87 62.39% 57.93 4.68%
Case 4 TL8-14/
TL62-144
450.86 324.26 28.08% 487.01 8.02%
Case 5 TL4-16/
TL62-144
994.46 922.42 7.24% 973.19 2.14%
7.8 Remarks
This chapter presents an AED-based improved bus clustering method for network equiv-
alence of large interconnected power systems. The method utilizes AED-based improved
k-means++ algorithm for grouping similar buses together to form clusters on the basis
of their respective AEDs. The new algorithm is obtained by augmenting the AED-based
k-means algorithm to probabilistically initialize the centroids of clusters thereby, as in
[137], improving the accuracy of the algorithm. The use of silhouette analysis along with
improved k-means++ algorithm has resulted in further maximizing the accuracy of the
clusters. The proposed method has been compared with the previous method presented
in [93] on the IEEE 39-bus system. It has been shown that when compared to the full
network, the net tie-line flows in the equivalent networks created using the proposed
method are more accurate than those in the equivalent networks created using the pre-
vious AED-based k-means method. Also, the proposed method yields a better cluster
quality which shows that the buses in clusters formed using the proposed method are
more closely connected than those in the clusters formed using the previous AED-based
k-means method.
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Moreover, the proposed method has been compared with the widely used GSF-based
clustering method [64] on the IEEE 300-bus system. It has been shown that the net tie-
line flows in the network with different combinations of tie-lines are more accurate for
the equivalent network obtained using the proposed AED-based improved k-means++
clustering method than the one obtained using GSF-based clustering method as well
as the one obtained with the AED-based k-means algorithm. Further, the results of
the cluster quality analysis show that the buses in the clusters obtained using proposed
method are more closely connected. Thus the reduced network obtained using the
proposed method gives a better representation of the original network as compared to
the widely used GSF-based clustering method.
Section 7.3.2 of this chapter discusses the relevance and implications of this work in the
context of social network analysis. This chapter concludes by pointing to an application
to what is called the community detection problem in social networks. A community
in a social network is a collection of closely related nodes with respect to a closeness
measure. For a detailed discussion of the community detection problem, see [139].
Electrical distance is a measure of closeness of two nodes when the links are assigned
weights that capture the characteristics of interest. The Kirchhoff index [156, 157,
158] of a cluster is the sum of electrical distances between all pairs of nodes in the
cluster. The smaller the Kirchhoff index of a cluster, the closer are the nodes in the
cluster. On the other hand, the sum of the AEDs of all the nodes in a cluster is a
measure of the total flow across inter-cluster links. Let us call this as inter-cluster
Kirchhoff index. Then the smaller the inter-cluster Kirchhoff index of two clusters, the
less closely connected are the nodes in the two clusters. A problem of interest is designing
a clustering algorithm that determines clusters such that the Kirchhoff index of each
cluster and inter-cluster Kirchhoff index of each pair of clusters are within pre-specified
limits. The clusters so determined will provide a solution to the community detection
problem in social networks. This is a fairly complex problem involving the solution of a
bi-criteria optimization problem, Kirchhoff indices of clusters and inter-cluster indices
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of pairs of clusters, optimization problem.
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Fig. 7.13: IEEE 300-bus system.
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Conclusion and future research directions
8.1 Conclusion
The challenges associated with complexity of power system analysis are addressed in this
thesis with proposed measures and associated derived methodologies. The thesis pro-
vides the description of the analytical foundation of structural analysis from a networks
perspective and highlights key features along with demonstration of the methodology
in various application areas of power system.
This thesis extracts the common features through relatively thorough investigation and
the results of this investigation provide the analysis of major types of power system mod-
els and show the structure description from different perspectives such as steady-state,
electromagnetic transient and electro-dynamic perspectives. This investigation provides
the possibility of analyzing the power system network on the basis of only structural
information. The study provided the key features of structural analysis which are de-
coupling, connection information, electrical distance and link strength. This highlights
the dominating influence of the structure features in the network topology.
The basis of newly developed structural analysis is introduced and described in Chap-
ter 4 and further establishment of electric circuit foundation for structural analysis is
described in Chapter 5 using port-Hamiltonian formalism. This shows the underlying
similarity of network models which is later reflected in the analysis done in power system
restoration.
An application of structural analysis in system restoration planning is shown in Chapter
6. The analysis is completely based on the network topological information extracted
from the actual network. The results have addressed the long-standing issue of solving
153
system restoration problem using conventional techniques. The applications range from
creation of new restoration plans to validation of existing restoration plans and non-
restoration testing along with the satisfaction related to the computational times for
different applications. The restoration plans are generated for IEEE 300-bus system
and a large-scale 2000-bus system and the application shows faster simulation times
as compared to the restoration plans based on conventional techniques on a similar
network.
Application of structural analysis in science area is also presented with the network
equivalencing problem in Chapter 7. Specifically the application reduces the complexity
of the interconnected network and thus simplifies analyses. This is illustrated with the
introduction of electrical distance measure which is based on the network connection
information. Further the results of these applications are presented.
The success of the method in addressing these long-term challenging issues can be seen
as experimental evidence of the effectiveness of the use of network topology. These
applications demonstrate how use of structural analysis from a networks perspective
helps in bridging the gap between power systems and complex network science.
8.2 Future research direction
The future research directions opened up by this thesis include the development of real-
time dynamic analyses and more sophisticated solutions in the area of power system
restoration that may require state estimation details as part of the system structure.
Further, this can be used in protection studies since it requires real-time analysis. An-
other potential area of research opened up by this study is the use of structural analysis
based modified short circuit ratio parameter to study the system strength at various
points of interconnection for integration of solar PV plants. Further extension of this





C-EMD Composite electro-mechanical distance
CF Coherency factor
RPSC Reactive power support capability
RED Relative electrical distance
GSF Generation shift factor
AED Average electrical distance
EMT Electromagnetic transient
FACTS Flexible AC transmission system
SVS Static VAR system






STATCOM Static synchronous compensator
VSC Voltage source converter
UPFC Unified power flow controller
SSSC Static synchronous series compensator
NERC North American Electric Reliability Corporation
DP Dynamic programming




EOP Emergency Operations and Preparedness
GOP Generator operators
TOP Transmission operators
PSERC Power System Engineering Research Center
EPRI Electric Power Research Institute
SRN System restoration navigation
OBC Optimal Blackstart capabilities
ERCOT Electrical Reliability Council of Texas
TO Transmission owner
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List of Key Symbols
dG(u, v) Distance between two vertices u, v of a graph G;
µ(G) Average distance of a graph G of order n;
R(G) Resistance distance of connected undirected graph G;
Skl Effect of state change at location l due to state change at location k;
ea Measure of connectivity distance for node a;
Rd(k) Reflection distance of generator k of set Ω;
∆Pri Change in electrical power of a generator i owing to a small change in
the angle of generator k;
ak Acceleration of generator k at the instant of fault;
CF Coherency factor for dynamic equivalence of network;
J Jacobian matrix
Hi Moment of inertia of machine i;
β Normalized coherency factor of the machines;
din Electro-mechanical distance between the generator i and the reference
generator n;
B Susceptance matrix;
pil Amplitude of the real mode corresponding to change in rotor angle
∆δin;
qil Amplitude of the complex mode corresponding to change in rotor angle
∆δin;
αij normalized voltage attenuation on bus i with respect to the perturba-
tion at bus j;
Vi Voltage magnitude at ith bus;
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δi Rotor angle of ith machine with respect to a synchronously rotating
frame, electrical radians;
Gij Real part of the negative of the branch admittance between buses i
and j;
Gii Sum of real parts of all branch admittances connected to ith bus;
Bij Imaginary part of the negative of the branch admittance between buses
i and j;
Bii Sum of imaginary parts of all branch admittances connected to the ith
bus;
IG Complex current vector at the generator node;
IL Complex current vector at the load node;
VG Complex voltage vector at the generator node
VL Complex voltage vector at the load node;
dij Electrical distance between jth load unit and ith generation unit;
gab,i Generation shift factor of tie-line ab with respect to bus i;
X̄a,i Element of inverse of susceptance matrix;
xab Reactance of tie-line ab;
dab,i Average electrical distance of bus i from tie-line ab;
Zth,ai Thevenin impedance between bus a and bus i;
Xth,ai Thevenin reactance between bus a and bus i;
Zbus Open circuit impedance matrix;
Ybus Short circuit admittance matrix or the nodal admittance matrix;
θm Angular position of the rotor with respect to a stationary axis;
Pm Mechanical power;
Pe Electrical power;
L′ Inductance of a lossless line;
C ′ Capacitance of a lossless line;
∆t Time delay;
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∆f Frequency deviation (f − f0);
iFLα Fundamental reactor current;
ϑ Voltage transformation ratio;
H(q, p) Hamiltonian representation of total energy of the system;
p Vector of generalized configuration coordinates for mechanical system;
q Vector of generalized momenta;
B(q)f Generalized forces resulting from input f ∈ Rm;
∇H(q, ϕ) Gradient of H(q, ϕ);
D−1−t,−tP
∗
−t Initial probability distribution;
MT−t,−t Transition probabilities dependent on connection strength;
Θ−t Equilibrium distribution;
G Weighted undirected graph;
V (G) Vertex set of graph G;
E(G) Edge set of graph G;
wij Weight of the edge (i, j);





St Possible state for each stage at time t;
Gj Set of generation outputs;
Di Set of loads;
Lk Set of status of transmission lines;
fc Set of operating frequencies;
Rj Ramping rate of generator j;
u Decision variable for the sub-problems;
ω Weight associated with the elements in the system;
159
π∗ Optimal strategy used to find the sub-problem solutions at all stages
for the overall optimal solution;
Xs State at stage s;
Us Decision that optimizes value of the subsequent stage;
F{V (Xs)} Assumed perception function with i ∈ Xs, j ∈ Xs+1
deg(i) Degree of a vertex i;
Y + Pseudo-inverse of admittance matrix Y ;
Y (o) Reduced Laplacian matrix;
φ Error measure or potential function for determination of clusters;
µj Centroid location;
d(µj) AED-based measure of the centroid in the jth cluster with respect to
the tie-lines;
sim Silhouette coefficient of bus i;
si Average silhouette coefficient;
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