has been also discussed [9, 12, [15] [16] [17] . In addition, multi-output feedforward neural network is widely used in classification problems. The experimental results show that the out representation is also important for the network performance. So the convergence of multi-output neural network is very meaningful. In this paper, we study a multi-output BP neural network with inner-penalty and define a relation formula between the penalty parameter and the learning rate parameter, then use it to prove the weak and strong convergences of the offline gradient algorithm with inner-penalty. Additionally, the boundness of the new error function with innerpenalty is also guaranteed.
Network Str uction and Lear ning Method with Inner -penalty
In this section, we consider a two-layer network consisting of P input nodes, T output nodes. Fig.1 .1 illustrates the structure of a two-layer multi-output feedforward neural network. 
Proof: By the Taylor expansion and the learn rule (2.3) 
is a base, the coefficient determinant is not equal to zero, thus the system of linear equations have an unique solution. Suppose the coefficient determinant equals to D, then the solution is as follows:
Let the maximum absolute value of all the subdeterminant with rank(K-1) of . This completes the proof.
Conclusion
In summary, we study an offline gradient method with inner-penalty for training multi-output feedforward neural networks. The monotonicity of the error function and weight boundedness for the offline gradient with inner-penalty are presented, both weak and strong convergence results are proved, which will provides a strong theoretical support for many applications on multi-output neural networks.
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