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VEXILLARY DEGENERACY LOCI CLASSES IN K-THEORY AND
ALGEBRAIC COBORDISM
THOMAS HUDSON AND TOMOO MATSUMURA
Abstract. In this paper, we prove determinant formulas for the K-theory classes of
the structure sheaves of degeneracy loci classes associated to vexillary permutations in
type A. As a consequence we obtain determinant formulas for Lascoux–Schu¨tzenberger’s
double Grothendieck polynomials associated to vexillary permutations. Furthermore, we
generalize the determinant formula to algebraic cobordism.
1. Introduction
Let E1 ⊂ · · · ⊂ En−1 → Hn−1 ։ · · ·։ H2 ։ H1 be a sequence of maps of vector bundles
over a nonsingular variety X where the subscripts indicate the rank. For a permutation
w ∈ Sn, we define the degeneracy locus Xw in X by
Xw := Xw(E• → H•) := {x ∈ X | rk(Fq|x → Hp|x) ≤ rw(p, q) ∀p, q}
where rw(p, q) = ♯{i ≤ p | w(i) ≤ q}. A permutation w ∈ Sn is called vexillary if it avoids
the pattern (2143), i.e. there is no a < b < c < d such that w(b) < w(a) < w(d) < w(c).
The primary goal of this article is to prove determinantal formulas for the K-theory class
[OXw ] of the structure sheaf of Xw, where w is a vexillary permutation (Theorem 4.1).
Such formulas, which is written in terms of Segre classes, are later generalized to algebraic
cobordism (Theorem 6.1). Our proof is based on our joint work [14] with Ikeda and Naruse
and on [15], where determinantal formulas were obtained for Grassmannian permutations.
Independently from this work, Anderson [1] also proved a determinant formula for [OXw ]
in terms of Chern classes with a similar method.
Lascoux and Schu¨tzenberger ([22], [24]) introduced the double Grothendieck polyno-
mial Gw(x|b) to represent the K-theory classes of the structure sheaves of Schubert va-
rieties and Fomin–Kirillov ([9], [8]) gave their combinatorial description in terms of pipe
dreams or rc graphs. In the case when w is vexillary, Knutson–Miller–Yong [20] described
Gw(x|b) in terms of flagged set-valued tableaux, unifying the work of Wachs [29] on flagged
tableaux, and Buch [5] on set-valued tableaux. If the codimension of Xw coincides with
the length of w, then we know from the works of Fulton and Lascoux [12] and Buch [4]
that [OXw ] = Gw(x|b) where we set xi = c1(ker(Hi → Hi−1)) and bi = c1((Ei/Ei−1)
∨).
As a consequence, our formula also proves determinantal formulas of Gw(x|b), generalizing
the Jacobi-Trudi type formulas of double Grothendieck polynomials associated to Grass-
mann permutations obtained in [14] and [15]. Note that in [25], [17], [18], and [30], one
can find different determinantal formulas of Grothendieck polynomials for Grassmannian
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permutations as well as to certain vexillary permutations. Those formulas are in terms
of complete/elementary symmetric polynomials while ours are in terms of Grothendieck
polynomials associated to one row partitions.
Let us now recall the corresponding results for cohomology. Lascoux and Schu¨tzenberger
defined double Schubert polynomials indexed by permutations in [21] and [23]. Fulton [10]
showed that they give the cohomology classes of the degeneracy loci given by rank con-
ditions associated to permutations. Lascoux and Schu¨tzenberger also introduced vexillary
permutations where the associated Schubert polynomials are given by generalized Schur
determinants. In [10], Fulton gave a simple description of the degeneracy loci given by
vexillary permutations (see also [3] and [2]) and proved the determinant formula for the
cohomology classes of such degeneracy loci. For Grassmannian permutations (which are
examples of vexillary permutations), the corresponding (double) Schubert polynomials co-
incide with the (factorial) Schur polynomials, and their determinant formula is known as
the Jacobi–Trudi formula or the determinant formulas of Kempf–Laksov [16] and Damon
[7], which further specializes to Giambelli–Thom–Porteous formula.
The paper is organized as follows. In Section 2, we review some of the basics on Segre
classes in connective K-theory. In Section 3, we recall the partition associated to a vexillary
permutation w and a flagging set of w, which corresponds to an (inflated) triple of type A
in [2]. In Section 4, we describe our main theorem in terms of the partition and a flagging
set. The proof is based on the construction of a resolution using the data of the flagging
set and the computation of the class of Xw as the pushforward of the class of the resolution
following [14]. In Section 5, we describe the corresponding determinant formula for the
vexillary double Grothendieck polynomials. In Section 6, we also take into consideration
the algebraic cobordism of Levine–Morel [26] and describe the corresponding classes as an
infinite linear combination of Schur determinants whose coefficients are given by a certain
power series defined by means of the universal formal group law.
In this paper, all schemes and varieties are assumed to be quasi-projective over an
algebraically closed field k of characteristic zero, unless otherwise stated.
2. Connective K-theory and Segre classes
Connective K-theory, denoted by CK∗, is an example of oriented cohomology theory
built out of the algebraic cobordism of Levine and Morel. For the detailed construction
we refer the reader to [6], [13], and [26]. Connective K-theory assigns to a smooth variety
X a commutative graded algebra CK∗(X) over the coefficient ring CK∗(pt). Here the ring
CK∗(pt) is isomorphic to the polynomial ring Z[β] by setting β to be (−1) times the class of
degree −1 obtained by pushing forward the fundamental class of the projective line along
the structural morphism P1 → pt. The Z[β]-algebra CK∗(X) specializes to the Chow ring
CH∗(X) and the Grothendieck ring K(X) by respectively setting β equal to 0 and −1. For
any closed equidimensional subvariety Y of X , there exists an associated fundamental class
[Y ]CK∗ in CK
∗(X) which specializes to the class [Y ] in CH∗(X) and also to the class of the
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structure sheaf OY of Y in K(X). In the rest of the paper, we denote the fundamental
class of Y in CK∗(X) by [Y ] instead of [Y ]CK∗ .
As a feature of any oriented cohomology theory, connective K-theory admits a theory
of Chern classes. For a line bundle L, its first Chern class c1(L) corresponds to the usual
Chern class in CH∗(X) and to the class 1 − [L∨] in K(X) under the specialization β = 0
and β = −1 respectively. For line bundles L1 and L2 over X , their 1st Chern classes
c1(Li) ∈ CK
1(X) satisfy the following equality:
c1(L1 ⊗ L2) = c1(L1) + c1(L2) + βc1(L1)c1(L2).
It follows that c1(L
∨) = −c1(L)
1+βc1(L)
. For a variable u, we denote u¯ := −u
1+βu
. The reader should
be aware that our sign convention for β is opposite to the one used in the references [6],
[13], [26]. For computations it is convenient to combine the Chern classes into a Chern
polynomial c(E; u) :=
∑e
i=0 ci(E)u
i. For each virtual bundle E−F as an element of K(X),
one has the relative Chern classes ci(E − F ) defined by c(E − F ; u) := c(E; u)/c(F ; u).
Definition 2.1. We define the Segre classes for a virtual bundle E − F by the following:
S (E − F ; u) :=
∑
m∈Z
Sm(E − F )u
m =
1
1 + βu−1
c(E − F ; β)
c(E − F ;−u)
. (2.1)
Consequently the Segre classes satisfy the following identities (cf. [14], [15]):
Sm(E − F ) =
rkF∑
p=0
(−1)pcp(F )Sm−p(E)
1
c(F ; β)
(2.2)
=
rkF∑
p=0
cp(F
∨)
p∑
q=0
(
p
q
)
βqSm−p+q(E). (2.3)
The following proposition was obtained in [14] based on the results in [4] and [28].
Proposition 2.2. Let π : P∗(E) → X be the dual projective bundle of a rank e vector
bundle E → X and let τ be the first Chern class of its tautological quotient line bundle Q.
Let F be a vector bundle over X of rank f and denote its pullback to P∗(E) also by F . We
have
π∗ (τ
scf(Q⊗ F
∨)) = Ss+f−e+1(E − F ).
Remark 2.3. When E is a line bundle, we have c1(E)
scf(E ⊗ F
∨) = Sf+s(E − F ) by
regarding E as the tautological quotient line bundle of P∗(E).
3. Vexillary permutation
Let Sn be a permutation group of {1, . . . , n} and w ∈ Sn. The rank function of w is
defined by
rw(p, q) := ♯{i ≤ p| w(i) ≤ q}.
The diagram of w, denoted by D(w), is defined by
D(w) := {(p, q) ∈ {1, . . . , n} × {1, . . . , n} | π(p) > q, and π−1(q) > p}.
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We call an element of the grid {1, . . . , n}×{1, . . . , n} a box. Two elements (p, q) and (p′, q′)
in D(w) are said to be connected we can find a sequence of adjacent boxes connecting them
that are contained in D(w). The essential set Ess(w) of w is the subset of D(w) given by
Ess(w) := {(p, q) | p, q ≤ n− 1, w(p) > q, w(p+ 1) ≤ q, w−1(q) > p, and w−1(q + 1) ≤ p}.
A permutation w ∈ Sn is called vexillary if it avoids the pattern (2143), i.e. there is no
a < b < c < d such that w(b) < w(a) < w(d) < w(c). A characterization of vexillary
permutations in terms of the essential sets has been given by Fulton [10, Proposition 9.6].
In particular, w is vexillary if and only if the boxes in Ess(w) are placed along the direction
going from north-east to south-west, i.e. for any (p, q), (p′, q′) ∈ Ess(w), p ≥ p′ implies
q ≤ q′.
A partition λ of length r is a non-increasing sequence of r positive integers (λ1, . . . , λr)
with the convention that λi = 0 for i > r. We identify a partition λ with its Young diagram
{(i, j) | 1 ≤ i ≤ r, 1 ≤ j ≤ λi} in English notation. For each vexillary permutation w ∈ Sn,
one can assign a partition λ(w): let the number of boxes (i, i + k) in the k-th diagonal of
the Young diagram of λ(w) be equal to the number of boxes in the k-th diagonal of D(w)
for each k (see [20, 19]). This defines a bijection φ from D(w) to λ(w), which takes the
j-th box in the k-th diagonal of D(w) to the j-th box in the k-th diagonal of λ(w). In
other words, we set φ(p, q) = (p− rw(p, q), q− rw(p, q)) for each (p, q) ∈ D(w). Under this
bijection φ, the boxes in Ess(w) correspond bijectively to the south-east corners of λ(w).
Definition 3.1. Let w ∈ Sn be a vexillary permutation. A subset f(w) = {(pi, qi), i =
1, . . . , d} of {1, . . . , n} × {1, . . . , n} is called a flagging set for w if it satisfies
(i) p1 ≤ p2 ≤ · · · ≤ pd, q1 ≥ q2 ≥ · · · ≥ qd;
(ii) The set f(w) contains Ess(w);
(iii) pi − ri = i for i = 1, . . . , d where ri := rw(pi, qi).
Although you can find the following claim in [3, 2], we give a proof for completeness (cf.
[10, 27]).
Lemma 3.2. If f(w) = {(pi, qi), i = 1, . . . , d} is a flagging set of a vexillary permutation
w ∈ Sn, then the partition λ(w) is given by λi = qi − pi + i for each i = 1, . . . , d.
Proof. If (pi, qi) is in Ess(w), it maps to a southeast corner of λ under φ and hence (iii)
implies λi = qi − pi + i. Suppose (pi, qi) is the first element that is contained in Ess(w)
so that there is no box in the diagram to the east of (pi, qi). We see that the condition
(iii) implies that qj − pj = λj − j for all j = 1, . . . , i − 1. Next let (pi, qi) and (pj, qj) be
consecutive elements of the flagging set which are contained in Ess(w) with i > j. Consider
the (pi − pj + 1) × (qj − qi + 1) rectangle R in {1, ..., n} × {1, ..., n} with (pj, qj) as the
northeast corner and (pi, qi) as the southwest corner. For i > k > j, (pk, qk) must be in R.
Since w is vexillary, Ess(w) ∩ R consists of only (pi, qi) and (pj, qj). This implies that an
element of R is in D(w) only if it is on the leftmost column or on the top row. We can
also observe that the northwest corner of R is contained in D(w) and connected to (pi, qi)
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or (pj , qj). Moreover we see that the number of connected components of D(w) ∩ R is at
most two. Thus we have one of the following three cases: (1) D(w) ∩ R is a hook shape,
(2) D(w)∩R contains the top row, or (3) D(w)∩R contains the leftmost column. In each
case, we see by the condition (iii) that, for i > k > j, (pk, qk) and φ
−1(k, λk) are on the
same diagonal, i.e. λk − k = qk − pk. This proves the claim for r ≥ i where r is the length
of λ(w). Suppose that i > r. Then (pi, qi) must be in the southwest (n − pr + 1) × qr
rectangle R′ containing (pr, qr) in {1, . . . , n} × {1, . . . , n}. Since qr is the maximum row
index of D(w), we can see that p− rw(p, q) = i if and only if q − p = −i. Hence we have
qi − pi + i = 0. This completes the proof. 
4. Determinant formula of Xw(E• → H•)
Let E1 ⊂ · · · ⊂ En−1
φ
→ Hn−1 ։ · · · ։ H2 ։ H1 be a full flag of vector bundles on X
followed by a map to a dual full flag. The subscripts indicate the rank. For each w ∈ Sn,
we define the degeneracy locus Xw in X by
Xw := Xw(E• → H•) := {x ∈ X | rk(Eq|x → Hp|x) ≤ rw(p, q) ∀p, q}.
By Proposition 4.2 [10], it suffices to consider the rank conditions for (p, q) ∈ Ess(w). In
what follows, we assume that the bundles and maps are sufficiently generic so that the
codimension of Xw is the length ℓ(w) of w. Suppose that w is vexillary and choose a
flagging set {(pi, qi), i = 1, . . . , d} of w, then we can write
Xw = {x ∈ X | rk(Eqi |x → Hpi|x) ≤ rw(pi, qi) ∀i = 1, . . . , d}.
The following is our main theorem.
Theorem 4.1. Let w ∈ Sn be a vexillary permutation and f(w) = {(pi, qi); i = 1, . . . , d}
an arbitrary flagging set of w. Let A
[i]
m := A
[i]
m (f(w)) := Sm(Hpi − Eqi) for each m ∈ Z.
Then the class of the degeneracy locus Xw in CK
∗(X) is given by
[Xw] = det
(
∞∑
s=0
(
i− d
s
)
βsA
[i]
λi+j−i+s
)
1≤i,j≤d
(4.1)
and also by
[Xw] = det
(
∞∑
s=0
(
i− j
s
)
βsA
[i]
λi+j−i+s
)
1≤i,j≤d
, (4.2)
where λ(w) = (λ1, . . . , λd).
Remark 4.2. Independently from our work, Anderson [1] obtained a determinant formula
of [Xw] in terms of Chern classes, which is equivalent to (4.2) via writing Segre classes in
terms of Chern classes. In particular, his formula also gives a formula which depends only
on the data of the essential set of w.
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4.1. Resolution of Xw. Consider the dual flag bundle π : F l
∗(Hp)→ X whose fiber at x
consists of dual flags Dd|x ։ · · ·։ D1|x with dimDi|x = i and the commutative diagram
of surjective maps
Hpd|x
//

Hpd−1|x
//

· · · // Hp2|x //

Hp1|x

Dd|x // Dd−1|x // · · · // D2|x // D1|x.
Let Di be the tautological bundle of rank i. It can be constructed as the following tower
F l∗(Hp) := P
∗(ker(Hpd → Dd−1))→ · · · → P
∗(ker(Hp2 → D1))→ P
∗(Hp1)→ X.
We can regard ker(Di → Di−1) as the tautological quotient line bundle of P
∗(ker(Hpi →
Di−1)) where we set D0 = 0.
Definition 4.3. For each flagging set f(w) = {(pi, qi), i = 1, . . . , d}, define a sequence of
subvarieties Yd ⊂ · · · ⊂ Y1 ⊂ F l
∗(Hp) by
Yj := {(x,D•|x) ∈ F l
∗(Hp) | rk(Eqi|x → Di|x) = 0, 1 ≤ i ≤ j}.
Denote Yd by Yf(w).
It is well known that π maps Yf(w) to Xw birationally and that Xw has at worst rational
singularities, therefore π∗[Yf(w)] = [Xw] in CK
∗(X).
Lemma 4.4. In CK∗(F l∗(Hp)), we have
[Yf(w)] =
r∏
i=1
cqi(ker(Di → Di−1)⊗ E
∨
qi
).
Proof. By definition, there is an obvious bundle map Eqi → ker(Dj → Dj−1) over Yj−1 and
its zero locus in Yj−1 coincides with Yj. Thus from the standard fact (cf. [14, Lemma 2.2])
we obtain
[Yj] = cqj(ker(Dj → Dj−1)⊗ E
∨
qj
)
in CK∗(Yj−1). The claim follows from the projection formula. 
4.2. Pushforward formula. Set R = CK∗(X). This is a graded algebra over Z[β]. Let
t1, . . . , td be indeterminates of degree 1. We use the multi-index notation t
s := ts11 · · · t
sd
d
for s = (s1, . . . , sd) ∈ Z
d. A formal Laurent series
f(t1, . . . , td) =
∑
s∈Zd
ast
s
is homogeneous of degree m ∈ Z if as is zero unless as ∈ Rm−|s| with |s| =
∑d
i=1 si. Let
suppf = {s ∈ Zd | as 6= 0}. For each m ∈ Z, define L
R
m to be the space of all formal
Laurent series of homogeneous degree m such that there exists n ∈ Zd such that n+suppf
is contained in the cone in Zd defined by s1 ≥ 0, s1+ s2 ≥ 0, · · · , s1+ · · ·+ sd ≥ 0. Then
LR :=
⊕
m∈Z L
R
m is a graded ring over R with the obvious product. For each i = 1, . . . , d,
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let LR,i be the R-subring of LR consisting of series that do not contain any negative powers
of t1, . . . , ti−1. In particular, L
R,1 = LR. A series f(t1, . . . , td) is a power series if it doesn’t
contain any negative powers of t1, . . . , td. Let R[[t1, . . . , td]]m denote the set of all power
series in t1, . . . , td of degree m ∈ Z. We set R[[t1, . . . , td]]gr :=
⊕
m∈ZR[[t1, . . . , td]]m.
Definition 4.5. For each j = 1, . . . , d, define a graded R-module homomorphism
φj : L
R,j → CK∗(P∗(ker(Hpj−1 → Dj−2))
by setting φj(t
s1
1 · · · t
sd
d ) = τ
s1
1 · · · τ
sj−1
j−1 A
[j]
sj · · ·A
[d]
sd where τi := c1(ker(Di → Di−1)).
Lemma 4.6. Let πj : P
∗(ker(Hpj → Dj−1))→ P
∗(ker(Hpj−1 → Dj−2)). We have
πj∗(τ
scqj(ker(Dj → Dj−1)⊗ E
∨
qj
)) = φj
(
t
λj
j
∏
1≤i<j
1− ti/tj
1 + βti
)
,
in CK∗(P∗(ker(Hpj−1 → Dj−2)).
Proof. By applying Proposition 2.2, we have
πj∗(τ
scqj(ker(Dj → Dj−1)⊗ E
∨
qj
)) = Sλj (Hpj − Eqj −Dj−1)
=
1
c(Dj−1; β)
j−1∑
p=0
(−1)pcp(Dj−1)Sλj−p(Hpj −Eqj ),
where the second equality follows from (2.2). Thus by using φj , we obtain the desired
formula where we have used the identity
1∏
1≤i≤j−1(1 + βti)
j−1∑
p=0
(−1)pep(t1, . . . , tj−1)t
λj−p
j = t
λj
j
∏
1≤i<j
1− ti/tj
1 + βti
.

By applying Lemma 4.6 to Lemma 4.4 successively, we obtain the following proposition.
Proposition 4.7. We have
π∗[Yf(w)] = φ1
(
d∏
j=1
t
λj
j ·
∏
1≤i<j≤d
1− ti/tj
1 + βti
)
.
4.3. Proof of Theorem 4.1. By the formula of the Vadermonde determinant, we have
d∏
j=1
t
λj
j ·
∏
1≤i<j≤d
1− ti/tj
1 + βti
= det
(
tλi+j−ii (1 + βti)
i−r
)
.
Since π∗[Yf(w)] = [Xw], Proposition 4.7 implies that
[Xw] = det
(
φ1
(
tλi+j−ii (1 + βti)
i−d
))
.
By writing
tλi+j−ii (1 + βti)
i−d =
∞∑
s=0
(
i− d
s
)
βstλi+j−i+si ,
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and applying φ1, we obtain (4.1).
The proof of (4.2) is analogous. We replace Lemma 4.6 with
πj∗(τ
scqj(ker(Dj → Dj−1)⊗ E
∨
qj
)) = φj
(
t
λj
j
∏
1≤i<j
(1− t¯i/t¯j)
)
,
which can be proved similarly but one uses (2.3) instead of (2.2). Then, instead of Propo-
sition 4.7, we have
π∗[Yf(w)] = φ1
(
d∏
j=1
t
λj
j ·
∏
1≤i<j≤d
(1− t¯i/t¯j)
)
.
Now by the formula of the Vandermonde determinant, we obtain (4.2) (cf. [14, Theorem
3.10.]).
5. Vexillary double Grothendieck polynomials
For a given partition λ, a flagging f of λ is a sequence of natural numbers (f1, . . . , fr)
where r is the length of λ. A flagged set-valued tableaux in shape λ with flagging f is
a set-valued tableaux of shape λ such that the numbers used in the i-th row are at most
fi. Let f(w) = {(pi, qi), i = 1, . . . , r} be a flagging set of w and consider the flagging fw
with (fw)i := pi. Let FSVT (w) be the set of all flagged set-valued tableaux of w with
the flagging fw. It is worth remaking that the set FSVT (w) is the same for any choice of
flagging f such that p′ ≤ fi ≤ p where p
′ is the row index of φ−1(i, λi) and p is the row
index of the preimage under φ of the south-east corner of λ whose column contains (i, λi).
Let x = (x1, x2, . . . ) and b = (b1, b2, . . . ) be sets of infinitely many indeterminants. In
[20] (see also [19]), Knutson–Miller–Yong described the double Grothendick polynomials
of Lascoux–Schu¨tzenberger [24] associated to a vexillary permutation w as a generating
function of flagged set-valued tableaux. Namely we have
Gw(x|b) =
∑
τ∈FSVT (w)
(−1)|τ |−|λ(w)|
∏
e∈τ
(xval(e) ⊕ yval(e)+c(e)−r(e)),
where val(e) is the numerical value of e and c(e) and r(e) are the column and row indices of
e respectively. Note that we replaced 1−xi and 1−yi
−1 in [20] by xi and by bi respectively.
We know from the work of Fulton–Lascoux [12] and Buch [4] that
[Xw] = Gw(x|b), (5.1)
where we set xi = c1(ker(Hi → Hi−1)) and bi = c1((Ei/Ei−1)
∨).
For nonnegative integers p, q and an integer m, we define G
[p,q]
m (x|b) by∑
m∈Z
G[p,q]m (x|b)u
m =
1
1 + βu−1
∏
1≤i≤p
1 + βxi
1− xiu
∏
1≤j≤q
(1 + bj(β + u)).
We see from Definition 2.1 that G
[p,q]
m (x|b) = Sm(E − F ) for vector bundles E and F of
rank p and q with Chern roots {xi} and {b¯i} respectively. Consequently we can derive from
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Theorem 4.1 the following Jacobi-Trudi type formulas of vexillary double Grothendieck
polynomials.
Theorem 5.1. Let w ∈ Sn be a vexillary permutation. For an arbitrary flagging set
{(pi, qi), i = 1, . . . , d} of w, we have
Gw(x|b) = det
(
∞∑
s=0
(
i− d
s
)
βsG
[pi,qi]
λi+j−i+s
(x|b)
)
1≤i,j≤d
,
and also
Gw(x|b) = det
(
∞∑
s=0
(
i− j
s
)
βsG
[pi,qi]
λi+j−i+s
(x|b)
)
1≤i,j≤d
,
where λ(w) = (λ1, . . . , λd).
6. Generalization to algebraic cobordism
In this section, we discuss the generalization of Theorem 4.1 to the algebraic cobordism
of Levine–Morel [26]. Let Ω∗(X) denote the algebraic cobordism of X .
First we recall, from [15], the formulas for the Segre classes in algebraic cobordism. Let
FΩ(u, v) be the formal group law of algebraic cobordism, the universal one defined over
the Lazard ring L. We denote the formal inverse of x by χ(x). Let P (z, x) be the unique
power series in x and z defined by FΩ(z, χ(x)) = (z − x)P (z, x). Let E and F denote
vector bundles on X of rank e and f respectively. For each integer s ≥ 0, we define the
class w−s(E) in Ω
−s(X) by the following generating function
w(E; u) :=
∞∑
s=0
w−s(E)u
−s :=
e∏
q=1
P (u−1, xq),
where xq for q = 1, . . . , e are Chern roots of E. Moreoever, let
P(u) :=
∞∑
i=0
[Pi]u−i,
where [Pi] is the class of the projective space Pi of degree −i in L. We can define the relative
Segre classes of a virtual bundle E − F in Ω∗(X) by the following generating function:
S (E − F ; u) :=
∑
k∈Z
Sk(E − F )u
k :=
P(u)
c(E − F ;−u)w(E − F ; u)
. (6.1)
By Theorem 3.9 in [15], we can express the relative Segre classes by the pushforward
of Chern classes along a projective bundle as follows. Let π : P∗(E) → X be the dual
projective bundle of E, Q its tautological quotient line bundle, and τ := c1(Q). We have
π∗(τ
scf (Q⊗ F
∨)) = Sf−e+1+s(E − F ). (6.2)
We see from this that the Segre class Sm(E) for a vector bundle E is the natural general-
ization of the one given by Fulton in [11].
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Now we describe the main theorem in this section. Let f(w) = {(pi, qi), i = 1, . . . , d} be
a flagging set of a vexillary permutation w ∈ Sn. We define Yf(w) as in Definition 4.3 and
also let A
[i]
m := A
[i]
m (f(w)) := Sm(Hpi −Eqi) in Ω
∗(X) as before. If we set∏
1≤i<j≤d
P (tj, ti) =
∑
s=(s1,...,sd)∈Z
r
≥0
as · t
s1
1 · · · t
sd
d , as ∈ L
and denote the Schur determinant by
∆m(A
[1], . . . ,A [d]) := det
(
A
[i]
mi+j−i
)
1≤i,j≤d
for each m = (m1, . . . , md) ∈ Z
d
≥0, we can describe the class of Yf(w) in Ω
∗(X) as follows.
Let us stress that the class [Yf(w) → X ] in Ω
∗(X) does depend on the different choice of a
flagging set f(w) of w.
Theorem 6.1. For each flagging set f(w) = {(pi, qi) | i = 1, . . . , d} of a vexillary permu-
tation w ∈ Sn, we have
[Yf(w) → X ] =
∑
s=(s1,...,sd)∈Z
d
≥0
as∆λ(w)+s(A
[1], . . . ,A [d]).
Proof. The proof is similar to the one for connective K-theory in Section 4 and to the one
in [15]. Here we only give an outline of the proof and the details are left to the readers. In
Ω∗(F l∗(Hp)), we have
[Yf(w) → F l
∗(Hp)] =
d∏
i=1
cqi(ker(Di → Di−1)⊗E
∨
qi
). (6.3)
As before, the graded R-module homomorphism φj : L
R,j → Ω∗(P∗(ker(Hpj−1 → Dj−2)) is
defined by setting φj(t
s1
1 · · · t
sd
d ) = τ
s1
1 · · · τ
sj−1
j−1 A
[j]
sj · · ·A
[d]
sd . Then, similarly to Lemma 4.6
and [15, Lemma 4.6], the definition of φj together with (6.2) allows us to obtain
πj∗(τ
scqj (ker(Dj → Dj−1)⊗E
∨
qj
)) = φj
(
t
λj
j
∏
1≤i<j
(1− ti/tj)P (tj, ti)
)
. (6.4)
By applying π∗ to (6.3) and using (6.4) successively, we have
[Yf(w) → X ] = π∗[Yf(w) → F l
∗(Hp)] = φ1
(
d∏
j=1
t
λj
j ·
∏
1≤i<j≤d
(1− ti/tj)P (tj, ti)
)
.
By Vandermonde’s determinant formula and by applying φ1, we obtain the desired formula.
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