In 1979, Campbell and Meyer proposed the problem of finding a formula for the Drazin inverse of a 2 × 2 matrix M = 
Introduction
Let A be a square complex matrix. The Drazin inverse [1, 4] of A is the unique matrix satisfying
where k = Ind(A) is the index of A, the smallest nonnegative integer k such that rank(A k+1 ) = rank(A k ). It is known that A D always exists and that A D = A # (the group inverse) if and only if Ind(A) 1. It is obvious that A D = A −1 for Ind(A) = 0. We denote by A π = I − AA D , where I is the identity matrix, the projection on N(A k ) along R(A k ), where R(·) and N(·) are the range and the null space of a matrix, respectively. Properties of the Drazin inverse and its applications to singular differential equations and singular difference equations, to Markov chains and iterative methods, to structured matrices, and to perturbation bounds for the relative eigenvalue problem can be found in [3] [4] [5] 14, 15] . In [4, 
where the matrix E is singular. The detailed discussion of the importance of the problem together with the prerequisite mathematical definitions needed for its statement can be found in [3, 9] . Several special cases of the open problem have been studied. Some of them are listed below: . Additional formulae for M D are given in three corollaries in Section 3. The connection of our formulae to those appearing in some of the above special cases is also explored. A numerical example to illustrate our results follows.
Before proceeding to the next section, we note that the following result from [10] will come in handy in the proof of our main theorem. Lemma 1.1 (see [10] ). Let P and Q be square matrices of the same order. If P Q = O and P is nilpotent with p = Ind(P ), then
Main result
where p = Ind(A) + Ind(D) + 1, and 
It is easy to verify from (2.1) that
Moreover, we claim that P D = O and P is nilpotent. As a matter of fact, we may write
with P 1 P 2 = O and P where A 0 and D 0 are the identity matrices of order m and n, respectively. Then P 1 is nilpotent with the Ind(P 1 ) = Ind(A) + Ind(D) (see [2] ).
Thus, P is nilpotent with
By applying Lemma 1.1, we obtain
Next we will derive a formula for the power of Q D . Write
Then by applying Corollary 2.1(ii) from [10] , we obtain 
By combining (A
So Q D is given by
It follows that
, for i 0, (2.7)
since DCA D = 0 and
Now, we further simplify Q D P i . Since
we have
Thus, it follows from (2.5) and (2.8) that
Finally, substituting (2.7) and (2.9) into (2.6) we get the desired result (2.2).
We can give a geometric interpretation of a sufficient condition for (2.1). The first two conditions of (2.1) are satisfied if R(B) ⊂ R(A k ), while the last two conditions imply that R(CAA D ) ⊂ N(B) ∩ N(D).
Corollaries
If the assumptions BCAA D = O and DCAA D = O in (2.1) are replaced by the following stronger ones:
3) for i 1. Thus, we have the following corollary:
where p = max{Ind(A), Ind(D)} + 1.
The following corollary could be obtained as a consequence of another result not formulated in the paper, similar to Theorem 2.1, which could be derived choosing a different splitting from (2.4). 
,
When A is nonsingular, (2.1) reduces to BC = O and DC = O and we obtain the following new formula for M D as a special case. where p = Ind(D) + 1.
Example
Consider a 2 × 2 block matrix M = 
