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Abstract
Detailed monitoring of training sessions of elite athletes is an important com-
ponent of their training. In this paper we describe an application that per-
forms a precise segmentation and labeling of swimming sessions. This allows
a comprehensive break-down of the training session, including lap times, de-
tailed statistics of strokes, and turns. To this end we use semi-Markov models
(SMM), a formalism for labeling and segmenting sequential data, trained in a
max-margin setting. To reduce the computational complexity of the task and at
the same time enforce sensible output, we introduce a grammar into the SMM
framework. Using the trained model on test swimming sessions of dierent
swimmers provides highly accurate segmentation as well as perfect labeling of
individual segments. The results are signicantly better that those achieved by
discriminative Markov Models.
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Recently, motivated by ever increasing levels of interaction between humans
and computing devices, context aware computing has received extensive re-
search interest. In this broad eld, researchers have been developing models
and systems for predicting a system's location and status using context aware
computing methods [23]. One important facet of this work, and the focus of
the research presented in this paper, is that of human activity recognition. The
classication of a person's activity, which can be performed using, for example,
computer vision [13, 7], has signicant potential in diverse application domains
such as patient care, chronic disease management and promotion of lifelong
health and well-being for the aging population [6]. In more recent times, moti-
vated by developments in the underlying technology, the use of wearable sensors
for activity recognition has received considerable interest. For example, their
use has been investigated in the monitoring of rehabilitation of patients in post-
ambulatory conditions [2] and in monitoring Parkinson's disease patients [15].
Wearable sensors have also been investigated extensively for the purpose of
gait event detection [28, 24, 25, 8, 12, 9]. Gait event detection involves detection
- often in real time - of the phases of gait during walking, which has been of
considerable interest in improving quality of life in children with cerebral palsy
[25, 12], and in functional electrical stimulation (FES) walking [28, 24]. Of
particular interest in this work is the use of accelerometers for the purpose of
human activity recognition [28], and the use of machine learning techniques such
as the support vector machine - used in [9] for separation of gait phases.
Aside from these applications in health care, sensors have been used in sports
and performance arts. This work discusses using wearable sensors technology
for the monitoring and analysis of training sessions of professional athletes [10].
The majority of activity recognition research has focused on the task of recog-
nition. The sequential data used was either manually segmented or generated in
a manner where segmentation is not required. For instance, each video sequence
represented a single type of activity. In real world scenarios, however, segmen-
tation and recognition are intertwined and therefore they need to be addressed
jointly.
In this paper we consider the problem of activity recognition via a combined
segmentation and labeling of sports accelerometer data. Given 3-dimensional
accelerometer data from a sports training session we describe a method that
simultaneously segments the data into atomic actions and labels each action
with high accuracy. We further show that the method is robust across multiple
athletes; a model trained particular to one athlete performs accurately when
applied to another. To perform the labeled segmentation we use a variant of
the recent and popular semi-Markov Conditional Random Fields [20] framework.
In comparing our results to those achieved by a HMM we demonstrate the
superiority of semi-Markov models (SMM) for solving problems of segmentation
and by extension, activity recognition.
The paper is structured as follows: In the subsequent section we discuss the
data available and segmentation problem in more detail and introduce the HMM
2and SMM segmentation systems. We then describe the experimental procedure
and present the results from experiments comparing the predictive capacity of
the HMM and SMM systems. Finally, we nish the paper with a discussion of
the two approaches and introduce future work in this area.
2. Method
2.1. Data
Swimming sensor data was collected from three, eight-lap training sessions
from three elite female swimmers at the Australian Institute of Sport, in Can-
berra, Australia. The three training sessions were representative of their training
regime, each consisted of eight laps with strokes consistent across a lap, but po-
tentially alternating between laps (Table 1). Each lap consisted of one of four
stroke types: Buttery, backstroke, breaststroke and freestyle. The data was
not evenly distributed (Table 1), for example each swimmer performed 10 laps
of freestyle to two laps of buttery. In each session, 3-dimensional acceleration
data was sampled at 100Hz via a Catapult Innovations minimaxX accelerometer
attached to the swimmers back. To train and evaluate the performance of our
method, the data of each was labeled by comparing the sensor read outs to a
video of the swimmer in that session. In Figure 1 we show example accelerom-
eter data used in training.
Session Name Buttery Backstroke Breaststroke Freestyle
Medley 2 2 2 2
Freestyle 0 0 0 8
Freestyle / Backstroke 0 4 0 4
Table 1: Training session descriptions for each of the tree swimmers. Each swimmer performed
three training sessions each consisting of eight laps, with each lap containing only one stroke
type. Here we show the break down of each session by the number of laps of each stroke type
performed in that session.
In order to develop the HMM and SMM formalisms in the following sections
we now describe the data in more precise terms. We assume we are given a
sequence of observations x, such that each observation x(t) species a three-
tuple x(t)[0::2] containing the 3-dimenstional acceleration at time t. Associated
with x we assume a labeled segmentation y, which, given x, is the quantity
we seek to predict. We assume both are generated from a joint distribution
Pr(x;y). To keep notation simple we only present a single sequence x and
labeled segmentation y pair, extensions to multiple sequence / segmentation
pairs are trivial. We model a labeled segmentation y, for a given observation
sequence x, as a sequence of segments, where each segment is represented as a
2-tuple specifying the label of the segment and the coordinate in x at which it
begins. That is, for the m'th segment, y(m) = (lm;nm), lm denotes the label
for the segment and nm the coordinate in x it begins at. We enforce that for
neighboring segments m and m+1 that nm+1 > nm, also that n0 = 0 and that
3Figure 1: Two samples of the segmented raw acceleration signal. The left trace depicts
buttery strokes followed by a turn and six strokes of backstroke. The right trace is a close up
view of the same turn shown in the left image. The blue, green and red traces correspond to
forward, lateral and vertical accelerations, given in units of g, the freefall acceleration. Time
is given in units of 10 milliseconds, corresponding to the rate of sampling.
for all m, nm < N. Given neighboring segments m and m + 1 we can nd the
length of segment m via nm+1  nm. We assume that labels lm are drawn from
a set of labels L = 1;:::;L. The diagram below presents this graphically, as
well as the dependency we assume between neighboring segments.
x
l1 l2 lm ...
n1 n2 n0 nm
x
We assume that the labels and segment boundaries may depend on their im-
mediate neighbors, as indicated by the red arcs, or possibly longer ranging
interactions between them, as indicated by the green arcs which display second
order dependencies. It is our goal to nd an estimator which is able to estimate
an annotation y0 given a sequence x0 based on the training data (x;y).
2.2. Grammar
In both the HMM and SMM methods described later, we make use of a
grammar on label transitions to both improve computational performance (the
pertinent algorithms show quadratic complexity in the number of permissible
label transitions) and prediction accuracy, via incorporation of prior knowledge.
The grammar restricts the labels of segment m + 1 conditional on the label of
segment m. Such a grammar is clearly evident in the data at hand, the training
regime dictates that once the swimmers are swimming a lap they may not switch
stroke type until the lap is nished. Also, once a swimmer performs a turn at
the end of the lap, they may not immediately turn again. Formally we denote a
grammar as a function, G, such that G(lm) returns the set of permissible labels
for segment m + 1 given the preceding segment label lm.
42.3. Hidden Markov Models
A Hidden Markov Model (HMM) is a probabilistic graphical model that can
be used to dene a conditional distribution over a labeling, y, given a sequence
of input vectors x. We assume the model is parameterized by a weight vector
w, and that each input vector is transformed into a feature vector as discussed
in Section 2.3.1. Following an approach similar to that used in many, existing
sequence analysis problems, we represent the swimming activity as a two level
HMM. At the top level the swimmer transitions between dierent strokes and
each stroke type (a label) is decomposed into a series of N individual, label-
specic, states, or sub-labels, that must be transitioned through in a specic
order, potentially with self transitions (Figure 2). Such a two level system
permits application of the Grammar, by restricting certain high level transitions
and it permits modeling of the temporal structure of strokes, by dierent sub-
labels within each stroke. We explicitly dene the discriminate function, F(x;y),
as the log of the conditional probability of y given x and w. Formally,
^ y(x) = argmax
y2Y(x)
F(x;y)
= argmax
y2Y(x)
logp(yjx;w)
= argmax
y2Y(x)
logp(xjy;w)p(y) (1)
where p(y) is the probability of a label sequence. We estimate one HMM for each
label and each HMM consists of several states representing dierent statistical
characteristics as illustrated in Figure 2. A left-to-right HMM is chosen to
represent forward progressing state [16]. This means that each label corresponds
to a sequence of states that has to be passed through before a higher level
transition to a new label can occur. The states represent dierent phases of the
label's signal and the HMM can stay in one phase, i.e. keep transitioning to
itself, for a variable length of time.
We assume the feature vector at each position is drawn from a mixture
of K Gaussian distributions. The HMM for label l has the parameter set
fal
jj+1;cl
jk;l
jk;
l
jkg where al
jj+1 is the transition probability from state j to
state j + 1, cl
jk is the weight of the kth Gaussian in state j, l
jk is the mean
vector of the kth Gaussian in state j, 
l
jk is the covariance matrix of the kth
Gaussian in state j. The following constraints hold, 8l, 8j,
al
jj+1 + al
jj = 1;
K X
k=1
cl
jk = 1 (2)
.
Each HMM has a given number of states which is determined by the statisti-
cal variation in observations. We assume that the number of Gaussian mixtures
is the same for all HMMs.
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Figure 2: Left-to-right HMM with both null and emitting states. Each segment
[xni 1+1;:::;xni] starts from the initial null state, stays emitting states and ends at the
nal null state. An observation belongs to an emitting state and feature vectors of each state
are described with Gaussian mixture model.
We can represent logp(xjy;w) as
logp(xjy;w) =
m X
i=1
logp([xt]
t=nm
t=nm 1+1jlm;w): (3)
The state output probability of xt at state s is expressed as
p(xtjs;lm;w) =
K X
k=1
cskN(xt;
lm
sk;
lm
sk) (4)
where N(x;;) is the Gaussian distribution with mean vector  and co-
variance matrix . Since the state information is not given, we compute
logp([xt]
t=nm
t=nm 1+1jlm;w) using equation (4) for all possible state sequences as
logp([xt]
t=nm
t=nm 1+1jlm;w) = log
X
s
logp([xt]
t=nm
t=nm 1+1;sjlm;w)
= log
X
s
p([xt]
t=nm
t=nm 1+1js;lm;w)p(sjlm;w)
= log
X
s
2
4
t=nm Y
t=nm 1+1
p(xtjst;lm;w)
3
5
2
4
t=nm Y
t=nm 1+1
alm
stst+1
3
5
(5)
where s = snm 1+1;:::;snm is the state sequence and the summation is over
all possible state sequences. The number of possible state sequences can be
extremely large, thus dynamic programming is used to compute the relevant
quantities [16]
2.3.1. Features
We transformed the three dimensional accelerometer data into a 12 dimen-
sional feature vector at each position. Since each feature vector corresponds to
6a state and the boundary between adjacent segments is at the transition time
from the last state of preceding segment to the rst state of the following seg-
ment, the time resolution for a segment is 10ms. Let ~ xt = [xt;logkxtk2] 2 R4
be the augmented acceleration data at time t by adding the log of the signal
energy. It is concatenated by the rst and second order regression coecients
(referred to as delta and acceleration coecients respectively) which are dened
as
_ xt =
(~ xt+1   ~ xt 1) + 2(~ xt+2   ~ xt 2)
2(12 + 22)
(6)
 xt =
(_ xt+1   _ xt 1) + 2(_ xt+2   _ xt 2)
2(12 + 22)
: (7)
The 12-dimensional feature vector xt is obtained as
xt = [~ xt; _ xt;  xt]: (8)
2.4. Semi Markov Models
Given a sequence as described in Section 2.1 we make a crucial assumption
on the segmentation and annotation: given the annotation and boundaries of
the current activity, the annotations of the earlier and those of the subsequent
activities are independent of each other. That is, for a rst order dependency
we have
p(yjx;(ni;li)) = p(yleftjx;(ni;li))p(yrightjx;(ni;li)) (9)
where 'left' and 'right' are dened in respect to the segment with boundary ni
and label li. This assumption is sensible since it is unlikely that the segmen-
tation of activities that occurred prior to the current activity should have any
bearing on future segments. It has the attractive property that nding such a
segmentation is simplied since the dependency graph decomposes into a chain.
Modelling the setting by means of a conditional exponential model, that
is by explicitly modelling p(yjx), has the advantage of statistical consistency,
however, it has the signicant drawback of increased computational require-
ments, in particular when performing stochastic subgradient descent on long
sequences. Moreover, it is dicult to take loss functions explicitly into account.
Consequently we choose a maximum margin setting.
To accurately reect the problem being modeled and to ensure tractable
estimation we limit the length of each segment to lie in a nite range of values,
dependent upon the segment label. For instance, it is reasonable to assume that
a breast stroke will not take more than a few seconds but that it will last for
at least one second. This means that states are associated both with a set of
admissible target states that they may transition to and a range of admissible
durations. Formally we state this as
(ni+1;li+1) 2 S(ni;li) := f(n;l)jl 2 G(li) and n   ni 2 T(l)g: (10)
7Here G(l) is the set of all states which may succeed a state labeled l and T(l)
is the range of admissible durations of state l. Finally, we refer to Y(x) as the
set of all labeled segmentations over x which are consistent with the constraint
imposed by (10).
We aim to nd a discriminant function F(x;y) such that the maximizer of
F subject to the constraints of Y(x) provides a good annotation of the data.
That is, we want to nd F such that the prediction ^ y(x) satisfying
^ y(x) := argmax
y2Y(x)
F(x;y) (11)
is somehow suitable. For computational convenience we restrict ourselves to
linear discriminant functions of the form
F(x;y) = h(x;y);wi: (12)
The problem of nding F becomes one of nding a suitable vector w. Here
(x;y) is a joint feature map which decomposes into a sum over segment spe-
cic features, i.e. over features which only depend on each of the segments
(ni 1;ni;li) via
(x;y) =
X
ni2y
(x;ni 1;ni;li): (13)
Recall that li indicates the label at segment i. This decomposition is appropriate
if we assume that given a segment boundary and a previous segment label,
segment interaction is Markovian.
2.4.1. Features
Semi-Markov models permit rich feature denitions for segments. From
the preceding section we see that an individual segment feature function, , is
dened over a segment ni;ni+1. Consequently, features may be dened relative
to either coordinate and relative to the entire length of the segment. More
concretely, we make use of simple duration invariant features for each label. For
each label type we dene an identical, 30-dimensional feature vector. Given a
segment starting at index p and length l, we take ten means for each channel
starting at indices p;p + l
10;:::;p + l   l
10, over a length of l
10. That is, we
divide the segment into ten equally spaced bins and we take the mean of each
channel in each bin, producing a 30-dimensional feature vector. Linear features
dened over a window permit signicant reuse of computation during the viterbi
procecdue and so increase computational eciency of training and prediction.
2.4.2. Training
We now introduce and motivate a denition of suitability for the parame-
ter vector w in the discriminate function F(x;y) = h(x;y);wi and discuss a
method for nding such a w. First through, we begin by introducing a loss
function, (y; ^ y), between a predicted segment, ^ y over a sequence x and the
8corresponding true segmentation for x, y. A loss function is a method for en-
coding how incorrect ^ y is given y and is central to nding a suitable w. In
activity segmentation we measure incorrectness by quantifying both label error
and segmentation error. That is, we penalize both placing incorrect labels at
positions, for instance predicting an incorrect stroke type, and also incorrect
segmentation boundaries, for example missing a boundary between strokes or
dening a segment to be too long or too short, formally we state
(y; ^ y) = label(y; ^ y) + segment(y; ^ y): (14)
where
label(y; ^ y) =
N X
i=1
yi;^ yi; segment(y; ^ y) =
^ m X
i=1
min
1jm
jnj   ^ nij: (15)
Here yi is the label assigned to position i in the sequence x, and ni is the
boundary where the label switches from li to li+1, as described in Section 2.1.
Moreover, ^ yi;^ li; ^ ni; ^ m all refer to ^ y. Note that (y; ^ y) may be written as a
sum over functions ((^ ni 1; ^ ni;^ li);y), which depend only on the boundaries and
labels of a segment, which we shall show later is required for tractable estimation
of w.
Given n pairs of sequences and annotations (xi;yi) drawn independently and
identically from some distribution Pr(x;y), ideally [27] we seek a w such that
that the expected loss Ex;y[(y;F(x;y))] is minimized. Since Pr is not available,
we settle for a regularized version of the empirical loss instead, choosing 1
2 kwk
2
as a regularizer. Moreover, we use the max-margin setting of [26] to provide a
convex upper bound on the loss (y;argmaxy0 F(x;y0)) in order to render the
optimization problem tractable. That is, we aim to minimize:

2
kwk
2 +
1
n
n X
i=1
max
y02Y(xi)


(xi;y0)   (xi;yi);w

+ (yi;y0) (16)
Here  > 0 is a regularization constant to trade o model complexity and
empirical risk. It is well known [27] that the argument in the sum majorizes the
loss associated with w and that (16) is convex.
We could, in principle, compute the Wolfe dual of the constrained optimiza-
tion problem associated with (16), however, it is computationally more attrac-
tive to solve the problem in primal space. This is particularly true when the
computation of subgradients is costly. More to the point, we perform stochastic
gradient descent (SGD) on the objective function [14]. Denote by y(x;y) a
solution of the problem
y(x;y;w) := argmax
y02Y(x)
h(x;y0);wi + (y;y0): (17)
This is the worst margin violator of the constraints in (16). It follows that
the subgradient of any summand of the objective function contains gi(w) :=
9w+(xi;y(xi;yi)) (xi;yi). Given predetermined step sizes t > 0 the SGD
update equation is wt+1 = wt   tgt. We cycle through random permutations
of the observations to achieve convergence. Since we use a schedule of the form
t = 
t+ where   0, the step sizes satisfy the Robbins-Monro conditions [19], P
t = 1 and
P
2
t < 1, which are required for convergence.
2.4.3. Training
The most widely used criterion for estimating the HMM parameter set w is
the maximum likelihood (ML) which nds the optimal ^ w such that
^ w = argmax
w
logp(xjy;w): (18)
In this case, the quantity to be maximized is a function of incomplete data since
there is a missing variable which indicates the sequence of states and mixtures
that correspond to x. Thus, we maximize logp(xjy;w) by iterating the following
expectation and maximization (EM) algorithm: [5]
E step : Q(wjwold) = E[logp(x;zjy;w)jx;wold]
M step : wnew = argmax
w
Q(wjwold) (19)
where z is the missing variable. When applied to HMMs, the EM algorithm is
referred to as the Baum-Welch algorithm and is discussed in detail in [3].
Bf Ba Br Fs Turn Pre and post Ts.
# of states 10 11 10 11 7 6
Table 2: The number of states for the HMMs. Fewer states are allocated to the HMMs of
turns compared with those of strokes due to short durations and rapid variations of signals
from turns.
2.5. Dynamic Programming
Solving the optimization problem (17) or the problem of maximizing either
the SMM or HMM discriminant function with respect to y 2 Y(x) requires
dynamic programming. All those problems can be written as
argmax
y02Y(x)
m X
i=1
f(n0
i 1;n0
i;l0
i) (20)
where for the maximization of the SMM discriminant function F(x;y) we have
f(n0
i 1;n0
i;l0
i) =


(n0
i 1;n0
i;l0
i;x);w

and for nding the margin violator we
have f(n0
i 1;n0
i;l0
i) =


(n0
i 1;n0
i;l0
i;x);w

+ ((n0
i 1;n0
i;l0
i);y).
Denote by V (n;l) a score function and let U(n;l) be a tuple of a position
and label. In this case we may carry out dynamic programming via
U(n;l) := argmax
(n0;l0) with (n;l)2S(n0;l0)
V (n0;l0) + f(n0;n;l) (21)
V (n;l) := max
(n0;l0)
V (n0;l0) + f(n0;n;l): (22)
10Once the recursion reaches (N; ) (here '-' denotes the nal null label) we may
traverse U(n;l) backwards to obtain a full segmentation of the sequence. An
implementation of the recursion (21) requires O(N 
PL
l=1
P
l02G(l) jT(l0)j) time
and O(N  L) space. Here T(l0) is the range of the duration of state l0. This
shows that the grammar is critical in making an implementation feasible.
For the HMM case f(n0
i 1;n0
i;l0
i) = logp([xit]
t=Ti
t=1 jli;w)p(y) The duration
for each turn and stroke is restricted by insertion penalty [22] instead of S(n;l)
in this case. The insertion penalty is a xed value added to each label when it
transits from the end of one label to the start of the next.
3. Experiments and results
We performed experiments that assessed the ability of the SMM and HMM to
accurately predict swimming segmentations and to generalize across swimmers,
the results of which we report in Tables 3 & 4. For each of the three swimmers,
we trained one SMM and one HMM upon both the medley and the freestyle /
backstroke training sessions of that swimmer. The performance of each model
was then evaluated by predicting segmentations across all sessions for the other
two, i.e. non-training, swimmers and comparing these predictions with the
true segmentations for that session. In the following section we discuss the
experimental conguration of both the SMM and HMM systems introduced
earlier, following this we describe the evaluation criteria used to compare the
performance of the HMM and SMM systems.
3.1. System conguration
For the SMM system we chose  = 0:1 as a regularization parameter and
the SGD optimization was run for 300 iterations for each SMM using the rate
t = 1
1+t, requiring approximately 2 hours for each model when run on a 3Ghz
Inel Core2 Duo machine.
3.2. Results
Following model training we assessed the generalization ability of both the
SMM and HMM approaches. For each of the three trained SMM and HMM mod-
els we generated six predicted segmentations, one for each of the other two, i.e.
non-training, swimmers' freestyle, freestyle / backstroke and medley sessions.
In Tables 3 & 4 we report the average segmentation and label error for the HMM
and SMM systems. For the labeling error we report the average false positive
and false negative rates, which corresponds closely to the SMM loss presented in
Section 2.4. Similarly, given a predicted segmentation ^ y and true segmentation y
we dene the segmentation error to be the symmetric dierence between the two
segmentations, that is, 1
jyj(
Pjyj
i=1 min
j^ yj
j=1 jni njj+
Pj^ yj
i=1 min
jyj
j=1 jni njj). Note
that the segmentation error is slightly dierent from the loss used in SMM train-
ing (Section 2.4). Ideally, in SMM training, we would like to use the symmetric
segmentation error as our segmentation loss. This error, however, cannot be
11Buttery Backstroke Breaststroke Freestyle T.urn
FP (%) 0.07 0.11 0.14 0.06 0.88
FN (%) 0.027 1.1 0.12 0.06 1.2
Seg (ms) 53.5 ( 55.2) 99.0 ( 133) 109 ( 143) 87.1 ( 136) 452 ( 330)
Table 3: Average SMM prediction errors. A summary of the labeling and the segmentation
error, detailed for each label. Average labeling errors are quoted as false positive and false
negative percentage rates. The standard deviation, taken across entire predicted segmenta-
tions, is included in brackets. Segmentation errors are quoted in milliseconds, together with
their standard deviations, taken across individual segments.
Buttery Backstroke Breaststroke Freestyle Turn
FP (%) 0.06 0.1 0.2 0.09 0.9
FN (%) 0.09 0.09 0.2 0.09 1.0
Seg (ms) 443 ( 228) 572 ( 368) 916 ( 543) 528 ( 342) 464 ( 301)
Table 4: Average HMM prediction errors, reporting the same statistics as in preceding table.
decomposed as a sum over individual, predicted segments and so incorporating
it would prohibit tractable calculation of equation 17.
Both the HMM and the SMM label the underlying accelerometer data with
high accuracy, reporting average errors of less than 1 %. The SMM, however,
places considerably higher accuracy segment boundaries than the HMM. Both
systems perform poorly in estimating turn state boundaries. We speculate this
is a consequence of limited training examples for turns and an observed high
variability in turn styles. We expect that with more training data, these errors
would decrease.
4. Discussion
In this paper we introduced a method for sports activity recognition that
generalizes well and produces high accuracy predictions with exposure to lit-
tle training data. The problem we studied was one of jointly segmenting and
labeling sensor data into activity atoms, a broad problem that has application
certainly beyond swimming training and also beyond sports monitoring in gen-
eral. The key to our success is that we treat the problem in a joint fashion and
that we use a discriminative training algorithm. The HMM system attempts to
learn a model for a probability distribution of accelerometer data given an un-
derlying segmentation, that is Pr(xjy;w). We refer to this as a generative model
as we can sample or generate accelerometer sequences from the estimated dis-
tribution. In contrast, the discriminative SMM system merely learns rules for
producing a segmentation y, given x, arguably a simpler task. Recently [29],
research has shown the superiority of discriminative systems over generative
models when the model describing the underlying distribution is unknown, as is
the case in our problem. Further, SMMs have the capacity to use richer segment
12features, which HMMs do not and so are naturally more suited to problems of
labeled segmentation, such as activity recognition.
Our approach, a semi-Markov model equipped with a grammar, derives its
power from the capacity to consider varying length segments. This increased
learning power comes at a potentially severe computational price and it is only
made feasible through using a restrictive grammar. In activity recognition, a
person can often be thought of as being in a certain context or environment
where a certain set of actions are possible. A person can do dierent things if
he is in a car rather than running. Furthermore, there are only some particular
ways of transitioning between running and driving a car. This kind of complex
grammar, which our daily lives adhere to, can be eectively represented using
an automaton. The task of making mobile devices aware of the context of
the user is a major current technological challenge that we believe that the
framework presented in this article is perfectly suited to. The grammar, which
is inherent in our swimming segmentation problem, also exists in many other
kinds of sequential data analysis problems, such as activity analysis both in real
life and on the internet, in security applications, for example, surveillance, in the
analysis of network traces in a server center, or even in nancial data analysis.
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