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Abstract
Let H be a separable Hilbert space. We prove that any two homotopic idempotents in the
algebra L(H) may be connected by a piecewise afﬁne idempotent-valued path consisting of
4 segments at most. Moreover, we show that this constant is optimal provided H has inﬁnite
dimension. We also explain how this result is linked to the problem of ﬁnding common
complements for two closed subspaces of H.
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1. Introduction
The major part of this paper deals with the algebra L(H) of bounded linear operators
on a separable Hilbert space H. But the questions studied here have grown out in the
general context of Banach algebras. So let A be a real Banach algebra ﬁrst and consider
the set of idempotents in A, that is I(A) := {p ∈ A |p2 = p}. Two idempotents p and
q are said to be homotopic in A if they may be connected by a continuous path of
idempotents in A. We shall write p ∼ q this equivalence relation. Since I(A) is locally
arcwise connected (see [1,10]), it should be noticed that we have p ∼ q if and only if
p and q belong to same connected component of I(A).
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If p ∼ q then it follows from a result of Kovarik [6, Theorem 1 (ii)] that we can
always ﬁnd a piecewise afﬁne idempotent-valued path connecting p and q.
Defnition 1.1. If p and q are two homotopic idempotents in A then we denote by
s(p, q) the minimal number of segments required to connect p and q in I(A).
If A has ﬁnite dimension, then Esterle and the author have proved in [3] that the
estimate s(p, q)3 holds for every pair of homotopic idempotents in A. So our ﬁrst
purpose is to ﬁnd an algebra where the numbers s(p, q) may no longer be uniformly
bounded by 3; this is done in Section 2. To begin with we prove the following result
by matricial computations in a certain Peirce decomposition of the algebra.
Theorem 1.2. Let p and q be two homotopic idempotents in A. If pq = qp = q and
if s(p, q)3, then we necessarily have p = q.
Hence, we get a sufﬁcient condition for two homotopic idempotents p and q to satisfy
s(p, q)4. Let us consider for instance the Hilbert space L2(T) of square-integrable
complex functions on the circle. If we note p and q the projections onto the Hardy
subspaces H 2 and H 20 , respectively, then we have pq = qp = q with p = q. Besides
the bilateral shift operator  on L2(T) satisﬁes the relation q = p−1. Since  is
connected to the identity in the set of unitary operators, it follows that p and q are
homotopic idempotents in L(L2(T)). So by Theorem 1.2 we have the desired lower
estimate, namely s(p, q)4. It is easily seen that the latter situation actually occurs
in L(H) if and only if H has inﬁnite dimension.
Then the second problem treated here comes naturally. Are the numbers s(p, q)
still uniformly bounded in L(H) if H has inﬁnite dimension. If so then what is their
maximum? In other words, what is the value of
sup{s(p, q) |p ∼ q}?
Before answering this question, we would like to make a little digression intended to
develop the reader’s intuition.
An idempotent p ∈ L(H) is characterized by the pair of complementary subspaces
made of its range Im p and its null-space Ker p. The dimensions of Im p and Ker p
are called the rank and the nullity of p, respectively; they are denoted by rank p and
nullp. If p and q are two idempotents in L(H) then we have
p ∼ q ⇔ rankp = rank q and nullp = null q. (1)
For a classical proof of (1) one should ﬁrst observe that the right-hand assertion is
equivalent to the existence of an invertible operator  such that q = p−1; in the
latter case, p and q are said to be similar. So equivalence (1) says that two idempo-
tents are homotopic in L(H) if and only if they are similar. The fact that homotopy
implies similarity is a well-known property which is proved at the beginning of every
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introduction to the K-theory of Banach algebras. The converse is not true in general.
Here it relies essentially on the connectedness of the set of unitary operators (see
[8] for the real case). What we claim is that the consideration of invertible operators
should be avoided when proving the implication ⇐ of (1), at least in every cases
but one.
If Im p = Im q or Ker p = Ker q, it is easily seen that the segment [p, q] :=
{(1 − t)p + tq | t ∈ [0, 1]} is made of idempotents (see Section 3). Now suppose
that rank p = rank q is ﬁnite, so that the subspaces Im p and Im q have a common
complement, say K, in H. If we note p1 and q1 the idempotents deﬁned by
Imp1 = Imp, Im q1 = Im q and Kerp1 = Ker q1 = K, (2)
it follows that the three segments [p, p1], [p1, q1] and [q1, q] are all contained in
the set of idempotents. Consequently we have p ∼ q with the estimate s(p, q)3. A
similar argument applies when nullp = null q is ﬁnite. So as claimed above we have
proved the implication ⇐ of (1) in a direct manner, except for the case of idempotents
having inﬁnite rank and inﬁnite nullity. Moreover, we see that the uniform estimate
sup{s(p, q) |p ∼ q}3 holds for the algebra K(H) of compact operators; this is an
expected extension of the ﬁnite-dimensional case which is actually true for a Banach
space with the same demonstration. Another consequence is that the only pairs of
homotopic idempotents in L(H) which may satisfy s(p, q)4 come from the lifting
of non-trivial idempotents in the Calkin algebra C(H) = L(H)/K(H). By the way,
it also follows from Theorem 1.2 that there exist two homotopic idempotents p, q in
C(H) such that s(p, q)4 (Corollary 2.5).
Now that these preliminary comments are made we can give the value of the upper
bound.
Theorem 1.3. If H has inﬁnite dimension, then the estimate
sup{s(p, q) |p ∼ q} = 4
holds in both algebras L(H) and C(H).
The proof of this result is decomposed as follows. In Section 3 we deﬁne an
auxiliary counting function s˜(p, q)s(p, q) which allows us to restrict ourselves to
pairs of projections. In Section 4 we treat three particular situations with the help of
the enlightning analysis of the Two Subspaces problem given by Halmos [4]. Then
the proof of Theorem 1.3 is completed in Section 5; actually, we show that we have
sup{s˜(p, q) |p ∼ q}4 in L(H) (Theorem 5.1) and the case of C(H) follows easily
(Corollary 5.2).
The introduction of the counting function s˜(p, q) is motivated by principles of sym-
metry which were not respected, for instance, in construction (2) above. Taking a
common complement, say L, of the null-spaces instead of the ranges, we would have
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been provided with two idempotents p′1 and q ′1 such that
Kerp′1 = Kerp, Ker q ′1 = Ker q and Imp′1 = Im q ′1 = L. (3)
This choice furnishes a second piecewise afﬁne homotopy made of three segments.
When both constructions (2) and (3) are possible, we write s˜(p, q)3 rather than
s(p, q)3. The generalization follows naturally with the help of diagrams which we
deﬁne in Section 3. In particular, the condition s˜(p, q)2 is satisﬁed if p + q − 1
is invertible (Proposition 3.2) and also s˜(p, q)3 if p ∼ q with p − q invertible
(Proposition 3.5). The idea of considering these special cases goes back to Trémon [9]
for the construction of polynomial connections; it has already been adapted in [3] for
estimates of s(p, q).
The remainder of the paper is devoted to pairs of closed subspaces in H. Let (F,G)
be such a pair and let p, q denote the projections onto F and G respectively. In [7]
Lauzon and Treil consider the Gramian operator g : F −→ G that is deﬁned by the
restriction of q to F. Then they show (separable case, cf. Remark 0.5) that the subspaces
F and G have a common complement if and only if
dim Ker g = dim Ker g∗ or (1 − g∗g)|(Ker g)⊥ not compact. (4)
We give an interpretation of this condition in our preliminary settings for pairs of
projections (Remark 4.2). Then we prove in Section 6 that s˜(p, q)3 is another nec-
essary and sufﬁcient condition for F and G to have a common complement (Proposition
6.2). Hence condition (4) allows us to characterize the pairs of projections which are
extremal in the sense that s˜(p, q) = 4 (Theorem 6.3). In return we observe that our
uniform estimates s˜(p, q)4 yield:
Theorem 1.4. Let F and G be two closed subspaces of H. If they both have inﬁnite
dimension and inﬁnite codimension, then there exist two complementary subspaces F ′
and G′ such that F ′ is a complement of F and G′ is a complement of G in H.
We insist on the fact that this result is equivalent to Theorem 5.1. Condition (4) turns
out to be a particular case in our demonstration. So it seems that it is not possible to
give a simpler proof of it by geometric means.
Now let us conclude with a few words about polynomial connections between idem-
potents. Following earlier works of Zemánek [10] (complex Banach algebras) and Au-
petit [1] (real case) who had constructed analytic connections, Esterle has proved in [2]
that two homotopic idempotents may always be connected by a polynomial idempotent-
valued path. So in parallel with Deﬁnition 1.1 we can investigate the minimal degrees
d(p, q) of such polynomials. As proved by Esterle and the author in [3], these are uni-
formly bounded by 3 in the ﬁnite-dimensional case (the matricial case is due to Trémon
[9]). The same example as in Corollary 2.5 shows that we have sup{d(p, q) |p ∼ q}4
in L(H) and in C(H) if H has inﬁnite dimension. Besides it is not difﬁcult to see that
the comparison d(p, q)2s(p, q) − 1 holds in general. So Theorem 1.3 implies the
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estimate sup{d(p, q) |p ∼ q}7 for these algebras. With a little more effort we can
get 5 instead of 7, but we still do not know whether this constant is equal to 4 or 5.
This will be achieved in a forthcoming paper, together with the exhibition of algebras
such that sup{d(p, q) |p ∼ q} = sup{s(p, q) |p ∼ q} = ∞.
Terminology. By projection we always mean a self-adjoint idempotent, that is an ele-
ment p ∈ L(H) such that p2 = p = p∗.
2. Algebraic obstruction
We assume throughout the whole section that A is a real Banach algebra and that
p, q are two idempotents in A.
Lemma 2.1. The segment [p, q] is contained in the set of idempotents if and only if
(p − q)2 = 0.
Proof. Set pt := (1 − t)p + tq and check that pt − p2t = t (1 − t)(p − q)2. 
As a consequence, the estimate s(p, q)n holds if and only if there exists a chain
p = p0, p1, . . . , pn = q of idempotents such that (pj − pj+1)2 = 0 for all j. This
implies in particular the following properties.
Remark 2.2. Let B be another Banach algebra and let  : A −→ B be a homomor-
phism of algebras. If p and q are two idempotents in A, then (p) and (q) are two
idempotents in B. Moreover if p ∼ q in A, then we have (p) ∼ (q) in B with
the estimate s((p),(q))s(p, q). If  is an isomorphism, then the latter inequality
becomes an equality.
Before we come to the algebraic obstruction which implies s(p, q)4, we need to
recall what the Peirce decomposition is. If A is not unital, its usual unitization A⊕R1
will be denoted by A˜. If it has a unit, still denoted by 1, then A˜ will just mean A. The
fact that A may admit no unit has no incidence here. As a matter of fact, if p(t) is an
idempotent-valued path in A˜ starting at p(0) ∈ A, then p(t) belongs to A for all t since
the only idempotents in A˜/A = R are 0 and 1. An orthogonal decomposition of the unit
is a ﬁnite set {e1, . . . , en} of idempotents in A˜ such that e1 +· · ·+en = 1 and eiej = 0
for all i = j . As an example p + (1 − p) = 1 is an orthogonal decomposition of the
unit. If such a decomposition is given, then every element a ∈ A˜ may be identiﬁed with
the square matrix (eiaej )1 i,jn. Moreover, the operations of A˜ are all compatible
with the matricial block computation.






with bc = cb = 0
with respect to the orthogonal decomposition of the unit p + (1 − p) = 1.
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Proof. This matrix form is clearly sufﬁcient. For the converse it is convenient to develop
the equation (p − q)2 = 0 so that it becomes pq + qp = p + q. Then it sufﬁces to
compute and identify. 
We prove now a little more than Theorem 1.2, including the general case of two
commuting idempotents.
Theorem 2.4. Let p and q be two homotopic idempotents in A. If one of the following
assertions holds:
(i) pq = qp and s(p, q)2,
(ii) pq = qp = q and s(p, q)3,
then we necessarily have p = q.
Proof. Assume (i) ﬁrst and take an idempotent r such that (p − r)2 = (r − q)2 = 0.











with respect to the orthogonal decomposition of the unit r + (1 − r) = 1. Then we get
pq =
(





r + b′c b
c′ c′b
)
by matricial computation. Since pq = qp, the identiﬁcation of the coefﬁcients yields
in particular b = b′ and c = c′. Hence p = q and we are done for the ﬁrst case.
Assume (ii) now and set e1 := q, e2 := p−q and e3 := 1−p. Then e1 +e2 +e3 = 1




⎝ e1 0 00 e2 0
0 0 0
⎞
⎠ and q =
⎛




Let p1 and p2 be two idempotents such that (p −p1)2 = (p1 −p2)2 = (p2 − q)2 = 0.
Having Lemma 2.3 in mind, it not difﬁcult to check that p1 and p2 may be written
in the following manner:
p1 =
⎛
⎝ e1 0 ∗0 e2 ∗
∗ ∗ 0
⎞
⎠ and p2 =
⎛
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Then we compute the (2,2) coefﬁcients of the products p1p2 and p2p1. This gives
p1p2 =
⎛
⎝ ∗ ∗ ∗∗ 0 ∗
∗ ∗ ∗
⎞
⎠ and p2p1 =
⎛





(p1 − p2)2 = p1 + p2 − p1p2 − p2p1 =
⎛




By hypothesis (p1 − p2)2 = 0, so ﬁnally e2 = 0 that is p = q. 
Let H be a real or complex Hilbert space. We recall that L(H) is the algebra of
bounded linear operators on H, K(H) is the ideal of compact operators and C(H) is the
Calkin algebra L(H)/K(H). Let  : L(H) −→ C(H) denote the canonical surjection
deﬁned by (p) := p + K(H).
Corollary 2.5. If dim H2 then there exist two homotopic idempotents p and q in
K(H) such that s(p, q)3 in K(H), as well as in L(H). If dim H = ∞ then there
exist two homotopic idempotents p and q in L(H) such that s(p, q)4 in L(H) and
s((p), (q))4 in C(H).
Proof. Let p be an idempotent in L(H). Then p is compact if and only if it has ﬁnite
rank. So an idempotent-valued homotopy p(t) in L(H) starting at p(0) ∈ K(H) is such
that p(t) ∈ K(H) for all t. If dim H2 we can construct two distinct idempotents p
and q such that pq = qp and rank p = rank q = 1. The ﬁrst assertion follows easily
from these remarks and from Theorem 2.4, case (i). Suppose now that dim H = ∞.
By Remark 2.2 we may assume, with no loss of generality, that H is equal to the
orthogonal sum K ⊕ K ⊕ K of three copies of the same inﬁnite-dimensional Hilbert
space K. Then we can set
p :=
⎛
⎝ 1 0 00 1 0
0 0 0
⎞
⎠ and q :=
⎛




with respect to this decomposition. Since rank p = rank q = nullp = null q = ∞ it
follows from (1) that p ∼ q in L(H). And by Remark 2.2 we also have (p) ∼ (q)
in C(H) with s((p), (q))s(p, q). Now observe p − q is not compact, so that
(p) = (q). Finally Theorem 2.4, case (ii), implies s((p), (q))4 in C(H) and we
are done. 
The ﬁrst part of Corollary 2.5 shows that the estimate sup{s(p, q) |p ∼ q}3 proved
in the introduction for the algebra K(H) is actually an equality provided dim H2.
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The second part yields sup{s(p, q) |p ∼ q}4 for L(H) and C(H) when dim H = ∞.
It remains to prove that the latter also is an equality. The next three sections are devoted
to that aim.
3. The auxiliary counting function
Let p and q be two idempotents in L(H). We recall that the segment [p, q] is
contained in the set of idempotents if and only if (p − q)2 = 0 (Lemma 2.1). Since
(p − q)2 = 0 if and only if pq + qp = p + q, it turns out that each condition
below
(i) pq = q and qp = p,
(ii) pq = p and qp = q
is sufﬁcient for the segment [p, q] to be contained in the set of idempotents. One
checks easily
(i) ⇔ Imp = Im q and (ii) ⇔ Kerp = Ker q.
So these are equivalence relations whereas (p − q)2 = 0 is not. Besides it is obvious
that there exists at most one idempotent k ∈ L(H) such that Im k = Im p and Ker k =
Ker q. The formula exhibited by Kovarik [6] gives us a sufﬁcient condition for its
existence. The proof is left to the reader since all the details of this routine veriﬁcation
actually appear in [3, Proposition 1].
Proposition 3.1 (Kovarik). If p + q − 1 is invertible then the formula
k(p, q) := p(p + q − 1)−2q
deﬁnes the only idempotent k ∈ L(H) such that Im k = Im p and Ker k = Ker q.
From now on we will only be concerned with segments of the two particular types
above, namely Im p = Im q or Ker p = Ker q. So piecewise afﬁne idempotent-valued
paths will be represented by diagrams, ruled by the following convention:
p
q
if Im p = Im q
p
q if Ker p = Ker q
The ﬁrst interest of using such diagram appears when we want to deﬁne the auxiliary
counting function s˜(p, q). We do it in three steps which cover the only cases needed
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here, namely s˜(p, q)2, 3 and 4.
• We write s˜(p, q)2 if there exist two idempotents p1, p′1 such that the following
diagram holds:
Proposition 3.2. If the element p + q − 1 is invertible then we have p ∼ q with
s˜(p, q)2.
Proof. According to the properties of the Kovarik element deﬁned by the formula of
Proposition 3.1, it sufﬁces to set p1 := k(p, q) and p′1 := k(q, p).
It should be noticed that the latter implication is actually an equivalence, but we do
not need the converse here. We also remark that p1 and p′1 are uniquely determined if
they exist. A fundamental example of this situation comes with q = p∗.
Lemma 3.3. The element p+p∗ −1 is always invertible, so p ∼ p∗ and s˜(p, p∗)2.
Moreover if p denotes the range projection of p, that is the projection onto Im p, then
we have
p = k(p, p∗) = p(p + p∗ − 1)−2p∗.
Proof. Writing (p + p∗ − 1)2 = 1 − (p − p∗)2 = 1 + u∗u with u := p − p∗, we see
that p + p∗ − 1 is invertible. The remainder of the proof is left to the reader. 
• We write s˜(p, q)3 if there exist four idempotents p1, p′1, p2, p′2 such that the
following diagram holds:
As observed in the introduction this situation occurs if rank p = rank q is ﬁnite or if
nullp = null q is ﬁnite. Another interesting example comes when p − q is invertible.
This happens in particular if q = 1 − p. So let us consider this case ﬁrst. It yields
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the ﬁrst example of homotopic idempotents which satisfy s˜(p, q)3 and which do not
satisfy s˜(p, q)2; this will be denoted by s˜(p, q) = 3 in a natural manner.
Proposition 3.4. The idempotents p and 1 − p are homotopic if and only if rank p =
nullp. In this case we have s(p, 1 − p) = s˜(p, 1 − p) = 3.
Proof. The necessary and sufﬁcient condition follows from (1). If p ∼ (1 − p) then
there exists a unitary operator u from Ker p onto K := Im p, which extends in an



































on the other hand, then we get four idempotents which satisfy the diagram deﬁning
s˜(p, q)3 above (with 1 − p instead of q). Since p and 1 − p commute, the estimate
s(p, 1 − p)3 follows from Proposition 2.4 and we are done. 
Write p − q = p + (1 − q) − 1. If p − q is invertible, then Proposition 3.2 applies
to the idempotents p and 1 − q. This genuine idea was used by Trémon [9] in order
to build polynomial homotopies of idempotents.
Proposition 3.5. If p ∼ q and if p − q is invertible, then we have s˜(p, q)3.
Proof. By Proposition 3.1 we can set k := k(p, 1 − q) so that p ∼ k ∼ (1 − q). Then
the additional assumption p ∼ q implies in particular k ∼ (1−k), hence s˜(k, 1−k) = 3
by Proposition 3.4. Since Im k = Im p and Im(1− k) = Ker k = Ker (1− q) = Im q, it
follows that there exist two idempotents p1, p2 such that the following diagram holds:
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Doing a symmetrical construction with the help of k(1−p, q), we ﬁnally get s˜(p, q)3.
• We write s˜(p, q)4 if there exist six idempotents p1, p′1, p2, p′2, p3, p′3 such that
the following diagram holds:
To conclude this section, we give two properties which would fail for s(p, q). Once
again we hope they might illustrate the convenience of diagrams.
Strict triangular inequalities. The interest of considering estimates of s˜(p, q) rather
than s(p, q) appears when we need to glue two diagrams.
Proposition 3.6. Let p, q and r be three homotopic idempotents in L(H). We have
s˜(p, r)2 and s˜(r, q)2 ⇒ s˜(p, q)3,
s˜(p, r)2 and s˜(r, q)3 ⇒ s˜(p, q)4.
Proof. We shall only prove the ﬁrst implication. So assume s˜(p, r)2 and s˜(r, q)2:
Omitting r, we may draw
Hence s˜(p, q)3 and the principle gets clear. 
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Following this idea we could deﬁne a counting function s˜(p, q) verifying the strict
triangular inequality s˜(p, q) s˜(p, r) + s˜(r, q) − 1. But we shall only need the two
cases above.
Restriction to pairs of projections. Here is another consequence of the transitivity of
the equivalence relations Im p = Im q and Ker p = Ker q.
Proposition 3.7. If the estimate s˜(p, q)4 is veriﬁed for every pair of homotopic
projections in L(H), then it holds for every pair of homotopic idempotents as well.
Proof. By Lemma 3.3, any two of the range projections p, q, p∗ and q∗ are homotopic.
Moreover if we assume s˜(p, q∗)4 and s˜(p∗, q)4, then it is easily seen that we can
construct a diagram of the following type:
This means exactly s˜(p, q)4, so we are done. 
4. Preliminary settings for pairs of projections
Let now p and q be two projections in L(H). First, we observe that the orthogonal
decomposition
H = Ker (pq − qp) ⊕ Ker(pq − qp)⊥












where the restrictions pj and qj satisfy the following conditions:
• p1q1 = q1p1;
• Ker (p2q2 − q2p2) = {0}.
Besides it is easy to check that the subspace Ker (pq − qp) admits the orthogonal
decomposition
Ker (pq − qp) = (Imp ∩ Im q) ⊕ (Kerp ∩ Ker q) ⊕ (Imp ∩ Ker q) ⊕ (Kerp ∩ Im q).
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Two projections p, q will then said to be in generic position if Ker (pq−qp)={0} or,
equivalently, if all four of the intersections which appear above are equal to {0}. Halmos
has given a nice and tractable characterization of this condition in [4, Theorem 2].
Theorem 4.1 (Halmos). The projections p and q are in generic position if and only if












with c, s positive contractions on K satisfying c2 + s2 = 1 and Ker c = Ker s = {0}.
Note that the condition c2 + s2 = 1 implies s = √1 − c2. Thus c and s commute;
this will be very useful in the following constructions. One should notice also that we
have rank p = rank q = nullp = null q in this case.
We have the same algebraic invariance for s˜(p, q) as the one noticed for s(p, q) in
Remark 2.2. So turning back to the general case, we deduce from these preliminaries
that the computation of s˜(p, q) may be achieved with the additional assumption that
the space H is of the form

























the operators c, s ∈ L(K5) being as above two positive contractions which satisfy
c2 + s2 = 1 and Ker c = Ker s = {0}. This description turns out to be well-adapted to
our problem, for it allows direct computations directly inspired by the two-dimensional
case. It also provides an easy interpretation of condition (4) due to Lauzon and Treil:
Remark 4.2. Let g : Im p −→ Im q denote the Gramian operator deﬁned in the intro-
duction as the restriction of the projection q to the subspace Im p. With the notations
above, we have Ker g = K3, Ker g∗ = K4 and (1 − g∗g)|(Ker g)⊥ is equal to the
operator 0 ⊕ s2 on K1 ⊕ K5. So in this context, condition (4) is equivalent to
dimK3 = dimK4 or s not compact.
We shall now estimate s˜(p, q) in the generic position.
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Proposition 4.3. If p and q are in generic position, then we have p∼q with s˜(p, q)3.












Computing (p + q − 1)2 we ﬁnd






Thus p + q − 1 is invertible in L(H) if and only if c is invertible in L(K). If this
condition is fulﬁlled then we conclude by Proposition 3.2. If not we set
r :=
(
(1 + c)/2 s/2
s/2 (1 − c)/2
)
.
This deﬁnes a projection which is easily seen to be in generic position with respect to p.
As a matter of fact the positive contractions c1 := √(1 + c)/2 and s1 := √(1 − c)/2









The injectivity of s1 comes from the one of s with no difﬁculty, whereas c1 is obviously
invertible. Hence p and r are indeed in generic position and we have s˜(p, r)2. By
Proposition 3.6, it only remains to prove that we have r ∼ q with s˜(r, q)2 also. To







This deﬁnes an involution (i.e.  = ∗ = −1) which satisﬁes p−1=q and r−1=r .
Hence q + r −1 = (p+ r −1)−1 is invertible and we conclude with Proposition 3.2.

Given the decomposition H = K1 ⊕ K2 ⊕ K3 ⊕ K4 ⊕ K5 ⊕ K5 adopted above, it
appears clearly that the end of the proof will be based on the study of several cases
depending on the dimensions of the subspaces Kj . We shall now consider the two
difﬁcult situations.
Proposition 4.4. Assume q is a subprojection of p, that is pq = qp = q. If p and q
both have inﬁnite rank and inﬁnite nullity, then we have p ∼ q with s˜(p, q)4.
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Proof. By hypothesis we may suppose that H = K ⊕ K ⊕ L with dim K = ∞,
p =
⎛
⎝ 1 0 00 0 0
0 0 1
⎞
⎠ and q =
⎛




Then considering the projection
r :=
⎛





(p + r − 1)2 = (q − r)2 =
⎛




Hence both elements p+ r −1 and q − r are invertible. On the one hand, we therefore
obtain p ∼ r and s˜(p, r)2 from Proposition 3.2. Since p ∼ q follows from (1) this
implies in particular r ∼ q. So on the other hand, we get s˜(r, q)3 by Proposition
3.5 and we conclude with Proposition 3.6. 
Proposition 4.5. Assume there exists an orthogonal decomposition H = K ⊕ L with












If pL and qL are in generic position, then we have p ∼ q with s˜(p, q)4.
Proof. We ﬁrst observe that rank p = rank q = nullp = null q = ∞, so that we have
p ∼ q by (1). Then we notice that pL and 1 − qL are in generic position. Mimicking
the proof of Proposition 4.3 for these two projections we get a third projection rL in







to conclude, like in the proof of Proposition 4.4 above, from the invertibility of p+r−1
and r − q. 
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5. Final proof of Theorem 1.3
We recall that H is a real or complex separable Hilbert space with inﬁnite dimension.
We know from Corollary 2.5 that the lower estimate sup{s(p, q) |p ∼ q}4 holds in
both algebras L(H) and C(H). So the proof of Theorem 1.3 will be completed if we
establish the upper estimate sup{s˜(p, q) |p ∼ q}4. It has already been explained in
the introduction how we get s˜(p, q)3 in L(H) if rank p = rank q is ﬁnite or if
nullp = null q is ﬁnite. So all we have to do in L(H) is to prove the following:
Theorem 5.1. Let p and q be two idempotents in L(H). If rank p = rank q = nullp =
null q = ∞, then we have p ∼ q with the estimate s˜(p, q)4.
Proof. By Proposition 3.7 we may restrict ourselves to pairs of projections. According
to the introductory comments of the preceding section, we may also suppose that we




















with p′ and q ′ in general position. Our aim is to show that there exists an orthogonal
decomposition H = K⊕L⊕M which is invariant under p and q and such that the con-
clusion of the theorem holds for every restrictions, that is pK ∼ qK and s˜(pK, qK)4
in L(K), etc. Having done this, the result follows obviously. So we need to separate
several cases depending on the dimensions of the subspaces Hj .
(1) If dim H3 = dim H4, we simply set K := H1 ⊕ H2, L := H3 ⊕ H4 and M := H5.
On K we have pK = qK so there is nothing to do. On M the projections pM and
qM are in generic position, hence it sufﬁces to apply Proposition 4.3. And ﬁnally
the assumption dim H3 = dim H4 allows us to apply Proposition 3.4 on L, since
pL = 1 − qL. This case yields actually the estimate s˜(p, q)3.
(2) If dim H3 = dim H4 we may assume with no loss of generality that dim H3 <
dim H4. Thus we may write H4 = H ′3 ⊕ H ′4 with dim H ′3 = dim H3 < ∞. To
begin with, we set L := H3 ⊕ H ′3 so that we get pL ∼ qL = (1 − pL); hence
s˜(pL, qL)3 follows from Proposition 3.4. Now to deﬁne the subspaces K and M,
we have to know whether H5 has inﬁnite dimension or not.
(a) If dim H5 = ∞, then we set K := H1 ⊕ H2 and M := H ′4 ⊕ H5. There is
nothing to do on K for pK = qK and Proposition 4.5 clearly applies on M.
(b) If dim H5 < ∞, then the equations rank p = dim H1 + dim H3 + dim H5/2 and
nullp = dim H2 + dim H3 + dim H5/2 imply dim H1 = ∞ and dim H2 = ∞
respectively. So we set K := H1 ⊕ H2 ⊕ H ′4 and M := H5. Then pK is a
subprojection of qK and we may apply Proposition 4.4. Since pM and qM are
in generic position, we conclude with Proposition 4.3 on M. 
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Corollary 5.2. Let p and q be two idempotents in C(H). If p and q both are non
trivial, i.e. distinct from 0 and 1, then we have p ∼ q with the estimate s(p, q)4.
Proof. It is a well-known fact that the lifting of idempotents is possible through the
canonical surjection  : L(H) −→ C(H) (see [5] for a proof in the case of a projection
on a complex Hilbert space). So let us take two idempotents (p) and (q) in C(H)
with liftings p and q being idempotents in L(H). The assumption of non-triviality
clearly implies that both p and q have inﬁnite rank and inﬁnite nullity. It follows
from Theorem 5.1 that we have p ∼ q with s(p, q)4 in L(H). Finally, the same
conclusion holds for (p) and (q) since  is a homomorphism of algebras. 
6. Pairs of subspaces
Throughout this section H is a separable Hilbert space and the notation H = F ⊕G
means that H is equal to the direct (not necessarily orthogonal) sum of the subspaces
F and G (i.e. H = F + G and F ∩ G = {0}). In this case F and G are called
complementary subspaces and G is said to be a complement of F. For example we
have H = Im k ⊕ Ker k for every idempotent k in L(H).
We begin with a characterization of the condition s˜(p, q)2 for two projections p
and q.
Lemma 6.1. The following assertions are equivalent for every pair of projections in
L(H):
(i) ‖p − q‖ < 1.
(ii) The element p + q − 1 is invertible.
(iii) s˜(p, q)2.
(iv) H = Im p ⊕ Ker q.
Proof. Implication (i)⇒(ii) follows directly from the identity (p+q−1)2 = 1−(p−q)2
and (ii)⇒(iii) is nothing but Proposition 3.2. Assume now s˜(p, q)2. Then there exists
in particular an idempotent k in L(H) such that Im k = Im p and Ker k = Ker q. Thus
H = Im k ⊕ Ker k = Im p ⊕ Ker q and we get (iii)⇒(iv). Suppose ﬁnally that we
have H = Im p ⊕ Ker q and denote by k the idempotent deﬁned by Imk = Im p and
Ker k = Ker q. Then k∗ is such that Im k∗ = Im q and Ker k∗ = Ker p, and a routine
veriﬁcation yields (p + q − 1)(k + k∗ − 1) = (k + k∗ − 1)(p + q − 1) = 1. It follows
that the positive element (p + q − 1)2 is invertible. Hence the positive contraction
(p − q)2 = 1 − (p + q − 1)2 is such that ‖(p − q)2‖ < 1 and we obtain (iv)⇒(i). 
Let us now characterize the condition s˜(p, q)3.
Proposition 6.2. The following assertions are equivalent for every pair of projections
in L(H):
(i) There exists a projection r ∈ L(H) such that ‖p − r‖ < 1 and ‖r − q‖ < 1.
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(ii) s˜(p, q)3.
(iii) The subspaces Im p and Im q have a common complement.
Proof. If assertion (i) is fulﬁlled then we have s˜(p, r)2 and s˜(r, q)2 by Lemma 6.1.
So we deduce the estimate s˜(p, q)3 from Proposition 3.6. Now assume s˜(p, q)3
and take two idempotents p1, p2 such that Im p = Im p1, Kerp1 = Ker p2 and Im p2 =
Im q. Then it is easily seen that subspace K := Ker p1 = Ker p2 is a common com-
plement of Im p and Im q. Suppose ﬁnally that assertion (iii) holds with K a common
complement of Im p and Im q. If we denote by r the projection onto K⊥, then Ker r =
K . Thus we have H = Im p ⊕ Ker r = Im q ⊕ Ker r and we deduce ‖p − r‖ < 1 and
‖r − q‖ < 1 from Lemma 6.1. 
We want to make a little comment on condition (i) before we go on. The norm-
estimate ‖p − q‖1 is satisﬁed by every pair of projections and the strict inequality
is characterized in Lemma 6.1. Equivalence (i)⇔(ii) of Proposition 6.2 above gen-
eralizes easily so that s˜(p, q) may be seen as the minimal length of the chains
p = p0, p1, . . . , pn−1 = q of projections which satisfy ‖pj − pj+1‖ < 1 for all j.
Hence this algebraic distance has a geometric meaning on the subset of projections.
Now let p and q be two homotopic projections. According to Theorem 5.1 we have
s˜(p, q)4. So by the preceding remark there exist two projections p1 and p2 such
that ‖p − p1‖ < 1, ‖p1 − p2‖ < 1 and ‖p2 − q‖ < 1. Then set K := Ker p1 and
L := Im p2. Applying Lemma 6.1 three times we get
H = Imp ⊕ K = L ⊕ K = L ⊕ Ker q.
Thus Theorem 1.4 follows easily from Theorem 5.1. 
The ﬁnal aim of this section is to characterize the pairs of homotopic projections
which satisfy s˜(p, q) = 4. By Proposition 6.2 we know that this is equivalent to the
fact that Im p and Im q do not have a common complement. So if we adapt the result
of [7, Remark 0.5] to our settings, we get after Remark 4.2:
Theorem 6.3 (Lauzon–Treil). Let p and q be two homotopic projections in L(H). If
we note p′ and q ′ the restrictions of p and q to the common invariant subspace
Ker (pq − qp)⊥, then the following assertions are equivalent:
(i) s˜(p, q) = 4.
(ii) dim (Im p ∩ Ker q) = dim (Ker p ∩ Im q) and p′ − q ′ is compact.
Actually, we have a little more than (i)⇒(ii) since we can prove the following
implication: if dim (Im p∩ Ker q = dim (Ker p∩ Im q) or if p′−q ′ is not compact, then
p and q are homotopic and we have s˜(p, q)3. So this implication may be seen as a
particular case of Theorem 5.1. As a matter of fact, the assumption dim (Im p∩ Ker q) =
dim (Ker p∩ Im q) corresponds to the ﬁrst case in the proof of Theorem 5.1. The other
assumption, namely p′ − q ′ is not compact, does not appear there because we do not
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need it. Nevertheless it is a natural extension of the latter and we shall prove it now
for the convenience of the reader.
We recall that we may assume the space H to be decomposed into an orthogonal




















with p′ and q ′ in generic position. Note that these are the same p′ and q ′ as in
Theorem 6.3. Now suppose p′ − q ′ is not compact, so that there exists an orthogo-
nal decomposition H5 = K0 ⊕ K1 which is invariant under both p′ = p0 ⊕ p1 and
q ′ = q0⊕q1 and such that dim K0 = ∞ with p0−q0 invertible on K0. Now observe that
each pair (pj , qj ) is still in generic position and set K := H1⊕H2, L := H3⊕H4⊕K0
and M := K1. On K we have pK = qK so there is nothing to do. On M the esti-
mate s˜(pM, qM)3 follows from Proposition 4.3. And ﬁnally on L we may apply
Proposition 3.5, so s˜(pL, qL)3 and we are done.
For the converse, namely (ii)⇒(i), we refer to [7] and we let the reader adapt the
proof to this context.
Acknowledgments
We are greatly indebted to Professor Jean Esterle for numerous and fruitful discus-
sions on this problem. More particularly, the idea that the estimate s(p, q)4 would
arise from the shift operator is due to him. We also thank Etienne Matheron who pointed
out that the article of Lauzon and Treil could be of interest with respect to our study.
References
[1] B. Aupetit, Projections in real Banach algebras, Bull. London Math. Soc. 13 (5) (1981) 412–414.
[2] J. Esterle, Polynomial connections between projections in Banach algebras, Bull. London Math.
Soc. 15 (3) (1983) 253–254.
[3] J. Esterle, J. Giol, Polynomial and polygonal connections between idempotents in ﬁnite-dimensional
real algebras, Bull. London Math. Soc. 36 (2004) 378–382.
[4] P.R. Halmos, Two subspaces, Trans. Amer. Math. Soc. 144 (1969) 381–389.
[5] P. de la Harpe, Initiation à l’algèbre de Calkin (French), in: Algèbres d’opérateurs, Lecture Notes
in Mathematics, vol. 725, Springer, Berlin, 1979, pp. 180–219.
[6] Z.V. Kovarik, Similarity and interpolation between projectors, Acta Sci. Math. (Szeged) 39 (1977)
341–351.
[7] M. Lauzon, S. Treil, Common complements of two subspaces of a Hilbert space, J. Funct. Anal.
212 (2004) 500–512.
[8] C.R. Putnam, A. Wintner, The connectedness of the orthogonal group in Hilbert space, Proc. Nat.
Acad. Sci. USA 37 (1951) 110–112.
[9] M. Trémon, Polynômes de degré minimum connectant deux projections dans une algèbre de Banach,
Linear Algebra Appl. 64 (1985) 115–132.
[10] J. Zemánek, Idempotents in Banach algebras, Bull. London Math. Soc. 11 (2) (1979) 177–183.
