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Abstract: In this paper, we consider the spline in tension as an interpolatory tool that helps us avoid large projector 
norm. Tension parameters are computed in advance in such a way that the prescribed exponential decay of 
fundamental functions is assured. Further, an interpolation error bound for a smooth function is produced. This 
bound depends on the choice of tension parameters, and is of order 4 for small tension values but reduces to 2 as 
parameters grow to infinity. 
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1. Introduction 
Let us consider a simple approximation problem, the complete cubic spline interpolation at 
knots r := (r,):=r, 
o=:r1=r2< *** <7i<rj+1< **. <&r=r,:=l 
with prescribed derivatives at both endpoints. Let X4 be the corresponding spline projector, 
4 : c(o, 0 +%,, : f+J$f:= (4f IT =f I .I. 
Here, as usually, 
9 := k,T @-2’(0> LW@,,,> %,7:= (f If I [?.T,+,)E%)> 
and Pk denotes the vector space of polynomials of the order k. For a given f E %‘(O, 1) one 
obtains an error bound [3, p.471 
II 4f -f II G (1 + II 4 II) Wf > %,,I (1.1) 
where II. II := II. IL,, and “dist” defined correspondingly. The Lebesgue inequality (1 .l) explains 
the importance of bounding .Y4. A large norm I( 94 II would imply existence of functions 
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f~ V(O, l), of the norm 1, such that the interpolation error would neccessary be large. There is a 
practical aspect of this fact. Since the data can in general be given correct only to a fixed number 
of digits, and the interpolation is a linear projection, one is actually computing 
~$f” with f” an approximation of f. 
Thus even if ]] -a&f ]] is well behaved, a large I( J$ (I might significantly amplify the noise f-f as 
already pointed at in [3, p.2121. A bound that does not depend on 7 (and n) is of particular 
interest. As observed in [8], one can treat conditions at the boundary points ri, rn separately. 
Thus, by an important result of [l] 
~ll~-‘l co< II4 II G lI~-lllm~ 04’0, 
where ]I . Ilm denotes the matrix infinity norm, 
and ( Bj) := (B+,) denotes the corresponding B-spline basis, obtained with the knot sequence 
r:= (71, 71, 71, 72,...,7,-1, T,, r,, 7,). 
A is totally positive, and it is easy to see that I] A-* Ilm is a nondecreasing function of n. Thus it 
is sufficient to restrict ourselves from here on to the interpolation at the biinfinite knot sequence 
7 := (r,)?,. A bound for the biinfinite case would be a bound for the finite case also. The 
projector J$ can not be bounded independently of 7 [l], and various restrictions have been 
imposed on r in order to produce a bounded projector. Perhaps most freedom is given by 
considering the local mesh ratio 
mj := Ar,/A7;_, 
and its bound 
m A := sup Ari/Arj. 
Ii-jl=l 
It has been proved in [2] that 
m,<m*:=m,*:++$6 
gives rise to the bounded interpolation, and on the other hand in [lo] that 
mA>,m* 
(1.2) 
(I -3) 
may lead to unbounded projector. Further, in [6] it was observed that the interpolation stay 
bounded as long as the sequence (m j) lies strictly in one of the intervals 
(0,; - ifi), (5 - :Js, $ + :Js>, (+ + :& Cc). 
We shall restrict ourselves only to the interval that can be continuously reached from the 
equdistant partition m, = 1, all i. A bound (1.2) is in [6] generalised to the even order spline 
interpolation at knots. The computed bounds m,*, 
rnz = : + $6 = 2.6180 7 m,* = 1.4163 > ml = 1.1990 > 
indicate that m,ff converges quite fast to 1 with growing order k. This practically means that a 
sufficient condition for a bounded interpolation based upon the local mesh ratio requires (for 
large k) more or less equidistant partitions. 
Y. Y. Feng, J. Kozak / Interpolation of spaced data 171 
The aim of this paper is to provide a possible (computable) remedy in the case when (1.3) is 
violated, and to construct an interpolatory sheme that is bounded provided that mA < co. The 
interpolatory function looked for is a spline in tension, with tension parameters p := (pi) chosen 
appropriately. 
A spline in tension goes back to [12], and it was followed by [4], [13] and [9] and many others. 
It was originally applied as a tool in the shape preserving approximation. However, it was found 
useful1 also in solving singular perturbation differential equation problems ([5] among others). 
In spite of this, splines in tension are not very popular in practical computations, perhaps 
mostly due to the fact that their use is more expensive as well as it is not always clear how to 
choose tension parameters. This paper is far from being ment to show that an interpolation with 
splines in tension is more useful1 that with the polynomial ones. In fact, we shall only provide a 
tool that can compete with the spline interpolation only in special circumstances. 
2. Splines in tension 
A spline in tension, with tension parameters p := ( p,), pi > 0, and breakpoint sequence r is a 
function that belongs to 
9 4,7,P := %P’(o, 1) n JV( 5?) 
where _?Z= ZP (and its tension part M := M,) is piecewisely defined by 
=: -$(M,) =: s(M) on [AT,, Ari+i). (2.1) 
It is customary to represent s E Y4,7,P by its piecewise representation. Different basis have been 
suggested for this representation. For example, one could follow [13, p.941 and define 
@i(X) := 1 - x, $2(x) :=x7 
&(x) :=&(x; p) := sh(;;;p)~;(p) ) (2.2) 
&h> := ho - 4. 
But then any s E Yd,7,P can be written as 
s(x)=c ..+. x-ri 1 ‘11 I( F; Pi) on [Ti, Ti+l)- 
Suppose p is given. A numerical procedure to determine ( cij) such that for a given f 
can be found in a general framework in [13, p.931 and simplified for this particular case in [9]. It 
follows verbatim the way the cubic spline interpolation is usually handled. Note that the choice 
(2.2) reproduces local cubic polynomial basis as pi + 0, and local linear basis as pi + CO. We 
turn now our attention to the choice of tension parameters. 
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3. Nullspline in tension 
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In order to bound the tension interpolation, we follow [2], and consider tension nullsplines. A 
nullspline s E ‘4a4,,,P satisfies 
~(7,) = 0, all i. 
Let us restrict ourselves to the interval [T,, ~~+i], and take into account s( 7,) = s( ~~+i) = 0. A 
short computation yields 
‘i+l = A,si 
where 
Ai:=A(mj, p;), 
A(p, m) := 
a:=a(p) := 
a2-1 2’ 
am 2-m 
P > 
+prn am2 
P4P) - Np) 
Np) -p ’ 
P2N P) 
P:= P(P) := sh(p) _p > 
and 
Here, si is defined as in [2] in order to simplify the discussion. Note that eigenvalues of A are 
given by 
A, := A,(m, p) = - +a(m2 + m) - /(+a)‘(m2 + m)* - m3, 
X2:= A,(m, p) = m3/A,. 
Quite clearly, 
ah,/ap < 0, ax,/ap > 0. (3.1) 
Since &x/ap > 0, for p > 0, one can find for any m E ( - 00, 00) a value of p * := p * ( m) E [0, 00) 
such that 
X,(m, p) < -1 <A,(m, p), p>P*. 
This observation is a key to the choice of tension parameters. 
Theorem 1. Let pd E ( p *, co) with p* defined by 
0, m/m*, 
P h,(m,, p*) = -1, otherwise, 
(3.2) 
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and 
ma( mi, l/mi) yi := 
mA 
Let pi,A be defined by 
i 
0, I G 6/Y,, 
Pi,A ‘= 
P( Pi,d) = Yib( PA), othen,u. 
Then the choice of tension parameters p := (pi), 
Pi E [ Pi,A, PA] all i, 
produces a bounded complete interpolation by splines in tension, 94,p, i.e. 
P-3) 
Let us start the proof with two elementary lemmas. 
Lemma 1. Let elements of A( m, p) are increasing functions of p. 
Proof. Consider ((Y’ - 1)/p. A short computation yields 
= 6p + (3p2 - 2)sh( p) - ( p3 + 6p)ch( p) + sh(2p) 
= E w2i+l (,4:1)! 
i=4 
with 
aj := -j3 + 6j2 - 11 j _ 1 + 2’. 
Note that w, can have at most three (real) zeroes since it is a sum of polynomial of degree three 
and a monotone function. But 
w3 = w5 = w, = 0 
what together with the fact that o, is positive at + cc implies 
ax ’ 0, x > 7. 
The monotonicity of CY, /3 follows similarly. 0 
Lemma 2. Let 0 <pl <p2, (Yi := (Y( pi), pi := p( pi). Suppose that 
PI/P2 2 4 
forsomeq,O<q<l. Then 
ffdff2 2 4, 
(4-l) 
PI / 
M-1) >q 
P2 ‘. 
Proof. Consider 
V(P) := (a - U/P. 
174 
From 
Y. Y. Feng, J. Kozak / Interpolation of spaced data 
p3sh2( p)cp’ = -p* - 2 - ipsh(2p) -psh( p) -p*ch( p) + 2ch(2p) 
where 
Oj := -,.* - (j - 8)2/-* 
we conclude that (p decreases with p. This implies that 
a+1 (Y* - 1 
;9 p’ p’ 
are decreasing functions of p. Take now p1 < p2. Then 
(y1>55 j a,>,, P 
Pi ’ P2 a2 P2 
what is the first claim. The other follows also. 0 
Proof of the Theorem 1. By Lemma 1 and Lemma 2, the choice of pi E [ P~,~, co) with pi,4 
determined in (3.3) implies 
A(mi, Pi> I G IA(~A, PA) 
IA-‘(~A, PA) I G lA-‘(mi, Pi) I (3.4) 
Further, the choice of PA E ( p*, co) with p* defined in (3.2) gives 
-I < X2(mA7 PA) ( =x’[$~ PA)!)- 
This, together with (3.4) proves by [6] that any fundamental (Lagrange) spline must decay 
exponentially away from the knot at which its value is 1. The claim of the theorem is proved. 0 
This theorem leads also to the practical determination of tension parameters. Quite clearly, we 
want to keep pi as small as possible. At first step we have to decide which PA we shall choose. 
This implies an exponential decay of fundamental splines by (at least) a factor 
1 - IX2(mA> PA) I- 
The bigger pA we choose, more local will the interpolation process be. However, this also implies 
deterioration of the approximation to the smooth functions, as we shall show in the next section. 
On the second step pi are determined. Note that pi computed from (3.3) do not depend 
symmetrically on the neighbour intervals. This is due to the choice of si. If one replaces Ari_i by 
Ari, mi would be changed to mi+l. This suggests 
y, := 
max(l, I/m,, mi+,) all i 
mA 
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Further, numerical experiments with meshes that are not close to a geometric knot distribution 
show that the values of pi are overestimated. If we choose (this time for a finite n) 
n-1 
i 1 
Mn-1) 
m A = lG -fi 
the exponential decay could still be proved, but values of pi would be more moderate ones. 
4. Interpolation error bound for smooth functions 
In this section we discuss briefly how much approximation power is lost by replacing cubic 
splines with splines in tension. Though some aspects of it can be found in [ll] in a general 
context, we shall specialize to this particular case. Thus our bound will depend on local tension 
parameters in order to stress the local error behaviour. 
Throughout this section, let us assume that the given function f is smooth, i.e. f~ %Yc4) (0, 1). 
The error analysis will follow a path that is similar to an approach in the complete cubic spline 
interpolation. Let us denote by 
e:= f -J$pf 
the interpolation error for the given f. The key to the error bound will be an integral 
representation of e. Recall A4 as defined in (2.1). 
Lemma 3. Let e be any twice differentiable function that vanishes at r. Then 
e(x) = k’G(x; *)Me 
where G is defined piecewisely 
(4.1) 
G(x; -) := pis~~pij (sh(Pi)sh( Pi( F),) msh( Piy)sh( Pi’+:, ‘))y 
Proof. Let G’ denotes partial derivatives of 
x E [TV, T,+ 1). Integration by parts then yields 
/ 
7+1 
6 
G(x; .)e”= -JXG’(x; *)e’- 
7 
G to its second parameter. Choose i such that 
J 
7 + 1 
G’(x; *)e’ 
X 
Similarly for x P [ 7,) 7l + 1], 
J 
5 + I 
7 
G(x; -)e” = ( f-)2/i+1G(x; -)e. 
I 5 
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Summing over all i completes the proof. 0 
We continue to produce a bound for Me that depends on f only. Note that 
e%,.,,) =%,7 
and consequently 
M4#f E%,,- 
Lemma 4. Any s E S2,7,P is orthogonal to Me, i.e. 
J 
1 
sMe=O. 
0 
Proof. Let us choose the 
Bi,p := Bi,2,p := 
following (B-spline) basis of Yz,.,P: 
I 
s’( Piy)/sh(pi)y x E [ ri, ~i+l)y 
7 -x ‘it+, sh(pi+l), XE [ri+l, ri+2), 
0, otherwise . 
Then, again by the integration by parts, 
J 
1 
J 
T + 2 
J 
7 + 2 
Bi,pe” = Bi,pe” = B&e 
0 
= (e j2i:+lBi,:e + ( e)2[I:‘Bi,re 
and the conclusion follows. •I 
From (4.2) and (4.1) we now deduce that 
LMY&f = LMf 
where L := LP is a linear projector given by 
L : %(O, 1) 43, : g + Lg := ( Xi( Lg) = X,g, all i) 
and the interpolation conditions can be for example given by 
(4.2) 
(4.3) 
Note that (1 Xi ]( = 1, all i. Thus in order to bound Lf in the sup norm it is enough to bound the 
inverse of the matrix A := (A,B,) in the I]. Iloo norm ([l]). 
Lemma 5. The projector L can be bounded independently of p or r, i.e. 
IILII := ;;I” Il/llf II G3. 
Proof. Let g E %(O, 1) be a given function. Then 
lxigl G lIxilI llgll = llgll a11 ie 
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Thus, by [3, p.441 L is bounded by 
177 
1 
II L II G “‘fP X,(fj, _ B;_l _ B;+l) =: ydi- 
A straightforward computation yields 
d, = “iT7(Pf) + A7i+177(Pi+l) 
’ “i+(Pi) + ATi+I+(Pi+l) 
where 
17(p) := ch(d - l 
G(P) := PNP) - WP) +P 
PNP) ’ p2sh(p) * 
It follows that 
But 
17(P) -=l- 2 =: 1 - 2 
G(P) 2_ PNP)-P 2-V(P) 
NP) -P 
and 
(sh( p) -P)~v’ = pch( p) + :sh(2p) -p - ( p2 + l)sh( p) 
7 
=P+ . . . >o. 
180 
Thus V/G is a decreasing function of p, and consequently 
di 2 77 (O)/+(O) = 3 
which proves the lemma. q 
Let us denote 
II 8C.I Iliz= sup Id-) I. 
T,G. <r,+, 
Lemma 5 shows that 
I] g - Lg IIt G 4 disti( g, 9’2,1) G :ArF ]I g” I]i 
independently of r or p. Consequently, 
]I Me ]Ji = I] Mf - L(Mf) Iii G iA7: II(Mf )” 11; = :ArF II M’f [Ii. 
Let us now summarise the previous discussion. 
Theorem. Let f E %(4’(0, 1). Then 
II f -4,pf Iii G iA’?c(P,) II M”f Iii 
with 
(4.3) 
(4.4) 
c(p) := 1 I- 
P2i &i- 
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Proof. Let x E [T,, T~+~) for some i. By (4.1) we have 
In 1 =~/‘+‘G(x; -)hfeIG IIM,l\i/‘+‘IG(x; *) I- 
T 6 
Further, 
which completes the proof. EI 
Note that 
c(0) = + 
and pi = 0, all i reduces (4.4) to [3, p.681 
&TAT; )I fc4) Iii, 
as well as pi + 00, all i, gives 
:A$ 11 f” Iji. 
In view of [7] the constants are obviously not the best possible. 
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