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Abstract
Until now, research on arrangement of verbal and non-verbal information in multimedia presentations has not considered multi-
modal behavior of animated agents. In this paper, we will present an experiment exploring the eﬀects of diﬀerent types of speech–gesture 
cooperation in agents’ behavior: redundancy (gestures duplicate pieces of information conveyed by speech), complementarity (distribu-
tion of information across speech and gestures) and a control condition in which gesture does not convey semantic information. Using a 
Latin-square design, these strategies were attributed to agents of diﬀerent appearances to present diﬀerent objects. Fifty-four male and 54 
female users attended three short presentations performed by the agents, recalled the content of presentations and evaluated both the 
presentations and the agents. Although speech–gesture cooperation was not consciously perceived, it proved to inﬂuence users’ recall 
performance and subjective evaluations: redundancy increased verbal information recall, ratings of the quality of explanation, and 
expressiveness of agents. Redundancy also resulted in higher likeability scores for the agents and a more positive perception of their per-
sonality. Users’ gender had no inﬂuence on this set of results.
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1. Introduction
Multimedia education is one of the primary application
ﬁelds for embodied conversational agents. These virtual
characters are used to present the educational material,
answer users’ questions and give feedback about their pro-
gression. They are also expected to increase entertainment
and motivation in the learning process (Johnson et al.,
2000, 2003; Lester et al., 1999a; Stone and Lester, 1996)
and a recent research topic especially focuses on social
mechanisms, such as politeness, arising from human-agent
interaction (Johnson et al., 2005; Kra¨mer, 2005). Embod-
ied conversational agents in pedagogical-like applications
were actually shown to increase perceived easiness and
entertainment (Van Mulken et al., 1998), to increase learn-
ing transfer and interest ratings (Moreno et al., 2001), and
sometimes to increase memorization (Beun et al., 2003) in
comparison with equivalent systems with no agent.
Because they are visually embodied and use speech syn-
thesis, animated agents can partly behave like a teacher in
the classroom, i.e. they can support or illustrate their ver-
bal explanations with hand gestures. For example, they
can point to the educational material or depict particular
properties of objects or ideas, like shapes, sizes, or spatial
relationships. McNeill (1992) has identiﬁed four types of
gestures that speakers routinely use when they talk: (1)
deictic or pointing gestures indicating entities in the conver-
sational space; (2) iconic gestures that capture concrete
aspects of the semantic content of speech (e.g. shape, size);
(3) metaphoric gestures capturing abstract aspects of the
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semantic content (e.g. uncertainty); and (4) beat gestures
that accompany the rhythm of speech independently of
the semantic content. In tutors’ behavior some of these
spontaneous gestures can have an educative function: in
a study investigating human teachers’ multimodal behav-
ior, Goldin-Meadow et al. (1999) showed that children
understand a math lesson better when the teacher produces
hand gestures matching the speech content than in condi-
tions with no hand gesture.
From such a result we can assume that eﬃcient peda-
gogical agents should display matching speech–gesture
combinations. However, this recommendation is not suﬃ-
cient to specify an agent’s multimodal behavior, since
speech and gestures can cooperate in diﬀerent ways (see
for example the types of cooperation listed by Knapp,
2002). In this paper, we present an in-depth study of the
eﬀects of two types of multimodal combinations in embod-
ied agents’ behavior. Our goal is to contribute to the ﬁeld
of pedagogical or presentation agents by providing insights
for the design of multimodal behavior, and also to the ﬁeld
of multimodal output systems, by isolating the eﬀects of
diﬀerent multimodal strategies on users.
We focus on two types of speech–gesture cooperation
called redundancy and complementarity (cooperation also
studied by Cassell and Prevost, 1996; Cassell et al., 2000).
We deﬁne redundancy as a duplication of information in
several modalities (e.g. verbal/pictorial, visual/auditory),
and complementarity as the distribution of information
across several modalities (the integration of modalities
being necessary to understand the information). To illus-
trate these two types of speech–gesture cooperation, con-
sider a history lesson about Hannibal’s route of invasion:
if the teacher says ‘‘Hannibal went from North Africa to
Italy’’ and produces two deictic gestures on a map (one
indicating North Africa, the other one indicating Italy),
the gestures are considered redundant to the speech content
(they duplicate the identiﬁcation of countries mentioned by
speech). Conversely, if the teacher says ‘‘Hannibal went
from North Africa to there’’ and completes the utterance
with a pointing gesture to Italy, the gesture is considered
complementary. The listener has to integrate both modali-
ties to get the full message. The same reasoning applies
to iconic gestures: if the initial utterance is accompanied
by an iconic gesture showing the land route from North
Africa to Italy, the gesture is considered complementary
to the speech content because it conveys a new piece of
information (Hannibal went by land and not by sea). If
the teacher details the route verbally (‘‘through Spain. . .’’)
and uses the same iconic gesture, the latter becomes redun-
dant to the speech content. With such examples in mind,
our initial research question was the following: in a peda-
gogical context, which one of the two strategies, the redun-
dant or the complementary, would be the more eﬃcient?
Which one would be preferred by tutees? Although the
study by Goldin-Meadow et al. (1999) provides empirical
evidence of the role of gestures in education, it did not
investigate the respective eﬀects of redundant and comple-
mentary gestures. Indeed, Goldin-Meadow’s concept of
matching gestures (Goldin-Meadow, 1999; Goldin-Mea-
dow et al., 1999) includes both redundant and complemen-
tary gestures, while mismatches are gestures conﬂicting
with speech. Likewise, Cassell et al. (1999) compared the
eﬀects of matching and mismatching speech–gesture com-
binations on the listener’s memorization but without
examining the diﬀerences between redundant and comple-
mentary matching combinations.
Some embodied pedagogical systems such as AutoTutor
(Graesser et al., 2005) include an agent who is not embed-
ded in the learning environment and comments the educa-
tional material from a separate window. In a similar
situation (agent unable to move about and producing deic-
tic gestures from a distance), Craig et al. (2002) showed
that the agent’s redundant pointing gestures had no eﬀect
on the learning performance in comparison to a condition
with no agent. Therefore the gestures might have an inﬂu-
ence on the learning process only when the agent is embed-
ded in the learning environment and can designate the
illustrative items unambiguously. Some of the existing sys-
tems in this category are typically implemented to produce
complementary speech–gesture combinations. For exam-
ple, the Cosmo agent (Lester et al., 1999b), who teaches
Internet packet routing, is capable of pointing unambigu-
ously to an item in his environment while giving a verbal
explanation about it. In this case, a module called the deic-
tic planner manages the use of the appropriate demonstra-
tive (this, these, that, those) in order to optimize the speech
content. As a result, Cosmo produces multimodal utter-
ances such as ‘‘this router has more traﬃc’’ with a coordi-
nated deictic gesture. Here, speech and gesture cooperate
by complementarity because each modality conveys a spe-
ciﬁc piece of information and the listener has to integrate
the modalities to understand the message (the router con-
cerned can be identiﬁed only by gesture). Cooperation by
complementarity allows the amount of information given
by each modality to be reduced: the Rea agent (Cassell,
2001) is another example of an implementation optimizing
the distribution of meaning across speech and gestures.
When Rea talks about an object, she can describe some
of its features by hand gestures (e.g. shape or size) without
mentioning them by speech. Conversely, the Steve agent
(Rickel and Johnson, 1999), who teaches procedural tasks
with complicated machinery, tends to use speech–gesture
redundancy. One typical example of Steve’s multimodal
utterance, is ‘‘open cut-out valve 3’’ accompanied by a
pointing gesture to this particular valve. In this example,
the valve can be identiﬁed by speech alone and by gesture
alone. Therefore we can consider that the gesture is redun-
dant to the speech. Finally, other systems such as Max
(Kopp et al., 2005) generate the gestures in accordance
with the availability of each modality, the postural con-
text, and a part of random choice. We assume that such
a strategy results in a mix of complementary and redun-
dant gestures. All these systems were repeatedly user-tested
and proved to be eﬃcient, but the eﬀects of redundant and
complementary speech–gesture cooperation were never
tested.
In short, the eﬀects of speech–gesture cooperation in a
learning context seem to have never been investigated,
either with human tutors or with embodied conversational
agents. Yet the eﬀects of other kinds of redundancy in mul-
timedia learning have been previously discussed, for exam-
ple redundancy between text and image. Tutors’ gestures
are not analogous to pictures for multiple reasons: in our
previous examples gestures do not replace images since pic-
torial or visual material is always used to support the ver-
bal discourse. Gestures provide a new intermediate
communicative modality between speech and image: they
can be used to integrate speech and image (e.g. deictic ges-
tures towards the image synchronized to relevant verbal
information) or they can provide visual information closely
integrated to speech (because they come from the same
source – the agent – and they are temporally synchronized
with the speech content). However, without confusing
image and gestures, we can nonetheless examine previous
results on multimedia redundancy to see what they suggest
about the eﬀects of speech–gesture cooperation. The ﬁrst
step is to identify possible media combinations, since the
eﬀects of redundancy depend on the media involved (for
reviews, see Le Bohec and Jamet, 2005; Moreno and
Mayer, 2002). Verbal redundancy, which involves present-
ing simultaneously written and auditory forms of the same
text, is known to enhance memorization. Redundancy
between an auditory text (auditory-verbal material) and
an image (visual-non-verbal material) also facilitates learn-
ing. However, according to the cognitive load theory
(Kalyuga et al., 1999), redundancy between written text
(visual-verbal material) and image (visual-non-verbal
material) leads to split attention and thus disturbs learning
(see also Dubois et al., 2003). As speech conveys auditory-
verbal material and gesture conveys visual-non-verbal
material, the previous set of results suggests that, compared
to a control condition with no gestures, speech–gesture
redundancy facilitates learning. However, neither the cog-
nitive load theory (Kalyuga et al., 1999) nor the dual-pro-
cessing model of working memory (Moreno and Mayer,
2002) enable the eﬀects of complementarity (speech and
gesture both bring part of the message) to be predicted: this
strategy relates speech and graphic material better (by
means of deictic and iconic gestures) than the control con-
dition; it also reduces the total amount of information
compared to redundancy (no duplication); however, it
may require an additional eﬀort to integrate auditory-ver-
bal and visual-non-verbal material into a single mental
representation.
The following experiment was designed to study the
eﬀects of speech–gesture cooperation of animated agents
in a learning context supported by images. To this end,
we will test the following strategies: redundancy between
speech and gesture, complementarity, and a control condi-
tion in which gesture does not convey semantic informa-
tion. We did not implement a control condition with no
agent (replacing him with e.g. an arrow pointing to the
image, synchronized to the verbal discourse) because simi-
lar situations were previously tested (Beun et al., 2003;
Moreno et al., 2001; Van Mulken et al., 1998) and showed
that even with limited or no functionality, animated agents
are useful in pedagogical applications (at least they
improve subjective experience). We chose to focus on our
research goal which is the comparison of agent’s multi-
modal strategies. We will investigate the eﬀects of these
strategies on the memorization of the verbal content of pre-
sentations (cued written recall of agents’ discourse), and on
the memorization of the visual material (graphic recall of
the images presented). As male and female subjects some-
times use diﬀerent cognitive strategies, with visual-spatial
vs. auditory-verbal proneness for males and females,
respectively (Kimura, 1999), we will also explore the eﬀects
of users’ gender on the results. In addition, we are inter-
ested in evaluating the eﬀects of speech–gesture coopera-
tion on subjective perception of the tutees: quality of
presentation, likeability, expressiveness and perceived per-
sonality of the animated agent. Personality being a collec-
tion of emotional, thought and behavioral patterns
unique to a person, it appears necessary to involve several
agents in the experiment in order to test whether speech–
gesture cooperation has a consistent eﬀect on perceived
personality, whatever the agent’s appearance (a Latin-
square design can be used to cross agents’ appearance
and speech–gesture cooperation). In the event of such a
phenomenon appearing, we also wish to determine whether
it relies on a conscious or an unconscious process, i.e.
whether users consciously perceive the diﬀerences in
speech–gesture strategies and base their judgments on
them.
The present experiment was designed on the basis of a
preliminary test with 18 users (Buisine et al., 2004) which
enabled us to adjust agents’ behavior (e.g. avoid some ges-
tures such as crossing the arms which were negatively per-
ceived), develop more accurate performance indices (cued
written recall and graphic recall) and additional subjective
indices (perception of agents’ personality).
2. Method
2.1. Participants
One hundred and eight students from an undergraduate
psychology institute at the University of Paris V partici-
pated in the experiment. There were 54 male students
(mean age = 26.7 years, SD = 9.2, 18- to 53-years-old)
and 54 female students (mean age = 23.1 years, SD = 5.6,
18- to 51-years-old).
2.2. Materials
To enable a within-user design, the three types of coop-
eration (redundancy, complementarity, control condition)
given to agents of varying appearance were applied to the
presentation of diﬀerent objects. We used 2D cartoon-like
Limsi Embodied Agents (Abrilian et al., 2002): one female
agent and two male agents, namely Lea, Marco and Jules.
As we needed to control the parameters of their behavior
fully, the agents were not interactive for this experiment –
in this respect they can be called presentation agents as
deﬁned by Andre´ et al. (1999). They appeared in front of
a whiteboard and made short technical presentations asso-
ciated with an image displayed on the whiteboard.
The objects presented by the agents were a video-editing
software program, a video-projector remote control and a
photocopier. The main diﬃculties were ambiguities related
to the position, the color and the shape of keys and/or
menu items of the three objects. Hence these objects were
particularly relevant to studying multimodal spatial refer-
ences. They also have similar functional behaviors, and
the preliminary test (Buisine et al., 2004) suggested that
they were equivalent in complexity. The explanations con-
cerned the identiﬁcation of 10 buttons or menu items of
each object, and a description of their function. They were
equivalent in duration for the three objects (75 s for redun-
dant and control conditions, 60 s for the complementary
condition).
Multimodal agents’ behavior was manually speciﬁed
using a low-level XML language. The same scripts were
used for the three appearances in order to ensure indepen-
dence between agents’ behavior and their appearance. The
three types of speech–gesture cooperation were generated
as follows:
– Redundancy: The agent described or referred to every
button/menu item both by speech and arm gesture (see
Fig. 1 upper window). In speech, absolute localization
of items (e.g. ‘‘on the top left side’’) was used whenever
possible; otherwise the agent used relative localization
(e.g. ‘‘just below, you will ﬁnd. . .’’). The agent also ver-
balized shape, color and size of items whenever it was a
discriminating feature. Regarding hand and arm ges-
tures, the agent displayed shape and size via iconic ges-
tures (with both hands) when possible. A deictic gesture
was used for every object. Finger or palm hand shape
was selected according to the precision required (size
of the item to be designated). When necessary, preceding
a deictic gesture, the agent moved closer to the target
item. S/he also glanced at target items for 0.4 s at the
beginning of every deictic gesture. Non-semantic ges-
tures (i.e. not related to any object of the lesson) were
inserted in order to obtain natural-looking animation:
beat gestures (which have a syntactic rather than a
semantic function), self-centered gestures, etc. In total,
redundant scenarios included 14 semantic gestures and
23 non-semantic arm gestures. Strokes of all gestures
were placed manually during agents’ speech.
– Complementarity: Half of the semantic gestures from
redundant scenarios (deictic gestures towards the
image or iconic gestures) were selected to create com-
plementary scenarios. The information they conveyed
(identiﬁcation of items, shape, or size) was removed
from speech. Non-verbal behavior of agents was com-
pleted by non-semantic gestures. We thus ensured that
information conveyed by gesture was not duplicated in
speech and information conveyed by speech was not
duplicated in gesture (see Fig. 1 middle window).
The agent moved closer to the target item when nec-
essary and glanced at it for 0.4 s at the beginning of
every deictic gesture. Complementary scenarios
included 7 semantic gestures and 30 non-semantic
gestures.
Fig. 1. Each agent (the female agent Lea in this screenshot) was tested
with the three types of speech–gesture cooperation: redundant (upper
window), complementary (middle window) and control (lower window).
– Control condition: The speech content was the same as in
redundant scenarios (describing localization, shape,
color, size of items), and non-semantic gestures were used
throughout the presentation (see Fig. 1 lower window).
The rate of semantic gestures (deictic or iconic) among
arm/hand movements was maximal in redundant scenarios
(14/37), intermediate in complementary scenarios (7/37),
and non-existent in control scenarios (0/37), but the total
number of gestures was the same in the three conditions.
Animation features that were common to all scenarios
included lip movements, periodic eye blinks, and eyebrow
movements appropriately inserted for the animation to be
perceived as natural. We used IBM ViaVoice for speech
synthesis with voice intonation set to neutral. The experi-
ment was conducted in French.
2.3. Design
Combinations between agents’ appearance, speech–ges-
ture cooperation and content of presentation were deter-
mined by means of a repeated-measurement Latin-square
design (Myers, 1979): such a design enables the three vari-
ables to be investigated with less expenditure of time (each
user saw three presentations, see Table 1) than complete
factorial designs would involve (27 presentations). It also
removes some sources of variance such as repetition eﬀects.
Male and female users were paired across these
combinations.
2.4. Procedure and data collection
Users were instructed to watch three short multimedia
presentations carefully and were informed that they would
have to recall the content of the three presentations after-
wards. The presentations were displayed on a 17 in. com-
puter screen, 1024 * 768 resolution, with loudspeakers for
speech synthesis.
After the presentations, the data collection consisted of:
– Graphic recall: Users had to draw the three objects from
memory. Although rarely used, this method of measur-
ing performance seemed interesting to assess the memo-
rization of visual material.
– Cued written recall:Users were provided with the images
used for the presentations and had to recall the verbal
explanation given by the agents.
– A questionnaire in which users had to evaluate the pre-
sentations and the agents according to several criteria:
the quality of presentations (ranking of the three presen-
tations), the likeability of agents (ranking of the three
agents) and their expressiveness (ranking of the agents).
We also included in the questionnaire an open question
about agents’ personality in order to test whether
speech–gesture cooperation and/or agents’ appearance
inﬂuenced the perception of agents’ personality. In all
the questions users were invited to explain their judg-
ment criteria (e.g. what feature they based their ranking
of agents’ likeability on) and were particularly prompted
to make explicit their observations about the way each
agent gave explanations.
2.5. Data analysis
Graphic recall was initially evaluated on a 15-point grid
for each object: 3 points for the representation of global fea-
tures such as general shape and the most meaningful compo-
nents of the object; 10 points for the representation (not
necessarily the exact position) of speciﬁc items commented
on during the explanation; 2 points for the representation
of additional items not commented on in the explanation.
The cued written recall was evaluated on a 30-point grid:
for each one of the 10 speciﬁc items commented on, the user
was attributed 1 point if s/he mentioned it, 2 points if s/he
mentioned it and approximately recalled its function, 3
Table 1
The Latin-square design used for the experiment
Lea Marco Jules
A Redundancy [RC] Complementarity [VS] Control [P]
B Complementarity [P] Control [RC] Redundancy [VS]
C Control [VS] Redundancy [P] Complementarity [RC]
Marco Jules Lea
D Redundancy [RC] Complementarity [VS] Control [P]
E Complementarity [P] Control [RC] Redundancy [VS]
F Control [VS] Redundancy [P] Complementarity [RC]
Jules Lea Marco
G Redundancy [RC] Complementarity [VS] Control [P]
H Complementarity [P] Control [RC] Redundancy [VS]
I Control [VS] Redundancy [P] Complementarity [RC]
Each user was allocated to a group (A–I) and followed the three experimental conditions of the corresponding row (in this order). The agent performing
each condition is indicated in italics as column title (Lea, Marco, Jules); the speech–gesture cooperation and the object presented (in square brackets: RC
for remote control, P for photocopier, VS for video software) are indicated in each cell. The user’s gender was balanced in each group (A–I).
points if s/he used the same wording as in the agent’s expla-
nation. Finally, these two measures of performance (graphic
and written recall) were expressed as percentages.
Rankings of presentations and agents according to the
subjective variables were converted into scores (from 0 to
2; e.g. the ﬁrst rank in likeability became a 2-point score
in likeability). This data (graphic recall, cued written recall,
quality of presentation, likeability of agents and expressive-
ness) were submitted to analysis of variance with user’s gen-
der as the between-user factor. For each dependent variable,
the analysis was successively performed using speech–ges-
ture cooperation and agents’ appearance as within-user fac-
tors. By way of control, the eﬀects of the objects were also
tested. Post-hoc comparisons were performed by means of
Fisher’s LSD. We also examined relations between depen-
dent variables by means of a linear correlation analysis.
Words used to describe personality were merely classiﬁed
as positive (e.g. nice, competent, serious, open, enthusiastic,
clever, cool, funny), negative (e.g. cold, inexpressive, strict,
unconcerned) or neutral (e.g. standard, technical, discreet).
The distribution of these three categories as a function of
speech–gesture cooperation and agent’s appearance was
studied using a Chi-square analysis. All the analyses were
performed with SPSS software.
Finally, qualitative data about judgment criteria was
categorized into nine ad-hoc dimensions and were analyzed
descriptively.
3. Results
Table 2 summarizes the mean scores and standard devi-
ations of all numerical dependent variables. Speech–gesture
cooperation was proved to inﬂuence the cued written recall
signiﬁcantly (F(2,212) = 12.04, p < .001), with redundancy
leading to a better recall than complementarity (p < .001),
and control condition (p < .001). The diﬀerence between
complementarity and control condition is not signiﬁcant.
Speech–gesture cooperation had no eﬀect on graphic recall,
but its main eﬀect on subjective ratings of quality of expla-
nation was signiﬁcant (F(2,212) = 12.01, p < .001), with
redundancy yielding a better evaluation than complemen-
tarity (p = .001) and control condition (p < .001), and no
signiﬁcant diﬀerence between complementarity and control
condition. Speech–gesture cooperation also inﬂuenced the
likeability ratings of agents (F(2,212) = 6.34, p = .002),
with once again the same pattern: redundancy made agents
more likeable than complementarity (p = .001) and control
condition (p = .014), with no signiﬁcant diﬀerence between
complementarity and control condition. Finally, the eﬀect
of speech–gesture cooperation on the evaluation of expres-
siveness was also signiﬁcant (F(2,212) = 6.49, p = .002).
Redundant agents were judged as more expressive than
complementary (p = .052) and control ones (p < .001),
complementary and control agents being not signiﬁcantly
diﬀerent. The inﬂuence of the user’s gender was tested in
each of the previous calculations, and no signiﬁcant eﬀect
appeared in any case.
Regarding the inﬂuence of agents’ appearance, the only
signiﬁcant eﬀect arose on ratings of agents’ likeability
(F(2,212) = 3.17, p = .044). Marco appeared to be more
likeable than Lea (p = .024) and Jules (p = .035). Likeabil-
ity score of Lea and Jules did not signiﬁcantly diﬀer, and
once again, the user’s gender had no signiﬁcant eﬀect.
The object is the only variable that inﬂuenced graphic
recall (F(2,212) = 42.13, p < .001): the remote control was
better recalled than the software (p < .001) and the photo-
copier (p < .001), with no diﬀerence between the software
and the photocopier. There was also a main eﬀect of object
on cued written recall (F(2,212) = 4.04, p = .019): the
remote control was better recalled than the software
(p = .044) and the photocopier (p = .002). Likewise, the
object inﬂuenced quality of explanation ratings
(F(2,212) = 11.39, p < .001): explanations concerning the
remote control obtained better evaluations than those con-
cerning the software (p < .001) or the photocopier
(p < .001), with no signiﬁcant diﬀerence between the
Table 2
Means and standard deviations for each speech–gesture cooperation, agent-appearance and object condition for graphic recall, written cued recall, ratings
of quality of explanation, ratings of agents’ likeability and ratings of agents’ expressiveness
Condition Graphic recall Cued written recall Quality of explanation Agent’s likeability Agent’s expressiveness
M SD M SD M SD M SD M SD
Speech–gesture cooperation
Redundancy 50.3 20.1 48.7** 19.7 1.4** 0.7 1.3* 0.7 1.3* 0.8
Complementarity 50.9 23.1 41.2 18.8 0.9 0.8 0.8 0.8 1 0.8
Control condition 48.3 23.3 40.7 20.7 0.7 0.8 0.9 0.8 0.8 0.8
Agent appearance
Marco 51.2 22.7 44.4 20.9 1.1 0.8 1.2* 0.8 1.1 0.8
Lea 49.2 21.3 43.6 19.3 1 0.8 0.9 0.8 0.9 0.8
Jules 49 22.6 42.6 20 1 0.9 0.9 0.9 1 0.9
Object
Remote control 60.8** 16.4 46.6* 17.6 1.4** 0.8 1.2 0.8 1 0.8
Video software 45.4 24 42.6 23.1 0.9 0.8 1.1 0.8 1 0.8
Photocopier 43.2 21.3 41.5 18.7 0.8 0.8 0.8* 0.8 1 0.8
The values in bold font are signiﬁcantly diﬀerent from those in the same column, *p < .05; **p < .01.
software and the photocopier. Finally, there was a signiﬁ-
cant eﬀect of objects on likeability scores of agents
(F(2,212) = 4.08, p = .018): agents presenting the photo-
copier were less likeable than those who presented the
remote control (p = .005) or the software (p = .045), with
no signiﬁcant diﬀerence between agents presenting the
remote control and the software.
Table 3 presents the results of the linear correlation
analysis between the ﬁve numerical dependent variables
(graphic recall, cued written recall, quality of presentation,
likeability of agents and expressiveness). Overall the corre-
lation coeﬃcients appear to be rather weak, but they none-
theless show a correlation between the graphic and the
cued written recall (r = 0.581, p < .01), and a correlation
between the quality of presentation and the likeability of
agents (r = 0.405, p < .01).
Regarding the user’s perception of the agents’ personal-
ity, 56.8% of descriptive words fell into the positive cate-
gory, 29.3% into the negative category, and 8.3% into the
neutral category (5.6% of personality questions were not
answered). Table 4 presents the distribution of categories
as a function of speech–gesture cooperation and agents’
appearance. Speech–gesture cooperation was proved to
inﬂuence personality perception signiﬁcantly
(v2(6) = 13.46; p = .036): Table 4 shows that redundant
agents were judged more positively than complementary
and control agents. Conversely, agents’ appearance did
not signiﬁcantly inﬂuence the distribution of words used
to describe personality (v2(6) = 5.52; NS).
For the study of conscious judgment criteria, we estab-
lished nine categories from the data elicited from the users:
for example, users said they were inﬂuenced by the content
of presentation (object, verbal discourse), agents’ gestures,
look (clothes, hair dressing, accessories such as glasses. . .),
facial expressions (in particular smiles), agents’ voice, etc.
Table 5 details the judgment criteria that users put forward
for the evaluation of the quality of presentation, the like-
ability of agents, their expressivity and personality.
Finally, we analyzed the answers to the question: ‘‘Did
you notice any diﬀerence in the way the agents made their
presentation?’’ Many users responded by emphasizing the
content of presentations (object, vocabulary. . .). Non-ver-
bal behavior was also widely discussed: 15% of users men-
tioned that some agents moved to the whiteboard to point
to the picture; 31% of users said they noticed a diﬀerence in
the gestures made by the agents. Finally, 2% of users
expressed the notion of cooperation between speech and
gesture, even if they did not use the words redundancy
and complementarity.
4. Discussion
The primary purpose of this experiment was to test
whether speech–gesture cooperation (redundancy, comple-
mentarity) inﬂuences learning and subjective evaluations of
users. In this respect, our results clearly show the advanta-
ges of the redundant strategy in the context we set up. Mul-
timodal redundancy improved recall of the verbal content
Table 3
Bivariate correlation coeﬃcients between graphic recall, cued written recall, quality of explanation ratings, agents’ likeability ratings and agents’
expressiveness ratings
Dependent variables Graphic recall Cued written recall Quality of explanation Agents’ likeability
Graphic recall
Cued written recall 0.581**
Quality of explanation 0.197** 0.205**
Agents’ likeability 0.051 0.118* 0.405**
Agents’ expressiveness 0.021 0.100 0.361** 0.395**
*p < .05; **p < .01.
Table 4
Number of positive, neutral and negative words used to describe personality for each speech–gesture cooperation and agent-appearance condition
Condition Positive Neutral Negative No answer Total
Speech–gesture cooperation
Redundancy 75* 7 19* 7 108
Complementarity 54 9 39 6 108
Control condition 55 11 37 5 108
Total 184 27 95 18 324
Agent appearance
Marco 68 11 24 5 108
Lea 57 7 38 6 108
Jules 59 9 33 7 108
Total 184 27 95 18 324
The values in bold font are signiﬁcantly diﬀerent from those in the same column, *p < .05.
of presentations, evaluations of quality of presentation,
likeability, expressiveness and personality of agents.
Redundancy inﬂuenced verbal but not graphic recall: we
can thus hypothesize that users paid suﬃcient attention to
the images on the whiteboard whatever the agents’ strat-
egy, and that redundancy helped users in encoding verbal
information (identiﬁcation of items and functionalities)
and/or in relating the verbal discourse to the visual mate-
rial (attribution of functionalities to the proper items).
Overall, redundancy yielded a relative increase of 19% of
verbal information recalled (49% of information recalled
with redundancy vs. 41% on average for complementarity
and control condition).
Our data showed no diﬀerence between complementary
and control conditions. The absence of eﬀect of comple-
mentarity was not so predictable because this strategy
has the advantage of relating speech and graphic material
better than the control condition and reducing the total
amount of information – in our experiment we achieved
a 20% decrease in the time needed to present a scenario
with a complementary strategy (see Fig. 1 to illustrate this
decrease). On the contrary, the literature on redundancy in
education made predictable the beneﬁt of multimodal
redundancy on verbal recall, and perhaps also its beneﬁt
on subjective ratings of quality of explanation, in compar-
ison to the control condition. However, our experiment
also showed some original ﬁndings that previous literature
could not have anticipated: multimodal redundancy may
improve the social perception of animated agents, since
agents with redundant behavior appeared more likeable
and their personality more positive. One could hypothesize
that redundant agents were rated as more likeable just
because they enabled the users to increase their memoriza-
tion (and not because of their speech–gesture cooperation
strategy). The linear correlation analysis between our
numerical dependent variables (Table 3) contradicts such
a hypothesis since it showed that likeability was not related
to written recall. However, likeability appeared to be corre-
lated with quality of explanation: to investigate whether
high ratings of likeability were due to multimodal redun-
dancy or to perceived quality of explanation, it would be
interesting to design a control condition in which quality
of explanation would not be so important to the user
(e.g. in a conversational context).
Multimodal redundancy was shown to increase the rat-
ings of quality of explanation, likeability and expressive-
ness. However, this does not mean that users consciously
perceived speech–gesture cooperation. Indeed, most users
perceived diﬀerences in agents’ gestural behavior, but noth-
ing in their comments suggests that they perceived a diﬀer-
ence between redundancy and complementarity. Such a
result is consistent with the classic view that a speaker’s
non-verbal behavior usually remains at the periphery of
the listener’s attentional ﬁeld (Rime´ and Schiaratura,
1991). Only two users in our experiment explicitly verbalized
the notion of speech–gesture cooperation, and only one of
them said she based her evaluation of quality of explanation
on this feature. This set of results has two implications: users
are inﬂuenced by features they do not perceive and users
think they are inﬂuenced by features which are actually neu-
tralized (e.g. many users mentioned the inﬂuence of agents’
voice, although Marco and Jules had the same voice and
Lea’s scores did not signiﬁcantly diﬀer from Jules’ ones in
any variable). Both of these kinds of variables must be taken
into account in agent system design and carefully controlled:
variables that were shown to modify users’ performance and
subjective attitude (e.g. speech–gesture cooperation), as well
as variables claimed as important by users, even if they are
not (e.g. agents’ look and voice).
The only variable actually inﬂuenced by agents’ appear-
ance was likeability: Marco, whatever his speech–gesture
strategy, was signiﬁcantly preferred to Lea and Jules. It is
important to understand why this agent had higher like-
ability scores in order to learn lessons for future agent
design. The study of qualitative comments elicited from
the users showed that a key feature for Marco’s likeability
was his wide smile. Fig. 2 presents the three agents with
their maximum smiling face: we can see that Marco’s smile
was designed broader than those of Lea and Jules, and
many users said they appreciated it.
Another important feature of agent’s likeability is his/her
look, as mentioned in previous empirical research (McBreen
et al., 2001), in this respect, Lea’s white coat yielded contra-
dictory comments: some users found her more pleasant and
more serious because of her coat; others found her too strict.
Finally, Jules’ glasses seemed to penalize him: they were per-
ceived negatively by most of the users, maybe because his
eyes were not so visible through the glasses.
Table 5
Percentages of judgment criteria elicited from users for their assessment of quality of explanation, likeability of agents, expressivity and personality
Judgment criteria Quality of explanation (%) Likeability (%) Expressivity (%) Personality (%)
Content of presentation 62 20 11 24
Agents’ appearance 0 15 10 12
Agents’ gender 3 9 6 2
Agents’ look 1 21 9 27
Agents’ voice 8 12 10 12
Agents’ facial expressions 0 15 15 13
Agents’ gestures 21 6 33 5
Agents’ locomotion 4 2 6 5
Speech–gesture cooperation 1 0 0 0
Users’ gender had no signiﬁcant eﬀect in any of the pre-
vious results (performance data and subjective evaluation).
This is a positive ﬁnding which suggests that it may be pos-
sible to design a single agent system suitable for both male
and female users. However, this absence of inﬂuence of
users’ gender (like all our results in general) has to be val-
idated in other age groups, in particular with educational
applications intended for children. Cultural inﬂuences
should also be addressed, since they are likely to modify
users’ preferences for agents’ appearance (Cowell and
Stanney, 2003) and more generally their perception of
speech and gestures (Johnson et al., 2005; Knapp, 2002).
The present study, mainly conducted with Europeans,
would have to be replicated with people from other ethnic
origins to strengthen or complement the results.
Finally, contrary to the results of a preliminary test
(Buisine et al., 2004), we observed important eﬀects of
the object in this experiment (on graphic and written recall,
quality of presentation and likeability of agents). In this
experiment our goal was to neutralize the object in order
to study the eﬀect of speech–gesture cooperation in an
unbiased way. However, it should be pointed out that the
strong inﬂuence of speech–gesture cooperation arose in
spite of this bias: we observed the beneﬁts of redundancy
when the presentations were not equivalent.
5. Conclusion
To summarize, we obtained a consistent corpus of
results in which speech–gesture redundancy proved to
increase the recall of verbal information, the subjective rat-
ings of quality of explanation, the expressiveness of agents,
their likeability and their personality. Complementary and
control conditions did not signiﬁcantly diﬀer in the data we
collected: of course, the introduction of unambiguous
pointing gestures and iconic gestures in animated agents’
behavior remains an important technical improvement,
but to transfer this improvement to the cognitive side of
interaction, gestures have to support speech in a redundant
manner. Complementarity enables the amount of informa-
tion conveyed by each modality to be decreased, but in a
learning context it may not improve information recall or
subjective evaluation of the situation.
In an extension to the present study we should address
the naturalness of agents’ behavior when it is based on a
single multimodal strategy. Human spontaneous behavior
being normally composed of several strategies mixed
together (Cassell et al., 2000), we could compare the eﬀects
of an optimized behavioral strategy (redundancy between
speech and gesture) vs. a natural one (mix of redundant
and complementary behaviors). Although we had no nega-
tive comments from users about speech–gesture redun-
dancy, and further assume that it was not consciously
perceived, a more natural strategy could appear to be pre-
ferred, especially in long-term interaction.
As a secondary result, our experiment provided a few
indications for the graphic design of animated agents.
For example our results showed that a cartoon-like wide
smile, although unrealistic, is an important feature for like-
ability of animated agents. This result can be related to
Kohar and Ginn’s recommendations (1997) according to
which dramatized characters, because of the emotions they
display, make better interface agents than more realistic
and human-like characters. This recommendation is also
applicable to pedagogical agents, because engagement
and entertainment facilitate the learning process (Lester
et al., 1999a).
Our agent experimental platform enabled us to highlight
the eﬀects of alternate multimodal strategies on a pedagog-
ical-like situation. Similar experiment could be conducted
with videotaped people instead of agents, but this would
represent a much more costly and complex procedure, since
it would involve training a tutor or an actor to accurately
and consistently control her speech–gesture cooperation
(which is normally an automatic and unconscious process).
In conclusion, we should underline that our users were stu-
dents: our ﬁndings can thus be applied to the design of pre-
sentation agents for students, e.g. for e-learning systems
like the Adele agent (Johnson et al., 2003) or the AutoTu-
tor system (Graesser et al., 2005). Our pattern of results
would need a validation to be used for systems dedicated
to children, but it nonetheless provides a strong hypothesis
in favor of speech–gesture redundancy. Our experiment
also raises the interesting question of whether the same
hypothesis applies to human tutors’ behavior and whether
the use of speech–gesture redundancy can be recommended
in the classroom.
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