Two problems of Cameron, Praeger, and Wormald [Infinite highly arc transitive digraphs and universal covering digraphs, Combinatorica (1993)] are resolved. First, locally finite highly arc-transitive digraphs with universal reachability relation are presented. Second, constructions of two-ended highly arc-transitive digraphs are provided, where each 'building block' is a finite bipartite digraph that is not a disjoint union of complete bipartite digraphs. Both of these were conjectured impossible in the above-mentioned paper. We also describe the structure of two-ended highly arc-transitive digraphs in more generality, heading towards a characterization of such digraphs. However, the complete characterization remains elusive.
Introduction
A digraph D consists of a set of vertices V (D) and arcs (also termed edges) E(D) ⊆ V (D)×V (D). We consider digraphs without loops and rely on standard terminology and notation as in [2] or [4] . In particular, an edge (u, v) ∈ E(D) is shortly written as uv and interpreted as the edge from u to v.
An s-arc in a digraph is an (s + , there is an automorphism f of D such that f (v i ) = v i for each i. To exclude trivialities, it is also assumed that D has no isolated vertices and that every arc of D lies on some s-arc.
The notion of s-arc transitive digraphs parallels that of s-arc transitive undirected graphs. For those, an s-arc corresponds to a nonretracting walk of length s. Celebrated result of Tutte [13] states that a finite 3-regular graph can be s-arc transitive only if s ≤ 5. Weiss [14] extended this (using the classification of finite simple groups) to finite r-regular graphs (r > 2); these can be s-arc transitive only if s ≤ 8. (Somewhat trivially, cycles are s-arc transitive for every s.)
A digraph is highly arc-transitive if it is s-arc transitive for every s ≥ 0. As one may expect, this is very demanding definition. Indeed, the only connected finite highly arc-transitive digraphs are the directed cycles (including cycles of length 1 and 2). Among infinite digraphs, the number of highly arc-transitive ones is much larger. Still, they are rather restricted, which makes the constructions nontrivial, and one may hope to characterize all such digraphs, at least to some extent.
The motivation to study highly arc-transitive digraphs does not come solely from combinatorics. There is an intimate connection to totally disconnected locally compact groups that is presented in Möller [9] , see also Malnič et al. [6] .
An obvious infinite highly arc-transitive digraph is the two-way-infinite directed path, which we shall denote by Z. Another immediate example is obtained when we replace each vertex of Z by an independent set of size k and every arc by a (directed) complete bipartite graph K k,k -formally this is the lexicographic product Z[K k ] with K k denoting the graph with k vertices and no edges. Confirm also Lemma 4.3 and Theorem 4.5 in [3] for more on products and high arc-transitivity.
The question of what other highly arc-transitive digraphs exist has started a substantial amount of research. The question was originally considered by Cameron, Praeger, and Wormald [3] . They presented some nontrivial constructions (details can be found in Section 3) and worked on ways to describe all highly arc-transitive digraphs. One approach to this involves the reachability relation.
Given a digraph D, an alternating walk is a sequence (v 0 , v 1 , . . . , v s ) of vertices such that v i v i+1 and v i v i−1 are arcs of D either for all even i or for all odd i; informally, when visiting the vertices v 0 , v 1 , . . . , v s , we use the arcs of D alternately in the forward and backward direction. When e, e are two arcs of D, we say that e is reachable from e, in symbols e ∼ e , if there is an alternating walk which has e as the first arc and e as the last one. One can easily see that this is an equivalence relation. Moreover, this relation is preserved by any digraph automorphism. Thus, whenever D is 1-arc transitive, then the digraphs induced by the equivalence classes are isomorphic to a fixed digraph, which will be denoted by R(D) (R stands for reachability).
It is shown in [3] that if the reachability relation has more than one class, then R(D) is bipartite and a construction is presented that, for an arbitrary directed bipartite digraph R, gives a highly arc-transitive digraph D with R(D) R. In fact, a universal cover for all such digraphs is constructed. Thus a question arises, whether there are highly arc-transitive digraphs for which the reachability relation is universal (by which it is meant that there is just one equivalence class), as this approach to classify highly arc-transitive digraphs would not work for them. Actually, such digraphs are rather easy to construct if we allow infinite degree. One example would be the digraph Q whose vertex set are all rational numbers, V (Q) = Q, and two vertices u, v are adjacent if u < v. So, the following question was asked in [3] . Question 1.1 Is there a locally finite highly arc-transitive digraph with universal reachability relation?
In Section 2 we present a construction of such digraphs -showing, in effect, that highly arc-transitive digraphs form a richer class of digraphs than one might expect.
Many highly arc-transitive digraphs possess a homomorphism onto Z. That is a mapping f : V → Z such that for every edge uv we have f (v) = f (u) + 1. This is called property Z in [3] , and the authors ask, whether all locally finite highly arc-transitive digraphs have this property. The first examples of locally finite highly arc-transitive digraphs without property Z were constructed by Malnič et al. in [7] . Our digraphs with universal reachability relation provide further examples, as a digraph with property Z has infinitely many reachability classes.
Another approach to classify highly arc-transitive digraphs is to use the number of ends. (See [4] for the definition of an end of a graph.)
It is well known that every infinite vertex-transitive graph, and hence also every highly arc-transitive digraph, has 1, 2, or infinitely many ends. An example with two ends is Z, with infinitely many ends a tree (where the in-degree of all vertices is some constant d − and the out-degree of all vertices is some constant d + ). An example of a highly arc-transitive digraph with just one end is Q. Locally finite examples are known, but they are harder to construct. In a few words, one can construct them as horocyclic products of trees, see [8] for details.
Let us focus on two-ended digraphs. This class includes the afore-mentioned basic examples Z and Z[K k ], as well as a more complicated construction by McKay and Praeger [3, Remark 3.4] that is also discussed in our Section 3 as Construction 1. This construction was generalized in [3, Definition 4.6] .
Based on their generalization and the lack of other examples, it was conjectured in [3] that for each connected highly arc-transitive digraph D with two ends, the reachability digraph R(D) is either infinite, or a complete bipartite digraph. We disprove this conjecture in Section 3, where we present several constructions that behave in a more complicated way. Independently from us, Christoph Neumann has constructed counterexample to Conjecture 3.1 using a different method.
Finally, in Section 4 we work towards characterizing all two-ended highly arc-transitive digraphs. We show, in particular, that every such digraph either admits a quotient by which we can reduce it to a simpler structure, or some lexicographic product G[K k ] (digraph G with cloned vertices) can be constructed by a rather complicated Construction 4 described in Section 4. This construction uses a finite digraph with colored edges as a 'template'. While this construction provides many complicated new examples and is shown to be universal (upto cloning of vertices), we are lacking full understanding of when precisely it gives rise to a highly arc-transitive digraph.
2 Highly arc-transitive digraphs with universal reachability relation
The following result answers Question 1.1 in the affirmative.
Theorem 2.1 There is a locally finite highly arc-transitive digraph for which the reachability relation is universal. In fact, for every composite integer d ≥ 4 there is such digraph with all in-degrees and all out-degrees equal to d. Proof Pick integers a, b ≥ 3. We will construct a digraph G a,b , in which every vertex has in-and out-degree equal to (a − 1)(b − 1) and which satisfies the conditions of the theorem. Let T = T a,b be the infinite tree with vertex set A∪B, where every vertex in A has a neighbours in B, and every vertex in B has b neighbours in A. Next, we define the desired digraph with V (G a,b ) = E(T a,b ). For each e = uv ∈ E(T a,b ), where u ∈ A, v ∈ B, we add an arc from each e 1 = e incident with u to each e 2 = e that is incident with v. For each such pair e 1 , e 2 we put c(e 1 , e 2 ) := e. We let G = G a,b be the resulting digraph; in Fig. 1 and 2 we display part of G 3,3 .
First we prove that G is highly arc-transitive. Suppose e = (e 0 , e 1 , . . . , e s ) is an s-arc in G, and let P (e) be e 0 , c(e 0 , e 1 ), e 1 , . . . , c(e s−1 , e s ), e s , the corresponding path in T . Now let e be another s-arc in G. Obviously P (e) and P (e ) are paths in T of the same length, both starting at a vertex of B. Consequently, there is an automorphism ϕ of T that maps P (e) to P (e ). The mapping that ϕ induces on E(T ) = V (G) is clearly an automorphism of G that sends e to e .
We still need to show that the reachability relation of G is universal. Suppose e, e ∈ V (G) are adjacent as edges in T , and that h (resp. h ) is an arc of G starting at e (resp. e ). We will show that h ∼ h ; this is clearly sufficient. Assume first that e and e share a vertex of A. Let h 1 , h 2 be arcs of G as depicted in the left part of Fig. 3 (recall that a ≥ 3 ). Obviously h, h 1 , h 2 , h is an alternating walk, thus h ∼ h . Secondly, assume e and e share a vertex of B. In this case pick arcs h 1 , h 2 according to the right part of Fig. 3 , utilizing that b ≥ 3. Now h ∼ h 1 and h 2 ∼ h according to the first case. This shows that h 1 ∼ h 2 and completes the proof.
Remark: It is known that highly arc-transitive digraphs with universal reachability relation do not exist if indegrees d − and outdegrees d + are not the same [11] , and neither they exist if d + = d − is a prime [3] . However, whenever
− is not a prime, it can be written as (a − 1)(b − 1) for a, b ≥ 3, so Theorem 2.1 provides an example of such a digraph.
Note that the structure of the digraph G a,b can also be described as follows. Consider a partition of the vertices of K a,a(b−1) into a copies of a star, K 1,b−1 . Let us denote these copies by S 1 , . . . , S a . We let
Then we take countably many copies of H and glue them together (in a tree-like fashion) by identifying in pairs the sets corresponding to some of the S i 's. From this description it is immediate that G a,b has universal reachability relation. 
Two-ended constructions
As mentioned in the introduction, a highly arc-transitive digraph can have 1, 2, or infinitely many ends; in the rest of this paper we concentrate on the case of two ends. It is not hard to show (see the proof of Proposition 4.1) that every two-ended 1-arc transitive digraph D has the following structure: the vertices can be partitioned as V (D) = ∞ i=−∞ V i and all arcs go from some
If B is not the complete bipartite digraph, then D is not determined just by B, as we need to specify how are consecutive copies B i and B i+1 of B 'glued' together at V i+1 . It is easy to see that all components of B are isomorphic to the reachability digraph R(D). The following was conjectured in [3] .
Conjecture 3.1 (Cameron, Praeger, and Wormald [3] ) If D is a connected highly arc-transitive digraph such that there exists a homomorphism f : D → Z and f −1 (0) is finite, then R(D) is a complete bipartite digraph.
Next, we describe several constructions. We start with the one found by McKay and Praeger [3, Remark 3.4] , that, while nontrivial, concurs with the above conjecture. Next, we shall present our construction (Construction 2), disproving the conjecture. Continuing, we shall provide some more complicated examples. In Section 4, we introduce a very general construction and provide some evidence that this construction essentially describes all two-ended highly arc symmetric digraphs.
We want to mention here that recently (and independently) Christoph Neumann has constructed [10] counterexample to Conjecture 3.1 using a different setting. His method (as well as ours) allows for many modifications and extensions, however his and ours smallest counterexamples are isomorphic. [3, Remark 3.4] ) Let S be a finite set, n a positive integer, and let V = Z × S n . The set V is considered as the vertex-set of the digraph in which two vertices a = (i, a 1 , . . . , a n ) and b = (i + 1, b 1 , . . . , b n ) are adjacent if a j = b j+1 for each j = 1, . . . , n − 1; no other edges are present.
Construction 1 (McKay and Praeger
Here, the digraph B is a disjoint union of complete bipartite digraphs (more precisely, B consists of |S| n−1 copies of K |S|,|S| ), thus R(D) is K |S|,|S| . The fact that this is a highly arc-transitive digraph is easy to show directly, but also follows from our next constructions.
Construction 2 Let T be a "template" -an arc-transitive digraph that is bipartite with parts
It is clear from the definition that the digraph joining V i and V i+1 is isomorphic to the bipartite digraph B which is obtained from T by taking |A 2 | copies of each vertex in A 1 and |A 1 | copies of each vertex in A 2 , and replacing each arc in T by the complete bipartite digraph K |A2|,|A1| . If T is connected, then B is isomorphic to R(D). As shown by Theorem 3.2, the resulting digraph is highly arc-transitive. Thus, by taking T to be K 3,3 minus a matching (alternately oriented 6-cycle) we get a counterexample to Conjecture 3.1.
Construction 3
The next construction is a common generalization of Constructions 1 and 2. Let T be a (t − 1)-arc-transitive template digraph, with vertices in t "levels", A 1 , . . . , A t and each arc leading from A j to A j+1 for some j. We shall denote by T i the subgraph of T induced by A i ∪ A i+1 . Suppose that each vertex v ∈ V (T )\A 1 has in-degree at least 1, and each vertex v ∈ V (T )\A t has out-degree at least 1. Now, define a digraph D = D(T ) with vertex-set
and no other edges are present in D. Clearly, for t = 2 we get Construction 2. Construction 1 of McKay and Praeger is a special case of this one, with T consisting of |S| disjoint paths. 
Proof As before, let V i = {i} × A 1 × · · · × A t . For a vertex a ∈ V i , we denote its j-th component by a j , starting with a 0 = i and having a j ∈ A j for j = 1, . . . , t. First we show that D = D(T ) is connected. It is easy to see that the following statement suffices for this: for every a ∈ V 0 and b ∈ V t , there is a directed (a, b)-path. In order to prove this, observe that every vertex of T is a part of at least one directed path with t vertices. Let P i (Q i , resp.) be such a path containing a i (b i , resp.). We let P i,j denote the j-th vertex on P i , so that P i,i = a i (and, similarly, Q i,i = b i ). Now we define vertices c 0 , c 1 , . . . , c t in D forming a directed path. For i = 0, . . . , t we set c i,0 = i and
Clearly, c 0,
Comparing c i and c i+1 (0 ≤ i < t), we see that c i,j and c i+1,j+1 are consecutive vertices of T on the same path, P j−i or Q j−i+t . This shows that c i and c i+1 are adjacent in D, and shows that D is connected. Next, we study the reachability relation.
Obviously, no alternating walk can leave B; we only need to show, that any two edges in B are connected by an alternating walk. Let xy and uv be two such edges. Each of the bipartite graphs T i is connected (by assumption), thus every two of its edges are connected by an alternating walk. We will use this for edges x i y i+1 and u i v i+1 and let a i (j)b i+1 (j) be the j-th edge of this walk (with j = 0 corresponding to the starting edge). We may assume that all of these walks are of the same length and each of them starts by "fixing the head of the edge": that is, for To prove that D is highly arc-transitive, we describe some of its automorphisms. A trivial one is a shift in the first coordinate, τ : a → (a 0 +1, a 1 , . . . , a t ). More interesting automorphisms are those that preserve the levels V i . They come from the automorphisms of T . Let ϕ ∈ Aut(T ). Let ψ : V (D) → V (D) be the mapping that applies ϕ on the j-th coordinate in V j for j = 1, . . . , t and is identity elsewhere. We shall show that ψ is an automorphism of D(T ). Suppose ab ∈ E(D), but ψ(a)ψ(b) / ∈ E(D). Since ψ preserves the sets V i , from the construction of D(T ) (Construction 3) it follows, that there exists j = 1, . . . , t − 1 such that ψ(a) j ψ(b) j+1 / ∈ E(T ). By the definition of ψ, we conclude that a ∈ V j and b ∈ V j+1 . Moreover, ψ(a) j = ϕ(a j ) and ψ(b) j+1 = ϕ(b j+1 ). By assumption, ab ∈ E(D), so a j b j+1 is an edge of T , and as ϕ is an automorphism of T , ϕ(a j )ϕ(b j+1 ) is an edge of T as well. This contradicts our assumption and proves that ψ is a homomorphism D → D. Since ψ is invertible (as ψ −1 comes from the inverse automorphism ϕ −1 of T by the same construction as ψ from ϕ), we conclude that ψ is an automorphism of D.
Let Ψ be the set of all automorphisms ψ that are obtained from ϕ ∈ Aut(T ) in the way as described above. We claim that the group generated by τ and Ψ acts transitively on the s-arcs in D (for every s).
be two s-arcs in D(T ). By applying τ or τ −1 , we may assume that v 0 ∈ V 0 and v 0 ∈ V 0 , and thus also v i , v i ∈ V i for each i. We imagine coordinates of the two arcs written in a grid: all coodinates of v i (v i , resp.) in the i-th row. We are going to find an automorphism ψ k of D such that ψ k (v) is closer to (v ) than (v). We shall do this by applying an automorphism ψ ∈ Ψ on an appropriate diagonal (the first diagonal in which (v) and (v ) differ). Now, we make this idea precise:
If v i = v i for each i, then we are done; otherwise find i and j so that
We put a = v +k, if 0 ≤ + k ≤ s and 1 ≤ ≤ t. After that, we pick a ∈ A (for such that 1 ≤ ≤ t but + k < 0 or + k > s). The only condition now is that a a +1 is an arc for all = 1, . . . , t − 1, so that (a )
are closer (so that we get larger value of k in ( * )) than for (v i ) and (v i ). So, after repeating this procedure at most s + t times we map one s-arc to the other.
As the requirements on the template T are rather strong, let us describe a nice source of nontrivial templates. Consider a finite affine or projective space, AG(n, q) or P G(n, q). Let A i be the family of subspaces of dimension i − 1. We let the arcs denote incidence, i.e., (x, y) is an arc if and only if x is a subspace of y of codimension 1. This gives a template with t = n−1. A (t−1)-arc corresponds to a flag (that is, a sequence of a subspaces one contained in another, one in each dimension). It is not hard to show that the geometric space is flag-transitive, which implies the following.
Claim 3.3 The template just described satisfies the conditions of Construction 3.
A natural question remains: does Construction 3 give some highly arctransitive digraphs that cannot be obtained by Construction 2? The answer is positive. To prove it, let us first define the notion of clones. Given a digraph, we call vertices x, x right clones, if they have the same outneighbours (xy is an edge if and only if x y is an edge); we call them left clones if they have the same inneighbours. It is not hard to show that in a highly arc-transitive digraph, all vertices have the same number c + of right clones and the same number c − of left-clones. In Construction 2 we have c + ≥ |A 2 | and c − ≥ |A 1 |, so c + c − ≥ |V 0 |. On the other hand, using Construction 3 with a template T from finite geometries we have c + = |A t | and c − = |A 1 |. In particular, when t > 2, we have c + c − < |V 0 |. This shows that these highly arc-transitive digraphs cannot be obtained by Construction 2.
Structure in the two-ended case
The goal of this section is to prove a structural result concerning two-ended highly arc-transitive digraphs. Our structure theorem will show that every twoended highly arc-transitive digraph either admits a quotient by which we can reduce it to a simpler structure, or up to vertex cloning, can be represented using a generalized construction which we describe next.
Construction 4
We define a coloured template to be a digraph K equipped with a possibly improper colouring of the edges ϕ : E(K) → {1, . . . , t} and also equipped with a distinguished partition of the vertices into sets V 0 , V 1 , . . . , V m so that every edge goes from a point in V i to a point in V i+1 for some 0 ≤ i < m. Given such a template K, we define the digraph K to have vertex set Z×V 0 ×V 1 ×· · ·×V m and an edge from (i, x 0 , x 1 , . . . , x m ) to (i+1, y 0 , y 1 , . . . , y m ) whenever all of the arcs (x 0 , y 1 ), (x 1 , y 2 ), . . . , (x m−1 , y m ) are present in K and all have the same colour.
It is easy to see that Construction 4 generalizes Construction 3. However, the digraphs K are not always highly arc-transitive. In this section we shall prove that all two-ended highly arc-transitive digraphs can be described by using Construction 4 combined with vertex-cloning operation. The proof of this will be built up slowly in a series of small lemmas.
Throughout this section, we shall always assume that G is a highly arctransitive digraph 1 so that the underlying undirected graph is connected and has two ends. For any partition P of the vertices, we let G P denote the digraph obtained from G by identifying the vertices in each block of P to a single new vertex and then deleting any parallel edges. We say that a system of imprimitivity B is a Z-system if G B is isomorphic to two-way-infinite directed path. In this case the blocks of B can be enumerated {B i } i∈Z so that every edge has its tail in B i and its head in B i+1 for some i ∈ Z. Note that in this case, we have that for every ϕ ∈ Aut(G) there exists j ∈ Z so that ϕ(B i ) = B i+j for every i ∈ Z.
Some of the results that follow, or parts of their proofs, can be found in [3] or in [8] . We include them for completeness. Proposition 4.1 Every connected two-ended 2-arc transitive digraph has a unique Z-system B. Furthermore, B has finite blocks of imprimitivity, and every system of imprimitivity with finite blocks is a refinement of B.
Proof Every connected vertex-transitive two-ended digraph has a system of imprimitivity B with finite blocks and an (infinite) cyclic relation on B which is preserved by the automorphism group; this follows, for instance from Dunwoody's theorem [5] on cutting up graphs. Enumerate the blocks {B i } i∈Z so that this cyclic relation associates B i with B i−1 and B i+1 for every i ∈ Z. Now, it follows from the assumption that the digraph G is arc-transitive that there exists a fixed integer k so that every edge with one end in B i and one end in B j satisfies |i−j| = k. It then follows from the connectivity of the underlying graph that k = 1. So, every edge has its ends in two consecutive blocks of {B i } i∈Z .
Note that every vertex x ∈ B i must be adjacent in the underlying undirected graph to both a vertex in B i−1 and in B i+1 (otherwise every vertex would behave similarly, and the graph would be disconnected). Suppose (for a contradiction) that there exists a directed path P of length two with vertex sequence x 0 , x 1 , x 2 so that both x 0 and x 2 are contained in the same block B i . Choose a vertex y which is adjacent to x 1 in the underlying undirected graph but is not in B i . Now either x 0 , x 1 , y or y, x 1 , x 2 is the vertex sequence of a directed path of length two; we let P denote this path. It follows immediately that no automorphism can map P to P , and this contradicts the assumption of 2-arc transitivity. Therefore, by possibly reversing our ordering, we may assume that every edge has its tail in some block B i and its head in B i+1 . Thus B is a Z-system.
For the last part of the theorem, we let C be a system of imprimitivity with finite blocks, and suppose (for a contradiction) that C is not a refinement of B.
Choose a block C of C and let i ∈ Z be the smallest integer with B i ∩ C = ∅ and let j ∈ Z be the largest integer with B j ∩ C = ∅ (and note that i < j). Now choose a vertex u ∈ B i ∩ C and v ∈ B j ∩ C and choose an automorphism ϕ so that ϕ(u) = v. It now follows that ϕ(C) = C and that ϕ(B k ) = B k+j−i for every k ∈ Z, but this implies that C is infinite, and thus we obtain a contradiction. Thus, C must be a refinement of B. It follows immediately from this that the Z-system B is unique.
In the sequel, we shall work extensively with group actions; our groups shall act on the left. For clarity, we shall always use upper case Greek letters for groups and lower case Greek letters for elements of groups. If Ψ is a group and Λ ≤ Ψ we let Ψ/Λ denote the set of left Λ-cosets in Ψ. Further, we let G be a connected two-ended highly arc-transitive digraph and we let B = {B i } i∈Z be its Z-system. Lemma 4.2 There exists a nontrivial automorphism of G with only finitely many non-fixed points.
Proof Let B = {B i } i∈Z be the Z-system, and suppose that every vertex has outdegree d and that each block of B has size k. Next, choose an integer n large enough so that d n > (k!) 2 and consider a directed path P of length n with vertex sequence x 0 , x 1 , . . . , x n with x i ∈ B i . Now, there are d n directed paths of length n which start at the vertex x 0 , and for each of them, we may choose an automorphism which maps P to this path. Since d n > (k!) 2 it follows that there must be two such automorphisms, say ϕ 1 and ϕ 2 which give exactly the same permutation of both B 0 and B n . It follows that the automorphism ψ = ϕ 1 ϕ −1 2 is nontrivial, but gives the identity permutation on both B 0 and B n . Now, we define a mapping ψ : V (G) → V (G) by the following rule
It is immediate that ψ is a nontrivial automorphism which has only finitely many non-fixed points, as desired.
Based on the above lemma, there exists a smallest integer so that G has a nontrivial automorphism which fixes all but +1 blocks from the Z-system pointwise. It is immediate that every such automorphism must give a non-identity permutation on +1 consecutive blocks and the identity on all others. For every integer i, let Γ i denote the subgroup of automorphisms which pointwise fix all blocks of the Z-system with the (possible) exception of B i− , B i− +1 , . . . , B i . We let Γ denote the subgroup of Aut(G) generated by ∪ i∈Z Γ i .
Lemma 4.3 The following statements hold:
(i) If α ∈ Γ i and β ∈ Γ j with i = j, then α and β commute.
Proof To prove claim (i), we consider the mapping γ = αβα −1 β −1 . Since α pointwise fixes all blocks but B i− , B i− +1 , . . . , B i and β pointwise fixes all blocks but B j− , B j− +1 , . . . , B j the map γ fixes pointwise any block, which is not in both of these lists. However, then γ must pointwise fix all but fewer than + 1 blocks, so γ is the identity.
For the second claim, we first note that ϕ(B i ) = B i+k for every i ∈ Z. Now, for every α ∈ Γ j we see that ϕαϕ −1 pointwise fixes all blocks except possibly B j+k− , B j+k− +1 , . . . , B j+k and it follows that ϕαϕ −1 ∈ Γ j+k which proves the claim.
To prove claim (iii), let α ∈ Γ and express this element as α = α 1 α 2 . . . α m where each α i is in a subgroup of the form Γ j . Now we have
We call a two-way-infinite directed path a line. The following lemma may be proved with a straightforward compactness argument, and appears in Möller [8] .
Lemma 4.4 Let x, y be lines in G with x a vertex in x and y a vertex in y. Then there exists an automorphism ϕ of G which maps x to y and maps x to y. Lemma 4.5 Let Λ Aut(G) and let C be the partition of V (G) given by the orbits under the action of Λ.
(i) C is a system of imprimitivity.
(ii) If C, C ∈ C and there is an edge from C to C , then every vertex in C has an outneighbour in C and every vertex in C has an inneighbour in C.
(iii) G C is highly arc-transitive.
(iv) If x is a line in G, then the digraph G x induced by the union of those blocks of C which contain a vertex in x is highly arc-transitive.
(v) If x and y are lines in G, then the digraphs G x and G y are isomorphic.
Proof Part (i) is a standard fact about group actions. For the proof, let u, v ∈ V (G) be in the same orbit of Λ, say u = α(v) for α ∈ Λ, and let ϕ be any automorphism. Now, ϕ(u) = ϕα(v) = ϕαϕ −1 ϕ(v). Since ϕαϕ −1 ∈ Λ, ϕ(u) and ϕ(v) are also in the same orbit of Λ.
For part (ii), choose an edge (u, u ) ∈ E(G) with u ∈ C and u ∈ C . Now, for every v ∈ C there is an element in Λ that maps u to v. Since this element must fix C setwise, it follows that v has an outneighbour in C . A similar argument shows that every point in C has an inneighbour in C.
To prove (iii), we let C 1 , C 2 , . . . , C k and C 1 , C 2 , . . . , C k be two sequences of blocks of C so that both form the vertex set of a directed path in the digraph G C . Using part 2 we may choose vertex sequences x 1 , . . . , x k and x 1 , . . . , x k in G so that x i ∈ C i and x i ∈ C i for 1 ≤ i ≤ k and so that (
It follows from the high arc transitivity of G that there is an automorphism ϕ of G so that ϕ(
C is highly arc-transitive. For the proof of (iv), set X to be the union of those blocks of C which contain a point of x, and set G to be the digraph induced by X. Now we let y 1 y 2 . . . y k and y 1 y 2 . . . y k be two paths of length k − 1 in G . It follows from part 2 that we may extend y 1 . . . y k and y 1 . . . y k , respectively, to lines y and y in G . It now follows from the previous lemma that there is an automorphism ϕ of G which maps y to y and further has ϕ(y i ) = y i for 1 ≤ i ≤ k. It then follows that ϕ(X) = X so ϕ yields an automorphism of G which sends y 1 , . . . , y k to y 1 , . . . , y k . We conclude that G is highly arc-transitive.
Part (v) follows easily from Lemma 4.4.
We define G to be essentially primitive if there does not exist Λ Aut(G) so that the orbits of Λ on V (G) generate a proper nontrivial system of imprimitivity with finite blocks which is not equal to the Z-system. Parts 3-5 from the previous lemma show that any two-ended highly arc-transitive digraph which is not essentially primitive has a type of decomposition into a highly arc-transitive subgraph and a highly arc-transitive quotient. Although this decomposition does not seem to give us a construction, we will focus in the remainder of this section on understanding the structure of the essentially primitive digraphs. Note, however, that we do not know whether this is truly needed. The only examples of highly arc-transitive digraphs that are not essentially primitive that we are aware of are a disjoint union of two highly arc-transitive digraphs (rather trivial example) and digraphs obtained by a horocyclic product (see [1] ): we have vertices (i, x, y) for each pair of vertices (i, x), (i, y) of the two factors, and vertex (i, x, y) is connected to (i + 1, x , y ) iff both (i, x)(i + 1, x ) and (i, y)(i + 1, y ) are arcs in the factors. However, such product of two highly arctransitive digraphs obtained by our template construction can also be obtained by our construction using a more complicated template.
Continuing with our attempt for a structural characterization we describe orbits of the group Γ (see the definition before Lemma 4.3).
Lemma 4.6 If G is essentially primitive, then the orbits under the action of Γ are the blocks {B i : i ∈ Z} of the Z-system of G.
Proof This follows immediately from Lemma 4.3.
Next we shall introduce another useful subgroup of Aut(G). Let Γ k (k ∈ Z) and Γ be the subgroups of Aut(G) introduced before Lemma 4.3. As before, let τ be an automorphism of G so that τ (B 0 ) = B 1 (so, more generally, τ (B i ) = B i+1 ), and let Φ be the subgroup of Aut(G) which is generated by τ and Γ. We will use Φ to describe our digraph, so let us record some key features of it. The listed properties follow easily from Lemma 4.3, and the details of the proof are left to the reader. 
(ii) Γ Φ.
(v) Φ is a semidirect product of τ and Γ.
Next we introduce another family of subgroups of Φ. For every j ≤ k we define Γ j..k to be the subgroup of Γ generated by i<j Γ i ∪ i>k Γ i . Note that Γ 0.. is precisely the subgroup of Γ consisting of those automorphisms which act trivially on B 0 . (
Proof The first and the second property follow immediately from the previous lemma. For the third, choose A ⊆ Γ so that A = τ A and observe that
To prove the last property it is enough to observe that for
The only additional ingredients required for our structure theorem are some standard properties of vertex-transitive digraphs. Let Ψ be a group, Λ a subgroup of Ψ, and suppose set A ⊆ Ψ satisfies ΛAΛ = A. Then we define the Cayley coset digraph Cay(Ψ/Λ, A) to be the digraph whose vertex-set are the left cosets Ψ/Λ, where there is an edge from gΛ to hΛ if and only if Λg −1 hΛ ⊆ A. The group Ψ has a natural action on the vertices by left multiplication, and this action preserves the edges, and is transitive. The following well-known result of Sabidussi [12] shows that every vertex-transitive digraph is isomorphic to a Cayley coset digraph. Here, if Ψ acts on a set X and u ∈ X we let Ψ u = {γ ∈ Ψ : γ(u) = u} denote the point stabilizer of u. Proposition 4.9 Let H be a digraph, let u ∈ V (H) and let Φ ≤ Aut(H) act transitively on V (H). Then there exists A ⊆ Φ so that H ∼ = Cay(Φ/Φ u , A), and this isomorphism may be chosen so that the vertex u corresponds to the trivial coset Φ u .
Let us recall that cloning a vertex in a digraph G means the operation of adding a new vertex v whose inneighbours (and outneighbours) are precisely the inneighbours (and the outneighbours) of v. Also, let us note that the digraph obtained from G by cloning each vertex k − 1 times is just the lexicographic product G[K k ] of G with the empty graph on k vertices. Proof (sketch) By definition, in the digraph G there will be an edge from Q ∈ Φ/Λ to R ∈ Φ/Λ if Q −1 R ⊆ A. If R and R lie in the same Λ-coset then Q −1 RΛ = Q −1 R Λ. Since AΛ = A, it follows that there is an edge from Q to R if and only if there is an edge from Q to R . So, two vertices which lie in the same Λ-coset will have the same inneighbours. A similar argument shows that they have the same outneighbours. Thus, G is isomorphic to the digraph obtained from G by cloning each vertex exactly k − 1 times.
Theorem 4.
11 If a two-ended highly arc-transitive digraph G is essentially primitive, then there exists a digraph G + obtained from G by cloning each vertex the same (finite) number of times and a coloured template K so that G + ∼ = K.
Proof It follows immediately from Lemma 4.6 that the group Φ generated by τ and Γ acts transitively on V (G). As before, let B i (i ∈ Z) be the blocks of the Z-system on G. Choose a vertex u ∈ B 0 and apply Proposition 4.9 to obtain A ⊆ Φ so that G ∼ = Cay(Φ/Φ u , A). Since Φ u is the stabilizer of u and Γ 0.. is the subgroup of Φ which fixes every point in B 0 we have Γ 0.. ≤ Φ u ≤ Φ (and note that this also implies that [Φ u : Γ 0.. ] is finite). It now follows from Proposition 4.10 that G + = Cay(Φ/Γ 0.. , A) is obtained from G by cloning each vertex the same number of times, so it shall suffice to prove that G + can be obtained from our construction.
By assumption, A must satisfy Γ 0.. AΓ 0.. = A and then it follows from Lemma 4.8 that AΓ 0.. −1 = A, so we may partition A into cosets of Γ 0.. −1 as {A 1 , A 2 , . . . , A t }. Now, each A q also satisfies Γ 0.. A q Γ 0.. = A q , so we may define a Cayley coset digraph G . . , α 0 ) of K q . We now define K to be a coloured template with vertex set Γ 1 ∪ Γ 2 ∪ · · · ∪ Γ , vertex partition {Γ 1 , Γ 2 , . . . , Γ }, and an edge from δ ∈ Γ i to ∈ Γ i+1 of colour q if and only if this edge exists in the template K q . It now follows that G + ∼ = K 16 which completes the proof.
