INTRODUCTION
In the last 15 years the task of face recognition has attracted considerable research attention. Recent advancements in automated face recognition use a variety of approaches. Although every technique has a particular merit, it is not yet possible to achieve fully reliable recognition, even in constrained environments. Specific problems that need to be solved are 3-D rotations, expression invariance, different appearances of the same person, integration of information from different scales, etc.
The goal of this research is to solve the problem of integration of high-level information into a low-level representation of faces (Mallat (1) ). Such integration results in a more efficient recognition performance. The subordinate advantage of this recognition scheme is a compact face representation, which reduces database size and speeds up the recognition process.
BACKGROUND
For recognition of unknown faces, humans tend to concentrate their attention on certain high level features (Luria and Strauss (2) ). In contrast, many automatic face recognition systems process images of whole faces. Kirby and Sirovich (3), Lanitis et al (4) , Craw (5) and others have performed principal component analysis of a whole face. However, Blackwell et al (6) argued that preprocessing of a whole image cannot solve problems associated with learning complex data sets. Other researchers, (Lades et al (7), Penev and Atick (8)) use local visual information in order to recognise faces on the basis of a single appearance of each person.
Many face recognition approaches are based on using Artificial Neural Networks (ANN's) as pattern associators. Cottrell et al (9) trained a multi-layered perceptron (MLP) to reproduce facial images. Such training may require hundreds of thousands of iterations. On the contrary, humans are able to identify a person after seeing them only once. This is possible due to learning certain regularities of the class of faces rather than learning characteristics of each particular face. The approach presented in this paper is based on referencing each new face to a shape-free face, which acts as an equivalent of experience. It contains information about consistency of localised descriptors for different appearances of the same person. This information is mapped onto the shape-free face with regard to the high-level features. A face is warped onto this shape-free face once positions of landmarks over the features are located. After enough experience has been learned, each new model face can be warped onto the reference face in order to identify the expected positions of the most characteristic and stable feature descriptors. All other descriptors are considered unsuitable for recognition and hence removed.
METHODOLOGY A three-level face representation
In the approach adopted, the facial recognition task is divided into three different aspects: i) meaningful representation of the image data; ii) preservation of the spatial continuity of visual objects; and iii) representation of faces as members of a single class of visual objects. Those three aspects may be considered as different levels of abstraction, and the performance of the system rests to a large extent on the particular way in which visual data is handled on each of those levels.
Localised Structural Image Descriptors
The first aspect amounts for a meaningful representation of localised spatial structures. Daugman (10) has implemented a 2-D version of Gabor functions, which effectively cover information space in both space and frequency domains. The convolution version of the complex 2-D Gabor functions has the general form (
where ( ) ( ) 
Thus, h x y ( , ) is a complex sinusoid modulated by a 2-D Gaussian with aspect ratio λ , scale parameter σ , and axis oriented at an angle φ from the x-axis. Field (11) has shown that Gabor-based wavelets are an excellent mechanism for a compact representation of natural images. Generally, only a small subset of the wavelets have strong responses and therefore need to be used to represent the scene. In this case, the image can be compactly represented by a sparse subset of the wavelet population, thus making the wavelet decomposition a particularly useful tool for image compression. For the discrimination task, the selection criterion can be rephrased as the representation of a pattern by a subset of descriptors which are the most characteristic of that pattern. Those descriptors are selected on the basis of several images of the same face rather than on the statistics of a single image.
Hierarchical Graph Matching
The spatial topology of the visual objects remains unaffected under slight rotations, scalings and deformations. It is possible to establish flexible links between the localised descriptors in order to account for such changes (Lades et al (7)). The main difference in a hierarchical construction of the attributed graph is the introduction of a multiscale scheme, which allows an independent selection of the most characteristic descriptors at each resolution. The hierarchical graph is positioned according to landmarks which indicate locations of facial features, (Figure 1 ).
The Euclidean distance has been preferred as a cost function to correlation, which is not effective for sparse vectors with a small number of components. The model graph is positioned over the input image to minimise the cost function between its nodes and the corresponding values in the image domain. The total matching cost is calculated as the sum of costs of matching of all nodes in the model graph.
The coarse to fine matching of the model graph makes it possible to position the graph over an input face with precision. Each level of the graph can be considered as a regular grid, whose nodes contain wavelet descriptors of different orientations. The grid is distorted to account for changes in visual appearance. For major changes, local grid distortions might be exceedingly large, which results in conflicts between the nodes for the priority in positioning. Such conflicts are resolved in favour of the nodes with the minimal matching cost.
Training the system
The aim of training is to establish the relationships between the facial features and within-class variation of responses from the localised descriptors, which correspond to those features. Information about major high level features can be integrated into the model graph by manually putting landmarks over the image of a person (Figure 1 ). Those landmarks are used for warping the wavelet coefficients onto the shape-free face. As the number of persons in the training subset increases, the distribution of within-class variations in the shape-free face seeks an equilibrium. In Figure 3 , certain high-level features can be distinguished, indicating that within-class variation is attached to facial features. It is dependent on the orientation of the wavelet descriptors. As an example, horizontally orientated descriptors cause the areas above and below the eyes appear as having a large within-class variation ( Figure  3,b) . This effect is caused by persons wearing spectacles in some of the images.
At some point, we can predict the areas of possible large within-class variations for any new individual provided the locations of the facial features are known. The shape-free reference face is warped to the face of a person according to the positions of the landmarks. Thus, a single image of a person may be sufficient to identify the most distinctive areas which remain consistent for most of the appearances of that person.
Selection of characteristic descriptors
Valentine (12) suggested that faces, as they are presumably stored in human memory, can be categorised as 'typical' faces and 'distinctive' faces. Regarding representation of faces as points in a multidimensional space, the distribution of faces throughout the facial space is believed not to be uniform. Instead, the most dense area is considered to be a central tendency, and the typical faces are located very close to this tendency. They are more difficult to recognise than distinctive faces, which lie on the outskirts of the face space.
In a similar manner, within each face, there are points which are the most unique for that particular face. Thus, the localised descriptors can be classified as those which produce typical and distinctive responses for the particular individual. Within this framework, the most characteristic descriptors can be selected on the basis of the Bayesian rule:
Bayes' theorem gives the probability P w x i ( ) of a class i being present when a feature x is observed, provided we know the probability of the feature being observed when the class i is present p x w i ( ) , the probability of that class being present P w i ( ) and the probability of that feature p x ( ) .
The values of p x w i ( ) , P w i ( ) and p x ( ) are obtained by analysing the distribution of the wavelet responses. This procedure is used to rank the localised descriptors of each grid in the hierarchy, as shown in Figure 4 .b, and select the most distinctive ones (Figure 4 .c). The resulting model graph contains sparse representation of the facial image which has several benefits: i) it significantly reduces the size of the facial database, ii) the speed of matching the model graph is increased, and iii) the recognition rate is increased by reducing the match error for the correct class.
RECOGNITION PERFORMANCE
To recognise a face, each model graph in the database is matched to the facial image. The reference face and the landmarks are not used at this stage. The graph with the least matching cost is selected as the correct identity. For large match errors, a pre-defined threshold prevents a positive identification from being made.
Our results show that, considering the average size of a face as 210 190 × pixels, positioning of the hierarchical graph even on the basis of the two coarse scales is very precise. In most instances, the initial graph position, which is referenced to the bridge of the nose, is within 10-15 pixels from its correct location. This is sufficient to initiate a search for the precise location of the grid at finer levels of resolution.
The system can successfully deal with large variations in appearance, i.e. different hairstyle and spectacles ( Figure 5.a and 5.b) . One of the benefits of having information about the high level features integrated in the representation is the ability to cope with substantial changes in mouth expression. Spatial connections between the nodes covering the mouth area are removed ( Figure 5 ).
Although even significant deformations of the mouth region are successfully handled, it is still regarded as an area with large within-class variation (Figure 3) . For the considered person, the wavelet descriptors of that region are assigned low ranks, as shown in Figure 4 ,b. Therefore, in sparse model graph, most of the descriptors in the mouth area are removed (Figure 4,c) . For some appearances, the cost of matching the whole graph is high, and it is not possible to select the correct match reliably, as shown in Figure 6 .a. (For illustrative purposes, in Figure 6 .a and 6.b, instead of the cost function the quality of the match is shown, which is the inverse proportion to the matching cost). In such circumstances, matching of the sparse model graphs produces a much better discrimination (Figure 6, b) . This has had the effect of increasing the signal to noise ratio for the correct match.
(a) (b) Figure 5 (a, b) . The correct model graph can successfully cope with various expressions and appearances (only the fine resolution grid is shown). The mouth region is the area where most of the changes in facial expression occur. To accommodate all the distortions in that area, spatial connections between the nodes covering the mouth region are removed.
CONCLUSION
The proposed face recognition methodology relies on certain features of the human visual system. The twodimensional Gabor functions used in our approach have similar shapes to the receptive fields of nervous cells in the primary visual cortex (Hubel and Wiesel (13) ). The selection of the characteristic descriptors complies with the modern psychological theories of face representation in human memory. The shape-free reference face contains information about the distribution of within-class variations with regard to facial features. This variation is orientationdependent (Figure 3.a,b) . Such a shape-free reference face can be created for any specific environment. At the same time, the points which uniquely describe a face are not necessarily attached to the predefined set of highlevel features. Some of them are different for each individual. The ability for selection of such points on the basis of a single appearance of a person is one of the strong sides of the proposed approach. Similar but much more complex mechanisms of generalisation and selective attention are some of the most remarkable properties of the human visual system. The flexible hierarchical grid can successfully cope with significant changes in appearance, such as spectacles and different hairstyles, as well as with 3-D rotations and scalings. The integrated high-level knowledge allows to accommodate for significant mouth expressions.
In the current implementation, the Euclidean distance is used as a cost function. In many cases though, linear methods are insufficient for recognition. In the case of varying illumination, it might be possible to associate dependencies between responses under different lighting conditions with certain high-level facial features. For this purpose, a nonlinear associator such as MLP or Dystal (Blackwell et al (6) ) can be used. They will receive their input directly from the shape-free face in order to attach the facial representation to high-level features. Then each model graph in the facial gallery can be adapted to the new lighting conditions.
