Motivated by recent work of Dittmer-Lyu-Pak [1] and an old question posted by Barvinok in [4]
n,δ (B, C) uniformly at random (X is called the Random Binary Contingency Table) Our goal is to study the limiting distribution of each entry of M {0,1} n,δ (B, C) as n → ∞.
First, we obtain a trivial bound on B and C so that the set M {0,1} n,δ (B, C) is always non-empty as n → ∞. Lemma 1.1. As n → ∞, we have the following natural bound on parameter B and C,
Proof. Since every entry of the matrix is restricted to {0, 1},
Taking the limit and the results follow.
Notation.
(1) For two random variables X 1 , X 2 taking values on N, the Total Variation Distance is defined as
(2) If X ∼ Ber(q), then P( X = 0) = 1 − q, P( X = 1) = q.
Main Result.
Our main result is the following,
n,δ (B, C) with parameter n, δ, B, C. Let X = (x ij ) be sampled uniformly at random from M {0,1} n,δ (B, C). Fix ε > 0, we have (i): When 0 δ < 1, 0 < C 1 and 0 < B 1 C ,
Analysis of Typical Table
A. Barvinok introduced the notion of Typical Table in order to answer the question What does a random contingency table look like? It turns out that as the dimension of matrix grows, the random contingency table is close in certain sense to the typical table (see, for example, [2] , [3] , [4] , [5] for background and the precise statement) Here we only recall the construction by Barvinok and make several remarks.
Fix margins r ∈ N m and c ∈ N n , we first define the binary transportation polytope to be
x kj = c j , ∀1 i m, 1 j n Definition 2.1 (Typical Table) . For all X = (x ij ) ∈ (0, 1) mn , define the function
For fixed margin r and c, we define the typical table Z = (z ij ) to be the unique maximizer of g on the interior of P {0,1} (r, c).
Remark 2.2. (1):
For fixed i, j,
is the (Boltzmann-Shannon) entropy of Bernoulli random variable with mean x ij .
(2): Since g is strictly concave on the interior of P {0,1} (r, c), g attains the unique maximum in that region. Therefore the above definition is well-defined.
For our typical table Z = (z ij ), we have the Lagrange multiplier condition (we are maximizing g under the row sum and column sum constraints)
In our case of M {0,1}
n,δ (B, C), by symmetry and Lagrange multiplier, there exists some α, β (possibly depend on all the parameters) such that
Let P = e α and Q = e β , then
We also have the margin condition for Z = (z ij ),
2), we can quickly get the following,
which is a contradiction. Now, notice that
To find the upper bound for Q/P, we solve the following optimization problem,
It is easy to see that the objective function is non-decreasing in z n+1,n+1 and non-increasing in z 1,n+1 . Hence,
This implies that lim sup n→∞ z 11 = lim sup
Proof. Firstly, since z 11 is uniformly bounded in n,
This implies lim n→∞ z 1,n+1 = BC. Let P = P(n), Q = Q(n) be as in 
which is the correct limit. Now, we want to obtain the convergence rate for z 11 . Let h(x) = 1
3 . By Mean Value Theorem, for all p such that √ 3/3 < p < p * , |h(P) − h(p * )| = |h(P(n)) − h(p * )| |h ′ (p)||P − p * | for sufficiently large n. Next,
5)
When C < 3/4, q * > √ 3/3 and since z n+1,n+1 = h(Q), C = h(q * ), the Mean Value Theorem gives us (2.6) BCn δ−1 |z n+1,n+1 − C| = |h(Q) − h(q * )| |h ′ (2q * )| · |Q − q * | for sufficiently large n. Hence, |Q − q * | = O(n δ−1 ). Since Q → q * , the second term in (2.5) is of order O(n δ−1 ). For the first term in (2.5),
since both P and Q converge as n → ∞ and (2.4). Thus |P − p * | = O(n δ−1 ). This completes the proof.
Bound on Total Variation Distance
First, we recall an important progress made by A. Barvinok. Next, we want to obtain an estimate on the total variation distance between entires of the uniform sampled matrix X and maximum entropy matrix Y. Here we use the same large deviation type estimate method as in [1] and [6] . 
Remark 3.4. Since we are picking X from M {0,1} (r, c) uniformly at random, by symmetry, all the entries in the same block have the same distribution. Also, the entries of the typical matrix within the same block are the same. 
Proof. First, we can choose a subset U ⊆ B 1 × . . . × B k such that every index (i, j) appears only in one element of U and |U| [|B 1 |/k]. We consider two extreme cases. First, let's say all B i are the same. In this case, we can divide B 1 into at least [B 1 /k] boxes of size k. Let each sub-block to be an element of U and we are done. Another case is when all of the B i are disjoint. In this case we have much more freedom of choosing elements. Again, divide the smallest block B 1 into at least [B 1 /k] blocks of size k. This surly can be done for larger blocks. Now, we only need to pick one index from each sub-block of B i so that together they are an element of U. Similar reasoning works for the cases in the middle.
Let X = (x ij ). By Azuma-Hoeffding inequality, for every I ∈ U,
Now,
Hence,
The set G is arbitrary, we are done. Now, we are ready to prove the following key estimate. Simiarly, when 1 i r , j r [n δ ] ∀r = 1, . . . , k, let t = 1 2 n −(δ− 1 2 )+ε , then k r=1
For the last two cases, we just let t = 1 2 n − δ 2 +ε and the rest is the same.
Next, we compute the total variation distance between two Bernoulli random variables with different mean.
