Many languages mark vowel-initial words with a glottal stop. We show that this occurs in Maltese, even though the glottal stop also occurs as a phoneme in Maltese. As a consequence, words with and without an underlying (phonemic) glottal stop (e.g., a glottal stop-zero minimal pair qal /Ɂɑ:l/ vs. ghal /ɑ:l/ Engl., 'he said'-'because') can become homophonous in connected speech. We first tested the extent of this phonetic marking of vowelinitial words in a production experiment and found that even in fluent productions, about half of the vowelinitial words are marked with an epenthetic glottal stop. The epenthetic glottal stop is more likely to occur when the preceding word is longer, showing a kind of preboundary lengthening at a phrase-level prosodic boundary. A subsequent perception study (Experiment 2) using a two-alternative forced-choice task with a minimal pair of a glottal stop-initial and a vowel-initial word indicated that listeners are sensitive to the durationally conditioned prosodic context before the test word, and they are more likely to perceive a vowel-initial word when the preceding word is lengthened. An additional eye-tracking study (Experiment 3) using onset-overlap pairs (e.g., qafla /Ɂɑflɑ/ -afda, /ɑfdɑ/ → [Ɂɑfda], Engl., 'to trust' -'chord') showed no early influence of prosodic cues on segmental processing. But a gating experiment (Experiment 4) replicated the prosodic effect observed in Experiment 2. Taken together, our results indicate an interaction between prosodic processing and segmental processing that comes into effect relatively late in speech processing.
Introduction
Spoken words are often produced with different phonetic forms that deviate from their "canonical" forms or the underlying phonological forms. Speech variation, as it must be invariantly mapped on to the intended word, is considered to pose a challenge for spoken-word recognition, especially when the variation creates lexical ambiguity. Understanding how listeners deal with such speech variation has therefore been one of the central issues in developing theories of spoken-word recognition (Gaskell & Marslen-Wilson, 1996 , 1997 Gaskell, 2003; Goldinger, 1998; Gow, 2003 Gow, , 2001 Lahiri & Marslen-Wilson, 1991) . A large number of studies have indeed focused on speech variation that occurs at the end of the word, which is often subject to phonological variation such as assimilation (i.e., a sound change where a phoneme becomes similar to a nearby sound in some aspect) and deletion (e.g., Bürki & Gaskell, 2012; Gaskell & Marslen-Wilson, 1996; Gaskell & Snoeren, 2008; Gow, 2003 Gow, , 2001 Mitterer & Ernestus, 2006) . Quite a few studies have also examined speech variation that occurs in the middle of a given word (e.g., vowel reduction to schwa and consonant reduction to flap, Bürki & Gaskell, 2012; Pitt, 2009 ). These studies have clearly advanced our understanding of speech processing and provided theoretically-grounded insights into how speech variation at the segmental level is dealt with by the listener in spoken-word recognition.
In the present study, we attempt to provide some new insights into spoken-word recognition by focusing on speech variation at the onset of the word. Relatively less attention has been paid to the onset of the word (Mitterer & Reinisch, 2015) , despite the fact that variation at the word onset may pose a greater challenge for listeners as lexical hypotheses are immediately activated based on the acoustic support for the initial segment (e.g., Marslen-Wilson & Zwitserlood, 1989) . This may be mirrored by the fact that phonological processes are less likely to affect the beginning than the end of a word, presumably because speech variation at the onset may be perceptually more detrimental than that at the end (Steriade, 1999) . Furthermore, the present study focuses on speech variation that is due to the prosodic context. Previous studies have focused on speech variation due to the segmental context, for instance, with deletion of word-final /t/ being more likely if the next word starts with a labial consonant (Mitterer & McQueen, 2009 ) or a word-medial /t/ being most likely to be deleted when preceded by a nasal (such as /n/) and followed by a weak vowel (e.g., winter → winner, Pitt, 2009) . Speech variation due to phonological assimilation is also driven by the segmental context (e.g., /t/ being pronounced as [p] before another bilabial consonant (such as /m/ or /b/ in right berry) Gaskell & Marslen-Wilson, 1996) . However, more recent studies have indicated that segmental variation can also be caused by (suprasegmental) prosodic factors, and that spoken words are recognized in reference to prosodic structure-i.e., a structure which determines grouping of words into phrases and distribution of prominence (phraselevel stress) by means of prosodic features such as pitch, duration and amplitude as well as segmental (articulatory/acoustic) strengthening (Cho, McQueen, & Cox, 2007; Kim, Mitterer, & Cho, 2018) . In other words, given that phonological or phonetic rules that induce segmental variation are often licensed by prosodic structure (e.g., Cho, Kim, & Kim, 2017; Jun, 1998; Selkirk, 1986) , segmental processing is likely modulated by prosodic structural analysis (Christophe, Peperkamp, Pallier, Block, & Mehler, 2004; ). This appears to run counter to some current models that assume a strong division in the processing streams for these two aspects of speech (e.g., Giraud & Poeppel, 2012) , but a gradually increasing body of studies imply that spoken word recognition involves an interaction of segmental processing with prosodic structural analysis.
The purpose of the present study is therefore to investigate how listeners deal with segmental variation that occurs in a relatively lessstudied position-i.e., at the onset of a word, and how segmental processing is modulated by or interacts with prosodic structural information available in the speech signal (see Cutler, 2012 , for a related review). An excellent case of speech variation that allows us to explore these questions is found in Maltese, a Semitic language, especially with respect to the use of the glottal stop in the language. A glottal stop is a sound in which the airflow is 'stopped' across the glottis (e.g., Ladefoged & Maddieson, 1996) . Just as a labial stop (/p/) is produced with the closure of the lips which 'stops' the airflow through the oral constriction, the glottal stop is produced with the abrupt closure (adduction) of the vocal folds which blocks the airflow through the glottis for a short period of time. In Maltese, a glottal stop may be inserted to the beginning of a vowel-word as a phonetic signature of prosodic juncture, but it is also used as a phoneme (or an underlying segment) in the language (see below for more information). Thus, prosodicallyconditioned variation of glottalization at the beginning of a vowel-initial word may pose a recognition problem by creating ambiguity, because it is unclear whether the word starts with an underlying glottal stop or is underlyingly vowel-initial. In what follows, we will first discuss the phonological vs. phonetic nature of glottal stops in Maltese, and elaborate on how the phonetic vs. phonological nature of the glottal stop leads to specific questions of the present study.
It is interesting to note that although the glottal stop is used in nearly every language, its function indeed varies across languages. According the UPSID database (Maddieson & Precoda, 1989) , about half of the world's languages use it as a phoneme, including the Semitic languages. In Maltese, the glottal stop is a phoneme and can occur in onset and coda position in a syllable, even in consonant clusters with voiced (e.g., qdart /Ɂdɑrt/ Engl., 'I dared' and bqajt /bɁɑjt/ Engl., 'I remained') and unvoiced stops (e.g., qtates /Ɂtɑtes/, Engl. 'cats' and tqaqpiq / tɁɑɁpɪɁ/, Engl. 'honking of a car horn') (Azzopardi-Alexander & Borg, 1996) . English, Dutch, and other languages, on the other hand, use the glottal stop in a non-phonemic way, that is, as a phonetic marker to (optionally) mark the word-boundary of vowel-initial words (e.g., the eagle, /ðə#iː.ɡ ə l/ → [ðəɁiː.ɡ ə l]) and as an allophone for an oral stop such as /t/, for example, in a medial position as in button or in a final position as in hit in some British English accents (e.g., Ladefoged & Johnson, 2014) . For English, it has been suggested that the use of glottal marking for vowel-initial words is prosodically conditioned, occurring more often across a prosodic phrase boundary than across a phrase-medial word boundary between a vowel-initial word and the preceding word (Dilley, Shattuck-Hufnagel, & Ostendorf, 1996; Garellek, 2014; Redi & Shattuck-Hufnagel, 2001) . For example, the word eagle is more likely to be glottalized in the phrase [[John said] IP [eagles are beautiful] IP ] than in [John said eagles] IP . (Note that here 'IP' refers to the Intonational Phrase, a major prosodic phrase in English which is largely defined by certain Intonational properties (known as boundary tones) and accompanying (phrase-final) lengthening towards the end, e.g., Shattuck-Hufnagel & Turk, 1996) . Furthermore, it has been suggested that the use of a glottal stop can be phonologically motivated to prevent a hiatus (i.e., a vowel-vowel sequence; in this case when a vowel-initial word is preceded by a vowelfinal word). Specifically this was suggested for Dutch (Booij, 1995) .
Some languages might use glottal stops in both phonemic and nonphonemic ways. Maltese, a Semitic language with strong influences from Italian and English, provides an interesting case in this regard. Galea (2016) reported that Maltese uses a glottal stop not only as a phoneme but also as a phonetic marker of vowel-initial words 1 . This hence provides a new window on investigating variation in spokenword recognition. First of all, it allows us to investigate variation at word onset, which is classically considered to be of pivotal importance for word recognition (Marslen-Wilson & Zwitserlood, 1989) . If listeners hear the sequence il-kelma abjad /ilkelmɑ#ɑbjɑd/ (where '#' = a word boundary, Engl., 'the word white') produced with an epenthetic glottal stop [ilkelmɑɁɑbjɑt], 2 the intended word abjad (Engl., 'white') might be recognized with a significant delay because the epenthetic glottal stop would provide some phonetic (bottom-up) support of the underlying glottal stop as a phoneme, thus creating a potential ambiguity. This is especially so under the assumption of classical models of spoken-word recognition, in that the mental lexicon contains only one phonological form of a given word (e.g., in TRACE, see McClelland & Elman, 1986) , which is its canonical form, an assumption that is still part of some current models of word recognition (Kazanina, Bowers, & Idsardi, 2017; Roberts, Wetterlin, & Lahiri, 2013) . Under this assumption, when listeners hear the phrase [ilkelmɑɁɑb] in il-kelma abjad, the word abjad might be deactivated (or its activation substantially attenuated) because the epenthetic glottal stop would cause not only an acoustic mismatch between its initial segment /ɑ/ in the underlying (lexical) representation and the phonetic input [Ɂ], but also competition from the word qabad (Engl., 'to catch'), which has a glottal stop (represented by the grapheme 'q') in its underlying representation. The word qabad is assumed to be more strongly activated than the word abjad in this case, given the glottal stop in the acoustic input, eventually deactivating the target word abjad 3 (McClelland & Elman, 1986; Norris, 1994) .
There are, however, at least three ways in which spoken-word recognition could still achieve relatively efficient recognition of vowelinitial words in Maltese despite an epenthetic glottal stop. First, in line with usage-based approaches to language (Bybee, 2001) , it might simply be the case that the mental lexicon of Maltese listeners contains multiple phonetic forms (variants) of vowel-initial words, including forms with and without a glottal stop. Different versions of such episodic models have been proposed, some with the assumption that the listeners store something akin to "grainy spectrograms" (Goldinger, 1998; Pierrehumbert, 2002) while others have proposed that listeners store more abstract variants, similar to narrow phonetic transcriptions or based on an allophonic code (Connine, 2004; McLennan, Luce, & Charles-Luce, 2003; Mitterer, Reinisch, & McQueen, 2018) . There is some evidence that listeners indeed store pronunciation variants, so that more than one phonetic form for a given word is stored in the mental lexicon (Brouwer, Mitterer, & Huettig, 2012; Bürki, Ernestus, & Frauenfelder, 2010; Connine & Pinnow, 2006; Pitt, 2009) . If this were the case for Maltese vowel-initial words, representations with a glottal stop would be quickly activated by the bottom-up support of an epenthetic glottal stop and would not suffer from the acoustic mismatch described above.
Second, not all phonetic variants of a word may need to be stored in the mental lexicon (Bürki & Gaskell, 2012; . Storing variant pronunciations is not necessary if prelexical processing distinguishes the derived (phonetic) forms on the surface from the intended (underlying) forms. If the epenthetic glottal stop in Maltese is prosodically conditioned, as in English (Dilley et al., 1996; Redi & Shattuck-Hufnagel, 2001) , listeners might perform a prosodic analysis that bears on the processing of the segmental information. Thus, they would ascribe the glottal stop to a post-lexically driven prosodic function signalling prosodic junctures and therefore not take it into account for lexical access Kim et al., 2018; Mitterer, Cho, & Kim, 2016) .
Third, listeners might use the phonological context in conjunction with the phonetic details to assess whether the glottal stop is underlying or epenthetic. Note that this proposal has an analogue in research on compensation for phonological assimilation, in which both fine phonetic differences (Gow, 2003; Mitterer, Csépe, Honbolygo, & Blomert, 2006) and phonological context (Gaskell & Snoeren, 2008) have been shown to influence compensation for assimilation in spoken-word recognition. Regarding the phonological context, it is conceivable that the epenthetic glottal stop occurs to prevent a hiatus in a V-V context (as suggested by Booij, 1995 for Dutch) . Under that assumption, listeners could infer that a glottal stop ([ʔ]) in a V-[ʔ]-V sequence is likely to be epenthetic, but a glottal stop in a C-[ʔ]-V sequence is likely to be an underlying, lexical glottal stop. This inference could additionally be reinforced if there are phonetic differences between epenthetic and underlying glottal stops. Interestingly, there is a well-known phonetic variation of the glottal stop in the languages of the world. Ladefoged and Maddieson (1996) had already noted that the glottal stop is not always produced as a full stop with a closure and a release. Sometimes, it is produced in a reduced fashion with glottalization in which no full glottal closure is achieved (see Appendix B for examples). Mitterer (2018) found that this phonetic variation is used in Maltese to support the phonemic distinction between a word-medial singleton (i.e., phonetically short) and a geminate (e.g., phonetically long) glottal stop. The singleton is likely produced with glottalization but without full closure, whereas a geminate glottal stop in the same word-medial position tends to be produced as a full stop consonant. Despite accompanying duration differences between the singleton and the geminate, listeners make use of such phonetic variation in perception, and they accept a token more often as a geminate if it has a full closure. In a similar fashion, the word-initial underlying glottal stop might also be realized differently from an epenthetic glottal stop. For example, the underlying stop might tend to be produced as a full stop, whereas the epenthetic stop might tend to be produced as the reduced variant-that is, glottalization with no full closure. It is also possible that the underlying glottal stop might be longer than its epenthetic counterpart. The idea that listeners might use such correlates of phonetic strength to distinguish underlying and epenthetic segments would be in line with what Warner and Weber (2001) showed for epenthetic oral stops in German nasal-stop clusters (e.g., the word Hemd, Engl., 'shirt', /hemd/ → [hempt]). They found that listeners were more likely to assume an underlying stop if the phonetic evidence for this stop was stronger. Similarly, Maltese listeners might use differences in phonetic strength to distinguish underlying versus epenthetic glottal stops in spoken-word recognition.
Considering all three of those scenarios would expand understanding of the lexical processing of the seemingly ambiguous surface forms of the glottal stop from different theoretical perspectives. It would then eventually provide insights into how listeners deal with the speech variation caused by phonological and prosodic structures. Before exploring those possibilities, however, it is first necessary to know under which circumstances and how often an epenthetic glottal stop actually arises in Maltese. To the best of our knowledge, no systematic, quantitative account of the glottal-stop epenthesis in Maltese has been provided in the literature. We therefore explored the production and distribution of the epenthetic glottal stop in Experiment 1, which used a sentence-production task. Based on the results of that experiment, we then carried out three perception experiments (Experiments 2-4) to assess how listeners might recognize vowel-initial words produced with an epenthetic glottal stop.
Experiment 1
In this experiment, we aimed to elicit vowel-initial and glottal stopinitial words in a sentence generation task without having the speakers focus on the critical words. There are the following questions to be answered: (1) how frequently glottal marking of vowel-initial words occurs in Maltese and whether these glottal markings differ phonetically from underlying glottal stops; (2) to what extent the glottal markings may be related to an avoidance of a hiatus (i.e., a vowelvowel sequence), which is to be reflected in the extent to which glottal markings occur in relation to whether the word preceding the vowelinitial word ends on a vowel or a consonant; and (3) to what extent glottal markings may be conditioned by prosodic structural context.
We aimed to avoid that speakers would put particular emphasis-or focus-on the critical words because it could influence the likelihood of the glottal stop insertion or the degree of glottalization (e.g., Garellek, 2014) . To achieve that, we devised a question-answer game with an implicit contrast between the question and the answer on a word in the test sentence other than the critical word that might bear an epenthetic glottal stop. Fig. 1 provides an example prompt. In the experiment, there were four cartoon characters with which participants were acquainted before the main experiment began. Fig. 1 shows the character with the name 'Matthew'. As in Fig. 1 , the letter on the characters' clothing (e.g., 'M') reminded participants of the given name ('Matthew').
Listeners were presented with a written question to which they had to provide a spoken answer based on the picture presented below the question. The change in modality between the question and the answer was necessary: if a participant heard the question in the auditory modality, they would also hear how the questioner produced the test words in the question, which might lead them to alter the way they would pronounce that word (Mitterer & Müsseler, 2013; Pardo et al., 2018; Pardo, 2006) .
In Fig. 1 , there is a mismatch between the speaker name used in the question ('Daniel') and the one (marked by the letter 'M' for 'Matthew') depicted in the picture. Thus, participants should be answering the question Does Daniel say the word white in this case? with the Maltese equivalent of No, Matthew says the word white in this case. In this way, there is a contrast on the speaker name, which is likely to lead to a fluent production of the rest of the sentence. The final part f'dan il-kaz (Engl. 'in this case') was added to prevent the test word from being influenced by a phrase final-lengthening effect (Turk & Shattuck-Hufnagel, 2007) .
The prompt in Fig. 1 leads to an answer in which the critical word (abjad) is preceded by a vowel-final word (il-kelma), which creates a potential hiatus (il-kelma abjad) that might be especially likely to trigger an epenthetic glottal stop. A critical variation to the prompt in Fig. 1 ensured that the critical word could also be preceded by a consonant rather than a vowel. Instead of having one word in the speech balloon as in Fig. 1 , the balloon contained two words (abjad, Engl., 'white', and mejda, Engl., 'table') and the question was Daniel jgħid il-kliem abjad u mejda f'dan il-kaz (Engl., 'Daniel says the words white and table in this case'). This leads to the expected answer Le, Matthew jgħid il-kliem abjad u mejda f'dan il-kaz (Engl., 'Matthew says the words white and table in this case'), in which the critical word abjad is preceded by il-kliem /ɪlkli:m/ (Engl., 'the words'), which ends in an /m/. In this way, we varied whether the target word was preceded by a vowel-or a consonant-final word.
Using this design, we could not experimentally manipulate the size of the potential prosodic boundary between the test word with a potential glottal stop and the preceding context word. In fact, a pilot test (in conjunction with other tasks) had shown that a sentence construction task that attempted such an experimental manipulation could induce a short silence between the two critical words, which would make it difficult, if not impossible, to judge whether there is a glottal gesture between them. In the current task, without an experimental manipulation of boundary size, it is nevertheless possible and even likely that the size of the prosodic boundary could differ across tokens and speakers. We therefore decided to examine possible differences in the size of prosodic boundary within our data to evaluate whether prosody influences the production of an epenthetic glottal stop. (Note that the size of prosodic boundary refers to the boundary strength of whether it, for example, is an Intonational Phrase boundary or a phrase-medial word boundary.) Under the assumption that the glottal-stop epenthesis or the degree of glottalization is positively correlated with the boundary strength (e.g., Dilley et al., 1996; Garellek, 2014) , a crucial question here is whether an epenthetic glottal stop is more likely to occur when the preceding word is lengthened. This is based on the phenomenon known as 'preboundary lengthening,' an important correlate of a prosodic juncture (e.g., Cho, 2016; Turk & Shattuck-Hufnagel, 2007) , by which a word becomes longer before a larger prosodic boundary than before a smaller one.
Method Participants
Sixteen students at the University of Malta participated in the study. They were native speakers of Maltese and Maltese English and participated for a small monetary compensation. There were 9 female and 7 male participants, aged 20 to 28.
Stimuli and apparatus
The experiments were performed in a sound-attenuated booth at the Cognitive-Science lab of the University of Malta. The experiments were run on a standard PC using Speechrecorder (Draxler & Jänsch, 2004) . Responses were recorded with a Focusrite CM25 large diaphragm condenser microphone connected to a Focusrite 2i2 USB audio interface that did the D/A conversion before storing the files on the computer.
We prepared 134 trials for the experiment. The first four trials were practice runs to familiarize the participants with the procedure. Of the remaining 130 trials, seventy were experimental trials: 35 trials with a vowel-initial test word and 35 trials with a glottal-stop initial test word. For all these words, two prompts were generated, one for the hiatus condition and one for the no-hiatus condition. In both, the word (or words) uttered by the speaker was the same in the question and the depicted scene with the speech balloon. What differed between the question and the depicted scene was the identity of the speaker in the question and the speaker displayed (e.g., 'Daniel' in the question while 'Matthew' was depicted as the speaker). The remaining 60 trials were fillers, consisting of 30 trials in which there was no mismatch between the question sentence and the picture, and 30 trials in which there was a mismatch between the word (the counterpart of the test word) used in the question sentence and the cartoon with the speaker name unchanged. Those should lead to responses such as Yes, Matthew said the words heart and fire in this case, and No, Matthew said the word MOUSE and fire in this case, respectively. An additional 3 prompts were generated for practice purposes and printed out to provide instructions verbally.
Procedure
The experiment started by familiarizing participants with the task using the prompts printed on paper. The research assistant explained the general set-up of the question-answer game. The three printed out prompts contained one example each of a full match (leading to an answer which should not contain a strongly focussed constituent, such as Yes, Matthew says the word cup), a mismatch in terms of the speaker name (leading to a contrastive focus on the name as in Does Nina say the word cup? → No, MATTHEW says the word cup), and a mismatch in terms of the spoken word (leading to a contrastive focus on another word as in Does Matthew say the word bottle? → No, Matthew says the word CUP). After the familiarization, the main experiment started. The prompts were presented one by one by the Speechrecorder software (Draxler & Jänsch, 2004) , starting with the four practice trials and going on with the 130 trials of the main experiment in a randomized order. Speechrecorder was set so that participants had to inspect the display for six seconds before they could start speaking. That is, the Speechrecorder software presented a traffic light icon to the participants to indicate when they could start speaking. It turned from red to green after six seconds, and then the recording started. The recording was ended by the research assistant when the participant had finished speaking. If the participant made an obvious mistake, the trial was repeated by the research assistant.
Two lists were prepared, so that a given test word appeared in one list preceded by a vowel-final word (il-kelma, Engl., 'the word') and in the other list by a consonant-final word (il-kliem, Engl., 'the words'). Participants were asked to answer the question according to the information provided in the picture. Given that the speaker is the cartoon character "Matthew," the correct answer is Le, Matthew jgħid il-kelma abjad f'dan il-kaz (Engl. 'No, Matthew said the word 'white' in this case') The critical word abjad /ɑbjɑd/ (Engl. 'white') here is vowel-initial and might trigger glottal-stop epenthesis.
Analysis
The resulting sound files with their intended content were forcealigned using the MAUS web interface (Kisler, Reichel, & Schiel, 2017) , which provides a grapheme-to-phoneme transformation for Maltese and then generates a forced alignment of those phonemes. Because MAUS for Maltese does not allow for pronunciation variation, an additional rule set was supplied to the forced-alignment algorithm, indicating that any word-initial vowel might trigger an epenthetic glottal stop and that a word-initial glottal stop might be deleted.
If the algorithm added a pause to the sentence in another position after the initial Le (Engl., 'no'), the utterances was discarded as being disfluent. The rest of the resulting alignments were then hand-corrected by the first author. As reported in Mitterer (2018) , the forced-alignment algorithm recognizes a glottal stop only when there is a silent period in the speech stream, indicating a full stop of the airflow. This supplies a replicable criterion for when a full glottal stop is present and for the duration of the glottal stop. Because MAUS has a minimal phoneme duration of 30 ms, a glottal stop is only recognized as such if there is a closure of at least 30 ms. In other words, MAUS does not detect glottalization, which thus had to be added during the hand correction. A glottalization was assumed if a clear discontinuity in pitch or amplitude contour occurred (cf. Redi & Shattuck-Hufnagel, 2001) . The duration of the glottalization was based on when the pitch or amplitude contour showed the discontinuity (see Appendix B for examples).
To test whether these judgements were reliable, two-hundred utterances for which no glottal stop had been found by the forcedalignment algorithm were additionally transcribed by the second author, blind to the condition and blind to the transcription of the first transcriber. The two-hundred tokens were chosen randomly, with the constraint that half of them were transcribed as vowel-initial by the first transcriber and the other half were transcribed as glottalized. Agreement on the presence versus absence of the glottalization was at 96.5%. Duration judgement for glottalizations correlated at 0.87, indicating that the transcriptions are reliable.
To summarize the coding: first, the forced-alignment algorithm was used to determine whether the speaker produced a full glottal stop with a sustained closure. If that was the case, the forced-aligned duration of that glottal stop was used as a duration measurement. For the rest of the tokens, human raters judged whether there was glottalization and, if so, how long it was, due to the absence of a reliable automatic way to measure the variations speakers can use when producing glottalization.
Results and discussion
Some produced tokens (3.0% of the utterances) were discarded for a disfluency in the critical part of the sentence (i.e., on the target word or the preceding words). Fig. 2 shows the distribution of the phonetic forms for the remaining trials, indicating the proportions in which the glottal stop (epenthetic or underlying) was phonetically realized as a full glottal stop (marked by "ʔ" in the figure), as a reduced glottal gesture or glottalization (marked by "q" in the figure), or as completely absent (marked by "none" in the figure). 4 As shown in the figure, about 50% of the vowel-initial words were produced with a glottal marking (either by "ʔ" or "q") in both the preceding /a/ and /m/ contexts. In contrast with the phonological motivation for glottal-stop insertion as hiatus prevention, the glottal stop insertion occurred slightly more often in the /m/ context 56.9%) than in the /a/ context (44.2%). This was confirmed by a generalized linear mixed effect model (including a maximal random effect structure for participants and items) that predicted the presence of a glottal marking for vowel-initial words based on context. The regression weight for context was significant (b = 0.728, SE = 0.346, z = 2.100, p = 0.036). Thus, the insertion of a glottal marker is not fully motivated by the phonological repair needed to avoid a hiatus. We will provide a tentative explanation for the small effect in the opposite direction below.
Crucially, all vowel-initial words were produced variably, alternating between vowel-initial and glottal stop-initial forms, although the distribution of the variants differed across the test words. Similarly, all speakers produced vowel-initial words with and without glottal stop epenthesis.
It is also important to note that even the underlying glottal stop was produced with both variants. As argued above, it is conceivable that phonetic detail may distinguish underlying and epenthetic glottal stops, which may in turn help listeners infer whether the glottal stop was underlying or epenthetic. Fig. 3 shows the relevant data, comparing the phonetic properties of underlying and epenthetic glottal stops. The left panel shows the likelihood of a full glottal stop versus glottalization, and the right panel shows the duration of the glottal gesture (for a glottal stop and glottalization combined).
As shown in Fig. 3 , we found no obvious differences between the underlying and epenthetic stops. Generalized linear mixed-effect models were used to further consider whether there is indeed no evidence to indicate that a given glottal gesture is underlying or epenthetic. The nature of the glottal gesture (underlying vs. epenthetic) was
Fig. 2.
Proportion of trials in which glottal-stop initial words and vowel-initial words led to a glottal gesture in the production and the form that glottal gesture took (glottal stop "ʔ" versus glottalization "q"). 4 The patterns shown in Fig. 2 indicate that there are more full glottal stops after /m/ than after /a/. We do not have an objective explanation for the distributional asymmetry due to the preceding context, but it may be at least in part due to how the full glottal stop was defined "only when there is a silent period in the speech stream." The lip closure for /m/ may remain closed after the acoustic nasal murmur (caused by a velum lowering), which may have then contributed to the "silent" period in the speech stream. used as the dependent variable, with the underlying stop mapped onto 1. The independent variables were the duration of the glottal gesture and the type of gesture (with a full glottal stop coded as 1 and glottalization coded as 0). The model had a random effect for speaker and a random slope for the type of glottal gesture (full stop vs glottalization) over speaker. Duration as a random slope was not included because it led to convergence failure. A random effect for item was not included either because it does not make sense in this case. That is, given that the dependent variable is whether the word is vowel-initial or glottal stopinitial, it will reflect a random effect for item. Even though full glottal stops were (unsurprisingly) longer than the reduced glottalizations (78 ms vs 64 ms), the two predictors are not strongly collinear with a point biserial correlation of 0.27.
Results from the generalized linear mixed-effect model are summarized in Table 1 . If the underlying glottal stops are phonetically stronger (i.e., more occurrence of full glottal stops with a sustained closure or longer duration), the regression weights should be positive. However, as Table 1 indicates, the regressions weights are negative and fail to reach significance. This indicates that phonetic classification and duration do not hold as reliable cues to whether a glottal gesture is underlying or epenthetic.
While it remains possible that a significant difference might be found with a larger sample, such a difference is unlikely to be useful for the listener for the task of spoken-word recognition. An interesting analogy here is provided by incomplete devoicing in German, which is only reliably detectable with a considerably large sample (Roettger, Winter, Grawunder, Kirby, & Grice, 2014) . Our data base is comparable to that of Roettger et al. (2014) who also used 16 participants and 48 and 96 items in their first and second experiment, respectively; the current study has 16 participants and 70 items. Even though Roettger et al. (2014) found a significant effect of underlying voicing on acoustic cues, they also deemed it likely that "… the acoustic cues found in the neutralized position have no functional utility and are not reliably used in regular communication to differentiate between minimal pairs" (p. 22). In line with assumption, there is no evidence to suggest that listeners can use the cues left by incomplete devoicing to constrain lexical access.
Next, we analysed whether the presence or absence of an epenthetic glottal gesture for a vowel-initial word was more likely to occur when the preceding word was lengthened. To this end, we first determined the relative duration of the preceding word in a given sentence after accounting for influences of articulation rate (measured as the number of syllables per second, based on the duration of the other words of the sentence) and the nature of the preceding word (i.e., il-kelma or il-kliem, with the expectation that il-kelma is likely to be longer as it has one syllable more than il-kliem). This was achieved with a linear-mixed effect model with these two factors and a random effect for speaker, which included a random slope for the nature of the preceding word, and preceding word duration as dependent variable. The result (see Table 2 ) shows the expected effects: The preceding word is shorter when the articulation rate (measures as syllables per second) is higher and it is shorter when it is the two-syllable il-kliem rather than the three syllable il-kelma. This residual of the model represents whether the preceding word was relatively short or long. This measure of relative duration was then used as a fixed effect in a generalized linear mixed effect model that predicted the presence or absence of a glottal stop with random effects for participant and item, including random slopes for the duration of the preceding word. This model revealed that, the longer the preceding word, the more likely it is that there is an epenthetic glottal stop (b = 9.423 (2.848), z = 3.308, p < 0.001). Given the intercept (0.099) and the standard deviation of the relative duration (0.047 s), this means that the likelihood of an epenthetic glottal stop is 41.3% when the preceding duration is one standard deviation below the mean but 63% when the preceding duration is one standard deviation above the mean. Thus, when the prosodic juncture between the two words is relatively large (as reflected in the longer duration of the preceding word), a glottal gesture is more likely to be inserted than when it is relatively small. 5 
Table 2
Duration of the preceding word before a vowel-initial word, as predicted by the estimated articulation rate and whether the word was il-kelma or il-kliem. To summarize, the results of Experiment 1 show that the glottal marking of a vowel initial word is frequent in Maltese, with about half of such words produced with a full glottal stop or glottalization. Our analysis of the distribution of the glottal markers shows that their occurrence is not motivated by a phonological repair of a hiatus and that the phonetic properties of the glottal marker (as reflected in the duration and type of glottal gesture) are similar to those of underlying glottal stops. However, the prosodic boundary had a small but significant effect such that the glottal markers were more likely to occur when the speaker lengthened the preceding word (i.e., preboundary lengthening). Next, we wondered how listeners would deal with a speech signal containing a glottal gesture when they were perceiving vowel-initial vs. glottal stop-initial words and whether the observed prosodic contextual effect on the realization of the glottal marker is indeed available to the listener and used in speech perception. To answer those questions, we conducted Experiment 2.
Experiment 2
In this experiment, participants performed a two-alternative forced choice (2AFC) task between a glottal stop-initial word and a vowelinitial word in a minimal pair (għam /ɑ:m/ -qam /Ɂɑ:m/, Engl., 'he swam' -'he woke up'). A phonetic continuum between unglottalized and glottalized versions was generated based on a natural recording of the vowel-initial word għam, lowering the pitch and amplitude on the initial vowel (two cues typically associated with glottalization, cf. Redi & Shattuck-Hufnagel, 2001 ) using the PSOLA algorithm in Praat (Boersma, 2001) . The resulting stimuli were spliced into a sentence in which the word preceding the critical word was slowed down or not, creating two prosodic conditions ( ± preboundary lengthening). Given that preboundary lengthening is generally correlated with boundary strength, those conditions provide another example of an interaction between prosodic and segmental processing in speech perception Mitterer et al., 2016 , who also used a 2AFC task). In other words, segmental perception varies as a function of perceived boundary strength. We therefore hypothesized that listeners would be more likely to attribute the phonetic evidence for glottalization in the speech signal to a prosodically conditioned epenthetic glottal stop than to an underlying phoneme in the lengthened condition than in the non-lengthened condition. In other words, if our hypothesis is correct, listeners will perceive glottalized stimuli as vowel-initial words more often in the lengthened (+preboundary lengthening) condition than in the nonlengthened (-preboundary lengthening) condition.
Method
Participants 12 students at the University of Malta participated in this experiment. They were native speakers of Maltese and Maltese English and participated for a small monetary compensation. There were 9 female and 3 male participants, aged 20 to 26.
Apparatus
This experiment was performed in a sound-attenuated booth at the Cognitive-Science lab of the University of Malta. Experiments were run on a standard PC using PsychoPy (version 1.84, Peirce, 2007) . Sounds were presented using Logitech Z 150 speakers positioned on the right and left of a 22-inch monitor.
Stimuli
An adult male speaker of Maltese produced multiple renditions of the sentences tikteb il-kliem (għam/qam) u nar (Engl., 'She writes the words (he swam/he woke up) and fire', 3.35 vs 15.75 occurrences per million words, respectively, according to the MLRS corpus, Gatt & Čéplö, 2013) . From one utterance, the parts preceding and following the critical word were spliced out to form a sentence frame. The preceding part was manipulated with PSOLA in Praat to generate two versions, one that had the same timing as the original, fluent utterance which was not produced with preboundary lengthening and one that was manipulated to contain preboundary lengthening. This could be easily achieved by simply lengthening the utterance and use the original and lengthened utterances. But with this simple procedure alone, the two stimuli would not only differ in duration but also in the amount of modification they had undergone. To avoid this confound, we applied the following procedure: The voiced part of the word kliem was lengthened, so that it was 25 ms longer than the original. Then, this lengthened version was manipulated further, once using a lengthening factor and once using a shortening factor for the duration manipulation. Thus, both types of carrier sentences were re-synthesized twice with the PSOLA algorithm applying a duration manipulation. One of these had the same duration as the original sentence, which constituted the [-preboundary lengthening] condition. In the other stimulus, the word kliem preceding the target word (għam/qam) was 55 ms longer than in the original, and this was the [+preboundary lengthening] condition.
For the target continuum, the initial 50 ms of the vowel-initial target word, originally produced without any phonetic evidence of glottalization, were pitch-and amplitude-manipulated to mimic the typical properties of glottalized vowels (Redi & Shattuck-Hufnagel, 2001 ): reduction in amplitude and the F0 (pitch) dip. Pitch was lowered from 100 to 60 Hz, and amplitude was lowered from 100% of the original to 50% of the original in 6 steps. (It should be noted that in addition to the F0 dip (pitch lowering) and reduction in amplitude, other observable phonetic cues to glottalization include irregularity in the spacing of pitch periods and long uninterrupted decay times. We chose the F0 dip and amplitude cues not only because they are typical cues to glottalization, but also because they are quantitative measures that can be reliably manipulated along a phonetic continuum.) Fig. 4 shows the two endpoint stimuli and one mid-point stimulus on the continuum: Step 1 has the largest amplitude and the highest F0 (i.e., no glottalization), and Step 6 has the most reduced amplitude and the lowest F0 (i.e., strongest glottalization) at the vowel onset. The primary purpose of using the phonetic continuum is to test the contextual (preceding) lengthening effect on the perception of the glottalization across various stimuli, not to test whether the perception between an underlying glottal stop and an epenthetic one can be shifted as a function of glottalization strength. However, the continuum should influence whether the participants perceive a glottal gesture. Given that perceiving a glottal gesture in the first place is a prerequisite to attributing the glottal stop to an underlying phoneme, we still expect more underlying glottal-stop responses as the glottalization cues become stronger.
Procedure
All instructions were given via the computer screen as part of the experiment. Participants were told that they would hear sentences such as tikteb il-kliem X u nar (Engl., 'She writes the words X and fire') and that the word in the position of the "X" mark could be għam (/ɑ:m/) or qam (/Ɂɑ:m/). They were told that these two words would be presented on the left and right side of the computer screen and that their task was to indicate which of the two words sounded more like the one they heard in the sentence by pressing the corresponding left or right arrow key on the computer keyboard.
Participants heard each of the 12 stimuli ( ± preboundary (footnote continued) insertion of a glottal stop after il-kliem (Eng., 'the words') than after il-kelma (Engl., 'the word'). We only have a speculative explanation to offer: After ilkliem, participants have to plan a slightly longer utterance, which may lead them to introduce a glottal stop to give them more planning time (similar to adding an optional function word to a sentence to gain planning time, see Ferreira & Dell, 2000) .
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(Participants also heard six more stimuli from a continuum with a pitch accent on the target word, but those data are not reported here.) The stimuli were presented in twelve blocks, and the order of the stimuli was randomized within each block.
Results and discussion
Fig . 5 shows the results from the 2AFC task after the rejection of 12 trials (0.69%) because of slow reaction times (> 4s). The results showed that participants perceived an underlying, lexical glottal stop (i.e., qam (/Ɂɑ:m/) more often when there was no boundary cue (i.e., -preboundary lengthening, 40% qam responses) than when there was a boundary cue (i.e., +preboundary lengthening, 32% qam responses). They also perceived an underlying glottal stop more often at higher steps (when the stimuli contained stronger glottalization cues) than at lower steps, which probably reflects that listeners are more likely to perceive a glottal gesture as the cues for such a gesture become stronger. Those patterns were supported by a generalized mixed-effect model with a logistic linking function (see Table 3 ). The likelihood of a qam response was the dependent variable, and the boundary condition ( ± preboundary lengthening) and glottalization cue strength (6 levels) were the independent variables. We used the independent variables as contrast-coded fixed factors ( ± preboundary lengthening → ± 0.5, six levels of strength of glottalization → [−2.5, −1.5, −0.5, 0.5, 1.5, 2.5]) and included their interactions. A random effect for participants was used with a full random-effect structure, save for correlations between random effects because the inclusion of those is likely to lead to convergence failure.
The results indicate that in Maltese, listeners' perceptions are influenced by the prosodic conditioning of the glottal-stop insertion (the effect of preboundary lengthening). Listeners are less likely to perceive a word as having an underlying glottal stop when there is an indication of a prosodic boundary, which might in turn increase the likelihood that the speaker intended a vowel-initial word that received an initial glottal marking. In other words, the results suggest that listeners are more likely to attribute the glottalization to the boundary-induced glottal marking in the presence rather than in the absence of preboundary lengthening. This thus provides another example of an interaction between prosodic and segmental processing, as previously reported in Kim and Cho (2013) , Mitterer et al. (2016) and Steffman (2019) . Based on the finding that the categorical perception function of voiced versus voiceless stops in American English is modulated by lengthening the preceding context, Kim and Cho (2013) argued that segmental processing occurs with reference to prosodic structure. A more recent study of this topic (Kim et al., 2018) further noted that this interaction might arise only late in processing. Kim et al. (2018) tested the time course of the interaction between prosodic and segmental processing by using an eye-tracking paradigm. Although the data suggested that this interaction might arise early, only late effects were statistically significant. Their results therefore raise the possibility that the initial analysis of segmental content in lexical processing is modular and not influenced by prosodic processing, which comes into play only at a later stage of speech processing. In Experiment 3, we also explored the time course of the interaction between prosodic and segmental processing by using an eye-tracking paradigm. We specifically tested whether the effect of the boundary condition (as signalled by preboundary lengthening) indeed comes later than the processing of segmental information for glottalization, which provides phonetic support for both an underlying and epenthetic glottal stop.
Experiment 3
Consider a case in which a Maltese listener hears the fragment jifhem qab… [jifhemɁɑb…], (Engl., 'he understands qab…'). Given that Fig. 4 . Example stimuli from the zero-to-glottal stop continuum used in Experiment 2, as reflected in the waveforms and pitch contours (red lines). The first step (Step 1) has no cues for glottalization (with the largest amplitude and no F0 dip), and the last step (Step 6) contains the strongest cues, with the lowest amplitude and largest F0 dip. listeners attempt lexical access as early as possible based on the available acoustic information (Allopenna, Magnuson, & Tanenhaus, 1998) , listeners might activate all kinds of Maltese words that start with qab (e.g., qabel 'before', qabras 'to have a great time', qabad 'to catch'). Under the common assumption of the lateral inhibition of words in spoken-word recognition (e.g., McClelland & Elman, 1986 ) and that vowel-initial words are represented in the mental lexicon as such (i.e., vowel-initial), this cohort of words should strongly inhibit words that do not start with a glottal stop such as abjad (Engl., 'white'). However, as the results of Experiment 1 showed, a phrase such as jifhem abjad might actually give rise to a competing fragment jifhem [Ɂ]ab… due to the frequent occurrence of glottalization or an epenthetic glottal stop.
In such a case, it is possible that a listener's inference (i.e., the glottal stop [Ɂ] is epenthetic) increases when there is preboundary lengthening on the preceding word, a prosodic context in which an epenthetic glottal gesture is expected (see Experiments 1 and 2). In Experiment 3, we explored that possibility using an eye-tracking task with a visual world paradigm in which the word-onsets of the targets are similar, except for the presence or absence of an underlying glottal stop (e.g., qabad and abjad). We call them pseudo onset-overlap pairs. Given the phonological constraints of such target words, we could not use pictures as the targets. Instead, we asked participants to click on printed words (McQueen & Viebahn, 2007) . The participants heard sentences such as Nina tifhem ([Ɂ])abjad (Engl., 'Nina understands white') and saw the printed words abjad, qabad, and two unrelated distractors on the screen. Their task was to click on the object of the verb jifhem (Engl. '(he) understands'), the vowel-initial word abjad in this case. There were two independent variables: target type and prosody cue. The target type refers to the presence or absence of an underlying glottal stop at the word onset (i.e., does the target word start with an underlying glottal stop or is it vowel-initial?). The prosody cue refers to the presence or absence of preboundary lengthening (i.e., is the syllable preceding the target lengthened, thereby providing a cue for a prosodic boundary?). The dependent variable was the amount of fixation on the target versus the competitor, which would indicate the extent to which the target is preferred over the competitor.
This design can address two questions. First, it can address whether the influence of prosody (i.e., preboundary lengthening) on segmental processing is fast enough to influence the initial evaluation of a glottal stop. If that is the case, participants who hear a phrase such as Nina tifhem ([Ɂ])ab… should be more inclined to look at the vowel-initial word in the lengthened condition (i.e., when the preceding word tifhem is lengthened, which indicates a prosodic boundary larger than a typical word boundary). Statistically, that would be expressed as an interaction between the target type (vowel-initial vs. glottal-stop initial) and the prosody cue (present vs. absent). For vowel-initial words, adding preboundary lengthening should increase the likelihood of a look toward the (vowel-initial) target word; whereas, for glottal-stop initial words, preboundary lengthening should lead to more looks to the vowel-initial competitor and fewer looks to the glottal-stop initial target, giving rise to an interaction.
In contrast, if the influence of prosody comes into effect relatively late, no such effect is likely to be observed because the remaining part of the phrase will quickly disambiguate the target. That is, when participants hear the later part of Nina tifhem ([Ɂ])abad (Engl. 'Nina understands catch'), the segments (…bad) following the initial vowel will have already ruled out the possibility that the speaker intended to say the vowel initial word that contained abjad.
Second, we expected a general preference for words with an underlying glottal stop, which would appear as a main effect for target type. This prediction is based on two ideas. First, given that only half the vowel-initial words were marked with a glottal gesture in Experiment 1, upon hearing a glottal gesture (in contrast with the lack of a glottal gesture in some vowel-initial words), listeners should prefer the interpretation that the intended word has an underlying glottal stop. Second, several previous findings in spoken-word recognition indicated that listeners generally prefer to attribute information in a speech signal to an underlying phoneme rather than to a phonological process. For instance, Ohala and Ohala (1995) found that listeners preferred to interpret a nasalized vowel as an underlying nasal vowel rather than assuming that it was an oral vowel that had been nasalized from a neighbouring nasal consonant. In our own previous work (Kim et al., 2018; Mitterer, Kim, & Cho, 2013) , we used Korean phonological alterations (post-obstruent tensing and consonantal place assimilation, respectively), which were largely categorical (i.e., the derived form is not distinguishable from an intended form). For instance, participants in heard words that ended in a clear velar stop but were underlyingly labial due to a labial-to-velar assimilation. When participants heard those words, they had a strong preference for targets with an underlying velar even in the assimilatory environment, and they required a sentence context to look at the intended word, which had an underlying labial realized as a velar at the surface. It is therefore reasonable to predict that listeners would be faithful to bottom-up acoustic information in segmental processing, at least at an early stage of lexical processing, irrespective of when in the process a prosodic analysis comes into effect.
Method Participants
Forty-one students at the University of Malta participated in this experiment. They were native speakers of Maltese and Maltese English and participated for a small monetary compensation. There were 14 female and 12 male participants, aged 18 to 27. Additionally, two staff members at the University of Malta also participated, but because they were much older than the other participants (> 40), their data were not analysed.
Apparatus
Experiments were performed in a sound-attenuated booth at the Cognitive-Science lab at the University of Malta. They were run on a standard PC using Experiment Builder, and eye movements were tracked with an Eyelink 1000 eye-tracker in desktop mode at a frequency of 500 Hz.
Stimuli
An adult female speaker of Maltese produced multiple renditions of sentences such as [Matthew|Daniel|Mary|Jenny] [j|t]ifhem TARGET (Engl. '[Matthew|Daniel|Mary|Jenny] understands TARGET'). The alteration between jifhem and tifhem was necessary because Maltese uses different forms for the masculine and feminine third person (i.e., Matthew jifhem vs. Jenny tifhem).
We used 48 pseudo onset-overlap pairs of vowel-initial words and glottal-stop initial words (see Appendix A), and recorded each one twice. Materials for an additional 120 filler trials were generated, with the target words of those trials using neither a vowel-nor glottal stopinitial. Some target words were also recorded twice, with two different visual prompts for the speaker, one with a colon before the target word and one without. This was intended to induce different prosodic phrasings (i.e., Matthew jihfem TARGET → [Matthew jifhem TARGET] vs. Matthew jihfem: TARGET [[Matthew jifhem] TARGET].
To control the strength of the cues for a glottal stop in the critical pseudo onset-overlap pairs (such as qabad-abjad), we used cross-splicing. Each of the two words of such pair had been recorded twice. From these four recorded words (two tokens of a vowel-initial word and two tokens of a glottal stop-initial word), we selected one that was identified as containing a clear glottalization. This selection could either be the vowel-initial or the glottal stop-initial word. The part of glottalization in the selected token was then spliced out of the utterance and spliced into the other recorded token of the same word which was used as a stimulus. The same part of glottalization was also spliced into one of the two recorded tokens of the other word which formed a pair. In this way, the two members of a stimulus pair contained the same glottal stop and also were both cross-spliced.
To generate different versions of the precursors, we calculated the difference in duration of the last syllable of jifhem that occurred with the four different proper names. The ratio ranged from 1.6 to 1.8, and the stimuli used here were generated to have a lengthening close to the maximum of this distribution. Thereby, the design of this experiment maximizes our chance of finding an effect while still presenting stimuli within the normal range of prosodic lengthening. Lengthening was achieved using PSOLA on the basis of utterances that contained a word boundary (smaller than a prosodic phrase boundary) between the target word and its preceding word (jifhem). The first duration point was set at the onset of jifhem with a new/old duration ratio of 1, meaning that the first part of the utterance will not be changed in terms of duration. A second duration point was then set at the onset of the last syllable (i.e., hem in jifhem). Again, an intermediate stimulus was generated, with a duration ratio of 1.35 (i.e., a 35% lengthening of the final syllable). The PSOLA syntheses for these stimuli were generated and then subjected to another PSOLA manipulation. For one stimulus, the second duration point was set at 1 over 1.35, the inverse of the original manipulation, to generate a stimulus with the original duration ratios that has undergone the same amount of manipulation as the stimulus with lengthening. The stimulus with lengthening was also generated by setting the second duration point to 1.35, leading to a lengthening of 1.82 (=1.35 2 ). The two versions of the four precursors (due to the four different proper names used in the experiment) were then concatenated with the target words, creating two preboundary lengthening conditions: ± preboundary lengthening.
For the visual display, unrelated distractor words were added to the critical pseudo onset-overlap pairs so that there were four words on the screen. Of the fillers, forty were other onset-overlap pairs (e.g. ballunbaliena, Engl., 'ball'-'whale') plus an unrelated distractor on the screen to prevent participants from assuming that, if there are two phonologically similar words on the screen, one of them is likely to be the target. For the remaining 80 filler trials, a vowel-initial word or a glottal stop-initial word was used as one of the distractors, again, to discourage participants from assuming that any vowel-initial or glottal stop-initial word on the screen was likely to be the target.
Procedure
Participants first read an instruction that familiarized them with the visual-word paradigm. They were instructed to click on the word that "was understood", that is, the object (TARGET) of the sentence [Matthew|Daniel|Mary|Jenny] [j|t]ifhem TARGET. After they read the instructions, the eye-tracker was calibrated using a nine-point calibration, and then the main experiment began.
Each participant completed 168 trials (48 experimental trials and 120 fillers). The experiment started with 3 filler trials. A different random order was generated for each participant, with the following constraints: each critical pair was presented once, and the condition for that pair was counterbalanced over participants. Moreover, the target and competitor positions were counterbalanced for each participant, so that each of the twelve possible combinations of the target and competitor positions occurred once in each experimental condition and ten times in the 120 filler trials. We did that to ensure that participants' preference to start scanning at the upper left corner of the screen did not influence the results. After every 50 trials, participants were told how many trials they had completed and had the opportunity to take a short break.
Results and discussion
Our results indicate that participants clicked on the intended word in about 97% of the cases, with very little spread between the experimental conditions (min: 96.8%, max: 97.8%). There were, however, some numerical differences in click latencies, with slightly longer RTs for vowel-initial words (+boundary: 1408 ms, -boundary: 1415 ms) than glottal-stop initial words (+boundary: 1398 ms, -boundary: 1361 ms). A linear mixed-effect model was therefore used with the natural logarithm of the reaction time as the dependent variable, the contrast-coded fixed factor preboundary lengthening ( ± 0.5) and target type (−0.5: vowel initial, +0.5: glottal-stop initial) plus their interactions, and random factors for participant and item. The randomeffect structure was maximal (but note that no random slope of target type over item was used because the items are either vowel initial or glottal-stop initial). As Table 4 shows, there were no statistically significant effects. 6 Fig. 6 shows the eye-tracking data, which indicate a small preference for the glottal-stop initial items in both boundary conditions, with no clear difference due to preboundary lengthening. To analyse the data, we used a measure of target preference, which was the difference in the fixation on the targets (versus the competitors) in the time window 200-600 ms after target onset, transformed into logOdds. We used this size of the analysis window to focus on early effects. Given that it usually takes 150-200 ms for the speech signal to influence eyemovements, the lower (left) bound of the window was set at 200 ms. The upper (right) bound (i.e., 600 ms) was chosen in such a way that the resulting 400 ms window would allow for some aggregation to reflect the full extent of early processing. Luck (2005) noted that the earliest effects in time-varying data indicate the fastest responses by the fastest participants, thereby motivating a relatively longer window to capture all available evidence of early processing.
This dependent measure was used in a mixed-effect model similar to the one used for reaction time. The model had the contrast-coded fixed factors of target type, preboundary lengthening, and their interaction as predictors, again with a full random-effect structure. As a control variable, the target word frequency (based on the Maltese Language Resource server corpus, v3.0, see Gatt & Čéplö, 2013) was used because the log per million frequency of the vowel-initial words (1.63) was slightly higher than that of the glottal-stop initial words (1.06). Note, however, that this was a small effect (d = 0.23, SD = 2.63). The results of this analysis are given in Table 5 , which indicates no significant effect of target type and prosody (boundary) cue and, critically, no interaction between the two. 7 Given the absence of any significant effect, the question arises, whether the experiment was not sensitive enough. Therefore, we compared the current experiment with other experiments that also investigated variant recognition using eye-tracking with a generally 6 We used the logarithm of the reaction time so that their distribution would be closer to normal. A reviewer suggested that an effect might be found in especially long reaction times, which may less impact if the log is used. We therefore also ran the analysis on raw reaction times, with a similar result (Intercept: 1394; Preboundary lengthening: b = −14 (18), t(89) = −0.771, p = 0.443, Target type: b = −32 (32), t(77) = −1.018 , p =0.312; Interaction: b = 24 (36), t(89) = 0.658, p = 0.512). 7 Based on the suggestion of a reviewer, we also did an exploratory analysis of a later time window, since Fig. 6 appears to suggest an interaction. Using 800-1000ms time window, the interaction was not significant, either (b = −0.524 (SE = 0.282), t(1708) = −1.855, p = 0.0637). Note, however, that focusing time windows on where effects seem strongest is problematic (e.g., Luck, 2005) . Mitterer, et al. Journal of Memory and Language 108 (2019) 104034 smaller number of items (Kim et al., 2018; Mitterer & Reinisch, 2015; . We re-analysed the data from these experiments using the same measure as in the current experiment (i.e., target over competitor preference in a 400 ms window after the onset of the mismatching information), and found significant mean differences that ranged from 1.3 to 1.9 logit units (all ps < 0.0001). 8 With the same method, our data in the current experiment did not show any significant difference with standard errors ranging from 0.2 to 0.4 logit units (see Table 5 ). Moreover, we analysed the power of the experiment using the method proposed by Westfall, Kenny, and Judd (2014) . Using the variance portioning as observed in our experiment, our design with 41 participants and 96 items has adequate power (0.8) to find an effect size of 0.31. In the experiments cited above, effect sizes range from 0.26 to 0.51, meaning that we have adequate power to find the typical effect of mismatch caused by a phonological variant. We hence observe that there is no robust preference for activating glottal stop-initial items over vowel-initial items when hearing a glottal stop. This is a somewhat surprising finding, given that eye-tracking experiments have consistently found a strong preference for competitors whose onsets overlap with those of the targets over those with an onset mismatch (Allopenna et al., 1998; Brouwer et al., 2012; Kim et al., 2018; Mitterer & Reinisch, 2015; . It is especially noteworthy that vowel-initial words turned out to be strong competitors for glottal-stop initial words. The shape of the competitor curves in Fig. 6 looks much like those observed with a cohort competitor (i.e., competitors that are identical at the onset with the target word), even though the vowel-initial words have-at least underlyingly-a different onset phoneme. The results of the current eyetracking experiment therefore suggest that the phonetic evidence for a glottal stop does not lead to strong deactivation of a vowel-initial target. This finding can be explained by assuming that Maltese listeners store a phonetic pronunciation variant-or multiple acoustic variants-of vowel-initial words with a glottal stop in their mental lexicon. The phonetic form (a V-initial word with glottalization) that is matched with such a representation or representations would be accessed relatively quickly using bottom-up input, which in turn would explain why vowel-initial words do not suffer from huge recognition costs when they appear with an epenthetic glottal stop and why they function as strong competitors for glottal stop-initial words.
The absence of an interaction between target type and prosody (boundary) cue indicates that the influence of preboundary lengthening does not come into effect early enough to influence the initial assessment of the glottal stop, which contrasts with the results of Experiment 2. We have two competing explanations. First, the influence of prosody on segmental processing might not be immediate but hearing the disambiguating segmental materials after the onset overlap might have occurred before the analysis of the prosodic structure became effective. In that case, the failure to replicate the prosodic effect might be a function of the experimental task, which induces an early disambiguation. On the other hand, the effect of prosody observed in Experiment 2 might be tied to the repetitiveness of the 2AFC task, which could have influenced the listeners' performance. Moreover, the identification functions observed in Experiment 2 were never close to the floor or ceiling, and their shape was far from categorical, indicating that participants were relatively uncertain about their responses. In Experiment 4, we sought to explore those possibilities further by using a gating task in which the disambiguating segmental materials used in Experiment 3 were masked by noise. The absence of disambiguating cues allowed us to test whether the prosodic effect observed in Experiment 2 was a task-specific effect, or whether the null prosodic effect found in Experiment 3 was indeed a result of the disambiguating segmental materials coming into play earlier than the effect of prosody. 
Experiment 4
In this experiment, participants performed a gating task, in which they heard part of a word and had to guess which word the speaker intended. The sentences used in Experiment 3 were presented with the later parts of the critical word replaced by a masking noise, and participants were asked to guess the intended word. The critical trials were those in which the participants heard only the earlier parts of words that overlapped phonologically. For instance, they heard a stimulus [Ɂɑb] + MASKER and had to decide whether the intended word was abjad /ɑbjɑd/→ [Ɂɑbjɑt] or qabel /Ɂɑbel/→ [Ɂɑbel] . Crucially, we tested whether this kind of task would again reveal a prosodic effect of preboundary lengthening, indicating that participants are more likely to assume that the intended word is a vowel-initial one when the preceding word carries cues to a prosodic boundary (i.e., the effect observed in Experiment 2 but not in Experiment 3).
To prevent participants from focusing exclusively on the context in the absence of disambiguating materials, additional fillers were used so that the segmental information would indeed allow participants to identify the intended word. For example, they heard both [Ɂɑb] + MASKER and [Ɂɑbj] + MASKER (with the additional segment [j]); the latter provided the bottom-up segmental support ([j]) needed to choose abjad over qabel. The inclusion of those trials was intended to prevent participants from adopting unusual strategies and instead focus on recognizing the intended word.
Method
Participants 16 students at the University of Malta participated in this experiment. They were native speakers of Maltese and Maltese English and participated for a small monetary compensation. There were 9 female and 7 male participants, aged 18 to 27.
Apparatus and stimuli
The apparatus was the same as in Experiment 3, but the eye-tracker was not used. The experimental stimuli from Experiment 3 were used. For each pair, two gating points were determined, one at which participants had little segmental information to distinguish the two members of a pair and one in which additional disambiguating information was present. For instance, for the pair qabel /Ɂɑbel/ → [Ɂɑbel] and abjad /ɑbɑd/→ [Ɂɑbjɑt], the first splice point was at the release of the /b/, and the second one was 50 ms after that release (thus providing sufficient information about the following segment). It is possible that the first gate also provided some coarticulatory information about the following vowel ([Ɂɑbjɑt] vs. [Ɂɑbel] ), but what is important is that the second gate (e.g., with [j] in [Ɂɑbjɑt] ) carries much clearer bottom-up phonetic support for [Ɂ]abjad than for [Ɂ]abel. The gated stimuli were followed by a complex masking sound with a base frequency of 70 Hz. Appendix A provides the locations of both gates for all stimuli used.
Procedure
All instructions were given on the computer screen as part of the experiment. Participants were told that they would hear sentences such as Matthew jifhem TARGET (Engl., 'Matthew understands TARGET'), in which the final word (the target) would be partly inaudible due to an additional sound. Participants were also told that they would see two words on the screen, and they would have to guess which of them was more likely to be the partially inaudible target word.
Each participant heard each of the 96 critical words (from 48 pairs) once each in of the two contexts (with and without preboundary lengthening). Additionally, they heard 48 filler trials, 24 of which used a glottal-stop initial target and 24 of which used a vowel-initial target.
Results and discussion
We removed 57 trials (1.9%) from the analysis because of slow reactions (> 4s). In the filler trials with additional segmental information, participants guessed the intended word correctly 87.2% of the time. This indicates that participants engaged with the task, making use of available acoustic information, and focusing on identifying the intended words. Fig. 7 shows the results from the experimental trials per condition. The figure displays the mean proportions of trials in which the glottalstop initial word was chosen. The figure indicates that participants were to some extent able to use potentially residual fine phonetic cues in the gated stimuli because fragments stemming from glottal-stop initial words triggered more glottal-stop initial responses (around 60%) than vowel-initial word responses (around 40%). Crucially, the figure also shows a prosodic boundary influence: stimuli with preboundary lengthening gave rise to more vowel-initial responses (i.e., fewer /Ɂ/initial word responses) than stimuli without preboundary lengthening.
We tested this pattern for significance using a generalized mixedeffect model with a logistic linking function. The likelihood of a glottalstop initial response was the dependent variable, and the prosody condition and stimuli source were independent variables. We used the independent variables as contrast coded fixed factors and also included their interaction. A random effect for participant and item was used with a full random-effect structure save for correlations between random effects. (Again, there is no random slope for the stimuli source over item because each item occurs on only one level of the stimulussource factor.) Predictors were contrast coded with the prosody condition without preboundary lengthening and the glottal stop-initial stimulus source mapped on 0.5 and the prosody condition with preboundary lengthening condition and the vowel-initial stimulus source mapped on −0.5. Thus, the regression weights represent mean differences in the data, and the prediction is that the regression weights will be positive because both the no preboundary lengthening (minus- Fig. 7 . Mean proportions of glottal-stop initial responses as a function of the prosody cue when the intended words were vowel-initial (left) and glottal stopinitial (right). The error bars are standard errors based on estimates from the effects package (Fox & Weisberg, 2018; Fox, 2003) . Mitterer, et al. Journal of Memory and Language 108 (2019) 104034 boundary) condition and the glottal stop-initial stimulus source are expected to give rise to more underlying glottal-stop responses. As shown in Table 6 , the results indicate that both main effects of prosody (boundary) cue and stimulus source are significant in the expected direction, with no significant interaction between them.
The results therefore indicate that listeners are sensitive to the prosodic conditioning of glottal-stop insertion in Maltese. This is consistent with the main finding of Experiment 2, implying that the observed prosodic effect is not task-specific, but something that underlies speech perception. Apparently, when there is an indication of a prosodic boundary, participants perceived the glottal stop (or accompanying glottalization) as more likely to be a boundary marker than an underlying phoneme, reflecting the fact that speakers tend to insert an epenthetic glottal marking as a function of a prosodic boundary. Moreover, the fact that the significant prosodic effect arises in the absence of disambiguating segmental information after critical overlapping onsets is consistent with the view that the prosodic influence comes into effect relatively late in speech processing. The failure to observe the prosodic effect in Experiment 3 is thus attributable to the experimental task, in which the resolution of ambiguity occurred before the influence of prosody became effective.
General discussion
Our purpose in this study was to evaluate how listeners deal with phonetic variation in speech perception, focussing on two issues that have not yet received a great deal of attention: how listeners deal with variation at the onset of words in spoken-word recognition, and how the process might be prosodically conditioned. We identified the double function of the Maltese glottal stop as a phoneme and a glottal marker of prosodic boundaries as an interesting case to investigate these issues. First, we carried out a production experiment to answer two questions: Do epenthetic glottal stops occur frequently enough to pose a problem in spoken word recognition? Are there contextual or acoustic cues that might allow listeners to determine whether a given glottal stop is underlying or epenthetic? The answer to both those questions is yes: the glottal-stop epenthesis is frequent in Maltese, and there is a probabilistic prosodic contextual cue that distinguishes an epenthetic glottal stop from an underlying one. Epenthetic glottal stops are more likely to occur with preboundary lengthening that is consistent with a discernible prosodic boundary roughly corresponding to a minor phrase (roughly corresponding to a minor phrase larger than a phrase-internal word boundary, see Shattuck-Hufnagel & Turk, 1996) between the vowel-initial word carrying the epenthetic glottal stop and its preceding word. However, other possible cues, such as the phonological context (e.g., a V-V hiatus) and the phonetic detail (e.g., the duration and type of glottal gesture) do not appear to be used clearly to distinguish an epenthetic from an underlying glottal stop.
Experiment 2 used a 2AFC task and manipulated the presence of preboundary lengthening between a word that might have an epenthetic glottal stop and its preceding word. In line with the results from the production data, listeners were more likely to assume that the glottal stop was epenthetic if they heard a cue (preboundary lengthening) to a prosodic boundary. Experiment 3 used eye-tracking to evaluate whether that effect arises early during spoken-word recognition, but we found no early effect of prosody. We therefore considered two possibilities to account for the contradictory results between Experiments 2 and 3: the effect of boundary cues might occur at a late stage in processing and thus not have been captured in Experiment 3, or the observed prosodic effect in Experiment 2 might simply be a taskspecific effect of the 2AFC task. Experiment 4 used the stimuli from Experiment 3 in a gating task with the disambiguating segmental information that followed the critical onset masked to observe whether prosody would have an effect later in spoken word recognition. The results of Experiment 4 indeed reveal that prosody has an effect, confirming that the influence of prosody is real but relevant only late in spoken word recognition.
Our results have implications for current theoretical issues in spoken-word recognition, especially with respect to two questions: how spoken words with phonological variants are recognized, and how spoken-word recognition is modulated by the interaction of prosodic and segmental processing. The first question has generally been discussed in terms of processing approaches versus representational approaches, in line with similar discussions in cognitive science, such as the question of whether visual object recognition relies on viewpointdependent or -independent representations (e.g., Tarr & Bülthoff, 1995) . For instance, in line with an account that emphasizes representation, people might store different representations of an object to account for the rather different shapes that the object leaves on the retina depending on the angle of view (e.g., a road bike viewed from the front versus viewed from the side). Processing accounts, on the other hand, argue that the difference between the generically stored shape of an object and a given view is compensated for by processing that takes the viewpoint or orientation into account. Similarly, a phonological variant that arises when a vowel-initial word is produced with an epenthetic glottal stop could be recognized either by storing that phonological variant in the mental lexicon or by having processing mechanisms that filter out the epenthetic glottal stop before lexical access is attempted.
Our results show evidence for both types of processing. The results of Experiment 3 show that vowel-initial words are recognized relatively quickly, independent of prosodic boundary conditions. The acoustic mismatch between the surface form (i.e., a glottal stop-initial form) and the purported underlying form (i.e., a vowel-initial form) did not severely rule out the vowel-initial word as a lexical hypothesis, and listeners indeed perceived it as intended. Moreover, the recognition of the vowel-initial words with an epenthetic glottal stop took place despite the production data obtained in Experiment 1, which suggested that participants made no clear distinction in the phonetic detail of the glottal gesture used epenthetically to mark a vowel-initial word or as an underlying glottal stop. The results from both the production and perception experiments together support the view that a lexical representation of vowel-initial words includes a phonological variant with a glottal stop, so that the vowel-initial word can remain activated even if the variant is acoustically consistent with a competitor that has an underlying glottal stop.
A similar conclusion was reached by Mitterer and Reinisch (2015) for German. They found that German listeners are slower to recognize vowel-initial words when there is no glottal marking of the word onset. More important, this slow-down was similar to the slow-down that /h/initial words suffered when they were produced without the initial /h/. Mitterer and Reinisch (2015) suggested that just as /h/, supposedly as a phoneme, needs to be represented lexically for a /h/-initial word, so does the glottal stop that occurs in vowel-initial words need to be represented lexically in German. Interestingly, Mitterer and Reinisch (2015) also compared the effect of deleting a glottal stop in German to that of deleting an underlying glottal stop in Maltese and reported that deleting a glottal stop in both languages led to similar reduction costs, which is again consistent with the view that vowel-initial words in German are represented with a glottal stop in the lexicon. Those results make us wonder whether spoken-word recognition by Maltese listeners would also be hindered by the absence of a glottal stop for vowel-initial words. Although that is an empirical question to be explored further by another study, comparing the production data between Maltese and German could inform it. As noted in Mitterer and Reinisch (2015) , a corpus of spontaneous speech in German indicates that about 90% of vowel-initial content words in German are produced with a glottal stop, comparable to the frequency of occurrence of glottal stops in underlying glottal stop-initial words in Maltese (about 97%), especially considering that the Maltese data come from a production task, whereas the German data are from a spontaneous speech corpus. Furthermore, only about 48% of vowel-initial words in Maltese show a glottal stop epenthesis, which strongly differentiates them from German vowel-initial words. The fact that German vowel-initial words are therefore more similar to Maltese glottal stop-initial words than to Maltese vowelinitial words suggests, as argued by Mitterer and Reinisch, that German uses the glottal stop as a phoneme, even though its distribution is position-specific. Thus, it appears that the phonological status of the glottal stop in German differs from that of a glottal stop used as a glottal marker of a vowel-initial word in Maltese. It is therefore reasonable to assume that deleting the glottal stop in vowel-initial words in Maltese might not pose reduction costs similar to those found in German.
As indicated by that discussion, the evidence supports the important role of storing pronunciation variants in the mental lexicon in recognizing vowel-initial words despite epenthetic glottal stops in Maltese. The results of the present study (especially those from Experiments 2 and 4) also inform the second question: how spoken word recognition might be influenced by an interaction between prosody and segmental processing. We found that listeners perceived a glottal stop (with the same acoustic input) as more likely to be a glottal marker of a vowel-initial word in the presence of a prosodic boundary cue (in the form of preboundary lengthening) than in its absence. Thus, in spoken-word recognition, listeners compute the prosodic structure (prosodic processing), possibly in parallel with segmental processing, and use the prosodic information in determining whether segmental information is driven lexically or post-lexically (prosodic-structurally). This possibility is indeed consistent with the view that segmental and prosodic processing of the speech signal are not independent and that speech perception is modulated by a computation of prosodic structure (Cho et al., 2007; Kim et al., 2018; Mitterer et al., 2016) . Cho et al. (2007) suggested that listeners analyse available prosodic and segmental cues to compute the prosodic structure of the current utterance using the so-called Prosody Analyzer. They suggested that the detected prosodic boundaries inform the lexical competition process, so that although segmental processing determines the phonetic content of the current input (matching with the lexical hypothesis), the prosodic analysis indicates where words are likely to begin and end. Building on that idea, Kim et al. (2018) used an eye-tracking study to further demonstrate that a phonological variant that occurs due to a prosodically conditioned phonological process in Korean is recognized by listeners in reference to the prosodic structure being computed. They also provided some evidence that the resolution of potential ambiguity created by a phonological process comes relatively late in speech processing. Our results in this study are consistent with Kim et al.'s finding, implying that although the segmental and prosodic analyses may take place in parallel, their effects do not seem to come into play simultaneously: the segmental analysis activates all possible lexical hypotheses, and its activation is further modulated by the prosodic analysis at a relatively late stage in spoken-word recognition. This view is also in line with models that assume a relatively strong division in the relevant brain structures that process the segmental and prosodic aspects of speech (Giraud & Poeppel, 2012) . Furthermore, this late effect of analysing the prosodic structure (as a higher-order linguistic structure) implies that lexical access takes place at multiple stages, comparable to the influence of syntactic information, which also comes into effect relatively late in spoken-word recognition (Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979) . A similar late effect of context has recently been reported by Viebahn and Luce (2018) , who found that non-canonical forms such as winner for winter are recognized better when presented in a casual-speech context. However, this effect arose only with slow reaction times, hence indicating that speech style influenced the lexical processing relatively late.
Interestingly, though, there is evidence that prosodic information can influence the lexical level relatively quickly. Salverda, Dahan, and McQueen (2003) showed that listeners are more likely to assume that the syllable ham embedded in a longer word hamster is the word ham (rather than the first syllable of the longer word) when the syllable is relatively long. This finding was evident in early fixations in an eyetracking task, hence convincingly showing an early effect. This effect mirrors the fact that the syllable ham will receive word-final lengthening in ham but not in hamster, in accordance with temporal modification due to prosodic structure. While this effect could be explained by assuming that listeners recognize words better in their typical duration (following the idea that word-specific phonetic detail is stored in the mental lexicon, see Pierrehumbert, 2002) , Shatzman and McQueen (2006) showed that this occurs even for newly learned words. This indicated that this effect is driven by prosodic analysis and not by listener's experience with how the actual phonetic realization of a given item may be influenced by prosodic structure in the language, because listeners had never heard this newly learned words in various prosodic contexts.
To summarize, our results show that both the storage of multiple variants in the mental lexicon and the processing of segmental and prosodic information contribute to spoken-word recognition, as evidenced by the recognition of glottal-stop-bearing variants of vowel-initial words in Maltese. The present study provides a theoretically interesting case in Maltese, a language that uses the glottal stop as both a phoneme and a glottal marker of vowel-initial words. This creates ambiguities that pose a possible problem in spoken-word recognition. Most crucially, our results imply that prosodic analysis comes into effect at a late stage in speech processing, modulating lexical competition in spoken-word recognition. We thus propose that theories of spokenword recognition be refined to account for interactions between segmental and prosodic analyses and capture the role of interplay among phonetics, phonology, and prosody in speech perception.
Appendix A. Test words with the location of gates used in Experiments 3 and 4
See Table A1 . A1 . Two examples of phrases in which there is a full glottal stop identified by the forced-alignment mechanism. Each panel shows the waveform (top row) and the spectrogram with an overlaid pitch curve (middle row) plus two transcriptions, an orthographic and a phonetic one using SAMPA. There is a clear (near-)silence at the word boundary, one triggered by the glottal stop-initial word qabru (Engl., 'tomb', Panel A) and one by a vowel-initial word adult (Engl., 'adult', Panel B).
Fig. A2
. Two examples of phrases in which there is a glottalization that is visible as a break in the pitch contour, but the forced-alignment did not find a full glottal stop. Duration has been estimated by raters (see main text). Each panel shows the waveform (top row) and the spectrogram with overlaid pitch curve (middle row) plus two transcriptions, an orthographic and a phonetic one using SAMPA. The pitch estimation algorithm fails to find a continuous pitch track at the word boundary, both for the glottal-stop initial word qassata (name of a typical Maltese pastry) in panel A and the vowel-initial word Alla (Engl., 'God' in Panel B. Note that the word Alla is not tied to a given religion and is used in Catholic services and hence relatively uncontentious).
Fig. A3
. Two examples of phrases with a sudden dip in the pitch curve, which was taken as evidence of glottalization despite a continuous f0 curve. Each panel shows the waveform (top row) and the spectrogram with overlaid pitch curve (middle row) plus two transcriptions, an orthographic and a phonetic one using SAMPA. The glottalization is visible in the sudden lowering of the pitch contour at the word boundary, which often goes hand in hand with a lowered amplitude (here visible in Panel A). As in the earlier figures, panel A provides an example from a glottal stop-initial word, aamħ (Engl., 'grain') and Panel B an example from a vowel-initial word, here awtur (Engl., 'author'). The duration of the glottalization has been estimated by raters (see main text).
Fig. A4
. Two examples of phrases with a sudden dip in the amplitude at the word boundary, which was taken as evidence of glottalization despite a continuous f0 curve. Each panel shows the waveform (top row) and the spectrogram with overlaid pitch curve (middle row) plus two transcriptions, an orthographic and a phonetic one using SAMPA. The glottalization is not visible in the pitch contour, which is relatively smooth. Instead, there is a sudden drop in the amplitude at the word boundary, which already had been reported as a means that some speakers use for glottalization. Interestingly, these examples are from the same speaker, and only two speakers from the eleven in the sample ever produced such a pattern. As in the previous figures, the example in panel A stems from a glottal stop-initial words, qawwies (Engl., 'archer') while the example in Panel B stems from the vowel-initial word arja (Engl., 'air').
Fig. A5
. Two examples of phrases in which the vowel-initial word is produced without any form of glottalization. Each panel shows the waveform (top row) and the spectrogram with overlaid pitch curve (middle row) plus two transcriptions, an orthographic and a phonetic one using SAMPA. There is no discontinuity of either the amplitude or the pitch at the word boundary before the vowel initial words aspett (Engl., 'aspect', Panel A) and awtur (Engl., 'author', Panel B). Panel A additionally shows the following word u, Enl. 'and' to document that even such an unaccented function word can sometime trigger glottal-stop epenthesis.
