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PARTITIONS OF EQUIANGULAR TIGHT FRAMES
JAMES ROSADO, HIEU D. NGUYEN, AND LEI CAO
Abstract. We present a new efficient algorithm to construct partitions of
a special class of equiangular tight frames (ETFs) that satisfy the operator
norm bound established by a theorem of Marcus, Spielman, and Srivastava
(MSS), which they proved as a corollary yields a positive solution to the
Kadison-Singer problem. In particular, we prove that certain diagonal par-
titions of complex ETFs generated by recursive skew-symmetric conference
matrices yield a refinement of the MSS bound. Moreover, we prove that all
partitions of ETFs whose largest subset has cardinality three or less also satisfy
the MSS bound.
1. Introduction
The concept of frames is relatively new and has its origins in harmonic and
functional analysis, operator theory, linear algebra, and matrix theory. Frames can
be thought as a relaxation of a vector space basis. Unlike a basis, a frame consists
of vectors that are not necessarily linearly independent; however, they still span
the entire vector space. Frames were born as a result of the limited capabilities of
bases being utilized in signal processing and sampling theory. In particular, frames
allow for redundancy, meaning a set of frame vectors may contain multiple copies
of the same vector, and/or some of the vectors are linear combinations of other
frame vectors. This property is useful in the fields of communications and signal
processing where signals suffer from erasures or noise; redundant frame vectors can
then be used to reconstruct the original signal [7].
One class of important frames are Grassmannian frames, i.e., those with low
coherence where the maximum correlation between its vectors is minimized. They
have connections to packings in Grassmannian spaces, spherical codes, and strongly
regular graphs. Equiangular tight frames (ETFs) are Grassmanian frames which
meet the Welch bound and represent maximal packings of lines in real or complex
space.
In this article we present a linear-time algorithm to construct partitions of a
special class of complex ETFs and prove that the subset norms of these partitions,
i.e., the norms of the sum of outer products of all the frame vectors in each sub-
set, meet the operator norm bound specified by a theorem of Marcus, Spielman,
and Srivastava (MSS) [8]. Finding algorithms to partition frames in general was
described as an open problem in [8]. We believe that our algorithm is the first of
its kind for any known class of frames and in particular for ETFs generated from
skew-symmetric conference matrices. Such algorithms are useful because not every
partition satisfies the MSS theorem; a counterexample is given after Theorem 1.1.
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On the other hand, we also prove that partitions of ETFs whose subsets all have
cardinality less than four must satisfy the MSS bound.
The proof of our algorithm relies on constructing special partitions that we call
diagonal partitions since their subsets correspond to sub-block matrices along the
diagonal of the Gram matrix associated to each EFT. Fortunately, these Gram
matrices, when constructed from skew-symmetric conference matrices, have spectra
that can be computed exactly. As a result, we obtain a bound on the subset norms
of these diagonal partitions and show that it is sharper than the bound described
by the following theorem [8, Corollary 1.5], which we call the MSS theorem.
Theorem 1.1 (Marcus-Spielman-Srivastava [8]). Let r be a positive integer and
V =
{v1, . . . , vn} be a set of vectors in Cm satisfying
n∑
j=1
vj ⊗ vj = I, (1.1)
where ‖vj‖2 ≤ δ for all j. Then there exists a partition P = {S1, . . . ,Sr} of
[n] = {1, . . . , n} such that the subset norms satisfy∥∥∥∥∥∥
∑
j∈Sk
vj ⊗ vj
∥∥∥∥∥∥ ≤
(
1√
r
+
√
δ
)2
(1.2)
for all k ∈ {1, . . . , r}.
Any partition that satisfies the bound in Theorem 1.1 will be called a MSS
partition. Numerical experiments show that partitions of ETFs with small subset
cardinalities are MSS partitions. On the other hand not all partitions are MSS
partitions; numerical calculations reveal that given an ETF with 32 vectors, a
partition where one subset has cardinality 16 and all other subsets have cardinality
1 is not necessarily a MSS partition. An example of such an invalid partition is
one that contains the subset S = {2, 5, 7, 8, 9, 10, 11, 13, 14, 16, 17, 19, 21, 25, 27, 31},
where the values in this subset correspond to the indices of the vectors in the frame
V = F = {fj}32j=1 as constructed in Section 2. If we compute the subset norm of S,
then we find that its value is greater than the MSS bound for r = 17.
Our main result is the following theorem, which states that partitions of a certain
form, called diagonal partions, are in fact MSS partitions and provides a bound on
their subset norms that is sharper than (1.2) with δ = 1/2.
Theorem 1.2. Let F = {fj}2kj=1 be an ETF constructed from R = I + iαC as
described in Corollary 2.7, where α = 1/
√
2k − 1 and C is a skew-symmetric con-
ference matrix defined recursively by (3.2). Fix r to be a positive integer. Then
for all diagonal partitions P = {S1, . . . ,Sr} of the index set I = {1, . . . , 2k} with
|Sh| ≤ 2k−blog2 rc for all h ∈ {1, . . . , r}, the subset norms satisfy∥∥∥∥∥∥
∑
j∈Sh
fj ⊗ fj
∥∥∥∥∥∥ ≤ 12 + 1√2r (1.3)
for all h ∈ {1, . . . , r}.
The rest of the paper is organized as follows. In Section 2 we formally state
definitions and theorems that are employed in our analysis. In Section 3 we derive
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the norm formulas for a particular Gram matrix called the R matrix. In Sections 4
and 5 we relate norms formed from subsets of our frame to the norms of sub-blocks
of the R matrix. In Section 6 we prove Theorem 1.2 our algorithm and describe
our algorithm for constructing diagonal partitions. Lastly, in Section 7 we prove
that all partitions whose subsets have cardinalities less than four are automatically
MSS partitions for any ETF.
2. Preliminaries
This section is organized as follows: first we shall describe the lexicon that is
utilized in our proofs and analysis. Then in the second subsection we define frames
and describe an important class called Grassmannian frames. The third and last
subsection is dedicated to describing the construction of equiangular tight frames.
2.1. Notation. Throughout this article matrices will be denoted by bold capital
letters, e.g., M ∈ Rn×n denotes an n × n matrix. Vectors are denoted with lower
case letters, e.g., x ∈ Cn denotes an n-dimensional complex vector. The standard
notation for transpose and conjugation will be utilized on matrices and vectors, e.g.,
M, MT , and M∗ indicate the conjugation, transpose, and conjugate transpose of
M, respectively.
A set will be denoted with a calligraphic capital letter, e.g., S = {1, 2, 3}, and
|S| refers to its cardinality. Given a set of vectors V = {vk}nk=1, we define VS =
{vk ∈ V : k ∈ S}. For example, if S = {1, 2, 3}, then VS = {v1, v2, v3}. A partition
of S will be denoted by P = {S1,S2, . . .Sk}.
Next, we define the Euclidean norm of a vector x ∈ Cn by
‖x‖ = √x∗x. (2.1)
The induced matrix (or operator) norm of a matrix M ∈ Cm×n is defined by
‖M‖ = max
‖x‖=1
‖Mx‖ (2.2)
for x ∈ Cn. Recall that when M is a Hermitian positive semidefinite matrix, then
‖M‖ is given by the largest eigenvalue of M. Given two column vectors x, y ∈ Cn,
the inner product of x and y is defined to be
〈x, y〉 = x∗y
and the tensor (or outer) product is defined to be
x⊗ y = xy∗. (2.3)
Observe that xy∗ ∈ Cn×n.
Definition 2.1 (Subset Norm). Let F = {f1, . . . , fn} be a set of vectors and S a
subset of [n] = {1, . . . n}. We define the subset outer product of S to be matrix
FS =
∑
j∈S
fj ⊗ fj
and the subset norm of S to be the induced matrix norm ‖FS‖.
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2.2. Frames. In this section we shall discuss important definitions involving gen-
eral frames as described in [1, 2, 3, 6].
Definition 2.2. A frame for a Hilbert space H is a sequence of vectors F = {fj} ⊂
H for which there exists constants 0 < A ≤ B < ∞ such that for every vector
x ∈ H,
A‖x‖2 ≤
∑
j
|〈x, fj〉|2 ≤ B‖x‖2. (2.4)
In this paper we shall assume our Hilbert space to be Rn or Cn. Moreover, we
shall only be considering finite frames, and as a result of Definition 2.2 the frame
vectors span the Hilbert space, i.e.,
span F = Rn or Cn. (2.5)
Next, we define the maximal frame correlation of a frame as described in [9].
Definition 2.3. For a given unit norm frame F = {fj}nj=1 in Hm we define the
maximal frame correlation M(F) by
M(F) = max
j,k,k 6=j
{|〈fj , fk〉|}. (2.6)
We now give the formal definition of Grassmannian frames [9].
Definition 2.4. A sequence of vectors {uj}nj=1 in Hm is called Grassmannian if it
is the solution to
min{M(F)}, (2.7)
where the minimum is taken over all unit norm frames F in Hm.
Strohmer and Heath [9] proved the following lower bound for M(F) and also
proved that this bound is achieved for equiangular tight frames (ETFs), i.e, F =
{fj}nj=1 where
|〈fj , fl〉|2 = c for all j, l with j 6= l
for some constant c ≥ 0.
Theorem 2.5 ([9]). Let {fk}nk=1 be a frame for Hm. Then
M({fk}nk=1) ≥
√
n−m
m(n− 1) (2.8)
and equality holds if and only if {fk}nk=1 is an equiangular tight frame (ETF) with
|〈fj , fl〉|2 = n−m
m(n− 1)
for all 1 ≤ j, l ≤ n with j 6= l. Furthermore, equality can only hold in (2.8) if
n ≤ m(m+ 1)/2 when H = R and n ≤ m2 when H = C.
Inequality (2.8) is known as the Welch bound. Thus, ETFs are exactly those
Grassmannian frames which meet the Welch bound (also called optimal Grassman-
nian frames in the context of [9] if all the frame vectors have unit norm).
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2.3. Construction of Equiangular Tight Frames. Strohmer and Heath [9] give
the following construction of ETFs.
Corollary 2.6 ([9]). Let m,n ∈ N with n ≥ m. Assume R is a Hermitian n × n
matrix in H with entries Rk,k = 1 and
Rk,l =
 ±
√
n−m
m(n−1) if H = R,
±i
√
n−m
m(n−1) if H = C,
(2.9)
for k, l = 1, . . . , n with k 6= l. If the eigenvalues λ1, . . . , λn of R are such that
λ1 = . . . = λm =
n
m and λm+1 = . . . = λn = 0, then there exists a frame {fk}nk=1
in Hm that achieves the Welch bound (2.8), i.e., F = {fk}nk=1 is a unit-norm ETF.
To construct unit-norm ETFs from (2.9), Strohmer and Heath consider the spec-
tral decomposition of R:
R = WΛW∗,
where Λ is the diagonal matrix consisting of eigenvalues of R and the columns of
W are the eigenvectors of R. Then the first m values on the diagonal of Λ consist
of 2’s and the remaining n−m consist of 0’s. Next, we define
fj =
√
n
m
{Wj,l}ml=1. (2.10)
In other words, fj consists of the first m entries of the jth-row of W. Since
〈fj , fl〉 = Rl,j , this shows that F = {fj}nj=1 is a unit-norm ETF.
However, unit-norm ETFs do not meet the assumptions of the MSS theorem.
The following result,
F :=
n∑
j=1
fj ⊗ fj =
2k∑
j=1
(√
n
m
{Wj,l}ml=1
)(√
n
m
{Wj,l}ml=1
)∗
=
n
m
Im,
shows that the frame vectors of F should not be scaled by a factor of √n/m in
(2.10) if the condition F = Im is to hold, where Im is the m ×m identity matrix.
We summarize this in the following corollary.
Corollary 2.7. Let R be defined as in Corollary 2.6. Then the set of vectors
F = {fl}nl=1, where
fj = {Wj,l}ml=1 ∈ Hm (2.11)
for j ∈ {1, . . . , n} and l ∈ {1, . . . ,m}, is an ETF that satisfies the hypothesis of the
MSS theorem, namely, F = Im.
As a result of this corollary, we have
f∗j fl =
m
n
Rj,l =

m
n j = l;
±cmn
√
n−m
m(n−1) j 6= l,
(2.12)
where c = 1 if H = R and c = i if H = C.
Next, we review Strohmer and Heath’s construction of R via conference matrices
by assuming that it takes the form
R = I + iαC, (2.13)
where α is a constant and C is conference matrix, defined by Geothals and Seidel
[4] as follows.
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Definition 2.8. A matrix C of order n with diagonal elements 0 and off diagonal
elements ±1 satisfying
CCT = (n− 1)I (2.14)
is said to be a conference matrix.
3. Spectrum of the R-matrix
In this section we shall find the spectrum and the norm of the R-matrix, but
first we need to find the spectrum and the norm of conference matrices.
Proposition 3.1. The norm of a conference matrix C of order n is given by
‖C‖ = √n− 1. (3.1)
Proof. This follows easily from (2.14):
‖C‖ = max
‖x‖=1
‖Cx‖ = max
‖x‖=1
√
‖Cx‖2 = max
‖x‖=1
√
xTCTCx =
√
n− 1.

Next we shall determine the spectrum of our conference matrices in the case
where C is skew-symmetric, i.e., C = −CT . One recursive method of constructing
such matrices of order n = 2k is described in [9] as follows. We begin with
C(1) =
[
0 −1
1 0
]
and define C(k) recursively by
C(k) =
[
C(k − 1) C(k − 1)− I2k−1
C(k − 1) + I2k−1 −C(k − 1)
]
. (3.2)
It is straightforward to prove by induction that C(k) is in fact a skew-symmetric
conference matrix.
Conference matrices are special cases of Seidel matrices where their entries come
from {0,±1}. Greaves [5] proves the following theorem regarding the characteristic
polynomial of Seidel matrices.
Theorem 3.2 ([5]). Let S be a Seidel matrix and χS(x) be its characteristic poly-
nomial. Then
χS(x) = (x
2 + 4t+ 3)2t+2 ⇔ (4t+ 3)I + S2 = 0, (3.3)
where 0 is a matrix of zeros.
With this theorem at hand, we have the following result, which we provide a
proof for completeness since we were unable to a find proof of it in the literature.
Proposition 3.3. The spectrum σ(C) of a skew-symmetric conference matrix C
of order n, where n is an even positive integer, is given by
σ(C) = {λ1, λ2} = {±i
√
n− 1}
and each spectral value has multiplicity n/2.
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Proof. It follows from skew-symmetry that
(n− 1)I + C2 = (n− 1)I−CCT = (n− 1)I− (n− 1)I = 0.
It follows from Theorem 3.2 that the characteristic polynomial of C is given by
(3.3) with 4t+ 3 = n− 1 and 2t+ 2 = n/2, or equivalently,
(x2 + n− 1)n/2 = 0.
The solution set to this equation is {±i√n− 1} and each solution has multiplicity
n/2. Thus,
σ(C) = {λ1, λ2} = {±i
√
n− 1}
and each spectral value has multiplicity n/2. 
Proposition 3.3 now allows us to compute the spectrum of R.
Proposition 3.4. The spectrum of the matrix R = I + iαC, where C is a skew
symmetric conference matrix of even order n and α is a real constant, is given by
σ(R) = {1± α√n− 1}, (3.4)
where each spectral value has multiplicity n/2.
Proof. To find the spectrum of R = I + iαC we shall solve the following character-
istic equation:
det(R− λI) = det(iαC− (λ− 1)I) = 0.
But observe that if we make the substitution γ = λ − 1, then our characteristic
equation becomes
det(iαC− γI) = 0.
which is the characteristic equation for iαC. It follows from Proposition 3.3 that
σ(iαC) = iα · σ(C) = {±α√n− 1}.
Hence, σ(R) = {1± α√n− 1}. 
Knowing the spectrum of R allows us to immediately obtain the norm R.
Proposition 3.5. The norm of the matrix R = I + iαC, where C is a n× n skew
symmetric conference matrix of order n = 2k and α is a real constant, is given by
‖R‖ = 1 + |α|√n− 1.
Lastly, observe that if we set
α =
√
n−m
m(n− 1) , (3.5)
then it follows from Proposition 3.4 that R = I + iαC, where C is defined by (3.2)
with n = 2m, satisfies Corollary 2.6. Thus, Corollary 2.7 yields an ETF F over Cm
that satisfies the hypothesis of the MSS theorem.
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4. Analysis of R-Matrix Sub-Blocks
In this section we shall examine the sub-blocks of the R-matrix that are along
its main diagonal. We assume that R(k) = I + iαC(k) where C(k) is a recursively
defined skew-symmetric conference matrix of order 2k defined by (3.2). Then R(k)
can be expressed in block form
R(k) =
[
I + iαC(k − 1) ?
? I− iαC(k − 1)
]
=
[
R(k − 1) ?
? R(k − 1)
]
. (4.1)
Notice that we can apply this recursion again to get
R(k) =

R2,1(k) ? ? ?
? R2,2(k) ? ?
? ? R2,3(k) ?
? ? ? R2,4(k)
 ,
where R2,q(k) = R(k−2) for q = 1, 4 and R2,q(k) = R(k−2) for q = 2, 3. We shall
refer to the sub-blocks R2,q(k) as recursive diagonal sub-blocks of R(k) at depth 2.
This generalizes to the following result for sub-blocks Rd,q(k) at depth d.
Proposition 4.1. At depth d ∈ {1, . . . , k} , we have
Rd,q(k) = R(k − d) or Rd,q(k) = R(k − d). (4.2)
for q = 1, . . . , 2d.
Proof. We shall prove (4.2) by induction.
Base case: If d = 1, then it is clear from (4.1) that R1,q(k) = R(k−1) or R1,q(k) =
R(k − 1).
Inductive step: Let b ∈ {1, . . . , k − 1} be given and suppose (4.2) is true for d = b
so that
R(k) =

Rb,1(k) ? · · ·
? Rb,2(k) · · ·
...
...
. . .
 ,
where Rb,q = R(k − b) or Rb,q = R(k − b) for q = 1, . . . , 2b. But each sub-block
Rb,q can be partitioned into smaller sub-blocks of the form
Rb,q(k) =
[
Rb+1,q′(k) ?
? Rb+1,q′′(k)
]
. (4.3)
Thus we have R(k) =
Rb+1,1(k) ? ? ? · · ·
? Rb+1,2(k) ? ? · · ·
? ? Rb+1,3(k) ? · · ·
? ? ? Rb+1,4(k) · · ·
...
...
...
...
. . .

,
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where there are twice as many diagonal sub-blocks compared to depth b. Moreover,
Rb+1,q(k) = R(k − (b+ 1)) or Rb+1,q(k) = R(k − (b+ 1));
This completes the proof. 
The following lemma gives the norm of our sub-blocks Rd,q, which follows im-
mediately from Proposition 3.5.
Lemma 4.2. Let R(k) = I + iαC(k) where C(k) is a recursively defined skew-
symmetric conference matrix of order 2k and α = 1/
√
2k − 1. Then the norm of
each recursive diagonal sub-block Rd,q(k) at depth d is
‖Rd,q(k)‖ = 1 + α
√
2k−d − 1. (4.4)
It remains to characterize the positions of the entries of R(k) that appear in the
recursive sub-blocks Rd,q(k). This is given by the following lemma, which follows
easily from the recursive definition of our sub-blocks.
Lemma 4.3. Let R(k) = I + iαC(k) where C(k) is a skew-symmetric conference
matrix of order 2k defined by (3.2). Then the entries of the q-th diagonal sub-
block Rd,q(k) at recursive depth d are given by (Rd,q(k))g,h = f
∗
hfg, where (g, h) ∈
Sd,q × Sd,q and Sd,q is defined by
Sd,q = {(q − 1) · 2k−d + 1, . . . , q · 2k−d}, (4.5)
for q ∈ {1, . . . , 2d} and d ∈ {0, . . . , k − 1}.
5. Subsets of [2k]
Let F = {fj}nj=1 be an ETF derived from Corollary 2.7 and let I = [n] =
{1, . . . , n} be the index set for F . Suppose S = {jr}qr=1 ⊂ I is a q-element subset
of I and FS = {fjr}qr=1 a linearly independent set of frame vectors. As before, we
define
FS =
∑
i∈S
fi ⊗ fi =
q∑
r=1
fjrf
∗
jr .
To find the norm ‖FS‖, we shall solve the eigenvalue problem
FSv = λv, (5.1)
where v ∈ Cm. Assume λ 6= 0. Then since FSv ∈ span(FS) and FS is a linearly
independent set, we may assume that the v ∈ span(FS), i.e.,
v =
q∑
r=1
cjrfjr
for some set of coefficients {c1, . . . , cq}. Equation (5.1) becomes(
q∑
r=1
fjrf
∗
jr
)(
q∑
r=1
cjrfjr
)
= λ
q∑
r=1
cjrfjr
⇒
q∑
r=1
(
q∑
h=1
cjhf
∗
jrfjh
)
fjr = λ
q∑
r=1
cjrfjr .
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Then equating coefficients yields q equations in q unknowns c1, . . . , cq:
q∑
h=1
cjhf
∗
jrfjh = λcjr , r = 1, . . . , q,
which we express in matrix form:
f∗j1fj1 f
∗
j1
fj2 f
∗
j1
fj3 · · · f∗j1fjq
f∗j2fj1 f
∗
j2
fj2 f
∗
j2
fj3 · · · f∗j2fjq
f∗j3fj1 f
∗
j3
fj2 f
∗
j3
fj3 · · · f∗j3fjq
...
...
...
. . .
...
f∗jqfj1 f
∗
jq
fj2 f
∗
jq
fj3 · · · f∗jqfjq


cj1
cj2
cj3
...
cjq

= λ

cj1
cj2
cj3
...
cjq

. (5.2)
Notice that if we view FS as a matrix whose columns are its frame vectors, then
the matrix on the left hand side of (5.2) is the Gram matrix F∗SFS whose entries
are defined by (2.12). In fact, this Gram matrix is a principal sub-matrix of R.
Let us denote by RS the principal sub-matrix of R whose row and column indices
come from S and denote by cS the column vector whose entries are the coefficients
{cjr}qr=1. Then mn RS = F∗SFS and equation (5.2) becomes
m
n
RScS = λcS . (5.3)
Since the eigenvalue problems (5.1) and (5.3) are equivalent for all nonzero λ, it
follows that σ(FS) = σ(RS) ∪ {0}. This proves the following lemma.
Lemma 5.1. Let F = {fj}2kj=1 be an ETF defined by Corollary 2.7 and S ⊂ I
an arbitrary subset with FS a linearly independent set of frame vectors. Then
σ(FS) = σ(RS) ∪ {0} and thus
‖FS‖ = m
n
‖RS‖,
where the entries of RS correspond to the entries (g, h) ∈ S × S of R.
Now that we know how the subset norm of FS relates to the norm of the corre-
sponding sub-block RS of R, let us next consider frames F defined by R = I+iαC,
where C is a n × n skew symmetric conference matrix of order n = 2m = 2k and
α = 1/
√
2k − 1. Moreover, we restrict our attention to subsets that correspond to
diagonal sub-blocks of R. In particular, we have the following result.
Lemma 5.2. Suppose Sd,q ⊂ I, where Sd,q is defined by (4.5). Then
‖FSd,q‖ =
1
2
‖Rd,q(k)‖. (5.4)
Proof. From Proposition 3.4, we have that
σ(Rd,q(k)) =
{
1±
√
2k−d − 1√
2k − 1
}
.
In particular, all eigenvalues of Rd,q(k) are nonzero for d ≥ 1, which implies that
Rd,q(k) has full rank. It follows that FS (viewed as matrix of column vectors) also
has full rank since 12Rd,q(k) = F∗Sd,qFSd,q . Thus, FS is a linearly independent set
and (5.4) now follows from Lemma 5.1. 
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The next theorem follows immediately from Lemmas 4.2 and 5.2.
Theorem 5.3. Let F = {fj}2kj=1 be an ETF defined by Corollary 2.7, where R(k) =
I+ iαC(k) with C(k) is a skew-symmetric conference matrix of order n = 2m = 2k
and α = 1/
√
2k − 1. Then the norm of FSd,q =
∑
j∈Sd,q fj ⊗ fj, where Sd,q ⊂ I =
[2k] is a subset corresponding to q-th recursive diagonal sub-block Rd,q(k) at depth
d of R(k), is given by
‖FSd,q‖ =
1
2
+
1
2
√
2k−d − 1√
2k − 1 , (5.5)
where d ∈ {0, . . . , k − 1}.
Notice that if d = 0 in Theorem 5.3, then this corresponds to a subset of size
one, and the norm reduces to exactly 1; this makes sense because S0,q = I in which
case FS = I. On the other hand, if d = k then Sk,q consists of a single element in
which case it is easy to show that FS = 12 for a single frame vector.
6. Diagonal Partitions and the MSS Theorem
The MSS theorem guarantees that any ETF which meets the hypothesis (1.1)
can be partitioned to meet the norm bound (1.2). In this section, we describe
partitions of ETF described by (2.7) that satisfy the MSS theorem. Towards this
end, let
P = {S1, . . . ,Sr}
denote a partition of I = [2k] into disjoint subsets. Thus, I = ⋃rh=1 Sh. If we
assume each subset Sh to be a diagonal sub-block defined by (4.5), i.e.,
P = {Sd1,q1 , . . . ,Sdr,qr},
then we shall call P a diagonal partition. As an example suppose we form a partition
P of a frame F = {fj}16j=1 consisting of 16 vectors into r = 8 subsets as follows:
P = {S3,1,S3,2,S2,2,S3,5,S3,6,S3,7,S4,15,S4,16}
= {{1, 2}, {3, 4}, {5, 6, 7, 8}, {9, 10}, {11, 12}, {13, 14}, {15}, {16}}.
Then P is a diagonal partition because the indices in each subset of P correspond
to entries at the row/column locations of the diagonal sub-blocks of R. Figure 1
shows visually these diagonal sub-blocks. Notice that the cardinality of each subset
is given by |Sdh,qh | = 2k−dh and that each subset consists of consecutive elements.
We are finally ready to prove Theorem 1.2 by showing that certain diagonal
partitions are MSS partitions and that the bound on their subset norms derived
from our proof is sharper than the MSS bound.
Proof of Theorem 1.2. Given a diagonal partition P of I consisting of r subsets,
there must exists at least one subset Smax ∈ P such that
|Sdh,qh | ≤ |Smax|
for all h ∈ {1, . . . , r}. In other words, in P there is one subset that has largest (or
equal) cardinality compared to all other subsets. We focus on this largest subset
because the norm described by (5.5) increases with the cardinality of the subset
Sd,q. It follows that
‖FSdh,qh ‖ ≤ ‖FSmax‖.
Hence, we need only be concerned about bounding the subset norm of |Smax|.
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 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 * * * * * * * * * * * * * * * * 
2 * * * * * * * * * * * * * * * * 
3 * * * * * * * * * * * * * * * * 
4 * * * * * * * * * * * * * * * * 
5 * * * * * * * * * * * * * * * * 
6 * * * * * * * * * * * * * * * * 
7 * * * * * * * * * * * * * * * * 
8 * * * * * * * * * * * * * * * * 
9 * * * * * * * * * * * * * * * * 
10 * * * * * * * * * * * * * * * * 
11 * * * * * * * * * * * * * * * * 
12 * * * * * * * * * * * * * * * * 
13 * * * * * * * * * * * * * * * * 
14 * * * * * * * * * * * * * * * * 
15 * * * * * * * * * * * * * * * * 
16 * * * * * * * * * * * * * * * * 
!
Figure 1. Diagonal Partition P of F = {fj}16j=1
Next, observe that |Smax| = 2k−dmin , where dmin = min{d1, . . . , dr}. It follows
that
‖FSmax‖ =
1
2
+
1
2
√
2k−dmin − 1√
2k − 1 . (6.1)
Moreover, we have
2dmin ≤ r ≤ 2dmin+1. (6.2)
We now manipulate the right hand side of (6.1) to obtain
1
2
+
1
2
√
2k−dmin − 1√
2k − 1 =
1
2
+
1
2
√
2k−dmin − 1√
2dmin
√
2k−dmin − 2−dmin
≤ 1
2
+
1√
2dmin+2
(6.3)
It follows from (6.2) that
1√
2dmin+2
≤ 1√
2r
. (6.4)
Then combining (6.1), (6.3), and (6.4) yields
‖FSdh,qh‖ ≤
1
2
+
1√
2r
as desired. 
Since the inequalities
‖FSmax‖ ≤
1
2
+
1√
2r
≤
(
1√
r
+
1√
2
)2
hold, it follows that any diagonal partition described in Theorem 1.2 is an MSS par-
tition with δ = 1/2, but with a sharper bound. Table 1 compares the two bounds
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for various values of r.
r Thm. 1.2 MSS Thm.
1
2
+ 1√
2
√
r
(
1√
r
+ 1√
2
)2
1 1.20711 2.91421
2 1. 2.
3 0.908248 1.64983
4 0.853553 1.45711
5 0.816228 1.33246
6 0.788675 1.24402
7 0.767261 1.17738
8 0.75 1.125
Table 1. Comparison of bounds: Theorem 1.2 vs. MSS Theorem
Next, we shall describe an efficient algorithm to construct a diagonal partition P
as described in Theorem 1.2.
Algorithm 1: Diagonal Partition Algorithm
Result: I = {1, . . . , 2k} is partitioned into P = {Sdi,qi}ri=1.
Given r > 1;
Initialize d = blog2 rc, r′ = 2d;
Initialize P = ∅;
for i = 1 to 2(r − r′) do
Sd+1,i = {(i− 1) · 2k−(d+1) + 1, . . . , i · 2k−(d+1)};
P = P ∪ {Sd+1,i};
end
for i = r − r′ + 1 to r′ do
Sd,i = {(i− 1) · 2k−d + 1, . . . , i · 2k−d};
P = P ∪ {Sd,i};
end
Algorithm 1 begins by initializing r′ to be the closest power of 2 less than r and
P is an empty collection of sets. The first loop will then form 2(r − r′) subsets,
with cardinality 2k−(d+1), of consecutive elements from I and the first subset will
begin with 1. Notice that this first loop will form subsets from the first
2(r − r′) · 2k−(d+1) = (r − 2d) · 2k−d = r · 2k−d − 2k (6.5)
elements of I. Then the subsets are placed in the partition P.
The second loop will form 2r′− r subsets of cardinality 2k−d from the remaining
(2r′ − r) · 2k−d = (2d+1 − r) · 2k−d = 2k+1 − r · 2k−d (6.6)
elements of I. Notice that if we sum (6.5) and (6.6) we obtain 2k, which equals the
total number of elements of I.
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7. Partitions with Small Subsets
In this section we prove more general results regarding partitions of arbitrary
ETFs but whose subsets are restricted to cardinalities of three or less. First, we
consider the case where our partition P is such that its largest subset has cardinality
two. We prove that all such partitions are MSS partitions by exactly computing
their corresponding subset norms.
Lemma 7.1. Let F = {fj}nj=1 be an ETF constructed from the R-matrix in Corol-
lary 2.7. Then the norm ‖FS‖, where S is a two-element subset, is given by
‖FS‖ = m
n
(
1 +
√
n−m
m(n− 1)
)
. (7.1)
Proof. Without loss of generality, let S = {1, 2}. We claim that FS = {f1, f2} is a
linearly independent set. To prove this, we use (2.9) to calculate
det RS = det
 1 ±c√ n−mm(n−1)
∓c¯
√
n−m
m(n−1) 1

= 1 +
n−m
m(n− 1)
where c = 1 if H = R and c = i if H = C. This shows det RS > 0, which implies
RS has full rank. Thus, FS = {f1, f2} is a linearly independent set.
We now compute the norm of
FS = f1 ⊗ f1 + f2 ⊗ f2.
Towards this end, we shall find the spectrum of FS by solving the eigenvalue prob-
lem FSv = λv, where we assume λ 6= 0 and v is a linear combination of f1 and f2
since FSv ∈ span(FS), namely
v = c1f1 + c2f2.
Then
FSv = λv ⇒ (f1 ⊗ f1 + f2 ⊗ f2)(c1f1 + c2f2) = λ(c1f1 + c2f2)
⇒ (f1f∗1 + f2f∗2 )(c1f1 + c2f2) = λ(c1f1 + c2f2)
⇒ c1f1f∗1 f1 + c1f2f∗2 f1 + c2f1f∗1 f2 + c2f2f∗2 f2 = λc1f1 + λc2f2
⇒ f1(β1,1c1 + β1,2c2) + f2(β2,1c1 + β2,2c2) = λc1f1 + λc2f2
where βj,j = f
∗
j fj and βj,k = f
∗
j fk. We can equate the parts of the last equation
above to get
β1,1c1 + β1,2c2 = λc1 (7.2)
β2,1c1 + β2,2c2 = λc2.
Dividing the two above equations and cross-multiplying yields
β1,1c1c2 + β1,2c
2
2 = β2,1c
2
1 + β2,2c1c2. (7.3)
In the case H = C, we have β1,1 = β2,2 and β1,2 = −β2,1 since R is Hermitian.
This simplifies (7.3) to
c22 = −c21.
PARTITIONS OF EQUIANGULAR TIGHT FRAMES 15
Thus,
c2 = ±ic1.
If we substitute c2 into (7.2), solve for λ, and substitute the exact values for β1,1
and β1,2 from (2.12), we obtain two non-zero eigenvalues:
λ = β1,1 ± iβ1,2 = m
n
± m
n
√
n−m
m(n− 1) .
Thus,
‖FS‖ = λmax = m
n
(
1 +
√
n−m
m(n− 1)
)
.
In the case H = R, we have instead β1,2 = β2,1, in which case a similar derivation
shows that the same formula holds for ‖FS‖. 
As a corollary we have the following result.
Theorem 7.2. Let F be an ETF of size n constructed from the matrix R defined
in Corollary 2.6. Suppose P = {S1, . . . ,Sr} is a partition [n], where |Sh| ≤ 2 for
every h ∈ [r]. Then the norm ‖FSh‖ satisfies the inequality
‖FSh‖ ≤ δ +
√
δ
r
(7.4)
for every h ∈ [r] where δ = m/n.
Proof. It is easy to prove that if |Sh| = 1, then ‖FSh‖ = m/n = δ and thus (7.4)
clearly holds. Therefore, we assume |Sh| = 2. Then since r ≤ n, it follows from
Lemma 7.1 that
‖FS‖ = m
n
(
1 +
√
n−m
m(n− 1)
)
≤ m
n
(
1 +
√
1
m
)
=
m
n
+
1√
n
·
√
m
n
≤ δ +
√
δ
r
.

Observe that the norm bound (7.4) is sharper than both the MSS bound and
the bound in Theorem 1.2 where δ = 1/2.
Next we consider subsets of size three and obtain an analogous formula for their
corresponding subset norms.
Lemma 7.3. Let F = {fj}nj=1 be an ETF constructed from the R-matrix in Corol-
lary 2.6. Then the norm ‖FS‖, where S is a three-element subset, is given by
‖FS‖ =

m
n
(
1 + 
√
(n−m)
m(n−1)
)
if H = R;
m
n
(
1 +
√
3(n−m)
m(n−1)
)
if H = C,
(7.5)
where  = 1 or 2 .
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Proof. Again, without loss of generality, let S = {1, 2, 3}. We first show that FS is
a linearly independent set for m ≥ 3. Set α = √(n−m)/(m(n− 1)). Then using
(2.9), we have
det RS = det
 1 ±cα ±cα∓c¯α 1 ±cα
∓c¯α ∓c¯α 1

= 1 + α2 ± c¯α (cα± α2)± c¯α (α2 ± cα)
= 1 + α2 ± α2 ± α2 ± c¯α3 ± c¯α3
where c = 1 if H = R and c = i if H = C, and each entry in the upper-half of the
diagonal of RS can take on any choice of signs (±). It follows that
det RS ≥ 1− α2 − 2α3 > 1− 3
m
≥ 0
for m ≥ 3. Thus, FS is a linearly independent set. To compute
‖FS‖ = ‖f1 ⊗ f1 + f2 ⊗ f2 + f3 ⊗ f3‖,
we again solve the eigenvalue problem FSv = λv, where we assume λ 6= 0 and
v = c1f1 + c2f2 + c3f3
since FSv ∈ span(FS). Then
FSv = f1(β1,1c1 + β1,2c2 + β1,3c3) + f2(β2,1c1 + β2,2c2 + β2,3c3)
+ f3(β3,1c1 + β3,2c2 + β3,3c3),
where βj,j = f
∗
j fj and βj,k = f
∗
j fk. We equate coefficients from FSv = λv to obtain
β1,1c1 + β1,2c2 + β1,3c3 = λc1 (7.6)
β2,1c1 + β2,2c2 + β2,3c3 = λc2
β3,1c1 + β3,2c2 + β3,3c3 = λc3.
We then combine pairs of equations to eliminate λ, which results in
β1,1c1c2 + β1,2c
2
2 + β1,3c3c2 = β2,1c
2
1 + β2,2c2c1 + β2,3c3c1
β2,1c1c3 + β2,2c2c3 + β2,3c
2
3 = β3,1c1c2 + β3,2c
2
2 + β3,3c3c2
β1,1c1c3 + β1,2c2c3 + β1,3c
2
3 = β3,1c
2
1 + β3,2c2c1 + β3,3c3c1
Then using the relations among the coefficient βj,l due to R being a Hermitian
matrix, we find there are three solutions for c1, c2, c3. In the case where H = C,
these solutions take the form
c2 = −β1,3
β2,3
c1, c3 = −β1,2
β2,3
c1,
and
c2 = c1
β1,3β2,3 ∓
√
−β21,2
(
β21,2 + β
2
1,3 + β
2
2,3
)
β21,2 + β
2
1,3
,
c3 =
c1
β1,2
β2,3β
2
1,2 ± β1,3
√
−β21,2
(
β21,2 + β
2
1,3 + β
2
2,3
)
β21,2 + β
2
1,3
.
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We take one of our original equations in (7.6) and isolate λ to get
λ = β1,1, β1,1 ± i
√
β21,2 + β
2
1,3 + β
2
2,3.
Finally, we substitute values for βj,l from formula (2.12) to obtain three non-zero
eigenvalues:
λ =
m
n
,
m
n
(
1±
√
3(n−m)
m(n− 1)
)
.
Thus,
‖FS‖ = λmax = m
n
(
1 +
√
3(n−m)
m(n− 1)
)
.
In the case H = R, we find that the three solutions for c1, c2, c3 are of two types:
Type I :
c1 = 0, c2 = −c3;
c2 = ±c1, c3 = ±c1;
c2 = ∓ c12 , c3 = ∓ c12
(7.7)
or
Type II :
c1 = 0, c2 = c3;
c2 = ±c1, c3 = ∓c1;
c2 = ∓ c12 , c3 = ± c12 .
(7.8)
It follows that there are two distinct non-zero eigenvalues for λ for all possible
choice of signs in the solutions for c1, c2, and c3. Namely, they take the form
λ =
m
n
(
1±
√
n−m
m(n− 1)
)
,
m
n
(
1∓ 2
√
n−m
m(n− 1)
)
,
where the first eigenvalue listed has multiplicity two. Thus,
‖FS‖ = λmax = m
n
(
1 + 
√
(n−m)
m(n− 1)
)
,
where  = 1 or 2. 
Lemma 7.3 leads to a similar result on the norm bound for subsets of size three
as previously obtained for subsets of size two.
Theorem 7.4. Let F be an ETF of size n constructed by the R-matrix in Corollary
2.6. Suppose P = {S1, . . . ,Sr} is a partition of [n] with |Sh| ≤ 3 for every h ∈ [r].
Then the norm ‖FSh‖ satisfies the following inequality
‖FSh‖ ≤
 δ + 
√
δ
r if H = R;
δ +
√
3δ
r if H = C
(7.9)
for every h ∈ [r] where δ = m/n and  = 1 or 2.
Proof. If suffices to prove for cardinality equal to 3 since the inequality is true
for subsets of cardinality less than or equal to 2 from Theorem 7.2. We therefore
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assume |Sh| = 3. Then since r ≤ n, it follows from Lemma 7.3 for the case H = R
that
‖FS‖ = m
n
(
1 + 
√
(n−m)
m(n− 1)
)
≤ m
n
(
1 + 
√
1
m
)
=
m
n
+
√
n
·
√
m
n
≤ δ + 
√
δ
r
A similar derivation holds for the case H = C, which we omit. 
Observe that we have the same implication as we did for a subset of cardinality
two. The norm for a subset of cardinality three will always be sharper than MSS
bound, although not as sharp compared to the subset of size 2. Figure 2 gives a
comparison of all subset norm bounds discussed in this paper.
Figure 2. Comparison of subset norm bounds for δ = 1/2.
Lastly, we note that for equiangular tight frames, numerical calculations show
that subsets of frame vectors having cardinality 4 or higher do not have uniform
subset norms (as Lemma 7.3 has revealed). Therefore, it is difficult to solve the
corresponding system of equations to obtain exact formulas for these subset norms
and prove that they satisfy the MSS bound. This remains an open problem for
subsets of arbitrary size.
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