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Abstract. In this article, we use Exel’s construction to associate a C∗-algebra to every shift space.
We show that it has the C∗-algebra defined in [13] as a quotient, and possesses properties indicating
that it can be thought of as the universal C∗-algebra associated to a shift space. We also consider its
representations, relationship to other C∗-algebras associated to shift spaces, show that it can be viewed
as a generalization of the universal Cuntz-Krieger algebra, discuss uniqueness and a faithful represen-
tation, provide conditions for it being nuclear, for satisfying the UCT, for being simple, and for being
purely infinite, show that the constructed algebras and thus their K-theory, K0 and K1, are conjugacy
invariants of one-sided shift spaces, present formulas for those invariants, and also present a description
of the structure of gauge invariant ideals.
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1. Introduction
When dynamical system consists of a homeomorphism of a topological space, or more
generally when an action of a group of invertible transformations of some space is stud-
ied, there is a standard construction of a crossed product C∗-algebra. Historically this
construction has its origins in foundations of quantum mechanics. The important idea
behind this construction is that it encodes the action and the space within one algebra
thus providing opportunities for their investigation on the same level. It is known that
properties of the topological space can be considered via properties of the algebra of con-
tinuous functions defined on it. The crossed product algebra is constructed by combining
this algebra of functions with the action being encoded using further elements of the
new in general non-commutative algebra. The action is built into multiplication in the
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new algebra via covariance commutation relations between the elements in the algebra
of functions and the elements used to encode the action. The crossed product construc-
tion have considerable applications in quantum mechanics and quantum field theory, and
provide an important source of examples for further development of non-commutative ge-
ometry. A lot of research has been done on interplay between properties of the invertible
dynamical systems and properties of the corresponding crossed product C∗-algebras and
W ∗-algebras.
There are several ways to generalize the construction of the C∗-crossed product to the
non-invertible setting. The one we will focus on in this paper was introduced by Exel
in [16]. This construction relies on a choice of transfer operator. Exel showed that for
a natural choice of transfer operator, the C∗-algebra of a one-sided shift of finite type is
isomorphic a Cuntz-Krieger algebra.
The Cuntz-Krieger algebras was introduced by Cuntz and Krieger in [15]. They can in
a natural way be viewed as universal C∗-algebras associated with shift spaces (also called
subshifts) of finite type. From the point of view of operator algebra these C∗-algebras
were important examples of C∗-algebras with new properties and from the point of view
of topological dynamics these C∗-algebras (or rather, the K-theory of these C∗-algebras)
gave new invariants of shift spaces of finite type.
In [23] Matsumoto tried to generalize this idea by constructing C∗-algebras associated
with every shift space and he studied them in [24, 25, 28–30]. Unfortunately there is a
mistake in [28] which makes many of the results in [24,25,28–30] invalid for the C∗-algebra
constructed in [23], and since this mistake was discovered, there has been some confusion
about the right definition of the C∗-algebra associated to a shift space.
In this paper we will use Exel’s construction to associate a C∗-algebra to every shift
space, and we will show that it has the properties Matsumoto thought his algebra had,
and thus that it satisfies all the results of [23–25, 28–30] and has the C∗-algebra defined
in [13] as a quotient. Thus it seems right to think of this C∗-algebra as the universal
C∗-algebra associated to a shift space.
Matsumoto’s original construction associated a C∗-algebra to every two-sided shift
space, but it seems more natural to work with one-sided shift spaces, so we will do
that in this paper, but since every two-sided shift space comes with a canonical one-sided
shift space (see below), the C∗-algebras we define in this paper can in a natural way also
be seen as C∗-algebras associated to two-sided shift spaces.
2. C∗-algebras of invertible dynamical systems
In this section we review the construction and some properties of a C∗-crossed product
of a C∗-algebra by the action of the discrete group of automorphisms. In particular
the invertible dynamical systems generated by homeomorphisms of topological spaces are
encoded in the crossed product C∗-algebras obtained from the actions of the group of
integers on the C∗-algebra of complex-valued continuous functions.
Let (A,G, α) be a triple consisting of a unital C∗-algebra, discrete group G and an
action α : G → Aut(A) of G on A, meaning a homomorphism from the group G into
the group Aut(A) of automorphisms of the C∗-algebra A. A pair {π, u} consisting of a
representation π of A and a unitary representation u of G on a Hilbert space H is called
a covariant representation of the system (A,G, α) if
usπ(a)u
∗
s = π(αs(a))
C
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for every a ∈ A and s ∈ G. The full crossed product A ⋊α G is defined as the universal
C∗-algebra for the family of covariant representations.
Another more concrete way to define A ⋊α G is to consider the space l1(G,A) of all
A-valued functions x(·) on G with the finite l1-norm ||x|| =
∑
s∈G ||x(s)||A equipped with
the twisted convolution product and the involution
xy(s) =
∑
t∈G
x(t)αt(y(t
−1s)), x∗(s) = αs(x(s
−1)∗)
making l1(G,A) into a Banach ∗-algebra. The algebra A can be identified with the algebra
of functions a˜ : G → A defined as a˜(e) = a ∈ A on the unit element e of G and as zero
elsewhere on G. Moreover, for each s ∈ G a function δs : G → A is defined as zero
everywhere on G except s where δs(s) = 1A the unit element of A. With this notation
a˜ = aδe. It can be shown that the functions δs, s ∈ G are unitary elements of the
Banach ∗-algebra l1(G,A), that is δsδ
∗
s = δ
∗
sδs = 1l1(G,A) = δe; the map s 7→ δs is a group
homomorphism in the sense that δuv = δuδv; and moreover the covariance relation
δsa˜δ
∗
s = αs(a˜)
holds for every a ∈ A and s ∈ G. When the functions x ∈ l1(G,A) are expressed as
x =
∑
s∈G x(s)δs the covariance relation implies that the operations of twisted product
and involution in l1(G,A) are the natural ones.
It can be shown that the Banach ∗-algebra l1(G,A) has sufficiently many representations
(i. e. for any a ∈ l1(G,A) there is a representation π with π(a) 6= 0). Thus one can define
the C∗-envelope C∗(l1(G,A)) as the completion of l1(G,A) with the norm
||x||∞ = sup{||π˜(x)|| | π˜ is representation of l
1(G,A)}.
Any covariant representation {π, u} yields a representation π˜ of l1(G,A), and hence of
C∗(l1(G,A)), defined by
π˜(x) =
∑
s∈G
π(x(s))us
for x with finite support (i. e. zero outside a finite subset of G). Moreover, any repre-
sentation of C∗(l1(G,A)) has the above form. So, C∗(l1(G,A)) is the same as the full
C∗-crossed product A⋊α G. It is also useful to have in mind that the subspace of finite
sums {
∑
s∈J asδs | J is finite, as ∈ A} is a dense ∗-subalgebra of A⋊α G.
Suppose that A is acting on a Hilbert space H and write the action as ah for a ∈ A and
h ∈ H . Let K = l2(G) ⊗H be regarded as l2(G,H), the space of H-valued l2-functions
on G with values in H . A pair {πα, λ} consisting of the representation πα of A and a
unitary representation λ : s 7→ λs of G on K defined by
(πα(a)f)(s) = αs−1(a)f(s), f ∈ K, a ∈ A
(λsf)(t) = f(s
−1t)
is a covariant representation. The reduced crossed product A ⋊α,r G is the C∗-algebra
acting on K generated by the operator family {πα(a), λs | a ∈ A, s ∈ G}. It can be
proved that the definition does not depend on the space H . The reduced and full crossed
products are isomorphic if and only if the group G belongs to a class of so called amenable
groups. In particular the group G = Z of special relevance in connection to invertible
dynamical systems belongs to this class.
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When G = Z, the number 1 ∈ Z is the generator of the group Z. As s 7→ αs is a
homomorphism, it is enough to specify the defining covariance relation for A⋊αG for the
generator of Z, that is
δ1aδ
∗
1 = α1(a).
An object of special interest to us is the crossed product C∗-algebra for an invertible
dynamical system consisting of iterations of a homeomorphism acting on a topological
space.
Let Σ = (X, σ) be a topological dynamical system consisting of a homeomorphism of
a Hausdorff topological space X . The ∗-algebra of all continuous functions on X and
the ∗-algebra of all continuous functions on X with compact support will be denoted
respectively by C(X) and by Cc(X). The algebra C(X) has a unit if and only if X is
compact, and the unit then is the constant function 1 = 1C(X)(·) equal to 1 on all elements
of X . Moreover, X is compact if and only if C(X) and Cc(X) coincide.
The mapping α : C(X)→ C(X) defined by
(1) α(f)(x) = f(σ−1(x))
is an automorphism of the ∗-algebra C(X), and the mapping defined by
(2) j 7→ αj(f)(x) = f(σ−j(x))
is a homomorphism of Z into the group Aut(C(X)) of ∗-automorphisms of C(X). Since σ
is a homeomorphism, the family of all compact subsets of X is invariant with respect to σ
and σ−1, and hence α leaves the ∗-subalgebra Cc(X) of C(X) invariant. The group Z is a
locally compact group with respect to the discrete topology, i.e. the topology where any
subset of Z is open. A subset of Z is compact if and only if it is finite. The set Cc(Z, C(X))
of continuous mappings from Z to C(X) with compact support consists of all mappings
which may assume non-zero values only at finitely many elements of Z. For any function
a : Z → C(X) we denote by a[k] the element of C(X) equal to the value of a at k ∈ Z.
The pointwise addition and multiplication by complex numbers makes Cc(Z, C(X)) into
a linear space, which becomes a normed ∗-algebra with the multiplication, involution and
norm defined by
(ab)[k](·) =
∑
s∈Z
a[s](·)αs(b[−s + k])(·) =(3)
=
∑
s∈Z
a[s](·)b[−s + k](σ−s(·)),
b∗[k](·) = αk(b[−k])(·) = b[−k](σ−k(·)),(4)
‖b‖ =
∑
s∈Z
‖b[s]‖C(X).(5)
The Banach ∗-algebra obtained as the completion of this normed ∗-algebra is denoted by
l1(Z, C(X)).
Let us assume that X is compact. Then Cc(X) coincides with C(X). The ∗-algebra
C(X) becomes a unital C∗-algebra with respect to the supremum norm defined by ‖f‖ =
‖f‖C(X) = sup{f(x) | x ∈ X} for all f ∈ C(X). The mappings defined by
δj [k](·) =
{
1 = 1C(X)(·) if k = j
0 if k 6= j
C
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for j ∈ Z belong to Cc(Z, C(X)), and δ0 is the unit of Cc(Z, C(X)) and hence of
l1(Z, C(X)). With the multiplication defined by (3), the equality δj = δ
j
1 holds for all
j ∈ Z \ {0}. In what follows, for the brevity of notations, we will denote δ1 by δ, will
assume that δ0 = δ0, and will write δ
j instead of δj for all j ∈ Z. The algebra Cc(Z, C(X))
then coincides with the algebra of polynomials in δ with coefficients in C(X).
The C∗-algebra C(X) can be shown to be isomorphic to the C∗-algebra C(X)δ0 in-
side the normed ∗-algebras Cc(Z, C(X)) and l1(Z, C(X)) having the same unit δ0. The
mapping i0 : C(X) → C(X)δ
0 sending f ∈ C(X) to fδ0 ∈ Cc(Z, C(X)) is a unital
∗-isomorphism of the C∗-algebra C(X) onto the C∗-algebra C(X)δ0. We use the notation
(fδ0)[k](x) = (δ0f)[k](x) =
{
f(x), k = 0
0, k 6= 0
.
In general, whenever it is convenient, for a ∈ l1(Z, C(X)) and f ∈ C(X), by equalities of
the form a = f we will mean a = fδ0, and the notations af = a(fδ0) and fa = (fδ0)a
will be used with products between a and fδ0 defined by (3). The same notations will
often be used for a belonging to the C∗-crossed product algebra of C(X) by Z obtained
as the completion of l1(Z, C(X)) with respect to a certain norm. With this notation, the
fundamental equality
(6) δfδ∗ = α(f),
called the covariance relation, holds for all f ∈ C(X).
The mapping E : l1(Z, C(X)) → C(X)δ0 defined by E(b) = b[0]δ0 for any element
b ∈ l1(Z, C(X)) is a projection of norm one satisfying
E(abc) = aE(b)c for all a, c ∈ C(X)δ0, (module property)(7)
E(b∗b) ≥ 0, (positivity)(8)
E(b∗b) = 0 implies that b = 0 (faithfulness)(9)
for all b ∈ l1(Z, C(X)). The positivity, for example, is proved as follows:
E(b∗b) = (b∗b)[0]δ0 = (
∑
k∈Z
b∗[k](·)αk(b[−k])(·))δ0
= (
∑
k∈Z
αk(b[−k]b[−k])(·))δ0 = (
∑
k∈Z
αk(|b[−k]|2(·)))δ0
=
∑
k∈Z
(|b[−k](σ−k(·))|2)δ0 ≥ 0
where the sums converge in norm.
For any linear functional ϕ on C(X), the mapping ϕ ◦ i−10 is a linear functional on
C(X)δ0 satisfying (ϕ◦ i−10 )(i0(a)) = ϕ(a) for any a ∈ C(X). Since the mapping a 7→ i0(a)
is an isometric ∗-isomorphism of C(X) onto C(X)δ0, it follows that ‖ϕ ◦ i−10 ‖ = ‖ϕ‖ for
any bounded ϕ on C(X), and that ϕ is positive on C(X) if and only if ϕ ◦ i−10 is positive
on C(X)δ0.
For any positive linear functional ϕ on C(X), the mapping (ϕ ◦ i−10 ) ◦ E is a positive
linear functional on l1(Z, C(X)). Moreover, ‖ϕ‖ = ϕ(e) for any positive linear functional
ϕ on a Banach ∗-algebra with the unit e. Since
‖(ϕ ◦ i−10 ) ◦ E‖ = (ϕ ◦ i
−1
0 )(E(δ
0)) = (ϕ ◦ i−10 )(δ
0) =
= (ϕ ◦ i−10 )(i0(1C(X))) = ϕ(1C(X)) = ‖ϕ‖,
6 C
∗
-CROSSED PRODUCTS AND SHIFT SPACES
the functional ϕ is a state on C(X), i.e. a positive linear functional with ‖ϕ‖ = 1, if and
only if (ϕ ◦ i−10 ) ◦ E is a state on l
1(Z, C(X)).
A set of states on a Banach ∗-algebra A is said to contain sufficiently many states if for
any non-zero a ∈ A there exists a state ϕ from this set such that ϕ(a∗a) 6= 0.
There are sufficiently many states on any C∗-algebra, and in particular on C(X) and
on its isomorphic copy C(X)δ0. By faithfulness of the projection E, the set
{(ϕ ◦ i−10 ) ◦ E | ϕ is a state on C(X)}
of states on l1(Z, C(X)) contains sufficiently many states. As a Banach ∗-algebra with
sufficiently many states, l1(Z, C(X)) has sufficiently many representations, i.e. for any
non-zero b ∈ l1(Z, C(X)) there is a representation π with π(b) 6= 0. Then it can be shown
that
‖b‖∞ = sup{‖π(b)‖ | π is a representation of l
1(Z, C(X))} ≤ ‖b‖1
defines a C∗-norm on l1(Z, C(X)).
The C∗-algebra obtained as the completion of l1(Z, C(X)) with respect to the norm
‖ · ‖∞ is called the C
∗-crossed product of C(X) by Z with respect to the action of α, or
the transformation group C∗-algebra associated with the dynamical system
∑
= (X, σ).
Depending on which of those two terminologies used, this algebra is denoted either by
C(X) ⋊α Z or by A(
∑
). The C∗-algebra A(
∑
) coincides with the closed linear span of
all polynomial expressions built of δ, δ∗ = δ−1 and also of elements from C(X), or to be
more precise from C(X)δ0. Because of the covariance relation (6), all δ and δ∗ = δ−1 in
any such polynomial expression can be moved to the right of all elements of C(X). Thus
any polynomial expression built of δ, δ∗ = δ−1 and of elements of C(X) is equal to a
generalized polynomial in δ, that is to an element of the form
∑j=n
j=−n fjδ
j. Consequently,
the C∗-algebra A(
∑
) can be viewed as a closed linear span of generalized polynomials in
δ over C(X). The projection E can be extended from l1(Z, C(X)) to A(
∑
) = C(X)⋊αZ
with the property of being faithful and with ‖E‖ = 1. For an element a of A(
∑
), the
n’th generalized Fourier coefficient a(n) is defined as E(a(δ∗)n).
If π is a ∗-representation of the C∗-algebra A(Σ) on a Hilbert space Hπ, then π
′ = π ◦ i0
is a ∗-representation of the C∗-algebra C(X) on Hπ. If one is given a ∗-representation
π′ of the C∗-algebra C(X) on Hπ, then π = π
′ ◦ i−10 is a ∗-representation of C(X)δ
0 on
Hπ. Moreover, π
′(f) = (π ◦ i0)(f) = π(fδ
0) for any f ∈ C(X). With this in mind, for
simplicity of notations, if π is a ∗-representation of the C∗-algebra A(Σ) and f ∈ C(X),
then by π(f) we will always mean π(f ◦ δ0).
If π is a ∗-representation of the C∗-algebra A(
∑
) on a Hilbert spaceHπ, then the unitary
operator u = π(δ) and the commutative set (algebra) of bounded operators π(C(X)) on
Hπ satisfy the set of commutation relations
(10) uπ(f)u∗ = π(α(f))
called covariance relations or covariance relations for a set of operators, as they are ob-
tained by applying the ∗-representation π to both sides of the covariance relation (6) in
the algebra A(
∑
). A pair (π, u) consisting of a ∗-representation of the C∗-algebra C(X)
on a Hilbert space H , and a unitary operator u on H satisfying the covariance relations
(10) is called a covariant ∗-representation or simply a covariant representation of the sys-
tem (C(X), α,Z). So, any ∗-representation of the C∗-algebra A(
∑
) = C(X) ⋊α Z gives
rise, via restriction, to a covariant representation of the system (C(X), α,Z). Moreover,
this covariant representation of (C(X), α,Z) defines uniquely the ∗-representation of the
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C∗-algebra A(
∑
), and every covariant representation of the system (C(X), α,Z) is ob-
tained by restriction from a ∗-representation of the C∗-algebra A(
∑
) = C(X) ⋊α Z. In
other words, there is a one-to-one correspondence between covariant representations of the
system (C(X), α,Z), and ∗-representations of the C∗-algebra A(
∑
) = C(X)⋊α Z. Thus
the ∗-representations of the C∗-crossed product A(
∑
) = C(X) ⋊α Z can be completely
described and studied in terms of the covariant representation of the system (C(X), α,Z),
that is in terms of families of operators satisfying the covariance commutation relations
(10) and the corresponding involution conditions. If (π, u) is a covariant representation of
the system (C(X), α,Z), then the corresponding ∗-representation of the crossed product
C∗-algebra C(X)⋊αZ transforms a generalized polynomial
∑n
j=−n fjδ
j into the operator∑n
j=−n π(fj)u
j.
3. C∗-algebras of non-invertible dynamical systems
The C∗-crossed product by Z is an important way to associate a C∗-algebra to an
invertible dynamical system. There are several ways to generalize this construction to
non-invertible dynamical systems. One of these is due to Exel. It relies on transfer
operators.
We will here give a short description of Exel’s construction:
Definition 1. A C∗-dynamical system is a pair (A, α) of a unital C∗-algebra A and an
∗-endomorphism α : A→ A.
Definition 2. A transfer operator for the C∗-dynamical system (A, α) is a continuous
linear map L : A→ A such that
(1) L is positive in the sense that L(A+) ⊆ A+,
(2) L(α(a)b) = aL(b) for all a, b ∈ A.
Definition 3. Given a C∗-dynamical system (A, α) and a transfer operator L of (A, α),
we let T (A, α,L) be the universal unital C∗-algebra generated by a copy of A and an
element S subject to the relations
(1) Sa = α(a)S,
(2) S∗aS = L(a),
for all a ∈ A.
Using [1], it is easy to see that relations are admissible and thus that T (A, α,L) exists.
It is proved in [16, Corollary 3.5] that the standard embedding of A into T (A, α,L) is
injective. We will therefore from now on view A as a C∗-subalgebra of T (A, α,L).
Definition 4. By a redundancy we will mean a pair (a, k) ∈ A × ASS∗A such that
abS = kbS for all b ∈ A.
Definition 5. The crossed product A⋊α,L N is the quotient of T (A, α,L) by the closed
two-sided ideal generated by the set of differences a− k, for all redundancies (a, k) such
that a ∈ Aα(A)A.
We will denote the quotient map from T (A, α,L) to A⋊α,L N by ρ.
If (A, α) is an invertible C∗-dynamical system, meaning that α is an automorphism,
then α−1 is a transfer operator for (A, α).
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Let us consider T (A, α, α−1). It follows from (2) that S∗S = I, where I denotes the
unit of A. For all b ∈ A,
SS∗bS = Sα−1(b) = bS = IbS,
so (I, SS∗) is a redundancy. Thus ρ(S) is a unitary which satisfies
ρ(S)ρ(a)ρ(S)∗ = ρ(α(a))
for all a ∈ A. In other words, (ρ, ρ(S)) is a covariant representation of (A,Z, α).
On the other hand, in A⋊α Z, δ1 satisfies
(1) δ1a = α(a)δ1,
(2) δ∗1aδ1 = α
−1(a),
for all a ∈ A, and if abδ1 = kbδ1 for all b ∈ A, then
a = aI = aIδ1δ
∗
1 = kIδ1δ
∗
1 = kI = k,
so a− k = 0 for all redundancies (a, k), and thus A⋊α Z is isomorphic to A⋊α,α−1 N.
4. Shift spaces
For an introduction to shift spaces see [35].
Let a be a finite set endowed with the discrete topology. We will call this set the al-
phabet. Let aN0 be the infinite product spaces
∏∞
n=0 a endowed with the product topology.
The transformation σ on aN0 given by (σ(x))i = xi+1, i ∈ N0 is called the shift. Let X
be a shift invariant closed subset of aN0 (by shift invariant we mean that σ(X) ⊆ X, not
necessarily σ(X) = X). The topological dynamical system (X, σ|X) is called a shift space.
We will denote σ|X by σX or σ for simplicity, and on occasion the alphabet a by aX.
We denote the n-fold composition of σ with itself by σn, and we denote the preimage
of a set X under σn by σ−n(X).
A finite sequence u = (u1, . . . , uk) of elements ui ∈ a is called a finite word. The length
of u is k and is denoted by |u|. We let for each k ∈ N0, ak be the set of all words
with length k and we let Lk(X) be the set of all words with length k appearing in some
x ∈ X. We set Ll(X) =
⋃l
k=0 L
k(X) and L(X) =
⋃∞
k=0 L
k(X) and likewise al =
⋃l
k=0 a
k and
a∗ =
⋃∞
k=0 a
k, where L0(X) = a0 denote the set consisting of the empty word ǫ which has
length 0. L(X) is called the language of X. Note that L(X) ⊆ a∗ for every shift space.
For a shift space X and a word u ∈ L(X) we denote by CX(u) the cylinder set
CX(u) = {x ∈ X | (x1, x2, . . . , x|u|) = u}.
It is easy to see that
{CX(u) | u ∈ L(X)}
is a basis for the topology of X, and that CX(u) is closed and compact for every u ∈ L(X).
We will allow ourself to write C(u) instead of CX(u) when it is clear which shift space
space we are working with.
For a shift space X and words u, v ∈ L(X) we denote by C(u, v) the set
C(v) ∩ σ−|v|(σ|u|(C(u))) = {vx ∈ X | ux ∈ X}.
What we have defined above is a one-sided shift space. A two-sided shift space is
defined in the same way, except that we replace N0 with Z: Let aZ be the infinite product
spaces
∏∞
n=−∞ a endowed with the product topology, and let σ be the transformation on
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aZ given by (σ(x))i = xi+1, i ∈ Z. A shift invariant closed subset Λ of aZ (here, by shift
invariant we mean σ(Λ) = Λ) is called a two-sided shift space. The set
XΛ = {(xi)i∈N0 | (xi)i∈Z ∈ Λ}
is a one-sided shift space, and it is called the one-sided shift space of Λ.
If X and Y are two shift spaces and φ : X → Y is a homeomorphism such that φ ◦ σX =
σY ◦ φ, then we say that φ is a conjugacy and that X and Y are conjugate or one-sided
conjugate if we want to emphasis that we are dealing with one-sided shift spaces. Likewise
we say that two two-sided shift spaces Λ and Γ are two-sided conjugate if there exists a
homeomorphism φ : Λ→ Γ such that φ ◦ σΛ = σΓ ◦ φ. It is an easy exercise to prove that
if XΛ and XΓ are one-sided conjugate, then Λ and Γ are two-sided conjugate.
The weaker notion of flow equivalence among two-sided shift spaces is also of importance
here. This notion is defined using the suspension flow space of (Λ, σ) defined as SΛ =
(Λ × R)/∼ where the equivalence relation ∼ is generated by requiring that (x, t + 1) ∼
(σ(x), t). Equipped with the quotient topology, we get a compact space with a continuous
flow consisting of a family of maps (φt) defined by φt([x, s]) = [x, s+ t]. We say that two
two-sided shift spaces Λ and Γ are flow equivalent and write Λ ∼=f Γ if a homeomorphism
F : SΛ → SΓ exists with the property that for every x ∈ SΛ there is a monotonically
increasing map fx : R→ R such that
F (φt(x)) = φ
′
fx(t)(F (x)).
In words, F takes flow orbits to flow orbits in an orientation-preserving way. It is not
hard to see that two-sided conjugacy implies flow equivalence.
5. The C∗-algebra associated with a shift space
Let (X, σ) be a one-sided shift space. We want to define on C(X) a transfer operator
L(f)(x) =
{
1
#σ−1({x})
∑
y∈σ−1{x} f(y) if x ∈ σ(X),
0 if x /∈ σ(X),
where the symbol # is used for the cardinality of a set. But such operator might take us
out of the class of continuous functions on X. So we let DX be the smallest C
∗-subalgebra
of the C∗-algebra of bounded functions on X, containing C(X) and closed under L and α,
where α is the map f 7→ f ◦ σ.
Lemma 6. The function
x 7→ σ−n{x}, x ∈ X
belongs to DX for every n ∈ N.
Proof. Let n ∈ N. The function
f = 1− Ln(1) +
∑
u∈an
(Ln(1C(u)))
2
belongs to DX , and since
f(x) =
{
1
#σ−n{x}
if x ∈ σn(X),
1 if x /∈ σn(X)
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for every x ∈ X, f is invertible and f−1 ∈ DX, and so does f
−1 + Ln(1)− 1. Since
(f−1 + Ln(1)− 1)(x) =
{
#σ−n{x} if x ∈ σn(X),
0 if x /∈ σn(X),
= #σ−n{x}
for every x ∈ X, we are done. 
Lemma 7. DX is the C
∗-algebra generated by {1C(u,v)}u,v∈a∗.
Proof. Let f(x) = #σ−|u|{x}. It then follows from Lemma 6 that f ∈ DX. Thus
1C(u,v) = 1C(v)α
|v|(fL|u|(1C(u)))
belongs to DX for every u, v ∈ a
∗, and C∗(1C(u,v) | u, v ∈ a
∗) ⊆ DX.
In the other direction we have that since {C(v)}v∈a∗ is a basis of the topology of X
consisting of clopen sets, {1C(v)}v∈a∗ generates C(X) and since 1C(v) = 1C(ǫ,v), C(X) is
contained in C∗(1C(u,v) | u, v ∈ a
∗). Since
α(1C(u,v)) =
∑
a∈a
1C(u,av),
and
L(1C(u,v)) =
(∑
a∈a
(L(1C(a)))
2
)
1C(v1,ǫ)1C(u,v2v3···vn),
if v 6= ǫ, and
L(1C(u,ǫ)) =
(∑
a∈a
(L(1C(a)))
2
)(∑
a∈a
1C(au,ǫ)
)
,
the C∗-algebra generated by 1C(u,v), u, v ∈ a
∗ is closed under L and α and thus contain
DX. 
Theorem 8. The C∗-algebra DX⋊α,L N is the universal C∗-algebra generated by partial
isometries {Su}u∈a∗ satisfying:
(1) SuSv = Suv for all u, v ∈ a
∗,
(2) the map
1C(u,v) 7→ SvS
∗
uSuS
∗
v , u, v ∈ a
∗
extends to a ∗-homomorphism from DX to C
∗(Su | u ∈ a
∗).
Proof. We will first show that DX ⋊α,L N is generated by partial isometries {Su}u∈a∗
satisfying (1) and (2), and then that if A is a C∗-algebra generated by partial isometries
{su}u∈a∗ satisfying (1) and (2), then there is a ∗-homomorphism from DX ⋊α,L N to A
sending Su to su for all u ∈ a
∗.
Working within T (DX, α,L) let for each a ∈ a,
Ta = 1C(a) (α(f))
1/2 S,
where f is the function x 7→ #σ−1{x}, which belongs to DX by Lemma 6, and we let for
each u = u1u2, · · ·un ∈ a
∗,
Su = ρ(Tu1)ρ(Tu2) · · · ρ(Tun).
Then clearly {Su}u∈a∗ satisfy (1).
C
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Let a ∈ a, g ∈ DX and x ∈ X. Then
(T ∗a gTa) (x) =
(
S∗α(f)1C(a)gS
)
(x)
=
(
L
(
α(f)1C(a)g
))
(x)
=
(
fL
(
1C(a)g
))
(x)
=
{
g(ax) if ax ∈ X,
0 if ax /∈ X.
Now let a ∈ a and g, h ∈ DX. Then
TagT
∗
ahS = 1C(a) (α(f))
1/2 SgS∗ (α(f))1/2 1C(a)hS
= 1C(a) (α(f))
1/2 SgL
(
(α(f))1/2 1C(a)h
)
= 1C(a)α
(
f 1/2gL
(
(α(f))1/2 1C(a)h
))
S,
and for every x ∈ X is(
1C(a)α
(
f 1/2gL
(
(α(f))1/2 1C(a)h
)))
(x) =
{
g(σ(x))h(x) if x ∈ C(a),
0 if x /∈ C(a).
Since SgS∗ = α(g)SS∗,
TagT
∗
a = 1C(a) (α(f))
1/2 SgS∗ (α(f))1/2 1C(a) ∈ ASS∗A,
so (α(g)1C(a), TagT
∗
a ) is a redundancy, and since α(g)1C(a) ∈ Aα(A)A, it follows that
Saρ(g)S
∗
a and ρ(α(g)1C(a)) are equal in DX⋊α,L N.
Thus S∗aρ(g)Sa = λa(g) and Saρ(g)S
∗
a = ρ(α(g)1C(a)) for every a ∈ a and g ∈ DX , where
λa(g) is the map given by
λa(g)(x) =
{
g(ax) if ax ∈ X,
0 if ax /∈ X,
for x ∈ X, which shows that
ρ(1C(u,v)) = SvS
∗
uSuS
∗
v
for every u, v ∈ a∗. Hence {Su}u∈a∗ satisfy (2). To see that DX ⋊α,L N is generated by
{Su}u∈a∗, we first notice that T (DX, α,L) is generated by DX and S, and that DX , by
Lemma 7, is generated by {1C(u,v)}u,v∈a∗, and then that the function α(f), where f as
before is the function
x 7→ σ−n{x}, x ∈ X,
is invertible and that S =
∑
a∈aα(f)
−1/2Ta. Thus it follows that DX⋊α,L N is generated
by {Su}u∈a∗ .
Assume now that A is a C∗-algebra generated by partial isometries {su}u∈a∗ which
satisfy (1) and (2). We then let s =
∑
a∈aφ(α(f)
−1/2)sa, where φ is the ∗-homomorphism
from DX to C
∗(su | u ∈ a
∗), which extends the map
1C(u,v) 7→ svs
∗
usus
∗
v, u, v ∈ a
∗.
Observe first that if a, b ∈ a and a 6= b, then s∗asb = 0, because
s∗asb = s
∗
asas
∗
asbs
∗
bsb = s
∗
aφ(1C(a)1C(b))sb.
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Let then a ∈ a and u, v ∈ a∗. We then have that if v 6= ǫ, then
s∗aφ(1C(u,v))sa = s
∗
asvs
∗
usus
∗
vsa
= s∗asv1sv2v3···v|v|s
∗
usus
∗
v2v3···v|v|
s∗v1sa
=
{
φ(1C(v1,ǫ)1C(u,v2v3···v|v|)) if a = v1,
0 if a 6= v1
= φ(λa(1C(u,v))),
and if v = ǫ, then
s∗aφ(1C(u,v))sa = s
∗
as
∗
ususa
= s∗uasua
= φ(1C(ua,ǫ))
= φ(λa(1C(u,v))).
Since DX is generated by 1C(u,v), u, v ∈ a
∗, this shows that s∗aφ(g)sa = φ(λa(g)) for each
a ∈ a and every g ∈ DX.
Let u, v ∈ a∗. Then
φ(α(1C(u,v)))s =
∑
a∈a
φ(1C(u,av))s
=
∑
a∈a
φ(1C(u,av))
∑
b∈a
φ(α(f)−1/2)sb
=
∑
a∈a
∑
b∈a
φ(α(f)−1/21C(u,av))sbs
∗
bsb
=
∑
a∈a
∑
b∈a
φ(α(f)−1/21C(u,av)1C(b))sb
=
∑
a∈a
φ(α(f)−1/21C(u,av))sa
=
∑
a∈a
φ(α(f)−1/2)savs
∗
usus
∗
avsa
=
∑
a∈a
φ(α(f)−1/2)sasvs
∗
usus
∗
vs
∗
asa
=
∑
a∈a
φ(α(f)−1/2)saφ(1C(u,v)1C(a,ǫ))
=
∑
a∈a
φ(α(f)−1/2)saφ(1C(a,ǫ)1C(u,v))
=
∑
a∈a
φ(α(f)−1/2)sas
∗
asaφ(1C(u,v))
=
∑
a∈a
φ(α(f)−1/2)saφ(1C(u,v))
= sφ(1C(u,v)),
C
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and
s∗φ(1C(u,v))s =
∑
a∈a
∑
b∈a
s∗aφ(α(f)
−1/21C(u,v)α(f)
−1/2)sb
=
∑
a∈a
∑
b∈a
s∗aφ(α(f)
−11C(a)1C(b)1C(u,v))sb
= φ(α(f)−1)
∑
a∈a
s∗aφ(1C(u,v))s
∗
a
= φ(α(f)−1)
∑
a∈a
s∗asvs
∗
usus
∗
vs
∗
a
= φ(α(f)−1)
∑
a∈a
s∗asv1sv2v3···v|v|s
∗
usus
∗
v2v3···v|v|
s∗v1s
∗
a
= φ(α(f)−1)s∗v1sv1sv2v3···v|v|s
∗
usus
∗
v2v3···v|v|
s∗v1s
∗
v1
= φ(α(f)−11C(v1,ǫ)1C(v2v3···v|v|,u))
= φ(L(1C(v,u)))
and since DX is generated by 1C(u,v), u, v ∈ a
∗, this shows that φ(α(g))s = sφ(g) for every
g ∈ DX.
Thus it follows from the universal property of T (DX, α,L), that there exists a ∗-
homomorphism ψ from T (DX, α,L) to A which maps g to φ(g) for g ∈ DX and S to
s. We will now show that ψ vanishes on the closed two-sided ideal generated by the set
of differences g − k, for all redundancies (g, k) such that g ∈ DXα(DX)DX, and thus that
it factors through the quotient and yields a ∗-homomorphism ψ˜ : DX⋊α,L N → A such
that ψ˜(ρ(g)) = φ(g) and ψ˜(ρ(S)) = s, and hence
ψ˜(Sa) = ψ˜(ρ(Ta))
= ψ˜(ρ(1C(a)(α(f)
1/2)S))
= φ(1C(a)(α(f))
1/2)s
= φ(1C(a)(α(f))
1/2)
∑
b∈a
φ((α(f))−1/2)sb
=
∑
b∈a
φ(1C(a)1C(b))sb
= φ(1C(a))sa
= sas
∗
asa
= sa
for all a ∈ a, and thus ψ˜(Su) = su for every u ∈ a
∗.
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Assume that g ∈ DXα(DX)DX, that k ∈ DXSS∗DX and ghS = khS for every h ∈ DX.
Then
ψ(g) = ψ(g
∑
a∈a
1C(a)) = ψ(g)
∑
a∈a
sas
∗
a
= ψ(g)
∑
a∈a
φ(1C(a)(α(f))
1/2)ss∗a
=
∑
a∈a
ψ(g1C(a)(α(f))
1/2S)s∗a
=
∑
a∈a
ψ(k1C(a)(α(f))
1/2S)s∗a
= ψ(k)
∑
a∈a
φ(1C(a)(α(f))
1/2)ss∗a
= ψ(k)
∑
a∈a
sas
∗
a = ψ(k
∑
a∈a
1C(a))
= ψ(k),
so ψ vanishes on the closed two-sided ideal generated by the set of differences g − k, for
all redundancies (g, k) such that g ∈ DXα(DX)DX. 
6. A representation of DX⋊α,L N
Let X be a shift space, let HX be the Hilbert space l2(X) and let {ex}x∈X be an or-
thonormal basis for HX . Let for every u ∈ a
∗, su be the operator on HX defined by
su(ex) =
{
eux if ux ∈ X,
0 if ux /∈ X.
We leave it to the reader to check that the operators {su}u∈a∗ satisfy condition (1) and
(2) of Theorem 8. Thus there exists a ∗-homomorphism φ : DX⋊α,L N→ C∗(su | u ∈ a∗)
such that φ(Su) = su for every u ∈ a
∗. In other words, Su 7→ su is a representation of
DX⋊α,L N on the Hilbert space HX .
This representation is in general not faithful. If for example X only consist of one word,
then DX⋊α,L N is isomorphic to C(T), whereas C∗(su | u ∈ a∗) is isomorphic to C. We
will in section 9 see that if the shift space X satisfies a certain condition (I), then the
representation φ is injective. We will in section 9 construct a representation of DX⋊α,L N
which is faithful for every shift space X.
Although the ∗-homomorphism φ : DX ⋊α,L N → C∗(su | u ∈ a∗) is not in general
injective the restriction of φ to DX is, and so it follows from the universal property of
DX⋊α,L N, that also the restriction of ρ : T (DX, α,L) → DX⋊α,L N to DX is injective.
Thus we will allow ourselves to view DX as a sub-algebra of DX⋊α,L N. We then have
1C(u,v) = SvS
∗
uSuS
∗
v
for all u, v ∈ a∗.
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7. DX⋊α,L N’s relationship with other C∗-algebras associated to shift
spaces
As mentioned in the introduction, other C∗-algebras have been associated to shift
spaces. We will in this section look at the relation between these C∗-algebras and
DX⋊α,L N.
As far as the authors know, three different construction of C∗-algebras associated to
shift spaces appears in the literature. These are:
• The C∗-algebra OΛ defined in [23],
• the C∗-algebra OΛ defined in [13],
• the C∗-algebra OX defined in [5].
These are all C∗-algebras generated by partial isometries {Sa}a∈a, where a is the alphabet
of the shift space in question. The two first C∗-algebras are defined for every two-sided
shift space Λ, whereas the last one is defined for every one-sided shift space X.
We will in this section see, that there for every one-sided shift space X exists a ∗-
isomorphism between DX⋊α,L N and the C∗-algebra OX defined in [5] which maps Sa to
Sa for every a ∈ a, and that there for every two-sided shift space Λ exist a surjective
∗-homomorphism from the C∗-algebra OΛ defined in [23] to DXΛ⋊α,LN which maps Sa to
Sa for every a ∈ a, and a surjective ∗-homomorphism from DXΛ⋊α,L N to the C
∗-algebra
OΛ defined in [13] which maps Sa to Sa for every a ∈ a. The first of these surjective
∗-homomorphisms is injective if Λ satisfy the condition (*) defined in [13], and the second
surjective ∗-homomorphism is injective if Λ satisfy the condition (I) in Section 9.
Remark 9. In [5], a C∗-algebra OX has been constructed by using C
∗-correspondences
and Cuntz-Pimsner algebras for every shift space X. It follows from Theorem 8 and
[5, Remark 7.4] that OX is isomorphic to DX ⋊α,L N for every one-sided shift space X.
Thus it follows from [5, Remark 7.4] that for every two-sided shift space Λ, the algebra
DXΛ⋊α,L N satisfy all of the results the algebra OΛ is claimed to satisfy in [23–25,28–33].
Remark 10. In [13] a C∗-algebra OΛ has been defined for every two-sided shift space
by defining operators on the Hilbert space l2(XΛ). These operators are identical to the
operators su defined in section 6 for X equal to the one-sided shift space XΛ associated
to Λ. Thus we have for every two-sided shift space Λ a surjective ∗-homomorphism from
DXΛ⋊α,L N to OΛ which is injective if Λ satisfies condition (I), and we also know that
there are examples of two-sided shift spaces (for instance the shift only consisting of one
point) for which the ∗-homomorphism is not injective.
As we have mentioned before, our C∗-algebra DXΛ⋊α,LN satisfies all of the results that
the algebra OΛ is claimed to satisfy [23–25,28–33], whereas the C
∗-algebra OΛ originally
defined in [30], does not. The latter C∗-algebra have been properly characterized in [13]
(where it is called O∗Λ). We will now use this characterization to show that there for every
two-sided shift space Λ exists a surjective ∗-homomorphism from OΛ to DXΛ⋊α,L N.
Let for every l ∈ N0, A∗l be the C
∗-subalgebra of OΛ generated by {S
∗
uSu}u∈al, and let
A∗Λ be the C
∗-subalgebra of OΛ generated by {S
∗
uSu}u∈a. Notice that
A∗Λ =
⋃
l∈N0
A∗l .
The key to characterizing OΛ is to describe A
∗
l and A
∗
Λ. This is done in this way:
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Let for every l ∈ N0 and every u ∈ L(Λ),
Pl(u) = {v ∈ al | vu ∈ L(Λ)}.
We then define an equivalence relation ∼l on L(Λ) called l-past equivalence in this way:
u ∼l v ⇐⇒ Pl(u) = Pl(v).
We denote the l-past equivalence class containing u by [u]l, and we let
L
∗
l (Λ) = {u ∈ a
∗
l | the cardinality of [u]l is infinite},
and Ω∗l = L
∗
l / ∼l. Since a
∗
l is finite, so is Ω
∗
l . We equip Ω
∗
l with the discrete topology (so
C(Ω∗l )
∼= Cm
∗(l), where m∗(l) is the number of elements of l-past equivalence classes).
We then have:
Lemma 11 (cf. [13, Lemma 2.9]). The map
1{[u]l} 7→ 1[u]l, u ∈ L
∗
l (Λ)
extends to a ∗-isomorphism between C(Ω∗l ) and A
∗
l .
We will now make the corresponding characterization of DX⋊α,L N:
Let X be a one-sided shift space. We let for every l ∈ N0, Al be the C∗-subalgebra of
DX generated by {1C(v,ǫ)}v∈a∗
l
, and we let AX be the C
∗-subalgebra of DX generated by
{1C(v,ǫ)}v∈a∗ . Notice that
AX =
⋃
l∈N0
Al.
Following Matsumoto (cf. [25]), we let for every l ∈ N and every x ∈ X,
Pl(x) = {u ∈ a
∗
l | ux ∈ X}.
We then define an equivalence relation ∼l on X called l-past equivalence in this way:
x ∼l y ⇐⇒ Pl(x) = Pl(y).
We let Ωl = X/ ∼l, and denote the l-past equivalence class containing x by [x]l. Since a
∗
l
is finite, so is Ωl. We equip Ωl with the discrete topology (so C(Ωl) ∼= Cm(l), where m(l)
is the number of elements of l-past equivalence classes). Since
[x]l =
 ⋂
u∈Pl(x)
C(u, ǫ)
 ∩
 ⋂
v∈a∗
l
\Pl(x)
X \ C(v, ǫ)
 ,
the function 1[x]l belongs to Al, and {1[x]l}x∈X generates Al. Thus
1{[x]l} 7→ 1[x]l
is a ∗-isomorphism between C(Ωl) and Al, which extends to an isomorphism between
C(ΩX) and AX.
Consider the condition:
(∗) : There exists for each l ∈ N0 and each infinite sequence of admissible words {ui}i∈N
satisfying Pl(ui) = Pl(uj) for all i, j ∈ N, an x ∈ XΛ such that
Pl(x) = Pl(ui)
for all i ∈ N.
It follows from [13, Corollary 3.3] that there is a surjective ∗-homomorphism fromA∗Λ to
AXΛ, and that this ∗-homomorphism is injective if and only if Λ satisfies the condition (*).
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As a consequence of this, we get that for every two-sided shift space Λ exists a surjective
∗-homomorphism from OΛ to DXΛ⋊α,L N, and that this ∗-homomorphism is injective if Λ
satisfies the condition (*).
There is in [13] an example of a sofic shift space Λ for which OΛ and DXΛ⋊α,L N are
not isomorphic.
8. Generalization of the Cuntz-Krieger algebras
We are now able to show that DX ⋊α,L N in fact is a generalization of the Cuntz-
Krieger algebras. Actual we will prove that DX⋊α,L N is a generalization of the universal
Cuntz-Krieger algebra AOA that An Huef and Raeburn have constructed in [18].
Theorem 12. Let A be a n × n-matrix with entries in {0, 1} and no zero rows, and let
XA be the one-sided shift spaces{
(xi)i∈N0 ∈ {1, 2, . . . , n}
N
0 | ∀i ∈ N0 : A(xi, xi+1) = 1
}
.
Then DXA⋊α,L N is generated by partial isometries {Si}i∈{1,2,...n} that satisfy
n∑
j=1
SjS
∗
j = I,
and
S∗i Si =
n∑
j=1
A(i, j)SjS
∗
j
for every i ∈ {1, 2, . . . , n}.
If X is a unital C∗-algebra such that there exists a set of partial isometries {Ti}i∈{1,2,...,n}
in X that satisfy
n∑
j=1
TjT
∗
j = I,
and
T ∗i Ti =
n∑
j=1
A(i, j)TjT
∗
j
for every i ∈ {1, 2, . . . , n}; then there exists a ∗-homomorphism form DXA⋊α,L N to X
sending Si to Ti for every i ∈ {1, 2, . . . , n}.
Proof. Since XA is the disjoint union of C(j), j ∈ {1, 2, . . . , },
n∑
j=1
SjS
∗
j = I,
and since for every i ∈ {1, 2, . . . , }, C(i, ǫ) is the disjoint union of those C(j)’s, where
A(i, j) = 1,
S∗i Si = 1C(i,ǫ) =
n∑
j=1
A(i, j)1C(j) =
n∑
j=1
A(i, j)SjS
∗
j .
The C∗-algebra DXA⋊α,L N is generated by partial isometries {Su}u∈{1,2,...n}∗ , but since
these partial isometries satisfy SuSv = Suv for all u, v ∈ {1, 2, . . . n}
∗, {Si}i∈{1,2,...n} gener-
ates the whole DXA⋊α,L N.
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LetX be a unital C∗-algebra such that there exist partial isometries Ti, i ∈ {1, 2, . . . , n}
in X that satisfy
n∑
j=1
TjT
∗
j = I,
and
T ∗i Ti =
n∑
j=1
A(i, j)TjT
∗
j
for every i ∈ {1, 2, . . . , n}. We let Tǫ = I and we let for every u = u1u2 · · ·un ∈
{1, 2, . . . , n}∗ \ {ǫ}, Tu be Tu = Tu1Tu2 · · ·Tun, and we will then show that
(1) TuTv = Tuv for all u, v ∈ {1, 2, . . . , n}
∗,
(2) the map
1C(u,v) 7→ TvT
∗
uTuT
∗
v , u, v ∈ a
∗
extends to a ∗-homomorphism from DX to X ,
and thus that there exists a ∗-homomorphism form DXA⋊α,LN to X sending Su to Tu for
every u ∈ {1, 2, . . . , n}∗, and especially Si to Ti for every i ∈ {1, 2, . . . , n}.
It is clear from the way we defined Tu that condition (1) is satisfied. Let m ∈ N,
and denote by Dm the C
∗-subalgebra of DXA generated by {1C(u)}u∈{1,2,...,n}m. If u, v ∈
{1, 2, . . . , n}m and u 6= v, then
TuT
∗
u + TvT
∗
v ≤
∑
w∈{1,2,...,n}m
TwT
∗
w = I,
and so
T ∗uTu + T
∗
uTvT
∗
v Tu = T
∗
u (TuT
∗
u + TvT
∗
v )Tu ≤ T
∗
uITu = T
∗
uTu,
which implies that TuT
∗
uTvT
∗
v = TuT
∗
uTvT
∗
v TuT
∗
u = 0.
Thus {TuT
∗
u}u∈{1,2,...,n}m are mutual orthogonal projections, and since
{
1C(u)
}
u∈{1,2,...,n}m
also are mutual orthogonal projections and
1C(u) = 0 ⇒ C(u) = ∅
⇒ u /∈ L(XA)
⇒ ∃i ∈ {1, 2, . . . , m− 1} : A(ui, ui+1) = 0
⇒ TuiTui+1 = TuiT
∗
ui
TuiTui+1T
∗
ui+1
Tui+1 =
Tui
n∑
k=1
A(Ui, k)TkT
∗
kTui+1T
∗
ui+1
Tui+1 = 0
⇒ TuT
∗
u = 0,
there is a unital ∗-homomorphism ψm from Dm to X obeying ψm
(
1C(u)
)
= TuT
∗
u for every
u ∈ {1, 2, . . . , n}m.
Since C(u) is the disjoint union of {C(ui)}i∈{1,2,...,n},
1C(u) =
n∑
i=1
1C(ui) ∈ Dm+1
C
∗
-CROSSED PRODUCTS AND SHIFT SPACES 19
for every u ∈ {1, 2, . . . , n}m, so Dm ⊆ Dm+1. Let us denote the inclusion of Dm into Dm+1
by ιm. Since
ψm+1
(
1C(u)
)
= ψm+1
(
n∑
i=1
1C(ui)
)
=
n∑
i=1
TuiT
∗
ui
= Tu
(
n∑
i=1
TiT
∗
i
)
T ∗u
= TuT
∗
u = ψm
(
1C(u)
)
,
ψm+1 ◦ ιm = ψm. Thus the ψm’s extends to a ∗-homomorphism from
⋃
m∈NDm to X .
It is easy to check that
1C(u,ǫ) =
{ ∑n
j=1A(u|u|, j)1C(j) if u ∈ L(XA)
0 if u /∈ L(XA),
and
1C(u,v) =

1C(v) if A(u1, u2) = A(u2, u3) = · · · = A(u|u|−1, u|u|) =
= A(u|u|, v1) = 1,
0 else,
if v 6= ǫ, and that
T ∗uTu =
{ ∑n
j=1A(u|u|, j)TjT
∗
j if u ∈ L(XA)
0 if u /∈ L(XA),
and
TvT
∗
uTuT
∗
v =

TvT
∗
v if A(u1, u2) = A(u2, u3) = · · · = A(u|u|−1, u|u|) =
= A(u|u|, v1) = 1,
0 else.
So DXA is contained in
⋃
m∈NDm, and ψ
(
1C(u,v)
)
= TvT
∗
uTuT
∗
v for all u, v ∈ {1, 2, . . . , n}
∗.

This result is generalized in [4], where it is shown that DX⋊α,L N is isomorphic to a
universal Cuntz-Krieger algebra, when X is a sofic shift.
If A(i, j) = 1 for every i, j ∈ {1, 2, . . . , n}, then OA, and hence DXA⋊α,LN, is the Cuntz
algebra On which was originally defined in [14]. The Cuntz algebras have proved to be
very important examples in the theory of C∗-algebras, for example in classification of
C∗-algebras (see [39]), and in the study of wavelets (see [2]).
9. Uniqueness and a faithful representation
It follows from the universal property of DX⋊α,L N that there exists an action γ : T→
Aut(DX⋊α,L N) defined by γz(Su) = z|u|Su for every z ∈ T. This action is known as the
gauge action.
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Let FX denote the C
∗-subalgebra of DX⋊α,L N generated by {SvS∗uSuS
∗
w}u,v,w∈a∗,|v|=|w|.
It is not difficult to see that{ ∑
v∈J−
XvS
∗
v +X0 +
∑
u∈J+
SuXu | J− and J+ are finite subset of a
∗
and X0, Xv, Xu ∈ FX for all v ∈ J−, u ∈ J+
}
is a dense ∗-subalgebra DX⋊α,L N. Thus we see that FX is the fix point algebra of the
gauge action.
If we let
E(X) =
∫
T
αz(X)dz
for every X ∈ DX⋊α,L N, then E is a projection of norm one from DX⋊α,L N onto FX
satisfying
E(abc) = aE(b)c for all a, c ∈ FX, (module property)(11)
E(b∗b) ≥ 0, (positivity)(12)
E(b∗b) = 0 implies that b = 0. (faithfulness)(13)
for all b ∈ DX⋊α,L N. Thus
E
( ∑
v∈J−
XvS
∗
v +X0 +
∑
u∈J+
SuXu
)
= X0
for all finite subset J−, J+ of a
∗ and X0, Xv, Xu ∈ FX, v ∈ J−, u ∈ J+.
Building on the work done by Matsumoto in [23], the following Theorem is proved in
[7]:
Theorem 13. Let X be a one-sided shift space, X is a C∗-algebra generated by partial
isometries {su}u∈a∗, and φ : DX⋊α,LN→ X a ∗-homomorphism such that φ(Su) = su for
every u ∈ a∗. Then the following three statements are equivalent:
(1) the ∗-homomorphism φ : DX⋊α,L N→ X is injective,
(2) the restriction of φ to AX is injective and there exists an action γ : T→ Aut(X)
such that γz(su) = z
|u|su for every z ∈ T and every u ∈ a∗,
(3) the restriction of φ to AX is injective and there exists a projection E of norm one
from X onto C∗(svs
∗
usus
∗
w | u, v, w ∈ a
∗, |v| = |w|) satisfying
E(abc) = aE(b)c for all a, c ∈ C∗(svs
∗
usus
∗
w | u, v, w ∈ a
∗, |v| = |w|),
E(b∗b) ≥ 0,
E(b∗b) = 0 implies that b = 0,
for all b ∈ X.
As a corollary to this theorem we get:
Corollary 14. Let X be a one-sided shift space. If X is a C∗-algebra generated by partial
isometries {su}u∈a∗ satisfying:
(1) susv = suv for all u, v ∈ a
∗,
(2) the map
1C(u,v) 7→ svs
∗
usus
∗
v, u, v ∈ a
∗
extends to an injective ∗-homomorphism from DX to X,
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(3) there exists an action γ : T→ Aut(X) defined by γz(su) = z|u|su for every z ∈ T,
then X and DX⋊α,L N are isomorphic by an isomorphism which maps su to Su for every
u ∈ a∗.
As a consequence of this, we are now able to construct for every one-sided shift space
X a faithful representation of DX⋊α,LN in the following way. Let HX be the Hilbert space
l2(X) ⊕ l2(Z) with orthonormal basis (ex, en)x∈X,n∈Z, and let for every u ∈ a∗, su be the
operator on HX defined by:
su(ex, en) =
{
(eux, en+|u|) if ux ∈ X,
0 if ux /∈ X.
It is easy to check that susv = suv and that
svs
∗
usus
∗
v(ex, en) =
{
(ex, en) if x ∈ C(u, v),
0 if x /∈ C(u, v).
Thus {su}u∈a∗ satisfies (1) and (2) of Corollary 14.
If we for every z ∈ T let Uz be the operator on HX defined by
Uz(ex, en) = z
n(ex, en),
then Uz is a unitary operator on HX, and UzsuU
∗
z = z
|u|su for every u ∈ a
∗. Thus {su}u∈a∗
also satisfies (3) of Corollary 14, and therefore Su 7→ su is a faithful representation of
DX⋊α,L N.
Definition 15. We say that a one-sided shift space X satisfies condition (I) if there for
every x ∈ X and every l ∈ N0 exists a y ∈ X such that Pl(x) = Pl(y) and x 6= y.
One can show that if X satisfies condition (I), then there for all C∗-algebra X generated
by partial isometries {su}u∈a∗ satisfying:
(1) susv = suv for all u, v ∈ a
∗,
(2) the map
1C(u,v) 7→ svs
∗
usus
∗
v, u, v ∈ a
∗
extends to an injective ∗-homomorphism from DX to X ,
exists an action γ : T→ Aut(X) such that γz(su) = z|u|su for every z ∈ T.
This was first proved by Matsumoto in the case where X is of the form XΛ for some two-
sided shift space Λ in [25], where he also discuss several conditions which are equivalent
of condition (I), and this has been generalized to arbitrary one-sided shift spaces X by
the first author in [3].
From this result follows the following theorem:
Theorem 16. Let X be a one-sided shift space which satisfies condition (I). If X is a
C∗-algebra generated by partial isometries {su}u∈a∗ satisfying:
(1) susv = suv for all u, v ∈ a
∗,
(2) the map
1C(u,v) 7→ svs
∗
usus
∗
v, u, v ∈ a
∗
extends to an injective ∗-homomorphism from DX to X,
then X and DX⋊α,L N are isomorphic by an isomorphism which maps su to Su for every
u ∈ a∗.
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10. Properties of DX⋊α,L N
We will in this section shortly describe some of the properties of the C∗-algebra DX⋊α,L
N.
As mentioned in Remark 9, DX⋊α,L N is isomorphic to the C∗-algebra OX defined in
[5], and since OX is the C
∗-algebra of a separable C∗-correspondence over DX which is
separable and commutative and hence nuclear and satisfies the UCT, the same is the
case for the C∗-algebra JX mentioned in [21, Proposition 8.8], and thus it follows from
[21, Corollary 7.4 and Proposition 8.8] that OX and hence DX⋊α,LN is nuclear and satisfies
the UCT.
Theorem 17. Let X be a one-sided shift space. Then the C∗-algebra DX⋊α,LN is nuclear
and satisfies the UCT.
Matsumoto has in [25] proved the following:
Theorem 18. Let Λ be a two-sided shift space. We then have:
(1) if XΛ is irreducible in past equivalence, meaning that there for every l ∈ N0, every
y ∈ XΛ and every sequence (xn)n∈N of XΛ such that Pn(xn) = Pn(xn+1) for every
n ∈ N, exist N ∈ N and a u ∈ L(Λ) such that Pl(y) = Pl(uxl+N), then the
C∗-algebra DXΛ⋊α,L N is simple;
(2) if XΛ is aperiodic in past equivalence, meaning that there for any l ∈ N0 exists
N ∈ N such that for any pair x, y ∈ XΛ, exists u ∈ LN(Λ) such that Pl(y) = Pl(ux),
then the C∗-algebra DXΛ⋊α,L N is simple and purely infinite.
11. DX⋊α,L N as an invariant
We will in this section see that DX ⋊α,L N is an invariant for one-sided conjugacy in
the sense that if two one-sided shift spaces X and Y are conjugate, then DX⋊α,L N and
DY⋊α,L N are isomorphic.
This was first proved by Matsumoto in [23] for the special case where X = XΛ and
Y = XΓ for two two-sided shift spaces Λ and Γ satisfying condition (I), and generalized to
the general case in [5]. Because of the way we have constructed DX⋊α,L N in this paper
we can very easily prove this result and even improve it a little bit.
Remember that in T (DX, α,L), S
∗aS = L(a) for every a ∈ DX , so in DX ⋊α,L N
ρ(S)∗aρ(S) = L(a) for every a ∈ DX. We will therefore denote the map
a 7→ ρ(S)∗aρ(S)
from DX⋊α,L N to DX⋊α,L N by L. We will by λX denote the map
X 7→
(∑
a∈a
S∗a
)
X
(∑
b∈a
Sb
)
from FX to FX.
Theorem 19. If X and Y are two one-sided shift spaces which are conjugate, then there
exists a ∗-isomorphism Φ from DX⋊α,L N to DY⋊α,L N such that:
(1) Φ(C(X)) = C(Y),
(2) Φ(DX) = DY,
(3) Φ(FX) = FY,
(4) Φ ◦ αX = αY,
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(5) Φ ◦ γz = γz for every z ∈ T,
(6) Φ ◦ LX = LY,
(7) Φ ◦ λX = λY.
Proof. Let φ be a conjugacy between Y and X, and let Φ be the map between the bounded
functions on X and the bounded functions on Y defined by
f 7→ f ◦ φ.
Then Φ(C(X)) = C(Y), Φ◦αX = αY◦Φ and Φ◦LY = LX◦Φ, and hence Φ(DY) = DX . Thus
it follows from the construction of DX⋊α,LN and DY⋊α,LN that there is a ∗-isomorphism
from DX⋊α,LN to DY⋊α,LN which extends Φ, maps ρ(S) to ρ(S) and satisfies Φ◦αX = αY.
We will also denote this ∗-isomorphism by Φ.
Since the gauge action of DX⋊α,L N is characterized by γz(f) = f for all f ∈ DX and
γz(ρ(S)) = zρ(S) and the gauge action of DY⋊α,L N is characterized in the same way, we
see that Φ ◦ γz = γz for every z ∈ T.
Since FX is the fix point algebra of the gauge action of DX⋊α,L N and FY is the fix
point algebra of the gauge action of DY⋊α,L N, we have that Φ(FX) = FY.
Since Φ maps ρ(S) to ρ(S), we have that Φ ◦ LX = LY.
Let us denote the function
x 7→ σ−1{x}, x ∈ X
by fX and the function
x 7→ σ−1{x}, x ∈ Y
by fY. We then have that
λX(X) =
(∑
a∈a
S∗a
)
X
(∑
b∈a
Sb
)
= ρ(S)∗α(fX)
1/2Xα(fX)
1/2ρ(S),
and since Φ(fX) = fY, we have that Φ ◦ λX = λY. 
If two two-sided shift spaces Λ and Γ are flow equivalent, then the corresponding one-
sided shift spaces XΛ and XΓ are not necessarily conjugate, so we cannot expect that
DXΛ⋊α,L N and DXΓ⋊α,L N are isomorphic (and there are examples of two two-sided shift
spaces Λ and Γ, such that Λ and Γ are conjugate and hence flow equivalent, but DXΛ⋊α,LN
and DXΓ⋊α,LN are not isomorphic), but it turns out that DXΛ⋊α,LN⊗K and DXΓ⋊α,LN⊗K,
where K is the C∗-algebra of compact operators on a separable Hilbert space. This has
been proved by Matsumoto in [29] for Λ and Γ satisfying condition (I), and in generality
in [7].
12. The K-theory of DX⋊α,L N
Since K0 and K1 are invariants of a C
∗-algebra, it follows from the previous section
that K0(DX ⋊α,L N), K1(DX ⋊α,L N) and K0(FX) are invariants of X. We will in this
section present formulas based on l-past equivalence for these invariants. This was done
in [24,25,32] for the case of one-sided shift spaces of the form XΛ, where Λ is a two-sided
shift space and generalized to the general case in [3].
One can directly from these formulas prove that there are invariants of X without
involving C∗-algebras. This is done (for one-sided shift spaces of the form XΛ, where
Λ is a two-sided shift space) in Matsumoto’s outstanding paper [26], where also other
invariants of shift spaces are presented.
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Let X be a one-sided shift space. We let for each l ∈ N0, m(l) be the number of l-past
equivalence classes and we denote the l-past equivalence classes by E1l, E l2, . . . , E
l
m(l). For
each l ∈ N0, j ∈ {1, 2, . . . , m(l)} and i ∈ {1, 2, . . . , m(l + 1)} we let
Il(i, j) =
{
1 if E l+1i ⊆ E
l
j
0 else.
Let F be a finite set and i0 ∈ F . Then we denote by ei0 the element in Z
F for which
ei0(i) =
{
1 if i = i0
0 else.
For 0 ≤ k ≤ l let M lk = {i ∈ {1, 2 . . . , m(l)} | Pk(E
l
i) 6= ∅}. Since i ∈ M
l+1
k if j ∈ M
l
k and
Il(i, j) = 1, there exists a positive, linear map from ZM
l
k to ZM
l+1
k given by
ej 7→
∑
i∈M l+1
k
Il(i, j)ei.
We denotes this map by I lk.
For a subset E of X and a u ∈ a∗ we let uE = {ux ∈ X | x ∈ E}. For each l ∈ N0, j ∈
{1, 2, . . . , m(l)}, i ∈ {1, 2, . . . , m(l + 1)} and a ∈ a we let
Al(i, j, a) =
{
1 if ∅ 6= aE l+1i ⊆ E
l
j
0 else.
Let 0 ≤ k ≤ l. If j ∈ M lk and there exists an a ∈ a such that Al(i, j, a) = 1, then
i ∈M l+1k+1. Hence there exists a positive, linear map from Z
M l
k to ZM
l+1
k+1 given by
ej 7→
∑
i∈M l+1
k+1
∑
a∈a
Al(i, j, a)ei.
We denote this map by Alk.
Then we have:
Lemma 20. Let 0 ≤ k ≤ l. Then the following diagram commutes:
ZM
l
k
Il
k
//
Al
k

ZM
l+1
k
Al+1
k

ZM
l+1
k+1
Il+1
k+1
// ZM
l+2
k+1 .
Proof. Let j ∈ M lk, h ∈ M
l+2
k+1 and a ∈ a. If ∅ 6= aE
l+2
h ⊆ E
l
j, then there exists exactly
one i ∈ M l+1k such that E
l+1
i ⊆ E
l
j and ∅ 6= aE
l+2
h ⊆ E
l+1
i ; and there exists exactly one
i′ ∈M l+1k+1 such that E
l+2
h ⊆ E
l+1
i′ and ∅ 6= aE
l+1
i′ ⊆ E
l
j; and if aE
l+2
h = ∅ or aE
l+2
h * E
l
j then
there does not exists a i ∈ M l+1k such that E
l+1
i ⊆ E
l
j and ∅ 6= aE
l+2
h ⊆ E
l+1
i ; and there
does not exists a i′ ∈M l+1k+1 such that E
l+2
h ⊆ E
l+1
i′ and ∅ 6= aE
l+1
i′ ⊆ E
l
j. Hence∑
i∈M l+1
k
Al+1(h, i, a)Il(i, j) =
∑
i∈M l+1
k+1
Il+1(h, i)Al(i, j, a).
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So
Al+1k (I
l
k(ej)) = A
l+1
k
 ∑
i∈M l+1
k
Il(i, j)ei

=
∑
h∈M l+2
k+1
∑
a∈a
Al+1(h, i, a)
∑
i∈M l+1
k
Il(i, j)eh
=
∑
h∈M l+2
k+1
∑
i∈M l+1
k+1
∑
a∈a
Il+1(h, i)Al(i, j, a)eh
= I l+1k+1
 ∑
i∈M l+1
k+1
∑
a∈a
Al(i, j, a)ei

= I l+1k+1(A
l
k(ej))
for every j ∈M lk. Hence the diagram commutes. 
For k ∈ N0 the inductive limit lim
−→
(ZM
l
k , (Z+)M
l
k , I lk) will be denoted by (ZXk ,Z
+
Xk
). It
follows from Lemma 20 that the Alk’s induce a positive, linear map Ak from ZXk to ZXk+1.
Let 0 ≤ k < l. Denote by δlk the linear map from Z
M l
k to ZM
l
k+1 given by
ej 7→
{
ej if j ∈M
l
k+1,
0 if j /∈M lk+1,
for j ∈M lk. It is easy to check that the following diagram commutes
ZM
l
k
δl
k
//
Il
k

ZM
l
k+1
Il
k+1

ZM
l+1
k
δl+1
k
// ZM
l+1
k+1 .
Thus the δlk’s induce a positive, linear map from ZXk to ZXk+1 which we denote by δk.
Since the diagram
ZM
l
k
δl
k
//
Al
k

ZM
l
k+1
Al
k+1

ZM
l+1
k+1
δl+1
k+1
// ZM
l+1
k+2
commutes for every 0 ≤ k < l, the diagram
ZXk
δk
//
Ak

ZXk+1
Ak+1

ZXk+1
δk+1
// ZXk+2
commutes.
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We denote the inductive limit lim
−→
(ZXk ,Z
+
Xk
, Ak) by (∆X,∆
+
X
). Since the previous dia-
gram commutes, the δk’s induce a positive, linear map from ∆X to ∆X which we denote
by δX .
Theorem 21. For every one-sided shift space X is
(K0(FX), K
+
0 (FX), (λX)∗)
∼= (∆X ,∆
+
X
, δX),
or more precisely, the map [Su1El
i
S∗v ]0 7→ ei ∈ Z
M l
k extends to an isomorphism from
(K0(FX), K
+
0 (FX), (λX)∗) to (∆X ,∆
+
X
, δX).
Denote for every l ∈ N0 by Bl the linear map from ZM
l
1 to Zm(l+1) given by
ej 7→
m(l+1)∑
i=1
(
Il(i, j)−
∑
a∈a
Al(i, j, a)
)
ei.
One can easily check that the following diagram commutes for every l ∈ N0.
ZM
l
1
Bl
//
Il1

Zm(l+1)
Il+10

ZM
l+1
1
Bl+1
// Zm(l+2).
Hence the Bl’s induce a linear map B from ZΛ1 to ZΛ0 .
Theorem 22. Let Λ be a one-sided shift space. Then
K0(OΛ) ∼= ZΛ0/BZΛ1 ,
and
K1(OΛ) ∼= ker(B).
More precisely: The map
[1El
i
]0 7→ ei ∈ Z
m(l)
induces an isomorphism from K0(OΛ) to ZΛ0/BZΛ1.
13. The ideal structure of DX⋊α,L N
We will in this section describe the structure of the gauge invariant ideals of DX⋊α,LN.
By an ideal we will in this paper always mean a closed two-sided ideal, and by a gauge
invariant ideal, we mean an ideal I such that γz(I) ⊆ I for every z ∈ T.
The lattice of the gauge invariant ideals of DX⋊α,LN has been described by Matsumoto
in [25] in the case where X is of the form XΛ for some two-sided shift space Λ and this
has been generalized to arbitrary one-sided shift spaces X by the first author in [3]. We
will here reformulate the description a bit.
Theorem 23. Let X be a one-sided shift space. Then there exist between each pair of the
following lattices an ordering preserving bijective map:
(1) the lattice of gauge invariant ideals of DX⋊α,L N,
(2) the lattice of ideals J of FX, such that SuXS
∗
u, S
∗
uXSu ∈ J for every u ∈ a
∗ and
every X ∈ J ,
(3) the lattice of ideals I of AX, such that S
∗
uXSu ∈ I for every u ∈ a
∗ and every
X ∈ I,
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(4) the lattice of order ideals of ∆X invariant under δX ,
(5) the lattice of subset A of X, such that σ(A) ⊆ A and ∀x ∈ A ∃l ∈ N0 : Pl(x) ⊆ A.
14. Examples
If Λ is a two-sided shift space, then as explained before we can associate to it the C∗-
algebra DXΛ⋊α,LN, but we of course also look at the C
∗-crossed product C(Λ)⋊φZ, where
φ : C(Λ)→ C(Λ) is the map
f 7→ f ◦ σ.
It is proved in [6] that if Λ satisfy the condition
(∗) : There exists for every u ∈ L(Λ) an x ∈ XΛ such that P|u|(x) = {u},
then C(Λ) ⋊φ Z is a quotient of DXΛ⋊α,L N. This is used in [11] and [12] to relate the
K-theory of DXΛ⋊α,L N to the K-theory of C(Λ) ⋊φ Z for these shift spaces, and in [10]
to present K0(DXΛ⋊α,L N), for a two-sided shift space Λ associated to an aperiodic and
primitive substitution, as a stationary inductive limit of a system associated to an integer
matrix defined from combinatorial data which can be computed in an algorithmic way
(cf. [8] and [9]).
In [34], Matsumoto has taken a closer look at DX ⋊α,L N in the case where X is the
Motzkin shift, and in [27] he examines DX⋊α,LN for the context-free shift. In [22]DX⋊α,LN
is examined for the Dyck shift, and in [19] DX⋊α,LN is examined for a class of shift spaces
called β-shifts.
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