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Abstract
The Kuramoto model is a classical model used in the study of spontaneous
synchronizations in networks of coupled oscillators. In this model, frequency
synchronization configurations can be formulated as complex solutions to a
system of algebraic equations. Recently, upper bounds to the number of
frequency synchronization configurations in cycle networks of N oscillators
were calculated under the assumption of generic non-uniform coupling. In
this paper, we refine these results for the special cases of uniform coupling.
In particular, we show that when, and only when, N is divisible by 4, the
upper bound for the number of synchronization configurations in the uniform
coupling cases is significantly less than the bound in the non-uniform coupling
cases. This result also establishes an explicit formula for the gap between
the birationally invariant intersection index and the Bernshtein-Kushnirenko-
Khovanskii bound for the underlying algebraic equations.
1. Introduction
The spontaneous synchronization of oscillators is a ubiquitous phenomenon
that appear naturally in many seemingly independent biological, mechanical,
and electrical systems. One of the classical models in the study of synchro-
nization is the Kuramoto model [18], which describes the dynamics of a
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network of coupled oscillators. The Kuramoto model has been extensively
studied in the recent decades and remains an enduring subject for the mod-
eling of synchronization phenomena arising from the areas of science and
engineering. Originally, the Kuramoto model had been applied to infinite
complete networks (with all-to-all coupling). In order to adapt the model to
complex topologies, numerous reformulations of the Kuramoto model have
been introduced and studied, both analytically and numerically. See, e.g.,
review articles [1, 11, 23]. One of such generalizations of the Kuramoto model
investigates synchronizations within cycle networks (i.e., ring-like networks)
[10, 12, 14, 19, 24, 25, 27]. From an algebraic view point, the upper bound on
the number of frequency synchronization configurations (including complex
configurations) that can exist in a cycle network of N oscillators with generic
non-uniform coupling is shown to be N
(
N−1
⌊(N−1)/2⌋
)
[8, 9].
The main contribution of this paper is a significant refinement of this
upper bound for the case of cycle networks with uniform coupling. We show
that if N is not divisible by 4, despite being a very special case, the generic
number of complex synchronization configurations is the same as in the cases
with generic non-uniform coupling. On the other hand, if N is divisible
by 4, then the generic synchronization configuration count is significantly
lower than the count in the case of non-uniform coupling. This result also
quantifies the gap between the birationally invariant intersection index of a
family of rational functions over the toric variety (C∗)n and the Bernshtein-
Kushnirenko-Khovanskii bound [3, 16, 17] of a generic algebraic system in
this family.
This paper is organized as follows. In Section 2, we review the Kuramoto
equations and their algebraic formulation and state the root counting prob-
lems which this paper focuses on. Section 3 describes the construction of the
adjacency polytope and explores its geometric properties which are central to
our main arguments. Then in Section 4, we establish the main result which
is the generic root count for Kuramoto equations arising from cycle networks
with uniform coupling. The conclusion follows in Section 5.
Acknowledgements. This project grew out of authors’ discussion with Anton
Leykin and Josephine Yu in 2017 and with Anders Jensen and Yue Ren
in 2018 on closely related problems. The authors also thank Rob Davis
for kindly sharing his insights into the geometric structures of adjacency
polytopes.
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2. Preliminaries and problem statements
2.1. Kuramoto model with uniform coupling and synchronization equations
0
1
2
3
Figure 1: A cycle net-
work of 4 oscillators
The network of N coupled nonlinear oscillators can
be modeled by an undirected graph G with vertices
V (G) and edges E(G) representing the oscillators and
their connections respectively. In addition, each oscilla-
tor i has its natural frequency ωi, while a nonzero con-
stant K quantifies the coupling strength between two
oscillators. In this paper, we focus exclusively on the
cases of cycle graphs ofN vertices. That is, we only con-
sider G = CN with V (CN) = {0, 1, . . . , n}, n = N − 1
and E(CN) = {{0, 1}, {1, 2}, . . . , {i, i + 1}, . . . , {n − 1, n}, {n, 0}}. For ex-
ample, Figure 1 shows a cycle network of 4 oscillators. We also assume that
the oscillators are non-homogeneous, i.e., ω0, . . . , ωn are distinct, but the
coupling is uniform, i.e., the strength of the coupling along any edge is K.
Under these assumptions, the dynamics of the system is described by the
Kuramoto model with the governing equations
dθi
dt
= ωi −K
∑
j∈NCN (i)
sin(θi − θj) for i = 0, . . . , n, (1)
where θi is the phase angle of the i-th oscillator and NCN (i) is the set of ad-
jacent nodes of node i in the CN . Frequency synchronization configurations
(simply synchronization configurations, hereafter) are defined to be config-
urations of (θ0, . . . , θn) for which all oscillators are tuned to have the exact
same angular velocity. That is, there is a single constant c such that dθi
dt
= c
for i = 0, . . . , n. By adopting a proper rotational frame of reference, we can
further assume θ0 = 0 and c = 0. Then the synchronization configurations
are defined by the equilibrium conditions dθi
dt
= 0 for i = 1, . . . , n. That is,
they are solutions to the system of transcendental equations
0 = ωi −K
∑
j∈NCN (i)
sin(θi − θj) for i = 1, . . . , n. (2)
Throughout this paper, we will use the following notations. Let f =∑
a∈S cαx
a denote a Laurent polynomial in n variables x = (x1, . . . , xn)
with coefficients in C, where the finite set S ⊂ Zn, known as its support,
collects the exponents and xa = xa11 · · ·xann represents the monomial with
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exponent a = (a1, . . . , an)
⊤. The Newton polytope of f is the set Newt(f) :=
conv(S) ⊂ Rn. With respect to a nonzero vector α ∈ Rn, the initial form of f
is initα f :=
∑
a∈(S)v
cαx
a, where (S)v is the subset of S on which the linear
functional 〈v , · 〉 is minimized over S. For a system f = (f1, . . . , fn)⊤ of
Laurent polynomials, the initial system with respect to α ∈ Rn is initα f :=
(initα f1, . . . , initα fn)
⊤. While considering the root count of the system f , we
will make use of the Bernshtein’s theorem [3], which states that the generic
root count of the system f in (C∗)n = (C\{0})n is given by the mixed volume
of the Newton polytopes Newt(fi), i = 1, . . . , n. This count is also known as
the Bernshtein-Kushnirenko-Khovanskii (BKK) bound [3, 17, 16].
The central question of finding the maximum number of synchronization
configurations for a cycle network of oscillators with uniform coupling is
equivalent to the root counting question of the system (2). To leverage the
power of root counting results from algebraic geometry, the transcendental
equations (2) can be reformulated into an algebraic system via the change
of variables xi = e
iθi for i = 0, . . . , n where i =
√−1 and x0 = ei0 =
1 corresponds to the fixed phase angle of the reference oscillator. Then
sin(θi − θj) = 12i( xixj −
xj
xi
), and (2) is transformed into a system of n Laurent
polynomial equations f = (f1, . . . , fn)
⊤ = 0 in the n complex variables x =
(x1, . . . , xn) given by
fi(x1, . . . , xn) = ωi − a
∑
j∈NCN (i)
(
xi
xj
− xj
xi
)
= 0 for i = 1, . . . , n, (3)
where a = K
2i
. This system captures all synchronization configurations in a
way that the real solutions to (2) correspond to the complex solutions of (3)
with each |xi| = |eiθ| = 1, i.e., solutions on the real torus (S1)n.
2.2. Problem statements
Counting solutions of an algebraic system on real torus (S1)n is a noto-
riously difficult problem. Using Morse inequalities and the Betti numbers of
the real torus, lower bounds on the generic solution count was established
by Baillieul and Byrnes in certain cases [2] (e.g. the cases of homogeneous
oscillators with nondegenerate synchronization states). An upper bound for
the number of solutions is also established to be
(
2N−2
N−1
)
in the same papers
by bounding the total number of complex solutions to (3). This upper bound
does not take into consideration the graph topology and coupling coefficients
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and only depends on the number of oscillators N . Following this approach
of counting complex solutions, later works (e.g. root counting results given
by Guo and Salam [13] and Molzahn, Mehta, and Niemerg [21]) suggest that
sparse networks tend to have less synchronization configurations. These ob-
servations have motivated a study on the tighter upper bound for the num-
ber of synchronization configurations in cycle networks with non-uniform
coupling coefficients [6, 8] where a sharp upper bound (counting complex
synchronization configurations) is shown to be N
(
N−1
⌊(N−1)/2⌋
)
. In this paper
we provide a significant refinement of the root count for the cases of cycle
networks with uniform coupling.
An important result from the intersection theory is that, over the field
of complex numbers, the maximal behavior is also, in a sense, the generic
behavior (e.g. the Theorem of Bertini [26]). The key question we aim to
answer is therefore the following generic root count question.
Problem 1. Given a cycle graph CN of N nodes and generic choices of
parameters ω = (ω1, . . . , ωn) and a, what is the total number of isolated
complex solutions to the algebraic Kuramoto system (3)?
This question can also be stated in terms of birationally invariant intersec-
tion index. Since the i-th Laurent polynomial in (3) is a linear combination of
1 and ℓi :=
∑
j∈NCN (i)
(xi/xj − xj/xi) with generic coefficient. It can be con-
sidered as a generic element in the vector space of rational functions spanned
by {1, ℓi}. We are therefore interested in the intersection index of n generic
elements from these vector spaces in (C∗)n. This is precisely the birationally
invariant intersection index [15].
Problem 2. Given a cycle graph CN of N nodes, let
Li = span

1,
∑
j∈NCN (i)
(
xi
xj
− xj
xi
)

be the C-vector space spanned by two rational functions for each i = 1, . . . , n.
What is the intersection index [L1, . . . , Ln ] ?
This intersection index is less than or equal to the BKK bound for the
same set of equations. In this paper, we show that there is a gap between
the intersection index described above and the BKK bound if and only if
N is divisible by 4. Indeed, in this case, [L1, . . . , Ln] is significantly smaller
than the BKK bound in the sense that the ratio of the two goes to zero as
N →∞.
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3. Adjacency polytope
(0,-1,1) (0,0,1)
(1,-1,0) (1,0,0)
(0,0,-1) (0,1,-1)
(-1,1,0)
(-1,0,0)
Figure 2: Adjacency polytope for a cycle
network of 4 oscillators
Recent studies suggest that the range
of possible synchronization configura-
tions is strongly tied to the network
topology [4, 21]. A promising approach
to elucidate this connection [5, 8, 6]
makes use of a construction known as
an “adjacency polytope”. This method
allows us to encode the network topol-
ogy and provides valuable insights into
the algebraic structure of the Kuramoto
equations. The adjacency polytope constructed in this context coincides with
the symmetric edge polytope introduced earlier in the study of the roots of
Ehrhart polynomials [20]. The geometric structure of adjacency polytopes
has been instrumental in the study of generic root count of the algebraic Ku-
ramoto equations (3) in the case of cycle networks with generic non-uniform
coupling [8]. In this paper, we extract more refined initial form information
from the polytopes and establish a sharper bound on the generic root count
in the case of uniform coupling.
For the cycle graph CN , its adjacency polytope is defined as
∇CN = conv {±(ei − ej)}{i,j}∈E(CN ) , (4)
where ei ∈ Rn is the column vector with 1 on the i-th position and zero else-
where for i = 1, . . . , n, and e0 = 0. The polytope ∇CN is a full-dimensional
centrally symmetric lattice polytope. It is originally constructed as the New-
ton polytope of the randomized system fR := R · f , which is created from a
nonsingular n × n matrix R = [rij ] with generic entries. Here, components
of fR = (fR1 , . . . , f
R
n ) are of the form
fRk = ck −
∑
{i,j}∈E(CN ),i<j
aRijk
(
xi
xj
− xj
xi
)
for k = 1, . . . , n, (5)
where c = (c1, . . . , cn)
⊤ = Rω, E(CN) is the edge set of CN , and a
R
ijk =
a(rki − rkj). Each component in fR has the same set of terms, and the (un-
mixed) Newton polytope of fR, Newt(fR), is precisely the adjacency polytope
∇CN . Since R is nonsingular, f and fR = R·f share the same zero set. Yet, the
randomization simplifies the algebraic structure of the problem and allows us
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to utilize the known results concerning the triangulation of ∇CN [7, 8]. The
normalized volume of ∇CN , also known as adjacency polytope bound, is the
BKK bound for both the algebraic Kuramoto system (3) and the randomized
system fR.
In the following discussion, an important role is given to the facets ((n−1)-
dimensional faces) of ∇CN . As described in Ref. [8], when N is odd, ∇CN is
unimodularly equivalent to the del Pezzo polytope [22]. The number of facets
of ∇CN is N
(
N−1
(N−1)/2
)
. Each facet is simplicial, unimodular, and given by
conv
{
λj(ei − ej)
∣∣∣ {i, j} ∈ E(CN ) \ {{p, q}} for some {p, q} ∈ E(CN),
λ1, . . . , λq−1, λq+1, . . . , λn+1 ∈ {±1},
q−1∑
j=1
λj +
n+1∑
j=q+1
λj = 0
}
.
(6)
When N is even, ∇CN has
(
N
N/2
)
facets [7, 9]. Each facet F is defined by
exactly N = n+ 1 vertices and is of the form
conv
{
λj(ei − ej)
∣∣∣ {i, j} ∈ E(CN), λ1, . . . λn+1 ∈ {±1}, n+1∑
j=1
λj = 0
}
. (7)
Example. (Running example, 4-cycle). Our reference example throughout
this paper will be a a cycle network with N = 4 coupled oscillators. See
Figure 1. Synchronization configurations of this network are characterized
by the Algebraic Kuramoto equations
ω1 − a
(
x1
x0
− x0
x1
+
x1
x2
− x2
x1
)
= 0,
ω2 − a
(
x2
x1
− x1
x2
+
x2
x3
− x3
x2
)
= 0, (8)
ω3 − a
(
x3
x2
− x2
x3
+
x3
x0
− x0
x3
)
= 0.
The adjacency polytope associated with this network is a parallelepiped as
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illustrated on Figure 2. Its six facets are
conv
{[
1
0
0
]
,
[
1
−1
0
]
,
[
0
−1
1
]
,
[
0
0
1
]}
, conv
{[
1
0
0
]
,
[
−1
1
0
]
,
[
0
1
−1
]
,
[
0
0
1
]}
,
conv
{[
1
0
0
]
,
[
1
−1
0
]
,
[
0
1
−1
]
,
[
0
0
−1
]}
, conv
{[
−1
0
0
]
,
[
−1
1
0
]
,
[
0
−1
1
]
,
[
0
0
1
]}
, (9)
conv
{[
−1
0
0
]
,
[
−1
1
0
]
,
[
0
1
−1
]
,
[
0
0
−1
]}
, conv
{[
−1
0
0
]
,
[
1
−1
0
]
,
[
0
−1
1
]
,
[
0
0
−1
]}
.
The normalized volume of each facet is 2, and the adjacency polytope bound
is 12. This also agrees with the BKK bound of (8). We will show, however,
that the generic root count under the uniform coupling condition, i.e., the
intersection index [L1, L2, L3], is only 6.
We next prove some important properties of the facets of ∇G. For a facet
F of ∇G, we define its facet matrix to be a matrix V whose columns are the
vertices of F , arranged in such a way, that vertex λk(ei− ej) corresponds to
the i-th column of V . Let us denote by V ∗ the reduced row echelon form of
V . We will refer to V ∗ as a reduced facet matrix. Finally, we define a facet
reduction matrix Q as an (N − 1)× (N − 1) matrix that satisfies QV = V ∗.
Lemma 1. For a facet F of ∇G with its facet matrix V and reduced facet
matrix V ∗, the facet reduction matrix Q is a unimodular integer matrix.
Proof. If N is odd, then V is a square unimodular matrix with integer entries.
Its reduced row echelon form is therefore the identity matrix, and Q = V −1
is a unimodular integer matrix.
If N is even, employing the description of the facets given in (7), we write
each facet matrix V as
V =


−1 1
. . .
. . .
−1 1




λ1
. . .
λN

 . (10)
We define an (N − 1)× (N − 1) unimodular (integer) matrix
Q :=


−λ1
−λ2
. . .
−λN−1




1 1 . . . 1
1 . . . 1
. . .
...
1

 , (11)
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which has determinant ±1 since λk = ±1. Via a direct computation, we
observe that
QV =


1 −λ1λN
1 −λ2λN
. . .
...
1 −λN−1λN

 = V ∗. (12)
Therefore, the integer matrix Q is the facet reduction matrix.
It has been mentioned in Ref. [7] that facets of ∇G are unimodularly
equivalent to one another. In Proposition 1, we provide an equivalent proof
in terms of facet matrices.
Proposition 1. Let F and F ′ be two facets of the adjacency polytope ∇CN ,
and let V and V ′ be their corresponding facet matrices. Then there exist a
unimodular (N − 1) × (N − 1) matrix U and a N × N permutation matrix
P such that UV P = V ′.
Proof. (Odd N) For odd N , V is square and unimodular, and therefore V −1
is an integer matrix. We let U = V ′V −1, and let P = IN−1 be the (N − 1)×
(N − 1) identity matrix, then UV P = V ′.
(Even N) For even N , let (λ1, . . . λN), (λ
′
1, . . . , λ
′
N) ∈ {−1, 1}N be the
indices of the F and F ′ respectively. These indices satisfy the conditions∑N
i=1 λi = 0 and
∑N
i=1 λ
′
i = 0. Therefore exactly half of the entries in each
collection of indices are positive. LetQ andQ′ be the facet reduction matrices
of F and F ′ respectively. As stated in (12), the corresponding reduced facet
matrices are given by
V ∗ = QV =

 1 −λ1λN1 −λ2λN... ...
1 −λN−1λN

 and (V ′)∗ = Q′V ′ =


1 −λ′1λ
′
N
1 −λ′2λ
′
N
...
...
1 −λ′
N−1λ
′
N

 .
We observe that if λN is positive, then the list λ1, . . . , λN−1 contains
N
2
− 1
positive and N
2
negative entries. If λN is negative, then the list λ1. . . . , λN−1
contains N
2
− 1 negative and N
2
positive entries. It follows that the last
columns of both V ∗ and (V ′)∗ have exactly N
2
entries equal 1 and N
2
− 1
entries equal −1. Therefore V ∗ and (V ′)∗ are equal up to a permutation
of the entries in the last column. In other words, there exist permutations
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matrices L and P of sizes (N − 1) × (N − 1) and N × N respectively such
that
LV ∗P = (V ′)∗. (13)
Let U = (Q′)−1LQ, which is unimodular since Q′, L, and Q are all unimod-
ular, then we have UV P = V ′, as desired.
3.1. Face and facet subsystems
Faces of the adjacensy polytope∇CN give rise to face and facet subsystems
that form the foundation of our root counting argument. Let F be a positive-
dimensional face of ∇CN , then the face subsystem induced by F is the system
given by
fRF,k = ck −
∑
(ei−ej)∈F
(aijk − ajik) xi
xj
for k = 1, . . . , n, (14)
which consists of all the terms in the algebraic Kuramoto system with ex-
ponents vectors in F together with the constant terms. Using the compact
vector exponent notation, we can write the system as
fRF = c− a
∑
(ei−ej)∈F
(Ri −Rj) (x(ei−ej))⊤ (15)
where Rk is the k-th column of R if k 6= 0 and the zero vector otherwise. If
F is a facet, we call fRF a facet subsystem. Facet subsystems correspond to
facet subnetworks investigated in Ref. [5].
4. Counting roots
The main goal here is to provide a refined generic root count in the special
case of uniform coupling, which will be the answer for both Problem 1 and
Problem 2. This will be done via analysis of the roots of the much simpler
face subsystems described above. Throughout this section, we assume the
choices of the natural frequencies ωi’s and the complex coupling coefficient
a to be generic. This can be interpreted in terms of Zariski topology within
the space of all possible coefficients. We say that a property holds for a
generic choice of coefficients, if there is a nonempty Zariski open set of the
coefficients for which this property holds. From a probabilistic point of view,
“genericity” implies that if a and ω are selected at random, then the property
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holds with probability one. Now, following a standard “generic smoothness”
argument, we show that the solution set of such a face subsystem consists of
nonsingular points.
Lemma 2. Let CN be a cycle graph of N nodes, and let F be a face of ∇CN .
For generic choices of c ∈ Cn and a ∈ C∗, the complex zero set of the face
subsystem fRF is either empty or consists of nonsingular isolated points.
This statement follows directly from the properties of a generic member
of a linear system of divisors away from the base locus. Here, we include a
short proof for completeness.
Proof. The face subsystem fRF is a linear combination of the system of Laurent
polynomials
{1} ∪ {xix−1j }(ei−ej)∈F
with coefficients that are the images of c ∈ Cn and aR ∈ Cn × Cn under a
nonsingular linear transformation. Note that the base locus of this system
in (C∗)n is empty. Then by Bertini’s theorem, there exists a Zariski open set
U of Cn × Cn × Cn such that (c, aR) ∈ U implies that the zero set of fRF in
(C∗)n is either empty or 0-dimensional and nonsingular.
Since we require a ∈ C∗ and R nonsingular, by assumption, the inverse
image of U in C∗ × Cn × Cn remains Zariski open. Therefore, for generic
choices of c ∈ Cn and a ∈ C∗, the zero set of the facet subsystem fRF consists
of nonsingular isolated points.
By considering the entire polytope ∇CN as a face, the above lemma im-
plies that the generic solution set to the algebraic Kuramoto equation consists
of nonsingular isolated points.
Corollary 1. For generic choices of c ∈ Cn and a ∈ C∗, the complex zero
set of f consists of nonsingular isolated points, and the total number is a
constant which is independent from c and a.
We establish the root count for f by studying the root count of individual
facet subsystems, since the complex zeros of f are one-to-one correspondence
with complex zeros of all facet subsystems as show in Ref. [5]. Here, we
restate the result in the current context.
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Theorem 1 (Theorem 2, [5]). For generic choices of c ∈ Cn and a ∈ C∗,
the complex zeros of the algebraic Kuramoto system f on CN with uniform
coupling (3) are all isolated and nonsingular, and the total number is exactly
the sum of the complex root count of all the facet subsystems fRF over all facets
F ∈ F(∇CN ).
The root counting question (Problem 1 and Problem 2) is now reduced
to computing the root count of each facet subsystem. The root count for
facet subsystems associated with a cycle network with non-uniform coupling
is established in Ref. [8]. However, under the additional condition of uni-
form coupling the generic root count could be strictly less. We analyze this
gap using Bernshtein’s second theorem, which states that the actual C∗-root
count for a system of n polynomial in n variables is strictly less than the
BKK bound if and only if there is an initial system that has a nontrivial
solution in (C∗)n.
Theorem 2 (D. Bernshtein, [3], Theorem B). Let f = (f1, . . . , fn)
⊤ be a
Laurent polynomial system in n complex variables with Newton polytopes
P1, . . . , Pn. If an initial system initα f has no roots in (C
∗)n for any α 6= 0,
then all roots of f in (C∗)n are isolated and their number, counting multiplic-
ity, equals the mixed volume of P1, . . . , Pn. If an initial system initα f has
a root in (C∗)n for some α 6= 0, then the number of isolated roots of the
system f in (C∗)n counted according to multiplicity, is strictly smaller than
the mixed volume of P1, . . . , Pn, given this mixed volume is nonzero.
The following theorem provides the condition under which an initial sys-
tem we are interest in has a nontrivial solution.
Theorem 3. Given a facet subsystem fRF , an initial system initα f
R
F for α 6= 0
has a zero in (C∗)n if and only if N is divisible by 4 and α is the inner normal
vector of the facet F of ∇CN .
Proof. We shall first consider an initial system induced by a facet F of ∇CN
listed in (6) and (7). Let α be an inner normal vector of F in ∇CN , then the
induced initial form is
initα f
R
F = −a
∑
(ei−ej)∈F
(Ri −Rj) (x(ei−ej))⊤ (16)
which is equivalent to the system
−1
a
R−1 initα f
R
F =
∑
(ei−ej)∈F
(ei − ej) (x(ei−ej))⊤ = V (xV )⊤, (17)
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where V is the facet matrix.
(Odd N) If N is odd, then with the biholomorphic change of variables
y = xV , the system (17) is equivalent to
V −1V
(
(y−V )V )
)⊤
= y⊤, (18)
as far as their zero sets in (C∗)n are concerned. It is easy to see, however,
that the system above does not have solutions in (C∗)n.
(Even N) If N is even, then the reduced facet matrix of F ,
V ∗ = QV =
[
e1 · · · en h
]
,
has the last column h with N
2
entries equal 1 and N
2
− 1 entries equal −1
(See proof of Proposition 1 for details). Then via the biholomorphic change
of variables x = yQ, the above system is equivalent to
QV (((y)Q)V )⊤ = V ∗(yV
∗
)⊤.
That is, the initial system initα f
R
F = 0 has a C
∗-solution if and only if
V ∗(yV
∗
)⊤ = 0 (19)
has a C∗-solution. We now show this is possible if and only if N is divisible
by 4.
Assume N is divisible by 4, we shall show (19) has a C∗-solution. In fact,
h is a solution. Let y = h⊤ = (h1, . . . , hn) ∈ (C∗)n, then
V ∗(yV
∗
)⊤ = V ∗ ((h⊤)V
∗
)⊤ = V ∗


h1
...
hn
(h1)
h1 · · · (hn)hn

 . (20)
Recall that hi ∈ {+1,−1}, so hhii = hi for each i = 1, . . . , n. Since N is
divisible by 4, and since h has exactly N
2
− 1 entries equal −1 while the rest
are 1’s the last entry in (h⊤)V
∗
is
(h1)
h1 · · · (hn)hn = h1 · · ·hn = (−1)N2 −1 = −1.
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So, (20) becomes
V ∗ (h⊤)V
∗
=


1 h1
. . .
...
1 hn




h1
...
hn
−1

 =


h1 − h1
...
hn − hn

 = 0. (21)
That is, h ∈ (C∗)n is a solution to (19). In fact, since (19) is homogeneous,
λh ∈ (C∗)n for any λ ∈ C∗ will also be solution. Moreover, for any other
solution y, equation (19) is equivalent to

1
. . .
1




y1
...
yn

 = −(y1)h1 · · · (yn)hnh. (22)
Hence, all the solutions of (19) are of the form form λh ∈ (C∗)n, λ ∈ C∗.
Consequently, the initial system initα f
R
F has a 1-dimensional zero set in (C
∗)n.
Now assume N is even but not divisible by 4. Suppose x ∈ (C∗)n is a
zero of the initial system initα f
R
F , then y = x
Q−1 ∈ (C∗)n is zero of (19), i.e.,
V ∗ yV
∗
=


1 h1
. . .
...
1 hn




y1
...
yn
(y1)
h1 · · · (yn)hn

 = 0. (23)
We have yi = −hi(y1)h1 · · · (yn)hn, i = 1, . . . , n, which implies
yh11 · · · yhnn = (−1)h1+···+hnh1 · · ·hn
(
(y1)
h1 · · · (yn)hn
)h1+···+hn
. (24)
Recall that h1 + · · ·+ hn = 1 and h1 · · ·hn = (−1)N2 −1. Hence, the equation
above is equivalent to
yh11 · · · yhnn = (−1)
N
2 · yh11 · · · yhnn = −yh11 · · · yhnn (25)
since N is not divisible by 4. This equation implies that yh11 · · · yhnn = 0, i.e.,
yk = 0 for at least one k ∈ {1, . . . , n}, contradicting with the assumption
that y = xE
−1 ∈ (C∗)n. Therefore we can conclude that the initial system
initα f
R
F has no zeros in (C
∗)n.
14
We now show all other initial systems of fRF have no zeros in (C
∗)n for any
N . Consider an initial system initα f
R
F induced by a nonzero vector α ∈ Rn
for which (Newt(fRF ))α 6= F . If initα fRF does not involves the constant term,
then this system is equivalent to
W (xW )⊤ = 0,
where W consists of less than N − 1 columns of V when N is odd and less
than N columns of V when N is even. Consequently, W has full column
rank. By the transformation via its Moore-Penrose inverse, we get
0 = W+0 = W+W (xW )⊤ = xW
which implies x 6∈ (C∗)n. If initα fRF involves the constant term, by General-
ized Sard’s theorem, its zero set must be 0-dimensional for generic choices of
the constant terms c ∈ Cn. But its Newton polytope is of lower dimension,
so by the Bernshtein-Kushnirenko-Khovanskii Theorem [3, 16, 17], its zero
set in (C∗)n must be empty.
This result shows that for N not divisible by 4, no initial system of a
facet subsystem has a nontrivial C∗-solution. Therefore, the root count for
the facet subsystem agrees with the BKK bound. Combining with the root
count results established in Ref. [8], the root count in cases where N is not
divisible by 4 can be derived immediately.
Corollary 2. If N is odd, a facet subsystem fRF , with generic choices of c
and a, has a unique C∗-solution.
Corollary 3. If N is even but not divisible by 4, then the number of C∗-
solutions to a facet subsystem fRF , with generic choices of c and a, is
N
2
.
For the cases where N is divisible by 4, we have identified the unique
initial system of a given facet subsystem that has a nontrivial C∗-solution.
Consequently, the root count, even under the assumption of generic c and a,
is strictly less than the BKK bound or the adjacency polytope bound. We
compute the exact root count below.
Corollary 4. If N is divisible by 4, then the number of C∗-solutions to a
facet subsystem fRF is
N
2
− 1.
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Proof. Let V be the facet matrix associated with F , and let V ∗ and Q be the
corresponding reduced facet matrix and facet reduction matrix respectively.
Recall that the facet system is given by
fRF = c− a
∑
(ei−ej)∈F
(Ri −Rj) (x(ei−ej))⊤ = c− aRV (xV )⊤, (26)
where V is the facet matrix associated with F . By the root counting result
established in Ref. [8], Proposition 12, the BKK bound for this system is N
2
,
i.e., this system has at most N
2
zeros in (C∗)n, and this upper bound is attain-
able for generic choices coefficients (i.e., all coefficients are chosen generically
and independently). Here we show that due to the special algebraic relations
among the coefficients, the actual number of zeros in (C∗)n is N
2
− 1.
Via the unimodular change of variables x = yQ, the above facet system
can be transformed into
c− aRV (yQV )⊤ = c− aRV (yV ∗)⊤. (27)
Since the change of variables preserves the number of zeros in (C∗)n, it is
thus sufficient to count the number of zeros of this system instead.
All zeros of (27) in (C∗)n are isolated and simple, and under this trans-
formation, the only initial system with nontrivial C∗-solution is the initial
system defined by the vector α = (−1, . . . ,−1). Therefore the only zeros
outside (C∗)n are at infinity, i.e., CPn \ Cn, which we can compute explic-
itly by considering the homogenization of (27). At infinity, the system is
equivalent to
−aRV (yV ∗)⊤ = 0,
which is, in turn, is equivalent to
V ∗(yV
∗
)⊤ = 0.
This system coincide with the initial system (19) in the proof of Theorem 3,
which has a unique nonsingular solution in CPn. In other words, (27) has
only one simple zero at infinity. Its root count in (C∗)n is therefore one less
than the BKK bound, i.e., the root count is N
2
− 1.
Example. (Running example, 4-cycle). To illustrate the result of Corollary
4, we consider the facet
conv
{[
1
0
0
]
,
[
1
−1
0
]
,
[
0
−1
1
]
,
[
0
0
1
]}
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of the adjacency polytope of a 4-cycle network (the shaded facet in Figure
3). With a direct computation, we can verify that the normalized volume of
this facet is 2. This is the BKK bound of the facet subsystem. Therefore, if
all coefficients were chosen randomly, we expect the facet subsystem to have
2 solutions in (C∗)3. However, due to the special algebraic relations among
the coefficients, as a result of the uniform-coupling requirement, this facet
subsystem has only one solution. Indeed, with direct symbolic computation,
we can compute the unique solution which is given by
x0 = 1, x1 =
1
a
(ω1 + ω2 + ω3)ω1
ω1 + ω3
,
x2 =
(ω1 + ω2 + ω3)ω3
ω1 + ω3
, x3 =
1
a
(ω2 + ω3)(ω1 + ω2 + ω3)
ω1 + 2ω2 + ω3
.
The same argument can be applied to all 6 facet subsystems (corresponding
to the 6 facets listed in (9). We can thus conclude that under the generic
uniform-coupling assumption, the algebraic Kuramoto equations (3) for 4-
cycle graph has exactly 6 complex solutions even though its BKK bound is
12.
Combining the above corollaries, Theorem 1, and the total number facets
of ∇CN , we get the following generic root count for (3) under the assumption
of generic natural frequency and generic but uniform coupling coefficients.
Theorem 4. Given a cycle network of N oscillators with uniform coupling
and generically chosen complex constants a, ωi, . . . , ωn, the number of isolated
complex solutions to the system (3) is

N
(
N − 1
⌊(N − 1)/2⌋
)
if N is not divisible by 4
(N − 2)
(
N − 1
N/2− 1
)
if N is divisible by 4.
These are also the answers to Problem 2, i.e., they are the birationally
invariant intersection indices [L1, . . . , Ln] for the family of vectors spaces of
rational functions over the toric variety (C∗)n. Note that this intersection
index is strictly less than the BKK bound when N is divisible by 4.
Remark 1. In the cases where N is divisible by 4, the gap between the
birationally invariant intersection index and the BKK bound is 2
(
N−1
N/2−1
)
=(
N
N/2
)
, which grows exponentially as N →∞.
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5. Concluding remarks
The Kuramoto model is one of the most widely studied models for describ-
ing the pervasive phenomenon of spontaneous synchronization in networks of
coupled oscillators. In this model, frequency synchronization configurations
can be formulated as complex solutions to a system of algebraic equations.
Under the assumption of generic natural frequencies and generic non-uniform
coupling strength, the upper bounds to the number of frequency synchro-
nization configurations in cycle networks of N oscillators were computed in
a recent work [8]. This paper provides a sharper upper bound for the special
cases of networks with uniform coupling. The uniform coupling assumption
imposes an algebraic condition on the coefficients of the algebraic Kuramoto
equations and potentially reduces the maximum number of solutions. We
have established the exact condition under which the maximum root count
is lower and quantified the gap. In particular, if N is not divisible by 4, then
the maximum complex root count of the Kuramoto equations remains the
same with or without the uniform coupling assumption. On the other hand,
if N is divisible by 4, the uniform coupling assumption significantly lowers
the maximum root count. Indeed, the gap between the bounds is
(
N
N/2
)
which
grows exponentially as N →∞.
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