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La cryptographie basée sur les réseaux a connu depuis quelques années un très
fort développement notamment du fait qu’il existe des systèmes cryptographiques
basés sur les réseaux avec des propriétés de sécurité plus fortes que dans les cas
plus classiques de théorie des nombres. Les problèmes difficiles des réseaux, par
exemple le problème de trouver des vecteurs courts non nuls, semblent résister
aux attaques utilisant des ordinateurs quantiques et les meilleurs algorithmes qui
existent pour les résoudre sont exponentiels en fonction du temps. L’objet de cette
thèse est la construction de primitives cryptographiques à clé publique pour l’ano-
nymat dont la sécurité repose sur des problèmes difficiles des réseaux.
Nous nous intéressons aux schémas de signature de cercle. Tout d’abord, nous
proposons une nouvelle définition d’anonymat et nous exposons un nouveau schéma
de signature de cercle. Ensuite, nous donnons une étude de sécurité rigoureuse
suivant deux définitions de résistance la contrefaçon. La première est la résistance
à la contrefaçon contre les attaques à sous-cercles choisis et la deuxième est la
résistance à la contrefaçon contre les attaques de corruption interne.
Nous présentons ensuite un nouveau schéma d’identification de cercle et nous
développons une analyse complète de sa sécurité. Enfin, nous montrons que les
techniques utilisées pour construire le schéma précédent peuvent être utilisées
pour construire un schéma d’identification de cercle à seuil.
Mots-clés. Cryptographie à clé publique, réseaux euclidiens, signature de





Lattice-based cryptography has known during the last decade rapid develop-
ments thanks to stronger security properties. In fact, there exist lattice-based cryp-
tographic systems whose security is stronger than those based on the conventional
number theory approach. The hard problems of lattices, for example the problem
of finding short non-zero vectors, seems to resist quantum computers attacks. Mo-
reover, the best existing algorithms solving them are exponential in time. The pur-
pose of this thesis is the construction of public key cryptographic primitives for
anonymity, whose security is based on the latter.
In particular, we are interested in ring signature schemes. First, we propose a
new formal definition of anonymity and we present a new ring signature scheme.
Second, we give a rigorous study of security, following two definitions of unfor-
geability. The first of which is unforgeability against chosen-subring attacks and
the other one is unforgeability with respect to insider corruption.
Afterwards, we present a new ring identification scheme and we develop a
full analysis of its security. Finally, we show that the techniques used to build this
scheme, can be used to construct a threshold ring identification scheme.
Keywords. Public key cryptography, lattices, ring signature, ring identification,





1 Les réseaux cryptographiques 5
1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Probabilité et Distance statistique . . . . . . . . . . . . . . . . . . . 8
1.3 Sécurité prouvée . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Primitives cryptographiques . . . . . . . . . . . . . . . . . . . . . . 10
1.4.1 Fonctions à sens unique . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Schémas d’engagement . . . . . . . . . . . . . . . . . . . . 10
1.4.3 Preuves de connaissances . . . . . . . . . . . . . . . . . . . 11
1.4.3.1 Preuve de connaissance . . . . . . . . . . . . . . . 12
1.4.3.2 Preuves sans divulgation . . . . . . . . . . . . . . 13
1.4.3.3 Preuves à témoin indistinguable . . . . . . . . . . 14
1.4.4 Schémas d’identification . . . . . . . . . . . . . . . . . . . . 15
1.4.5 Fonctions de hachage et le Leftover Hash Lemma . . . . . . . 17
1.4.6 Signatures numériques . . . . . . . . . . . . . . . . . . . . . 18
1.5 Réseaux et applications . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5.1 Les réseaux euclidiens . . . . . . . . . . . . . . . . . . . . . 20
1.5.1.1 Complexité des problèmes des réseaux . . . . . . . 22
1.5.1.2 Réduction de sécurité . . . . . . . . . . . . . . . . 22
1.5.1.3 Une famille de fonctions de hachage basée sur les
réseaux . . . . . . . . . . . . . . . . . . . . . . . . 24
1.5.1.4 Schéma d’engagement de Kawachi et al. . . . . . . 24
1.5.2 Les réseaux idéaux . . . . . . . . . . . . . . . . . . . . . . . 25
1.5.2.1 Définitions et problème difficile . . . . . . . . . . . 25
1.5.2.2 Famille de fonctions de hachage basée sur les ré-
seaux idéaux . . . . . . . . . . . . . . . . . . . . . 26
1.5.3 Outils cryptographiques basés sur les réseaux . . . . . . . . 28
xiv TABLE DES MATIÈRES
1.5.3.1 Fonctions à pré-image échantillonable . . . . . . . 28
1.5.3.2 Échantillonnage généralisé de pré-image . . . . . 29
1.5.3.3 Fonctions à trappes de cercle . . . . . . . . . . . . 30
1.6 Schémas d’identification basés sur les réseaux . . . . . . . . . . . . 31
1.6.1 Un premier schéma d’identification de Lyubashevsky . . . . 31
1.6.2 Un deuxième schéma d’identification de Lyubashevsky . . . 32
1.6.3 Le schéma d’identification de Kawachi-Tanaka-Xagawa . . . 33
1.7 Schémas de signature numériques basés sur les réseaux . . . . . . . 36
1.7.1 Schémas de signatures avec trappe . . . . . . . . . . . . . . 36
1.7.2 Schémas de signatures sans trappe . . . . . . . . . . . . . . 38
1.7.2.1 Le schéma de signature LSig09 . . . . . . . . . . . 38
1.7.2.2 Le schéma de signature LSig12 . . . . . . . . . . . 40
2 Un schéma de signature de cercle 43
2.1 Définitions et modèle de sécurité . . . . . . . . . . . . . . . . . . . 46
2.1.1 Définitions . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.1.1.1 Variantes de la signature de cercle . . . . . . . . . 47
2.1.1.2 Signature de cercle . . . . . . . . . . . . . . . . . 47
2.1.2 Modèle de sécurité . . . . . . . . . . . . . . . . . . . . . . . 48
2.1.2.1 Inforgeabilité . . . . . . . . . . . . . . . . . . . . . 48
2.1.2.2 Anonymat . . . . . . . . . . . . . . . . . . . . . . 50
2.2 Schémas de signature de cercle basés sur les réseaux . . . . . . . . 52
2.2.1 Schéma de Brakerski et Kalai . . . . . . . . . . . . . . . . . 52
2.2.2 Schéma de Wang et Sun . . . . . . . . . . . . . . . . . . . . 54
2.3 Nouveau schéma de signature de cercle . . . . . . . . . . . . . . . 55
2.3.1 Description du schéma . . . . . . . . . . . . . . . . . . . . . 55
2.3.2 Consistance et convergence des algorithmes de la signature 58
2.3.3 Distribution de la clé publique . . . . . . . . . . . . . . . . . 61
2.4 Analyse de sécurité . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.4.1 Anonymat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.4.1.1 Attaquant ayant accès à plusieurs signatures . . . 63
2.4.1.2 Attaquant avec plus d’information . . . . . . . . . 65
2.4.1.3 Preuve d’anonymat de notre schéma . . . . . . . . 66
2.4.2 Inforgeabilité contre les attaques à sous-cercles choisis . . . 68
2.4.2.1 Inforgeabilité de la signature LSig09 avec des nou-
veaux paramètres . . . . . . . . . . . . . . . . . . 68
TABLE DES MATIÈRES xv
2.4.2.2 Preuve d’inforgeabilité contre les attaques à sous-
cercle choisis . . . . . . . . . . . . . . . . . . . . . 72
2.5 Schéma sûr contre les attaques de corruption interne . . . . . . . . 78
2.5.1 Nouveau schéma . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.2 Anonymat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.5.3 Preuve d’inforgeabilité contre corruption interne . . . . . . 81
3 Schémas d’identification anonymes 87
3.1 Schémas d’identification de cercle . . . . . . . . . . . . . . . . . . . 89
3.1.1 Définitions et modèle de sécurité . . . . . . . . . . . . . . . 90
3.1.1.1 Modèle de sécurité . . . . . . . . . . . . . . . . . . 91
3.1.2 Schéma d’identification de cercle de Kawachi-Tanaka-Xagawa 93
3.1.3 Notre schéma d’identification de cercle . . . . . . . . . . . . 95
3.1.3.1 Aperçu . . . . . . . . . . . . . . . . . . . . . . . . 95
3.1.3.2 Description . . . . . . . . . . . . . . . . . . . . . . 96
3.1.3.3 Sécurité . . . . . . . . . . . . . . . . . . . . . . . . 97
3.1.3.4 Coût et complexité . . . . . . . . . . . . . . . . . . 102
3.2 Schémas d’identification de cercle à seuil . . . . . . . . . . . . . . . 103
3.2.1 Définition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.2.2 Sécurité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.2.3 Schéma de Cayrel-Lindner-Rückert-Silva . . . . . . . . . . . 104
3.2.4 Notre schéma d’identification de cercle à seuil . . . . . . . . 106
3.2.4.1 Aperçu . . . . . . . . . . . . . . . . . . . . . . . . 106
3.2.4.2 Description . . . . . . . . . . . . . . . . . . . . . . 107
3.2.4.3 Analyse de sécurité . . . . . . . . . . . . . . . . . 108
3.2.4.4 Coût et complexité . . . . . . . . . . . . . . . . . . 111
Conclusion 113
Annexes 115
A Le schéma d’identification de Cayrel-Lindner-Rückert-Silva 115
B Preuve du Théorème 1.6 119
B.1 Le lemme de bifurcation général . . . . . . . . . . . . . . . . . . . 121
B.2 La preuve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Bibliographie 125
xvi TABLE DES MATIÈRES
xvii
Table des figures
2.1 L’algorithme hybride 0 de Ring−sign. . . . . . . . . . . . . . . . . 76
2.2 L’algorithme hybride 1 de Ring−sign. . . . . . . . . . . . . . . . . 76
2.3 L’algorithme hybride 2 de Ring−sign. . . . . . . . . . . . . . . . . 77
xviii TABLE DES FIGURES
1Introduction
En 1976, dans le célèbre article "New Directions in Cryptography" [DH76], Dif-
fie et Hellman ont présenté une nouvelle façon de faire de la cryptographie. Plus
précisément, ils ont introduit le concept de cryptographie asymétrique, aussi ap-
pelée à clé publique. Elle permet d’effectuer des communications sécurisées sans
partage d’une même clé secrète. Pour cela, chaque utilisateur possède une paire
de clés, une clé secrète (ou clé privée) connue seulement de l’utilisateur et une
clé publique connue de tous. Le premier schéma de chiffrement asymétrique a été
proposé par Rivest, Shamir et Adelman [RSA78], mieux connu sous le nom de
RSA. En s’appuyant sur l’idée de la clé publique, Diffie et Hellman ont introduit
le concept de signature numérique. Celui-ci permet d’avoir les mêmes propriétés
que la signature manuscrite sur un papier. De manière informelle, un schéma de
signature numérique prend en entrée un message à signer et retourne une chaîne
de caractères qui relie le message à la clé publique du signataire. Étant donnés le
message et la clé publique du signataire, il doit être possible à n’importe quelle
personne tierce de vérifier la signature. D’autre part, seul l’utilisateur qui connaît
la clé secrète (le signataire) doit être capable de générer une signature. Dans le
même contexte de cryptographie à clé publique, Feige, Fiat, et Shamir ont montré,
en 1988, qu’il est possible de construire des schémas d’identification permettant à
une personne de donner une preuve tangible de son identité. D’une manière géné-
rale, le prouveur montre à un vérificateur qu’il connait la clé secrète associée à la
clé publique sans donner aucune information sur le secret.
Durant les trentes dernières années, la cryptographie à clé publique n’a pas
cessé de progresser en proposant des nouvelles primitives cryptographiques qui ré-
pondent aux exigences d’un monde numérique qui évolue rapidement. Par exemple,
on peut imaginer un scénario dans lequel des utilisateurs collaborent ensemble
pour signer numériquement un document. Le but est de signer le document au
nom de tous les autres utilisateurs tout en restant anonyme. Un autre exemple
consiste à permettre à un utilisateur de prouver son appartenance à une entité
sans révéler son identité. C’est dans ce contexte que, dans ce mémoire, nous nous
intéressons aux primitives cryptographiques à clé publique permettant la protec-
tion de la vie privée des usagers.
La cryptographie basée sur les réseaux euclidiens a été introduite par Ajtai en
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1996. Elle est aujourd’hui l’un des domaines de recherche les plus actifs en cryp-
tographie. Dans ces dix dernières années, ce domaine a inspiré beaucoup de cher-
cheurs de la communauté cryptographique internationale aussi bien académique
que industrielle. Des groupes industriels comme IBM et Microsoft ont financé des
projets au sein de leurs laboratoires de recherche sur des thématiques liées à la
cryptographie basée sur les réseaux, par exemple le chiffrement homomorphe
[Gen09]. Ajtai [Ajt96] a montré que les instances aléatoires d’un certain problème
sont aussi difficiles à résoudre que toutes les instances d’un problème considéré
comme difficile standard des réseaux. Depuis lors, plusieurs primitives crypto-
graphiques basées sur les réseaux ont été proposées : schémas de chiffrement
[AD97, Reg09, SSTX09, PW11], schémas de signature [GPV08, Lyu09, Lyu12],
schémas d’identification [MV03, Lyu08a, KTX08],... Baser la sécurité des primi-
tives cryptographiques sur des problèmes difficiles des réseaux permet d’avoir une
immunité contre les attaques utilisant les ordinateurs quantiques, contrairement
aux problèmes de factorisation et de logarithme discret dont on sait qu’ils sont
cassables par ce genre d’ordinateur [Sho97].
Réduction pire cas/cas moyen
Nous expliquons, de manière informelle, la réduction pire cas/cas moyen entre
les problèmes difficiles issus des réseaux. Nous montrons l’utilité de cette réduction
dans la construction des primitives cryptographiques par rapport aux outils utilisés
dans la cryptographie basée sur des problèmes difficiles de la théorie des nombres.
En général, pour un problème donné, la complexité en cas moyen consiste à
étudier la complexité des instances choisies aléatoirement. On dit qu’un problème
est difficile dans le cas moyen, ou en moyenne, s’il n’existe pas d’algorithme po-
lynomial, utilisant un aléa choisi de manière uniformément aléatoire, capable de
résoudre avec une probabilité non négligeable une instance du problème choisie
de manière uniformément aléatoire. D’autre part, la notion de complexité dans
le pire cas consiste à étudier la complexité de toutes les instances du problème
(même les plus difficiles). On dit qu’un problème est difficile dans le pire cas si
pour toute instance fixée, il n’existe pas d’algorithme polynomial, utilisant un aléa
choisi de manière uniformément aléatoire, capable de la résoudre avec une proba-
bilité non négligeable.
Les schémas cryptographiques basés sur les réseaux ont une sécurité qui re-
pose sur la difficulté des problèmes des réseaux dans le pire cas. Il est utile de
rappeler que pour les schémas basés sur la théorie des nombres, la sécurité re-
pose sur le cas moyen des problèmes difficiles. En prenant l’exemple du problème
de factorisation des nombres, expliquons l’avantage de baser la sécurité des sché-
mas cryptographiques sur des problèmes difficiles dans le pire cas : supposons que
nous avons un schéma de signature numérique dont la sécurité est basée sur la
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factorisation d’un entier N . Plus précisément, un adversaire qui réussi à attaquer
le schéma de signature peut aussi trouver tous les facteurs premiers de N . Donc
la sécurité de notre schéma dépend du problème de factorisation, pour cela on
doit supposer que le problème est difficile à résoudre pour des N choisis aléatoire-
ment. Malheureusement, ceci n’est pas le cas parce que l’on sait qu’il faut choisirN
à partir d’une certaine distribution. En effet, N doit satisfaire certaines propriétés
parce qu’il existe des algorithmes polynomiaux qui résolvent le problème de facto-
risation dans plusieurs cas. Même si on sait que N est difficile à factoriser lorsqu’il
s’agit un produit de deux nombres premiers p et q qui sont suffisamment grands,
il existe des conditions supplémentaires sur le choix de ces derniers. Par exemple,
il faut que le plus grand facteur premier de p− 1 et de q − 1 soit très grand, p + 1
et q + 1 devraient avoir des facteurs premiers très grands, etc ... En revanche, la
cryptographie basée sur les réseaux, n’a pas ce genre de problème, puisqu’on peut
utiliser la réduction pire cas/cas moyen découverte par Ajtai [Ajt96]. Dans cette
réduction, Ajtai a utilisé deux types de réseaux, que nous allons noter, réseaux de
type A et réseaux de type B. Il a montré que trouver des vecteurs courts non nuls
dans un réseau de type A choisi aléatoirement est aussi difficile que de trouver des
vecteurs courts non nuls, même les plus difficiles à trouver, dans tous les réseaux
de type B.
Par conséquent, il est plus facile de construire des primitives cryptographiques
car il suffit de choisir des instances aléatoires du problème de trouver un vecteur
court non nul sur des réseaux de type A et baser la sécurité du schéma dessus.
Autrement dit, il faut montrer que casser le schéma implique la résolution de ce
problème. La réduction pire cas/cas moyen nous permet d’avoir une assurance sur
la sécurité du schéma puisqu’elle signifie qu’attaquer le schéma est aussi difficile
que de résoudre des problèmes difficiles des réseaux de type B dans le pire cas.
Organisation du mémoire
Dans ce mémoire, nous proposons un schéma de signature ainsi que deux sché-
mas d’identification pour l’anonymat. La sécurité de nos schémas repose sur des
problèmes difficiles des réseaux. Notre première contribution est un schéma de
signature de cercle qui permet de masquer l’identité du signataire au sein d’un
groupe de signataires connus. Notre deuxième contribution consiste en un nou-
veau schéma d’identification de cercle qui permet à un utilisateur de prouver son
appartenance à une entité sans révéler son identité. Nous généralisons ce résultat
au cas où un ensemble d’utilisateurs veut donner une preuve d’appartenance à une
entité d’une manière anonyme.
Dans le premier chapitre, nous fournissons, tout d’abord un rappel sur la dis-
tance statistique entre deux variables aléatoires et les notions de sécurité utilisées
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en cryptographie. Nous donnons des définitions formelles des schémas cryptogra-
phiques qui seront utiles à la compréhension de ce mémoire. Ensuite, nous intro-
duisons les notions de base des réseaux euclidiens et idéaux et nous rappelons
quelques outils cryptographiques dont la sécurité repose sur des problèmes diffi-
ciles des réseaux euclidiens. Puis, nous décrirons les schémas d’identification de
Lyubashevsky [Lyu08a, Lyu09] et de Kawachi, Tanaka, et Xagawa [KTX08], ainsi
que les schémas de signature de Gentry, Peikert, et Vaikuntanathan [GPV08] et de
Lyubashevsky [Lyu09, Lyu12].
Le deuxième chapitre se décompose en trois parties. Dans un premier temps
nous donnons les définitions formelles d’un schéma de signature de cercle ainsi
que de son modèle de sécurité. Dans un deuxième temps, nous rappelons deux
schémas de signature de cercle dont la sécurité est basée sur des problèmes diffi-
ciles des réseaux. Finalement, nous présentons notre nouveau schéma de signature
de cercle et nous analysons sa sécurité suivant deux modèles de sécurité différents.
Ce résultat a fait l’objet d’une publication à la conférence Africacrypt [AMBB+13].
Dans le troisième chapitre, nous décrirons nos travaux sur les schémas d’iden-
tification anonymes. Ce chapitre est constitué de deux parties. La première partie
sera consacrée à la présentation d’un nouveau schéma d’identification de cercle
ainsi qu’à l’étude de sa sécurité. Nous comparons ses performances par le schéma
proposé par Kawachi et al. [KTX08]. Dans la deuxième partie, nous montrons
que la généralisation notre schéma d’identification de cercle permet d’obtenir un
nouveau schéma d’identification de cercle à seuil. Les performances de notre nou-
veau schéma seront comparées à celles d’un schéma proposé par Cayrel, et al.
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Le but de ce premier chapitre est d’introduire les notions mathématiques et
les outils cryptographiques nécessaires pour la compréhension de nos schémas
cryptographiques.
Dans la première section nous introduisons les notations que nous utiliserons
dans ce mémoire. Dans la section 1.2, nous rappelons la distance statistique et ses
propriétés. Dans la section 1.3, nous considérons les principes de sécurité utilisés
en cryptographie. Dans la section 1.4, nous introduisons un premier ensemble
d’outils cryptographiques qui seront utilisés dans ce mémoire. Dans la section 1.5,
nous rappelons les fondements de la cryptographie basée sur les réseaux euclidiens
et les réseaux idéaux ainsi qu’un deuxième ensemble d’outils cryptographiques.
Dans la section 1.6, nous présentons trois schémas d’identification basés sur les
réseaux. Dans la section 1.7, nous rappelons les schémas de signature numérique
de Gentry, Peikert, et Vaikuntanathan et de Lyubashevsky.
1.1 Notations
Vecteurs, matrices, polynômes et vecteurs de polynômes. Nous représentons
les vecteurs par des lettres romaines minuscules en gras italique (a, b, · · · ) et les
matrices par des lettres majuscules (A,B, · · · ). Les polynômes sont notés par des
lettres romaines et grecques en gras (a,b, · · · ,α,β, · · · ), en outre les vecteurs de
polynômes sont donnés par des lettres avec des chapeaux (aˆ, bˆ, · · · , αˆ, βˆ, · · · ). Soit
m un entier positif tel que a1, · · · , am soient des polynômes alors nous avons aˆ =
(a1, · · · , am). La norme infinie d’un polynôme a est notée par ‖a‖∞ = maxi |a(i)|,
avec a(i) ses coefficients, la norme infinie d’un vecteur de polynômes aˆ est notée
par ‖aˆ‖∞ = maxi ‖ai‖∞. Nous utilisons l’opérateur ‖ pour noter la concaténation.
Pour tout entier p ≥ 1, la norme ℓp d’un vecteur x = (x1, · · · , xn)T ∈ Rn
est notée par ‖x‖p et correspond à (
∑n
i=1 |xi|p)1/p. La norme ℓ∞ est définie par
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‖x‖∞ = maxi|xi|. La norme ℓp d’une matrice A = [a1‖ · · · ‖am] est la norme du
plus grand vecteur, ‖A‖p = maxi‖ai‖p. Nous notons le poids de Hamming de x,
c’est-à-dire le nombre des éléments non nuls de x, par wH(x).
Ensembles. L’anneau quotient Z/pZ sera noté par Zp, où p est un entier. Pour
tout n ∈ N, nous notons l’ensemble {1, · · · , n} par [n] et par Sn l’ensemble de
permutations de [n]. Soit S un ensemble fini, la notation α ← S signifie que α est
choisi d’une manière uniformément aléatoire dans S. Le cardinal de S sera noté
par |S|. Soient m, t deux entiers, nous notons l’ensemble des vecteurs dans {0, 1}m
ayant un poids de Hamming égal à t par B(m, t).
Algorithmes. Pour tout algorithme A, la notation α ← A signifie que α est le
résultat obtenu après la fin d’une exécution de l’algorithme A. Nous utiliserons
les notations asymptotiques classiques O,Θ,Ω, ω, o [MVOV96]. La notation O˜(n)
correspond à O(n logc n) pour toute constante c. Un algorithme est de temps poly-
nomial si sa complexité en temps est de O(nc), où n est le paramètre de sécurité
et c est une constante.
On dit qu’un problème P1 se réduit à un problème P2 si en utilisant une machine de
TuringM2 qui permet de résoudre le problème P2, on peut construire une machine
de TuringM1 qui permet de résoudre le problème P1 en utilisantM2. Si la machine
M1 est en temps polynomial alors on dit que la réduction est polynomiale. Dans
un tel cas, on dit que le problème P2 est au moins aussi difficile que le problème
P1.
1.2 Probabilité et Distance statistique
Nous utilisons poly(·) pour noter n’importe quel polynôme.
Définition 1.1 (Fonction négligeable). Une fonction negl : N → R+ est dite négli-
geable si pour tout polynôme positif poly(·), il existe n0 ∈ N tel que pour tout n > n0,
negl(n) ≤ 1/poly(n).
En se basant sur cette définition, nous définissons les notions de probabilités
négligeables et écrasantes. Soient n un paramètre et p(n) une probabilité dépen-
dant de n. La probabilité p(n) est dite négligeable si elle est une fonction négli-
geable de n. D’autre part, la probabilité p(n) est dite écrasante si la probabilité
1− p(n) est négligeable.
Définition 1.2 (Définition 8.5 dans [MG02]). Soient X et Y deux variables aléa-
toires sur un ensemble A. La distance statistique ∆ entre X et Y est définie par :





|Pr[X = a]− Pr[Y = a]|.
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Soit n un paramètre de sécurité, on dit que deux variables aléatoires X et Y
dépendant de n sont statistiquement indistinguables si ∆(X, Y ) est négligeable en
n. On note ceci par X ≈S Y .
Proposition 1.1 (Proposition 8.8 dans [MG02]). Soient X, Y deux variables aléa-
toires sur un ensemble A et Z une troisième variable aléatoire sur un ensemble B
(éventuellement différent de A). Si Z est indépendante de X et Y , alors
∆((X,Z), (Y, Z)) = ∆(X, Y ).
Proposition 1.2 (Proposition 8.9 dans [MG02]). Soient X1, · · · , Xk et Y1, · · · , Yk
deux listes de variables aléatoires indépendantes. Nous avons que




Proposition 1.3 (Proposition 8.10 dans [MG02]). Soient X et X ′ deux variables
aléatoires sur un ensemble A. Pour toute fonction f (éventuellement randomisée)
définies sur A, la distance statistique entre f(X) et f(X ′) est au plus
∆(f(X), f(X ′)) ≤ ∆(X,X ′).
1.3 Sécurité prouvée
La sécurité prouvée a été introduite en 1984 par Goldwasser et Micali [GM84].
Elle permet d’analyser d’une manière formelle la sécurité d’une primitive crypto-
graphique. Il y a deux piliers dans cette approche. Tout d’abord, il faut définir la
sécurité, c’est-à-dire, ce qu’un schéma cryptographique doit satisfaire. Par exemple
protéger l’intégrité d’un message dans le cas des schémas de signatures numé-
riques ou bien l’impossibilité d’imiter un prouveur dans le cas des schémas d’iden-
tification. Ensuite, on examine si les buts définis préalablement sont atteints. Pour
ceci, on calcule la probabilité qu’un attaquant gagne un jeu mené par un challen-
geur qui contrôle l’environnement de l’attaquant. Ce dernier peut avoir accès à des
oracles simulés par le challengeur. Les tâches que l’attaquant doit accomplir pour
gagner un jeu sont différentes d’une primitive à l’autre. Par exemple elles peuvent
être liées à la capacité d’un attaquant à contrefaire des signatures ou bien à dis-
tinguer entre deux distributions de probabilités. Un tel jeu entre un challengeur et
un attaquant est appelé un modèle de sécurité.
En pratique, on montre qu’un schéma cryptographique est sûr suivant un mo-
dèle de sécurité donné en utilisant une réduction à un problème jugé difficile.
Une réduction de sécurité est similaire au principe de la réduction algorithmique
des problèmes. Elle consiste à montrer que si un attaquant est capable de gagner
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un jeu, alors il pourrait être utilisé par un autre algorithme afin de résoudre un
problème difficile.
Modèle de l’oracle aléatoire. Le modèle de l’oracle aléatoire ou ROM (pour
Random Oracle Model, en anglais) a été introduit par Bellare et Rogaway en 1993
[BR93]. Ce modèle suppose que les fonctions de hachage (voir Définition 1.15) se
comportent comme des fonctions aléatoires. Cela implique que leurs sorties sont
indistinguables d’une suite de valeurs aléatoires. Prouver la sécurité d’une primi-
tive cryptographique dans ce modèle consiste à remplacer la fonction de hachage
du schéma en question par un oracle aléatoire. Pour chaque requête envoyée,
l’oracle répond avec un haché qui suit une distribution uniforme dans l’espace
de hachage et il enregistre le couple (requête/réponse) dans une liste. Puisque
l’oracle simule une fonction de hachage, lorsqu’il est appelé avec la même requête
plusieurs fois, il répondra toujours avec la même valeur.
Modèle standard. Le modèle standard ne pose aucune hypothèse sur les fonctions
de hachage utilisées dans une primitive cryptographique. Les preuves de sécurité
dans ce modèle donnent des propriétés de sécurité plus fortes que celles obtenues
dans le modèle de l’oracle aléatoire.
1.4 Primitives cryptographiques
1.4.1 Fonctions à sens unique
Une fonction à sens unique est une fonction qui est facile à calculer mais diffi-
cile à inverser.
Définition 1.3 ([Gol07]). Une fonction f : {0, 1}⋆ → {0, 1}⋆ est dite à sens unique
si elle satisfait les deux conditions suivantes :
— Facile à calculer : il existe un algorithme polynomial A qui pour tout x ∈
{0, 1}⋆ retourne f(x).
— Difficile à inverser : pour tout algorithme probabiliste polynomial A′ et pour
tout n suffisamment grand, si x← Un alors
Pr
[
A′(f(x), 1n) ∈ f−1(f(x))] < 1
poly(n)
,
où Un désigne la distribution uniforme sur {0, 1}n.
1.4.2 Schémas d’engagement
Le but d’un schéma d’engagement est de permettre à un émetteur de s’engager
sur une valeur auprès d’un destinataire. Au début l’émetteur calcule un engage-
ment sans révéler la valeur engagée. Après cette opération le destinataire aura
1.4- PRIMITIVES CRYPTOGRAPHIQUES 11
une garantie que l’émetteur ne pourra plus la modifier. Pour vérifier l’engagement,
l’émetteur révèle toutes les informations nécessaires qui permettent au destina-
taire de s’assurer qu’il s’agit bien de la valeur engagée au départ.
Nous donnons une définition formelle d’un schéma d’engagement ainsi que de
ses propriétés de sécurité.
Définition 1.4. [BCC88] Un schéma d’engagement est défini par les trois algorithmes
suivants :
param ← Init(1n) : Init est un algorithme probabiliste polynomial qui prend en
entrée un paramètre de sécurité 1n et retourne des paramètres publics param.
(c, r) ← Commit(param, µ) : Commit est un algorithme probabiliste polynomial
d’engagement qui prend en entrée les paramètres publics param et un message
µ ∈ {0, 1}⋆. Il renvoie un engagement c et une valeur aléatoire r nécessaire
pour la vérification.
{0, 1} ← Verif(param, µ, c, r) : Verif est un algorithme probabiliste polynomial
qui prend en entrée les paramètres publics param, le message µ, l’engagement
c et la valeur aléatoire r. Il renvoie 1 si c est bien un engagement sur µ, sinon
il renvoie 0.
Modèle de sécurité. Un schéma d’engagement doit satisfaire les deux notions de
sécurité suivantes :
— Indistinguabilité (Hiding) : le destinataire ne doit rien apprendre sur le
message µ s’il ne dispose que de l’engagement c. En effet, pour tout couple
de message µ0, µ1 ∈ {0, 1}⋆, il doit être infaisable de distinguer entre l’en-
semble des engagements sur µ0 et l’ensemble des engagements sur µ1.
— Engagement (Binding) : l’émetteur ne doit pas être capable de changer le
message engagé après avoir généré un engagement sur ce dernier. En effet,
pour tout message µ0 ∈ {0, 1}⋆ et pour tout (c, r0) ← Commit(param, µ0), il
doit être infaisable de trouver µ1 6= µ0 et r1, tels que
Verif(param, µ0, c, r0) = Verif(param, µ1, c, r1) = 1.
1.4.3 Preuves de connaissances
Le concept des preuves de connaissances (proof of knowledge) a été introduit
par Goldwasser, Micali et Rackoff [GMR85] et formalisé en 1988 par Feige, Fiat
et Shamir [FFS88]. Une preuve de connaissance est un protocole interactif dans
lequel un prouveur P essaye de convaincre un vérificateur V qu’il connait un se-
cret. Pendant l’exécution du protocole, le prouveur ne divulgue pas son secret au
vérificateur et à la fin ce dernier obtient une garantie que le prouveur connaît bien
le secret.
12 1- LES RÉSEAUX CRYPTOGRAPHIQUES
La notion de preuve sans divulgation (zero-knowledge) a été introduite par
Goldwasser, Micali et Rackoff [GMR85]. Elle permet d’évaluer la sécurité du prou-
veur lorsqu’il exécute un protocole interactif avec un vérificateur. Cette notion
permet de démontrer qu’aucune information sur le secret du prouveur ne pourrait
être obtenue par le vérificateur même si ce dernier est malhonnête.
Définition 1.5. [Bre02][Algorithme interactif] Un algorithme interactif P est un
algorithme probabiliste polynomial qui prend en entrée un message µin et un état
d’information st. Il retourne un message µout et une mise à jour de st. Nous utilisons
la notation (µout, st′)← P(µin, st).
Définition 1.6. [Bre02][Protocole interactif] Un protocole interactif consiste en deux
d’algorithmes interactifs P et V tels que les messages de type µout de P sont des
messages de type µin pour V et réciproquement. Le protocole interactif entre P et V se
termine lorsque V donne en sortie l’état Accepte ou Rejette. Nous notons l’interaction
entre P et V par :
(T, desc)← Run[(P(p)↔ V(v))(w)]
avec p (respectivement ,v) une entrée auxiliaire pour P (respectivement, V) et w une
entrée en commun pour les deux. Les échanges entre P et V sont notés par T et la
décision de V est définie par la variable desc ∈ {0, 1}, qui vaut 1 si ce dernier termine
dans un état Accepte et 0 s’il termine dans un état Rejette.
1.4.3.1 Preuve de connaissance
Soit Q(·, ·) → {0, 1}, un prédicat à deux variables. Nous appelons y un témoin
de x par le prédicat Q si Q(y, x) = 1. Un protocole de preuve de connaissance
est un protocole interactif entre un prouveur P et un vérificateur V qui partagent
une entrée publique x. Le but de cette interaction est de permettre au prouveur de
montrer qu’il connaît un témoin y tel que Q(y, x) = 1.
Un protocole interactif de preuve de connaissance doit satisfaire deux proprié-
tés. Premièrement, il doit satisfaire la propriété de consistance qui assure qu’un
prouveur honnête doit être toujours accepté par le vérificateur avec une probabi-
lité écrasante. Deuxièmement, il doit satisfaire la propriété de significativité qui
assure que si un prouveur malhonnête P˜ est accepté par le vérificateur avec une
probabilité non négligeable, alors il existe un extracteur qui peut trouver le témoin
de P.
Nous allons maintenant donner des définitions formelles de ce qu’est une preuve
de connaissance, une preuve de connaissance sans divulgation et une preuve à té-
moin indistinguable.
Définition 1.7. [Bre02][Preuve de connaissance] Un protocole interactif (P ↔ V)
est appelé une preuve de connaissance d’un témoin y de x, s’il satisfait les propriétés
suivantes :
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Consistance : Si P est un prouveur honnête alors il est accepté par le vérificateur
avec une probabilité proche de 1. Autrement dit, si Q(y, x) = 1 alors,
Pr[desc = 1 : (T, desc)← Run[(P(y)↔ V)(x)]] est écrasante.
Significativité : Soit P˜ un prouveur malhonnête. Il existe un extracteur de
connaissance E (algorithme probabiliste polynomial) tel que si
Pr[desc = 1 : (T, desc)← Run[(P˜ ↔ V)(x)]] est non négligeable,
alors
Pr[Q(E P˜(x), x) = 1] est non négligeable.
E P˜(x) désignant la valeur retournée par E en lui donnant accès à P˜ et x.
Maintenant nous rappelons la notion de vue du vérificateur qui sera nécessaire
aux définitions de preuve sans divulgation et de preuves à témoin indistinguable.
Définition 1.8. [Bre02][La vue du vérificateur] Soit (P ↔ V) un protocole interactif
tel que w est une entrée en commun pour les deux algorithmes interactifs. Les entrées
auxiliaires pour P et V sont respectivement p et v. La vue du vérificateur est la distri-
bution des variables aléatoires décrivant les messages échangés entre P et V pendant
le déroulement du protocole. Nous utilisons la notation :
VueV [(P(p)↔ V(v))(w)] .
1.4.3.2 Preuves sans divulgation
Nous considérons un protocole interactif de connaissance (P ↔ V) durant
lequel P essaie de convaincre V qu’il connaît un témoin y lié à x par un prédicat
Q (c’est-à-dire tel que Q(y, x) = 1).
Définition 1.9. [Bre02][Preuve sans divulgation] Le protocole (P ↔ V) est dit sta-
tistiquement sans divulgation, si pour tout vérificateur (potentiellement malhonnête)






Où SV˜ désigne la distribution des variables aléatoires générés par le simulateur SV˜ .
L’intuition derrière la définition est qu’un vérificateur (potentiellement malhon-
nête) V˜ n’acquiert aucune information sur le témoin de P. En effet, le simulateur S
qui a accès aux mêmes données que V˜ (c’est-à-dire, il ne connaît pas le secret y de
P) est capable de construire des variables dont la distribution est statistiquement
proche de celle d’une interaction entre V˜ et P.
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Remarque 1.1. Nous définissons une notion de preuve sans divulgation plus faible
que celle donnée dans la Définition 1.9, c’est la notion de preuve sans divulgation face
à un vérificateur honnête. Dans cette configuration, il existe un simulateur qui peut
construire une transcription statistiquement proche d’une instance du protocole jouée
par des parties honnêtes (V n’est plus malhonnête comme nous l’avons supposé dans
la Définition 1.9). Plus formellement, un protocole interactif (P ↔ V) est dit statisti-
quement sans divulgation face à un vérificateur honnête s’il existe un simulateur SV
tel que :
SV(x) ≈S VueV [(P(y)↔ V)(x)] .
Où SV(x) désigne la distribution des variables aléatoires générés par le simulateur
SV .
Remarque 1.2. En 1998, Goldreich, Sahai et Vadhan ont démontré dans [GSV98],
que les preuves de connaissance sans divulgation face à un vérificateur honnête peuvent
être transformées en des preuves de connaissance sans divulgation suivant la Défini-
tion 1.9.
1.4.3.3 Preuves à témoin indistinguable
Une variante de la notion de sans divulgation est la notion de témoin indis-
tinguable (witness indistinguishability) introduite par Feige et Shamir [FS90] en
1990. Pour un protocole interactif à témoin indistinguable il existe toujours plu-
sieurs témoins pour le prouveur. Intuitivement, lorsqu’on considère la paire de
témoins (y1, y2) de x (c’est-à-dire que Q(y1, x) = Q(y2, x) = 1), un protocole in-
teractif est à témoin indistinguable s’il est impossible pour tout vérificateur (po-
tentiellement malhonnête) de distinguer entre deux exécutions du protocole où le
prouveur utilise un témoin de x parmi (y1, y2) à chaque fois, même si le vérificateur
connaît la paire (y1, y2). D’une manière formelle nous avons la définition suivante
de cette propriété.
Définition 1.10 (Témoin indistinguable). Un protocole interactif (P ↔ V) est sta-
tistiquement à témoin indistinguable si pour tout vérificateur malhonnête V˜ et pour










Avec z, une entrée auxiliaire pour V˜ qui peut prendre la valeur y1‖y2.
Proposition 1.4. Nous avons les résultats suivants de Feige et Shamir [FS90] :
1. Soit (P ,V) un protocole interactif. Si le protocole est sans divulgation, alors il
est aussi à témoin indistinguable. La réciproque est fausse.
2. La propriété de témoin indistinguable est préservée en cas d’exécution de plu-
sieurs instances du même protocole en parallèle.
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1.4.4 Schémas d’identification
Définition 1.11 (Schéma d’identification [AABN02]). Un schéma d’identification
consiste en un triplet d’algorithmes (Id−init, Id−keygen, (P ↔ V)) :
Id−init(1n) : est un algorithme probabiliste polynomial d’initialisation, il prend
en entrée un paramètre de sécurité 1n et retourne un paramètre public param.
Id−keygen(param) : est un algorithme probabiliste polynomial qui prend en en-
trée un paramètre public param et retourne une paire de clés (pk, sk).
(P(sk) ↔ V)(param, pk) : est un protocole interactif entre le prouveur P qui
prend en entrée (pk, sk, param) et le vérificateur qui prend en entrée (pk, param).
A la fin de l’interaction, le vérificateur V retourne desc ∈ {0, 1} qui vaut 1 si
ce dernier accepte et 0 s’il rejette.
De plus, un prouveur honnête P doit toujours être en mesure de réussir à convaincre
le vérificateur. D’une manière formelle, pour tous n, param ∈ Id−init(1n), (pk, sk) ∈
Id−keygen(param), on a
Pr [desc = 1 : desc← (P(sk)↔ V)(param, pk)] = 1.
Modèle de sécurité des protocoles d’identification. Nous considérons deux mo-
dèles de sécurité : la sécurité contre les attaques concurrentes ou bien parallèles et
la sécurité contre les attaques actives. La sécurité contre les attaques concurrentes
est définie par deux phases : une phase d’apprentissage et une phase d’imposture.
Pendant la première phase, l’attaquant joue le rôle d’un vérificateur malhonnête
et il interagit avec un challengeur qui joue le rôle d’un prouveur honnête. Pen-
dant cette phase l’attaquant peut lancer plusieurs instances du protocole d’une
manière parallèle. Dans chaque instance, le challengeur utilise le même secret
mais il génère d’une manière indépendante les valeurs aléatoires nécessaires pour
l’exécution du protocole. Dans la deuxième phase les deux protagonistes (challen-
geur et l’attaquant) inversent leur rôle. L’attaquant va essayer de démontrer au
challengeur qu’il peut se faire passer pour un prouveur.
Dans l’approche de sécurité contre les attaques actives, l’attaquant ne pourrait
interagir que d’une manière séquentielle avec le prouveur durant la phase d’ap-
prentissage. Plus formellement nous avons les deux définitions suivantes :
Définition 1.12. [BP02] Soit un schéma d’identification défini par les algorithmes
(Id−init, Id−keygen, (P ↔ V)). On considère le jeu suivant entre un challengeur C et
un attaquant I.
— Le challengeur est modélisé par un couple d’algorithmes interactifs (P ,V).
— L’attaquant est modélisé par un couple d’algorithmes interactifs (P˜ , V˜).
Phase de préparation : Soit n le paramètre de sécurité. Le challengeur ob-
tient param ← Id−init(1n) et (pk, sk) ← Id−keygen(param). Ensuite, il envoie
(1n, param, pk) à l’attaquant.
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Phase d’apprentissage : Pendant cette phase l’attaquant V˜ peut envoyer des
requêtes à l’oracle suivant :
— Prouv. Il prend en entrée un message µin. Il initialise l’état du prouveur par
stP ← (param, sk). Puis il retourne µout ← P(µin, stP). Bien sûr, l’oracle
Prouv lance des instances en parallèle du prouveur P quand ceci est de-
mandé par l’attaquant V.
Phase de challenge : À un certain moment, le challengeur obtient
(T, desc)← Run[(P˜ ↔ V)(param, pk)].
L’attaquant I = (P˜ , V˜) gagne le jeu si desc = 1. Un schéma d’identification est sûr
contre l’usurpation d’identité avec attaques parallèles, si la probabilité qu’un atta-
quant I puisse gagner ce jeu est négligeable en le paramètre de sécurité n.
Définition 1.13. [FFS88] Soit un schéma d’identification défini par les algorithmes
(Id−init, Id−keygen, (P ↔ V)). On considère le jeu suivant entre un challengeur C et
un attaquant I.
— Le challengeur est modélisé par un couple d’algorithmes interactifs (P ,V).
— L’attaquant est modélisé par un couple d’algorithmes interactifs (P˜ , V˜).
Phase de préparation : Soit n le paramètre de sécurité. Le challengeur ob-
tient param ← Id−init(1n) et (pk, sk) ← Id−keygen(param). Ensuite, il envoie
(1n, param, pk) à l’attaquant.
Phase d’apprentissage : Pendant cette phase l’attaquant V˜ peut envoyer des
requêtes à l’oracle suivant :
— Prouv. Il prend en entrée un message µin. Il initialise l’état du prouveur par
stP ← (param, sk). Puis il retourne µout ← P(µin, stP).
Phase de challenge : À un certain moment, le challengeur obtient
(T, desc)← Run[(P˜ ↔ V)(param, pk)].
L’attaquant I = (P˜ , V˜) gagne le jeu si desc = 1. Un schéma d’identification est sûr
contre l’usurpation d’identité avec attaques actives, si la probabilité qu’un attaquant
I puisse gagner ce jeu est négligeable en le paramètre de sécurité n.
Dans [FFS88], Feige, Fiat, et Shamir ont montré comment on peut obtenir
un protocole d’identification à partir d’une preuve de connaissance sans divulga-
tion. De manière générale, le prouveur génère une paire de clés (pk, sk). Avant
de commencer la session d’identification, le prouveur donne sa clé publique au
vérificateur. Ce dernier va vérifier que le prouveur est en possession de la clé sk
qui correspond à la clé pk. Le prouveur convainc le vérificateur qu’il connaît la clé
sk sans la révéler. En particulier, durant le protocole le prouveur ne donne aucune
information sur son secret.
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Exemple : En se basant sur les techniques données dans [FFS88], Goldreich [Gol07]
a donné quelques exemples des schémas d’identification basés sur les preuves de
connaissance. Ici nous rappelons une construction générique (Construction 4.7.9
dans [Gol07]) de protocole d’identification basé sur une fonction à sens unique f
(voir Définition 1.3) :
— La paire de clés est générée de la manière suivante : le prouveur choisit
x ∈ {0, 1}k (k étant un paramètre de sécurité) et il calcule y = f(x). La clé
publique est y et la clé secrète est x (le prouveur partage sa clé publique
avec le vérificateur avant le processus d’identification).
— Pour s’identifier auprès du vérificateur, le prouveur donne une preuve de
connaissance d’un x tel que f(x) = y.
Proposition 1.5 (Proposition 4.7.10 dans [Gol07]). Si f est une fonction à sens
unique et si la preuve de connaissance utilisée est sans divulgation, alors la construc-
tion ci-dessus constitue un schéma d’identification.
Par conséquent, les schémas d’identification existent si les fonctions à sens
unique existent.
Définition 1.14 (Schéma d’identification en trois passes). Un schéma d’identifi-
cation en trois passes consiste en un triplet d’algorithmes (Id−init, Id−keygen, (P ↔
V)) :
Id−init(1n) : est un algorithme probabiliste polynomial d’initialisation, il prend
en entrée un paramètre de sécurité 1n et retourne un paramètre public param.
Id−keygen(param) : est un algorithme probabiliste polynomial qui prend en en-
trée un paramètre public param et retourne une paire de clés (pk, sk).
(P ↔ V) : est un protocole interactif entre le prouveur P qui prend en entrée
(pk, sk, param) et le vérificateur qui prend en entrée (pk, param). Le protocole
se passe en trois étapes :
— [Étape d’engagement] : P calcule un engagement et l’envoie à V.
— [Étape de challenge] : V répond par un challenge.
— [Étape de réponse] : P envoie une réponse au challenge de V, qui permettra
à ce dernier de s’assurer que P connait bien le secret sk.
Dans la littérature [Poi95, SSH11, CVA11], on peut trouver des schémas d’iden-
tification en cinq passes. Ces schémas sont une variation des schémas en trois
passes. Ils suivent le même modèle donné dans la Définition 1.14 mais avec deux
phases de challenges et deux phases de réponses.
1.4.5 Fonctions de hachage et le Leftover Hash Lemma
En cryptologie, une fonction de hachage h est une fonction à sens unique par-
ticulière. Elle est définie d’un ensemble Dn dans un ensemble Rn, où n est un
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paramètre de sécurité, et elle permet de compresser les données. Pour un mes-
sage quelconque dans Dn, elle permet d’obtenir une chaine de bits de taille fixe
appartenant à Rn. La sécurité d’une fonction de hachage est résumée dans trois
propriétés que nous décrirons d’une manière informelle.
Définition 1.15. On dit que h est une fonction de hachage cryptographiquement sûre
si elle satisfait les trois propriétés suivantes :
— résistance à la préimage : h est une fonction à sens unique.
— résistance à la seconde préimage : Étant donné un message µ ∈ Dn, il doit être
calculatoirement difficile de trouver un message µ′ 6= µ tel que h(µ) = h(µ′).
— résistance aux collisions : Il est calculatoirement difficile de trouver deux mes-
sages µ, µ′ dans Dn tels que h(µ) = h(µ′).
Dans ce mémoire nous utilisons des familles de fonctions de hachage. Soit n
le paramètre de sécurité, une famille de fonction de hachage H consiste en un
ensemble de fonctions de hachage hparam définies de l’ensemble Dn dans Rn et
indexées par un paramètre param ∈ Pn qui permet de définir chaque fonction, où
Pn est un ensemble qui dépend de n. Nous utilisons la notation H = {hparam :
Dn → Rn}.
Dans la suite, nous manipulerons des familles de fonctions de hachage ayant
des fonctions définies à partir d’une matrice ou bien à partir d’un vecteur de poly-
nômes.
Maintenant, nous rappelons le leftover hash lemma [HILL99] qui quantifie la
distance statistique entre la distribution uniforme surH×Rn et un couple (hparam, hparam(µ))
où hparam, µ sont choisis d’une manière uniforme. Plus formellement, nous avons le
lemme suivant.
Lemme 1.1 (Leftover Hash Lemma). Soit une famille de fonctions de hachage H =
{hparam : Dn → Rn|param ∈ Pn}. Soient R la distribution uniforme sur Rn, P la
distribution uniforme sur Pn, param et µ deux variables aléatoires qui suivent la dis-
tribution uniforme sur P ×Dn, nous avons






La notion de signature numérique a été introduite par Diffie et Hellman dans
[DH76] puis formalisée, en 1988, par Goldwasser, Micali et Rivest [GMR88]. Les
buts d’une signature numérique sont d’assurer :
— L’authenticité du signataire.
— L’intégrité des messages (qui permet de s’assurer qu’un message n’a pas été
modifié lors de sa transmission).
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— La non-répudiation (qui permet de s’assurer que le signataire ne puisse pas
nier sa propre signature).
Définition 1.16 (Schéma de signature [GMR88]). Un schéma de signature numé-
rique consiste en un quadruplet d’algorithmes (S−init, S−keygen, S−sign,S−verify) :
param ← S−init(1n) : est un algorithme probabiliste polynomial d’initialisation,
il prend en entrée un paramètre de sécurité 1n et retourne un paramètre public
qu’on notera param.
(pk, sk) ← S−keygen(param) : est un algorithme probabiliste polynomial qui
prend en entrée le paramètre param et retourne une paire de clés (pk, sk).
σ ← S−sign(param, (pk, sk), µ) : est un algorithme probabiliste polynomial qui
prend en entrée le paramètre public param, une paire de clés (pk, sk) et un
message µ ∈ {0, 1}⋆ à signer et retourne une signature σ de message suivant
la clé secrète sk.
{0, 1} ← S−verify(param, pk, σ, µ) : est un algorithme polynomial déterministe
qui prend en entrée le paramètre public param, la clé publique pk, la signature
σ du message µ. Il retourne 1 si σ est une signature valide de µ et 0 sinon.
Nous avons aussi la propriété de complétude suivante : Pour tous n, param ∈ S−init(1n),
(pk, sk) ← S−keygen(param), µ ∈ {0, 1}⋆, σ ∈ S−sign(param, (pk, sk), µ) on a,
S−verify(param, pk, σ, µ) = 1.
Un schéma de signature numérique doit satisfaire la propriété de résistance à
la contrefaçon existentielle contre les attaques à messages choisis [GMR88]. D’une
manière informelle, cela signifie qu’un attaquant F (falsificateur) auquel est donné
des signatures de messages de son choix ne devrait pas être en mesure de produire
une signature d’un nouveau message. Plus formellement, nous avons le jeu suivant
entre un challengeur C et un falsificateur F .
Définition 1.17 ([GMR88]). Soient un schéma de signature numérique défini par
les algorithmes (S−init, S−keygen, S−sign,S−verify) et n un paramètre de sécurité.
On considère le jeu suivant entre un challengeur C et un falsificateur F .
Phase d’initialisation : Le challengeur exécute l’algorithme S−init(1n) pour ob-
tenir les paramètres param. Ensuite il génère une paire de clés grâce à l’algo-
rithme S−keygen ((pk, sk) ← S−keygen(param)). Le challengeur C initialise
l’attaquant, en lui donnant (1n, param, pk).
Phase de requêtes : Pendant cette phase l’attaquant peut envoyer des requêtes à
l’oracle de signature. L’oracle reçoit µ (un message) comme requête et retourne
la signature σ ← S−sign(param, (pk, sk), µ).
Phase de réponse : F retourne un message µ⋆ et une signature σ⋆. L’attaquant
gagne le jeu si S−verify(param, pk, σ⋆, µ⋆) = 1, et le paire (µ⋆, σ⋆) ne fait pas
partie des paires générées pendant la phase de requêtes.
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Un schéma de signature satisfait la propriété de résistance à la contrefaçon existen-
tielle contre les attaques à messages choisis si la probabilité qu’un attaquant F gagne
ce jeu est négligeable en le paramètre de sécurité n.
1.5 Réseaux et applications
1.5.1 Les réseaux euclidiens
Un réseau est un sous groupe discret de Rd, où d est un entier positif. Un réseau
contient le vecteur nul de Rd et il est stable par addition et soustraction.
Définition 1.18 (Un réseau [Reg08]). Étant donné un ensemble de n vecteurs li-
néairement indépendants b1, . . . , bn ∈ Rd, le réseau généré par ces vecteurs est défini
par l’ensemble
L(b1, . . . , bn) =
{∑
i
zibi avec zi ∈ Z
}
.
Les vecteurs b1, . . . , bn représentent une base du réseau. D’une manière équiva-
lente, si on considèreB la matrice d×n, ayant les vecteurs b1, . . . , bn ∈ Rd comme
colonnes, alors le réseau généré par B est défini par
L(B) = L(b1, . . . , bn) = {Bz : z ∈ Zn}.
Les entiers n et d désignent respectivement le rang et la dimension du réseau.
Lorsque n = d, le réseau est dit de rang plein. Dans ce manuscrit, nous nous
intéressons aux réseaux de rang plein et nous notons un réseau par L tout court
sans préciser sa base.
Orthogonalisation de Gram-Schmidt. Soient n vecteurs linéairement indépen-
dants s1, . . . , sn ∈ Rn. Supposons que S est la matrice n × n ayant les vecteurs
s1, . . . , sn comme colonnes. Nous notons par S˜ = s˜1‖ . . . ‖s˜n la matrice obtenue
après l’orthogonalisation de Gram-Schmidt appliquée sur la matrice S. Autrement
dit, nous avons :




〈s˜j, s˜j〉 s˜j, pour i = 2, . . . , n.
Où 〈·, ·〉 désigne le produit scalaire usuel.
Définition 1.19 (Espace engendré). L’espace engendré par un réseau L(B) est l’es-
pace engendré par ses vecteurs, autrement dit nous avons,
vect(L(B)) = vect(B) = {Bx : x ∈ Rn} .
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Définition 1.20 (Minimums successifs). Soit L(B) un réseau de dimension n. Pour
i ∈ [n] nous définissons le i-ème minimum successif par :
λpi (L) = min {r | dim(vect(L(B) ∩Bp(0, r))) ≥ i} .
avec Bp(0, r) = {x ∈ Rn : ‖x‖p ≤ r} la boule fermée de centre l’origine et de rayon r
et p un entier dans [1,∞) ∪ {∞}.
Pour i = 1, λp1(L(B)) est la longueur de plus petit vecteur du réseau L(B) pour la
norme ℓp.
Un problème algorithmique est défini par une description de tous ses para-
mètres et une propriété que la réponse ou bien la solution doit satisfaire. Une
instance d’un problème est obtenu en spécifiant des valeurs pour les paramètres et
elle peut être définie par une version recherche, optimisation ou bien décisionnel.
Dans ce mémoire, nous nous intéressons à la version recherche des problèmes qui
consiste étant donné une entrée x ∈ {0, 1}⋆ à trouver une réponse y ∈ {0, 1}⋆ qui
satisfait une certaine relation avec x.
Le problème de trouver le plus petit vecteur d’un réseau L, noté par SVP (pour
Shortest Vector Problem, en anglais) est l’un des problèmes standards les plus étu-
diés dans l’algorithmique des réseaux.
Définition 1.21 (SVPp - version recherche). Le problème SVPp est le suivant : étant
donnée une base B d’un réseau L, trouver un vecteur non nul v ∈ L(B) tel que,
‖v‖p = λp1(L(B)).
La variante approximation de SVP que nous allons donner dans la définition
suivante consiste à trouver une approximation à un facteur près du plus petit vec-
teur. Le facteur d’approximation est donné par un paramètre γ ≥ 1.
Définition 1.22 (SVPpγ - version recherche). Le problème d’approximation SVP
p
γ est
le suivant : étant donné une base B d’un réseau L et un réel γ, trouver un vecteur
non nul v ∈ L(B) tel que, pour tout vecteur x dans L
‖v‖p ≤ γ · ‖x‖p.
Nous donnons aussi des définitions du problème des plus petits vecteurs indé-
pendants, noté par SIVP (pour Shortest Independant Vectors Problem, en anglais).
Définition 1.23 (SIVPp - version recherche). Le problème SIVPp est le suivant : étant
donnée une base B d’un réseau L de dimension n, trouver un ensemble S ⊂ L(B) de
n vecteurs linéairement indépendants tel que ‖S‖p = λpn(L(B)).
La variante approximation de ce problème est donnée dans la définition sui-
vante.
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Définition 1.24 (SIVPpγ - version recherche). Le problème d’approximation SIVP
p
γ
est le suivant : étant donné une base B d’un réseau L de dimension n et un réel
γ, trouver un ensemble S ⊂ L(B) de n vecteurs linéairement indépendants tel que
‖S‖p ≤ γ · λpn(L(B)).
1.5.1.1 Complexité des problèmes des réseaux
Le premier résultat sur la complexité du problème du plus petit vecteur (SVP)
est celui de van Emde Boas [vEB81], qui considère la version exacte du problème.
Il a montré que SVP en norme ℓ∞ est NP-difficile et il a conjecturé la NP difficulté
de SVP pour la norme ℓ2. Prouver le résultat en norme ℓ2 est resté un problème
ouvert pendant seize ans. C’est en 1998, que Ajtai [Ajt98] a prouvé ce résultat.
Dans le même papier, Ajtai a démontré qu’approximer SVP avec des facteurs qui
sont petits γ = 1 + o(1) est NP-difficile. En 2004, Khot [Kho04] a prouvé que SVP
est NP-difficile à approximer avec n’importe quelle constante. D’autre part, Blömer
et Seifert [BS99] ont montré que le problème SIVP est NP-difficile à approximer
avec n’importe quel facteur constant.
Aujourd’hui les meilleurs algorithmes pour la résolution des problèmes SVPγ et
SIVPγ avec un facteur d’approximation γ ≤ poly(n) sont exponentiels. Le meilleur
algorithme déterministe pour ces problèmes est celui de Kannan [Kan83] de com-
plexité nO(n) en temps. D’autres algorithmes proposés par Micciancio et Voulgaris
[MV10a, MV10b] sont exponentiels en temps et en mémoire.
Gaussiennes sur les réseaux
Soient x et c deux vecteurs de Rn. Pour tout s > 0, nous considérons ρs,c(x) =
e−π
‖(x−c)‖2
s2 la fonction Gaussienne centrée en c et de variance s. Nous étendons
la définition de ρs,c aux ensembles dénombrables A ⊂ Rn en prenant ρs,c(A) =∑
x∈A ρs,c(x).
Définition 1.25 (Distribution Gaussienne discrète sur un réseau [MR07]). Pour
tous réseau L, c ∈ Rn et s > 0. Nous définissons la distribution de probabilités
discrète sur L par
∀x ∈ L,DL,s,c(x) = ρs,c(x)
ρs,c(L) .
Lorsque c n’est pas spécifié, nous supposons que c’est l’origine.
1.5.1.2 Réduction de sécurité
Définition 1.26 (Réseaux q-aires). Soient q,m, n des entiers tels que A ∈ Zn×mq , on
considère deux types de réseau définis par la matrice A :
Lq(A) = {y ∈ Zm : y = ATs mod q et s ∈ Zn}
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L⊥q (A) = {y ∈ Zm : Ay = 0 mod q}
Définition 1.27 (SISn,q,m,β - version recherche, [MR07]). Le problème de la plus
petite solution entière SIS (de l’anglais Small Integer Solution Problem) est : étant
donnés des entiers n, q,m, une matrice A ∈ Zn×mq et un réel β, trouver un vecteur
z ∈ Zm \ {0} tel que Az = 0 mod q et ‖z‖2 ≤ β.
Micciancio et Regev [MR07] ont défini une variante de ce problème, il s’agit de
trouver la plus petite solution (un vecteur z) d’un système d’équations défini par
Az = u mod q (avec A et u choisis d’une manière uniformément aléatoire). Nous
notons ce problème par ISIS (pour Inhomogeneous Small Integer Solution Problem,
en anglais).
Définition 1.28 (ISISn,q,m,β - version recherche, [MR07]). Le problème ISIS est :
étant donnés des entiers n, q,m, une matrice A ∈ Zn×mq , un vecteur u ∈ Znq et un réel
β, trouver un vecteur z ∈ Zm tel que Az = u mod q et ‖z‖2 ≤ β.
Le lemme suivant donne une condition suffisante sous laquelle les instances du
problème SIS possèdent des solutions.
Lemme 1.2 (Lemme 5.2 [MR07]). Pour tous q, A ∈ Zn×mq et β ≥
√
mqn/m, une
instance (A, β) du problème SIS admet une solution, c’est-à-dire qu’il existe z ∈ Zm \
{0} tel que Az = 0 mod q et ‖z‖2 ≤ β.
Réduction pire cas/cas moyen de Gentry, Peikert et Vaikuntanathan
Dans son célèbre article intitulé Generating hard instances of lattice problems
[Ajt96], Ajtai a montré que s’il existe un algorithme probabiliste polynomial qui
résout des instances choisies d’une manière uniformément aléatoire du problème
SIS (pour des paramètres adéquats), alors il existe un algorithme probabiliste poly-
nomial qui résout les instances du problème SIVPγ pour tout réseau de dimension
n avec γ = poly(n). Autrement dit, il existe une réduction polynomiale probabiliste
de la résolution de SIVPγ dans le pire cas pour γ = poly(n) à la résolution de SIS
dans le cas moyen (pour des paramètres adéquats).
Remarque 1.3. Ajtai [Ajt96], a utilisé les réseaux q-aires (voir le Définition 1.26)
pour montrer sa réduction. Intuitivement, le problème SIS défini avec les paramètres
n, q,m, β est équivalent au problème de trouver le plus petit vecteur SVP dans le
réseau L⊥q (A) où A ∈ Zn×mq .
L’amélioration du facteur d’approximation a fait l’objet de plusieurs travaux
[CN97, Mic04, MR07, GPV08, MP13]. Dans le théorème suivant nous rappelons la
réduction de Gentry, Peikert et Vaikuntanathan [GPV08], que nous allons utiliser
dans la suite.
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Théorème 1.1 ([GPV08]). Soient n,m, q des entiers tels que m ≥ 2n log q, q ≥
β · ω(√n log n) avec β un réel tel que β ≤ poly(n). Il existe une réduction polyno-
miale probabiliste de la résolution de SIVP2γ pour γ = O˜(β
√
n) dans le pire cas à la
résolution de SISn,q,m,β ou bien ISISn,q,m,β dans le cas moyen.
1.5.1.3 Une famille de fonctions de hachage basée sur les réseaux
Définition 1.29. Soient n un paramètre de sécurité et q et m deux entiers qui dé-
pendent de n. SoitDn ⊂ Zm, la famille de fonctions de hachageH(Znq , Dn,m) est l’en-
semble des fonctions {hA : A ∈ Zn×mq } tel que pour tout x ∈ Dn, hA(x) = Ax mod q.
Dans [GGH96], Goldreich, Goldwasser et Halevi ont montré que trouver des
collisions sur une fonction hA ∈ H(Znq , Dn,m) où Dn = {0, 1}m implique la réso-
lution du problème SIS. En effet, supposons que (x,x′) est une collision sur hA,
c’est-à-dire que hA(x) = hA(x′). Par conséquent, nous avons que z = x − x′ est
une solution pour le problème SISn,q,m,√m puisque ‖z‖2 ≤
√
m et Az = 0 mod q.
De la même façon on peut montrer que la résistance à la préimage repose sur la
difficulté du problème ISISn,q,m,√m.
Typiquement on peut choisir m = O(n log q), pour obtenir q = O˜(n). Par consé-
quent, d’après le Théorème 1.1, nous avons que la sécurité de la famille de fonc-
tions de hachage H(Znq , Dn,m) repose sur la difficulté du problème SIVP2γ avec
γ = O˜(n).
1.5.1.4 Schéma d’engagement de Kawachi et al.
Dans [KTX08], Kawachi et al. ont introduit un schéma d’engagement dont la
sécurité est basée sur le problème SIS (voir Définition 1.27). Le schéma est défini
à partir de la famille de fonctions de hachage donnée dans la section 1.5.1.3. Une
fonction de hachage hA de cette famille est définie par une matrice aléatoire A ∈
Zn×mq , où n est un paramètre de sécurité et m, q sont deux entiers qui dépendent
de n.
L’idée de Kawachi et al. consiste à calculer un haché de la concaténation du
message à engager et de la valeur aléatoire nécessaire pour la vérification de l’en-
gagement. D’une manière plus précise, soient un message µ tel que µ ∈ {0, 1}m/2
et un vecteur aléatoire r tel que r ∈ {0, 1}m/2, en notant x = µ‖r ∈ {0, 1}m on
définit COMA(µ, r) par :
COMA(µ, r) = hA(x) = Ax mod q.
Plus formellement, le schéma de Kawachi et al. se présente sous la forme sui-
vante :
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Init(1n) : Étant donné un paramètre de sécurité 1n, soient q,m deux entiers
tels que q = poly(n) et m ≥ 10n log q. L’algorithme choisit d’une manière
uniformément aléatoire une matrice A ∈ Zn×mq et renvoie param = A.
Commit(A, µ) : Étant donnés la matrice A et le message µ ∈ {0, 1}m/2, l’algo-
rithme choisit aléatoirement un vecteur r ∈ {0, 1}m/2. Ensuite, il calcule un
engagement t sur µ :
t← COMA(µ, r).
L’algorithme renvoie (c, r) = (t, r).
Verify(A, µ, t, r) : L’algorithme vérifie que µ, r ∈ {0, 1}m/2 et COMA(µ, r) = t.
Il renvoie 1 si les vérifications sont valides, sinon il renvoie 0.
La sécurité du schéma est résumée dans le lemme suivant :
Lemme 1.3. (Lemme 3.1 dans [KTX08]) Soient n un paramètre de sécurité et q,m
deux entiers tels que q = poly(n) et m ≥ 10n log q. Si le problème SISn,q,m,√m est
difficile dans le cas moyen, alors le schéma d’engagement satisfait les deux propriétés
de sécurité d’un schéma d’engagement, celle d’indistinguabilité et celle d’engagement.
Remarque 1.4. Il est démontré dans [KTX08] que le domaine du message µ peut être
étendu à {0, 1}⋆ au lieu de {0, 1}m/2.
1.5.2 Les réseaux idéaux
Cette section est divisée en deux parties. La première est consacrée à rappeler
ce que c’est un réseau idéal et à donner des définitions et des notions liées à ce type
particulier de réseaux. Dans la deuxième partie nous nous intéressons à une famille
de fonctions de hachage introduite par Lyubashevsky et Micciancio [LM06]. Nous
utilisons les définitions et les résultats tels qu’ils sont donnés dans le manuscrit de
thèse de Lyubashevsky [Lyu08b].
1.5.2.1 Définitions et problème difficile
Soit Z[x] l’ensemble des polynômes à coefficients entiers. Un polynôme f de
degré n dans Z[x] est de la forme f(x) = a0 + a1x + . . . + an−1xn−1 + anxn, où
∀i, ai ∈ Z. Un polynôme est unitaire si le coefficient non nul avec le plus grand
degré est égal à un. Un polynôme de degré n dans Z[x] est irréductible si on ne
peut pas l’écrire comme produit de deux polynômes de degré inférieur à n dans
Z[x].
Dans la suite, nous nous intéressons aux anneaux de type Z[x]/ 〈f〉, où f est un
polynôme unitaire. Lorsque f est unitaire de degré n dans Z[x], toutes les classes
d’équivalence (g + 〈f〉) ∈ Z[x]/ 〈f〉 ont un unique représentant g′ ∈ (g + 〈f〉) de
degré strictement inférieur à n, on le notera par g mod f .
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Soient a,b deux polynômes dans R[x] de degré n et f un polynôme unitaire
dans Z[x]. Le paramètre θ(f) que nous allons présenter dans la suite permet d’éva-
luer le maximum que peut valoir ‖ab mod f‖∞ pour deux polynômes a et b dans
Z[x]. Comme il est mentionné dans [Lyu08b], la multiplication de deux polynômes
modulo f dépend essentiellement de la multiplication d’un polynôme par une puis-
sance de x.
Définition 1.30 (Le paramètre θ(f) [Lyu08b]). Soit f ∈ Z[x] un polynôme unitaire.
θ(f) = min{j : ∀a ∈ R[x] de degré < n et 0 ≤ i ≤ n− 1, ‖axi mod f‖∞ ≤ j‖a‖∞}.
Lemme 1.4 (Lemme 2.6 dans [Lyu08b]). Si f = xn + 1, alors θ(f) = 1.
Réseau idéal (ideal lattice). Suivant [Lyu08b], soit f ∈ Z[x] un polynôme uni-
taire de degré n, nous considérons l’anneau Z[x]/ 〈f〉. Un réseau idéal est identifié
grâce à une correspondance entre un réseau L ⊂ Zn et un idéal I ⊂ Z[x]/ 〈f〉.
On dit qu’un réseau L et un idéal I se correspondent l’un à l’autre si tout vecteur
(v0, · · · , vn−1) est dans L si seulement si le polynôme v(0) + v(1)x+ · · ·+ v(n−1)xn−1
est dans I, où vi = v(i) pour tout i. Par conséquent, un réseau idéal L(I) est un
réseau qui correspond à un idéal I ⊂ Z[x]/ 〈f〉.
Lemme 1.5 (Lemme 2.12 dans [Lyu08b]). Soit f ∈ Z[x] un polynôme irréductible
de degré n, tout idéal I de Z[x]/ 〈f〉 est isomorphe à un réseau L de rang plein dans
Zn.
Soient L(I) un réseau idéal, et p un entier dans [1,∞) ∪ {∞}, les minima
successifs λpi (L(I)) sont définis de la même façon que les réseaux classiques (voir
la Définition 1.20). Le problème d’approximer le plus petit vecteur d’un réseau
idéal L(I) est donné dans la définition suivante.
Définition 1.31 (f -SVP∞γ - version recherche). Étant donnés γ ≥ 1, et un réseau
idéal L(I) qui correspond à un idéal I ⊆ Z[x]/ 〈f〉, où f ∈ Z[x] est un polynôme
unitaire. Le but est de trouver un élément v ∈ L(I) tel que ‖v‖∞ ≤ γ · λ∞1 (L(I)).
Il est conjecturé que résoudre le problème f -SVP∞γ est aussi difficile que la
résolution du problème SVP∞γ . Nous avons la conjecture suivante.
Théorème 1.2 (Conjecture 2.1 dans [Lyu08b]). Pour tout polynôme unitaire f de
degré n et pour toute constante c, résoudre le problème f -SVP∞γ pour γ = O(n
c)
nécessite une complexité en temps de 2Ω(n).
1.5.2.2 Famille de fonctions de hachage basée sur les réseaux idéaux
Soit n un entier, nous considérons l’anneau D = Zp[x]/ 〈f〉 où p = poly(n) est un
entier et f est un polynôme de degré n irréductible dans Z[x]. Les éléments de cet
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anneau seront représentés par des polynômes de degré n− 1 avec des coefficients
dans {−(p− 1)/2, · · · , (p− 1)/2}.
Dans [LM06], Lyubashevsky et Micciancio ont introduit une famille de fonc-
tions de hachage résistante aux collisions avec une sécurité basée sur le problème
f -SVP∞γ (voir Définition 1.31). Nous donnons une description de cette famille dans
la définition suivante.
Définition 1.32. Soient m un entier positif et D× ⊆ D. La famille de fonctions de
hachage H(D, D×,m) est une collection de fonctions {haˆ : aˆ ∈ Dm} telle que pour
tout zˆ ∈ Dm× , haˆ(zˆ) = aˆ · zˆ =
∑m
i=1 aizi, avec aˆ = (a1, · · · , am) et zˆ = (zˆ1, · · · , zˆm).
Toutes les opérations sont effectuées dans l’anneau D.
Une fonction de hachage haˆ ∈ H(D, D×,m) satisfait les propriétés suivantes
pour tous yˆ, zˆ ∈ Dm et c ∈ D :
haˆ(yˆ + zˆ) = haˆ(yˆ) + haˆ(zˆ) (1.1)
haˆ(yˆc) = haˆ(yˆ)c (1.2)
Remarque 1.5. Pour simplifier les notations, nous notons par h une fonction de
hachage haˆ ∈ H(D, D×,m).
En outre, lorsque l’espace de départ est limité à un ensemble bien choisi Dm× ⊆
Dm, la famille de fonctions est résistante aux collisions. Nous introduisons le pro-
blème de trouver des collisions pour cette famille de fonctions, ensuite nous don-
nerons la réduction de sécurité.
Définition 1.33. Le problème de collision noté par Col(h,D×), (avec D× ⊆ D) est
comme suit : Étant donnée une fonction h ∈ H(D, D×,m), trouver deux éléments
distincts zˆ1, zˆ2 ∈ Dm× tels que h(zˆ1) = h(zˆ2).
Dans [LM06], il est montré que si D× est restreint à un ensemble particulier,
alors résoudre le problème Col(h,D×) est aussi difficile que résoudre le problème
f -SVP∞γ dans le pire cas (pour un certain γ).
Théorème 1.3. Soient n un paramètre de sécurité, d un entier positif qui dépend de n,
un entier m ≥ log p
log 2d
, et un premier p ≥ 4dmn1.5 log n. Soit l’anneau D = Zp[x]/ 〈f〉,
tel que f un polynôme irréductible dans Z[x] de degré n. Soient D× = {y ∈ D :
‖y‖∞ ≤ d} et H(D, D×,m), une famille de fonctions de hachage comme dans la
Définition 1.32. S’il existe un algorithme en temps polynomial qui résout le problème
Col(h,D×) pour h ∈ H(D, D×,m) avec une probabilité non négligeable, alors il existe
un algorithme en temps polynomial qui peut résoudre f -SVP∞γ dans le pire cas pour
γ = 16θ(f)2dmn log2 n.
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1.5.3 Outils cryptographiques basés sur les réseaux
1.5.3.1 Fonctions à pré-image échantillonable
Tout d’abord, nous rappelons qu’une fonction f est dite à trappe si :
— il existe une information appelée trappe, qui permet pour tout y image de
f , d’obtenir un x tel que f(x) = y ;
— il est difficile pour tout y choisi uniformément dans l’image de f d’obtenir
un x tel que f(x) = y sans la trappe.
En 2008, Gentry, Peikert et Vaikuntanathan [GPV08] ont introduit la notion
de fonction à pré-image échantillonable (en anglais, preimage-samplable function).
Nous allons rappeler cette notion en suivant les définitions données dans [GPV08].
Une famille de fonctions à pré-image échantillonable est définie par le quadruplet
d’algorithmes (TrapGen, Eval, SampleDom, SamplePre).
TrapGen(1n) : est un algorithme probabiliste polynomial qui prend en entrée
le paramètre de sécurité 1n et retourne (a, t), avec a une description d’une
fonction fa : Dn → Rn et t une trappe pour fa (Dn, Rn sont deux domaines
qui dépendent du paramètre de sécurité).
Eval(a, x) : est un algorithme qui prend en entrée a et x ∈ Dn et retourne
y = fa(x).
SampleDom(1n) : est un algorithme probabiliste polynomial qui prend en en-
trée le paramètre de sécurité 1n et retourne x ∈ Dn, qui suit une certaine
distribution sur Dn.
SamplePre(t, y) : est un algorithme probabiliste polynomial qui prend en en-
trée une trappe t et y ∈ Rn et retourne x qui suit une certaine distribution
sur Dn tel que fa(x) = y.
Soient n, q,m, s des paramètres. D’une manière informelle, une fonction qui
appartient à la famille de fonctions à pré-image échantillonable proposée par Gen-
try et al. dans [GPV08] est définie par une matrice A ∈ Zn×mq , notée fA telle que :
fA : Dn → Rn avec fA(x) = Ax mod q où Dn = {x ∈ Zm : 0 < ‖x‖2 ≤ s ·
√
m}
et Rn = Znq . En suivant [GPV08], nous donnons une définition formelle de cette
famille, que nous notons par PSF (en anglais, Preimage-Samplable Function).
Paramètres : soient n le paramètre de sécurité et q,m deux entiers tels que
q = poly(n) et m ≥ 5n log q.
TrapGen(1n) : l’algorithme retourne deux matrices (A,S) ∈ Zn×mq × Zm×m
telles que S est une base de L⊥q (A) et ‖S˜‖2 ≤ O(
√
n log q), où S˜ est la
matrice d’orthogonalisation de Gram-Schmidt de la matrice S. Le fonction
à trappe fA est définie par fA(x) = Ax mod q. La matrice S est une trappe
pour la fonction fA.
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Eval(A,x) : étant donnés la matrice A et un vecteur x ∈ Zm, l’algorithme
retourne y = Ax mod q.
SampleDom(m, s) : l’algorithme prend en paramètre m et un entier s ≥ ‖S˜‖ ·
ω(
√
logm). Il retourne un vecteur x choisi à partir de la distribution gaus-
sienne DZm,s, en particulier x ∈ Dn avec une probabilité proche de 1.
SamplePre(A,S,y, s) : l’algorithme retourne un vecteur x ayant une distribu-
tion statistiquement proche de la distribution DZm,s tel que Ax = y mod q,
en particulier x ∈ Dn avec un probabilité proche de 1.
Nous résumons la sécurité de cette famille de fonctions dans la proposition
suivante.
Proposition 1.6. Il est démontré dans [GPV08] que la famille PSF satisfait les pro-
priétés suivantes :
1. Toute fonction fA ∈ PSF est une fonction à sens unique et résistante aux
collisions sous l’hypothèse que le problème SIS est difficile dans le cas moyen.
2. Pour tout (A,S) ← TrapGen(1n), la matrice A a une distribution statistique-
ment proche de la distribution uniforme sur Zn×mq .
3. Pour tout (A,S) ← TrapGen(1n), nous avons que ∆(X, Y ) ≤ negl(n), où
X = Eval(A, SampleDom(m, s)) et Y est la distribution uniforme sur Znq .
4. Pour tout (A,S) ← TrapGen(1n), nous avons que ∆(X, Y ) ≤ negl(n), où
X est la variable aléatoire égale à (x,y) telle que x ← SampleDom(m, s) et
y ← Eval(A,x) et Y est la variable aléatoire égale à (x,y) telle que y est choisi
d’une manière uniformément aléatoire dans Znq et x← SamplePre(A,S,y, s).
1.5.3.2 Échantillonnage généralisé de pré-image
Dans [CHK09], Cash, Hofheinz et Kiltz ont proposé une généralisation de l’al-
gorithme SamplePre présenté dans la section 1.5.3.1. Soient n, q,m des entiers
comme dans la section 1.5.3.1 et un entier k > 0. Soit A ∈ Zn×kmq telle que
A = [A1‖ · · · ‖Ak] où Ai ∈ An×mq pour i ∈ [k]. Soit AN = [Ai1‖ · · · ‖Aij ], avec
{i1, · · · , ij} ⊂ [k]. Le nouveau algorithme prend en entrée A, AN , une base SN
de L⊥q (AN), un vecteur y ∈ Znq , et un entier s ≥ ‖S˜N‖2 · ω(
√
log km). Il re-
tourne un vecteur x choisi à partir de la distribution gaussienne sur DZkm,s tel
queAx = y mod q. En particulier 0 < ‖x‖2 ≤ s ·
√
km avec une probabilité proche
de 1. Nous utilisons la notation
x← GenSamplePre(A,AN ,SN ,y, s).
Proposition 1.7 (Théorème 3.4 dans [CHK09]). La sortie de l’algorithme GenSamplePre
est à une distance statistique négligeable de la distribution DZkm,s.
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1.5.3.3 Fonctions à trappes de cercle
Dans [BK10], Brakerski et Kalai ont introduit la notion des fonctions à trappe
de cercle. Il s’agit d’une généralisation du principe des fonctions à trappe clas-
siques. D’une manière informelle, une famille de fonctions à trappe de cercle
est une collection de fonctions T = {Tk}k∈N avec Tk = {f : Xk → Yk}, où
X = {Xk}k∈N est une collection d’ensembles bien définie, et Y = {Yk}k∈N est
une collection de groupes commutatifs telle que :
— étant donnés f1, · · · , ft ← Xk et y ← Yk, il doit être difficile de trouver
x1, · · · , xt ∈ Xk tels que
∑t
i=1 fi(xi) = y.
— étant donnés une trappe de n’importe quelle fonction fi, et y ∈ Yk quel-
conque, il doit être possible de calculer x1, · · · , xt ∈ Xk tels que
∑t
i=1 fi(xi) =
y. De plus, il doit être impossible à quelqu’un qui voit x1, · · · , xt de deviner
quelle trappe a été utilisée pour les générer.
Les auteurs de [BK10], ont montré comment construire une famille de fonc-
tions à trappe qui repose sur la difficulté dans le cas moyen des problèmes SIS et
ISIS. Nous rappelons dans la suite cette construction.
Fonctions à trappe de cercle. Un élément Tk de la famille T a comme para-
mètres :
— q un entier polynomial en le paramètre de sécurité k, (q = poly(k)),
— un entier m = (5 + δ)k log q (pour un entier δ > 0),
— un entier s = L · ω(√log k), où L = O(√k log q).
— Xk = {x ∈ Zmq : ‖x‖2 ≤ s ·
√
m} et Yk = Zkq .
Nous avons les propriétés suivantes :
Échantillonnage : Étant donné 1k, les fonctions de Tk sont choisies de deux
manières différentes. La première consiste à choisir une matrice aléatoire
dans Zk×mq , la fonction fA est définie par fA(x) = Ax mod q. La deuxième
consiste à générer une fonction à trappe en utilisant l’algorithme TrapGen
(voir la section 1.5.3.1) qui retourne une paire de matrices (A,S) ∈ Zk×mq ×
Zm×mq . De même, la fonction fA est définie par fA(x) = Ax mod q.
Trappe : Étant donnés A1, · · · ,At, une trappe Si de Ai et y ∈ Zkq , il est
possible de générer xj ← Xk pour j 6= i (il suffit d’utiliser l’algorithme
SampleDom). Ensuite, en utilisant l’algorithme SamplePre avec (Ai,Si,y −∑
j 6=iAjxj, s) comme entrée il est possible d’obtenir xi ∈ Xk tel que
∑t
j=1Ajxj =
y. En outre, le fait d’utiliser une autre trappe Sj (j 6= i) donne une distri-
bution de (x1, · · · ,xt) qui est statistiquement proche de la distribution des
vecteurs générés grâce à Si.
La propriété de sens-unique est donnée dans la proposition suivante :
Proposition 1.8. S’il existe un attaquant qui étant donnés fA1 , · · · , fAt ← Tk
et y ∈ Zkq , peut trouver x1, · · · ,xt ∈ Xk tel que
∑t
i=1 fAi(xi) = y mod q.
Alors, il existe un algorithme qui peut résoudre le problème ISISk,q,tm,s√tm dans
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le cas moyen.
1.6 Schémas d’identification basés sur les réseaux
Nous allons rappeler trois schémas d’identification en trois passes que nous
utiliserons dans la suite de ce mémoire.
1.6.1 Un premier schéma d’identification de Lyubashevsky
Dans cette section nous rappelons le schéma d’identification en trois passes
de Lyubashevsky [Lyu08a], que nous nommons LID08. Soient n le paramètre de
sécurité, m = ⌈4n log n⌉, q = O˜(n3), t = ω(log n) et SAFE = {1, · · · , 5m− 1}m.
((y,A),x)← Id−keygen(1n) :
1. Soit x← {0, 1}m.
2. Soit A← Zn×mq .
3. Soit y = Ax mod q.
(P ↔ V) : Les paramètres en commun entre le prouveur et le vérificateur sont
(y,A). Le prouveur possède la clé secrète x comme entrée auxiliaire.
1. — P choisit {s1, · · · , st} ← {0, 1, · · · , 5m− 1}m.
— P calcule zi = Asi mod q, pour i ∈ [t].
— P envoie z1, · · · , zt à V.
2. V choisit {b1, · · · , bt} ← {0, 1} et il l’envoie à P.
3. P calcule la réponse de la manière suivante : pour tout i ∈ [t]
— Si bi = 1 et si + x /∈ SAFE, alors ri =⊥.
— Sinon ri = si + x.
P envoie r1, · · · , rt à V.
. Vérification : V vérifie la réponse de la manière suivante : pour tout
i ∈ [t]
— Si ‖ri‖2 ≤ 5m1.5 et Ari mod q = biy + zi, alors di = 1.
— Sinon, di = 0.
Soit sum =
∑t
i=1 di. V retourne desc = 1 si sum ≥ 0.65t, sinon il re-
tourne desc = 0.
Sécurité. Ce schéma est sûr contre les attaques actives (voir Définition 1.13) si le
problème SIS est difficile. Plus précisément, s’il existe un attaquant en temps poly-
nomial A qui casse le protocole, alors il existe un algorithme en temps polynomial
qui peut résoudre une instance aléatoire du problème SIS.
Au début du jeu le challengeur reçoit une matrice aléatoireA← Zn×mq . Ce dernier
choisit comme clé secrète un vecteur x ← {0, 1}m et il calcule y = Ax mod q.
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Ensuite, il initialise l’attaquant en lui donnant (y,A) comme clé publique. Par
conséquent le challengeur peut simuler correctement le schéma d’identification
avec l’attaquant qui joue le rôle d’un vérificateur pendant la phase de l’apprentis-
sage. En utilisant les réponses de l’attaquant pendant la phase de challenge, il est
possible d’extraire une solution du problème SIS défini par la matrice A. En effet,
le challengeur dans le rôle d’un vérificateur répond par t challenges {bi}i∈[t] après
avoir reçu {zi}i∈[t] comme un engagement de la part de l’attaquant. À son tour l’at-
taquant répond par {ri}i∈[t]. Le challengeur relance l’attaquant avec un nouveau
challenge {b′i}i∈[t] pour le même engagement et obtient une autre réponse {r′i}i∈[t].
Avec un probabilité non négligeable il est possible de trouver i tel que bi 6= b′i,
Ari mod q = biy + zi, et Ar′i mod q = b
′
iy + zi. Supposons que bi = 1 et b
′
i = 0,
alors on obtient que
A(ri − r′i) mod q = y = Ax mod q.
Par conséquent, on obtient une solution au problème SISn,q,m,β, puisqu’on aA(ri−
r′i − x) = 0 mod q, pour un certain β = poly(n). Afin de montrer que la différence
entre ri− r′i et x est non nulle, Lyubashevsky utilise le fait que ce schéma satisfait
la propriété de témoin indistinguable et que chaque clé publique y possède deux
clés secrètes valides, c’est-à-dire qu’il existe x′ ∈ {0, 1}m tel que x′ 6= x et Ax =
Ax′ = y mod q.
1.6.2 Un deuxième schéma d’identification de Lyubashevsky
Dans cette section nous rappelons le schéma d’identification en trois passes de
Lyubashevsky [Lyu09], que nous nommons LID09.
Soient k le paramètre de sécurité, H(D, D×,m) une famille de fonctions de
hachage, comme dans la section 1.5.2.2, avec D× = Dh et m = 3 log n (voir la
Table 1.1).
((h,S), sˆ)← Id−keygen(1k) :
Définition
n puissance de 2 plus grande que le paramètre de sécurité k
p premier de l’ordre de Θ(n4)
m 3 log n
D l’anneau Zp[x]/ 〈xn + 1〉
Dh {g ∈ D : ‖g‖∞ ≤ mn2}
Dy {g ∈ D : ‖g‖∞ ≤ mn2}
Dz {g ∈ D : ‖g‖∞ ≤ mn2 − n}
Ds,c {g ∈ D : ‖g‖∞ ≤ 1}
TABLE 1.1 – Ensembles et paramètres (Figure 5.1 dans [Lyu08b]).
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1. Soit h← H(D, D×,m).
2. Soit sˆ← Dms,c.
3. Soit S = h(sˆ).
(P ↔ V) : Les paramètres en commun entre le prouveur et le vérificateur sont
(h,S). Le prouveur possède la clé secrète sˆ comme entrée auxiliaire.
1. P choisit yˆ ← Dmy , il calcule Y = h(yˆ) et il envoie Y à V.
2. V choisit c← Ds,c et il l’envoie à P.
3. P calcule zˆ = sˆc+ yˆ. Si zˆ /∈ Dmz , alors zˆ =⊥. P envoie zˆ à V.
. Vérification : V vérifie si :
— zˆ ∈ Dmz
— h(zˆ) = Sc+Y
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
Sécurité. Ce schéma est sûr contre les attaques actives (voir Définition 1.13) si le
problème Col(h,D×) est difficile pour h choisie aléatoirement dans H(D, D×,m).
Au début du jeu le challengeur reçoit une fonction de hachage h ∈ H(D, D×,m).
Ce dernier choisit une clé secrète sˆ ← Dms,c et obtient S = h(sˆ). Ensuite il initialise
l’attaquant en lui donnant (h,S) comme clé publique. Durant la phase d’appren-
tissage, le challengeur peut simuler parfaitement un prouveur honnête puisqu’il
connait la clé secrète sˆ. En utilisant les réponses de l’attaquant pendant la phase
de challenge, il est possible d’extraire une collision sur la fonction h. En effet, le
challengeur dans le rôle d’un vérificateur reçoit un engagement Y, il l’enregistre
et envoie un challenge c ∈ Ds,c. Après la réception de la réponse zˆ, le challengeur
relance l’attaquant avec un nouveau challenge c′ ∈ Ds,c pour le même engage-
ment Y et obtient une autre réponse zˆ′. En utilisant les réponses de l’attaquant et
puisque le challengeur connaît la clé secrète sˆ, on obtient l’équation suivante :
h(zˆ− sˆc) = h(zˆ′ − sˆc′).
Pour conclure que (zˆ− sˆc, zˆ′ − sˆc′) est une solution au problème Col(h,D×), Lyu-
bashevsky démontre les deux points suivants :
— avec les choix des paramètres zˆ− sˆc, zˆ′ − sˆc′ sont dans D×.
— le schéma satisfait la propriété de témoin indistinguable et l’adversaire ne
peut pas deviner exactement quelle clé a été utilisée pendant la phase d’ap-
prentissage, par conséquent zˆ− sˆc 6= zˆ′− sˆc′ avec une probabilité au moins
égale à 1/2.
1.6.3 Le schéma d’identification de Kawachi-Tanaka-Xagawa
Dans cette section nous rappelons le schéma d’identification de Kawachi, Ta-
naka et Xagawa [KTX08], que nous nommons KTX, d’après ses auteurs. Ce pro-
tocole est basé sur un protocole de preuve de connaissance sans divulgation. Pour
34 1- LES RÉSEAUX CRYPTOGRAPHIQUES
chaque tour, la probabilité qu’un prouveur malhonnête parvienne à frauder est de
2/3. Par conséquent, le protocole doit être exécuté un nombre de fois ω(log n), afin
d’obtenir une probabilité de triche exponentiellement petite en n.
Le prouveur P et le vérificateur V suivent un protocole où COMA est une fonc-
tion d’engagement (voir la section 1.4.2) définie par la matrice A obtenue grâce à
l’algorithme Id−init. Dans la suite du manuscrit, nous utilisons la notation COM au
lieu de COMA et nous n’écrirons pas explicitement les vecteurs aléatoires utilisés
pour calculer les engagements.
Description. Soient n le paramètre de sécurité et q,m deux entiers tels que q =
poly(n) et m ≥ 10n log q. Le schéma proposé prend comme paramètre public par-
tagé entre le prouveur et le vérificateur une matrice A choisie d’une manière uni-
formément aléatoire dans Zn×mq . La clé secrète du prouveur est un vecteur x choisi
aléatoirement dans {0, 1}m tel que wH(x) = m/2 et sa clé publique est le vec-
teur y = Ax mod q. Le vérificateur vérifie que le prouveur connait un vecteur
x ∈ {0, 1}m de poids de Hamming égal à m/2 et qui correspond à la clé publique
y (c’est-à-dire tel que Ax = y mod q).
A ← Id−init(1n) : Étant donné un paramètre de sécurité n. Choisir uniformé-
ment une matrice A ∈ Zn×mq .
(y,x) ← Id−keygen(A) : Soit A une matrice obtenue grâce à l’algorithme
Id−init. L’algorithme génère une paire de clés de la manière suivante :
— Soit x← {0, 1}m, tel que wH(x) = m/2.
— Soit y = Ax mod q.
(P ↔ V) : Les paramètres en commun entre le prouveur et le vérificateur sont
(A,y). Le prouveur possède la clé secrète x comme entrée auxiliaire.
1. P choisit π ← Sm et u← Zmq . P envoie c0, c1 et c3 à V tels que
— c1 = COM(π‖Au)
— c2 = COM(π(u))
— c3 = COM(π(x+ u))
2. V choisit un challenge ch ∈ {1, 2, 3} et il l’envoie à P
3. — Si ch = 1, P envoie e = π(x) et w = π(u).
— Si ch = 2, P envoie φ = π et v = x+ u.
— Si ch = 3, P envoie ϕ = π et z = u.
. Vérification :
— Si ch = 1, V vérifie si c2 = COM(w), c3 = COM(e +w), e ∈ {0, 1}m
et wH(e) = m/2.
— Si ch = 2, V vérifie si c1 = COM(φ‖Av − y) et c3 = COM(φ(v)).
— Si ch = 3, V vérifie si c1 = COM(ϕ‖Az) et c2 = COM(ϕ(z)).
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
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Le lemme suivant énonce que pour toute paire de clés (y,x) provenant de l’al-
gorithme de génération des clés Id−keygen, il existe avec une probabilité écrasante,
un vecteur x′ ∈ {0, 1}m tel que x′ 6= x, Ax′ = Ax = y mod q et wH(x′) = m/2.
Lemme 1.6. (Lemme 4.3 [KTX08]) Pour toutA fixé, soit Y := {y ∈ Znq | cardinal ({x ∈
B(m,m/2)|Ax = y mod q}) = 1}. Si qn/|B(m,m/2)| est négligeable en n, alors la
probabilité d’obtenir y ∈ Y , pour (y,x)← Id−keygen(A) est négligeable en n.
Sécurité. Avant de donner une analyse de sécurité, nous rappelons que KTX
satisfait les deux propriétés suivantes :
1. Chaque clé publique y admet deux clés secrètes valides avec une probabilité
écrasante (c’est-à-dire, il existe x,x′ ∈ {0, 1}m, tels queAx = Ax′ = y mod
q et wH(x) = wH(x′) = m/2 ). Ceci est vrai grâce au Lemme 1.6.
2. Le schéma est une preuve de connaissance à témoin indistinguable. En effet,
d’après la Proposition 1.4, cette propriété est satisfaite puisque le schéma
est une preuve de connaissance sans divulgation.
Maintenant, nous expliquons comment exploiter ces deux propriétés pour dé-
montrer la sécurité de KTX contre les attaques parallèles (voir Définition 1.12).
Au début du jeu, le challengeur obtient une matrice A ∈ Zn×mq comme challenge,
et son but est de résoudre le problème SISn,q,m,√m lié à A (c’est-à-dire trouver
s ∈ Zm \ {0} tel que As = 0 mod q et ‖s‖2 ≤
√
m) en utilisant l’attaquant.
Phase d’initialisation : Le challengeur génère une clé secrète x ∈ {0, 1}m telle
que wH(x) = m/2, il calcule la clé publique y = Ax mod q et il donne (y,A) à
l’attaquant.
Phase d’apprentissage : Pendant cette phase, le challengeur simule parfaitement
le prouveur (honnête) puisqu’il connait le secret x. Il pourra donc répondre cor-
rectement à tous les challenges envoyés par l’attaquant.
Phase d’imposture : En utilisant les réponses de l’attaquant (qui joue le rôle
d’un prouveur malhonnête), le challengeur obtient une collision sur la fonction
d’engagement COM, ou bien un vecteur x′ ∈ {0, 1}m tel que wH(x′) = m/2 et
y = Ax′ mod q.
Par conséquent, le challengeur obtient s = x′ − x ∈ {−1, 0, 1}m qui est une
solution au problème SISn,q,m,√m lié à la matrice challenge A.
Pour finir il faut montrer que s 6= 0, c’est-à-dire démontrer que x′ 6= x. En effet,
d’après le Lemme 1.6, nous savons qu’il existe deux secrets valides pour y. De plus,
puisque le schéma est à témoin indistinguable, l’attaquant ne peut rien savoir sur
la clé secrète utilisée (dans notre cas c’est x) pendant la phase d’apprentissage
même lorsqu’il interagit en parallèle avec plusieurs instances du protocole. Par
conséquent, nous avons que x′ 6= x avec une probabilité au moins égale à 1/2.
Remarque 1.6. En 2010, Cayrel, Lindner, Ruckert et Silva [CLRS10a] ont proposé
une version en cinq passes du protocole KTX, que nous nommons CLRS, d’après ses
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auteurs. Comme démontré dans [CLRS10a], CLRS est une preuve de connaissance
sans divulgation. Pour chaque tour, la probabilité qu’un prouveur malhonnête par-
vienne à frauder est de 1/2. Par conséquent, le protocole doit être exécuté un nombre
de fois ω(log n), afin d’obtenir une probabilité de triche négligeable. Une description
formelle de ce schéma est donnée dans l’annexe A.
1.7 Schémas de signature numériques basés sur les
réseaux
Nous classons les schémas de signature basés sur les réseaux en deux familles.
La première famille est celle des schémas avec trappe. Ces schémas sont obtenus
suivant la méthode Hacher-et-Signer (pour Hash-and-Sign, en anglais) qui fut in-
troduite par Diffie et Hellman dans [DH76]. Dans cette approche la clé publique
est une fonction à trappe f et la clé de signature (c’est-à-dire la clé secrète) est
f−1. Pour signer un message µ, tout d’abord on calcule y = H(µ) un haché de µ
où H est une fonction de hachage qui fournit des valeurs dans le domaine d’ar-
rivée de f . Ensuite, on retourne σ = f−1(y) comme signature du message µ. La
signature (µ, σ) est acceptée par l’algorithme de vérification si f(σ) = H(µ). La
deuxième famille est celle des schémas sans trappe. Ses schémas sont obtenus
grâce à la transformation de Fiat-Shamir [FS86] qui consiste à transformer un
schéma d’identification en trois passes en un schéma de signature. L’idée de cette
transformation est de remplacer l’interaction avec le vérificateur par un appel à
un oracle aléatoire H. En effet, le signataire prend le rôle du prouveur dans un
schéma d’identification et en utilisant H il remplace le challenge envoyé par le
vérificateur par un haché des paramètres publics, de l’engagement et du message
à signer.
1.7.1 Schémas de signatures avec trappe
Le premier schéma qu’on peut classer dans la famille des schémas de signa-
tures avec trappe est celui de Gentry et al. [GPV08] présenté à STOC 2008. Dans
ce schéma le signataire utilise l’algorithme TrapGen (voir la section 1.5.3.1) pour
obtenir une paire de clés (pk, sk) = (A,S) où S est une base du réseau L⊥q (A),
formée de vecteurs courts. La signature d’un message µ consiste en un vecteur
e ∈ Zm généré en utilisant la matrice S. La partie fondamentale de ce schéma est
l’algorithme de génération des clés TrapGen. En effet, la taille du vecteur e dépend
de la qualité de la base S ; plus les coefficients de S sont petits, plus la norme du
vecteur e est petite. Dans [GPV08], les auteurs ont utilisé l’algorithme de généra-
tion des clés proposé par Ajtai [Ajt99]. Alwen et Peikert [AP11] et Micciancio et
Peikert [MP12] ont proposé des améliorations de l’algorithme proposé par Ajtai
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[Ajt99]. Ces travaux ont permis d’obtenir des tailles de signatures plus petites.
En remplaçant les réseaux q-aires par les réseaux idéaux, Stehlé et al. [SSTX09]
ont donné une variante de la signature proposée dans [GPV08]. En utilisant la
notion de bonsai tree [Pei09], Cash et al. [CHKP10] ont proposé un autre schéma
de signature dans le modèle standard. La sécurité de ce schéma a été améliorée
par Rückert [Rüc10]. En 2010, un autre schéma dans le modèle standard a été
proposé par Boyen [Boy10].
Plus formellement, le schéma proposé par Gentry et al. [GPV08] se présente de
la manière suivante :
Pramètres : Soient n le paramètre de sécurité, m ≥ (5 + 3δ)n log q, s ≥ L ·
ω(
√
logm) (où L = O(
√
n log q)).
S−keygen(1n) : Utiliser l’algorithme TrapGen(1n) pour obtenir (pk, sk) = (A,S).
S−sign(S, µ) : Soit H un oracle aléatoire tel que H : {0, 1}⋆ → Znq .
1. Soit y = H(µ).
2. Soit e = SamplePre(A,S,y, s).
3. Retourner e comme signature du message µ.
S−verify(A, e, µ) : Le vérificateur accepte la signature si ‖e‖2 ≤ s
√
m et Ae =
H(µ) mod q.
La sécurité de ce schéma est donnée par le théorème suivant.
Théorème 1.4 ([GPV08]). S’il existe un attaquant F en temps polynomial qui peut
casser la résistance à la contrefaçon existentielle (voir Définition 1.17) de ce schéma,
alors il existe un algorithme en temps polynomial qui peut résoudre le problème
SISn,q,m,2s
√
m dans le cas moyen.
Démonstration. (idée) : Au début, le challengeur C reçoit une matrice A ← Zn×mq
comme instance du problème SIS. Le challengeur initialise l’attaquant F avec A
comme clé publique. On suppose que F envoie une requête de hachage à l’oracle
H avant de demander la signature du message. Quand F envoie une requête
µ ∈ {0, 1}⋆ à l’oracle H, le challengeur calcule eµ ← SampleDom(1n), enregistre
(µ, eµ) dans une liste L et retourne Aeµ mod q à F (Si H a déjà reçu la requête µ,
le challengeur trouve (µ, eµ) dans la liste L et retourneAeµ mod q). Lorsque F en-
voie une requête de signature pour un message µ ∈ {0, 1}⋆, le challengeur trouve
(µ, eµ) dans la liste et retourne eµ comme signature. À un certain moment, F re-
tourne (µ⋆, e⋆) comme signature contrefaite (On suppose que F a déjà demandé le
haché du message µ⋆ à l’oracle H avant de retourner sa réponse). Le challengeur C
trouve (µ⋆, eµ⋆) dans la liste L et retourne s = e⋆−eµ⋆ comme solution à l’instance
SIS associée à la matrice A (As = 0 mod q car Ae⋆ = Aeµ⋆ mod q). Le vecteur s
est de norme au plus égale à 2s
√
m, car les deux vecteurs e⋆, eµ⋆ sont chacun de
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norme au plus égale à s
√
m. En effet, e⋆ est de norme au plus s
√
m, puisque la
réponse de l’attaquant doit passer avec succès l’algorithme de vérification S−verify.
De même, on a que eµ⋆ est choisi à partir de la distribution gaussienne DZm,s (voir
la section 1.5.3.1) par conséquent ‖eµ⋆‖2 ≤ s
√
m.
1.7.2 Schémas de signatures sans trappe
Nous allons voir à présent deux schémas de signatures proposés par Lyuba-
shevsky dans [Lyu09, Lyu12] qui sont obtenus grâce à la transformation de Fiat-
Shamir. Nous les nommons respectivement LSig09 et LSig12. Le schéma de signa-
ture dans [Lyu09], est obtenu par l’application de la transformation de Fiat-Shamir
sur le schéma d’identification LID09 (voir la section 1.6.2). La sécurité du schéma
sera développée en détail dans la section 1.7.2.1. Dans [Lyu12], Lyubashevsky a
proposé un nouveau schéma de signature basé sur la difficulté du problème SIS
et qui est une transformation de Fiat-Shamir d’une version améliorée du schéma
d’identification LID08 (voir la section 1.6.1). Comme expliqué par Ducas-Binda
dans sa thèse [DB13], la distribution uniforme sur {0, 1, · · · , 5m − 1}m de LID08
est remplacée par une distribution gaussienne et le vecteur x de clé secrète est
remplacé par une matrice S avec des petits coefficients afin d’éviter les répéti-
tions. D’autre part la taille de la matrice de la clé publique est considérablement
réduite ; m = 2n au lieu de m = O(n log q). Le schéma de signature LSig12 est
décrit plus précisément dans la section 1.7.2.2.
1.7.2.1 Le schéma de signature LSig09
Le schéma de signature LSig09 a été proposé dans [Lyu09]. Dans sa thèse,
Lyubashvesky [Lyu08b] a donné une analyse de sécurité complète pour ce schéma.
Nous rappelons de manière formelle ce schéma qui est l’analogue du schéma de
signature de Schnorr.
Soient k le paramètre de sécurité, H(D, D×,m) une famille de fonctions de
hachage comme dans la section 1.5.2.2 avec D× = Dh et m = 3 log n.
S−keygen(1k) :
— Soit h← H(D, D×,m).
— Soit sˆ← Dms,c.
— Soit S = h(sˆ).
— Retourner (pk, sk) = ((S, h), sˆ)
S−sign(h,S, sˆ, µ) : Soient un message µ ∈ {0, 1}⋆ et HL un oracle aléatoire tel
que HL : {0, 1}⋆ → Ds,c
1. Soit yˆ ← Dmy .
2. Soit e = HL(h(yˆ), µ).
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Définition
n puissance de 2 plus grande que le paramètre de sécurité k
p premier de l’ordre de Θ(n4)
m 3 log n
D l’anneau Zp[x]/ 〈xn + 1〉
Dh {g ∈ D : ‖g‖∞ ≤ mn1.5 log n+
√
n log n}
Dy {g ∈ D : ‖g‖∞ ≤ mn1.5 log n}
Dz {g ∈ D : ‖g‖∞ ≤ mn1.5 log n−
√
n log n}
Ds,c {g ∈ D : ‖g‖∞ ≤ 1}
TABLE 1.2 – Ensembles et paramètres (Figure 6.1 dans [Lyu08b]).
3. Soit zˆ = sˆe+ yˆ.
4. Si zˆ ∈ Dmz , alors retourner σ = (zˆ, e). Sinon, aller à l’étape 1.
S−verify(h,S, σ = (zˆ, e), µ) : Si zˆ ∈ Dmz et e = HL(h(zˆ)−Se, µ), alors retourner
1, sinon retourner 0.
La sécurité repose sur les deux résultats suivants :
Lemme 1.7 (Lemme 5-2 dans [Lyu08b]). Soit h ∈ H(D, D×,m). Pour tout secret
sˆ0 choisi d’une manière uniformément aléatoire dans Dms,c, la probabilité qu’il n’existe
pas sˆ1 ∈ Dms,c tels que, sˆ0 6= sˆ1 et h(sˆ0) = h(sˆ1) est négligeable en le paramètre de
sécurité.
Démonstration. D’après les paramètres de la Table 1.2, nous avons que le cardinal
de l’ensemble d’arrivée de h (c’est-à-dire D) est pn et le cardinal de l’ensemble
Dms,c est 3
mn. Ceci implique qu’au plus pn éléments de Dms,c ne produisent pas de
collision pour h. Par conséquent, pour sˆ0 choisi au hasard dans Dms,c, la probabilité




Théorème 1.5 (Théorème 6-5 dans [Lyu08b]). Pour tous h ∈ H(D, D×,m), µ ∈
{0, 1}⋆ et sˆ, sˆ′ ∈ Dms,c tels que h(sˆ) = h(sˆ′) = S, nous avons que
∆((zˆ, e), (zˆ′, e′)) = n−ω(1).
Où (zˆ, e)← S−sign(h,S, sˆ, µ) et (zˆ′, e′)← S−sign(h,S, sˆ′, µ).
Remarque 1.7. La preuve de résistance à la contrefaçon de la signature LSig09 est
divisée en deux parties. Tout d’abord Lyubashvesky montre que le problème de trouver
une collision sur une fonction de hachage de la famille H(D, D×,m) se réduit au pro-
blème de contrefaire une signature du schéma LSig09. Autrement dit, il montre que s’il
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existe un attaquant qui peut contrefaire des signatures, alors ce dernier peut être uti-
lisé pour trouver une collision sur une fonction de hachage de la familleH(D, D×,m).
Ensuite, pour montrer que ceci repose sur un problème difficile des réseaux, il utilise
le résultat (Théorème 1.3) qui réduit le problème de résoudre (xn + 1)-SVP∞γ (pour
un certain γ) dans le pire cas, au problème de trouver des collisions sur une fonction
de hachage choisie aléatoirement dans H(D, D×,m).
Le théorème suivant résume la première partie de la preuve de résistance à la
contrefaçon.
Théorème 1.6 (Théorème 6.6 dans [Lyu08b]). S’il existe un algorithme en temps
polynomial F qui peut casser la résistance à la contrefaçon existentielle de ce schéma
(voir Définition 1.17). Alors pour une fonction h choisie d’une manière uniformément
aléatoire dansH(D, D×,m), il existe un algorithme en temps polynomialA qui trouve
une solution pour le problème Col(h,D×).
Démonstration. La preuve de ce théorème est donnée dans l’annexe B.
La sécurité du schéma est basée sur la difficulté du problème (xn+1)-SVP∞γ . En
effet, en combinant le théorème précédant avec le Théorème 1.3 nous obtenons le
corollaire suivant.
Corollaire 1.1 (Corollaire 6.7 dans [Lyu08b]). S’il existe un algorithme en temps
polynomial F qui peut casser la résistance à la contrefaçon existentielle de ce schéma,
alors il existe un algorithme en temps polynomial qui permet de résoudre (xn + 1)-
SVP∞γ dans le pire cas pour γ = O˜(n
2.5).
1.7.2.2 Le schéma de signature LSig12
Définition 1.34 ([Lyu12]). Soit m un entier positif. La distribution continue de la









Lorsque v = 0, on utilise la notation ρmσ .
La distribution discrète de la loi normale centrée en v ∈ Zm d’écart-type σ sur Zm est








σ (z). Lorsque v = 0, on utilise
la notation Dmσ .
Soit n le paramètre de sécurité. Le schéma de signature LSig12 se présente de
la manière suivante :
S−keygen(1n) :
— Soit S ← {−d, · · · , 0, · · · , d}m×k.
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— Soit A← Zn×mq .
— Soit T = AS.
— Retourner (pk, sk) = ((A,T ),S).
S−sign(A,T ,S, µ) : Soient un message µ ∈ {0, 1}⋆ et H un oracle aléatoire tel
que H : {0, 1}⋆ → {v : v ∈ {−1, 0, 1}k, ‖v‖1 ≤ κ}.
1. Soit y ← Dmσ .
2. Soit e = H(Ay, µ).
3. Soit z = Se+ y.






S−verify(A,T , (z, e), µ) : Si ‖z‖2 ≤ ησ
√
m et e = H(Az − Te, µ), alors re-
tourner 1, sinon retourner 0.
Définition Valeur
n puissance de 2 512





κ 2κ · (κ
n
) ≥ 2100 14
σ ≈ 6 · d · κ · √m 2688
M ≈= exp(12dκ√m/σ + (dκ√m/2σ)2) 7.4
TABLE 1.3 – Les paramètres dans la dernière colonne correspondent à ceux donnés dans la colonne
V de la Figure 2 dans [Lyu12].
Théorème 1.7 ([Lyu12]). S’il existe un algorithme en temps polynomial F qui peut
casser la résistance à la contrefaçon existentielle (voir Définition 1.17) de ce schéma,
alors il existe un algorithme en temps polynomial qui peut résoudre le problème
SISn,q,m,β dans le cas moyen pour β = O˜(n).
Nous renvoyons le lecteur à [Lyu12] pour le détail de la preuve de sécurité.
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Chapitre 2
Un schéma de signature de cercle
La notion de signature de cercle a été introduite en 2001 par Rivest, Shamir,
et Tauman [RST01], elle permet à un utilisateur de signer anonymement des mes-
sages au non d’une entité à laquelle il appartient. Dans un tel schéma, chaque
utilisateur a une paire de clés ; une clé secrète pour signer le message et une clé
publique pour vérifier la signature. Un utilisateur peut choisir un ensemble de
clés, que nous appelons un cercle, et signe au non des utilisateurs associés, sans
demander de permission ou d’autorisation. Cette signature peut être vérifiée en
utilisant les clés publiques des utilisateurs qui forment le cercle associé à la signa-
ture. Un schéma de signature de cercle doit satisfaire la notion classique d’infor-
geabilité ainsi que la notion d’anonymat. La première propriété assure qu’il doit
être impossible de signer au non d’un ensemble sans connaitre au moins une des
clés secrètes associées. La deuxième propriété garantit que l’on peut pas connaitre
l’identité réelle du signataire en regardant les signatures.
En transformant le schéma de signature classique de Lyubashevsky LSig09 (voir
la section 1.7.2.1), nous avons proposé à la conférence Africacrypt’13, dans un
travail commun avec Carlos Aguilar Melchor, Xavier Boyen, Laurent Fousse et Phi-
lippe Gaborit [AMBB+13], un nouveau schéma de signature de cercle basé sur
les réseaux. Notre schéma satisfait une propriété qui est plus forte que la notion
classique d’anonymat contre la révélation totale des clés. En effet, nous montrons
que même si la paire de clés du signataire est choisie par un attaquant (en ayant
par exemple remplacé celle-ci grâce à un accès temporaire en écriture à un dossier
contenant cette paire), la distance statistique entre les signatures générées par cet
utilisateur et celles générées par les autres reste négligeable.
En ce qui concerne l’inforgeabilité, le meilleur schéma de signature de cercle
basé sur les réseaux satisfait l’inforgeabilité contre les attaques à sous cercles choi-
sis ou bien les attaques avec corruption interne avec des cercles de taille loga-
rithmique en la valeur du paramètre de sécurité. Nous présentons deux variantes
de notre schéma. Le schéma de base satisfait l’inforgeabilité contre les attaques à
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sous cercles choisis. En augmentant la taille de signature et des clés par un facteur
k (k étant le paramètre de sécurité, typiquement 80-100), nous obtenons une va-
riante qui satisfait l’inforgeabilité contre les attaques avec corruption interne pour
des cercles de taille arbitraire. La technique utilisée est assez générale et peut être
adaptée à d’autres schémas existants.
Organisation du chapitre. Ce chapitre est organisé de la manière suivante. Dans
la section 2.1, nous donnons des définitions formelles du modèle de sécurité pour
les schémas de signature de cercle et nous introduisons une nouvelle notion d’ano-
nymat. Dans la section 2.2, nous rappelons deux schémas de signature de cercle
basés sur les réseaux. Dans la section 2.3, nous présentons notre schéma de signa-
ture de cercle et nous analysons sa sécurité dans la section 2.4. Dans la section
2.5, nous proposons une nouvelle technique pour obtenir l’inforgeabilité contre
corruption interne.
Notations supplémentaires. Chaque paire de clés du schéma de signature de
cercle est définie uniquement par un entier qui est son indice. Nous définissons
un cercle R comme étant un ensemble des clés publiques. Nous considérons qu’il
existe une bijection entre les utilisateurs et les paires de clés, nous utilisons cette
bijection implicitement pour dire qu’un utilisateur appartient à un cercle. Nous
notons #R la taille du cercle (c’est-à-dire le nombre de clés de vérification qu’il
contient) et par index(R) l’ensemble des entiers correspondant aux indices des clés
publiques dans R.
Nous décrivons un cercle R = {pki1 , · · · , pki#R}, par exemple lorsqu’il est une
entrée pour un oracle aléatoire, par desc(pki1)‖ · · · ‖desc(pki#R) avec desc(pk) est
la description binaire de la clé publique et i1 < · · · < i#R (par conséquent la
représentation est unique). Lorsque c’est possible, nous ignorons desc() pour ces
notations.
2.1 Définitions et modèle de sécurité
En 2006, Bender, Katz, et Morselli [BKM06] ont revisité les notions de sécurité
des schémas de signature de cercle et ils ont donné des nouvelles définitions per-
mettant d’avoir une sécurité contre des attaques différentes. Pour l’inforgeabilité,
le nouveau modèle de sécurité proposé garantit la sécurité dans des scénarios où
l’attaquant fabrique lui même des clés publiques (il construit ses propres cercles)
ou bien dans les cas où il obtient quelques clés secrètes valides. D’autre part, Ben-
der et al., ont introduit la notion d’anonymat contre la révélation totale des clés.
C’est le cas où toutes les clés secrètes des utilisateurs sont rendues public. Bien sûr
dans ce cas, il n’est plus possible d’avoir la propriété d’inforgeabilité, par contre
l’anonymat des signatures générées ultérieurement est préservé.
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Une telle forte propriété d’anonymat est une garantie rassurante pour les uti-
lisateurs qui hésitent à divulguer un secret, particulièrement si les conséquences
d’une identification sont désastreuses. Il semble raisonnable d’avoir une notion
d’anonymat aussi forte, en particulier si l’anonymat doit être préservé pour des
décennies. Par conséquent, l’anonymat n’est plus basé sur l’estimation de la com-
plexité de calcul et on parle d’anonymat inconditionnel.
2.1.1 Définitions
2.1.1.1 Variantes de la signature de cercle
Dans cette section, nous rappelons deux variantes de la signature de cercle. Il
s’agit de deux schémas qui permettent de générer anonymement des signatures
dans un contexte de multi-utilisateurs.
Signature de groupe
Les signatures de groupe ont été introduites en 1991 par Chaum et van Heyst
[CVH91], elles permettent à un utilisateur de signer anonymement au non d’un
groupe de personnes. Dans les schémas de signature de groupe il existe un méca-
nisme de révocation d’anonymat qui permet à une entité appelée juge de révéler
l’identité du signataire en cas de conflit. Contrairement aux schémas de signature
de cercle, les schémas de signature de groupe admettent un manager qui gère les
utilisateurs. Par conséquent pour signer au nom d’un groupe, l’utilisateur doit tout
d’abord obtenir une permission de la part de son manager.
Signature de cercle à seuil
La notion de signature de cercle à seuil a été introduite par Bresson, Stern
et Szydlo [BSS02] à CRYPTO’ 2002. Pour un cercle de taille N (c’est-à-dire de N
utilisateurs), un schéma de signature de cercle à seuil permet à t utilisateurs parmi
N de générer une signature au nom de tous les membres du cercle. La vérification
de la signature donne une preuve incontestable qu’exactement t utilisateurs ont
participé à la génération de la signature. Les signatures de cercle à seuil sont une
généralisation des signatures de cercle.
2.1.1.2 Signature de cercle
Nous donnons une définition formelle de ce que c’est un schéma de signature
de cercle.
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Définition 2.1. [BKM06] Un schéma de signature de cercle consiste en un triplet
d’algorithmes (Ring−gen, Ring−sign, Ring−verify) :
Ring−gen(1k) : est un algorithme probabiliste polynomial qui prend un para-
mètre de sécurité 1k comme entrée et retourne une paire de clés (pk, sk), où
pk est une clé publique et sk est une clé secrète. Pour plusieurs schémas, l’uti-
lisateur doit partager des paramètres publics dérivés de 1k avec les autres uti-
lisateurs du même cercle. Par conséquent, nous supposons que Ring−gen(1k)
admet deux algorithmes auxiliaires : Ring−gen−params(1k) il génère un en-
semble de paramètres publics que nous notons par P, cet ensemble est utilisé
par tous les algorithmes ; et Ring−gen−keys(P) qui génère une paire de clés en
utilisant l’ensemble des paramètres publics P.
Ring−sign(P , ski0 , µ, R) : est un algorithme probabiliste polynomial qui prend
en entrée un ensemble P, un cercle R = {pki}i∈[ℓ] (ℓ est polynomial en k), une
clé de signature ski0 telle qu’il existe une clé publique pki0 ∈ R qui correspond
à ski0, et un message µ ∈ {0, 1}⋆. Il retourne une signature σ du message µ
suivant la clé secrète ski0, ou bien failed.
Ring−verify(P , σ, µ, R) : est un algorithme déterministe qui prend en entrée l’en-
semble P, une signature de cercle σ et un cercle R, il retourne 1 si σ est une
signature de cercle valide du message µ et 0 sinon.
Un schéma de signature de cercle doit satisfaire la propriété de complétude
suivante.
Complétude. Pour tous k, ℓ (ℓ est polynomial en k), P ∈ Ring−gen−params(1k),
{(pki, ski)}i∈[ℓ] ⊂ Ring−gen−keys(P), i0 ∈ [ℓ], µ ∈ {0, 1}⋆, et σ ∈ Ring−sign(P , ski0 ,
µ, {pki}i∈[ℓ]), telle que σ 6= failed on a, Ring−verify(P , σ, µ, {pki}i∈[ℓ]) = 1.
2.1.2 Modèle de sécurité
Comme nous l’avons indiqué, la sécurité de ces signatures repose sur deux pro-
priétés fondamentales : l’inforgeabilité et l’anonymat. Nous utilisons les définitions
de Bender et al. [BKM06] dans le but de donner un modèle de sécurité formel pour
les schémas de signature de cercle.
2.1.2.1 Inforgeabilité
Dans [BKM06], Bender et al., ont introduit trois notions différentes d’inforgea-
bilité. Nous allons les rappeler en utilisant un ordre croissant en terme de sécurité.
Nous décrivons ces définitions en utilisant un jeu entre un challengeur C et un
attaquant F .
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La première définition est la plus faible. Il s’agit du cas où les requêtes pour
l’oracle de signature et la signature forgée de l’attaquant sont faites suivant un
cercle fixé au début du jeu.
Définition 2.2. (Inforgeabilité contre les attaques à cercle fixe) Soient k le para-
mètre de sécurité et ℓ un entier polynomial en k. Le challengeur C est donné P ←
Ring−gen−params(1k).
— Phase d’initialisation : Le challengeur C exécute ℓ fois l’algorithme Ring−gen−keys(P)
et obtient {(pki, ski)}i∈[ℓ]. Ensuite il envoie l’ensemble R = {pki}i∈[ℓ] à l’atta-
quant F .
— Phase de requêtes : F peut faire un nombre polynomial de requêtes de si-
gnature. Les requêtes sont de la forme (isigner, µ, R) avec µ ∈ {0, 1}⋆, isigner ∈
index(R). Le challengeur répond par σ ← Ring−sign(P , skisigner , µ, R).
— Phase de réponse : F retourne (σ⋆, µ⋆, R). L’attaquant gagne le jeu si Ring−verify(P,
σ⋆, µ⋆,R) = 1 et si le message µ⋆ n’apparait pas dans les requêtes envoyées pen-
dant la phase de requêtes.
Un schéma de signature de cercle satisfait la propriété d’inforgeabilité contre les at-
taques à cercle fixe si la probabilité qu’un attaquant puisse gagner ce jeu est négli-
geable en le paramètre de sécurité k.
La définition suivante est plus forte que la définition précédente, c’est l’infor-
geabilité contre les attaques à sous-cercles choisis. Dans ce cas, les requêtes pour
l’oracle de signature et la signature forgée de l’attaquant sont faites suivant n’im-
porte quel cercle S ⊂ R.
Définition 2.3. (Inforgeabilité contre les attaques à sous-cercles choisis) Soient k le
paramètre de sécurité et ℓ un entier polynomial en k. Le challengeur C est donné
P ← Ring−gen−params(1k).
— Phase d’initialisation : Le challengeur C exécute ℓ fois l’algorithme Ring−gen−keys(P)
et obtient {(pki, ski)}i∈[ℓ]. Ensuite il envoie l’ensemble R = {pki}i∈[ℓ] à l’atta-
quant F .
— Phase de requêtes : F peut faire un nombre polynomial de requêtes de si-
gnature. Les requêtes sont de la forme (isigner, µ, S) avec µ ∈ {0, 1}⋆, isigner ∈
index(S) et S ⊂ R. Le challengeur répond par σ ← Ring−sign(P , skisigner , µ, S).
— Phase de challenge : F retourne (S⋆, µ⋆, σ⋆) et gagne le jeu si S⋆ ⊆ R,
Ring−verify(σ⋆, µ⋆, S⋆) = 1 et si aucune requête de la forme (∗, µ⋆, S⋆) 1 n’a
pas été effectuée pendant la phase de requêtes.
Un schéma de signature de cercle satisfait la propriété d’inforgeabilité contre les at-
taques à sous-cercles choisis si la probabilité qu’un attaquant puisse gagner ce jeu est
négligeable en le paramètre de sécurité k.
1. Une requête de la forme (∗, µ⋆, S⋆) est une requête dans l’ensemble {(isigner, µ⋆, S⋆) :
isigner ∈ index(S⋆)}
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La définition suivante est la plus forte, c’est inforgeabilité contre corruption in-
terne. Il s’agit d’une définition qui prend en compte plusieurs scénarios d’attaques.
Dans cette configuration, l’attaquant peut demander des requêtes de signature sui-
vant n’importe quel cercle (c’est-à-dire que l’attaquant peut ajouter à ces cercles
des clés publiques générées par lui même). L’attaquant est également donné accès
à un oracle de corruption qui pour tout i ∈ index(R) retourne ski. Plus formelle-
ment, nous avons la définition suivante :
Définition 2.4. (Inforgeabilité contre corruption interne) Soient k le paramètre de
sécurité, ℓ un entier polynomial en k et C l’ensemble d’utilisateurs corrompus C ← ∅.
Le challengeur C est donné P ← Ring−gen−params(1k).
— Phase d’initialisation : Le challengeur C exécute ℓ fois l’algorithme Ring−gen−keys(P)
et obtient {(pki, ski)}i∈[ℓ]. Ensuite il envoie l’ensemble R = {pki}i∈[ℓ] à l’atta-
quant F .
— Phase de requêtes : F peut faire deux types de requêtes :
— Des requêtes de signature sont de la forme (isigner, µ, S) avec isigner ∈
index(S)∩index(R). La réponse est la signature σ ← Ring−sign(P , skisigner , µ, S).
— Des requêtes de corruption qui sont de la forme (i) telle que i ∈ index(R),
le challengeur C retourne la clé secrète ski et rajoute pki à l’ensemble C.
— Phase de réponse :F retourne (S⋆, µ⋆, σ⋆) et gagne le jeu si Ring−verify(P , σ⋆,
µ⋆, S⋆) = 1, aucune requête de la forme (∗, µ⋆, S⋆) ne figure parmi les requêtes
de signature et S⋆ ⊆ R \ C.
Un schéma de signature de cercle satisfait la propriété d’inforgeabilité contre corrup-
tion interne si la probabilité qu’un attaquant puisse gagner ce jeu est négligeable en
le paramètre de sécurité k.
2.1.2.2 Anonymat
Dans [BKM06], Bender et al. ont défini différents niveaux de sécurité pour
l’anonymat des schémas de signature de cercle. La notion, la plus forte, est l’ano-
nymat contre l’exposition totale des clés. Plus précisément, ils ont utilisé la même
définition pour formaliser deux niveaux de sécurité à la fois (il s’agit de l’anonymat
contre les attaques d’attribution et l’anonymat contre la révélation totale des clés)
ce qui a donnée une définition un peu trop complexe.
Nous rappelons formellement ces deux niveaux de sécurité. Nous considérons
le jeu suivant entre un challengeur C et un attaquant A.
Définition 2.5. Soient k le paramètre de sécurité et ℓ un entier polynomial en k. Le
challengeur C est donné P ← Ring−gen−params(1k).
— Phase d’initialisation : Le challengeur C exécute ℓ fois l’algorithme Ring−gen−keys(P)
et obtient {(pki, ski)}i∈[ℓ]. Ensuite il envoie l’ensemble R = {pki}i∈[ℓ] à l’atta-
quant F .
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— Phase de requêtes : A peut faire des requêtes de signature. Une requête
est de la forme (isigner, µ, S) avec isigner ∈ index(S) ∩ index(R) (S n’est
pas forcément un sous ensemble de R). La réponse est la signature σ ←
Ring−sign(P , skisigner , µ, S).
— Phase de challenge : A renvoie (µ⋆, S⋆, i0, i1) comme challenge, avec µ⋆ ∈
{0, 1}⋆ et S⋆ est un cercle tel que (pki0 , pki1) ∈ S⋆ ∩ R. Le cercle S⋆ n’est
pas forcément inclus dans le cercle R. Le challengeur envoie {ski}i 6=i0 à A. De
plus, le challengeur choisit un bit b ∈ {0, 1} et il envoie la signature σ ←
Ring−sign(P , skib , µ⋆, S⋆) à l’attaquant.
— Phase de réponse : L’attaquant retourne un bit b′ et gagne le jeu si b′ = b.
Un schéma de signature de cercle satisfait la propriété d’anonymat contre les attaques
d’attribution si la probabilité qu’un attaquant puisse gagner ce jeu est négligeablement
proche de 1/2. Si dans la phase de challenge, l’attaquant est donné {ski}i∈[ℓ], alors le
schéma satisfait la propriété d’anonymat contre la révélation totale des clés.
Maintenant nous introduisons une nouvelle définition pour l’anonymat qui est
plus forte et moins complexe. En effet, nous n’avons pas besoin de définir un oracle
de signature ou bien de corruption pour l’attaquant. Ceci est dû au fait que l’atta-
quant, dans notre modèle, connait toutes les clés secrètes et donc il peut lui même
simuler les deux oracles. Également, nous n’avons pas besoin de la première étape
dans laquelle le challengeur doit générer les paramètres et les clés, puisque ces
derniers peuvent être choisis par l’attaquant. Par conséquent, nous parlons d’ano-
nymat inconditionnel contre les attaques à paramètres choisis.
Nous considérons le jeu suivant entre un challenger C et un adversaire A
Définition 2.6. (Anonymat inconditionnel contre les attaques à paramètres choisis)
1. L’adversaire A envoie au challengeur C :
— l’ensemble des paramètres publics P,
— un cercle R = {pki}i∈[ℓ] pour ℓ polynomial en k,
— deux indices distincts i0, i1 ∈ [ℓ],
— deux clés secrètes ski0 , ski1, et un message µ ∈ {0, 1}⋆.
2. C génère deux signatures σ0 ← Ring−sign(P , ski0 , µ, R), σ1 ← Ring−sign(P , ski1 , µ, R)
et choisit un bit aléatoire b. Si σ0 6= failed et σ1 6= failed, il envoie σb à A,
sinon le jeu recommence.
3. L’adversaire A retourne un bit b′ et gagne le jeu si b′ = b.
Nous définissons l’avantage de l’adversaire A comme étant
AdvA = |Pr [b′ = b]− 1
2
|.
Un schéma de signature de cercle vérifie l’anonymat inconditionnel contre les attaques
à paramètres choisis si tout adversaire A a un avantage AdvA négligeable en le para-
mètre de sécurité k.
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2.2 Schémas de signature de cercle basés sur les ré-
seaux
La plupart des schémas de signature de cercle qui existent dans la littérature
sont basés sur la théorie de nombre : le problème de factorisation des grand
nombres entiers [RST01, DKNS04], le problème de logarithme discret [AOS02,
HS03] et des problèmes sur le pairing [SW07, Boy07].
Dans cette section nous nous intéressons à deux schémas de signature de cercle
basés sur les réseaux. En 2010, Brakersi et Kalai [BK10] ont proposé un schéma de
signature de cercle en utilisant des fonctions à trappe particulièrement utiles pour
la construction d’outils cryptographiques collaboratifs, qu’ils sont baptisé fonctions
à trappe de cercle (voir la section 1.5.3.3 pour plus de détails). Leur schéma a une
sécurité basée sur le problème SIS dans le modèle standard. En 2011, Wang et Sun
[WS11] ont proposé deux schémas de signature de cercle dans le modèle standard
et dans le modèle d’oracle aléatoire. Nous donnons une description formelle de
leur schéma dans le modèle de l’oracle aléatoire qui est basé sur la technique
d’échantillonnage généralisé de pré-image (voir les sections 1.5.3.2 et 1.5.3.1 pour
plus de détails).
En 2010, Cayrel et al. [CLRS10b] ont proposé un schéma de signature de cercle
à seuil dans le modèle de l’oracle aléatoire. Leur analyse de sécurité ne suit pas le
modèle de sécurité d’un schéma de signature de cercle. Dans le chapitre 3, nous
revenons vers ce résultat que nous considérons plutôt comme étant un schéma
d’identification qui permet l’identification anonyme d’un ou plusieurs utilisateurs.
2.2.1 Schéma de Brakerski et Kalai
Soit k le paramètre de sécurité tel que Tk est un élément de la famille T dé-
finie dans la section 1.5.3.3. Donc, nous avons que Tk = {f : Xk → Yk} avec
Xk = {x ∈ Zmq : ‖x‖2 ≤ s ·
√
m} et Yk = Zkq , où q = poly(k),m = (5 + δ)k log q
(pour un entier δ > 0), s = L ·ω(√log k), et L = O(√k log q). Une fonction fA ∈ Tk
est définie par une matriceA telle que fA(x) = Ax mod q. Nous rappelons que fA
peut être définie avec ou sans une trappe, c’est-à-dire, que A peut être choisie de
manière uniformément aléatoire dans Zk×mq ou bien elle est générée grâce à l’al-
gorithme TrapGen avec une trappe qui correspond à une matrice S. Pour simplifier
les notations, nous notons une fonction dans Tk par f sans mettre la matrice en
indice.
Soit µ ∈ {0, 1}p un message à signer, tel que p est polynomial en k, nous uti-
lisons la notation µ = [µ1‖ · · · ‖µp] tel que ∀i ∈ [p], µi ∈ {0, 1}. Nous considérons
un cercle formé par ℓ utilisateurs (ℓ est polynomial en k), que nous notons par
R = {pki}i∈[ℓ], où chaque utilisateur possède une paire de clés (pki, ski). La clé pu-
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j,b )(j,b)∈[p]×{0,1} ∈ Tk et
un vecteur y(i) ∈ Zkq , telle que parmi toutes les fonctions choisies seule la fonction
f
(i)
0 est générée avec une trappe (une matrice) que nous notons par S
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1. Soit f0 ∈ Tk, telle que f0 est générée à l’aide de l’algorithme TrapGen.
2. Soit S0 la trappe de la fonction f0.
3. Soient (fj,b)(j,b)∈[p]×{0,1} ∈ Tk des fonctions générées sans trappes.
4. Soit y ← Zkq .
5. Retourner (pk = (f0, (fj,b)(j,b)∈[p]×{0,1},y), sk = S0).
Ring−sign(sk, µ,R) : L’algorithme de signature prend comme entrée un mes-
sage à signer µ = [µ1‖ · · · ‖µp], un cercle R = {f (i)0 , (f (i)j,b )(j,b)∈[p]×{0,1},y(i)}i∈[ℓ]
et la clé secrète sk = S(τ)0 (τ ∈ [ℓ]) associée à la clé publique {f (τ)0 , (f (τ)j,b )(j,b)∈[p]×{0,1},y(τ)} ∈
R. Une signature est générée de la manière suivante :
1. Soit y = y(1).
2. Choisir (f (i)0 , f
(i)
j,µj
)j∈[p],i∈[ℓ] à partir de R.
3. En utilisant la clé secrète S(τ)0 , générer (x
(i)














j ) = y mod q.
4. Retourner σ = (x(i)j )i∈[ℓ],j∈{0}∪[p] comme signature du message µ.
Ring−verify(µ,R, σ) : Le vérificateur accepte la signature si les deux conditions
suivantes sont satisfaites :














j ) = y mod q.
Remarque 2.1. Dans l’étape (1) le signataire et le vérificateur doivent faire un choix
consensuel sur un y parmi {y(i)}i∈[ℓ] avant la génération de la signature. Par exemple,
dans notre description nous avons choisi y = y(1).
Dans l’étape (3), le signataire qui connait la clé secrète S(τ)0 peut générer des
vecteurs dans Xk qui vérifient l’équation. En effet, ceci est possible d’après la propriété
de trappe des fonctions à trappe de cercle (voir la section 1.5.3.3).
Sécurité. L’anonymat du schéma de Brakerski et Kalai, repose sur la propriété
de trappe des fonctions à trappe de cercle. En effet, cette propriété garantit que
quelque soit la clé secrète utilisée, les vecteurs qui représentent la signature ont la
même distribution.
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Dans [BK10], Brakerski et Kalai ont donné une preuve d’inforgeabilité contre
les attaques à sous-cercles choisis. Ils ont lié l’inforgeabilité du schéma à la pro-
priété sens-unique des fonctions à trappe de cercle (Proposition 1.8). En effet, un
message µ ∈ {0, 1}p suivant lequel l’attaquant va essayer de forger une signature
définit un ensemble de (p+1)ℓ fonctions dans Tk (ℓ désigne la taille du cercle dans
la réponse de l’attaquant). Pour obtenir une signature valide de µ, l’attaquant doit
trouver des vecteurs qui vérifient les deux conditions de l’algorithme de vérifica-
tion. Par conséquent ceci revient à inverser un ensemble de fonctions à trappe sans
connaitre aucune trappe valide. D’après la propriété de sens-unique des fonctions
à trappe de cercle, ceci est aussi difficile que résoudre le problème ISIS dans le cas
moyen.
2.2.2 Schéma de Wang et Sun
Soient n le paramètre de sécurité et ℓ un entier polynomial en n. Nous consi-
dérons un cercle formé par ℓ utilisateurs, que nous notons par R = {pki}i∈[ℓ],
où chaque utilisateur possède une paire de clés (pki, ski). Chaque paire de clés
(pki, ski) est obtenue grâce à l’algorithme TrapGen (voir la section 1.5.3.1 pour plus
de détails), la clé publique pki consiste en la matrice Ai et la clé secrète ski est la
matrice Si qui représente une trappe pour la fonction définie par la matrice Ai.
Pour signer un message µ ∈ {0, 1}⋆, le signataire utilise les clés publiques (matrices
publiques) des utilisateurs du cercle et il construit une matriceAR = [A1‖ · · · ‖Aℓ].
Ensuite, il fait un appel à un oracle aléatoireH pour obtenir y = H(µ). En utilisant
l’algorithme GenSamplePre (voir la section 1.5.3.2), le signataire génère un vecteur
e tel que ARe = y mod q, c’est la signature du message µ.
Plus formellement, le schéma proposé par Wang et Sun [WS11] se présente de
la manière suivante :
Ring−gen−params(1n) : Étant donné le paramètre de sécurité n.
1. Soient m, q des entiers tels que q = poly(n) et m ≥ 5n log q.
2. Soit s ≥ L · ω(√log n) où L ≥ O(√n log q).
3. Soit H1 : {0, 1}⋆ → Znq , un oracle aléatoire.
4. Retourner P = (n, q,m, s, L,H1).
Ring−gen−keys(P) :
1. Soit (A,S)← TrapGen(1n).
2. Retourner (pk = A, sk = S).
Ring−sign(P , sk, µ,R) : Soient un message µ ∈ {0, 1}⋆, un cercle R = {Ai}i∈[ℓ],
sk = Sj la clé secrète associée à la clé publique Aj ∈ R.
1. Soit AR = [A1‖ · · · ‖Aℓ] ∈ Zn×ℓmq .
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2. Soit y ← H1(µ).
3. e← GenSamplePre(AR,Aj,Sj,y, s).
4. Retourner σ = e, comme signature du message µ.
Ring−verify(P , µ, R, σ) : Le vérificateur accepte la signature si les deux condi-
tions suivantes sont satisfaites :
1. 0 ≤ ‖e‖2 ≤ s ·
√
ℓm.
2. ARe mod q = H1(µ).
Sécurité. Wang et Sun ont démontré que ce schéma vérifie la propriété d’anony-
mat contre la révélation totale des clés secrètes. Soit R un cercle de taille ℓ tel
que R = {Ai}i∈[ℓ]. Nous rappelons que pendant la phase de challenge du jeu
d’anonymat (voir Définition 2.5), l’attaquant envoie (µ⋆, S⋆, i0, i1) comme chal-
lenge tel que (i0, i1) ∈ index(S⋆) ∩ index(R). Ensuite une signature challenge
σb = eb ← Ring−sign(P , skib , µ⋆, S⋆) est envoyée à l’attaquant.
D’après la Proposition 1.7, une clé secrète skij = Sj, permet à l’algorithme de
signature de choisir un vecteur ej à partir d’une distribution qui est à une distance
statistique négligeable de la distribution DZℓm,s. Par conséquent la distance statis-
tique entre e0 et e1 est négligeable, ceci implique que l’avantage de l’attaquant
dans le jeu d’anonymat est négligeable.
En ce qui concerne l’inforgeabilité, Wang et Sun ont pontré que leur schéma
satisfait l’inforgeabilité contre corruption interne. La proposition suivante montre
que forger des signatures suivant ce modèle de sécurité est aussi difficile que le
problème SIS.
Proposition 2.1 (Théorème 2 dans [WS11]). S’il existe un algorithme en temps
polynomial qui peut gagner le jeu d’inforgeabilité contre corruption interne, alors il
existe un algorithme qui peut résoudre le problème SISn,q,ℓm,2s dans le cas moyen en
un temps polynomial.
Nous renvoyons le lecteur à [WS11] pour le détail de la preuve de sécurité.
2.3 Nouveau schéma de signature de cercle
Dans cette section, nous décrivons notre schéma de signature de cercle.
2.3.1 Description du schéma
Tout d’abord, nous allons montrer comment modifier le schéma de signature
LSig09 pour obtenir notre signature de cercle. Ensuite, nous donnons une des-
cription plus formelle de notre schéma avec des détails sur le temps d’exécution
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ainsi que le coût des opérations pour les algorithmes de génération des clés, de
signature et de vérification.
Il existe deux modifications majeures. La première modification est pour as-
surer que chaque utilisateur a dans sa clé publique une fonction de hachage hi
telle que hi(sˆi) = S, où sˆi est la clé secrète et S un polynôme (non nul) fixé.
On considère un cercle R = {hi}i∈[ℓ]. La deuxième modification est pour garder
le signataire anonyme quand il signe des messages. Nous le faisons en rajoutant
ℓ − 1 variables aléatoires qui vont correspondre au membres du cercle sauf le
signataire. Par exemple, supposons que le signataire a j ∈ [ℓ] comme indice, le si-
gnataire envoie (zˆi; i ∈ [ℓ], e) comme signature telle que e = H(
∑
i∈[ℓ] hi(yˆi), µ),
zˆj = sˆje + yˆj et zˆi = yˆi pour i ∈ [ℓ] \ {j}. Par conséquent, la signature est
constituée de [ℓ] éléments, un pour chaque membre du cercle. Maintenant, nous
revenons à la première modification et nous montrerons son utilité dans la consis-
tance du schéma. Dans l’étape de vérification le vérificateur vérifie si le haché de
(
∑
i∈[ℓ] hi(zˆi) − Se, µ) est égal à e. Il est simple de remarquer que cela est le cas si∑
i∈[ℓ] hi(zˆi)−Se est égal à
∑
i∈[ℓ] hi(yˆi). En effet, en utilisant la linéarité de hj nous
avons hj(zˆj) = hj(sˆje+ yˆj) = hj(yˆj) +Se. Puisque tous les membres du cercle ont
des paires de clés (hi, sˆi) telles que hi(sˆi) = S, le vérificateur va toujours accepter
la signature quand l’un d’eux l’a produite.
Remarque 2.2. Afin d’avoir l’inforgeablité contre les attaques à sous-cercles choisis,
nous devons modifier le schéma de telle sorte que la requête pour l’oracle aléatoire
contiendra une description du cercle pour lequel la signature est valide. Dans le but
de résister aux attaques avec des paramètres choisis par l’attaquant, l’algorithme de
signature commence par une étape dans laquelle les entrées doivent passer quelques
tests.
Pour les paramètres donnés dans la Table 2.1, nous considérons la famille de
fonctions de hachageH(D, Dh,m) comme la famille définie dans la section 1.5.2.2
(D× = Dh), nous notons par Col(h,Dh) le problème de collision (voir la Définition
1.33) associé à cette famille. De même nous considérons la famille de fonctions de
hachage H(D, Dh,mu) définie par mu colonnes au lieu de m.
Théorème 2.1 (Théorème 1.3 adapté à nos paramètres). SoientD, n, p etm comme
dans la Table 2.1. S’il existe un algorithme en temps polynomial qui peut résoudre le
problème Col(h,Dh) pour h ∈ H(D, Dh,m) avec une probabilité non négligeable,
alors il existe un algorithme en temps polynomial qui peut résoudre (xn + 1)-SVP∞γ
dans le pire cas pour γ = O(n2.5+2c).
Remarque 2.3. Nous choisissons les paramètres et les ensemble nécessaires pour le
Théorème 1.3 de la manière suivante ;D× = Dh, d = 16(mn1.5 log n+
√
n log n)n log2 n
avec n, p etm comme dans la Table 2.1, f = xn+1. D’après le Lemme 1.4, nous avons
que θ(f) = 1.
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n puissance de 2 plus grande que le paramètre de sécurité k
c une constante positive
p premier de l’ordre de Θ(n4+c) tel que p ≡ 3 mod 8
mu (3 + 2c/3) log n
m (3 + 2c/3)nc log n
D l’anneau Zp[x]/ 〈xn + 1〉
Dh {g ∈ D : ‖g‖∞ ≤ mn1.5 log n+
√
n log n}
Dy {g ∈ D : ‖g‖∞ ≤ mn1.5 log n}
Dz {g ∈ D : ‖g‖∞ ≤ mn1.5 log n−
√
n log n}
Ds,c {g ∈ D : ‖g‖∞ ≤ 1}
H un oracle aléatoire H : {0, 1}⋆ → Ds,c
TABLE 2.1 – Ensembles et paramètres.
Dans le schéma de signature de cercle que nous allons présenter, les fonctions
de hachage que nous manipulons seront toujours dans la familleH(D, Dh,m′) avec
m′ ≤ m. Il est important de remarquer que si un attaquant est capable de résoudre
le problème de collision (Définition 1.33) pour m′ ≤ m, alors il peut aussi le
résoudre pourm. En effet, étant donnée une fonction h ∈ H(D, Dh,m), l’attaquant
peut extraire un vecteur de m′ polynômes à partir du vecteur de polynômes de h.
Ensuite, il résout le problème de collision pour m′ et pour obtenir une collision
pour h, il complète les cordonnées qui manquent par des zéros.
Ring−gen−params(1k) : Étant donné le paramètre de sécurité k.
1. Soit n une puissance de deux et plus grand que k.
2. Soient mu = (3 + 2c/3) log n, et p premier plus grand que n4 tel que
p = 3 mod 8.
— Remarque : ces paramètres définissent les ensembles D, Dh, Dz, Dy, Ds,c
et la famille H(D, Dh,mu).
3. Soit S← D, S 6= 0
4. Retourner P = (k, n,mu, p,S)
Ring−gen−keys(P)
1. Soit sˆ = (s1, s2, . . . , smu)← Dmus,c
2. Si aucun des si est inversible, revenir à 1.
3. Soit i0 ∈ {1, . . . ,m} tel que si0 soit inversible.
4. Soit (a1, a2, . . . , ai0−1, ai0+1, . . . , amu)← Dmu−1.
5. Soit ai0 = s
−1
i0
(S−∑i 6=i0 aisi) et noter aˆ = (a1, . . . , amu).
6. Retourner (pk, sk) = (h, sˆ), h étant la fonction de hachage dansH(D, Dh,mu)
définie par aˆ.
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Ring−sign(P , sk, µ,R) : Soient µ ∈ {0, 1}⋆ un message, un cercle R = {hi}i∈[ℓ]
de ℓmembres (ℓ est un entier polynomial en k) tel que {hi}i∈[ℓ] ⊂ H(D, Dh,mu),
et sk = sˆj la clé secrète associée à une clé publique hj dans R.
0. Vérifier que : les paramètres publics satisfont les contraintes 1 − 3 dans
Ring−gen−params ; sk est dansDmus,c ;R est de taille majorée par kc ; l’une
des clés publiques dans R est associée à sk. Si la vérification échoue
retourner failed.
1. Pour tout i ∈ [ℓ] ; i 6= j ;yˆi ← Dmuz
2. Pour i = j ; yˆj ← Dmuy
3. Soit e← H(∑i∈[ℓ] hi(yˆi), R, µ) (e est donc dans Ds,c)
4. Pour i = j, zˆj ← sˆje+ yˆj
5. Si zˆj /∈ Dmuz , revenir à la deuxième étape
6. Pour i 6= j, zˆi = yˆi
7. Retourner σ = (zˆi; i ∈ [ℓ], e), comme signature du message µ.
Ring−verify(P , µ, R, σ) : Étant donnés un message µ, un cercle R = {hi}i∈[ℓ] et
une signature σ = (zˆi; i ∈ [ℓ], e), le vérificateur accepte la signature si les
conditions suivantes sont satisfaites :
1. zˆi ∈ Dmuz pour tout i ∈ [ℓ]
2. e = H(
∑
i∈[ℓ] hi(zˆi)− Se, R, µ)
Sinon, le vérificateur refuse la signature.
2.3.2 Consistance et convergence des algorithmes de la signa-
ture
Proposition 2.2. Soit σ = (zˆi; i ∈ [ℓ], e) ← Ring−sign(P , sˆj, µ, {hi}i∈[ℓ]) une signa-
ture telle que j ∈ [ℓ] et (hj, sˆj) est une paire de clés donnée. Une signature valide passe
toujours les deux tests de Ring−verify.
Démonstration. Les éléments de l’ensemble (zˆi; i ∈ [ℓ]) passent avec succès le pre-
mier test de l’algorithme de vérification Ring−verify. En effet, d’après l’étape (5) de
l’algorithme de signature, si zˆj /∈ Dmuz , alors l’algorithme commence à itérer 2 les
étapes (2), (3), (4), (5) jusqu’à obtenir zˆj qui appartient à Dmuz . D’autre part d’après
l’étape (6), nous avons que zˆi = yˆi pour i 6= j et d’après l’étape (2) nous avons que
yˆi ∈ Dmuz pour tout i 6= j. Donc, nous avons démontré que zˆi ∈ Dmuz pour tout
i ∈ [ℓ].
2. Nous montrons dans la Proposition 2.3 qu’en moyenne le nombre d’itération est au plus égal
à 3.
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En ce qui concerne le deuxième test nous avons :∑
i∈[ℓ]








En remplaçant zˆj par sˆje+ yˆj et zˆi par yˆi, nous obtenons∑
i∈[ℓ]









hi(yˆi) puisque hj(sˆj) = S.
Comme e = H(
∑
i∈[ℓ] hi(yˆi), {hi}i∈[ℓ], µ), le deuxième test de Ring−verify est tou-
jours vrai pour une signature valide.
Pour étudier les performances de notre schémas nous aurons besoin de quelques
lemmes.
Lemme 2.1 (Lemme 3 dans [SSTX09]). Soient f = xn + 1 et n = 2r pour r ≥ 2.
Si p est premier tel que p ≡ 3 mod 8, alors il existe deux polynômes f1, f2 tels que
f = f1f2 mod p, où chaque fi est irréductible dans Zp[x] et peut s’écrire fi(x) = xn/2 +
tix
n/4 − 1 pour ti ∈ Zp.







Démonstration. On a D = Zp[x]/〈xn + 1〉, par le Lemme 2.1 et la Table 2.1, nous
avons xn+1 = f1f2 mod p, où les deux facteurs f1 et f2 sont irréductibles dans Zp[x]
et de degré égal à n/2. Comme ces facteurs sont irréductibles, alors les polynômes
non inversible de D sont tels que f = 0 mod f1 ou bien f = 0 mod f2.
Pour i ∈ {1, 2}, soit
Fi = {g ∈ Zp[x]/〈xn + 1〉 : fi divise g}
qui est de dimension n/2 sur Zp.
Puisque Ds,c = {g ∈ Zp[x]/〈xn + 1〉 : ‖g‖∞ ≤ 1} nous avons alors :
D×s,c = (Ds,c ∩ F1) ∪ (Ds,c ∩ F2).
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] ≤ Prf←Ds,c [f ∈ (Ds,c ∩ F1)] + Prf←Ds,c [f ∈ (Ds,c ∩ F2)] .
Maintenant, nous allons calculer une majoration du cardinal de l’ensemble (Ds,c ∩




k−1, pour i ∈ {n], Li(w) est une forme linéaire définie comme
suit
Li : Zp[x]/〈xn + 1〉 → Zp
w 7→ ai−1
Nous pouvons écrire Ds,c ∩ F1 = {g ∈ F1 : L1(g), L2(g), · · · , Ln(g) ∈ {−1, 0, 1}}.
Il est clair que la famille (Li)i∈[n] engendre (Zp[x]/〈xn + 1〉)⋆ l’espace dual de
Zp[x]//〈xn + 1〉. De même, nous avons que la restriction de famille (Li)i∈[n] à l’en-
semble F1 noté par (Li)i∈[n]|
F1
engendre F ⋆1 (le dual de F1). Puisque F
⋆
1 a la même
dimension que F1, c’est-à-dire n/2, alors nous pouvons extraire une base de F ⋆1 .
Nous notons (Lit)1≤t≤n/2 cette base.
Nous obtenons que,
Ds,c ∩ F1 ⊂ {g ∈ F1 : ∀1 ≤ t ≤ n/2, Lit(g) ∈ {−1, 0, 1}}.
Nous montrerons que le cardinal de l’ensemble G := {g ∈ F1 : ∀1 ≤ t ≤
n/2, Lit(g) ∈ {−1, 0, 1}} est égal à 3n/2.
Soit B = {b1, · · · ,bn/2} une base de F1, donc un polynôme g ∈ F1 peut s’écrire
g =
∑
i αibi tel que ∀i, αi ∈ Zp. Si g ∈ G alors nous avons Lit(
∑
i αibi) ∈
{−1, 0, 1}, ∀t ∈ {1, · · · , n/2}. Par linéarité nous obtenons les n/2 équations sui-
vantes tel que ai ∈ {−1, 0, 1} pour i ∈ {1, · · · , n/2}.
Nous fixons des valeurs quelconques dans {−1, 0, 1} pour chaque ai; i ∈ {1, . . . , n/2}.








Ce système d’équations admet une solution unique (α1, . . . , αn/2), par conséquent
nous avons trouvé un élément g ∈ G. Comme il y a 3n/2 systèmes d’équation nous
obtenons que |G| = 3n/2.
Pour finir la preuve, nous allons montrer que le système d’équations admet
toujours une solution unique.
Soit la matrice M = (Li(bj)), nous allons montrer que l’application linéaire de
matriceM est bijective. Soit x = (x1, · · · , xn/2) tel queMx = 0, alors on a
n/2∑
j=1
xjLj(bi) = 0, ∀i ∈ {1, · · · , n/2}.
Soit L =
∑n/2
j=1 xjLj, alors on a L(bi) = 0, ∀i ∈ {1, · · · , n/2}. Ce qui implique que
L(F1) = 0 et par conséquent on a L = 0.
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Donc xi = 0, ∀i ∈ {1, · · · , n/2} car (Li)1≤i≤n/2 est une base. Ce qui nous permet de
conclure que l’application linéaire de la matriceM est injective et donc bijective.
Conclusion : Pour i ∈ {1, 2} nous avons Prf←Ds,c [f ∈ (Ds,c ∩ Fi)] ≤ 13n/2 et ceci
termine la preuve.
Lemme 2.3 (Corollaire 6.2 dans [Lyu08b]). Pour tout sˆ ∈ Dmus,c ,




Proposition 2.3. L’espérance de la durée d’exécution des algorithmes Ring−gen−params,
Ring−gen−keys, Ring−sign et Ring−verify est polynomiale en le paramètre de sécurité.
Démonstration. La première étape de l’algorithme de génération des clés Ring−gen−keys
consiste à choisir sˆ de Dmus,c . Ceci correspond à choisir mun = (3 + 2c/3)n log n
nombres d’une manière aléatoire de l’ensemble {−1, 0, 1}. Le Lemme 2.2 montre
qu’un polynôme choisi dans la première étape de l’algorithme de génération de
clés est inversible avec une probabilité proche de un. Dans la quatrième étape,
il faut choisir (mu − 1)n nombres aléatoire de l’ensemble {−p−12 , · · · , 0, · · · , p−12 }.
En utilisant le Transformée de Fourier rapide, le calcul de ai0 dans la cinquième
étape coûte O˜(n) en temps. Par conséquent, le temps d’exécution de l’algorithme
Ring−gen est polynomial.
Dans les deux premières étapes, l’algorithme de signature Ring−sign génère
yˆi ∈ Dmuz pour i ∈ [ℓ]; i 6= j et yˆj ∈ Dmuy . Puis il calcule
∑
i∈[ℓ] hi(yˆi), il fait un appel
à l’oracle aléatoire H et il calcule zˆj = sˆje + yˆj. Le coût de toutes ces étapes est
O˜(n). Maintenant, il reste à estimer le nombre d’itérations parce que si zˆj /∈ Dmuz ,
on devrait aller à la deuxième étape de l’algorithme. D’après le Lemme 2.3 zˆj va
être dans l’ensemble Dmuz avec une probabilité de 1/e− o(1). Ce qui implique que
le nombre prévu d’itérations dans Ring−sign est plus petit que 3. Donc le temps
d’exécution de Ring−sign est O˜(n).
L’algorithme de vérification calcule
∑
i∈[ℓ] hi(zˆi), Se, puis il soustrait ces deux
quantités et ensuite il fait un appel à l’oracle aléatoire H. Ces opérations prennent
un temps en O˜(n).
2.3.3 Distribution de la clé publique
Dans cette section nous montrons que les clés publiques obtenues grâce à l’algo-
rithme de génération des clés Ring−gen−keys ont une distribution statistiquement
proche de la distribution uniforme sur D. Afin de prouver ce résultat nous aurons
besoin du lemme suivant :
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Lemme 2.4 (Lemme 6 dans [SSTX09]). Soient F un corps fini et f ∈ F[x] un po-
lynôme unitaire de degré n > 0. Soient A l’anneau F/f , S ⊂ F et r > 0. Pour
a1, · · · , ar ∈ A, soit H(a1, · · · , ar) la variable aléatoire qui représente
∑
i≤r biai ∈ A,
où les bi sont des polynômes de degré inférieur à n de coefficients choisis uniformé-
ment dans S. Soient U1, · · · , Ur+1 des variables aléatoires indépendantes choisies de
manière uniformément aléatoire dans A, alors nous avons que









avec f = Πi≤tfi est la factorisation de f dans F.
Le théorème suivant est une simple adaptation du lemme précédant.
Théorème 2.2. Pour g1, . . . ,gmu−1 ∈ D, on note par F (g1, . . . ,gmu−1) la variable
aléatoire
∑
i∈[mu−1] sigi ∈ D avec les s1, . . . , smu−1 choisis de manière uniformément
aléatoire dansDs,c. Soient U1, . . . , Umu des variables aléatoires indépendantes choisies
d’une manière aléatoire dans D, nous avons









Démonstration. Nous obtenons la démonstration par une simple application du
Lemme 2.4, avec nos paramètres. Nous utilisons aussi le Lemme 2.1 qui garantit
que xn + 1 = f1f2 mod p avec le choix de nos paramètres, où chaque fi est irréduc-
tible dans Zp [x] et peut s’écrire fi(x) = xn/2 + tixn/4 − 1 avec ti ∈ Zp.
Corollaire 2.1 (Uniformité de la clé publique). Soit XP une variable aléatoire
qui représente la distribution des fonctions de hachage obtenues grâce à l’algorithme
de génération des clés Ring−gen−keys(P). On considère les variables indépendantes
U1, . . . , Umu choisies de manière uniformément aléatoire dans D. Nous avons
∆(XP , (U1, . . . , Umu)) ≤ n−ω(1).
Démonstration. Nous représentons une fonction de hachage h par l’ensemble des
polynômes aˆ = (a1, . . . , amu). Nous supposons (sans perte de généralité) que




i∈[mu−1] aisi)), tel que sˆ = (s1, . . . , smu)
est la clé secrète qui correspond à h.
Tout d’abord, nous remarquons que la fonction à droite de l’inégalité dans le
Théorème 2.2 est négligeable pour notre choix de paramètres. En effet, puisque
p = Θ(n4+c) et 3mu−1 = 3(3+2c/3) log2 n/3 = n(3+2c/3) log2 3/3 > n4.5+c/3. Par consé-
quent, en utilisant le Théorème 2.2 nous avons,
∆((U1, . . . , Umu−1, F (U1, . . . , Umu−1)), (U1, . . . , Umu)) ≤ n−ω(1).
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D’après la Proposition 1.3, une fonction ne peut pas augmenter la distance sta-
tistique. On considère f(g1, . . . ,gmu), la fonction qui laisse inchangés les mu − 1
premières cordonnées et qui remplace gmu par s
−1
mu(S− gmu), alors nous obtenons
∆(f(U1, . . . , Umu−1, F (U1, . . . , Umu−1)), f(U1, . . . , Umu)) ≤ n−ω(1).
Pour démontrer le corollaire il suffit de remarquer que f(U1, . . . , Umu−1, F (U1, . . . , Umu−1))
a exactement la même distribution que XP , et que f(U1, . . . , Umu) a la même que
(U1, . . . , Umu). La première assertion est évidente d’après l’algorithme de généra-
tion des clés Ring−gen−keys. La deuxième est dûe au fait que l’addition d’un élé-
ment (dans notre cas S) ou bien la multiplication par un élément inversible (dans
notre cas s−1mu) dans D est une permutation de l’élément de l’anneau et donc la
distribution uniforme reste inchangée. Par conséquent nous avons
∆(f(U1, . . . , Umu−1, F (U1, . . . , Umu−1)), f(U1, . . . , Umu)) = ∆(XP , (U1, . . . , Umu))
et donc, ∆(XP , (U1, . . . , Umu)) ≤ n−ω(1).
2.4 Analyse de sécurité
Cette section sera consacrée à l’étude de sécurité de notre nouveau schéma.
Dans la section 2.4.1, nous montrons que notre schéma assure l’anonymat incon-
ditionnel, au sens de la Définition 2.6. Par conséquent, même un attaquant ayant
une puissance de calcul infinie ne peut deviner l’identité de signataire. Ensuite,
dans la section 2.4.2, nous donnons une preuve d’inforgeabilité contre les attaques
à sous-cercles choisis.
2.4.1 Anonymat
Dans les sections 2.4.1.1 et 2.4.1.2, nous analysons le fait que dans le jeu d’ano-
nymat, un attaquant peut avoir accès à des informations supplémentaires. Nous
montrons que dans notre cas ceci ne va pas l’aider pour distinguer les signatures.
Ensuite, dans la section 2.4.1.3, nous donnons la preuve d’anonymat pour notre
schéma de signature de cercle suivant la notion d’anonymat de la Définition 2.6.
2.4.1.1 Attaquant ayant accès à plusieurs signatures
Dans la preuve d’anonymat de notre schéma, nous modélisons la signature
comme étant une variable aléatoire. Pendant le jeu d’anonymat, l’attaquant va
essayer de distinguer entre deux signatures ce qui revient à distinguer deux dis-
tribution de deux variables aléatoires. Chacune de ces variables est générée en
utilisant une clé secrète connue par l’attaquant.
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Remarque 2.4. Soient (Xk) et (X ′k) deux familles de variables aléatoires telles que la
distance statistique ∆(Xk, X ′k) est négligeable. Nous modélisons les moyens algorith-
miques de l’attaquant par la fonction f . D’après la Proposition 1.3, l’attaquant aura
un avantage négligeable lorsqu’il va essayer de distinguer entre deux distributions des
variables de la famille (Xk) et (X ′k).
De plus, dans la Proposition 1.3 il n’y a pas d’hypothèse sur la complexité com-
putationnelle de f , c’est à dire si elle est computationellement bornée ou pas. Par
conséquent, quelque soit la complexité computationelle de l’attaquant, si la distance
statistique entre les deux familles est négligeable alors son avantage restera toujours
négligeable.
Dans la proposition suivante nous montrons que la distance statistique entre
deux variables aléatoires peut augmenter quand on observe plusieurs variables
aléatoires par distribution.
Proposition 2.4. Soient φ et φ′ deux distributions sur un ensemble A. Soient (X, Y )
deux variables de φ et (X ′, Y ′) de φ′, nous avons
2∆(X,X ′) ≥ ∆((X, Y ), (X ′, Y ′)) ≥ ∆(X,X ′). (2.1)
Démonstration. Commençons par montrer que ∆((X, Y ), (X ′, Y ′)) ≤ 2∆(X,X ′).
Par la propriété d’inégalité triangulaire nous avons :
∆((X, Y ), (X ′, Y ′)) ≤ ∆((X, Y ), (X, Y ′)) + ∆((X, Y ′), (X ′, Y ′)) (2.2)
D’après la Proposition 1.1, nous obtenons
(2.2) ≤ ∆(X,X ′) + ∆(Y, Y ′) ≤ 2∆(X,X ′).
Maintenant nous montrons que ∆((X, Y ), (X ′, Y ′)) ≥ ∆(X,X ′). Soit g une fonc-
tion telle que g(X1, Y1) = X1 pour (X1, Y1) ∈ A. Par conséquent d’après la Propo-
sition 1.3, nous avons que
∆(X,X ′) = ∆(g(X, Y ), g(X ′, Y ′)) ≤ ∆((X, Y ), (X ′, Y ′)).
Par conséquent, si un attaquant possède plusieurs éléments de φ et de φ′ alors
il peut être capable de mieux distinguer qu’avec un seul élément de chaque dis-
tribution. Plus précisément, en utilisant plusieurs fois l’équation (2.1), supposons
que l’attaquant possède #s éléments de chaque distribution tels que la distance
statistique de la famille des variables aléatoires est majorée par ε(k) (k étant le
paramètre de sécurité). Alors, nous avons que l’avantage de l’attaquant est majoré
par #s · ε(k).
Remarque 2.5. Si ε(k) = 2−k alors pour un nombre polynomial d’éléments, par
exemple #s = 2k/2, l’avantage de l’attaquant continue d’être majoré par une fonction
négligeable en le paramètre de sécurité k. En effet nous avons que #s · ε(k) = 2−k/2.
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2.4.1.2 Attaquant avec plus d’information
Dans le jeu d’anonymat un attaquant peut avoir des informations supplémen-
taires sur les variables aléatoires qui représentent les deux signatures à distinguer.
Par exemple, il peut obtenir les paramètres publics du schéma ainsi que les clés
publiques utilisées pendant le jeu.
Soit un attaquant dont les moyens algorithmiques sont modélisés par une fonc-
tion f . Supposons qu’il doit distinguer entre les distributions de deux variables
aléatoiresXk etX ′k, nous modélisons l’information supplémentaire obtenu par l’at-
taquant par la variable aléatoire Zk. Analysons l’utilité de cette information pour
l’attaquant. Nous distinguons deux cas :
1. si Xk et X ′k sont indépendantes de Zk, alors cette information supplémen-
taire va être inutile pour l’attaquant. En effet, en utilisant la Proposition 1.1,
nous avons que ∆((Xk, Zk), (X ′k, Zk)) = ∆(Xk, X
′
k) et par conséquent nous
avons ∆(f(Xk, Zk), f(X ′k, Zk)) ≤ ∆(Xk, X ′k).
2. si Xk et X ′k ne sont pas indépendantes de Zk, alors on ne peut pas utiliser
le même argument, puisque la Proposition 1.1 ne peut être appliquée que
sur des variables indépendantes. En revanche, en notant Xk,z et X ′k,z les




qui est indépendante de z, alors ǫ(k) est une majoration pour∆(f(Xk, Zk), f(X ′k, Z
′
k)).
En effet, nous avons :
∆(f(Xk, Zk), f(X
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k, Zk)) ≤ ǫ(k). (2.3)
Remarque 2.6. Dans notre cas, l’attaquant va essayer de distinguer entre deux va-
riables aléatoires Xk et X ′k qui dépendent d’une variable Zk. En effet, on est dans la
configuration de deuxième cas, puisque les signatures (modélisées ici par Xk et X ′k)
dépendent toujours des clés publiques (représentées par la variable Zk).
66 2- UN SCHÉMA DE SIGNATURE DE CERCLE
Il est important de remarquer que la majoration dans (2.3) ne dépend pas de la
distribution suivie par la variable aléatoire Zk, ce qui implique qu’on peut inclure
dans cette variable des paramètres choisis par l’attaquant sans modifier la distance
statistique.
2.4.1.3 Preuve d’anonymat de notre schéma
Dans le jeu d’anonymat inconditionnel contre les attaques à paramètres choi-
sis, l’attaquant reçoit une signature qui dépend d’un bit aléatoire b ainsi qu’un en-
semble de paramètres publiques P = (k, n,mu, p,S), deux clés secrètes ski0 , ski1,
un message µ et un cercle ayant R comme ensemble de clés publiques. Tous ces
paramètres sont choisis par l’attaquant sauf le bit aléatoire b.
Soit Xb,P,skib ,µ,R la variable aléatoire qui représente la signature reçue par l’at-
taquant pour des paramètres donnés. Le théorème suivant affirme que pour n’im-
porte quel choix de P , ski0 , ski1 , µ, R, la distance statistique entre X0,P,R,ski0 ,µ et
X1,P,R,ski1 ,µ est négligeable en le paramètre de sécurité k.
Par conséquent, en utilisant les propriétés de la distance statistique vues dans
les sections 2.4.1.1 et 2.4.1.2, ceci implique que notre schéma vérifie la propriété
d’anonymat inconditionnel contre les attaques à paramètres choisis. En effet, si on
a ∆(X0,P,ski0 ,µ,R, X1,P,ski1 ,µ,R) = n
−ω(1) = 2−ω(1)·c, d’après 2.4.1.1 l’avantage d’un
attaquant ayant accès à un nombre polynomial de signatures est négligeable.
Le lemme suivant nous sera utile pour démontrer le Théorème 2.3. Il s’agit du
Lemme 2.11 dans [Lyu08b] appliqué à nos paramètres.
Lemme 2.5. Soient a un polynôme quelconque de l’ensemble Ds,c et b un polynôme
choisi de manière uniformément aléatoire dans Ds,c. Alors
Pr
[‖ab mod (xn + 1)‖∞ ≥ √n log n] ≤ 4ne− log2 n8 .
Remarque 2.7. Ce lemme sera utilisé pour montrer que pour deux clés secrètes, une
fraction écrasante des polynômes de Ds,c permet d’obtenir des polynômes de petite
norme lorsqu’ils sont multipliés par l’une des clés. Il est important de remarquer que
ce lemme est valable pour n’importe quel polynôme dans Ds,c, c’est-à-dire même si les
polynômes sont choisis par l’attaquant.
Théorème 2.3. Pour b ∈ {0, 1}, soit Xb,P,skib ,µ,R la variable aléatoire qui représente
la sortie de Ring−sign(P , skib , µ, R), où P = (k, n,mu, p, S), skib , µ et R sont des
entrées arbitraires pour l’algorithme de signature. Si l’ensemble de ces paramètres est
validé par l’étape 0 de l’algorithme de signature, alors nous avons que :
∆(X0,P,ski0 ,µ,R, X1,P,ski1 ,µ,R) = n
−ω(1).
Démonstration. Pour avoir des notations plus simples, nous remplaçons les va-
riables aléatoiresX0,P,ski0 ,µ,R etX1,P,ski1 ,µ,R du théorème parX0 etX1. La signature
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générée par l’algorithme de signature Ring−sign consiste en un vecteur de ℓ+1 cor-
données. Nous notons la variable aléatoire qui correspond à la i-ème cordonnée
de Xb par X
(i)
b pour b ∈ {0, 1} et i ∈ [ℓ + 1]. Supposons qu’aucune de ces deux
variables n’est égale à {failed}. Nous pouvons alors garantir que les paramètres
donnés dans le théorème vérifient l’étape 0 de l’algorithme de signature Ring−sign.
Comme dans [Lyu08b], nous commençons par remarquer que l’ensemble
Ds,c(ski0 , ski1) = {c ∈ Ds,c : ‖ski0c‖∞, ‖ski1c‖∞ ≤
√
n log n}
a un cardinal très proche à celui de Ds,c.
Le Lemme 2.5 nous garantit que
|Ds,c(ski0 , ski1)|
|Ds,c| = 1− n
−ω(1). (2.4)
On note que n est un paramètre choisi par l’attaquant, mais le fait que n a passé
l’étape 0 de l’algorithme de signature assure que n ≥ k et par conséquent, n−ω(1)
est une fonction négligeable. En divisant la distance statistique en deux, en fonc-





αˆi∈Dmuz ;i∈[ℓ],β 6∈Ds,c(ski0 ,ski1 )





αˆi∈Dmuz ;i∈[ℓ],β∈Ds,c(ski0 ,ski1 )
|Pr [X0 = (αˆi; i ∈ [ℓ],β)]− Pr [X1 = (αˆi; i ∈ [ℓ],β)] |. (2.6)
Afin de prouver que la distance statistique est négligeable, nous allons tout d’abord
montrer que (2.5) est négligeable et ensuite nous montrerons que (2.6) est égale à
zéro. La dernière coordonnée de la signature est obtenue grâce à l’oracle aléatoire,
donc la probabilité qu’elle ne soit pas dans l’ensemble Ds,c(ski0 , ski1) est négli-
geable. En utilisant le fait que cela est vrai pour les deux variables X0 et X1 et que∑
|Pr [X0 = (αˆi; i ∈ [ℓ],β)]− Pr [X1 = (αˆi; i ∈ [ℓ],β)] | ≤
∑
Pr [X0 = (αˆi; i ∈ [ℓ],β)]
+
∑
Pr [X1 = (αˆi; i ∈ [ℓ],β)] ,
nous pouvons montrer que :
(2.5) ≤ 1− |Ds,c(ski0 , ski1)||Ds,c| = n
−ω(1). (2.7)




αˆi∈Dmuz ;i∈[ℓ],β 6∈Ds,c(ski0 ,ski1 )
Pr [X0 = (αˆi; i ∈ [ℓ],β)] + Pr [X1 = (αˆi; i ∈ [ℓ],β)] .
Pour b ∈ {0, 1}, en notant que ∑∀A Pr[A ∧ B] = ∑∀A Pr[A | B]Pr[B] = Pr[B],
nous obtenons∑
αˆi∈Dmuz ;i∈[ℓ],β 6∈Ds,c(ski0 ,ski1 )
Pr [Xb = (αˆi; i ∈ [ℓ],β)] =
∑
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Enfin, commeX(l+1)b est obtenue grâce à un appel à l’oracle aléatoireH(
∑







= 1/|Ds,c|. Il est important de remarquer que cela est vrai in-
dépendamment de la distribution de l’entrée pour H dans le modèle de l’oracle
aléatoire. Par conséquent, même si les hi dans H(
∑
hi(yˆi), R, µ) ont été choisies
par un attaquant (par exemple, hi(x) = 0 pour tout x et i), la probabilité reste la
même. En utilisant cette probabilité pour tout β 6∈ Ds,c(ski0 , ski1), nous obtenons
immédiatement (2.7).
Afin de prouver que (2.6) est égale à zéro, nous montrons que chaque terme
de la somme est nul. On sait que la dernière cordonnée de la signature est générée
grâce à un appel à l’oracle aléatoire H, donc on a la même probabilité d’obtenir
β pour les deux variables. Par conséquent, nous devons prouver que pour chaque











1 ; i ∈ [ℓ]) = (αˆi; i ∈ [ℓ])|X(ℓ+1)1 = β
]
(2.8)
Nous allons montrer que pour b ∈ {0, 1}, Pr[X(i)b = αˆi|X(ℓ+1)b = β] est égale à
1/|Dmuz | si i ∈ [ℓ] \ ib et est égale à 1/|Dmuy | si i = ib. Cela suffit pour démontrer
(2.8), puisque les ℓ premières coordonnées des variables aléatoires ont été choisies
de manière indépendante dans l’algorithme de signature.
Nous notons par yˆb,i la variable yˆi qui correspond à l’exécution de l’algorithme
de signature dans laquelle la clé secrète skib est utilisée. Pour i 6= ib, nous avons
X
(i)
b = αˆi si yˆb,i = αˆi. Puisque yˆb,i est choisie de manière uniformément aléatoire
dans Dmuz , et αˆi ∈ Dmuz , alors la probabilité que les deux valeurs soient égales est
1/|Dmuz |. D’autre part, pour i = ib, nous avons X(ib)b = αˆib si yˆb,ib = αˆib − skibβ.
Étant donné que la variable yˆb,i est choisie de manière uniformément aléatoire
dans Dmuy , la probabilité qu’une variable soit égale à une telle valeur est 1/|Dmuy |,
si cette variable est dans Dmuy et 0 si non. Par la définition de Ds,c(ski0 , ski1), l’en-
semble à lequel β appartient, nous avons skibβ ≤
√
n log n ce qui implique que
αˆib − skibβ appartient à Dmuy et ceci termine la preuve.
2.4.2 Inforgeabilité contre les attaques à sous-cercles choisis
Dans cette section, nous montrerons que si un attaquant est capable de casser
l’inforgeabilité contre les attaques à sous-cercle choisis de notre schéma, alors il
sera capable de casser l’inforgeabilité du schéma LSig09 de Lyubashevsky (voir la
section 1.7.2.1).
2.4.2.1 Inforgeabilité de la signature LSig09 avec des nouveaux paramètres
Dans cette section nous démontrons l’inforgeabilité du schéma de signature
LSig09 dans le cas où ce schéma est instancié avec les paramètres que nous avons
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proposés dans la Table 2.1. En particulier, nous montrons que le schéma satisfait
l’inforgeabilité existentielle contre les attaques à messages choisis avec une fonc-
tion de hachage ayant m = nc ·mu colonnes.
Avant de prouver ceci, nous commençons par montrer que les deux résultats
clés (Lemme 1.7 et le Théorème 1.5) utilisés dans la preuve d’inforgeabilité donnée
par Lyubashvesky, restent vrais pour nos paramètres.
Lemme 2.6 (Lemme 1.7 adapté à nos paramètres). Soit h une fonction de hachage
de H(D, Dh,m). Pour tout secret sˆ0 choisi de manière aléatoire et uniforme dans
l’ensemble Dms,c , la probabilité qu’il n’existe pas sˆ1 ∈ Dms,c tel que, sˆ0 6= sˆ1 et h(sˆ0) =
h(sˆ1) est négligeable en le paramètre de sécurité.
Démonstration. En suivant le même raisonnement de la preuve 1.7.2.1 du Lemme
1.7, il suffit de montrer que pour les paramètres de la Table 2.1 nous avons que
pn/3mn est négligeable en le paramètre de sécurité. En effet, pour p = Θ(n4+c),
m = (3 + 2c/3)nc log n nous avons que pn/3mn = 2−Ω(n logn).
Soit P = (k, n,m, p) les paramètres publics de la Table 2.1 pour le schéma de
signature LSig09. Soit Xsk,pk,P,µ une variable aléatoire qui représente la signature
d’un message µ suivant la clé secrète sk.
Soit h ∈ H(D, Dh,m), le théorème suivant montre que deux signatures du
même message µ générées suivant deux clés secrètes sˆ0, sˆ1 ∈ Ds,c, en utilisant l’al-
gorithme S−sign du schéma LSig09, telles que h(sˆ0) = h(sˆ1) sont indistinguables.
Théorème 2.4 (Théorème 1.5 adapté à nos paramètres). Pour b ∈ {0, 1}, soit
Xskb,pk,P,µ la variable aléatoire qui représente le résultat de l’algorithme de signa-
ture S−sign(P , skb, pk, µ), telle que P = (k, n,m, p), µ ∈ {0, 1}⋆ et (skb = sˆb; b ∈
{0, 1}, pk = h). Nous avons
∆(Xsˆ0,h,P,µ, Xsˆ1,h,P,µ) = n
−ω(1).
Démonstration. Pour démontrer le théorème, nous allons adapter la preuve don-
née par Lyuvashevsky dans [Lyu08b] à nos paramètres.
Afin d’avoir des notations plus légères, nous notons les deux variables aléatoires
du théorème par X0 et X1. Étant donné que la sortie de l’algorithme de signature
est composée de deux éléments, nous notons par X(i)b pour i ∈ {1, 2} et b ∈ {0, 1}
la variable aléatoire qui correspond à la i-ème composante de Xb.
Comme dans [Lyu08b], nous commençons par définir l’ensemble suivant :
Ds,c(sˆ0, sˆ1) = {c ∈ Ds,c : ‖sˆ0c‖∞, ‖sˆ1c‖∞ ≤
√
n log n} (2.9)
La probabilité qu’un vecteur c choisit aléatoirement dansDs,c soit dansDs,c(sˆ0, sˆ1)
est | Ds,c(sˆ0, sˆ1) |
| Ds,c | = 1− n
−ω(1).
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Cette probabilité est dûe au Lemme 2.5. Nous pouvons remarquer que la distance












|Pr [X0 = (αˆ,β)]− Pr [X1 = (αˆ,β)] |.(2.11)
Cette équation est pratiquement identique à celle obtenue dans la preuve 2.4.1.3
du Théorème 2.3 dans la section précédente et nous allons suivre le même principe
de preuve. Nous allons tout d’abord montrer que la valeur de l’équation (2.10) est
négligeable. Plus précisément, nous montrerons que
(2.10) ≤ Pre←H [e /∈ Ds,c] = 1− n−ω(1). (2.12)





Pr [X0 = (αˆ,β)] + Pr [X1 = (αˆ,β)] (2.13)
En utilisant le fait que
∑
∀A Pr[A ∧ B] =
∑
∀A Pr[A | B]Pr[B] = Pr[B], nous
obtenons que pour b ∈ {0, 1} :∑
αˆ∈Dmz ,β 6∈Ds,c(sˆ0,sˆ1)







b = αˆ | X(2)b = β]Pr[X(2)b = β].
Par conséquent pour b ∈ {0, 1}, nous avons :
∑
αˆ∈Dmz ,β 6∈Ds,c(sˆ0,sˆ1)



















Nous avons que X(2)b est obtenu grâce à un appel à l’oracle aléatoire H, qui a une















= |Ds,c(sˆ0, sˆ1)| · 1|Ds,c| = 1− n
−ω(1).
Pour finir la preuve nous montrerons, encore, que l’équation (2.11) est égale
à zéro, en montrant que chaque terme de la somme dans (2.11) est nul. Nous
commençons par remarquer que pour b ∈ {0, 1} :
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Nous savons que le deuxième terme de chaque signature est obtenu après un
























1 = αˆ) | (X(2)1 = β)
]
(2.14)




b = αˆ) | (X(2)b = β)
]
est égale
à 1/|Dmy |. Pour b ∈ {0, 1}, nous avons X(1)b = αˆb si yˆb = αˆb − skbβ. Puisque la
variable yˆb est choisie de manière uniformément aléatoire dans Dmy , la probabilité
qu’une variable aléatoire soit égale à une telle valeur est 1/|Dmy | si cette variable est
dans Dmy et 0 si non. Par la définition de l’ensemble Ds,c(sˆ0, sˆ1), l’ensemble auquel
β appartient, nous avons que skbβ ≤
√
n log n par conséquent αˆb−skbβ ∈ Dmy .
Corollaire 2.2. S’il existe un algorithme en temps polynomial qui peut casser l’infor-
geabilité existentielle du schéma LSig09 pour les paramètres présentés dans la Table
2.1, et plus précisément pour des fonctions de hachage ayant m = nc ·mu colonnes.
Alors il existe un algorithme polynomial qui peut résoudre (xn+1)-SVP∞γ dans le pire
cas pour γ = O(n2,5+2c).
Démonstration. La preuve d’inforgeabilité du schéma de signature LSig09 (voir la
section 1.7.2.1 pour plus de détails) est divisée en deux parties. La première partie
(Théorème 1.6) montre que si on peut forger une signature alors il est possible de
trouver des collisions sur les fonctions de hachage dansH(D, Dh,m), avec D, Dh et
m sont les paramètres de la Table 1.2. La deuxième partie montre que trouver des
collisions sur ces fonctions de hachage est aussi difficile que résoudre le problème
(xn + 1)-SVP∞γ dans le pire cas pour un certain γ.
Pour nos paramètres, le Théorème 1.6 est presque inchangé. Comme nous
avons modifié le paramètre m qui est le nombre de colonnes des fonctions de
hachage, le seul point qui pourrait poser problème est lorsque le Lemme 1.7 et
le Théorème 1.5 sont appliqués. Ceux-ci montrent que pour les paramètres du
schéma LSig09 il existe avec une bonne probabilité une deuxième pré-image pour
un certain haché et que les signatures issues suivant ces deux pré-images sont
indistinguables. Le Lemme 2.6 et le Théorème 2.4 que nous venons de prouver
montrent qu’avec des fonctions de hachage ayant m colonnes, ces propriétés res-
tent vraies.
Par conséquent, en utilisant le Théorème 1.6 nous déduisons que si un atta-
quant est capable de forger des signatures avec nos paramètres (paramètres de la
Table 2.1) alors, il peut trouver des collisions sur des fonctions de hachage dans
H(D, Dh,m). Finalement, en utilisant le Théorème 2.1 avec nos paramètres nous
obtenons que trouver des collisions est aussi difficile que résoudre (xn + 1)-SVP∞γ
dans le pire cas pour γ = O(n2,5+2c) (au lieu de O(n2,5) pour le schéma LSig09).
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2.4.2.2 Preuve d’inforgeabilité contre les attaques à sous-cercle choisis
Dans la preuve d’inforgeabilité du schéma de signature LSig09 (voir la section
1.7.2.1 pour plus de détails), il est montré que si un attaquant est capable de cas-
ser l’inforgeabilité de ce schéma alors on peut utiliser cet attaquant pour trouver
une collision sur une fonction de hachage définie par un vecteur de m′ polynômes
donné comme challenge au début du jeu. Dans notre signature de cercle, le chal-
lenge du jeu d’inforgeabilité est un ensemble de fonctions de hachage défini par un
ensemble de ℓ vecteurs demu polynômes. L’idée est donc de définirm′ = ℓ·mu, puis
transformer ce challenge en ℓ vecteurs et montrer que si nous donnons ça comme
challenge à l’attaquant capable de forger des signatures pour notre schéma, alors
nous pouvons obtenir une signature forgée et valide pour le schéma LSig09 avec
une probabilité non-négligeable.
Il y a deux problèmes concernant les clés. Le premier problème vient de la
distribution des clés publiques. Dans le schéma LSig09 les polynômes du m′-uplet
sont générés de manière uniformément aléatoire. En revanche les polynômes dans
les mu-uplets que l’attaquant s’attend à recevoir ne le sont pas. Ceci est dû au
fait que dans l’algorithme de génération de clés Ring−gen−keys, il y a toujours un
polynôme dans le mu-uplet qui est calculé à partir des autres mu − 1 polynômes
(voir l’étape (5) de Ring−gen−keys). Ceci n’est pas exploitable par un attaquant
car nous avons montré dans le Corollaire 2.1, que la distance statistique entre
les clés publiques de notre schéma de signature de cercle et des fonctions de ha-
chage choisies de manière uniformément aléatoire est négligeable. Ceci implique
que si un attaquant est capable de forger des signatures avec des fonctions de ha-
chage associées aux clés publiques, alors il est aussi capable de les forger avec des
fonctions de hachage choisies de manière uniformément aléatoire. En effet, si on
modélise l’attaquant par une fonction randomisée, alors il ne peut pas augmenter
la distance statistique entre les deux familles des fonctions de hachage. Par consé-
quent, s’il réussi à mener à bien son attaque avec une probabilité non négligeable
avec une famille alors il réussira avec l’autre aussi.
Le deuxième problème est que nous ne connaissons pas les clés secrètes asso-
ciées aux challenges donnés à l’attaquant et nous sommes obligés de répondre à
ses requêtes de signature. Nous résolvons ce problème en programmant l’oracle
aléatoire utilisé par l’attaquant.
Nous allons maintenant montrer que notre schéma de signature de cercle pré-
senté dans la section 2.3 vérifie l’inforgeabilité contre les attaques à sous-cercles
choisis.
Théorème 2.5. S’il existe un algorithme en temps polynomial qui peut gagner le jeu
d’inforgeabilité contre les attaques à sous-cercles choisis pour notre schéma de signa-
ture de cercle, alors il existe un algorithme en temps polynomial qui peut résoudre
(xn + 1)-SVP∞γ dans le pire cas pour γ = O˜(n
2.5+2c).
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Démonstration. Supposons qu’on a un adversaire A qui peut avec une probabilité
non négligeable forger une signature de notre schéma de signature de cercle. Étant
donné le Corollaire 2.2, il suffit de montrer qu’en utilisant A, nous pouvons conce-
voir un algorithme de temps polynomial B qui peut forger une signature pour le
schéma LSig09 avec un avantage non-négligeable pour les paramètres donnés dans
la Table 2.1.
Dans la suite nous montrons comment construire B et nous montrons comment
B utilise l’adversaire A pour forger des signatures du schéma LSig09.
Préparation : B reçoit la description de la fonction de hachage (c’est-à-dire un
vecteur de m′ = ℓ ·mu polynômes (a1, . . . , aℓ·mu) ∈ D) et S ∈ D comme challenge.
Il a accès à l’oracle aléatoire HL de l’algorithme de signature. L’adversaire B divise
l’ensemble des polynômes en ℓ ensembles de mu polynômes (ai,1, . . . , ai,mu) pour
i ∈ [ℓ]. Enfin, B initialise A en lui donnant les ℓ vecteurs de mu polynômes, les
paramètres publics associés (parmi lesquels S) et l’accès à l’oracle aléatoire de
l’algorithme de signature de cercle H contrôlé par lui même.
Interaction avec les oracles : B répond aux requêtes de A pour l’oracle aléatoire
et l’oracle de signature comme suit. Pour chaque requête (xy, xh, xm) à l’oracle aléa-
toire, il teste s’il a déjà répondu à une telle requête. Si c’est le cas, il répond toujours
avec le même résultat. Dans le cas inverse, il répond par HL(xy, xh‖xm), et il en-
registre le résultat dans une liste. Pour chaque requête de signature ({hi}i∈T , i0, µ)
telle que i0 ∈ T ⊆ [ℓ], B programme l’oracle aléatoire H pour produire une signa-
ture valide. En d’autres termes :
1. Il suit les étapes du schéma de signature en générant un ensemble de yˆi ←
Dmuz pour i ∈ T .
2. Il génère de manière uniformément aléatoire r← Ds,c.
3. Il vérifie si HL a été appelé avec des paramètres (
∑
i hi(yˆi)−Sr, {hi}i∈T‖µ).
Si c’est le cas il abandonne le jeu.
4. Il programme l’oracle aléatoireH de sorte queH(
∑
i hi(yˆi)−Sr, {hi}i∈T , µ) =
r, et il enregistre le résultat dans une liste.
5. Finalement, il retourne (yˆi; i ∈ T, r) comme signature.
Génération de la signature : À un moment donné, l’attaquant A termine son
exécution et retourne avec une probabilité non-négligeable une signature ((zˆi; i ∈
T, e), µ, {hi}i∈T ), telle que T ⊆ [ℓ]. B fait un padding des coordonnées restantes
de la signature avec des polynômes nuls zˆi = 0 pour i ∈ [ℓ]\T , ensuite il retourne
((zˆ1‖ · · · ‖zˆℓ, e), µ), tel que zˆ1‖ · · · ‖zˆℓ, est le vecteur des polynômes obtenus après
la concaténation de chacun des vecteurs de polynômes zˆi.
Analyse : Nous allons détailler complètement le raisonnement de la preuve.
74 2- UN SCHÉMA DE SIGNATURE DE CERCLE
Tout d’abord, nous remarquons que dans l’étape d’interaction avec les oracles
il y a une possibilité d’abandon mais d’après le Lemme 2.7 ci-après cet événement
est négligeable.
Afin de prouver que A pourrait forger une signature de cercle avec une proba-
bilité non négligeable, nous devons montrer que toutes les entrées qu’il reçoit ont
une distribution proche de celle qu’il aurait reçu dans un challenge d’une signa-
ture de cercle. Une fois que cela est démontré, nous devons aussi prouver que la
signature forgée par B est valide pour le schéma LSig09.
Notons d’abord que par le Corollaire 2.1, nous avons que la distribution du
challenge donné au début du jeu à A est proche du point de vue de la distance
statistique de celle des challenges de la signature de cercle. Une autre partie des
entrées à considérer c’est les signatures de cercle générées par B. D’après le Lemme
2.8 ci-après nous avons que la distribution des signatures générées par B est sta-
tistiquement proche de celles obtenues à partir de notre schéma de signature.
Nous pouvons donc assurer que A peut forger une signature de cercle avec
une probabilité non négligeable. Maintenant, il reste à prouver que la signature
forgée par B est valide. L’idée de base que nous utiliserons est que dans ((zˆi; i ∈
T, e), µ, {hi}i∈T ), (i.e la signature forgée par A) si e a été obtenu grâce à un appel
direct à l’oracle aléatoire alors nous pouvons prouver que la signature forgée est
valide pour le schéma LSig09. Sinon, nous utiliserons les mêmes idées de la preuve
du Théorème 1.6 (voir l’annexe B) pour montrer que la probabilité que A devine
e sans envoyer de requêtes à H est négligeable.
Nous remarquons que si A n’a pas envoyé la requête (∑i hi(zˆi)−Se, {hi}i∈T , µ)
à H, alors la probabilité que A devine e tel que e = H((∑i hi(zˆi)−Se, {hi}i∈T , µ))
est 1/|Ds,c| ce qui est négligeable. Supposons que e a été obtenu grâce à un appel à
l’oracle aléatoire H, alors il existe deux possibilités : ou bien e a été généré durant
une requête de signature, ou il a été généré par une requête directe à l’oracle
aléatoire. Nous laissons le deuxième cas pour la fin de la preuve.
Supposons que e a été généré durant une requête de signature qui a donnée
comme résultat (zˆ′i; i ∈ T ′, e) pour un cercle {hi}i∈T ′ et un message µ′. Pour être
valide, la signature forgée doit être différente de ((zˆ′i; i ∈ T ′, e), µ′, {hi}i∈T ′) et par
conséquent nous devons avoir soit {hi}i∈T ′‖µ′ 6= {hi}i∈T‖µ ou bien (zˆ′i; i ∈ T ′) 6=
(zˆi; i ∈ T ). Le premier cas ne peut se produire qu’avec une probabilité négligeable
car cela implique une collision sur H. En effet, {hi}i∈T ′‖µ′ 6= {hi}i∈T‖µ implique





i) − Se, {hi}i∈T ′ , µ′) = H(
∑
i∈T hi(zˆi) − Se, {hi}i∈T , µ) = e
(nous avons une seule image par H de deux pré-images qui sont différentes soit
dans la deuxième ou dans la troisième coordonnée). Pour le deuxième cas (i.e.







hi(zˆi)− Se pour (zˆ′i; i ∈ T ′) 6= (zˆi; i ∈ T ),
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avec une probabilité proche de un, car sinon on a une collision sur H. On étend zˆ
et zˆ′ de T et T ′ à [ℓ] en fixant zˆi = 0 pour i ∈ [ℓ]\T et zˆ′i = 0 pour i ∈ [ℓ]\T ′, ce
qui nous permet d’obtenir une collision sur une fonction de hachage aléatoire de
H(D, Dh,m′). Si cet événement se produit avec une probabilité non négligeable,
alors en utilisant le Théorème 2.1, nous déduisons que nous pouvons résoudre
(xn + 1)-SVP∞γ dans le pire cas pour γ = O˜(n
2.5+2c).
Plaçons nous maintenant dans le cas où e a été généré par une requête directe
à l’oracle aléatoire. Nous avons ((zˆi; i ∈ T, e), µ, {hi}i∈T ) comme signature forgée
et puisque la signature de cercle doit être valide nous avons que H(
∑
i∈T hi(zˆi) −
Se, {hi}i∈T , µ) = e. En notant xy =
∑
i∈T hi(zˆi)−Se et compte tenu de l’algorithme
utilisé par B, nous avons aussi HL(xy, {hi}i∈T‖µ) = e. Si nous faisons un padding
avec des zˆi tels que zˆi = 0 pour i ∈ [ℓ] \ T , alors nous avons
∑
i∈[ℓ] hi(zˆi)− Se = xy
et par conséquent HL(
∑
i∈[ℓ] hi(zˆi) − Se, {hi}i∈T‖µ) = e. Donc, nous avons σ′ =
(zˆ1‖ · · · ‖zˆℓ, e) est une signature de µ′ = {hi}i∈T‖µ et comme nous n’avons pas fait
de requête de signature dans le schéma de signature de base, alors (σ′, µ′) est une
signature forgée valide.
Lemme 2.7. La probabilité d’abandon dans l’étape (3) de l’algorithme de génération
de signature de la preuve du Théorème 2.5 est négligeable.
Démonstration. Nous allons montrer que la distance statistique entre
∑
i hi(yˆi)−Sr
et la distribution uniforme sur D est négligeable. Par conséquent, la probabilité
que A génère une requête pour l’oracle aléatoire et une requête de signature est
négligeable.
SoientXi la variable aléatoire suivant la distribution de hi(yˆi) et Ui une variable
aléatoire suivant la distribution uniforme sur D. En utilisant le Lemme 1.1 (le
leftover hash lemma), les tailles de Dy, pn et mu sont suffisamment grandes par
rapport à la taille de D pour que la distance statistique entre la distribution de
hi(yˆi) et la distribution uniforme sur D soit négligeable pour tout i ∈ [ℓ].
Pour i ∈ [ℓ], soient Xi une variable aléatoire suivant la distribution de hi(yˆi) et
Ui une variable aléatoire uniforme dans D. D’après la Proposition 1.2, nous avons
que




Soit F la fonction qui fait la somme des variables Xi puis soustrait Sr de la somme
obtenue. En utilisant le fait qu’une fonction ne peut pas augmenter la distance
statistique (voir Proposition 1.3), nous obtenons que




Pour finir la preuve, nous devons juste de montrer que F (U1, · · · , Uℓ) suit une
distribution uniforme sur D. En effet, cela vient du fait que soustraire un élément
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Hybride 0 :
1. Pour tout i ∈ [ℓ] ; i 6= j ;yˆi ← Dmuz
2. Pour i = j ; yˆj ← Dmuy
3. Soit r← H(∑i∈[ℓ] hi(yˆi), R, µ)
4. Pour i = j, zˆj ← sˆjr+ yˆj
5. Si zˆj /∈ Dmuz , revenir à l’étape (2).
6. Pour i 6= j, zˆi = yˆi
7. Retourner la signature σ = (zˆi; i ∈ [ℓ], r)
FIGURE 2.1 – L’algorithme hybride 0 de Ring−sign.
Hybride 1 :
1. Pour tout i ∈ [ℓ] ; i 6= j ;yˆi ← Dmuz
2. Pour i = j ; yˆj ← Dmuy
3. Choisir r← Ds,c
4. Pour i = j, zˆj ← sˆjr+ yˆj
5. Si zˆj /∈ Dmuz , revenir à l’étape (2).
6. Pour i 6= j, zˆi = yˆi
7. Retourner la signature σ = (zˆi; i ∈ [ℓ], r)
8. Programmer H(
∑
i∈[ℓ] hi(zˆi)− Sr, R, µ) = r
FIGURE 2.2 – L’algorithme hybride 1 de Ring−sign.
(dans notre cas Sr) sur l’ensemble des éléments de D revient juste à permuter les
éléments de l’anneau et par conséquent la distribution uniforme reste inchangée.
Ceci fini la preuve puisque
∑
i∆(Xi, Ui) est négligeable.
Lemme 2.8. La distribution des signatures générées par B est statistiquement proche
de celles obtenues à partir de notre schéma de signature.
Démonstration. Pour démontrer le lemme, nous allons prouver que les schémas
Hybride 0,1,2 (voir Figures 2.1, 2.2, 2.3) sont indistinguables. Il est clair que Hy-
bride 0 correspond à notre schéma de base (Ring−sign). L’algorithme utilisé par
l’attaquant B dans le jeu d’inforgeabilité contre les attaques à sous-cercles choisis
correspond à celui de Hybride 2.
Tout d’abord, nous montrons que Hybride 0 et Hybride 1 sont indistinguables.
La différence entre Hybride 0 et 1 est que l’étape (3) de Hybride 0 est coupée en
deux étapes (3) et (8) dans Hybride 1. Nous remarquons qu’un attaquant ne peut
distinguer la sortie de Hybride 0 et 1 que dans le cas où on choisit (dans Hybride 1)
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Hybride 2 :
1. Pour tout i ∈ [ℓ] ;yˆi ← Dmuz
2. Choisir r← Ds,c
3. Pour tout i ∈ [ℓ] ; zˆi = yˆi
4. Retourner la signature σ = (zˆi; i ∈ [ℓ], r)
5. Programmer H(
∑
i∈[ℓ] hi(zˆi)− Sr, R, µ) = r
FIGURE 2.3 – L’algorithme hybride 2 de Ring−sign.
des yˆi pour i ∈ [ℓ] tels que (
∑
i hi(yˆi), R, µ) correspond à une requête qu’il aurait
déjà fait à l’oracle aléatoire. Encore une fois, en utilisant le leftover hash lemma
(Lemme 1.1) nous obtenons que la probabilité de cet événement est négligeable.
Puisque l’étape (8) de Hybride 1 et l’étape (5) de Hybride 2 sont les mêmes
il nous suffira de montrer que la distribution de la sortie de Hybride 1 avant la
huitième étape est proche de celle de Hybride 2 avant la cinquième étape. Nous
montrons que la distance statistique entre les deux distributions est négligeable.
Pour ceci nous nous servons des techniques et notations utilisées dans la preuve
du Théorème 2.3.
Soient X1 et X2 deux variables aléatoires représentant les distributions que
nous souhaitons évaluer pour Hybride 1 et Hybride 2. Comme dans la preuve du
Théorème 2.3, nous divisons la distance statistique entre ces deux variables en





αˆi∈Dmuz ;i∈[ℓ],β 6∈Ds,c(ski0 ,ski1 )





αˆi∈Dmuz ;i∈[ℓ],β∈Ds,c(ski0 ,ski1 )
|Pr [X1 = (αˆi; i ∈ [ℓ],β)]− Pr [X2 = (αˆi; i ∈ [ℓ],β)] |. (2.16)


















Nous allons maintenant montrer que la différence entre les deux probabilités
de l’équation (2.16) est négligeable. Commençons par X2.
Pr[(X
(i)
2 ; i ∈ [ℓ], X(ℓ+1)2 ) = (αˆi; i ∈ [ℓ],β)] = (1/|Dmuz |)ℓ · (1/|Ds,c|).
D’autre part pour X1 nous avons.
Pr[(X
(i)
1 ; i ∈ [ℓ], X(ℓ+1)1 ) = (αˆi; i ∈ [ℓ],β)]= Pr[(X(i)1 ; i ∈ [ℓ]) = (αˆi; i ∈ [ℓ])|X(ℓ+1)1 = β] · Pr[X(ℓ+1)1 = β]
= (1/|Dmuz |)ℓ−1 · (1/|Dmuy |) · (1/|Ds,c|).
En effet, nous avons que Pr[X i = αˆi|Xℓ+1 = β] est égale à 1/|Dmuz | pour i ∈ [ℓ] \ j
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D’après l’équation (2.4), nous avons que








D’après les paramètres de la Table 2.1, l’équation (2.16) est majorée par une quan-
tité négligeable en n.
2.5 Schéma sûr contre les attaques de corruption in-
terne
Supposons que nous avons un algorithme A capable de casser l’inforgeabilité
contre corruption interne. Nous aimerions montrer qu’il existe un algorithme B
qui peut casser l’inforgeabilité du schéma de signature LSig09 avec nos paramètres
en utilisant A. Le problème principal est que lorsque B obtient le challenge pour
le schéma de signature de base, il peut le diviser en des vecteurs de polynômes
mais il ne peut pas connaitre les clés secrètes correspondantes. Par conséquent, B
ne peut pas répondre aux requêtes de corruption des clés secrètes.
Une idée serait de donner à A une version modifiée des vecteurs de polynômes
de telle sorte que B connaîtrait les clés secrètes associées à ces vecteurs. Le pro-
blème avec cette idée est que nous n’avons pas réussi à trouver une façon pour
exploiter la signature obtenue par A. Une approche plus standard pour résoudre
ce problème est celle utilisée par Wang et Sun dans [WS11], qui consiste à donner
à A plus de vecteurs de polynômes que ceux obtenus par la division du challenge
initiale. Ces vecteurs supplémentaires sont générés par l’algorithme de génération
des clés et B connait les clés secrètes associées. S’il y en a assez de ces vecteurs,
alors il est possible d’obtenir un cas dans lequel toutes les requêtes de corruption
correspondent avec une probabilité non négligeable à des vecteurs dont B connait
les clés secrètes.
Malheureusement, cette approche crée de nouveau problème pour le schéma
Wang et Sun [WS11] ainsi que pour notre schéma. Par exemple, si la moitié des
vecteurs ne correspondent pas au challenge, alors la réponse final de l’attaquant
va correspondre à un cercle qui contient des vecteurs qui ne font pas partie de
notre challenge avec une probabilité proche de un. Dans certains schémas dont la
sécurité repose sur des problèmes difficiles de la théorie de nombre, ceci n’est pas
un problème, mais dans notre cas telles réponses (signatures forgées) sont inutiles
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puisque B peut les générer lui même (la distance statistique entre les signatures
de différents membres du cercle est négligeable).
2.5.1 Nouveau schéma
Afin de résoudre ce problème nous modifions l’algorithme de génération des
clés. Chaque utilisateur génère un ensemble qui contient k clés de vérification, k
étant le paramètre de sécurité. Parmi ces clés, il y a k/2 qui sont générées par l’al-
gorithme de génération des clés Ring−gen−keys, l’utilisateur sauvegarde les clés
secrètes correspondantes. Les autres k/2 clés de vérification sont choisies de ma-
nière uniformément aléatoire dans l’espace des fonctions de hachage. Les k clés de
vérification sont numérotées, l’ordre est choisi aléatoirement (en mélangeant les
deux types de clés).
Remarque 2.8. Pour un cercle R tel que index(R) ⊂ [ℓ] (ℓ ≤ kc), nous notons par
fulldesc(R) la description de toutes les clés de vérification (publiques) des utilisa-
teurs qui sont dans R.
Lors de la signature d’un message µ par un membre du cercle R, l’utilisateur fait
un appel à un oracle aléatoire avec (µ, fulldesc(R)) comme requête. La réponse de
l’oracle est l’ensemble {Tσ,i}i∈index(R), où Tσ,i est un sous ensemble de [k] de cardinal
k/2 pour tout i ∈ index(R).
Nous considérons le même algorithme de génération de paramètre Ring−gen−params
que celui du schéma dans le section 2.3. Par conséquent, nous avons P ← Ring−gen−params(1k),
avec P = (k, n,mu, p,S). Soit R un cercle de taille ℓ ≤ kc tel que index(R) = [ℓ].
Ring−gen−keys−ic(P) :
1. Soit i l’indice d’un utilisateur qui fait partie du cercle R.
2. Choisir aléatoirement un sous ensemble T ⊂ [k] de taille k/2.
3. Pour j ∈ T , soient pki,j ← H(D, Dh,mu) et ski,j = 0.
4. Pour j ∈ [k]\T , soit (pki,j, ski,j)← Ring−gen−keys(P).
5. Retourner (pki, ski) = ({pki,j}j∈[k], {ski,j}j∈[k]).
Ring−sign−ic(P , ski0 , µ, R) : Nous supposons que l’utilisateur d’indice i0 dans
R = {pki}i∈[ℓ] veut générer une signature de cercle pour un message µ ∈
{0, 1}⋆.
0. Vérifier que : les paramètres publics respectent les contraintes 1−3 dans
Ring−gen−params ; chaque ski0,j ∈ ski0 est dans Dmus,c pour tout j ∈ [k] ;
R est de taille ℓ inférieur à kc ; une parmi les clés publiques dans R est
associée à ski0. Si la vérification échoue, alors retourner failed.
1. Soit {Tσ,i}i∈[ℓ] ← Hσ(µ, fulldesc(R))
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2. Soit keys(R) = {pki,j}i∈[ℓ],j∈Tσ,i
3. Choisir aléatoirement ski0,x ∈ ski0 avec x ∈ Tσ,i0 telle que ski0,x 6= 0. S’il
n’existe aucun indice dans Tσ,i0 pour lequel on connait une clé secrète,
abandonner.
4. Retourner σ = ({zˆi,j}i∈[ℓ],j∈Tσ,i , e)← Ring−sign(P , ski0,x, µ, keys(R)) comme
signature.
Ring−verify−ic(P , µ, R, σ) : Étant donnés un message µ, un cercle R et une
signature de cercle σ = ({zˆi,j}i∈[ℓ],j∈Tσ,i , e), le vérificateur commence par
appeler l’oracle Hσ :
— Soit {Tσ,i}i∈[ℓ] ← Hσ(µ, fulldesc(R)).
— Soit keys(R) = {pki,j}i∈[ℓ],j∈Tσ,i .
Le vérificateur accepte la signature si les conditions suivantes sont satis-
faites :
1. zˆi,j ∈ Dmuz pour tous i ∈ [ℓ] et j ∈ Tσ,i.
2. e = H(
∑
i∈[ℓ],j∈Tσ,i hi,j(zˆi,j)−Se, keys(R), µ) où {hi,j}i∈[ℓ],j∈Tσ,i = keys(R).
Sinon, le vérificateur refuse la signature.
Remarque 2.9. Puisque l’oracle aléatoire choisit k/2 clés de vérification de signataire
aléatoirement, alors la probabilité qu’elles soient toutes des fonctions de hachage aléa-
toires est exponentiellement faible en k. Par conséquent la probabilité d’abandon dans
l’étape (3) de l’algorithme Ring−sign−ic est négligeable.
2.5.2 Anonymat
Dans le jeu d’anonymat inconditionnel contre les attaques à paramètres choi-
sis, l’attaquant reçoit une signature qui dépend d’un bit aléatoire b ainsi qu’un
ensemble de paramètres publics P = (k, n,mu, p,S), deux clés secrètes ski0, ski1
telles que pour b ∈ {0, 1}, skib = {skib,j}j∈[k], un message µ et un cercle R de taille
ℓ (ℓ ≤ kc) tel que index(R) = [ℓ]. Tous ces paramètres sont choisis par l’attaquant
sauf le bit aléatoire b.
Soit X˜b,P,skib ,µ,R la variable aléatoire qui représente la sortie de l’algorithme de
signature Ring−sign−ic(P , skib , µ, R). Soient {Tσ,i}i∈[ℓ] ← Hσ(µ, fulldesc(R)) et
keys(R) = {pki,j}i∈[ℓ],j∈Tσ,i . Nous notons par Xb,P,skib,x,µ,keys(R) la variable aléatoire
représentant la sortie de l’algorithme de signature Ring−Sign(P , skib,x, µ, keys(R)).
Par conséquent, nous avons que X˜b,P,skib ,µ,R = Xb,P,skib,x,µ,keys(R), pour b ∈ {0, 1}.
Pour le cercle de taille ℓ · k/2, défini par keys(R), d’après le Théorème 2.3, nous
avons que
∆(X0,P,ski0,x,µ,keys(R), X1,P,ski1,x,µ,keys(R)) ≤ n−ω(1).
Ceci implique directement que le nouveau schéma de la section 2.5.1 satisfait
l’anonymat inconditionnel contre les attaques à paramètres choisis.
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2.5.3 Preuve d’inforgeabilité contre corruption interne
Nous utiliserons l’attaquant du jeu d’inforgeabilité contre corruption interne
pour casser un challenge du schéma LSig09. Pour ce faire, nous considérons un vec-
teur dem′ = k/2·ℓ·mu polynômes comme challenge. Nous utilisons ces polynômes
pour notre schéma de signature de cercle au lieu des fonctions de hachage choi-
sies uniformément pendant l’étape (3) de l’algorithme Ring−gen−keys−ic. Le reste
des clés sont générées grâce à l’algorithme Ring−gen−keys. À noter que puisque la
moitié des clés de vérification de chaque utilisateur ont été générées par cet algo-
rithme, nous pouvons répondre à toutes les requêtes de corruption de l’attaquant.
Pour répondre au challenge, nous voulons que l’attaquant retourne une signa-
ture qui utilise comme clés de vérification celles qui correspondent au challenge et
aucunes de celles générées par l’algorithme Ring−gen−keys. L’idée principale est
d’appeler l’attaquant avec un oracle aléatoire contrôlé Hσ, générer (de manière
uniformément aléatoire) un nombre polynomial d’éléments dans l’espace d’arri-
vée de l’oracle Hσ et deviner quel élément parmi ceux-ci va être utilisé dans la
réponse de l’attaquant. En suivant cette approche nous pouvons ordonner les clés
des utilisateurs de telle sorte que si l’attaquant utilise la réponse de l’oracle que
nous souhaitons, il choisira uniquement les clés que nous n’avons pas associées
des clés de signature. Quand cela arrive (après un nombre polynomial d’appel de
l’attaquant), nous obtenons une signature de la part de l’attaquant qui peut être
utilisée pour répondre au challenge initial.
Théorème 2.6. S’il existe un algorithme en temps polynomial qui peut gagner le jeu
d’inforgeabilité contre corruption interne pour notre schéma de signature de cercle,
alors il existe un algorithme en temps polynomial qui peut résoudre (xn + 1)-SVP∞γ
dans le pire cas pour γ = O˜(n2.5+2c).
Démonstration. Pour démontrer le théorème nous utilisons la même idée dans la
preuve du Théorème 2.5. Nous supposons que nous avons un attaquant A qui
peut forger des signatures dans le jeu d’inforgeabilité contre corruption interne.
En utilisant A nous construisons un attaquant B qui peut forger des signatures
pour le schéma de signature LSig09.
Préparation : Au début, B reçoit comme challenge une description d’une fonction
de hachage (un vecteur de m′ = k/2 · ℓ ·mu polynômes) et un élément S ∈ D. Les
k/2 clés restantes sont générées suivant l’algorithme Ring−gen−keys. Ainsi B peut
répondre aux requêtes de corruption venant de A puisque la moitié des clés de
vérification sont générées par l’algorithme Ring−gen−keys.
B génère un nombre polynomial d’éléments dans l’espace d’arrivée de l’oracle aléa-
toireHσ et les enregistre dans une liste E = {Q1, · · · , Qt} avec t = poly(k). Chaque
élément Qw (w ∈ [t]) de l’ensemble E consiste en un ensemble {Tσ,i}i∈Iw , avec
Iw ⊆ [kc] et Tσ,i est un sous ensemble de [k] de cardinal k/2 pour tout i ∈ Iw. Puis,
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B choisit au hasard un élément dans la liste E, nous le notons par Qs avec s ∈ [t]
(Qs est l’élément que l’attaquant A est supposé utiliser dans sa réponse). Nous
supposons que Qs = {Tσ,i}i∈Is avec Is ⊆ [kc] de cardinal x0 ≤ ℓ.
Ensuite, B ordonne l’ensemble des k · ℓ ·mu polynômes de telle sorte que Qs cor-
respond à des clés publiques qui font partie de notre challenge, autrement dit avec
des polynômes du vecteur m′. Nous supposons que les polynômes dans m′ sont
ordonnées et que B utilise les k/2 · x0 · mu premiers polynômes pour les clés pu-
bliques dans Qs. Finalement, B commence le jeu par initialiser A en lui donnant
l’ensemble de toutes les clés publiques. Nous notons S = {pki}i∈index(S) le cercle
formé par ces clés publiques, c’est un cercle contenant exactement ℓ utilisateurs
(le cardinal de index(S) est égal à ℓ).
Interaction avec les oracles : Nous rappelons que B doit répondre aux requêtes
de corruption, requêtes de signature, requêtes pour l’oracle Hσ et les requêtes
pour l’oracle H utilisé par l’algorithme de signature Ring−sign (voir l’étape (4)
de l’algorithme Ring−sign−ic). Nous expliquons dans ce qui suit comment B peut
répondre à ces différents requêtes :
— Requête de corruption : Pour chaque requête de corruption, B répond avec
l’ensemble sk qui contient les k/2 clés secrètes valides (clés générées par
l’algorithme Ring−gen−keys).
— Requête pour l’oracleH : Pour chaque requête (xy, xh, xm) à l’oracle aléatoire
H, il teste s’il a déjà répondu à une telle requête. Si c’est le cas, il répond
toujours avec le même résultat. Sinon, il répond par HL(xy, xh‖xm), et il
enregistre le résultat dans une liste, où HL est l’oracle aléatoire utilisé dans
le schéma LSig09.
— Requête pour l’oracle Hσ : Une requête pour l’oracle Hσ est de la forme
(µ, fulldesc(R)), où µ est un message quelconque dans {0, 1}⋆ et R est un
cercle de taille inférieur à kc. Pour répondre à cette requête, B cherche un
élément Qw = {Tσ,i}i∈Iw dans la liste E tel que Iw = index(R). S’il ne trouve
aucun élément alors il abandonne le jeu.
— Requête de signature : Les requêtes pour l’oracle de signature sont de la
forme (i0, µ, R) avec R un cercle de taille x1 inférieur à kc, µ un message
dans {0, 1}⋆ et i0 est l’indice du signataire tel que i0 ∈ index(S)∩ index(R).
B suit les étapes suivantes pour répondre à cette requête :
1. Choisir Qw = {Tσ,i}i∈Iw dans la liste E tel que Iw = index(R). S’il ne
trouve aucun élément alors il abandonne le jeu.
2. Il programme l’oracle Hσ de sorte que Hσ(µ, fulldesc(R)) = {Tσ,i}i∈Iw .
3. Soit keys(R) = {pki,j}i∈Iw,j∈Tσ,i où Tσ,i ∈ Qw pour tout i.
4. Choisir aléatoirement ski0,x ∈ ski0 où x ∈ Tσ,i0 telle que ski0,x 6= 0. S’il
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n’existe aucun indice dans Tσ,i0 pour lequel on connait une clé secrète,
abandonner.
5. Il exécute l’algorithme Ring−sign avec (P , ski0,x, µ, keys(R)) comme en-
trée. Soit σ = ({zˆi,j}i∈Iw,j∈Tσ,i , e) la signature obtenue.





où hi,j ∈ keys(R) pour tous i et j. Si c’est le cas il abandonne le jeu,
sinon il retourne σ = ({zˆi,j}i∈Iw,j∈Tσ,i , e) comme signature.
Génération de la signature : À un moment donné, l’attaquant A retourne avec
une probabilité non négligeable une signature ({zˆi,j}i∈Is,j∈Tσ,i , e, µ) où {Tσ,i}i∈Is =
Qs, nous notons ce cercle par T . Comme dans la preuve du Théorème 2.5, nous
montrons que B peut exploiter la réponse de A pour casser l’inforgeabilité du
schéma LSig09 en utilisant une fonction de hachage définie par les polynômes du
challenge m′ = k/2 · ℓ ·mu.
Dans le cas où l’attaquant n’utilise pas l’élément Qs choisi au départ, B relance
l’attaquant A jusqu’à l’obtention de la réponse souhaitée.
Analyse : Dans cette partie nous allons reprendre les arguments utilisés dans la
preuve du Théorème 2.5. Dans un premier temps, nous allons montrer que toutes
les entrées reçues par A ont une distribution statistiquement proche de celle des
éléments qu’il aurait reçus dans un challenge de la signature de cercle. Ensuite,
nous montrons que la signature obtenue par B est valide pour le schéma LSig09.
Tout d’abord, nous avons que la distribution du challenge donné à A au dé-
but du jeu est statistiquement proche de celle des challenges de la signature de
cercle. En effet, nos avons que la moitié des clés ( m′ = k/2 · ℓ · mu ) sont géné-
rées de manière uniformément aléatoire. L’autre moitié est générée suivant l’algo-
rithme Ring−gen−keys avec des clés secrètes valides. D’autre part, la distribution
des signatures générées par B pendant la phase de requête, est statistiquement
proche de celles obtenues à partir de l’algorithme Ring−sign−ic. En effet, puisque
nous connaissons toutes les clés secrètes, nous n’avons pas besoin de programmer
l’oracle aléatoire comme nous l’avons fait dans la preuve du Théorème 2.5.
En suivant la preuve du Théorème 2.5, nous utilisons le fait que le vecteur e de
la signature ({zˆi,j}i∈Is,j∈Tσ,i , e, µ) de l’attaquantA est généré par un appel à l’oracle
aléatoire pour montrer que B casse l’inforgeabilité du schéma LSig09. Donc nous
avons deux cas : ou bien e a été généré durant une requête de signature, ou bien
e est une réponse à un appel direct de l’oracle aléatoire H.
Supposons que e a été généré durant une requête de signature qui a don-
née comme résultat ({zˆ′i,j}i∈Iw,j∈T ′σ,i , e, µ′) pour un cercle R′ de taille x2 tel que
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index(R′) = Iw. Pour être valide, la signature de A doit être différente de
({zˆ′i,j}i∈Iw,j∈T ′σ,i , e, µ′, keys(R′)).
Par conséquent, nous aurons soit keys(R′)‖µ′ 6= keys(T )‖µ ou bien ({zˆ′i,j}i∈Iw,j∈T ′σ,i) 6=
({zˆi,j}i∈Is,j∈Tσ,i), si keys(R′)‖µ′ 6= keys(T )‖µ alors keys(R′) 6= keys(T ) ou bien
µ′ 6= µ. Dans les deux cas nous avons une collision sur H puisque nous avons une
seule image par H de deux pré-images qui sont différentes soit dans la deuxième






i,j)−Se, keys(R′), µ′) = H(
∑
i∈Is,j∈Tσ,i
hi,j(zˆi,j)−Se, keys(T ), µ) = e,







hi,j(zˆi,j)−Se pour ({zˆ′i,j}i∈Iw,j∈T ′σ,i) 6= ({zˆi,j}i∈Is,j∈Tσ,i).
Pour simplifier les notations et sans perte de généralité, nous supposons que
x2 = x0 (x2 est la taille du cercle R′ et x0 est la taille du cercle T ) et que les cercles
R′ et T sont distincts (aucun utilisateur ne fait partie des deux cercles à la fois).








Ainsi, nous obtenons une collision pour une fonction de hachage dansH(D, Dh, k/2·
2x2 ·mu), d’après le Théorème 2.1, nous déduisons que nous pouvons résoudre le
problème (xn + 1)-SVP∞γ , pour γ = O˜(n
2.5+2c).
Passons maintenant à le cas où e a été généré par une requête directe à l’oracle
aléatoire. Nous avons ({zˆi,j}i∈Is,j∈Tσ,i , e, µ) comme signature forgée, d’après l’algo-




hi,j(zˆi,j)− Se, keys(T ), µ) = e.
En notant xy =
∑
i∈Is,j∈Tσ,i hi,j(zˆi,j)− Se et compte tenu de l’algorithme utilisé par
B, nous avons aussi HL(xy, keys(T )‖µ) = e. Nous notons par h′1, · · · , h′(ℓ−x0)·k/2 les
fonctions de hachage correspondantes aux clés publiques du challenge initial m′
qui n’ont pas été sélectionnées pendant l’étape de préparation pour faire partie de
la réponse Qs. Pour ces fonctions nous choisissons (ℓ− x0) · k/2 vecteurs nuls que







i)− Se = xy,
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i)− Se, keys(T )‖µ) = e.
La concaténation de tous les vecteurs de polynômes (dans l’ordre) hi,j pour i ∈
Is, j ∈ Tσ,i avec le vecteur h′1‖ · · · ‖h′(ℓ−x0)·k/2 permet de reconstruire le vecteur
de polynômes challenge m′ = k/2 · ℓ · mu. Soit zˆ ∈ Dk/2·ℓ·muz le vecteur obtenu
par la concaténation (dans l’ordre) des vecteurs zˆi,j pour i ∈ Is, j ∈ Tσ,i et le
vecteur zˆ′1‖ · · · ‖zˆ′(ℓ−x0)·k/2. Donc, nous obtenons σ′ = (zˆ, e) est une signature de
µ′ = keys(T )‖µ et comme nous n’avons pas fait de requête de signature pour le
schéma LSig09 alors (σ′, µ′) est une signature forgée valide pour une fonction de
hachage qui correspond à notre challenge m′.
Pour finir la preuve, nous nous intéressons à la probabilité d’abandon dans
les différents étapes. En utilisant la Remarque 2.9, nous avons que la probabilité
d’abandon dans l’étape (4) de l’algorithme de génération de signature utilisé par
B est négligeable. D’autre part, la probabilité d’abandon dans l’étape (6) est négli-
geable aussi. En effet, d’après le Lemme 2.7, si on fait d’augmenter le nombre de
fonctions de hachage utilisées, la quantité
∑
i∈Iw,j∈Tσ,i hi,j(zˆi,j) − Se est à une dis-
tance négligeable de la distribution uniform sur D. Par conséquent, la probabilité
que A génère une requête en collision avec celle de l’algorithme de signature de
la preuve est négligeable.
Deux autres possibilités d’abandon se produisent au niveau de la phase de re-
quête pour l’oracle Hσ et de la phase de requête de signature (étape (1)). Dans les
deux cas, nous avons le même problème B ne trouve pas la bonne réponse dans la
liste initiale E. Dans ces deux cas, on a pas le choix il faut relancer l’attaquant A
de nouveau.
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Chapitre 3
Schémas d’identification anonymes
Nous allons nous intéresser dans ce chapitre aux schémas permettant l’identi-
fication anonyme d’un ou plusieurs utilisateurs. Dans la section 3.1, nous propo-
sons un nouveau schéma d’identification de cercle. Cette notion a été introduite en
2004 par Dodis, Kiayias, Nicolosi, et Shoup dans [DKNS04], elle permet à un uti-
lisateur de prouver son appartenance à une entité sans révéler son identité. Nous
comparons les performances de notre schéma avec celles d’un schéma proposé par
Kawachi, Tanaka, et Xagawa [KTX08]. Dans la section 3.2, nous généralisons ce ré-
sultat au cas où un ensemble d’utilisateurs veut donner une preuve d’appartenance
à une entité d’une manière anonyme. Nous comparons les performances de notre
schéma avec un schéma proposé par Cayrel, Lindner, Rückert et Silva [CLRS10b].
Une grande partie des travaux que nous présentons dans ce chapitre est issue
d’une collaboration avec Julien Schrek ayant donné lieu à une publication intitulée
Improved Lattice-Based Threshold Ring Signature Scheme [BS13] à la conférence
PQCrypto 2013.
3.1 Schémas d’identification de cercle
Dans [KTX08], Kawachi, Tanaka et Xagawa ont proposé un schéma d’identifi-
cation de cercle dont la sécurité est basée sur les problèmes SIS (voir la Définition
1.27) et ISIS (voir la Définition 1.28). Le schéma est une variation du schéma
d’identification en trois passes présenté dans la section 1.6.3. Leur construction
hérite la probabilité de fraude de 2/3 du schéma d’identification de base, par
conséquent le protocole doit être exécuter un nombre de fois t1 = ω(log n) où
n est le paramètre de sécurité, afin d’obtenir une probabilité de triche négligeable.
Le coût de communication du protocole est de t1 · O˜(n+ℓ), avec ℓ la taille de cercle
auquel appartient le prouveur.
Dans la section 3.1.3, nous présentons une amélioration du schéma proposé
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par Kawachi et al. [KTX08]. Notre schéma est une variation du schéma d’identifi-
cation en cinq passes présenté en Annexe A. Le schéma est parallélisable avec une
probabilité de triche 1/2 et donc plus faible que celle dans [KTX08].
3.1.1 Définitions et modèle de sécurité
Nous utiliserons le formalisme des schémas d’identification de cercle proposé
par Kawachi et al. [KTX08] et Xagawa [Xag10] pour décrire les définitions et le
modèle de sécurité.
Schéma d’identification de cercle. Un schéma d’identification de cercle consiste
en le quadruplet d’algorithmes (Ring−id−init, Ring−id−keygen, Ring−id−ccp, Ring−id−ccs) :
param ← Ring−id−init(1n) : Ring−id−init est un algorithme probabiliste po-
lynomial d’initialisation, il prend en entrée un paramètre de sécurité 1n et
retourne un paramètre public param.
(pki, ski) ← Ring−id−keygen(param, i) : Ring−id−keygen est un algorithme
probabiliste polynomial qui prend en entrée le paramètre param et l’identité
i d’un utilisateur et retourne une paire de clés (pki, ski).
Ring−pk ← Ring−id−ccp(param, R = (pk1, · · · , pkℓ)) : Ring−id−ccp est un
algorithme qui permet de générer la clé publique du cercle. L’algorithme
prend en entrée le paramètre public param et le cercle défini par R =
(pk1, · · · , pkℓ) et retourne la clé publique du cercle Ring−pk.
Ring−sk ← Ring−id−ccs(param, R = (pk1, · · · , pkℓ), ski) : est un algorithme
qui permet de générer la clé secrète du cercle. L’algorithme prend en entrée
param, un cercle de taille ℓ défini par R = (pk1, · · · , pkℓ) et une clé secrète
ski qui correspond à une clé publique pki ∈ R.
(P(Ring−sk) ↔ V)(param,Ring−pk) : est un algorithme interactif entre un
prouveur P qui possède la clé secrète du cercle Ring−sk et un vérificateur
V. Les deux protagonistes partagent le paramètre public param et la clé
publique du cercle Ring−pk. A la fin de l’interaction, le vérificateur retourne
desc ∈ {0, 1}, qui vaut 1 si ce dernier accepte et 0 s’il rejette.
Nous avons la définition de complétude suivante :
Définition 3.1 (Complétude). Pour tous n, ℓ (polynomial en n), param ∈ Ring−id−init(1n),
{(pki, ski)}i∈[ℓ] ⊂ Ring−id−keygen(param), Ring−pk⊂ Ring−id−ccp (param, {pki}i∈[ℓ]),
i0 ∈ [ℓ] et Ring−sk ⊂ Ring−id−ccs(param, {pki}i∈[ℓ], ski0) on a,
Pr [desc = 1 : desc← (P(Ring−sk)↔ V)(param,Ring−pk)] = 1.
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3.1.1.1 Modèle de sécurité
Un schéma d’identification de cercle doit être sûr contre l’usurpation d’identité
et il doit être anonyme.
Usurpation d’identité : Dans [KTX08], Kawachi et al. ont introduit la notion
d’usurpation d’identité avec des attaques parallèles à cercle choisi. Dans le jeu qui
modélise cette notion, il existe deux protagonistes, un challengeur et un attaquant.
Le but de l’attaquant est de se faire passer pour un utilisateur arbitraire dans un
cercle choisi par lui même.
L’attaquant I (en anglais impersonator) est modélisé par un couple d’algo-
rithmes interactifs (P˜ , V˜) qui sont exécutés pendant les différentes phases du jeu
formalisant la notion d’usurpation d’identité. Nous résumons les moyens mis à
disposition de I durant ce jeu dans les points suivants :
1. En utilisant V˜ (vérificateur malhonnête), l’attaquant peut forcer un prou-
veur honnête (simulé par le challengeur) à prouver son appartenance à un
cercle de son choix contenant le prouveur.
2. En utilisant V˜ (vérificateur malhonnête), l’attaquant peut exécuter plusieurs
instances du protocole en parallèle avec des clones de n’importe quel prou-
veur.
3. Pendant la phase de challenge, l’attaquant définit un cercle challenge. En
utilisant P˜ (prouveur malhonnête), l’attaquant peut interagir avec des prou-
veurs de la même façon que V˜ dans (1) et (2), mais il est interdit d’interagir
avec des prouveurs qui font partie de son cercle challenge. Il peut obtenir
des clés secrètes des prouveurs mais il n’a pas le droit d’avoir celles qui
correspondent aux utilisateurs appartenant à son cercle challenge.
Dans la suite de ce chapitre, nous utiliserons les notations suivantes :
— UH décrira l’ensemble des utilisateurs honnêtes.
— UC décrira l’ensemble des utilisateurs corrompus par l’attaquant.
— US décrira l’ensemble des utilisateurs cible (ou bien challenge).
Maintenant nous donnons la définition formelle de la notion d’usurpation d’iden-
tité avec des attaques parallèles à cercle choisi, suivant [Xag10], [KTX08].
Définition 3.2. Soit un schéma d’identification de cercle défini par les algorithmes
(Ring−id−init,Ring−id−keygen,Ring−id−ccp,Ring−id−ccs). On considère le jeu sui-
vant entre un challengeur C et un attaquant I.
Phase de préparation : Soit n le paramètre de sécurité. Le challengeur initialise
les ensembles UH, UC, et US à l’ensemble vide, ensuite il envoie (1n, param←
Ring−id−init(1n)) à l’attaquant.
Phase d’apprentissage : Pendant cette phase l’attaquant V˜ peut envoyer des
requêtes aux trois oracles suivants :
92 3- SCHÉMAS D’IDENTIFICATION ANONYMES
— Init. Il prend en entrée i et retourne ⊥ si i ∈ UH∪UC∪US. Sinon il utilise
l’algorithme de génération des clés pour obtenir (pki, ski)← Ring−id−keygen(param, i)
puis il rajoute i à l’ensemble UH et il retourne la clé publique pki.
— Corrupt. Il prend i comme entrée et retourne ⊥ si i /∈ UH \ US. Sinon il
rajoute i à l’ensemble UC puis il supprime i de l’ensemble UH et il retourne
la clé secrète ski qui correspond à l’utilisateur i.
— Prouv. Il prend en entrée R = (pki1 , · · · , pkil), it et µin. Si pkit /∈ R ou bien
it /∈ UH \ US alors retourne ⊥. Sinon il utilise les algorithmes de généra-
tion des clés du cercle correspondants à l’utilisateur it, par conséquent il ob-
tient Ring−pk← Ring−id−ccp(param, R) et Ring−sk← Ring−id−ccs(param, R, skit).
Puis il initialise l’état du prouveur par stP ← (param, R,Ring−pk,Ring−sk, skit).
Finalement il retourne µout ← P(µin, stP).
Phase de challenge : Dans cette phase V˜ envoie à C un challengeRc = (pki1 , · · · , pkic).
Si {i1, · · · , ic} * UH, alors le challengeur abandonne le jeu. Sinon, C initialise
US ← {i1, · · · , ic} et commence la phase d’usurpation d’identité avec l’atta-
quant P˜. Ce dernier peut faire des requêtes aux oracles Init,Corrupt, et Prouv.
A certain moment, le challengeur obtient
(T, desc)← Run[(P˜ Init,Corrupt,Prouv ↔ V)(param, Rc)],
avec P˜ Init,Corrupt,Prouv désigne un prouveur P˜ ayant accès aux oracles Init,Corrupt
et Prouv.
L’attaquant I = (P˜ , V˜) gagne le jeu si desc = 1. Un schéma d’identification de cercle
est sûr contre l’usurpation d’identité avec des attaques parallèles à cercle choisi, si la
probabilité qu’un attaquant I puisse gagner ce jeu est négligeable en le paramètre de
sécurité n.
Anonymat : L’anonymat permet de s’assurer que l’on ne peut pas connaître les
identités des prouveurs à partir de leurs transcriptions quand ils exécutent le pro-
tocole. Nous adopterons la notion d’anonymat contre la révélation totale des clés
comme elle a été définie dans [Xag10], [KTX08]. Dans ce modèle, l’adversaire
peut entrer en coalition avec tout les prouveurs et récupère leurs clés secrètes.
Pour renforcer cette notion Kawachi et al. supposent que l’adversaire peut générer
lui même les clés des prouveurs.
Un schéma d’identification de cercle est anonyme contre la révélation totale des
clés si aucun attaquant ne peut distinguer entre deux prouveurs en regardant leurs
transcriptions. Nous donnons une formalisation de cette notion dans la définition
suivante.
Définition 3.3. Soit un schéma d’identification de cercle défini par les algorithmes
(Ring−id−init,Ring−id−keygen,Ring−id−ccp,Ring−id−ccs). On considère le jeu sui-
vant entre un challengeur C et un attaquant A.
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Phase de préparation : Soit n le paramètre de sécurité. Le challengeur envoie à
l’attaquant (1n, param← Ring−id−init(1n)).
Phase de challenge : Dans cette phaseA envoie à C un challenge (R, (pki0 , ski0), (pki1 , ski1))
tel que R = {pki}i∈[ℓ], {pki0 , pki1} ∈ R et (pki0 , ski0), (pki1 , ski1) sont deux
paires de clés valides. Ensuite le challengeur choisit un bit aléatoire b ∈ {0, 1}
et il exécute le protocole comme étant un prouveur en utilisant la clé secrète
skib .
Finalement l’attaquant retourne un bit b′ et il gagne le jeu si b′ = b.
Nous définissons l’avantage de l’attaquant A comme étant
AdvA = |Pr[b′ = b]− 1
2
|.
Un schéma d’identification de cercle satisfait la propriété d’anonymat contre la ré-
vélation totale des clés si tout attaquant A a un avantage AdvA négligeable en le
paramètre de sécurité n.
3.1.2 Schéma d’identification de cercle de Kawachi-Tanaka-Xagawa
Le protocole d’identification de cercle proposé par Kawachi et al dans [KTX08]
est une variation du protocole d’identification KTX.
Soient n le paramètre de sécurité et q,m deux entiers tels que q = poly(n)
et m ≥ 10n log q. Le protocole est paramétré par une matrice A ∈ Zn×mq choisie
de manière uniformément aléatoire et rendue publique. Chaque prouveur i dans
le cercle admet une paire de clés : une clé secrète qui consiste en un vecteur
xi ∈ {0, 1}m tel que wH(xi) = m/2 et une clé publique qui correspond à un vecteur
yi ∈ Znq tel que yi = Axi mod q.
Supposons que nous avons un cercle R = {y1, · · · ,yℓ} de taille ℓ où chaque
vecteur yi correspond à la clé publique d’un utilisateur i. Soit P un prouveur ayant
une paire de clés (pk = yi, sk = xi), tel que yi ∈ R. Nous supposons que P veut
s’identifier en tant qu’un membre du cercle R auprès d’un vérificateur V. Pour cela,
P donne une preuve de connaissance sans divulgation d’un secret x′ tel que :
1. x′ est de la forme xi‖ − ei, où xi ∈ {0, 1}m, wH(xi) = m/2, ei ∈ {0, 1}ℓ et
wH(ei) = 1.
2. [A‖y1‖ · · · ‖yℓ]x′ = 0 mod q, avec {yi}i∈[ℓ] ∈ R.
Afin de forcer le prouveur à démontrer qu’il connait un secret x′ ayant la bonne
forme, Kawachi et al ont modifié la permutation π utilisée dans le schéma d’iden-
tification de base KTX. La nouvelle permutation est définie grâce à deux permuta-
tions πm ∈ Sm et πℓ ∈ Sℓ et noté par π = πm × πℓ avec
π =
(
1 2 · · · m




m+ 1 2 · · · ℓ
m+ πℓ(1) m+ πℓ(2) · · · m+ πℓ(ℓ)
)
.
94 3- SCHÉMAS D’IDENTIFICATION ANONYMES
Nous avons les deux propriétés suivantes :
— (πm × πℓ)−1 = π−1m × π−1ℓ , pour tout πm ∈ Sm et πℓ ∈ Sℓ.
— Pour tout a ∈ Zm et b ∈ Zℓ, si π = πm × πℓ alors π(a‖b) = πm(a)‖πℓ(b).
Nous donnons maintenant une description formelle du schéma d’identification
de cercle de Kawachi et al. [KTX08].
A ← Ring−id−init(1n) : Étant donné un paramètre de sécurité n. Choisir une
matrice A ∈ Zn×mq d’une façon uniformément aléatoire.
(yi,xi) ← Ring−id−keygen(A, i) : Étant donnés une matrice A et un entier i
qui correspond à l’indice de l’utilisateur dans le cercle, choisir une paire de
clés en suivant la procédure suivante :
— Soit xi ← {0, 1}m, tel que wH(xi) = m/2.
— Soit yi = Axi mod q.
A′ ← Ring−id−ccp(A, R = (y1, · · · ,yℓ)) : La clé publique du cercle R est une
matrice A′ ∈ Zn×(m+ℓ)q , telle que A′ = [A‖y1‖ · · · ‖yℓ].
x′ ← Ring−id−ccs(A, R = (y1, · · · ,yℓ),xi) : La clé secrète du cercle est
construite en suivant la procédure suivante :
— Soit ei ∈ {0, 1}ℓ le vecteur ayant 1 comme i-ème coordonnée et wH(ei) =
1.
— Soit x′i = xi‖ − ei.
(P(x′)↔ V)(A,A′) : Le prouveur ayant une clé secrète x′ = xi‖− ei procède
de la manière suivante :
1. P choisit πm ← Sm, πℓ ← Sℓ et u ← Zm+ℓq . Soit π = πm × πℓ, P envoie
c0, c1 et c3 à V tels que
— c1 = COM(πm‖πℓ‖A′u)
— c2 = COM(π(u))
— c3 = COM(π(x′ + u))
2. V choisit un challenge ch ∈ {1, 2, 3} et il l’envoie à P
3. — Si ch = 1, P envoie s = π(x′) et w = π(u).
— Si ch = 2, P envoie φm = πm, φℓ = πℓ et v = x′ + u.
— Si ch = 3, P envoie ϕm = πm, ϕℓ = πℓ et z = u.
. Vérification :
— Si ch = 1, V vérifie si c2 = COM(w), c3 = COM(s+w), et s est de la
forme sm‖ − ej pour j ∈ [ℓ], et sm ∈ {0, 1}m tel que wH(sm) = m/2.
— Si ch = 2, V vérifie si c1 = COM(φm‖φℓ‖A′v− y) et c3 = COM((φm×
φℓ)(v)).
— Si ch = 3, V vérifie si c1 = COM(ϕm‖ϕℓ‖A′z) et c2 = COM((ϕm ×
ϕℓ)(z)).
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
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Sécurité : Nous rappelons brièvement les idées des preuves de sécurité du schéma :
— Usurpation d’identité : La stratégie proposé par Kawachi et al. pour avoir la
sécurité contre l’usurpation d’identité avec des attaques parallèles à cercle
choisi, est très semblable à celle utilisée pour la preuve du schéma d’identi-
fication KTX.
Au début de la réduction, une matriceA ∈ Zn×mq est choisie de manière uni-
formément aléatoire et donnée au challengeur C. Ce dernier va essayer de
résoudre l’instance SISn,q,m,√m reliée à cette matrice en utilisant l’attaquant
I, autrement dit il faut qu’il trouve un vecteur s ∈ Zm \ {0} tel que As =
0 mod q et ‖s‖2 ≤
√
m. Au début du jeu C utilise l’algorithme de généra-
tion des clés pour obtenir des paires de clés valides {(x1,y1), · · · , (xℓ,yℓ)}.
Ainsi, pendant la phase des requêtes, le challengeur peut répondre à toutes
les requêtes de l’adversaire. En utilisant les réponses de I pendant la phase
de challenge, le challengeur obtient une collision sur la fonction d’enga-
gement COM ou bien un vecteur x′ tel qu’il existe i ∈ [ℓ] avec x′ 6= xi,
Ax′ = Axi = yi mod q, x′ ∈ {0, 1}m et wH(x′) = m/2. Finalement le




— Anonymat : Le schéma satisfait la propriété de témoin indistinguable par
conséquent ceci implique l’anonymat suivant la Définition 3.3.
3.1.3 Notre schéma d’identification de cercle
Dans cette section, nous décrivons un schéma d’identification de cercle qui
est une variante plus efficace du schéma d’identification de cercle proposé par
Kawachi et al [KTX08] (voir la section 3.1.2).
3.1.3.1 Aperçu
Soient n le paramètre de sécurité et q,m deux entiers tels que q = poly(n)
et m ≥ 10n log q. Le protocole est paramétré par une matrice A ∈ Zn×mq choisie
de manière uniformément aléatoire et rendue publique. Chaque prouveur i dans
le cercle admet une paire de clés : une clé secrète qui consiste en un vecteur
xi ∈ {0, 1}m tel que wH(xi) = m/2 et une clé publique qui correspond à un vecteur
yi ∈ Znq tel que yi = Axi mod q.
Supposons que nous avons un cercle R = (y1, · · · ,yℓ) de taille ℓ où chaque
vecteur yi correspond à la clé publique d’un utilisateur i. SoitM la matrice ayant
les vecteurs yi comme colonnes. Pour i ∈ [ℓ], soit ei le vecteur dans {0, 1}ℓ ayant 1
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à la i-ème coordonnée et 0 autre part.
M =

 | | · · · |y1 y2 · · · yN
| | · · · |

 , ei = (0, · · · , 1, · · · , 0)︸ ︷︷ ︸
1 à la i-ème position
∈ {0, 1}ℓ.
Soit P un prouveur ayant une paire de clés (pk = yi, sk = xi) tel que yi ∈ R. Nous
supposons que P veut s’identifier en tant qu’un membre du cercle R auprès d’un
vérificateur V. Pour cela P donne une preuve de connaissance sans divulgation de
deux vecteurs (xi, ei) telle que
1. Axi −Mei = 0 mod q.
2. (xi, ei) ∈ {0, 1}m × {0, 1}ℓ, wH(xi) = m/2 et wH(ei) = 1.
Nous remarquons que n’importe quel membre du cercle peut convaincre le vérifi-
cateur de cette façon puisque pour tout j ∈ [ℓ], nous avonsAxj−Mej = 0 mod q.
3.1.3.2 Description
A ← Ring−id−init(1n) : Étant donné un paramètre de sécurité n. Choisir une
matrice A ∈ Zn×mq d’une façon uniformément aléatoire.
(yi,xi) ← Ring−id−keygen(A, i) : Étant donnés une matrice A et un entier i
correspondant à l’indice de l’utilisateur dans le cercle, choisir une paire de
clés en suivant la procédure suivante :
— Soit xi ← {0, 1}m, tel que wH(xi) = m/2.
— Soit yi = Axi mod q.
M ← Ring−id−ccp(A, R = (y1, · · · ,yℓ)) : La clé publique du cercle R est une
matriceM ∈ Zn×ℓq , telle queM =

 | | · · · |y1 y2 · · · yℓ
| | · · · |

 .
(xi, ei) ← Ring−id−ccs(A, R = (y1, · · · ,yℓ),xi) : La clé secrète du cercle est
construite en suivant la procédure suivante :
— Soit ei ∈ {0, 1}m le vecteur ayant 1 comme i-ème coordonnée et wH(ei) =
1.
(P(xi, ei)↔ V)(A,M ) : Le prouveur ayant une clé secrète (xi, ei) procède de
la manière suivante :
1. P choisit les permutation Σ ← Sℓ, π ← Sm. Soient u ← Zmq et u′ ← Zℓq.
P envoie c0 et c1 au vérificateur V tels que
— c0 = COM(π||Σ||Au−Mu′)
— c1 = COM(π(u)||Σ(u′)||π(xi)||Σ(ei))
2. V envoie α← Zq à P.
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3. P envoie g et g′ à V, tels que
g = π(u+ αxi) et g′ = Σ(u′ + αei).
4. V envoie b← {0, 1} à P.
5. Si b = 0 alors
P envoie φ = Σ et ψ = π, à V qui vérifie si
c0 = COM(ψ‖φ‖Aψ−1(g)−Mφ−1(g′))
Si b = 1 alors
P envoie w = Σ(ei),v = π(xi) à V qui vérifie si
c1 = COM((g − αv)‖(g′ − αw)‖v‖w),
v ∈ {0, 1}m,w ∈ {0, 1}ℓ , wH(v) = m/2 et wH(w) = 1
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
3.1.3.3 Sécurité
Théorème 3.1. Si le schéma d’engagement satisfait la propriété d’indistinguabilité,
alors notre schéma d’identification de cercle est statistiquement sans divulgation.
Démonstration. Pour démontrer le théorème nous construisons un simulateur S
qui prend comme entrées les matrices A et M et qui a accès à un vérificateur
malhonnête V˜ qui fournit des challenges (α ∈ Zq, b ∈ {0, 1}). Ce simulateur re-
tourne une distribution statistiquement proche de la vue d’un vérificateur honnête
V lorsque il interagit avec un prouveur honnête P.
Le simulateur doit deviner le challenge b, avant d’interagir avec V˜, nous suppo-
sons que S devine correctement le challenge :
— Si b = 0, le simulateur choisit Σ, π,u et u′ comme dans le protocole. Puis
il résout l’équation Ax = yj mod q pour yj choisi au hasard parmi les
colonnes de la matrice M . Le simulateur construit le vecteur ej qui cor-
respond à yj. Puis il calcule c0, c1 comme dans le protocole. Après avoir
reçu α de la part du vérificateur V˜, le simulateur calcule g = π(u + αx)
et g′ = Σ(u′ + αej). Les valeurs de g et g′ ont une distribution uniforme
puisque les vecteurs u et u′ ont été choisi de manière uniformément aléa-
toire. Ainsi, lorsque le simulateur envoie Σ et σ, nous obtenons une vérifica-
tion valide pour b = 0. D’autre part, grâce à la propriété d’indistinguabilité
du schéma d’engagement, nous avons que la distribution de (c0, c1) est in-
distinguable de la distribution d’un couple qui aurait pu être générée par
un prouveur honnête P.
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— Si b = 1, le simulateur choisit Σ, σ,u et u′ comme dans le protocole. Il
choisit aussi x ∈ {0, 1}m tel que wH(x) = m/2 et e ∈ {0, 1}ℓ tel que wH(e) =
1. Ensuite il calcule les deux challenges c0 et c1, après la réception de α
de la part de V˜, il calcule g et g′ comme dans le protocole. Lorsque le
simulateur révèle Σ(e) et π(x), nous obtenons une vérification valide pour
b = 1. Pour les mêmes arguments avancés dan le cas (b = 0), nous avons que
la distribution des engagements (c0, c1) est indistinguable de la distribution
des engagements issus d’un protocole joué de manière conforme.
La probabilité que le simulateur produise une simulation correcte est de 1/2.
Lorsque le simulateur devine correctement le challenge b du vérificateur, il pro-
duit une transcription statistiquement proche d’une l’interaction réelle entre un
prouveur P et un vérificateur V. Le simulateur enregistre les valeurs de c0, c1, α,
g, g′ et la réponse au challenge b lorsqu’il devine correctement la valeur de b. Sinon
puisque le simulateur a accès à un vérificateur malhonnête, il peut le relancer de
nouveau.
Corollaire 3.1. Si le schéma d’engagement satisfait la propriété d’indistinguabilité,
alors notre schéma d’identification de cercle vérifie l’anonymat contre la révélation
totale des clés.
Démonstration. En combinant le Théorème 3.1 et la Proposition 1.4, nous obte-
nons que notre schéma est à témoin indistinguable.
Supposons que l’attaquant A envoie (R, (pki0 , ski0), (pki1 , ski1)) comme chal-
lenge au challengeur C, avecR = {pki}i∈[ℓ], {pki0 , pki1} ∈ R et (pki0 , ski0), (pki1 , ski1).
Nous montrons que les transcriptions dans les deux cas, c’est-à-dire lorsque C exé-
cute le protocole avec ski0 ou bien ski1, sont statistiquement indistinguables.
En effet, puisque notre schéma est à témoin indistinguable alors nous avons
que :
VueA [(C(ski0)↔ A(ski0‖ski1))(R)] ≈S VueA [(C(ski1)↔ A(ski0‖ski1))(R)] .
Théorème 3.2. S’il existe un attaquant I qui réussit dans le jeu de la Définition 3.2
avec une probabilité supérieure à q+1
2q
+ ε, avec ε = ε(n) non négligeable. Alors il
existe un algorithme probabiliste polynomial A qui résout une instance aléatoire du
problème SISn,q,m,√m.
Démonstration. La preuve est divisée en deux parties. Dans la première parties
nous montrons qu’un prouveur malhonnête (qui ne connait aucune des clés se-
crètes) est capable d’usurper l’identité d’un utilisateur arbitraire du cercle avec
une probabilité au plus égale à 1/2 (plus précisément nous montrons que cette
probabilité est égale à (q + 1)/2q ≃ 1/2). Dans la deuxième partie nous montrons
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qu’un attaquant I capable de gagner le jeu de la Définition 3.2, avec une probabi-
lité supérieure à q+1
2q
+ ε, pourrait être utiliser pour construire un algorithme A qui
résout une instance aléatoire du problème SISn,q,m,√m.
Partie 1. On considère un cercle R de taille ℓ défini par les deux matrices (A,M )
tel que A est la matrice publique et M est la matrice de clés publiques yi. Nous
savons que le nombre total des requêtes possibles à envoyer à un pouveur est égal à
2q. En effet ce nombre correspond à toutes les combinaisons des challenges α ∈ Zq
et b ∈ {0, 1}. Maintenant supposons que le prouveur agisse suivant deux stratégies
notées ST0 et ST1 pour répondre aux challenges envoyés par le vérificateur.
— ST0 : Dans cette stratégie, nous supposons que le prouveur répond aux chal-
lenges qui correspondent à b = 0. Pour cela il choisit au hasard yi parmi les
colonnes de la matriceM , il calcule x′i quelconque tel queAx
′
i = yi mod q.
Ensuite il calcule c0 comme dans le schéma et il affecte à c1 une valeur choi-
sie de manière uniformément aléatoire. Par conséquent le prouveur peut
répondre correctement au challenge b = 0 indépendamment de la valeur de
α.
— ST1 : Dans cette stratégie, nous supposons que le prouveur répond aux
challenges qui correspondent à b = 1. Pour cela il choisit xi ∈ {0, 1}m
tel que wH(xi) = m/2 et ei ∈ {0, 1}ℓ qui a 1 à la i-ème coordonnée et 0
autre part. Il choisit aléatoirement u,u′, π et Σ comme dans le protocole.
En utilisant ces valeurs, il calcule c1 suivant le protocole et il affecte à c0
une valeur choisie de manière uniformément aléatoire. Par conséquent le
prouveur peut répondre correctement au challenge b = 1 indépendamment
de la valeur de α.
L’attaquant peut améliorer ces stratégies, par exemple pour la stratégie ST0 il va
pouvoir répondre non seulement au challenge b = 0 pour tout les α ∈ Zq mais
aussi au challenge b = 1 pour un α0 choisi à l’avance. Dans la stratégie ST0 au lieu
de générer c1 d’une manière aléatoire, il va procéder de la manière suivante : il
choisit s1 ∈ {0, 1}m tel que wH(s1) = m/2, s2 ∈ {0, 1}ℓ tel que wH(s2) = 1 et u, u′,
π et Σ comme dans le protocole, ensuite il calcule
g = π(u− αxi) g′ = Σ(u′ − αei).
Avec xi et ei sont choisis comme il est décrit dans la stratégie ST0 ci-dessus. Ensuite
il calcule c1 de la manière suivante
c1 = COM(g − α0v‖g′ − α0w‖v‖w),
avec v = π(s1) et w = Σ(s2). Ainsi le prouveur peut répondre au challenge b = 0
indépendamment du challenge α choisi par le vérificateur et il peut aussi répondre
pour le challenge b = 1 si α = α0.
Dans la stratégie ST1 au lieu de générer c0 d’une manière aléatoire, il va pro-
céder de la manière suivante : il choisit x{0, 1}m tel que wH(x) = m/2, e ∈ {0, 1}ℓ
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tel que wH(ei) = 1 et u, u′, π et Σ comme dans le protocole, ensuite il calcule
c0 = COM(π‖Σ‖Au−Mu′−α0(Ax−Me)) c1 = COM(π(u)‖Σ(u′)‖π(x)‖Σ(e))
g = π(u− αx) g′ = Σ(u′ − αe).
Ainsi le prouveur peut répondre au challenge b = 1 indépendamment du challenge
α choisi par le vérificateur et il peut aussi répondre pour b = 0 si α = α0.
Par conséquent, dans les deux stratégies, le prouveur peut répondre à q + 1
challenges parmi les 2q challenges possibles. Ceci implique que la probabilité du
succès du prouveur pour un tour du protocole est égale à q+1
2q
.
Partie 2. Au début l’algorithmeA reçoit comme challenge SIS une matriceA choi-
sie de manière uniformément aléatoire dans Zn×mq . Ensuite, il initialise l’attaquant
I en lui donnant la matrice A. L’attaquant I = (P˜ , V˜), utilise son oracle V˜ pour
jouer le rôle d’un vérificateur malhonnête pendant la phase d’apprentissage. A la
fin du jeu, il utilise l’oracle P˜ ( phase du challenge ) pour usurper l’identité d’un
utilisateur qui appartient à un cercle de son choix.
Pendant le jeu, A simule les oracles Init,Corrupt, et Prouv de la manière sui-
vante. Pour oracle Init, lorsque I envoie une requête (i), A choisit xi ∈ {0, 1}m tel
que wH(xi) = m/2 ensuite il calcule yi = Axi mod q et il envoie yi à I. A peut
répondre aux requêtes pour les oracles Corrupt et Prouv puisqu’il connait toutes les
clés secrètes.
Dans la phase du challenge, I envoie comme challenge un cercle défini par
l’ensemble des clés publiques Rc = {y1, · · · ,yc}, nous notons la matrice corres-
pondante parMc (i.e.,Mc = [y1‖ · · · ‖yc]). Ensuite il essaye de convaincre A qu’il
connait une clé secrète qui correspond à l’un des yi ∈ Rc.
Pendant cette phase A joue le rôle d’un vérificateur. Au début A reçoit les deux
engagements c0 et c1 de la part de P˜. EnsuiteA interroge P˜ avec tous les challenges
possibles (α, b), cela est possible parce que le nombre total de ses requêtes est 2q
qui est polynomial en le paramètre de sécurité n. A enregistre les réponses de P˜
dans le tableau suivant :
b = 0 b = 1
α = 0 desc(0,0) desc(0,1)




α = q − 1 desc(q−1,0) desc(q−1,1)
Pour (i, j) ∈ Zq × {0, 1}, desc(i,j) appartient à {0, 1} et désigne la réponse finale
du vérificateur.
Supposons qu’il existe deux lignes α1 et α2 dans le tableau telles que pour
chaque ligne on a desc = 1 dans les deux colonnes (colonnes b = 0 et b = 1). Soient
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((g1, g
′
1), (ψ1, φ1)) et ((g2, g
′
2), (ψ2, φ2)) les résultats des challenges (α = α1, b = 0)
et (α = α2, b = 0) respectivement. Soient ((g1, g′1), (v1,w1)) et ((g2, g
′
2), (v2,w2))
les résultats des challenges (α = α1, b = 1) et (α = α2, b = 1) respectivement.
Maintenant nous analysons les réponses de P˜. En utilisant le fait que le schéma
d’engagement satisfait la propriété d’engagement, nous déduisons que :
ψ1‖φ1‖Aψ−11 (g1)−Mcφ−11 (g′1) = ψ2‖φ2‖Aψ−12 (g2)−Mcφ−12 (g′2) (3.1)
g1 − α1v1‖g′1 − α1w1‖v1‖w1 = g2 − α2v2‖g′2 − α2w2‖v2‖w2 (3.2)
D’après les équations (3.1) et (3.2), nous avons que ψ1 = ψ2, φ1 = φ2,v1 = v2 et
w1 = w2. Nous avons aussi que v1 ∈ {0, 1}m tel que wH(v1) = m/2 et w1 ∈ {0, 1}c
tel que wH(w1) = 1. En réarrangeant les termes des équations (3.1) et (3.2) nous
obtenons,
Aψ−11 (g1 − g2)−Mcφ−1(g′1 − g′2) = 0 mod q. (3.3)
g1 − g2 = v1(α1 − α2) mod q. (3.4)
g′1 − g′2 = w1(α1 − α2) mod q. (3.5)
Il est clair que g1−g2 6= 0 et g′1−g′2 6= 0, et d’après ces équations nous obtenons
que Aψ−11 (v1) −Mcφ−11 (w1) = 0 mod q. Donc x′k = ψ−11 (v1) est un secret valide
pour yk =Mcφ−11 (w1) avec k ∈ [c] (autrement dit yk = Ax′k mod q).
Maintenant nous allons montrer que la clé extraite est différente de la clé gé-
néré par A avec une probabilité au moins égale à 1/2. Pour montrer cela nous
rappelons que d’après le Lemme 1.6 il existe un autre secret valide pour yk avec
une probabilité proche de un. Nous savons aussi que le protocole est à témoins
indistinguable, ce qui implique que la clé x′k extraite grâce à l’attaquant P˜ est in-
dépendante de celle qui pourrait être utilisé parA durant la phase d’apprentissage.
Par conséquent, A obtient s = xk − x′k ∈ {−1, 0, 1}m, tel que As = 0 mod q
et ‖s‖2 ≤
√
m. A retourne le vecteur s comme solution au problème SISn,q,m,√m
défini par la matrice A.
Maintenant nous montrons que le tableau ci-dessus contient deux lignes qui
correspondent à (α1, α2). D’après la première partie de la preuve, nous savons que
P˜ peut répondre correctement à q + 1 challenges parmi 2q. Donc si P˜ répond à
q + 2 challenges, alors en utilisant le principe des tiroirs nous avons qu’au pire cas
il y a q réponses égales à 1 dans la colonne b = 0 et au moins deux réponses égales
à 1 dans la colonnes de b = 1.
D’après la Proposition 1.4, nous avons que la propriété de témoin indistin-
guable est préservée dans le cas d’exécution parallèle. Par conséquent le protocole
peut être exécuté t = ω(log n) fois en parallèle pour obtenir une faible probabilité
de fraude.
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3.1.3.4 Coût et complexité
Dans cette section nous examinons la complexité de notre schéma d’identifica-
tion de cercle et la comparons au schéma de Kawachi et al.
Tout d’abord nous rappelons que la probabilité de triche (coté prouveur) pour
chaque protocole a un impact direct sur le coût total de communication. Pour avoir
une probabilité de triche au dessous de 1
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avec δ le nombre d’instances nécessaire. On en déduit qu’il faut 28 instances pour
le schéma de Kawachi et al., tandis qu’il faut 17 instances pour notre protocole.
Pour calculer le coût de communication des deux protocoles, nous supposons
que le prouveur et le vérificateur partagent un générateur aléatoire. Par consé-
quent, lorsque un vecteur aléatoire doit être envoyé par le prouveur au vérificateur,
le premier envoie seulement la graine (seed) qui permet de l’obtenir à partir du gé-
nérateur aléatoire. Dans les schémas que nous souhaitons comparer, ceci concerne
les vecteurs qui représentent les permutations et les vecteurs qui permettent de vé-
rifier un engagement (ces derniers, d’après la section 1.5.1.4, sont dans {0, 1}m/2).
Nous notons le nombre de bits dans une graine par |seed|.
Dans la suite, nous calculons le coût de communication dans le pire cas, c’est-à-
dire dans le cas où le challenge du vérificateur est égal à 1 dans les deux protocoles.
C’est l’échange le plus coûteux pour les deux protocoles.
— Pour le protocole de Kawachi et al., la transcription est de la forme sui-
vante :
((c1, c2, c3); ch; (s,w, r2, r3))
avec pour i ∈ [3], ci ∈ Znq , s ∈ {−1, 0, 1}m+ℓ, w ∈ Zm+ℓq et r2, r3 deux vec-
teurs aléatoires nécessaires pour la vérification de C2 et C3 respectivement.
Par conséquent le coût de cette transcription en bits est
3× n log q + (m+ ℓ) log q + (m+ ℓ) + 2× |seed|.
— Pour notre protocole, la transcription est de la forme suivante :
((c0, c1);α; (g, g
′); b; (w,v, r1)
avec c0, c1 ∈ Znq , α ∈ Zq, (g, g′) ∈ Zℓq × Zmq , (w,v) ∈ {0, 1}ℓ × {0, 1}m et r1
un vecteur aléatoire nécessaire pour la vérification de c2. Par conséquent le
coût de cette transcription en bits est
2× n log q + log q + (m+ ℓ) log q + (m+ ℓ) + |seed|.
Notre protocole peut être effectué avec 17 instances au lieu de 28 pour le schéma
de Kawachi et al. et nous avons approximativement (n−1) log q bits en moins pour
chaque instance.
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3.2 Schémas d’identification de cercle à seuil
Dans cette section, nous nous intéressons à la généralisation de notre schéma
d’identification de cercle présenté dans la section 3.1.3. Nous construisons un pro-
tocole d’identification interactif qui permet à t parmi N utilisateurs de collaborer
ensemble pour s’identifier auprès d’un vérificateur d’une manière anonyme. Le cas
t = 1 correspond, bien évidemment, à un schéma d’identification de cercle.
3.2.1 Définition
Soient t, N deux entiers tels que t < N et U, P deux ensembles tels que U =
[N ], P ⊂ U de taille égale à t. On considère qu’il existe une bijection entre les
éléments de U et les utilisateurs dans le protocole (chaque entier i correspond à un
utilisateur i identifié par une paire de clés (pki, ski)). Pour simplifier les notations
nous considérons que l’ensemble P consiste en les t premiers utilisateurs de U ,
c’est-à-dire que P = {1, · · · , t} = [t].
Schéma d’identification de cercle à seuil. Un schéma d’identification de cercle
à seuil consiste en un triplet d’algorithmes (RS−init, RS−gen, (L↔ V)) :
param ← RS−init(1n) : RS−init est un algorithme probabiliste polynomial
d’initialisation, il prend en entrée un paramètre de sécurité 1n et retourne
un paramètre public param.
(pki, ski)← RS−gen(param, i) : RS−gen est un algorithme probabiliste polyno-
mial qui prend en entrée le paramètre param et un entier i et retourne une
paire de clés (pki, ski).
(L↔ V) : est un protocole interactif entre un leader L élu parmi un ensemble
P contenant t prouveurs et un vérificateur V. Les deux protagonistes ont
comme paramètres partagés le paramètre public param et l’ensemble des
clés publiques de tout les utilisateurs. A la fin de l’interaction, le vérificateur
retourne desc ∈ {0, 1}, qui vaut 1 si ce dernier accepte et 0 s’il rejette.
3.2.2 Sécurité
Nous proposons un schéma d’identification de cercle à seuil qui est basé sur
une preuve de connaissance sans divulgation. Il permet à t parmi N prouveur de
s’identifier auprès d’un vérificateur d’une manière anonyme.
Preuve de connaissance sans divulgation : Nous montrons que la preuve de
connaissance sous-jacente à notre protocole est une preuve de connaissance qu’un
leader L connait un ensemble de t secrets différents. Nous prouvons que le pro-
tocole ne divulgue aucune information sur l’ensemble des secrets pendant son
exécution.
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Anonymat : L’anonymat permet de s’assurer que l’on ne peut pas connaître les
identités des prouveurs à partir de leurs transcriptions quand ils exécutent le pro-
tocole.
Nous introduisons une définition analogue à la définition d’anonymat pour les
schémas d’identification de cercle (voir Définition 3.3 pour plus de détails). Par
conséquent, un schéma d’identification de cercle à seuil est anonyme contre la
révélation totale des clés si tout attaquant ne peut pas distinguer entre deux en-
sembles distincts de t prouveurs parmi N en regardant leurs transcriptions. Nous
donnons une formalisation de cette notion dans la définition suivante.
Définition 3.4. Soit un schéma d’identification de cercle défini par les algorithmes
(RS−init, RS−gen, (L ↔ V)). On considère le jeu suivant entre un challengeur C et
un attaquant A.
Phase de préparation : Soit n le paramètre de sécurité. Le challengeur envoie à
l’attaquant (1n, param← RS−init(1n)).
Phase de challenge : Dans cette phaseA envoie à C un challenge (R = {yi}i∈[N ],
S0 = (ski1 , · · · , skit), S1 = (skj1 , · · · , skjt)) comme challenge au challengeur
C, avec S0, S1 deux ensembles distincts des clés secrètes valides, tels que leurs
clés publiques correspondantes sont dans l’ensemble R. Ensuite le challengeur
choisit un bit aléatoire b ∈ {0, 1} et il exécute le protocole avec l’attaquant, qui
joue le rôle d’un vérificateur, en utilisant les clés secrètes dans l’ensemble Sb.
Finalement l’attaquant retourne un bit b′ et il gagne le jeu si b′ = b.
Un schéma d’identification de cercle à seuil satisfait la propriété d’anonymat contre
la révélation totale des clés si la probabilité qu’un attaquant puisse gagner ce jeu est
négligeable en le paramètre de sécurité n.
3.2.3 Schéma de Cayrel-Lindner-Rückert-Silva
Dans cette partie, nous décrivons un schéma d’identification de cercle à seuil
proposé par Cayrel, Lindner, Rückert et Silva [CLRS10b], que nous nommons
TCLRS. Ce schéma se base sur le schéma d’identification en cinq passes CLRS
(voir Annexe A) proposé par les mêmes auteurs en 2010 [CLRS10a].
Description. Soient n un paramètre de sécurité et q,m deux entiers qui dépendent
de n. Chaque utilisateur i ∈ U possède une paire de clés (pki, ski) = (Ai,xi) avec
Ai ∈ Zn×(m+1)q , xi ∈ {0, 1}m+1, wH(xi) = m/2 + 1 et Aixi = 0 mod q. Avant
d’exécuter le protocole, les t prouveurs dans P se mettent d’accord sur un leader
L parmi eux.
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En utilisant le protocole interactif suivant, le vérificateur V obtient une preuve
que t utilisateurs de l’ensemble U ont participé à la génération d’un vecteur x ∈
{0, 1}N(m+1) tel que Ax = 0 mod q et wH(x) = t(m/2 + 1). Nous rappelons briève-
ment deux types de permutations de blocs utilisées dans le protocole. Soient n,M
deux entiers, on a :
— une permutation constante de n-blocs est une permutation Φ qui permute
M blocs de taille n par bloc.
— une permutation de n-blocs Π est définie par la composition de deux per-
mutation Φ et π que nous notons par Π = Φ ◦ π, avec π = (π1, · · · , πM) telle
que πi ∈ Sn pour tout i ∈ [n] et Φ est une permutation constante de n-blocs.
(L ↔ V) : Les paramètres en commun entre le leader et le vérificateur sont
la matrice A et une constante égale à m/2 + 1 qui représente le poids de
Hamming de chaque clé secrète.
1. [Étape d’engagement]
— Chaque prouveur i dans l’ensemble P , choisi πi ← Sm+1, ui ← Zm+1q
et il envoie c0,i et c1,i à L tels que :
c0,i ← COM(πi‖Aiui), c1,i ← COM(πi(ui)‖πi(xi)).
— Pour i ∈ U \ P , le leader L fait la même chose mais avec xi ← 0.
— L choisit une permutation constante aléatoire Φ de n-blocs sur N
blocs.
— L calcule les engagements
C0 = COM(Φ‖c0,1‖ · · · ‖c0,N) et C1 = COM(Φ(c1,1, · · · , c1,N)) et les
envoie à V.
2. [Étape de challenge] V choisit α ← Zq et l’envoie à L. A son tour L
envoie α à tous les prouveurs de l’ensemble P .
3. [Étape de réponse]
— Chaque prouveur de l’ensemble P , calcule gi ← πi(ui + αxi)
— Pour i ∈ U \ P , le leader fait la même chose mais avec xi ← 0.
— L envoie c = Φ(g1, · · · , gN) à V.
4. [Étape de challenge] V choisit b ← {0, 1} et l’envoie à L. A son tour L
l’envoie à tous les prouveurs de l’ensemble P .
5. [Étape de réponse]
— Si b = 0, alors
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— Chaque prouveur i dans P envoie πi à L.
— Soit π = (π1, · · · , πN).
— L envoie Π = Φ ◦ π à V.
— V vérifie que Π est bien une permutation par blocs et que C0 =
COM(Φ‖AΠ−1(c)).
— Si b = 1, alors
— Chaque prouveur i dans P envoie πi(xi) à L.
— Soit Π(x) = Φ(π1(x1), · · · , πN(xN)).
— L envoie Π(x) à V.
— V vérifie si Π(x) ∈ {0, 1}N×(m+1), wH(x) = t(m/2 + 1) et que
C1 = COM(c− αΠ(x)‖Π(x)).
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
Nous renvoyons le lecteur à [CLRS10b] pour le détail des preuves de sécurité.
3.2.4 Notre schéma d’identification de cercle à seuil
3.2.4.1 Aperçu
Soit U un cercle deN membres dont t utilisateurs veulent s’identifier d’une ma-
nière collective et anonyme auprès d’un vérificateur V. Chaque utilisateur i utilise
l’algorithme de génération des clés RS−gen (voir la section 3.2.4.2) pour obtenir
une paire de clés (pki, ski) = (yi,xi). Une clé publique des utilisateurs consiste
en la matrice A, l’ensemble des clés publiques {y1, · · · ,yN} et un entier fixe qui
représente le poids de Hamming de la clé secrète des utilisateurs. Une information
secrète est partagée entre les t prouveurs qui consiste en une permutation Σ de
l’ensemble [N ] choisie au début par un leader L parmi l’ensemble des prouveurs.
L’idée principale de notre protocole est que chacun des t prouveurs calcule une
instance du schéma d’identification de cercle (voir section 3.1.3.2) en utilisant
comme entrée les matricesA etM (avecM = [y1‖ · · · ‖yN ]), sa propre clé secrète
et la permutation Σ. Le leader L est chargé de collecter les résultats, y compris le
sien, et d’exécuter par la suite un protocole interactif avec le vérificateur V.
La propriété d’anonymat est héritée du schéma de base. En effet, notre proto-
cole n’est qu’une combinaison de t instances du schéma d’identification de cercle.
Afin de montrer au vérificateur que exactement t prouveurs ont participé dans
l’interaction, nous avons rajouté un test supplémentaire pendant la phase de véri-
fication. L’idée est très simple, le leader doit montrer que les vecteurs ei (ce sont
les vecteurs qui permettent l’identification d’un prouveur via sa clé publique yi)
utilisés dans le protocole sont différents. Par conséquent, le vérificateur vérifie si
pour tout i ∈ [t],wi = Σ(ei) est un vecteur dans {0, 1}N et que wH(
∑t
i=1wi) = t.
La preuve de connaissance donnée par L consiste en un ensemble S = {(si, zi)}i∈[t]
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qui satisfait les propriétés suivantes :
— avec pour i ∈ [t], (si, zi) ∈ {0, 1}m× ∈ {0, 1}N et wH(si) = m/2, wH(zi) = 1
— Asi −Mzi = 0 mod q.
— wH(
∑
i zi) = t.
Par conséquent n’importe quel ensemble de t prouveurs honnêtes qui exécutent le
protocole satisfait ces propriétés.
3.2.4.2 Description
Nous utilisons les mêmes définitions que le schéma TCLRS pour les ensembles
U et P . Soient n le paramètre de sécurité et q,m deux entiers tels que q = poly(n)
et m ≥ 10n log q.
A ← RS−init(1n) : Étant donné un paramètre de sécurité n. Choisir une ma-
trice A ∈ Zn×mq d’une façon uniformément aléatoire.
(yi,xi) ← RS−gen(A, i) : Étant donnés une matrice A et un entier i cor-
respondant à l’indice de l’utilisateur dans U , choisir une paire de clés en
utilisant la procédure suivante :
— Soit xi ← {0, 1}m, tel que wH(xi) = m/2.
— Soit yi = Axi mod q.
(L ↔ V) : Les paramètres en commun entre le leader et le vérificateur sont
les paramètres publics (A,M ) avecM = [y1‖ · · · ‖yN ].
1. [Étape d’engagement]
— Le leader choisit une permutation Σ ← SN et il l’envoie à tous les
prouveurs dans P .
— Chaque prouveur i dans l’ensemble P , choisit πi ← Sm,ui ← Zmq ,u′i ←
ZNq et il envoie c0,i et c1,i à L tels que :
c0,i ← COM(πi‖Σ‖Aui−Mu′i), c1,i ← COM(πi(ui)‖Σ(u′i)‖πi(xi)‖Σ(ei))
— L calcule les engagements C0 = COM(c0,1‖ · · · ‖c0,t) et C1 = COM(c1,1‖ · · · ‖c1,t).
— L envoie C0 et C1 à V.
2. [Étape de challenge] V choisit α← Zq et l’envoie à L.
3. [Étape de réponse]
— L envoie α à tous les prouveurs dans P .
— Chaque prouveur dans l’ensemble P , envoie g et g′ tels que
gi ← πi(ui + αxi), g′i ← Σ(u′i + αei)
— Pour tout i ∈ [t], L envoie ci = gi et di = g′i à V.
4. [Étape de challenge] V choisit b← {0, 1} et l’envoie à L.
5. [Étape de réponse]
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— Si b = 0, alors
— Chaque prouveur i dans P envoie πi à L.
— L envoie, φ = Σ, ψ1 = π1, · · · , ψt = πt à V.
— Pour i ∈ [t],V calcule
ci = COM(ψi‖φ‖Aψ−1i (ci)−Mφ−1(di)).
— V vérifie si C0 = COM(c1‖ · · · ‖ct).
— Si b = 1, alors
— Chaque prouveur i dans P envoie Σ(ei) et πi(xi) à L.
— L envoie, v1 = π1(x1), · · · ,vt = πt(xt) et w1 = Σ(e1), · · · ,wt =
Σ(et) à V.
— Pour i ∈ [t],V calcule
ci = COM(ci − αvi‖di − αwi‖vi‖wi).
— V vérifie si
— pour tout i ∈ [t], vi ∈ {0, 1}m et wH(vi) = m/2,




— C1 = COM(c1‖ · · · ‖ct).
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
Complétude : Si P est un ensemble qui contient que des prouveurs honnêtes, alors
quels que soient les challenges envoyés par le vérificateur, les prouveurs dans P
peuvent toujours lui fournir des réponses qui sont valides. En effet, la connaissance
des valeurs (xi, ei) permet de calculer correctement les valeurs des engagements
c0,i, c1,i ainsi que les valeurs gi, g′i. Pendant la dernière étape : si b = 0, la divul-
gation de toutes les permutations permettra au vérificateur de retrouver l’engage-
ment C0 ; pour le cas b = 1, les prouveurs envoient leurs secrets masqués avec des
permutations qui sont connues uniquement par eux. Ceci permet au vérificateur
de retrouver l’engagement C1 et de vérifier que t clés secrètes différentes ont été
utilisées.
3.2.4.3 Analyse de sécurité
Théorème 3.3 (Sans divulgation). Si le schéma d’engagement satisfait la propriété
d’indistinguabilité (Hiding), alors notre schéma est sans divulgation.
Démonstration. Nous construisons un simulateur S de même style de celui du
schéma d’identification de cercle (voir la preuve du Théorème 3.1). S prend comme
entrées les matrices A etM et a accès à un vérificateur malhonnête V˜ qui fournit
des challenges (α ∈ Zq, b ∈ {0, 1}). Ce simulateur retourne une distribution sta-
tistiquement proche de la vue d’un vérificateur honnête V lorsque il interagit avec
un leader honnête L.
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Le simulateur doit deviner le challenge b, avant d’interagir avec V˜, nous suppo-
sons que S devine correctement le challenge :
— Si b = 0, le simulateur choisit au hasard un ensemble T de cardinal t tel
que T := {yi1 , · · · ,yit} ⊂ {yi}i∈[N ], ensuite il calcule s1, · · · , st tels que
pour tout j ∈ [t], Asj = yij mod q. Le simulateur construit les vecteurs
ei1 , eit qui correspondent au vecteur de l’ensemble T . Puis il calcule C0, C1
comme dans le protocole en utilisant {(sj, eij)}j∈[t]. Après avoir reçu α de la
part du vérificateur V˜, le simulateur calcule {gi; g′i}i∈[t]. Grâce à la propriété
d’indistinguabilité du schéma d’engagement, nous avons que la distribution
de (C0, C1) est indistinguable de la distribution d’un couple qui aurait pu
être générée par un leader honnête L.
— Si b = 1, le simulateur choisit t vecteurs s1, · · · , st ∈ {0, 1}m différents tels
que wH(si) = m/2 pour i ∈ [t] et t vecteurs e1, · · · , et ∈ {0, 1}ℓ différents
tels que wH(ei) = 1 pour i ∈ [t]. Ensuite il calcule les deux challenges C0
et C1, après la réception de α de la part de V˜, il calcule {gi; g′i}i∈[t] comme
dans le protocole. Nous obtenons une vérification valide pour b = 1.
La probabilité que le simulateur produise une simulation correcte est de 1/2.
Lorsque le simulateur devine correctement le challenge b du vérificateur, il produit
une transcription statistiquement proche d’une interaction réelle entre un leader
L et un vérificateur V. Le simulateur enregistre les valeurs de C0, C1, α, g, g′ et la
réponse au challenge b lorsqu’il devine correctement la valeur de b. Sinon il relance
le vérificateur V˜.
Théorème 3.4 (Preuve de connaissance). Si le schéma d’engagement COM satisfait
la propriété d’engagement (binding), alors notre protocole est une preuve de connais-
sance. En particulier, s’il existe un prouveur malhonnête L˜ (algorithme probabiliste
polynomial) qui convainc le vérificateur du protocole avec probabilité 1/2 + ε, avec
ε = ε(n) > 0 non négligeable, alors il existe un extracteur E (algorithme probabiliste
polynomial) qui retourne un ensemble S = {s1, · · · , st} tel qu’il existe t clés publiques
{yj1 , · · · ,yjt} ⊂ {yi}i∈[N ] avec pour i ∈ [t] :
— si ∈ {0, 1}m et wH(si) = m/2
— Asi = yji mod q.
Démonstration. Soit L˜ un prouveur malhonnête (qui représente un leader mal-
honnête) dans le sens où il ne connait aucune clé secrète valide. Nous montrons
comment construire un extracteur E qui peut calculer t témoins différents en uti-
lisant L˜. L’extracteur joue le rôle d’un vérificateur comme dans le protocole et
interagit avec le prouveur malhonnête L˜. Au début E reçoit (C0, C1) comme en-
gagement de la part de L˜. Ensuite E envoie à L˜, les 2q challenges possibles sur le
même engagement (C0, C1) et il enregistre la transcription obtenue à chaque fois.
Par construction notre protocole est la combinaison de t instances du schéma
d’identification de cercle présenté dans la section 3.1.3. Donc l’attaquant L˜ peut
utiliser les stratégies de triche décrites dans la première partie de la preuve du
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Théorème 3.2, pour réussir à casser le protocole d’identification du cercle à seuil.
Plus précisément, L˜ construit t instances différentes. D’après la même preuve nous
savons que L˜ peut répondre correctement à q+ 1 requêtes parmi 2q, ceci implique
que la probabilité de triche pour un seul tour du protocole est (q + 1)/2q ≈ 1/2
pour q = poly(n).
Supposons que L˜ parvienne à répondre correctement à q+2 requêtes parmi les
2q requêtes possibles envoyées par E , pour un engagement (C0, C1). En utilisant le
principe des tiroirs, nous déduisons que, l’attaquant L˜ peut répondre correctement
pour deux challenges différents (α1, α2) dans la première phase de challenge et
pour n’importe quelle valeur de b dans la deuxième phase de challenge.
Par conséquent, E obtient les transcriptions suivantes :
T1 = {(C0, C1), α1, (c1,i,d1,i; i ∈ [t]), 0, (φ1, ψ1,i; i ∈ [t])} (3.6)
T2 = {(C0, C1), α1, (c1,i,d1,i; i ∈ [t]), 1, (v1,i,w1,i; i ∈ [t])} (3.7)
T3 = {(C0, C1), α2, (c2,i,d2,i; i ∈ [t]), 0, (φ2, ψ2,i; i ∈ [t])} (3.8)
T4 = {(C0, C1), α2, (c2,i,d2,i; i ∈ [t]), 1, (v2,i,w2,i; i ∈ [t])} (3.9)
Puisque chaque transcription représente une exécution valide, E obtient ou
bien deux collisions pour la fonction d’engagement COM ou bien E obtient les
équations suivantes :
a. φ1 = φ2, ∀i ∈ [t];ψ1,i = ψ2,i,
b. ∀i ∈ [t];Aψ−11,i (c1,i)−Mφ−11 (d1,i) = Aψ−12,i (c2,i)−Mφ−12 (d2,i)
c. ∀i ∈ [t]; c1,i − α1v1,i = c2,i − α2v2,i et d1,i − α1w1,i = d2,i − α2w2,i.
d. ∀i ∈ [t];v1,i = v2,i, w1,i = w2,i
e. ∀i ∈ [t];wH(v1,i) = wH(v2,i) = m/2 avec v1,i,v2,i ∈ {0, 1}m.





Où les équations dans (a, b) sont obtenues grâce aux équations (3.6) et (3.8). Les
équations dans (c, d, e, f) sont obtenues grâce aux équations (3.7) et (3.9).
A partir des équations dans (c) nous avons que c2,i = c1,i − α1v1,i + α2v2,i
et d2,i = d1,i − α1w1,i + α2w2,i pour tout i ∈ [t]. En remplaçant c2,i et d2,i dans
l’équation (b), E obtient que pour tout i ∈ [t] :
Aψ−11,i (c1,i)−Mφ−11 (d1,i) = Aψ−11,i (c1,i−α1v1,i+α2v2,i)−Mφ−11 (d1,i−α1w1,i+α2w2,i).
En utilisant les égalités dans (d), ceci implique que pour tout i ∈ [t] :
(α2 − α1)(Aψ−11,i (v1,i)−Mφ−11 (w1,i)) = 0.
Puisque α1 6= α2, nous avons que Aψ−11,i (v1,i) −Mφ−11 (w1,i) = 0 mod q pour tout
i ∈ [t]. Pour tout i ∈ [t], notons par si les vecteurs ψ−11,i (v1,i) d’après les équations
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(e, f), il existe {yj1 , · · · ,yjt} ⊂ {yi}i∈[N ] tel que pour i ∈ [t], Asi − yji = 0 mod q,
si ∈ {0, 1}m et wH(si) = m/2.
Donc si le prouveur L˜ arrive à convaincre E avec une probabilité supérieur ou
égale à q+1
2q
+ ε(n) (avec, ε(n) non négligeable) dans chaque tour du protocole,
alors E peut extraire un ensemble S = {s1, · · · , st} qui satisfait les conditions du
théorème.
Remarque 3.1. Le protocole doit être exécuté t = ω(log n) fois pour obtenir une
faible probabilité de fraude.
Théorème 3.5 (Anonymat). Si le schéma d’engagement satisfait la propriété d’in-
distinguabilité, alors notre schéma vérifie l’anonymat contre la révélation totale des
clés.
Démonstration. En combinant le Théorème 3.3 et la Proposition 1.4, nous obte-
nons que notre schéma est à témoin indistinguable.
Supposons que l’attaquant A envoie (R = {yi}i∈[N ], S0 = (ski1 , · · · , skit),
S1 = (skj1 , · · · , skjt)) comme challenge au challengeur C, avec S0, S1 deux en-
sembles distincts tels que leurs clés publiques correspondantes sont dans l’en-
semble R. Nous montrons que les transcriptions dans les deux cas, c’est-à-dire
lorsque C exécute le protocole avec S0 ou bien S1, sont statistiquement indistin-
guables.
En effet, puisque notre schéma est à témoin indistinguable alors nous avons :
VueA [(C(S0)↔ A(S0‖S1))(R)] ≈S VueA [(C(S1)↔ A(S0‖S1))(R)] .
3.2.4.4 Coût et complexité
Comparaison avec le schéma TCLRS. Dans le schéma TCLRS, une transcription
d’un tour du protocole consiste en :
(C0, C1;α; c = Φ(g1, · · · , gN); b; rpsb),
avec C0, C1 deux vecteurs dans Znq , α ∈ Zq, gi ∈ Zmq pour i ∈ [N ], Φ ∈ SN , b ∈ {0, 1}
et rpsb un ensemble de permutations si b = 0 et N vecteurs dans {0, 1}m si b = 1.
Par conséquent, la taille de la transcription est en O(N) avec (g1, · · · , gN) est la
partie la plus coûteuse de taille N ×m log q bits. D’autre part, pour notre schéma
présenté dans la section 3.2.4.2, une transcription a la forme suivante :
(C0, C1;α; c = (g1, · · · , gt),d = (g′1, · · · , g′t); b; rpsb),
avec C0, C1 deux vecteurs dans Znq , α ∈ Zq, gi ∈ Zmq , g′i ∈ ZNq pour i ∈ [t], b ∈ {0, 1}
et rpsb un ensemble de permutations si b = 0 et t vecteurs dans {0, 1}m de poids
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de Hamming égal à m/2, t vecteurs dans {0, 1}N de poids de Hamming égal à un
dans le cas où b = 1. La partie coûteuse pour notre schéma est le couple (c,d),
avec c de taille t ×m log q bits et d de taille t × N log q bits. Par conséquent nous
obtenons des tailles de communication plus faible que TCLRS si t × N < m tel
que m = 10n log q. En effet nous pouvons choisir un cercle de 100 utilisateurs et
t ∈ [100], avec n = 29 et q = 216 (nous nous référons aux travaux de Rücket et
Schneider [RS10] pour ces valeurs de n et q).
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Conclusion
Dans ce manuscrit, nous avons exposé nos travaux de recherche suivant deux
axes. Le premier axe s’intéresse aux schémas de signature de cercle. Nous avons
ainsi présenté un nouveau schéma de signature de cercle basé sur les réseaux.
Ce schéma est le premier à être basé sur l’approche de la transformation de Fiat-
Shamir. Ceci est intéressant d’un point de vue théorique pour deux raisons. La
première est que c’est l’une des principales approches pour la construction des
schémas de signature classique et que jusqu’à présent il n’y a pas de signature de
cercle basée sur cette transformation. La deuxième raison est que notre schéma
est une transformation du schéma de Lyubashevsky, ce qui implique que nous
n’utilisons pas les fonctions à pré-image échantiollonable ou bien les preuves de
connaissances sans divulgation. Du point de vue de la sécurité, notre démarche a
été la suivante :
— En ce qui concerne l’anonymat, nous avons introduit une nouvelle formali-
sation de la notion d’anonymat pour les schémas de signature de cercle.
Dans le jeu modélisant cette notion, nous donnons l’attaquant la possi-
bilité de générer lui-même les clés secrètes et les paramètres publics du
schéma. À la lumière des résultats récents sur le pourcentage élevé des
paires de clés RSA non sûres [LHA+12], nous trouvons que ce résultat est
une garantie rassurante pour les utilisateurs d’un schéma de signature de
cercle. Nous avons fourni une preuve d’anonymat pour notre schéma sui-
vant cette nouvelle définition d’anonymat. Dans un premier temps, nous
avons montré que si la distance statistique entre deux distributions est né-
gligeable en le paramètre de sécurité, alors le fait qu’un éventuel attaquant
ai donné plusieurs éléments par distribution n’augmentera pas ses chances
pour distinguer entre les deux distributions. Dans un deuxième temps, nous
avons prouvé que si la distance statistique entre les distributions de deux
signatures est négligeable en le paramètre de sécurité, alors le fait qu’un
attaquant ait l’accès aux paramètres publics du schéma ainsi qu’aux clés
publiques des utilisateurs n’augmentera pas la distance statistique. Finale-
ment, nous avons démontré que la distance statistique entre les deux va-
riables aléatoires modélisant deux signatures générées en utilisant notre
schéma de signature est négligeable en le paramètre de sécurité.
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— D’autre part, nous avons donné deux preuves d’inforgeabilité pour notre
schéma. La première preuve consiste en l’inforgeabilité contre les attaques
à sous-cercles choisis. En premier lieu, nous avons donné une preuve d’in-
forgeabilité du schéma de signature LSig09 lorsqu’il est instancié avec une
fonction de hachage ayant nc · mu colonnes. Ensuite, nous avons montré
que s’il existe un attaquant qui peut casser l’inforgeabilité de notre schéma
contre les attaques à sous-cercles choisis en prenant comme challenge une
fonction de hachage ayant nc ·mu colonnes, alors il sera capable de casser
le schéma de signature LSig09 défini avec la même fonction. La deuxième
preuve consiste en l’inforgeabilité contre les attaques de corruption interne.
Tout d’abord, nous avons proposé une version modifiée de notre schéma
afin d’avoir l’inforgeabilité suivant cette notion. Ensuite nous avons donné
une preuve d’anonymat et une analyse de la preuve d’inforgeabilité en nous
inspirant de la preuve dans le cas d’inforgeabilité contre les attaques à sous-
cercles choisis.
Un second axe de recherche a été de concevoir des schémas d’identification
anonymes. Dans un premier temps, nous avons conçu un nouveau schéma d’iden-
tification de cercle et prouvé sa sécurité dans le modèle de sécurité proposé par
Kawachi, Tanaka et Xagawa. Pour l’anonymat, nous avons tout d’abord montré
que notre schéma est à témoin indistinguable. Ensuite, nous avons utilisé la défi-
nition de cette propriété pour montrer que notre schéma vérifie l’anonymat contre
la révélation totale des clés. En ce qui concerne l’usurpation d’identité, nous avons
prouvé que notre schéma est sûr contre l’usurpation d’identité avec des attaques
parallèles à cercle choisi. En comparant les performances de notre schéma à celles
de Kawachi et al., nous avons montré que notre schéma est plus efficace en terme
de communication.
Dans un second temps, nous avons montré que la généralisation de notre
schéma d’identification de cercle permet d’obtenir un schéma d’identification de
cercle à seuil. Notre construction est une amélioration du schéma TCLRS proposé
par Cayrel et al. en 2010. Du point de vue de la sécurité, nous avons montré que
notre schéma permet de donner une preuve qu’un leader L connait un ensemble
t secrets différents parmi N et qu’aucune information supplémentaire sur les se-
crets des utilisateurs n’est divulgué. Notre schéma est anonyme dans le sens où il
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Annexe A
Le schéma d’identification de
Cayrel-Lindner-Rückert-Silva
Description. Soient n le paramètre de sécurité, q et m deux entiers tels que q =
poly(n) et m ≥ 10n log q. La clé secrète du prouveur est un vecteur x ∈ {0, 1}m de
poids de Hamming égal à m/2. La clé publique est un vecteur y lié à la clé secrète
x par l’équation y = Ax mod q, oùA est une matrice connue par les deux parties.
Pendant chaque tour du protocole, le vérificateur examine une propriété parmi
deux que le secret doit satisfaire. Plus précisément, une fois le vérificateur de-
mande la vérification du poids de Hamming de x, il vérifie s’il est bien de poids
égal à m/2. Une autre fois, il demande la vérification de l’équation liant le secret
x à la clé publique y par rapport à la matrice A, c’est-à-dire il examine si le secret
satisfait l’équation y = Ax mod q.
Id−init(1n) : Le même que Id−init dans la section 1.6.3.
Id−keygen(A) : Le même que Id−keygen dans la section 1.6.3.
(P ↔ V) : Les paramètres en commun entre le prouveur et vérificateur sont
(A,y). Le prouveur possède la clé secrète x comme entrée auxiliaire.
1. P choisit π ← Sm, u← Zmq . P envoie c0 et c1 à V tels que
— c0 ← COM(π‖Au)
— c1 ← COM(π(u)‖π(x))
2. V choisit α← Zq et il l’envoie à P.
3. P calcule g = π(u+ αx) et il l’envoie à V.
4. V envoie b← {0, 1}, à P.
5. Si b = 0 alors
P envoie π à V qui vérifie si c0 = COM(π‖Aπ−1(g)− αy).
Si b = 1 alors
P envoie π(x) à V qui vérifie si wH(π(x)) = m/2 et c1 = COM(g −
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απ(x)‖π(x)).
V retourne desc = 1 si les tests sont valides, sinon il retourne desc = 0.
Sécurité. Pour montrer la sécurité contre les attaques parallèles, Cayrel et al. ont
utilisé la technique que Kawachi et al. [KTX08] expliquée dans la section 1.6.3.
Ceci signifie qu’un attaquant qui peut gagner le jeu suivant le modèle de sécurité
contre les attaques parallèles, serait capable de résoudre une instance aléatoire du
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Annexe B
Preuve du Théorème 1.6
B.1 Le lemme de bifurcation général
Lemme B.1 (Lemme 1 dans [BN06]). Soit q ≥ 1 un entier et H un ensemble de
taille h ≥ 2. Soit A un algorithme randomisé qui prend en entrée x, h1, · · · , hq et qui
retourne une paire dont le premier élément est un entier dans ensemble {0, · · · , q}
et le second élément est une sortie latérale. Soit IG un algorithme randomisé qu’on
appelle le générateur d’entrée (input generator). La probabilité d’acceptation de A,
notée acc, est définie par la probabilité que J ≥ 1 dans l’expérience suivante :
x← IG;h1, · · · , hq; (J, σ)← A(x, h1, · · · , hq).
L’algorithme de bifurcation FA associé à A est un algorithme randomisé qui prend x
comme entrée et procède comme suit :
Algorithme FA(x)
1. Choisir aléatoirement une valeur ρ pour A
2. Soient h1, · · · , hq ← H
3. Soit (I, σ)← A(x, h1, · · · , hq; ρ)
4. Si I = 0, alors retourner (0, ε, ε)
5. Soient h′I , · · · , h′q ← H
6. Soit (I ′, σ′)← A(x, h1, · · · , hI−1, h′I , · · · , h′q; ρ)
7. Si (I = I ′ et hI 6= h′I) alors retourner (1, σ, σ′)
8. Sinon retourner (0, ε, ε′)
Soit
frk = Pr [b = 1 : x← IG; (b, σ, σ′)← FA(x)] .
Alors
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B.2 La preuve
On va montrer comment construire l’algorithme B qui utilise l’attaquant F
pour résoudre le problème Col(h,D×), pour une fonction de hachage choisie d’une
manière aléatoire dans l’ensemble H(D, D×,m).
Préparation : Étant donnée une fonction de hachage h ∈ H(D, D×,m), on choisit
une clé secrète sˆ ∈ Dms,c et on calcule h(sˆ) = S. Soient r1, · · · , rqH ← Ds,c avec
q
H
le nombre de fois que l’oracle HL peut être appelé par F durant le jeu. On
choisit deux valeurs aléatoires : bs pour l’oracle de signature et bf pour l’attaquant
F . Ensuite, on initialise B en lui donnant (h, sˆ, bs, bf , r1, · · · , rq
H
). À son tour, B
initialise l’attaquant F en lui donnant la clé publique (h,S) et bf .
Interaction avec les oracles : B répond aux requêtes pour l’oracle aléatoire HL et
aux requêtes pour l’algorithme de signature de la manière suivante.
— Requête pour l’oracle HL : la réponse de B est le premier élément ri dans la
liste (r1, · · · , rq
H
). L’algorithme B, garde une liste avec toutes les requêtes à
l’oracle HL, par conséquent lorsque l’attaquant envoie une deuxième fois la
même requête, B répond avec la même valeur envoyée précédemment.
— Requête de signature : B utilise la clé secrète sˆ et la valeur aléatoire bs pour
générer une signature valide. Pendant la génération de la signature, l’oracle
HL va être sollicité, B utilise les mêmes étapes de la phase de requête pour
l’oracle HL ci-dessus pour donner une réponse ri de la liste (r1, · · · , rq
H
).
Génération de la signature : À un moment donné, F retourne un message µ et sa
signature (zˆ, e) avec une probabilité δ, tels que e = HL(h(zˆ) − Se, µ). B retourne
la même signature que F .
Analyse : On commence par remarquer que si F n’a pas envoyé la requête (h(zˆ)−
Se, µ) à HL, alors la probabilité que F trouve e tel que e = HL(h(zˆ) − Se, µ) est
1/|Ds,c|. Par conséquent, e doit être l’un des ri avec une probabilité 1− 1/|Ds,c|, ce
qui implique que la probabilité de succès de F à casser l’inforgeabilité telle que e
soit l’un des ri est au moins égale à δ − 1/|Ds,c|. Soit j ∈ [qH ] tel que e = rj. Par
conséquent, on a deux possibilités : ou bien rj a été généré durant une requête de
signature, ou il a été généré par une requête directe à l’oracle aléatoire. On laisse
le deuxième cas pour la fin de la preuve.
Supposons que l’algorithme de signature a envoyé une requête de la forme
(h(yˆ′), µ′) à HL. Soient e = rj la réponse de HL et zˆ′ = sˆe + yˆ′ la signature
du message µ′. Donc on a deux cas : soit zˆ′ ∈ Dmz ou zˆ′ /∈ Dmz . Si zˆ′ ∈ Dmz ,
alors l’algorithme a retourné zˆ′, e. Dans ce cas, si F retourne une signature forgée
(µ, zˆ, e), alors soit µ 6= µ′ ou zˆ 6= zˆ′ (ou bien µ 6= µ′ et zˆ 6= zˆ′), parce que sinon
l’attaquant F est en train de retourner des paires message/signature qu’il a déjà
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vu. Si µ 6= µ′, alors on a une collision sur l’oracle HL, parce que
HL(h(zˆ)− Se, µ) = e = HL(h(zˆ′)− Se, µ′) (B.1)
Si µ = µ′, alors forcément zˆ 6= zˆ′ et
HL(h(zˆ)− Se, µ) = e = HL(h(zˆ′)− Se, µ), (B.2)
on a deux cas : h(zˆ)− Se 6= h(zˆ′)− Se ou h(zˆ)− Se = h(zˆ′)− Se. Dans le premier
cas, on obtient une collision sur HL et dans le deuxième cas on a h(zˆ) = h(zˆ′) ce
qui implique une collision sur h. Puisque zˆ, zˆ′ ∈ Dmz ⊂ Dm× , on obtient une solution
pour le problème Col(h,D×). Passons maintenant au cas où zˆ′ /∈ Dmz . Dans ce cas,
l’attaquant F retourne une signature forgée valide (µ, zˆ, e), tels que µ 6= µ′ ou
zˆ 6= zˆ′ (ou bien µ 6= µ′ et zˆ 6= zˆ′), parce que (zˆ′, e) n’est pas une signature du
message µ puisque zˆ′ /∈ Dmz . Dans le cas où µ 6= µ′, d’après l’équation B.1, on
obtient une collision sur HL. De même, si µ = µ′ et zˆ 6= zˆ′, d’après l’équation B.2,
on a une collisions sur HL ou bien une solution pour le problème Col(h,D×). En
effet, on a h(zˆ) = h(zˆ′) de plus on sait que zˆ ∈ Dmz ⊂ Dm× et on a que zˆ′ ∈ Dm× . En
effet,
‖zˆ′‖∞ = ‖sˆrj + yˆ‖∞ ≤ ‖sˆrj‖∞ + ‖yˆ‖∞ ≤
√
n log n+mn1.5 log n.
On remarque qu’après q
H
requêtes à l’oracle aléatoire, la probabilité d’avoir une
collision sur HL est plus petite que qH/|Ds,c|. Par conséquent, la probabilité que F
retourne une signature forgée qui est une solution pour le problème Col(h,D×)
est au moins égale à δ − q
H
/|Ds,c|. Dans la suite, on montre que la probabilité
d’obtenir une solution pour le problème Col(h,D×) lorsque rj est une réponse à
une requête pour l’oracle aléatoire envoyée par F est plus petite que δ− q
H
/|Ds,c|.
Cette nouvelle valeur sera une borne inférieur de la probabilité de succès pour
résoudre le problème Col(h,D×).
Maintenant on s’intéresse au cas où rj est une réponse à une requête pour
l’oracle aléatoire envoyée par F . Dans ce cas, on enregistre la sortie de F qui
correspond au couple message/signature (µ, zˆ, rj). Puis on génère des nouvelles
valeurs r′j, · · · , r′q
H
← Ds,c. Ensuite, on relance l’algorithme B une autre fois mais
avec (h, sˆ, bs, bf , r1, · · · , rj−1, r′j, · · · , r′q
H
). D’après le Lemme B.1, on a que la pro-
babilité que r′j 6= rj et l’attaquant F utilise la réponse de l’oracle aléatoire r′j et la









Par conséquent, avec la probabilité ci-dessus, F retourne une nouvelle signa-
ture (zˆ′, e′) du message µ avec e′ = r′j et h(zˆ
′) − Se′ = h(zˆ) − Se. En utilisant
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les propriétés homomorphes de h et puisqu’on connait la clé secrète sˆ telle que
h(sˆ) = S, on obtient l’équation suivante
h(zˆ− sˆe) = h(zˆ′ − sˆe′). (B.3)
Si zˆ − sˆe = zˆ′ − sˆe′, alors on obtient une collision sur h. On va utiliser le fait
que le schéma de signature satisfait la propriété de témoin indistinguable, pour
montrer que zˆ− sˆe = zˆ′− sˆe′. D’après le Lemme 1.7, il existe une autre clé secrète
possible sˆ′ ∈ Dms,c telle que h(sˆ) = h(sˆ′) et par le Théorème 1.5, on sait que la
probabilité de deviner quelle clé secrète a été utilisée par le signataire est au plus
égale à 1/2 + n−ω(1). Par conséquent, on a que la clé secrète utilisée est différente
de sˆ avec une probabilité 1/2− n−ω(1).
On va montrer que si zˆ− sˆe = zˆ′− sˆe′, alors pour tout sˆ′ 6= sˆ, on aura zˆ− sˆ′e 6=
zˆ′ − sˆ′e′. Ceci se démontre par l’absurde. Supposons que
zˆ− sˆe = zˆ′ − sˆe′ et zˆ− sˆ′e = zˆ′ − sˆ′e′,
en soustrayant les deux équations, on obtient que (sˆ − sˆ′)(e − e′) = 0. Puisqu’on
fait les opérations dans l’anneau D = Zp[x]/ 〈xn + 1〉 qui n’est pas intègre, alors on
ne peut pas en déduire que soit (sˆ− sˆ′) = 0 ou bien (e− e′) = 0. En revanche, on
peut faire la remarque suivante : puisque toutes les coordonnées de sˆ, sˆ′, e et e′ sont
dans {−1, 0, 1}, alors sˆ−sˆ′ et e−e′ ont des coordonnées dans {−2,−1, 0, 1, 2}. Donc
lorsqu’on fait la multiplication de ces polynômes dans l’anneau Z[x]/ 〈xn + 1〉, les
valeurs absolues des coefficients du produit sont inférieures à 4n. Ceci implique
que lorsqu’on passe modulo p = Θ(n4) aucun coefficient du produit ne sera réduit
parce que 4n < p/2. Par conséquent, si le produit (sˆ− sˆ′)(e− e′) est égal à 0 dans
l’anneau Zp[x]/ 〈xn + 1〉 alors il sera égal à 0 dans l’anneau Z[x]/ 〈xn + 1〉. En outre,
on a sait que le polynôme xn + 1 est irréductible dans Z[x], donc Z[x]/ 〈xn + 1〉 est
un anneau intègre et par conséquent soit (sˆ− sˆ′) = 0 ou bien (e− e′) = 0. Puisque
on sait que e 6= e′, alors forcément sˆ = sˆ′ et on obtient une contradiction. Donc
zˆ − sˆe 6= zˆ′ − sˆe′ avec probabilité au moins 1/2 − n−ω(1) et on a une collision
sur h. Pour finir la preuve il suffit de montrer que ‖zˆ − sˆe‖∞ et ‖zˆ′ − sˆe′‖∞ sont
dans l’ensemble Dm× . On sait que les réponses ri de l’oracle HL sont choisies d’une
manière uniformément aléatoire dans Ds,c, donc en utilisant le Lemme 2.5, on
obtient que pour tout ri la norme ‖sˆri‖∞ est au plus égale à
√
n log n avec une
probabilité de 1 − n−ω(1). Ainsi, puisque zˆ, zˆ′ ∈ Dmz alors on a ‖zˆ − sˆe‖∞ , ‖zˆ′ −
sˆe′‖∞ ≤ mn1.5 log n.
Conclusion : L’algorithme B trouve une solution pour le problème de collision lié
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