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Abstract
Many real systems can be represented as networks, and their study
can unveil hidden information and provide an extra insight to our
understanding of the systems. However, finding the right model
for a system is a challenging and fundamental task, as the use of a
biased or approximated model can lead to wrongful conclusions.
In this thesis we focus on maximum entropy network models. In
particular, we focus on bipartite networks, that are networks in
which there are two types of nodes and interactions are allowed
only between two nodes of different type. In the first part of
the thesis, we describe a new algorithm for the computation of
maximum entropy models and we introduce a Python package
we developed implementing it. In the second part of the thesis,
we show how maximum entropy models can be used to analyse
various types of real-world systems. In three separate chapters, we
present the application of maximum entropy bipartite networks
methods to financial, ecological and social systems. For every
application, we are able to find non-trivial insights using our
novel methods, showing that the maximum entropy bipartite
configuration model can be the standard tool used to analyze




Nowadays, the use of network models for the study of real-world systems
is widespread and settled in virtually every discipline [4, 5], including eco-
nomics [6, 7, 8], epidemiology [9], biology [10] and many more. With such
a broad audience, it is important to develop network methods which can
be adapted to every situation, can be available to be used easily and can be
scalable to large datasets.
Analysing a network often means trying to highlight peculiar features of
it. With this goal, a statistical benchmark is needed. The use of benchmarks
for the study of real networks dates back to more than 60 years ago now, with
the introduction of the Erdös-Rényi random graph [11]. This kind of graph
took into account the number of links in a network, generating an ensemble
of networks with an average number of links equal to the desired number.
This way, many features of graphs such as its connectivity, diameter and more
could be compared to the ensemble of networks with, on average, the same
number of links. While this is certainly useful in many situations, it considers
all nodes and links without distinguishing any of their features. Soon there
was the need to account for the qualitative differences of nodes in the network.
For instance, nodes of different kinds that interact differently with each other
can be modeled by stochastic block models, introduced in 1983 [12]. Another
example is given by the preferential attachment model, originally introduced
as a model for replicating papers and citations growing over time [13] and
1
that was later revised by Barabási and Albert [14] for the important feature of
reproducing the scale-free property of the degree distributions often found in
real graphs.
The degree distribution of the networks was more and more studied as it
is interesting to understand which properties of networks are depending on
it and which are not. Moreover, real networks often present different kinds of
degree distributions according to what they represent, and some properties
are effectively showing on networks with power-law degree distributions
while the same properties do not appear in network with different kinds of
distributions [9, 15]. For such reasons, it became common to compare real
networks with configuration models, i.e. the class of null models that replicate
the degree sequence of graphs.
Many types of network null models have been proposed since, and re-
cently exponential random graphs have been introduced and studied [16, 17,
18]. This family of null models is increasingly popular due to the guarantee
that the randomization of the network is maximal and unbiased, as the rel-
ative probability distribution can be obtained via the maximization of the
Shannon entropy, representing in information theory the average informa-
tion brought by any graph in the ensemble. This is also analogous to the
maximization of Gibbs’ entropy in statistical mechanics, and the resulting
probability distribution is the same as the canonical randomization of a sys-
tem of particles in thermal equilibrium with a thermal reservoir at a fixed
temperature.
Many different models can be written with the exponential random graphs
framework depending on the information that is meant to be discounted.
One of the models that was introduced is the bipartite configuration model
[19, 20], that is the maximum entropy configuration model for bipartite net-
works. In a bipartite network, nodes are divided in two disjoint classes and
links are present between them. Such simple structure has been adopted
in several fields in order to represent many different phenomena. Some ex-
amples of bipartite networks are mutualistic networks in ecology, such as
plants-pollinators networks, financial systems made by companies and assets,
metabolic networks joining metabolites and metabolic reactions, users-posts
networks in social networks and many more.
2
In this thesis, we present four different works on bipartite networks. We
show how the probabilities of the maximum entropy configuration model can
be fast calculated by providing a theoretical framework for the resolution of
the underlying equations and how we implemented this method in a Python
algorithm. We then show how it can be used to efficiently and optimally
analyse different systems in three separate works involving various topics.
In the first part (chapter 2) of the thesis, we will describe the algorithm that
enables a fast computation of the maximum entropy bipartite configuration
model and the theoretical framework behind it. We will test the performance
of the algorithm on various real-world networks and present the other meth-
ods that will be used later on in the manuscript. This chapter will be mostly
methodological and illustrate our work in the resolution of computational
challenges behind the methods used.
The second part of the thesis will present the possible uses of the BiCM
package to real-world systems, with three applications:
1. Economic systems: in chapter 3, we analyse the export activity of Colom-
bian firms via the analysis of the bipartite firms-products network. We
are able to project the network on one layer via a statistical validation
that uses the BiCM link probabilities. This is a first straightforward
application of the BiCM to introduce the functionalities of the model.
2. Ecological systems: in chapter 4 we use the BiCM to measure the sta-
tistical significance of the nestedness of a system and compare it with
the statistical significance of nestedness measured with a fixed-degree
configuration model. This chapter highlights the importance of carefully
choosing the null model, and that even maximum entropy models must
be used with care in some applications. It is well known that in theory,
microcanonical and canonical ensembles are thermodinamically differ-
ent [21], and we provide an example in which the maximum entropy
configuration model generates a canonical ensemble that has an intrinsic
bias towards some nestedness measures, whereas the microcanonical
configuration model ensemble does not have it.
3. Social systems: in chapter 5 we show how the BiCM can be employed in
the analysis of large scale networks. We are able to find a structure of
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social bots in Twitter datasets intervening on the Brexit debate. This part
will show that maximum entropy configuration models can be scalable
and are able to efficiently model systems of hundreds of thousands of
nodes.
1.1 Basic notation and methods
In this section we will describe the basic methods and set the notation that
will be used in the following chapters.
Definition 1.1 A graph or network G is a couple (V,E) where V = {1, ..., N} is a
collection of vertices (or nodes) and E is a collection of edges (or links) (i, j) ∈ V ×V .
In the thesis we will often refer to graphs when dealing with theoretical
concepts and to networks when talking about applications and real-world
systems.
Definition 1.2 The adjacency matrix of a graph G is a matrix A ∈ {0, 1}N×N
where aij = 1 if (i, j) ∈ E, aij = 0 otherwise.
Definition 1.3 A bipartite graph GBi is a graph where V is a disjoint union of
two sets called layers V = R⊔C, R∩C = ∅ and E is a collection of edges (or links)
(i, α) ∈ R× C.
Definition 1.3 means that a bipartite graphs contains two different kind
of nodes and the links exist only between nodes of different kinds. The two
layers R and C of the bipartite graphs are called with these letters to remind
of the rows and columns of the biadjacency matrix representation:
Definition 1.4 The biadjacency matrix of a bipartite graph GBi is a matrix B ∈
{0, 1}NR×NC where biα = 1 if (i, α) ∈ E, biα = 0 otherwise.
Note that the biadjacency matrix is not necessarily a square matrix. We
usually refer to the rows’ nodes with i or j and to the columns’ nodes with α
or β.
Definition 1.5 The degree d of a node is the number of of nodes that share a link




In the case of bipartite networks we use two different letters for the degrees







This Chapter is based on the work [3] by N.Vallarano, M. Bruno, E. Marchese,
G. Trapani, F. Saracco, T. Squartini, G. Cimini, M. Zanon.
We introduce the main network null model that will be used for the
analysis of bipartite networks in the following chapters, the BiCM, and we
will present the algorithms used to solve it. We also describe the statistical
monopartite projection employed in some of the other works of this thesis. We
present a comprehensive Python package that implements these algorithms
and show its efficiency and scalability via numerical simulations.
2.1 Introduction
Graph theory has been famously invented in the 18th century, with the Konigs-
berg’s bridges problem [22]: a real world problem has inspired mathemati-
cians to work on many theoretical challenges on graphs. Then, as graph
theory became more extensively studied, the introduction of random graphs
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made the new stream of research of network science possible. In the last
years, network theory has been widely adopted in several areas of science
[23], studying all sorts of problems that involve interactions among different
actors, such as the diffusion of pathogens and diseases [24, 25, 26], financial
systems and their evolution in time and during shocks [27], opinion dynamics
[28] and many more.
In this scenario, because of common questions arising from the new use of
data across all disciplines, two basic questions have emerged [29]: 1) measur-
ing the statistical significance of the network measures that are employed in
the respective studies, such as community structure, assortativity, clustering
coefficient and so on, 2) reconstructing a network given only partial infor-
mation available, as can often be the case, with the best expected precision
possible. For both questions, there is a much needed employment of statistical
benchmarks, that are synthetic configurations that are randomly built starting
from partial network properties such as the number of links or the degrees,
with these network properties being called constraints.
There are currently two main strategies to randomize networks to provide
a statistical benchmark. The first approach relies on generating artificial
networks that satisfy a targeted constraint identically to the observed network,
e.g. by having the exact same number of links, and it is called microcanonical
[30, 31, 32, 33]. The second approach consists in generating an ensemble of
configurations that satisfy the targeted constraint on average. This means
that the networks that belong to this ensemble do not necessarily satisfy the
targeted constraint exactly, but the average on the ensemble corresponds
exactly to the value of the constraint observed in the network to randomize.
For instance, if the constraint is the number of links, the networks do not
necessarily have the same number of links, but the average on all allowed
configurations is equal to the number of links of the observed network. This
approach is called canonical [18, 4, 34, 35, 36]. The canonical approach has the
non-trivial advantage of allowing to determine the probability of a particular
configuration analytically, as a function of the targeted constraints.
Exponential Random Graph Models (ERGMs, [37]) are implicitly canonical.
The theoretical framework of the ERGMs comes from statistical physics, and
in particular from Gibbs’ formulation of statistical mechanics. It is based on
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the maximum entropy principle, that states that the probability distribution
that is maximally unbiased is the one that maximizes the Shannon entropy
[38]. For this reason, the ERGMs play a pivotal role in solving the previously
stated problems: they are a perfect unbiased benchmark to check the statistical
significance of a measure of a network, and they naturally yield the most
likely configurations of a network given only partial information.
The main issue of these kind of models, up until this point, is that one has
to determine not only the shape of the targeted probability distribution, but
also the actual parameters. This can be done applying a maximum likelihood
principle, meaning that the observed network will be maximally likely to be
sampled from the distribution. Solving the maximum likelihood problem
though translates to solving O(N) coupled nonlinear equations, where N
is the number of nodes in a network. This procedure can create issues of
scalability, since finding a solution to the equations will be computationally
costly for systems of large size and can be slow or inaccurate.
This work aims at solving this issues by comparing algorithms that can
solve the systems of equations of the ERGMs. We focus on the bipartite case,
in which the Bipartite Configuration Model (BiCM) [19] is the current state of
the art for canonical models for bipartite networks. We compare three iterative
algorithms: Newton’s method, a quasi-Newton method and a fixed-point
algorithm [39, 40] and we provide a Python package that efficiently solves the
BiCM with the three algorithms.
2.2 Methods
Canonical approaches aim at obtaining the mathematical expression for the
probability of a generic configuration, G, as a function of the observed con-
straints: ERGMs realize this by maximizing the Shannon entropy [18, 4]. Here
we describe the theoretical framework of ERGMs and our proposed algorithm,
as well as the statistical one-mode projection that can be realized using the
model we describe.
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2.2.1 The Maximum Entropy Principle
Generally speaking, the problem to be solved in order to find the functional







P (G)Ci(G) =⟨Ci⟩, i = 0 . . .M (2.1b)
where Shannon entropy reads
S[P ] = −
∑︂
G
P (G) lnP (G) (2.2)
and C⃗(G) is the vector of constraints representing the information defining
the benchmark itself (notice that C0 encodes the normalization condition).
The solution to the problem above can be found by maximizing the Lagrangian
function








P (G)Ci(G) + ⟨Ci⟩
]︄
(2.3)
with respect to P (G). As a result one obtains




with H(G, θ⃗) = θ⃗ · C⃗(G) =
∑︁M
i=1 θiCi(G) representing the Hamiltonian,
i.e. the function summing up the proper, imposed constraints and Z(θ⃗) =∑︁
G P (G) =
∑︁
G e
−H(G,θ⃗) representing the partition function, ensuring that
P (G) is properly normalized. Constraints play a pivotal role, either repre-
senting the information to filter, in order to assess the significance of certain
quantities, or the only available one, in order to reconstruct the inaccessible
details of a given configuration.
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Maximum Entropy Principle 





Figure 1: Graphical visualization of how the MEP and the MLP work. While
the MEP allows the functional form of a probability distribution to be deter-
mined analytically, the MLP provides the recipe to numerically determine the
parameters defining it.
2.2.2 The Maximum Likelihood Principle
The formalism above is perfectly general; however, it can be instantiated to
study an empirical network configuration, say G∗. In this case, the Lagrange
multipliers ‘acting’ as unknown parameters in eq. (2.4) can be numerically
estimated by maximizing the associated likelihood function [41, 18]. The
latter is defined as
L (θ⃗) ≡ lnP (G∗|θ⃗) = −H(G∗, θ⃗)− lnZ(θ⃗) (2.5)
and must be maximized with respect to the vector θ⃗. Remarkably, when-
ever the probability distribution is exponential (as the one deriving from the
















= −Ci(G∗) + ⟨Ci⟩ = 0, i = 1 . . .M
(2.7)
and leading to the system of equations
∇L (θ⃗) = 0⃗ =⇒ C⃗(G∗) = ⟨C⃗⟩ (2.8)
to be solved. These conditions, however, are sufficient to characterize a
maximum only if L (θ⃗) is concave. This is indeed the case, as we prove by
noticing that









= −Cov[Ci, Cj ], i, j = 1 . . .M (2.9)
i.e. that the Hessian matrix, H, of our likelihood function is ‘minus’ the covari-
ance matrix of the constraints, hence negative semidefinite by definition. The
fourth passage is an example of the well-known fluctuation-response relation
[37].
2.2.3 Combining the MEP and the MLP principles
The MEP and the MLP encode two different prescriptions aiming, respec-
tively, at determining the functional form of a probability distribution and
its numerical value. In optimization theory, the problem (2.1) is known as
primal problem: upon noticing that the Shannon entropy is concave, while
the imposed constraints are linear in P (G), one concludes that the primal
problem is convex (it is easy to see this, by rewriting it as a minimization
problem for −S[P ]).
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As convexity implies strong duality, we can, equivalently, consider an
alternative version of the problem to optimize, know as dual problem. In order
to define it, let us consider the Lagrangian function












where, now, the generic expectation of the i-th constraint, ⟨Ci⟩, has been
replaced by the corresponding empirical value, Ci(G∗). As the dual function
is given by
P (G∗|θ⃗) ≡ argmax
P
L(P, θ⃗), (2.11)





−L(P (θ⃗), θ⃗) (2.12)
which is a convex problem by construction; this is readily seen by substituting
eq. (2.4) into eq. (2.10), operation that leads to the expression
−L(P (θ⃗), θ⃗) = −θ⃗ · C⃗(G∗)− lnZ(θ⃗) = L (θ⃗), (2.13)
i.e. the likelihood function introduced in eq. (2.5). In other words, eq. (2.12)
combines the MEP and the MLP into a unique optimization step whose score
function becomes the Lagrangian function defined in eq. (2.10).
2.2.4 Optimization algorithms for non-linear problems
In general, the optimization problem defined in eq. (2.12) cannot be solved
analytically, whence the need to resort to numerical methods. For an exhaus-
tive review on numerical methods for optimization we refer the interested
reader to [42, 43]: in the following, we present only the concepts that are of





is a Nonlinear Programming Problem (NLP). In order to solve it numerically,
we will adopt a Sequential Quadratic Programming (SQP) approach. Starting
from an initial guess θ⃗
(0)
, SQP solves eq. (2.14) by iteratively updating the







i , i = 1 . . .M (2.15)



















ij ∆θj = 0, i = 1 . . .M (2.17)






The stepsize α ∈ (0, 1] is selected to ensure that L (θ⃗
(n+1)
) > L (θ⃗
(n)
) via






) < L (θ⃗
(n)
) + γα∇L (θ⃗)C∆θ⃗, (2.19)
is violated, we set α ← βα (γ ∈ (0, 0.5] and β ∈ (0, 1) are the parameters of
the algorithm). On the other hand, the term H(n) can be selected according to
a variety of methods. In the present contribution we focus on the following
three ones.
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Newton’s method. One speaks of Newton’s method in case H(n) is chosen
to be
H(n) = ∇2L (θ⃗
(n)
) + ∆H(n) (2.20)
where∇2L (θ⃗) is the Hessian matrix of the likelihood function and the term
∆H(n) is typically selected as small as possible in order to avoid slowing
convergence and to ensure that H(n) is negative definite (i.e. ∇2L (θ⃗
(n)
) +
∆H(n) ≺ 0). This choice of H(n) is also referred to as ‘exact Hessian’.
Quasi-Newton methods. Any Hessian approximation which is negative
definite (i.e. satisfying H(n) ≺ 0) yields an ascent direction and guarantees
convergence. Although one may choose to consider the simplest prescription
H(n) = −I, which yields the ‘steepest ascent’ algorithm, here we have opted
for the following recipe, i.e. the purely diagonal version of Newton’s method:
H
(n)




ii < 0, ∀ i and H
(n)
ij = 0, ∀ i ̸= j.
Fixed-point iteration on modified KKT conditions. In addition to the (classes
of) algorithms above, we will also consider an iterative recipe which is con-
structed as a fixed-point iteration on a modified version of the Karush–Kuhn–Tucker
(KKT) conditions, i.e. F(θ⃗) = 0⃗ or, analogously, θ⃗ = G(θ⃗); the iterate can, then,






The condition above will be made explicit, for each network model, in
the corresponding subsection. We also observe that this choice yields a non-
standard SQP method as H(n) is typically not symmetric, for our models.
2.2.5 Application to bipartite graphs: the BiCM
We will now apply the above described algorithm to solve a null model
designed for bipartite, binary, undirected networks (BiBUNs), i.e. the so-
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called Bipartite Configuration Model (BiCM) [19]. These networks are defined
by two distinct layers (say, C and R) and obey the rule that links can exist
only between (and not within) layers: for this reason, they can be compactly
described via a biadjacency matrix B ≡ {biα}i,α whose generic entry biα is 1
if node i belonging to layer R is linked to node α belonging to layer C and 0
otherwise. The constraints defining the BiCM are represented by the degree
sequences {di}i∈R and {kα}α∈C where di =
∑︁
α∈C biα counts the neighbors
of node i (belonging to layer C) and kα =
∑︁
i∈R biα counts the neighbors of
node α (belonging to layer R).
In this case the Hamiltonian reads







and maximizing Shannon entropy leads to the factorized probability dis-
tribution:







where piα = pBiCMiα ≡ e
−γi−βα
1+e−γi−βα
. The canonical ensemble of BiBUNs includes
all networks with, say, NR nodes on one layer, NC nodes on the other layer
and a number of links (connecting nodes of different layers) ranging from
zero to the maximum value NR ·NC.
The BiCM likelihood function reads



















whose first-order optimality conditions read
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Figure 2: Performance of Newton’s, quasi-Newton and the fixed-point algo-
rithm to solve the reduced system of equations defining the BiCM, on a set
of real-world bipartite networks. The x-axes show the basic statistics of the
networks as the total number of nodes, N and the total number of links, L,
before and after the reduction step. All algorithms stop because the condition
||∇L (θ⃗)||2 ≤ 10−8 is satisfied. Only the results corresponding to the best choice
of initial conditions are reported. The networks plotted contain a set of ecological
networks, a set of social networks and a set of economic networks.
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Newton Quasi-Newton Fixed-point
N L c MADE Time (s) MADE Time (s) MADE Time (s)
WTW 95 1277 18947 0.11 1.1 · 10−13 0.0022 3.0 · 10−6 0.012 7.7 · 10−6 0.012
WTW 96 1277 19934 0.12 2.3 · 10−13 0.0023 1.5 · 10−6 0.014 1.1 · 10−4 0.023
WTW 97 1277 20222 0.12 1.7 · 10−13 0.0022 3.5 · 10−6 0.02 2.4 · 10−4 0.013
WTW 98 1277 20614 0.12 2.8 · 10−13 0.0024 1.2 · 10−6 0.015 1.8 · 10−4 0.018
WTW 99 1277 20949 0.13 2.3 · 10−13 0.0024 2.8 · 10−5 0.012 2.1 · 10−4 0.019
WTW 00 1277 21257 0.13 2.3 · 10−13 0.0025 1.3 · 10−6 0.016 2.8 · 10−5 0.018
WTW 01 1277 21326 0.13 1.7 · 10−13 0.0023 3.4 · 10−5 0.015 2.5 · 10−5 0.015
WTW 02 1277 21333 0.13 1.7 · 10−13 0.0024 4.1 · 10−6 0.018 2.1 · 10−4 0.016
WTW 03 1277 21330 0.13 2.8 · 10−13 0.0023 1.1 · 10−6 0.015 4.3 · 10−5 0.014
WTW 04 1277 21479 0.13 1.7 · 10−13 0.0024 2.2 · 10−7 0.018 2.1 · 10−4 0.019
WTW 05 1278 21841 0.13 2.3 · 10−13 0.0024 2.2 · 10−6 0.013 2.3 · 10−4 0.027
WTW 06 1279 21945 0.13 2.3 · 10−13 0.0023 1.3 · 10−5 0.016 2.2 · 10−4 0.012
WTW 07 1279 22036 0.13 2.3 · 10−13 0.0024 2.0 · 10−6 0.017 2.1 · 10−4 0.023
WTW 08 1279 21889 0.13 1.1 · 10−13 0.0023 1.5 · 10−5 0.017 2.5 · 10−4 0.024
WTW 09 1279 21621 0.13 2.3 · 10−13 0.0025 2.1 · 10−6 0.021 2.4 · 10−4 0.018
WTW 10 1279 21010 0.13 2.3 · 10−13 0.0022 1.6 · 10−6 0.015 2.6 · 10−4 0.022
Table 1: Performance of Newton’s, quasi-Newton and the fixed-point algo-
rithm to solve the reduced system of equations defining the BiCM, on a set
of real-world bipartite networks. Basic statistics of the networks such as the
total number of nodes, N = NR + NC, the total number of links, L, and the
connectance, c = L/(NR ·NC), are provided. For all networks, the ratio between
the equations surviving after the reduction and the total number of nodes is
≃ 0.13, meaning the number of equations solved is actually much lower than
the number of nodes of the system. All algorithms stop because the condition
||∇L (θ⃗)||2 ≤ 10−10 is satisfied. For what concerns both accuracy and speed, the
best performing method is Newton’s one, followed by the quasi-Newton and the
fixed-point recipes. Only the results corresponding to the best choice of initial
conditions are reported.





, i ∈ R





, α ∈ C.
(2.25)
Resolution of the BiCM. Newton’s and the quasi-Newton methods can be
implemented by adapting the recipe defined in eq. (2.18) to the bipartite case.
The Hessian matrix for the BiCM is a (NR +NC)× (NR +NC) symmetric
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table that can be further subdivided into four blocks of dimensions NR ×NR,





α∈C piα(1− piα), ∀ i ∈ R
Var[kα] =
∑︁
i∈R piα(1− piα), ∀ α ∈ C
Cov[di, kα] = Cov[kα, di] = piα(1− piα), ∀ i ∈ R,α ∈ C
(2.26)
while Cov[di, dj ] = Cov[kα1 , kα2 ] = 0.
















⎤⎥⎥⎦ ∀ i ∈ R,












⎤⎥⎥⎦ ∀ α ∈ C.
(2.27)
For the initialization, we can employ the value of the solution of the BiCM













∀ α ∈ C. This set of initial conditions has been employed to analyse the per-
formance of the solver, although the algorithm easily converges with random
initial conditions as well.
Reducing the dimensionality of the problem. The presence of nodes with
the same degree on the same layer leads to the appearance of identical equa-


















⎤⎥⎥⎥⎦ , ∀ d
β
(n)













⎤⎥⎥⎥⎦ , ∀ k
(2.28)
where f(d) is the number of nodes, belonging to layer R, whose degree is d
and g(k) is the number of nodes, belonging to layer C, whose degree is k.
Performance testing. The performance of the three algorithms in solving
eqs. (2.28) has been tested on 16 snapshot of the bipartite, binary, undirected
version of the WTW, gathering the country-product export relationships
across the years 1995-2010 [19]. Before commenting on the results of our nu-
merical exercises, let us, first, describe how the latter ones have been carried
out.
The accuracy of each algorithm in reproducing the constraints defining
the BiCM has been quantified via the maximum absolute error metrics that,
now, reads
MADE = max { |d∗1 − ⟨d1⟩| . . . |d∗N − ⟨dN ⟩| ,
|k∗1 − ⟨k1⟩| . . . |k∗M − ⟨kM ⟩|} (2.29)
to account for the degrees of nodes on both layers.
The three different ‘stop criteria’ consist in a condition on the Euclidean
norm of the gradient of the likelihood function, i.e. ||∇L (θ⃗)||2 ≤ 10−10, in
a condition on the Euclidean norm of the vector of differences between the
18
values of the parameters at subsequent iterations, i.e. ||∆θ⃗||2 ≤ 10−10, and a
condition on the maximum number of iterations: after 1000 steps, any of the
three algorithms stops.
The results about the performance of our three algorithms are visible in
Fig 2. Overall, all recipes are accurate, fast and scalable; all methods stop
because the condition on the norm of the likelihood is satisfied.
For what concerns accuracy, the largest maximum error per method spans
an interval (across all configurations) that amounts at MADEreducedNewton ≃ 10−13,




looking at each specific network, it is evident that the most accurate method
is systematically Newton’s one.
For what concerns speed, the amount of time required by each method
to achieve convergence spans an interval (across all configurations) that
is T reducedNewton ≃ 0.0023 (on average), T reducedQuasi-Newton ≃ 0.016 (on average) and
T reducedfixed-point ≃ 0.018 (on average) (time is measured in seconds). The fastest
method is Newton’s one and is followed by the quasi-Newton and the fixed-
point recipes. Overall, the gain in terms of speed due to the reducibility of the
system of equations defining the BiCM is evident: while solving the original
problem would have required handling a system of ≃ 103 equations, the
reduced one is defined by just ≃ 102 distinct equations. Overall, a solution is
always found within thousandths or hundredths of seconds.
The ensemble of BiBUNs can be sampled by implementing a Bernoulli
trial biα ∼ Ber[piα] for any two nodes (belonging to different layers) in either
a sequential or a parallel fashion. The computational complexity of the
sampling process amounts at O(NR ·NC) and can be repeated to generate as
many configurations as desired. The pseudo-code for explicitly sampling the
BiCM ensemble is summed up by Algorithm 3.
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Algorithm 1 Sampling the BiCM ensemble
1: for m = 1 . . . |E| do
2: B = 0;
3: for i = 1 . . . N do
4: for α = 1 . . .M do
5: if RandomUniform[0, 1] ≤ pBiCMiα then
6: biα = 1;
7: else




12: Ensemble[m] = B;
13: end for
2.2.6 The statistical monopartite projection
In order to understand the similarity patterns of the nodes of the same layer
of a bipartite networks, we apply a recently-proposed algorithm to obtain
monopartite representations of bipartite networks [20], also called one-mode
projection. The procedure consists in calculating the similarity between two
nodes for each couple of nodes in one layer, by calculating the number of
common neighbors on the opposite layer and comparing it to a null model
that accounts for the nodes’ degrees. Using the BiCM, we can verify the
statistical significance of the so-computed similarity and validating a link
between the two nodes if their similarity is statistically significant.
In a simple one-mode projection, we can produce a monopartite network
of the nodes of one layer of a bipartite network by calculating the number of
neighbors they share and setting that measurement as the weight of the link







V αij . (2.30)
where we use V αij ≡ biαbjα meaning that V αij = 1 if and only if α shares a
link to both i and j. In our approach, we compute this as a measure of the
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similarity of the nodes.
We then want to compare the measure of the similarity of the nodes to
the similarity that is expected from a null model that accounts for the nodes’
degrees. For this purpose, we use the BiCM as described above in 2.2.5.
The BiCM model allows to treat links as independent random variables,
so the probability of a common neighbor reads P (V αij = 1) = piαpjα. The
distribution of a Vij is then a sum of independent Bernoulli random variables
with different coefficients, resulting in a Poisson-Binomial distribution. We
then measure the statistical significance of the similarity of two nodes i and j
by calculating the p-value of the observed V ∗ij with respect to the so obtained
distribution. To perform this computation, given the large size of our datasets,
we approximate the Poisson-Binomial distribution with a Poisson variable
with the same mean. The error of this approximation is controlled by Le













To validate links, we need to set a threshold that will distinguish the p-
values that are significant from the ones to be disregarded. We apply the False
Discovery Rate (FDR) procedure [47]. With H1, . . . HN different hypotheses
associated to different p-values, the recipe of FDR prescribes to sort the p-





where t is a single-test significance level (we use t = 0.05 unless otherwise
stated). Than we reject all hypotheses Hi such that i < î.
In our case, the procedure validates all links with a corresponding p-value
higher than the threshold found via the FDR.
21
2.3 Discussion and conclusions
The simulations carried out so far have highlighted a number of (stylized)
facts concerning the performance of the three algorithms tested: in what
follows, we will briefly sum them up.
The definition and correct implementation of null models is a crucial
issue in network analysis: the present contribution focuses on the bipartite
configuration model, part of the ERGMs framework. The optimization of the
likelihood function associated to them is, however, still problematic since it
involves the resolution of large systems of coupled, non-linear equations.
Here, we have implemented and compared three algorithms for numerical
optimization, with the aim of finding the one performing best (i.e. being both
accurate and fast) for each model. What emerges from our results is that all
methods we introduce work very well and perform fast on networks of any
scale.
Newton’s method is the one requiring the largest amount of information
per step (in fact, the entire Hessian matrix has to be evaluated at each iteration)
and for this reason the linesearch step can be costly. Anyway, even without
linesearch this method is the most accurate if requiring high precisions. Even
for bipartite networks of large size, the method still performs very well
although the linesearch step becomes increasingly costly.
At the opposite extreme lies the fixed-point algorithm, that from the
simulations is the slowest one but, often, it gets improved by the line search
step. However, fixed-point is also quite unsatisfactory when high precisions
are required.
The performance of the quasi-Newton method often lies in-between the
performances of the two methods above, by achieving a good accuracy that
stands between the ones achieved by the fixed-point and the Newton algo-
rithms, and also requiring a time that is often in between the computation
times of the two other methods. Line search does not perform well with
this method as it can prevent the algorithm to get to a solution due to the
approximated nature of this method.
Overall, all three methods are, anyway, equally viable and very fast even
22
on networks of a large size: the reduction step ensures, due to the power
law-distributed degrees often found in real networks, that large networks can
be reduced significantly and solved efficiently.
Future works concerns the application of the aforementioned numerical
recipes to other network types such as weighted bipartite networks.
The ‘BiCM’ and ‘NEMTROPY’ Python packages. As an additional result,
we release a comprehensive package, coded in Python, that implements the
three aforementioned bipartite network algorithms on all the ERGMs consid-
ered in the present work as well as the statistical monopartite projection. Its
name is ‘BiCM’, as the name of the model implemented, and is downloadable
at github.com/mat701/BiCM. Furthermore, ‘BiCM’ is also part of the package
‘NEMtropy’, an acronym standing for ‘Network Entropy Maximization: a
Toolbox Running On Python’, that contains many more ERGMs models and is
freely downloadable at the following URL: github.com/nicoloval/NEMtropy.
Both packages are installable via the Python package manager pip, simply






This Chapter is based on the publication [1] by M. Bruno, F. Saracco, T. Squar-
tini, M. Dueñas.
In this chapter we study the structure of the exports of Colombian firms.
We take the Custom data from the period 2010-2014 and analyse the bipartite
firms-products networks structure. By comparing the network structure
that we find to the BiCM model randomization, we highlight characteristics
correlations among firms and products and find patterns of specialization
unobserved at the national level.
3.1 Introduction
Exporting activities of countries have remarkable signals of complexity. By
tradition, the understanding of the international trade has been of interest
to politicians and economists. More recently, with the surge of the complex
networks theory, the understanding of international trade has been enriched,
providing information about the structure of industries and how it relates
with countries growth, income, and development [6, 8]. This work provides
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new and inspiring evidence on the study of the productive capacity of a
nation based on its exports. More precisely, we analyse the bipartite network
of Colombian exports using data at the firm level for the period 2010-2014
by employing tools developed within the field of information theory and
complex networks analysis [20].
The bipartite network derives from considering the type of products ex-
ported by firms, ending up with two layers: firms and products. We are
interested in the understanding of the projections on those layers, carefully
dealing with the statistical significance of the similarity measure employed.
Since we are interested in detecting common patterns of economic activities
characterizing Colombian firms, we employ the methodology developed in
the previous chapter for testing the statistical significance of the observed
patterns. As a result, the building blocks in our analysis rely on connecting
nodes by their similarity in both layers: firms are connected because they
export a significantly large number of common products and products are
connected because they are jointly exported by a significantly large set of
firms.
Diversification of products is related to the growth of firms by the expan-
sion into new activities or markets. It has been argued that firms accumulate
specific capabilities that can be used to produce different products or to en-
ter different industries [48]. From the perspective of cost minimizing firms,
economies of scope are revealed when the cost of joint production of different
products is less than the cost of producing all of them separately [49]. In this
sense, considering that firms’ capabilities are revealed in production intensity
and product portfolio, the focus has been on the understanding on why firms
diversify, how diversification emerges, and its relation to firms’ performance
[50, 51, 52].
At the level of international trade, the network analysis made possible to
build taxonomies of products and countries that allowed a better understand-
ing of countries’ exporting capabilities [7, 53, 54]. Challenging the Ricardo’s
fundamental comparative advantage theory, the surprising outcome was that
the bipartite matrix was triangular (sorting by countries capabilities) rather
than block-diagonal1. Nevertheless, developed countries have the capabilities
1The latter is the case in which comparative advantages of countries induce specialization in a
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to produce and export a wide variety of sophisticated and unsophisticated
products, while the developing countries reveal much more restricted capaci-
ties that are related to the exports of less complex products.
There are important differences at comparing the results of the present
work with those in international trade. A firm is certainly much more con-
strained in its production, both in scale (volumes) and scope (number of
different products). Therefore, the expected outcome of the present study
must be different by construction. Obviously, we attempt to go deeply in the
well-studied complexities of the economic systems giving important insights
of the fitness of countries. And more precisely, we aim to provide inputs to
understand the process of firms product diversification as a consequence of
combinations of (unobserved) capabilities. In this sense, we could assume
that the higher the capabilities of a firm, the higher the number of the ex-
ported products. Thus, we attempt to discover if also at the country level
firms and products get together in meaningful communities, and also we aim
to recognize the differences and similarities between the micro and macro
levels: firms versus countries.
The chapter is organized as follows. In Section 3.2 we describe the dataset
and the data cleaning process. In Section 3.3 we provide a detailed expla-
nation of the methods employed for the present analysis. In Section 3.4 we
illustrate the results of our study of the Colombian firms-products network
and compare them with the corresponding ones, observed in the World Trade
Web. Finally, we conclude with a general discussion of our results.
3.2 Data
Colombian export data. We study the Colombian exports as a bipartite,
undirected, binary network: firms and products constitute the nodes of the
two different layers and intra-layer links are not permitted. For the descrip-
tion of the Colombian firms-products (CFP in what follows) network, we
use all export transactions of manufacturing products reported at the Colom-
bian Customs Office (Dirección de Impuestos y Aduanas Nacionales, DIAN)
few products according to their factor and technological endowments.
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and collected by the Colombian Bureau of Statistics (Departamento Admin-
istrativo Nacional de Estadı́stica, DANE), for the period 2010 and 2014. We
removed all transactions related to re-exports of products elaborated in other
countries. Each shipment has a unique seller ID, which we use as the firm iden-
tifier, the date, a 6-digit harmonized system (hs) characterizing the product,
the destination and the US dollar value of the transaction. For the 2010-2011
period, products are described by hs2007 coding while, in the following pe-
riod, by hs2012 coding (6-digits in both cases). For the comparison, we used
the conversion table provide by the UN 2.
World Trade Web data. Data concerning the World Trade Web (WTW) are
represented as a bipartite, undirected, binary network as well: countries and
products constitute the nodes of the two different layers and intra-layer links
are not permitted. For our analyses we use the BACI World Trade Database
[55]. Products are described by hs2007 coding at 4 digits.
Data cleaning procedure. We filter out small firms in the CFP and small
countries in the WTW, since they would bring very little information. In the
CFP, we removed firms with a total yearly export volume lower than current
104 USD (results do not change upon varying such a threshold). In addition,
a Revealed Comparative Advantage (RCA) [56] threshold is applied. This pro-
cedure, which is standard in the analysis of international trade, consists in
comparing, for every firm/country, the share of each export product value
with the global (i.e. over the entire dataset) analogous. In formulas, if wip is












where we have defined the strength of firm/country i as si =
∑︁
p′ wip′ , the
strength of product p as tp =
∑︁
i′ wi′p and W =
∑︁
i′,p′ wi′p′ is the total,
exported volume. If the firm/country share is greater than the global share,
i.e. if RCA ≥ 1 (or, equivalently, wip ≥
sitp
W
) its “exporting performance” on
the given commodity is interpreted as being above-average and the entry is
validated.
The output of this cleaning procedure is a rectangular binary matrix B, i.e.
the biadjacency matrix of our bipartite, undirected, binary network. In the case
of the CFP biadjacency matrix BCFP , the number of firms and products will
be indicated, respectively, as F and P . For simplicity, we omitted temporal
subscripts, but in the case of the CFP both F and P vary over time. The matrix
generic entry bip is 1 if firm/country i exports an amount of product p above
the RCA threshold; otherwise, bip = 0. Each row represents the basket of
products of a given firm/country and, similarly, each column represents the
set of exporters of a given product.
Interestingly, the obtained bipartite networks have different connectances
depending on the system analysed: the WTW density of links ranges from
0.09 to 0.13, while in the Colombian dataset its order of magnitude is steadily
≃ 10−3. The percentage of links validated by the RCA thresholding procedure
differs for the Colombian national exports and for the WTW, passing from
≃ 0.9 for the CFP to≃ 0.2 for the WTW (see also Fig. 3). This implies that there
is no such a big difference between the topological structure of the Colombian
export network and of its binarized version obtained by employing the RCA
threshold. In turn, this means that there is relatively low competition from
national producers in the products exported by firms.
As a general observation, while the number of products of the CFP net-
work remains practically constant throughout the considered temporal period
(P ≃ 3100), the number of firms keeps increasing, moving from F ≃ 4800 in
2010 to F ≃ 5100 in 2014. Moreover, while the number of persistent firms (i.e.
the ones that are present throughout the entire time period) is ≃ 2240, the
number of persistent products is ≲ 2400, i.e. a high percentage of the total.
For the sake of the comparison, the WTW is characterized by a number of
countries ≃ 140 and a number of products ≃ 1131 throughout all years.
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Figure 3: Percentage of validated links by the RCA on the Colombian export
dataset (left) and the WTW (right). While the RCA behaves as a selective filter
on the World Trade Web, it is much less effective on the network of Colombian
exports.
3.3 Methods
In order to analyse the Colombian firms-products network we apply the
statistical projection algorithm as described in 2.2.6. By solving the BiCM
model and obtaining the link probabilities, we are able to project the firms-
products networks on each layer to obtain monopartite networks of firms and
monopartite networks of products.
Testing the projection algorithm. In order to test the performance of our
method, the Louvain algorithm [57] has been run on the validated projections
of the real networks considered for the present analysis. Since Louvain al-
gorithm is known to be order-dependent [58], we considered a number of
outcomes of the former equal to the size of the projected network - each one
obtained by randomly reshuffling the order of nodes taken as input - and
chose the one providing the maximum value of the modularity [20, 58]
Statistical analysis. Our ensemble method allows the statistical significance
of a large number of topological quantities to be tested. In order to quantify to
what extent the considered null model is able to capture the real structure of
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Figure 4: Distributions of firms strengths (left) and products strengths (right)
for the CFP network in 2010. Bottom panel: before applying the threshold at 104
USD. Top panel: after applying such a threshold. From a qualitative point of view,
results do not change. A KS test does not reject the hypothesis that strengths are
log-normally distributed.
the network, one can compare the observed and expected value of any quan-






B P̃ (B)X(B) and σX ≃
∑︁
B P̃ (B)[X(B) − ⟨X⟩]2 are the sampling
moments, computed according to the sampling frequencies P̃ (B). The latter
are the sampling-induced approximations of the ensemble frequencies P (B),
computed by explicitly generating a sufficiently large number of network
configurations (in our case, 1,000). Whenever the ensemble distribution of the
quantity X closely follows a Gaussian, z-scores can be attributed the usual
meaning of standardized variables, enclosing the 99.7% of the probability
distribution within the range zX ∈ [−3, 3]: any discrepancy between observa-
tions and expectations leading to values |zX | > 3 can thus be interpreted as
statistically significant.
However, when the ensemble distribution of the quantity X deviates from
a Gaussian, z-scores cannot be interpreted in the aforementioned way and an
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alternative procedure is needed: here, we have computed the box plots. Box
plots are intended to sum up a whole probability distribution by showing
no more than five percentiles: the 25th percentile, the 50th percentile and the
75th percentile (usually drawn as three lines delimitating a central box), plus
the 0.15th and the 99.85th percentiles (usually drawn as whiskers lying at the
opposite sides of the box). Box plots can, thus, be used to assess the statistical
significance of the observed value of X against the null value output by the
BiCM.
3.4 Results
The results of our analysis refer to the year 2010 for both the CFP network
and the WTW. However, they are robust across years.
3.4.1 Node degree and strength distributions
Let us start by describing some empirical findings about the system under
analysis, concerning the distribution of firms and products strengths. As
Fig. 4 shows, both distributions seem to be well fitted by a log-normal (as
confirmed by a Kolmogorov-Smirnov (KS) test that does not reject such an
hypothesis) in agreement with the the evidence for the monopartite WTW
[59] and also at the firm level [60, 61].
Let us now move to the description of the degree distributions of firms
and products. Heavy-tailed distributions for the values of the aforementioned
quantities can be observed, across all considered years: the KS test does not
reject the hypothesis that both distributions are compatible with power-laws
(see the top panels of Fig. 5). As a comparison, let us consider the distributions
describing the countries and products degrees of the WTW: as the bottom
panel of Fig. 5 shows, the distribution of the products degrees is compatible
with a log-normal. On the other hand, although the distribution of the firms
degrees appears to be a bit more noisy, a KS test does not reject the hypothesis
that it follows a power-law.
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Figure 5: Comparison between the exporters and products degrees correlation
for the CFP and the WTW cases. Top panel: distributions of firms degrees (left
column) and products degrees (right column) for the CFP network in 2010. Bot-
tom panel: distributions of countries degrees (left column) and products degrees
(right column) for the WTW in 2010. All distributions refer to the thresholded
dataset. A KS test does not reject the hypotheses described in the insets.
3.4.2 Nodes degrees and strengths correlation
The relationship between nodes degrees and strengths is found to be close
related in several economic and financial networks, be they monopartite
[62] or bipartite [63]. Briefly speaking, strengths are found to be positively
correlated with the degrees, reflecting the fact that countries with a larger
number of neighbors are also the ones exporting a larger volume of products.
This seems to hold true also for the CFP network, as Fig. 6 shows. There
is huge heterogeneity, especially for firms with medium to large strength.
While it is expected that firms with relatively low total exports have a low
scope, firms with higher total trade can be very specialized in a few products
(even a single product) or highly diversified. As a consequence, this pattern is
observed in the product projection, some products are intensively produced
by a few firms and some are ubiquitous and produced intensively by many
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Figure 6: Degree VS strength heatmap for the firms (left panel) and products
(right panel) of the CFP network, after (top panel) and before (bottom panel)
applying the threshold at 104 USD. The heatmaps were obtained counting the
number of points falling in sliding windows in log-log scale, and the color goes
from blue to red as the density of points increases. The Spearman coefficient,
computed on the thresholded dataset, is around 0.65 for products and 0.40 for
firms. In the WTW case, it rises to 0.90 for countries and 0.73 for products.
firms.
3.4.3 Specialization VS diversification at a national and in-
ternational level
From the times of Adam Smith and David Ricardo, it is recognized that inter-
national trade increases specialization, leading to bilateral benefits, despite
countries’ differences in technologies and wages. This vision can explain fairly
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well the inter-industry trade, but it leaves out one of the most important trade
modes: the intra-industry trade. The modern approaches aim to solve this by
introducing the love for variety [64, 65]. Indeed diversification of the product
basket has been shown to be a good symptom of economic development:
developed countries export more intensively and also export a wider basket
of goods than their developing counterparts [66].
The very first analyses of the bipartite representation of the WTW showed
an unexpected triangular shape of the biadjacency matrix [7, 67]. Indeed,
the result was striking, since it showed for the first time the presence of a
tendency of countries to diversification: even the most developed countries
do not abandon the production of the most basic products, while they enlarge
their export basket towards most sophisticated goods. Actually, the picture
is less simple than that: although countries tend to diversify their exports, a
signal of specialization is still present. Otherwise stated, the observed level
of diversification (quantified by the country node degrees) cannot explain a
residual tendency of firms to focus on certain classes of products [68].
In order to capture the productive capabilities of countries, several mea-
sures were proposed: the very first proposals [7, 67] show several flaws and
defects [8]. The Fitness and Complexity algorithm [54] (FiCo, in the following)
outperforms other competitors in terms of accuracy of predictions [69]. The
FiCo procedure accounts for the non-linearity of the system via a recursive
algorithm: the performance of a country (quantified by a fitness) depends both
on the “quality” of the exported products (described by shades of complexity)
and on the fitness of their exporters. Indeed, the success of the FiCo algorithm
relies upon the structure of the bipartite WTW representation: the algorithm
rewards countries according to the variety and complexity of their export
baskets.
The FiCo algorithm is also able to highlight the “triangularity” of the
biadjacency matrix describing a given system [70]: as Fig. 7 shows, if rows
are re-ordered by fitness and columns by complexity, the non-zero entries
of the biadjacency matrix appear as “packed” together. When considering
the WTW this becomes particularly evident, as the top panel of Fig. 7 shows;
analogously, when the FiCo algorithm is applied to the Colombian national
export dataset, a triangular structure is revealed as well, as shown in the
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central panel of Fig. 7 3.
Interestingly, the triangular structure revealed by the fitness- and complexity-
induced re-ordering co-exists with a quite different structure. Upon running
the Barber community detection algorithm [72, 58], based on the bipartite
extension of Newman’s modularity, a block-wise structure, in fact, emerges
(see the bottom panel of Fig. 7): in a sense, thus, the FiCo algorithm covers
the specialization signal present in the original dataset. While at the firm level
we indeed expect to observe specialization, since it is unlikely that a company
may export all possible products (or even a large percentage of them), this is
not true for the WTW, to which the application the same algorithm does not
lead to detect any block-wise structure.
We further analysed the single blocks to understand if, at a single product-
type level, we would retrieve a more nested pattern similar to the World Trade
Network case [73]. Indeed, a closer look at the structure of single communities
of firms and products tells us that this is not the case. For instance, in Fig. 8
we show the organization of one of the largest block of firms and products, as
detected by the Barber’s algorithm, for the year 2010, zooming in on one of the
largest rectangles of Fig. 7. Even in this case, ordering the nodes by degree or
by fitness and complexity doesn’t reveal a nested organization but instead a
deeper specialization of firms is caught, with many sub-communities of firms
and products. This same behaviour can be found analysing any community
of firms and products. The specialization signal is caught again at smaller
scales, in the so found sub-communities, until a handful of firms can actually
be seen competing for the same set of products.
Nestedness. The analysis of nestedness (here we adopted the so-called
NODF, i.e. Nestedness metric based on Overlap and Decreasing Fill [74]) allows the
picture provided by the FiCo algorithm to be further refined. As Fig. 9 shows,
the z-score of nestedness is steadily negative across our temporal snapshots,
i.e. zNODF ≃ −11: in other words, the observed CFP network configurations
are significantly less nested than expected, a result that confirms our previous
3In this case, as discussed in [71] the FiCo algorithm does not converge, but the relative
rankings are stable. Actually, only the rankings are necessary for reordering the biadjacency
matrix.
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Figure 7: Biadjacency matrices of the WTW in the year 2010 (top panel) and
of the CPF in the year 2010 (central and bottom panel). The ratio between the
x- and y-axes was modify to permit an easier comparison between the shape o
the matrices. Columns represent products and rows countries (WTW) or firms
(CFP). In the central panel, rows and columns of the biadjacency matrix are
ordered according to the FiCo ranking, while in the bottom panel the (bipartite)
communities found via the Barber algorithm are highlighted [72]. The FiCo
algorithm, thus, hides the block-structure characterizing the national exports of
Colombia.
finding concerning the (bipartite) block-structure of the system under analysis.
This result further points out that constraining the nodes degrees leads to
enforcing some kind of nestedness as well, whose value is (significantly)
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Figure 8: The biadjacency matrices of the CFP and of its biggest community
of firms and products. The biggest block of the 2010 CFP matrix (left) can be
analysed deeper, and we find once more a signal of specialization and smaller
blocks (right), found via modularity optimization.
Figure 9: Evolution of the empirical nestedness (NODF) values and of the
BiCM-induced ensemble distributions of the same quantity. The box-plots are
showing the 0.15th, the 25th, the 50th, the 75th and the 99.85th percentiles of the
distributions. The CFP network is characterized by a nestedness whose empirical
value is significantly less than expected.
larger than the observed one.
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3.4.4 Projecting the Colombian firms-products network
Let us now move to considering the projections of the CFP network. This
kind of analysis complements the results found by running the bipartite
community detection shown in Fig. 7, by making the hidden relationships
between nodes belonging to the same layer explicit.
For what concerns the projection of the CFP network on the layer of prod-
ucts, a persistent structure is observable throughout the years, with the main
communities remaining approximately the same (see Fig. 10, showing the
projections corresponding to the years 2010, 2014 and the related partitions).
More in detail, while the total number of connected components is always
≃ 100 (some of them are so small that can be neglected for all practical pur-
poses), a number of larger connected components (1-3), characterized by an
internal community structure, is observable: additionally, while smaller com-
munities are more homogeneous, the larger ones are more heterogeneous. In
any case, the following clusters of products are observed across all temporal
snapshots: clothes, industrial supplies, bodycare products and related chemicals, fab-
rics and textiles, cotton fabrics, food, electronic devices, metal products, construction
companies supplies, domestic appliances, leather and footwear, stationery, wood and
glass objects.
It is also interesting to notice how different communities, characterizing
the CFP network projected on the products layer and partitioning the same
connected component, are linked. Some examples follow: in 2011 and in 2014,
the “food” community and the “bodycare” community are connected through
the product “organic soaps and essential oils”; in 2013, instead, the “food”
community is linked to the “medicines and other chemicals” community
through the product “vitamins”; in 2014 the “fabrics” community is connected
to the “clothes” community by a single link, joining the “girls’ undershirts”
product and the “knitted fabrics” product.
Comparing the communities found in this way on the projected network,
our partition is pretty consistent with the one found via the Barber algorithm
on the original bipartite network (Fig. 10). The Barber communities are usu-
ally made up by one or more of the projected communities, plus some of the
other nodes not belonging to the giant component (they are indeed connected
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Figure 10: Projection of the CFP network on the products layer and detected
communities for the years 2010 (top) and 2014 (bottom). The communities
found after the projection of the network are highlighted on the left side, while
the comparison with the community structure found via the Barber modularity
optimization on the original bipartite network and then projected can be seen
on the right side. The legend used for the communities on the left is as follows:
• - clothes; • - fuels, metals and other industrial products; • - fabrics; • - soaps,
body care products and related chemicals; • - food; • - electronic components; •
- chemicals and medicines; • - furniture for the house and ornaments, in wood
and plastic; • - domestic products, small plastic/metal objects; • - stationery,
mixed printed products and kids’ toys; • - small tools for construction companies
(chains, hammers, etc.); • - refrigerators and other domestic appliances; • - stone,
marble and chemicals for construction companies; • - bed linens.
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to their community in the original network). The correlation between the two
partitions is measured by the Variation of Information [75], that in our case
is between 0.52 and 0.58 for all five years considered and for both firms and
products networks. Since the Variation of Information is not easy to interpret,
it is also possible to measure the fraction of nodes that get included from one
of our communities in a Barber one, making a “best correspondence” between











In our case, this quantity is between 0.85 and 0.92 for all of the years, which
means that about 90% of the nodes are in a community that is consistent in
the two partitions.
The projected CFP network on the firms layer is characterized by a per-
sistent structure throughout our temporal interval as well: this is however
denser and composed by larger, isolated components than the projection on
the products layer (see Fig. 11).
Figure 11: Projection of the CFP network on the firms layer and detected com-
munities for the years 2010 (left panel) and 2014 (right panel). The structure is
similar to the one we found for the products’ layer.
Comparison with the WTW. Let us conclude this section with some re-
marks: in [20, 68] the validated projection of the WTW was presented. While
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the BiCM-induced validation on the layer of countries outputs a clear struc-
ture in which countries sharing similar productive capabilities gather in
communities, it is necessary to relax the constraints defining the entropy
maximization to have a similar projection on the products layer [20, 68]. From
an information-theoretic point of view, the imposed constraints seem to be
enough to explain the actual co-occurrences between products: this may be
due to the large asymmetry between the cardinality of the countries- and
the products-layer, letting the heterogeneity of countries degrees encode all
relevant information [20]. Employing a less complex null model, in fact, leads
to a projection with a rich structure whose communities of products can be
related to the industrialization level of the related exporters: in other words,
communities are not defined by homogeneous products but by those that can
be efficiently exported by countries with strong industrial capabilities (e.g.
metal products, tramway locomotives, tires, and turbines belong to the same
cluster).
The case of the national exports of Colombia is essentially different in two
main respects: first, we used the BiCM as a benchmark for the projection on
both layers; second, the product categories are more clearly defined. This
behavior is partly due to the block-wise structure of the system, as already
noticed in the previous sections. Finally, let us stress that an intrinsic dif-
ference between the bipartite blocks detected by the Barber algorithm and
the validated communities characterizing the projections exists. Barber’s
bipartite modularity compares the local link density with its expected value,
thus considering as contributions to the network community structure even
small, although positive, fluctuations; the detection of communities on the
projections is, instead, enhanced by the preliminary validation implemented
via the algorithm introduced in [20].
3.5 Discussion
In this article we performed a pioneering analysis of the international trade
patterns using country firm-level information and employing a complex
network methodology. More precisely, we studied the bipartite Colombian
firms-products network, using an approach based on the maximization of
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Figure 12: Evolution of the Spearman correlation coefficient between the de-
gree of Colombian firms and their fitness values (dark green, dashed, left
panel) and between products degree and complexity values (light green, dot-
dashed, left panel). As a comparison, the Spearman correlation coefficient be-
tween the degree of countries and their fitness values (dark green, dashed, right
panel) and between products degree and complexity values (light green, dot-
dashed, right panel) is shown.
the constrained Shannon entropy with the available information about the
system at hand. This allowed us to detect interesting patterns of economic
activities characterizing Colombian firms and products. With the aim of better
understanding our results, we kept as a benchmark what we know about
the World Trade Web, whose bipartite network (countries-products) has been
widely studied in recent years [76, 20, 68].
Both systems have remarkable different organizational structures. The
matrix associated with the CFP network is comparatively much sparser than
the matrix associated with the WTW network. In fact, while in the WTW
network the industrialized countries have the capabilities to export a large
number of diverse products, this would be impossible even for the largest
companies in Colombia. We showed that the matrix of the CFP network can
be re-organized in a block-wise fashion, suggesting the presence of firms
specialized in the production of product sets. This is in sharp contrast with
the WTW network, whose matrix representation has a genuinely triangular
structure.
In this way, we obtained projections in which it was possible to distinguish
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that both firms and products were organized in communities. We also explic-
itly notice that the product communities observed in the CFP resemble the
WTW communities (although the latter are composed by less homogeneous
products than the former ones), being the main similarity between these net-
works. Although it may be obvious for the economic thinking, it turns out to
be interesting verifying that non observable capabilities to produce different
products can be recognized at different levels of aggregation, i.e. at both the
firm and country levels.
The evidence that diversifying is much more difficult for firms than for
countries, in turn leading to little competition at the Colombian, national scale,
also affects the performance of the FiCo algorithm in providing information
about the “quality” of firms and products. Indeed, the FiCo algorithm takes
advantage of the triangular shape of the biadjacency matrix. Indeed, it is
able to go beyond the degree sequence and highlight those countries that
are able to export items that only countries with similar factor endowments
and technological capabilities are able to export. In the case of the CFP, there
is another crucial point, which is the strong bipartite community structure.
Even going beyond the degree sequence, still the community structure is not
taken into account. Because of this, the predictions of the FiCo algorithm
are going to be weaker on the CFP, with respect to those on the WTW. This
is particularly evident when comparing the correlation between the firms’
degree and fitness with that of countries degree and fitness (and analogously
for what concerns the products - see Fig. 12).
Generally speaking, the different behavior of economic systems at differ-
ent scales is reminiscent of the behavior of ecosystems, with more massive
species being characterized by a larger metabolic activity. From this point of
view, countries behave like massive species, capable of diversifying their pro-
duction: firms, on the other hand, are characterized by a much more limited
activity, focusing on sectors of products. Indeed, this reflects into the different
topological structure of the considered systems, as proven by nestedness,
whose observed value is compatible with the BiCM prediction in the case of
the WTW [19] but is not for the Colombian national export dataset. We ad-
ditionally found that the signal of specialization is even stronger, replicating
at the level of single types of products, where one could expect a behaviour
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similar to the countries’ case.
For further research, the case of other countries would be interesting as in
principle we don’t know whether to expect the same organization. As another
possible case study, a similar analysis at a mesoscale level between firms and
countries, such as exports of regions, could unveil when the specialization
signal ends and the global competition starts.
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Chapter 4
The ambiguity of nestedness
under soft and hard
constraints
This Chapter is based on the publication [2] by M. Bruno, F. Saracco, D.
Garlaschelli, C. J. Tessone, G. Caldarelli.
In this work we study the property of nestedness in bipartite networks. A
network is called nested if the neighbourhood of nodes with low degree are
hierarchically nested within the neighbouroods of nodes with a higher degree.
Although this may appear a simple definition, the metrics employed to get this
signal are many and all of them present some drawbacks. Here we compare
different metrics and the employment of different null models used as a
benchmark to check the statistical significance of nestedness with respect to
the degree sequence. We test the methods on a set of ecological networks and
artificial networks and find substantial differences in both the use of different
metrics and different null models. We highlight a discrepancy between the
microcanonical and canonical ensemble of unbiased configuration models




Network theory provides a simplified representation of a variety of complex
systems, i.e. systems composed by many elements whose mutual interactions
create new and emergent behaviours. The network description, despite its
simplification, allows to detect and measure collective patterns, independently
of the nature of the underlying interactions [77, 5, 23, 78].
Amongst the quantities analysed in network theory, nestedness [79] is
one of the most elusive. It was originally observed in biogeography [80, 81,
82] where less frequently observed species are assumed to occupy a niche of
the habitats occupied by more ubiquitous species. In terms of the resulting
ecological network, nestedness is loosely defined as the observation that the
neighbours of nodes with a few connections (lower degree) are typically a
subset of the neighbours of nodes with more connections (higher degree).
Generalized as such, nestedness has been detected in other networks as well,
e.g. in trade networks [53, 83, 73], interbank networks [83, 84], social-media
information networks [85], and mutualistic ecological networks [86, 79]. In
previous works [87, 88], nestedness has been found to be highly correlated
with the stability of the ecosystem under different types of disturbances and
perturbations. The ubiquity and structural importance of nestedness naturally
raises some fundamental questions regarding the possible mechanism gener-
ating nested patterns in real networks [89, 90]. Actually, while the intuitive
notion of nestedness is straightforward, its mathematical definition is not triv-
ial and different metrics, focusing on different aspects, have been proposed.
One of the most popular metrics is NODF (Nestedness measure based on Overlap
and Decreasing Fill, [74]), which considers the (normalized) overlap between
pairs of nodes in the same layer of a bipartite network. Such a definition was
later adjusted in order to increase its robustness [87, 79].
An alternative measure has been proposed by looking at certain spectral
properties of the adjacency matrix of a bipartite network. Since it can be
shown that, when the degree sequence is constrained on one of the two
layers of the network, the spectral radius is maximum for the perfectly nested
network [91], in [92] the spectral radius itself was proposed as a measure of
nestedness (in the following SNES, i.e. Spectral NEStedness).
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Beside the quest for measures properly capturing the sense of nestedness,
researchers focus on the disentangling the role of other network properties
from the nestedness itself. In this sense, some early contributions focused on
the comparison of the measurements with some null models, i.e. statistical
models that display some properties of the real system, in order to have a
tailored benchmark. Properly tailored models were used, for instance, to
detect the effect of the degree sequence [93, 94, 95, 96]. Actually, to prop-
erly define a null model, the approaches to follow can be, essentially, 2: 1)
to impose constraints exactly or 2) to impose constraints on average, respec-
tively microcanonically and canonically, according to the Statistical Physics
jargon. Regarding the former case, beside various approaches, the algorithm
of Ref. [33] only was shown to be ergodic [97], i.e. to provide unbiased predic-
tions, and therefore represents the preferred benchmark [98]. In the approach
of [33] only configurations satisfying the constraints are allowed. Instead,
in the canonical approach, constraints are satisfied on average. The latter case
allows for some noise in the data: indeed if there is some noise, an exist-
ing pollinator-plant interaction is not detected, the microcanonical approach
will not consider the real configuration among the possible ones, while the
canonical one will. Using a canonical approach, Ref. [99] compared the metric
introduced in Ref. [87] with a null model preserving the degree sequence and
found that in most of the case the degree sequence is responsible for the the
high value of the nestedness 1. The recent contribution of Payrato-Borras
et al. [100] came to similar conclusions, using an improved null model still
preserving the degree sequence, but valid for any level of link density of the
network; subsequently the same group enlarged their analysis to a wider
number of nestedness metrics [101].
In the present chapter, we shed light on the intimate meaning of the
various nestedness measures and on the role of the degree sequence. In the
literature several other papers compared the measurements with various
null models [94]. Nevertheless, for the first time here, in order to investigate
the differences of the micro- and canonical approach, we use two different
network null models, both enforcing the degree sequence: on the one hand,
we define an ensemble of graphs in which all elements have exactly the same
1Actually, the null model implemented in Ref. [99] is out the regime of validity.
47
degree sequence [33], following a prescription similar to the microcanonical
ensemble in statistical mechanics. On the other hand, continuing with the
analogy, we follow a canonical approach, in which we define an ensemble of
graphs in which all elements have fixed degree sequence on average over the
ensemble [78, 102]. Let us remark that both the null models implemented are
ergodic, i.e. they explore the phase space homogeneously.
Indeed, theoretical tools from statistical physics are commonly used to
investigate patterns in biological networks, targeting, from time to times, in
hierarchical systems [103], bipartite structures [104] and topological properties
of scale-free networks [105].
We examine the statistical significance of the different nestedness def-
initions as measured on a set of mutualistic biological bipartite networks,
according to the various null models. As a first result, we observe substantial
discrepancies in the two cases, essentially due to the presence of non-zero
variances in the canonical approach: such contributions introduce an over-
estimation on all superlinear quantities that appear in the NODF and SNES
definitions. Literally, following the canonical approach one may conclude
that NODF and SNES correlate, but a different picture appears once we focus
on the results obtained via the comparison with the microcanonical approach.
In this latter case, we uncover a pivotal behaviour, observing that actually
the SNES and the NODF are anticorrelated, an effect that is screened by the
fluctuations of the degree sequence in the canonical ensemble. More in details,
the SNES tends to prefer assortative networks, i.e. those in which highly con-
nected nodes are connected with highly connected ones; on the other hand,
the NODF rewards nodes in which poorly connected nodes are connected
with highly connected ones.
These two findings have deep implications: by looking at the table in Fig. 15,
it is striking that in most cases there is little agreement between the possi-
ble statistical approaches for discounting the degree sequence information.
However, in most of the cases the degree sequence is mostly responsible of
the nestedness of the system. In fact, when the z-scores are not statistically
significant, the value of the nestedness is in agreement with what should be
expected by looking simply at the degree sequence. Otherwise stated, when
the z-scores are not significant, the value of the nestedness of the real network
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is not so different from the average network in the ensemble, given its degree
sequence.
Summarising, there is a great confusion in the state of the art: beside
the various nestedness metric definitions intended to measure the same phe-
nomenon, there is the issue of considering the information carried by the
degree sequence and in the literature so far only the canonical model was
implemented. In the present work we show that indeed, independently of the
null model, the degree sequence usually carries a great amount of information
regarding the nestedness, but we provide evidence that similar metrics can
show significant differences after discounting the degree sequence’s informa-
tion. Specifically, the apparently similar nestedness metrics show opposite
behaviours once compared with the microcanonical ensemble, i.e. in the case
the constraints are fixed exactly. In the canonical case the real behaviour is
screened by the contributions to the variances of the non-linearities present in
the various definitions.
Beside providing another example of the statistical ensemble inequiva-
lence, the main message of our manuscript is that choosing to quantify the
amount of nestedness is a subtle task that has to be carried out carefully.
Indeed, only being aware of the behaviour and the peculiar properties of the
various approaches and options permits to derive the right conclusions from
the analyses: our work provides the necessary knowledge to handle properly
the study of the nestedness of a real system. In this sense, we do not provide
any univocal indication on which nestedness definition measure should be
used or on which is the correct way to discount the information encoded in
the degree sequence: both the definitions analysed have their own sense and
both the null models examined satisfy their own rationale. Nevertheless, it
is crucial to know the properties of the various tools that one is handling in




In the following we shall use the previous definitions for generic biadjacency
matrices and related quantities; as in the previous chapters, we shall add an
asterisk ∗whenever considering quantities measured on real networks. We
will call a network perfectly nested (PNN, Perfectly Nested Network) if for every
pair of nodes i, j belonging to the same layer with degrees di, dj , if di ≤ dj
then all neighbours of i are also neighbours of j. This type of network is also
called chain graph [91] or double nested graph [106].
4.2.1 Nestedness measures
NODF
One of the most popular measure of nestedness, namely Nestedness as a measure
of Overlap and Decreasing Fill (NODF) was introduced in 2008 by Almeida-Neto
et al. [74]. Such measure is based on the overlap between the neighbourhoods

























where K = NR(NR−1)+NC(NC−1)2 is a normalization factor to let the measure go
from 0 to 1 and θ is the Heaviside step function with the convention θ(0) = 0.
The step function ensures that the overlap is only counted when the degrees
of the nodes are different and that the denominator is the minimum of the
two vertices’ degrees.
Stable-NODF
Due to the instability of the previous measure with respect to small fluctua-
tions on the degrees of the nodes, another version was proposed in [79]. The
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difference relies in considering also the contributions coming from couples























where K is the same normalization factor as in (4.1) and the denominator this
time is the minimum between the two degrees, that in (4.1) was guaranteed
by the theta step function.
Spectral nestedness
A recently proposed measure of nestedness [92] considers the spectral radius
of the network (i.e. the largest eigenvalue λ of the adjacency matrix 2), and
we will thus call it spectral nestedness (SNES). Note that the adjacency matrix
of the network is symmetric, yielding all real eigenvalues. The definition is
based on two main theoretical results:
• The bipartite network that has the maximum eigenvalue in the set of
connected networks with given n nodes and L links is a perfectly nested
network [106];
• Among all bipartite networks with a given degree sequence on one of
the two layers, the one that maximizes the spectral radius is the PNN,
defined at the beginning of the present section [91].








where BT is the transpose of the biadjacency matrix B and 0N×N is a N × N -matrix whose
elements are all zeros.
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Normalized spectral nestedness
The spectral radius, though, has a strong dependence on the size of the
network and on its density. It is well known that the maximum eigenvalue of
a bipartite network with L links is bounded from above by
√
L and that the
only network for which λ(B) =
√︁
L(B) (if it exists) is a complete bipartite
network [106, 91].
For this reason we decide to introduce nSNES, where we normalize the








Although the nSNES ranges from 0 to 1, the drawback of this normaliza-
tion is that a perfectly nested matrix that is not full will not have a perfect
score of 1.
4.2.2 Null models
In the present work, we aim at understanding the role of the degree sequence
in the formation of bipartite nested structures. Thus, we would need a sort of
network benchmark with the same degree sequence, but otherwise maximally
random. This approach has strong similarities with Statistical Mechanics:
actually, the recipe is to build an ensemble and fix the node degrees on it. As
in the standard Statistical Mechanics, those constraints can be imposed on
average, as in the canonical construction [4, 41, 18, 78, 102], or considering
stricter constraints, as in the microcanonical formulation [33, 97]. The two
approaches are known to be non equivalent [21, 107, 108, 109, 110, 111, 112]
and indeed such non equivalence is going to be crucial in the following.
The canonical approach: the Bipartite Configuration Model
As a canonical model, we use the Bipartite Configuration Model (BiCM) as de-
scribed in chapter 2.2. The strategy is inspired by work by Jaynes [38], which
derived the canonical ensemble of Statistical Mechanics from Information
Theory principles. The recipe is pretty simple: first, define an ensemble of
all possible physical configurations, and then maximize its Shannon entropy
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constraining the relevant information about the system: the result is exactly
the canonical ensemble. The maximization of the Shannon entropy represents
the crucial step: it can be interpreted as assuming maximal ignorance about
the the non constrained degrees of freedom of the system.
In the BiCM model, the exact solution for the probability P (B) can be






where piα is the probability of existence of the link connecting nodes i and α.
Let us remark that the factorisation (4.4) is possible only when the constraints
are linear in the biadjacency matrix. For other nonlinear contraints, the
probability per link may be not analytical and other methods are necessary to
obtain the probability per graph (see for instance [113]).
In the case of the BiCM, piα is a function of xi and yα, which are coefficients





The microcanonical approach: the Curveball algorithm
The microcanonical approach, differently from the BiCM, keeps the degrees of
all nodes in the system constant. In a sense, it has a stricter ensemble (just all
configurations with the given degree sequence are allowed) and all allowed
configurations have the same probability. Such approach is computationally
costly since the probabilities of links in the system are not pairwise indepen-
dent and the fastest way of spanning the ensemble of networks with a given
degree sequence relies on swapping endpoints of links iteratively. In the
present manuscript, the ensemble was sampled using the strategy of [33]. The
algorithm works as follows:
1. Select at random a couple of nodes on the same layer (for making the
example clearer let us consider, in full generality, i, j ∈ NR);
2. Check that the neighbourhoods of the nodes are not perfectly overlap-
ping: if so, start again.
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3. Take the set of uncommon neighbours U(i, j) = {α ∈ NC|(biα =
0&& bjα = 1)||(biα = 1&& bjα = 0)} and remove them from the neigh-
bourhood of both;
4. Assign ki −
∑︁
α biαbjα new neighbours to node i, chosen at random
from U(i, j) and the rest of the nodes in U(i, j) to node j.
We will refer to this model as Curveball, as in the original paper; in [97] it
was shown that such approach is ergodic.
4.3 Results
In this section we are going to present the results of our analyses on artificial
and real networks. To test the measures and models, we analyse a set of 40
pollination networks taken from the Web of Life dataset 3. They represent eco-
logical mutualistic networks of plant-pollinators. From the set of all available
pollination networks in Web of Life, we selected only the binary ones, in order
to avoid issues regarding binarisation. All of the considered networks are
generally of small size, the smallest being of only 20 nodes while the biggest
one consists of 1500 nodes. The density of the networks varies between 0.01
and 0.5. For the sake of completeness we remark that only 24 out of 40 net-
works of our dataset are actually made of a single connected component, the
other including few disconnected components with more than one node. In
the following, we compare the various measures and state their significance
respect to the various null models.
4.3.1 Measure differences
First, in order to study the behaviours of the previous measures, we compare
them on the above-mentioned dataset. Fig. 13 shows that indeed the normal-
ized SNES is highly correlated with NODF (actually, it is not true for the non
normalized version of the spectral nestedness, due to its dependence on the
total number of link). In a sense we may think that indeed, while they differ in
the philosophy, the two measures are capturing the same structure, as stated
3www.web-of-life.es
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Figure 13: NODF (Top) and sNODF (Bottom) vs SNES (left) and vs nSNES
(right) for the 40 networks of the Bascompte dataset. Spearman correlation
coefficients are, respectively, -0.23, 0.96, -0.26, 0.96.
in [92]. After a detailed comparison with the appropriate null models, we will
see that it is not the case.
4.3.2 Degree sequence vs. nestedness
The degree sequence of the network carries some information about the nest-
edness of the system, the extreme case being the Perfectly Nested Network
(PNN in the following) one. Actually, in this case, the degree sequence identi-
fies completely the network and both the micro- and the canonical ensembles
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Figure 14: An example of a perfectly nested network with its probabilities per
link from the BiCM. At the first step, the first row and column are full, and the
degree is respectively 12 and 8. So the link probabilities must be exactly one, for
preserving the row sum and the column sum. At the second step, since the last
row and column have degree 1, the remaining entries must sum to 0, yielding
all zeros. Again, at the third and fourth steps the rows and columns that are
completely full or empty univocally determine the respective probabilities to be
1 or 0. At the end of this process, the link probabilities are all set to 0 or 1, so the
corresponding canonical ensemble contains only one matrix.
are composed by a single network, i.e. the PNN one. For the microcanonical
ensemble, this can easily be seen considering the Curveball sampling algo-
rithm 4.2.2. Consider the case in which two nodes sampled in step 1 have
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the same degree, di = dj : due to PNN nature, U(i, j) = ∅ and the algorithm
stops at the step 2. Then, consider the case di > dj : U(i, j) contains only
the connections that i has and α has not (due to the perfect nestedness of
the network, all connections of j are connections of i too). Then, at step 4,
the number of new neighbours of j is dj −
∑︁
α biαbjα = 0, while the same
quantity is exactly |U(i, j)| for i, thus the algorithm is stuck in the present
configuration. The fact that a PNN degree sequence completely determines
the network structure was already observed in [114] for the microcanonical
ensemble, but it is surprisingly true also for the canonical ensemble.
To show it, let us consider, as an example, the biadjacency matrix in Fig. 14
representing a PNN; the presented arguments can be generalised to any PNN.
Due to the ordering we imposed on the biadjacency, with rows and columns














which can be satisfied if and only if p1α = 1, ∀α ∈ C and pi1 = 1, ∀i ∈ R.
Thus all entries involving the fully connected nodes are deterministic. Such a
















which, in turns, implies pNRα = 0, ∀α > 1 ∈ C and piNC = 0, ∀i > 1, i.e. the
entries of nodes with only a single connection are deterministic too. Then let
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p2α + 0 = d
∗
2 = NC − 1; (4.8)







pi3 + 0 (4.9)
=k∗2 = k
∗
3 = NR − 1
(in the second line we use the fact that columns 2 and 3 have the same degree,
thus their Lagrangian multipliers are equal and so pi2 = pi3, ∀i ∈ R). Let us
first focus on equation (4.8): we have NC−2 unknown probabilities, summing
to NC − 2. Thus p2α = 1 for 1 < α < NC. Analogous considerations are
valid for pi2 and pi3 for every i and thus these entries are again deterministic.
Iteratively discounting the information obtained at the previous steps, it is
possible to show that the canonical ensemble of a PNN is composed by a
single graph, or, more correctly, the probability for every representative in the
ensemble is 0 but for the PNN itself (which, instead has P (PNN) = 1).
Thus in these cases the degree sequence captures the level of nestedness
of the whole system, and the statistical significance of the measure loses any
value. Actually, even when the network is close to a perfectly nested one,
i.e. when just a limited number of different configurations are explorable, its
configuration model ensembles contain all highly nested networks. Thus, a
real network may show a high value of the nestedness measure (whatever it
is), which is, nevertheless, statistically non significant respect to a null model
discounting the degree sequence: actually in such a case the high value of the
nestedness is already captured by the degree sequence. We will examine in
more details the role of the null model in the following sections.
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4.3.3 Measure and models differences
Actually, we get both the expected value and the fluctuations of the various
metrics via the sampling: in fact, we were not able to find an analytical form
or them and the one present in the literature can be shown to have severe




(where σX is the standard deviation), relative to the different measures and
null models introduced in the Sec. 4.2.
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Figure 15: Measures and z-scores of each of the networks in the Web of Life
pollination dataset, ordered according to the sNODF microcanonical z-scores.
The microcanonical z-scores of the nSNES are omitted because they are identical
to the SNES ones. The color scales have been normalized linearly in the respective
measures’ domains for the measures, while for the z-scores there is a unique color
scale, blue for the negative and red for the positive scores. The SNES measure
does not have a color scale since they are not comparable given the different
sizes.
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Figure 16: Micro- vs canonical measures for all 40 Web of Life pollination
datasets. The error bars represent the standard deviations of the respective
ensemble.
The averages of the measures are systematically different when using a micro-
canonical model or a canonical one for several reasons. The first observation is
that the variance in the degrees of the nodes generates a bias in all quantities
that scale non-linearly in the number of links.
Actually, there is another issue generating a bias the canonical ensemble.
Indeed, a network sampled from the ensemble can present some isolated
nodes that do not contribute to the measurements of both NODF and SNES
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Figure 17: sNODF and nSNES for 2000 realizations of the microcanonical and
canonical ensembles, generated from networks of the Web of Life collection.
The dataset numbers are 15 (top), 5 (bottom left) and 1 (bottom right). In the two
ensembles the measures present opposite correlations, and both the heteroge-
neous and the homogeneous canonical approaches show a similar correlation
between nSNES and sNODF. The statistical significance observed network’s mea-
sures is observable by looking at the position of the observed network compared
to the sampled ones. Thus in the three examples, the microcanonical z-scores are
very different.
(and their modifications). Given the steep power law degree distribution of
many of the considered networks, this will typically be the case. We will
discuss this issue and how it generates a bias in greater detail focusing on
each of the two measures in the following paragraphs.
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NODF vs. null models
Figure 18: The average number and ratio of isolated nodes in the canonical
ensemble samples as a function of the total nodes. The error bars represent one
standard deviation. The relative Spearman correlation coefficients are 0.96 (left)
and 0.36 (right).
The displacement of the NODF measures between the two ensembles is
the result of multiple effects.
The most evident bias is caused by the normalization factor that is the
denominator in (4.1) and (4.2). A network sampled from the BiCM ensemble
will have, on average, the same number of links of the original network, but
many isolated nodes (see Fig. 18). This is due to the small link probabilities
related to nodes of low degree in large networks, that sometimes give rise to
an empty row or column in a sampled matrix. These nodes, therefore, do not
contribute to the total NODF or sNODF, and one has to choose how to handle
the normalization factor in (4.1) and (4.2).
If one chooses to consider the number of connected nodes of the sampled net-
work (as in the original definition of the NODF), this will generate a positive
bias by having a comparable quantity divided by a lower denominator (the
number of the connected nodes in each realisation can be only smaller than
the value of the real network). We call this approach heterogeneous.
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Otherwise, considering the normalization factor of the original network will
introduce contributions even from isolated nodes, thus altering the philos-
ophy of the original definition. Moreover, such approach will introduce a
bias in the opposite direction, dividing by a factor that is larger than what it
should be if considering only the connected network. We call this approach
homogeneous.
Both choices are equally admissible, depending on the interpretation of the
comparisons one wants to follow. Personally, we think that the normalization
should not involve the isolated nodes, as in the original definition, i.e. we
prefer the heterogeneous normalization. For completeness, in the next subsec-
tions we will consider both of them. Interestingly enough, their differences
do not affect the conclusions 4.
On top of this, another effect to be considered is the presence of fluctu-
ations in considering the degree sequence. As mentioned in the previous
section, both ensembles contain only one configuration in the case of a per-
fectly nested degree sequence and their measures are trivially exactly the
same. When the two ensembles separate for a non-perfectly nested matrix,
the canonical ensemble produces some variance in the degrees of the nodes.
This effect is not present in the microcanonical ensemble, where the degrees
of all nodes are fixed deterministically. Such an effect has an impact on
the NODF and in particular it provides new evidences regarding the non
equivalence of the various ensembles.
SNES vs. null models
We observe that the spectral radius is slightly overestimated in the canonical
model. Our guess for this behaviour is that on average, out of two matrices
with the same number of links, the one with the smallest number of nodes
has the largest radius, so when a sample of the canonical model has an
empty row or column it has, on average, a higher radius. Some evidences
for this behaviour can be seen in Fig. 19: we randomly generate Erdös Rényi
networks with the same number of links but of different size, and calculate
the averages of nestedness measures. As the density decreases, also the
4The authors are grateful to Laura Hernández, Yamir Moreno and Clàudia Payrató-Borràs for
pointing this out to our attention.
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Figure 19: Dependence of nSNES and sNODF to the matrix dimensions. In
this experiment we generate random bipartite networks of various sizes, filling
them with exactly 2000 links in random positions. For every size considered, 1000
samples have been generated and we measured the resulting average nSNES
and sNODF. We omit the corresponding standard deviations because they are
negligible. Although this is not a rigorous argument since many of the con-
sidered networks could have isolated nodes, it indicates that reduced average
dimension with fixed average links number can generate a bias in the nSNES and
NODF/sNODF measures in the canonical ensemble.
nestedness signal drops. Still, we are not able to evaluate such discrepancy.
Regarding the nSNES, the overestimation seems to be strongly increased





because of the non-zero variance of L, the fact that the spectral radius has an
intrinsic dependence on L makes it hard to evaluate precisely.
The significance of the nestedness measures with respect to the various
statistical ensembles
Bearing in mind all of the considerations of the previous paragraphs, we
can interpret the z-scores of the table in Fig. 15. The four canonical NODF
columns of the table refer to the z-scores of the two variants of NODF, with
the two different normalizations with respect to the canonical ensemble. A
representation of the differences among the models and measures is also
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given in Fig. 16.
In the case of the heterogeneous normalization the z-scores are all negative,
because of the overestimation of both NODF and sNODF in the ensemble.
There are, though, important differences between the NODF and sNODF
measures in some cases, which are mainly due to the presence of many nodes
with the same degree.
For the homogeneous normalization, there is still a certain agreement in the
signs of the z-scores of NODF and sNODF, with the same caveat discussed
above for the heterogeneous case. In opposition to the heterogeneous columns,
the z-scores are positive in most of the networks analysed, in agreement with
the discussion of the paragraphs above. In this sense, it is striking that the
choice of the normalization factor may drive to opposite conclusions, regard-
ing the statistical significance of the measure on the real network.
Then we have the columns of SNES: similarly to the heterogeneous nor-
malized NODF, even in this case, the canonical null model has all negative
z-scores, due to the slight overestimation of the SNES. The second-last column
contains the microcanonical SNES z-scores.
As it can be observed from the matrix, there is no agreement between the
column of the SNES 5 and the sNODF columns in the microcanonical ensem-
ble. A hint is given by the assortativity z-scores, whose Spearman correlation
coefficient with the SNES scores is 0.84, while SNES and NODF anti-correlate
with a score of -0.88.
In order to investigate this difference, we generate a scatter plot of the
realizations of the different ensembles (Fig. 17), plotting the NODF against
the SNES of the sampled networks. The results are striking: the two measures
are highly anti-correlated on the microcanonical ensemble, while this effect
is hindered by the fluctuations in the canonical ensemble. For the sake of
clarity, we realized the figure with three different real networks in which the
positions of the observed networks’ measure are different with respect to
the microcanonical realizations, and so is the statistical significance of the
network’s nSNES and sNODF.
Using the other proposed measures, the results are always similar when
5For the microcanonical null model, the z-scores of the nSNES were not reported since they
correspond to the one of the SNES (the normalizing factor cancel).
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comparing a NODF measure and a spectral nestedness measure. NODF and
SNES are actually capturing different ways of being “nested”. This is easily
seen on a synthetic very small network, of size 8× 9. We generate a sample
from the microcanonical model and see how the matrices maximizing NODF
and SNES are made (Fig. 20).
Figure 20: An experiment comparing sNODF and nSNES to the assortativity
in a microcanonical ensemble. Top: a sample from the microcanonical configu-
ration model ensemble with the relative scores of nSNES and sNODF. Bottom:
the same sample with scores of sNODF against assortativity (left), nSNES against
assortativity (right). Different colors are used for sampled networks that result
connected or disconnected. The highlighted networks have high values of nSNES
or sNODF, and show that for their extreme values, the systems can be discon-
nected (left) or barely connected (right). The left matrix, with a high nSNES, has
a really assortative configuration, while the right one has a high sNODF and is
highly disassortative. We do not exclude disconnected networks in our analysis
since it could be a possible configuration for an ecological system.
Actually the NODF-maximizing matrix has one of the smallest value of
assortativity, while the one that maximizes the SNES presents a big hub of the
highest degree nodes and two smaller disconnected subgraphs, see Fig. 20.
Roughly speaking, on the one hand, the SNES prefers networks in which
highly connected nodes link to highly connected nodes, since they are sort of
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carrying the “mass” of the adjacency matrix (which is what the spectral radius
is measuring). On the other hand the NODF, due to the denominator of its
contributions, prefers to link poorly connected nodes with highly connected
ones, thus focusing on disassortative configurations. Regarding the anti-
correlation between the NODF (or similar definition) and the assortativity,
other studies got to similar conclusions [99, 115]; as far as we know, there
were no evidences regarding the opposite behaviour of the SNES.
Let us underline that the (anti)correlation between the NODF or SNES and the
assortativity is present only when discounting microcanonically the degree
sequence: in real data, such correlation is not evident, as Fig. 23 shows.
Otherwise stated, the (anti)correlation is present only when the contribution
of the degree sequence is discounted exactly.
Figure 21: A comparison among sNODF, nSNES and assortativity in the
canonical ensemble. The correlation between the nestedness measures and
assortativity is hidden. The Spearman correlation coefficients are, from top to
bottom: -0.51 and -0.04 for the top figure, -0.17 and -0.51 for the middle figure,
0.97 and 0.23 for the bottom one.
In the canonical ensemble instead, the correlations that we find in the
microcanonical ensemble are almost completely lost, as can be seen in Fig. 21.
Here the fluctuations cover completely the relations between the assortativity
and the various nestedness metrics.
Another example of the behaviour of assortativity in the canonical ensem-
ble is provided in Fig. 22, that is the analogous of Fig. 20 for the canonical
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Figure 22: The equivalent of Fig. 20 but for the canonical ensemble. The blue
and violet realizations are the matrices of maximum sNODF and SNES of the
microcanonical ensemble.
ensemble. As can be seen from the second and third panels, almost no corre-
lation between the assortativity and the various nestedness measures can be
observed, while the correlation between the two nestedness metrics is evident
in the first panel. Also in this case, the overestimation of the measures in the
canonical ensemble screens the anticorrelation observed in Fig. 20.
4.4 Discussion
While the abstract idea of nestedness in networks is quite straightforward, we
saw that a mathematical definition capturing the degree of nestedness of a
real system is much less trivial. As a consequence, while nested structures are
ubiquitously observed across several networks, measuring the actual level of
nestedness along with its statistical significance remains a challenging task.
In the present manuscript we investigated in details different metrics of nest-
edness in both real-world and synthetic networks. In particular, we mainly
focused on two measures, NODF [74] and SNES [92], and some of their modi-
fications [79]. When applied to real networks, these metrics go in the same
direction, as they give positively correlated results.
We then moved to discount the contribution of the degree sequence to the
different nestedness measures. Literally, according to the case of study and to
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Figure 23: sNODF and nSNES vs assortativity in the Web of Life datasets. The
correlations between assortativity z-scores and microcanonical nestedness z-
scores is not well captured by the raw measures. Spearman correlation coeffi-
cients, from top to bottom: -0.56, -0.89, -0.49, 0.86.
the available information on our system we can create suitably chosen series
of randomized copies of our graph (ensembles). This procedure allows us
to use the machinery of Statistical Physics to assess the significance of our
measurements.
Thus, for our aim, we can define null models preserving the degrees of nodes
either as hard (microcanonical ensembles [33]) or as soft (canonical ensem-
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bles [78, 102]) constraints. Otherwise stated, we are using the extensions of
the microcanonical and canonical ensembles to complex networks in order to
discount the information carried by the node degree: the degree sequence is
supposed to have an effect on the nestedness [99, 100], thus we want to focus
on the information carried by the different metrics that cannot be explained
by the degree sequence only.
First, we concentrated our attention on Perfectly Nested Networks (PNN).
A PNN has a degree sequence that admits only a single network, i.e. the
PNN itself, irrespective of whether the degrees are treated as hard or soft
constraints: both the microcanonical and canonical ensembles of a PNN are
composed by the PNN network only. Otherwise stated, there exist perfectly
nested degree sequences and each of them defines univocally a single net-
work, i.e. the PNN one. In the case of PNNs, thus, the value of the nestedness
is completely due to the degree sequence only. But what happens when the
network is not perfectly nested?
We compared the values of NODF and SNES measured on real networks
with the expectations of, respectively, the microcanonical and canonical en-
sembles. As theoretically demonstrated in other studies [21, 107, 108, 109,
110, 111, 112], the two ensembles are not equivalent, thus they should be
characterized by different macroscopic properties. Literally, we found that
the two families of nestedness metrics are negatively correlated when the
microcanonical ensemble is used, while they are positively correlated in the
canonical ensemble. Actually, the fluctuations of the canonical ensemble cover
the real behaviours of NODF and SNES. Instead, once the degree sequence is
fixed as a hard constraint, the level of nestedness is influenced by higher-order
correlations between the degrees themselves, and in particular the assorta-
tivity of the network. Indeed, the two classes of measures of nestedness give
different results in the microcanonical ensemble, when considering networks
with different assortativity: NODF tends to give larger values of nestedness
when the network is disassortative, while SNES tends to give larger values of
nestedness when the network is assortative.
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Thus, other than the choice of the measure, if checking for the statistical
significance of the nestedness of a system, one should make a principled
choice of the ensemble used as a null model in the analysis [111, 112]. The
microcanonical ensemble, which treats degrees as hard constraints, should
be preferred if the observed degrees are error-free, i.e. if they are the actual
values of the property to be kept fixed in the null hypothesis. If one suspects
that the observed degrees are instead subject to some sort of error (e.g. mea-
surement errors, incomplete data collection, poor sampling, etc.), then the
microcanonical ensemble should be avoided, as it will give zero probability to
the true (undistorted) configuration and to any configuration with the same
degree sequence as the true configuration. In this case, we suggest to use
the measures that present the smallest biases for fluctuating degrees, i.e. the
SNES and the homogeneous sNODF or NODF.
Let us finally remark that our work does not provide any indication on
which is the nestedness metric that should be used, or on which is the right
null model to be implemented in order to state the statistical significance of
the nestedness measured. In a sense, each nestedness measure has contraindi-
cations, and every null model, even if discounting the same information, has
its peculiar properties. In this sense, it is crucial to know exactly the behaviour
of the ingredients we are handling. Our contribution is in highlighting odd
behaviours, previously undetected, that, if not under control, can take to
unjustified conclusions.
Nevertheless, in light of our results, the question remains on how to tackle
the problem of the nestedness in real system, even after a proper and justified
choice of the nestedness measure. An easy solution can be, once the null
model has been chosen, to report for the chosen nestedness measure, both
the average over the ensemble and the z-scores on the real network. The
former value provides an evaluation of the nestedness as encoded by the
degree sequence, the latter how significant is the observed nestedness, once
the degree sequence is discounted.
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4.5 Data availability
This work has used the Web of Life dataset (www.web-of-life.es).
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Chapter 5
Brexit and bots: assessing the
impact of automated
accounts on Twitter
This chapter is based on joint work with Fabio Saracco and Renaud Lambiotte
that has not been published yet.
In this work, we study a dataset of Twitter posts talking about Brexit,
published between mid-November and the end of December 2019 during the
UK elections. We give the users a bot score with existing methods, and study
the behavior of the users with different scores in the networks of retweets and
in the usage of hashtags. This final work presented in the thesis is the one
that contains the largest amount of data: the whole dataset is made of roughly
10 million tweets. It goes to show that it is possible and convenient to study
large datasets by using the BiCM model in a fast and efficient way, even when
the analysis is computationally costly.
5.1 Introduction
Social networks are becoming more and more important in the modern world,
and research has accordingly focused on the description and analysis of
their structure and dynamics [116, 117, 118, 119, 120]. While it is debated
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the effective impact on election results, governments’ stances and public
opinion in general of discussions on online social networks about pivotal
political topics [121], it is nevertheless undeniable that new media represent an
important tool to shape the political communication strategy. In this scenario,
it is of crucial importance to investigate possible artificial manipulations of
data and of the behaviour of users. Malicious behaviours have been identified
in recent years, such as the employment of automated accounts to foster effects
like echo chambers [122], push some argument towards one direction or
increase the visibility and credibility of users [123, 117, 119, 124]. The injection
of coordinated accounts is particularly common during elections and key
events in several countries [125, 126, 127]. Detecting the bots and analysing
the behaviour of malicious accounts is not, however, an easy task. For now
more than a decade, scientists have worked on the detection of automated
accounts, using a variety of approaches involving machine learning to analyse
language and behavioural features [128, 119, 129] and the analysis of social
interactions [130, 131].
In this Chapter, we focus on the discussion about Brexit on Twitter before
and during the UK elections of 2019. The presence and influence of automated
accounts in the Twitter Brexit discussion was already noted during the 2016
referendum. In their work, Bastos and Mercea [132] found a botnet of more
than 10k bots, propagating fake and hyperpartisan news. They found that
the bots are specialising in different activities, with some of them retweeting
active users and some other generating cascades of information from other
bots’ tweets. Similarly, the work of Howard and Kollanyi [133] showed that
the bots were mainly focused on retweeting and that their activity was very
high compared to genuine users. Furthermore, they found that the bots’
activity was more in support of Brexit than against it. Here, we focus on the
UK elections in 2019, as they played a pivotal role for the confirmation of
Brexit and as they polarised the public opinion about the future relations of
the UK with the European Union. To do so, we have analysed a dataset that
includes more than 10 million Brexit-related tweets and 1 million users, over
a period of more than one month centred on the day of the general election,
held on the 12th of December 2019.
Our main contribution is the quantification of the bots’ presence in the
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discussion and in the characterisation of their behaviour. We uncover a
massive participation of bots, and we discover the large addition of bots in the
discussion right before the general elections. Moreover, we found evidences
that the bots that are seemingly injected in the discussion behave in a very
different manner to those that were already present. We analyse the accounts
that have been suspended as well, finding nontrivial temporal patterns of
their activity and confirming some of the results presented in Chowdhury
et al. [134]. In addition, we also identify non-trivial patterns of retweets
by bots and suspended users, and we are able to find network metrics that
differentiate bots and humans. Finally, we uncover the topics in which the
bots were active by analysing their retweet activity. We quantify the presence
of bots and suspended users in different communities of the retweet network.
Using network methods, we were also able to find significant groups of bots
specialised in retweeting similar kinds of hashtags and URLs.
5.2 Methods
5.2.1 Data collection
We downloaded our data using Tweepy1, a Python wrapper for the official
Twitter API. The period considered goes from the 20th of November 2019 to
the 23rd of December 2019 (the UK elections were on the 12th of December).
During this period, we registered all the tweets that contained the keyword
Brexit.
It could be argued that our filtering procedure is not adequate, as the UK
general election also covered other topics of discussion that Brexit. However,
our aim was to investigate the underlying sub-discussion on Brexit, as it
played a central and polarising role, but also gained global attention from all
over the world.
5.2.2 Automated and suspended accounts
To assign a bot score to each accounts, we used the Botometer API [135] in
its most recent v4 version [136]. Where not otherwise specified, all unveri-
1https://www.tweepy.org/
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fied users2 with a Botometer CAP (Complete Automation Probability) score
greater or equal than 0.43 are considered bots, as was already chosen in [137].
The users that had been suspended and removed from Twitter after a short
time, thus being not classifiable, have been treated separately. There is no
strict consensus on the threshold value that should be chosen, and it is some-
times taken higher; however our data shows that setting a higher value is not
appropriate given our short time window. In our case, we chose the threshold
so that about 5.6 percent of users will be labeled as bots. A similar approach
was adopted by Ferrara et al. [138]. In Fig 27 we show that the choice of the
threshold does not modify the observed behaviour of the group, even if it
changes the total number of automated accounts.
5.2.3 Network models
Monopartite projections. In order to analyse the different bipartite networks
we can build of our data set, we employ the algorithm to obtain monopartite
representations of bipartite networks as introduced in 2.2.6. Summarising, this
algorithm consists in computing a similarity score between nodes of the same
layer by counting the common neighbours, and comparing the so obtained
number to the one that could be expected from the Bipartite Configuration
Model described in 2.2. A p-value is then calculated for the similarity of the
couples of nodes and a link is generated between the nodes if the p-value is
statistically significant.
Monopartite backbone. After obtaining the two one-mode projections of a
bipartite network, we add again the links of the original bipartite network
to connect the nodes that remained in the projections. This way, we obtain a
monopartite network that will show the groups of similar nodes of the same
type, and link the groups if they were originally related. A representation of
this procedure is shown in Fig. 24.
Discursive communities. In [139] a method for extracting membership of
users to different discursive communities in social networks was presented
2Twitter has a procedure to check the identity of some users that are of public interests, as the
official account of political parties, newspaper, online newscasts, politicians, journalists and VIPs
in general. Due to the verification procedure of Twitter, all verified accounts are considered as
genuine by Botometer.
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Figure 24: Monopartite backbone extraction from a bipartite network. The
bipartite network of the first panel is projected on both layers. After the two
one-mode projections are obtained (second panel), the original links can be added
again to obtain the backbone of the network (third panel), that will highlight
mixed groups of interactions.
and later refined in Ref. [124, 140]. The method is based on the behaviour of
verified users, i.e. the accounts that are certified by a Twitter official procedure:
these are property of newspapers, newscasts, journalists, politicians, political
parties and VIPs in general that can be of public interest. Verified users have
a stronger tweeting (i.e. generation of original contents) than retweeting (i.e.
sharing posts published by others) activity, on average. In this sense, we can
leverage on the presence of verified users to extract discursive communities.
In fact, we can use the validated projection described in Section 2.2.6 and
apply it to a bipartite network of verified and unverified users, in which a
link is present if one of the users retweeted the other one at least once. In
this sense, we are stating that two verified users are perceived as similar if
they both interact with a considerable number of unverified accounts. After
obtaining the validated projection we can find different communities of users
using the Louvain algorithm. With the so found community labels, we can
obtain groups of similar unverified users in the original network by applying
a label propagation algorithm. In this work, we simply label a user with the
most common label among its neighbours removing one edge at random
in case of ties, using the algorithm proposed in [141] and considering the
labels of verified users as fixed. Iterating the procedure several times until
consensus is reached and no node will change its label, we obtain a labeling
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for all users. Since this procedure can yield different results for the random
choice we make when breaking ties, we repeat the whole label propagation
1000 times and take the most likely outcome.
5.2.4 Community detection
To investigate the community structure of the networks, we use modularity-
optimizing strategies. For monopartite networks, we look for optimal mod-
ularity partitions using the Louvain algorithm [57]. Louvain community
detection algorithm is order dependent [58], so we rerun the algorithm af-
ter reshuffling the order of the node. We then considered the partition in
community displaying the greatest value of the modularity.
5.2.5 Core-periphery measures
To measure if nodes belong to the core or periphery of their communities, we
employ a strategy similar to the one found in Guimerá et al.[142]. We use
two measures: the first one, coming directly from this original paper, is called
participation score and reads








where i is a node of the graph, C is the number of communities, di is the
degree of node i and dic is the degree of node i towards the community c, i.e.
the number of neighbors of i belonging to community c. The participation





if its neighbors are all equally distributed inside ci communities.
We also evaluate how relevant a node is inside its community, in accor-
dance to the strategy of [142] but using a slightly different measure. We want
to compare the degree of the nodes towards other nodes of their community,
and given the non-gaussian distribution of the in-degrees inside a community
we adopt the following relevance score:
R(i) = − log pval(dici) = − logPj(djci >= dici) (5.2)
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5.3 Results
The number of posts per day fluctuates between 100K and 300K for most of
the time period (Fig. 25), and it jumps to 900K on election day. In total, we
analysed more than 10 million posts. The number of users follows a similar
trend, being almost never lower than 50K and rising as high as 350K on the








































































Figure 25: Number of tweets (including retweets) and users per day. The peaks
on the 12th of December that can be observed in both panels is in concurrence of
the day of the elections.
5.3.1 Bots statistics
The average percentage of bots in the discussion fluctuates around 2 percent
for the first part of our time period (Fig. 26). Interestingly, though, the number
of bots in the dataset increases steeply after the 6th of December. It rises as
high as 11 percent on the election day, almost 10 percent higher than one
week before, but rapidly drops after the election. The number of suspended
users also shows a change of behaviour around that date, but a different
one: their percentage goes up only moderately, from 6 percent to 9 percent
after the election day, and this increase is not followed by a rapid drop. It
can be observed that the increase in the bots’ presence comes with a relative
decrease in their activity, as per Fig. 26, third panel: they were on average
tweeting more before the 6th of December, while the separation between users
and bots increases from the 8th and they start to tweet less in the period of
their increase before the elections. This behaviour comes mostly from retweet
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activity, so the bots that enter the Brexit discussion after the 6th of December
seem to be more silent than the ones that were already present in the dataset.
It is remarkable that the pattern observed in Fig. 26 is independent of
the threshold chosen to label users as bots: in Fig. 27 we show that the
relative percentage increase of bots happens with different thresholds, chosen
statistically to label as bots the top 1-10 percentiles. In our case, we chose a
threshold that was already used and labels as bots about 5.6 percent of all
users in the dataset.
For suspended users, the activity trends are almost inverted: they are
more active than a normal user and way more than a bot, and the activity
does not show the same pattern of the bots but instead goes down after the
election day.
As shown in Table 2, bots and suspended users are not very supportive
of each other and their activity focuses on retweeting genuine accounts, thus
generating noise and fostering discussions that are already present. Also, they
are not much retweeted or quoted by genuine accounts, with only around
4% of the retweet/quote activity of genuine unverified users interacting with
suspended users or bots, and even less for verified accounts. This suggests
that the bots’ strategy is to go under the radar by not generating large cascades
of false information, but rather limiting their activity to increase the credibility
and visibility of genuine accounts.
The quantity of new bots that appear in the discussion can also be seen in
the second panel of Fig. 26. The figure focuses on the new users and bots that
appear for the first time in our dataset. We have some data from the previous
days so the plots are rather stable. The increments in the percentage of bots
and suspended users come with a higher relative percentage of new users of
the corresponding type introduced in the discussion compared to the quantity
of new users.
This fast addition of a new kind of bots in the dataset in such a large
amount seems to be rather unique. With our analysis, we found differences
between the Twitter activity of the already present bots and the wave of
new bots. We also found significant distinctions between bots and suspended
users. It could be argued that the change of behaviour of the bots is not caused
by the incoming automated accounts but rather by a change of behaviour of
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the ones that were already present in the dataset. Fig. 28 suggests that this
should not be the case. To explore this hypothesis, we separated the bots
present on the 10th of December between the ones that were also present
before the 6th of December, and the ones that were not. New bots are clearly
less active, usually limiting their activity to a single retweet, while the ones
that were already in the discussion show a more various activity.
We also analysed what is the impact of bots and suspended users on
the retweeters of some of the most popular verified accounts from various
political parties. We found that the increase of bots is transversal across the
users that we considered, while the suspended users’ increment seems to be
driven by mainly realDonaldTrump’s retweeters, and partially BorisJohnson’s
retweeters (Fig. 29).
Retweeted user type Quoted user type
User type Tot % Suspended Bots Non-bots Verified Suspended Bots Non-bots Verified
Suspended 8.58% 7.55% 1.18% 48.35% 42.92% 7.31% 0.82% 43.54% 48.33%
Bots 5.6% 3.86% 3.69% 43.85% 48.6% 2.18% 6.4% 34.17% 57.25%
Non-bots 84.51% 3.45% 0.72% 54.11% 41.72% 3.02% 0.56% 47.19% 49.23%
Verified 1.32% 0.82% 0.47% 34.43% 64.28% 1.25% 0.42% 26.06% 72.27%
Table 2: Percentage of retweets and quote tweets by users, divided by type.
Bots and suspended users are not very supportive of each other and their activity
focuses on retweeting genuine accounts, thus generating noise and fostering
discussions that are already present.
5.3.2 Core periphery structure and the bots’ position
We analysed the position of bots and suspended users in the networks of
retweets. We obtained each network of retweets by linking two users if one of
them has retweeted the other at least once, without considering the direction
of the retweet nor their number. In this sense, the resulting network will be
undirected and binary. By not considering the number of retweets, we avoid
noise from accounts whose activity is much higher with respect to the others.
Our target is to understand whether the retweet activity of the bots is
strategically determined to fuel echo chambers or to target undecided users,
by analysing the position of the bots in the network. We partially follow the
approach used in [142] to measure the position of the nodes in the networks,

































































































































Figure 26: Presence of bots and suspended users in the discussion over time.
For users labeled as bots (with a score higher than 0.43) that have not been
suspended, there is a change after the debate of the 6th of November (top), with
new bots coming into the discussion (bottom left). The new bots seem less active
than the old ones (bottom right). The percentage of bots among genuine users
becomes as high as 10%. Among the removed users, the changes happen after
the 12th of December (election day), with new suspended users entering the






















































Figure 27: Percentage of bots per day cutting setting different thresholds, ac-
counting for the top 1-10 percentiles. The relative increase in bots’ presence is
independent of the chosen threshold.
score (Eq. 5.1) to measure how much a user restricts its retweet activity on only
one community, and a relevance score (Eq. 5.2) to measure how relevant a user
is inside its community, see the Methods section for more details. The results
are shown in Fig. 30: the bots seem to have a clear preference for targeting a
single community with respect to the other users. In the figure, we can see
the distributions for the 11th of December. Indeed, the distributions of the
participation score are very different when distinguishing between genuine
users and bots, with a seemingly higher preference of bots for retweeting only
in their own community. The relevance score reveals instead a comparatively
low degree of the bots, meaning that the bots are usually on the periphery
of one community, but focusing only on that single community with a low
number of retweets, confirming the findings of [143]. This signal can be
dependent on the degree distribution of bots as well.
The difference between bots and users is well visible already when com-
puting the average of the scores, plotted for the whole period in Fig. 31.
Interestingly, the signal intensifies during the week before the election, with a
wider gap between bots and users. It is also worth noting that in this case, the
suspended users present very different scores from the bots and their average
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Figure 28: Histogram of the number of posts made by bots. We took bots from
the 11th of December, and the two histograms separate the activity of those that
were already present in the discussion the 6th of December (persisting bots) from
the new entries (new bots). Almost 40% of those of the 6th of October are still in
the discussion, and their average activity is almost stable from the two dates. The
old users’ activity is much higher, so the effect of the less activity is only caused




























































































Percentage of suspended users among retweeters
Figure 29: Percentage of bots and suspended users among retweeters for some
main verified accounts. The percentages of suspended accounts increase after
the election day, while in the case of bots the increase is observed after the day of
the election.
scores stay in line with genuine users until the date of the election, when the
scores of suspended users become much closer to the bots’ scores.
To quantify the difference between bots and users in the distribution of
the core-periphery scores, we applied a two-sample Kolmogorov-Smirnov
test. The results of the tests and their evolution over time can be seen in
the bottom part of Fig. 31, and confirm the significance of the difference for
almost all days, and its increase after the debate. For suspended users, a
similar difference with respect to genuine users is found. After the increase in
the percentage of suspended users, that is at the date of the election, the KS-
tests of both scores yield a clear separation of the distributions of suspended
and genuine users.
These results on core-periphery positions of the bot can also be explained
by considering that the retweet activity of all users is focused mostly on
genuine users, as shown in Table 2. To be part of the core, bots or suspended
users should be retweeted more.
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Figure 30: A phase diagram of the core-periphery scores with different colors
for bots, suspended users and humans, for the network of retweets among
users the day before the election. The histograms on the bottom and left of the
phase diagram show the marginal distributions. While automated accounts are
concentrated on lower values of presence and participation scores, suspended
and genuine users have a flatter distribution, even if a peak on the lower values
is still present. Bots are more inclined to retweet accounts in their community
(participation score) and moreover focus their activity on few users (relevance
score).
5.3.3 Discursive communities
We analysed the bipartite network of verified and unverified users, obtained
by linking two users if an unverified user has retweeted a verified at least
once. Understanding the structure of such network is useful to characterize








































































































































































KS statistic: relevance score
Figure 31: Average scores of participation and presence (top) by category and
the KS tests’ statistics comparing the distributions (bottom). It is striking the
change of behaviour of bots after the election day in both the presence and
participation score: in fact, the average values of the scores are almost always
higher for bots than for suspended users after the 12th of December. At the same
time, the relevance score of suspended accounts is always higher than average
users before the election day, dropping to much lower levels after the elections.
with different political sides. With such network, we analyse the discursive
communities that were introduced in the Methods section 5.2.3.
We first project the network on the layer of verified users by using the
statistical projection described in Methods. We thus obtain a monopartite net-
work of verified users (Fig. 32), that tells us which couples of verified accounts
are retweeted by a significant number of common unverified users. With this
network, we obtain labels for each verified user according to the community
structure that we find by running the Louvain algorithm [57]. Then we are
able to obtain the labels of unverified users by running a simple label prop-
agation algorithm on the bipartite verified-unverified network. With the so
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found communities, we quantify the presence of bots and suspended users in
each of them.
The results of this procedure can be read in Table 3. The communities have
very straightforward meanings, each containing verified users that can be
associated with a stance on Brexit or with a country such as India or Ireland.
The biggest community is the one that is supportive of the EU and against
Brexit, with mixed users involved including actors and famous people, but
also politicians and parties such as the LibDems. Then a pro-Brexit group,
that includes the Conservatives and the Brexit Party. Interestingly enough,
there is also a Trump supportive community, and it is separated by the other
groups and contains a staggering 23% of suspended users. The Labour party
are interestingly forming a community of their own, that includes also some
news accounts, even though the newspapers are generally in a community of
their own, linked to communities of both pro- and anti-Brexit communities.
The other main communities are related to nationalities: Scottish, Indian and
Irish communities can be found.
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4.66% 4.71% 1.33% 3.16% 4.68%
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TVMohandasPai, WIONews, republic, samirsaran
1.95% 13.07% 0.67% 6.32% 4.3%
8 Irish 3323
SJAMcBride, naomi long, sinnfeinireland,
SenatorMarkDaly, GerryAdamsSF, ClaireHanna,
Mr JSheffield, cstross, glynmoody, rtenews
5.09% 3.49% 11.95% 3.55% 0%
Table 3: Composition of the main discursive communities of the verified-
unverified network after the label propagation.. In Fig. 32 the projection on
the verified users is shown. The last two columns show the percentages of bots
and suspended users in the community that appear in the hashtags-users pro-
jections. The higher these percentages are, the more the automated accounts are
coordinated.
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Figure 32: Projected network of the verified users. The eight biggest communi-
ties have been highlighted and their composition is further explained in Table
3
5.3.4 What do the bots say?
To understand what the bots are posting about, we observed the use of
hashtags and URLs by users in our dataset. In Fig. 33 we show the most
retweeted hashtags (in percentage) by bots and suspended users. Among the
most retweeted hashtags by suspended users, interestingly we can find topics
that are external to Brexit, for example Trump 2020 campaign-related tags,
such as #Trump2020, #MAGA, #QAnon, suggesting an external connection of
the Brexit debate to Trump’s campaign. Note that the use of popular hashtags
such as #fridayfeeling in combination with political topics was observed
also in [134]. In the activity of bots, we still find Trump-related hashtags,
even though we can see more focus on the actual theme of the election and
hashtags related to all parties, such as #votecorbyn, #conservativewin and
#ukpolitics. It is also worth to mention the presence of #nexit (the word Nexit
is the equivalent of Brexit for the Netherlands) and there are similar hashtags
related to other countries.
To improve our understanding of the bots organization, we built the bi-
partite networks connecting bots and hashtags and suspended users and
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Figure 33: Most retweeted hashtags by bots and suspended users in percent-
age among all users’ usage.
hashtags. A connection is present between an account and a hashtag if the
latter was retweeted at least once by the user. A first inspection suggests
a separation of the activity of bots or suspended users in groups. In order
to strengthen the signal, we extracted a backbone of the networks by pro-
jecting the bipartite network on its layers and re-linking the nodes of the
two monopartite projections with the original links (see the Methods section
for details). The two backbone networks can be seen in Fig. 34, with bots-
hashtags on the left, and suspended-hashtags on the right. Our methodology
reveals the dense cliques of hashtags that have common retweeters among
bots and suspended users. We then search for communities in the network by
running the Louvain algorithm for modularity optimization.
Among the mixed suspended users-hashtags communities highlighted
in the right-side network of Fig. 34, there are some that are naturally linked
together, and some that are most likely corresponding to an unusual activity
of bots. For example, the orange and the blue communities, that are the largest
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ones, contain hashtags that refer to the elections and each one leans towards
one direction (conservative/Brexit for the blue one, labour/pro-EU for the
orange one). Meanwhile, some smaller but denser communities hashtags
related to Qanon and the Trump campaign (pink, golden and purple, bottom
left) or contain links to other EU countries such as France, Germany and
Greece.
For the network of bots, on the left of Fig. 34, the situation is similar but
this time the discussion on Brexit is mixed in one community (blue), while
the other communities contain either groups similar to those found for the
suspended users, or other generic topics, maybe injecting noise or advertising
products.
Figure 34: The backbone of the network of hashtags and bots (left) or sus-
pended users (right) linked by retweets for the whole period of our dataset.
The coordinated retweet activity of the bots emerges, but the suspended users
look more organized in groups. In both network a separation between pro-Brexit
(blue) and pro-Euro (orange) groups is visible.
Then we analysed the use of URLs by bots and suspended users. In Fig.
35 we present the URLs most used by bots and suspended users compared
to genuine users. The retweet activity of both categories, but particularly
suspended users, spams many websites that are close to Trump’s campaign,
such as diamondandsilk.com, gellerreport.com, breitbart, grrrgraphics.
We also built the bots-URLs retweet network (Fig. 36) similarly to what
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Figure 35: Most retweeted URLs by bots and suspended users in percentage
among all users’ usage.
Figure 36: The backbone of the bipartite retweet network of URLs used by
bots (left) and by suspended users (right) for the whole period we consider.
The suspended users are more organized in their patterns of retweet of URLs.
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we did for the hashtags, and in the same spirit we projected the network on
the layer of the URLs via a statistical projection.
Interestingly, on the projection from the URL-suspended users network
we can find a separation of the URLs in the pro-EU and pro-Brexit links, and
that is reflected also in newspapers URLs, with the most conservative ones
leaning towards the blue community while the most pro-EU lie in the orange
community. The green community on the right-side network in Fig. 36 is
mostly made of Scottish websites. For the bots-URLs projection (left-side
network of the same figure), although the projection is less populated, the
story is similar, with a separation in pro-Euro (green) and pro-Brexit (blue)
groups, but this time there is a community of Trump supportive websites
of comparable size, including URLs and disinformation websites such as
diamondandsilk.com, gellerreport.com, breitbart.com and such. This is analogous
to what happened in the networks of bots/suspended users and hashtags. In
this case, the projection on the users’ layer did not validate links between bots
or suspended users, but that is understandable since the use of URLs by users
is way less diversified. In Section 5.3.3 a comparison between different our
groups and discursive communities is presented.
5.4 Discussion and conclusions
Our analysis confirmed that bots were involved with a central role in the Brexit
Twitter discussion. We showed that they were injected in a specific discussion
even in a short time period: strikingly, the percentage of the bots’ presence
went from less than 2% to more than 11% in one week, that is crucially the one
just before the elections. The increase is observed right after the TV debate
between the leaders of the main political parties, Boris Johnson and Jeremy
Corbyn, which happened six days before the election. Such findings suggest
that the injection of bots in the Brexit discussion is not a coincidence, but has
the purpose of boosting noise and give relevance to the Brexit topic in the
more general political scenario before the elections. Unfortunately, due to
the limited time-window of our data, we cannot say if these bots are new to
the whole political discussion or if they are simply shifting their attention on
Brexit.
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Furthermore, we observed differences in the temporal patterns of bots and
suspended users. The presence of the suspended users is not increasing at the
same time of bots, suggesting that one wave of bots went under the radar in
Twitter’s bans, and that different types of automated accounts populate the
Twitter landscape.
We were able to highlight the differences in the activity by analysing the
different positions of bots and humans in the network structure. We started
considering the core-periphery structure of the network, using the approach
of [142]: we analysed the position of the bots in the communities found in
the networks of retweets, finding that automated accounts tend to focus on
a single community and to stay in the periphery of it, confirming previous
findings [122]. This is in part due to the large portion of bots having low
degree, but also for the small portion of bots retweeting bots, thus not being
able to move some of the bots to the core of communities. We showed that
the statistical differences between bots and humans increase when there is a
mass insertion of bots.
By considering the retweet patterns of unverified users towards verified
users, we were able to highlight non-trivial groups of users tweeting about
similar topics, and we analysed the participation of bots and suspended users
in such groups. We found that the activity of bots is not limited to specific
discussions, but instead they are present everywhere, although in different
proportions. For suspended users instead, we found that a large part of their
activity is focused on the Trump campaign.
The analysis of the hashtags and URLs usage by the bots has revealed
that while there was a big activity by automated accounts, the streams of
coordinated bots that have been inserted do not look to be only specifically
linked to the Brexit discussion, but also on different topics that could benefit
from the Brexit debate, mainly populist narratives. The two main topics that
we uncovered are the Trump 2020 campaign, and perspectives of a further
division in the EU.
Summarising, in this Chapter we found a significant presence of bots in
the Brexit discussion during the UK elections of 2019, following the findings
of Bastos and Mercea [132] and Howard and Kollanyi [133] that also found a
large presence of bots during the Brexit referendum. The activity of bots also
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presents a steep increase, and this result is robust to the choice of the threshold
used in the Botometer score. This increase comes in a crucial time, after a
widely popular TV debate between political candidates one week before the
elections and the elections themselves. We further analysed the behaviour of
the automated accounts by analysing several network features, such as the
core-periphery positions of users and the similarities of bots in the retweet
patterns via the analysis of different kind of networks. We found that the
automated accounts are spread across all the discussions. Furthermore, the
bots behave significantly differently with respect to the genuine users, and we
found groups of bots retweeting hashtags not always perfectly centred on the
Brexit discussion but relative to other populist narratives. Anyway, due to the
nature of our dataset we could not answer other questions. For instance, we
do not know if the spike in bots’ activity is due to political bots shifting their
attention on Brexit as that would require a more general stream of tweets.
Our findings suggest that at times the behaviour of bots is common across
political discussions, and generating noise that is not particularly polarised
can be used as a tool by multiple sides. However, further similar analysis
on the specialisation of bots on a certain subtopic of a general discussion is




The fast moving world in which we now live produces an incredible amount
of data every day, and the analysis of such data becomes more and more
important. In fact, data can reveal new information about both natural phe-
nomena and the human behaviour, and this information can be beneficial or
detrimental for the society. Research has the role of providing clear and trans-
parent solutions that can be trusted by everyone for the collection, storage
and use of data.
Network science has provided new perspectives of looking at data, and
creating network methods that are precise and efficient when applied to
large datasets is key. In this context, the work presented in this thesis is
a needed step for the use of maximum entropy models in the analysis of
bipartite networks. With the different points of view ranging from purely
theoretical to many different applications, it aims at providing a useful and
comprehensive review of the use of maximum entropy network models for
bipartite networks.
We structured the work in four main chapters, each one describing a
different but related work. Each of the chapter had a different aim, and the
various fields of application are intended to let the reader understand the
flexibility of the methods applied here, and ranging from simple applications
to more complex methods and insights.
First, in chapter 2 we described the maximum entropy Bipartite Configu-
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ration Model (BiCM) and its theoretical derivation. The importance of this
model lies in the fact that it is, by construction, the most unbiased configura-
tion model with fluctuating degrees for bipartite networks. We proposed a
resolution algorithm for the computation of this model and tested the perfor-
mance of it for large networks. We showed that the computational challenges
that were believed to hamper the use of maximum entropy models can be
overcome with a smart implementation of the proposed algorithm. To put
into effect these results, we designed and provided a Python package for
the fast computation of the maximum entropy BiCM. This is a major step
ahead for a wider utilisation of maximum entropy models. Furthermore,
the package we presented also includes a method to obtain a statistically
validated monopartite projection from a bipartite network, which can be used
for applications just like in the works presented in the other chapters of this
thesis.
We then showed in chapter 3 an application to a medium sized dataset,
and provided an example of non trivial insights that a correct use of statistical
models can yield. We presented a work in which we focused on the exports of
Colombian firms, analysing the bipartite network obtained by considering the
Colombian firms and the products that they export, where one firm-product
link means that the firm is a relevant exporter of the product. To understand
the underlying structure of the firms and products relatedness, we employed
the BiCM and compared the network structure with the expected structure
resulting from the null model. By comparing the similarity of products or
firms to the similarities expected in the canonical ensemble of the BiCM,
we obtained a network of similarity effectively projecting the network on
its layers to build a new product space. We found a block structure that
suggests that firms behave differently from countries, for which a nested
global structure was found. Firms, at least for the Colombian case, given
their limited possibility to diversify exports, tend to specialize on one type of
product. Then we also analysed the meso- and microscopic structure, thinking
that at the level of single communities of products we would retrieve a nested
pattern similar to the one of countries, with large firms exporting many
products and smaller firms exporting subsets of the same exports’ baskets.
Instead, we found that the specialization pattern goes deeper to the point
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that an inner block structure is almost always recognizable in the exports of
firms. The firms not only tend to specialize in a category of products, but they
aim at specializing in exporting products for which they do not face a strong
competition.
In chapter 4 we highlighted the importance of choosing the right model
for the data. In doing so, we investigated the differences and limitations of
different randomization strategies. We shed light on the meaning of nested-
ness measures in ecology thanks to the non-trivial insight that derives from
the statistical benchmarks provided by the different network models. We
started from two among the most commonly used measures of nestedness,
and showed that the signal coming from the two measures is correlated when
they are compared in a degree-fluctuating configuration model as BiCM.
However, if the degrees are fixed exactly and a microcanonical configuration
model is used, the averages of both measures are different than the BiCM av-
erages and they show an anti-correlation. We investigated this behaviour and
found that fixing the degree sequence of a bipartite system, different measures
catch different signals of assortative and disassortative nested configurations.
Instead, we showed that in this case letting the degrees fluctuate produces a
bias in quantities that scale with the nodes’ degrees more than linearly, hiding
the different nature of the two measures we consider and underestimating
the statistical significance of the measures.
In chapter 5, we studied a large dataset and showed that the BiCM can
be used for systems of very large dimensions. We analysed a discussion
on Twitter about Brexit during the UK elections. With the BiCM package
we analysed different kinds of networks dealing with more than a million
nodes in some cases, showing that large amounts of data are not a problem
to handle with the algorithm we proposed for the resolution of the bipartite
configuration model. With the ever growing studies on social science that
rely on a data driven approach, we successfully provided methods to gain
helpful insights on a social network discussion. We were able to highlight
the presence of coordinated groups of bots that follow specific topics, that are
injected at crucial times, significantly altering the discussion on social media.
This happens for both suspicious users that after some months are still on
Twitter, and for users that have been suspended from Twitter. Anyway, we
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found evidences that the noise in the system is not always targeting a political
stance but is instead spread across many social groups.
In conclusion, this thesis focused on the statistical analysis of bipartite
networks, and improved the methods that are currently used to analyse them.
The intended goal of this thesis is to provide a guide to the use of maximum
entropy models for analysing bipartite networks. We showed the efficiency
of our algorithm and provided a Python package that is free to use. We
then presented several applications that are very different among them, each
adding a different insight to the respective research area. This shows the
adaptability of our methods and the possibilities that the statistical analysis
of bipartite networks can offer.
As a future development of this work, the implementation of more net-
work models such as directed and weighted configuration models is a straight-
forward step. Furthermore, each chapter of this thesis is a separate line of
research and all of them opened new interesting research questions.
One of the aims of science must be to get more accessible and understand-
able by a wider audience. We hope that the reader might have found this
work useful and clear, and we hope to have made network science a little
more friendly to researchers from other disciplines.
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[14] Albert-László Barabási and Réka Albert. “Emergence of scaling in
random networks”. In: science 286.5439 (1999), pp. 509–512.
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