Introduction
Let G be the unit disc in R 2 and let p be a smooth map from G into R such that α ≤ p(x) ≤ β for all x ∈ G, α > 0, β > 0. Fix a boundary condition g from ∂G into S 1 which is smooth. Set d = deg (g, ∂G) and suppose that d ≥ 0. Consider the GinzburgLandau type functional
which is defined for maps u in the class
It is easy to see that the minimum of the problem
is achieved by some u ε that is smooth and satisfies the Euler equation In the case where d = 0 we have exactly the same result as in [5] . Let us suppose that d > 0. Bethuel, Brezis and Hélein introduced the problem (1.1) in [5] , [6] . There they considered the case p = 1, they characterized the asymptotic behavior of u ε completely. They proved that there is a subsequence ε n and exactly d singularities in G and a smooth harmonic map u * on G\{a 1 , ..., a d } such that u ε n converges to u * in C 
., a d }).
They also gave the location of the singularities. In [7] , [8] and [9] , motivated by problem 4 in [6] , we have studied the problem (1.1) where p is a smooth non constant positive map. We considered the case where p has one singularity a in the boundary, and the case where CardΛ 2 ≥ d. In the first case, we proved that the whole sequence converges in C 1,α loc (G\{a}) to a limit u 0 having a singularity in a with degree d. In the second case, we showed that there exists a subsequence ε n tending to 0 such that u ε n converges to a limit u 0 in C 1,α loc (G\{a 1 , ..., a d }), and that {a 1 , ..., a d } ⊂ Λ 2 , and we proved that the configuration (a 1 , ..., a d ) minimizes a certain renormalized energy. In [2] , [3] André and Shafrir proved the general convergence result, and they studied the minimizers and their energies in the case where CardΛ 2 < d and Λ 1 \Λ 2 = ∅.
This problem has a physical motivation which is to study a thin film with variable thickness (see [12] ). Recall that (1.0) is an approximation of the Ginzburg-Landau model for the energy of superconductors.
In this paper, we study the following problem which was proposed to us by Brezis : What about the location of the singularities if they are on the boundary ? So, in view of the results of [8] , we consider the case where
We shall also assume in all what follows that for every a ∈ Λ 1 there exists an integer k a ≥ 1 and a constant C(a) > 0 such that
where o(|x − a| k a ) stands for a quantity such that
Using the Riemann mapping theorem, our results can be generalized to an arbitrary smooth domain.
Set K = {k a , a ∈ Λ 1 }, K 2 = {k a , a ∈ Λ 2 }, K = {k a , a ∈ Λ 1 \Λ 2 }, and l 2 = CardΛ 2 .
We define
We note that in the definition of F (d, K), the integer n ≥ l 2 is a variable of the minimization problem. We include the case where l 2 = 0, and in this case, we use the convention
We also include the case where n = l 2 > 0 with the convention n i=l 2 +1
Our first main result is the following THEOREM 1.1. Assume (1.2) and (1.3), let u ε n be a minimizing sequence which converges in C 
5 we have two minimizing configurations for F (d, K), namely m = 2, (a 1 , a 2 ) with the degrees (1, 1), or m = 1, (a 1 ) with the degree d 1 = 2. The proof of Theorem 1.1 is related to the following estimate of the energy. THEOREM 1.2. There exists a subsequence ε n tending to 0 and a constant C > 0 depending only on g such that
Let u ε n be a sequence of minimizers of (1.0), then we define the collection of bad discs as in [6] . Extracting a subsequence, for n large enough, there is α > 0 and N discs B(x
We also obtain the following result concerning the centers of the bad dics. THEOREM 1.3. Let a j ∈ Λ 1 \Λ 2 be given in Theorem 1.1, j = l 2 + 1, ..., m and let x ε n be any center of a bad disc that tends to a j as ε n tends to 0. Then, up to a subsequence ε n , |x
tend to positive constants as ε n tends to 0. Moreover, we have exactly
tends to a positive constant. For a j ∈ Λ 2 , j = 1, ..., l 2 , we recall the following result, that was already proved in [3] . We have that if
tends to a positive constant as ε n tends to 0 for d j − 1 centers x ε n of bad discs tending to a j .
Let us define k and Λ by
We deduce the following corollary from Theorem 1.1. COROLLARY 1.4. Let us assume that
Assuming (1.5), letting l = d − l 2 and relabelling the singularities as (
2 , the map u 0 is defined by
where θ j is defined by
and φ 0 is defined by
This implies that, in the tangential direction, the function (
has a removable singularity in a. Assuming (1.2), (1.3) and (1.5), we have to define a renormalized energy in order to localize the points a 1 , ..., a l in Λ. Let us introduce, as in [6] the renormalized energy W (a, d, g, p) associated to a given configuration a = (a 1 , ..., a k ) of distinct points in G, a 1 , ..., a h being on ∂G and a h+1 , ..., a k being in G, with associated degrees
Using an observation of Ragazzo, see [4] , we can define
where the function R(x, a j ) for j = 1, ..., h is defined by (where p(a j ) = p 0 ) (1.8)
with the normalization condition
The function R exists and is smooth in G. Indeed, we have
Now, the identity (1.10) follows, first from
and the fact that
The regularity of R follows from the fact that
We note that H is the solution of (1.12)
In order to justify (1.12) we have to prove that 2
Then we may define
as an element of the dual of W
where 
This justifies (1.12) . Note that we have (1.14)
For j = h + 1, ..., k, as in [6] and [8] , we define
with the normalization condition (1.13). Our second main result is the following THEOREM 1.5. Assuming (1.2) and (1.3) and (1.5), letting
j be the center of the bad disc associated to a j , j = 1, ..., l. We have
2. The proof of Theorem 1.1 and Theorem 1.2.
Let us recall that we have (see [3] or [14] )
We do not detail the convergence of a subsequence u ε n to u 0 (see [3] and [8] ). We consider the m singularities a 1 , ..., a m , that are the limits of the centers of the bad discs, and we
We may assume that a 1 , ..., a n 2 ∈ Λ 2 and a n 2 +1 , ..., a m ∈ Λ 1 \Λ 2 (we do not exclude the cases n 2 = 0 or m = n 2 ). We start with the following lemma LEMMA 2.1. Let a 1 , ..., a n 2 ∈ Λ 2 and a n 2 +1 , ..., a m ∈ Λ 1 \Λ 2 . We have a constant C > 0 such that for any n > N , (2.1)
Proof of Lemma 2.1. Let us refer to a method that we used in [8] . For each a j , j = 1, ..., m, we defined, up to a subsequence ε n , r j numbers tending to 0, ε n < σ 1,j 
tends to +∞ as ε n tends to 0, i = 1, ..., r j , with the convention σ r j +1,j (ε n ) = ρ 0 . For every center x ε n of a bad disc tending to a j either there
is bounded. More precisely, we have a priori two cases. The first one is the case where
→ +∞ for every center of a bad disc x ε n that tends to a j , and the second one is when there exists a center of a bad disc x ε n that tends to a j and a constant λ > 0 such that |x ε n − a j | ≤ λε n . In the first case we define, for k = 1, ..., r j two constants λ k,j > 0 and λ k,j such that the sets
.., r j , contain all the centers of the bad discs that tend to a j . In the second case we can choose a real σ 1,j (ε n ) such that
→ +∞ and such that the set
and the sets X k,j , defined as in (2.2) for k = 2, ..., r j contain all the centers of the bad discs that tend to a j . Hence, using a result of Brezis-Merle-Rivière, see [10] , and the arrangement of the bad discs given by Struwe [14] , that we did in each set X k,j , j = 1, ..., m, k = 1, ..., r j , with (using the notations of Struwe) R 0 of the order of ε n and R L of the order of σ k,j (ε n ), we proved, for a j ∈ Λ 1 \Λ 2 , k j = k a j and ρ > 0 being fixed
3) and (2.4) we get the following lower bound for the energy (2.5)
Note that, using the definition of X 1,j , if, for j ∈ {1, ..., m}, there exists a center of a bad disc x ε n that tends to a j and a constant λ > 0 such that |x ε n − a j | ≤ λε n , then we have to
). In any case we prove that δ ij > 0. Indeed, for any 0 < σ < σ 0 we have the following upper bound for the energy
Comparing the terms containing log 1 ε n in (2.5) and the last formula we are led to
This implies that δ ij ≥ 0, and we conclude that δ ij > 0 as in [6] (because X i,j contains centers of bad discs).
We now remark that in the case where there exists a center of a bad disc x ε n that tends to a j and a constant λ > 0 such that |x ε n − a j | ≤ λε n , we may let σ 1,j (ε n ) = λ 0 ε n , with λ 0 > 1 and then (2.5) remains true in any case, where |δ ij | is replaced by δ ij . But on the other hand, as in [8] , we can obtain an upper bound for the energy which has exactly the same form as (2.5) (| δ ij | is replaced by δ ij ) except that the reals σ i,j such that ε < σ 1,j < ... < σ r j ,j can be chosen in an arbitrary way. In order to get a best upper bound for the energy we define for j = n 2 + 1, ..., m, i = 1, ..., r j and σ > λ 0 ε, λ 0 > 1, (see also [3] )
(We use the convention
Since the right hand side is a positive constant, we have
We deduce that
1 ε tends to a positive constant as ε tends to 0.
We have
).
> 0 and we can prove as in the cases where j = n 2 + 1, ..., m that the minimum of f i,j ε is realized by a unique real number C ij (ε) that verifies (2.6). For i = 1, either we have −δ 1j + δ 
Comparing (2.7) with (2.5) and using the fact that
For every (i, j) except for (1, j) such that j ∈ {1, ..., n 2 } and δ 1j = 1 we define ∆ i,j by
We have ∆ i,j > 0 and (2.8) gives
where O(1) is bounded as ε n tends to 0. This implies that
ε n tends to a positive constant as ε n tends to 0. Now, for j = 1, ..., n 2 and δ 1j = 1, (2.8) gives that σ
is bounded as ε n tends to 0. In view of the definition of σ 1,j , ..., σ r j ,j , that cannot be of the same order as ε n tends to 0, these results imply that r j = 1 for every j = n 2 + 1, ..., m. For j = 1, ..., n 2 , two cases may occur. The first one is the case where r j = 2, δ 1j = 1, σ
tends to a positive constant. In the second case we have r j = 1 and
tends to a positive constant. Using these results, we replace σ i,j in (2.5) (using |δ ij | = δ ij ) and we are led in each case to (2.10)
and, on the other hand, we have also the corresponding upper bound. This proves Lemma 2.1 and a part of Theorem 1.2.
Proof of Theorem 1.
We will find an upper bound for the energy by making use of the singularities (b 1 , ..., b m ) associated to the positive degrees (δ 1 , ..., δ m ). We get for ε < σ < σ 0 (2.11)
As in the proof of Lemma 2.1, if we minimize the right hand side in (2.11) we obtain the best estimate for σ ∈ [ε, σ 0 ] (2.12)
Comparing with (2.10) we are led to (2.13)
We deduce from (2.13) that n 2 = l 2 . Indeed, let us suppose by contradiction that there exists a point a ∈ Λ 2 such that a ∈ {a 1 
and we are led to a contradiction. We have proved that n 2 = l 2 , and Theorem 1.1. Using Theorem 1.1 and Lemma 2.1, we obtain the claim (1.4).
Proof of Theorem 1.3 completed. Let a j ∈ Λ 1 \Λ 2 . In the course of the proof of Lemma 2.1 we have proved that all the centers x ε n of the bad discs that tend to a j are in a set A = {x ∈ G; α
Let us suppose by contradiction that there exists some j 0 ∈ {n 2 + 1, ..., m} and some centers of bad dics x ε n tending to a j 0 such that dist
tends to 0 as ε n tends to 0 and situated, for example in the half plane sin(θ j 0 (x)) ≥ 0. We can extract a subsequence ε n and we can define a real σ(ε n ), verifying ε n < σ(ε n ), σ k j 0 (ε n ) log 1 ε n → 0 and a real λ such that the sets
contain all the centers of the bad discs that tend to a j 0 . We can arrange the centers of the bad discs in X, as in [14] and we obtain k disjoint discs B(x ε n , µσ), with k ≥ 1, µ > 0, such that these discs contain all the centers of the bad discs that are in X. In the case where k > 1, we can suppose that the distances between the centers of these discs are greater than σ (ε n ) , with
. Using [10] we get the following lower bound for the energy in X (2.14)
where δ is the total degree of u ε n in X and δ i are integers such that
Using (2.14) and (2.15) we have, for a fixed ρ > 0 ,
while we have for j = j 0 , j = n 2 + 1, ..., m,
Comparing the sum of (2.16), (2.17) and (2.18) with the best upper bound given by Theorem 1.2, we see first, by comparaison of the terms containing log 
But we have σ log tends to a positive constant as ε n tends to 0 and such that x ε n ∈ B(a j (1 − σ n ), σ n ) for every center of bad disc tending to a j . Now, using [10] , Theorem 4 and 5 in B(a j (1 − σ n ), σ n ) and comparing with (1.4), we first get deg(u ε n , ∂B(x ε n , αε n ) = 1 , and then we proceed as in [3] , Proposition 1.1 of Part II to prove that for i = k, 
If j ∈ {l 2 + 1, ..., m} we verify that
. In both cases we have a contradiction with the fact that the configuration {a 1 
We suppose that a 1 , ..., a l ∈ ∂G and a l+1 , ..., a k ∈ G. Let u 0 be the canonical map associated to (g, a, d). We have
(G) for some q > 2. We start with the following LEMMA 3.1. As ρ tends to 0 we have
where
Proof of Lemma 3.1. We first observe that Ω ρ p|∇u 0 | 2 is well defined, since we have
Let us define Φ 0 by
By Poincaré's Lemma we obtain that the functions Φ 0 and u 0 verify (3.4)
We deduce from (3.4) that (3.5)
We have (3.6) 
Note that in a neighborhood V (a j ) of a j , S j is as regular as R(x, a j ) which is defined by (1.8).
Next, we have
and direct computations give
Thus we can conclude that
We have for a j ∈ Λ 1 \Λ 2 (3.9)
We easily verify that for x ∈ ∂B(a j (1 − ρ), ρ)\{a j } we have
Using the regularity of S j . we obtain
Next, we estimate the second term of (3.10).
We estimate the third term of (3.10). We use the regularity of S j near a j and the fact that |x − a j | = 2ρ cos θ j on ∂B(a j (1 − ρ), ρ), where θ j is defined in (1.8), to get
Finally, we evaluate the fourth term of (3.10).
(3.14)
Combining (3.10), (3.11), (3.12), (3.13) and (3.14) we deduce that, for a j ∈ Λ 1 \Λ 2
On the other hand, we obtain for a j ∈ Λ 2 (as in [8] )
Using (3.5), (3.7), (3.8), (3.10), (3.15) and (3.16), we are led to the proof of (3.2).
We now take d points a 1 , ..., a d in G such that a 1 , . .., a l are in ∂G and a l+1 , ..., a d are in G, and we consider the associated function u 0 (x) defined as in (1.6). For any b ∈ G , let us define
and we define, as usual
We have the following LEMMA 3.2. There exists a function Y (ρ) tending to 0 as ρ tends to 0 and a function X(ρ, ε) tending to 0 as ε tends to 0, ρ being fixed, such that, for any ρ < ρ 0 and for any ε < ε 0 , we have
Proof of Lemma 3.2. For j = 1, ..., l, let us define
Note that Ψ j is smooth on
in (3.17), with b = a j (1 − ρ), we get (3.21)
where E a j (1−ρ),ρ is defined in (3.18), with b = a j (1−ρ). Let w ε ∈ E a j (1−ρ),ρ be a minimizer for I u 0 (a j (1 − ρ) , ε, ρ, 1) and let u ε ∈ E a j (1−ρ),ρ be a minimizer for I(a j (1 − ρ), ε, ρ, p) .
we have (see [6] )
We set
|∇w ε |} and we definẽ
Since we have w ε ∈Ẽ a j (1−ρ),ρ , we can replace in (3.21) the set E a j (1−ρ),ρ by theẼ a j (1−ρ),ρ and we are led to (3.22)
Since u ε ∈Ẽ a j (1−ρ),ρ we have
and (3.22) together with (3.23) give for every ρ < ρ 0 (3.24)
where M > 0 is a constant independent of ρ and ε. We have used the fact that there is a constant K > 0 such that, for every ρ < ρ 0 ,
On the other hand, since the minimum of I u 0 (a j (1−ρ) , ε, ρ, p) is realized by w ε ∈Ẽ a j (1−ρ),ρ , using (3.21), it is easy to see that
We have now to prove that there exists a function X 1 (ρ, ε) tending to 0 as ε tends to 0, ρ being fixed and a function Y 1 (ρ) tending to 0 as ε tends to 0 such that
where θ j and ∇θ j are defined in (1.8) and (1.9). We can prove in fact that for every p < 2 there exists C p > 0 such that, for every ρ < ρ 0 ,
It remains to prove that
There exists C > 0 such that for every y ∈ B(a j (1 − ρ), ρ) we have
Thus by (3.27) we deduce that there exists C p > 0 such that
Then we use the equality
to get the desired estimate. We have proved that
where Y 2 (ρ) = B(a j (1−ρ),ρ) |∇v * | tends to 0 as ρ tends to 0, and
,ρ) |∇v * | tends to 0, as ε tends to 0, ρ being fixed. We deduce the similar results for w ε = v ε e −iΨ j and for u ε . Thus we have proved (3.26). By (3.26), (3.25) and (3.24) we obtain (3.19). Finally, we argue as in the proof of (3.19) and we obtain (3.20).
We can now prove the following upper bound for the energy PROPOSITION 3.3. Let a 1 , ..., a l be any configuration of l distinct points in Λ and let {a l+1 , ..., a d } = Λ 2 . Then there exists X 1 (ρ, ε) that tends to 0 as ε tends to 0, ρ being fixed and Y 1 (ρ) that tends to 0 as ρ tends to 0 such that for every ρ < ρ 0 and for every ε < ε 0 we have
Proof of Proposition 3.3. Let u 0 be the function associated to the configuration  (a 1 , ..., a l , a l+1 , ..., a d ) with the associated degrees
We have E ε (u ε ) ≤ E ε (w). Using Lemmas 3.1, 3.2 we obtain (3.28).
We have the following lower bound for the energy PROPOSITION 3.4. Let a 1 , ..., a d be given by Corollary 1.4. There exists a subsequence ε n such that for every ρ < ρ 0 and for every ε n < ε 0 we have (a 1 , ..., a l , a l+1 , ..., a d 
where X 2 (ρ, ε n ) tends to 0 as ε n tends to 0, ρ being fixed and Y 2 (ρ) tends to 0 as ρ tends to 0. a j , ρ) . First, we easily see that for ε n < ε 0 and ρ < ρ 0 there exists a function X 0 (ρ, ε n ) tending to 0 as ε n tends to 0, ρ being fixed, such that
On the other hand, we argue as the proof of Lemma 8.2. in [6] claim 10, except that for j = l + 1, ..., d we have to define
and we obtain for j = l + 1, ..., d, ε n ≤ ε 0 and ρ < ρ 0
Let us detail the proof of (3.32). Let j = 1, ..., l. In Theorem 1.3 we have proved that
tends to positive constants as ε n tends to 0, for every center of bad disc x ε n that tend to a j . We deduce from this property that we can choose a subsequence ε n and a real ρ > 0 such that B(a j (1 − ρ) , ρ) ⊂ G\ ∪ i {a i } and such that
2 ) using [5] and [6] Theorem 6.1, we are led to (3.33) u ε n tends to u 0 in H 1 (A ρ ) and uniformly in A ρ , and, if we choose σ n such that all the centers of the bad discs that tend to a j are in B(a j (1 − σ n ), σ n ) and such that σ n log
tends to a positive constant as ε n tends to 0, we have
We postpone the proof of (3.34) and we argue as in the proof of Lemma 8.2 in [6] except that we define
Note that, for every
we have ω n = u 0 and, as we have |u 0 | = 1 ≥ R, we have P ω n = ω n = u 0 . It follows from the definition of
and this implies that
We first estimate V . Since |ω n | ≤ 1, we have R ≤ |v n | ≤ 1 and
and we deduce from (3.34) that |V | → 0 as ε n → 0, ρ being fixed.
We now estimate U . We have, in A ρ
In order to estimate |ω n | 2 we use the following variant of the parallelogram identity
− 1) and we are led to
Using (3.33) we have, ρ being fixed,
and this implies that, ρ being fixed,
Using (3.35), we have in
and this leads to
But we have, deriving ω n ,
We deduce from (3.37) and (3.38) that (3.39)
Using (3.36) and (3.33), we deduce from (3.39) that U → 0 as ε n → 0, ρ being fixed. We have proved (3.32). Combining (3.30), (3.31) and (3.32) we are led to (3.29) .
For the proof of (3.34), we follow an argument given in [3] Proposition 1.2. of Part II, which was used for the first time by Comte and Mironescu (see [11] ), to prove that
where we note θ x the polar angle of x centered in a j . If (3.40) is false, there exists a sequence (y n ),
Letting r n = |y n −a j | 2 cos θ y n , we defineũ n (x) = u ε n (r n x + a n ) where a n = a(1 − r n ). As in [3] , there exists α ∈ [1, 2] such that we have
Hence we apply the method of [5] (in the case of a boundary data depending on ε and having degree 0), toũ n , and we conclude that
and this contradicts (3.41).
On the other hand we have for all R > 0
where we set x n = a j (1 − σ n ). Indeed, we extend u ε n outside G by a map u n such that
and we suppose that there exists
The argument used in [11] leads to a contradiction, so we have the desired estimate.
Let γ be defined as in [6] by γ = lim ε→0 (I(ε, 1) − π log 1 ε ). The following result gives a precise estimate of I(a (1 − ρ), ε, ρ, p) . THEOREM 3.5. Let a be in Λ 1 \Λ 2 . There exists a subsequence ε n tending to 0 such that (3.42)
where k a ≥ 1 and C(a) are defined by (1.3) and X(ε n , ρ) tends to 0 as ε n tends to 0, ρ being fixed, Y (ρ) tends to 0 as ρ tends to 0.
Remark 3.6. For every a ∈ Λ 2 we have
where X(ε n , ρ) tends to 0 as ε n tends to 0, ρ being fixed, and Y (ρ) tends to 0 as ρ tends to 0. The proof of this result is contained in [8] , so we omit it.
Proof of Theorem 3.5. Using an explicit construction, we first give an upper bound for I(a (1 − ρ) , ε, ρ, p). Let S ε be such that ε S ε → 0 and S ε → 0 as ε tends to 0 and let
where δ < 1. In B(x ε , δS ε ), we define u as a minimizer of I(x ε , ε, δS ε , p). Thus we easily have, for any δ < 1,
to get a constant C > 0 independent of δ such that
So we prove that the constant obtained in [10] , Theorem 3 tends to 0 as ε n tends to 0 and we are led to (3.46). On the other hand, we have
where X(ε n , ρ) tends to 0 as ε n tends to 0, ρ being fixed, Y (ρ) tends to 0 as ρ In order to prove (3.47), we set
and we define I g ρ (a(1 − ρ), ε, ρ, p) as in (3.17) , in which we replace u 0 by g ρ . We first claim that
Indeed, we use the proof of Lemma 3.2 and we verify that (3.25) remains valid when we replace I u 0 by I, I by I g ρ and K by 1 ρ (Ψ j is replaced by −f ρ ). Now the proof of (2.26) works when we use in (3.27) the estimate || ∇f ρ || L ∞ (B(a(1−ρ),ρ)) ≤ 1 ρ . Thus we have (3.48). We deduce from (3.48) that it is sufficient to prove (3.47) when u ε n is a minimizer for I g ρ (a (1 − ρ) , ε, ρ, p). Let u ε n be such a minimizer. We write u ε n =| u ε n | v ε n , and
and the same argument as in (3.34) gives
and we are led to
Let a n ∈ ∂B(a(1 − ρ), ρ) be such that | x n − a n |= σ n , we consider the axis ∆ that is the boundary of the half plane that contains the balls B(a n (1 − η), η), for all η > 0. we denote by r the reflexion associated to ∆ and we extend the map v n to a map
We consider the domains
and
First, since deg(v n , ∂B(a n , 2σ n )) = 2, we have B(a n ,2ρ)\B(a n ,2σ n ) | ∇v n | 2 ≥ 8πp 0 log ρ σ n .
Now we are going to prove that
+X(ε n , ρ).
As in [3] , we have, in B(a(1 − ρ), ρ), where X(ε n , ρ, δ) tends to 0 as ε n tends to 0, ρ and δ are being fixed. Thus we may extend the map ψ n to a map which we still denote it by ψ n defined in B(a n , σ n δ ), for all δ > 0 such that the representation (3.49) is valid for v n in B(a n , σ n δ ) and such that for n ≥ N (δ) B(a n , σ n δ )\B(x n ,αε n )\B(r(x n ),αε n )
Now we setψ n (x) = ψ n (a n + σ n x) and we claim thatψ n tends to a constant ψ 0 in C 1 loc (R 2 \{ω, ω}) where ω and ω are the limits of x n −a n σ n and r(x n )−a n σ n . Using this claim, we obtain
On the other hand we have
and this gives the proof of (3.47). To prove the claim, we first extend u ε n to a map u n defined in R + ρ) , ρ). Then we argue as in [3] , Lemma 2.1. Part II. More precisely, we set Ω n,δ = B + (a n , σ n δ )\B(σ n ω + a n , δσ n ),
we consider a minimizer w n for E ε n in Ω n,δ with the boundary condition u ε n we notẽ w n (x) = w n (a n + xσ n ) andũ n (x) = u n (a n + σ n x). Since we have
we may use the results of [5] to get thatw n tends to a limitũ 0 in C 1 loc (Ω δ ). This implies thatũ n tends toũ 0 in C 1 loc (Ω δ ). Passing to a further subsequence and using the symmetry we conclude thatũ n tends toũ 0 in C 1 loc (R 2 \{ω, ω}) and thatψ n tends to ψ 0 , which is a constant and this is the desired conclusion.
By (3.46) and (3.47) we get where X(ε n , ρ) tends to 0 as ε n tends to 0, ρ being fixed. Now, we take δ = ε 1 2 n and we set r n = ε (B(0, 1)); u(x) = u ε n (x n + r n x) on ∂B(0, 1)}, p n (x) = p(x n + r n x) in B(0, 1),
We claim that where X(ε n ) tends to 0 asε n tends to 0. Indeed, set g n (x) = u ε n (x n + r n x) on ∂B(0, 1), using [5] and [6] , (3.51) follows from the three following properties, Thus there exists β > 1 such that we may apply the methods of [5] , for the functioñ u n (x) = u ε n (x n + r n x) on Ω β = B(0, β)\B(0, (see [6] Appendix IV or [3] part I), and we conclude as in the proof of Lemma 2.1 of Part II in [3] . We have proved (3.52) and (3.53), our claim (3.51) can be obtained easily from [5] , [6] . From (3.51) we deduce (3.56)
B(x n ,r n )
