Considering the recent experimental results on exclusive semileptonic B meson decays showing sizable departure from their Standard Model prediction of lepton flavor universality and keeping ongoing and proposed non-standard Higgs searches in mind, we explore the charged current flavor observables (R D ( * ) , R J/ψ ), among other b → c ν transitions, in the presence of a relevant scalar current effective new physics operator. We use B c lifetime and predicted bounds on the branching fraction of B c → τ ν decay as constraints. We show the allowed parameter space in terms of the real and imaginary parts of the corresponding Wilson coefficients for such interactions. Under the light of obtained results, we study the prospect of two benchmark models, rendering the Wilson coefficients real (Georgi-Machacek (GM)) and complex (Leptoquark (LQ)) respectively. We show that constraints from b → c ν on GM parameters are consistent with other flavor constraints on the model, if we drop the BABAR results. Including those disfavors the model by more than 3σ. On the other hand, one benchmark LQ scenario, which gives rise to a single scalar current effective interaction, is still allowed within 68% confidence level, albeit with a shrunk parameter space.
I Introduction
Over the last few years, one of the most engrossing puzzles in flavor physics has been the observed deviation of semileptonic B decay observables from the corresponding Standard Model (SM) predictions. The reason for the excitement of the scientific community over these signals is because such deviations primarily hint towards the presence of lepton flavor universality violating (LFUV) new physics (NP). In this article we are particularly interested in the three following observables defined as: 
where B represents branching ratio. At the quark level, all these decays are induced by the b → c ν transitions which appear at tree level in the SM.
A series of experiments have been done to measure these quantities by experimental collaborations such as BABAR [1, 2] , Belle [3] [4] [5] and LHCb [6, 7] , and most of them have reported the evidence for an excess in R D ( * ) from their SM predictions. The current global averages for R D and R D * deviate from the corresponding SM predictions by ≈ 2.2σ and 3σ respectively, with a combined deviation of ≈ 4σ [8] with correlations taken into account. The ratio R J/ψ has recently been measured by the LHCb collaboration [9] . This measurement also shows an excess of about 1.7σ from the central value range of the (rather imprecise) corresponding SM predictions 0.25 − 0.29 [9] [10] [11] [12] .
On a different note, the discovery of an SM-like Higgs boson at the Large Hadron Collider (LHC) [13, 14] in 2012 has triggered considerable interest in models with extended Higgs sector(s). The scientific community is searching for several non-standard (other than SM like) Higgs at the LHC and such searches will also be undertaken in other proposed future colliders like the International Linear Collider (ILC). Several theoretical models consisting of more than one Higgs with different charges have been proposed. These models can, in principle, resolve various shortcomings of the SM or can explain the observed deviation of several observables from the corresponding SM predictions.
In view of the above observations, we explore the potential of an effective scalar type NP [15] [16] [17] for explaining such excesses in a model independent way [18] when the Wilson coefficient corresponding to such an operator is in general complex in nature. Thereafter, we use two benchmark models with such an operator for further illustration. The Georgi-Machacek (GM) model is one such model which contains a singly charged Higgs (with other scalars having different charges) that contributes to the b → c ν transitions at tree level. While several heavy flavor analyses [19] have been performed for this model till date, semileptonic B decays have never been studied in the GM model to the best of our knowledge. Results of our analysis show that the corresponding Wilson coefficient being real in nature, this model is disallowed upto 3σ by the B c → τ ν constraint [20] . On the other hand we consider a specific type of leptoquark scenario which contains only one vector leptoquark. In such a scenario we show that a complex Wilson coefficient is able to explain the available data on b → c ν transitions, albeit with the imaginary part being consistent with zero.
The paper is organized in the following manner: in section II, we introduce the observables and constraints to be analyzed and give the present status of their experimental determination. Section III contains the methods and results of our numerical analysis and in section IV we introduce two specific benchmark scenarios and discuss our results corresponding to those.
II Observables and constraints:
II.1 R D and R D *
The most general effective Hamiltonian describing the b → cτ ν transitions, with all possible fourfermi operators in the lowest dimension (with left-handed neutrinos) is given by [21] 
where the operator basis is defined as
and the corresponding Wilson coefficients are given by C X (X = V 1 , V 2 , S 1 , S 2 , T ). We are interested in the new scalar interaction O S 1 , and thus we turn all other Wilson Coefficients to zero for this analysis. Following ref. [22] and the references therein, differential decay rates for B → D ( * ) ν (with = e, µ or τ ) with this new interaction are given by:
+ 3m
where
and H V,Y (q 2 ) are the helicity amplitudes forB → D ν andB → D * ν transitions respectively (with Y = ±, 0 and t). These amplitudes can be written down in terms of form factors which for the B → D ( * ) transitions are taken from [23] . We have dropped the subscript 1 from C S 1 as this is the only NP interaction we are considering and will follow this We follow the Caprini-Lellouch-Neubert (CLN) [24] parametrization of the B → D ( * ) form factors in this work. We have used both the fitted and predicted values of these parameters obtained in [25] . In terms of the differential distributions of eqs. 5 and 6, the ratios R(D ( * ) ) are defined as
with q
) 2 , and = e or µ.
II.2 R J/ψ
Following eq. 2, the differential decay rate forB → J/ψ ν (with = e, µ or τ ) is given by:
, with λ(a, b, c) defined in the previous section. H s J,Y (q 2 ) are the helicity amplitudes for theB → J/ψ ν transition(with Y = ±, 0). These amplitudes can be written down in terms of form factors in a similar fashion as in the case of B → D ( * ) ν and a ratio can be defined by replacing the respective mesons in eq. 6. The theoretical predictions for the form factors and in turn the SM prediction of R J/ψ is really imprecise till date and are yet to be tested against data. For this reason, the experimental group has used a z-expansion parametrization [26] for the shared form factors for the signal and normalization modes and has determined them directly from the data. Those fit-results being unavailable, we need to choose from a plethora of available parametrizations in the literature, viz: the perturbative QCD (PQCD) approach [11] , the constituent quark model [27] , relativistic quark model [28] , non-relativistic quark model [29] , QCD sum rules [30] , relativistic constituent quark model [31] and light-front covariant quark model (LFCQ) [32] . Choosing different parametrizations results in varying the central value of R J/ψ within the range 0.25 -0.29. We consider two parametrizations residing at two far ends of this range, namely PQCD and LFCQ, to predict the SM value of R J/ψ , R SM J/ψ = 0.249 (42) LFCQ , (8) = 0.289 (28) PQCD , and perform our analyses with both sets of theoretical inputs. As is evident from eq. 9, the PQCD result is a little closer to the recent LHCb result, R Exp.
. Taking the uncertainties from different parameterizations into consideration, we see that the allowed theoretical range of R J/ψ is larger than that considered in the LHCb analysis.
Along with an update on R(D * ), ref.
[5] had announced the first ever measurement of the τ lepton polarization P τ (D * ) in 2016. Though the result is imprecise and is consistent with SM, it is an observable we include in our analysis, as there is a considerable amount of correlation between this data-point and the R D ( * ) value measured in the same work. Studying further τ decays, τ -polarization is defined as,
λ τ is the τ helicity, and q
, we can write,
II.4 B(B c → τ ν)
Though B c mesons are produced copiously in LHCb, enabling precise determination of its lifetime, the decay B c → τ ν remains out of the experimental reach for now [33] . In the presence of a new scalar operator, the branching fraction of B c → τ ν can be expressed as [34] ,
where f Bc = 0.434(15)GeV and τ Bc = 0.507(9)ps are the B c decay constant and the B c lifetime respectively. As the main contribution to B c lifetime should mainly be from b and c decays in the B c meson, accounting for the maximum possible errors in the calculation, only 30% of the measured experimental width (Γ Bc = 1/τ Bc ) can be explained by (semi)tauonic modes, even after including any NP effects that could potentially explain the R(D ( * ) ) excess [20] . An even stronger upper bound of 10% is obtained from LEP data taken at Z-peak [35] and there is a prospect of making the bound even tighter by doing an analysis with the full L3 data [36] . In our analysis, we have used two constraints. The relaxed one comes from the B c lifetime and the tighter one by considering B(B c → τ ν) 10%.
III Analysis

III.1 Present Status
The current experimental status with appropriate correlations as well as the SM values for R D ( * ) and P τ (D * ) are displayed in Table 1 . Though there are numerous SM predictions for these quantities quoted in literature [37] [38] [39] [40] [41] [42] [43] , we follow the results from the analysis in ref. [25] and calculate the SM results ourselves. This gives us the opportunity to make use of the theoretical correlations between R D ( * ) and P τ (D * ) in our analysis (listed in Table 2 ). We have a total of ten data points (two R(D), six R(D * ), one R J/ψ , and one P τ (D * )). Although the rest of the data are fairly consistent with each other, there is a tension between them and the BABAR (2012) data. Also, it is to be noted that apart from Belle 2015 and the latest LHCb result, the rest are consistent with a sizable deviation from the SM. In addition to verifying whether scalar NP operators (which are already known to be heavily constrained, but not ruled out, from the R(D * ) data) are still a viable candidate for explaining lepton flavor universality violating charged current anomalies, the effect of the addition of the R J/ψ data on the single scalar parameter case might also be of interest. Hence, we refrain from using the global averages and have instead concentrate on different combinations of the individual experimental data-points. 
III.2 Methodology
We take the dimensionless Wilson coefficient C τ S to be complex in this part of the analysis. For reasons that will be clear in subsequent sections, we use the quantity C H with dimension GeV −2 instead of C τ S and use the real and imaginary parts of that as our fit parameters, where C τ S = −C H m b m τ . All subsequent results for C H in this work are obtained by carrying out a goodness of fit test by defining a χ 2 statistic, which in this case is a function of Re(C H ) and Im(C H ), and is defined as:
Obs exp i − Obs 
Here, Obs th k (C H ) is given by eqs. 6, 8, and 9 as applicable and Obs exp k is the central value of the k th experimental result. In constructing the statistical (systematic) covariance matrices V stat(syst) , we have taken separate correlations, wherever available. The nuisance parameters (Table 3) 
We perform the fits in two separate stages. First, we use different combinations of the experimental results listed in Table 1 of R D ( * ) and P τ (D * ) to fit C H . In the second stage we redo the fits with R J/ψ included in the χ 2 of eq. 13. The χ 2 N uis. will now, in addition to the parameters in Table 3 , contain the corresponding B c → J/ψ form factors. Following the discussion in sec. II.2, we do two sets of fits in this stage, with two different sets of form factor parametrization, namely LFCQ and PQCD. After each fit, we determine the quality of it in terms of the p-value obtained. This gives a direct and better quantifiable estimate of the quality of our fits than just the χ 2 min values, as the degrees of freedom (DoF) for each fit is different. Finally, we add the constraints mentioned in sec. II.4 to our analysis and obtain the allowed parameter space. Table 3 : Nuisance inputs in the theory expressions. Only those form factor parameters which appear in R D ( * ) and P τ (D * ) are shown here. These are obtained from the analysis in ref. [25] .
III.3 Results and discussions
Gist of the results obtained in our numerical analysis is encapsulated in Table 4 . We have done the numerical analysis in two stages, one without the new R J/ψ result and one with it. In the first stage, all the different datasets considered, except the one with 'All R D * ' results, give clear best fit solutions with a small negative value of Re(C H ) (≈ −0.03) and a value of Im(C H ) consistent with zero. For these cases, nature of the allowed parameter space do not vary as much, but the quality of fit varies a lot over the possible cases and scenarios. As expected, BABAR data remains at a tension with later Belle and LHCb results of R D ( * ) and the case with all 'Belle + LHCb' results gives the best results across all stages of fit. Due to the large uncertainty associated with P τ (D * ), adding it in the mix makes the fit slightly better. As most of the later results have been of R D * , 'All R D * ' case gives us a considerably good, though imprecise, fit. It becomes evident from eq. 6 that solution to the fit with just R D * results will result in a mexican-hat χ 2 , where the minima will lie in a circle. This is why we have not quoted any specific best-fit result for this case.
In the next stage of fits, we add R J/ψ as a data-point to each case and redo the fits. We perform this with two different sets of form factor parametrization as mentioned in sec. II.2. While the parameter space remains more or less the same, the quality of fits varies. The most interesting aspect of these results is that the R J/ψ , while in tension with the SM prediction, is in tension with other data-points as well, with the pull in the opposite direction. In other words, the obtained best-fit values for all datasets without the R J/ψ as a data-point, will give a prediction of R J/ψ that lies in tension with the experimentally measured value. This finding is consistent with the conclusion of a recent work [46] that the central value of experimentally measured R J/ψ is too high to explain with any NP. As the phase space ratio of the quark level transitions are same for R D ( * ) and R J/ψ , the amount of NP needed to explain the deviation in R D ( * ) is insufficient to reach anywhere near the high central value of measured R J/ψ . This fact can be quantitatively verified from the p-values of fits for different stages in Table 4 . They are consistently smaller for all datasets with R J/ψ compared to their counterparts without R J/ψ . As the PQCD prediction lies closer to the experimental result of R J/ψ than that of the LFCQ one, the fits for PQCD are, in general, better. Another feature of these fits is that correlations between the fit parameters are consistent with zero up to four decimal places and we chose not to show them in the Table. Fig . 1 shows the two dimensional parameter spaces for these cases in presence of both R J/ψ and P τ (D * ). Though their absence changes the quality of fits, the parameter space hardly changes. We have shown the allowed parameter space as regions bounded by fixed ∆χ 2 contours depicting red (solid) 1σ (68.27%) and blue (dot-dashed) 3σ (99.73%) confidence levels, corresponding to ∆χ 2 = 2.296 and 11.829 respectively. As an illustrative case, for a fit with all data and R J/ψ form factors from PQCD, χ 2 SM = 22.82, which puts SM 2.87σ away from the best-fit point. Following the arguments from sec. II.4, we have chosen to show two illustrative bounds coming from the B(B c → τ ν), the relaxed one being = 1 and the aggressive one as = 10%. These are depicted in the plots as diagonally hatched and smooth gray circular shells respectively. We can see that a considerable amount of parameter space is allowed even after invoking these constraints and the best-fit points lie well within the allowed region for all cases other than the one with all R D * results.
IV Interpreting the fit results: A few examples
Within the scope of this article we have so far explored the prospect for a scalar type NP in explaining the present set of charged current anomalies that have recently been experimentally measured. In this section, we attempt to exhibit the effects of our fit results on two general class of models, where the scalar operator is preceded by (a) a real and (b) a complex Wilson coefficient. We choose two NP scenarios to illustrate these cases. As an example of the former, we choose the GM model, while we choose a specific type of leptoquark model to illustrate the latter. In the following, model specific analyses are provided after a short description of each one.
IV.1 The Georgi-Machacek model
IV.1.1 Description
Here we briefly discuss the Georgi-Machacek (GM) model [47] whose scalar sector comprises of the usual complex doublet (φ + φ 0 ) of hypercharge Y = 1, a real triplet (ξ + ξ 0 ξ − ) with Y = 0, and a complex triplet (χ ++ χ + χ 0 ) with Y = 2. In order to achieve the global SU (2) L ×SU (2) R symmetry explicitly, one can express the doublet in the form of a bi-doublet ϕ and combine the triplets to form a bi-triplet X [19, 48] :
The most general scalar potential involving these fields that conserves custodial SU (2) and respects the gauge invariance is given by [19, 48] 
whereλ k (k = 1, . . . 5) are real dimensionless coupling constants; µ 2 , µ 3 , M 1 and M 2 are the real mass parameters. Here τ a = σ a /2 (σ a being the Pauli matrices) are the SU (2) generators for the doublet representation and the generators for the triplet representation are
where the matrix U , given in ref. [49] , rotates X into the Cartesian basis.
To ensure the conservation of custodial SU (2), the neutral components of the triplet fields χ 0 and ξ 0 must obtain the same vacuum expectation value (VEV). These neutral fields can be decomposed around their VEVs as [19, 48] ,
After spontaneous symmetry breaking, one obtains the W and Z boson masses which further relate the doublet and triplet VEV's as [19, 48] 
where v is the electroweak VEV. Under the custodial SU (2) symmetry, the physical fields are organized by their transformation properties and can be considered as a quintuplet (H The masses are degenerate in each custodial multiplet at the tree level. There are two more singlets (h, H) and one of them can be considered as the SM-like Higgs. Along with the physical scalar fields, one has three Goldstone bosons (G + , G − , G 0 ). The presence of several non-standard scalars makes this model phenomenologically very attractive. One can find the phenomenology of different flavor observables in [19] . Some collider studies in this scenario have been done in [50] [51] [52] [53] [54] .
Since this model is custodially protected, the ρ parameter is equal to unity at tree level. As a result, the triplet VEV in this model is much loosely constrained in comparison to other models with extended Higgs sector (e.g. the type-II seesaw model [55] ).
IV.1.2 Analysis
Among the several non-standard scalars of the GM model, H ± 3 contributes to the b → c ν transition. Hence, we can have extra scalar type interaction, which we are searching for, to explain the anomaly of our interest in this article. In this model, the expression for C S is given by:
Here, θ H is the mixing angle and is given by [19, 48] tan is the mass of H ± 3 . We can take the lower mass bound on this singly charged scalar obtained from the direct search at the LEP II as 78 GeV [56] .
Clearly, eq. 18 ensures that C H is real and ≥ 0 for the GM model. We can only get C H → 0 by making θ H → 0 and/or m H ± 3 → ∞. Setting Im(C H )= 0 in our numerical analysis and re-fitting the data, we obtain fig. 2 . We only show plots for two datasets, the first one with (a) all data and the other one with (b) BABAR data dropped. We essentially get the same best-fit points with a small negative value of C H as in the earlier two-parameter fits (as best fit values of Im(C H ) were all consistent with zero). Among all datasets, the best results of the fit are obtained for those with the BABAR data dropped and we choose to show a representative one with all other data-points considered in case-(b). Most of the relevant region for this model (C H ≥ 0) is disallowed by constraints from B(B c → τ ν). There is a shallower (allowed within 4 σ) minimum in the χ 2 function on the positive C H axis, but most of the region around it is disallowed by even the relaxed bound of B(B c → τ ν) < 1.
It is evident that present data from b → c ν transitions puts a much tighter constraint on GM model. Considering all data (case-(a)), even the SM, i.e. the lowest limit of C H in GM, is 3.30σ away from the best-fit point. The 4σ upper bound of C H is ∼ 0.009 GeV. Even if we disregard BABAR data and include R J/ψ (case-(b)), the SM is at ∼ 1.90σ, and there is very little region left between C H = 0 and the upper 2σ bound. This region translates to a parameter space in v χ vs. m H ± 3 plane. We show the regions of parameter space excluded by 2 and 3 σ respectively in figure 3. The obtained 2σ exclusion limit is consistent with that obtained from other heavy-flavor observables (see fig. 1 of [19] ).
These findings, though specific to this model, can, in general, be applicable to any model with an extended Higgs sector. For such models, contribution to C H appears to be proportional to a term like (tan 2 β / m 2 H ). As these terms are naturally 0, a preferably negative solution to C H , as found in this analysis, puts a huge constraint on these type of models. parameter space excluded by all Belle and LHCb data at 2σ (orange, solid) and 3σ (blue, dashed) confidence levels. Regions above the lines are excluded.
IV.2 Leptoquark Model
IV.2.1 Description
We now turn towards an NP model that allows for the operator O S 1 to be preceded by a complex Wilson coefficient. While there are other such models that have been discussed in the literature, the Leptoquark (LQ) models 3 are particularly interesting from a phenomenological point of view owing to the diverse types of interaction (based on the Lorentz structure) that are allowed in this model. A general LQ model is comprised of twelve new particles, namely LQ particles, that carry both baryon and lepton numbers and interact with quarks as well as leptons simultaneously. Among these particles, six are scalars and the rest six are vectorial in nature under the Lorentz transformation. A considerable amount of work has been done on the LQ models -both from the perspective of flavor and of collider physics [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] . Now in this model the relevant b → c ν transition is possible via 6 LQ particles 4 . Using the Lagrangian (introduced by Buchmuller et al. [74] ) with the general dimensionless flavor non-diagonal couplings of scalar and vector LQs invariant under the gauge group SU (3) c × SU (2) L × U (1) Y (which satisfies baryon and lepton number conservation), we write the interaction Lagrangian relevant to b → clν decays following ref. [21] :
where Q i and L j are quark and lepton SU (2) L doublets respectively. u iR , d iR and jR are the righthanded up, down quark and charged lepton SU (2) L singlets. The i and j indices denote the quark and lepton generations. ψ c = Cψ T = Cγ 0 ψ * is a charge-conjugated fermion field. The color indices are suppressed for simplicity. The quantum numbers of the LQs are provided in Table 5 . Here S 1,3 
The fermion fields in eq. 22 are given in the gauge eigenstate basis in which the Yukawa couplings of the charged leptons and the up-type quarks are diagonal. Performing the necessary rotations (of the down-type quarks) to the mass eigenstate basis and the Fierz transformations, the Wilson coefficients relevant for the b → cτ ν at the LQ mass scale are given by:
Finally it is necessary to evolve C l S 1 down from the scale of the LQ mass to scale of m b , the mass of the bottom quark. This is achieved via the relation
In our numerical analysis, for the sake of simplicity, we will neglect doubly Cabibbo suppressed O(λ 2 ) terms and keep only the leading terms proportional to V 33 ≡ V tb . The anomalous dimensions of γ S = 6C F = 8 and β f 0 = 11 − 2n f /3 [75] . The most recent constraints from direct searches by the ATLAS and CMS collaborations are all only on the scalar LQ masses [76] [77] [78] . However, following the arguments introduced in ref. [62] that searches for scalar LQ detection are also very sensitive to vector LQs and the differences in efficiencies are small enough, we assume that M V 
IV.2.2 Analysis
We present our numerical results for the LQ model in Table 6 , using eqs. 23 and 24. Here we show the allowed 1σ ranges of both real and imaginary parts of the product of the couplings involved in the b → cτ ν transitions via the C τ S 1
Wilson coefficient. These are obtained from the best-fit results of Table 4 and using V cb = 39.77(89)×10 −3 [25] , V tb = 1.009(31) [79] , and the result with R J/ψ in LFCQ parametrization. The nature of the allowed regions in the 2-dimensional parameter space would be similar to the regions obtained in fig. 1 , although the axes will be scaled according to eq. 24.
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V Summary
Motivated by the recent and proposed searches for non-standard Higgses in colliders in one hand and repeated reporting of signatures of lepton flavor universality violation by experiments in the other, we have studied the effect of an effective scalar-type NP interaction in the b → c ν transitions and associated anomalies in this work. We have performed a model independent analysis of such an interaction and have found the parameter space of the associated general complex Wilson coefficient, allowed by present data. We have then elaborated our results with the help of two NP scenarios that render the Wilson coefficient real and complex, respectively. The GM model is taken to be an example of the former type and a specific type of vector LQ model as an example of the latter. Analyzing the results of our analysis, we find that for a single effective scalar type NP to explain all data on the present charged current anomalies, the preceding Wilson coefficient, if real, has to be positive to yield better fits to the data than the SM. However, real scalar-type Wilson coefficients, which appear in models with extended Higgs sector are functions of ratios of two squared real quantities (tan 2 θ H /m 2 H ± 3
) with an overall negative sign, which makes them negative. We hence conclude that the present data for charged current anomalies disfavor all models with extended Higgs sector at ∼ 3σ.
However, the recent trend in results from Belle and LHCb are at comparatively less tension with the SM results. Following this, our analysis without the BABAR data gives the exclusion limits on the representative GM model parameters, which are consistent to the limits obtained from other flavor observables. Whether this points to a tension between the BABAR data and the rest, or whether the full fit result dependably invalidates such models, remains yet to be seen.
For completion and comparison, we find that models with a complex Wilson coefficient (like the vector LQ model discussed in the paper) are still allowed by not only the available data, but constraints such as B(B c → τ ν) as well.
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