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Introduction
Ever since its origin, mankind has developed a natural curiosity that drives
us to wanting to understand how the world around us works, from the tiniest
particles to the largest galaxy clusters. The field of research that is dedicated
to the understanding of the laws of nature, on every possible scale, is physics.
On the smallest scale, the field of Elementary Particle Physics examines par-
ticles that are, as far as we know, not divisible into smaller pieces. These
particles are therefore called elementary and are assumed to be the building
blocks of all matter.
In this thesis, we will consider one type of these elementary particles, that
is probably the most enigmatic of them all: the neutrino.
As will be described in chapter 1, neutrinos showed the first evidence of
physics beyond the Standard Model of Particle Physics. This was due to the
non-zero neutrino masses, that were needed to explain the observed oscilla-
tions between the three different neutrino flavours. Although the 3-flavour
oscillation theory nicely explained the results from solar and atmospheric
neutrino experiments, tensions with this model were found at the end of the
20th century. One of these is the so-called reactor antineutrino anomaly (RAA),
that refers to a number of short-baseline reactor experiments which measured
an antineutrino rate that deviated from the predicted rate at the 98.6% C.L..
One possible explanation for the RAA is that of an eV-scale sterile neutrino,
that would cause oscillations at a few meter distance from the source. Re-
cently, a new generation of neutrino experiments arose that will evaluate the
anomaly and sterile neutrino hypothesis at reactor-detector baselines of about
10 m.
In chapter 2, we will introduce the SoLid experiment, that is one of the
new very-short-baseline experiments. The experiment uses a novel technique
to detect reactor antineutrinos via inverse beta decay (IBD) interactions. The
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construction of the first full scale SoLid detector started in December 2016
and took place at Ghent University. In December 2017, the detector was in-
stalled at the BR2 research reactor site of the SCK•CEN in Mol, Belgium,
where it took data until June 2020. A first part of the work for this thesis ex-
isted in the organisation of these detector construction and installation efforts.
In chapter 3 we will look at all inputs that are required for the simulation
of the processes taking place in a nuclear reactor. For the SoLid experiment,
the necessary outputs of this simulation are the resulting antineutrino flux
and energy spectrum as a function of time. This reactor information is linked
to the SoLid detector simulation to generate a predicted set of IBD events in
the SoLid detector volume.
Then, in chapter 4, all steps that are needed for a simulation of the de-
tector response will be discussed. These encompass the simulations of the
particle transport and interactions in the detector materials, the response of
the readout electronics to light pulses, as well as the signal reconstruction of
the recorded waveforms. In the scope of this thesis, a mathematical object
that encapsulates the full detector response, called the migration matrix, was
developed and implemented.
The detector simulations allow a full prediction of the rate and signatures of
the inverse beta decays in the SoLid detector. This prediction is needed for the
development of selection criteria for the discrimination of the IBD signal from
background events, as described in chapter 5. The IBD event selection codes
and the currently achievable detection efficiencies and signal-to-background
ratios will be discussed as well.
In chapter 6, the final step of the SoLid analysis will be treated. This step
exists of the comparison of the signal excess from data to the predicted excess
from simulation, in order to reject or confirm the sterile neutrino oscillation
hypothesis. The main work of this thesis existed in the development of the
framework that is used to perform this so-called oscillation analysis. The dif-
ferent statistical tests that were implemented for this analysis will therefore
be discussed in detail, using illustrations based on a simulated SoLid dataset.
A precise knowledge of the uncertainties on the model and the data is of
crucial importance for a correct interpretation of the outcome of their compar-
ison. The methods to determine the statistical and systematic uncertainties
are described in chapter 7.
Finally, chapter 8 will show a first oscillation analysis result, based on
a small sample of the SoLid Phase I dataset. The production of this result
v
serves as an important validation of the work performed for this thesis, as it
combines all different elements of the SoLid analysis chain. The final steps
that are necessary for the completion of the analysis of the full Phase I dataset
will be listed too, for future reference.
This thesis will conclude with a small outlook on Phase II of the SoLid




1 Neutrinos: from standard to sterile 1
1.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Particle interactions . . . . . . . . . . . . . . . . . . . . . 3
1.2 Standard Model neutrinos . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Postulation of the neutrino . . . . . . . . . . . . . . . . . 6
1.2.2 Discovery of the neutrino . . . . . . . . . . . . . . . . . . 7
1.3 Neutrino oscillations . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.1 Solar and atmospheric neutrinos . . . . . . . . . . . . . . 10
1.3.2 Mathematical framework . . . . . . . . . . . . . . . . . . 13
1.4 Neutrino anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1 Accelerator anomaly . . . . . . . . . . . . . . . . . . . . . 16
1.4.2 Gallium anomaly . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.3 Reactor anomaly . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.4 Spectral distortion at 5 MeV . . . . . . . . . . . . . . . . . 20
1.5 Sterile neutrino solution . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.1 Sterile neutrino model . . . . . . . . . . . . . . . . . . . . 22
1.5.2 Sterile neutrino searches . . . . . . . . . . . . . . . . . . . 23
1.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 The SoLid experiment 25
2.1 Reactor site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Reactor νe detection . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 SoLid detector concept . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 SoLid detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 NEMENIX . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.2 SubModule 1 . . . . . . . . . . . . . . . . . . . . . . . . . 34
vii
viii CONTENTS
2.4.3 Optimisation of the detector design . . . . . . . . . . . . 36
2.4.4 Phase I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Phase I construction . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.1 Cube wrapping . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.2 Frame filling . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.3 Quality assurance with CALIPSO . . . . . . . . . . . . . 44
2.6 Phase I calibration . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6.1 Neutron detection efficiency . . . . . . . . . . . . . . . . 47
2.6.2 Light yield . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.6.3 Energy linearity . . . . . . . . . . . . . . . . . . . . . . . . 49
2.7 Other sterile neutrino experiments . . . . . . . . . . . . . . . . . 52
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3 Signal prediction 57
3.1 Reactor νe flux prediction . . . . . . . . . . . . . . . . . . . . . . 57
3.1.1 Reactor fission rate . . . . . . . . . . . . . . . . . . . . . . 58
3.1.2 Reactor antineutrino spectra . . . . . . . . . . . . . . . . 64
3.1.3 Detector acceptance . . . . . . . . . . . . . . . . . . . . . 67
3.1.4 IBD cross section . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.2 Binned prediction for the SoLid experiment . . . . . . . . . . . 72
3.3 Neutrino generator . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Detector response and event reconstruction 77
4.1 Geant4 detector Monte Carlo . . . . . . . . . . . . . . . . . . . . 77
4.2 Readout simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Event reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.1 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.2 Event clustering . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.3 Event identification . . . . . . . . . . . . . . . . . . . . . . 82
4.3.4 Event reconstruction . . . . . . . . . . . . . . . . . . . . . 84
4.4 Energy estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 IBD selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Migration matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.6.1 Migration matrix construction . . . . . . . . . . . . . . . 89
4.6.2 Resulting migration matrix . . . . . . . . . . . . . . . . . 90
4.6.3 Migration matrix performance . . . . . . . . . . . . . . . 92
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
CONTENTS ix
5 Signal selection 99
5.1 The IBD signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2.1 Accidental background . . . . . . . . . . . . . . . . . . . 104
5.2.2 Correlated background . . . . . . . . . . . . . . . . . . . 105
5.2.3 General properties . . . . . . . . . . . . . . . . . . . . . . 111
5.3 Data quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.4 Inverse Beta Decay event selection . . . . . . . . . . . . . . . . . 115
5.4.1 Cut based . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.2 Multivariate analysis techniques . . . . . . . . . . . . . . 118
5.4.3 Background subtraction . . . . . . . . . . . . . . . . . . . 126
5.4.4 Signal excess . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6 Oscillation Analysis 135
6.1 Introduction to hypothesis testing . . . . . . . . . . . . . . . . . 135
6.2 Fit statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2.1 Nuisance parameters . . . . . . . . . . . . . . . . . . . . . 139
6.2.2 Covariance matrix . . . . . . . . . . . . . . . . . . . . . . 139
6.2.3 Nuisance parameters versus covariance matrix . . . . . . 140
6.3 Oscillation fit definitions . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.1 Rate+shape fit . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.2 Rate-only fit . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.3 Shape-only fit . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.3.4 Relative fit . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.4 SoLid oscillation fit . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4.1 Fake dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.5 Alternative hypotheses . . . . . . . . . . . . . . . . . . . . . . . . 150
6.5.1 Determining the best-fit point . . . . . . . . . . . . . . . 150
6.5.2 ∆χ2 statistic . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.5.3 Frequentist method . . . . . . . . . . . . . . . . . . . . . . 153
6.5.4 Drawing of exclusion contours . . . . . . . . . . . . . . . 154
6.6 Sensitivity contour . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7 Uncertainty propagation 165
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.2 Covariance matrix construction . . . . . . . . . . . . . . . . . . . 166
7.2.1 Analytical approach . . . . . . . . . . . . . . . . . . . . . 167
7.2.2 Computational approach . . . . . . . . . . . . . . . . . . 167
x CONTENTS
7.3 Statistical uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 168
7.3.1 Fake dataset example . . . . . . . . . . . . . . . . . . . . 170
7.4 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . 170
7.5 Background uncertainties . . . . . . . . . . . . . . . . . . . . . . 173
7.6 Detector acceptance . . . . . . . . . . . . . . . . . . . . . . . . . . 173
7.7 Energy reconstruction uncertainties . . . . . . . . . . . . . . . . 175
7.8 Relative detection efficiency . . . . . . . . . . . . . . . . . . . . . 177
7.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
8 Results and analysis outlook 181
8.1 Current status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
8.2 Steps towards a Phase I exclusion contour . . . . . . . . . . . . 183
8.2.1 Improved subtraction method . . . . . . . . . . . . . . . 186
8.2.2 IBD signal selection on full dataset . . . . . . . . . . . . . 188
8.2.3 Systematic uncertainties . . . . . . . . . . . . . . . . . . . 188
8.2.4 Migration matrix tests . . . . . . . . . . . . . . . . . . . . 189
8.2.5 Sensitivity studies . . . . . . . . . . . . . . . . . . . . . . 189
8.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
9 SoLid Phase II 191
9.1 New generation MPPCs . . . . . . . . . . . . . . . . . . . . . . . 191
9.2 Expected improvements . . . . . . . . . . . . . . . . . . . . . . . 192
9.3 Phase II sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.3.1 Run time . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.3.2 Energy resolution . . . . . . . . . . . . . . . . . . . . . . . 195
9.3.3 IBD efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 195
9.3.4 Signal-to-background ratio . . . . . . . . . . . . . . . . . 196
9.3.5 Position binning . . . . . . . . . . . . . . . . . . . . . . . 197
9.4 Phase I + II sensitivity . . . . . . . . . . . . . . . . . . . . . . . . 199
9.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
10 Conclusion 203
Nederlandstalige samenvatting 207
List of Abbreviations 211
List of Figures 215






Since the discovery of the neutrino, back in 1956, the world of particle physics
has drastically changed. A vast number of theories and experiments first
paved the way towards the Standard Model of particle physics. In the fol-
lowing years, the Standard Model was proven not only to describe very ac-
curately the zoo of particles and their behaviour, but even to predict some of
these. Later, however, other experimental results also created some tensions
in the neutrino sector of the model and thus demonstrated the need for exten-
sions of this renowned framework. This chapter starts with an introduction
to the Standard Model and the elementary particles and forces it describes.
It continues discussing the history of the neutrino and further on explains in
which ways this elusive particle does and does not fit in the standard frame-
work.
1.1 The Standard Model
The Standard Model (SM) of elementary particle physics is a theory that bun-
dles all known elementary particles and defines how these interact with each
other. This model grew from a combination of known fundamental physics,
new experimental observations and the need for simplification and unifica-
tion. More specifically, it originated from the attempt to unify the electroweak
theory, which itself is a unification of the mathematics describing electro-
magnetism and the weak force, and the theory of quantum chromodynamics
(QCD), which describes the strong nuclear force. The framework was cast
in its final form in the mid-1970s and thus comprises three of the four fun-
damental forces: the electromagnetic (EM) force, and the weak and strong
nuclear forces. The fourth force, gravity, is not included in this Standard
Model. The lack of a theory unifying all four forces, often solemnly referred
1
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to as the Theory of Everything, is one of the biggest unsolved problems in
theoretical physics. For the study of elementary particles, however, gravity
is of so little effect that this force can be neglected in almost every particle
physics experiment.
Figure 1.1: The buildup of matter. [1]
1.1.1 Particles
Let us take a step back and first have a look at the elementary particles. They
are dubbed elementary, to stress the fact that as far as we know, they are not
divisible into smaller pieces. They thus are both the building blocks of the
Standard Model and of the world as we know it.
Figure 1.1 shows how ordinary matter - an atom - is built up out of a cloud
of electrons and a core - or nucleus - of protons and neutrons, which in turn
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exist of closely packed quarks. In this atom, the electron and the up and
down quarks are elementary particles.
Both the electron and quarks belong to the class of fermions, particles with
half-integer spin1. The class of fermions can be divided in two groups, where
the up and down quarks in the atom are part of a larger group of quarks, and
the electron is part of a second group called leptons. The fermions can also be
classified in three generations (across lepton and quark groups), which are all
identical except for the particle masses. Each generation combines an electri-
cally charged lepton [e; µ; τ], an electrically neutral lepton [νe ; νµ ; ντ], called
neutrino, and two quarks [(u, d); (c, s); (t, b)], as illustrated in the first three
columns of figure 1.2 (top). The particles of the first generation are stable and
they build up all matter, as it was described above. The higher generation
particles are created in high energy processes and can have a relatively long
lifetime, but most of them eventually decay to lower mass particles of the first
generation.
Next to the fermions, there is a second type of particles, called (gauge)
bosons, that have integer spin. Each of these fundamental particles is linked
to a particular fundamental force, as a consequence of which they are also
often referred to as force carriers. The photons (γ) carry the electromagnetic
force, the W and Z+/Z− mediate the weak force, and the gluons (g) are
the carriers of the strong force. They are illustrated in the fourth column of
figure 1.2 (top). Following this principle, it can be assumed that also the grav-
itational force acts via a corresponding boson. This hypothetical ”graviton”,
however, has not been found yet.
In 2012, an additional boson, that had been predicted in the 1960’s by Robert
Brout and François Englert [3] and independently also by Peter Higgs [4, 5],
was discovered [6, 7]. This Brout-Englert-Higgs-boson is the carrier of the
Higgs-field that drives the mechanism through which the elementary parti-
cles obtain their mass.
1.1.2 Particle interactions
The Standard Model does not only describe what matter is made of, it also,
and maybe more importantly, tells us how the various elementary particles
interact. The three forces between SM particles allow three types of interac-
tions.
The strong interaction is responsible for quarks binding together to form
hadrons, such as protons and neutrons. As a residual effect, it creates the
nuclear force that binds the latter particles to form atomic nuclei. The weak
1”Spin” is a quantum number that refers to a particle’s intrinsic angular momentum.
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Figure 1.2: The Standard Model of particle physics (top) and the fundamental inter-
actions between the Standard Model particles (bottom). Adapted from [2].
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interaction acts on the nucleus of atoms, mediating some forms of radioactive
decay. The electromagnetic force governs electric and magnetic fields. These
fields are responsible for the attraction between orbital electrons and atomic
nuclei and thus hold atoms together. On a larger scale, this also provides the
chemical bonding between atoms.
As mentioned already, for each of these forces working on the level of
elementary particles, there is at least one corresponding boson that medi-
ates the particle interactions. These bosons are the quanta of the force they
are related to and the elementary forces can be mathematically described by
quantum fields. All elementary particles have specific properties or quan-
tum numbers linked to these fields and those quantum numbers govern how
particles behave in the related interactions:
• The electromagnetic interaction works on particles that carry an electro-
magnetic charge, Q. It is charge as we most commonly know it. The value
Q can be positive or negative and can have different magnitudes. It is
a conserved quantity.
• The weak interaction works on particles via their weak isospin, T. For
a fermion, the weak charge depends on its chirality.2 The third com-
ponent of the weak isospin, T3, is conserved by all weak, strong and
electromagnetic interactions.3
• The strong interaction works via the color charge, which can take the
values blue, red or green. The opposite ”negative” charges are antiblue,
antired or antigreen. All quarks come in any of the three colours. The
leptons have no colour charge and thus they cannot interact via the
strong force.
Figure 1.2 (bottom) gives a schematic overview of the possible interactions,
and table 1.1 summarizes the quantum numbers of the SM fermions. Each
fermion has a corresponding antifermion, i.e. a particle of the same mass, but
with opposite quantum numbers.
2Chirality is a quantum mechanical property, related to Dirac fields. A particle’s chirality
can be positive (+1) or negative (-1). [8]
3Weak isospin and electromagnetic charge are combined in a property called weak hyper-
charge: YW = 2(Q− T3), in the unified framework of electroweak theory.
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Table 1.1: The fermions in the Standard Model and their quantum numbers related
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1.2 Standard Model neutrinos
1.2.1 Postulation of the neutrino
Table 1.1 indicates that the neutrinos can only interact via the weak force,
since they have zero electric and colour charge. Because they only interact
weakly, the experimental detection of neutrinos can only happen indirectly,
in processes where charged particles are created. By recording the directly
detectable charged particles and applying conservation laws, the properties
of the neutrino, which appear as ”missing” energy, momentum, spin, ... can
be studied.
It was through this signature of a ”missing” particle, that the neutrino
was first postulated in 1930, by the Austrian-born physicist Wolfgang Pauli.
He had been studying the process of beta decay, that describes the radioactive
decay of an atomic nucleus (A, Z) to a lighter one (A, Z + 1) by the emission
of an electron. This essentially boils down to the conversion of a neutron to a
proton inside the nucleus:
n→ p + e−. (1.1)
The laws of momentum and energy conservation state that for such a two-
body decay, the outgoing particles should have a fixed energy and their sum
should be equal to the Q-value of the reaction, which is related to the mass
difference between the original nucleus and the reaction products:
Q = MN(A, Z)−MN(A, Z + 1)−me− . (1.2)
In radioactive decay, the proton will stay confined in the nucleus and the
much lighter electron will escape, carrying nearly all available energy. Ex-
periments, however, showed that the electron energy did not have a fixed
1.2. STANDARD MODEL NEUTRINOS 7
value Q, but instead was found to have a continuous energy spectrum, with
electron energies ranging from zero to just under the Q-value (cf. figure 1.3).
Figure 1.3: The expected and observed energy spectra for the electron in β-decay.
To explain these results, Pauli suggested that - besides the electron - a
second light, but neutral particle was emitted in the reaction. The available
energy would thus be distributed over these two particles, leading to a con-
tinuous energy spectrum as seen in the experiments. The neutral particle had
to be very light, since the maximal detected electron energy did not deviate
much from the Q-value calculated from equation 1.2. At that time there were
no known particles that could fit these requirements and Pauli stated that a
new particle had to be involved. However, it was not Pauli, but the Italian
physicist Enrico Fermi who created a first fully comprehensive theory of beta
decay and it was Edoardo Amaldi who jokingly baptised the new particle
neutrino.
1.2.2 Discovery of the neutrino
After Fermi had developed a mature theory of weak interactions in 1934, it
took another two decades until neutrinos were experimentally observed.
The weak interaction theory predicted that antineutrinos would be able to
interact with protons and undergo a reaction called inverse beta decay (IBD):
νe + p→ e+ + n. (1.3)
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However, soon after Fermi had published his theory, Bethe and Peierls made
a first estimation of the cross section (σ) of this process and they found that
σ < 10−44cm2 [9]. To be able to detect such a feeble reaction, the combination
of a highly intense source of neutrinos and a very large amount of detector
material would thus be needed.
It was only after the Second World War, when scientists had discovered
nuclear fission, that neutrino detection came in reach. The physicists Clyde
Cowan and Frederick Reines, who had been working at the famous Los
Alamos site, believed that an atomic bomb explosion was the best antineu-
trino source for a first attempt to detect these, up to then, elusive particles.
They would detect the IBD process by letting the antineutrinos from the ex-
plosion interact with protons of a liquid organic scintillator volume. This
scintillator would also serve as detection medium of the charged positron,
emitting light when the positron would deposit its energy and annihilate. The
plans for their experiment were becoming very concrete, see figure 1.4, when
Cowan and Reines realized that they could improve the signal-to-background
discrimination by also detecting the neutron from the IBD interaction. This
significantly reduced the required flux of antineutrinos, such that a nuclear
fission reactor would be a sufficiently intense source of antineutrinos for the
experiment to succeed.
This new inspiration made the experiment much more feasible and the
set-up was soon installed at the Savannah River reactor, where the first ex-
perimental evidence of the neutrino was recorded in 1956 [11].
A few years later, in 1962, L.M. Lederman and his co-workers were able
to discover the muon neutrino [12]. They conducted an experiment to see
whether neutrinos produced in reactions that involve muons differ from the
neutrinos created in association with electrons and positrons. They used
the brand new Alternating Gradient Synchrotron (AGS) of the Brookhaven
National Laboratory to create pions and study their decay:
π± → µ± + νµ. (1.4)
If the neutrinos produced in the decay were similar to the ones produced
in β-decay, it should be possible to convert them into electrons. The exper-
iment found, however, that only muons were produced by these neutrinos
and therefore proved that the electron neutrino and muon neutrino are dis-
tinct particles.
The discovery of the muon neutrino gave an indication that leptons come
in flavour doublets, each of which seemed to couple a charged lepton with
a certain neutrino. In the development of the Standard Model in the sub-
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Figure 1.4: Physicists Cowan and Reines would detect antineutrinos from a nuclear
bomb explosion with a liquid scintillator detector. [10]
sequent years, this doublet form was nicely incorporated and generally ac-
cepted. This meant that, when the τ-lepton was discovered at the Stanford
electron-positron collider by M. Perl and his collaborators in 1977 [13], the
community strongly expected the existence of a third neutrino: the ντ. How-
ever, it lasted another 23 years, before there was an experimental observation
of this neutrino by the DONUT Collaboration at Fermilab [14]. For this ex-
periment, the Tevatron accelerator was used as the source of tau neutrinos.
The DONUT detector then recorded the neutrino interactions using a large
volume of nuclear emulsion sheets that acted as a tracker for charged par-
ticles. The resulting particle tracks were analysed with image recognition
techniques to select the tau neutrino candidates.
With the discovery of the third generation, all lepton flavours were now
known, as it was determined by the Large Electron-Positron (LEP) collider
experiments that there would be only three light neutrinos. This was done
by measuring the decay of the Z-boson: the number of decay channels that
is available for this boson, influences the lifetime and thus the width of the
Z-resonance [15]. Every additional decay channel of the type
Z → νl + νl (1.5)
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makes the resonance wider by some hundreds of MeV. It can be seen from
figure 1.5 that a value Nν = 3 best matches the experimental results.
Figure 1.5: The results of the OPAL experiment, conducted at the LEP collider at
CERN, show that the Z boson couples to 3 types of neutrino flavours. [16]
1.3 Neutrino oscillations
1.3.1 Solar and atmospheric neutrinos
In the late 1960s chemist Ray Davis set up an experiment to study the pro-
cesses that fuel the Sun. Inspired by Hans Bethe, who had suggested these
processes were driven by nuclear fusion reactions, Davis wanted to measure
the resulting flux of electron neutrinos. His experimental set-up existed of a
tank filled with chlorine, that was placed deep underground in the Homes-
take gold mine [17]. The results of this first solar neutrino experiment were
compared with John Bahcall’s theoretical predictions of the Standard Solar
Model (SSM), which gave a description of the chain of thermonuclear reac-
tions in the Sun [18]. The neutrino flux that Davis had detected was only
1/3 of the predicted flux, an inconsistency that was dubbed the solar neutrino
problem. Various explanations were proposed; the problem could be related
to flaws in the tedious calculations on the SSM theory or it could come from
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a misunderstanding of the detector operation or efficiency. However, Davis’
observations were confirmed by other solar neutrino experiments that were
performed in the 1980s (KamiokaNDE II [19]) and 1990s (GALLEX [20] and
SAGE [21]). The solar neutrino problem persisted and seemed to reveal un-
known neutrino physics.
Moreover, studies of atmospheric neutrinos were showing a similar prob-
lem. These atmospheric neutrinos are created in two consecutive decay reac-
tions that originate from the pion production by energetic cosmic particles -
mostly protons - that interact with the Earth’s atmosphere:
π± → µ± + νµ (1.6)
µ± → e± + νe + νµ (1.7)
The decay processes imply that for every pion decay, two muon neutrinos and
one electron neutrino are produced. Different experiments (Irvine-Michigan-
Brookhaven [22], Kamiokande [23]) aimed to measure both muon and elec-
tron neutrino fluxes to verify the expected 2:1 ratio, but instead recorded a
much lower muon versus electron neutrino rate. This deficit was referred to
as the atmospheric neutrino anomaly.
The solar neutrino problem and atmospheric neutrino anomaly were the
first experimental indications of neutrino flavour oscillations. The decisive
evidence for these flavour oscillations finally came in 1998, with the results
of the Super-Kamiokande experiment [24]. This experiment measured the
distribution of atmospheric muon neutrinos for different zenith angles: a
variable that is related to the distance travelled between the point of creation
in the atmosphere and the point of detection in the water tank. The results,
shown in figure 1.6, indicated that more muon neutrinos enter the detector
from above than from below, what can be translated to a higher survival
probability for neutrinos travelling a shorter distance.
A few years later, the Sudbury Neutrino Observation (SNO) experiment,
was able to confirm that oscillations of electron neutrinos to other flavour
states were the cause of the solar neutrino problem [26]. The SNO detector
was built such that it was sensitive to all three types (e, µ, τ) of neutrinos in-
teracting in the detector volume. The measured rate of electron neutrinos was
still much lower than the one predicted by the solar model, but the total rate,
combining all three flavour types, was nicely in line with the predicted num-
ber of neutrinos arriving from the Sun. Knowing that the fusion processes
in the Sun only produce neutrinos of the electron flavour and none of the
other flavours, this result clearly showed that neutrinos change flavour when
travelling long distances.
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Figure 1.6: The discovery of atmospheric neutrino oscillation in Super-Kamiokande.
The observed number of the muon neutrinos going up to the detector through the
Earth was only half of the observed number of the muon neutrinos going down to
the detector. [25]
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1.3.2 Mathematical framework
Although neutrino oscillations were only experimentally confirmed at the
end of the 20th century, a mathematical framework for the flavour oscillations
was already developed in the 1960s. It was physicist Bruno Pontecorvo who
first suggested that neutrinos might not conserve lepton number, changing
flavour as they travel through space [27]. This was in 1967, a few years after
the muon neutrino was discovered. The idea implies that neutrinos should
be superpositions of different mass eigenstates, each state propagating with
its own velocity, which results in a different superposition of mass states and
thereby also a different flavour at distinct moments in time.
The full mathematical framework for the mixing of three neutrino flavours,
was developed by Pontecorvo, Maki, Nakagawa and Sakata. It describes the
transformation of neutrinos with a definite mass (|νi〉, with i = 1, 2, 3) to

















−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 (1.9)
where cij = cos θij and sij = sin θij.









We note that the PMNS-matrix is a unitary matrix and that careful tests of
this unitarity, based on precision measurements, provide a powerful tool for
4When CP symmetry is valid, the simultaneous application of spatial reflection (P) and
particle-antiparticle substitution (C) leads to a physically allowed state [8].
14 CHAPTER 1. NEUTRINOS: FROM STANDARD TO STERILE
the evaluation of the mixing model. Any deviation from this unitarity could
for example reveal the existence of new, unknown neutrino states.
Given the UPMNS transformation matrix, it can be deduced that neutrino
oscillations can occur, provided that the mixing angles are not zero and that
at least two of the three neutrinos have non-zero mass. If all neutrinos were
massless, all three mass eigenstates would propagate at the speed of light and
never get out of phase. As a consequence, there would be no neutrino flavour
oscillations. This is demonstrated in the following simplified derivation of
the probability of flavour oscillations in vacuum, limited to the case of two
neutrino flavours (νe, νµ) and two mass states (ν1, ν2).
Let us start by considering the creation of an electron neutrino by the
weak force. This neutrino is a pure flavour state, but a linear combination of
the two mass states:
|νe〉 = cos θ |ν1〉+ sin θ |ν2〉 (1.12)
The mass eigenstates of this neutrino will propagate in time, according to
the plane wave solution of the Schrödinger equation:
|νi(t)〉 = e−iEit/h̄|νi(0)〉. (1.13)
The flavour state of the neutrino at a time t can thus be written as:
|νe(t)〉 = cos θ e−iE1t/h̄|ν1(0)〉+ sin θ e−iE2t/h̄|ν2(0)〉 (1.14)











For relativistic particles with fixed momentum p and a mass mi << Ei the
energy can be written as Ei = p + m
2
i /2p. Substituting the energy term and











for m2i expressed in (eV/c
2)2, L in meters and E in MeV [29].
In general, the probability for a neutrino of flavour α and energy E, to be
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The difference of the squared neutrino masses, or so-called mass splitting pa-
rameter, is written here as ∆m2ij. This equation is valid for any number of
neutrinos and proves that neutrino oscillations can only take place if the neu-
trino masses are different.
Various oscillation experiments have been conducted to precisely deter-
mine the values of the different mixing angles and squared mass differences
for the three SM neutrinos. The current best fit values are reported in ta-
ble 1.2. The mixing angle θ13 and mass difference ∆m
2
12 are measured to be
both very small, and as a consequence the simplified model of two-flavour
mixing can be applied to both solar (νe → νµ) and atmospheric (νµ → ντ)





3 −m22, are thus well determined from experiments, but the sign of
the mass differences, that tells us which neutrino is the lightest and which is
the most heavy one, can not be resolved. This mass hierarchy problem is de-
picted in figure 1.7, showing the two possible options; the normal hierarchy,
with m1,2 < m3, and an inverted one, with m3 < m1,2.
Table 1.2: Current best fit values for three-flavour neutrino oscillations. For ∆m232
and sin2 θ23 the upper (lower) row corresponds to the normal (inverted) neutrino
mass hierarchy [34].
Parameter Best fit ± 1σ
∆m221[10
−5eV2] 7.53 ± 0.18
∆m232[10
−3eV2] 2.453 ± 0.034
2.546 ± 0.040
sin2 θ12 0.307 ± 0.013
sin2 θ23 0.545 ± 0.021
0.547 ± 0.021
sin2 θ13 0.0218 ± 0.0007
δ 1.36π ±0.17π
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Figure 1.7: The normal (left) and inverted (right) mass hierarchy for the SM model
neutrinos [31]. For both cases m1 < m2, something that is determined by the obser-
vation of neutrino oscillations in matter: the MSW effect [32, 33].
1.4 Neutrino anomalies
Although the framework of three-flavour neutrino oscillations has proven to
be capable of explaining the results of various types of experiments, some
tensions with this picture have also occurred in more recent years. The three
different sectors in which those neutrino anomalies are observed, are discussed
in the following sections.
1.4.1 Accelerator anomaly
The first experimental result that could not be explained in the framework
of three-neutrino mixing was observed in 1989 by the LSND experiment [35].
This experiment studied highly energetic muon antineutrinos, produced in
an accelerator facility, and found a controversial indication in favour of short-
baseline νµ → νe transitions. Given that L/E ≈ 1 eV−2 for the LSND experi-
ment, the measured oscillations resulted in a ∆m2 > 0.1 eV2; values that were
far larger than those obtained from solar and atmospheric neutrino oscilla-
tions (cf. table 1.2).
However, the KARMEN experiment, that conducted a similar search at a
slightly shorter baseline [36], contradicted the LSND results and their anomaly
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stayed unconfirmed for some time. In 2007, the MiniBooNE Collaboration de-
signed a new experiment to specifically match the search region of the LSND
experiment. Initially, they observed a similar short-baseline oscillation for
νµ → νe, but only for νµ → νe transitions below 475 MeV [37]. Two years later,
after conducting a new search, the MiniBooNE experiment unexpectedly did
see an excess, consistent with the LSND result, over the entire energy range
in both neutrino and antineutrino mode [38]. The combined significance of
the LSND and MiniBooNE observations results in an excess of 6σ [39], and is
known as the accelerator anomaly.
1.4.2 Gallium anomaly
Another anomaly in neutrino physics was found in the source calibration
measurements of the SAGE [40] and GALLEX [41] experiments. They both
made use of a gallium detector to study solar neutrinos, via the reaction:
71Ga + νe → 71Ge + e−. (1.18)
To calibrate these gallium detectors, intense 51Cr and 37Ar sources were used.
Both sources decay via electron capture, emitting electron neutrinos with en-
ergies below 1 MeV, and this mimics the solar neutrino signal. The radioactive
sources, with well-known activities, were placed inside the detector and the
produced electron neutrinos were measured. Calibration results were then
obtained by comparing the measured and predicted detection rates and gave
an average ratio of 0.84±0.05, as shown in figure 1.8. This 2.9σ deficit of
measured neutrinos is reduced to 2.3σ, when taking into account a possible
overestimation of the cross section of the reaction 1.18 [42]. However, a clear
deficit remains and it is known as the gallium anomaly.
1.4.3 Reactor anomaly
In nuclear reactor experiments, the νe’s coming from the reactor can be used
to study oscillations by measuring the survival probability Pνe→νe , which can


















































R = 0.84 ± 0.05











































The Gallium neutrino (a) and reactor antineutrino (b) anomalies. The data error bars represent
the uncorrelated experimental uncertainties. The horizontal solid green line and the surrounding
shadowed band show the average ratio R and its uncertainty calculated taking into account the
experimental uncertainties, their correlations and, in panel (b), the theoretical uncertainty of the
Huber-Mueller antineutrino fluxes.
The LSND anomaly has been explored in the MiniBooNE experiment that is operating
at Fermilab since 2002. In this experiment the neutrinos are produced by the 8 GeV protons
from the Fermilab booster hitting a beryllium target and producing a beam of pions. The
sign of the pions that are focused towards the detector is determined by the polarity of a
focusing horn. The detector, placed at a distance of 541 m from the target, consists of a
tank filled with 818 tons of pure mineral oil (CH2) viewed by 1520 phototubes that detect
the Cherenkov light and isotropic scintillation produced by charged particles.
Since in MiniBooNE the neutrino energy ranges from 200 MeV to 3 GeV the range of
L/E, from 0.18 to 2.7 m/MeV, covers the LSND range of L/E (from 0.5 to 1.5 m/MeV).
However, since in LSND L/E is smaller than 1.5 m/MeV, the LSND signal should be seen
in MiniBooNE for E & 360 MeV.
Initially the MiniBooNE experiment operated in “neutrino mode” with a focused beam
of ⇡+ that decayed in a decay tunnel producing an almost pure beam or ⌫µ’s. In the first
article (35) the MiniBooNE collaboration considered the data with E > 475 MeV, arguing
that this threshold “greatly reduced a number of backgrounds with little impact on the
fit’s sensitivity to oscillations”. No excess over background was observed, leading to a 98%
exclusion of neutrino oscillation as the explanation of the LSND anomaly. However an excess
of ⌫e-like events was observed below the 475 MeV analysis threshold. This low-energy excess
was confirmed in the following years, in both neutrino (6,36) and antineutrino (37) modes,
whereas the data above 475 MeV continued to show little or no excess over the backgrounds.
Since most of the energy range below 475 MeV correspond to values of L/E outside the
LSND range, the low-energy excess is an e↵ect di↵erent from the LSND anomaly, and it has
been considered as the “MiniBooNE low-energy anomaly”. A possible explanation of this
anomaly is that the low-energy excess is produced by photons, that cannot be distinguished
from
( )
⌫e-like events in the MiniBooNE detector (single photon events are generated by
neutral-current ⌫µ-induced ⇡
0 decays in which only one of the two decay photons is visible).
This possibility is going to be investigated in the MicroBooNE experiment at Fermilab (38),
with a large Liquid Argon Time Projection Chamber (LArTPC) in which electrons and
photons can be distinguished.
12 C. Giunti and T. Lasserre
Figure 1.8: The calibration of the GALLEX and SAGE experiments resulted in an
unexpectedly low average ratio R of detected-over-calculated neutrino events. The
result is known as the gallium anomaly. [43]
Figure 1.9 plots the survival probability as a function of the detector distance
L, together with data points of different experiments.
From the figure, we see that experiments with a bas line L of the order of
1 km are sensitive to the shorter wavelength oscillation, that is governed by
∆m232. For these distances and a neutrino energy of the order 3 MeV, the term
in ∆m221 becomes negligible, and formula 1.19 simplifies to








This implies that these experiments are most sensitive to measure the θ13
mixing angle. Examples of such hort baseline experiments are Daya Bay [45,
46], Double Chooz [47] and RENO [48, 49].
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Figure 1.9: Oscillation curve for a 3 MeV reactor antineutrino in the 3-flavour neu-
trino model. The relative νe fluxes, measured by various experiments are indicated.
Adapted from [16].
























where we have applied some trigonometric identities to go from eq. 1.22 to
eq. 1.23 and have neglected the very small term sin4(θ13) to come to eq. 1.24.
This type of search was conducted by the long baseline experiment Kam-
LAND, that found results consistent with the solar neutrino measurements
[50].
A third type of experiments, also depicted in figure 1.9, are the ones mea-
suring at very short baselines, ranging from 10 to 100 meters: Bugey [51],
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Goesgen [52], ILL-Grenoble [53], Rovno [54], ... . For such small source-to-
detector distances, we expect Pνe→νe ≈ 1 and thus also a ratio, R, of expected-
to-predicted νe-flux compatible with 1.
For some time, the combined data of a range of very short baseline exper-
iments indeed resulted in a value R = 0.980± 0.024, consistent with unity.
However, in 2011, a new set of theoretical reactor antineutrino spectra were
published, based on a novel calculation method.5 This updated prediction
model resulted in an increase of the predicted reactor flux by about 3%, mov-
ing the expected-to-observed νe ratio down to R = 0.927± 0.023, see figure
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The Gallium neutrino (a) and reactor antineutrino (b) anomalies. The data error bars represent
the uncorrelated experimental uncertainties. The horizontal solid green line and the surrounding
shadowed band show the average ratio R and its uncertainty calculated taking into account the
experimental uncertainties, their correlations and, in panel (b), the theoretical uncertainty of the
Huber-Mueller antineutrino fluxes.
The LSND anomaly has been explored in the MiniBooNE experiment that is operating
at Fermilab since 2002. In this experiment the neutrinos are produced by the 8 GeV protons
from the Fermilab booster hitting a beryllium target and producing a beam of pions. The
sign of the pions that are focused towards the detector is determined by the polarity of a
focusing horn. The detector, placed at a distance of 541 m from the target, consists of a
tank filled with 818 tons of pure mineral oil (CH2) viewed by 1520 phototubes that detect
the Cherenkov light and isotropic scintillation produced by charged particles.
Since in MiniBooNE the neutrino energy ranges from 200 MeV to 3 GeV the range of
L/E, from 0.18 to 2.7 m/MeV, covers the LSND range of L/E (from 0.5 to 1.5 m/MeV).
However, since in LSND L/E is smaller than 1.5 m/MeV, the LSND signal should be seen
in MiniBooNE for E & 360 MeV.
Initially the MiniBooNE experiment operated in “neutrino mode” with a focused beam
of ⇡+ that decayed in a decay tunnel producing an almost pure beam or ⌫µ’s. In the first
article (35) the MiniBooNE collaboration considered the data with E > 475 MeV, arguing
that this threshold “greatly reduced a number of backgrounds with little impact on the
fit’s sensitivity to oscillations”. No excess over background was observed, leading to a 98%
exclusion of neutrino oscillation as the explanation of the LSND anomaly. However an excess
of ⌫e-like events was observed below the 475 MeV analysis threshold. This low-energy excess
was confirmed in the following years, in both neutrino (6,36) and antineutrino (37) modes,
whereas the data above 475 MeV continued to show little or no excess over the backgrounds.
Since most of the energy range below 475 MeV correspond to values of L/E outside the
LSND range, the low-energy excess is an e↵ect di↵erent from the LSND anomaly, and it has
been considered as the “MiniBooNE low-energy anomaly”. A possible explanation of this
anomaly is that the low-energy excess is produced by photons, that cannot be distinguished
from
( )
⌫e-like events in the MiniBooNE detector (single photon events are generated by
neutral-current ⌫µ-induced ⇡
0 decays in which only one of the two decay photons is visible).
This possibility is going to be investigated in the MicroBooNE experiment at Fermilab (38),
with a large Liquid Argon Time Projection Chamber (LArTPC) in which electrons and
photons can be distinguished.
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Figure 1.10: The results of multiple (very) short baseline reactor experiments, leading
to the reactor antineutrino anomaly after a re-evaluation of the reactor flux calcula-
tions in 2011. [43]
1.4.4 Spectral distortion at 5 MeV
The RAA problem that is described above is a pure normalisation problem,
i.e. the total number of events does not match the prediction, but the quali-
tative features of the measurements are within expectations. In recent years,
5 More details on the existing calculation methods for reactor antineutrino spectra are given
in chapter 3.
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however, the analysis of the prompt energy spectra from reactor antineu-
trino data sets revealed an unexpected distortion. An excess in antineutrino
events with a visible energy of roughly 5 MeV was first reported by the Dou-
ble Chooz experiment [56]. The spectrum, with a 3.0σ excesss in the energy
range from 4.25 to 6 MeV, is shown in figure 1.11. This 5 MeV bump was con-
firmed by RENO [57], Daya Bay [58] and other experiments and thus seems to
be a common feature for most nuclear reactor neutrino experiments, however
with varying amplitudes. Moreover, most experiments have indicated that
the size of the excess is correlated with the reactor power. As a consequence,
there is a widespread expectation that the spectral distortion is created by
inaccurate antineutrino flux calculations for one or more fissile isotopes. By
performing measurements at a reactor over a longer period of time, taking
into account the fuel evolution, or simply by measuring at different reactors,
each with a different fuel composition, the influence of the fissile isotopes on
the spectral distortion is being surveyed [59, 60, 61].
covariance matrix accounts for the statistical and sys-
tematic (reactor flux, MC normalization, 9Li/8He spec-
trum shape, accidental statistical) uncertainties in each
bin and the bin-to-bin correlations. A set of nuisance
parameters accounts for the other uncertainty sources:
 m231, the number of residual ⌫e when reactors are
o↵ (1.57 ± 0.47 events), the 9Li/8He and fast neu-
tron/stopping muon rates, the systematic component of
the uncertainty on the accidental background rate, and
the energy scale. The best fit ( 2min/d.o. f . = 52.2/40) is
found at sin2 2✓13 = 0.090+0.032 0.029 (see figures 3,4).
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Fast neutrons + stopping muons
Livetime: 467.90 days
Figure 3: Measured prompt energy spectrum (black points with statis-
tical error bars), superimposed on the no-oscillation prediction (blue
dashed line) and on the best fit (red solid line), with the stacked best-fit
backgrounds added.
In addition to the oscillation-induced deficit on the
bottom panel of figure 4, a spectrum distortion is ob-
served above 4 MeV. The excess has been found to be
proportional to the reactor power, disfavoring a back-
ground origin. Considering only the IBD interaction,
the structure is consistent with an unaccounted reactor
⌫e flux e↵ect, which does not a↵ect significantly the ✓13.
The good agreement with the shape-independent reactor
rate modulation result demonstrates it. The existence of
this distortion has been later confirmed by the Daya Bay
and RENO reactor experiments.
Figure 5 shows the projected sensitivity of the Rate +
Shape analysis using the IBD neutrons captured in Gd.
A 0.2% relative detection e ciency uncertainty is as-
sumed, the expected remnant from the cancellation of
the correlated detection uncertainties due to the use of
identical detectors. The portion of reactor flux uncor-
related between detectors is 0.1% (thanks to the simple
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Figure 4: Top: Measured prompt energy spectrum with best-fit back-
grounds subtracted (black points with statistical error bars) superim-
posed on the no-oscillation prediction (blue dashed line) and on the
best fit (red solid line). Bottom: Ratio of data to the no-oscillation
prediction (black points with statistical error bars) superimposed on
the best fit ratio (red solid line). The gold band represents the system-
atic uncertainty on the best-fit prediction.
Total years of data-taking since April 2011

























DC-II (n-Gd): FD only
DC-II (n-Gd): ND and FD
DC-III (n-Gd): FD only
DC-III (n-Gd): ND and FD
Range of potential precision (n-Gd): ND and FD
Figure 5: Double Chooz projected sensitivity using the IBD neutrons
captured in Gd. The previous analysis, [2] with only the FD (black
dashed line) and adding the ND (black solid line), and the current
analysis, with only the FD (blue dashed line) and adding the ND (blue
solid line), are shown. The shaded region represents the range of im-
provement expected by reducing the systematic uncertainty, bounded
from below by considering only the reactor systematic uncertainty.
5
Figure 1.11: Prompt energy spectrum measured by the Double Chooz experiment
(black points), compared to the no-oscillation prediction (blue dash d line) and the
best fit m del (red solid line) [62].
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1.5 Sterile neutrino solution
As the tensions with the picture of three oscillating weak neutrinos became
more profound, new theoretical concepts arose to extend the known physics
and match the experimental data. One of the proposed solutions, and proba-
bly the most popular one, is that of the sterile neutrino.
1.5.1 Sterile neutrino model
Like the deficits in the solar and atmospheric neutrino flux had previously
been successfully attributed to flavour oscillations, a similar solution has been
proposed to solve the RAA, Gallium and accelerator anomalies. Since the
three anomaly types each require oscillations over short distances (or rela-
tively low L/E values), they can only be explained by new neutrino oscilla-
tions with a ∆m2 of a few eV2, which is a much larger mass splitting than the
ones known from the 3-neutrino model.
The hypothetical fourth neutrino would have to be a “sterile” particle.
This is indicated by the LEP-results, as shown in figure 1.5, which prohibit
the existence of an additional neutrino that couples to the Z boson. A new
kind of neutrino therefore should not interact weakly, in contrast with the
three active neutrinos that are currently known. As a result, such a neutrino
does not interact via any of the SM forces and it is said to be sterile.
The introduction of a fourth neutrino extends the PMNS matrix from
equation 1.8 with a new flavour νs and an additional mass eigenstate ν4:
Uαi =

Ue1 Ue2 Ue3 Ue4
Uµ1 Uµ2 Uµ3 Uµ4
Uτ1 Uτ2 Uτ3 Uτ4
Us1 Us2 Us3 Us4
 (1.25)
With a required mass splitting value that is so large compared to the
known mass splittings, it appears likely that the sterile neutrino will be
mainly composed of the fourth mass eigenstate ν4. The extension of the ex-
isting oscillation model with one sterile neutrino is often referred to as the
3+1-oscillation model.
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1.5.2 Sterile neutrino searches
Because of the sterile property, the 3+1-hypothesis can only be tested by mea-
suring the disappearance probability of one of the active neutrinos, for exam-
ple in very short baseline nuclear reactor experiments. For those experiments
the νe-disappearance probability, like equation 1.16, becomes








The parameters sin2(2θ14) and ∆m
2
41 have been probed by various gallium
and reactor experiments. In 2011, a global fit of all available data from reactor
and gallium calibration experiments was published by Mention et al. [55].
The analysis resulted in ∆m241 > 1.5 eV
2 and sin2(2θ14) = 0.14± 0.08, while
disfavouring the no-oscillation case at more than 3σ confidence level. Sterile
neutrino searches in the νµ sector, however, showed strong tensions with the
3+1-model and ruled out this hypothesis as an explanation of the LSND and
MiniBooNE anomalies [63].
These contradicting results triggered a new wave of experimental efforts
towards the search for light sterile neutrinos. Much of this new activity is
situated in the νe-disappearance channel, one example of which is the SoLid
experiment, that is the topic of this work. The SoLid detector site and prin-
ciple will be discussed in detail in the following chapter. In addition, a short
description of the other very short baseline nuclear reactor experiments that
are currently taking data will be given in section 2.7.
1.6 Summary
In section 1.1 of this chapter we have described how the Standard Model of
particle physics encompasses all known elementary particles and the funda-
mental forces acting between them. The first proof for physics beyond this
model was found with the discovery of neutrino oscillations, treated in sec-
tion 1.3, implying that neutrinos have non-zero mass.
Although the framework of three oscillating neutrinos was able to de-
scribe the measured neutrino fluxes from various sources, such as the Sun,
the atmosphere, accelerators and nuclear reactors, this picture was distorted
at the end of the 20th century. Three different sectors of neutrino experiments
have shown tensions with the 3-flavour model, and led to the so-called accel-
erator, Gallium and reactor antineutrino anomalies, that are discussed in section
1.4.
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One proposed solution for the neutrino anomalies is that of a sterile neu-
trino, that induces additional oscillations. We have seen in section 1.5 that
an oscillation driven by a mass splitting of the order of 1 eV2 should mani-
fest itself most clearly in a very short baseline region, below 10 m from the
neutrino source.
Many new reactor neutrino experiments aim to explore νe-disappearance
at this baseline with high precision and accuracy. When placed at a highly
enriched 235U core, these experiments would also be capable to give addi-
tional input on the 5 MeV spectral distortion. The SoLid experiment is one
of the new projects, specifically designed to examine the reactor antineutrino
anomaly at very short baselines. It is the topic of this thesis and will be
discussed at length in the following chapter.
The SoLid experiment 2
SoLid, short for Search for oscillations with a 6Li detector, is an experiment de-
signed to investigate the sterile neutrino hypothesis, as well as to perform a
precise 235U νe-flux measurement. To be able to perform such studies, the ex-
periment has to fulfil some specific technological requirements. This chapter
describes how the reactor, detection principle and detector design are chosen
and developed for the SoLid experiment, in order to enable a competitive
search.
2.1 Reactor site
The SoLid experiment uses the Belgian Reactor 2 (BR2) of the Studiecentrum
voor Kernenergie, SCK•CEN, in Mol, Belgium, as its source of antineutrinos.
As one of the most powerful research reactors in the world, BR2 plays an
important role in nuclear material and fuel research. It is also one of the
main players in the production of medical isotopes and the irradiation of
silicon for high-quality semi-conductor production [64].
BR2 is a pool-type reactor, using light water as its moderator and coolant.
One of the advantages of light water reactors (LWR) is that they can have a
very compact design [65], a feature that is even more pronounced for the BR2
reactor, by the twisted geometry of the channels containing its fuel rods, as
illustrated in figure 2.1. The core is thereby reduced to have a diameter of
∼50 cm, serving as an almost point-like source of antineutrinos. This greatly
reduces the smearing of the short wavelength neutrino oscillations that we
study.
The reactor operates on highly enriched fuel, with an enrichment in 235U
of 93.5%. This corresponds to 235U contributing to more than 99% of the
induced fissions. Such a high purity allows for a precise measurement of the
25
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235U νe-flux, giving information on the origin of the 5 MeV spectral distortion.
Figure 2.1: The BR2 reactor core has a unique design with inclined channels, making
it very compact. [66]
The SoLid detector is located in the BR2 containment building, at the
floor level that is on-axis with the core center, see figure 2.2. This figure also
illustrates the reference frame used by the SoLid collaboration: facing the
reactor, the x-axis points to the right side of the detector, the y-axis points
upwards and the z-axis points away from the reactor, parallel to the baseline
of the experiment.
Due to the compact core, the closest possible approach of the detector is
less than 6 meters. Operating that close to a reactor unfortunately induces
a significant amount of background, as the reactor is an intense source of
neutrons and γ-rays. For the SoLid experiment, the reactor induced back-
ground radiation is reduced and stabilised, since it operates on a floor where
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there are no other active experiments. This allows for all beam ports to re-
main closed and shielded with a thick layer of lead. Nonetheless, the fact
that the experiment is located above ground makes it subject to cosmogenic
backgrounds.
The BR2 reactor mostly operates at a thermal power of 50 to 60 MW, with a
full possible range of 40 to 80 MW. It runs in cycles of 3 to 4 weeks, alternating
with reactor-OFF periods of the same duration. Per year, there are a total of
6 cycles or ∼150 days of reactor-ON time. The reactor shut down periods are
used by the SoLid experiment to precisely measure and evaluate the rates of




Figure 2.2: Model of the BR2 reactor building, illustrating the position of the SoLid
detector (left) and the reference frame and baseline coverage of the experiment
(right).
2.2 Reactor νe detection
The general process to study reactor antineutrinos is the Inverse Beta Decay
(IBD) reaction:
νe + p→ e+ + n. (2.1)
Here, the antineutrino interacts with a proton of the detector material and
creates a positron and a neutron, resulting in a two-component signature
when the detector is sensitive to both particles. This coincidence technique was
developed and first used by Cowan and Reines, as discussed in section 1.2.2.
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By considering the mass difference of the reaction products in equation
2.1, we can see that there is a threshold value for the IBD reaction:
Eνe = Ee+ + mn + me −mp = Ee+ + 1.804 MeV, (2.2)
where we have neglected the kinetic energy of the neutron as most of the
released energy is carried away by the much lighter positron. This means
that the antineutrino needs to have a kinetic energy of at least 1.804 MeV for
the IBD reaction to take place.
It also follows from this calculation, that the energy deposited by the
positron is a probe for the incoming antineutrino energy.
We should first note that, as the positron will promptly deposit its energy
in the reaction medium, it will not take long before it annihilates with an
electron, which results in two annihilation γ’s of 511 keV each. In case these
γ’s are also seen, the relation between the deposited energy and that of the
antineutrino becomes
Edep, 2γ = Ee+ + 2× 511 keV = Eνe − 0.782 MeV. (2.3)
In case one or both γ’s from the positron annihilation escape the detector, the
energy relation becomes:
Edep, 1γ = Ee+ + 511 keV = Eνe − 1.293 MeV (2.4)
or Edep, 0γ = Ee+ = Eνe − 1.804 MeV, (2.5)
respectively.
A measure for the probability of the IBD reaction to take place is its cross
section σIBD. The value of σIBD increases with antineutrino energy, but is
generally of the order of 10−44 cm2. A more rigorous treatment of the deter-
mination of this cross section will be given in section 3.1.4.
Given the IBD threshold, the rising cross section and the falling energy
spectrum of reactor antineutrinos1, the spectrum of detected antineutrinos
starts from 1.804 MeV and it reaches up to about 9 MeV, peaking around
3.5 MeV, as illustrated in figure 2.3.
1The precise antineutrino energy spectrum emitted by the BR2 core depends on the fuel
loading and operation power. According to the methods discussed in chapter 3, the spectrum
will be calculated for each reactor cycle, providing a reference for the antineutrino detection
with the SoLid experiment.
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Figure 2.3: The detected νe-spectrum from
235U fission, assuming no oscillations
(blue), in arbitrary units. Its shape follows from the folding of the rising IBD cross
section (red) and falling emitted antineutrino spectrum (black).
To calculate the expected number of detected antineutrinos from a point-
like reactor, additional information on the detector, such as the number of
target protons Np and the energy dependent detector response R, is needed.








R(Eν̄) Sk(Eν̄) σIBD(Eν̄) dEν̄. (2.6)
Here, L is the reactor-detector distance, n f is the number of fissions per time
unit and Sk is the emitted spectrum for isotope k. Formula 2.6 indicates that
the signal prediction of reactor experiments, Nk, requires the knowledge of a
lot of different parameters. The precision of this calculation is crucial, since
the RAA anomaly and possible sterile neutrino oscillations under investiga-
tion are an effect of only a few percent. This subject of reactor spectra and
rate predictions is treated more extensively in chapter 3.
30 CHAPTER 2. THE SOLID EXPERIMENT
2.3 SoLid detector concept
The SoLid detector is designed to be highly segmented and is therefore con-
structed out of many small detector cells. The identical cubical cells are in-
strumented with two types of scintillator for the antineutrino detection. One
is polyvinyl toluene (PVT), a solid plastic that is machined into (5× 5× 5)
cm3 blocks. The second scintillator consists of thin sheets of 6LiF:ZnS(Ag)
deposited on a plastic, reflective backing. Here, the 6Li is used for neutron
capture:
n + 6Li→ 3H + 4He + 4.78 MeV. (2.7)
The neutron detection sheets are cut into squares of (5 × 5) cm2 and are
placed on two adjacent faces of a PVT cube.
PVT is rich in protons, which makes it a very effective νe target. When an
IBD reaction takes places, the resulting positron almost instantly deposits all
of its energy in the plastic scintillator, creating a prompt and pulsed scintil-
lation signal. It will then annihilate and create two γ’s of 511 keV, that also
cause a scintillation.
The IBD neutron first thermalises, while elastically scattering through the
PVT, until it gets captured in one of the inorganic scintillator sheets2. The
triton and alpha particle that are produced in the neutron capture reaction
(eq. 2.7), are energetic enough to cause excitation of the electrons in the ZnS
crystal. The de-excitation of these states, in its turn, results in the neutron
scintillation signal. Due to the time taken for the neutron to scatter before
capture, this second scintillation signal is delayed with respect to the signal
from the positron. The typical time interval between the positron and neu-
tron signals ∆t is about 60 µs. In general, the IBD neutrons do not travel a
large distance in the PVT cubes before they are captured by the 6Li and so
the neutron signal is usually seen in the same or one of the neighbouring
cubes as the positron signal. In addition, because of the finite lifetime of the
ZnS excited states, which is significantly larger than the decay time of the
PVT scintillator, the resulting waveforms of positron and neutron signals will
have a distinct shape. Comparing the waveforms can thus help in discrimi-
nating positrons from neutrons [67]. Figure 2.4 sketches the described SoLid
antineutrino detection concept.
2The PVT also acts as a neutron moderator. Simulations have shown that a neutron scatters
through the PVT over a period of maximally hundreds of microseconds, travelling at most
about 15 cm or 3 cubes from the antineutrino interaction point before they are captured in a
lithium screen.
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Figure 2.4: Illustration of the topology of an IBD event in the SoLid detector (top)
and the corresponding scintillation signals (bottom).
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To preserve the position information of the scintillation signals, each de-
tector cell is optically isolated by a wrapping of reflective Tyvek paper. The
light pulses are transported from the respective cubes to the photodetector
by wavelength shifting (WLS) fibres. These fibres fit through (5× 5) mm2
grooves, that are machined in 4 different faces of each plastic scintillator cube,
as illustrated in figure 2.5. The raster lay-out of the fibres enables position
reconstruction, since any specific combination of two horizontal and two ver-
tical fibres points to a unique cube. The fibres shift the wavelength of the
blue PVT (ZnS(Ag)) scintillation light of 425 nm (450 nm) to green light with
a wavelength of 500 nm. This longer wavelength lies in the optimal response
region of the silicon photomultipliers (SiPMs) that are placed at one end of
each WLS fibre and translate the photons to an electronic signal. At the other
end of the fibres an aluminium mirror is placed to reflect as much light as
possible towards the SiPM side. Both the mirror and SiPM are placed in a
3D-printed plastic housing to ensure a good connection with the WLS fibre,
see figure 2.5.
The type of photomultiplier used for the SoLid detector is a multi-pixel
photon counter (MPPC) with a surface of (3× 3) mm2, that consists of 3600
pixels. Each pixel detects photons and amplifies the signal based on the
principle of charge avalanche in Geiger mode.3 The total current coming from
the MPPC is the sum of the currents from its individual pixels and is therefore
proportional to the number of pixels that detected photons and triggered
subsequent avalanches. The scintillation light produced in the detector and
transported to the MPPCs is thus measured in units of pixel avalanches (PA).
The MPPC signals are then amplified and digitised by the external readout
electronics. The analogue-to-digital conversion (ADC) happens with 14 bit
resolution, and a 40 MHz sampling frequency, resulting in waveform samples
of 25 ns each. The amplification or gain is set such that one PA corresponds
to ∼ 32 ADC counts.
Table 2.1 gives an overview of all key components of the SoLid detector,
including references to the data sheets provided by the producers.
3Photons of high energy create charge carriers when they hit a silicon pixel. In Geiger
mode, a high enough electric potential is maintained such that the electrons produce an
avalanche in which they are multiplied [68]. For MPPCs this multiplication factor is about
106 and the typical photon detection efficiency (PDE) is roughly 35%.
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Figure 2.5: Technical illustration of the specifications of a SoLid detector cell (left)
and the configuration of the readout instruments (right). All values are in mm and
are summarised in table 2.1.
Table 2.1: Summary of the SoLid detector materials and their respective dimensions.
For each component, the producers and product code plus a reference are added as
well.
Detector material Dimensions [mm] Producer (product type)
PVT 49.8× 49.6× 49.3 ELJEN (EJ200) [69]
6LiF:ZnS(Ag) surf.: 49.2× 49.2 Scintacor (ND) [70]
” thick.: 0.225 (+ 0.225)* ”
Tyvek thickness: 0.3 Dupont (1082D) [71]
WLS fibres 3× 3× 922.4 St.-Gobain (BCF-91A) [72]
SiPM 3× 3 Hamamatsu (S12572-050P) [73]
*Most detector cells are equipped with lithium screens that have a plastic backing that is 0.225
mm thick. The cells on the detector edge, however, have an older version of the screens, without
backing. Cf. section 2.5.
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2.4 SoLid detectors
The specific layout described in the previous section is the one of the current
SoLid detector, called Phase I. The construction of this large scale detector,
the procedure of which is shortly described in section 2.5, started in decem-
ber 2016. The full detector was operational since the spring of 2018 and has
run continuously in data-taking mode until July 2020. Before that, the SoLid
experiment successfully took data with two prototype detectors: first with
NEMENIX and later with SubModule 1. Each of the different SoLid detec-
tors is shortly described below and their main properties, or differences, are
summarised in table 2.2.
2.4.1 NEMENIX
The NEMENIX detector was an 8 kg prototype constructed in 2013. It served
as a proof of principle for the SoLid detection technique. NEMENIX had a
basic layout of 4 by 4 by 4 stacked PVT cubes. Each cube was assembled with
only one 6LiF:ZnS(Ag) screen of 225 µm thick, that had no plastic backing,
and was read out by only one horizontal and one vertical WLS fibre. This
resulted in 32 fibres and corresponding readout channels. The cubes were
also wrapped in Tyvek paper, but a thinner one than that used for Phase I.
NEMENIX was surrounded by four muon veto panels; two smaller ones,
of (35× 35) cm2, on the left and right sides and two large ones, of (70× 70)
cm2, on the top and bottom. The detector, along with its two small muon veto
panels, was enclosed in a neutron shield made of high density polyethylene
(HDPE). The two large muon veto panels, above and below the detector, were
deployed outside the HDPE shielding, see figure 2.6.
The NEMENIX detector started taking data at BR2 in August 2013 and
ran up to spring 2014. It demonstrated the feasibility of neutron detection
using pulse shape discrimination and was able to perform a coincidence-
based signal selection. This data also allowed the collaboration to measure the
background conditions at the SoLid site for the first time, giving an indication
of the expected rates for the large scale detectors [74].
2.4.2 SubModule 1
The positive outcome of the tests performed with NEMENIX gave green light
for the construction of a larger scale prototype detector. The construction of a
288 kg SubModule 1 (SM1) started in the summer of 2014. The detector cells
had the same configuration as the ones used in NEMENIX; a PVT cube and
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(S10931-050P) were coupled to four CAEN 1724 digitisation and readout modules.
The aluminium box was placed in 20 cm thick high density polyethylene (HDPE) box
acting as shielding to reduce the amount of reactor gammas interacting in the detector.
Another CAEN 1724 module was used to operate four muon veto panels. Two large
panels were placed horizontally outside the shielding, one above and one below the
detector. Two smaller panels were placed vertically inside the shielding, left and right
of the NEMENIX detector.
Figure 2.4: The NEMENIX detector. Left, a picture with open shielding at BR2 prior to the installation
of the muon veto panels. Right, particle discrimination using the integrated charge and maximal peak
amplitude of the waveforms. Both the integrated charge and peak amplitude are expressed in PA.
The right panel of Figure 2.4 shows the integrated charge of a signal as a function of
its maximal amplitude. Three regions can be identified. At high integrated charge and
amplitude, cosmic ray muons crossing the detector can be seen. A muon traversing PVT
deposits roughly 2 MeV/cm. The broad distribution is due to di↵erent path lengths
when muons travel through the cubes. At lower amplitudes but at the same integral
to amplitude ratio, a population of lower energy scintillations in the PVT cube can be
seen, these are caused by   and e± interactions. This ratio is typical for the short decay
time of PVT scintillation. The higher integral to amplitude ratio population labelled
‘neutrons’ in Figure 2.4 is due to the longer decay time of the ZnS(Ag) scintillator in
the lithium screens. This clear separation of particle types proved the capability of the
SoLid detector technology.
2.2.3 A SoLid prototype: SoLid Module 1
The aim of the SoLid Module 1 prototype (SM1, pictured in Figure 2.5) was to show
the scalability of the detector concept, increasing the scale from 4 ⇥ 4 ⇥ 4 cubes to
9 detection planes of 16 ⇥ 16 cubes each. The cubes were held in place with 2 cm
thick black HDPE bars at the edges of each plane. The HDPE helped to improve the
reflection and moderation of neutrons created at the edges of the plane. The front and
back faces of each plane were capped with a 2 mm thick black HDPE sheet. The cubes
and HDPE moderators were housed in a hollow aluminium frame in which the SiPMs
and mirrors were placed. The entire module was placed in 9 cm thick HDPE walls
(shown in beige (left) and green (right) in Figure 2.5) which provided passive shielding
against neutrons and gammas coming from the reactor. Like NEMENIX, SM1 was
operated at room temperature (⇠ 25  C). Additionally, eight muon veto planes were
installed. Three planes were placed on top of the shielding, three planes below the
shielding and two inside the shielding. The muon veto planes inside the shielding were
placed perpendicular to the planes outside the shielding, one plane on top and one plane
2.4. CONCLUSION 39
Figure 2.6: NEMENIX inside HDPE shielding placed in front of the BR2 reactor. 2
muon detectors wrapped in black plastic are visible below and on top of
the shielding.
2.4 Conclusi n
Equation 2.1 shows that the number of detected antineutrinos coming from
a reactor core depends on many pa ameters. S veral are dependent on the
reactor and it is therefore very important to perform an oscillation search at
a suitable site. The BR2 reactor ticks all the required boxes and was therefore
chosen as the location for the SoLid experiment. Nonetheless, a detector in a
reactor enviro ment will always suffer from high backgrounds. To provide a
way to handle these backgrounds, a novel technology was developed: a com-
posite solid scintillation detector. This technology was discussed in section
2.2.2, while section 2.3 considers the different detectors built with the SoLid
design. Chapters 3 and 5 will provide a more in-dept discussion on the SM1








Figure 2.6: The NEMENIX detector in the lab, equipped with 32 readout channels
(left). The detector installed at the BR2 re ct r ite with part of t e HDPE shielding
(middle) and with the full shielding and outer muon veto panels (right).
Table 2.2: Summary of the main properties of the first three SoLid detectors.
Property NEMENIX SubModule 1 Phase I
Construction year 2013 2014 2017
Mass 8 kg 288 kg 1.6 tonn
Nr. of detector cells (x× y× z) 4× 4× 4 16× 16× 9 16× 16× 50
6LiF:ZnS(Ag) plastic backing no no yes*
Nr. of 6LiF:ZnS(Ag)-sheets/cell 1 1 2
WLS cladding single single double
Nr. of WLS fibres/cell 1 x, 1 y 1 x, 1 y 2 x, 2 y
Tyvek wrapping 75 g −2 75 g m−2 105 g m−2
*Except the cells on the detector edge. Cf. section 2.5.
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one neutron detection screen, wrapped in 75 g ·m−2 Tyvek paper and read
out by one pair of an x- and y-fibre. The fibres are coupled on one end to
a Hamamatsu MPPC and are covered with thin aluminium tape, acting as a
mirror, on the other end.
All cubes were stacked 16 by 16 in a vertical detection plane, supported
by an aluminium frame. The inside of the frame was lined with 2 cm thick
black HDPE, serving as a reflector for the neutrons created at the edges. Each
detection plane was covered on both sides with a black HDPE sheet.
The full module had a total of 9 detection planes or 2304 detection cubes
and was instrumented with passive shielding of 9 cm thick HDPE. The con-
figuration of the SM1 detector cells and module is illustrated in figure 2.7.
The SM1 prototype was installed at the reactor site in the winter of 2014-
2015. It was able to take a few days of reactor-ON data, before the BR2 reactor
was shut down in February 2015 for a long maintenance period of 1.5 year.
The SoLid experiment used this period for background and source calibration
measurements. [75]
2.4.3 Optimisation of the detector design
The data and experience gained with the SM1 prototype was used by the
SoLid collaboration to adapt and optimise the design of the full scale exper-
iment. The largest drawback of SM1 was the sub-optimal performance of its
front-end electronics. A new design of the readout system for Phase I re-
sulted in a more stable system with improved detection efficiency. A detailed
description of the current SoLid readout system is given in [76]. To further
reduce the level of noise on the detected signals, in particular the dark count
rate, the detector is placed in a cooled environment. The trigger system was
also upgraded, with the addition of a dedicated neutron trigger based on
pulse shape discrimination.
In order to improve the scintillation photon collection or light yield, a num-
ber of design changes were made. These changes include the use of double
cladded4 WLS fibres and using a double amount of these readout fibres. The
aluminium tape mirror at one end of the fibres is replaced by a mirror layer
deposited on Mylar foil that has a better reflectivity. The HDPE bars lining
the frames are changed from black to white and are thicker, again to increase
the reflectivity. In addition, thicker Tyvek wrappers of 105 g ·m−2 are chosen.
A study of the light yield as a function of these changes is presented in [77].
4The cladding of an optical fibre is a layer around the fibre core that causes light to be
confined to the core by total internal reflection.
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SM1 = 9 full planes
5 × 5 grooves
for fibers
LiF:ZnS layer
50 × 50 × 0.25 (thick)
PVT cube
50.0 × 50.0 × 49.5
Tyvek coating wrapping


















Figure 1: Diagram of the prototype detector, exploded frame, fibre readout and cube assembly. All
indicated sizes are in mm.
optically isolated from its neighbours via a DuPont Tyvek wrapping with an average thickness of
75 g/m2. The light produced either by the ZnS or the PVT scintillators is optically trapped in two
wavelength shifting fibres of type BC-91A from St. Gobain, consisting of a core surrounded by a
single cladding. These fibres are 3⇥3 mm2 in cross section and are aligned along two perpendicular
faces of each cube, in a dedicated groove of 5 ⇥ 5 mm2. All cubes are finally stacked in a 16 ⇥ 16
– 4 –
Figure 2.7: Illustration of the SM1 detector showing the frame and module design
(top) and the detector cell configuration (bottom) [75].
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Furthermore, Phase I contains twice the amount of 6LiF:ZnS(Ag) screens,
reducing the neutron capture time and improving the neutron detection effi-
ciency [78]. In addition, the neutron screens get a plastic backing of 225 µm.
Lastly, the amount of passive shielding is increased to reduce the cosmic and
reactor induced backgrounds.
2.4.4 Phase I
The Phase I detector is built up out of 12 800 of the detection cells described
in section 2.3. The cells are stacked per 256 (16 by 16) in vertical aluminium
frames and each row and each column of cells is read out by the same pair
of optical fibres, amounting to a total of 64 optical fibres per frame. The in-
ner borders of the aluminium frames are lined with white HDPE bars with
a thickness of 46.0 and 46.8 mm in the vertical and horizontal directions, re-
spectively. As mentioned before, these bars act as a reflector for neutrons
created in the edge cubes of the detector. Large Tyvek sheets are attached to
each side of the filled frame improving the optical isolation. The MPPCs are
connected to twisted pair ribbon cables carrying the bias voltage and outgo-
ing signal. These cables all run through the inside of the hollow aluminium
frames and towards one side of the frame, where they are attached per 16 to a
connector. On that side, the so-called electronics box (EB) is mounted, which
is an aluminium encasing with the front-end electronics [78].
Figure 2.8 shows the different components of a Phase I detector frame and
how these frames are grouped per 10 in a so-called module. With a total of 5
modules, the active volume thus is 80× 80× 250 cm3, with a fiducial mass of
1.6 tonne.
At the reactor site, the Phase I detector is placed in a light-tight and cooled
(10◦C) cargo container, to improve the performance of the electronics. In that
container, the modules are each placed on a cart that can slide over a rail sys-
tem installed on the floor, as shown in figure 2.9. Mechanical actuators enable
the modules to be moved remotely, which is useful for the in-situ calibration
of the detector, as described in section 2.6. In this configuration, the closest
approach of the Phase I detector to the BR2 reactor core is 6.325 m.
In order to attenuate the atmospheric and cosmic backgrounds, the con-
tainer is surrounded by passive shielding. On top there is a 50 cm layer of
HDPE and on all four sides there is a 50 cm thick water wall. In addition,
thin cadmium sheets are placed on the top, the back (reactor side) and below
the container as a neutron shield. Pictures of the detector shielding are shown
2.4. SOLID DETECTORS 39
Figure 2.8: Exploded view of the Phase I detector modules.
Figure 2.9: Four out of five Phase I modules installed in the SoLid container. The
modules are mounted on a rail system.
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in figure 2.10.
Figure 2.10: The SoLid experiment at the BR2 reactor site with HDPE shielding on
top of the container (left and top right) and a wall of water bricks surrounding it (left
and bottom right).
2.5 Phase I construction
At the end of 2016, the construction of the full SoLid Phase I detector was
started. The construction process took over one year and large parts of it
were carried out in the labs at Ghent University. These involved the cube
wrapping and frame assembly procedures, quality assurance tests and the
final installation of the modules, the electronics, the cooling circuit, ... in the
container. The timeline of the different processes is shown in figure 2.11. This
section aims to give a brief overview of the construction procedures. A more
in-depth explanation can be found in the PhD thesis of Céline Moortgat, see
reference [74].
2.5. PHASE I CONSTRUCTION 41
detector and has its own power supply and trigger electronics mounted on an overhead rail (see
section 3). The SoLid detector currently includes a total of 5 detector modules, accounting for
a total of 50 detector planes and corresponding to a ￿ducial mass of 1.6 ton. The front and back
planes of the detector are capped with a HDPE re￿ective shielding with a thickness of 9 cm. Under
normal detector operations all modules are closely grouped together with an average spacing of
0.5 mm between two modules.
2.3 Detector construction
2.3.1 Cell production and assembly
The construction of the SoLid detector started in December 2016 and took roughly 14 months. The
progress of the detection cells (wrapped cubes) production and plane assembly is shown in Fig. 3.
The PVT cubes were extracted from 104×52×6.3 cm3 PVT slabs and individually machined by an
industrial partner in Flanders using CNC milling machines, with 0.2 mm tolerance on the cube
and groove dimensions. After milling, all cubes were visually inspected for mechanical damage
before being transported to the integration site at Universiteit Gent. There all cubes were washed
with a light soap detergent to remove lubricant from the milling process and dried overnight.
During frame production, two types of neutron detection screens were used. The cells contained
in the bulk of the detector are all equipped with neutron detection screens that have a backing
with a thickness of 225 ￿m, while all cells located at the outer edge of each frame received neutron
detection screens without re￿ective backing material.
Figure 3: Time evolution of the SoLid detector construction phase.
Each cube was weighed with a digital scale with a precision of 1 mg, before and after being
equipped with neutron detection screens and wrapped with Tyvek. The two neutron detection
screens for each detection cell were also individually weighted. Each detection cell was marked
with a bar code sticker that allows for tracking of the production history in a dedicated SQL
database. This database includes the bare and wrapped weights of each cell. During a period
of 8 months a total of 13228 cubes were washed, inspected, wrapped and catalogued. Only 3%
– 6 –
Figure 2.11: The evolution over time f t e differ nt steps in the Phase I construction
process.
2.5.1 Cube wrapping
The cube wrapping procedure consisted in combining all detection cell com-
ponents: a PVT cube, two 6LiF:ZnS(Ag) screens and a Tyvek wrapper. Before
the wrapping, the PVT cubes were washed with water and detergent and
left on microfibre towels to dry. The lithium screens were carefully cut from
the bigger sheets delivered by the producer. Two types of screen were made;
a plain one and a punched one, to match the fibre grooves of the scintillator
cubes, see figure 2.5. During these preparations, it was tracked from which
production batch each component came using paper tags with dedicated bar-
codes. For the tracking of the individual detection cells, a sticker with a
unique barcode was applied to the Tyvek wrappers.
For the cube assembly, one person gathered the 4 components on a tray
and registered their individual weights, batch codes and cube code in the con-
struction database. The tray with components was then passed to a second
person, who first checked the cube dimensions and determined the correct
cube orientation with an aluminium mall. This person wrapped the cube, to-
gether with the lithium screens in the Tyvek paper, closing it with tape. The
cube was returned to the first person, who registered the total cube weight
and put it away in a light-tight box. Pictures of the wrapping process are
shown in figure 2.12.
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on the left. A dedicated “wrapping” program was available on the desktop
to guide the database person through the measurements that needed to be
performed. A scale and a bar-code scanner were connected to the program,
so that weights and bar-codes were automatically saved to the database.
At the start of each cube procedure, the database person collected a Tyvek
wrapping with bar-code, a cube, a punched and a plain Li screen on the
transfer tray, as shown in figure 5.8 on the right.
Figure 5.8: Pictures showing the database workstation (left) and the transfer tray
plus cube materials (right).
The bar-code of the Tyvek was scanned and served as the main ID of the
wrapped cube. Following this, the bar-code of the cube batch was scanned
and the cube was weighed. Then the bar-code of the Li batch was scanned
and the plain and punched screens were weighed individually. The database
person placed the LiF:Zns squares in the correct position on the Tyvek, so the
wrapping person did not need to touch them, and transferred the tray to the
wrapping table.
The wrapping person wore rubber gloves and never touched the LiF:ZnS.
A metal template, shown on the left in figure 5.9, helped to correctly place the
cube in the Tyvek wrapper so that the holes in the Tyvek and the grooves in
the cube aligned. Once the cube was correctly positioned, the Tyvek wrapper
was closed by applying single-sided tape on the 3 closing flaps. The align-
ment of the holes was checked before transferring the wrapped cube back to
the database person.
At this stage the cube was weighed again and the cube information was
stored in the database. The cubes were stored in light-tight boxes, shown in
figure 5.9 on the right, until they were needed for frame construction.
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Figure 5.9: Pictures showing the metal template used to position the cube correctly
within the Tyvek (left) and the cube storage box (right).
5.3.3 Frame construction protocol
Preparing the frame
Every new aluminium frame was first installed on a wooden panel for rigid-
ity. The correct orientation of the frame was then identified: the larger side,
hosting the electronic box, corresponded to the right-hand side of the frame.
The top side of the frame was identified by the configuration of the holes on
the right-hand side: these had to be so that the rows were slightly shifted
towards the bottom of the gutter, as is indicated in figure 5.10.
Figure 5.10: Picture showing the correct orientation of the frame for construction
based on the position of the holes.
TOP – LEFT – RIGHT – BOTTOM markers were written on the frame
to clearly identify the corresponding sides and a red sticker with the frame
number was applied on the right side of the frame. The frame was flipped
upside down (such that the written labels were not visible) and a large sheet
of Tyvek was installed, see figure 5.11, and fixed with black rivets and a strip
of single-sided tape covering the edges.
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Phase 1 construction
The design and construction of the Phase 1 detector took well over a year. A cooled
container and two calibration robots were designed and built, all new electronics was
developed, tested and produced, more than 12800 cubes were washed, wrapped and
assembled in 50 planes. All details on the cube and plane assembly were inserted in a
database. A picture of the cube assembly room is shown in Figure 2.9. The wrapping
procedure is explained in the caption.
Figure 2.9: Cube wrapping setup in Ghent, Belgium. In the top right of the picture is the computer
with connection to the database. Attached to the computer is a scale to weigh the bare cube and
the bare lithium screens and a barcode reader to keep track of the cube number, PVT batch number
and lithium screen batch number. When all these values are introduced in the database, the parts are
brought to the table in the front of the picture where the cube is wrapped. The cube is oriented using
the metal tool on the table, placed in the Tyvek wrapper with the aligned neutron screens and cl sed
with tape. The metal tool also serves as a check on the cube size, cubes that are too large to fit in the
extrusions are rejected. The wrapped cube, i.e. an assembled detection cell, is then returned to the
first table so it can be weighted again and stored until it is placed in a fra e.
The mass of the bare PVT cubes is shown in the left plot of Figure 2.10. It is
clear that all cubes are machined to high precision resulting in a small spread in mass
(m = 119.67 ± 0.12 g). The two populations that are observed are due to a reduced
thickness in a number of PVT slabs from which the cubes are machined. Even with
this distortion, the standard deviation on the bare PVT cube mass is only 0.1% of the
mean value.
The lithium screens used for the Phase 1 detector have a reflective backing to
increase the neutron light yield (see Table 2.1). This is only true for the 196 ‘inner’
cubes in a plane, the ‘outer’ 60 cubes have lithium screens without reflective backing.
The impact of the di↵erent mass of these lithium screens can be seen in the right panel
of Figure 2.10 showing the total mass of the assembled cubes averaged over all planes.
A di↵erence of 1.57±0.19 g is observed between the i ner and outer detection cells ue
to the backing of the lithium screens.
Figure 2.12: Pictures of the wrapping set-up in the Ghent lab from [74, 79]. From
top to bottom, left to right: The precision scale and scanner connected to a computer
running the database scripts. - The tray with th detector cell components. - The
wrapping room. - The aluminium mall for cube measurement and orientation behind
a cube that is being wrapped. - The box storing the finished detector cells.
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2.5.2 Frame filling
For the assembly of a detector plane, the aluminium frame was laid flat on
a wooden plate on top of a table adjustable in height. A first large sheet of
Tyvek was attached to the frame with plastic rivets, the frame was flipped
over and instrumented with the white HDPE bars, placed on the edges.
The frame could then be filled with the wrapped cubes. The outer rows
and columns were constructed of cells with SM1-type lithium screens, and
all inner cubes had the new, thicker screens. The filling was guided by a
computer program, checking the type of cube when its barcode was scanned
and saving this code and position information in the construction database.
This database allowed the collaboration to keep track of all elements and, if
necessary, to trace back problems in the detector performance. It also pro-
vided a valuable overview of the detector properties, such as the weights of
the different components as shown in figure 2.13.
of all produced PVT cubes were rejected due to quality issues. The accuracy of the weights,
combined with the tracking of the production batches revealed a small shift in cell mass during
the production process, which falls well within the tolerances used in the cell quality control.
The mass distributions of the PVT and neutron detection screens of the 50 detection planes are
shown in Fig. 4. The mean weight of all PVT cubes equals 119.7 g with an RMS of 0.1 g, which
allows to control at per mille level the proton content. The di￿erence in mass between the neutron
detection screens with and without re￿ective backing can be observed in Fig. 4. Each of the 50
detection planes was assembled and equipped by hand in its aluminium frame. The position of
each MPPC in the detector is stored in the construction database, together with its breakdown
voltage.
Figure 4: Distribution of the masses for the 2 types of neutron detection screens (top) and for the PVT
cubes (bottom).
2.4 Quality assurance
Before being integrated in a detection module, each detection plane was tested on the so-called
Calipso test bench, shown in Fig. 5 and described in detail in [10]. This test bench consists of a
robot that can position a calibration source in front of a SoLid plane with millimetre accuracy.
A polyethylene (PE) neutron collimator is added when performing NS calibration in order to in-
crease the neutron capture rate. In addition, a dedicated 22Na self-triggering calibration head was
designed for the ES calibration. The Calipso test bench served primarily as an automated qual-
ity control system. As such it provided an early detection of typical construction quality issues
such as missing neutron detection screens, bad ￿bre connections, malfunctioning MPPCs and
wrong cabling which were all resolved before integration in a detector module. It also allowed
to perform an initial test of the electronics and DAQ system before mass production. As a result,
for a nominal bias of 1.5 V above each MPPC breakdown voltage, an average gain of about 22
Analogue-to-Digital Conversion units (ADC) per pixel avalanche (PA) was determined with an
RMS of 3%. This was further re￿ned with in-situ equalizations during detector commissioning at
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Figure 2.13: Distributions of the PVT cube masses (bottom) and 6LiF:ZnS(Ag) masses
(top), per plane (left) and in total (right). There are two mass distributions for the
lithium screens; one for the new type of screens, with plastic backing, and one for
the older type of screens, without backing, that are used in the outer layer of the
detector planes.
When all cubes were installed, the ribbon cables were inserted in the frame
and then the WLS fibres were gently pushed through the grooves. Next,
the MPPCs were connected to the cables, noting down their serial number
and position, based on the cable’s color code, on a construction sheet. Then
the MPPCs were placed in the plastic connectors and inserted in the frame,
44 CHAPTER 2. THE SOLID EXPERIMENT
making contact with the optical fibres. On the other end of the fibres, the
mirror connectors were inserted. Thereafter, the fully instrumented planes
were closed on the sides by screwing on small aluminium plates and were
finished with the second Tyvek sheet.
2.5.3 Quality assurance with CALIPSO
Before a finished frame was ready to be inserted in a module, quality assur-
ance (QA) tests were performed with the CALIPSO system, shown in figure
2.14. This system consists of a robot holding a radioactive source that can
automatically scan a SoLid plane in both horizontal and vertical direction.
Two types of sources were employed for the quality control; a β+ source and
a neutron source.
As β+ source, 22Na was used, that decays to 22Ne, as illustrated in figure
2.15. In fact, the β+ decay almost always results in the first excited state of
22Ne, that will subsequently decay with the emission of a 1.27 MeV γ, and the
signal of the 22Na source is thus twofold. For scans with this source a special
robot head was made, that would cause the annihilation of the emitted β+
and detect it with a built-in γ trigger. The events detected in the SoLid plane
that were in coincidence with this external trigger should then be related to
the 1.27 MeV γ’s, that were used to determine the light yield of the detector
cells.
To determine the relative neutron response over a detector plane, a 252Cf
or AmBe source, emitting neutrons with a mean energy of respectively 2.1 MeV
and 4.2 MeV, was used. The source was placed in a dedicated semi-sphere
HDPE collimator to reflect the neutrons towards the SoLid plane. Around
the plane HDPE plates were placed as well, acting as a moderator, again to
increase the neutron interactions in the frame.
By scanning with these sources at different xy-positions, the homogeneity
and performance of a frame could be tested. This QA process enabled the
collaboration to detect and correct issues such as missing neutron detection
screens, bad WLS fibre connections, defective MPPCs and swapped cables,
before integration of the plane in a detector module. Two examples of such
cases are shown in figure 2.16.
Since the detector planes in CALIPSO were read out by a prototype elec-
tronics box, the scans also allowed testing the readout electronics before the
manufacturing of all fifty boxes.
A full treatment of the CALIPSO results is given in reference [81].
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Figure 5: (Left) Mechanical design of the Calipso test bench. (Right) Picture of Calipso with a SoLid
detection plane to be calibrated. The source is located in the black box in the red square. The electronic
box is on the right of the plane.
The quality assurance campaign with Calipso allowed to have a preliminary calibration of all
the detection cells. Calipso measured the light yield by using a 22Na gamma source in coincidence
with an external trigger to remove background. The measured Compton edges caused by the
interaction of the 1270 keV gamma rays are used to extract the light yield using two consistent
methods based on an analytical ￿t and a template method described in [10]. The average light yield
was observed to be larger than 70 PA/MeV/cell corresponding to a stochastic energy resolution of
12% which is consistent with the SoLid physics requirements [9]. The response of the detector to
neutrons was also evaluated using a 252Cf source emitting neutrons with a mean energy of 2 MeV
in order to determine the relative di￿erence in neutron response across the detector and to validate
the neutron trigger settings as described in [11]. Because of the dependence on moderation and
detector geometry, the absolute neutron capture and reconstruction e￿ciency is determined in-
situ, as will be detailed in the section 7. Combining the capture and reconstruction e￿ciency, the
total relative dispersion of this e￿ciency across the detection cells is 5%.
2.5 Container integration
The detector and its electronics are installed in a cooled cargo container with dimensions of
2.4×2.6×3.8 m3 as shown in Fig. 6 and 7. The container is further customized for thermal in-
sulation and feed through of cooling lines. A dedicated patch panel, located on the side of the
container, bundles all the connectors needed for the electronics (power supply, readout), the con-
tainer instrumentation and the ethernet communication. The 5 detector modules are positioned
o￿-center in the container in order to allow for access and service space (see Fig. 6, 7 and 12). They
are mounted on a rail system, that allows for an accurate and robust positioning and alignment
(see CROSS calibration system in section 2.6). The electronics are cooled by a chiller system which
is described later in section 3.1. Due to the dimensioning of the chiller system and its radiators it
is possible to cool down and control the ambient air temperature in the container to a precision
– 8 –
5.4. FRAME COMMISSIONING WITH CALIPSO 101
frame. The neutron source set-up can be seen in figure 5.20.
Figure 5.19: Calipso set-up for the EM source measurements. The black box posi-
tioned at the middle of the frame holds the EM source.
Performing a neutron scan was particularly useful to investigate the Li
screen’s efficiency. For example, it was expected to see a lower absolute light-
yield at the edges since these cubes were equipped with the “old” Li screens.
In case one of the ol cubes would, by accident, have been placed in the
middle part of the frame, the neutron scan would have been able to identify
this error. Figure 5.21 shows the ratio of light-yield for data versus Monte
Carlo for a given frame. The left plot shows an obvious discrepancy for 1 of
the cubes in the upper right corner. Investigation of the frame showed that
this cube was wrapped with only 1 Li screen and it therefore explains the low
light-yield. After replacement with a good cube, the new results indicated a
uniform light-yield, see figure 5.21 on the right.
The Calipso commissioning of the frames allowed many problems to be
identified and fixed. At the end, the light-yield and neutron efficiency of all
12800 cub s were validat d and frame-to-fra e variations were kept below 10
%. More information can be obtained by contacting L. Manzanillas or V. Pes-
tel from LPC CAEN, who were in charge of the Calipso data and simulation
analysis [85].
Figure 2.14: Mechanical design of the CALIPSO robot (left). Scanning of a SoLid
detector plane with a β+ source in CALIPSO (right).
Figure 2.15: The decay scheme of 22Na. In 90.4% of the cases, the decay happens via
β+ emission that results in the first excited state of 22Ne. Another 9.5% of the decays
happens via electron capture to this excited state, while only 0.1% of the cases gives
a β+ decay to the 22Ne ground state. The excited state of 22Ne decays to its ground
state with the emission of a 1.27 MeV γ. [80]
2.6 Phase I calibration
As described above, the QA before commissioning with the CALIPSO system
gave some first calibration results. However, a more precise calibration of the
full SoLid detector is performed every few months in situ with the CROSS
system. This system is mounted on the ceiling inside the SoLid container as
illustrated in figure 2.17 (left). As described in section 2.4.4, the SoLid detec-
tor modules can be moved over a rail system by remote-controlled actuators.
By doing so, small gaps between two modules can be created, in which the
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Figure 11. Relative di erence in the light yield results for frame 10 using two methods, analytical fit and
K-S test. A very good agreement can be observed. A di erence of about 2% can be observed, which can be
due to the cuts used for the sample selection for the analytical fit.
measured light yield for plane 13, using the K-S method. Looking at this frame, a number of e ects
can be observed. Firstly, it shows that the cubes placed at the border of the frame have a higher LY
than those in the centre. This e ect is expected if we consider the attenuation of the light within the
wavelength shifting fibres used for the readout of the signals, which is estimated to be of the order
of ⇠ 100 cm, which is comparable to the width of one SoLid plane. Secondly, column 11 shows a
light yield that is more than 10% lower compared to the neighbouring cubes. This low light yield
can not be explained in terms of attenuation length, and in cases such as these corrective actions
were undertaken.
Figure 12. Estimated LY in frame 13 before MPPC crosstalk correction. Column 11 shows a deficit in the
LY, which was identified as a bad coupling between the fibre and the MPPC located in the top of the frame.
In most of these interventions of the row/column showing a low LY, it was observed that the
coupling between one of the fibres and its MPPC or mirror were partially or completely loose.
These cases were fixed by either adjusting the connector interface of the MPPC or mirror, or by
re-adhering the connector to the aluminium support frame used to mount the planes.
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Figure 16. CANDLE plots for the relative neutron e ciency for the 50 planes of the SoLid detector. Orange
line represents the mean value for each plane. Filled boxes represent cubes between the first and the third
quartiles (50% of the data points). Black lines represent cubes below and above respectively the first and third
quartiles. Results are separated in two sets: blue corresponds to planes tested with 252Cf, green with AmBe.
5.3 Construction adjustments
The relative neutron detection e ciency measurement identified two possible 6LiF:ZnS screen
related issues, a ecting the performance of SoLid.
Firstly, a particularly low ✏rel was observed in some voxels, whilst the measurements of light
yield demonstrated a normal response. See figure 17. It was determined that these cubes were all
wrapped using 6LiF:ZnS from a same batch, which was only half doped in 6Li. This 50% deficit
in 6Li was causing the lower neutron detection e ciency in these voxels, which were subsequently
replaced using new lithium sheets.
Figure 17. Orange dots are source positions. Left: relative NS detection e ciency per cube after data
merging for a plane with problematic cubes, scanned with Cf. Right: corresponding NS detection e ciency
per cube after replacing cubes containing defective Li screens.
The second issue involved one cube from the 12800 voxels that were tested. It was found
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Figure 2.16: Examples of detector faults revealed by the quality assurance process
with CALIPSO. Top: Column 11 of frame number 13 showed a significantly lower
light yield, which was caused by a bad coupling between the corresponding fibre
and the MPPC. Bottom: L oking at the relative neutron detection efficiency per
cube, based on a 252Cf scan, some cubes showed a clear deficiency (left). These cubes
appeared to come from one batch of screens with a too low 6Li doping and were
replaced by other cubes (right).
CROSS calibration head can be lowered to insert a radioactive source. This is
possible at each side of every module, resulting in the six possible calibration
planes that are shown in figure 2.17 (right). The CROSS robot can be moved
towards the different gaps, along the z-axis, and can scan in both x- and y-
direction within each gap over an area that is also represented in figure 2.17
(right) in blue.
A full study of the CROSS calibration data is presented in the PhD thesis
of Valentin Pestel, see reference [82]. The main results are summarised here.
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2.6.1 Neutron detection efficiency
As it directly impacts the IBD detection efficiency, a precise determination of
the neutron detection efficiency εdet is needed. This εdet is in fact a combi-
nation of the neutron capture efficiency and the neutron reconstruction effi-
ciency, the latter of which is again a combination of the neutron trigger and
identification efficiencies:
εdet = εcapt × εtrig × εID. (2.8)
The neutron capture efficiency defines the probability for an IBD neutron to
be captured by 6Li in one of the detection screens. It is determined from
Monte Carlo simulations of the neutron interactions in the detector, taking
into account the neutron energy, the SoLid detector geometry, the hydrogen
and 6Li content and the capture cross section, and is found to be εcapt = 71%
on average.
For the determination of εreco = εtrig × εID, the results of neutron calibra-
tion runs are used. These calibrations are performed with both the 252Cf and
AmBe source, using the CROSS system. Given the source activity5 and a de-
tailed Monte Carlo simulation of the capture processes for both sources, the
number of reconstructed neutrons can be compared to the predicted number
of captured neutrons, resulting in the reconstruction efficiency εreco. The re-
sults of the neutron scans are shown in figure 2.18. A first remarkable feature
is the systematic shift of about 7% between the efficiencies for the two sources.
So far it has remained unclear what causes this. However, the trend of the
efficiency per plane is similar for both scans, and for now the average of the
two scans is used, being ε(abs)reco ≈ 73.9+4.0−3.3%. The uncertainties on this value
are dominated by the uncertainty on the source activity and the Monte Carlo
detector model. Combining the neutron reconstruction efficiency with the
average neutron capture efficiency, the total IBD neutron detection efficiency
becomes εdet ≈ 52%.
2.6.2 Light yield
The light yield of the SoLid detector, i.e. the detected number of PA for a
given energy deposit, was determined from calibration runs with a 22Na
source. As mentioned above, 22Na undergoes β+ decay to the first excited
stated of 22Ne, that de-excites with the emission of a 1.27 MeV γ. The en-
ergy calibration is based on the detection of the γ’s from β+ annihilations
5The activities of both sources have been determined with 2% precision at the National
Physical Laboratory in the UK.
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on both sides of each module.
The calibration robot that straddles the whole detector along its longitudinal axis is equipped
with a holder for radioactive calibration sources as well as four capacitive sensors (BCS M18BBH1-
PSC15H-EP02). Each module contains aluminium reference pins and stainless steel screws located
on its top. Three capacitive sensors allow to monitor the longitudinal position of the robot by
detecting the module reference pins. The fourth capacitive sensor ensures that the air gap is suf-
￿ciently large by measuring the distance between the stainless steel screws. Once the calibration
robot is positioned between two modules, the source holder can further be moved along the X-
and Y-axes. As such it can scan an area of 6 cells on the left and right sides of the plane center and
6 and 4 cells respectively above and below the plane center, covering nearly half of the detection
plane’s surface (see Fig. 7). The radioactive source is installed manually on the calibration arm
from the outside of the container and the shielding.
Figure 7: (Left) Sketch of the CROSS calibration robot and its ground rail system inside the container.
(Right) Sketch of the radioactive source holder and the area it can access within an open gap indicated by
the blue squares.
3 Data Acquisition system
3.1 Readout system design
The readout system is custom-made and based on a combination of analogue/digital front-end
electronics and Field-Programmable Gate Array chips (FPGA). It brings together compactness,
low power consumption (< 1 kW), ￿exibility and high reliability for unattended operation on re-
stricted access. All MPPC signals are equalized, synchronized (< 1 ns) and continuously digitized
at 40 Msample/s. The use of zero suppression techniques (ZS), combined with pulse shape trigger
algorithms, results in a data reduction factor of around 10 k, down to 20 Mb/s, with negligible
dead time (see Tab. 1).
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Figure 2.17: Left: Illustration of the CROSS calibration system in the SoLid con-
tainer (left). The areas between the SoLid modules, in blue, that are accessible for a
calibration scan, shown relative to the position of the SoLid detector cubes that are
represented by the grey matrix (right).
Absolute efficiency : plane mean values
Systematic shift between sources. Uncertainty is dominated by source activity and 
MC systematics.  Structure at the module level, not seen in physics data. 21
Figure 2.18: The absolute neutron reconstruction efficiency per SoLid detector plane,
measured with a 252Cf and AmBe source (top panel). A shift of about 7% is seen
between the two resulting efficiencies (bottom panel).
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and 22Ne de-excitations, and is calculated with two methods. One method
is based on an analytical fit of the Compton edge in the Compton scattering
spectrum of the 1.27 MeV γ. The second exists in comparing the recorded
22Na γ-spectrum to the spectrum determined with a dedicated Monte Carlo
simulation, using a Kolmogorov-Smirnov (K-S) test. This test computes the
largest vertical distance between the measured cumulative distribution and
a simulated cumulative distribution, and uses this value as a goodness-of-fit
parameter. The detector light yield values in the simulation are each time
adjusted, until the best result of the K-S test is obtained, see figure 2.19. The
values resulting from both methods are in very good agreement and the av-
erage light yield of the detector is determined to be about 96.7 PA/MeV. A
light yield estimation per plane is shown in figure 2.20. In practice, the LY
value was determined within 3% uncertainty for each of the 12 800 detector
cells, taking into account attenuation effects according to the cell’s position
along the crossing WLS fibres, and a fibre-MPPC coupling correction.
We should note that the obtained LY values still need to be corrected for
crosstalk in the photodetectors6, which is on average ∼ 20%, resulting in a
reduced average LY value of 81 PA/MeV.
The energy resolution of the detector is mainly driven by fluctuations
in the collected photon statistics and, accordingly, in the detected number
of PAs. The statistical uncertainty on the light yield, or so-called stochastic
energy resolution term is determined as σst(E) =
√
LY× E and is thus about
11-12% at 1 MeV.
2.6.3 Energy linearity
One important feature of solid plastic as scintillator material that has not been
addressed yet, is its linear energy response. This greatly simplifies the energy
reconstruction and reduces the related systematic errors. This energy linear-
ity was tested by determining the detector light yield from the γ’s emitted by
different calibration sources:
• 22Na: This source emits γ’s of 1.27 MeV, as explained above.
• 207Bi: This element decays to 207Pb via electron capture, accompanied
by the emission of 1.063 MeV and 1.770 MeV γ’s.
• AmBe: In this source 241Am produces α’s which interact with 9Be via:
α + 9Be → n + 12C. The resulting 12C is often produced in an excited
6Optical crosstalk is the phenomenon where an avalanche induced by a primary photon
and created in one pixel, accidentally triggers a secondary avalanche in a neighbouring pixel
of the photosensor, thereby increasing the signal strength. The determination of the amount
of crosstalk in the SoLid electronics is described in reference [77].
50 CHAPTER 2. THE SOLID EXPERIMENT















Figure 2.19: Light yield determination from a Kolmogorov-Smirnov test comparing
a measured 22Na spectrum with a spectrum simulated by a Monte Carlo code.
CHAPITRE 4. CALIBRATION
Figure 4.28 – Distribution de la collection de lumière mesurée avec le 22Na pour les 50 plans
du détecteur. Les boites représentent 50 % des cubes, séparées par un trait orange représentant la
moyenne du plan. Les crochets partant de la boite représentant l’écart avec les valeurs extrêmes.
Les données proviennent de la campagne de calibration de septembre 2018. Environ 4 % des cubes,
n’ayant que 3 fibres fonctionnelles, ne sont pas calibrés par cette méthode et sont donc exclus de
cette figure.
la dispersion du score, nous permet d’évaluer facilement les systématiques relatives à la
méthode utilisée.
La figure 4.28 présente les résultats complets de la campagne de calibration de sep-
tembre 2018. En moyenne, la collection du détecteur est de 96.7PA/MeV. Cette valeur
n’est pas corrigée du cross-talk, qui a une probabilité moyenne de Pcrosstalk ≈ 20 %. Ainsi,
la collection de lumière corrigée est environ égale à LY =81 PA/MeV. La composante
stochastique de notre résolution en énergie, c’est à dire la fluctuation statistique sur le






Pour 1MeV, nous attendons donc une résolution stochastique de l’ordre de 11-12%.
4.2.4 Linéarité de la réponse en énergie
Une des caractéristiques importantes des plastiques scintillants solides est leur bonne linéa-
rité de réponse en énergie dans la gamme 0MeV-10 MeV. Afin de vérifier cette propriété,
nous avons réalisé des mesures à différentes énergies. Les résultats de cette étude sont
présentés sur la figure 4.29.
4.2.5 Utilisation des muons pour la calibration ES
De part l’énergie importante des muons traversant notre détecteur, ces derniers sont consi-
dérés comme étant à leur potentiel d’ionisation minimum. Nous pouvons donc considérer
que le dépôt d’énergie linéique est constant, égal à environ 2MeV/cm. En reconstruisant
les traces laissées par les muons dans le détecteur, il est possible de déterminer la distance
parcourue par un muon dans chaque cube. Le produit du dépôt d’énergie linéique avec
la longueur du parcours du muon dans le cube nous permet ainsi d’obtenir la quantité
d’énergie déposée dans le cube.
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Figure 2.20: Distribution of the cube light yield measured with a 22Na source during
a calibration campaign in September 2018. The orange line shows the detector av-
erage. The blue boxes represent the 50% percentiles and are each “split” by a small
orange line indicating the averag value for that plane. The black li es represent
outliers below the first a d above the third quartile.
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state, which decays with the emission of a 4.4 MeV γ.
• Muons: Muons are highly energetic particles from atmospheric origin
which cross the SoLid detector at a relatively high rate. The ionising
behaviour of muons is well known and their energy deposited per path
length is about 2 MeV cm−1. By calculating the path length of a muon
in the detector, the deposited energy can be calculated and compared
to the detected number of PAs.
The calibration measurements confirm the assumed linear response, as
can be seen in figure 2.21, where the resulting light yield is plotted as a
function of the deposited energy for the three calibration sources and a cosmic
muon sample.
Figure 2.21: The energy linearity of the PVT scintillator material demonstrated with
calibration data from different radioactive sources and detected muon tracks.
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2.7 Other sterile neutrino experiments
Apart from the SoLid experiment, a number of other sterile neutrino projects
are currently running or under construction. The closest competitors of the
SoLid experiment are, because of their similar reactor siting and baseline,
Neutrino-4, PROSPECT and STEREO.
Neutrino-4 is installed near the SM-3 research reactor of the SSC-RIAR
centre in Dimitrovgrad, Russia, with a baseline of 6 to 12 m. The reactor
has a thermal power of 90 MW and uses 235U as its main fuel element. The
Neutrino-4 detector is constructed out of 5× 10 sections filled with Gd-doped
liquid scintillator [83]. Based on 480 days of reactor-ON data, the Neutrino-4
collaboration published their first results in 2019, which showed that a rel-
ative fit of the data over the different detector cells favoured the sterile os-
cillation hypothesis with sin2(2θ14) = 0.26 and ∆m
2
41 = 7.25 eV
2 at 3σ confi-
dence level, while rejecting the parameter region with sin2(2θ14) > 0.1 and
∆m241 < 3 eV
2.
The PROSPECT experiment is located between 7 and 12 m from the Oak
Ridge National Laboratory (ORNL) research reactor in Tennessee, USA. It is a
High Flux Isotope Reactor (HFIR) with a maximal power of 85 MW and 235U
as the dominant fission isotope. The experiment uses a total of ∼4 tonnes
of 6Li-doped liquid scintillator divided over 11 by 14 isolated segments, for
the antineutrino detection [84]. In June 2020, PROSPECT published the latest
results of their short-baseline oscillation search using 96 days of reactor-ON
data. These indicate a best fit to the data for parameters (sin2(2θ14), ∆m
2
41) =
(0.11, 1.78 eV2), that is however only slightly preferred with respect to the
no-oscillation hypothesis [85].
STEREO operates over a range of 9.4 to 11.1 m from the core of the In-
stitute Laue-Langevin (ILL) research reactor in Grenoble, France. The ILL
reactor has an operating power of about 58 MW and is also highly enriched
in 235U. The detector consists of 6 vertical cells, filled with Gd-doped liquid
scintillator [86]. The STEREO collaboration has presented their analysis of
179 days of reactor-ON data at the end of 2019. They reject the best-fit point
of the RAA at more than 99.9% confidence level and find that the data is
compatible with the null oscillation hypothesis [87].
Other short baseline reactor experiments include DANSS [88] and NEOS,
that operate near a commercial power reactor. They benefit from a higher flux
of antineutrinos, but can not get as close to the reactor core and the oscillation
pattern is more subject to smearing because of the larger size of the core.
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The NEOS experiment takes place at the Hanbit nuclear reactor plant in
South Korea. The detector consists of a tank filled with approximately one
tonne of Gd-doped liquid scintillator and is located at a distance of 23.7 m
from one of the 2.8 GW reactors. NEOS published a first sterile neutrino
oscillation search in 2017, using the Daya Bay spectrum as a reference [89].
The experiment was able to exclude the RAA best fit point at more than 90%
confidence level and found no strong evidence for a 3+1 neutrino oscillation.
DANSS is an experiment located near a 3.1 GW commercial power reac-
tor at Kalinin, Russia. The detector is installed under the reactor core and
can be moved up and down over distances ranging from 10.3 to 12.3 m from
the reactor core. The experiment uses PVT scintillator, segmented into bars
of 1× 4× 100 cm3, for the detection of the reactor antineutrinos. In 2018, the
DANSS collaboration presented a first oscillation search that excluded the
RAA best fit point, but favoured the 3+1 oscillation hypothesis with a best fit




The results of the five experiments presented above are combined in fig-
ure 2.22. Each of the experiments excludes large parts of the allowed pa-
rameter space and rejects the RAA best fit value with at least 90% confi-
dence level. Some of the results are however controversial; in specific the re-
markable result of Neutrino-4, which announces an oscillation signal around
sin2(2θ14) = 0.26 and ∆m
2
41 = 7.25 eV
2, and the result of DANSS, that
favoured the oscillation scenario with sin2(2θ14) = 0.05 and ∆m
2
41 = 1.4 eV
2.
In 2018, global fits of all available νe-disappearance data, including the
NEOS and DANSS results, were published by Gariazzo et al. [91] and by
Dentler et al. [92] which resulted in ∆m241 = 1.29 eV
2 and sin2(2θ14) = 0.049
or sin2(2θ14) = 0.0089, respectively. The allowed regions in the sin
2(2θ14)-
∆m241 plane are shown in figure 2.23 for both analyses. The overall conclusion
obtained from these analyses of short baseline νe-disappearance data was that
there was an indication in favour of oscillations into sterile neutrinos at the
3σ level [43].
More recently, however, a study by C. Giunti [93] has shown that the sta-
tistical significance of the combined NEOS and DANSS results in favour of
sterile oscillations becomes much smaller when using a Monte Carlo driven
method for a correct interpretation of the χ2 test statistic7. In addition, the
DANSS collaboration has communicated that a new analysis of their data, in-
7A detailed discussion and motivation for the use of Monte Carlo toys for the correct
interpretation of the χ2 test statistic is given in section 6.5.3 of this thesis.
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Figure 2.22: The exclusion contours for the 3+1 neutrino oscillation searches pre-
sented by PROSPECT [85], STEREO [87], NEOS [89], DANSS [90] and Neutrino-4
[83], together with the Gallium anomaly and RAA 90% confidence levels and the
RAA best fit point. Thanks to V. Pestel.
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cluding all systematic uncertainties, gives a result that is compatible with the
no-oscillation hypothesis [94]. The remaining tensions with the Neutrino-4
result will hopefully be resolved by the data that is currently being collected
























































⌫e disappearance found in Ref. (84) (a) and Ref. (85) (b). The shaded regions in
panel (a) have been obtained from the combined fit of the NEOS/Daya Bay and DANSS spectral
ratio data (NEOS+DANSS). The blue and red contour lines delimit the regions allowed by the
reactor and Gallium anomalies, respectively, at 2  (solid lines) and 3  (dashed lines). The blue
shaded regions in panel (b) were obtained in Ref. (85) from a global fit of the reactor neutrino
data including the NEOS/Daya Bay and DANSS spectral ratio data and the total event rates
considering as free the dominant 235U and 239Pu reactor ⌫̄e fluxes and constraining the
subdominant 238U and 241Pu fluxes around their theoretical predictions with a large 10%
uncertainty. The red shaded regions have been obtained by adding the Gallium, solar, and ⌫e-12C
constraints, that are also shown separately. The figure shows also the atmospheric neutrino
constraint obtained from the Super-Kamiokande (SK) (92), DeepCore (DC) (93) and IceCube
(IC) (94) data, that is comparable to the solar neutrino constraint.
flux calculations. Let us however emphasize that the model-independent indication hinges
crucially on the NEOS/Daya Bay and DANSS spectral ratios that must be confirmed by new
experiments. It is also important to emphasize that the search for SBL
( )
⌫e disappearance is of




⌫e appearance discussed in the following subsection, because it is possible that |Ue4|2 '







disappearance has not been seen yet.
4.2. ⌫µ ! ⌫e and ⌫̄µ ! ⌫̄e appearance





LSND (4), MiniBooNE (6), BNL-E776 (96), KARMEN (5), NOMAD (97), ICARUS (98)





⌫e transitions and in Fig. 4a they have closed contours in the plane of the
oscillation parameters sin2 2#eµ and  m
2
41. The other experiments provide exclusion curves
that constitute upper limits on sin2 2#eµ for each value of  m
2
41. The di↵erence between
Figs. 4a and 4b is that in Fig. 4a all the MiniBooNE data are used, whereas Fig. 4b
the controversial low-energy MiniBooNE data are omitted according to the “pragmatic
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Figure 2.23: Results of short baseline νe disappearance analyses by Gariazzo et al.
[91] (a) and Dentler et al. [92] (b). The best fit points are indicated with + (a) and
? (b). Although the two analyses consider different data sets, their allowed regions
a in goo agreement w th each other, because both data sets re ominated y the
NEOS/Daya Bay d DANSS spectral ratio data. [43]
Other types of experiments with a sterile neutrino program, some of
which are already taking data or will start in the next few years, are source
experimen s such as BEST, νµ → νe appearance and νµ disappearance exper-
iments such as the SBN program at Fermilab, the neutrino mass precision
experiment KATRIN, and the IceCube experiment giving constraints on the
mixing of the sterile with active neutrinos [43].
2.8 Summary
This chapter described the strategy used by the SoLid collaboration to meet
the particular requirements needed to tackle the RAA anomaly and the 5 MeV
spectral distortion.
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It was chosen, as described in section 2.1, to conduct the experiment at
the BR2 reactor site because of the reactor’s very small and symmetric core.
This makes it an ideal source of antineutrinos, as the compactness implies
a minimal smearing of the oscillation signal and allows a measurement on
a very short baseline from the source. The SoLid detector consists of small
cells of a composite scintillator technology, with PVT cubes for the detection
of electromagnetic interactions and 6LiF:ZnS(Ag) screens for the capture and
detection of neutrons, as discussed in section 2.3.
Two prototype detectors, NEMENIX and SubModule 1, preceded the full
scale detector. From the construction and commissioning of these prototypes
a lot of valuable lessons were learned and the detector design was optimised,
see section 2.4. Section 2.5 dealt with the construction of the full Phase I
detector, that started in december 2016 and involved the wrapping of 12 800
detector cells and assembly of 50 detector frames. Valuable quality assurance
tests were performed after assembly in the lab with the CALIPSO system.
Phase I was installed in the winter of 2017-2018 and has been taking data
since then. During reactor-off periods, on-site calibrations are performed
with the dedicated CROSS system, the methods and results of which were
covered in section 2.6.
Signal prediction 3
This chapter describes how the antineutrino flux coming from a nuclear reac-
tor can be predicted. It gives an overview of the methods that are generally
used today and continues with an explanation of the specific case of the flux
prediction from the BR2 reactor. The interaction probability of an antineu-
trino with a proton is taken into account via the IBD cross section. In combi-
nation with the specificities of the SoLid detector, such as its dimensions and
proton content, this leads to an estimation of the expected IBD signal for the
data taking period of the experiment.
3.1 Reactor νe flux prediction
Let us consider equation 2.6 again, which gives the expected number of de-
tected νe’s over a period T, in a certain energy interval [Ei ; Ei+1] and for a







R(E) Sk(E) σIBD(E) dE (3.1)
where Np is the number of target protons in the detector, L is the reactor-
detector distance, n f is the number of fissions per time unit, R is the detector
response, Sk is the emitted spectrum for isotope k and σIBD is the IBD cross
section.
This equation gives the prediction for the number of detected reactor an-
tineutrinos, based on different reactor and detector parameters. We will leave
out the most important detector parameter for now, which is its response R,
and look at the number of interacting antineutrinos first. Note that the detec-
tor response includes the IBD capture and reconstruction efficiencies, energy
57
58 CHAPTER 3. SIGNAL PREDICTION
resolution and smearing effects. Since these parameters can vary with en-
ergy and from one detector cell to another, the response R actually depends
on both energy E and on the position of the IBD interaction in the detector,
which we will characterise by the length L between the centre of the reactor
core and the interaction point. The function R(E, L) is determined using a
Monte Carlo detector simulation, which is the main topic of chapter 4.
Rewriting the formula to the expected number of νe interactions over a








n f (t) αk(t) Sk(E) σIBD(E) dt dE (3.2)
where the number of fissions n f now depends on the time t and an ad-
ditional parameter αk(t) denoting the time-dependent fraction of the fissions
that is due to isotope k comes into play.
The following paragraphs will further discuss the inputs to equation 3.2,
in an order that follows the path of a neutrino from its emission from the
reactor to its interaction in the detector.
3.1.1 Reactor fission rate
The basic principle of a nuclear reactor is the production of energy via neutron-
induced fission. Let us consider 235U as the target nucleus. In general, the
resulting fission reaction then looks like:
n + 235U→ 236U∗ → X∗1 + X∗2 + xn + E (3.3)
where the released energy E is about 200 MeV. It can be seen that, apart from
energy, fission reactions also produce neutron-rich daughter nuclides X* and
a number of fast neutrons xn, with x = 2.3 on average. The daughter nuclides
in turn undergo β−-decay in order to reach a stable nuclear state:
A
ZX
∗ → AZ+1X′ + e− + νe (3.4)
where Z is the number of protons in the nucleus and A its mass number. In
these decay processes, a lot of antineutrinos are produced, making nuclear
reactors an ideal source for neutrino experiments.
A large fraction of the released neutrons from fissions like 3.3 thermalises
by scattering in the reactor moderator or outside the core and are lost. During
normal reactor operation, about one released neutron per fission will interact
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in the reactor material, inducing a new fission reaction and as such continuing
a stable reactor cycle.
It is important to note that the reaction in equation 3.3 can have many
possible outcomes for the fission products. The nuclide distribution of the
fragments from a 235U fission is shown in figure 3.1. One fission example is
shown in figure 3.2, illustrating the operation chain of a nuclear reactor.
N
Z
Figure 3.1: Distribution of the fission products according to their proton number (Z)
and neutron number (N) for a 235U fission induced by thermal neutrons. Adapted
from [95].
In general, a nuclear reactor operates based on the consumption of four
principal fuel nuclides: 235U, 238U, 239Pu and 241Pu. Fissions of other iso-
topes contribute less than 0.3% to the total fission rate. Fresh fuel elements,
however, only contain the uranium isotopes and for highly enriched reactors
they mainly contain 235U and a little 238U. During operation, the plutonium
isotopes are gradually generated by neutron capture on 238U (see figure 3.2).
Thus while running, a reactor core burns uranium isotopes and accumulates
plutonium isotopes instead. However, a reactor like BR2, with an enrichment
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Figure 3.2: A neutron-induced fission reaction with 235U as the target nuclide. The
middle row shows how the released neutrons feed the nuclear chain reaction. The
bottom right reaction chain illustrates the production of 239Pu through neutron cap-
ture on 238U. [96]
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of ∼ 93.5%235U, has very little 238U and as a consequence only a minuscule
amount of the 239Pu and 241Pu fissile isotopes are produced. For these reac-
tors, the fission fraction of 235U - i.e. the number of fissions coming from 235U
with respect to the total number of fissions - is over 99%.
In general, the fission fraction of isotope k at time t can be determined





The precise number of fissions, generated in a reactor core at a time t, can be
calculated using the formula:
n f (t) =
Pth(t)
∑k αk(t)〈E f 〉k
(3.6)
where Pth(t) is the thermal power of the reactor at time t and 〈E f 〉k is the aver-
age released energy per fission of isotope k. The nominator is often rewritten
as follows




where 〈E f 〉 represents the mean released energy per fission, averaged over all
fissile isotopes.
Given that the average energy released per fission is about 200 MeV, one
can easily calculate that a 60 MW reactor, like BR2, generates about 1018 fis-
sions/s. However, in order to perform a sterile neutrino search, the SoLid
experiment needs a very precise value for n f (t). Therefore, the different
parameters in formula 3.6 and the corresponding uncertainties need to be as-
sessed with care.
The thermal power Pth(t) of the BR2 reactor is monitored by the per-
sonnel at SCK•CEN and is determined by two methods. One is based on
the enthalpy balance in the reactor’s water cooling circuits that is calculated
based on measurements of the water flow and temperature in these circuits.
The second method makes use of the 16O present in the cooling water that
is activated by fast neutrons through the reaction 16O + n → 16N + p. By
measuring the activity of 16N, the thermal power evolution can be derived.
The thermal power, together with other operation parameters, is stored in the
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BIDASSE database (BR2 Integrated Data Acquisition System for Survey and
Experiments) to which the SoLid collaboration has access. We will use the re-
sults of the first method, which has an estimated uncertainty on the thermal
power calculation of 5 to 8%. This uncertainty is driven by uncertainties on
the calibration of the devices measuring the cooling water temperature and
flow, and by offsets introduced during the processing of these measurements
[97].
The values 〈E f 〉k, giving the mean energy released per fission of isotope
k, are calculated from nuclear theory and can be retrieved from dedicated
databases. The corresponding estimated uncertainties are 0.5% at most [98].
The fission rates and their spatial distribution are based on the known
power evolution and calculated by a detailed simulation of the neutron flux
inside the BR2 core. The reactor core model includes the positions of the
beryllium matrix, the fuel elements, possible samples under irradiation and
the control bars and is illustrated in figure 3.3. The neutron transport is
run with the MCNPX code [99], that is coupled to the CINDER90 evolution
module [100], giving the fission rates as a result. Note that in this step, we no
longer assume a point-like reactor core, but include its finite dimensions and
thus
n f (t) =
∫
R





∑k αk(~x, t)〈E f 〉k
dx3 (3.8)
where the fission fractions αk(~x, t) now depend both on the time and spatial
fission distribution. In practice, the simulation output lists the spatial dis-
tributions of each of the fissile isotopes, as well as their temporal evolutions
during the cycle. The combined statistical and systematic errors on the fis-
sion rates during burn up are calculated to be less than 3% for 235U, 238U
and 239Pu and about 10% for 241Pu. The dominant systematic sources come
from the geometrical approximation, the treatment of beryllium poisoning1
and the limited number of unique fuel materials in the simulation [101].
The inputs for the BR2 reactor simulation model that have an impact on
the expected fission rate and their associated uncertainties for the 235U isotope
are summarised in table 3.1. The statistical uncertainty on this MC simula-
tion can be minimised to less than 1% by increasing the number of simulated
1Beryllium poisoning is the process where the strong neutron absorbers 3He and 6Li are
created from the interaction of reactor neutrons with beryllium, which causes a reduction of
the reactivity.
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antineutrino energy spectrum. Both codes will estimate and 
compare the off equilibrium corrections needed for the 
conversion method spectra. Summation method spectra will 
be also calculated from the fission products inventory 
obtained with MURE. In addition, comparative studies will 
be performed to estimate the systematic errors between both 
codes. Other systematic errors associated to these 
simulations (thermal power, temperatures, burnups, nuclear 
data…) will be also determined and propagated. 
 
1. Fuel Assembly Benchmark 
 
As a first step, a depletion benchmark was performed 
between the MURE code and MCNPX coupled to 
CINDER90 for a single fuel assembly in an infinite lattice 
in a hexagonal beryllium prism with a mirror boundary 
condition. Each of 6 fuel rings is embedded in an aluminum 
cladding, surrounded by water. The geometry produced with 
MURE is shown on Fig 11. 
An irradiation time of 22 days is considered for the 
depletion calculation of this fresh fuel element (93% 235U) 
with a constant power of 2 MW. The energies released per 
fission are taken from [29] for both codes. The input nuclear 
cross sections are respectively ENDF/B-VI.8 and ENDF/B-


















Fig. 11. Fuel element geometry produced with MURE (left); 
comparison of fission rates for a fuel cycle (right). 
 
 
The instantaneous fission rates for 235U, 238U, 239Pu and 
241Pu are shown on Fig. 11 as a function of time. The results 
are consistent between both codes. The fission rates are 
dominated by the contribution of the fission of  235U  (more 
than 99% due to the high enrichment of the fuel) and the 





2. Full Core Simulation 
 
A. Cycle 01/2015A 
 
The next step was to perform the full core simulation 
for a real BR2 operation cycle 01/2015A, which was 
operated from 27/01/2015 until 23/02/2015. To avoid the 
complete coding in a MURE format of the complex 
geometry of the BR2 core, the MCNP input file of the 
SCK•CEN team was externally read by MURE. For this 
purpose, an automatic MURE module was developed. The 





















Fig. 12. Loading map for the cycle 01/2015A used for the 
calculation of the first antineutrino spectrum (blue color – 
fuel elements, red color –  control rods, green & gray – 
irradiation experiments, yellow – beryllium matrix). 
 
 
B. Power History 
 
The precise predictions of the antineutrino spectra need 
important information from the reactor operation, such as 
the power history during the operation cycle. The detailed 
reactor power as function of the elapsed time is presented in 
Fig. 13.  
Detailed study of the power history for depletion 
calculations was performed. The time steps for the reactor 
evolution were chosen to take into account the power 
variation but also the needs of the reactor calculation. In 
total 25 time steps have been chosen with fine discretization 






Figure 3.3: The BR2 loading map of cycle 01/2015A. The fuel elements are indicated
in blue, the control rods in red, the irradiation experiments in green and light grey,
the SIDONIE device for silicon irradiation in dark grey and the reactor’s beryllium
matrix in yellow. [102]
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neutrons. The combined uncertainty on the fission rate of 8.5% is dominated
by the uncertainty on the reactor power measurement. For the 238U and 239Pu
isotopes, the combined uncertainties are of the same order, while it goes up
to 16% for 241Pu.
Table 3.1: Conservative estimates for the rel-
ative uncertainties on the main input parame-
ters for the fission rate calculation with the BR2











An example of the time evolution of the isotopes’ fission rates in the BR2
reactor is shown in figure 3.4.
3.1.2 Reactor antineutrino spectra
To derive a number of emitted antineutrinos, Nem, from the number of fis-
sions, additional information on the isotopes’ neutron-rich fission products,







Here, Sk(E) is the antineutrino yield or spectrum per fission of the isotope
k. These spectra are weighed with the fraction of fissions undergone by each
isotope, αk(t), and summed over all four isotopes. The combined antineutrino
spectrum can be written as
Stot(E, t) = ∑
k
αk(t)Sk(E) (3.10)































Figure 3.4: The fission rates of the four fissile isotopes: 235U, 238U, 239Pu and 241Pu
during cycle 3 of the BR2 reactor in 2018. Given the log scale, it is clear that 235U
contributes more than 99.9% of the fissions.
The Sk’s need to include all possible outcomes of the fission reaction and
depend on the variety of configurations for the β-decays of the resulting
daughter nuclides. In practice, the β-spectra emitted by the reactor are cal-
culated first and are then translated to νe-spectra. To obtain these combined
spectra two main methods exist: the summation method and the conversion
method.
The summation method is a so-called ab initio approach, where the β-
spectrum from fissile isotope k is computed by summing the contributions of






where AFk(t) is the activity of fission product Fk at time t for fissions of iso-
tope k. SFk(Eβ) is the β-spectrum of the fission product Fk and is an aggregate
of the spectra of all possible β-decay channels, weighed by their branching
ratio. The fission product activity and information on the involved β-spectra
can be retrieved from nuclear databases. More details on the calculation of
the SFk(Eβ) can e.g. be found in reference [104].
A single β-branch spectrum with energy Eβ can be translated to an νe-
spectrum in Eνe by using the simple energy relation Eνe = E
b
0Fk − Eβ, where
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Eb0Fk is the end-point energy of the branch b of the fission product Fk. This
implies that for the summation method the νe-spectra can be determined with
the same accuracy as the β-spectra.
The conversion method relies on measured reference β-spectra of the
four fissile isotopes. The electron spectra from 235U, 239Pu and 241Pu fissions
were measured with high precision in the 80’s at the ILL reactor in Grenoble,
France [105]. The fissions were induced by the irradiation of 235U/239Pu/241Pu
target foils with reactor neutrons and the β-spectra were acquired after an ir-
radiation time between a few hours and 2 days. The β-spectrum of 238U was
measured much later at the FRMII neutron source in Garching, Germany
[106].
A method to convert these to νe-spectra exists in fitting the β-spectrum
shape with a large number of virtual β-decay branches of an assumed shape.
The fitted spectra of those branches are then converted to antineutrino spec-
tra via the relation Eνe = E
v
0 − Eβ, where Ev0 is now the end-point energy of
the virtual branch i.
Both methods for the calculation of reactor antineutrino spectra have
their advantages and disadvantages. Spectra calculated with the conversion
method need to be corrected for so-called off-equilibrium effects. This follows
from the fact that β-decays have finite lifetimes and as a consequence the
spectrum requires some time from the beginning of the fission process to
reach a steady equilibrium. Due to the limited measurement time for the ILL
reference spectra, compared to that of antineutrino experiments, the flux con-
tributions of long lived fission products are not included. This is taken into
account with off-equilibrium corrections.
The summation method, on the other hand, depends on the knowledge
of a large number of variables, such as the fission yields, the lifetimes of
the daughter nuclei, the individual beta branching ratios, etc.. Systematic
effects and missing information in nuclear databases lead to relatively large
uncertainties on the predicted spectra.
However, by combining the methods and using information from nuclear
databases for the conversion of the reference spectra, very precise predictions
of antineutrino spectra can be made.
For the SoLid experiment, spectra calculated with both methods are pro-
vided by a team of SCK•CEN and Subatech staff. For each of the calculation
methods, they use, in addition to the MCNPX/CINDER90 simulation of the
reactor, the MURE (MCNP Utility for Reactor Evolution) code to track the
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burn-up of the fissile products.
The conversion method is then implemented by coupling the simulation
for the complete reactor model with converted neutrino spectra from a refer-
ence of choice; Huber [107], Mueller [104], ... . The off-equilibrium effects are
implemented as explained in reference [104].
The evaluation of the antineutrino spectra with the summation method is
based on a more extensive use of MURE. In addition to the simulation of the
reactor core evolution, the MURE code can compute the associated antineu-
trino energy spectrum. For this purpose, it is coupled to nuclear databases
containing all beta decay branches of the fission products for each fissile iso-
tope.
In figure 3.5, examples of the spectra resulting from the conversion model
from Huber for 235U, 239Pu and 241Pu and the Mueller prediction for 238U and
for a recent summation calculation by Estienne et al. [108] are shown. The
ratio of the summation spectra to the conversion results is shown in figure
3.6.
The uncertainties on the predicted spectra are derived from the errors on
the input models and/or the variables from nuclear databases. The uncer-
tainty on the 235U yield determined with the conversion method is shown in
figure 3.7. The errors increase with increasing energy, but remain below 2%
(4%) for the lower (higher) halve of the Eνe range of interest. For the spec-
tra calculated with the summation method, an overall uncertainty of 2% is
generally quoted. However, the actual errors are expected to be larger, as the
complex and often unknown correlations between fission yields are not taken
into account in these quoted values [109].
3.1.3 Detector acceptance
Since the antineutrino flux from the reactor is assumed to be isotropic, only a
fraction of the emitted antineutrinos reaches the detector volume. The num-









where Ai is the surface area of cell i and the integration runs over the reactor
core volume R. The distance Li depends on the detector cell i and on the
~x = (x, y, z) integration point in the reactor core where the antineutrino orig-
inates. The integration will therefore slightly differ between reactor cycles,
depending on the reactor fuel loading map. It also follows that the number
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Figure 3.5: The antineutrino yields or spectra for the four fissile isotopes as imple-
mented in the SoLid analysis framework. The conversion results for 235U, 239Pu and
241Pu are taken from the Huber data [107] and from Mueller et al. [104] for 238U. The
summations results are taken from the publication by Estienne [108].
displayed [41]. In these calculations, the fission yields have been computed after 450 days
of irradiation which represents roughly the average of the ages of the assemblies in the core
of a standard PWR. The global shape of the DB over SM ratios are similar to that of DB
over H-M, but closer to one except in the 5 to 7 MeV range. The inclusion of the TAGS
data for the niobium isotopes improves the situation above 3 MeV, extending the good
agreement in shape with the Daya Bay spectrum up to 5 MeV. This is worth noting since
the 2 to 5 MeV energy region dominates the detected antineutrino flux. There is still a
shape difference between the Daya Bay spectrum and the SM-2018 antineutrino spectrum
between 5 and 7 MeV, but its amplitude is reduced by the inclusion of the new data which
improve the agreement globally w.r.t. SM-2017. In the lower panel of the figure, the ratios
of the detected summation method spectra SM-2017 (dashed line) and SM-2018 (plain line)
to the H-M model spectra are displayed for comparison. In the case of the 2 to 3 MeV
energy region, the agreement with H-M is equally good for the 2017 or 2018 versions of the
SM. Above 3 MeV, the ratio of the two models is rather flat and normalized on average
about 3-4% below one. Overall the SM-2018 model shows a globally improved agreement
with the shape of the converted spectrum but not with its normalisation. An important
conclusion is that the reactor antineutrino energy spectrum obtained with the SM exhibits
a normalisation in the 2 to 5 MeV range more compatible with the Daya Bay results than
the H-M model, but it does not explain the shape anomaly in the 5 to 7 MeV region.
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FIG. 2. Ratios of the antineutrino energy spectra obtained with the SM-2018 model with the
converted spectra for 239Pu, 241Pu, 235U [11] and Mueller’s prediction for 238U [10].
In Fig. 2 the comparisons between the individual antineutrino spectra of the SM-2018
and those of the H-M model for the four main contributions to the total number of fissions
in a PWR are shown. The SM spectra are taken at a time corresponding to the irradia-
tion times of Schreckenbach et al.’s experiments for 235U, 239Pu, and 241Pu while the SM
5
Figure 3.6: Ratio of the antineutrino spectra calculated with the summation method
of [108] to the conve ted spect a for 235U, 239Pu, 241Pu [107] and 238U [104].
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Figure 3.7: Relative uncertainty on the 235U antineutrino spectrum calculated with
the conversion method [107].
of crossing antineutrinos decreases quadratically with the distance Li.
Although the SoLid detector is relatively close to the reactor core, the
total detector acceptance, defined as the fraction of emitted antineutrinos that
crosses the detector, is only ≈ 0.11%. To optimise the signal simulation, an
isotropic signal generation should thus be avoided. Therefore, for each event
in a certain point of the reactor core volume, a random point in the detector
volume is immediately drawn and the distance Li(~x) is determined. The
geometrical efficiency is taken into account by the weight 1/4πLi(~x)
2. The
signal generation will be discussed in more detail in section 3.3.






In addition, we note that equations 3.12 and 3.13 neglect possible interac-
tions of the antineutrinos with matter between the point of emission and the
detector. In the full neutrino simulation, described in section 3.3, however,
additional proton-rich material is taken into account.
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3.1.4 IBD cross section
Equation 3.13, together with equation 3.9, shows how the number of crossing
antineutrinos can be calculated. To find the number of interacting antineutri-
nos, one needs to take into account the inverse beta decay cross section σIBD,
which defines the probability for an antineutrino to interact with a proton,
and multiply with the number of target protons Np in the detector volume.
The cross section is an energy-dependent variable and, as discussed be-
fore, there is a threshold at 1.8 MeV for the IBD reaction to proceed. In order
to find a total number of antineutrino interactions, one thus needs to inte-
grate over the full available energy range from 1.8 to approximately 10 MeV

















αk(t)Sk(E) dE dt (3.15)
In literature, one mostly gathers all energy dependent terms in a separate
factor 〈σf 〉, called the mean cross section per fission. For each fissile isotope




Sk(E) σIBD(E) dE (3.16)
Summing over all four isotopes, accounting for their fission fractions, we
get
〈σf 〉(t) = ∑
k
αk(t)〈σf 〉k (3.17)
The IBD cross section σIBD(E) in equations 3.15 - 3.17 can be defined
more precisely as the ratio of the probability per target atom for the reaction
to occur, to the incident flux of antineutrinos. It depends on the positron
energy and momentum - which are directly related to the antineutrino energy
- as
σIBD = κEe+ pe+ . (3.18)




(1 + ∆R)( f 2 + 3g2) (3.19)
where GF is the Fermi coupling constant and Vud is a mixing parameter of
the Cabibbo-Kobayashi-Maskawa (CKM) matrix [110]. The ∆R includes inner
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radiative corrections, the f and g are respectively the vector and axial-vector








Here, me is the positron mass and f
R is a phase space factor that also includes
all relevant corrections, except the inner radiative corrections ∆R. More de-
tails on both equations for the cross section can be found in e.g. [111].
Both methods are implemented in the SoLid analysis framework and
result in κ = (0.958 ± 0.003)10−43cm2 MeV−2 for equation (3.19) and κ =
(0.962± 0.001)10−43cm2 MeV−2 for equation (3.20) [112]. The small tension
between the results is a well known issue, that is expected to be resolved by
future neutron experiments. For the calculation based on the neutron life-
time, radiative corrections are taken from reference [113] or [114].
The proton content Np is derived from the masses and proton densities of
the different detector materials. The masses of all detector components were
carefully measured during the construction phase and are listed in table 3.2.
The quoted proton densities are given by the producers of the components
or taken from literature. The PVT scintillator contributes 94.10% of the total
proton content in the active detector volume.
Table 3.2: Overview of the SoLid detector component masses, their proton (H) density
and total and relative proton content as implemented in the SoLid detector simulation.
The uncertainty on the proton content is 0.1%.
Detector material Mass [kg] H ×1022/cm3 H contentabs rel. [%]
PVT 1.5293× 103 5.213 7.7921× 1028 94.10
6LiF:ZnS(Ag) 3.4190× 101 2.34267 3.5939× 1026 0.43
Li backing 1.6206× 101 3.4596 4.0633× 1026 0.49
Tyvek wrap+sheet 3.2381× 101 3.2629 2.7826× 1027 3.36
WLS fibre core 2.1601× 101 4.85696 9.9917× 1026 1.21
WLS fibre cladding 7.1660× 100 5.72629 3.4351× 1026 0.42
In addition to the materials listed in table 3.2, surrounding plastics such
2The involved CKM matrix element and other constants are the same for both processes,
since IBD reactions are basically inverse neutron decays.
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as HDPE and PPL shielding are taken into account in the detector simulation.
These introduce large masses that can produce IBD events near the sensitive
volume, of which a small fraction could trigger the detector.
3.1.5 Summary








n f (~x, t) 〈σf 〉(t) dt dx3 (3.21)
We note again that this equation does not include the detection efficiency and
reconstruction effects and thus only shows the true number of IBD events.
In addition, we want to stress that a number Niint can be calculated for
each individual detector cell i, by using its distance Li(~x) and specific proton
content Nip.
Using all information from the above sections, this expression can be writ-











∑k αk(~x, t)〈E f 〉k ∑k
αk(~x, t)Sk(E) σIBD(E) dE dt dx
3.
(3.22)
where all critical variables are visible.
Equations 3.21 and 3.22 are generally applicable and common for all re-
actor antineutrino experiments. They represent the expected number of an-
tineutrino interactions in the case of no flavour oscillations. To include the
possibility of oscillations to a sterile state, the equations can be multiplied
with the disappearance probability of equation 1.26:








where sin2(2θ14) and ∆m
2
41 are the oscillation parameters and L and E are
the same variables as in the equations above, representing the distance and
neutrino energy, respectively.
3.2 Binned prediction for the SoLid experiment
To probe sterile neutrino oscillations, the SoLid experiment measures the neu-
trino flux over a certain baseline, defined by the length of the detector. The
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recorded reactor-detector distances are grouped in L-bins with a size that cor-
responds to a certain number of detector planes. A wider binning groups the
events per module, resulting in a total of 5 L-bins. For a data set with higher
statistics, a finer binning per 2 detector planes, giving a total of 25 bins, could
be chosen. In addition, the detected events vary in energy and the gathered
data is binned in measured energy E. As the detector and reconstruction
effects have so far been excluded, the signal prediction as given by equation
3.22, can be binned in terms of the true distance Lνe and true neutrino energy
Eνe .
The expected number of IBD events for the ith length bin [Li, Li+1] and
jth neutrino energy bin [Ej, Ej+1], where we have dropped the νe-subscript











∑k αk(~x, t)〈E f 〉k ∑k
αk(~x, t)Sk(E) σIBD(E) dE dt dx
3
(3.24)
and, as explained in the previous section, can be modified with the oscillation
probability Pνe→νe for those values of L and E. Note that the range of the





Sk(E) σIBD(E) dE. (3.25)
3.3 Neutrino generator
To provide representative neutrino spectra that allow a comparison with the
measured data, a dedicated framework for the generation of large numbers
of neutrino events was designed by the SoLid collaboration. The framework
is called SoLO and, as described above, it has to combine the BR2 reactor flux
model, the detector acceptance and the neutrino interaction process in the
detector. On the one hand, the results of the reactor core simulations, such
as the spatial fission distributions, the fission rates and the related energy
spectra, are fed to the SoLO code. On the other hand, the full detector ge-
ometry is loaded from a GDML file.3 SoLO thus acts as an interface between
the reactor and detector simulations and uses this information to generate a
detailed signal prediction.
3GDML stands for Geometry Description Markup Language, and is a code specifically
designed for the modelling of complex detectors. The GDML file with the SoLid detector
geometry is based on the Geant4 detector simulation, described in chapter 4.
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The generation of neutrino interaction vertices happens on a voxel-by-
voxel basis, where the detector volume is split in voxels of 5× 5× 5 cm3. We
would like to emphasise that apart from the SoLid detector cubes, that nicely
match one such voxel, all surrounding, inactive material in the simulation is
also divided in these voxels. The neutrino generator code then carries out the
following steps for each voxel:
1. The signal normalisation is calculated for each isotope k, as deduced
from equation 3.24.
2. According to the normalisation, a number of signal events is gener-
ated per isotope k. A 100 times more events are generated to reduce
statistical fluctuations.
3. For each signal event :
(a) A position inside the reactor core is picked, according to the
given fission map.
(b) A neutrino energy value is drawn, according to the predicted
Eνe spectrum.
(c) An interaction point inside the detector voxel is picked.
The SoLO code thus generates events with a certain energy E, momentum ~p, a
precise reactor-detector distance L based on the fission position in the reactor
and the picked interaction point (x, y, z) in the detector. This information
allows us to determine the L/E distributions of the neutrinos interacting in
each of our detection cells. We should note that the resulting number of
events and related histograms need to be scaled back with a factor 100, to
obtain the correct normalisation.
The neutrino predictions are generated for each cycle of the BR2 reactor,
taking into account the specific power history and the core loading map of
that cycle. Table 3.3 shows the predicted number of IBD events in the SoLid
detector for the first 5 BR2 reactor cycles of 2018.
An illustration of the distribution of antineutrino interactions over the
SoLid detector volume is given in figure 3.8. First of all, the materials with
a high proton density, such as the frame lining and shielding plates from
HDPE, as well as the cell structure of the PVT cubes are clearly visible in this
figure. In addition, one can see the expected quadratic reduction of the num-
ber of interacting neutrinos with distance L (= z in the figure), as described
in section 3.1.3.
After the antineutrino event generation, the next step is to reproduce the
kinematics of the IBD reaction products (e+, n) and to simulate the particle
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Table 3.3: The first 5 BR2 reactor cycles of 2018, with the start and end
date, and the corresponding number of calculated reactor fissions and
predicted number of IBD events in the active material of the SoLid
detector. [115]
Reactor cycle Start date End date Nfiss [10
24] NIBD
Cycle 1/18 06/02/18 27/02/18 3.12 24159.3
Cycle 2/18 24/04/18 22/05/18 4.63 35729.4
Cycle 3/18 12/06/18 10/07/18 4.08 31558.6
Cycle 4/18 21/08/18 11/09/18 3.24 25083.3













































































Figure 3.8: The distribution of antineutrino interactions in the SoLid detector volume
for a large Monte Carlo sample of O(105) events: front view (left), side view (top
right), top view (bottom right).
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transport in the detector, which is carried out by the Geant4 detector simula-
tion. The resulting information is then combined with the modelling of the
response of our detector in terms of detection efficiency, energy resolution,
electronics noise, etc. and the effects of the signal reconstruction algorithms,
finally allowing to compare the predicted signal with the measured data.
These detector simulation and signal reconstruction steps are discussed in
the following chapter.
3.4 Summary
This chapter gave an overview of the inputs required for the IBD signal pre-
diction in the SoLid detector.
A crucial part are the reactor-related calculations, which determine the
expected produced antineutrino flux. As discussed in sections 3.1.1 and 3.1.2,
these calculations involve the knowledge of an enormous amount of parame-
ters, that are not always directly available. For the SoLid experiment, the error
budget on the determination of the flux is mainly driven by the uncertainty
on the BR2 reactor power measurement.
In sections 3.1.3 and 3.1.4, the number of interacting antineutrinos was
derived by combining the emitted number of antineutrinos with the geomet-
rical efficiency of the SoLid detector, its proton content and the IBD cross
section. Equation 3.21 summarises the prediction of the expected IBD signal
for the data taking period of the experiment. As discussed in section 3.2, this
prediction is in practice binned in the two parameters Eνe and Lνe , which are
the neutrino energy and its distance travelled.
The implementation of the prediction is fully based on Monte Carlo sim-
ulations, which are combined in and partly performed by the SoLO frame-
work. In section 3.3 the neutrino generation method of the SoLO code is
treated, showing how the SoLid experiment builds a set of neutrino events
for a sterile neutrino search.
Detector response
and event reconstruction 4
In the previous chapter, the full chain of calculations for the signal prediction
was described. The resulting prediction gives a number of expected IBD
interactions in the SoLid detector, but - as explained - this does not include
the detector response yet. Since the detection and reconstruction effects can
not be treated analytically, they are studied and accounted for using Monte
Carlo simulations. This chapter briefly describes the detector and readout
simulations in the first sections. Next the reconstruction algorithms, that
are also applied on real data, are detailed. Further on, a tool to efficiently
account for these detector effects when building the signal prediction, called
the migration matrix, is discussed.
4.1 Geant4 detector Monte Carlo
The SoLid detector is simulated with a Geant4 [116] Monte Carlo (MC) code,
called SoLidSim. It models the transport of particles through the detector
materials and determines the energy deposits in the scintillators.
For the implementation of the geometry of the experimental set-up, three
levels can be distinguished, according to the degree of detail required and
their relative scales [82]:
• The full Phase I detector is simulated with a high level of accuracy. The
detailed geometry and composition of the detection cells, the optical fi-
bres, MPPCs and mirrors, the aluminium frames and neutron reflectors
are implemented.
• The main volumes and components of the container, including the full
instrumentation inside it, are modelled without reproducing the fine
patterns, but with the objective of a positioning of the material that is
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close to reality. An exception is made for the CROSS calibration system,
that is modelled with precision, because of its proximity to the detector.
• The BR2 reactor and its water basin, plus the experimental hall as well
as the confinement building are reproduced schematically. These struc-
tures affect the transport of cosmic radiation, such as muons and neu-
trons, and are thus necessary for the estimation of the background ra-
diation in the detector.
Given the geometry and depending on the input particles and the selected
physics processes, the particle transport through these implemented volumes
is simulated next.
As discussed in section 3.3 of the previous chapter, the collaboration has
developed a dedicated neutrino event generator to produce IBD events ac-
cording to the BR2 specific neutrino energy spectrum and the position distri-
bution of the interaction vertices provided by the SoLO code.
For each of these IBD events, the positron scintillation and annihilation, as
well as the neutron thermalisation and capture, are simulated by the SoLid-
Sim code. The modelling of the energy deposited by the positron is relatively
straightforward and is based on the standard physics processes available in
Geant4. For the neutron modelling in the SoLid detector, however, no an-
alytical models are available. This is a consequence of the particular SoLid
detector concept, where the IBD neutrons are thermalised to an energy of
about 0.025 eV before they can be captured on 6Li. To simulate the elas-
tic scattering of these thermal neutrons, the collaboration therefore relies on
reference cross-sections measured for polyethylene [117], the chemical com-
position of which is very close to that of PVT. These features are imported in
GEANT4 via dedicated neutron libraries.
In addition to these IBD-related generators and other, more standard ones
already implemented in the Geant4 software, the collaboration added particle
generators for the reproduction of the following calibration sources:
• the 252Cf and AmBe neutron sources, with the radiation energy spectra
taken from the ISO reference [118],
• the 22Na, 137Cs and 207Bi gamma and positron sources and their ra-
dioactive decay,
and the following experimental backgrounds, see section 5.2:
• the bismuth-polonium decay chain,
• the cosmic muons, with the CRY generator [119], cross-checked with
the Guan [120] and Reyna [121] models,
• atmospheric neutrons, using the Gordon parametrisation [122].
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As a result, the Geant4 MC provides the collaboration with the spatial
and temporal distributions of the expected energy deposits for each of the
possible interactions in the SoLid detector.
4.2 Readout simulation
In a next step, the output of the SoLidSim is coupled to a readout simulation,
referred to as ROsim. This code aims to reproduce the detector response, first
in terms of photon production and collection, and secondly in terms of the
response of the MPPCs and readout electronics. As a result, it translates the
simulated energy depositions to data-like output waveforms.
For the optical simulation, ROsim generates the production of scintillation
photons in the PVT and in the ZnS, taking into account the particle dependent
energy response according to Birks’ law [123]. The loss of photons due to
scattering and absorption in the PVT, 6LiF:ZnS(Ag) sheets or Tyvek is also
modelled. The photon transmission by the WLS fibres is then reproduced,
correcting for attenuation effects and the reflection on the Mylar mirrors. The
number of photons reaching the MPPC is randomised according to a Poisson
distribution and spread in time according to the time constants of the PVT
and ZnS scintillators. All of the parameters of the implemented model are
either derived from the manufacturer’s data, or tuned in order to accurately
match actual (calibration) measurements obtained with the detector.
To reproduce the response of the MPPCs, studies of various MPPC prop-
erties such as the thermal noise and the crosstalk and their dependancy on the
gain settings were performed. The obtained MPPC response model then al-
lows to convert the generated photons into digital electrical signals, or wave-
forms, in units of ADC.
Finally, the same trigger logic (cf. section 4.3.1) as is used in the data
acquisition systems can be applied to the simulated waveforms. The resulting
simulated data is thus available in the same format as the raw detector data
and can be analysed using the same analysis code, called Saffron2, which is
described in the next section. In practice, the ROsim code is incorporated in
the Saffron2 framework, making the simulation processing more efficient and
structured.
4.3 Event reconstruction
For the offline reconstruction and analysis of the (simulated) data, the Saf-
fron2 C++ code was developed. The event reconstruction exists of the selec-
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tion, combination and identification of the electronic signals to form physics
related objects. We will shortly describe each of these steps in this section.
Some of this work, namely the data selection, is already partly addressed
by the trigger system in the online readout electronics and is also briefly in-
cluded here.
4.3.1 Data selection
As mentioned, the trigger system of the online electronics already performs
a preselection of the data. Its purpose is to avoid too large amounts of
recorded (uninteresting) data, which would make the practical operation and
data analysis very inefficient. The SoLid trigger system processes the incom-
ing signals in so-called waveform blocks, which correspond to 256 waveform
samples of 25 ns each, or a total time window of 6.4 µs. The triggers are
implemented on a per-plane level and use three algorithms [76]:
• a random trigger for a full and simultaneous detector readout at a rate
of 1 Hz, that is used to determine the operational properties of the
detector and to monitor its stability and proper functioning,
• a threshold trigger based on two or more signals exceeding 20 PA (∼ 1
MeV) that are in coincidence and located on a pair of orthogonal fibres,
designed to select scintillation signals created in the PVT,
• and a neutron trigger, based on an algorithm that counts the number
of waveform peaks over a certain threshold (PoT) and within a certain
time window, as shown in figure 4.1, that selects the signals produced
by the ZnS scintillator.
For each trigger type, all channels in the triggered detector plane are read out.
In case of a neutron trigger, three planes in front and behind the triggered
plane are read out in addition. The time buffer, i.e. the total time window
that is read out for a triggered waveform block, is set per trigger type and
varies from one (=6.4 µs) or two (=12.8 µs) waveform blocks for the threshold
and random trigger respectively, to a long window of [-500 µs, 200 µs] for
the neutron trigger. As a consequence, the total recorded data rate of the
experiment is dominated by the neutron trigger, and is about 21 MB/s or 1.6
TB/day on average during physics mode.
For the offline reconstruction, the Saffron2 code reads in the recorded
waveform blocks and processes them per so-called cycle. These cycles are
constructed by adding up consecutive waveform blocks, until the time be-
tween them exceeds a given value - i.e. when there is a long enough period
during which no blocks are recorded - and the cycle is ended. In this way,
the method aims to group physically correlated events in one cycle.
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Figure 13. The fraction of waveform samples above a given threshold. Zero suppression provides a
significant waveform compression factor. The additional overhead for encoding the resulting gaps in the
data-steam is not included in this figure.
Figure 14. Example neutron waveform (black). The dashed lines show the zero suppression threshold,
which can be reduced local to the neutron trigger, as described in the text. The value of the neutron trigger
variable (i.e number of peaks in the rolling time window), using algorithm parameters optimised for physics
mode, is shown in blue. The rectangles at the top of the figure denotes the blocking of waveform samples,
with the triggered block highlighted in blue. The arrows on the top indicate the time window that is read out
before and after the trigger to include additional signals that can be used in o ine analysis.
– 15 –
Fig 4.1: Illustration of th neutron trigger algorithm. An xample neutron wave-
form is shown in grey. T e dotted black line shows th zero suppression threshold
that is set at 1.5 PA per default, but is lowered to 0.5 PA in the time window around
a neutron trigger. Local maxima with an amplitude above 0.5 PA, are called peaks
over threshold (PoT) and are indicated with a blue triangle. The neutron trigger vari-
able, i.e. the number of PoT within a rolling time window of 6.4 µs, is shown in blue.
When 17 or more PoT are counted, the corresponding waveform block (rectangles
on top) is triggered and an extended time window of 500 µs before and 200 µs after
the trigger is recorded to include additional signals that can be useful in the offline
analysis.
4.3.2 Event clustering
Although the triggers significantly reduce the data to the signals of inter-
est, the majority of the reconstructed waveforms are still caused by thermal
noise. To be able to discern the signal events from this noise, a method of ag-
gregating waveforms based on time coincidence was developed, that allows
to combine these waveforms to form coherent events.
In practice, this method exists in the scanning over each waveform within
a recorded cycle and searching for waveforms on any other channel that start
within less than 175 ns. As a result, all waveforms that originate from corre-
lated light pulses recorded by the MPPCs are aggregated. The set of wave-
forms building up such a time-related chain form a so-called cluster. For each
cluster the start and end time (i.e. the detection time of the first sample of the
first waveform and last sample of the last waveform, respectively) and the
cluster length (i.e. the time between the start and end of the cluster) are de-
termined. The number of waveforms within the clusters and thus the cluster
length grow organically and vary for each cluster. A study of this method
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has shown that 99% of the waveforms with a peak above 20 PA - that most
likely correspond to physical events - are part of a cluster, while the major-
ity of waveforms below 10 PA remain unclustered. The latter waveforms are
mostly related to electronics noise and the unclustered waveforms are there-
fore discarded.
Figure 4.2 shows two examples of clustered waveforms; one for an elec-
tromagnetic signal from the PVT scintillator and one coming from scintilla-
tion in a neutron screen’s ZnS. One can see that the prompt PVT response
results in a cluster that is very confined in time, with a small number of in-
cluded waveform blocks. Due to the relatively large time constant for the
ZnS scintillation, on the other hand, the cluster window includes many more
consecutive waveform blocks and is significantly longer in time.
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Figure 3.8 – Exemples de clusters, ES à gauche, NS à droite. Sur les deux figures, la partie
supérieure représente les signaux du plans dans la fenêtre d’intéret. La partie inférieure représente
les objets waveforms, les espaces correspondant à des zones ZS.
donne alors accés à la probabilité d’agrégation d’une nouvelle waveform en fonction du
temps depuis le début du cluster et de la fenêtre d’ajout sélectionnée. Ces distributions,
présentées figure 3.7, montrent un comportement très différent entre les événements NS,
ES et muons. La probabilité de continuer le cluster est plus grande pour les signaux NS à
fenêtre d’ajout égale. Ceci s’explique par la densité de waveforms supérieure pour ce type
d’événement.
Dans les faits, l’ajout de nouvelles waveforms n’est pas réalisé par canal, mais en
testant temporellement les waveforms suivantes sur les canaux appartenant au cluster.
Pour cette raison, nous mesurons la probabilité de continuer le cluster pour l’ensemble
des canaux en simultané (ligne du bas figure 3.7). Cette fois, la différence entre NS et
muons est beaucoup plus faible, ce qui s’explique par la différence du nombre de fibre nc
entre les deux types de signaux. Un cluster identifié comme NS est typiquement composé
de 4 à 8 canaux2, là où les muons sont composés d’un grand nombre de canaux. Or, la
fenêtre d’ajout étant observée sur tous les canaux, la probabilité d’ajouter une nouvelle
waveform est linéairement reliée au nombre de canaux. La queue de distribution associée
aux signaux NS, présente sur 4 canaux, peut ainsi être égalée par le bruit thermique et
l’afterpulse induit par un muon composé de plus de 20 canaux.
Ces mesures indiquent que la fenêtre d’ajout idéale doit dépendre à la fois du temps
depuis le début du cluster et du nombre de canaux.Nous pouvons aussi considérer que
l’optimisation de cette fenêtre peut être faite uniquement sur les signaux NS, seul cas
où nous voulons ajouter de nouvelles waveforms. En partant des distributions présentées
sur la figure 3.7, il est possible de déterminer la fenêtre g nécessaire pour atteindre une
probabilité d’ajout de 99.9 % pour des cluster NS. Cette mesure, présentée sur la figure
3.9, représente la réponse recherchée pour la fonction g(l, nc).
Afin de limiter le temps de calcul associé à l’algorithme formant les clusters, la fonction
24 canaux proviennent du cube où la lumière est émise. Les fuites de lumière et les événements de bruit











































































Figure 4.2: Examples of cluster formation for a PVT scintillation signal (left) and a
ZnS scintillation signal (right). In the bottom panels, the recorded waveform blocks
from different channels are shown. The blocks on the channels indicated in grey are
coincident in time and are clustered together. The waveform shapes of the selected
channels are shown in orange in the top panels.
4.3.3 Event identification
Once the clusters have been created, the Saffron2 code applies a set of iden-
tification algorithms to tag the clusters with their type of interaction. The
three types that are differentiated here are successively muons, nuclear sig-
nals (NS) and electromagnetic signals (ES). The algorithms mainly use the
cluster lengths and the amplitude and/or integral of the included waveforms
to perform the identification.
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Muons are highly energetic particles, from atmospheric origin. Because of
their high energy, they can traverse through multiple detection cells in which
they deposit large amounts of energy and leave a clear track. For these tracks,
three types are identified:
• Type 0: clipping muons, that cross only one or two cubes at the edge of
the detector.
• Type 1: vertical muons, that cross many cubes, but only one detector
plane.
• Type 2: muons that traverse multiple detector planes and deposit en-
ergy on a large number of detector channels.
Type 1 (2) muons are selected by requiring 11 or more channels in the x-
or (and) y-direction, with a detected signal above 200 ADC (∼6.5 PA). The
muon track is then reconstructed by combining the horizontal and vertical
channels in one (type 1) or multiple (type 2) detector planes, as shown in
figure 4.3. The type 0 muons currently have no specific identification proce-
dure implemented and the corresponding clusters will therefore end up in
the electromagnetic signal selection, that is explained below.
The total muon signal rate in the Phase I detector is about 250 Hz on
average.
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Figure 3.19 – exemples de traces induites par un muon traversant un module SoLid (10× 16× 16
cubes) pour les trois types définis. La droite noire est le parcour du muon, induisant des dépôts
d’énergie dans les cubes représentés en rouge. Les canaux touchés sont affichés en rouge sur les
faces extérieures du module de détection. Gauche : Trace de type 0, correspondant à un muon
traversant traversant peu de cubes sur une arête du détecteur. Centre : Trace de type 1 où un
muons traverse uniquement un seul plan. En partant de la projection des cubes, il demeure une
ambiguïté représentée par les deux droites noires. Droite : Trace de type 2. Le muons traverse
plusieurs plans, il est ainsi possible de reconstruire sa trace sans ambiguité.
Figure 3.20 – Evènement associé au passage d’un muon après reconstruction. Gauche : signaux
provenant des différents canaux impliqués. Les fibres horizontales et verticales sont représentées en
bleu et orange. Droite : projection des canaux touchées. La droite rouge représente la paramétri-
sation de la trace reconstruite. Les croix rouges représentent les points d’entrées et de sorties.
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Figure 4.3: Examples of reconstructed muons of type 0, type 1 and type 2 in one
module of the SoLid Phase I detector. The black line shows the reconstructed track
through the detector. For type 1 muons, that only trigger fibres in o e detector
plane, two possible tracks can be reconstructed nd it is not possible to resolve this
mbigui y.
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Nuclear signals (NS) are related to the scintillations in the ZnS of the neu-
tron detection screens. NS events thus include the IBD neutrons of interest,
but also events induced by neutrons from other processes or α-particles from
radioactive decay (cf. section 5.2.2). In a NS candidate cluster, that contains
neutron triggered waveforms, the detector cube with the highest recorded
number of peaks is first selected. For a further selection, the integral-on-
amplitude (IonA) value is evaluated, plus the asymmetry of the energy de-
posits over the different fibres of the cube. The IonA parameter exploits the
fact that NS are mainly characterised by a long scintillation time and multi-
ple waveform peaks, leading to a large integral for relatively low amplitudes.
The discrimination power of the asymmetry parameter originates in the po-
sition of the four WLS fibres w.r.t. the neutron detection screens in a detector
cell (cf. figure 2.5). For the vertical fibre that is fully touching the punched
Li-screen, for example, other signal intensities are expected than for the re-
maining three fibres that have very little or no contact with a neutron screen.
A detailed explanation of the NS selection procedure can be found in refer-
ence [82]. The NS rate in the SoLid Phase I detector is about 15 Hz.
Electromagnetic signals (ES) are generated by the interactions in the PVT
cubes of particles such as photons (γ’s), electrons and positrons. We should
note that also muons belong to this category, but they are treated separately
since they generally deposit a much larger amount of energy over a larger
amount of cubes. To first order, the ES are selected as those events that
remain after the muon and NS selection. However, since ES are characterised
by a very short pulse shape, only clusters with a duration of less than 75
samples are kept. In addition, a signal threshold of 80 ADC (∼ 30 keV) or
144 ADC (∼ 50 keV) is applied, depending on the processing settings. The
resulting rate of ES events is of the order of 100 kHz.
4.3.4 Event reconstruction
Once the different signal types are identified, a set of event properties, such
as their time, position and energy have to be reconstructed.
For an ES event, the timing is closely related to the trigger time of the
event. Its time can be determined very precisely, by exploiting the short and
peaked signal shape. For the time reconstruction of an NS event, one can
not simply rely on the trigger time, since the PoT requirement is mostly only
reached in the tail of the signal. In general, the ES and NS time are therefore
determined in the clustering algorithm and are simply taken as the start time
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of their corresponding cluster.
As the detected signals are primarily related to channels, and thus to
columns or rows of cubes, the position reconstruction is based on combining
information of both horizontal and vertical channels. In the ideal case where
only two horizontal fibres of the same row of cubes and two vertical fibres of
the same column show coincident signals, the result of the cube reconstruc-
tion is simple and unambiguous. When more fibres in either or both direc-
tions contain a time coincident signal, however, there is no single outcome for
the cube position and a more clever reconstruction method is required. The
collaboration has therefore implemented the Maximum-Likelihood Expectation-
Maximisation (ML-EM) method, that selects the most probable outcome based
on an iterative study of the different possible configurations, see reference
[124].
For the energy reconstruction of the signals two main methods were de-
veloped, which are still being evaluated and compared at the time of writing.
Both methods are described in more details in the following section.
4.4 Energy estimator
An important aspect of the signal reconstruction is the estimation of the de-
tected prompt energy. As mentioned in section 2.2, this positron energy is
directly related to the antineutrino energy. A precise sterile neutrino search
thus requires a very good knowledge of the relation between the true positron
energy and that of the detected ES event.
As mentioned above, two methods are implemented for the determination
of the energy in a reconstructed ES object:
• The first method sums the energies of all recorded channels in the ES
event. Its advantage is that it reduces the energy losses in the recon-
struction, but the larger number of involved channels makes it more
complex.
• The second method selects the reconstructed cube with the maximal
detected energy and sums this with the energies in the crown of cubes
around it. This method is more robust, as the reconstruction involves
less channels, but could have a larger bias and a lower energy resolu-
tion.
We should note that the energy reconstruction generally happens in a few
steps. First, the ADC values per channel are converted to the corresponding
number of PAs, using the gain factor. For the second energy estimator, these
per channel values are already combined to get the total number of detected
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photons for the selected cubes. Then, the PA value of the cubes (channels)
for the second (first) estimator is converted to energy using the light yield per
cube (channel), corrected for attenuation and fibre-MPPC coupling, which are
determined from calibration data. For the first energy estimator, the per-fibre
energies are now summed to determine the total reconstructed energy.
In addition to the choice of the estimator, also the use of a lower or higher
threshold in the ES selection has an influence on the reconstructed energy.
By using a lower threshold, for example, the efficiency to select the positron
annihilation gammas significantly increases, which is very helpful to discrim-
inate the IBD signal from background events, as described in chapter 5. The
trade-off is complicated by the increase of thermal noise in the selection with
a low threshold and thus an increased complexity of the signal reconstruc-
tion.
An simulated example of the detected energy spectrum for both presented
estimators is shown in figure 4.4. The two methods are being evaluated at
the time of writing, in terms of the resulting energy resolution, the bias and
the quality of the data/MC comparison. Once these studies are completed,
the effect of the choice of energy estimator on the sensitivity of the SoLid
experiment can be derived.
4.5 IBD selection
As described above, different types of events are selected from the recorded
data: ES, NS and muons. For the detection of IBD signals, only the related
positron and neutron interactions are of interest, which are in principle se-
lected by the ES and NS identification, respectively. However, both ES and
NS selections are also populated by a number of events that have a different
origin and make up the so-called background of the experiment. Additional
selection steps, that help in discriminating the IBD signal from the different
types of background, are therefore required.
The IBD signal selection is based on the event topology, timing and the
reconstructed energies. A full Monte Carlo simulation of the IBD signals and
the main background sources, plus on-site measurements of the background
rates, are used to determine the most powerful discriminators. The applied
IBD event selection methods, with more details on the expected signal prop-
erties and the relevant background components, are given in chapter 5. The
resulting signal selection for a small sample of the current data set will also
be presented there.
We mention this step here to emphasise the actual flow of the analysis, as
this IBD selection is already applied before, and included in, the construction
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Sum of all fibres, 144 ADC
Max cube + crown, 144 ADC
Sum of all fibres, 80 ADC
Max cube + crown, 80 ADC
Figure 4.4: The resulting detected energy spectra for the two energy estimators and
both reconstruction thresholds of 80 and 144 ADC. The spectra reconstructed with
the max cube + crown estimator are shifted to lower energies, due to the smaller num-
ber of reconstructed fibres. The lower threshold retains more signal and therefore
results in a higher reconstructed energy.
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of the migration matrix that is described in the following section.
4.6 Migration matrix
The previous sections of this chapter described the steps between an antineu-
trino interaction in the detector and the set of reconstructed events available
for analysis, summarised in figure 4.5.
Figure 4.5: Summary of the SoLid simulation scheme from the antineutrino inter-
action to the reconstructed events. The true neutrino energy, deposited energy, visi-
ble energy and reconstructed energy are respectively denoted as Etrue, Edep, Evis and
Ereco. The same subscripts are used for the length L. The general processes are given
in the yellow boxes, the blue boxes give the related simulation and reconstruction
codes. The first three steps involve customised Monte Carlo codes for the signal sim-
ulation in the SoLid detector. The last two processing steps in this chain are focussed
on the event reconstruction and are shared by the real and simulated data.
For a statistical comparison of the measured data with the predicted re-
actor antineutrino events, this detector simulation chain has to be applied to
all events produced by the neutrino generator described in chapter 3. Since
the antineutrino prediction depends on the reactor settings as well as on the
oscillation parameters ∆m241 and sin
2(2θ14), many sets of antineutrino events
have to be produced. In addition, the detector simulation chain requires a lot
of computing time and it is thus not feasible to fully process each antineutrino
set.
To address this problem, an object called the migration matrix (MM) or
response matrix is created: a 2D matrix that maps the full detector response.
The migration matrix is thus used to translate events from so-called true space
to reco space, a process that is referred to as folding. This can be expressed as
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a linear relation between the reconstructed events (ri) and true events (tj):
ri = ∑
j
Mij · tj (4.1)
with Mij = P(reco bin = i | true bin = j).
The opposite process of deducing the original distribution (true) from the
detected one (reco) is called unfolding.
A scheme of the MM principle is shown in figure 4.6 and the steps are
detailed in the following paragraphs.
4.6.1 Migration matrix construction
For the construction of the MM, the dedicated RooUnfold-package of ROOT
[125] was implemented in the SoLO code. First, SoLO is used to combine
- event per event - the true IBD simulated position and energy (Ltrue, Etrue)
with the result of the processing of the same event with the full simulation-
reconstruction chain (Lreco, Ereco). For this purpose, the input and output
events are linked one to one throughout the processing chain. The pairs of
true and reco events are then fed to a training algorithm that maps the migra-
tion of the events. We should note that for a realistic detector modelling, a
lot of events are lost in the simulation and reconstruction processes accord-
ing to the limited detection and reconstruction efficiencies of the experiment.
To include these efficiencies, the algorithm keeps track of the missing events
as well. Given a large enough number of input events, a reliable response
model can be made that maps the probability to retrieve certain reconstructed
parameters (Lreco, Ereco) for a given (Ltrue, Etrue). Since the events are repre-
sented by two parameters, we rewrite equation 4.1 to:
rα = ∑
β
Mαβ · tβ (4.2)
with α = (i, j) and β = (k, l)
where indices (i, j) now refer to the ith Lreco and j
th Ereco bin, and (k, l) to the
kth Ltrue and l
th Etrue bin.
We note that the construction and application of the detector response for
folding purposes is rather straightforward. To build the inverse relation for
the unfolding of measured events is, however, more complex. This is mainly
due to the uncertainties and fluctuations on the limited number of detected
events that should not bias or affect the resulting true distributions. Various
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unfolding algorithms exist and the topic still triggers a lot of interesting dis-
cussions between experts. In the remainder of this chapter, we will first of all
use the migration matrix to model the SoLid PhaseI detector response and
will thus focus on the folding results.
Figure 4.6: Schematic representation of the migration matrix principle.
4.6.2 Resulting migration matrix
The migration matrix that results from the training described above is illus-
trated in figure 4.7. Here, the response in terms of length reconstruction and
that in terms of energy reconstruction are separated to facilitate the interpre-
tation.
When considering the length reconstruction, we should first note that the
parameter Ltrue is a three-dimensional parameter, based on the xyz-positions
of both the origin and interaction point of the antineutrino. The reconstructed
variable Lreco, on the other hand, is purely based on the position in the z-
direction, that is given by the plane or module in which the event is detected.
Therefore, a larger range of Ltrue values will correspond to the same Lreco
value.
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Figure 4.7: Resulting migration matrix, trained on the events of reactor cycle 1-2018,
for a reconstruction threshold of 80 ADC and the sum of all fibres energy estima-
tor. The MM is projected in length and energy response separately for visualisation
purposes. The color scale is in arbitrary units.
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In addition, the finite size of the reactor core creates a smearing of the
origin of the neutrinos, which causes an overlap of different Lreco values for
the same the same Ltrue values. Events with Ltrue ≈ 7.4m, for example, have
almost equal chance of being reconstructed in module 2 or module 3. We
therefore also see that some events with Ltrue values below 6.3 and above
8.9 m, which is outside the baseline of the SoLid detector, are also detected.
From the representation of the energy response, in the bottom plot of
figure 4.7, we see two main effects. First a shift in energy of about -1.5 to
−2 MeV is seen, which is expected from the relation Eνe = Ee+ + 1.804 MeV,
deduced in section 2.2. Secondly, the effect of energy smearing is seen as the
broadening of the diagonal. In addition, an effect of energy losses is seen as
the slightly higher population below the diagonal.
4.6.3 Migration matrix performance
To test the performance of the MM, it was trained on the IBD prediction of
one reactor cycle and applied to the prediction of a second cycle. The number
of events generated per reactor cycle is roughly 2.5 to 3.5 million, including
the scaling factor of 100 to smoothen the prediction.
Figure 4.8 shows the original distribution of reconstructed events for re-
actor cycle 3-2018, based on the full simulation chain, compared to the result
of the MM trained on reactor cycle 1-2018 and applied to the same set of
events in true space, i.e. before they are processed with ROsim and the re-
construction and IBD selection algorithms. For visualisation purposes, the
distributions are projected in Lreco and Ereco separately.
The MM reconstruction in Lreco matches the expected distribution within
statistical errors. Even for the lowest statistics bin, the relative difference is
only 3%. The result in Ereco shows some more variations from bin to bin, but
again stays within statistical errors and a 3% difference at maximum over the
full range. We will see in chapter 7 that these differences are well within the
statistical errors of the current data set.
Since the MM in principle only represents the detector and reconstruction
effects, it should not depend on the shape of the input model on which it
is trained. Therefore, the MM performance was also tested by training it on
events generated with a flat energy spectrum and looking at the result of its
application to a standard set of IBD events.
The resulting IBD distributions in reconstructed position and energy are
shown in figure 4.9. A first problem with this MM was that the reconstruction
efficiency - i.e. how many IBD events end up in the reconstruction compared
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Figure 4.8: Performance of the migration matrix, trained on the events of reactor
cycle 1-2018, in terms of the reproduction of the reconstructed distribution in energy
(top) and position (bottom) for IBD simulation events of reactor cycle 3-2018.
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to the number of simulated interaction - was not well reproduced. This results
in a different normalisation of the MM result compared to the original distri-
bution. In figure 4.8, this difference was corrected for by rescaling the MM
distribution to match the normalisation of the original one. For the scaled
distributions, we see that the energy reconstruction is reproduced very well,
but the length reconstruction shows an unexpected outlier of 4% in the first
bin that can not be attributed to a statistical fluctuation.
To retrieve the origin of this issue, additional studies with other inputs
for the MM training were performed. One is based on events generated
with a simplified energy reconstruction model, using a simple shift of 1.8
MeV that represents the loss of the annihilation gammas and a Gaussian
smearing of the energy. Further on, a point-like reactor model was used. This
study shows similar, but more profound problems, as illustrated in figure
4.10. First of all the reconstruction efficiency does not match the expected
one. After scaling, the reconstruction Ereco-shape is reconstructed very well,
but the length distribution is poorly reproduced.
The studies shown here and additional ones that use different reactor
geometries have so far not helped to find a clear solution for the problems
described above. Some results indicate that the model has problems training
on a data set where the Ltrue simulation is too simplistic. Further tests sim-
ulating a finite reactor core with a shifted position will be performed in the
near future, to estimate the effect of position reconstruction uncertainties on
the MM model. In a second step, a different framework for the construction
of the MM, called ReMU [126], will be implemented. This will allow a cross-
check of the generated migration matrices and could help to understand the
unexpected dependence of the MM performance on the input models.
4.7 Summary
To be able to perform a precise oscillation study, we need to understand
all detector effects and how they affect the predicted signal. All steps in
the detector response, from the particle transport and scintillation processes
(SoLidSim, section 4.1) to the electronics performance (ROsim, section 4.2)
are therefore simulated with dedicated Monte Carlo codes. These simulations
are based on, and compared to, experimental data to realistically emulate all
processes in detail.
Both for real and simulated data, the whole detection process shifts, smears
and breaks up the recorded signals. As a consequence, algorithms that con-
serve as much information as possible and correctly reconstruct the events
of interest need to be applied. We have seen that for the SoLid experiment,
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Figure 4.9: Performance of the migration matrix when trained on a flat energy spec-
trum, in terms of the reconstructed energy (top) and position (bottom).
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Figure 4.10: Performance of the migration matrix when trained on events with a sim-
plified energy reconstruction, in terms of the reconstructed energy (top) and position
(bottom).
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these algorithms are implemented in the Saffron2 code. The four main recon-
struction steps - selection, clustering, identification and reconstruction - were
briefly described in section 4.3. In section 4.4, the importance of the choice of
energy estimator in the reconstruction process was discussed.
To highlight the actual sequence of steps, we have already briefly ad-
dressed the next step of the data processing chain in section 4.5, which is
the IBD signal selection. An in depth discussion on the selection methods is
reserved for the following chapter.
Finally, section 4.6 of this chapter gave a description of the migration
matrix, an object that is designed to map all relevant detector, reconstruction
and selection effects at once, thereby simplifying the translation of the signal
prediction from a model in true space to an expected signal in reco space.

Signal selection 5
As was briefly mentioned in the previous chapter, the event reconstruction
is followed by the process of signal selection, where the reconstructed event
parameters are exploited to discriminate an IBD signal from the different
types of experimental background.
We will first describe the properties expected for the IBD events, based on
the study of Monte Carlo simulations and define the most useful parameters
for their selection. Next, the background conditions of the SoLid experiment
will be discussed. The two main sources of correlated background, induced
by natural radioactivity and fast neutrons from atmospheric radiation, will
be treated in more detail.
Using the knowledge of the signal and background properties and the
general data taking conditions, a set of selection criteria or cuts can be de-
fined to reduce the contribution of background noise as much as possible. Of
course, these selection criteria also have a significant impact on the signal and
it is thus a question of finding the optimal set of cuts to obtain the highest
possible IBD detection efficiency and signal-to-background ratio.
Finally, the resulting IBD signal selection for the current data set will be
presented.
5.1 The IBD signal
We first investigate the signature of IBD events in the SoLid detector. As
mentioned before, an IBD event produces a positron and neutron as reaction
products. The positron promptly interacts in the PVT scintillator, the neu-
tron first thermalises and is then captured on 6Li. From the reconstruction
processes, described in the previous chapter, we expect to detect the positron
and neutron as an ES and NS event, respectively, with a well-determined time
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coincidence defined by the neutron capture time. The Saffron2 code is there-
fore programmed to form a set of associated ES-NS events at the end of the
reconstruction chain. The starting point for the IBD signal selection is thus
a file with a list of reconstructed ES-NS coincidences and their reconstructed
variables.
These reconstructed variables include the detection time t and the x-, y-
and z-position for both ES and NS events, as well as the reconstructed energy
Ereco- based on multiple estimators - of the ES events. Often more interesting
for the identification of IBD events, however, are the differences between the
ES and NS event for some of these parameters. In general, the difference for
parameter u is defined as:
∆u = uNS − uES. (5.1)
Following this definition, the variables ∆t, ∆x, ∆y, ∆z and
∆r =
√
∆x2 + ∆y2 + ∆z2 are constructed. Figures 5.1 to 5.4 show the simu-
lated distributions for the main reconstructed variables of IBD events, based
on the prediction for reactor cycle 3-2018 processed with the full detector and
read-out simulation and the Saffron2 reconstruction code.
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Figure 5.1: The expected ∆t distribution of IBD events, based on the full simulation
of the prediction for reactor cycle 3-2018. The distribution is fitted with a double ex-
ponential function to take into account two types of neutron captures. The resulting
time constants are τ1 = 63.9± 0.1µs and τ2 = 12.3± 0.2µs.
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Given the definition ∆t = tNS − tES, we expect a positive ∆t distribution
for IBD events, as the neutron is delayed with respect to the positron. From
figure 5.1 we see that the ∆t distribution can be fitted with a sum of two expo-
nentials. The two exponentials in the fit represent two capture processes: one
with a larger time constant (τ1 = 63.9± 0.1µs) for thermal neutron capture,
which is the more common process, and a shorter one (τ2 = 12.3± 0.2µs) that
represents the less frequent capture of non-thermal neutrons. With a result-
ing typical ∆t value of about 60 µs, we see that only 8.5% of the expected IBD
events has a value ∆t > 150 µs.
In figure 5.2, the typical reconstructed distances between the ES and NS
events of an IBD interaction are shown. We note that the position of the ES
event is determined by that cube of the event that shows the highest recon-
structed energy. Each of the three distributions has a spread of about three
cubes at maximum and the ∆x and ∆y distributions are centred around zero.
The ES and NS events are thus also clearly correlated in space, an aspect
that can be exploited thanks to the high granularity of the SoLid detector. In
addition, the ∆z-distribution is boosted towards positive values, indicating
that the neutron is likely to keep some momentum in the direction of the
incoming antineutrino. As mentioned above, an additional variable, ∆r, that
combines the three position dimensions can be constructed. By definition, ∆r
has to be positive and can only take certain values. The expected distribution
is shown in figure 5.3.
As discussed in section 4.4, two energy reconstruction methods were de-
veloped; the sum of all fibres and max cube + crown estimators. Both meth-
ods have advantages and disadvantages. In addition, two possible threshold
settings for the ES selection are being evaluated, that also affect the recon-
structed energy. For completeness, the expected energy distributions for the
two types of estimators and both thresholds are shown again in figure 5.4. For
each of the four illustrated options, the reconstructed ES energy distribution
peaks around 2 MeV and becomes very small above 7.5 MeV. The different es-
timators and thresholds mainly influence the distributions at energies below
1.5 MeV, as lowering the threshold or using more fibre information typically
increases the contribution of low-energetic signals.
Given this knowledge of the expected IBD signal timing, topology and
prompt energy depositions, we now take a look at the main background
components for the SoLid experiment and determine how they can be dis-
criminated from the signal.
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Figure 5.2: The expected ∆x, ∆y and ∆z distributions for reconstructed variables of
simulated IBD events, based on the full simulation of the prediction for reactor cycle
3-2018.
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Figure 5.3: The expected ∆r distribution of IBD events, based on the full simulation
of the prediction for reactor cycle 3-2018.














Sum of all fibres, 144 ADC
Max cube + crown, 144 ADC
Sum of all fibres, 80 ADC
Max cube + crown, 80 ADC
Figure 5.4: The expected Ereco distribution of IBD events, based on the full simulation
of the prediction for reactor cycle 3-2018. The result of both energy estimators and
for two reconstruction thresholds are shown.
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5.2 Backgrounds
Given its location near a nuclear reactor, the SoLid detector site sees a lot of
reactor induced backgrounds, such as gamma rays and environmental neu-
trons. Apart from that, since the detector site has very low overburden (∼10
m.w.e.), the experiment is also sensitive to cosmic and atmospheric back-
grounds. In general, SoLid’s neutron-based trigger system causes the domi-
nant backgrounds to be either induced by neutrons created in processes other
than IBDs or by processes that excite the ZnS(Ag) scintillator and as such
mimic a neutron capture signal.
We can discriminate two main categories in the background contributions:
the correlated backgrounds and the uncorrelated or accidental ones.
5.2.1 Accidental background
The accidental background is mainly caused by the random coincidence of a
gamma ray and an environmental neutron interacting in the detector.
As a part of the work for this thesis, I have studied the gamma ray contri-
bution for the SoLid experiment by performing in situ measurements with a
Ge-detector. An example of the recorded gamma spectrum is shown in figure
5.5. Some clear gamma peaks for 40K and 214Bi are seen, which are naturally
present in (the BR2) building materials. The more intense peaks, however,
come from reactor induced elements and thus have a rate that depends on
the reactor power. There are two strong gamma lines from 60Co, which is
a reactor fission product, and a dominant line at 1294 keV from 41Ar that is
created by the capture of reactor neutrons on the natural 40Ar in the air. Be-
cause it is an airborne element, the detected rate of 41Ar depends a lot on
environmental conditions such as the pressure in and the ventilation of the
reactor building.
To reduce the reactor gamma background, the SoLid collaboration has
built a water wall and HDPE ceiling to create a 50 cm thick layer of detector
shielding. In addition, a small NaI-detector was installed inside the PhaseI
container to monitor variations in the gamma background rate.
For the detected accidental coincidences, the ES and NS candidate do not
originate from the same physical event and they thus create random configu-
rations in terms of detected topology. As a consequence, the resulting ∆x, ∆y
and ∆z parameter distributions for those accidental events are expected to be
relatively broad. Topological cuts that make use of the high granularity of
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the SoLid detector can therefore largely reduce the contribution of accidental
events in the signal selection. The time difference between accidental ES and
NS candidates is usually much larger than that of correlated events, and their
∆t-distribution can be considered uniform over the relevant range. Since the
NS events are not necessarily delayed with respect to the ES event, the coin-
cidences in the dataset with negative ∆t can be used to estimate and subtract
the remaining accidental background contribution.


















Figure 5.5: The gamma background spectrum measured with a Ge-detector at the
position of the SoLid experiment in the BR2 reactor hall. Some of the characteristic
gamma lines are labeled with the element they originate from.
5.2.2 Correlated background
The second category of background processes includes those that do exhibit
a clear time correlation between the reconstructed NS time and preceding ES
event and are therefore called correlated. For the SoLid experiment, two main
correlated background sources can be identified: fast neutrons and intrinsic
radioactivity of the detector materials.
Fast neutrons
One of the largest background contributions for the SoLid experiment comes
from fast neutrons, which either come from atmospheric showers or from the
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cosmic muon induced spallation of nuclei in the materials surrounding the
detector. The fast neutrons can penetrate the shielding and enter the active
detector material where they create recoils on hydrogen atoms, as sketched in
figure 5.6. These proton recoils cause a scintillation of the PVT and mimic the
prompt ES signal; the neutrons themselves are moderated and then detected
as the delayed NS. Given the typical time difference between the prompt and
delayed signal for fast neutron recoils of ∼70 µs, it is clear why this corre-
lated background is hard to discriminate from the IBD processes that have
an ES-NS time difference of ∼60 µs. The slight difference between these ∆t
values found for fast neutrons and IBD neutrons is attributed to the generally
higher energy of the atmospheric neutrons, that is assumed to increase their
thermalisation time.
A first way to reduce the impact of the fast neutron contamination is to
reject events close to a muon event, as these are often the precursor of a fast
neutron event. For each coincidence, the temporal proximity of the NS to
the last detected muon can be determined. If the time difference between the
two is too small (< O(200 µs)), the coincidence can be excluded; a selection
that is referred to as the muon veto. Another way to suppress this background
is by looking at the NS and ES signal multiplicities. These multiplicities are
usually higher for a fast neutron event than for an IBD interaction, since
multiple neutrons can be produced in a spallation process and the energetic
proton recoils are often recorded as several ES signals.
As the fast neutron background is independent of the reactor operation,
its rate and properties are determined from reactor-OFF data. For a good
understanding of both atmospheric and cosmic fast neutrons, detailed MC
models were developed, based on respectively the Gordon and CRY genera-
tors (cf. section 4.1).
Intrinsic radioactivity
Another important experimental background is an internal one, related to the
contamination of the neutron detection screens with elements from the 238U
radioactive decay series, shown in figure 5.7. This series contains the decay
from 214Bi to 214Po to 210Pb, inducing the subsequent emission of a β- and α-
particle. The β-particle escapes the neutron detection screen and annihilates
in the PVT scintillator, giving an ES signature. The emitted α has enough
energy to excite the ZnS(Ag) and, like neutrons captured on 6Li, induces an
NS scintillation signal. This background process is referred to as BiPo and is
illustrated in figure 5.8. With a β-energy around 3 MeV and half-life for 214Po
of 164 µs, the prompt energy and time-correlation of a BiPo process are in the






Figure 5.6: Sketch of muon induced spallation in material surrounding the detec-
tor and the resulting fast neutron that first recoils on hydrogen and is afterwards
captured in 6Li in the detector.
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A similar process is caused by the airborne isotope 222Rn, that is part of
the same decay chain and can thus produce several α and β-particles. There-
fore, a dedicated Rn-detector was installed inside the SoLid container, to con-
stantly monitor the amount of 222Rn.
From a detailed simulation of the BiPo process, it was seen that the use of
the event’s cube and fibre topology information can be used to discriminate
BiPo from IBD events. In addition, some dedicated cuts for the reduction of
this background were developed, such as the BiPonisher and energy balance
cuts. The BiPonisher cut is a pulse shape discrimination method that is based
on a difference in the ZnS signal for the IBD and BiPo processes, that is driven
by the energy of the detected α-particle. From the 6Li break-up in the IBD
process, the α is released together with a 3He sharing only 4.78 MeV, while the
α-particle resulting from 214Po decay typically carries about 7.69 MeV. This
translates to a difference in the NS waveform integral, as shown in figure 5.9,
where calibration data taken with an AmBe neutron source is compared to a
BiPo selection from reactor-OFF data. By taking the ratio of a short window
integral of [0 - 7.5] µs, to the integral over a long window of [0 - 87.5] µs, an
optimal separation of the two types of events is obtained.
The energy balance cut makes use of the ratio of the reconstructed ener-
gies in the detector cube that shows the largest energy deposit (ES1) and the
cube with the second largest deposited energy (ES2) in the prompt ES signal.
In the case of an IBD event, the energy deposit in the second cube will of-
ten originate from one of the 511 keV annihilation γ’s. For a BiPo event, the
second cube is very likely related to a γ-signal too, as in more than 80% of
the cases the decay of 214Bi results in an excited state of 214Po that de-excites
with the emission of one or more γ’s. Because the most populated excited
states of 214Po have energies more than 1 MeV above the ground state, most
emitted γ’s will have larger energies than an annihilation γ and the ES2/ES1
balance will be larger for the BiPo background than for the IBD signal, as
illustrated in figure 5.10. A cut on this variable can significantly reduce the
BiPo background, while retaining most of the IBD events.
At the time of writing, an additional method for BiPo discrimination,
based on image recognition with a Convolution Neural Network, is under
development. The method was baptised ”BiPonator” and its first results
promise an improvement of the α-neutron discrimination power with a factor
2.5, compared to the BiPonisher algorithm [129].
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Figure 5.7: The 238U/232Th radioactive decay chain. The 214Bi β-decay is highlighted
in red and the 214Po α-decay in blue. Adapted from [127].
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β-
!
Figure 5.8: Sketch of the Bi-Po background principle. The β-particle from the 214Bi-
decay annihilates in the PVT cube, while the α-particle from the 214Po decay is ener-
getic enough to excite the ZnS scintillator.CHAPITRE 5. ANALYSE NEUTRINO "PRÉLIMINAIRE"
Figure 5.11 – Gauche : distribution du IonA pour des NS provenant des prises de données réacteur
Off de juillet 2018 (orange) et des prises de données de calibration de septembre 2018 en source
AmBe. Droite : forme moyenne des signaux NS pour les deux échantillons.
à 100µs afin d’améliorer la pureté.
Ces deux sélections sont pures à 99,9 %. En étudiant le signal moyen (voir figure 5.11),
nous pouvons observer que le signal venant de l’alpha du 214Po possède une amplitude
supérieure et un temps de décroissance plus court. La différence d’amplitude s’explique
par la différence d’énergie entre les deux processus : 7,8 MeV pour les alphas du 214Po
contre 4,8 MeV pour la réaction de cassure du 6Li. La différence de temps de scintillation
est quant à elle reliée à la différence de densité moyenne d’ionisation. Cette propriété peut
être utilisée pour améliorer notre discrimination, spécialement vis à vis de la cascade BiPo.
Nous avons donc construit une variable basée sur le rapport de deux intégrales prises sur
le signal NS, que nous nommerons par la suite BiPonisher3.
Afin d’optimiser les deux portes d’intégrations utilisées, nous avons extrait 50 000 si-
gnaux pour les deux sélections évoquées précédemment. Les deux fenêtres ont été optimi-
sées de manière à séparer le plus proprement possible les deux lots de données. Finalement,
la variable BiPonisher est définie comme le rapport d’une porte longue [0 - 87,5]µs sur
une porte courte [0 - 7,5]µs. Pour qualifier cette séparation, nous mesurons l’aire sous
la courbe de réponse (ROC curve) représentant la perte d’efficacité neutron en fonction
de la proportion d’alphas rejetés. La distribution ainsi que la courbe de réponse obtenue
sont présentées sur la figure 5.12. Nous verrons que pour l’analyse IBD, nous appliquerons
une coupure BiPonisher> 1, 45 permettant de réduire la contamination alpha de 75 % en
sacrifiant 15 % des neutrons. Cette variable sera également utilisée pour vérifier la pureté
neutron ou alpha des échantillons sélectionnés.
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Figure 5.12 – Gauche : distribution de la variable BiPonisher pour des données AmBe et des
événements issus d’une sélection BiPo. Centre : efficacité neutron relative en fonction de la pro-
portion d’alphas rejetée en rejetant les NS ayant un BiPonisher inférieur à une certaine valeur.
Droite : évolution de l’efficacité relative pour les neutrons et les alphas en fonction de la coupure
BiPonisher appliquée.
5.3 Bruit de fond atmosphérique
5.3.1 Sélection des événements atmosphériques
Le rayonnement cosmique est la source principale de bruit de fond pour les expériences
neutrino auprès des réacteurs. Cela est d’autant plus vrai pour les expériences à très
courte distance qui ne disposent pas d’un blindage naturel conséquent. La contamination
principale provient des neutrons produits par spallation d’un muon sur un noyau de l’at-
mosphère ou sur des matériaux proches du détecteur. Le neutron peut acquérir des énergies
très importantes au cours ce processus. Comme tout neutron rapide, il peut induire un
ou plusieurs protons de recul dans le PVT, imitant ainsi le signal positron, avant d’être
suffisamment ralenti pour être capturé par une feuille de LiF:ZnS engendrant un signal NS
retardé. Pour que les protons de recul puissent être observés, il faut que leur énergie soit
importante, de l’ordre de plusieurs MeV. De ce fait, les événements protons de recul dé-
tectables sont produits quand le neutron possède une énergie supérieure à plusieurs MeV.
Ainsi même dans le cas d’une chaine de protons de recul, nous n’attendons pas un écart
en temps important entre ces événements ES. En revanche, le temps entre les événements
ES, issus de protons de recul et la capture, est gouverné par le temps de capture typique
d’un neutron dans le détecteur, et suivra donc la même distribution exponentielle que la
capture d’un neutron IBD.





∆t ∈ [0 : 200]µs
∆R ∈ [1 : 5]
Epromp ∈ [4 : 20]MeV
La coupure en temps est adaptée au ∆t attendu pour le temps de capture des neu-
trons dans le détecteur. Bien que les événements neutrons rapides atmosphériques puissent
produire des événements avec des écarts en position ES-NS supérieurs à 5 cubes, nous
restreignons notre sélection à un volume proche de celui de l’IBD. La coupure en énergie
à 4 MeV permet finalement de rejeter la quasi totalité des événements BiPo.
133
Figure 5.9: Illustration of the BiPo isher m thod. Left: The averaged NS waveform
shape from neutron induc d scintillatio ignals, based on a pure AmBe source sam-
le, and the aver ge waveform from NS signals induce directly by an α, from a pure
BiPo selection. Right: The AmBe and BiPo set are reasonably separated in terms of
the BiPonisher parameter, which is calculated as the ratio of a short time window
integral over a long time window integral.
5.3. DATA QUALITY 111
ES1 and ES2 Comparison
● The ES1 Cube is the highest prompt energy cube, and the ES2 cube is the second 
highest prompt energy cube.












Figure 5.10: Illustration of the energy balance between the highest (ES1) and sec-
ond highest (ES2) detected energy per cube. For simulated BiPo events (left) and
simulated IBD events (right). [128]
5.2.3 General properties
In general, the background component for the SoLid experiment can be eval-
uated using physics data taken during reactor-OFF periods. From these peri-
ods the total background rate (as a function of the environmental conditions)
and the parameter distributions of the background-induced coincidences can
be determined. A qualitative comparison between the background parame-
ter distributions and those of simulated IBD events is shown in figures 5.11
and 5.12. We note that these figures show the probability distributions for
each parameter and not the absolute rates of the background versus signal
events. In reality, the total background rate before application of signal selec-
tion cuts is much higher (∼100 times) than the signal rate. It is mostly driven
by the BiPo event rate, that is most clearly visible in the Ereco distribution
with a large fraction of the ES events below 3 MeV which can be linked to the
β-particle emitted in the 214Bi decay.
5.3 Data quality
The full SoLid PhaseI detector has continuously been taking reactor-ON and
-OFF data since April 2018 up to June 2020, apart from the calibration mea-
surements and some short shutdowns for small interventions. A summary of
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Figure 5.11: The ∆x, ∆y and ∆z background distributions for events with an energy
between 0 and 10 MeV based on 10 days of reactor-OFF data (black) compared to the
predicted distributions for IBD events (blue).
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Figure 5.12: The ∆r, ∆t and Ereco background distributions for events with an energy
between 0 and 10 MeV based on 10 days of reactor-OFF data (black) compared to the
predicted distributions for IBD events (blue).
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the reactor-ON periods during which the SoLid detector took quality physics
data is given in table 5.1. In total, the PhaseI detector recorded 373 days of
physics data. A small part of this data will be rejected in the final analysis,
e.g. in case unstable environmental or data taking conditions were noted.
Table 5.1: Reactor-ON periods during which the SoLid
PhaseI detector took physics data. The reactor power
for each period is also given.
Reactor-ON period Nr. of days Pth[MWth]
12/06/18 - 10/07/18 28 60
21/08/18 - 11/09/18 21 58
02/10/18 - 23/10/18 21 56
13/11/18 - 11/12/18 28 58
06/02/19 - 05/03/19 27 45
26/03/19 - 30/04/19 35 53
02/07/19 - 06/08/19 35 48
17/09/20 - 22/10/19 35 54
05/11/19 - 03/12/19 28 58
09/01/20 - 07/02/20 29 60
03/03/20 - 31/03/20 28 58
17/04/20 - 18/05/20 31 56
10/06/20 - 07/07/20 27 56
Total 373 < 55 >
During the full operation time, detector running was monitored via a ded-
icated web application, called the SoLid Data Quality Monitor (SDQM). It runs
on Python-based scripts and automatically processes a small part of each run
with the Saffron2 reconstruction code. The resulting measurements of the de-
tector are read out periodically, together with the NaI- and Rn-detectors and
a number of in-situ environmental sensors that register the pressure, temper-
ature and humidity outside and inside the SoLid container [76]. An example
of these trending plots, viewable via the SDQM web application is shown in
figure 5.13. The NS rate does not depend on the reactor operation, as it is
dominated by the airborne radon background with which it shows a strong
correlation. The threshold trigger rate, that selects coincident signals above
20 PA (see section 4.3.1), does show a small difference between reactor-ON
and -OFF transitions, which is driven by the change in gamma-background,
as seen from the correlation with the NaI-detector measurements.
A significant contribution to the threshold trigger rate comes from cos-
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mic muons crossing the detector. As these muons can be reconstructed with
high precision, they have proven to be very useful for the verification of the
data taking stability over time. Firstly, the known linear relation between the
muon rate and the atmospheric pressure was nicely retrieved from the recon-
structed data, as shown in figure 5.14. In addition, the energy scale stability
of the detector was tested by exploiting the relation of deposited energy per
path length (dE/dx) of the reconstructed muon tracks and its variation over
time. From figure 5.15 we see that the relative energy scale variations stay
below 2%, despite larger variations in environmental conditions, such as the
humidity.
The rates obtained from the monitoring database are shown in Fig. 18. The NS trigger rate
stays stable irrespective to the reactor operation. Once the muons contamination has been re-
moved, the NS rate is around 18 Hz and is strongly correlated to the airborne radon concentration
which is monitored by a Rn detector (see section 2). The transition between the reactor ON and
OFF periods can only be seen by the relatively small change in the threshold trigger rate, which
is strongl correlated to the gamma rate measured by the NaI detector.
Figure 18: (Top) Long term trends of the NS rate after muons contamination removal (blue) and the
airbone radon detector rate (orange). (Bottom) Long term trends of the threshold trigger rate (blue) and
the NaI detector rate (orange). Reactor ON periods are displayed by vertical grey bands.
The SoLid detector segmentation provides a powerful tool for identifying cosmic muons
crossing the detector. Muons deposit their energy in a large number of cells along their path.
Their o￿ine reconstruction thus relies on a spatial clustering that groups all signals from neigh-
bouring ￿bres, an energy requirement to reject low energetic secondary signals, and ￿nally, a
requirement on the ￿bre multiplicity. An example of a reconstructed muon track inside the de-
tector is displayed in Fig. 19.
The reconstructed muon rate, which is about 250 Hz, can be used as a standard observable,
providing uniformity maps of the detector response and an e￿ective tool to control the stability
over time. As expected, we observe a linear relationship between the muon rate and the atmo-
spheric pressure (see Fig. 20). The tracking algorithm also computes the muon path length in each
cell by ￿tting the dE￿dx distributions. It is then possible to continuously monitor the stability of





Figure 5.13: Example of the data rates measured with the Phase I detector from Oc-
tober to December 2018. Top: The NS rate after application of a muon veto (blue)
and the airborne radon rate measured with the dedicated Rn-detector (orange). Bot-
tom: Trend of the threshold trigger rate (blue), showing a small change between a
reactor-ON and -OFF period. The rate is strongly correlated with the gamma-rate
measured by the NaI-detector. [78]
5.4 Inverse Beta Decay event selection
As described above, the main backgr unds for the SoLid experiment are fast
neutrons from atmospheric origin and radioactivity in the form of BiPo con-
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Figure 5.14: The rate of reconstructed muons versus the atmospheric pressure, mea-
sured over 9 days of reactor-ON and 14 days of reactor-OFF data. The data shows a
strong linear correlation. Thanks to G. Vandierendonck.
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Figure 5.15: Evolution of the relative energy scale determined from the muon data,
corrected for gain and baseline variations, and averaged over all detector channels.
The error bars on the points represent the statistical uncertainty, the blue band is a
measure for the distribution over the different channels. [78]
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tamination of the neutron detection screens and airborne radon decays. To
select a pure sample of antineutrino induced IBD events with an efficient set
of selection methods, the SoLid collaboration is developing a range of tech-
niques and determining the most efficiently discriminating parameters. In
this thesis, we will briefly describe three IBD selection analyses that are cur-
rently implemented: a classical cut based selection, developed at the CAEN
institute, and two codes using machine learning algorithms for the optimi-
sation of the selection, one of which was developed at Imperial College, the
other at Subatech. At the time of writing, a fourth IBD analysis is being
developed by the group in Clermont-Ferrand.
5.4.1 Cut based
A cut based selection applies sequential, rectangular cuts on the given event
parameters. The optimal set of cuts that is currently implemented includes
topological and temporal coincidence requirements for the ES and NS event:
• −2 ≤ ∆x ≤ 2,
• −1 ≤ ∆y ≤ 2,
• −1 ≤ ∆z ≤ 3,
• 0 ≤ ∆r ≤ 3.4,
• 0.5 ≤ ∆t ≤130 µs,
all of which are very helpful for the reduction of non-correlated backgrounds.
In addition, a lower limit on the ES energy1 is set to reduce electronics noise
and light leak effects, and a higher limit is set to exclude high energetic par-
ticles such as (clipping) muons;
• 2.5 ≤ Ereco ≤7 MeV.
Further on, a few cuts to reduce the dominant backgrounds - BiPo and fast
neutrons - are added:
• an energy balance cut: ES2/ES1 ≤ 0.37,
• a BiPonisher cut: BiPonisher > 1.495,
• an ES volume (= ∆x× ∆y× ∆z) cut: volES < 297.
A BiPonator cut might be added or could replace the BiPonisher one in the
near future. Two possible time-coincidence vetos, that were described above,
but are currently not implemented are:
1We note that for each of the analyses that are presented in this chapter, it was chosen to
use the sum of all fibres energy estimator for the ES signal reconstruction.
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• a muon veto, excluding all events recorded in a certain time span after
a muon signal,
• a NS multiplicity veto, excluding all NS events recorded within a short
time from each other.
Both vetos could help to reduce the fast neutron background, but in the cur-
rent implementation of the event reconstruction they create a too large loss
of data because of the dead-time they introduce.
The signal selection with these rectangular cuts results in an estimated
IBD selection efficiency of ∼ 10% and a remaining signal-to-background ratio
of 0.06. As the high amount of remaining background events introduces
a large statistical uncertainty that will reduce the experimental sensitivity,
other, more advanced IBD selection methods were developed.
5.4.2 Multivariate analysis techniques
Two machine learning codes for the IBD selection, based on multivariate anal-
yses (MVA) techniques, were developed to explore the use of annihilation
gamma reconstruction information, with the goal of increasing the signal se-
lection and background rejection efficiencies. Since the annihilation gammas
result in low-energy signals, the data selection with the lower threshold of 80
ADC is used for these studies. In addition, a set of gamma reconstruction
variables was introduced, which we will describe first, before treating the
MVA codes.
Annihilation gamma variables
The annihilation gamma reconstruction is based on the selection of energy
deposits that are not in the direct vicinity of the cube with the maximal de-
tected energy. It is assumed here that the cube where the positron deposits
most of its energy is also the cube where it annihilates. The cubes touching
this “annihilation cube” (AC) can share some of the positron energy and are
therefore directly excluded from the gamma reconstruction. These cubes are
said to lie in the envelope around the annihilation cube, see figure 5.16. Be-
cause the annihilation gammas travel over a distance of about 10 cm, they will
anyhow mostly be detected outside this envelope.
An important feature of the annihilation gammas is that they are expected
to travel back-to-back. The gamma reconstruction algorithm uses this feature
by first tagging the highest energy deposit outside the envelope as (the centre
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of) the first annihilation gamma (Cγ1), and then searching for the second an-
nihilation gamma in the other detector hemisphere. This is done by scanning
over all other cubes with reconstructed energy deposits (C′) and calculating
the cosine of the angle between the vectors |AC → Cγ1| and |AC → C′|. The
cubes that give a positive cosine value are added to the first gamma cluster,
those having a negative cosine value build up the second annihilation gamma
cluster. This procedure is illustrated in figure 5.16.
Depending on the topology of the detected ES-NS coincidences, 0, 1 or
2 associated annihilation gammas can be reconstructed. The machine learn-
ing codes described below will therefore train on each of these three cases,
profiting from more input variables for the cases with a larger number of
reconstructed gammas.
Two of these annihilation gamma variables that look promising for signal-
versus-background discrimination (for events with two reconstructed gam-
mas) are illustrated in figure 5.17. These are the energies of the reconstructed
gammas and the spatial separation between the two gammas, which is de-
fined as the cosine of the angle between |AC → Cγ1| and |AC → Cγ2|.
MVA method 1: uBDT code
The uBDT method is a machine learning technique, based on the uBoost pack-
age [130] of the hep ml Python library [131], which is dedicated to machine
learning methods used in high energy physics. In general, this technique
generates a multi-dimensional space in which cuts on the input variables are
formed for an optimal classification of the signal versus the background. The
learning method for the cut optimisation is one based on Boosted Decision
Trees (BDT). The u in uBDT/uBoost stands for uniform, as this method is
specifically designed to retain a uniform selection efficiency in one or multi-
ple physics variables, while optimising the signal and background discrimi-
nation. In the case of the IBD analysis, this is especially useful for the recon-
structed z-position and energy variables, as a non-uniform selection in terms
of Lreco(∼ z) and Ereco would greatly complicate the neutrino oscillation anal-
ysis that depends on the ratio L/E. The code and analysis for this method
were developed at Imperial College.
MVA method 2: neural network code
The second code is written in C++ and uses the TMVA-package [132] of the
ROOT framework. TMVA stands for Toolkit for MultiVariate Analysis and
it provides a machine learning environment for the implementation of mul-
tivariate classification techniques. The selected type of classification method
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– There is at least one cube associated to the second EM cluster =) this183
topological configuration corresponds to 2 reconstructed annihilation  , namely184
Topology2 (only AC in the envelope), Topology6 (AC + 1 cube) and Topology9185
(AC + >1 cube).186
The set of topological configurations is gathered in the Table 1. The Figure 2 aims at187
displaying the logical steps to reach the most complicated topology.188
Figure 2: An example of building the most involved Topo9. It has additional cubes in the
envelope and both annihilation  . Hence, each step of the algorithm is used there.
Envelope condition 0  1  2  2 *
Only AC Topo1 Topo5 Topo2
AC + 1 cube Topo8 Topo7 Topo6 Topo7c
AC + >1 cube Topo11 Topo10 Topo9 Topo10c
Table 1: Topologies definition
As already mentioned, this analysis work focuses on the 2  topologies. By default, the189
selected topologies are 2, 6 and 9. The simulation indicates however that very few IBD190
candidates are falling in the latter topology and it can be safely neglected. Nonetheless,191
in order to address comprehensively the 2  topologies, Topo7 and Topo10 have been192
further studied to isolate events which can contain 2  energy deposits. This results in the193
definition of two additional, referred to as topologies 7c and 10c in the following.194
In this case, we are searching for the second EM cluster inside the envelope. Geant4195
information is here again used to drive the selection.196
The simulated events are analysed in terms of the distance from the AC to   candidate197
cube and the cosine of the angle between the vectors (AC ! EM1 Barycenter) and (AC198
6
Figure 5.16: The annihilation gamma reconstruction procedure for an event with
two detected nnihilation gammas. The algorithm searches for the most energetic
cube (dark blue) outside the envelope around the reconstructed positron cube (red)
that is denoted here as the annihilation cube (AC). This cube is associated with a
first annihilation gamma. Energy deposits in cubes in the other detector hemisphere
(green) are associated with the second annihilation gamma. [124]
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Figure 5.17: Two promising annihilation gamma variables for background discrimi-
nation: the reconstructed gamma energies, illustrated using the energy of the second
selected gamma, (top) and the cosine of the angle between the two gamma-vectors
(bottom).
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for the IBD analysis is the MLP one, which stands for Multi Layer Perceptron
and is an implementation of a neural network. In general, a neural network
(NN) can be considered to perform a mapping from a multidimensional space
of input variables onto a one-dimensional space of output variables. This
mapping is based on associations that the NN has developed from an ex-
ample set of inputs and outputs, similar to the learning process in a human
brain. The code and analysis for this method were developed at Subatech.
Execution and performance of both MVA analyses
The execution of both MVA analyses is very similar and can be summarised
as follows:
1. Two training data sets are loaded: a background sample is created from
reactor-OFF data and a signal sample from MC generated IBDs.
2. The pre-selection that is listed in table 5.2 is applied to both datasets.
3. These samples are fed to the uBDT/NN classifier, which will do the
training, based on predefined functions of the uBoost/TMVA package.
4. The training is performed over three so-called categories, correspond-
ing to 0γ, 1γ and 2γ events. Additional input variables related to the
reconstructed gammas are each time added to the training for the 1γ
and 2γ categories.
5. The output of the training gives a new variable, that we can use to
discriminate the signal from the background, as shown in figures 5.18
and 5.19 for the uBDT and NN codes, respectively.
We note that the reconstructed position and energy variables, Lreco (equiv-
alent to zreco) and Ereco, are not used as a training variable for both codes. In
the uBDT code, they are treated as separate input parameters for which a
uniform selection efficiency is required. A check of this uniformity is shown
in figure 5.20.
The choice of the best ML discriminator cut is driven by the Figure of Merit
(FoM) that one wants to impose. For both analyses, it was opted to use the
value S/
√
(S + B) as the FoM that is to be maximised.
Using these machine learning codes reduces the background contamina-
tion with a factor 3 for the same IBD efficiency of ∼10%, as illustrated in
figure 5.21.
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Figure 5.18: Performance of the uBDT principle: the ML discriminator shows a
clear separation between the IBD signal (blue) and the background determined from
reactor-OFF data (orange) in each of the three categories of the number of recon-
structed gammas.











































Figure 5.19: Performance of the NN principle: the ML discriminator shows a clear
separation between the IBD signal (blue) and the background determined from
reactor-OFF data (black) in each of the three categories of the number of recon-
structed gammas.
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Figure 5.20: Uniformity f the uBDT selection efficiency in reconstructed E and L.
Table 5.2: Preselection cuts ap-
plied to the training data sets
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Figure 5.21: Comparison of the IBD selection efficiency versus background-to-signal
ratio for the three presented IBD selection methods. Adapted from [133].
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5.4.3 Background subtraction
Once all cuts are applied, the resulting data set contains a certain amount
of IBD events and a remaining contribution from background events, that
occupy the allowed parameter space. To be able to deduce the final signal
excess, the remaining background distributions first need to be determined
with precision and then subtracted. Based on the knowledge of the various
components in the recorded data, we make the following six selections:
• Ssignal and Asignal : the signal selections.
Ssignal includes all events that are within the allowed parameter space
after the IBD event selection. This selection will thus contain the IBD
signal, but also the remaining background events.
Asignal is a selection based on the same parameter cuts, but with nega-
tive ∆t values. It represents the accidental background component that,
since it is approximately flat over the relevant ∆t values, can be directly
extrapolated and subtracted from the Ssignal window. We will denote
the remaining correlated events as Csignal = Ssignal − xS Asignal , where xS
is a scaling factor that takes into account a possible difference in the
width of the accidental ∆t window and that of the signal ∆t window .
• SBiPo and ABiPo: the BiPo selections.
SBiPo is a selection of pure BiPo events, made by shifting the allowed ∆t
values to [300 - 500] µs and inverting the BiPonisher cut.
ABiPo is again selected by switching to negative ∆t values and can like-
wise immediately be subtracted from SBiPo. This results in CBiPo =
SBiPo − xBP ABiPo, where xBP is a similar type of scaling factor as xS.
• Satm and Aatm: the atmospheric selections.
Satm is a component that can not be selected with the use of a shifted
time window or a dedicated parameter, as the atmospheric background
parameter values largely overlap with those of the IBD signal. There-
fore, this selection is determined from reactor-OFF data. This data,
when passed through the same signal selection cuts, will exist of only
an accidental, a BiPo and an atmospheric contribution. The first two
can be selected by the same methods used for reactor-ON data. When
subtracting them, the atmospheric selection remains, as described be-
low in more detail.
Figure 5.22 shows some of these signal and background selections as a
function of the ∆t parameter.
Starting from these selections, the first step is then the subtraction of the
BiPo-component from the signal window. Since the BiPo selection is made
by shifting the ∆t-window and inverting the BiPonisher cut, we first need to
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CHAPITRE 5. ANALYSE NEUTRINO "PRÉLIMINAIRE"
- Les coupures en ∆X, ∆Y et ∆Z sont choisies pour maximiser l’efficacité de détec-
tion du positron de l’IBD. Pour s’affranchir des topologies où le BiPo domine, nous
rejetons le cas où le NS et le ES de plus haute énergie sont détectés dans le même
cube (∆R = 0). Nous rejetons aussi les deux autres topologies dominées par le BiPo
∆X,Y, Z = {0, 0, 1} et ∆X,Y, Z = {−1, 0, 0} (voir partie 5.2.1). Enfin, nous limitons
le volume de l’événement ES, ∆X ×∆Y ×∆Z, l’IBD correspondant à un ensemble
de cubes confinés spatialement.
- La coupure ES2/ES1 ≤ 0, 3 est une coupure sur le rapport de l’énergie du cube ES
de plus haute énergie (ES1) et le second cube le plus énergétique (ES2). Dans le cas
de l’IBD, le second cube à une forte probabilité de correspondre à un des gammas
d’annihilation. Il est donc détecté avec une énergie bien plus faible.
- Nous appliquons aussi une coupure sur la valeur du BiPonisher de l’événement NS,
de façon à rejeter les événements BiPo.
La figure 5.16 représente la distribution en ∆t après l’application de ce premier jeu
de coupures SSignal. Cette sélection IBD est contaminée par les trois types de bruits de
fond discutés précédemment. La partie suivante décrit les méthodes mises en jeu pour les
déterminer au mieux. Comme nous le verrons, les variables de sélection seront différentes
de celle présentées en section 5.2.1 et 5.3.2 car elles devront s’adapter à notre sélection
SSignal et être renormaliser en période réacteur ON.
Figure 5.16 – Distribution en ∆t pour la sélection SSignal et les bandes SAccSignal et SBiPoSignal. L’ajus-
tement f(SAccSignal) est réalisé avec un polynôme d’ordre 0. L’ajustement f(SSignal) est réalisé à
partir du polynôme précédent, auquel est ajouté deux exponentielles représentant le temps de cap-
ture du neutron et une exponentielle représentant le temps de vie du 214Po (cascade BiPo). Le
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Figure 5.22: Illustration of the distribution in ∆t for the signal, accidental and BiPo
events. The Ssignal , Asignal and SBiPo selection windows that are used in the back-
ground subtraction procedure are indicated. The signal selection for reactor-OFF
data consists of o ly atmospheric background vents, while for rea tor-ON data, an
ad itional contribution of the IBD vents is exp cted in this window. Adapted from
[82].
extrapolate this selection to the expected distribution in the signal region. A
dedicated scaling factor χBiPo can be determined relatively easily by
1. fitting the ∆t distribution of the BiPo events, and comparing the inte-
gral over the BiPo time window to that over the IBD time window,
2. determining the fraction of α’s “polluting” the allowed BiPonisher range
of the IBD selection, i.e. those events with BiPonisher value > 1.5.
The signal selection without BiPo contribution is thus:
Csignal−BiPo = Csignal − χBiPoCBiPo (5.2)
= [Ssignal − Asignal ]− χBiPo[SBiPo − ABiPo]
Next, the subtraction of the atmospheric background events is needed. As
mentioned, the selection of these events has to be based on reactor-OFF data




= COFFsignal − χBiPoCOFFBiPo.
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An additional challenge comes from the fact that the rate of this background
is strongly correlated with pressure, that varies over time. Therefore, a pressure-
correction of the COFFatm is needed, before subtracting it from the reactor-ON
selection. For this purpose, the correction factor χatm is introduced.
This correction factor can be calculated based on a fit of the COFFatm compo-
nent as a function of the pressure P. The atmospheric pressure-background
correlation is shown in figure 5.23 and the fit is of the form
COFFatm, j = f (Pj) = a× Pj + b, (5.4)
for the different time bins j.
The correction factor that compensates for the possible difference in pres-





Using the χatm factor, the atmospheric background component, estimated
from reactor-OFF data is subtracted from the remaining reactor-ON selection,
and the signal excess (RIBD) is found:
RIBD = C
ON
signal−BiPo − χatmCOFFatm (5.6)
We note that this formula represents the excess rate. For the determination of
the absolute IBD excess, a scaling factor that takes into account the amount
of reactor-OFF data compared to the amount of reactor-ON data is needed.
The full subtraction equation then is








(SOFFatm − xS AOFF)− χBiPo(SOFFBiPo − xBP AOFFBiPo)
]
(5.7)
And the statistical uncertainty is found as
σ2IBD = (Ssignal + x
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We already note that an improved subtraction method, that will be the
default for future analyses, will be presented in chapter 8.
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Atmospheric + Reactor subtraction
Current Situation
Now we have to subract the atmospheric contribution. In the current analysis this








where i, j are the time bins (12 hours, 24 hours ...)
The correction factor  Atm can be determined in 3 ways:










where f(P ) is the best fit to SSignal BiP o,j
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Figure 5.23: Example of the evolution of the atmospheric background component
(from reactor-OFF data) as a function of the atmospheric pressure. The linear fit is
used to determine the atmospheric correction factor. [134]
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5.4.4 Signal excess
Using the methods described above, it is now possible to determine an IBD
signal excess from a selected dataset.
We will evaluate here the data taken between June 9 and August 18 of
2018, that includes reactor cycle 3 from the 12th of June to the 10th of July
2018. This is the current Phase I open dataset, that is used for the develop-
ment, training and testing of the IBD selection methods. The reactor-ON and
reactor-OFF samples exist of:
• ON: Every reactor day of cycle 3-2018, except those days at a temporary
reactor shutdown. This corresponds to the period from June 13 to 15,
2019 and that from June 20 to July 9, 2019. The days at reactor-ON/-
OFF transition periods are taken into account when the average reactor
power is above 40 MW. In total 25 days of reactor-ON data are used.
• OFF: Only a few reactor-OFF days between June 9 and August 18, 2019
are used. All days during reactor transition, during which the detector
was under maintenance, those used for the uBDT training and of the
period from August 7 to August 8 are excluded. This results in a total
of 18 days.
We note that this dataset is estimated to be only 7% of the total amount of
data recorded with the Phase I detector.
For the evaluation of the IBD excess in this open dataset, we have used the
uBDT selection code and the subtraction method described in the previous
section. Figure 5.24 shows the recorded excess of IBD events for each day
of the reactor-ON and -OFF samples. This excess increases with the reactor
power, as expected. Combining all 25 reactor-ON days, a total excess of
2656.85 ± 258.73 was found, which is on average 106.27 ± 10.35 events/day.
The distribution of the signal and background events in energy and posi-
tion is shown in figure 5.25. The shapes for the IBD excess are compared to
the Monte Carlo IBD simulation and show a good agreement within statistical
uncertainties.
We note that this excess is the result of data selections and manipulations
which are still under evaluation at the time of writing. This preliminary result
is thus only used as an example to illustrate the described concepts.
5.5 Summary
In this chapter, we have described the inputs and methods that are used for
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Figure 5.25: Top: The energy and length reconstruction for the Csignal , Catm and
CBiPo selections, after application of the related scaling factors. Bottom: the energy
and length reconstruction for the IBD excess and the Monte Carlo simulation.
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were presented, using the information of Monte Carlo simulations, and sec-
tion 5.2 was dedicated to the background sources and their properties. The
two dominant backgrounds are radioactive BiPo events and fast atmospheric
neutrons, because of their prompt-delayed timing and energy deposits that
are similar to those of IBD events.
Using the knowledge of the signal and background properties and the
general data taking conditions, a set of selection criteria or cuts can be de-
fined to reduce the contribution of background noise as much as possible. Of
course, these selection criteria can also have an impact on the signal and it is
thus a question of finding the optimal set of cuts to obtain the highest possible
IBD detection efficiency and signal-to-background ratio. Three IBD selection
methods were presented, two of which use multivariate analysis techniques
with machine learning codes. We have also shown that the use of annihi-
lation gamma information can be very valuable to improve the background
reduction.
In section 5.4.3, a first background subtraction method, that is used for the
presented IBD analysis, was discussed. An updated version of the subtraction
method will be presented in chapter 8.
Finally, a preliminary version of the resulting signal excess for the current
Phase I open dataset was presented.

Oscillation Analysis 6
Using the detected IBD events, an oscillation search for the mixing of the
electron antineutrinos with a light sterile neutrino can be performed. This
analysis step essentially consists of a comparison of the selected data with
a Monte Carlo prediction that contains an oscillation hypothesis. The 3+1-
oscillation hypothesis model was introduced in chapter 1, and is probed by
the SoLid experiment via the antineutrino disappearance probability:








The purpose of the oscillation analysis is to determine those mixing parame-
ters sin2(2θ14) and ∆m
2
41 that provide a model that best matches the data. As
the two variables Lνe and Eνe are a priori unknown, the data-to-Monte Carlo
comparison will be directly evaluated as a function of the reconstructed νe’s
energy Ereco and the reconstructed path length Lreco. A thorough determi-
nation of the uncertainties on these reconstructed variables is crucial for a
correct interpretation of the oscillation analysis results and will be treated in
the following chapter.
This chapter will further detail the statistical methods used by the SoLid
collaboration to perform the oscillation fit. The work of this thesis existed in
the implementation, optimisation and analysis of the techniques presented
below.
6.1 Introduction to hypothesis testing
In the previous chapters, we have described the methods for the antineutrino
data collection and selection and presented the deduced excess of IBD events.
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The next step is now to interpret the characteristics of these IBD events in
terms of the physical model of sterile neutrino oscillations. More specifically,
we want to test to what extent the data confirms or rejects the assumption of
a sterile neutrino oscillation at very short baseline.
In general, the plausibility or validity of a certain model, given the ac-
quired data, can be deduced from a statistical analysis that is called hypoth-
esis testing. The hypothesis is basically the assumption that is made about
the outcome of the data and it is tested by calculating some quantity of the
data under this given assumption. The result of the test allows us to interpret
whether the assumption holds or whether it has been violated.
The default assumption of a statistical test is called the null hypothe-
sis H0; it represents the assumption that nothing has changed. The oppo-
site of the null hypothesis is an alternative hypothesis H1, that supports the
proposed new model. For the SoLid oscillation search, the null hypothe-
sis will for example state that the data can be described by the unaltered
SM prediction of the mixing of 3 neutrino flavours or, equivalently, that
(sin2(2θ14), ∆m
2
41) = (0, 0). The alternative hypothesis in this case supports
the model of an additional, sterile neutrino state that is driven by the non-zero
parameters sin2(2θ14) and ∆m
2
41.
Given these hypotheses we now want to make a statement about the prob-
ability for the outcome of the data. If the experimental data is characterised
by one or more parameter values, which we can write as a vector ~x, then
some probability of this outcome given hypothesis H, P(~x|H), needs to be
determined. How this is done in practice for the SoLid oscillation analysis
will be discussed in the following section.
We note that in this thesis we use the classical or frequentist approach for
the interpretation of probabilities. This means that the probability for a certain
outcome of an experiment is considered as the relative frequency of occurrence
of this outcome when repeating the same experiment a very large number of times.
A competing approach is the one of Bayesian statistics, that makes use of
some prior knowledge as an input for the estimation of a probability. We
note that both frequentist and Bayesian approaches are equally “correct” and
often result in the same conclusions: the choice is mostly a question of habits
and taste.
6.2. FIT STATISTICS 137
6.2 Fit statistics
To really quantify the level of agreement between the data and a given hy-
pothesis, one can define a so-called fit statistic or goodness-of-fit parameter.
This statistic is a function of the data, and its value can be compared to what
one expects under the assumption of H0. The significance of a discrepancy
between data and hypothesis is then quantified by the p-value, that is defined
as the probability to find a value for the fit statistic in the region of equal or
lesser compatibility with H0 than the level of compatibility observed with the
actual data [135].
Let us illustrate this for the concrete case of the goodness-of-fit statistic
used for the oscillation analysis. The test that is used here to provide a mea-











where the data is represented by events in the N = nL × nE position-energy
histogram bins, Dij, and the hypothesis is contained in the model prediction
that is represented by the values Pij. In general, the model is not perfect and
is only known within an estimated uncertainty, that is defined as the standard
deviation σij.
In case the data Dij are indeed a statistical representation of the pro-
posed model, then the χ2 statistic will follow a χ2 probability density function
(p.d.f.) with the number of degrees of freedom (n.d.o.f.) k equal to the num-
ber of position-energy bins (nL × nE) minus the number of free parameters in
the fit:
f (χ2, k) =
(χ2)k/2−1e−χ
2/2
2k/2 Γ( k2 )
. (6.3)
This p.d.f. distribution and its cumulative are plotted in figure 6.1 for
values k = 0, ..., 6. Using the cumulative distribution, the fraction of possible
outcomes for the prediction that result in an equal or larger χ2 than the one
obtained from the data can easily be derived. It represents the probability
to find a more extreme fit result than the measured one, in other words the
p-value of the test.
When the p-value of the measurement is deduced, it tells us with what
confidence the null hypothesis H0 can be accepted. Often, the level of confi-
dence in the degree of rejection of a hypothesis is quoted in literature. This
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1 d.o.f. 2 d.o.f.
3 d.o.f. 4 d.o.f.
5 d.o.f. 6 d.o.f.











1 d.o.f. 2 d.o.f.
3 d.o.f. 4 d.o.f.
5 d.o.f. 6 d.o.f.
Figure 6.1: The χ2 probability density function (top) and its complementary cumu-
lative (bottom) for a number of degrees of freedom k = 0, ..., 6.
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is called an exclusion confidence level (CL) and is the complement of the
p-value: CL = 1− p.
In case H0 is not rejected, i.e. when it has an acceptable p-value, the statis-
tical analysis can continue with tests of the alternative hypotheses Hx and the
determination of exclusion contours in the parameter space of the alterna-
tive model’s parameters. The methods for the construction of those exclusion
contours will be discussed in detail in section 6.5.
We should note that equation 6.2 gives the χ2 fit statistic in its simplest
form, where it is assumed that the Pij values, as well as the Dij values are un-
correlated and where no systematic uncertainties are included. In the follow-
ing paragraphs, we will discuss two methods for the inclusion of (correlated)
systematic uncertainties in the χ2 fit.
6.2.1 Nuisance parameters
One way to improve the model of the hypothesis, is to introduce a number of
















These αk’s are so-called nuisance parameters and the values σk represent their
assumed (correlated) errors. The best fit to the data is now found for those
values of the αk that minimise the χ
2, in this way including the effect of
(correlated) systematic uncertainties in the updated model Pij(αk). It is to
constrain the values of the nuisance parameters, that the additional pull terms,
(αk/σk)
2, are introduced as well.
We want to stress that the fitted values of these αk parameters are in prin-
ciple not of interest. They simply help to improve the fit to the data and thus
allow to account for some additional systematic uncertainties. However, they
sometimes can be useful to identify possible biases in the model or to study
poorly known systematics.
6.2.2 Covariance matrix
The correlated systematic uncertainties in a model can also be represented by
so-called covariance matrices. In such matrices, the statistical and uncorre-
lated systematic uncertainties for the model prediction construct the matrix
diagonal, while the correlated uncertainties populate the off-diagonal matrix
elements. Uncertainties related to different sources can be combined in one
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full covariance matrix, that we will simply denote here as Vtot. The use of the
covariance matrix approach is especially useful when detailed information
on the systematic uncertainties is available from the experiment.
When working with a covariance matrix, the data - i.e. both measurement
and prediction - has to be reshaped from a 2D histogram to a 1D matrix for
practical use. For data that is binned in (Lreco, Ereco) in a total of nL = 5 by
nE = 10 histogram bins, the related data matrix becomes a (1× 50)-matrix.
For a histogram bin with indices (i, j) that run over the bins in Lreco and Ereco,
respectively, a new matrix position index is determined as
α = i ∗ nE + j, (6.5)
where nE represents the number of Ereco-bins. This translation from his-
togram to matrix is illustrated in figure 6.2, for clarity. One can see that
the matrix elements are grouped as one energy spectrum per baseline, run-
ning from shortest to longest baseline with increasing α.
Since the uncertainties on the model are evaluated per bin, and the covari-
ance matrix also represents bin-to-bin correlations, this uncertainty matrix
Vtot will be 50 by 50 large. Each element Vαβ of V
tot represents the relation
between bin α(i, j) and bin β(k, l) in the (Lreco, Ereco)-data.
With the data and prediction rewritten to matrix format, the χ2 definition
is written as:








(Dα − Pα)TV−1αβ (Dβ − Pβ). (6.7)
6.2.3 Nuisance parameters versus covariance matrix
Although it is not straightforward to derive, the use of nuisance parameters
or covariance matrices in the χ2 formalism are known to be fully equivalent.
This equivalence between both approaches can be derived analytically, e.g.
as demonstrated by Fogli et al in [136]. We should note that, although this
assertion of equivalence is consistent for most realistic cases where the sys-
tematic errors are not extremely large compared to the statistical ones, there
are exceptional cases for which this assumption is incorrect [137].
The choice between both approaches is mostly driven by the practical
implementation and use. In particular, it is often a trade-off between the size
















! = i*nE + j
! = 2*5 + 3 = 13
Figure 6.2: Scheme of the data and covariance matrix binning convention.
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of the set of measurements, in this case that is the total number of bins in the
fit, N, and the number of systematic uncertainty contributors, K.
For the covariance matrix approach, the inversion of an N × N matrix is
required, which becomes increasingly computationally demanding for larger
values of N. For the pull terms method, on the other hand, the complexity of
the minimisation procedure increases with K and for K  N, the covariance
matrix approach becomes more efficient.
A mixed approach is also possible, where one can exploit good knowl-
edge of some uncertainties in the use of a related covariance matrix, while
including one or more nuisance parameters for other systematics.
In this thesis, we will choose to use covariance matrices for the represen-
tation of the systematic uncertainties.
6.3 Oscillation fit definitions
Above, the most direct form of the χ2 fit statistic was presented, where the
measurement and predicted histograms are compared bin per bin. Neverthe-
less, we can define multiple types of fits for the oscillation analysis, that are
each (more) sensitive to a different aspect of the oscillation model.
6.3.1 Rate+shape fit









(Dα − Pα)TV−1αβ (Dβ − Pβ). (6.8)
This statistic takes into account all potential spectral and temporal infor-
mation contained in the binned data. It requires a very good knowledge of
the predicted reactor model, both in terms of the predicted normalisation and
spectrum, and the corresponding uncertainties.
6.3.2 Rate-only fit
The rate-only statistic compares the total measured amount of IBD candi-
dates to the total predicted amount, independent of the spectral shape. By
summing over all histogram bins, a ratio ND/NP of detected-to-predicted
events can be derived. In case the statistical and systematic uncertainties are
well-controlled, this ratio can be compared to the RAA, which has shown a
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∼6% deficit of measured antineutrinos, see section 1.4.3. This result can be
particularly interesting for the SoLid experiment, as it measures a pure 235U
flux, compared to the previous generation of experiments that operated at
commercial reactors with mixed fuel compositions and can therefore evalu-
ate the fuel-dependence of the RAA.
Secondly, the measured rate can be summed over all energy bins, but per
detector module - or over even smaller detector segments, in case of high



















(Di − Pi)TV−1ik (Dk − Pk), (6.10)
where the measured number of events is compared to the predicted one in
all five detector modules and an oscillation pattern as a function of distance
might be discerned.
6.3.3 Shape-only fit
A shape-only chi-squared statistic can be designed to remove the dependence
on the normalisation of the signal prediction. This fit can be constructed very














In a similar way the renormalisation can be accomplished by adding a








(Dα − ξPα)TV−1αβ (Dβ − ξPβ). (6.13)
With a shape-only fit, possible length-dependent spectral distortions that
point to an oscillation can be probed. The spectra can also be summed over
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all position bins and the resulting fit, that is only sensitive to the spectral
shape of the νe-measurement, can be useful for an evaluation of the spectral
anomaly at 5 MeV, see section 1.4.4.
6.3.4 Relative fit
For an oscillation analysis that has a minimal dependence on the uncertain-
ties in both the shape and the normalisation of the reactor flux prediction,
a relative fit can be defined. In that case, the oscillation result is based on
comparisons between the measured spectra for different detector baselines.
This approach is thus only possible for experiments that use segmented or
multiple detectors. There are different options for the definition of such a
relative fit. One method that has been used for a number of neutrino oscil-
lation searches is that using a near-far ratio, where the detected spectrum in
one cell is used as the reference for the prediction in the others cells. Usually,
the detector cell closest to the reactor is used as reference bin, as it has the
highest statistics. We denote the reference values for each energy bin j as R0j,
where the 0 subscript refers to the first position bin. The relative prediction




R0j = wijR0j (6.14)














(Dij − PRij )TV−1αβ (Dkl − PRkl). (6.15)
As mentioned, other relative fit definitions are possible as well, and we
will summarise here those used by the STEREO and PROSPECT experiments.
The STEREO collaboration has presented a relative fit by assigning a free














(Dij − ξ jPij)T V−1(ij,kl) (Dkl − ξl Pkl). (6.16)
These ξ j rescale the number of predicted IBDs per energy bin j, and integrated
over all detector cells, to match their average number of measured IBDs. As
such, the prediction is made independent of all absolute rate and spectral
information.
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Alternatively, the PROSPECT collaboration has defined a fit based on the




































Here, the rescaling of the prediction to the measurement for each energy bin
j, reduces the dependence on the reactor spectrum and rate of the model. In
addition, possible relative energy response variations between detector cells
are directly corrected for.
6.4 SoLid oscillation fit
For the first oscillation analysis result, the SoLid collaboration will use a rel-
ative fit similar to the principle of the PROSPECT- and STEREO-like fits. The
difference between these two is mostly determined by the treatment of the
uncertainties, where the PROSPECT-like fit uses more a priori information
on the uncertainties, summarised in covariance matrices, and the STEREO-fit
introduces free nuisance parameters with pull terms.
As the studies on the systematic uncertainties of the current SoLid dataset
are still ongoing at the time of writing (see chapter 7), it is left undecided how
these uncertainties will be propagated in the final fit. In this thesis, we choose
to present the example contours based on the PROSPECT-like fit, with covari-
ance matrices representing the main uncertainties.
6.4.1 Fake dataset
A first contour based on real SoLid data, albeit for only a small data sample,
will be presented in chapter 8. To illustrate the concepts presented in the
following sections of this chapter, however, we will use a fake dataset that has
roughly the same size as the total SoLid Phase I dataset.
The predicted IBD events are generated with the neutrino generator, pre-
sented in chapter 3, and the migration matrix, presented in chapter 4:
• The simulated IBD interactions are generated requiring a normalisation
corresponding to 350 days of reactor-ON data with a thermal power
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of 55 MW. This roughly corresponds to the total amount of reactor-
ON data gathered by the Phase I detector (see table 5.1), considering a
fraction of the days will probably be removed from the analysis due
to instabilities. The reactor spectrum is simulated according to the
Huber-Mueller prediction, without sterile oscillation, and the antineu-
trino events are generated based on the average reactor settings and
not per individual reactor cycle. The latter choice is motivated by the
fact that the shapes of the Etrue- and Ltrue-distributions are practically
the same for each reactor cycle, as illustrated in figure 6.3. The num-
ber of events generated in the simulation is increased with a factor 100
with respect to the expected signal normalisation, and then scaled back
by dividing the resulting event distributions with 100. This is done to
reduce statistical fluctuations in the predicted distributions.
• The reconstructed event distributions are found by applying a simpli-
fied detector model to the predicted true distribution, that shifts and
smears the energy corresponding with the loss of both annihilation
gammas and an energy resolution at 1 MeV of 18%, respectively. In
addition, the number of events was reduced according to an IBD se-
lection efficiency of 14%. This simple model was used instead of the
migration matrix presented in chapter 4, because it significantly speeds
up the fit procedures described below.
The fake dataset is then generated by adding fluctuations to the predicted
event distributions:
• The fake signal distribution is generated by randomising the (Lreco, Ereco)-
distribution bin counts, in agreement with the uncertainty matrix of
the prediction. In practice, this construction of the fake experiment
happens as follows:
1. A lower triangular matrix L is derived from the Cholesky-decom-
position1 of the full covariance matrix for the prediction.
2. Random numbers are drawn from a Gaussian distribution with
mean equal to 0 and a standard deviation of 1, to construct a
random number vector of the same length as L.
3. The vector of random values is multiplied with L and the result
is added to the original prediction distribution.
1Cholesky-decomposition is the operation in which a Hermitian, positive-definite matrix
M is decomposed into the product of a lower triangular matrix and its conjugate transpose;
M = L(L)T . This makes its use in numerical operations, such as MC simulations, more
efficient. [138]
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Figure 6.3: The normalised Ltrue (top) and Etrue (bottom) distributions for simula-
tions of 8 different reactor cycles, shown in blue. The average shape is shown in
black.
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• The number of background events is determined according to the sig-
nal normalisation, scaled with the signal-to-background ratio of 1:5 that
was derived with the uBDT selection. The energy distribution of the
background events is simulated based on the detected reactor-OFF en-
ergy spectrum and the events are assumed to be uniformly distributed
over the detector modules after quality cuts.
A plot of the resulting fake data spectrum in the first detector module is
shown in figure 6.4. The ratio of this fake data spectrum to the no-oscillation
prediction is also shown for each detector module in figure 6.5. This fig-
ure also shows this ratio for an oscillated prediction using the RAA best fit





































Figure 6.4: Top: Reconstructed energy spectrum of the example dataset in detector
module 1 (black points) and the predicted reconstructed energy spectrum in the
case of no sterile oscillations (blue). Bottom: Ratio of the fake data spectrum to the
predicted no-oscillation spectrum.
We note that only the statistical uncertainties are used for the generation
of the toy experiments and for the example plots generated with the fake
dataset. This will be the case for all figures shown below. The determination
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Figure 6.5: Ratio of the reconstructed energy distributions for the fake dataset in each
of the 5 detector modules to the prediction containing no sterile oscillation (black
points). The ratio for an oscillation prediction according to the reactor antineutrino
anomaly best fit oscillation parameters is also shown (pink).
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of these statistical uncertainties and of additional systematic uncertainties, as
well as their expected effects, will be discussed in chapter 7.
Furthermore, we note that the data binning for the fit is chosen in 10 bins
of 0.5 MeV in Ereco and per detector module of 10 planes in Lreco. Given the
1/L2 reduction of IBD signal events with baseline, the event statistics will
decrease towards the higher position bins. By segmenting the detector in
length such that each position bin has roughly similar IBD signal statistics,
one could provide a better statistical coverage and improve the overall os-
cillation sensitivity. However, this would also require an evaluation of the
relative performance and uncertainties per detector plane, rather than per
detector module, and a variable Lreco-binwidth has therefore not been imple-
mented yet.
Performing a fit of equation 6.17 using this fake dataset, results in a χ2-
value of 43.8. We note that for our relative fit, the number of degrees of
freedom is reduced from the 50 (Lreco, Ereco)-bins to 40, because of the use of
the ratios Dj/Pj for each of the 10 Ereco-bins. We thus find a reduced χ
2-value
of 43.8/40 = 1.095, which implies a good agreement of the null hypothesis
with the (fake) data. This result is as expected, indeed, since the fake dataset
was generated based on a no-oscillation prediction. However, it gives us
confidence in the implementation of the fit. In addition, one can calculate
the χ2-result for a large number of toys, each generated in the same way as
the presented fake dataset, and look at the resulting distribution. The χ2-
distribution made from 10 000 toys is shown in figure 6.6 and agrees well
with the χ2 p.d.f. of 40 degrees of freedom.
6.5 Alternative hypotheses
As was reported in the previous sections, the χ2 tests defined above are firstly
used to test the validity of the null hypothesis H0. In addition, one can test
the confidence level for a range of alternative hypotheses by comparing the
data to models including non-zero oscillation parameters (sin2(2θ14), ∆m
2
41).
6.5.1 Determining the best-fit point
To start with, one can search for the best fit alternative model by determining
those values of sin2(2θ14) and ∆m
2
41 that minimise the χ
2. In practice, this
is done by scanning across a grid of possible (sin2(2θ14), ∆m
2
41) values, in
every point adjusting the prediction P, and correspondingly updating the
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2χFake dataset 
Figure 6.6: The χ2 value of the fake dataset under the null hypothesis (pink). The χ2
distribution for 10 000 fake experiments under the null hypothesis (black) is added as
a reference and is compared to the normal χ2 distribution for 40 degrees of freedom
(blue).
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covariance matrix. The grid point where the χ2 value is the lowest is called
the best fit (BF) point. As a precise determination of the BF requires a fine
grid in the (sin2(2θ14), ∆m
2
41) parameter space, the allowed sin
2(2θ14) range
from [10−3, 1] is divided in 150 bins and the ∆m241 range is divided in 200
bins in the range [10−2, 102]. The BF procedure thus runs the χ2 fit more than
30 000 times.
To speed up this procedure, a method that is based on an iterative χ2 fit
across a grid of (sin2(2θ14), ∆m
2
41) parameters was implemented.
Over the first iteration, the covariance matrix is kept fixed at the no-
oscillation prediction, i.e. at ∆m241 = 0 and sin
2(2θ14) = 0. The grid scan
is performed a first time and gives a first BF point (sin2(2θ14), ∆m
2
41)min,1. The
covariance matrix is then updated to match the result of the first iteration
and is again kept fixed for the successive iteration, resulting in an updated
BF point (sin2(2θ14), ∆m
2
41)min,2. The error matrix is thus adjusted only once
per iteration, which significantly speeds up the fit procedure. The fit iterates
until the χ2 convergence criterion
|χ2min,i − χ2min,i−1| ≤ 0.1 (6.19)
is met, with a maximum of five iterations.
When allowing free oscillation parameters, a minimal χ2 of 39.25 was
found for parameters (sin2(2θ14), ∆m
2
41) = (0.14, 2.2 eV
2). The n.d.o.f for this
fit is now 38 instead of 40, as the oscillation parameters introduce two free
parameters. The reduced χ2-value is thus 39.25/38 = 1.033.
6.5.2 ∆χ2 statistic
In a following step, we can test all possible alternative hypotheses Hx over
a defined range of oscillation parameters (sin2(2θ14), ∆m
2
41). It is then possi-
ble to say for each alternative hypothesis test whether the oscillation scenario
(sin2(2θ14), ∆m
2
41) can be excluded according to a confidence level CL, based
on the information provided by the measured data. The result of such an
analysis are exclusion contours, which show regions of the oscillation parame-
ter space that are allowed and rejected by the experiment.
A common test statistic used in each (sin2(2θ14), ∆m
2
41) point is the ∆χ
2
value that is calculated by subtracting the χ2 value at the best-fit point in
parameter space from the χ2 value at the given point (sin2(2θ14), ∆m
2
41):
∆χ2 = χ2(sin2(2θ14), ∆m
2
41)− χ2BF, (6.20)
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which enables us to define allowed regions about the best fit point.
It can be shown that for large enough data samples, with a Gaussian
behaviour of the uncertainties, the results of this ∆χ2 test follow a χ2 distri-
bution with the degrees of freedom equal to the number of fit parameters2.
For the case of the presented ∆χ2 test the n.d.o.f. is equal to 2, corresponding
to the free parameters sin2(2θ14) and ∆m
2
41. As such, the resulting ∆χ
2 value
in each grid point can be compared to the critical χ2 value (χ2c ) for a given
confidence level and 2 degrees of freedom. Oscillation points with ∆χ2 val-
ues that are larger than χ2c will be excluded. From the bottom plot in figure
6.1, we can deduce a critical value χ2c = 4.61 at 90% CL ( p-value = 0.1) or
χ2c = 5.99 for a 95% CL ( p-value = 0.05), and so on.
In reality, however, the ∆χ2 results will not always follow a χ2 distribu-
tion. For the oscillation search, Wilk’s theorem does not hold, for a few differ-
ent reasons. Firstly, the oscillation probability has a non-linear dependence
on the (sin2(2θ14), ∆m
2
41) parameters. At high values of ∆m
2
41, for example,
the sin2(1.27∆m241L/E) term averages out to a factor 0.5 and the value of
∆m241 does no longer affect the oscillation probability, effectively reducing the
n.d.o.f. to 1 in that region [140]. Secondly, the detected number of selected
events in some of the histogram bins can be relatively low, such that Gaussian
statistics are not valid. Thirdly, the physical boundaries on the sin2(2θ14) pa-
rameter do not allow Gaussian errors in oscillation points near minimal and
maximal mixing.
A better method to derive the critical ∆χ2 values, that is based on simu-
lated datasets, is presented in the following section.
6.5.3 Frequentist method
The frequentist method to construct ∆χ2 probability distributions from large
samples of simulated data was presented for the first time by Feldman and
Cousins [141]. It allows to quantitatively calculate the critical ∆χ2 values for
any given CL, at every test point of the (sin2(2θ14), ∆m
2
41) parameter space.
The general procedure that is executed for each point p in the
(sin2(2θ14), ∆m
2
41) grid can be summarised as follows:
1. Generate O(1000) fake experiments with oscillation parameters fixed
at this point (sin2(2θ14), ∆m
2
41)p.
2This statement is known as Wilks’ theorem. [139]
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2. Calculate the goodness-of-fit ∆χ2 = χ2p − χ2BF for each of these fake
experiments.
3. Create a distribution from the calculated ∆χ2 values of all fake experi-
ments in this point p.
4. Find the critical ∆χ2c,p at the desired CL (e.g. 90%, 95%, 3σ) from the
∆χ2 distribution in p.
The production of the fake experiments is performed in a similar manner
as presented for the fake dataset in section 6.4, where the full uncertainty
matrix governs the size of the fluctuations:
1. Derive the lower triangular matrix L from the Cholesky-decomposition
of the full covariance matrix for the prediction in point p.
2. Draw random numbers from a normal distribution to construct a ran-
dom number vector.
3. Multiply the random number vector with L and add it to the nominal
prediction in point p.
We note that the Cholesky-decomposition of the uncertainty matrix is re-
quired only once per oscillation point p and only steps 2 and 3 are repeated
O(1000) times.
When all points p are treated, this method results in a map of ∆χ2c,p values
corresponding to the chosen CL, as a function of (sin2(2θ14), ∆m
2
41). Figure 6.7
shows an example of the ∆χ2 distribution for the null oscillation point, com-
pared to the standard χ2 distribution with 2 d.o.f. that follows from Wilk’s
theorem. The ∆χ2 = 4.55 value for the fake dataset is shown as well and can
be compared to the Feldman-Cousins critical value at 90% CL of 12.78, or to
the standard critical value of 4.605. In the former case, the null hypothesis is
fully compatible with the fake dataset, while it would be excluded at almost
90% CL when using the Wilk’s theorem. This example clearly illustrates why
the use of Wilk’s theorem fails for this type of analysis.
An example of the resulting map of critical ∆χ2c,p values at 90% CL is
shown in figure 6.8. This should be compared to a uniform map with all
values equal to 4.605 for the standard ∆χ2 method, which again illustrates
the shortcomings of this assumption.
6.5.4 Drawing of exclusion contours
A confidence interval or exclusion contour is drawn by comparing the ∆χ2
statistic of the observed data to the predefined critical values. A particular
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Figure 6.7: The ∆χ2 distribution for the Feldman-Cousins method with 10 000 toys
(black) compared to a normal χ2 of 2 degrees of freedom (blue) for the null oscillation
hypothesis. The critical value at 90% CL is indicated with the dashed line, the ∆χ2
value for the fake dataset is shown in pink.















Figure 6.8: The map of critical ∆χ2 values in the (sin2(2θ14), ∆m
2
41) paramater space,
constructed with the frequentist method.
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point in the (sin2(2θ14), ∆m
2
41) parameter space is said to lie within the in-
clusion interval, at the prescribed confidence level C, if ∆χ2(data) < ∆χ2c,p
at that point. As a result, a curve can be drawn that divides the parameter
space in an allowed region to the left of the curve and an excluded region to
the right.
The exclusion contour for the fake dataset is shown in figure 6.9 for the
90% and 95% confidence levels. This contour is made using the raster scan








SoLid fake dataset - raster scan
RAA best fit
exclusion contour, 90% CL
exclusion contour, 95% CL
Figure 6.9: Exclusion contour at 90% (blue) and 95% C.L (pink) for the fake SoLid
dataset, based on a relative fit.
Global versus raster scan
In principle, the best-fit χ2 value for a given (fake) dataset is found by scan-
ning over the full range of possible (sin2(2θ14), ∆m
2
41) values and finding the
point with a minimal χ2 result. This type of scan is referred to in literature
as the global scan. When using the Feldman-Cousins method for the construc-
tion of ∆χ2-distributions, a best-fit scan needs to be performed for each of the
many fake experiments and the computation of these distributions becomes
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very timeconsuming.
A possible way to reduce the computational effort, is using a raster scan
instead. This type of scan considers each ∆m241 value separately and then
scans over the range of sin2(2θ14) values to find the one giving the best-fit,
for this fixed value of ∆m241. As a result, the procedure is sped up a lot with
a factor that corresponds to the chosen number of divisions in ∆m241. In the
specific case of the contours presented here, that use a parameter grid of 50 by
100 in (sin2(2θ14), ∆m
2
41), the computation time is thus reduced with a factor
∼100.
Figure 6.10 shows an example of the ∆χ2 distribution built with the raster
scan in the oscillation point (sin2(2θ14), ∆m
2
41) = (0.15, 1.5eV
2). We note that
for the raster scan, the ∆χ2 fit has only 1 d.o.f. which is the value of sin2(2θ14).
The distribution is compared to the standard χ2 distribution of 1 d.o.f. which
matches relatively well in this case. This can be explained by the fact that
the oscillation is in fact linear in sin2(2θ14) and that the distribution of best-
fit sin2(2θ14) values will be Gaussian for those points that are far enough
away from the physical boundaries 0 and 1. The critical value at 90% C.L.
in the illustrated example is 3.53, compared to 2.706 for the standard χ2. We
can see that the fake data, with a ∆χ2 value of 8.26, is not compatible with
the alternative hypothesis in (sin2(2θ14), ∆m
2
41) = (0.15, 1.5eV
2). This is in
agreement with our no-oscillation input for the fake dataset and the results
shown in figure 6.7.
It is important to note that for the raster scan case the resulting χ2BF value
might be slightly larger than the actual minimal value for the full parameter
space and that the resulting ∆χ2-distributions (= χ2p − χ2BF) will thus be pop-
ulated with slightly lower values. As a consequence, the raster scan method
will shift the contour somewhat to the left and overestimate the discriminat-
ing power of the experiment in sin2(2θ14).
An example of the contour resulting from a global scan versus that re-
sulting from a raster scan, based on the fake data events, is shown in figure
6.11.
6.6 Sensitivity contour
The sensitivity of an experiment is defined as the average expected exclusion
limit for many runs of the experiment and without a true signal. In practice,
this limit can be derived by generating the exclusion contour based on the
fit in which the data is replaced by the null hypothesis prediction. The sen-
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Figure 6.10: The ∆χ2 distribution in the oscillation point (sin2(2θ14), ∆m
2
41) =
(0.15, 1.5eV2) built with the Feldman-Cousins method for 10 000 toys and using a
raster scan to determine the best fit point (black) compared to a standard χ2 of 1
degree of freedom (blue). The critical value at 90% CL is indicated with the dashed
line, the ∆χ2 value for the fake dataset is shown in pink.












Figure 6.11: The 90% CL contour determined with the raster scan method (blue)
versus the contour from the global scan method (pink), based on a relative fit.
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sitivity thus shows what is reachable for the experiment, given a predicted
amount of events, and is fully driven by the knowledge of the statistical and
systematic uncertainties.
As we generally produce our predicted events with increased statistics
(scaling factor of 100) to eliminate statistical fluctuations, the χ2 for this sen-
sitivity fit will always have a best fit very close to zero (χ2BF ≈ 0) and Wilk’s
theorem will thus be valid: ∆χ2 ≈ χ2(2 d.o.f.) [142]. As a consequence, the
generation of a sensitivity contour does not require the use of toy experi-
ments, which makes the computation much faster.
The sensitivity contour for our fake dataset, based on the relative oscilla-
tion fit, is shown in figure 6.12. One can see that the experiment’s sensitivity
decreases for larger values of ∆m241. This is due to the fact that for these
high values, the oscillation length is smaller than the detector bin size, which
results in an average reduction of the detected flux. As the relative fit is in-
dependent of the flux normalisation, there is no sensitivity to this reduced
flux at high ∆m241 and the contour is pushed to the right. Similarly, low ∆m
2
41
values are only visible for larger values of L/E, and the largest distances cov-
ered by the detector modules are not large enough for the experiment to be
sensitive there.
The sensitivity contour is shown again, together with the exclusion limit
that was presented above, in figure 6.13. We see that the exclusion contour
crosses from one side of the sensitivity limit to the other, but generally lies
around the predicted limit. This oscillating behaviour of the exclusion con-
tour, that is not present for the sensitivity contour, is explained by the sta-
tistical fluctuations of the experimental (fake) data. These fluctuations can
sometimes be fitted with oscillation patterns in ∆m241, which improve the
goodness-of-fit, reduce the χ2 and restrict the rejection power. On the other
hand, the statistical fluctuations can also go in the opposite phase of the ∆m241
oscillation, and then the sensitivity is increased. As such, for one experimen-
tal dataset, the exclusion limit will go back and forth around the predicted
sensitivity that is free from statistical fluctuations. This consistency of the
exclusion result with the sensitivity is an important check. Results that are
in agreement with the null hypothesis should on average not go beyond the
expected sensitivity. In case they do, they indicate a signal or an erratic inter-
pretation of the data.











SoLid fake dataset - stat. unc. only
RAA best fit
sensitivity at 90% CL
sensitivity at 95% CL
Figure 6.12: The expected sensitivity contour for the fake dataset, based on the
statistical uncertainties only and using a relative fit. The 90% confidence limit is
shown in black, the 95% confidence limit in blue.












Figure 6.13: The expected sensitivity contour for the fake dataset at 90% confidence
level and based on the statistical uncertainties only(black), together with the exclu-
sion contour determined from the data (blue), based on a relative fit.
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6.7 Summary
In this chapter we have treated the statistical tests that are used to evalu-




41), given an experimental dataset. The χ
2 test, that calcu-
lates the goodness-of-fit of the data with the prediction based on a bin-per-
bin comparison, was introduced in section 6.2. It was mentioned there that
two equivalent methods exist for the inclusion of correlated systematic un-
certainties in the fit: the use of nuisance parameters or the covariance matrix
approach. A more detailed description of these systematic uncertainties will
be presented in the following chapter.
In section 6.3, a set of possible definitions of the χ2 fit statistic for a short-
baseline experiment like SoLid were presented, some of which target differ-
ent aspects of the oscillation search. As explained in section 6.4, the SoLid
experiment will use a relative χ2 fit for the first oscillation analysis, as this
fit reduces the dependence on the complex prediction of the reactor antineu-
trino flux and spectrum. In the same section, we have introduced the fake
dataset that was used for the illustration of the principles presented in the
last sections of this chapter. In section 6.5, the ∆χ2 goodness-of-fit parameter
that is used for the evaluation of the alternative hypotheses was treated first,
followed by the concepts and machinery necessary to produce data-driven
exclusion contours for the experiment. To conclude, we have explained how
a prediction-driven sensitivity limit is generated and can be interpreted in
section 6.6.
Uncertainty propagation 7
To investigate the possible existence of sterile neutrino oscillations, the mea-
sured prompt energy spectra Ereco for different baselines Lreco, are quanti-
tatively compared to predicted spectra that include oscillation effects. The
goodness-of-fit parameters used to evaluate the resemblance of measurement
and prediction were introduced in chapter 6.
Regardless of the chosen statistical test, a precise knowledge of the un-
certainties on the model and the data is of crucial importance. Too large un-
certainties will evidently weaken the confidence in the experimental results,
while underestimated uncertainties could result in an incorrect interpretation
of the outcome of the test.
The processes for the estimation and propagation of these experimental
uncertainties are discussed in this chapter.
7.1 Introduction
From a general point of view, three different categories of uncertainty contri-
butions can be distinguished for an oscillation experiment:
• Statistical uncertainties.
These are directly determined from the number of events in the data
bins and the number of subtracted background events, using Poisson
statistics. These were already (partly) presented in chapter 5 and will
be treated in detail in section 7.3.
• Systematic uncertainties with an effect on the spectrum shape.
These can have a component that deals with a global distortion of the
energy scale, common to all detector cells, and a local component that
allows each detector cell to have its own distortion independently of
the others.
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• Systematic uncertainties with an effect on the measured rate.
These come from parameters that affect the determination of emitted or
detected flux, such as the reactor power, the number of detector target
protons, the electronics dead-time, etc.. These can be also be plane-
dependent.
The choice for a relative oscillation fit for the analysis presented here re-
sults in a large reduction of the number of uncertainties that need to be eval-
uated. As mentioned before, the fit is independent of the reactor model and
the related uncertainties become irrelevant. In addition, absolute detector un-
certainties cancel out as well and energy response variations between detector
cells are corrected for. On the other hand, this relative fit also introduces cor-
related statistical uncertainties between the detector modules, as we will see
in section 7.3.
As was shown in chapter 6, there are two main methods to account for
the (correlated) systematic errors in a statistical test, i.e. by introducing nui-
sance parameters or by using a covariance matrix. It was discussed there
that the two methods are perfectly interchangeable, but since it was chosen
to use a fit method that uses covariance matrices for the representation of the
uncertainties, we will present the statistical and systematic uncertainties and
their correlation between bins in the form of such covariance matrices in this
chapter.
7.2 Covariance matrix construction
For each uncertainty contributor u, a separate covariance matrix Vu can be
constructed. The full covariance matrix for the analysis Vtot will then be
composed of the sum of all individual matrices.
Depending on the available information on a given uncertainty contrib-
utor, there are a few possible methods for the construction of the related
covariance matrix. For parameters that are part of an analytical model de-
scribing the data, the covariance matrix can be deduced analytically. In case
the parameter’s effect on the data is derived empirically, a computational ap-
proach for the deduction of the covariance matrix is more appropriate. We
will shortly describe the two general procedures in this section and will give
more details on the treatment of the actual parameters of concern in sections
7.3 to 7.8.
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7.2.1 Analytical approach
From general error propagation theory we know that the uncertainty on the
model prediction P(u), induced by a certain parameter u, can be found by us-
ing the partial derivative of this prediction function P to u. In matrix notation,





where J is commonly referred to as the Jacobian matrix.
In case the uncertainty on this component u can be restricted to one single








where the indices α and β denote the position of the covariance matrix ele-
ment, as described above.
In case the uncertainty is governed by multiple correlated parameters








with muXY the covariance matrix relating the uncertainties on parameters uX
and uY.
7.2.2 Computational approach
For each systematic uncertainty parameter u, a covariance matrix Vu can
also be produced computationally, based on systematically fluctuated toy
datasets. This method generally requires three inputs;
• the nominal value unv of the input parameter u,
• the uncertainty σu on the input parameter,
• and the response model; i.e. the simulation code or model that depends
on the input parameters to generate a corresponding output P(u).
Based on these inputs, a large number of fluctuated datasets (Nsim >
1000) are generated. For this purpose, the value u is varied with respect
to its nominal value unv, by randomly drawing a value ui from a Gaussian
distribution with mean unv and a width σu. Then, this updated value ui is fed
to the MC chain ( = the response model) to produce a new prediction Pi.
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By calculating the average difference between each fluctuated dataset Pi








(Piα − Pα)(Piβ − Pβ). (7.4)
In the case of n correlated parameters ~u = {u1, u2, ..., un} a similar method
can be applied by using their covariance matrix mu, instead of the single un-
certainty σu, to determine the fluctuations. The toy datasets are then gener-
ated according to the scheme that was already presented in sections 6.4 and
6.5.3:
1. First a Cholesky-decomposition of the matrix mu is needed, that results
in a lower triangular matrix Lu.
2. By multiplying Lu with a vector of n random values ~ρ, picked from a
Gaussian with mean equal to 0 and standard deviation equal to 1, a




3. The updated values ~u′ are found as
~u′ = ~u + ~δu (7.6)
The ~u′ now serve as input for the generation of a new toy prediction. After
generating a large number of such toys, equation 7.4 can be used again to
construct the resulting covariance matrix V~uαβ for the prediction P(~u).
We note that this toys-method is very versatile as it can be applied to any
parameter at any level of the simulation. However, it generally requires a
lot of computing resources and time and a careful assessment of the relevant
parameters is therefore recommended.
7.3 Statistical uncertainties
The statistical uncertainties represent the standard deviation of the count rate
for each (Lreco, Ereco)-bin. As the excess number of IBD events is calculated
by subtracting the accidental, BiPo and atmospheric background components,
the total statistical uncertainty follows from the propagation of the statistical
errors on each of these components.
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For each component, the statistical uncertainty is determined using Pois-
son statistics, i.e. the statistical uncertainty is computed per bin as the square
root of the number of events in that bin. We have seen in chapter 5 that
the error propagation in the background subtraction process leads to a total
statistical uncertainty of
σ2IBD = (Ssignal + x
2


























These uncertainties are calculated per (Lreco, Ereco)-bin and are treated as fully
uncorrelated.
In addition to these Poisson errors, the use of a relative oscillation fit
method requires an additional statistical component. Let us have a look at




































Since this fit calculates the predicted spectra (Pij) based on the measured data
(Dij), the prediction will also contribute to the statistical uncertainty. The
variance on the term (Dij − Dj
Pij
Pj
) can be determined from error propagation















where σ2stat,ij is the regular statistical uncertainty on bin ij, defined by equa-







Additionally, the use of the detector-wide measurement as reference for
each baseline bin introduces correlations between different baselines. These
correlations between Ml,e and Me need to be taken into account in the statis-
tical covariance matrix and can be determined using Monte Carlo toys.
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7.3.1 Fake dataset example
For our fake dataset, introduced in the previous chapter, an approximation
of the statistical uncertainties was made. It is based on two assumptions:
1. that the accidental background is negligible once the selection cuts are
applied, resulting in x2S Asignal ≈ 0, x2BP ABiPo ≈ 0,
2. that all scaling factors in equation 7.7 are close to 1, i.e. that the avail-
able reactor-OFF time is the same as the reactor-ON time, the atmo-
spheric pressure was comparable for both periods and the BiPo selec-
tion window is of similar size as the signal window.
In this simplified case, the statistical uncertainty formula is reduced to the
sum of the signal selection and the total background component:
σ2IBD = Ssignal + BGtot = RIBD + 2× BGtot, (7.12)
where we have used the fact that the signal selection is the sum of the excess
IBD events and the background component. The total resulting statistical
covariance matrix of the fake dataset, including correlations introduced by
the measurement-based prediction, is shown in figure 7.1. Here, the elements
are again grouped per baseline-bin, such that positions 1 to 10 run over all
energy bins of Lreco-bin 1, positions 11 to 20 over all energy bins of Lreco-bin
2, and so on. The matrix is shown in its reduced or fractional format, i.e. the
relative uncertainties are shown, which have to be multiplied in each position
αβ with the corresponding number of events Nα ∗ Nβ in the related bins, to
obtain the covariance matrix for a given dataset.
Figure 7.2 shows the fractional statistical uncertainty for each of the (Lreco,
Ereco)-bins. They can be derived by taking the square root of the diagonal
elements of the reduced statistical covariance matrix: σstat =
√
Vredαα /Nα. It
can be seen that the lowest statistical uncertainty on the fake dataset bins is
about 7.5% and quickly increases towards higher energy bins. It is therefore
expected that for the actual SoLid Phase I dataset, the total covariance matrix
will be primarily dominated by the statistical uncertainties.
7.4 Systematic uncertainties
As uncertainties are combined by summing them quadratically, the addition
of a relatively small error to a larger one will have little or no effect. Given
the lowest statistical uncertainty of 7.5% on the first (Lreco, Ereco)-bin for the
fake dataset (see figure 7.2), we can estimate what the effect of additional
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Figure 7.1: Example of the reduced statistical covariance matrix for the relative fit
method. The off-diagonal elements represent the correlated uncertainties that are
introduced by the relative χ2 fit definition.
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Figure 7.2: Example of the fractional size of the diagonal elements of the statistical
covariance matrix for the relative fit method:
√
Vαα/Nα, produced with a simulated
dataset. The solid blue line indicates 10% relative uncertainty, the dotted blue line
indicates 20%.
uncertainties could be. By adding a systematic uncertainty on the signal of
3%, for example, the combined uncertainty becomes
σtot =
√
0.0752 + 0.0302 = 0.081 (7.13)
which is an increase of only 0.6%.
It should therefore be safe to assume that systematic uncertainties on the
signal up to 3% will be negligible for the first SoLid analysis, provided that
no improvements on the statistics of the dataset can be made.
In the following sections, we will introduce the systematic uncertainties
that are expected to give a significant contribution to the error matrix and that
will thus be most relevant for a future relative oscillation fit. As most of these
systematic studies are ongoing or not started yet at the time of writing, the
sections will be limited to a short description of, or proposal for, the methods
that are, or can be, used.
The uncertainty contributors are listed in order of expected importance.
Given the relatively large signal-to-background ratio for the current imple-
mentation of the IBD selection, systematic uncertainties on the background
components are assumed to have a dominant effect and are treated first in
section 7.5. Secondly, the uncertainties on the reactor fission loading map
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could have a significant effect on the detector acceptance, as will be described
in section 7.6. In the remaining two sections, the energy reconstruction and
relative detection efficiency uncertainties will be discussed.
7.5 Background uncertainties
A first systematic uncertainty on the background selection arises from the
pressure correction of the reactor-OFF atmospheric component before sub-
tracting it from the reactor-ON signal selection. For the subtraction method
presented in section 5.4.3, the uncertainty is thus related to the uncertainty on
the scaling factor χavatm. However, we will see in the following chapter that an
improved subtraction method was developed for future analyses, which uses
a different approach for the removal of pressure-dependant background fluc-
tuations. In any case, the scaling of the reactor-OFF component is assumed
to be energy-independent and will thus only result in an uncertainty on the
background normalisation.
A second systematic could be introduced due to unexpected background
component variations over time. These can be studied by comparing the
recorded spectra for different reactor-OFF periods, corrected for relative at-
mospheric differences. In addition, the time stability of events that are vetoed
by the IBD selection cuts, for example those in the BiPo-selection time win-
dow of [300 - 500]µs, can also be compared between reactor-OFF and -ON pe-
riods. Both comparisons give information on the accuracy and time-stability
of the estimation of the different correlated background components.
Once the current IBD selection methods are finalised, these studies of the
background uncertainties will start.
The uncertainty on the selection and subtraction of the accidental back-
ground can safely be neglected, as the selection in the negative ∆t window is
very pure and the remaining number of accidental events after application of
the IBD selection cuts is small.
7.6 Detector acceptance
As discussed in chapter 3, the detector acceptance is determined as the ratio
of the number of crossing antineutrinos to the number of emitted antineu-
trinos. As these numbers depend on the spatial fission distribution in the
reactor core, which can vary according to the fuel loading map of a cycle, the
geometrical acceptance needs to be determined per reactor cycle. And any
uncertainty on these fission distributions will introduce an uncertainty on the
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detector acceptance.
As the antineutrino disappearance depends on the ratio Lνe /Eνe , uncer-
tainties on the baseline-dependent acceptance do not only influence the rate
normalisation, but also the predicted oscillation pattern. Therefore, an evalu-
ation of this uncertainty is also necessary for a relative oscillation fit.
The effect of the geometrical uncertainties can be evaluated using toy sim-
ulations. In this case, the spatial fission distribution is varied within its un-
certainty and the reactor simulation is each time rerun and compared to the
nominal reactor prediction.
We note that the resulting reactor uncertainty matrix VRab is constructed in
terms of the true neutrino coordinates (Ltrue, Etrue). In practice, however, the
oscillation fit is performed using events binned in reconstructed space and an
additional step for the conversion of VRab to V
R
αβ is needed.
This conversion can again be performed by using the computational toy-
method. In this case the three inputs for the toy generation will be
• the nominal values for the reactor related input parameters
• the covariance matrix VRab
• and the migration matrix, presented in chapter 4, that serves as the
response model.
To speed up this procedure, each generated toy prediction Pia can be fitted
with a spline. By comparing this fit to the spline fit of the nominal predic-
tion, a ratio can be made that then serves for the re-weighting of the set of
MC prediction events that were produced with the SoLO generator. After
the rescaling of the events, the migration matrix can be applied to give an
updated prediction in reconstructed space Piα. By applying equation 7.4 to a
set of these resulting Piα, the covariance matrix V
R
αβ is now available in recon-
structed space.
Because of the need of this translation step, the procedure for the evalua-
tion of any reactor-related uncertainty is in general much more time consum-
ing than the evaluation of uncertainties in the signal reconstruction processes.
A team of researchers from CAEN, Subatech and BR2 is evaluating this
uncertainty at the time of writing. The first results of this study are expected
within a few months.
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7.7 Energy reconstruction uncertainties
The energy reconstruction of the detected events is largely based on three
main concepts: the detector light yield, the energy linearity of the PVT scintil-
lator and the propagation of energy losses. All three properties are measured
or verified with calibration sources and implemented in the ROsim and re-
construction code. The uncertainties on these parameters will each introduce
an uncertainty on the reconstructed energy spectrum that can be evaluated
with the use of randomised MC toys.
Light yield and energy linearity
As presented in section 2.6, the LY values of all SoLid detector cubes are de-
termined based on calibration runs with a 22Na source. An average detector
LY was determined and by including effects such as the fibre specific attenua-
tion and the individual fibre-MPPC couplings, the per-cube LY variations are
understood within 3%. To study the effect of the remaining LY uncertainties,
a large set of simulations was generated, each time simultaneously varying
the LY values for all cubes in the detector simulation within the known 3%
uncertainty, as described in section 7.2.2. The variations were propagated to
the resulting measured energy spectrum and compared to the nominal value,
following equation 7.4. Figure 7.3 shows a first result for the expected un-
certainties on the energy spectrum, based on a set of 100 toys. More toys
are being generated for a precise determination of the resulting covariance
matrix.
As mentioned in chapter 2, PVT is assumed to have a linear response
to energy deposits. This energy linearity of the SoLid detector material was
verified with the use of multiple calibration points, spanning a relatively large
energy range. The result, averaged over the full detector, was shown in figure
2.21. The uncertainties on this linear fit were derived by performing the same
linearity study, but restricted to individual cubes. It was first verified for
a large number of cubes that the relation between deposited and detected
energy is indeed consistent with a linear law. Then, the energy response
slope was evaluated cube-per-cube by fitting the LY/MeV values obtained
for 4 calibration points. The cube-to-cube variations on the fit parameters
compared to the full detector parameters indicate a 2% uncertainty on the
slope. This value can be used to simulate new MC toys, varying the energy
response slope within 2%, to propagate the uncertainty to the reconstructed
energy spectrum.
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All fake experiments enveloppe
10 fake experiments
Figure 7.3: Top: The predicted Ereco-spectra for 10 example toy experiments with
randomised light yield values (blue), compared to the nominal spectrum using the
standard light yield values (black). Bottom: the ratio of each toy to the nominal value
prediction (blue), showing the relative variation on the Ereco-spectra. The envelope
(pink) shows the maximal variations for the full set of toys
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Low energy signals
Another source of systematic uncertainty originates in the difference in the
reconstruction efficiency for small energy deposits between data and MC.
This difference is seen when comparing the detected energy from annihi-
lation gammas produced by a 22Na source, to the MC simulation of these
interactions. As mentioned before, these annihilation gammas have an en-
ergy of 511 keV, which is low compared to the minimal required energy of
2 MeV for the ES signals in the IBD selection. In case all energy of an annihi-
lation gamma is deposited and detected, this corresponds to a signal of ∼50
PA. Most of the detected signals will however be smaller. The measured and
simulated energy distributions for annihilation gammas detected in a SoLid
cube are shown in figure 7.4. A discrepancy of 20% per cube or 5% per WLS
fibre is found between the two distributions over the full energy range from
10 to 50 PA.
This seemingly large uncertainty can be explained by the fact that each of
the fibres can only detect a few PAs for these low energy deposits. As a con-
sequence, the
√
N behaviour of statistical fluctuations causes large variations
in the resulting signal efficiency as a function of the actual deposited energy.
The evaluation of the impact of this uncertainty on the reconstructed energy
spectrum is just starting at the time of writing. The procedure will exist in
generating toys for which 20% of the cubes with detected energies below 500
keV is randomly removed from the reconstruction of each event. For the
cubes that share their row or column with the maximal amplitude cube, i.e.
that cube where the positron deposited most of its energy, the cube removal
will be reduced to only 10%, as 2 out of the 4 fibres will most probably be
above threshold.
7.8 Relative detection efficiency
The effect of an error on the IBD selection efficiency can act as a bias in the
signal normalisation. The absolute selection efficiency uncertainty does not
affect a relative oscillation analysis, but variations in this efficiency between
detector modules will have an impact on a relative oscillation search and
should therefore be correctly included in the MC detector simulation. There-
fore, the differences in selection efficiencies between the Monte Carlo simu-
lation and what is measured from calibration data need to be determined in
order to derive an uncertainty interval on each effect.
The IBD selection efficiency is a combination of the neutron detection
efficiency and the ES reconstruction efficiency.
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Figure 7.4: Data/MC comparison of the reconstructed energies for energy deposits
below 55 PA (∼ 600 keV), based on the measured and simulated reconstruction of
annihilation gammas from a 22Na source. A discrepancy of 20% is seen for these low
energetic signals.
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In figure 2.18, the neutron reconstruction efficiency, determined from cal-
ibration data, was shown for each individual Phase I detector plane. From
this calibration data, an average neutron reconstruction efficiency was deter-
mined within 4% uncertainty. The uncertainty per detector module will be of
the same order. The neutron capture efficiency might vary between modules
due to geometrical differences between the outer and inner modules, but is
automatically taken into account in the Monte Carlo simulation.
For the ES reconstruction, the plane-per-plane variation in the efficiency
mostly depends on the variations in the average LY between planes. These
variations are included in the detector simulation.
A direct way to evaluate the remaining systematic uncertainties is to look
at the data-to-MC comparison of the Lreco-distribution of the excess events.
However, such a study might not be precise enough, due to limited statistics.
Another possible method is to compare the distribution of ES events over
the detector planes in a BiPo data sample and in a MC sample. To match
the IBD topology, a subsample of BiPo events can be made that have a cube
with a reconstructed NS signal and at least one other cube that tagged a
radiative gamma. This study will not cover effects due to light leaks at higher
energies. To evaluate this, two IBD simulations that have different simulated
light leakage values can be used.
7.9 Summary
In this chapter, we have presented the general methods used for an evalu-
ation of the systematic uncertainties on the prediction for the experiment.
In a second step, we have listed the most relevant uncertainty contributors
for a relative oscillation search. The statistical uncertainties are determined
from the different signal and background selections and are based on Poisson
statistics, as described in section 7.3. We have also seen in this section that
a relative fit, that uses the measured data as a reference for the prediction,
introduces correlated statistical uncertainties.
On the other hand, a relative fit removes a large part of the systematic
uncertainties. For the current SoLid dataset, the dominant systematic uncer-
tainties are expected to come from the background selection, the dependence
of the detector acceptance on the reactor loading map, the energy reconstruc-
tion and relative detection differences between detector modules. We have
briefly discussed the methods that can and/or will be used to quantitatively




In this chapter, we present a first SoLid sensitivity contour using real data,
determined according to the oscillation analysis steps that were described
in chapter 6. The contour will be based on the preliminary IBD excess pre-
sented in chapter 5, determined from a limited open dataset containing only
1 reactor-ON cycle. As a consequence, the result will lack sensitivity and is
not useful for a final oscillation search. The purpose is, however, to demon-
strate the readiness of the oscillation analysis code for the study of the full
Phase I dataset. In addition, we summarise the remaining steps and studies
that are required to produce the full Phase I dataset exclusion contour.
8.1 Current status
As mentioned, the SoLid collaboration is currently still working on the valida-
tion of the IBD analysis techniques and the full Phase I dataset is not available
yet for further analysis. For the production of a first exclusion contour with
real SoLid data, the same limited dataset is used as the one for which a first
IBD excess study was presented in chapter 5. This set includes 25 days of
reactor-ON data, taken during the third BR2 reactor cycle of 2018. The goal is
to evaluate the implementation of the oscillation analysis machinery, which
was my dominant contribution to the SoLid analysis.
The input for the oscillation fit is the measured Lreco versus Ereco distri-
bution of the IBD signal excess, which is shown in figure 8.1. All statistical
uncertainties were propagated during the event selection and background
subtraction procedures and are stored per histogram bin. A projection of
these uncertainties is shown in figure 8.2. Systematic uncertainties are not
taken into account for this study, as they are negligible compared to the sta-
tistical uncertainties on this limited dataset.
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Figure 8.1: Signal excess measured by the SoLid experiment for BR2 reactor cycle 3-
2018, presented in terms of Lreco versus Ereco. This is the data input for an oscillation
analysis.
For the prediction, the full simulation of reactor cycle 3-2018 was used.
The simulated IBD interactions were folded with the detector response, us-
ing a migration matrix trained on the data of reactor cycle 1-2018, that was
processed with the full ROsim and uBDT selection method. This migration
matrix was already presented in chapter 4. The prediction was then scaled to
match the number of events in the open dataset. The background effects were
included via their contribution to the statistical uncertainties. The expected
sensitivity, based on this prediction and using the relative, PROSPECT-like
fit, is shown in figure 8.3. Because of the low statistics, the fit is only sensitive
to a very limited part of the parameter space where the sin2(2θ14) mixing
terms are larger than about 0.6.
A fit of the data with the null-oscillation prediction results in a χ2-value of
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Figure 8.2: The total relative statistical uncertainties on the small open dataset used
for a first oscillation analysis. The uncertainties are grouped per baseline bin, with 10
reconstructed energy bins for each. The blue line indicates 30% relative uncertainty.
39.21. Given the 40 d.o.f. in the fit (see chapter 6), we find a good agreement
of the data with the null hypothesis. When performing the best fit search,
this point is found for sin2(2θ14) = 0.001. For this very small mixing angle,
the oscillation is negligible for any value of ∆m241, and the best fit point is in
fact in line with the no-oscillation hypothesis.
The exclusion contour for the open dataset is shown in figure 8.4. We see
that the exclusion limit is consistent with the predicted sensitivity. However,
the limit does not provide a useful result, which can be attributed to the
very limited statistics of the available dataset. We note that this open dataset
contains only 7% of the total Phase I data on-tape that is of a similar size as
the fake dataset presented in chapter 6.
8.2 Steps towards a Phase I exclusion contour
In this section we briefly list the remaining items that need to be studied and
determined by the SoLid collaboration, in order to produce a first exclusion
contour with the full Phase I dataset.











SoLid sensitivity at 90% CL
RAA best fit
SoLid - 25 days open dataset
Figure 8.3: The sensitivity contour at 90% confidence level for the SoLid open
dataset, based on a relative fit including statistical uncertainties only (blue). The
RAA best fit point is indicated with a black star.








SoLid open dataset - raster scan
RAA best fit
exclusion contour, 90% CL
sensitivity, 90% CL
Figure 8.4: The exclusion contour at 90% confidence level for the SoLid open dataset,
based on a relative fit including statistical uncertainties only (blue). The predicted
sensitivity is added for reference (black). The RAA best fit point is indicated with a
black star.
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8.2.1 Improved subtraction method
As mentioned in chapter 5, an improved background subtraction method,
compared to the one described in section 5.4.3, was recently developed. The
reason were the results from data stability studies, that indicated a depen-
dence of the IBD excess on the pressure correction factor χatm. This cor-
relation showed that the atmospheric background component was not well
controlled.
The concept of the improved method is to first subtract pressure induced
fluctuations, before subtracting the full reactor-OFF atmospheric selection
from the reactor-ON selection. For this purpose, a fit function f (P) is used
to determine the fluctuations of the atmospheric component, based on the
pressure evolution per time bin (j):
∆Catm, j = Catm, j − Catm = f (Pj) = χre fatm(Pj − P), (8.1)
where Catm and P are the average atmospheric rate and pressure for the
reactor-OFF period and where we have dropped the OFF superscript for no-
tation simplicity. An example of the fit is shown in figure 8.5.
Once the factor χre fatm is determined from the fit, and the pressure evolution
is known, the pressure correlated background rate for any other time bin (k)
can be found:
COFFatm−∆, k = C
OFF
atm, k − ∆Catm, k (8.2)
= COFFsignal−BiPo, k − χre fatm(Pk − P)
As such, this component COFFatm−∆, k represents the expected atmospheric back-
ground, corrected for pressure induced fluctuations.
Since the varying pressure during reactor-ON periods causes the same
kind of fluctuations in the atmospheric background, a similar subtraction of
the ∆Catm, k is done first:
CONsignal−BiPo−∆, k = C
ON
signal−BiPo, k − χre fatm(Pk − P). (8.3)
In principle, this CONsignal−BiPo−∆, k component now only contains the excess
IBD signal and a pressure corrected atmospheric background.
Finally, the remaining atmospheric background component, estimated
from reactor-OFF data is subtracted from the remaining reactor-ON selection,
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New Proposal
Details
1) Do a fit for this function:
SSignal BiPo,j   SSignal BiPo =  Refatm · (Pj   P )
where the average is determined for the Reactor
O↵ period.
2) The atmospheric component is subtracted from the signal in the following way:
SSignal BiPo Atm,k = SSignal BiPo,k    Refatm · (Pk   P )
where k is the time bin for both Ron and Roff
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Figure 8.5: Evolution of the atmospheric background component with respect to the
atmospheric pressure for reactor-ON and -OFF data. The fit of the reactor-OFF data
is used to determine the atmospheric correction factor. [134]
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We note that this formula represents the excess rate. For the determination
of absolute numbers a scaling factor for the amount of reactor-OFF data to
amount of reactor-ON data is needed.
This method has already been implemented and tested for the excess rate
determination, but needs some additional work to be able to precisely deter-
mine the effect on the event distributions in length and energy, for which an
individual atmospheric fit of each (Lreco, Ereco)-bin will be needed. For a full
discussion, see [144].
8.2.2 IBD signal selection on full dataset
Currently, the IBD selection methods described in section 5.4 were trained
and tested on the open dataset of only one reactor-ON cycle. Once the meth-
ods are fully validated, the processing of all Phase I data with the latest
reconstruction software version can start.
After the processing, some data stability checks will have to be performed
first. These include investigations of the total data rate for reactor-ON and
-OFF periods, and of rates of individual event types. Muon event rates will
be correlated with logs of atmospheric pressure to test the detector efficiency
and energy scale stabilities. If needed, unstable periods can be excluded from
the final dataset.
When the detector performance over all selected data taking periods is
well understood, the total signal excess of the Phase I dataset can be deter-
mined.
8.2.3 Systematic uncertainties
As described in chapter 7, the evaluation of the systematic uncertainties is
mostly based on data-to-MC comparisons and toy MC datasets. A first step
for the determination of systematics is thus to process MC samples with
the latest SoLidSim and ROsim software versions. Then, the procedures de-
scribed in the same chapter will have to be tested further or will need to be
implemented. It is assumed that the most optimal strategy is to start with an
evaluation of the background, detector acceptance and energy reconstruction
uncertainties.
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8.2.4 Migration matrix tests
To verify the migration matrix method and performance, a second toolkit
for the construction of response matrices, called ReMu [126], will be imple-
mented and tested. As such, a cross-check of the results found with the
currently implemented RooUnfold framework can be made.
8.2.5 Sensitivity studies
Once the statistical and systematic uncertainties on the full open dataset are
known, a new sensitivity projection of the SoLid Phase I experiment can be
produced. It will need to be determined which of the fit methods, described
in chapter 6, best matches the available data and goals of the first oscillation
analysis. This choice will mostly be driven by the set of systematic uncertain-
ties.
For the production of the contours, the expected background shape will
need to be updated in the SoLO framework, depending on the used IBD se-
lection method. Currently, only one background shape is implemented in the
SoLO analysis code. This background spectrum is made using the overall
reactor-OFF spectrum in the signal selection region. For future studies, how-
ever, it would be useful to be able to study the effect of increasing or reducing
one of the background components. This requires a separate implementation
of the individual background spectra and the use of relative normalisation
factors between components.
Depending on the final statistics of the Phase I dataset, the choice of bin-
ning in Lreco and Ereco could also be revised. As mentioned in section 6.4, the
Lreco-bins could be chosen in such a way that each position bin has roughly
the same signal statistics. This kind of binning should result in a better sta-
tistical coverage, which improves the overall oscillation sensitivity.
8.3 Summary
In this chapter we have presented a first sensitivity and exclusion contour
based on real SoLid data. The purpose of this analysis was to test the full
analysis chain and to validate my work for this thesis. As only a small part
of the SoLid Phase I dataset was available for this first analysis, these prelim-
inary results are not sensitive enough for an evaluation of the sterile neutrino
hypothesis. We have therefore also listed the remaining items that require ad-
ditional work from the SoLid collaboration, in order to produce an exclusion
contour with the full Phase I dataset.

SoLid Phase II 9
In July 2020 the SoLid Phase I detector was shut down after two and a half
years of operation at the BR2 reactor site. The detector modules were taken
out of the container and shipped to the University of Antwerp for an upgrade
of the readout sensors. The SoLid collaboration is currently replacing all 3200
MPPCs with a new, more performant type. The aim is to take more physics
data with the upgraded Phase II detector for about 1 additional year and profit
from an increased sensitivity for the final oscillation analysis. In this chapter
we briefly present the expected improvements and the resulting increase of
the experiment’s sensitivity.
9.1 New generation MPPCs
For the SoLid Phase II detector, the Hamamatsu S12572-050P MPPCs are re-
placed with the new ones of the type S14160-3050HS. They have a similar
photosensitive area of 3 by 3 mm, such that they still match the cross-section
of the WLS fibres and fit in the same connectors. This new generation of
photon multipliers should achieve a higher photon detection efficiency (PDE)
for a lower operation voltage than their predecessors [145].
To test the performance of the new MPPCs, a test bench with one SoLid
cube that was read out by two short WLS fibres was set up at Imperial Col-
lege. One end of each fibre was connected to an MPPC, that was connected
to readout channels on a SoLid-type analogue electronic board. To allow a
high statistics measurement and good comparison between the performance
of both old and new MPPCs, a 90Sr calibration source was used, placed on top
of the cube. The data was recorded with a threshold trigger set at a relatively
high threshold to eliminate the effect of dark counts. To ensure stable data
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taking conditions, this test set-up, with all connected electronics, was placed
in a small dark box that additionally acted as Faraday cage.
A summary of the test bench results for the cross-talk probability, dark
count rate and light yield of the MPPCs is shown in figure 9.1. This shows
that switching to the new MPPCs, and operating them at the same over volt-
age (OV) settings as the old MPPCs, would result in:
• a decrease of the cross talk,
• an increase of the dark count rate,
• and an increase of the light yield.
Moreover, because of the reduced cross-talk probability of the new MPPCs, it
would be possible to operate them at a larger over voltage. By setting the OV
at 3.5 V, the cross-talk level is comparable to that of the Phase I experiment,
while significantly increasing the light yield by 40%. The dark count rate
would increase by about 25%. We note that switching to a new over voltage
involves changing other related operation settings and will therefore require
a small update of the SoLid read-out electronics too.
9.2 Expected improvements
For the upgraded Phase II detector, a range of different improvements is
expected, the most dominant ones being:
• The increased photon statistics will improve the energy resolution, pro-
viding a better sensitivity to the measured IBD spectral shape.
• The signal reconstruction threshold could be lowered, since the higher
photon statistics help discriminate low energy signals from electronics
noise. As a consequence, more annihilation gammas will be recon-
structed for IBD events, improving the performance of the uBDT and
NN codes.
• The neutron signals will produce more peaks over threshold, increasing
the discriminative power of the BiPonisher and/or BiPonator variables.
The actual changes resulting from the MPPC upgrade can only be re-
trieved from a detailled simulation, based on results from calibration runs
with the newly instrumented detector planes. In addition, a re-evaluation of
the reconstruction processes and event variables, as well as a new optimisa-
tion of the IBD selection procedure, will be required. A precise determination
of the expected improvements is beyond the scope of this thesis and in the fol-
lowing section we will therefore present some general cases that will impact
the Phase II sensitivity.
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Figure 9.1: The cross-talk probability, dark count rate and light yield for the new
S14160-3050HS Hamamatsu MPPCs (dots), compared to the older generation of
S12572-050P MPPCs (stars), as tested with a small set-up at Imperial College. [146]
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9.3 Phase II sensitivity
From the previous chapters of this work, it is clear that the sensitivity of
an experiment to sterile neutrino oscillations depends on a large amount of
parameters. In this section we will discuss a few general parameters that have
the most dominant effect on the sensitivity, as an illustration of the possible
improvements for the Phase II SoLid experiment.
9.3.1 Run time
A straight-forward advantage of the Phase II run lies in the experiment’s
increased run time. By gathering an additional year of data, the number of
detected events will be larger and the statistical uncertainties will decrease.
In figure 9.2 the sensitivity of the current estimated dataset (see chapter 6)
and that for a dataset with an additional year of data taking are shown. We
have assumed here that in 1 year there will be 6 reactor cycles, each with
about 25 reactor-ON days per cycle.
From figure 9.2 we can see that a longer run time primarily results in an









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - 350 days
90% C.L. - 450 days
Figure 9.2: Example of the effect of a longer run time on the sensitivity of the SoLid
experiment. All other parameters are fixed at the Phase I values.
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9.3.2 Energy resolution
As mentioned above, the increased light yield will improve the energy reso-
lution of the detector. This resolution is about 18% (stat.+sys.) for the Phase I
detector, and is estimated to be between 10 and 15% for the Phase II detector.
An increased energy resolution implies less smearing of the energy and thus
a more correct energy reconstruction. Figure 9.3 shows that this improve-
ment pushes the sensitivity to larger values of ∆m241. This can be explained
from the inverse relation between the ∆m241 parameter and the energy in the









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - 18% energy res.
90% C.L. - 15% energy res.
90% C.L. - 10% energy res.
Figure 9.3: Example of the effect of an improved energy resolution on the sensitivity
of the SoLid experiment. The used run time corresponds to 450 days, all other
parameters are fixed at the Phase I values.
9.3.3 IBD efficiency
With an improved performance of the IBD selection methods, it is possible
to increase the IBD detection efficiency. Of course, the trade-off between the
selection of more signal events or the discrimination of more background
events always remains.
196 CHAPTER 9. SOLID PHASE II
The effect of a larger IBD efficiency is shown in figure 9.4. It is the same
as that of increasing the run time, as both parameters affect the number of









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - 14% efficiency
90% C.L. - 20% efficiency
90% C.L. - 30% efficiency
Figure 9.4: Example of the effect of an increased IBD efficiency on the sensitivity
of the SoLid experiment. The used run time corresponds to 450 days, all other
parameters are fixed at the Phase I values.
9.3.4 Signal-to-background ratio
With the Phase II upgrade, it is expected that the signal-to-background ratio
can significantly be improved. Firstly, the possibility to lower the reconstruc-
tion thresholds is expected to increase the annihilation gamma reconstruc-
tion efficiency for the IBD signal. As a consequence, the MVA codes will be
more discriminative between signal and background events. In addition, it
is expected that, when the machinery is ready to take full advantage of the
BiPonator tool, the BiPo background can be reduced by at least a factor 2.
For a reduction of the atmospheric background component, the collaboration
will optimise and implement the NS multiplicity and muon vetos.
Given these future prospects, a total signal-to-background ratio of 1 over
3 seems achievable. Figure 9.5 shows the impact of this improvement on the
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sensitivity. As can be expected, the contour is again shifted towards lower
values of sin2(2θ14), because the reduced number of background events for









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - S:B = 1:5
90% C.L. - S:B = 1:3
Figure 9.5: Example of the effect of a larger signal-to-background ratio on the sensi-
tivity of the SoLid experiment. The used run time corresponds to 450 days, all other
parameters are fixed at the Phase I values.
9.3.5 Position binning
Depending on the final gathered statistics, the choice of the binning in Lreco
can be optimised. When the statistical uncertainties are small enough, a finer
binning results in a higher precision on the frequency term sin2(∆m241L/E)
and thus improves the sensitivity of the experiment to the ∆m241 parameter.
Figure 9.6 shows the projected SoLid sensitivity for 450 days of reactor-
ON data, with the Phase I energy resolution, IBD efficiency and signal-to-
background parameters, for varying bin sizes in Lreco. The top plot is based
on the relative fit method including the effect of correlated statistical uncer-
tainties induced by this fit method. It can be seen that, in this case, a finer
binning in Lreco worsens the sensitivity of the experiment.









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - 5 position bins
90% C.L. - 10 position bins









SoLid fake data - no corr. stat. errors only
RAA best fit
90% C.L. - 5 position bins
90% C.L. - 10 position bins
90% C.L. - 25 position bins
Figure 9.6: Example of the effect of different Lreco-binning on the sensitivity of the
SoLid experiment, based on a relative fit including correlations between the statistical
uncertainties (top) and without these correlation terms (bottom). The used run time
corresponds to 450 days, all other parameters are fixed at the Phase I values.
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This reduced sensitivity can be addressed to the correlation terms of the
statistical uncertainties, which enlarge the effect of the reduced statistics per
bin when spreading the events over a larger number of bins. This is confirmed
by the results of the relative fit without the statistical correlation terms, that
are shown in the bottom plot of figure 9.6. These results are less affected
by statistical uncertainties and the expected, but small effect, where a finer
binning improves the sensitivity to ∆m241, remains visible here.
We can thus conclude that for a final analysis, the choice of the binning
in Lreco will have to be evaluated as a function of the available statistics and
the systematic uncertainties, as a finer binning does not necessarily imply a
better sensitivity.
9.4 Phase I + II sensitivity
The sensitivity contours shown above are each derived from one set of simu-
lated data for which all parameter values were fixed. In reality, however, the
SoLid collaboration will have to combine two datasets with different settings
for both phases of the experiment. The combination of two sets for the calcu-
lation of the sensitivity limits can be done by simply adding the individual
χ2 values:




I I . (9.1)
This can be understood intuitively, as the addition of a second dataset is
practically the same as the addition of extra data bins in the χ2 sum. The ∆χ2
value of the combined dataset can be calculated by searching for the minimal
value of χ2I+I I over the parameter grid. For the approach following Wilk’s
theorem, the critical value can be determined from a standard χ2 distribution
with 2 degrees of freedom. The production of toys of the combined dataset
for the Feldman-Cousins approach is less trivial: it requires the simulation of
individual toys from both datasets and individual χ2 calculations and then
a best fit scan for the summed χ2I+I I values of each toy pair. A dedicated
code that executes this process will have to be implemented in the SoLO
framework.
An example of a combined Phase I+II sensitivity contour is shown in
figure 9.7. The fake Phase II dataset is based on 150 days of reactor-ON data,
with an IBD efficiency of 20%, a signal-to-background ratio of 1:3 and an
energy resolution of 12%. One can see that this smaller Phase II fake dataset
already shows a better sensitivity than the Phase I dataset of 350 days. This
can be verified with a quick calculation of the statistics:
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• The improved efficiency from an assumed 14% for Phase I to an as-
sumed 20% for Phase II increases the statistics with a factor 1.43. The
150 days of Phase II are thus equivalent to 214 days with an efficiency
of 14%.
• The effect of the reduced background contribution from 5-to-1 to 3-
to-1 on the statistics can be deduced as follows: using the simplified
calculation of the statistical uncertainties as described in section 7.3.1,
we have
σ2IBD = NIBD + 2× NBG (9.2)
and thus σ2IBD,I = NIBD + 2× (5× NIBD,I)
and σ2IBD,I I = NIBD,I I + 2× (3× NIBD,I I)
Using these equations we can deduce that the reduced statistical uncer-
tainty of Phase II is comparable to increased signal statistics for Phase
I:
NIBD + 10× NIBD,I = NIBD,I I + 6× NIBD,I I




The 214 days with an efficiency of 20% and S:B = 1:3 become 337 days
of data with 20% efficiency and S:B = 1:5. At this point, the statistics of
Phase I are already reached.
• In addition, the energy resolution is improved to 12%, which shows as
a higher sensitivity to larger values of ∆m241, as explained in section 9.3.
We can conclude from this preliminary study of the combined Phase I
and Phase II sensitivity that the SoLid experiment is expected to be able to
reject or confirm the sterile neutrino hypothesis as the cause of the reactor
antineutrino anomaly at 90% confidence level or more.
The current sensitivity and exclusion contours published by the STEREO
and PROSPECT experiments, are shown in figure 9.8, as a reference. Taking
into account the use of different confidence levels, it can be seen that these
contours exclude a slightly larger part of the oscillation parameter space,
compared to the SoLid Phase I+II combined sensitivity contour.
To obtain a competitive result, the SoLid collaboration will thus have to
maximise the signal selection efficiency and reduce the background contami-
nation as much as possible. In addition, the systematic uncertainties will need
to be well-controlled, as the presented SoLid Phase I+II sensitivity projection
is based on statistical uncertainties only.









SoLid fake data - stat. errors only
RAA best fit
90% C.L. - phase I
90% C.L. - phase II
90% C.L. - phase I+II
Figure 9.7: Example of a combined Phase I and Phase II sensitivity contour (pink),
based on fake SoLid data. The individual Phase I (black) and Phase II (blue) contours






Exclusion Sensitivity (179 days reactor-on): 90% C.L.












FIG. 32. Exclusion contour (red) and exclusion sensitivity
contour (blue) at 90% C.L. of phase-I+II. The statistical
fluctuations of the exclusion contour are located around the
sensitivity contour, as expected. Overlaid are the allowed
regions of the RAA (grey) and their best-fit point (star) [2].
pseudo-data are generated as fluctuations around the
expected non-oscillated values within their uncertainty.




















is calculated, where all parameters are allowed to vary
with exception of sin2(2✓̂ee) and  m̂241. They are the
parameters of the model to be tested, e.g. they are equal
to zero in the case of the no-oscillation hypothesis.
As explained in Section III, the performance of the
Stereo detector has changed between phase-I and
phase-II. Therefore, we treat phase-I and phase-II as
two separate experiments. In Equation 18, we use the
same  2 formula (Equation 15) for each one separately,

















The changed response of the detector between the phases
is taken into account in the simulation. As the system-
atic uncertainties evolved between the two phases, the
nuisance parameters ~↵ are different. However, we keep
the same normalisation parameters  i as we expect the
adjustments of the spectrum to be the same for the two
phases. To be able to do so, we have to add a normalisa-
tion term A which is common to all cells. We implement









Expected Sensitivity (300 days reactor-on): 90% C.L.









FIG. 33. Exclusion sensitivity contour at 90% C.L. (blue) and
95% C.L. (red) expected at the full dataset of the Stereo
experiment. The expected number of days with reactor-on
(off) is 300 (500) days.
the expression  iA in Equations 15 and 17, respectively.
The normalisation parameter A is adjusted freely during
the minimisation and takes into account the difference in
statistics between the two datasets. The parameters of
interest sin2(2✓ee) and  m241 are kept identical for the
two phases.
To test the no-oscillation hypothesis, we compare the
  2 of the data from phase-I+II with the distribution
obtained from pseudo-experiments. We get a p-value of
9%, i.e. the no-oscillation hypothesis cannot be rejected.
Figure 30 shows the corresponding best-fit spectra for
phase-II data relative to the re-normalised no-oscillation
model when simultaneously fitting data from phase-I+II.
We report the best-fit values of all nuisance parameters
in Figure 31. They are all contained within one standard
deviation of their central values.
While computing the   2 values of the pseudo-
experiments, we find that the fitting procedure tends to
describe the generated pseudo-data using high values of
sin2(2✓ee) and  m241, which are located in a parameter
space region already excluded by the global analysis [14].
We explain this by an overfitting of the statistical fluc-
tuations present in the data. By going to high values of
sin2(2✓ee) and  m241, the fit model is able to match in-
dividual fluctuations. When introducing a constraint on
the normalisation of the overall spectrum, the fit model
no longer employs high values of sin2(2✓ee) and  m241 to
describe the pseudo-data. For this study, we introduced
a pull term similar to the ones in Equation 15, where
the constrained parameter is the sum of the free normal-
isation parameters  i across all cells (cf. Equation 15).


















FIG. 44. The value of   2 obtained for each (sin22✓14, m241) grid
point, relative to the best-fit point (white square) at (0.11,1.78 eV2).
The  2 defi ition is provided in Eq. 11. The white spot corr spond
to the location of the best-fit point (  2 = 0).
oscillated Asimov dataset [88] tested against the oscilla-




1 )0 is its converse, calculated for oscillated
Asimov dataset with parameters (sin22✓14, m241) tested
against the null oscillation hypothesis.
Once the values from Equation 14 are known, the value of
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The point (sin2 2✓14, m241) is said to be excluded by the
given data at 2  confidence level if CLs < 0.05. The result-
ing 95% confidence level CLs exclusion contour is shown in
Figure 45. The RAA best fit is clearly excluded at better than
95% CL.
The Gaussian CLs method provides a conservative ex-
cluded region that allows for easy combination with other ex-
perimental results, but it does not address the consistency of
the data with respect to the null oscillation hypothesis. To
remedy this, an examination of excluded sterile neutrino os-
cillation parameter space based on th the input  2 map in
Figure 44 was performed sing a F ld an-C usins frequen-
tist approach [89], similar to that described in Ref. [56]. This
approach was first used to determine the level of preference
observed in PROSPECT data for the best-fit point described
above with respect to the null hypothesis, and with respect to
the RAA best-fit point. For the null hypothesis, 103 individual
toy datasets were generated by taking an unoscillated model
spectrum at each baseline and adding a vector of independent
random variables multiplied by a Cholesky decomposition of
the full covariance matrix. This ensures that all toy results in-













 Exclusion, 95% CLsCL
 Sensitivity, 95% CLsCL
SBL + Gallium Anomaly (RAA), 95% CL
FIG. 45. Expected PROSPECT sterile neutrino oscillation sensitiv-
ity contour, as well as the exclusion contour corresponding to the
  2 distribution in Figur 44. Both contours are obtained using the
Gaussian CLs method. Also pictured is the RAA preferred p rameter
space and best-fit point from Ref. [16]; the best-fit point is excluded
at >95% confidence level.
baselines and energies. These toy PROSPECT datasets repre-
sent the range of expected measurements likely to be delivered
by PROSPECT in the absence of sterile neutrino oscillations
given the range of expected statistical and systematic varia-
tions described above. Each toy PROSPECT dataset was then
fit in a manner similar to that described above for the observed
PROSPECT data. The   2 =  2null    
2
min values calculated
for all toys then form a distribution of expected   2 values,
as shown in Figure 46. The   2 value obtained by a fit to
the PROSPECT dataset was t n compared to this d stribu-
tion; the observed   2 val e, 123.3 - 119.3 = 4.0, is found
to be smalle than 57% of   2 generated by th toy null os-
cillation datasets, indicating little incompatibility with the no-
oscillation hypothesis.
The same test was performed on the RAA best-fit point us-
ing 103 oscillated toy MC datasets. For the measured data, the
best-fit  2 mentioned above forms a   2 value of 16.1 with
respect to the  2 obtained at the RAA best-fit point. When
compared to the distribution of   2 values from the RAA-
oscillated toy datasets described above, we find that the ob-
served   2 value corresponds to a p-value of 1.5%, as shown
in Figure 46. This indicates t at the RAA best-fit point is ex-
cluded by the PROSPECT data at the 2.5  confidence level.
Similar   2 profiles were generated for ach point in an
examined grid of ( m241, sin22✓14) values. At each grid point,
a critical value,   2crit, is identified below which 95 % (2 )
of all 103 toy dataset-derived   2 fall. The map of   2crit
values for each grid point in oscillation parameter space is
shown in Figure 47.
It is worth noting that assuming these   2 distributions fol-
low a  2 distribution with two degrees of freedom, as might
be naively done when fitting two oscillation parameters,  m2
Figure 9.8: The current exclusion and sensitivity contours published by the STEREO
xpe iment [87] (left) and PROSPECT experiment [85] (right).
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9.5 Summary
In this chapter, we have presented the currently ongoing upgrade to the SoLid
Phase II detector. We briefly discussed the expected improvements and gave
an outlook on the resulting sensitivity of the SoLid experiment to the reactor
antineutrino anomaly and the related sterile neutrino hypothesis.
Conclusion 10
Despite the enormous experimental progress that has been made since the
first detection of the neutrino in 1956, this elementary particle is still not
fully understood. Neutrino experiments using different sources have shown
tensions with the current theoretical framework of 3 flavours of neutrinos os-
cillating into each other, and led to the so-called accelerator, Gallium and reactor
antineutrino anomalies. One of the proposed solutions for these anomalies is
that of the light sterile neutrino with a mass of about 1 eV, causing additional
oscillations over relatively short distances.
To resolve the reactor antineutrino anomaly and evaluate the sterile neu-
trino solution, many new reactor neutrino experiments are developed to ex-
plore νe-oscillations at very short distances. One of these is the SoLid ex-
periment, that operates at less than 10 m distance from the core of the BR2
reactor, at the SCK•CEN in Mol, Belgium. The SoLid detector principle is
based on the detection of inverse beta decays (IBD) from antineutrino inter-
actions, using small cells of a composite scintillator technology. The cells exist
of (5× 5× 5) cm3 polyvinyl toluene (PVT) cubes for the detection of electro-
magnetic interactions and 6LiF:ZnS(Ag) screens for the capture and detection
of neutrons.
The full scale SoLid detector, called Phase I, exists of 12 800 of these detec-
tion cells and weighs about 1.6 tonne. It was constructed over the course of
about 1 year from December 2016 to November 2017. Since the largest part
of the detector construction took place at Ghent University, I was closely in-
volved in the planning and organisation of this effort. I helped with the cube
wrapping, plane assembly, quality assurance tests and the final installation of
the Phase I modules in their container at the BR2 site. This installation was
finished in the winter of 2017-2018 and since then, the Phase I detector has
continuously been taking data until July 2020, when it was shut down for an
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electronics update. In total, 373 days of data were gathered during operation
of the BR2 reactor.
To be able to understand the recorded data and compare it with what is
expected, a large set of simulation codes is needed. First, a full simulation of
the fissions of the reactor fuel is needed to retrieve a predicted antineutrino
flux and spectrum per reactor cycle. This information is provided to the SoLid
collaboration by a team of reactor calculation specialists from the SCK•CEN
and Subatech institutes. A dedicated code called SoLO that links this reactor
information to the SoLid detector simulation was developed within the SoLid
collaboration.
Then, when the antineutrino interactions in the SoLid detector material
are generated, the SoLidSim code runs a simulation of the particle transport
and interactions in the detector materials. This simulation takes into account
all densities and geometrical information of the SoLid detector, the housing
container and the BR2 reactor hall. Next, the response of the readout elec-
tronics to the detected light emissions from the particle interactions, as well
as the signal reconstruction of the recorded waveforms are emulated by the
ROsim code. For a fast application of the overall detector response to a set of
simulated IBD interactions, an object called the migration matrix was trained.
I have worked on the implementation of this object in the SoLO analysis
framework and tested its performance and use in the data analysis.
All these simulation steps are needed to be able to predict the signature of
the inverse beta decays in the SoLid detector. Given this signature, it is pos-
sible to define selection criteria which help to discriminate the antineutrino
signal from a large amount of background events. The main sources of back-
ground for the SoLid experiment are atmospheric neutrons and radioactive
BiPo decays.
With the use of machine learning codes some powerful signal-to-background
discriminators were developed. By using these discriminators, in addition to
rectangular cuts on the event topology, time coincidence, energy, etcetera, a
signal excess of 106.27± 10.35 events/day can be reached. The statistical un-
certainty is relatively large, due to the rather low signal-to-background ratio
of about 1:5 in the current analysis.
In the final step of the SoLid analysis, the signal excess for a given dataset
is compared to the predicted excess that is deduced from the full simulation
of the corresponding reactor period. In practice, the quantitive comparison
is based on the χ2 goodness-of-fit parameter, taking into account all statisti-
cal and systematic uncertainties of the experiment. This analysis allows to
reject or confirm the sterile neutrino hypothesis as underlying model of the
recorded data.
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The work of this thesis mainly existed in the development of the oscilla-
tion analysis framework. I have worked on the implementation of different χ2
fit methods and the extension of the framework for the use of the Feldman-
Cousins method. I have updated the sensitivity contours along the course of
the experiment and tested the full oscillation analysis chain for the produc-
tion of exclusion contours.
A first oscillation analysis, based on a small fraction of the SoLid Phase
I dataset, was performed to test the readiness of the full analysis chain. To
allow an oscillation analysis of the full dataset, a reprocessing of the data with
the latest software versions and additional data quality studies are needed.
In addition, a full evaluation of the systematic uncertainties is necessary to
present a more precise result. The SoLid experiment expects to conclude the
study of the SoLid Phase I dataset in the coming year.
The collaboration is currently also working on the installation of the Phase
II detector, that will use upgraded photosensors with a higher light detection
efficiency. The new photosensors are expected to increase the energy reso-
lution and the overall IBD detection efficiency and reduce the background




Ondanks de enorme experimentele vooruitgang die is geboekt sinds de eerste
detectie van het neutrino in 1956, wordt dit elementaire deeltje nog steeds niet
volledig begrepen. Neutrino-experimenten die gebruik maakten van verschil-
lende bronnen hebben onenigheden aangetoond met het huidige theoretische
model van 3 families van neutrino’s die in elkaar oscilleren. Deze hebben ge-
leid tot de zogenaamde versneller, Gallium en reactor antineutrino anomalieën.
Eén van de voorgestelde oplossingen voor deze anomalieën is die van het
lichte steriele neutrino met een massa van ongeveer 1 eV, dat extra oscillaties
zou veroorzaken over relatief korte afstanden.
Om een verklaring te vinden voor de reactor antineutrino anomalie en om
de hypothese van het steriele neutrino te evalueren, worden veel nieuwe re-
actor neutrino-experimenten ontwikkeld die antineutrino oscillaties op zeer
korte afstanden kunnen onderzoeken. Eén daarvan is het SoLid experiment,
dat opereert op minder dan 10 m afstand van de kern van de BR2-reactor,
aan het SCK•CEN in Mol, België. Het SoLid detectorprincipe is gebaseerd
op de detectie van invers beta-verval (IBV) veroorzaakt door antineutrino-
interacties, en dit met behulp van kleine detectie-cellen gemaakt van scintil-
latiemateriaal. De cellen bestaan uit polyvinyl tolueen (PVT) kubusjes van
(5× 5× 5) cm3, die dienen voor de detectie van elektromagnetische interac-
ties, in combinatie met 2 plaatjes 6LiF:ZnS(Ag) die dienen voor het invangen
en detecteren van neutronen.
De eerste grootschalige SoLid detector, genaamd Phase I, bestaat uit 12
800 van deze detectie-cellen en weegt ongeveer 1.6 ton. Phase I werd ge-
bouwd in ongeveer 1 jaar tijd, in de periode van december 2016 tot november
2017. Aangezien het grootste deel van de detectorconstructie plaatsvond aan
de UGent, was ik nauw betrokken bij de organisatie en uitvoering van deze
taak. Ik hielp mee met het samenstellen van de individuele kubusjes en van
de detector frames, met het uitvoeren van kwaliteitstests en met de uitein-
delijke installatie van de Phase I onderdelen in hun container op de BR2
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site. Deze installatie werd voltooid in de winter van 2017-2018 en sindsdien
heeft de Phase I detector continu data genomen tot juli 2020, toen hij werd
uitgeschakeld voor een elektronica-update. In totaal werden 373 dagen aan
gegevens verzameld tijdens de werking van de BR2-reactor.
Om de verzamelde data te kunnen begrijpen en te kunnen vergelijken
met wat wordt verwacht zijn er meerdere simulatie codes nodig. Ten eerste
is een volledige simulatie van de kernfissies in de reactor nodig om een voor-
spelling van de antineutrino-flux en -spectrum per reactorcyclus te maken.
Deze informatie wordt aan de SoLid collaboratie verstrekt door een team van
reactor-experten van de SCK•CEN en Subatech instituten. De SoLid colla-
boratie zelf heeft een speciale code ontwikkeld, SoLO genaamd, die deze
reactorinformatie koppelt aan de simulatie van de SoLid detector.
Wanneer de antineutrino-interacties met het detectormateriaal worden ge-
genereerd, voert de SoLidSim-code een simulatie uit van het deeltjestransport
en van de verschillende reacties van deze secundaire deeltjes met de detec-
tormaterialen. Deze simulatie houdt rekening met alle dichtheden en geo-
metrieën van de SoLid detector, de container errond en de BR2-reactorhal.
Vervolgens worden de respons van de elektronica op de gedetecteerde licht-
signalen, evenals de reconstructie van de geregistreerde elektronische sig-
nalen gesimuleerd door de ROsim-code. Voor een snelle toepassing van de
algehele detectorrespons op een reeks gesimuleerde IBV-interacties, werd een
object genaamd de migratiematrix getraind. Ikzelf heb gewerkt aan de imple-
mentatie van dit object in de SoLO code en de prestaties en het gebruik ervan
in de data-analyse procedure getest.
Al deze simulatiestappen zijn nodig om de kenmerkende eigenschappen
van de inverse beta-vervallen in de SoLid detector te kunnen voorspellen.
Door gebruik te maken van deze kenmerken is het mogelijk om selectiecrite-
ria te definiëren die helpen om het antineutrino-signaal te onderscheiden van
een grote hoeveelheid achtergrondruis. De belangrijkste bronnen van deze
ruis voor het SoLid experiment zijn atmosferische neutronen en radioactief
BiPo-verval.
Met behulp van machine learning-codes werden enkele krachtige discri-
minatoren ontwikkeld om signaal en achtergrondruis van elkaar te onder-
scheiden. Door deze discriminatoren te gebruiken samen met meer simpele
selecties op basis van de topologie, tijdscoı̈ncidentie, energie, e.d. van het
event, kan boven de achtergrondruis een signaal onderscheiden worden van
106.27± 10.35 events/dag. De statistische onzekerheid op dit signaal is rela-
tief groot vanwege de vrij lage signaal-tot-achtergrondverhouding in de hui-
dige analyse van ongeveer 1 op 5.
In de laatste stap van de SoLid analyse wordt het resterende aantal IBV
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events voor een bepaalde dataset vergeleken met de voorspelde hoeveelheid
signaal die wordt afgeleid uit de volledige simulatie van de bijbehorende re-
actorperiode. In de praktijk is de kwantitatieve vergelijking gebaseerd op de
χ2 goodness-of-fit parameter, die ook alle statistische en systematische onze-
kerheden van het experiment in rekening brengt. Deze zogenaamde oscillatie
analyse maakt het mogelijk om de steriele neutrino-hypothese te aanvaarden
of te verwerpen als onderliggend model van de geregistreerde data.
Het werk van deze thesis bestond voornamelijk uit de ontwikkeling van
de code voor de oscillatie analyse. Ik heb gewerkt aan de implementatie van
verschillende χ2 fit-methoden en de uitbreiding van het framework voor het
gebruik van de Feldman-Cousins methode. Ik heb de verwachtingen voor
de sensitiviteit van het experiment gedurende de vordering van het project
bijgewerkt en de volledige oscillatie analyse-procedure getest op de productie
van exclusie-contouren.
Een eerste oscillatie analyse, gebaseerd op een kleine fractie van de SoLid
Phase I dataset, werd uitgevoerd om de gereedheid van de volledige ana-
lyse procedure te testen. Om een oscillatie-analyse van de volledige dataset
mogelijk te maken, zijn een nieuwe verwerking van de data met de meest re-
cente softwareversies en een aanvullende studie van de kwaliteit van de data
nodig. Bovendien is een volledige evaluatie van de systematische onzekerhe-
den nodig om een nauwkeuriger resultaat te presenteren. Naar verwachting
zal de studie van de SoLid Phase I dataset binnen het volgende jaar worden
afgerond.
De SoLid collaboratie werkt momenteel ook aan de installatie van de
Phase II detector, die verbeterde fotosensoren met een hogere foton detectie-
efficiëntie zal gebruiken. De nieuwe fotosensoren worden verondersteld de
energieresolutie en de algemene IBV detectie-efficiëntie te verhogen en de
achtergrondruis te verminderen, wat zal resulteren in een verbeterde gevoe-







• BDT: Boosted decision tree
C
• Calipso: Calibration per plane for SoLid
• CL: Confidence level
• CROSS: Calibration on site SoLid
D
• DAQ: Data acquisition
E
• EB: Electronics box
• EM: Electromagnetic
• ES: Electromagnetic Signal
H
• HEU core: Highly enriched uranium core
• HDPE: High density polyethylene
I




• LWR: Light water reactor
• LY: Light yield
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M
• MC: Monte Carlo
• MCNP: Monte Carlo N-Particle
• ML-EM: Maximum Likelihood Expectation-Maximisation
• MM: Migration Matrix
• MPPC: Multi-pixel photon counter
• MVA: Multivariate analysis
• m.w.e.: metre water equivalent
N
• n.d.o.f. : number of degrees of freedom
• NN: Neural network
• NS: Nuclear signal
O
• OV: Over voltage
P
• PA: Pixel avalanche
• PDE: Photon detection efficiency
• p.d.f.: probability density function
• PMNS matrix: Pontecorvo Maki Nakagawas Sakata matrix
• PoT: Peak over threshold
• PVT: Polyvinyl toluene
Q
• QCD: Quantum chromodynamics
R
• RAA: Reactor antineutrino anomaly
• ROsim: Readout simulation
S
• Saffron2: SoLid analysis framework, version 2
• SBL: Short baseline
• SDQM: SoLid Data Quality Monitor
• SiPM: Silicon Photomultiplier
• SM: Standard Model of particle physics
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• SM1: SubModule 1
• SoLid: Search for Oscillations with a 6Li detector
V
• VSBL: Very short baseline
W
• WLS fibres: Wavelength shifting fibres
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