Absfruct-The principle of trinocular stereo is well known in the domain of passive devices and has application in active metrology as well. Trinocular active devices have the advantage of freedom from mechanical scanning and rapid image capture compared with more conventional active designs based on scanning laser stripes. Their eflicient operation relies, however, on a good solution to the correspondence problem. This requires careful geometric design to take account of epipolar geometry and thorough modeling of image-measurement error. We present a novel design that, curiously, involves setting up the projector-camera geometry to be degenerate-so that depth computation is ill-conditioned-and then backing off a little. We call this near-degenerate epipolar alignment. The result is that unambiguous stereo matching can, in principle, be guaranteed within a given working volume. This is in marked contrast with passive stereo in which ambiguity cannot be guaranteed, merely minimized statistically. The principles have proved to work well in laboratory tests, achieving unambiguous operation over a working volume of a 50-mm cube with a depth resolution of around 0.2 mm. trinocular stereo.
I. INTRODUCTION
Work on active range-sensors for 3-D inspection and robot vision has been progressing for at least two decades. Overviews of the most widely investigated approaches can be found in [13] , [SI. and [4] . Some of these are Moire fringing, ratio image techniques [3] , or timeof-flight range systems [ 141. We are concerned with structured-light systems [lY] , [l], [2] . Typical of systems that are well developed for industrial applications in this area (e.g., profiling turbine blades) is the system of Mundy and Porter [lh] . This device uses special hardware to give 60 000 range readingsis, albeit over a small depth range. Like the less depth limited but slower system of Case et al. [IO] , it involves mechanical scanning of a light pattern across a scene. Moire systems [18] avoid scanning but work only for smooth surfaces. Surface steps and occluded regions cause loss of tracking along fringes.
Our system has neither the expense and complexity of a mechanical scanner nor does it suffer from loss of tracking. It could. in principle, achieve simultaneous acquisition of range data, which is essential for a moving scene. The system is trinocular, having two projectors (each of which projects a pattern of stripes) and one camera. A similar system is that of Hu and Stockman [ 1 I], which uses a grid of light to illuminate the scene, providing easily matched artificial "surface features." Their system is that limiting case of ours for which the two projectors coincide so that both stripe sets emanate from the same optical aperture. It has the advantage of requiring only one image capture rather than two but the disadvantage of relying on corner detection rather than on edge detection. The latter, in our experience, is more accurate. This is especially important since our geometrical
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design relies on accuracy to achieve unambiguous performance over the largest possible working volume. The result is that, unlike the Hu and Stockman system, we obtain unambiguous matching within a given working volume (Fig. 1) .
The correspondence problem for the Hu and Stockman system is as follows. For a given grid-intersection point in the image (see Fig. I ), it is unknown which is the corresponding node on the projected grid pattern. This is the node labelling problem. Some solutions that have been proposed include color [8] or thickness coding or space coding 1171, [2] . However, they have limitations. Color coding cannot easily be combined with narrow-band optical filtering for daylight operation. Thickness coding may be deceived when the thickness of a stripe is modified by surface effects. Space coding relies on projected codes remaining substantially undamaged by surface relief.
The solution of Hu and Stockman to the correspondence problem avoids those pitfalls. Given a projected grid crossing on the image plane. the determination of which node in the projected pattern corrcsponds to that crossing is rcquired. The position of the grid crossing in the image plane is associated with an cpipolar line in the projector plane (sec Fig. 2 ). Possible solutions are those nodes that lie on the cpipolar line+r sufficiently close within the limits of system measurement tolerances. This generates a set of possible solutions for each grid crossing, which can then be reduced somewhat by constraint propagation, between crossings, along grid lines in the image plane.
Our trinocular system [7] employs careful alignment of projector patterns with the camera to avoid the computational expense of constraint propagation and the problem of ambiguity of node labels. This is achieved by ensuring that only one node lies near the epipolar linc. Thc principal features of the design are the following:
-Orientation of the projected patterns, with respect to the camera, to minimize the incidence of false node solutions detailed error analysis to predict image measurement tolerances-how close must a node be to the epipolar line to be a feasible solution? restriction of the working volume of the system just sufficiently to maintain the elimination of ambiguity.
THF TRINOCULAR CORRESPONDENCE PRINCIPLE
Thc working principle of passive trinocular stereo has becn described elsewhere [12] . It partly explains the operation of active trinocular systems like ours and the system of Hu and Stockman: a "degenerate" trinocular system in which two of the projectors coincide. lying along the ray in 3-D space from the camera's optical center, passing through P (Fig. 3) . Only one of the points, say for t i t = K .
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Unfortunately other points pairs may also accidentally coincide (to within measurement tolerances), leading to ambiguity in the position of thc true 3-D point.
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In the absence of prior knowledge about the locations of features in the scene, it seems plausible to regard the candidate solutions rrj7 for projector .-I as being randomly distributed along the ray through P and similarly for projector L3. In that case, the probability of false solution-that is, a coincidence of a particular r):? with r: for some n within measurement error-can be estimated. Assuming appropriate uniform distributions, the probability is approximately the magnitude of the 3-D error tolerance multiplied by the linear density of candidate solutions r t . Thus, reducing measurement error reduces the probability of false solutions as does the removal of stripe planes, because of the consequent reduction in candidate solutions. This sort of probabilistic analysis is as much as one might have expected to be able to do in the case of passive trinocular stereo. That is because the positions of object features cannot normally be chosen by the system designer. They can only be regarded as random. In the active case however, generation of features-the projector planes-is a function of the system. If the features could be chosen in such a way that the candidate solutions for projector -4 were interleaved with those from projector B , then false solutions might be avoided altogether. The next section explains how this is done.
DETERMINISTIC ELIMINATION OF AMBIGUITY
Having explained the operation of trinocular stereo in terms of reduction of randomly occurring errors, it turns out that a far more effective, deterministic treatment of error is possible for active stereo. Rather than minimizing the likelihood of ambiguous matches, we can guarantee their absence, provided that certain geometric relationships are maintained in the relative configuration of camera and projectors. Geometric principles will be presented for the Hu and Stockman configuration in which the two projectors coalesce to form a single projector, projecting an orthogonal grid pattern. Later, we will show that the analysis can also be applied to the case of two separate projectors. First, the problem must be restated in terms of epipolar geometry.
A. Epipolar Geometry
Given a stripe-intersection at P in the image, it is required to identify which pair ( i n . 1 1 ) of stripes in the projector plane generated it. The epipolar constraint (Fig. 2) greatly limits candidate solutions for (U,. n), but there may still be some ambiguity. It is clear that reducing system error and increasing stripe spacing would reduce ambiguity, as before. However, ambiguity can be eliminated if a "near-degenerate" arrangement is used, as in Fig. 4 . By arranging for epipolar lines to be almost parallel to one set of stripes in the grid-say the "A" set-the number of candidate solutions for intersections of stripes with a given epipolar line is greatly reduced. If, further, the intersection can be guaranteed to lie within a certain window in the projector plane (Fig. 4(b) ), then just one unique solution remains. This can be achieved by restricting the working volume over which the range-sensor operates. Provided working volume limits are compatible with measurement tolerance, ambiguity is avoided. If, for example, measurement error bounds are deliberately slackened, in Fig. l(c) , by a factor of 2, the 3-D positions of about half of the grid nodes become ambiguous. Hence, performance is dependent on careful analysis of error and epipolar geometry.
B. Degeneracy
In order to achieve optimal suppression of ambiguity, the " A stripes must be rotated to a near-degenerate alignment. Let us denote by y 1 . 1 1~ the periodicity, on the projection plane, of stripes from projectors A and B, respectively. The angle 5 between the epipolar line through a particular grid crossing and the A stripe should be just large enough that the nodes immediately adjacent on the A stripe should clear the thickened epipolar line (Fig. 5) . This is achieved by choosing sin I5 > -.
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If the arrangement of Fig. 6 is used, in which the baseline is parallel to the projector plane, epipolar lines are mutually parallel on the projector plane so that the rotational alignment can be achieved simultaneously throughout the plane. Now, the bound for I5 can be expressed in terms of the density r~ (in mm-') of stripes on the ground plane:
where f is the projector's focal length, and H is the height of its center of projection above the ground plane. If, for some reason, it were essential to use a nonparallel baseline, then a matching nonparallel stripe set could be used in the projector to maintain simultaneous alignment.
C. Error Modeling
It has been tacitly assumed so far that the error parameter Fp by which epipolar lines are thickened is constant over the projector plane. In fact, the source of error is in the image plane, where total measurement error is a combination of off-line and on-line errors. By "online" error, we mean error arising from the sensor in real time so that the error is resampled every time the system is applied to a new object. "Off-line" error also arises from the sensor but during the camerulprojector culibration phase. Off-line error is therefore frozen into the system and not resampled every time the system is applied. (Camera calibration is applied first using standard methods [20] , and stripe planes for each projector are then calibrated plane by plane Both systematic error (bias) and random error occur in imageedge localization. This is a practical property of the edge detection and localization process [9]. We have found [6] that systematic error can be made negligible by incorporating suitable corrections and by avoiding any nonlinearity of CCD sensor response such as saturation.
Furthermore, off-line random error can be made negligible compared with on-line error simply by using sufficient world points to reduce noise in calibration (Fig. 7) . For example, using 40 points for the camera calibration procedure and 10 points per stripe in our apparatus ensures that more than 90% of image measurement error is online. In that case, image measurement error F I is approximately minimized for the particular sensor and edge-detection filter used and can also be assumed to be approximately spatially uniform over the image.
(The approximation in the minimization consists of neglecting off-line error.) The aptness of this uniform error assumption has been demonstrated by the experimental corroboration of predictions of varying range-sensor depth error along a given stripe (Fig. 8) . Conversely, such measurements allow f r to be determined experimentally.
Random on-line image measurement error can now be referred to the projector plane to derive the "thickness" of epipolar lines there. Epipolar geometry leads to a simple relation between small movements AP. I5P' on the camera and projector planes, respectively:
hP' ' ( P x t ) = f i P . (P' x t ) . where k' is a unit vector in the direction of the projector's optical axis. For a given image position P , the thickening F P is a function of the coordinates P' of the projector ray. Thickening is thus nonuniform along a given epipolar line. An upper bound on for a given epipolar line is, however, given to first order in the field of view by
where f. f ' are focal lengths of camera and projector, respectively, H is the angle between optical axes of camera and projector, and ko is the angular field of view of the camera in the .r: plane. This upper bound can be regarded as a uniform thickening for all epipolar lines in the projixtor plane and used as the value F P in the design rule below (5).
D . The Working Volume
Assuming near-degenerate alignment as specified above, how much must the working volume be restricted in order to guarantee a unique solution for the stripe intersection? The answer can be expressed as a design rule that represents a tradeoff between the stripe densities ? 2. r~ on the ground plane, for projectors -4, B , respectively, measurement error E P referred to the projector plane, and the height h of the working volume about the ground plane. The design rule stated here applies to the case in which the projector-camera baseline is parallel to the ground plane, as in Fig. 6 . In that case, for a given error c p (obtained from E I in (4)), the working volume is bounded above by a plane parallel to the ground plane at a height 11. The rule is where H is the height of the projector above ground, f ' is its focal length, and t is the length of the camera-projector baseline.
The implications of this rule for system design are most easily appreciated by looking at the approximation in the limit that h << H (the top of the working volume is well below the center of the projector) and that FP << p.2 (measurement error much smaller than stripe spacing).' Furthermore, we take projector plane error F P to be the kBounding value in (4). In that case, the design rule ( 5 ) approximatm to where -1 = l / ( r !?E), which is the area of a grid square on the baseplate. The principal design tradeoffs are then as follows. Overall system performance is limited by the angular measurement accuracy E I / f .
Working-volume height h is traded off against the size of the smallest resolvable area -1. Resolvable area and/or working volume constraints can be improved by enlarging the baseline t that also improves depth resolution but at the expense of an increased incidence of occlusion of the projected pattern.
E. Derivation of the Design Rule
The rule can be derived as follows. Given that the alignment angle 6 is set to the bounding value in (l), the width d of the allowable projector plane window (Fig. 4(b) ), approximated to second order in small 6, is 'Both assumptions are realistic. For our system h / H = 1/G, and f p / p 1 = 1/40,
(In fact, this holds for the case that d is an integral multiple of p~; otherwise, it is conservative.) Now, we can compute a working volume height for the configuration of Fig. 6 . The finite segment of the epipolar line generated when a camera ray is bounded by the working volume must fit inside the window width d. The essential geometry is shown in Fig. 6(b) and by applying similar triangle arguments, we obtain
Combining this with (7), approximating to second order in h and substituting r 1 = f ' / H p 1 gives the design rule (5).
IV. SYSTEM IMPLEMENTATION
Our practical system incorporates a number of details that make for efficient and effective operation. These include the use of two projectors rather than one, "thick" projector stripes whose positive and negative edges each define one of the "mathematical" stripes discussed above, and the off-line construction of tables for the efficient implementation of grid-pointiepipolar-line intersection tests.
A. Two Projectors
The purpose of using two projectors rather than one is so that each can carry its own set of parallel stripes and can be switched on or off independently. Thus, projectors A and B stripes are imaged separately in two frames and only overlaid computationally in thc image plane to form a grid. This means that grid points in the image, which are now virtual intersections of stripe pairs, can be localized as finely as the accuracy that our edge detector will allow. In practice, this means that an order of magnitude of subpixel resolution is possible, which in our experience is better than can be achieved by a corner detector. The disadvantage is that motion is no longer frozen if the two frames are captured sequentially. However, the two frames could be capturcd simultaneously using a standard three-color CCD camera, leaving the third color channel free as an intensity reference, providing some degree of rejection of surface markings and discontinuities [ 161.
The analysis of the previous section continues to apply for two projectors, provided they are in a suitable mutual alignment. Fig.  9 shows that there is then a single virtual center of projection-the point through which all planes A and B projectors pass. In our system (Fig. 6) , this can be achieved by adding a second projector identical and parallel to the first. A fine height adjustment ensures, as part of the stripe calibration process, that all planes pass through a common point. A virtual projection plane is chosen parallel to thc planes of both projectors so that stripes arc parallel on the virtual plane. Then, a fine adjustment for the camera ensures that epipolar lines are also parallel on this projection plane, as described in the previous section.
E. Thick Stripes
Very fine projector stripes are an inefficient use of illuminant power. It is preferable to use a 1:l mark-to-space ratio, as in Fig. 1 , and treat positive and negative lightidark transitions as "mathematical" stripes. They can be precisely localized by a directional edge detector. Furthermore, positive and negative stripes can be distinguished by their orientation in thc image-plane, hence, effectively doubling the achievable stripe density as specified by the design rule (5) . Of course, the orientation a of a stripe as measured in the image plane (a is the image-stripe normal pointing towards the light side of the stripe) depends on the orientation of the object surface. Notwithstanding, the following result can be proved, which provides a robust constraint that immediately distinguishes positive and negative stripes: An image stripe with normal a is distinguished where e is the direction of an epipolar line that cuts the stripe.
Equivalently, no matter how the orientation of the object surface varies, an image stripe never rotates through an epipolar line. The result can be proved as follows. Assume a coordinate system with its origin at the center of projection of the camera. Consider a point T lying on an object plane whose normal is n illuminated by a light plane from a projector whose center of projection is at t (Fig.   IO) . As the object-plane normal n varies, for fixed r , the direction of the imaged stripe at the image P of r alters. The range of variation is limited by the visibility of the object plane from the center of projection t . Outside that range, the plane ceases to be illuminated.
The "end-stop'' thus occurs just as visibility fails, that is, when
The line consisting of points r + s ( r -t ) , as s varies, then lies in the object plane and must therefore be the line of intersection of light and object plane. This line projects to the image stripe, but it also lies in the epipolar plane through 0, r . t ; hence, its image is an epipolar line. Therefore, we have proved, as required, that the range of image-stripe directions at P lies between epipolar lines.
C . Ofliine Computation
The grid-point matching process can be quickened considerably by computing certain tables offline, that is, at calibration time. Table: This includes ranges of the indices m , t?
Stripe-Range
indicating, at each image point P , which stripes could possibly be imaged at the point P , given thc working volume constraints. In practice, this cuts down enormously the number of grid nodes nr, t j that need be tested online. In our system, the stripe-range table, together with the stripe-polarity test above, cuts down the number of grid nodes to be tested from 2500 to less than 10.
Node-Epipolar Table: A table containing The current system, as demonstrated in Fig. 1 , achieves an accuracy of about 0.2 mm over a working volume of a 50-mm cube. It runs at a rate of around 10 ms per node processed on a SUN 4/260.
Most of the computation time is spent in edge detection, applying Gaussian masks, searching for maxima, and interpolating between pixels. Current efforts to reduce this by using fixed-point framestore convolution hardware to implement a preliminary pass of lowprecision edge detection will leave computationally costly, subpixel edge localization to be done only at the grid points themselves. It is hoped that this will save up to an order of magnitude in overall computation time so that total time for a full field of 2500 nodes should fall below 5 s.
V. CONCLUSION
This paper has described and analyzed a solution to a hitherto open problem: the correspondence problem for multiple stripers. Part of the solution, it was explained, was already present in Hu and Stockman's [ 111 grid-projection device. However, their system did not completely eliminate ambiguity. At each grid point, there typically remained several possible correspondences. One key idea was required to achieve unique correspondences throughout the image plane. This is the near-degenerate epipolar alignment that is described in this paper. It has been explained why this additional ingredient eliminates ambiguity, within a fixed working volume, and unambiguous correspondence has been demonstrated in practice.
Further work is in progress, in collaboration with CRS Ltd UK, to maximize computational efficiency in order to achieve as rapid a cycle time as possible.
