Estimation of the tail index of heavy-tailed distributions and its applications are essential in many research areas. We propose a class of weighted least squares (WLS) estimators for the Parzen tail index. Our approach is based on the method developed by Holan and McElroy (2010) . We investigate consistency and asymptotic normality of the WLS estimators. Through a simulation study, we make a comparison with the Hill, Pickands, DEdH (Dekkers, Einmahl and de Haan) and ordinary least squares (OLS) estimators using the mean square error as criterion. The results show that in a restricted model some members of the WLS estimators are competitive with the Pickands, DEdH and OLS estimators.
Introduction and main results
The problem of estimating the tail characteristics of probability distributions has received enormous attention in the last decades. Let F be an absolutely continuous probability distribution function with density function f and let Q denote the corresponding quantile function defined as Q(s) := inf{x : F (x) ≥ s}, 0 < s ≤ 1, Q(0) := Q(0+). ✩ corresponding author.
Email addresses: amenah@math.u-szeged.hu (Amenah AL-Najafi), viharos@math.u-szeged.hu (László Viharos) Parzen (1979) used the density-quantile function f Q(·) = f (Q(·)) to classify probability distributions. Parzen assumed that the limit
exists, where J is the score function defined as J(u) = −(f Q) ′ (u). Assumption (1) yields the following approximation for u values near 1:
where e 1 is the p 0 + 2 dimensional vector defined as e 1 = (1, 0, 0, . . . , 0) ′ . The right tail exponent ν 1 can be estimated similarly.
A crucial point of this method is to choose a good estimator for the density-quantile f Q (u) . Letting q(u) := Q ′ (u) denote the quantile density function, and using the identity f Q(u)Q ′ (u) = 1, one wish to estimate q(u) instead of f Q(u). Given a sample X 1 , . . . , X n with distribution function F , let F n denote its empirical distribution function and define Q n := F −1 n to be the empirical quantile function. Holan and McElroy (2010) used the kernel quantile estimator of q(u):
where the kernel function K n (u, t) and the measure µ n satisfy the following conditions of Cheng (1995) :
(K 1 ) For every n, 0 < µ n ([0, 1]) < ∞, and µ n ({0, 1}) = 0. (K 2 ) For every n and each (u, t), K n (u, t) ≥ 0, and for every u ∈ U, 1 0 K n (u, t)dµ n (t) = 1. (K 3 ) For every n, 1 0 tK n (u, t)dµ n (t) = u, u ∈ U. (K 4 ) There is a sequence δ n ↓ 0 such that sup u∈U u+δn u−δn K n (u, t)dµ n (t) −1 ↓ 0 as n ↑ ∞.
Let S n be the unique closed subset of (0,1) such that µ n (0, 1)\S n = 0 and µ n (0, 1)\S ′ n > 0 for any S ′ n ⊂ S n . For the sequence δ n in (K 4 ), let I n (u) = [u − δ n , u + δ n ], I c n (u) = (0, 1)\I n (u), for u ∈ U. Define Λ(u; K n ) = In(u) |K ′ n (u, t)|dµ n (t), u ∈ U, and for a well-defined function g on (0,1), let Ψ(g; K n ) = sup u∈U I c n (u) |g(t)K ′ n (u, t)|dµ n (t). It is also assumed that the derivative K ′ n (u, t) = ∂K n (u, t)/∂u satisfies the conditions (K 5 )−(K 7 ) below:
For the sequence δ n in (K 4 ), δ 2 n sup u∈U Λ(u; K n ) → 0 and Ψ(1; K n ) → 0 as n ↑ ∞.
Similarly as in Holan and McElroy (2010) , in some cases we assume that the kernel function has the form K n (u, t) = K h −1 n (t − u) h −1 n and satisfies the condition
for some constants C, β > 0 and |x| sufficiently large, and C n are positive constants such that sup n≥1 C n < ∞.
Moreover, Holan and McElroy (2010) used the following assumptions of Cheng (1995) on q(u):
(Q 1 ) The quantile density function is twice differentiable on (0,1). (Q 2 ) There exists a positive constant γ such that sup u∈(0,1) u(1−u)
Finally, we assume that the weight function R satisfies the following condition:
Let P −→ denote convergence in probability, D −→ denote convergence in distribution, and let N(µ, σ 2 ) stand for the normal distribution with mean µ and variance σ 2 . Limiting and order relations are always meant as n → ∞ if not specified otherwise. Our main results are contained in the following two theorems:
Theorem 1. Suppose that the conditions (Q 1 ) − (Q 3 ) are satisfied for the quantile density q(u), and q(u) is a kernel smoothed estimator with kernel function satisfying (K 1 ) − (K 7 ), the weight function R satisfies the condition (R), and the matrix M(a, b, R) is invertible. Moreover, assume that the percentiles u j are chosen from a closed set U = [a, b] such that u j = j/n, j = ⌈na⌉, . . . , ⌊nb⌋, andp i > p i , i = 0, 1. Then ν i P −→ ν i , i = 0, 1.
Theorem 2. Assume that the conditions of Theorem 1 are satisfied, and suppose that the kernel function is symmetric and differentiable on [−1, 1], and satisfies the condition (K 8 ). Suppose that the derivative g R (u) := G ′ R (u) exists, and g R and G R are uniformly bounded on U. Let h n be a sequence such that nh 2 n → ∞, nh 4 n → 0 and h n → 0, and assume thatp i > p i , i = 0, 1.
In the special case when the weight function R is identically 1, the two theorems above reduces to Theorems 1 and 2 of Holan and McElroy (2010) .
Classical tail index estimation
A distribution function F has right heavy tail with tail index α 1 > 0 if 1 − F (x) is regularly varying at infinity with index −1/α 1 , i.e.,
where ℓ 1 is a function slowly varying at infinity. Similarly, F has left heavy tail with tail index α 0 > 0 if F (−x) is regularly varying at infinity with index −1/α 0 . Let X 1 , X 2 , . . . be independent random variables with a common distribution function F having right heavy tail with tail index α 1 , and for each n ∈ N, let X 1,n ≤ · · · ≤ X n,n denote the order statistics pertaining to the sample X 1 , . . . , X n . Several estimators exist for α 1 among which Hill's estimator is the most classical. Hill (1975) proposed the following estimator for the tail index α 1 :
log X n−j+1,n − log X n−kn,n = 1 k n kn j=1 log X n−j+1,n X n−kn,n ,
where the k n are some integers satisfying 1 ≤ k n < n, k n → ∞ and k n /n → 0 as n → ∞.
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The left tail analogue of the Hill estimator is the following:
Another estimators were proposed by Pickands (1975) , Dekkers et al. (1989) , to name a few. As it was pointed out by Holan and McElroy (2010) , there is the following relationship between the Parzen and classical tail indices: ν i = 1 + α i , i = 0, 1. Thus the classical tail index estimators also can be used to estimate the Parzen tail index.
Comparison of tail index estimators

Asymptotic variances
We evaluate the limiting variance (6) for p 0 = 1, different weight functions and tail indices to compare the WLS and the unweighted (ordinary least squares) estimators in the following submodel of (4):
The limiting variances are contained in Table 1 in the Appendix. For the calculations we used numerical integration performed by the Wolfram Mathematica software. We see that in some cases the use of the weights makes the asymptotic variance smaller.
Simulation results
In order to make a comparison with existing proposals, simulations were done performed by the Matlab software. The samples were generated from the model (2) with L 0 ≡ 1 using different tail indices ν 0 . The Hill, Pickands, DEdH (Dekkers, Einmahl and de Haan) and the least squares estimators were included in the simulation study. Similarly as in Holan and McElroy (2010) , for the simulations we used the Bernstein polynomial estimator of q(u). Let 0 < ε < 1/2 be a constant, and assume that U ⊂ [ε, 1 − ε]. Set L ε := 1 − 2ε and t j := ε + (j/k)L ε , j = 0, 1, . . . , k. The Bernstein polynomial estimator is defined as
This estimator belongs to the class (5) and satisfies the conditions (K 1 ) − (K 7 ). We used the values k = n = 700, ε = 0.001, a = 0.001 and b = 0.4 for the regression estimators, and the weight function R(u) = u/300 for the WLS estimator. Tables 2 and 3 contain the average simulated estimates (mean) and the calculated empirical mean square errors (MSE). We used the sample fraction size k n = 100 for the Hill, Pickands and DEdH estimators. All the simulations were repeated 200 times. We conclude that in the submodel L 0 ≡ 1 for α values between 0.8 and 1.5 the WLS estimator has better performance than the OLS estimator. Thus for thinner tails we propose the WLS estimator instead of the OLS estimator. The Hill estimator is the best among the examined estimators. This good performance is not surprising since the Hill estimator was obtained in the special case of (7) when the slowly varying function ℓ 1 (x) is constant for all x ≥ x α 1 , for some threshold x α 1 . The Pickands estimator has also good performance. On the other hand, we emphasize that the WLS method can be applied not only for the estimation of the tail index but for the estimation of the slowly varying functions L i in (2) and (3).
Proofs
The proof of Theorems 1 and 2 follows the general outline of the proof of Theorems 1 and 2 of Holan and McElroy (2010) . We give a more detailed proof for Theorem 2.
Proof of Theorem 1. We deal only with the left tail exponent ν 0 , the proof for ν 1 is similar. Set γ = (γ ⌈na⌉ , . . . , γ ⌊nb⌋ ) ′ := √ W X(X ′ W X) −1 e 1 and ε := ε(u ⌈na⌉ ), . . . , ε(u ⌊nb⌋ ) ′ . Then ν 0 − ν 0 = γ ′ √ W ε, and hence, using the Cauchy-Schwarz inequality,
We have ⌊nb⌋ j=⌈na⌉ γ 2 j = γ ′ γ = e ′ 1 (n −1 X ′ W X) −1 e 1 n −1 with the matrix
Then by Riemann sum approximation
It follows that for all n large enough e ′ 1 (n −1 X ′ W X) −1 e 1 ≤ C for some constant C, and hence
. Now, by Theorem 2.1 of Cheng (1995) , n −1 ⌊nb⌋ j=⌈na⌉ ε 2 (u j ) = o P (1) (cf. the proof of Theorem 1 of Holan and McElroy (2010) ).
Proof of Theorem 2. Write
By straightforward calculation,
It follows from Theorem 5 in Holan and McElroy (2010) that
where W (u) is a Brownian bridge process. The limiting variance is given by (6). Next we show that
Similarly as in (9),
Each term in the last sum tends to zero, e.g., in the first term v * n → 0 and using again Theorem 5 in Holan and McElroy (2010) , the sequence 1 √ n ⌊nb⌋ j=⌈na⌉ ε(u j )R(u j ) log u j has a weak limit. 
