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The relation between artificial intelligence (AI) and optimization has at least two facets.
From one side, artificial intelligence researchers are often confronted with optimization
problems. Think for example of the role played in AI by algorithms such as A*, of the
importance of the satisfiability problem in predicate calculus or of optimal search algo-
rithms in planning. On the other side, very often techniques developed within artificial
intelligence end up being very efficient optimization tools. This has happened, for exam-
ple, with metaheuristics, which are general purpose approximate algorithms for tackling
hard optimization problems. Examples for metaheuristics are algorithms such as evolu-
tionary computation, simulated annealing, tabu search, and also ant colony optimization
(ACO), the subject of the book by Dorigo and Stützle.
ACO, which was introduced by Marco Dorigo and colleagues in the early 90s [8,9],
is one of the most successful strands of swarm intelligence [2,3], the AI discipline whose
goal is designing intelligent multi-agent systems by taking inspiration from the collective
behaviour of animal societies such as ant colonies, flocks of birds, or fish schools. Exam-
ples of “swarm intelligent” algorithms are those developed for clustering and data mining,
inspired by ants’ cemetery building behaviour [12], those for dynamic task allocation, in-
spired by the behaviour of wasp colonies [4], particle swarm optimization algorithms [11],
and many more.
The inspiring source of ACO is the foraging behavior of ant colonies, which is made
possible by indirect communication among the ants via pheromone trails. The main obser-
vation at the basis of ACO is that by exploiting pheromone trails ants can find shortest paths
between their nest and food sources. This functionality of real ant colonies is exploited by
ACO’s artificial ants to find approximate solutions to difficult optimization problems, such
as many of the problems belonging to theNP-hard class, as well as to important problems
in telecommunications, such as routing and load balancing.
After the initial proof-of-concept application to the traveling salesman problem pro-
posed by Dorigo and colleagues, ACO was applied to many more optimization problems,
and is nowadays a prominent member of the class of metaheuristic algorithms. ACO al-
gorithms are state-of-the-art for several combinatorial optimization problems such as open
shop scheduling [1], quadratic assignment [13], sequential ordering [10], and many oth-
doi:10.1016/j.artint.2005.03.003
262 C. Blum / Artificial Intelligence 165 (2005) 261–264ers. They also play an important role in suggesting new ideas for the management of large
information systems [6,7].1
Nowadays, many scientists world-wide do research on ACO, and the method has clearly
matured since the late nineties. From this point of view, the book by Dorigo and Stützle,
comes at a perfect time. The book is written in a style that is easy to read and understand.
Mathematics is kept to a minimum, and all that is needed to understand the book, are the
basics of computer science. The book is therefore not only interesting for specialists in op-
timization, but also for students without much background in optimization, or researchers
from other disciplines. It explains the biological foundations of the ACO metaheuristic and
provides a detailed introduction to its more technical aspects, including a guide to imple-
mentation and pointers to the ACO free software made available by the authors on the
web.2 A particularly rich and complete overview of the different applications of the ACO
metaheuristic is complemented by a detailed outline of all the main results obtained on the
theory of ACO algorithms.
Each chapter is concluded by bibliographical remarks (i.e., pointers to additional liter-
ature on the subject), things to remember (i.e., a list of important points discussed in the
chapter), and exercises that aim at deepening the understanding of the reader.
The first chapter of the book is dedicated to the biological foundations of ACO. In
particular, it describes the famous double-bridge experiment [5] that was originally used
to study the foraging behaviour of real ants. After describing a continuous time stochastic
model that captures the behaviour of real ants, the authors explain how from a discretized
version of the model it is possible to obtain a simple ACO algorithm capable of finding
shortest paths in graphs.
In the second chapter, the authors define the ACO metaheuristic, give a first high-level
description of how to apply it, and conclude with a description of other metaheuristics,
positioning in this way ACO in the literature.
The third chapter deals with different variants of the ACO metaheuristic that have
been proposed over time: Ant System (AS), the first ACO algorithm proposed in the
literature [9], as well as several of its improvements, such as Ant Colony System and
MAX –MIN Ant System, are described. These algorithms are introduced using as run-
ning problem the traveling salesman, whose simplicity in formulation allows to keep the
readers’ focus on the algorithm itself. This chapter, which ends with a guide to the imple-
mentation of ACO algorithms, presents many numerical experiments which help clarify
the differences in behaviour shown by the various ACO variants.
Chapter 4 deals with theoretical aspects of ACO. In the first part, convergence proofs
for some variants of ACO algorithms (which are very much in the spirit of the well known
convergence proofs for simulated annealing) are presented. The second part discusses the
relations between ACO and other stochastic optimization algorithms such as stochastic
gradient ascent and estimation of distribution algorithms. For this purpose, a general frame-
work, called model-based search, is presented (see also [14]).
1 See, for example, current research projects such as BISON (http://www.cs.unibo.it/bison/pub.shtml).
2 See http://www.aco-metaheuristic.org/aco-code/. The source code is distributed under the GPL license.
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applications of ACO algorithms to NP-hard problems. Considering the high number of
published research papers on ACO, the authors did a good job in pointing out the most
interesting features of each described application. The chapter concludes with a list of
ACO application principles, principles that the authors extracted by a careful analysis of
the experiments and results reviewed in the first part of the chapter.
Chapter 6 starts giving some data on the unexpected explosion of the Web: in 1998
the indexable Web was estimated to have order of 300 million pages, while in June 2003
the number of web pages indexed by Google where 3 billion, a tenfold increase in just
five years. This suggests the need for conceptually new algorithms for managing large
data information systems such as the World Wide Web. In this chapter, the authors show
that ACO algorithms can be a vital part of a new technology for accomplishing this
task.
The book is concluded by Chapter 7, which provides both a short recap on what we
know about ACO and an outlook on the future in terms of current trends in ACO research.
Researchers that want to know in which directions ACO research is moving will find here
an answer.
Summarizing, this book is a comprehensive and up-to-date work on the ACO meta-
heuristic, providing an excellent overview of the field. For the years to come, it will
certainly be the main reference for ACO researchers, as well as for novices in the field
that want to learn about this relatively novel and very promising metaheuristic.
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