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Most of animal and human behavior occurs on time scales much longer than the response times
of individual neurons. In many cases it is plausible that these long time scales emerge from the
recurrent dynamics of electrical activity in networks of neurons. In linear models, time scales are
set by the eigenvalues of a dynamical matrix whose elements measure the strengths of synaptic
connections between neurons. It is not clear to what extent these matrix elements need to be tuned
in order to generate long time scales; in some cases, one needs not just a single long time scale
but a whole range. Starting from the simplest case of random symmetric connections, we combine
maximum entropy and random matrix theory methods to construct ensembles of networks, exploring
the constraints required for long time scales to become generic. We argue that a single long time
scale can emerge generically from realistic constraints, but a full spectrum of slow modes requires
more tuning. Langevin dynamics that will generate patterns of synaptic connections drawn from
these ensembles involve a combination of Hebbian learning and activity–dependent synaptic scaling.
I. INTRODUCTION
Living systems face various challenges over their life-
times, and responding to these challenges often involves
behaviors that occur over multiple time scales. As an ex-
ample, a migratory bird needs to both react to instanta-
neous gusts, and to navigate its course over months. Re-
cent experiments have focused attention on this problem,
demonstrating the approximate power–law decay of be-
havioral correlation functions in fruit flies and mice [1, 2],
and near–marginal modes in locally linear approxima-
tions to neural and behavioral dynamics of the nematode
C. elegans [3]. These long time scales could emerge from
responses of the organism to a fluctuating environment,
or could be intrinsic, as would happen if the underlying
neural networks were poised near criticality [4, 5].
In the cases where we can decouple the organism from
its environment, the long time scales in behavior must
come from long time scales in the generator of behaviors,
the nervous system. While transient responses of individ-
ual neurons decay on the time scale of tens of millisec-
onds, autonomous behaviors can last orders of magnitude
longer. We see this when we hold a string of numbers
in our heads for tens of seconds before dialing a phone,
and when a musician plays a piece from memory that
lasts many minutes. Experimentally, long time scales in
behavior have been associated with persistent neural ac-
tivities, where after a pulse stimulation, some neurons
are found to hold their firing rate at specific values that
encode the transient stimuli [6–11].
It is plausible that persistent neural activities emerge
from the recurrent dynamics of electrical activity in the
network of neurons. In the simplest linear model, the re-
laxation times of the system depend on the eigenvalues of
a matrix representing the synaptic connection strengths
among neurons, and we can imagine this being tuned so
that time scales become arbitrarily long [12]. This sim-
ple model has successfully explained the long time scale
in the oculomotor system of goldfish, where the nervous
system tunes its dynamics to be slow and stable using
constant feedback from the environments [8, 9]. In gen-
eral, long time scales in linear dynamical systems require
fine tuning, as the modes need to be slow, but not unsta-
ble. There have been a number of discussions of how to
avoid such fine tuning [13], including adding non-linearity
to create discrete approximations of the continuous at-
tractors for the dynamics [13], placing neurons in special
configurations such as a feed-forward line [14] or a ring
network [15], promoting the interaction matrix to a dy-
namical variable [16], and regulating the overall neural
activity with synaptic scaling [17, 18]. Nonetheless, it is
not clear to what extent connection strengths need to be
tuned in order to generate sufficiently long time scales,
especially when one needs not just a single long time scale
but a whole spectrum of slow modes.
In this manuscript, we address the fine-tuning ques-
tion by asking whether we can find ensembles of random
connection matrices, subject to biologically plausible con-
straints, such that the resulting time scales of the system
grow with increasing system sizes. We also discuss the
conditions for systems to exhibit a continuous spectrum
of slow modes as opposed to single slow modes. Finally,
we present plausible dynamics for the system to tune its
connection matrix towards these desired ensembles.
II. SETUP
The problem of characterizing time scales in fully non-
linear neural networks—or any high dimensional dynam-
ical system—is very challenging. To make progress, we
follow the example of Ref [12] and consider the case of lin-
ear networks. For linear systems, time scales are related
to the eigenvalues of the dynamical matrix that embod-
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2ies the pattern of synaptic connectivity. The question
of whether behavior is generic can be made precise by
drawing these matrices at random from some probability
distribution, connecting with the large literature on ran-
dom matrix theory [19, 20]. Importantly, we expect that
some behaviors in these ensembles of networks become
sharp as the networks become large, a result which has
been exploited in thinking about problems ranging from
energy levels of quantum systems [21] to ecology [22] and
finance [23].
Concretely, we represent the activity each neuron i =
1, 2, · · · , N by a continuous variable xi, which we might
think of as a smoothed version of the sequence of action
potentials, and assume a linear dynamics
x˙i = −xi +Mijxj + ηi(t) . (1)
If the neurons were unconnected (M = 0), their activ-
ity x would relax exponentially on a time scale which
we choose as our unit of time. In what follows it will
be important to imagine that the system is driven, at
least weakly, and we take these driving terms to be in-
dependent in each cell and uncorrelated in time, where
〈ηi(t)〉 = 0 and
〈ηi(t)ηj(t′)〉 = 2δijδ(t− t′). (2)
The choice of white noise is conventional, but also im-
portant because we want to understand how time scales
emerge from the network dynamics rather than being im-
posed upon the network by outside inputs.
In linear systems we can rotate to independent modes,
corresponding to weighted combinations of the original
variables. If the matrix M is symmetric, then the dy-
namics are described by the relaxation times of these
modes,
τi ≡ 1
1− λi =
1
ki
,
where {λi} are the eigenvalues of M ; the system is stable
only if all λi < 1. If the matrix M is chosen from a distri-
bution P (M) then the eigenvalues are random variables,
but their density, for example, becomes smooth and well
defined in the limit N →∞,
ρ(λ) ≡ lim
N→∞
1
N
N∑
i=1
δ(λ− λi). (3)
The simplest case is the Gaussian Orthogonal Ensem-
ble (GOE), where the matrix elements are independent
Gaussian random variables, with variances such that
Mii ∼ N (0, c2/N) (4)
Mij |i 6=j ∼ N (0, c2/2N); (5)
the factor of N in the variance ensures that the density
ρ(λ) has support over a range of eigenvalues that are
O(1) at large N .
FIG. 1: Schematics. A linear dynamical system with damping
and pairwise interaction M has time scales determined by
the eigenvalue spectrum of M , especially the gap g0 to the
stability threshold. If the system is perturbed (red arrow), the
norm activity decays with a longest time scale τmax = 1/g0,
while the correlations in the unperturbed system decay with
a characteristic time scale, defined to be the correlation time
τcorr. In cases where the system has a continuous range of
long time scales, the correlations decay as a power law (red
curve). Systems with long time scales are defined such that
τmax and τcorr grow as system size N .
When we say that we want to search for long time
scales, there are two possibilities. One is that we are
interested in the single longest time scale, and the other
is that we are interested in the full range of time scales.
To get at these different questions, we define the longest
time scale of the system, τmax, and the correlation time
scale, τcorr. We continue to think about the case where
M is symmetric, and return to the more general case in
the discussion.
Longest time scale. The longest time scale, τmax, is the
time constant given by the slowest mode of the system,
which dominates the dynamics after long enough times.
This time scale is determined by the gap, g0, between the
largest eigenvalue and the stability threshold, which with
our choice of units is w = 1. Mathematically, we define
τmax ≡ 1
g0
=
1
1− λmax . (6)
In the thermodynamic limit, the gap is taken to be be-
tween the stability threshold and the right edge of the
support of the spectral density1.
Correlation time. To get at the correlation time, let’s
1 We note that this approximation is not ideal, as the spectral
distribution of eigenvalues does not converge uniformly. In some
cases, the fluctuation of the largest eigenvalue can be more mean-
ingful than the average.
3take seriously the idea that the network is driven by noise.
Then x(t) become a stochastic process, and from Eqs (1)
and (2) we can calculate the correlation function
CN (t) ≡ 1
N
∑
i
〈xi(0)xi(t)〉
=
1
N
∑
i
1
1− λi e
−(1−λi)|t|
=
1
N
∑
τie
−|t|/τi .
(7)
The normalized correlation function
RN (t) ≡ CN (t)
CN (0)
=
∑
i τie
−|t|/τi∑
i τi
(8)
has the intuitive behavior of starting at RN (0) = 1 and
decaying monotonically. Then there is a natural defini-
tion of the correlation time, by analogy with single expo-
nential decays,
τcorr({λ}) ≡
∫ ∞
0
dtRN (t) =
∑
i τ
2
i∑
i τi
. (9)
In the thermodynamic limit, the autocorrelation coeffi-
cientR(t) and the correlation time τcorr becomes the ratio
of two integrals over the eigenvalue density ρ(λ).
Importantly, τmax depends only on the largest eigen-
value, while τcorr depends on the entire spectrum, and
hence can be used to differentiate cases where the sys-
tem is dominated by a single vs. a continuous spectrum
of slow modes. The two time scales satisfy τcorr ≤ τmax,
with the equality assumed only when all eigenvalues are
equal, i.e. the spectral density is a delta function at
λ = λmax.
With these definitions, we refine our goal as to find
biologically plausible ensembles for the connection matrix
M , such that the resulting stochastic linear dynamics has
time scales, τmax and τcorr, that are “long,” growing as
a power of the system size N , perhaps even extensively.
To avoid fine tuning, we will construct examples of such
ensembles by imposing global constraints on measurable
observables of the dynamical system. We then compute
the spectral density and the corresponding time scales
using a combination of mean-field theory and numerical
sampling of finite systems.
III. TIME SCALES FOR ENSEMBLES WITH
DIFFERENT GLOBAL CONSTRAINTS
To construct linear dynamical systems that generate
long time scales without fine tuning individual parame-
ters, we want to find probability distributions P (M) for
the connection matrix such that time scales are long, on
average. We start with the simplest Gaussian distribu-
tion, the GOE above, and gradually add constraints. We
will see that for the GOE itself, there is a critical value of
FIG. 2: Spectral density for the connection matrix M drawn
from the Gaussian Orthogonal Ensemble (GOE, a), the GOE
with a hard threshold enforcing stability (hard threshold, b),
and the GOE with an additional global constraint on the norm
activity (soft threshold, d). Three representative parameters
are chosen for each ensemble such that the system is subcrit-
ical (c = 0.6, red), critical (c = 1/
√
2, blue), and supercritical
(c = 0.8, black). The stability threshold is visualized as the
dashed gray line at λw = 1. Panel (c) is a schematic for con-
straining the averaged norm activity, generating ensembles
with the soft threshold.
the scaled variance c2crit = 1/2. For c < ccrit the system
is stable but time scales are short, while for c > ccrit the
system is unstable. Exactly at the critical point c = ccrit
time scales are long in the sense that we have defined,
diverging with system size. The essential challenge is to
find the weakest constraints on P (M) that make these
long time scales generic. Many of the results that we-
need along the way are known in the random matrix the-
ory literature, but we will arrive at some new theoretical
questions.
A. Model 1: the Gaussian Orthogonal Ensemble
The simplest ensemble for the interaction matrix M
is the Gaussian Orthogonal Ensemble (GOE) without
any additional constraints, which has been studied since
the beginning of random matrix theory [19, 21, 24, 25].
Mathematically, we have M = Mᵀ, and
P (M) ∝ exp
(
− N
2c2
TrMᵀM
)
; (10)
4since c sets the scale of synaptic connections, we will
refer to this parameter as the interaction strength. Be-
cause the distribution only depends on matrix traces, it
is invariant to rotations of M . Equivalently, if we think
of decomposing the matrix M into its eigenvectors and
eigenvalues, the probability depends only on the eigen-
values. Thus, we can integrate out the eigenvectors, and
obtain the joint distribution of eigenvalues,
PGOE({λi}) ∝ exp
− N
2c2
∑
i
λ2i +
1
2
∑
j 6=k
ln
∣∣λj − λk∣∣
 ,
(11)
where the logarithmic repulsion term emerges from the
Jacobian when we change variables from matrix elements
to eigenvalues and eigenvectors. The spectral density can
then be found using a mean field approximation, which
becomes exact as N → ∞. The result is Wigner’s well-
known semicircle distribution [21],
ρGOE(λ) =
1
pic
√
2− λ
2
c2
, λ ∈ [−
√
2c,
√
2c]. (12)
For completeness, we review the derivation of the spectral
density in Appendix A.
Equation (12) for the spectral density, together with
Fig 2a, shows that there is a phase transition at ccrit =
1/
√
2. If the interaction strength is greater than this
critical strength (supercritical), then λmax > 1 and the
system becomes unstable. If the interaction strength
is smaller (subcritical), then the gap size between the
largest eigenvalue and the stability threshold λ = 1 is
of order 1, and the time scales remain finite as system
size increases. The only case when the system has slow
modes is at the critical value of the interaction strength,
c = ccrit = 1/
√
2, where the spectral density becomes
tangential to the stability threshold.
At criticality, corresponding to the blue curve in Fig 2a,
we can estimate the size of the gap by asking that the
gap be large enough to contain ∼ 1 mode, that is∫ 1
1−g0
dλNρ(λ) ∼ 1. (13)
With ρ(λ) ∼ (1 − λ)1/2, this gives Ng3/20 ∼ 1 or g0 ∼
N−2/3. Thus the longest time scale grows with system
size, τmax ∼ N2/3.
In the same way, we can estimate the full correlation
function from the correlation time [Eq (7)],
CN (t) =
1
N
∑
τie
−t/τi
=
∫
dλ
ρ(λ)
(1− λ)e
−(1−λ)|t| (14)
∼
∫
dλ
1
(1− λ)1/2 e
−(1−λ)|t| ∼ |t|−1/2. (15)
This has the power–law behavior expected for a critical
system, where there is a continuum of slow modes.
Note that in the GOE system, slow modes with time
scales growing as system size are only possible at a single
value of the interaction strength. Nonetheless, we need
to distinguish the fine tuning here as happening at an
ensemble level, which is different from the element-wise
fine tuning that might have been required if we consid-
ered particular interaction matrices.
B. Model 2: GOE with hard stability threshold
Drawing interaction matrices from the GOE leads to
long time scales only at a critical value of interaction
strength. Can we modify the ensemble such that long
time scales can be achieved without this fine tuning? In
particular, in the GOE, if the interaction strength is too
large, then the system becomes unstable. What will the
spectral distribution look like if we allow c > ccrit but edit
out of the ensemble any matrix that leads to instability?
Mathematically, a global constraint on the system sta-
bility requires all eigenvalues to be less than the stability
threshold, λw = 1. This modifies the eigenvalue distri-
bution with a Heaviside step function:
Phard({λi}) ∝ PGOE({λi})
∏
i
Θ(1− λi). (16)
Conceptually, what this model does is to pull matrices
out of the GOE and discard them if they produce unsta-
ble dynamics; the distribution Phard({λ}) describes the
matrices that remain after this editing. Importantly we
do not introduce any extra structure, and in this sense
Phard is a maximum entropy distribution, as discussed
more fully below.
The spectral density ρ(λ) that follows from Phard was
first found by Dean and Majumdar [26–28]. Again,
there is a phase transition depending on the interaction
strength. For ensembles with interaction strength less
than the critical value ccrit = 1/
√
2, the stability thresh-
old is away from the bulk spectrum, so the spectral den-
sity remains as Wigner’s semicircle. On the other hand, if
the interaction strength is greater than the critical value,
the spectral density becomes
ρ(λ) =
1
c2
√
λ+ l∗ − 1
2pi
√
1− λ (l
∗ − 2λ) , (17)
where
l∗ =
2
3
(
1 +
√
1 + 6c2
)
.
As shown in Fig 2b, the stability threshold acts as a wall
pushing the eigenvalues to pile up. More precisely, near
the stability thresshold λ = 1 we have ρ(λ) ∼ (1−λ)−1/2,
which [by the same argument as in Eq (13)] indicates
that the longest time scale increases as system size with
τmax ∼ N2.
5The autocorrelation function also is dominated by the
eigenvalues close to the stability threshold. The calcula-
tion is a bit subtle, however, since
C(t) =
∫
dλ
ρ(λ)
(1− λ)e
−(1−λ)|t| ∼
∫
dk k−1/2 k−1 e−k|t|
is not integrable. After introducing an IR cut-off at ε ∼
g0 ∼ N−2, we can write the resulting autocorrelation
coefficient as
R(t) =
C(t)
C(0)
= 1−√pi(εt)1/2 + εt+O((εt)2). (18)
The correlation time
τcorr =
∫
ε
dkρ(k)k−2∫
ε
dkρ(k)k−1
∼
∫
ε
dkk−5/2∫
ε
dkk−3/2
∼ ε−1 ∼ N2. (19)
We see that for supercritical systems, both the longest
time scale τmax and the correlation time τcorr increase as
a power of the system size; the rate is even faster than the
system at criticality. In fact, there are divergently many
slow modes. Meanwhile, the interaction strength can un-
dertake a range of values, as long as they are greater
than a certain threshold. Thus it would seem that we
have overcome the fine tuning problem!
In fact, we cannot quite claim that the problem is
solved. First, in the supercritical phase, the correlation
function does not decay as a power law. Instead, the cor-
relation function stays at 1 for a time period τcorr ∼ τmax,
and then decays exponentially. This means the system
has a single long time scale, rather than a continuous
spectrum of slow modes. Second, in order for a system
to impose a hard constraint on its stability, it needs to
measure its stability. Naively, checking for stability, es-
pecially in the presence of slow modes, requires access
to infinitely long measuring times; implementing a sharp
threshold may also be challenging.
C. Model 3: Constraining mean-square activity
While it can be difficult to check for stability, it is
much easier to imagine checking the overall level of ac-
tivity in the network. One can even think about mech-
anisms that would couple indirectly to activity, such as
the metabolic load. If the total activity is larger than
some target level, the system might be veering toward
instability, and there could be feedback mechanisms to
reduce the overall strength of connections. Regulation of
this qualitative form is known to occur in the brain, and
is termed synaptic scaling [29–31]; this is hypothesized to
play an important role in maintaining persistent neural
activities [17, 18]. In this section, we construct the least
structured distribution P (M) that is consistent with a
fixed mean (square) level of activity, which we can think
of as a soft threshold on stability, and derive the density
of eigenvalues that follow from this distribution. In the
following section we discuss possible mechanisms for a
system to generate matrices M , dynamically, out of this
ensemble.
1. The spectral density
It is useful to remember that the GOE, Eq (10), can
be seen as the maximum entropy distribution of matri-
ces consistent with some fixed variance of the matrix el-
ements Mij [32, 33]. If we want to add a constraint, we
can stay within the maximum entropy framework, and
in this way we isolate the generic consequences of this
constraint: we are constructing the least structured en-
semble of networks that satisfies the added condition.
We recall that if we want to constrain the mean values
of several functions fµ(M), then the maximum entropy
distribution has the form
P (M) =
1
Z
exp
[
−
∑
µ
gµfµ(M)
]
. (20)
In our case are are interested in the mean–square value
of the individual matrix elements, and the mean–square
value of the activity variables xi. But our basic model
Eqs (1) and (2) predicts that
µ =
1
N
∑
i
〈x2i 〉 =
1
N
∑
i
1
1− λi , (21)
so the relevant maximum entropy model becomes
P (M) =
1
Z
exp
[
− N
2c2
TrMᵀM −Nξ
∑
i
1
1− λi
]
. (22)
Again, this distribution is invariant to orthogonal trans-
formation. After the integration over the rotation matri-
ces, we have
P ({λi}) ∝ exp
− N
2c2
∑
i
λ2i +
1
2
∑
j 6=k
ln
∣∣λj − λk∣∣−Nξ∑
i
1
1− λi
 , (23)
where the scalingNξ ensures that all the terms in the exponent are∼ N2, so there will be a well defined thermodynamic
limit. Luckily, the same arguments that yield the exact density of eigenvalues in the Gaussian Orthogonal Ensemble
6also work here (see Appendix A), and we find
ρ(λ) =
1
pi
√
(λ− 1 + g0 + l)(1− g0 − λ)
[
1 +
l2
8c2
+
(
1− g0 − 1
2
l
)
λ
c2
− λ
2
c2
+
ξ
2
(2g0 − 2g20 + l − 2g0l)− (2g0 + l)λ√
g0(g0 + l)(λ− 1)2
]
,
(24)
where the gap size g0 and the width of the support l are
fixed by setting the spectral density at the two ends of
the support zero.
To our surprise, we find a finite gap for all ξ > 0. This
means that there exists a maximum time scale even when
the system is infinitely large. This upper limit of longest
time scale depends on the Lagrange multiplier ξ and the
interaction strength c. Because the Lagrange multiplier
ξ is used to constrain the averaged norm activity µ, the
maximum time scale is set by the allowed norm of the
activity µ, measured in units of expected norm for in-
dependent neurons. As we explain below, the greater
dynamic range the system can allow leads to longer time
scales.
The dependence of the gap on the Lagrange multiplier
ξ is shown in Fig 2d at each of several fixed values of
c; as before there is a phase transition at ccrit = 1/
√
2.
This is understandable, since in the limit of ξ = 0 we
recover the hard wall case. For small ξ, the spectrum is
similar to the hard wall case, with the eigenvalues close
to the stability threshold pushed into the bulk spectrum;
for large ξ, the entire spectrum is pushed away from the
wall. A closer look at the longest time scale τmax vs. La-
grange multiplier in Fig. 3a confirms that amplification
of time scales occurs only when ξ < 1, corresponding to
an amplification of mean–square activity µ.
2. The scaling of time scales in three phases
We now discuss the dependence of time scales on the
interaction strength c. In contrast to the ensemble with a
hard stability threshold, we find a finite gap for all values
of interaction strength c, but the scaling of time scales
vs. the Lagrange multiplier (and hence the mean–square
activity) is different in the different phases.
For the subcritical and critical phases, the results are
as expected from the hard wall case. In the subcriti-
cal phase, as ξ → 0, the spectral distribution converges
smoothly to the familiar semicircle. The time scales and
the mean–square activity both approach constants. On
the other hand, when c = ccrit, we find that the longest
time scale grows as τmax ∼ ξ−2/5, and the correlation
time scale τcorr ∼ ξ−1/5, i.e. both time scales can be
large if ξ is small enough; meanwhile, the norm activity
µ approaches a constant value of µ = 2. This suggests
that if a system is poised at criticality, then the sys-
tem can exhibit long time scales, even when the dynamic
range of individual components is well controlled. The
autocorrelation function exhibits a power law-like decay,
as expected; see the blue curve in Fig 3f.
The most interesting case is the supercritical phase,
where the interaction strength c > ccrit = 1/
√
2. As ξ →
0, the spectrum does not converge to the spectrum with
the hard constraint. We find that both time scales and
the norm activity increase as power laws of the Lagrange
multiplier ξ (Fig 3), with τmax ≈ 3τcorr ∼ ξ−2/3, and µ ∼
ξ−1/3. This implies that the time scales grow as a power
of the allowed dynamic range of the system, although
not with the size of the system. The question of whether
the resulting time scales are “long” then becomes more
subtle. Quantitatively, we see from Fig 3c, that if the
system has an allowed dynamic range just 10× that of
independent neurons, the system can generate time scales
τmax almost 10
4× longer than the time scale of isolated
neurons.
Interestingly, once the system is in the supercritical
phase, the ratio of amplification has only a small depen-
dence on the interaction strength c (Fig 3e). Intuitively,
while an increasing interaction strength c implies that
without constraints more modes will be unstable, while
with constraints more modes concentrate near the stabil-
ity threshold, but the entire support of the spectrum also
expands, so the density of slow modes and their distance
to the stability threshold remain similar. This is perhaps
another indication for long time scales without fine tun-
ing when the system uses its norm activity to regulate
its connection matrix.
We note that, although both the critical phase and
the supercritical phase can reach time scales that are as
long as the dynamic range allows, there are significant
differences between the two phases. One difference is
that in the critical phase, locally the dynamic range for
each neuron can remain finite, while for the supercritical
phase, the variance of activity for individual neurons can
be much greater. Moreover, as shown by Fig. 3f, sys-
tems in the supercritical phase are dominated by a sin-
gle slow mode, rather than by a continuous spectrum of
slow modes. While the autocorrelation function decays
as a power law in the critical phase, in the supercriti-
cal phase, it holds at R(t) = 1 for a much longer time
compared to the subcritical case, but then decays expo-
nentially. While a single long time scale can be achieved
without fine tuning, it seems that a continuous spectrum
of long time scales is much more challenging.
3. Finite Size Effects
If we want these ideas to be relevant to real biological
systems, we need to understand what happens at finite
N . We investigate this numerically using direct Monte-
7FIG. 3: Mean field results for Model 3. The longest time
scale τmax (a) and the correlation time scale τcorr (b) increase
with different scaling as the Lagrange multiplier ξ decreases,
corresponding to an increasing value for the constrained av-
eraged norm activity, µ (c,d). The exact scaling and the am-
plification of time constant depending on whether the system
is subcritical (with interaction strength c < 1/
√
2), critical
(c = 1/
√
2), or supercritical (e). Despite the supercritical
phase exhibit long time scales, the autocorrelation function
decays as a power law only at c = ccrit, and as exponential
for other values of interaction strength (f). For this panel,
ξ = 10−10, red curves are for c = 0.2, c = 0.6, blue curve is
at c = ccrit, and black curves are at c = 1 and c = 3.
Carlo sampling of the (joint) eigenvalue distribution. As
the system size grows the time scales τmax and τcorr also
grow, up to the upper limit given by the mean field re-
sults; see Fig 4. Finite size scaling is difficult in this case,
since the scaling exponent α for the gap difference,
∆g0(N) ≡ g0(N)− g0 ∼ Nα, (25)
depends on the Lagrange multiplier ξ (Fig 4e,f ). In
particular, the scaling interpolates between two limiting
cases: for small ξ, the gap scales as ∆g0 ∼ N−2, as in
the universality class of the hard threshold; for large ξ,
the gap scales as ∆g0 ∼ N−2/3, which is in the universal-
ity class of the Gaussian ensemble without any additional
constraint. In any case, thousands of neurons will be well
described by the N →∞ limit.
4. Distribution of matrix elements
Now that we have examples of network ensembles that
exhibit long time scales, we need to go back and check
what these ensembles predict for the distribution of in-
dividual matrix elements. In particular, because we did
not constrain the self interaction Mii to be 0, we want
to check whether the long time scales emerge as a col-
lective behavior of the network, or trivially from an ef-
fective increase of the intrinsic time scales for individual
neurons, τ effind = 1/(1 − 〈Mii〉) = 1/(1 − 〈λ〉). A similar
question arises in real networks, where there have been
FIG. 4: Finite size effects on the time scales τmax and τcorr for
Model 3, interaction strength c = 1 (the supercritical phase).
Results from direct Monte Carlo sampling of the eigenvalue
distribution are plotted together with the mean field results.
There is no universal exponent that explains the convergence
of τmax when system size increases (e), and apparent expo-
nents α depend on the Lagrange multiplier ξ. Panel f shows
that the apparent α depends on the maximum system size
used in the fitting, interpolating between α = 2 and α = 2/3.
8debates about the importance of feedback within single
neurons vs. the network dynamics in maintaining long
time scales; see Ref [10] for a review. We confirm that,
at least in our models, this is not an issue: the constraint
on the norm activity, in fact, pushes the average eigenval-
ues to be negative, and hence the effective self interaction
for individual neurons actually leads to a shorter intrin-
sic time scale. We can impose additional constraints on
the distribution of matrix elements, such that 〈Mii〉 = 0;
for this ensemble, we can again solve for the spectral dis-
tribution, and we find that scaling behaviors described
above don’t change.
D. Dynamic tuning
So far, we have established that a distribution con-
straining the norm activity can lead generically to long
time scales, but we haven’t really found a mechanism for
implementing this idea. But if we can write the distribu-
tion of connection matrices M in the form a Boltzmann
distribution, we know that we can sample this distribu-
tion by allowing the matrix elements be dynamical vari-
ables undergoing Brownian motion in the effective po-
tential. We will see that this sort of dynamics is closely
related to previous work on self–tuning to criticality [16],
and we can interpret the dynamics as implementing fa-
miliar ideas about synaptic dynamics, such as Hebbian
learning and metaplasticity.
We can rewrite our model in Eq (22) as
P (M) =
1
Z
exp
[
− N
2c2
TrMᵀM −Nξ
∑
i
1
1− λi
]
=
1
Z
exp [−V (M)/T ] (26)
V (M) =
1
2
TrMᵀM + c2ξTr(1−M)−1, (27)
with a temperature T = c2/N . The matrix M will be
drawn from the distribution P (M), as M itself performs
Brownian motion or Langevin dynamics in the potential
V (M):
τMM˙ = −∂V (M)
∂M
+ ζ(t)
= −M − c2ξ(1−M)−2 + ζ(t),
(28)
where the noise has zero mean, 〈ζ〉 = 0, and is indepen-
dent for each matrix element,
〈ζij(t)ζkl(t′)〉 = 2TτMδikδjlδ(t− t′). (29)
It is useful to remember that, in steady state, our dy-
namical model for the {xi}, Eqs (1) and (2), predicts
that
〈xixj〉 = [(1−M)−1]ij . (30)
This means that we can rewrite the Langevin dynamics
of M , element by element, as
τMM˙ij = −Mij − c2ξ[(1−M)−2]ij + ζij(t)
= −Mij − c2ξ〈xixk〉〈xkxj〉+ ζij(t). (31)
Because the xi are Gaussian, we have
〈xixk〉〈xkxj〉 = 1
2
(〈xixkxkxj〉 − 〈xixj〉〈xkxk〉) , (32)
where as above the summation over the repeated index
k is understood, so that
〈xixk〉〈xkxj〉 = 1
2
〈
xixj
(∑
k
x2k −
∑
k
〈x2k〉
)〉
. (33)
We now imagine that the dynamics of M is sufficiently
slow that we can replace averages by instantaneous val-
ues, and let the dynamics of M do the averaging for us.
In this approximation we have
τMM˙ij = −Mij − 1
2
c2ξxixj
(∑
k
x2k − θ
)
+ ζij(t), (34)
where the threshold θ =
∑
k〈x2k〉.
The terms in this Langevin dynamics have a natural
biological interpretation. First, the connection strength
decays with an overall time constant τM . Second, the
synaptic connection Mij is driven by the correlation be-
tween pre– and post–synaptic activity, ∼ xixj , as in
Hebbian learning [34, 35]. In more detail, we see that
the response to correlations is modulated depending on
whether the global neural activity is greater or less than
a threshold value; if the network is highly active, then the
connection between neurons with correlated activity will
decrease, i.e. the dynamics are anti-Hebbian, while and
if the overall network is quiet the dynamics are Hebbian.
We still have the problem of setting the threshold θ.
Ideally, for the dynamics to generate samples out of the
correct P (M), we need
θ = θ∗ ≡ 〈xᵀx〉s.s. = Nµ(c, ξ), (35)
where as above µ is the mean activity whose value is en-
forced by the Lagrange multiplier ξ. This means that
θ needs to be tuned in relation to ξ, and it is challeng-
ing to have a mechanism that does this directly, and just
pushes the fine tuning problem back one step. Impor-
tantly, if θ = θ∗ then the steady state spectral density
of the connection matrix approaches the desired equilib-
rium distribution as the update time constant increases
(Fig 5b), but if θ deviates from θ∗ then the steady distri-
bution does not have slow modes. As shown in Fig 5de,
if the threshold is too small, then the entire spectrum is
shifted away from the stability threshold, and the system
no longer exhibits long time scales; if the threshold is too
large, then the largest eigenvalue oscillates around the
9FIG. 5: A neural network can tune its connection matrix to the ensemble with slow modes using simple Langevin dynamics.
Two candidates for the dynamics include one with a fixed threshold on the averaged neural activity, and one with a sliding
threshold. (a) Average λmax. With fixed threshold (left), the system is stable only if the updating time scale τM is long enough,
and if the fixed threshold for the norm activity, θ˜, is small enough, thus requiring fine tuning. With a sliding threshold (right),
the system is stable for a large range of τθ. (b) The spectral distribution for connection matrix drawn from the dynamics with
fixed threshold approaches the static distribution as the time constant τM increases. (c) If the connection matrix updates too
fast, i.e. τM is too small, the system exhibits quasi-periodic oscillations, and does not reach a steady state distribution. In
contrast, long τM leads to the adiabatic approximation for the steady state distribution. (d) The expected eigenvalues for the
dynamics with fixed threshold, and for the ones with sliding threshold, wiith N = 32, c = 1, ξ = 2−5 and τM = 1000. (e)
Example traces for the eigenvalues vs. time.
stability threshold λ = 1, and a typical connection ma-
trix drawn from the steady state distribution is unstable.
But we can once again relieve the fine tuning problem
by promoting θ to a dynamical variable,
τθ θ˙ =
∑
k
x2k − θ, (36)
which we can think of as a sliding threshold in the spirit of
models for metaplasticity [36]. We pay the price of intro-
ducing yet another new time scale, τθ, but in Figs 5de we
see that this can vary over at least three orders of magni-
tude without significantly changing the spectral density
of the eigenvalues.
To see whether the sliding threshold really works, we
can compare results where θ is fixed to those where it
changes dynamically; we follow the mean value of λmax
as an indicator of system performance. We choose pa-
rameters in the supercritical phase, specifically c = 1 and
ξ = 2−5, and study a system with N = 32. Figure 5a
shows that with fixed threshold, even in the adiabatic
limit where τM  1, there is only a measure-zero range
for the fixed threshold θ˜ such that λmax is very close to,
but smaller than 1. In contrast, for the dynamics with
sliding threshold, at τM  1 there is a large range of val-
ues for the time constant τθ such that the system hovers
just below instability, generating a long time scale.
The Langevin dynamics of our system is similar to the
BCM theory of metaplasticity in neural networks, in that
both models involve a combination of Hebbian learning
and a threshold on the neural activity [36], but there are
two key differences. First, the BCM theory imposes a
threshold on the activity of locally connected neurons,
while here the threshold is on the overall neural activity.
Second, the BCM dynamics is Hebbian when the post–
and pre–synaptic activities are larger than the threshold,
and anti–Hebbian otherwise, which is the opposite of the
dynamics for our system. It is interesting that in some
other models for homeostasis, plasticity requires the ac-
tivity detection mechanism to be fast (τθ/τM  1) for
the system to be stable [37, 38], which we do not observe
for our system.
IV. DISCUSSION
Living systems can generate behaviors on time scales
that are much longer than the typical time scales of their
component parts, and in some cases correlations in these
behaviors decay as an approximate power–law, suggest-
ing a continuous spetcrum of slow modes. In order to
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understand how surprised we should be by these behav-
iors, it is essential to ask whether there exist biologically
plausible dynamical systems that can generate these long
time scales “easily.” Typically, to achieve long time scales
a high dimensional dynamical system requires some de-
gree of fine tuning: from the most to the least stringent,
examples include setting individual elements of the con-
nection matrix, choosing a particular network architec-
ture, or imposing some global constraints which allow
ensembles of systems with long time scales.
In this note, we were able to construct a mechanism
for living systems to reach long time scales with the
least stringent fine-tuning condition: when the interac-
tion strength of the connection matrix is large enough,
imposing a global constraint on the stability of the sys-
tem leads to divergent many slow modes. To impose
a biologically plausible mechanism for living systems, we
constrain the averaged norm activity as a proxy for global
stability; in this case, the time scales for the slow modes
are set by the allowed dynamic range of the system. Fur-
ther, we showed that these ensembles can be achieved by
updating the connection matrix M with a sliding thresh-
old for the norm activity, a mechanism that resembles
metaplasticity in neural networks.
Importantly, the slow modes achieved through con-
straining norm activity typically lead to exponentially
decaying correlations; only when the interaction strength
of the matrix is at a critical value do we find power-law
decays. This suggest that a continuous range of slow
modes is more difficult to achieve than a single long time
scale. A natural follow-up question is whether there exist
mechanisms which can tune the system to criticality in a
self-organized way, for example by coupling the interac-
tion strength to the averaged norm activity.
Both for simplicity and to understand the most basic
picture, we have been focusing on linear networks with
symmetric connections. Realistically, many biological
networks are asymmetric, which gives rise to more com-
plex and perhaps even chaotic dynamics [39, 40]. In the
asymmetric case, the eigenvalue spectrum for the Gaus-
sian ensemble is well known (uniform distribution inside
a unit circle) [41, 42], but a similar global constraint on
the norm activity leads to a dependence on the overlap
among the left and right eigenvectors [43, 44]. In par-
ticular, the matrix distribution can no longer be sepa-
rated into the product of eigenvalues and eigenvectors,
and it is difficult to solve for the spectral distribution an-
alytically. Two new features emerge in the asymmetric
case. First, the time scales given by real eigenvalues vs.
complex eigenvalues may be different, leading to more
(or less) dominant oscillatory slow modes in large sys-
tems [45]. Second, asymmetric connection matrices can
lead to complicated transient activity when the system is
perturbed, with the time scales mostly dominated by the
eigenvector overlaps, and can be very different from the
time scales given by the eigenvalues [46]. In the limit of
strong asymmetry, the network is organized into a feed-
forward line, information can be held for a time that is ex-
tensive in system size; see examples in Refs. [14] and [47].
It will be interesting to check whether systems can store
information in these transients without fine-tuning the
structure of the network.
The system we study can be extended to consider more
specific ensembles for particular biological systems. For
example, real neural networks have inhibitory and exci-
tatory neurons, so that elements belonging to the same
column need to share the same sign, and the resulting
spectral distribution has been shown to differ from the
unit sphere [48]; more generally recent work explores how
structured connectivity can lead to new but still uni-
versal dynamics [49]. Another limitation of our work is
that it only considers linear dynamics, or only dynamical
systems where all fixed points to be equally likely. In
contrast, some non-linear dynamics such as the Lotka-
Volterra model in ecology [50], and the gating neural
network in machine learning [51, 52] have been shown
to drive systems to non-generic, marginally stable fixed
points, around which there exists an extensive number
of slow directions for the dynamics. In summary, we be-
lieve the issue of whether a continuum of slow modes can
arise generically in neural networks remains open, but we
hope that our study of very simple models has helped to
clarify this question.
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Appendix A: Spectral distribution for the Gaussian
Orthogonal Ensemble
For completeness, we sketch here the well-known
derivation of the spectral density for random matrices
drawn from the Gaussian Orthogonal Ensemble [21, 24,
25]. Excellent pedagogical discussions can be found in
Refs [19, 20]. These same methods allow us to derive the
spectral densities in all the other cases that we consider
in the main text.
Let M be a matrix with size N × N . Assume M is
real symmetric, and that the individual elements of the
M matrix are independent gaussian random numbers,
Mii ∼ N (0, 1/N), (A1)
Mij |i 6=j ∼ N (0, 1/2N). (A2)
This is the Gaussian Orthogonal Ensemble (GOE). To-
gether with its complex and quaternion counterparts, the
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Gaussian Ensembles are the only random matrix ensem-
bles that both have independent entries and are invariant
under orthogonal (unitary, symplectic) transformations,
which is more obvious when we write the probability dis-
tribution of M in terms of its trace:
P (M) ∝ exp
(
−N
2
TrMᵀM
)
. (A3)
Symmetric matrices can be diagonalized by orthogonal
transformations,
M = OᵀΛO, (A4)
where the matrix O is constructed out of the eigenvectors
of M and the matrix Λ is diagonal with elements given by
the eigenvalues {λi}. Because P (M) is invariant to or-
thogonal transformations of M , it is natural to integrate
over these transformations and obtain the joint distribu-
tion of eigenvalues. To do this we need the Jacobian, also
called the Vandermonde determinant,
dM =
∏
i<j
|λi − λj |dµ(O)
N∏
i=1
dλi, (A5)
where dµ(O) is the Haar measure of the orthogonal group
under its own action. Now we can integrate over the ma-
trices O, or equivalently over the eigenvectors, to obtain
P ({λi})
N∏
i=1
dλi =
∫
dµ(O)
∏
i<j
|λi − λj |P (M)
N∏
i=1
dλi (A6)
P ({λi}) ∝ exp
−N
2
∑
i
λ2i +
1
2
∑
j 6=k
ln
∣∣λj − λk∣∣
 . (A7)
Intuitively, one can think about these eigenvalues are
experiencing a quadratic local potential with strength
u(λ) = λ2/2. In addition, each pair of the eigenval-
ues repel each other with logarithmic strength; this term
comes from the Vandermonde determinant, and gives all
the universal features for Gaussian ensembles. Math-
ematically, the distribution P ({λi}) is equivalent to the
Boltzmann distribution of a two-dimensional electron gas
confined to one dimension.
In mean-field theory, which for these problems becomes
exact in the thermodynamic limit N → ∞, we can re-
place sums over eigenvalues by integrals over the spectral
density,
ρ(λ) =
1
N
∑
i
δ(λ− λi). (A8)
Then the eigenvalue distribution can be approximated
by2
P (ρ(λ)) ∝ exp
[
−1
2
N2S[ρ(λ)]
]
(A9)
2 The double integral over the log difference need to be corrected
by the self-interaction. Luckily, these terms, after summation,
are of order N , which is small compared to other terms with
order N2.
where
S [ρ(λ))] =
∫
dλρ(λ)λ2 −
∫
dλdλ′ρ(λ)ρ(λ′) ln
∣∣λ− λ′∣∣
(A10)
Because N is large, the probability distribution is dom-
inated by the saddle point, ρ∗, such that
δS˜
δρ
∣∣∣
ρ=ρ∗
= 0 (A11)
Here,
S˜ = S + κ
∫
dλρ(λ) (A12)
has a term with the Lagrange multiplier κ to enforce the
normalization of the density. Then, the spectral distri-
bution satisfies
λ2 − 2
∫
dλ ρ∗(λ′) ln
∣∣λ− λ′∣∣ = −κ. (A13)
To eliminate κ we can take a derivative with respect to
λ, which gives us
λ = Pr
∫
dλ′ρ∗(λ′)
λ− λ′ , (A14)
where we understand the integral to be defined by its
Cauchy principal value.
More generally, if
P (λ) ∝ exp
−∑
i
u(λi) +
1
2
∑
j 6=k
ln|λj − λk|
 , (A15)
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then everything we have done in the GOE case still goes
through but Eq (A14) becomes
g(λ) ≡ du(λ)
dλ
= Pr
∫
dλ′ρ(λ′)
λ− λ′ . (A16)
Two methods are common in solving equations of this
form. One is the resolvent method, which we will not
discuss in detail; see Ref [19]. The other is the Tricomi
solution [53], which states that for smooth enough g(λ),
the solution of Eq (A16) for the density ρ(λ) is
ρ(λ) =
1
pi
√
λ− a√b− λ
[
C − 1
pi
Pr
∫ b
a
dλ′
√
λ′ − a√b− λ′
λ− λ′ g(λ
′)
]
, (A17)
where a and b are the edges of the support, and
C =
∫ b
a
ρ(λ)dλ. (A18)
If the distribution has a single region of support, then
C = 1. If the distribution more than one region of sup-
port, then we need to solve with Tricomi’s solution sep-
arately for each support, and the normalization changes
accordingly. In general, solving the equation reduces to
finding the edges of the support.
For the Gaussian Orthogonal Ensemble, we substitute
g(λ) = λ into Tricomi’s solution. The distribution is
invariant for λ → −λ, so we can set a = −b. Then the
integral
1
pi
Pr
∫ b
−b
dλ′
√
λ′ − b√b− λ′
λ− λ′ λ
′ = λ2 − b
2
2
(A19)
We expect the density to fall to zero at the edges of the
support, rather than having a jump. Thus, we impose
ρ(a) = ρ(b) = 0, which sets b =
√
2, and the spectral
density becomes
ρ(λ) =
1
pi
√
2− λ2 (A20)
This is Wigner’s semicircle law.
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