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The coefficients and initial condition depend on a parameter. The assumptions on the
coefficients and the initial condition supplying continuous dependence of the solution on
a parameter, with respect to the Besov space norm, are established.
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1. Introduction
We consider a model driven by a Wiener process and fractional Brownian motion simultaneously. On one hand, such a
model includes a Wiener process that represents randomness in the sense of a lack of memory.
On the other hand, fractional Brownian motion provides a non-Markov component. It so happens that processes in
hydrodynamics, telecommunications, economics, and finance demonstrate the availability of random noise that can be
modeled by a Wiener process and also a so called long memory that can be modeled with the help of fractional Brownian
motion with Hurst index H > 12 . We consider stochastic differential equations depending on a parameter u, with
nonhomogeneous coefficients, defined on the stochastic basis (Ω,F , (Ft , t ∈ [0, T ]), P):
Xut = Xu0 +
∫ t
0
au(s, Xus )ds+
∫ t
0
bu(s, Xus )dWs +
∫ t
0
cu(s, Xus )dB
H
s , t ∈ [0, T ], (1)
where Xu0 is an F0-measurable random variable, E(X
u
0 )
2 < ∞ for all u ∈ [0, u0], W = (Wt ,Ft , t ∈ [0, T ]) is a Wiener
process, and BH = (BHt ,Ft , t ∈ [0, T ]) is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1). The coefficients
au, bu, cu : [0, T ] × R −→ R are measurable deterministic functions, satisfying for each u ∈ [0, u0] the conditions of
existence and uniqueness of the solution of (1) (see, e.g., [1,2]). Our aim is to establish the assumptions on the coefficients
and on the initial condition supplying the convergence of Xu in Besov space to the solution of the limit equation.
The paper is organized as follows. In Section 2 we revise some results concerning fractional calculus including pathwise
stochastic integration with respect to fractional Brownian motion and some estimates for such integrals. Section 3 contains
the theorem concerning the existence and uniqueness of the solution of the mixed stochastic differential equation (1); for
the proof of this result, see [2]. In Section 4we prove that under uniform bounds on the coefficients, an a.s. uniform estimate
for the norm of solution (1) exists. In Section 5 the convergence in Besov space of the solutions depending on a parameter
is established. Section 6 contains two examples, and Section 7 concludes.
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2. Elements of fractional calculus
Let (Ω,F , (Ft , t ∈ [0, T ]), P) be a complete probability spacewith a filtration satisfying the standard conditions. Denote
by {Wt ,Ft , t ∈ [0, T ]} the standard Wiener process adapted to this filtration.
Definition 2.1. The fractional Brownian motion (fBm) with Hurst index H ∈ (0, 1) is a Gaussian process BHt = {BHt ,Ft , t ≥
0}, having the properties BH0 = 0,EBHt = 0, and EBHt BHs = 12 (s2H + t2H − |t − s|2H).
Remark 2.1. Fractional Brownian motion has a continuous modification, according to the Kolmogorov theorem. In what
follows we consider this continuous modification. Also, we suppose that our fBm is adapted to the filtration {Ft , t ∈ [0, T ]}.
(We can suppose that Ft , t ∈ [0, T ], is generated byW and BH .)
To construct the integral with respect to fractional Brownian motion, we use the generalized (fractional)
Lebesgue–Stieltjes integral (see [3–5]). In order to introduce it, consider two nonrandom functions f and g , defined on some
interval [a, b] ⊂ R. Suppose also that the limits f (u+) := limδ↓0 f (u+δ) and g(u−) := limδ↓0 g(u−δ), a ≤ u ≤ b, exist. Put
fa+(x) := (f (x)− f (a+))1(a,b)(x), gb−(x) := (g(b−)− g(x))1(a,b)(x). Suppose that fa+ ∈ Iαa+(Lp[a, b]), gb− ∈ I1−αb− (Lq[a, b]),
for some p ≥ 1, q ≥ 1, 1/p + 1/q ≤ 1, 0 ≤ α ≤ 1. (For the notation and the statements concerning fractional analysis,
see [6].) Consider the fractional derivatives
(Dαa+fa+)(x) =
1
Γ (1− α)

fa+(x)
(x− a)α + α
∫ x
α
fa+(x)− fa+(u)
(x− u)1+α du

1(a,b)(x),
(D1−αb− gb−)(x) =
e−iπα
Γ (α)

gb−(x)
(b− x)1−α + (1− α)
∫ b
x
gb−(x)− gb−(u)
(u− x)2−α du

1(a,b)(x).
Note that Dαa+fa+ ∈ Lp[a, b], D1−αb− gb− ∈ Lq[a, b].
Definition 2.2 ([4,5]). Under the above assumptions, the generalized (fractional) Lebesgue–Stieltjes integral
 b
a f (x)dg(x) is
defined as∫ b
a
f (x)dg(x) :=
∫ b
a
(Dαa+fa+)(x)(D
1−α
b− gb−)(x)dx+ f (a+)(g(b−)− g(a+)),
and for αp < 1 it can be simplified to∫ b
a
f (x)dg(x) :=
∫ b
a
(Dαa+f )(x)(D
1−α
b− gb−)(x)dx. (2)
As follows from [6], for any 1 − H < α < 1 there exists a fractional derivative D1−αb− BHb−(x) ∈ L∞[a, b]. Therefore, for
f ∈ Iαa+(L1[a, b])we can define the integral w.r.t. the fBm according to (2).
Definition 2.3. The integral with respect to the fBm is defined as∫ b
a
f dBH :=
∫ b
a
(Dαa+f )(x)(D
1−α
b− B
H
b−)(x)dx.
Consider the fixed interval [0, T ] and α ∈ (1−H, 1/2). We also denote byWα,1(0, T ) the space of measurable functions
f on [0, T ] such that
‖f ‖α,0,T :=
∫ T
0
|f (s)|
sα
ds+
∫ T
0
∫ s
0
|f (s)− f (r)|
(s− r)α+1 drds <∞. (3)
The stochastic integral with respect to the fBm from Definition 2.3 admits the following estimate: for any α ∈ (1− H, 1/2)
and any t ∈ (0, T ) there exists a random variable ψ(ω, α, t) with moments of any order such that for any function
f ∈ Wα,1(0, T )we have∫ t
0
f (s)dBHs
 ≤ ψ(ω, α, t)∫ t
0
|f (s)|
sα
ds+
∫ t
0
∫ s
0
|f (s)− f (r)|
(s− r)α+1 drds

=: ψ(ω, α, t)‖f ‖α,0,t . (4)
Also we need the following corollary from Proposition 4.1 in [3]: for any α ∈ (1−H, 1/2), for all 0 ≤ s < t ≤ T and for any
function f ∈ Wα,1(0, T ), we have∫ t
s
f (s)dBHs
 ≤ ψ(ω, α, t)∫ t
s
|f (r)|
(r − s)α ds+
∫ t
s
∫ r
s
|f (r)− f (v)|
(r − v)α+1 dvdr

. (5)
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In principle, the same estimates hold for random f . Moreover, we can choose ψ(ω, α, t) as
ψ(ω, α, t) = sup
0≤u≤v≤t
|(D1−αv− BHv−)(u)| ≤ Cα,H,εξ0,t(BH)
:= Cα,H,ε
∫ t
0
∫ t
0
|BHx − BHy |2/ε
|x− y|2H/ε dxdy
ε/2
, (6)
where Cα,H,ε is the constant depending on the underlying arguments, ε < α + H − 1. Without loss of generality we can
assume that ε = (α + H − 1)/2. (See, for example, [3].) Also it is easily obtained from (6) that ψ(ω, α, t) ≤ ψ(ω, α, T ) for
all ω, α.
It follows from the Garsia–Rodemich–Rumsey inequality (see, e.g., [1], p. 90) that for any η ∈ (0, 1/2) and any t ∈ [0, T ]
there exists a random variable ξ(ω, η, t) with finite moments of any order such that for any predictable bounded function
f (s)we have that ∫ t
s
f (u)dWu
 ≤ ξ(ω, η, t)(t − s)1/2−η. (7)
Moreover, we can choose ξ(ω, η, t) in (7) as
ξ(ω, η, t, f ) = Cη · ξ0, t(f ,W ) := Cη ·
∫ t
0
∫ t
0
 y
x fudWu
2/η
|x− y|1/η dxdy
η/2
, (8)
where Cη is some constant. Evidently, ξ(ω, η, t, f ) has moments of any order. Moreover, if |f | is bounded by some constant
M then for any p > 0Eξ p(ω, η, t, f ) ≤ CMp.
Further, for any t ∈ [0, T ], both of the random variables ξ(ω, η, t, b) and ψ(ω, α, t) are continuous in t and have
moments of any order.
3. The existence and uniqueness result
We consider the following stochastic differential equation, defined on the stochastic basis (Ω,F , (Ft , t ∈ [0, T ]), P):
Xt = X0 +
∫ t
0
a(s, Xs)ds+
∫ t
0
b(s, Xs)dWs +
∫ t
0
c(s, Xs)dBHs , t ∈ [0, T ], (9)
where X0 is an F0-measurable random variable, E(X0)2 < ∞, W = (Wt ,Ft , t ∈ [0, T ]) is a Wiener process, BH =
(BHt ,Ft , t ∈ [0, T ]) is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1). The coefficients a, b, c :[0, T ] × R −→ R are measurable deterministic functions.
We will consider next standard assumptions:
(A) There exists an A > 0 such that for any t ∈ [0, T ] and any x ∈ R
|a(t, x)| + |b(t, x)| + |c(t, x)| ≤ A.
(B) There exists an L > 0 such that for any t ∈ [0, T ] and any x, y ∈ R
|a(t, x)− a(t, y)| + |b(t, x)− b(t, y)| + |c(t, x)− c(t, y)| ≤ L|x− y|.
(C) The function c(t, x) is differentiable in x and there exist a constant B > 0 and a parameter β ∈ (1− H, 1) such that for
any s, t ∈ [0, T ] and any x ∈ R
|a(s, x)− a(t, x)| + |b(s, x)− b(t, x)| + |c(s, x)− c(t, x)| + |∂xc(s, x)− ∂xc(t, x)| ≤ B|s− t|β .
(D) The partial derivative ∂xc(t, x) is Hölder continuous in x: there exist a constant D > 0 and a parameter ρ ∈ (3/2−H, 1)
such that for any t ∈ [0, T ] and any x, y ∈ R
|∂xc(t, x)− ∂xc(t, y)| ≤ D|x− y|ρ .
As was stated in [2], under the conditions (A)–(D), Eq. (9), considered for the values of the Hurst index H ∈ (1/2, 1), has
the unique solution {Xt , t ∈ [0, T ]}, and this solution belongs to the Besov spaceWγ ([0, T ]), 0 < γ < min(β, ρ − 1/2).
Definition 3.1. The Besov spaceWγ ([0, T ]) is defined as
Wγ ([0, T ]) := {Y = Yt(ω) : (t, ω) ∈ [0, T ] ×Ω, ‖Y‖γ <∞},
with the norm
‖Y‖2γ := sup
t∈[0,T ]

EY 2t + E
∫ t
0
|Yt − Ys|
(t − s)1+γ ds
2
. (10)
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4. Upper estimates for the solution of a mixed stochastic differential equation depending on a parameter
We consider a stochastic differential equation of the form (1) depending on the parameter u ∈ [0, u0]:
Xut = Xu0 +
∫ t
0
au(s, Xus )ds+
∫ t
0
bu(s, Xus )dWs +
∫ t
0
cu(s, Xus )dB
H
s , t ∈ [0, T ], (11)
where Xu0 is an F0-measurable random variable, E(X
u
0 )
2 < ∞ for all u ∈ [0, u0], W = (Wt ,Ft , t ∈ [0, T ]) is a Wiener
process, and BH = (BHt ,Ft , t ∈ [0, T ]) is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1). The coefficients
au, bu, cu : [0, T ] × R −→ R are measurable deterministic functions. Assume that the coefficients of this equation satisfy
the following conditions which are uniform analogues of conditions (A)–(D):
(A1) There exists an A > 0 such that for any t ∈ [0, T ] and any x ∈ R
|au(t, x)| + |bu(t, x)| + |cu(t, x)| ≤ A.
(B1) There exists an L > 0 such that for any t ∈ [0, T ] and any x, y ∈ R
(au(t, x)− au(t, y))2 + (bu(t, x)− bu(t, y))2 + (cu(t, x)− cu(t, y))2 ≤ L2(x− y)2,
(C1) The function cu(t, x) is differentiable in x and there exist a constant B > 0 and a parameter β ∈ (1 − H, 1) such that
for any s, t ∈ [0, T ] and any x ∈ R
|cu(s, x)− cu(t, x)| + |∂xcu(s, x)− ∂xcu(t, x)| ≤ B|s− t|β .
(D1) Thepartial derivative ∂xcu(t, x) is Hölder continuous in x: there exist a constantD > 0 and aparameterρ ∈ (3/2−H, 1)
such that for any t ∈ [0, T ] and any x, y ∈ R
|∂xcu(t, x)− ∂xcu(t, y)| ≤ D|x− y|ρ . (12)
Remark 4.1. Note that all constants from conditions (A1)–(D1) do not depend on u ∈ [0, u0].
In what follows we denote by C(·) all constants that depend only on T , constants from the conditions (A1)–(D1), some
additional parameters and ones that do not depend on ω and u.
Theorem 4.1. Under the conditions (A1)–(D1) for all u ∈ [0, u0],ω ∈ Ω , α ∈ (1−H, β ∧ (ρ−1/2)), and p ≥ 1 the following
inequality holds:
sup
t∈[0,T ]

|Xut | +
∫ t
0
|Xut − Xus |
(t − s)α+1 ds
p
≤ C(p, α)(1+ |Xu0 |p + (S1)p + (S2)p
+ (ψ(ω, α, T ))p) · exp{C(p, α)ψ(ω, α, T ) 11−α }, (13)
where the process ψ(ω, α, T ) is defined by (6),
S1 = sup
t∈[0,T ]
∫ t
0
bu(s, Xus )dWs

and
S2 = sup
t∈[0,T ]
∫ t
0
 ts bu(r, Xur )dWr 
(t − s)α+1 ds
 .
Proof. For each ω ∈ Ω and α ∈ (1− H, β ∧ (ρ − 1/2)) define
gut :=

|Xut | +
∫ t
0
|Xut − Xus |
(t − s)α+1 ds

. (14)
It is easy to see that
gut ≤ |Xu0 | + J1(t)+ J2(t)+ J3(t),
where
J1(t) =
∫ t
0
au(s, Xus )ds
+ ∫ t
0
∫ t
s
au(r, Xur )dr
 (t − s)−α−1ds,
J2(t) =
∫ t
0
bu(s, Xus )dWs
+ ∫ t
0
∫ t
s
bu(r, Xur )dWr
 (t − s)−α−1ds,
J3(t) =
∫ t
0
cu(s, Xus )dB
H
s
+ ∫ t
0
∫ t
s
cu(r, Xur )dB
H
r
 (t − s)−α−1ds.
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Consider J1(t). It follows from (A1) that
J1(t) ≤ AT +
∫ T
0
A(t − s)−αds ≤ C . (15)
We estimate J2(t) in the following way:
J2(t) ≤ sup
t∈[0,T ]
∫ t
0
bu(s, Xus )dWs
+ sup
t∈[0,T ]
∫ t
0
∫ t
s
bu(r, Xur )dWr
 (t − s)−α−1ds =: S1 + S2. (16)
Now consider J3(t):
J3(t) ≤
∫ t
0
cu(s, Xus )dB
H
s
+ ∫ t
0
∫ t
s
cu(r, Xur )dB
H
r
 (t − s)−α−1ds
=: J3,1(t)+ J3,2(t).
In order to estimate J3,1(t) and J3,2(t), we use (4) and conditions (A1)–(D1), and obtain the following bounds, taking into
account that α ≤ β:
J3,1(t) ≤ ψ(ω, α, T )
∫ t
0
cu(s, Xus )s
−αds
+ ∫ t
0
∫ s
0
|cu(s, Xus )− cu(r, Xur )|(s− r)−α−1drds

≤ ψ(ω, α, T )

AT 1−α(1− α)−1 +
∫ t
0
∫ s
0
B(s− r)β−α−1drds+
∫ t
0
∫ s
0
L|Xus − Xur |(s− r)−α−1drds

≤ Cψ(ω, α, T )

1+
∫ t
0
gus ds

. (17)
We transform J3,2(t) using (4.15) from [3]:
J3,2(t) ≤ Cψ(ω, α, T )
∫ t
0
|cu(r, Xur )|(t − r)−2αdr +
∫ t
0
∫ r
0
|cu(r, Xur )− cu(v, Xuv )|(r − v)−1−α(t − v)−αdvdr

≤ Cψ(ω, α, T )

CAT 1−2α +
∫ t
0
∫ r
0
B(r − v)β−1−α(t − v)−αdvdr
+
∫ t
0
∫ r
0
L|Xur − Xuv |(r − v)−1−α(t − v)−αdvdr

≤ Cψ(ω, α, T )

C + CB
∫ t
0
(t − r)β−2αdu+ L
∫ t
0
(t − r)−α
∫ r
0
|Xur − Xuv |(r − v)−1−αdv

dr

≤ Cψ(ω, α, T )

1+
∫ t
0
(t − r)−αgur dr

. (18)
Summing up all the bounds (15)–(18), we obtain
gut ≤ C + |Xu0 | + S1 + S2 + Cψ(ω, α, T )

1+
∫ t
0
(1+ (t − s)−α)gus ds

≤ C + |Xu0 | + S1 + S2 + Cψ(ω, α, T )

1+ tα
∫ t
0
s−α(t − s)−αgus ds

. (19)
Applying the generalized Gronwall lemma (Lemma 7.6 from [3]), we get
gut ≤ C(1+ |Xu0 | + S1 + S2 + ψ(ω, α, T )) exp{Cψ(ω, α, T )
1
1−α }. (20)
Then for each p ≥ 1, ω ∈ Ω , and α ∈ (1− H, β ∧ (ρ − 1/2))we take into account that the right-hand side of the previous
inequality does not depend on t and arrive at
sup
t∈[0,T ]
(gut )
p ≤ C(p, α)(1+ |Xu0 |p + (S1)p + (S2)p + (ψ(ω, α, T ))p) · exp{C(p, α)ψ(ω, α, T )
1
1−α }.  (21)
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Theorem 4.2. Let p ≥ 2 be such that for all u ∈ [0, u0] : E|Xu0 |p ≤ C(p). Then under conditions (A1)–(D1) for all
α ∈ (1− H, β ∧ (ρ − 1/2))
E sup
t∈[0,T ]

|Xut | +
∫ t
0
|Xut − Xus |
(t − s)α+1 ds
p
≤C(p, α), (22)
where the constantC(p, α) does not depend on u.
Proof. Taking an expectation of (13), we obtain
E sup
t∈[0,T ]

|Xut | +
∫ t
0
|Xut − Xus |(t − s)−α−1ds
p
≤ E

C(p, α)(1+ |Xu0 |p + (S1)p + (S2)p + (ψ(ω, α, T ))p) · exp{C(p, α)ψ(ω, α, T )
1
1−α }

≤ C(p, α) E(1+ |Xu0 |2p + (S1)2p + (S2)2p + (ψ(ω, α, T ))2p)1/2 E exp{2C(p, α)ψ(ω, α, T ) 11−α }1/2 . (23)
Taking into account that 1/(1− α) < 2, we apply [7] and obtain that
E exp{2C(p, α)ψ(ω, α, T ) 11−α } ≤ C1(p, α). (24)
Our next step is to estimate E(S1)2p with the help of the Burkholder–Gundy inequality:
E(S1)2p ≤ E sup
t∈[0,T ]
∫ t
0
bu(s, Xus )dWs
2p
≤ C(p)E
∫ T
0
(bu(s, Xus ))
2ds
p/2
≤ C2(p)ApT p/2. (25)
Apply (7) with f (s) = bu(s, Xus ) to E(S2)2p:
E(S2)2p ≤ E sup
t∈[0,T ]
∫ t
0
∫ t
s
bu(r, Xur )dWr
 (t − s)−α−1ds2p
≤ E sup
t∈[0,T ]
∫ t
0
ξ(ω, η, t, bu)(t − s)1/2−η(t − s)−α−1ds
2p
≤ sup
t∈[0,T ]
∫ t
0
(t − s)−1/2−η−αds
2p
E(ξ(ω, η, t, bu))2p. (26)
Since α < 1/2 we can choose η ≤ 1/2− α. Due to the assumption |bu(s, Xus )| ≤ A the bound E(ξ(ω, η, t, bu))2p ≤ C(p)A2p
holds. Therefore,
E(S2)2p ≤ C3(p, α)A2p. (27)
Summing up (23)–(27), we obtain
E sup
t∈[0,T ]

|Xut | +
∫ t
0
|Xut − Xus |(t − s)−α−1ds
p
≤C(p, α).  (28)
Corollary 4.3. Under the assumptions of Theorem 4.2 the following inequality holds:
sup
t∈[0,T ]
E

|Xut |p +
∫ t
0
|Xut − Xus |
(t − s)α+1 ds
p
≤C(p, α). (29)
For each R > 1 define the following stopping time τ u,0R :
τ
u,0
R := inf{t : ξ(ω, η, t, bu) ∨ ξ(ω, η, t, b0) ∨ ψ(ω, α, t) ≥ R} ∧ T . (30)
Lemma 4.4. Assume that the conditions (A1)–(D1) hold. Then P

τ
u,0
R < T

admits the bound µ(R) that does not depend on u
and tends to 0 when R →∞.
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Proof.
P

τ
u,0
R < T

≤ P ξ(ω, η, T , bu) ∨ ξ(ω, η, T , b0) ∨ ψ(ω, α, T ) ≥ R
≤ P ξ(ω, η, T , bu) ≥ R+ P ξ(ω, η, T , b0) ≥ R+ P (ψ(ω, α, T ) ≥ R) . (31)
Note that P (ψ(ω, α, T ) ≥ R) does not depend on u and tends to 0 as R →∞, because (ψ(ω, α, t), t ∈ [0, T ]) hasmoments
of any order.
Obviously, P (ξ(ω, η, T , bu) ≥ R) ≤ 1REξ(ω, η, T , bu). Let q > 2/η. Then we obtain from the Burkholder–Gundy
inequality that
Eξ(ω, η, T , bu) ≤ E(ξ(ω, η, T , bu))q1/q
=
E∫ T
0
∫ T
0
∫ y
x
buvdWv
2/η |x− y|−1/ηdxdy
qη/21/q
≤ C
∫ T
0
∫ T
0
E
∫ y
x
buvdWv
q |x− y|−q/2dxdy1/q
≤ C
∫ T
0
∫ T
0
E
∫ y
x
(buv)
2dv
q/2 |x− y|−q/2dxdy
1/q
≤ CAT 2.
Thus P (ξT (bu) ≥ R) ≤ R−1CAT 2 and similarly P

ξT (b0) ≥ R
 ≤ R−1CAT 2. Therefore,
P

τ
u,0
R < T

≤ µ(R)→ 0, R →∞.  (32)
5. Convergence in Besov space
We need the following result, which is a uniform modification of Lemma 7.1 from [3].
Lemma 5.1. Let σ : [0, T ] × R −→ R be a function such that σ(t, x) is differentiable in x and there exist some constants
0 < β, δ ≤ 1 and M0,M > 0, such that the following inequalities hold:
(1) Lipschitz continuity in x: for all t ∈ [0, T ] and x, y ∈ R
|σ(t, x)− σ(t, y)| ≤ M0|x− y|.
(2) Hölder continuity in x: for all t ∈ [0, T ] and x, y ∈ R
|∂xσ(t, x)− ∂xσ(t, y)| ≤ M|x− y|δ.
(3) Hölder continuity in t: for all t, s ∈ [0, T ] and x ∈ R
|σ(t, x)− σ(s, x)| + |∂xσ(t, x)− ∂xσ(s, x)| ≤ M0|t − s|β .
Then for all x1, x2, x3, x4 ∈ R:
|σ(t1, x1)− σ(t2, x2)− σ(t1, x3)+ σ(t2, x4)| ≤ M0|x1 − x2 − x3 + x4| +M0|x1 − x3||t2 − t1|β
+M|x1 − x3|(|x1 − x2|δ + |x3 − x4|δ).
Theorem 5.2. Assume that the conditions (A1)–(D1) hold. Define
du(t, x) := cu(t, x)− c0(t, x) t ∈ [0, T ] x ∈ R u ∈ [0, u0].
Let the coefficients of the Eq. (11) satisfy the following assumptions:
(G0) There exists an r > 2 such that E|Xu0 |r < C(p) and E|Xu0 − X00 |r → 0 when u → 0.
(G1) There exist αu > 0, βu > 0, γ u > 0 and γ < ν1 ≤ 1 such that
|au(t, x)− a0(t, x)| ≤ αu(1+ |x|ν1),
|bu(t, x)− b0(t, x)| ≤ βu(1+ |x|ν1),
|cu(t, x)− c0(t, x)| ≤ γ u(1+ |x|ν1),
for all t ∈ [0, T ] and x ∈ R, and αu → 0, βu → 0 and γ u → 0 when u → 0.
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(G2) There exist constants ϕu > 0, ~u > 0, γ < ν2 ≤ 1, γ < r1 ≤ 1, and 2γ < r2 ≤ 1 such that
|du(t, x)− du(s, x)| ≤ ϕu|t − s|r1(1+ |x|ν2),
|du(t, x)− du(t, y)| ≤ ~u|x− y|r2 ,
for all t, s ∈ [0, T ] and x, y ∈ R, and ϕu → 0 and ~u → 0 when u → 0.
Then the sequence {Xut , t ∈ [0, T ], u ∈ [0, u0]} converges to {X0t , t ∈ [0, T ]} in the norm Eq. (10).
Proof. Let the stopping time τ u,0R be defined by (30). Consider
‖Xut − X0t ‖2γ := sup
t∈[0,T ]

E(Xut − X0t )2 + E
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
≤ sup
t∈[0,T ]
E

(Xut − X0t )2 +
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
I{τu,0R <T }

+ sup
t∈[0,T ]

E(Xut − X0t )2I{τu,0R ≥T } + E
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
I{τu,0R ≥T }

. (33)
First, estimate
sup
t∈[0,T ]
E

(Xut − X0t )2 +
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
× I{τu,0R <T }

≤ C sup
t∈[0,T ]

E

(Xut − X0t )r +
∫ t
0
|Xut − X0t − Xus + X0s |
(t − s)1+γ ds
r2/r
·

P(τ u,0R < T )
(r−2)/2
. (34)
Then, taking into account that r ≥ 2 and applying Corollary 4.3, we obtain
sup
t∈[0,T ]

E

|Xut − X0t |r +
∫ t
0
|Xut − X0t − Xus + X0s |
(t − s)1+γ ds
r2/r
≤ C(C˜(r, γ ))2/r =: Cˆ(r, γ ). (35)
It follows from Lemma 4.4 that

P(τ u,0R < T )
(r−2)/2 ≤ (µ(R))(r−2)/2 → 0, R →∞. Summing up all bounds we obtain
sup
t∈[0,T ]
E

(Xut − X0t )2 +
∫ t
0
|Xut − X0t − Xus + X0s |
(t − s)1+γ ds
2
I{τu,0R <T }

≤ CCˆ(r, γ )(µ(R))(r−2)/2 (36)
and CCˆ(r, γ ) does not depend on u and R.
Now we return to the second supremum in the right-hand side of inequality (33):
sup
t∈[0,T ]

E

Xut − X0t
2
I{τu,0R ≥T } + E
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
I{τu,0R ≥T }

=: sup
t∈[0,T ]

Iu1 (t)+ Iu2 (t)

. (37)
In turn, Iu1 (t) can be estimated as
Iu1 (t) ≤ CE

Xu0 − X00
2 + CE∫ t∧τu,0R
0
(au(s, Xus )− a0(s, X0s ))ds
2
+ CE
∫ t∧τu,0R
0
(bu(s, Xus )− b0(s, X0s ))dWs
2
+ CE
∫ t∧τu,0R
0
(cu(s, Xus )− c0(s, X0s ))dBHs
2
=: CE Xu0 − X00 2 + C(Ju1 (t)+ Ju2 (t)+ Ju3 (t)). (38)
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From condition (B1) we obtain that
Ju1 (t) ≤ CE
∫ t∧τu,0R
0
(au(s, Xus )− au(s, X0s ))ds
2
+ CE
∫ t∧τu,0R
0
(au(s, X0s )− a0(s, X0s ))ds
2
≤ C
∫ t
0
E

Xu
s∧τu,0R
− X0
s∧τu,0R
2
ds+ C(αu)2

E
∫ t∧τu,0R
0
(1+ |X0s |)2ν1ds

≤ C
∫ t
0
Iu1 (s)ds+ C(αu)2. (39)
Here, boundedness of E
 t∧τu,0R
0 (1+ |X0s |)2ν1ds follows from Theorem 4.2. Also,
Ju2 (t) ≤ CE
∫ t∧τu,0R
0
(bu(s, Xus )− bu(s, X0s ))2ds

+ CE
∫ t∧τu,0R
0
(bu(s, X0s )− b0(s, X0s ))2ds

≤ C
∫ t
0
Iu1 (s)ds+ C(βu)2. (40)
Like in the proof of Theorem 3.2.5 from [1], we can state that for each u ∈ [0, u0] and all η ∈ (0, 1/2)
|Xut − Xus | ≤ C(ξ(ω, η, t, bu) ∨ ξ(ω, η, t, b0) ∨ ψ(ω, α, t))
× exp{(ξ(ω, η, t, bu) ∨ ξ(ω, η, t, b0) ∨ ψ(ω, α, t)) 11−γ }|t − s|1/2−η.
Taking into account the definition of τ u,0R , we obtain
|Xu
t∧τu,0R
− Xu
s∧τu,0R
| ≤ CR exp{R 11−γ }|t − s|1/2−η =: λ(R, γ )|t − s|1/2−η. (41)
We estimate Ju3 (t), using the definition of the stopping time τ
u,0
R and (4):
Ju3 (t) = E
∫ t∧τu,0R
0
(cu(s, Xus )− c0(s, X0s ))dBHs
2
≤ CR2

E
∫ t∧τu,0R
0
|cu(s, Xus )− c0(s, X0s )|s−γ ds
2
+E
∫ t∧τu,0R
0
∫ s
0
|cu(s, Xus )− c0(s, X0s )− cu(q, Xuq )+ c0(q, X0q )|(s− q)−1−γ dqds
2
=: CR2(K u1 (t)+ K u2 (t)). (42)
Further,
K u1 (t) ≤ CE
∫ t∧τu,0R
0
(cu(s, Xus )− c0(s, X0s ))2ds
≤ C
∫ t
0
Iu1 (s)ds+ C(γ u)2. (43)
Now we consider K u2 (t):
K u2 (t) ≤ CE
∫ t∧τu,0R
0
∫ s
0
|cu(s, Xus )− cu(s, X0s )− cu(q, Xuq )+ cu(q, X0q )|(s− q)−1−γ dqds
2
+ CE
∫ t∧τu,0R
0
∫ s
0
|cu(s, X0s )− c0(s, X0s )− cu(q, X0q )+ c0(q, X0q )|(s− q)−1−γ dqds
2
:= C(Lu1(t)+ Lu2(t)). (44)
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Let us estimate Lu1(t), using Lemma 5.1:
Lu1(t) ≤ CE
∫ t∧τu,0R
0
∫ s
0
|Xus − X0s − Xuq + X0q |(s− q)−1−γ dqds
2
+ CE
∫ t∧τu,0R
0
∫ s
0
|Xus − X0s |(s− q)β(s− q)−1−γ dqds
2
+ CE
∫ t∧τu,0R
0
∫ s
0
|Xus − X0s |(|Xus − Xuq |ρ + |X0s − X0q |ρ)(s− q)−1−γ dqds
2
=: C(Mu1 (t)+Mu2 (t)+Mu3 (t)). (45)
Here
Mu1 (t) ≤ C
∫ t
0
E
∫ s∧τu,0R
0
|Xu
s∧τu,0R
− X0
s∧τu,0R
− Xuq + X0q |(s− q)−1−γ dq
2
ds
= C
∫ t
0
Iu2 (s)ds, (46)
Mu2 (t) ≤ C
∫ t
0
s2(β−γ )E
|Xus − X0s |2 ds ≤ C ∫ t
0
Iu1 (s)ds, (47)
Mu3 (t) ≤ CE
∫ t∧τu,0R
0
∫ s
0
|Xus − X0s |((λ(R, γ ))ρ |s− q|ρ(1/2−η)−1−γ )dqds
2
≤ C(λ(R, γ ))2ρ
∫ t
0
sρ−2ρη−2γE|Xu
s∧τu,0R
− X0
s∧τu,0R
|2ds
≤ C(λ(R, γ ))2ρ
∫ t
0
Iu1 (s)ds, (48)
where we choose η in such a way that ρ−2ρη−2γ > 0. This is possible, because γ < ρ−1/2 and ρ−2γ > 1/2−γ > 0.
Now consider Lu2(t):
Lu2(t) = E
∫ t∧τu,0R
0
∫ s
0
|du(s, X0s )− du(q, X0q )|(s− q)−1−γ dqds
2
≤ CE
∫ t∧τu,0R
0
∫ s
0
~u(s)|X0s − X0q |r2(s− q)−1−γ dqds
2
+ CE
∫ t∧τu,0R
0
∫ s
0
ϕu(s− q)r1(1+ |X0q |ν2)(s− q)−1−γ dqds
2
≤ C(λ(R, γ ))2r2(~u)2E
∫ t∧τu,0R
0
∫ s
0
(s− q)r2(1/2−η)−1−γ dqds
2
+ C(ϕu)2E
∫ t∧τu,0R
0
∫ s
0
(1+ |X0q |ν2)(s− q)−1−γ+r1dqds
2
≤ C(λ(R, γ ))2r2(~u)2 + C(ϕu)2. (49)
Here ηmust be chosen to satisfy the inequality r2(1/2− η)− γ > 0. This is possible due to the assumption r2 > 2γ . Thus,
summing up (38)–(49), we obtain
Iu1 (t) ≤ CE

Xu0 − X00
2 + C(αu)2 + C(βu)2 + CR2(γ u)2 + CR2(ϕu)2
+ CR2(λ(R, γ ))2r2(~u)2 + CR2(λ(R, γ ))2ρ
∫ t
0
Iu1 (s)ds+ CR2
∫ t
0
Iu2 (s)ds. (50)
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Now consider Iu2 (t):
Iu2 (t) ≤ C
E∫ t∧τu,0R
0
∫ t∧τu,0R
s
(au(q, Xuq )− a0(q, X0q ))dq

(t − s)−1−γ ds
2
+E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(bu(q, Xuq )− b0(q, X0q ))dWq

(t − s)−1−γ ds
2
+E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(cu(q, Xuq )− c0(q, X0q ))dBHq

(t − s)−1−γ ds
2
=: C(Nu1 (t)+ Nu2 (t)+ Nu3 (t)). (51)
As regards Nu1 (t), we estimate it in the following way:
Nu1 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(au(q, Xuq )− au(q, X0q ))dq(t − s)−1−γ ds
2
+ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(au(q, X0q )− a0(q, X0q ))dq(t − s)−1−γ ds
2
:= C(Q u1 (t)+ Q u2 (t)). (52)
Let ϱ be some constant from the interval (γ , 1/2). Using condition (B1), we obtain
Q u1 (t) ≤ CE
∫ t∧τu,0R
0
(t − s)−1−2γ+2ϱL2
∫ t∧τu,0R
0
|Xuq − X0q |2dq

ds
≤ C
∫ t
0
E(Xu
s∧τu,0R
− X0
s∧τu,0R
)2ds ≤ C
∫ t
0
Iu1 (s)ds. (53)
Condition (G1) supplies that
Q u2 (t) ≤ E
∫ t∧τu,0R
0
(t − s)−1−γ
∫ t∧τu,0R
s
(αu(1+ |X0q |ν1))dq

ds
2
≤ C(αu)2
∫ t
0
(t − s)−1−2γ+2ϱ
∫ t
s
E(1+ |X0q |ν1)2dq

ds
2
≤ C(αu)2. (54)
Now we estimate Nu2 (t)with the help of the Burkholder–Gundy inequality:
Nu2 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(bu(q, Xuq )− bu(q, X0q ))2(t − s)−2−2γ+2ϱdqds
+ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
(bu(q, X0q )− b0(q, X0q ))2(t − s)−2−2γ+2ϱdqds
≤ CE
∫ t
0
∫ t
s
(Xuq∧τR,η − X0q∧τR,η )2dq

(t − s)−2−2γ+2ϱds
+ C(βu)2
∫ t
0
∫ t
s
E(1+ |X0q |ν2)2dq

(t − s)−2−2γ+2ϱds
≤ C
∫ t
0
Iu1 (s)(t − s)−1−2γ+2ϱds+ C(βu)2. (55)
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We estimate Nu3 (t) using (5):
Nu3 (t) ≤ CR2

E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
|cu(q, Xuq )− c0(q, X0q )|(q− s)−γ dq

(t − s)−1−γ ds
2
+ CR2

E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|cu(q, Xuq )− c0(q, X0q )
− cu(v, Xuv )+ c0(v, X0v )|(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds

=: CR2(V u1 (t)+ V u2 (t)). (56)
V u1 (t) ≤

E
∫ t∧τu,0R
0
(cu(q, Xuq )− c0(q, X0q ))
∫ q
0
(q− s)−γ (t − s)−1−γ ds

dq
2
. (57)
Applying inequality (4.15) from [3], we obtain
V u1 (t) ≤ CE
∫ t∧τu,0R
0
(cu(s, Xus )− c0(s, X0s ))2(t − s)−2γ ds
≤ CE
∫ t∧τu,0R
0
(cu(s, Xus )− cu(s, X0s ))2(t − s)−2γ ds+ CE
∫ t∧τu,0R
0
(cu(s, X0s )− c0(s, X0s ))2(t − s)−2γ ds
≤ C
∫ t
0
Iu1 (s)(t − s)−2γ ds+ C(γ u)2. (58)
We return to V u2 (t):
V u2 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|cu(q, Xuq )− cu(q, X0q )
− cu(v, Xuv )+ cu(v, X0v )|(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds
+ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|cu(q, X0q )− c0(q, X0q )− cu(v, X0v )
+ c0(v, X0v )|(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds
=: C(Y u1 (t)+ Y u2 (t)). (59)
According to Lemma 5.1, Y u1 (t) admits an estimate
Y u1 (t) ≤ C

E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|Xuq − X0q − Xuv + X0v |(q− v)−1−γ dvdq
2
×(t − s)−2−2γ+2ϱds+ E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|Xuq − X0q |(q− v)β−1−γ dvdq
2
×(t − s)−2−2γ+2ϱds+ E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|Xuq − X0q |(|Xuq − Xuv |ρ
+ |X0q − X0v |ρ)(q− v)−1−γ dvdq
2
(t − s)−2−2γ+2ϱds

=: C(Zu1 (t)+ Zu2 (t)+ Zu3 (t)). (60)
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Zu1 (t) ≤ CE
∫ t
0
∫ t
s
∫ q∧τu,0R
s
|Xu
q∧τu,0R
− X0
q∧τu,0R
− Xuv + X0v |(q− v)−1−γ dv
2
dq(t − s)−1−2γ+2ϱds
≤ C
∫ t
0
∫ q∧τu,0R
0
|Xu
q∧τu,0R
− X0
q∧τu,0R
− Xuv + X0v |(q− v)−1−γ dv
2
dq
≤ C
∫ t
0
Iu2 (s)ds. (61)
Zu2 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
|Xuq − X0q |(q− s)β−γ dq
2
(t − s)−2−2γ+2ϱds
≤ CE
∫ t∧τu,0R
0
(t − s)−1+2β−4γ+2ϱ
∫ t∧τu,0R
s
(Xuq − X0q )2dqds ≤ C
∫ t
0
Iu1 (s)ds. (62)
Zu3 (t) ≤ C(λ(R, γ ))2ρE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|Xuq − X0q |(q− v)ρ(1/2−η)−1−γ dvdq
2
(t − s)−2−2γ+2ϱds
≤ C(λ(R, γ ))2ρE
∫ t∧τu,0R
0
(t − s)−1−2γ+2ϱ
∫ t
0

Xu
q∧τu,0R
− X0
q∧τu,0R
2
dq

ds
≤ C(λ(R, γ ))2ρ
∫ t
0
Iu1 (s)ds, (63)
where we choose 0 < η < 1/2− γ /ρ. Recall that γ < ρ − 1/2.
Now estimate Y u2 (t):
Y u2 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|du(q, X0q )− du(q, X0v )|(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds
+ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
|du(q, X0v )− du(v, X0v )|(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds
=: C(F u1 (t)+ F u2 (t)). (64)
F u1 (t) ≤ E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
~u|X0q − X0v |r2(q− v)−γ dvdq
2
(t − s)−2−2γ+2ϱds
≤ C(λ(R, γ ))2r2(~u)2E
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
(q− v)r2(1/2−η)−γ dvdq
2
(t − s)−2−2γ+2ϱds
≤ CR2r2 exp{2r2R
1
1−γ }(~u)2. (65)
F u2 (t) ≤ CE
∫ t∧τu,0R
0
∫ t∧τu,0R
s
∫ q
s
ϕu(q− v)r1−γ (1+ |X0v |ν2)dvdq
2
(t − s)−2−2γ+2ϱds
≤ C(ϕu)2
∫ t
0
(t − s)−1−2γ+2ϱ
∫ t
s
E(1+ |X0v |ν2)2dv
≤ C(ϕu)2. (66)
Thus, summing up all bounds (51)–(66), we obtain
Iu2 (t) ≤ C(αu)2 + C(βu)2 + CR2(γ u)2 + CR2(λ(R, γ ))2r2(~u)2
+ CR2(ϕu)2 + CR2(λ(R, γ ))2ρ
∫ t
0
Iu1 (s)(t − s)−1−2γ+2ϱds+ CR2
∫ t
0
Iu2 (s)ds. (67)
Then, taking into account (50) and (67), we obtain
Iu1 (t)+ Iu2 (t) ≤ CE

Xu0 − X00
2 + C(αu)2 + C(βu)2 + CR2(γ u)2 + CR2(λ(R, γ ))2r2(~u)2 + CR2(ϕu)2
+ CR2(λ(R, γ ))2ρ
∫ t
0
Iu1 (s)(t − s)−1−2γ+2ϱds+
∫ t
0
Iu2 (s)ds

. (68)
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Applying the generalized Gronwall lemma (Lemma 7.6 from [3]), we obtain
Iu1 (t)+ Iu2 (t) ≤ C

E

Xu0 − X00
2
(αu)2 + (βu)2 + R2(γ u)2 + R2+2r2 exp{2r2R
1
1−γ }(~u)2
+ R2(ϕu)2

exp{t(CR2+2ρ exp{2ρR 11−γ })1/(2ϱ−2γ )}. (69)
Taking the supremum in t ∈ [0, T ] on both sides of this inequality, we arrive at the estimate
sup
t∈[0,T ]

E

Xut − X0t
2
I{τu,0R ≥T } + E
∫ t
0
|Xut − X0t − Xus + X0s |(t − s)−1−γ ds
2
I{τu,0R ≥T }

≤ C(E Xu0 − X00 2 + (αu)2 + (βu)2 + R2(γ u)2 + R2(λ(R, γ ))2r2(~u)2
+ R2(ϕu)2) exp{T (CR2(λ(R, γ ))2ρ)1/(2ϱ−2γ )}. (70)
When u → 0, then the right-hand side of (70) tends to zero. Therefore, we obtain from (33), (36) and (70) that
lim
u→0+ ‖X
u
t − X0t ‖2γ ≤ limu→0+ Cˆ(r, γ )

P(τ u,0R < T )
(r−2)/2
.
Taking R to+∞ gives us limu→0+Cˆ(r, γ )

P(τ u,0R < T )
(r−2)/2 = 0. 
6. Examples
(1) Consider a stochastic differential equation of the form
Xεt = X0 +
∫ t
0
a(s, Xεs )ds+ ε
∫ t
0
b(s, Xεs )dWs +
∫ t
0
c(s, Xεs )dB
H
s , t ∈ [0, T ], (71)
where X0 is an F0-measurable random variable and there exists an r > 2 such that E|X0|r < C(r),W = (Wt ,Ft , t ∈ [0, T ])
is a Wiener process, and BH = (BHt ,Ft , t ∈ [0, T ]) is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1).
Functions a, b, c : [0, T ] × R −→ R are measurable and deterministic.
Assume that the functions a, b, c satisfy the conditions (A)–(D). Then, obviously, the coefficients of Eq. (71), aε(t, x) =
a(t, x), bε(t, x) = εb(t, x), and cε(t, x) = c(t, x), satisfy the conditions (A1)–(D1). Also we can obtain the conditions of
Theorem 5.2, putting dε(t, x) = 0, αε = 0, βε = ε(A + L), γ ε = 0, ν1 = 1, ϕε = 0, ~ε = 0, r1 = β , r2 = 1, and ν2 = 1.
Therefore, we can get the following convergence:
‖Xεt − X0t ‖2γ → 0, ε→ 0+,
where {X0t , t ∈ [0, T ]} is the solution of the equation
X0t = X0 +
∫ t
0
a(s, X0s )ds+
∫ t
0
c(s, X0s )dB
H
s , t ∈ [0, T ].
(2) Consider a stochastic differential equation of the form
Y εt = Y0 +
∫ t
0
a(s, Xεs )ds+
∫ t
0
b(s, Y εs )dWs + ε
∫ t
0
c(s, Y εs )dB
H
s , t ∈ [0, T ], (72)
where Y0 is an F0-measurable random variable and there exists an r > 2 such that E|Y0|r < C(r),W = (Wt ,Ft , t ∈ [0, T ])
is a Wiener process, and BH = (BHt ,Ft , t ∈ [0, T ]) is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1).
Functions a, b, c : [0, T ] × R −→ R are measurable and deterministic.
Assume that the functions a, b, c satisfy the conditions (A)–(D). Then, obviously, the coefficients of Eq. (71), aε(t, x) =
a(t, x), bε(t, x) = b(t, x), and cε(t, x) = εc(t, x), satisfy the conditions (A1)–(D1). Also we can obtain the conditions of
Theorem 5.2, where dε(t, x) = cε(t, x) = εc(t, x), αε = 0, βε = ε(A+ L), γ ε = 0, ν1 = 1, ϕε = εB, ~ε = εL, r1 = β , r2 = 1,
and ν2 = 1. Therefore, we can get the following convergence:
‖Y εt − Y 0t ‖2γ → 0, ε→ 0+,
where {Y 0t , t ∈ [0, T ]} is the solution of the equation
Y 0t = Y0 +
∫ t
0
a(s, Y 0s )ds+
∫ t
0
b(s, Y 0s )dWs, t ∈ [0, T ].
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7. Conclusions
We consider a one-dimensional stochastic differential equation involving both aWiener process and fractional Brownian
motion. The coefficients of the equation together with a random initial condition depend on a parameter u ∈ [0, u0]. The
conditions on the coefficients and initial value as the functions of the parameter that guarantee the convergence in Besov
space of the solution of the pre-limit stochastic differential equation to the solution of the limit equation are established.
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