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The decarbonization of the energy system is one of the most complex and con-
sequential challenges of the 21st century. Meeting this challenge will require the
deployment of existing low carbon technologies at unprecedented scales and rates
and will necessitate the development of new technologies that have the ability to
transform variable renewable energy into high energy density products. Reversible
Solid Oxide Cells (RSOCs) are electrochemical devices that can function both as
fuel cells or electrolyzers: in fuel cell mode, RSOCs consume a chemical fuel (H2,
CO, CH4, etc.) to produce electrical power, while in electrolysis mode they consume
electric power and chemical inputs (H2O, CO2) to produce a chemical fuel (H2, CO,
CH4, etc.). As such, RSOC systems can be thought of as flexible energy hubs that
have unique potential to bridge the low power density renewable infrastructure with
that of high energy density fuels in an e cient, dynamic, and bidirectional fashion.
This dissertation explores the di↵erent operational sensitivities and design trade-o↵s
of a methane based RSOC system, investigates the optimum operating strategies for
a system that adapts to variations in the hourly spot electricity and fuel prices in
Western Denmark, and provides an economic analysis of the system under a wide
variety of design assumptions, operational strategies, and fuel and electricity market
structures.
In order to perform such comprehensive analyses, a 0-D computational model of
a methane based RSOC system was developed in Python. In fuel cell mode, the sys-
tem generates power by consuming natural gas, while in electrolysis mode the system
generates synthetic natural gas (SNG) by electrolyzing steam and catalytically hy-
drogenating recycled CO2 into CH4 downstream of the RSOC. The model’s flexibility
enables the simulation of part-load operation, allowing the user to assess the changes
in output, e ciency, and operating cost as the system is operated across multiple
points. The model has the ability to evaluate the impact that changes in design
choices and operating parameters (Area Specific Resistance, temperatures, current
density, etc.) have on the system as it interfaces with time varying exogenous factors
such as fuel and electricity prices. As such, one of the main contributions of this
model is the ability to run simulations in which the operating strategy of the RSOC
system responds and adapts to varying market signals.
The computational model is used to develop a series of hourly optimizations for
finding the optimal operating strategy for an RSOC system that can buy or sell elec-
tricity and gas in the spot electricity and natural gas markets in Western Denmark.
After receiving an electricity and gas price signal, the optimization determines the op-
erating mode (fuel cell, electrolysis or idle) and operating point (e.g., current density)
that maximize the operating profits every hour for the given electricity and gas price
pair. In order to avoid the speculation associated with traditional energy storage sim-
ulations, the system is opened at both ends, allowing it to instantaneously buy and
sell any electricity or gas that is generated. Thus, the system never stores any of the
products and it buys and sells them at the instantaneously available market price.
By assuming that market prices reflect all existing information, this design choice
removes the necessity of having to speculate about the future in order to determine
the optimum operating strategy. This approach is one of the innovations presented
in this work.
The optimizations aim at maximizing the operating profits at each hour of the
year, and decisions of operating mode and point are based on marginal operating
costs for each electricity and natural gas price pair. The full economic analysis,
however, requires the understanding of how design choices (e.g. operating limits, heat
management, gas recycling systems, etc.) a↵ect the investment costs, and therefore
a Total Plant Cost (TPC) model is developed. For each design choice, the TPC
model is used to compute a cost of the system per m2 of active electrode area or
kW of output. This value, assumed to be a sunk cost that does not a↵ect the
operating decision, together with the operating profits resulting from the optimization
is used to assess the overall profitability of the system. For a system with 100m2 of
active electrode area, conventional costing metrics suggest that the balance of plant
(BoP) components for managing the system’s heat (Heat exchangers, evaporators,
condensers) are the main cost drivers and represent roughly 50% of the TPC. The cost
of the electrochemical RSOC stack, assembly, power inverter and piping represent 35%
of the cost, with the other 15% coming from pumps, compressors and the methanation
system.
Twenty di↵erent optimization scenarios are developed in order to quantify the
e↵ect that system design choices, operating limits, and market prices have on the op-
erating profile and on the overall economics of the system. The first 12 case studies
are based on real hourly spot electricity and natural gas prices for the years 2009-
2014 in Western Denmark. For the last 8 scenarios, a forecasted hourly time-series
for electricity in the Danish grid for the year 2050 and two fixed SNG prices (high and
a low) are used. The 2050 prices, which assume a fossil fuel free system, are used to
understand the role and value that RSOC systems can o↵er in deeply decarbonized
energy systems. For each optimization, di↵erent parameters such as the initial ASR
and the operating limits (maximum current densities for each mode of operation)
are varied in order to find the impact that these changes have on the system’s de-
sign (balance of plant components), hourly operating mode, investment costs, hourly
operating profits, and overall plant profits.
For the 2009-2014 optimizations, it is found that the sale of electricity (fuel cell
mode) and fuel (electrolysis mode) is not large enough to cover the fixed costs associ-
ated with the plant. Fuel cell mode dominates the operation (61% of the time) with
electrolysis representing only ⇠ 4% of the operating hours. ASR is found to have an
important impact on the system’s economics, due to the fact that a lowering of the
ASR leads to a reduction in the size of the heat management system, which in turn
reduces the Total Plant Cost.
For the 2050 dataset, it is found that under the high gas price scenario electrolysis
mode dominates (50% of the time), and fuel cell operation represents 15% of the hours
in the year. For the low SNG price, electrolysis still dominates (48% of the time), and
fuel cell operation increases to 30% of the operating hours. Furthermore, for the high
SNG scenario, the sale of fuel and electricity are large enough to cover the system’s
fixed cost, making the system attractive from an investment perspective. For the low
SNG price, the system also becomes profitable when using ASR values of 0.4 ⌦cm2
or below.
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In a world constrained by the total allowable carbon emissions, the development
of infrastructure that is capable of storing, processing, and transforming variable
renewable power into cheap and reliable energy products and services is one of the
most important and critical challenges.
Reversible solid oxide cell technology (RSOC) has been suggested as a technology
that can help integrate renewable power into the grid, while also providing an avenue
for synthesizing high energy density carbon neutral fuels. RSOC are electrochemical
devices that can be operated in two independent and mutually exclusive modes: one
which produces fuel using chemical inputs and electricity (electrolysis); and one in
which it produces power by consuming fuels (fuel cell mode). In this thesis, the use
of RSOC’s coupled to catalytic chemical reactors to produce methane (using recycled
CO2) in electrolysis mode (e↵ectively power-to-gas), and low carbon power when
operating in fuel cell mode (gas-to-power) are investigated. The inherent flexibility
of RSOC systems allow for multiple system configurations, which result in di↵erent
e ciencies, power densities, and potential lifetimes.
In the work presented herein, system configurations that are open at both ends,
and thus have the ability to buy electricity and sell fuels (electrolysis mode) or buy fu-
els and sell electric power (fuel cell mode) at any point in time are investigated. These
open systems can be thought of as “modular energy hubs”, where the same infras-
tructure can provide both fuels or e cient energy conversions (e.g. delivering electric
power from specific fuels). The purpose of this thesis is then to investigate how these
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systems react to di↵erent operating variables (temperature, steam-to-carbon ratio,
fuel and electricity prices, etc.) and design parameters (Area Specific Resistance,
degradation rates, etc.), and to investigate the optimum strategies for integrating
these systems into spot electricity and fuel markets where the price signals are chang-
ing every hour. To achieve this, a computational model of a RSOC that consumes
methane in fuel cell mode and produces methane by hydrogenating CO2 in electrol-
ysis mode is developed from scratch. The model is tested against many operational
variables and parameters, and is then used to develop operating strategies in which
the system’s mode (fuel cell, electrolysis or idle) and output varies on an hourly ba-
sis in response to spot electricity and fuel prices in Western Denmark for the years
2009-2014. A detailed economic analysis is performed for each optimization and the
impact of di↵erent assumptions and design parameters (e.g. ASR, CO2 price, etc.)
are investigated. Lastly, a forecast of prices for electricity and fuel for Denmark in
the year 2050 is used to assess the value that the proposed systems can o↵er in grids
that are dominated by renewable energy.
This dissertation is broken down into four general sections:
• Part One (Chapters 1-2) —The first part of the thesis is an overall discussion of
the current state of solid oxide cell technology, energy storage technologies, and
the merits of converting intermittent renewable power into carbon based fuels.
A brief discussion on the di↵erent ways in which carbon can be recycled from
concentrated sources or the atmosphere is presented. Part one also includes an
in depth discussion of the physics and chemistry behind the RSOC technology
and catalytic fuel synthesis.
• Part Two (Chapter 3-4) —In part two of the thesis a computational model
for simulating an end-to-end RSOC “energy hub” is developed and presented.
The merits and shortcomings of the model are discussed, as well as an in-depth
2
discussion of the main unit operations within the system. A discussion of the
behavior of the system under di↵erent assumptions, operating strategies, and
o↵-design operation, is presented. Lastly a discussion and a framework for
estimating the total plant cost (TPC) is o↵ered.
• Part Three (Chapter 5) —In part three, the computational model of the RSOC
system described in the previous chapters is used to run a series of temporal
optimizations for finding the optimal operating strategy for an RSOC that can
buy/sell electricity/fuel in the Danish wholesale markets for electricity and gas.
Historical electricity prices from the Danish grid and from the Scandinavian
gas markets are used as inputs to the simulation. Sensitivity to underlying
assumptions (initial ASR, operating limits, degradation, etc) are investigated,
and the profitability of each system and simulation is presented. These results
are then used to gain insight as to how RSOC fit in the current electricity and
gas markets; what value can be derived from reversible operation; and the value
that reversibility can o↵er in electricity systems in which the share of variable
renewable power is considerable. Lastly, an optimization is performed for a case
in which the 2050 spot electricity prices for Western Denmark are projected.
• Part Four (Chapter 6-7) —Lastly, a series of concluding remarks are presented,
alongside future research avenues that can be derived from the work discussed
throughout this. A series of simulations and questions that were not explored
in this thesis but that could yield important results are emphasized and briefly
discussed.
In order to set the stage for the questions explored in this dissertation, the following
sections in this chapter will introduce the reader to the overarching themes of the
thesis and will lay out the motivations behind this work.
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1.1 Motivation
One of the key drivers of development and the subsequent increase in the quality of
life that was experienced around the globe during the 20th century has been access
to cheap and abundant energy. The corresponding growth in energy consumption
has largely been met by the consumption of fossil fuels, which resulted in a rapid
increase in the concentration of CO2 in the atmosphere. This, in turn, has lead to
ever increasing risks of irreversible climate change. With more than 1.2 billion people
still lacking access to electricity and 2.6 billion without clean cooking facilities [68],
the 21st century is likely to see important growth in per-capita energy consumption.
This brings up a crucial question: how can the world provide for our future energy
needs while limiting the amount of fossil carbon it mobilizes into the atmosphere?
Although the modern economy depends on a cheap and uninterrupted access to
energy products and services, the system that was built to satisfy these needs exists
as two di↵erent sub-systems that hardly overlap: in one sub-system, primary energy
is transformed in large-scale centralized facilities into electricity which is then carried
in transmission lines and distributed to end users. This subsystem, which has been
dominated by fossil fuels, has grown dramatically in size and has seen some important
shifts in the past decades. In 1973 there was a total of 6,131 TWh of electricity
generated around the world, out of which 75.2% was generated using fossil fuels
(38.3% coal, 24.8% oil, 12.1% natural gas). By 2013, the total amount of electricity
generated had increased to 23,322 TWh (almost a 4x increase) and the share of fossil
fuels had dropped to 67.4% (41.3% coal, 21.7% gas, 4.4% oil) [67]. The drop in the
contribution of fossil fuels is largely due to the penetration of nuclear energy during
the 70’s and 80’s, and the slow but increasingly important contribution of renewables
(solar, wind, geothermal, biomass). At the same time, the oil crisis of the 1970’s
and the oil price increase of the 90’s and 2000’s, as well as tighter environmental
regulations in the developed economies, contributed to the incredible drop in fuel
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oil’s share of the electricity generation mix.
At the same time, another large-scale and centralized sub-system was created in
order to extract and refine crude oil into liquid fuels used, primarily, to power the
transport sector. The high energy density of hydrocarbon fuels coupled with the
di culty of storing electricity, made liquid hydrocarbons the fuel of choice for all
major prime movers [112]. Indeed, it has been the high energy density of these liquid
fuels that has allowed for the globalized and interconnected world of today. Oil has
dominated the transport sector, and has lost little to no market share to other fuels
even though energy consumption for transport has increased from 1,081 Mtoe to
2,563 Mtoe between 1973 and 2013. In 1973 oil represented 94.4% of the total final
consumption of the transport sector. In 2013 this number stood at 93.5% [67]. The
remarkable dependence of the transportation sector on liquid fuels underscores the
di culty of decarbonizing the transport sector, making this one of the most pressing
challenges for a sustainable future.
Recent technological advances and the dramatic decrease in the cost of renewable
conversion technologies (particularly solar power), have put forth the idea that di↵use
energy resources can be harvested in decentralized locations which can then be inter-
connected via small grids and clever software. The so called “Distributed generation”
(DG) has many virtues: it reduces the ine ciencies associated with transmission and
distribution of electric power, it increases system resilience, and it allows for the
consumer to control the generation process. It is no surprise then that DG is be-
coming an increasingly important feature of the energy system. DG has largely been
confined to the production of electricity for consumption at the point of generation
(e.g. rooftop solar, small-scale CHP), and up to very recently the production of fuels
in a distributed fashion had not been considered. The risks associated with rising
CO2 concentrations puts pressure on carbon based fuels, as net carbon emissions
need to essentially drop to zero by the end of the 21st century in order to avoid the
5
most dire climatic impacts. Thus, it is increasingly important to develop strategies
and technologies that can catalyze the decarbonization of all sectors of the econ-
omy. Transport poses a particularly tough challenge, as high energy density fuels
will be required for most aviation, marine, and heavy duty vehicles and applications.
Figuring out how marry the DG infrastructure that is beginning to develop with the
production of carbon neutral fuels is therefore one of the most important and pressing
challenges.
1.2 The vision
Using renewable energy sources such as wind to meet the energy requirements of
an increasingly a✏uent and populated world requires solving (at least) two general
challenges. The first challenge is matching intermittent supply with large aggregate
demand. This will require the development of a↵ordable large-scale energy storage
systems, and the ability to smartly operate them such that the system never experi-
ences shortfalls or blackouts . The second challenge is that applications like aviation,
marine transport and heavy-duty vehicles will require high density energy carriers,
making the electrification of an important part of the transport sector virtually im-
possible. Thus, the production of renewable fuels will be a key ingredient of future
low carbon infrastructure. Historically, these two pieces (energy storage and sustain-
able fuels) have been thought of as mutually exclusive: one pertaining to the world of
electric infrastructure and the other to large-scale petrochemical facilities. We posit
that this is no longer the case.
Carbon based fuels are fantastic energy carriers and thus it is not surprising that
we have used them for transport applications, where high energy density is required.
To illustrate the superiority of hydrocarbon fuels in holding energy, consider the fact
that gasoline has an energy density of ⇠ 45 MJ/kg, while lithium ion batteries have <
1 MJ/kg. Furthermore because most carbonaceous fuels exist in a thermodynamically
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favorable state at STP, they can be extremely stable over long periods of time. This
translates into ease of storage and transportation. From this perspective, hydrocarbon
fuels make ideal energy storage vectors. For example, if one were to make synthetic
natural gas (SNG) from variable renewable electricity, water and CO2, the SNG
could be stored for months or even years within existing natural gas storage facilities,
allowing for the seasonal storage of renewable electricity. Nonetheless, fuels have
by and large been ignored for distributed renewable energy storage applications for
two fundamental reasons: first, their production has historically been tied to large-
scale centralized infrastructure, thereby complicating the possibility of using di↵use
distributed resources (e.g. solar) as inputs into the system. Secondly, sourcing non-
fossil carbon and hydrogen (the fundamental building blocks of hydrocarbons) has
always been a challenging and expensive endeavor. Recent advancements in material
science, solid oxide cell technology, automation, point source and direct capture of
CO2 may allow for the production of carbon neutral fuels in a distributed and non-
continuous manner, creating the possibility of closing the carbon cycle with liquid or
gaseous fuels, as well as using them to store intermittent energy sources.
1.2.1 Fulfilling the vision
Whatever the future energy infrastructure may look like, it will have to have (at
least) the following general attributes: it must be cheap, it should operate seamlessly
and at phenomenally large total scales (tens or hundreds of TW), and must have low
carbon emissions. Recent work by Dahlgren [20] suggests that a new paradigm for
building energy infrastructure is upon us, where the operation of many small mass-
produced units can replace single large units, all while achieving the same levels of
overall capacity (scale) and while providing better opportunities for long-term cost
reductions and design improvements. In order to achieve this, we must be able to
design a system that is intrinsically small, that has the ability to scale by operating
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many units in parallel, while achieving low overall costs. If such a system could be
designed, marrying the two major energy sub-systems (electricity and fuels) could be
achieved in both a centralized and distributed fashion. This, in turn, would allow
for the transformation of intermittent electricity into carbon neutral hydrocarbon
fuels, and vice-versa. Recent advancements in reversible solid oxide cells, catalytic
chemistry, and automation, point towards a potential path for fulfilling this vision.
Reversible solid oxide cells (RSOCs) are a special category of electrochemical sys-
tems, where the same device can either convert fuels into electricity or use electricity
to make fuels depending on the mode of operation. When running as a fuel cell,
RSOCs consume a fuel (H2, CH4, CO) to generate power via an electrochemical re-
action. When operating as an electrolyzer, the RSOC uses a supplied current to
perform a thermodynamically unfavorable reaction such as the splitting of H2O into
H2 and O2 or the reduction of CO2 into CO and O2. The products of electrolysis (H2
and CO) can then be combined in catalytic reactors or reacted inside the cell chan-
nels to form a wide range of hydrocarbon fuels, thereby storing the initial electrical
energy supplied to the cell in the C–H bonds of the hydrocarbon fuels. Because of
this, the system’s energy and power density are decoupled from one another, as the
energy is stored in the carbon/hydrogen atoms of the catalytically derived fuel . This
makes scaling the total storage capacity cheap, as it is a function of the total volume
of the fuel/oxides reservoirs and not the electrode surface area (as is the case with
conventional batteries) or the volume of the electrolyte (as is the case with conven-
tional flow batteries). As long as chemical inputs or fuels are supplied, RSOC will
operate. This feature cannot be overstated, and it is one of the defining attributes of
the technology. This allows for existing infrastructure, such as the natural gas grid,
to e↵ectively serve as a cheap large-scale storage reservoir. Furthermore, because
RSOCs are intrinsically small, they can be scaled from kWs to GWs by operating
many devices in parallel. In contrast with traditional energy conversion devices, there
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is no physical upper limit to the scale of a RSOC system as many stacks (composed
of a number of individual cells) can be operated in parallel to achieve any desired
output. If anything, the lower or upper limits to the size of RSOC systems is set by
the ancillary operations (such as gas heating, compression, water condensation, etc.)
that are part of the balance of systems.
1.3 Carbon based fuels in a carbon constrained
world
In its most recent assessment report, the IPCC states that in order to avoid the
most sever consequences associated with a warming planet, it is imperative to limit
the concentration of atmospheric CO2 below 450 ppm [4]. Given that today the
concentration is around 400 ppm, this leaves a total allowable carbon budget of
roughly 50 ppm (⇠ 200 Gt of carbon) , implying that in a not too distant future net
global CO2 emissions must converge to zero. This harsh reality suggests that unless
carbon can be recycled directly from the atmosphere, the use of carbon based fuels
as energy storage vectors and/or its use in the transport sector are severely limited.
Therefore, if the future energy system is to have any carbon based fuels it will require
infrastructure capable of combining renewable power with recycled CO2 to generate
sustainable carbon based fuels. Such an infrastructure would need to have, at the
very least, the following attributes:
1. E cient and a↵ordable conversion technologies that can convert electricity into
chemical energy, and chemical energy into electricity.
2. Infrastructure and technologies to recycle CO2 from the atmosphere at an af-
fordable price.
3. Cheap and abundant renewable power that can be directed into both the power-
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to-fuels infrastructure and the atmospheric capturing of CO2.
4. The ability to ramp up and down in order to respond and adapt to changes in
resource availability and fluctuating prices in competitive electricity markets.
5. Distributed small-scale and mass-produced systems which are seamlessly strung
together via automation and software.
RSOC coupled with catalytic reactors poses many of the attributes listed above, and
thus they are a promising candidate for enabling the development of this type of
infrastructure. The uniqueness that RSOC provide is that they present an interest-
ing way of tying well understood chemical synthesis processes with electricity in a
bi-directional way at relatively high e ciencies. Nonetheless, the sustainability of
synthetic fuels, and ROSC in general, is ultimately a function of where its inputs
(H2, CO2, electricity) come from. Therefore it is important to understand where and
how these resources can be sourced in order to build a net zero carbon system. In
the next sections, a quick survey of the di↵erent ways in which carbon neutral fuels
can be synthesized is provided, as well as a brief discussion of the di↵erent ways in
which CO2 can be sourced and recycled.
1.4 Fuels from air, water, and renewable energy
Hydrocarbons are fungible molecules that can be synthesized via well understood
chemical processes as long as one has a source of H2, C and energy. Fortunately,
the Earth’s biosphere, hydrosphere and atmosphere provide very large reservoirs for
sourcing these molecules. Generally speaking, one can think of two di↵erent routes
for making carbon neutral fuels using air, water and renewable energy as the main
inputs: (1) a biological route (natural or artificial), where plants or microorganisms
are used to convert sunlight, water and carbon dioxide into stored chemical energy
(carbohydrates, lipids) which are then transformed into fuels via other biological pro-
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cesses (e.g. fermentation); (2) an industrial synthetic fuel route, where renewable
energy (solar, wind, etc.) is used for separating H2 from H2O, and CO2 is sourced di-
rectly from the atmosphere via some industrial direct air capture mechanism (DAC).
Of course, these two routes can overlap, and in some cases plant biomass or microor-
ganisms (e.g. algae) may be gasified and/or pyrolyzed to generate H2, CO2 or syngas
(CO + H2) which can then be transformed into a wide variety of fuels (e.g. methane,
methanol, diesel, gasoline, etc.) via some industrial catalytic reaction. Similarly, CO2
captured via DAC can be fed into greenhouses and/or bio-reactors to enhance the
e ciency of the biological conversion.
Although these general routes di↵er in their complexity, scope and technological
readiness, they all share the common denominator of using a renewable source of
energy to extract H2 from H2O and combine it with CO2 (sourced from the air), to
produce a wide variety of carbon based fuels. The di↵erence between these options
is the machinery behind the conversion steps (biological vs. abiogenic), the chemical
pathways, and the e ciencies with which they operate. The topic of “sustainable
fuels” has been widely studied in the literature [Ganesh2014c, 52, 55, 99, 100,
110], and there are many di↵erent strategies that one can employ to achieve this
goal. Because this dissertation focuses on the link between renewable electricity and
chemical fuels, a discussion of all the possible routes for making renewable synfuels
falls outside the scope of this work. However, because H2 and CO2 are the main
building blocks used in the catalytic fuel synthesis modeled in this thesis, a brief
discussion of the di↵erent ways in which these molecules can be sourced from the
environment is presented below.
1.4.1 Sources of H2
Hydrogen is one of the key building blocks for making carbon based fuel, and there-
fore if one is interested in making sustainable carbon based synfuels, H2 must come
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from a biogenic source or from the dissociation of H2O. In the former case, the hy-
drogen tends be attached to some carbon molecules (as in the case of biomass and
bio-methane) and must be separated through some chemical transformation such as
gasification or pyrolysis. Once the H2 is separated, it must be purified before it can
be used as a feedstock for sustainable fuel production. In the case of dissociating H2
from H2O, this can be achieved through thermolysis (splitting by direct use of heat),
thermochemical reactions, high and low temperature electrolysis (dissociation using
electricity and heat), and photoelectrolysis (dissociation using photochemical cells).
Graves et al. [55] provides a thorough review of the merits and challenges of each one
of these approaches. Independently of which dissociation strategy is chosen, for fuels
to be renewable the process must be powered by renewable (solar, wind, hydro, nu-
clear, geothermal) or nuclear energy. Because of the fact that renewable resources can
be easily converted into electricity via mechanical, photovoltaic or thermal processes,
electrolysis is a natural technological choice for sourcing H2 from H2O.
In Chapter 2 we provide a thorough discussion of the merits of high temperature
solid oxide cells as the technology of choice for the electrolysis step, but generally
speaking they o↵er an advantage over other technologies as they require less electrical
energy per mol of H2 (as they operates at high temperatures and the resistive heating
of the cell supplies part of the required dissociation energy) and they have the ability
to co-electrolyze H2O and CO2 into H2 and CO, making them ideal candidates for
producing syngas for fuel synthesis.
1.4.2 Sources of CO2
In order to produce non-fossil carbon fuels, CO2 must be e ciently captured from
natural or anthropogenic sources. Generally speaking one can think of four main
sources for recycled CO2:
• CO2 from fossil fuel burning power plants
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• CO2 from industrial processes (e.g. cement and aluminum production)
• CO2 from biomass
• CO2 from the air
Although fossil fuel burning plants and/or industrial processes likely provide some
of the cheapest sources of pure CO2, they do not o↵er a long-term route for carbon
neutral fuels, as their use still implies the mobilization and accumulation of fossil car-
bon into the atmosphere. All else being equal, they potentially displace carbon from
fossil fuel consumption, but their initial source was still a fossil and therefore carbon
ends up accumulating in the atmosphere. Therefore, for fuels to be carbon neutral,
the CO2 contained within the fuel must be recycled directly from the atmosphere.
Currently, there are two paths to achieve this: using biomass or a DAC technology.
1.4.2.1 CO2 from biomass
Biomass provides a way of capturing and recycling CO2 from the atmosphere, as
plants convert atmospheric CO2 into biomass via photosynthetic processes. Indeed
photosynthesis provides a cheap method for converting solar energy, H2O and atmo-
spheric CO2 into carbohydrates which can then be gasified or pyrolyzed to generate
H2 and CO. The chemical energy stored in the biomass may also be harnessed via
combustion and the resulting CO2 may be captured and separated form the flue stack
or exhaust stream. Using biomass as a source of carbon o↵ers the advantage of relying
on natural biological process for capturing atmospheric CO2, however the low power
densities associated with biomass (< 1 W/m2) imply that extremely large areas are
required to produce substantial amounts of bio-energy and/or CO2. At very large
scales, this may pose societal problems as land for energy crops would compete with
plots dedicated for food production. The amount of resources (e.g. water, fertilizer,
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etc) required for growing and harvesting the biomass, as well as they type of crop
(edible vs not edible) will ultimately determine how sustainable the fuel is.
1.4.2.2 Direct Air Capture
The other strategy for sourcing CO2 from the atmosphere is to separate it from the
air using DAC technologies. Direct air capture refers to a technology that is capable
of directly removing CO2 from the atmosphere and delivering a stream of pure CO2
for permanent disposal or to be used for industrial applications. Removing CO2 from
the air is not new, it has been successfully implemented in submarines and spaceships
for many decades. Because the free energy of mixing is a logarithmic function with
respect to the partial pressure of the gas, removing CO2 from a gas mixture becomes
more costly (from an energetic point of view) at lower concentrations. Lackner [82]
estimates that his passive DAC systems would have an energy consumption some-
where in the order of 50 kJ per mol of air captured CO2. Considering the fact that
the  H for water electrolysis at 850  C is roughly 250 kJ/mol, it can be seen that
the capture of CO2 from the air is a fraction of the energy required to dissociate H2
from H2O. Thus, it is hard to envision an RSOC system in which air capture drives
the energetic costs for the system. Thus, the challenges of developing large-scale in-
frastructure capable of removing CO2 from the air lie in the scales, e ciencies, and
relatively low costs at which this infrastructure would have to operate in order to
supply enough CO2 for a global synfuel industry.
There are many approaches for removing carbon dioxide from the atmosphere,
most of them relying on the chemical absorption or adsorption of CO2. Goeppert et
al. [48] provide a comprehensive review of the existing technologies, as well as the
underlying physics and thermodynamics of each. Although the existing technologies
vary in the way in which the CO2 is separated from the air, all of them undergo
a process that can be broken down into three separate stages: first, contacting the
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active surface with air; second, absorption or adsorption of the CO2 onto a sorbent;
and third, recovery of the sorbent and release of the captured CO2 [83]. The process
can be performed in a continuous fashion or in batches.
1.5 Tying chemistry to renewable electricity: the
long-term goal
As stated throughout this chapter, renewable carbon based fuels possess certain at-
tributes that could allow them to become a key enabling technology of the low carbon
infrastructure of the future. To achieve this vision, cheap renewable energy must be
available in order to separate H2 from water and CO2 from the air, and these pro-
cesses must be combined in an e cient way in order to transform the H2 and CO2 into
high density energy carriers. If the fuel is being used for energy storage applications,
the reverse process (going from fuel to electricity) is also required. Put di↵erently, if
carbon neutral fuels are to be used for energy storage and/or transport applications,
infrastructure that is able seamlessly link renewable electricity sources to chemical
transformations processes (in both directions) must be developed. Indeed, it is this
particular link that is the overarching theme of this dissertation.
1.5.1 The need for variable operation
Solar and wind electricity are intermittent in nature, therefore at large scales and
penetrations it is important for the infrastructure around it to operate in a flexible
fashion, ramping its output up and down in order to react to changes in the under-
lying resource availability. Even if the a particular system is not designed for load
balancing applications, competitive electricity markets that base their clearing price
on marginal costs can exhibit dramatic swings in the price of electricity as variable
renewable resources become more/less available throughout the day (see Chapter 5
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for a discussion of the impact of wind on the Danish electricity markets). Further-
more, as distributed generation becomes a bigger part of the energy systems, load
shifting, peak shaving and time-of-use tari↵s are expected to play a crucial role in
guaranteeing stability within the system. With this regard, variable operation and
reversibility of RSOC could prove to be a unique and valuable characteristic, as the
RSOC systems could switch modes and reduce/increase its output as a function of
exogenous signals sent by a central Independent System Operator (ISO) or other DG
devices. That is, it is important to design cheap and reliable RSOC systems that
have the ability to optimize the link between variable electricity and chemistry in a
bi-directional fashion at di↵erent time increments. Doing this will allow a particular
system to operate with higher capacity factors, and could enable carbon neutral fuels
to participate in energy storage applications operating at hourly, daily, and seasonal
timescales.
As with all novel ideas and technologies, it is hard to pinpoint exactly how/why
they will succeed in the future. Nonetheless, RSOC’s possess many attributes that
make them a unique candidate for bridging electricity and fuel production. Histori-
cally, the electric sector has seen very little overlap with the infrastructure built to
produce high energy density fuels. This, however, could very well change in a not too
distant future. The development of RSOC systems capable of operating at di↵erent
scales in both a centralized and distributed paradigm seems poised for disrupting the
old paradigms and for bridging two critical sectors that have seen virtually no over-
lap. This great potential is the main driver of the work presented in this dissertation,
which aims at contributing and informing the discussion and knowledge of RSOC in
the context of energy storage, carbon neutral fuel production and their integration




The main purpose of this dissertation is to model reversible solid oxide cell (RSOC)
systems coupled with catalytic reactors in order to gain insight into the di↵erent
strategies that can be used to operate these systems under a wide variety of technical
and economic assumptions, as well as to elucidate the role that they can play in
the decarbonization of the energy system. Before delving into the details of the
RSOC system model developed for this dissertation, it is important to briefly discuss
the fundamental chemistry and thermodynamics behind solid oxide cells. Thus, this
chapter will provide the reader with the necessary background to understand the basic
principles behind RSOC as well as the existing technologies that can be employed
for the synthesis of methane from CO2 and H2. The first part of the chapter will
focus on the thermodynamics and chemistry of RSOC and will discuss the existing
“state-of-the-art” technology. A brief discussion of RSOC system level modeling will
also presented. The second part of the chapter discusses the current technologies that
are used at large scales for methanation, and will briefly touch on the key aspects of
the catalytic reaction that could enable small-scale methanation operations.
2.1 Reversible Solid Oxide Technology
Solid oxide cells are electrochemical devices that operate at high temperatures (650-
900  C) originally designed for the production of electric power (fuel cell mode) via the
oxidation of a chemical fuel. As their name suggests, solid oxide cells are composed
of solid state materials (metals and ceramics) with three main components: a fuel
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electrode, an oxygen electrode, and a ceramic electrolyte used for the transport of
oxygen ions. Each electrode is a good electronic conductor and is porous in nature in
order to allow for the di↵usion of gases towards the inner electrolyte 1. The electrolyte,
a thin ceramic (typically Yttria-stabilized zirconia YSZ), is a good O2– conductor
but needs to be a material that does not exhibit electronic conduction. Typically,
SOC’s are manufactured with planar or tubular geometries. For the purpose of the
work presented in this thesis, all discussions and modeling will pertain to planar
cell geometries. In planar designs, the main cell components are configured as thin
flat planes with the electrolyte sandwiched between the two porous electrodes. The
interconnection is ribbed on both sides and provides channels for the gases to flow
through [31, 111]. Stacks are formed by piling cells on top of each other with electrical
interconnect plates between each adjacent electrode. Generally speaking, planar cells
exhibit lower manufacturing costs, while tubular cells have faster start-up/cool and
are less prone to gas leakages[107]. .
2.1.1 Modes of operation
SOC have the ability to be operated as fuel cells, generating power from a chemical
fuel, or as electrolyzers, which use a current to drive a thermodynamically unfavorable
chemical reaction (e.g., splitting H2O into H2 and O2). Although these two modes of
operation (fuel cell and electrolysis) have traditionally been thought of as two separate
processes requiring separate dedicated units, in the case of solid oxide cells reversing
the direction of the current allows for the same device to switch between operating
as fuel cell and operating as an electrolyzer [93]. The ability for a SOC to become
1By mixing the electrode material with a good ionic conductor (typically the electrolyte mate-
rial), electrodes can be composite materials that also exhibit ionic conductivity. This is desirable as
it helps the overall performance of the of SOC by extending the reaction zone from the immediate
vicinity of the electrolyte into the electrode bulk [81, 130]
18
“reversible”2, meaning it can flip back and forth between both modes of operation, is
determined solely by the ability of the system and cell to deliver all reactants in both
modes to the electrode reaction sites. There is nothing intrinsic in the electrochem-
istry that would make it impossible for a fuel cell to operate in a reversible manner.
However, some implementations lend themselves to nearly reversible operation, while
others by design have di culties in operating in both directions. As pointed out by
Graves [52], there are certain cell designs that won’t allow reversible operation, such
as simple aqueous electrolytic cells where electrodes are immersed in the aqueous
electrolyte and therefore it is impossible to supply H2 gas to the electrodes if fuel cell
mode operation was desired.
Solid oxide cells transport oxygen ions and thus they are capable of oxidizing
(in fuel cell mode) or reducing (in electrolysis mode) CO/CO2 mixtures in addition
to H2/H2O. This capability is a key di↵erence between SOC and proton exchange
membrane (PEM) and alkaline cells, which are based on the conduction of protons
(H+) and hydroxide ions (OH– ), respectively [52]. Thus, RSOCs can use a variety of
fuels in fuel cell mode to produce power and have the ability to electrolyze both steam
and CO2 into a gas mixture rich in H2 and CO [9, 31, 32, 53]. This mixture, in turn,
can be used to synthesize a wide variety of high energy density carbon based fuels,
e↵ectively storing the electric energy in the high-energy carbon-hydrogen bonds.
The chemistry involved in RSOCs includes steam reforming of a fuel (typically
methane), the shifting of CO via the water-gas shift reaction, and an electrochemical
oxidation/reduction:
CH4 + H2O CO + 3H2 (R2.1)
2When referring to SOC’s, the term reversible refers to the ability of the cell to switch back and
forth between fuel cell and electrolysis mode by reversing the polarization. The term should not be
confused with use of the word in classic thermodynamic discussions, where reversibility is a term
used to describe a process in which entropy does not increase and in which a particular outcome
of a thermodynamic cycle can be reversed by traversing the cycle back. Indeed, the cell can cycle
between the two states, but there is an entropy penalty that is paid during each switch.
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When RSOC’s are operated in fuel cell mode (see Fig. 2.1), fuel is supplied to the
anode while an oxidant (typically air) is supplied to the cathode side of the cell. On
the fuel side electrode (anode), fuel di↵uses through the porous electrode and at the
electrode/electrolyte boundary oxygen ions are extracted from the electrolyte and the
following electrochemical reactions take place:
H2 + O
2– H2O + 2 e
– (R2.4)
In addition to reaction R2.4, electrochemical oxidation of CO, CH4 and other species
does occur (as depicted in Fig. 2.1) . This, however, tends to be ignored for modeling
purposes due to the fact that the kinetics of H2 oxidation are much faster than the
electrochemical oxidation of CO or CH4 [89].
On the cathode side, air di↵uses through the porous electrode and at the boundary
between the electrode and the electrolyte O2 is electrochemically reduced:
1
2
O2 + 2 e
– O2– (R2.5)
As mentioned before, if electrodes are mixed with good ionic conductors, or made
from mixed ionic/electronic conduction materials, they can exhibit good ionic con-
ductivity which in turn extends the triple phase boundary (the reaction zone) from
the electrode/electrolyte interface into the electrode bulk. Oxygen ions are trans-
ported via solid state di↵usion through the electrolyte from the air electrode side to
the electrolyte/anode interface.
The free movement of oxygen ions in the electrolyte generates a concentration
di↵erence across its two sides, and the di↵usion of oxygen will establish an electro-
chemical potential. Absent an external potential, if the anode is connected to the
cathode via an external circuit, electrons will flow (generating a current) as long as
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gases on both sides are supplied. Therefore, without an external potential the SOC





Due to the high temperatures of operation and because the cell’s anode support
Figure 2.1: SOC in fuel cell mode
layer is made out of Ni (a good reforming catalyst), RSOC’s operating in fuel cell
mode have the ability to internally reform (and electrochemically oxidize) some hy-
drocarbons (e.g., methane, methanol) into hydrogen and carbon monoxide [85] which
are then electrochemically consumed at the triple-phase boundary to produce power
Reactions R2.4 to R2.6). As shown on Fig. 3.2, as the carbonaceous fuel di↵uses
through the porous electrode towards the electrolyte, it gets reformed into a mixture
of hydrogen and carbon monoxide. It has been shown that the electrochemical oxi-
dation of H2 exhibits much faster kinetics than that of CO [89]. For this reason, it is
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generally assumed that only H2 is involved in the electrochemical reaction in the fuel
cell, even though the SOC is capable of electrochemically oxidizing CO. The temper-
ature at which the SOC operates and the presence of steam in the mixture, favors the
shifting of CO (via the water gas shift reaction) which increases the concentration of
H2 in the bulk gas which is then is electrochemically oxidized. Direct electrochemical
oxidation of methane is possible in SOC’s [51, 65, 122], although carbon formation
is an existing challenge for these types of cells[61, 63, 64]. The ability to internally
reform fuels is an attractive feature of RSOCs as it eliminates the need for exter-
nal reformers, simplifying the overall design and reducing investment costs. Another
advantage of internally reforming the fuel is that some of the heat produced by the
stack can be used by the highly endothermic reforming reaction, helping reduce the
amount of cooling air required to maintain a stable thermal gradient across the cell.
In electrolysis mode, RSOCs are capable of generating hydrogen or syngas from
a H2O or H2O and CO2 mixture. In electrolysis mode, steam or CO2 (or a mixture
of both) flows on one of the electrodes and a voltage is applied to the cell. This
potential drives the electrochemical reduction of the gases, resulting in an ion being
transported through the electrolyte:
H2O + 2 e
– H2 + O
2– (R2.7)
CO2 + 2 e
– CO + O2– (R2.8)
Ions recombine to produce pure O2 on the other electrode:
2O2– O2 + 4 e
– (R2.9)
Thus, the net reaction when performing co-electrolysis of H2O and CO2 becomes:
H2O + CO2 CO + H2 + O2 (R2.10)
Just as in the case of fuel cell operation, if a mixture of H2O and CO2 is being
electrolyzed, some equilibrium reactions will occur (mainly water-gas shifting) as
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the gases flow through the electrode towards and the electrode/electrolyte interface.
Electrolysis will be sustained as long as electricity and feedstock gases are provided.
Figure 2.2: SOC in electrolysis mode
2.1.2 Thermodynamics
From a thermodynamic point of view, the maximum work output generated by the
stack (fuel cell mode) or the minimum electric input required (electrolysis mode) is
determined by the free energy of the electrochemical reaction, which is related to the
cell’s reversible potential via the following relationship:
 G =  nFUrev (2.1)
where n is the number of electrons transfered during the reaction, F is Faraday’s
constant and Urev is the reversible potential. Urev is typically the voltage measured
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where  Grxn(Top) is the Gibbs free energy of the H2 oxidation reaction at the op-
erating temperature of the cell, yH2 , yH2O, yO2 are the equilibrium mole fractions of
H2, H2O and O2 at the electrode/electrolyte interfaces
3 (prior to the electrochemical
reaction), P is the operating pressure of the cell and P o is the reference pressure.
From basic principles we know that:
 G =  H   T S (2.3)
thus if the maximum/minimum electric work generated/required (fuel cell/electrolysis)
is defined by  G, then there must be an amount of energy equal to T S that man-
ifests itself in the form of heat. In cases where the entropy change is negative, the
cell will generate heat, while those with positive entropy changes will consume heat
from the surroundings. It follows, then, that for a RSOC operating isothermally the









The OCV is the voltage measured when no current is being drawn from the system.
However, when the system is operating and a current is being drawn or supplied, the
operating voltage varies from the OCV due to three main irreversible losses: Ohmic
losses, activation and concentration overpotentials4. Thus, the operating voltage is
3For a discussion of how these mole fractions are calculated see Section 3.3.1.2
4It is important to mention that the OCV is not necessarily the reversible voltage, as other losses
such as leakage can occur which will make the OCV deviate from the reversible voltage.
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simply the di↵erence between the OCV and the cell’s overpotentials:
Uop = Urev   ⌘ohmic   ⌘act   ⌘conc (2.6)
Activation overpotentials pertain to the irreversibilities associated with charge trans-
fer limitations at the triple phase boundary [58]. Due to the high operating tem-
peratures, activation overpotentials are very low in SOC even without the use of a
special catalyst, making this an attractive advantage of SOC’s. Concentration over-
potentials are related to transport limitations within the porous electrode. Lastly,
Ohmic losses mainly result from the ionic resistivity of the electrolyte ceramic. The
Ohmic overpotential is linearly dependent upon the current density and decreases
with increasing temperature[70]. In electrolyte supported cells, activation and con-
centration overpotentials tend to be small relative to the ohmic losses, thus the latter
overpotentials dominate over a range of currents. This, in turn, results in the typical
current-voltage curve for SOC’s exhibiting a linear relationship over a wide range of
currents . As seen in Fig. 2.3, the relationship between current and voltage tends to
be linear except at the extremes, where the reaction becomes mass-transfer limited
and the concentration overpotential dominates [108]. Modeling the activation and
concentration overpotentials is a non-trivial matter, therefore one approach for sim-
plifying the problem is to bundle the various resistances into a single area specific
resistance (ASR), which is simply defined as the slope of the i-V curve. Thus, (2.6)
can be written as:
Uop = Urev   iASR (2.7)
Beyond the decrease in ionic resistivity, in electrolysis mode there are thermodynamic
advantages for operating the RSOC at high temperatures [55] . As shown in Fig. 2.4,
as temperature increases the electrical energy required for the electrolysis decreases
( G) and the Joule heating that is generated due to the internal resistance of the cell
can be applied towards the TdS heat demand for splitting H2O and/or CO2. This
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Figure 2.3: Polarization curve for a planar SOC operating at 850  C for a 50% H2O-
25% H2-25% Ar mixture at 1 atm. Adapted from [32]
allows for operation near the thermoneutral voltage, which implies an electrical-to-
chemical e ciency of close to 100%. The following section (Section 2.1.3) gives an
in-depth discussion of the thermoneutral voltage and its implications.
2.1.3 Thermoneutral voltage
Strictly speaking, the thermoneutral voltage is equal to the voltage where the cell’s
power is equal to the heat generated by all reactions (chemical and electrochemical)
occurring inside the cell. The thermoneutral voltage is typically defined as the change





Thus, UTN can be used to assess the heat removal or addition requirements for a
particular operating mode (fuel cell or electrolysis) and for a given operating point
(e.g. current/voltage). For a typical cell operating with H2:H2O redox chemistry, the
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Figure 2.4: Enthalpy and Gibbs free energy for H2O and CO2 electrolysis
thermoneutral voltage in fuel cell mode is always above the operating voltage, as the
electric power generated by the stack is always smaller than the net heat generated
due to the negative entropy associated with the electrochemical reaction (Uop < UTN).
Thus, in fuel cell mode the cell is always exothermic and requires active cooling. In
electrolysis mode, however, it is possible to have operating voltages that are below
UTN , which imply that the cell operates endothermically, extracting heat from the
environment. Absent a high temperature heat source, operating the cell below UTN
implies that the cell cools as it operates. If one wishes to operate exothermically,
such that the cell produces more heat than it consumes, the operating voltage must
be above the thermoneutral voltage. Table 2.1 summarizes these relationships.
For cells that operate with pure H2 as a fuel, the calculation of the thermoneu-
tral voltage is straightforward, as the only reaction occurring is the electrochemical
oxidation/reduction of hydrogen. In the case of SOCs that operate with internal
reforming, the calculation of Uth is a more di cult task as the steam reforming of
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Voltage Operating Mode Result
Uop > UTN Fuel Cell Qnet > 0. Cooling Required.
Uop < UTN Electrolysis Qnet < 0. Heating Required.
Uop > UTN Electrolysis Qnet > 0. Cooling Required.
Uop = UTN Electrolysis Qnet = 0. Isothermal operation.
Table 2.1: Operating voltage and thermoneutral relationships.
methane, water-gas shift and electrochemical oxidation all occur simultaneously. In
order to correctly compute Uth for setups with internal reforming, we use an ap-
proach based on the method suggested by [126] where the net heat output of the
stack (including all reforming, shifting and electrochemical reactions) is set to zero
the resulting relationship is used to solve for the stack’s voltage. This heat balance
will be discussed in detail later and is summarized in equation (3.22). The resulting


















where ṅif is the molar flow of species i coming out of the stack, ṅ
i
o is the molar flow of
species i coming into the stack, hi is the species enthalpy at the specified temperature,
and ⇠SRM , ⇠WGS, ⇠redox, Hrxn,SRM , Hrxn,WGS and  Hrxn,redox are the molar extents
and heat of reactions for reactions R2.1 to R2.3
2.2 Literature review
The use of solid oxide fuel cells for power generation has attracted the interest of
researchers, governments, and companies for more than 30 years and has been heavily
studied and documented in the literature. The main drivers that generated interest
to develop and roll-out SOFC technology were its fuel flexibility, its high fuel-to-
electricity e ciency, its use of common materials (no precious metals required), and
its relatively pure exhaust products (almost pure CO2 once the H2O is condensed)
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which translates to low emission rates of particulates, CO and VOC’s, implying little
pollution beyond the carbon dioxide generated during its operation [115]. Due to the
fact that SOCs in fuel cell mode have been an active area of research for many decades,
this section will only focus on briefly reviewing the existing literature on SOCs for
energy storage applications and synthetic fuel production. If the reader wishes to
delve into the literature of SOFC, the following reviews provide a good starting point:
for a general review of SOFC technology and applications see Choudhury et. al.
[17]; for a general review of SOFC models see Wang et. al. [120]; for a review of
mathematical modeling of SOFC see Haijmolana et. al. [57]; for a review of di↵erent
SOFC based systems and their integration with other technologies (bottoming cycles,
gas turbines, CHP, etc.) see Zhang et. al. [134].
In recent years, the constraint on carbon emissions and the increasing penetra-
tion of variable renewable energy technologies has created an interest in developing
systems that can store intermittent electricity at large scales in an e cient and cheap
manner. Because of their ability to operate both as fuel cells and electrolyzers, SOCs
that operate reversibly have gained interest as devices that can be used for stor-
ing/delivering power at large scales and with relatively high round trip e ciencies
[73, 93, 125, 127]. SOCs have also been proposed as a key enabling technology for
the production of high energy density carbon neutral fuels [10, 31, 55, 116]. In a
way, the concept of the “energy hub” presented in this thesis can be thought of as a
hybrid of the storage systems, whose main objective is to store and deliver power in a
highly e cient manner, and the electrolysis designs whose main objective is to make
synthetic fuels at a constant, cheap, and reliable manner. In the following sections,
a brief review the use of RSOC for closed storage applications, as well as the use of
SOCs for synthetic fuel production is presented. The main objective of this section is
to provide the reader with some background on the existing technologies and designs,
as well as on their inherent limitations and challenges.
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2.2.1 Solid oxide cells for fuel synthesis
As previously mentioned, the use of solid oxide electrolyzers in synthetic fuel pro-
duction has gained a lot of attention in recent years. Hydrocarbons are fungible
molecules, therefore if one starts with the right reactants and conditions it is possible
to make many types of carbonaceous fuels such as methane, methanol, gasoline, jet-
fuel, etc. Generally speaking, as long as one has access to pure H2, CO2, CO and/or
a mixture of these (e.g. syngas), it is possible to make high energy density fuels by
combining these molecules under the right operating conditions and with the right
catalysts. Historically, syngas (CO+H2) has been produced by reforming natural gas
[6] or by gasifying coal. This, however, implies the use of fossil carbon which is prob-
lematic if one is to design a low carbon energy system. Thus, it is desirable to find a
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Figure 2.5: Solid Oxide Cells for fuel synthesis
o↵er a promising way to achieve this, as they can operate at very high e ciencies [32]
and have the ability to simultaneously split CO2 and H2O into a mixture of pure CO
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and H2 using electricity and heat. Thus, if a renewable source of power and a stream
of recycled CO2 is available, a sustainable carbon neutral fuel can be produced [55,
59, 93]. Fig. 2.5 shows the di↵erent ways in which SOCs can be operated for the
purpose of making synthetic fuels, which can be broken down into two general cate-
gories: the first are stacks operating at atmospheric pressure which electrolyze pure
H2O or perform co-electrolysis of H2O and CO2; under the second category, SOCs
are pressurized which can lead to simpler Balance of Plant (BoP) arrangements and
higher e ciencies [74, 116]. Recent studies have reported that pressurizing the cells
can also lead to in-channel fuel synthesis, which greatly increases the overall e ciency
of the system and can lead to very high round trip e ciencies if operated reversibly
[73, 127].
2.2.1.1 SOEC - atmospheric operation
In recent years, there has been a number of studies that use solid oxide electrolyzers
operated at atmospheric pressure for fuel synthesis. Generally speaking, the studies
either focus on the the stack and the influence that operating parameters (tempera-
ture, fuel utilization, S/C ratio, etc.) might have on the H2 and/or syngas compo-
sition or focus on full process modeling in which the produced H2 and/or syngas is
converted into synthetic natural gas (SNG) via “power-to-gas” technologies, or into
liquid fuels such as methanol, gasoline, or DME. Because the main goal of this thesis
is to provide an end-to-end model, this section will only focus on system studies. For
reference on stack level studies, see [16, 31, 32, 52, 53, 76, 78]. In the category of
SNG De Saint Jean et. al. have done some of the most relevant work. In a recent
study, they performed a parametric study of synthetic natural gas synthesis using a
solid oxide electrolyzer operated at atmospheric pressure [25, 26]. The parameters
for the SOC are obtained experimentally. In this work, natural gas is synthesized in
an external methanator and a process e ciency of 75.8% is reported. CAPEX cost
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estimates and final cost per Nm3 of SNG are also provided. Similarly, Barelli et.
al. [5] report a system model for the production of “hydromethane”, a mixture of
CH4 and H2, using a solid oxide electrolyzer operated at atmospheric pressure. Their
study includes both steam electrolysis and co-electrolysis sensitivity studies, and they
report a maximum system e ciency of 60% with a H2 molar fraction of 26%.
Most of the studies found in the literature that deal with the synthesis of liquid
fuels using solid oxide electrolyzers are operated at high pressures. This is due to the
fact that reactors for liquid fuel synthesis (methanol, DME, gasoline, FT products)
need to operate at high pressures and it is energetically cheaper to compress H2O
and/or CO2 than it is to compress syngas. Thus, most of these studies make use of
pressurized stacks in order to boost the overall system e ciency. Pressurized stacks,
however, are only in the lab/pilot scale and have not been commercialized yet. There
are, however, a few reports that study atmospheric high temperature electrolysis for
liquid fuel synthesis. Botta et al. [10] report a process for synthesizing DME using
atmospheric (and pressurized) co-electrolysis in which they are able to achieve power-
to-fuel e ciencies in the order of 64%. Similarly, Gregoire et al. [86] provide a design
for a power-to-methanol system in which atmospheric co-electrolysis is used upstream
of a methanol synthesis train. After clever heat integration, this study reports a
power-to-fuel e ciency of 53% (LHV). In its review of syngas production technologies,
Graves et al. [55] suggest that SOCs are a promising technology for FT liquids and
provide a rough estimate of the energy and cost associated with making gasoline using
a high temperature electrolyzer operating at atmospheric pressure.The authors report
that for an optimistic scenario of high capacity factors and low CAPEX, synthetic
gasoline could be made for 2-6 $/gal depending on the cost of electricity.
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2.2.1.2 Pressurized operation
As mentioned before, operating the SOCs at high pressures can be beneficial when the
reduced products (H2 and CO) are intended for fuel synthesis. As such, most studies
that focus on the production of fuels via high temperature electrolysis use pressurized
stacks. In a paper published in 2012, Sun et al. [116] performed a thermodynamic
analysis of pressurized solid oxide cells for the production of synthetic dimethyl ether
and methane. The study discusses the optimal operating conditions that yield the
H2:CO ratios required both for SNG and DME synthesis, and reports that if the stack
is operated at relatively low temperatures (e.g. 650  C) and high pressures (35 atm),
the syngas resulting from the co-electrolysis operation may contain a large fraction
(⇠25%) of in-situ generated methane. This finding, that low temperature and high
pressure can lead to in-situ methane formation has been exploited by other groups
to propose storage mechanisms with high roundtrip e ciency. This topic is further
discussed in the section below.
In a two part study, Giglio et al. provide an in depth analysis of an SNG plant
coupled to a solid oxide electrolyzer operated at 33 bars [46, 47]. In these papers, the
authors report electricity-to-fuel e ciencies of around 81% (LHV). The authors also
provide and in-depth analysis of the CAPEX requirements and report the production
cost of SNG for a wide variety of electricity, CO2 and CAPEX costs.
Similarly, Hansen et al. [59] provide a system level model for studying the produc-
tion of synthetic natural gas and methanol using a pressurized stack. In this study,
the authors report high overall system e ciencies of 76-86% for the SNG process,
and 75-88% for the methanol process.
Rivera-Tinoco et al. [106] present a techno-economic study of a power-to-methanol
system where two di↵erent designs, one that uses a PEM electrolyzer and one that
uses a SOEC, are compared [106]. In this study, the authors find that the system that
uses solid oxide electrolyzers has a much higher CAPEX than the one that relies on
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a PEM electrolyzer. Using somewhat conservative assumptions with respect to cost,
the authors find that methanol synthesized in the SOEC based system is roughly 15
times more expensive than market priced methanol. For the case of the PEM system,
the authors report that the synthetic methanol is 2.5 times more expensive.
On the synthesis of liquid fuels, Becker et al. [8] provide a systems level thermo-
chemical process for making FT liquids by coupling a SOC operated at 5 bar with
a catalytic reactor. The authors also provide economic analysis of the system. The
authors report an electricity-to-fuels e ciency of 54 % and claim that the liquids can
be made for 4-15$/gal depending on the price of electricity. Similarly, Fu et al. [40]
provide a study of syngas production using pressurized SOEC for FT liquid synthesis,
and they report system e ciencies of ⇠74%.
2.2.1.3 “O↵-design” operation
As discussed in subsequent chapters, one of the main focus of this thesis is studying the
advantages that arise when a RSOC system is operated across many di↵erent currents
and flows. As such, it is worth doing a quick survey of the literature with respect to
“o↵-design” and dynamic operation, which pertains to the system level implications
of ramping the system up and down across a wide range of flows/currents/voltages.
As is the case with most of the SOC literature, most of the existing literature on o↵-
design analysis has focused on systems operating in fuel cell mode. After a survey of
the literature, no published studies on the o↵-design operation of RSOC were found,
thus this one of the central contributions of this thesis.
Kupecki et al. [80] published a paper on the o↵-design operation of a DME fed
SOFC. The paper provides some clear guidelines as to how to approach o↵-design
modeling for the SOC and the BoP. It also highlights the interaction between system
components across di↵erent operating points.
Milewski et al. [91] also published a mathematical model for o↵-design operation
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of a SOFC coupled with a gas turbine. The author provide performance maps for the
components and the system, and find that the e ciency is higher when operated at
flows lower than the design point5.
Lastly, for some background on the impacts and implications of dynamic opera-
tion, as well as startup and shutdown strategies the reader can consult the following
studies: [2, 3, 19, 87, 94, 95].
In recent years, there have been a few studies that deal with the o↵-design op-
eration of solid oxide electrolysis systems. Sanz-Bermejo et al. [108] performed a
parametric study of a SOEC system, with H2 as its main product, at part load oper-
ation. It reports system e ciencies for a wide range of assumptions on the ramp-up
rate, the operating temperature, and the operating strategy (e.g. constant current
vs. constant voltage). The study also provides some useful heuristics for modeling
BoP components at part-load, but o↵ers no economic analysis.
Peptitas et al. [103] provides a study of a H2 based SOEC at various loads,
although their results do not really reflect a truly “o↵-design” scenario, as the system
is designed for di↵erent loads (e.g. exothermic vs endothermic) rather than choosing
one particular design and operating it above and below the design point.
2.2.2 Reversible solid oxide cells for energy storage
The study of RSOC for energy storage applications is a novel topic in the literature.
Because the technology is in its infancy, most of the system level studies rely on
computational models rather than experimental setups. There are a few studies that
rely on experimental work, although most are limited to cell or stack level analysis.
Thus, the literature on RSOC can be broken down into two general categories: studies
that draw the boundary at the cell/stack level; and studies that are less concerned
about the intricacies of the cell, and focus on the system analysis. Given that the
5This is a very important finding and is discussed in depth in Chapter 4
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main topic of this thesis is a systems level analysis, the literature reviewed in this
section will focus on the latter category. If the reader is interested in recent advances
of RSOC at the cell level, the following references provide a good starting point: for
robustness of SOC to current switching see [75] for implications of reversibility on
cell degradation see [49, 54]; for impact of current switching on electrode durability
see [129].
Ren et al. provide a system model of a RSOC storage system with high tempera-
ture heat storage. The RSOC is operated at high pressure and they report a storage
e ciency (full cycle) of 42-64% depending on the operating point, which does not
include BoP parasitics.
In a recent study, Wendel et al. [126] describe a method for choosing the operating
conditions which result in high round trip e ciencies (⇠ 85%) for a closed RSOC
storage system. The system is based on storing all exhaust gases and oxides, and
assumes high pressures (⇠ 10 bar) and low temperatures (⇠650  C) for the stack.
The authors put forth the thesis that the thermoneutral voltage is a key parameter
that should be used to inform the system design. No analysis on the BoP parasitics
and/or the system integration implications are discussed.
Jensen et al. [73] present a study of a CH4 based large-scale energy storage RSOC
system. The novel element of this study is twofold: it uses underground caverns to
store the CH4 and CO2; and by using some of the heuristics suggested by [126, 127],
mainly high pressure and low operating temperature, it is able to synthesize the CH4
in the cell channel thereby decreasing the complexity of the BoP and decreasing the
thermal losses. This, the authors claim, can boost the round-trip e ciency to ⇠ 70%.
The study also provides a detailed economic analysis of the plant, that results in a
storage cost of about $0.03/kWh.
Er-rib et al. [38] study a RSOC system in which CO2 and H2O are co-electrolyzed
to produce syngas (electrolysis mode), which is then converted into SNG in a catalytic
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reactor. On the reverse fuel cell cycle, the SNG is consumed on the SOC to produce
power. The SNG is injected or retrieved from the natural gas network, thus the
proposed design can be thought of as an “open system” as the system can consume
more energy than it stores or vice-versa. The main focus of the paper is to study the
catalytic methanation reactors, and this is done in ASPEN plus. The setup proposed
in this paper is very similar to the one that we use for the work in this thesis, the
main di↵erence being that the one presented in later chapters of this thesis has more
nuanced BoP modeling, is based on steam electrolysis rather than co-electrolysis, and
is constructed in such a way that it allows for the modeling and characterization of
o↵-design operation.
Al-musleh, et al. [1] present an RSOC model for electricity storage based on hy-
drocarbons and liquid CO2. Results are presented for several cycles: liquid methane,
gaseous methane, methanol and methanol-water mixture. The authors report round-
trip e ciencies ranging from 55-59%.
2.3 Methanation chemistry and technology
Methanation, a process that has been widely studied and has been around for more
than 70 years [7, 69, 92], can be thought of as the hydrogenation of carbon oxides
(CO and CO2) to form CH4 via a catalytic reaction. The study and development of
methanation technology has had two main drivers: first, it has been used as a cheap
and e cient way to remove CO and CO2 impurities in catalytic processes that are
extremely sensitive to their presence (such as the synthesis of NH3) [7], and second
as a way to produce synthetic natural gas (SNG) from existing coal resources [79,
92, 132]. In recent years, however, the formation of SNG has gained renewed interest
as it has been proposed as a pathway to store intermittent renewable electricity in
the form of chemical energy. The gasification and methanation of biomass has also
been proposed as a route to develop carbon neutral natural gas. In the context of the
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work presented in this thesis, methanation is a critical piece of the RSOC energy hub
concept. In this section the main chemistry and industrial setups for methanation
processes are reviewed and discussed to provide the reader with some background on
this technology.
2.3.1 Methanation chemistry
As stated before, under the right conditions and with the aid of a metal catalyst
carbon oxides can be e ciently converted into methane. Methanation is possible for
both syngas or pure CO2, although the methanation of syngas has historically been
the de facto technology for making SNG.
2.3.1.1 Syngas methanation
Generally speaking, methanation is usually carried out in a heterogeneous catalytic
process in which syngas is converted into methane:
3H2 + CO CH4 + H2O  H =  206.0 kJ (R2.11)
As water is formed, the water gas shift reaction can change the H2:CO ratio within
the reactor:
CO + H2O H2 + CO2  H =  41.0 kJ (R2.12)
The water-gas shift in combination with reaction R2.11 can lead to another pathway
to form CH4 [92]:
2H2 + 2CO CH4 + CO2  H =  247 kJ (R2.13)
At high pressures and low temperatures, the formation of soot can occur via the
Boudouard reaction:
2CO C + CO2  H =  173 kJ (R2.14)
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The Boudouard reaction is of particular relevance, as soot is an important poison
to the catalysts used in the methanation reaction. Therefore, reaction conditions
must be controlled to avoid the formation and deposition of carbon on the catalyst
surface. From a thermodynamic perspective, the methanation of syngas is favored at
Figure 2.6: Methanation equilibrium composition for a 3:1 H2/CO mixture.
low temperatures and high pressures. This is a direct consequence of the reduction
in volume and exothermic nature of the reaction. Figure 2.6 shows the equilibrium
composition for a 3:1 H2/CO mixture at 1 atm calculated via a Gibbs minimization
routine6. As suggested by the figure, at lower temperatures the equilibrium mole
fraction of CH4 is the greatest and as temperature rises, the equilibrium becomes
less favorable and the amount of unreacted CO and H2 increases. The influence of
pressure on the conversion of reactants into the desired CH4 product can be quite
significant. Figure 2.7 shows the CH4 yield as a function of temperature for a 3:1
6All gases are assumed to be ideal and no carbon formation is considered.
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Figure 2.7: CH4 yield at equilibrium for direct CO methanation
H2/CO mixture at pressures of 1, 30, 50 and 100 atmospheres. As suggested by the
plot, high pressures promotes the conversion of CO into CH4. The figure also suggests
that the impact becomes less important for pressures greater than 50 atm.
2.3.1.2 CO2 methanation
Apart form the pathways defined in (Reactions R2.11 to R2.13), methane can also
be formed by the direct hydrogenation of CO2 via the following reaction:
4H2 + CO2 CH4 + 2H2O  H =  165 kJ (R2.15)
As discussed earlier, the direct methanation of CO2 is of particular interest as it has
the ability to open the door for carbon neutral SNG production which can serve as
a an e↵ective energy storage vector for variable renewable energy. As suggested by
reaction R2.15, direct CO2 hydrogenation requires a stoichiometry of 4:1 H2 to CO2.
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Just as in the case of syngas methanation, the reduction in molar volume and its
Figure 2.8: Methanation equilibrium composition for a 4:1 H2/CO2 mixture.
exothermic nature suggests that reaction R2.15 is favored at low temperatures and
high pressures. Figure 2.8 shows the equilibrium mole fractions for a 4:1 H2/CO2
mixture at 1 atm at di↵erent temperatures. As expected, the mole fraction of CH4
is greatest at lower temperatures and starts to decrease considerably beyond 400  C.
At temperatures above 450  C the concentration of CO increases due to the reverse
water gas shift reaction (which is the reverse of reaction R2.12) and due to steam
reforming which is the reverse of (reaction R2.11). Direct methanation of CO2 is
less prone to carbon deposition, as the presence of steam dilutes the reactants and
inhibits reaction R2.14 [41]. As expected, increasing the pressure of the reaction
helps to increase the CH4 yield as shown in Fig. 2.9. It is important to notice
that at su ciently low temperatures the CH4 yield can be maintained at 90+ %
at atmospheric pressure, however kinetics tend to become the rate limiting factor.
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Figure 2.9: CH4 yield at equilibrium for a direct CO2 methanation
However, with a su ciently active catalyst the direct hydrogenation of CO2 can be
performed at atmospheric pressure [71] with high conversion rates. This is attractive,
as it can lead to lower capital cost requirements, operating costs (compression cost
avoidance) and is ideal for small-scale distributed setups.
2.3.2 Catalysts and reactors
Reactions R2.11 to R2.15 all have highly negative free-energy values, but due to their
exothermic nature they must be carried out within low temperature regimes in which
the reactions are kinetically limited [41]. In order to achieve yields for commercial ap-
plications, a metal based catalyst is employed employed. In large industrial processes,
Ni is the most common catalyst used but other metals such as Ru, Rh, Pt, Fe and Co
can also be used [79]. A good review on the recent advance in methanation catalysts
was recently performed by Gao et. al [42]. In this work, Gao et. al find that Ni is
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still the most widely used catalyst for methanation and Fischer-Tropsch synthesis.
The activity and selectivity of this catalyst is highly dependent on the metal loading,
the dispersion of the Ni particles and the composition of the support. Typically the
Ni catalyst deposited on a Al2O3 support. The use of Ni as a methanation catalyst
still has some challenges, mainly sensitivity to carbon deposition, sintering, Ni(CO)4
formation and sulfur poisoning[42]. High temperatures can lead to catalyst deactiva-
tion, and due to the fact that the methanation reactions are quite exothermic, heat
management is very important for the catalyst’s lifetime and stability. Recently, Ru
has gained attention as a catalyst for methanation reactions, particularly its use in
the direct methanation of CO2 at atmospheric pressures [42, 71]. Because of its very
high activity, Ru catalysts can be employed for methanation reactions at low tem-
peratures which is attractive for operating at near ambient pressures, as yields tend
to be very high under these conditions (see Fig. 2.7 and Fig. 2.9). Ru based catalysts
are also sensitive to sintering and carbon deposition, so heat management is of the
utmost importance.
In large-scale industrial processes, hydrogenation of CO and/or CO2 tends to be
carried out in catalytic fixed bed reactors [72, 79, 121]. Because methanation reac-
tions are highly exothermic, these reactors can exhibit large temperature gradients
as the reactants get converted into products, which causes problems for the durabil-
ity of the catalyst and the e ciency of the plant [30, 72]. One way in which this
is solved is by employing large recycle loops that add CH4 to the syngas/CO2 feed,
diluting the inlet reactants which helps manage the increase in temperature. This,
however, means that the conversion per pass is lowered and that the total flowrates
are high relative to the stoichiometric requirements. As such, a typical methanation
train is composed of several reactors connected in series with intermediate gas cooling
and product recycling. The use of fluidized bed reactors has also been explored as
an option, as they tend to be well suited for large-scale exothermic processes [79].
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The particular details of the methanation plant will vary across designs in order to
meet the particular heat, e ciency, and/or feedstock requirements. For example, the
TREMP process developed by Haldor Topsoe employs several reactors in parallel with
inter-cooling. In each reactor down the train, the operating temperature decrease and
the process tries to minimize recylcing costs by managing heat as high-pressure su-
perheated steam [72]. In contrast, the RMP process (developed by Ralph M. Parsons
Company) is also a setup of several fixed-bed reactors in series with intermediate gas
cooling but it does not employ any gas recycling. A detailed discussion of the pros
and cons of each of the existing technologies is outside the scope of this work, but
Kopyscinski et. al.[79] provides a comprehensive review of the existing methanation
technologies which should be consulted for further details on this topic.
One of the main challenges of operating methanation reactors at low tempera-
tures is that the conventional Ni catalysts exhibit low activity at temperatures below
300  C, and for high CO content there is an a nity to form Ni(CO)4, which leads
to deactivation. Thus, in order to operate at lower temperatures, it is necessary to
use non Ni catalysts. Because of its high activity, Ru catalysts can lead to lower
operating temperatures and o↵er a way to help manage the heat of the reaction by
being washcoated into the surface of a heat exchanger as suggested by Janke et. al.
[71]. That is, rather than employing fixed-bed and/or fluidized bed reactors, the
methanation reaction occurs a at the surface of the heat exchanger which in turn
leads to cheap and e cient thermal management of the reaction. This is particularly
interesting as it leads to new and cheaper reactor designs that are nicely suited for a
wide small-scale distributed applications. This design idea is the basis for the metha-
nation reactor modeled in this thesis, and a detailed discussion of this type of design
is provided in Section 3.4.6.
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Chapter 3
Computational model of RSOC system
The purpose of this chapter is to introduce the computational model that was de-
veloped for simulating a range of end-to-end RSOCs systems. As stated in previous
chapters, the main goal of this thesis is to perform system level analysis to assess the
di↵erent operational strategies that can be employed for RSOC systems under a wide
variety of market signals (fuel and electricity prices), degradation rates, and expected
lifetimes. Although there exists a wide array of software and tools for modeling SOC
at the cell and system levels, none of them could be employed to capture a dynamic
system interfacing with fluctuating electricity and fuel markets (see Section 2.2.2 for a
discussion on RSOC modeling). For this reason, a model was developed from scratch
in order to accurately represent a dynamic RSOC system that could respond and
adapt to exogenous market factors. The computational model that was built had to
have enough nuance and complexity to capture the trade-o↵s associated with operat-
ing under di↵erent parameters (e.g. cell temperature, voltage, fuel utilization), while
maintaining a su ciently simple and computationally lean framework that could be
used to perform temporal optimizations over hourly and daily resolutions. The model
and all of its supporting libraries were built using Python 2.7 and the scientific com-
puting library SciPy. In the first sections of this chapter, a brief description of the
model and the main RSOC system configurations used throughout this thesis are
presented. Subsequently a detailed discussion of the electrochemical model used for
simulating the RSOC is o↵ered. Lastly, BoP components and the equations used for
solving energy and material balances are described in detail.
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3.1 Model description
The main purpose for developing a system level model from scratch was to have
complete control over the di↵erent components and processes that exist in an end-
to-end RSOC system. One of the main contributions of this model is the ability to
run simulations in which the operating strategy of the system responds and adapts to
fluctuating market signals such as hourly fuel and electricity prices. Thus, this model
can be used to run temporal optimizations at di↵erent resolutions to investigate what
are the optimum operating strategies for a dynamic RSOC system that operates in a
particular market. The results of this type of optimization are discussed in Chapter 5.
The computational model is built around 4 main libraries:
1. A stack library that contains the modules that simulates the RSOC stack (see
Section 3.3).
2. A BoP library that contains all modules for simulating BoP components (heaters,
pumps, compressors, etc. see Section 3.4).
3. A thermodynamic library that contains all relevant thermodynamic data (based
on the NIST Chemistry Workbook[88]) as well as routines developed for running
chemical equilibrium calculations.
4. An economic library that contains all modules used in costing and contains all
relevant economic variables.
The four libraries can be easily strung together to form end-to-end systems (like the
ones described in Section 3.2.1) that are used to investigate behavior at the system
level, or can be run individually to investigate one particular component. Because all
libraries are built from scratch in Python, once an end-to-end system is developed it is
easy to write optimization wrappers that leverage SciPy’s powerful optimization tools
to perform system level optimizations that can, for example, respond to exogenous
variables such as fluctuating electricity and fuel prices.
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3.2 System configurations
All of the end-to-end systems presented throughout this thesis can be described as
having three main sections: in the upstream section inlet gases and/or liquids are
pre-treated (heated, evaporated, etc.) in order to meet a specific set of conditions
required by the electrochemical stack (T, P , composition) ; in the midstream, the
gases enter the RSOC stack where they undergo either electrochemical oxidation (fuel
cell mode) or electrochemical reduction (electrolysis mode); and in the downstream
the exhaust gases are pre-treated and vented (fuel cell mode) or sent to catalytic
reactors for further transformation into carbon-based fuels (e.g. CH4 or CH3OH).
Fig. 3.1 depicts this generic system.
Because the system’s modes of operation are mutually exclusive, it is desired to
develop setups that favor the use of ancillary components (e.g. heaters, blowers,
compressors) in both modes of operation thereby reducing system complexity and
capital cost. From looking at Fig. 3.1, it is easy to see that the addition of tanks
for the exhaust gases and products would result in a “closed” system similar to the
one described by [9, 73]. The RSOC system configurations (the “energy hubs”)
studied in this thesis are presented as “open” systems that are connected to fuel
and/or electricity grids when operating as fuel cells or electrolyzers. That is, none of
the chemical inputs and/or outputs need to be stored for use at a later time. These
“open-ended” systems can be thought of as RSOC storage devices with infinite storage
reservoirs, as the natural gas grid from a single device’s perspective is e↵ectively
infinite. These configurations can easily be modified and “closed” at any end in order
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Figure 3.1: Generic “Open-ended” RSOC system
3.2.1 RSOC with internal reforming and external catalytic
methanation
The first “base” configuration is based on a RSOC system operating at atmospheric
pressure that uses CH4 as a feedstock when operated in fuel cell mode and pro-
duces CH4 by electrolyzing water and hydrogenating CO2 in an external catalytic
methanator when operated in electrolysis mode. It is connected to the natural gas
infrastructure for injecting (electrolysis) or retrieving (fuel cell) CH4 for its operation.
All CO2 used during the electrolysis step is assumed to be available form a concen-
trated source (e.g. power plant or industrial process), or to be sourced via direct air
capture [30].
3.2.1.1 Fuel cell mode
Fig. 3.2 shows the system when operated in fuel cell mode. The main features of the











































Figure 3.2: Fuel cell mode RSOC with internal CH4 reforming
exhaust streams (#10) for pre-heating the fuel and air streams; internal reforming of
the fuel without the need for an external pre-reformer thereby reducing capital costs
and system complexity; product stream recycling on the fuel electrode side (stream
# 2) used to increase overall fuel utilization rate and to provide all necessary steam
to the inlet of the stack to reduce coke formation; the use of a catalytic combustor for
oxidizing the unreacted anode gases (see Section 3.4.5 for details); and incorporation
of an air by-pass stream (stream # 7) to provide cold air for maintaining the temper-
ature of the combustor within the allowed ranges (#7). Each one of these features
has specific operating parameters and ranges, and can impact the overall e ciency
and operating cost of the system in di↵erent ways. These implications and trade-o↵s
are discussed in a parametric study presented in Chapter 4.
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The main challenge of operating this design in fuel cell mode is maintaining the
temperature of the stack and of the catalytic reactor within the “safe-zones” of oper-
ation. At all voltages, the electrochemical oxidation of H2 results in the production
of heat which needs to be actively managed in order to avoid damaging the struc-
tural integrity of the SOC. As discussed in Section 3.3.1.2, the heat produced by the
stack is managed by sweeping extra air through the oxygen electrode channel which
e↵ectively absorbs the heat produced by the irreversibilities of the stack. The power
consumed by the air blowers is proportional to the volumetric flow rate of the air,
thus the optimum operating point of the fuel cell becomes a trade-o↵ between the
increase in power per unit area that is achieved by increasing the current density
(lowering the voltage) and the increasingly large loads that are required for moving
the required air masses that are used to maintain the predefined nominal temperature
of the cell. When operating outside the design point, this trade-o↵ becomes more
important as the parasitic power consumption of the blowers increases to the power
of 2.51
Due to the high temperatures at which the gases exit the stack and the fact that
the combustion of unreacted species is highly exothermic, managing the thermal load
of the catalytic combustor is also an important task. At temperatures above 850  C
the oxidating catalyst is deactivated, thus it is necessary to operate below these
temperatures. A similar strategy as the one described above is used, except that in
this case a stream of air at ambient temperature is injected directly into the combustor
to absorb the extra thermal energy. Just as in the case of the stack, keeping the
parasitics loads associated with flowing air into the combustor is an important design
consideration. Chapter 4 has a detailed discussion of heat management strategies for
fixed operating points and for part-load operation.
1This power law is a consequence of combining as equations (3.42) and (3.62), which suggest
that the work required by the blower is a product of the volumetric flowrate and the pressure drop
of the gas across the system.
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3.2.1.2 Electrolysis mode
In electrolysis mode, steam is electrolyzed to form H2 which is catalytically reacted
with CO2 to generate CH4 which is subsequently cooled, compressed and injected
into the natural gas infrastructure. When operating in electrolysis mode, the system
requires more ancillary equipment, particularly heat exchangers and blowers, making
the overall process more complicated than the fuel cell operation. Fig. 3.3 depicts the
system. The main reasons for the increase in complexity are the following: first, the
catalytic reaction (methane synthesis) that occurs downstream of the stack operates
at a low temperature relative to the stack’s exhaust, thus extra cooling for the inlet
reactants as well the use of a cold air stream for managing the highly exothermic
methanation reaction is required. Second, CH4 needs to be delivered at a specific
temperature and pressure and with a specific purity. This in turn requires the use
of inter-staged compression and product purification via steam condensation. Third,
because the electrolyzer can operate endothermically (Uop < Uth) or exothermically
(Uop > Uth) extra equipment is required for managing either the cases in which extra-
heat is to be supplied to the reactant streams and stack (endothermic mode), or the
cases for which active cooling is required which will be achieved via air sweep just










































































































































































































In electrolysis mode, the main features of the system include: heat-exchangers to
recuperate thermal energy from hot exhaust gases for pre-heating inlet gases (streams
#5, 11, 12, etc); product stream recycling on the H2O electrode to provide a small
fraction of H2 to the inlet of the stack in order to avoid oxidation of the Ni elec-
trode; evaporators for making steam (stream #3); catalytic heat exchanger where the
methanation reaction takes place (see Section 3.4.6 for more details); fuel compressor
with inter-stage cooling for compressing CH4 prior to grid injection; air blowers to
provide ambient air for managing exothermic heat loads for the RSOC and/or the
methanator; water separator for condensing out liquid water for CH4 purification;by-
pass valves and streams (#7, 23, 24) to provide heat to the evaporator when available
(e.g. exothermic operation); electric heaters to provide thermal loads when no process
heat is available.
One of the main challenges when operating in electrolysis mode is the ability to
manage and integrate process heat in order to increase the overall system e ciency.
There are three main points in the process that require careful consideration with
respect to heat management and integration: the solid oxide stack, the methanation
reactor, and the water evaporator. When operating in endothermic mode, there is
not enough heat available for supplying all the load required for the evaporator.
Heat management: stack In electrolysis mode, the stack may be operating
exothermically or endothermically, depending on the voltage of operation. When
operating in exothermic mode, meaning that the stack experiences net heat produc-
tion, the heat in the stack is managed via the introduction of sweep air on the oxygen
electrode side. The amount of air required is a function of the operating point of the
stack, and its introduction will lower the Nernst potential by decreasing the partial
pressure of oxygen in the gas. Increasing the operating voltage results in more hy-
drogen produced per unit area, but after Uop > Uth, heat production will increase in
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a non-linear fashion requiring more air for cooling. Thus, just as is the case for when
operating in fuel cell mode, there is a trade-o↵ between the parasitic power consump-
tion of the air blowers required for cooling the stack and the hydrogen production
gains seen by increasing the voltage. The heat from the stack is recycled within the
system and used to provide the energy required by the water evaporator upstream of
the stack. In endothermic mode the stack has net heat consumption, requiring heat
addition in order to keep the operating temperature within the design parameters.
Heat is added to the stack via electric heaters, and their electric load is a considerable
part of the parasitics at low operating voltages2.
Heat management: methanation CO2 hydrogenation is a highly exothermic
reaction that requires constant heat removal in order to maintain a favorable equi-
librium. In the proposed systems, a heat exchanger is coated with a highly active
Ru catalyst so that the reaction occurs on the surface of the heat exchanger (see
Section 3.4.6 for more details). This simplifies the heat removal process which allows
operation within a narrow temperature range. The heat removed during the reaction
is reused by integrating it into the water evaporator.
3.3 Stack Model
A zero dimensional model is developed to capture the electrochemical and thermo-
dynamic processes occurring at the solid oxide cell. Balance of plant components are
modeled using a black-box approach that performs mass and energy balances around
each unit of operation. In order to capture the behavior of the system when operating
intermittently and in response to varying price signals (see Chapter 5), a framework
for part-load operation is developed and explained in Section 3.5. The cells in the
RSOC stack are modeled as planar Ni/YSZ supported solid oxide cells consisting of
2This, of course, is a particular design decision and di↵erent setups might allow for more e cient
ways of addressing this need.
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three main parts: a Ni-yttria-stabilized zirconia (Ni-YSZ) fuel electrode, a porous
strontium doped lanthanum manganite composite oxygen electrode (Sr-LSM) and a
thin YSZ electrolyte used for transporting oxide ions (O2– ). These cells are based on
the ones described in [53].
The main purpose of the zero dimensional RSOC stack module is to solve for
the power, voltage, chemical compositions and mass flows of all species involved in
electrolysis and fuel cell modes. In FC mode, the cell level chemistry involves steam
reforming of methane, water-gas shift reaction, and electrochemical oxidation of H2.
In electrolysis mode, the cell can model both the electrochemical reduction of steam
or the co-electrolysis of steam and CO2. At the cell level, the following general
assumptions are employed:
• All reactions are assumed to be at equilibrium and changes in reaction rates
across the length of the cell are neglected.
• Mixture at the fuel channel exit is at equilibrium.
• Single cell performance used to represent whole SOC stack.
• Temperature of the cell (Top) is assumed to be the average between inlet (Tin)
and outlet temperature (Tout) of the reacting gases.
• Di↵erence between the inlet and outlet temperature of the cell must satisfy a
given temperature change ( Tcell) that is pre-defined before each simulation.
• There is no heat exchange between the stack and the outside environment.
• The stack is assumed to operate adiabatically.
• The pressure drop  P across the cell is neglected for cell-level calculations
(see Section 3.4.8 for the inclusion of pressure drop across the stack for BoP
performance calculations).
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• RSOC stack employs an anode gas-recycling loop (AGR) in both FC and EL
modes.
3.3.1 Fuel Cell mode
Reversible solid oxide cells operated in fuel cell mode (RSOC-FC) generate electric
power via the electrochemical oxidation of the supplied fuel. Due to the high operating
temperatures and because the cells anode support layer is made out of Ni (a good
reforming catalyst), RSOC-FC has the ability to internally reform hydrocarbons (i.e.
methane, methanol) into hydrogen and carbon monoxide [85] and the H2 is then
electrochemically consumed at the triple-phase boundary to produce power. The
ability to internally reform fuels is an attractive feature of RSOCs, as it lowers the
cooling demand for the stack, it eliminates the need for external reformers, and can
simplify the overall design potentially resulting in lower capital costs. For the purpose
of this model, we consider that the RSOC-FC internally reforms all supplied fuels into
a mixture of H2, CO, CO2 and H2O. Although CO can be electrochemically oxidized
into CO2, this reaction has been shown to occur at rates that are 1-3 times slower
than the oxidation of H2 and much slower than the water-gas shift reaction [89].
Thus, all CO is expected to be shifted making the electrochemical oxidation of H2
the only source of power generation.
3.3.1.1 Electrochemical model
The electricity generated by the stack can be easily calculated by means of an elec-
trochemical relationship. The operating voltage of the cell is defined as:
Uop,FC = UN,FC(Top, pj)  iopASR(Top) (3.1)
Where UN is the Nernst potential which is a function of the equilibrium partial
pressure of gas species j in the bulk (see Section 2.1.2), iop is the operating current
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density and ASR is the Area specific resistance which represents the cell’s overall
resistance.
Finally, the DC power generated by the stack is calculated by:
Pop = Uop,FC · Icell (3.2)
where Icell, the total current flowing through the cell, is related to the current density
iop by:
Icell = iop · Acell (3.3)
where Acell is the total active surface area of the stack.
3.3.1.2 Mass Balances
Fuel electrode balances As previously mentioned, in fuel cell mode the RSOC
internally reforms CH4 in the presence of H2O in order to provide the required H2
for the electrochemical reaction. The use of an anode gas recycling stream (AGR) is
employed in order to provide the required steam for the methanation reaction, as well
as to avoid the deposition of solid carbon on the electrode surface. The recycle rate
is usually chosen to meet a minimum steam-to-carbon (S/C) ratio that will inhibit
carbon deposition. For high temperature SOC’s, S/C ratios of 2–3 have been shown
to represent a ”safe–zone” of operation [123]. It is important to mention that the
recycle rate will have an impact on the e ciency of the cell, as the addition of steam
at the inlet of the cell will change the equilibrium gas composition, decreasing the
hydrogen yield and cell voltage [12]. Thus choosing a S/C ratio is a trade–o↵ between
carbon formation and cell voltage. For an in–depth discussion about the impacts of
AGR on system performance, see Chapter 4.
The model assumes very fast equilibrium at the inlet of the anode and subsequent
electrochemical oxidation of H2. Thus in order to compute the gas compositions
at the exit of the stack, we assume that steam reforming of methane (SMR) re-
action R2.1, water-gas shift (WGS) reaction R2.2 and electrochemical oxidation of
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Figure 3.4: SOFC control volume with Anode Gas Recycling
RSOC, with five di↵erent molar flow rates at the anode side (Ṅ1, Ṅ2, Ṅ3, Ṅ4, and Ṅ5),
two molar flow rates at the cathode side (Ṅ6, Ṅ7), and the equilibrium molar fraction













By definition, then, the molar flow rate of species j at the outlet of the stack is:
Ṅ4
j
= yjeq · Ṅ4 (3.5)
Assuming that r represents the fraction of the outlet gas recycled to the inlet of the





+ yjeq · (r · Ṅ4) (3.6)
Using the method suggested by [18], the equilibrium compositions yjeq and molar
flow rates at the outlet of stack (Ṅ4) are computed. Let ⇠SMR, ⇠WGS and ⇠redox
58
represent the molar extent of reactions for equations reaction R2.1, reaction R2.2


























yCO1 Ṅ1 + ⇠SMR   ⇠WGS
Ṅ1 + 2⇠SMR
(3.7e)
The molar flow rate of the H2 utilized can be written in terms of the fuel utilization





3 + 3⇠SMR + ⇠WGS
⌘
· Uf (3.8)
After some algebraic manipulation3, ⇠redox can be written in terms of the molar flow





1 Ṅ1 + 3⇠SMR + ⇠WGS
⌘
1  r + r · Uf
(3.9)
Substituting (3.9) into (3.7) and simplifying, the equilibrium mole fractions can be
3see [18] for more details
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yCO1 Ṅ1 + ⇠SMR   ⇠WGS
Ṅ1 + 2⇠SMR
(3.10e)
Thus, if one knows the composition and flowrate of the fuel prior to the recycle
stream mixing (yi1 & Ṅ3) for a given fuel utilization (Uf ) and pre–defined recycle rate
(r) the equilibrium compositions at the outlet of the stack can be computed by solving
an algebraic system of three independent equations with three unknowns. Using
the chemical equilibrium equations for reactions reaction R2.1 and reaction R2.2
together with Faraday’s law, a set of three independent equations is used to solve for































1 Ṅ1 + 3⇠SMR + ⇠WGS
⌘
1  r + r · Uf
(3.13)
Where KSMR and KWGS are the equilibrium constants for the steam reforming and
water-gas shift reactions. The equilibrium constants are a function of temperature
and they are computed using a polynomial equation:
logKp = AT
4 +BT 3 + CT 2 +DT + E (3.14)
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Reforming (SMR) Shift (WGS)
A 2.631 21⇥ 10 11 5.473 01⇥ 10 12
B 1.240 65⇥ 10 7  2.574 79⇥ 10 8
C  2.252 32⇥ 10 4 4.637 42⇥ 10 5
D 1.950 28⇥ 10 1  3.915 00⇥ 10 2
E  6.613 95⇥ 101 1.320 97⇥ 10 1
Table 3.1: Equilibrium constant coe cients
Values for the constants A-E are taken from [15] and tabulated in Table 3.1 By substi-
tuting equations (3.10) into (3.11) to (3.13), the stack module solves the equilibrium
molar fractions using the fsolve function available through Python’s SciPy open source
library. Once the equilibrium mole fractions have been determined, computing the
molar flow rates and compositions of the remaining streams is straightforward using
equations (3.5), (3.6) and the following relationships:
Ṅ2 = Ṅ3   Ṅ1 (3.15)
Ṅ5 = Ṅ4   Ṅ2 (3.16)
Lastly, once the mass balance has been solved it is straight forward to calculate
the equilibrium mole fractions prior to the electrochemical reaction that are used for
computing the stack’s OCV (see equation (2.2)). To do this, the method outlined
above is used with two important di↵erences:
1. The inlet molar compositions are set to equal the ones resulting from Ṅ3.
2. The fuel utilization rate (Uf ) is set to zero
It can easily be seen that under these conditions, ⇠redox becomes zero and the routine
computes the equilibrium compositions by simultaneously solving equations (3.11)
and (3.12), which in turn would emulate the equilibrium compositions right before
the electrochemical reaction takes place.
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Oxygen electrode balance As stated in the assumption section above, the stack
model assumes that the RSOC operates at a predefined nominal temperature Top. In
fuel cell mode, the RSOC’s operate exothermically which requires heat to be actively
removed from the stack in order to maintain the thermal stress under control to avoid
damaging the cell. Therefore, thermal management is of the utmost importance for
proper cell operation.
One common strategy for managing the heat in the cell is to sweep the cell with
excess air on the cathode side. The extra air is used to absorb the heat that is being
generated by the cell. The computational model developed in this thesis assumes that
excess air is added on the cathode side in order to maintain the di↵erence between the
temperature of the inlet and outlet gases within the bounds of a predefined  Tcell.
The calculation of the molar flow rate of air entering the cathode Ṅ6 is broken down






Where ṄAirstoich is the stoichiometric amount of air required for the electrochemical
reaction at a given current density iop and ṄAirsweep is the amount of excess air required
to maintain the thermal gradient of the cell below  Tcell.
The stoichiometric flow rate of air is easily calculated using the molar extent of










The sweep air required ṄAirsweep will be a function of the heat being produced by





Where Qstack is the net heat generated by the stack and h7(Tout) and h6(Tin) are the
specific molar enthalpies of air at the stack exit and inlet temperatures. The model
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assumes that ṄAirsweep cannot be negative, and in cases in which no sweep air is required
it is set to zero.
3.3.1.3 Energy Balance
The energy balance of the RSOC-FC can easily be computed once all the molar flow
rates and operating temperatures are know. For the purpose of the computational
model, the RSOC is assumed to be a perfectly well insulated body operating at
an average temperature Top with a maximum thermal gradient of  Tcell. Thus, by
specifying these two parameters the inlet and outlet temperatures of the gases (in





Tout =  Tcell + Tin (3.21)
Once the inlet and outlet temperatures are known, the heat produced by the stack (to
be removed by the sweep gas) is calculated by performing an energy balance around
the control volume shown in Fig. 3.4 enclosing the junction of streams 3 and 4:
Qstack =
X




Ṅ j3 · h
j
3(Tin)




When operated in electrolysis mode (RSOC-EL), RSOC’s take an electrical input and
use it to drive a thermodynamically unfavorable reaction. As discussed in Chapter 2,
electrolysis can be thought of as the reverse operation of the electrochemical oxidation
that drives the fuel cell operation. RSOC have the ability to co-electrolyze H2O and
CO2 into H2 and CO [53], making them an attractive technology for syngas production
from non-fossil based feedstocks. Due to the fact that the catalytic processes used
63
for fuel production that are investigated in this thesis operating solely on a mixture
of H2 and CO2, co-electrolysis is not considered in this model. Thus when the cell
operates in electrolysis mode it only performs the electrochemical reduction of H2O,
and CO2 is added downstream during the catalytic fuel synthesis.
3.3.2.1 Electrochemical model
Because electrolysis is the reverse of fuel cell operation, the electrochemical model
established in section Section 3.3.1.1 can be directly applied for electrolysis operation.
Thus for a negative operating current density iop equations (3.1) and (2.2) can be
rewritten for electrolysis operation as:
UN,EL =  UN,FC (3.23)
Uop,FC =  Uop,FC (3.24)
3.3.2.2 Mass balance
Steam electrode balances Due to the fact that the splitting of H2O is the only
reaction considered when operating in electrolysis mode, the mass and energy balances
are greatly simplified4. Although electrolysis cells can be operated with pure H2O on
the fuel electrode side, some H2 is usually added to the inlet gas in order to avoid the
oxidation of the Ni/YSZ electrode [32], [31]. In order to provide the incoming steam
with some H2, a fraction of the gas exiting the cell (rEL) is recycled back and mixed
with the inlet steam before entering the cell. The value of rEL will have an impact on
the overall performance of the cell, as the addition of H2 will increase the cell voltage,
increasing the electrical load requirements. For the purpose of this model, the rEL
is fixed at a given value such that the H2O/H2 ratio at the inlet of the cell meets
4When considering co-electrolysis, because Ni is a good catalyst it is necessary to consider the
equilibrium compositions that arise from the reverse water–gas shift reaction when performing the
mass and energy balance. A procedure similar to the one described by[116] can be employed
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a pre–defined value. For an in–depth discussion of the impact of rEL on the overall
performance of the system see Chapter 4.





Because there is no need to perform equilibrium calculations, solving for the molar
flow rates and stream compositions is straightforward and does not require the use
of non–linear equation solvers. Using the control volume depicted in Fig. 3.4, and
re–defining the component molar fraction of stream 4 as yj4, all streams and compo-
nents can be written in terms of the molar flow rate of the feed (Ṅ1), the molar extent
of reaction of reaction R3.16 ⇠EL, the steam conversion ratio ( SC), and the recycle





(1  rEL) · ⇠EL
 SC






































































Once ⇠EL is known, for a given  SC equations (3.25) can be solved by substitution
and the mass balance for the control volume is completed.
Oxygen electrode balances When operating in electrolysis mode, the cell does
not require O2 as a reactant and therefore blowing air into the oxygen electrode is not
required. However, because the RSOC’s can be operated exothermically, endother-
mically, or under a thermoneutral profiles (depending on the operating point that
is chosen), flowing air through the oxygen electrode is often employed as a strategy
to maintain a constant average operating temperature Top when the cell is operating
exothermically. For this reason, the mass balance in the oxygen electrode when op-
erating exothermically is di↵erent than when the cell is operated endothermically or
at the thermoneutral point.
Endothermic & thermoneutral operation
As mentioned before, when the stack is operated at the thermoneutral point there
is no need for any heat management as all the heat that is generated by the stack
perfectly balanced by the heat consumed during the reaction. When operated in
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endothermic mode, the additional heat required to maintain a constant average cell
temperature is provided by an external electric heater. Thus, under these two cases
the flow of air at the inlet of the stack is not required and thus the mass balance on
the oxygen electrode is defined by the stoichiometric O2 generated during electrolysis:





Because there is no air flowing through the cell, y
N2
7 = 0 and y
O2
7 = 1, making the
molar composition of Ṅ7 pure O2.
Exothermic operation
In electrolysis mode, exothermic operation will occur in cases where the operating
current density is high enough such that the cell voltage is higher than the ther-
moneutral voltage Uop > Uth. In these cases, the cell generates extra heat during
its operation which must be removed in order to maintain the thermal stress under
control. As in fuel cell mode, in electrolysis mode the oxygen electrode channel can
be swept with air in order to maintain the temperature gradient of the cell within
the allowable  Tcell. The molar flow rate through the oxygen electrode (Ṅ6, Ṅ7) is






At the inlet of the cell Ṅ
O2




ṄAirsweep is found using equation (3.19) (for information on how to calculate Qstack see
Section 3.3.2.3). At the outlet of the cell, Ṅ
O2
7 is found using equation (3.28) and
ṄAirsweep is again computed using equation (3.19).
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3.3.2.3 Energy balance
Computing the energy balance of the stack control volume is straight forward once
all streams in the fuel electrode side have been calculated. The same process as the
one described in Section 3.3.1.3 is used where the heat produced or generated by the
stack is calculated by performing an energy balance around the junction of streams 3
and 4. Because the only reaction involved is the electrochemical reduction of steam,
(3.22) is re–written as:
Qstack =
X




Ṅ j3 · h
j
3(Tin)  Pop,EL   ⇠EL · Hrxn,H2ox (3.31)
Where  Hrxn,H2ox is the heat of reaction for the oxidation of H2 and Pop,EL is the
power required by the electrolysis stack which can be calculated using equation (3.2).
The way in which equation (3.31) is written suggests that when the cell is operated
exothermicallyQstack < 0, endothermically Qstack > 0 and in thermoneutral operation
Qstack = 0.
3.3.3 Degradation
The SOC’s degradation is a key parameter in the model, as it a↵ects the lifetime of
the system, as well as its operational output. Modeling degradation at the cell level
is extremely hard, thus in order to simplify the problem degradation at the RSOC
stack is modeled as an increase in area specific resistance (ASR). This increase will
have a negative impact on the operating voltage of the cell, lowering the voltage at
a given current in fuel cell operation, or increasing it in electrolysis mode as the cell
ages. This, in turn, will have an impact on the system’s output, heat to power ratio,
and therefore can have great impact on the system economics (see Section 5.3.5 for
economic impact of degradation). Because degradation is modeled as an increase in
ASR, the evolution of the stack’s ASR can easily be captured by the following general
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expression:
ASR(t) = ASR0f(t) (3.32)
where f(t) is a function that describes how the system degrades with time. For
example, if we assume the cell degrades linearly with time at a fixed rate, then
ASR(t) can be expressed as:
ASR(t) = ASR0 (1 + rt) (3.33)
where r is the rate at which the cell degrades. Thus, if the system degraded at a rate
of 1%/1000hrs, then if the system had an initial ASR of 0.5⌦cm2 and it operated for
2,000 hrs we would expect the system to have degraded 2% from its initial value, and
therefore it would have an ASR of 0.51⌦cm2.
This simple approach to degradation modeling allows for flexibility as the degrada-
tion function f(t) can follow any shape or form (e.g. linear, exponential, hyperbolic)
and can be extended to be a function not only of a particular point in time but of
the device’s history and/or particular operating point and mode.
3.4 Balance of Plant components
The balance of plant components for the end–to–end ROSC systems consists of all
the units required for heating, compressing, mixing, and reacting gases (outside of
the stack) as well as the equipment required for converting DC into AC power (or vice
versa). All components are modeled as 0-D black boxes using thermodynamic equa-
tions. Reactive processes (e.g. the methanation reactors) are assumed to operate at
equilibrium and conversions are calculated using Gibbs free minimization procedures.








Figure 3.5: Generic counterflow heat exchanger
3.4.1 Pre-heaters
For the purpose of this model, pre-heaters are assumed to be 0-D planar counterflow
heat exchangers (see Fig. 3.5). In order to avoid getting into the details of channel
geometry and fin e ciencies, the model assumes a constant heat transfer coe cient.
When running at constant (nominal) current density, the inlet and outlet tempera-
tures of the cold streams (Tc,in, Tc,out) and the inlet temperature of the hot stream
(Th,in) are known, as they are either specified a priori (e.g. operating temperature
of the cell) or are the calculated outputs of other processes within the system (e.g.
temperature after methanation). Under this conditions, the pre–heater module has
two main purposes: to compute the outlet temperature of the hot stream (Th,out); and
to calculate the size of heat exchanger required (if none is specified). The pre–heater
module calculates Th,out by performing a heat balance on the heat exchanger follow-
ing the method suggested by [50]. Using Fig. 3.5, the heat required to increase the
temperature of the cold stream to the outlet temperature is defined as:
Qreq = ṅc (hc,out   hc,in) (3.34)
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where ṅc is the molar flow rate of the cold stream, hc,out is the molar enthalpy of
the cold stream at the outlet temperature and hc,in is the molar enthalpy of the cold
stream at the inlet temperature. The exit temperature of the hot stream can then be
approximated using the following relationship:




where ṅh is the molar flow rate of the hot stream and Cp is the molar heat capacity
at the known Th,in.
3.4.1.1 Sizing pre–heaters
In order to size the pre–heaters, the Log Mean Temperature Di↵erence (LMTD)
method is employed [109]. The LMTD method provides a straightforward way for
relating the Qreq to the area of the heat exchanger AHeX :
AHeX =
Qreq
U · LMTD (3.36)
where U is the heat transfer coe cient, and LMTD is:
LMTD =






In all cases, the performance of the heat exchanger is defined by a constant U of 163
W/m2–K which is a good approximation for planar devices and low pressure gases
[3].
3.4.2 Electric heaters
Electric heaters are employed when operating in electrolysis mode as a way to pro-
vide heat to certain processes and/or units for which waste heat is not readily avail-
able and/or in cases where heat-integration is non-trivial. Because a detailed heat-
integration e↵ort is outside the scope of this model, electric heaters are used as a
71
simplification in order to satisfy energy balances and to approximate the cost and
magnitude of system parasitics. For example, electric heaters are employed as a way
to provide the necessary energy when the RSOC operates below Uth or to pre-heat
incoming CO2 to the methanator’s operating temperature. As such, electric heaters
take in an energy requirement and compute a resulting electric load after e ciency





For all cases, the e ciency of the electric heaters (⌘elec) is set to 0.95, consistent with
assumptions found in other studies [108],[103]. This e ciency is assumed to stay
constant when operating at part-load points.
3.4.3 Evaporator
As with other BoP components, the evaporator used in electrolysis mode is modeled
thermodynamically as a 0–D black box. The modeling is intended to capture the
energetic cost associated with steam formation. The evaporator module assumes
that water in the liquid phase is delivered at 100  C and saturated steam exits at
100  C. Thus, the energy required for steam formation is simply:
Qevap = ṅfeed Hevap (3.39)
where ṅfeed is the molar flow of the water in the feed and  Hevap is the latent heat of
vaporization of water. Because water evaporation is a energetically expensive process
( Hevap = 40.65 kJ mol
 1) heat integration is important in order to keep the system
e ciency within a reasonable range of operation. We assume that all waste heat
available from the methanator (Qmeth,a) and from the RSOC’s outlet O2 electrode
side (QO2,a) is used for the evaporation process. The available heat from stream i
(Qi,a) is simply calculated as the enthalpy change between the waste-heat’s initial
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temperature (To) and the temperature of evaporation
Qi,a = ṅi (ho   hf ) (3.40)
where ṅi is the molar flowrate of stream i and ho and hf are the stream’s specific
molar enthalpies at To and at the temperature of evaporation. In cases for which
the total available heat is not enough to meet the heating requirements, an electric





Lastly, it is assumed that part-load operation does not a↵ect the performance of the
evaporator.
3.4.4 Turbomachinery
3.4.4.1 Blowers and pumps
Blowers and pumps are used to move air or liquid water around the system. The main
purpose of modeling these ancillary units is to capture the parasitic losses that are
associated with their operation. In the case of air blowers, these become particularly
important when operating at high current densities (see Chapter 4 for a detailed
discussion). Detailed modeling of turbomachinery is a complex task that is well
beyond the scope of this thesis, thus for the purpose of this model the pumps and
blowers are modeled as constant isentropic e ciency processes. The work required





where V̇ is the volumetric flowrate of the air or liquid,  Pgas,sys is the required system
pressure rise, and ⌘s,blow is the isentropic e ciency. The required system pressure
rise can be calculated by summing the individual pressure drops across di↵erent
components of the system.
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3.4.4.2 Compressors
In both modes of operation, compression is modeled as isentropic processes with
constant e ciency. In fuel cell mode, a compressor is used to increase the pressure
of the feed gas so that it may overcome the pressure drops as it flows through the
system. In electrolysis mode, the fuel compressor is mainly used for compressing the
synthesized CH4 gas to the required temperature and pressure for injection into the
natural gas grid. The particular temperature and pressure at which natural gas must
be injected into the grid will vary for suppliers, markets and regions. According to
[14], the range of pressure and temperature characteristic for injection into a natural
gas grid is 0.1–25 MPa and -20–90  C. For the purpose of the modeling a pressure of
3 MPa and 50  C is used.
The compressor is modeled as a multi-stage compressor with inter-stage cooling,
a mechanical e ciency (⌘mech) of 0.80 , and an isentropic e ciency (⌘is) of 0.75. The















is the compression ration at each stage, R is the universal gas constant, To




) and M is the molecular weight. Assuming constant isentropic e ciency, the















When operating in fuel cell mode, a catalytic combustor is employed in order to
oxidize the exiting unreacted anode gases (after the anode recycle split). As a result
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of the combustion, the chemical energy in the unreacted H2 and CO is converted
into thermal energy and released into the bulk gas. Based on the work by Yu et.
al. [131], the catalytic combustor is modeled as a 0-D ceramic honeycomb monolith
with a Pt/Al2O3 washcoat. Yu et. al. [131] reports that at temperatures close
to 800  C, there is ⇠ 100% conversion of the unreacted anode gases. The study
also reports a maximum operating temperature of 850  C after which the catalyst
experiences activity loss and irreversible damage. For this reason, the combustor
module assumes that a Tcomb of 850  C is the upper limit for the temperature of the
flue gas exiting the combustor. The oxygen required for the combustion is provided
by mixing the outlet stream of the cathode gas which contains excess air that was
used for managing the thermal gradient within the cell. Furthermore it is assumed
that the monolith is perfectly insulated so the heat transfer between the monolith
and the outside environment is assumed to be zero.
Due to the fact that the solid oxide cell is operating very near the maximum Tcomb,
it is assumed that the catalytic combustor operates within a narrow temperature
range so that the gas exiting the monolith is never above Tcomb. In order to achieve
the isothermal operation, a stream of air at ambient temperature (that by-passes the
pre-heater upstream of the RSOC) is added to the combustor to absorb the thermal
energy that is released as a consequence of the catalytic conversion. The combustion
reactions are:









Assuming that the extent of reaction for all combustion processes is equal to one, the
heat released during the combustion Qcomb is:
Qcomb = ṅCH4,in Hrxn,m + ṅCO,in Hrxn,c + ṅH2,in Hrxn,h (3.45)
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where ṅCH4,in, ṅCO,in, ṅH2,in are the molar flow rates of CH4, CO and H2 into the com-
bustor and  Hrxn,{m,c,h} are the heats of reactions corresponding to reactions R3.17
to R3.19. The amount of cold by-passed air that will be required for isothermal





where hair,c and hair,o are the specific molar enthalpies of air at the combustor tem-
perature Tcomb and at ambient temperature To. Assuming an extent of reaction equal
to 1 for reactions R3.17 to R3.19, the outlet composition of the gas is computed using
the following relationships:
ṅCH4,out = 0 (3.47)
ṅH2,out = 0 (3.48)
ṅCO,out = 0 (3.49)
ṅCO2,out = ṅCO2,in + ṅCH4,in + ṅCO,in (3.50)
ṅH2O,out = ṅH2O,in + 2ṅCH4,in + ṅH2,in (3.51)
ṅO2,out = ṅO2,in + 0.21ṅby pass   2ṅCH4,in   0.5ṅCO,in   0.5ṅH2,in (3.52)
ṅN2,out = ṅN2,in + 0.79ṅby pass (3.53)
3.4.6 Reactors
As discussed in Section 2.3.2 the synthesis of CH4 via the selective hydrogenation of
CO2 is a well established technology that is routinely used in industry. Although it
is mostly used as a way to remove small traces of CO2 in processes that might be
sensitive to the presence of CO2 (such as in the catalytic synthesis of NH3), in recent
years the catalytic hydrogenation of CO2 has gained renewed interest as a path for
storing variable renewable energy in the form of synthetic natural gas (SNG) [25, 26,
38]. The hydrogenation of CO2 requires, at least, a 4:1 ratio of H/C and is a highly
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exothermic process:
CO2 + 4H2 CH4 + 2H2O  H =  164 kJ (R3.20)
Because CO2 hydrogenation is an highly exothermic reaction, it is favored at low
temperatures, however if these are too low kinetic rates are unfavorable. Thus, when
operating CO2 methanator reactors heat management is extremely important in order
to maintain the temperature of the reactor within acceptable ranges.
As previously discussed, methanation is usually carried out in catalytic fixed bed
reactors, however managing strongly exothermic reactions in these types of reactors is
a non-trivial task that usually requires operating many reactors in series with cooling
between them (see Section 2.3.2). One alternative to using fixed-bed reactors with
complex heat management systems is to deposit the hydrogenation catalyst on the
surface of a monolith, which has been successfully used for natural gas reforming [39].
This is a particularly attractive approach as it reduces the capital cost of the plant
by replacing fixed bed reactors with much cheaper monoliths and simplifies the heat
management operation. The use of monoliths as catalytic reactors is well-suited for
small-scale and distributed applications where BoP complexity must be reduced as
much as possible.
For the purpose of this model, we assume that methanation is carried out in a
monolith (see Fig. 3.6) using a highly active Ru/Al2O3 catalyst like the one reported
by Janke et al. [71]. Janke et al. report that for a mixture of 4:1 H2/CO2, a reactor
operating at 1 bar with 10% Ru catalyst has high selectivity towards methanation
and operates close to equilibrium at T ⇠ 280  C and low space velocities. For mod-
eling purposes, rather than defining a conversion of CO2 at a given temperature, it
is assumed that the reaction is in equilibrium and the resulting mole fractions are
calculated via a Gibbs minimization routine that is solved using SciPy’s SLSQP con-
strained optimization function. In order to assess the accuracy of this routine a 4:1











Tout,air=  Tout,air + 100 
Figure 3.6: Methanation on catalytic heat exchanger
and the results are compared against a Gibbs minimization reactor set up in ASPEN
Plus that use the Redlich-Kwong equations of state.
Fig. 3.7 shows the results of this comparison. As it can be seen, there is agreement
between the two models at the specified inlet conditions and temperature ranges.
This figure suggests that the major disagreement occurs at around 480  C, where the
largest absolute di↵erence is in the fraction of H2, a di↵erence that peaks at ⇠ 0.0027.
The small di↵erences between the two models suggest that the implemented Gibbs
minimization is very robust for modeling purposes and its results are valid over the
temperature ranges of interest. As plot(1) in Fig. 3.7 shows, the hydrogenation of
CO2 is very sensitive to increases in the operating temperature of the reaction due
to its highly exothermic nature. For this reason, it is very important to design the
monoliths such that the operating temperature stays within a narrow range. In order
to achieve this, the following assumptions are made:
• The methanation reactor is modeled as a number of monoliths coated with a
Ru catalyst arranged in series.
• The highly exothermic reaction is controlled by transferring the heat of reaction
to a stream of air.
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Figure 3.7: Comparison of Gibbs minimization routines. Plot(1): Solid lines - AS-
PEN; broken lines- python; Plot(2): Absolute di↵erence
• A temperature rise of 100  C is fixed between the inlet and the outlet of the
methanation streams.
• The inlet of the methanation stream is assumed to be at 250  C.
• The reaction (and equilibrium calculations) occurs at a temperature Top,meth
which is equal to the average of the inlet and outlet streams (⇠300  C)(see
Fig. 3.6).
The energy balance takes the following form:
Qmeth =
X
ṅi,outhi,out   ṅi,inhi,in + ⇠meth Hrxn,meth (3.54)
where ṅi,outandṅi,in are the molar flow of species i at the outlet and inlet of methana-
tion stream, hi,outandhi,in are their molar enthalpies at the outlet and inlet tempera-
tures, ⇠meth is the molar extent of reaction (which is simply ṅCH4,out   ṅCH4,in), and
 Hrxn,meth is the standard heat of reaction for the methanation reaction.
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where Cp,air Top is the molar heat capacity of air at the average temperature Top,meth
and  Tair = Tair,out   Tair,in.
3.4.6.1 Mass of the catalyst and required reactor volume
The amount of catalyst required will be dependent on the size of the system, the flow
rate of the gases going into the monolith, and the yield of the methanation reaction.
For the purpose of this model, the required amount of catalyst to be coated into the
monolith is calculated using a variation of the space velocities reported by Janke et.
al. [71]. Janke et. al report a very low GHSV of only 101 h 1 at a temperature
of 250  C, however higher space velocities can be assumed due to the fact that the
average operating temperature is higher than 250  C. Duyar et al. [28] report that
the activation energy of the methanation reaction with the 10% Ru/Al2O3 catalyst
is roughly 66 kJmol 1 and provide the following empirical rate equation:
RCH4,f = 35.5⇥ exp(
 66100
RT
)⇥ p0.88H2 ⇥ p
0.34
CO2




This rate equation suggests two important things: first, that the reaction is almost
first order with respect to H2; secondly for a 100
 C temperature rise, the reaction
rate increases by roughly 19x. Because the monoliths are operating on average at
300  C with a temperature change of 100  C between inlet and outlet gases, a GHSV
of 1000 h 1 is assumed.
With this in mind,for a known feed flow rate the volume of the monolith can be





Vfeed is the volumetric flowrate of the feed gases in L/hr. The ceramic monolith used
by Janke et al. is reported as having a catalyst loading of 2 g/in3, thus the required
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Vmono is the total volume of the monolith. As reported by Janke et. al., this particular
loading takes into account the fact that the thickness of the washcoat cannot exceed
200 µm.
Finally, the total number of monoliths required can easily be computed by dividing
the total volume of the monolith (Vmono) by the volume of each individual monolith.
Commercial monoliths are usually 150mm⇥ 150mm⇥ 300mm, thus for a 1m3 total
monolith volume, roughly 150 monoliths would be required. The particular length of
the monoliths, however, can be adjusted to fit a particular design.
3.4.7 Water separator
In electrolysis mode, before the natural gas is compressed for injection into the natural
gas grid, the un-electrolyzed steam and the water generated during the methanation
process needs to be separated. Water is separated from the stream by means of
condensation in a flash tank operating at atmospheric pressure. The stream that
enters the flash tank is mostly a mixture of H2O, CH4 and H2 and therefore modeling
the vapor-liquid equilibrium for this mixture is a non-trivial task. Fig. 3.8 show
the vapor-liquid equilibrium for a mixture of 0.686 H2O, 0.032 H2, 0.281 CH4 and
0.000679 CO, a typical composition exiting the methanator5, that was modeled in
the well-known chemical process simulation software ASPEN Plus. At temperatures
below 40  C, there is less than 5% H2O in the vapor phase. We therefore assume that
the flash is a constant temperature process operating at 35  C. Because the water
separator involves a phase-change, the energy balance is broken down into the energy
associated with cooling the mixture from the initial temperature (e.g. the exiting
5(see Chapter 4 for further discussions)
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Figure 3.8: Vapor-liquid equilibrium for 0.686 H2O, 0.032 H2, 0.281 CH4, 0.000679
CO mixture
temperature of the methanator) to the operating temperature of the flash (35  C),
and the energy released from the condensation of water.











where ṅi is the molar flow of species i into the flash, hi,T
flash
is the molar enthalpy
of species i at the operating temperature of the separator (35  C in our case), hi,T
o
is
the molar enthalpy of species i at the initial temperature, and  Hcond is the latent
heat of condensation of water.
3.4.8 Pressure drops
Calculating the exact pressure drops for system components requires detailed under-
standing of their particular design and complex modeling tools, which is outside the
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Table 3.2: System component pressure drops
scope of this work. For this reason, the values used in this model are taken from the
literature and listed in Table 3.2 below.
3.5 Part-load operation
One of the main objectives of this thesis is to quantify the value that RSOC systems
can have when its operating point is optimized as a function of fluctuating electricity
and fuel prices (see Chapter 5). As such, the RSOC will have to operate through
a wide range of possible operating points (e.g. current densities) so that its output
electricity or fuel is the optimum given particular market conditions at each hour of
the day. Doing this will require the system to be able to operate at “part-load.
The term “part-load operation” is used to describe the operation of the RSOC
system below its “rated” design, which corresponds to the operating point (e.g. cur-
rent density) used to size the major system components such as heat exchangers,
blowers, and the SOC stack. In order to meet the system requirements at the ex-
tremes, the rated design is taken to be the highest operating current (and thus gas
flow rates) at which the system is expected to operate. One of the main challenges
of operating at part-load is to make sure that the temperature requirements of the
gases going into the cell and into the catalytic reactor are met at all operating points.
Detailed modeling of part-load operation of complex systems can be a very di cult
task, as it requires in-depth knowledge of every component in the system. Rather
than trying to come up with detailed part-load modeling of every single component,
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we reduce the part-load modeling of the BoP components to the two main pieces that
have the greatest e↵ect on system e ciency and parasitics, namely pre-heaters and
gas blowers. Furthermore, in order to simplify the computational complexity of the
model, it is assumed that the rated e ciency of all components is kept constant at
part-load operation, and thus the impact of part-load operation on system parasitics
is quantified via the changes in temperatures of the gas streams after they go through
oversized pre-heaters and changes in system pressure drops (due to the lowering of
the flows) which a↵ect the work required by the turbo-machinery.
3.5.1 Pre-heaters
As previously described, when operating in part-load it is assumed that the system
components are designed for the highest possible flows and current densities. Given
that the areas of the pre-heaters are fixed for the highest possible flow rates, when
the system operates below the design point the gases e↵ectively spend more time
within the heat exchanger resulting in an increase of the total heat transfer. This,
in turn, poses problems for maintaining the inlet temperature of the gases into the
RSOC constant when operating below the rated point. In order to avoid this problem,
bypass valves that divert part of the gases entering the hot side of the pre-heaters are
added to the system design (see Fig. 3.9). The amount of by-passed gases at each heat
exchanger is calculated such that the pre-defined temperature requirements for gases
entering the stack (the outlet of the cold-stream) at both the air and fuel electrodes
are met.
Fig. 3.9 shows a schematic of an air or fuel pre-heater with a bypass valve. Typi-
cally, both inlet temperatures are known (Th,in, TC,in) and the exiting cold tempera-
ture (TC,out) is fixed at the stack’s inlet temperature requirements. Finally, the total
flowrate of the hot stream and cold streams (ṁh,1, ṁc,1) are also known. Thus, there
are three parameters that need to be solved for: the flowrate of the hot gas through
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the pre-heater (ṁh,2), the flowrate of the gas through the bypass (ṁh,3), and the
exiting temperature of the hot gas (Th,out). Thus three equations relating the area
of the pre-heater, the flowrate of the gases and their temperatures need to be solved
simultaneously. Recall from Section 3.4.1.1 that the area of the pre-heater is a func-
tion of the heat transfer requirement and the log-mean temperature di↵erence (3.36)
and (3.37). Because the area of the pre-heater is fixed at the design point, (3.36) can
be rearranged and together with (3.37) it can be used to solve for Th,out:
LMTD = AHeX ·Qreq · U
LMTD =















Figure 3.9: Pre-heater with bypass valve
(ṁh,2) can easily be calculated:
ṁh,2 =
Qreq off
Cp · (Tin   Tout)
(3.60)
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Lastly, a simple material balance around the bypass valve is used to calculate the
remaining streams:
ṁh,3 = ṁh,1   ṁh,2 (3.61)
Just as in the case of the equilibrium calculations presented in Section 3.3.1.2, SciPy’s
fsolve function is used to find the solution to the equation set described above.
3.5.2 Blowers
As described in previous sections, blowers represent a very important component of
the BoP and their parasitic load is modeled as a function of the total volume of gas
and the required pressure drop across the system. When operating during part-load
conditions, the total system component pressure drop will have to be recomputed and
will scale with the ratio of the volumetric flowrate (V̇ ) to the volumetric flowrate at








where  Pdesign is the system pressure drop at the reference design point. When op-
erating at lower volumes, one would expect the parasitic load to decrease as the total
system pressure drop will decrease in a non-linear fashion. Although counter intuitive
at first, as it suggest that oversizing the BoP could lead to higher system e ciencies,
it is important to keep in mind that the economic penalty for over designing the BoP
is significant and can make a system uneconomic (see Section 5.3.2.2 for a detailed
discussion about the economic impact of oversizing the BoP), thus even though there
might be some e ciency gains from decreases in system pressure drops, the impact
on overall system costs needs to be taken into account when evaluating the impact
of part-load operation.
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3.6 System cost model
The capital cost associated with novel energy technologies is a key driver for invest-
ment decisions and integration at a large scale. In this section we present the system
cost model that is employed in order to analyze the total plant cost (TPC) asso-
ciated with the RSOC system described in Section 3.2. Estimating the costs is a
complex task that varies with factors such as component size, design, purchase vol-
umes, contractor services, delays, etc. Thus, this type of analysis should be viewed
as an approximation to provide insight and to ascertain whether a particular design
or strategy is “feasible”. As a matter of fact, in its Power Plant Cost Estimation
Methodology NETL suggests that as a first approximation most techno-economic
studies have an error of  15 to   30% on the low side and 20 to 50% on the high
side[43].
Depending on the particular piece of equipment, the purchase cost will be a func-
tion of unit scale, design complexity and/or production volumes. For the purpose of
the cost model developed for this thesis, the component costs (Ci) for a particular
design size are calculated in one of two ways: by using an empirical correlation that
relates cost to some operating parameter ((3.63)) or through a power law that relates
scale and cost. The particular strategy employed for each component depends on the
availability of data in the peer-reviewed literature, including reference costs and sizes
and is discussed in Section 3.6.2. Because balance of plant components tend to be
more mature technologies than solid oxide cells, the discussion about costs is divided
in two sections: first a section discussing SOC stack cost projections and main cost
drivers; and then a section aon the BoP component costs.
3.6.1 SOC stack costs
The cost associated with the RSOC stacks is a key parameter and one of the most
di cult to assess, as the technology has not yet been commercialized and most exist-
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ing projections depend on a wide variety of assumptions about manufacturing costs
and production volumes. Because SOFC’s can be operated as electrolyzers [13, 62,
84, 93], using cost data for SOFC’s is a reasonable proxy for the stack costs associ-
ated with a RSOC system. The US Department of Energy through the Solid State
Energy Conversion Alliance (SECA) and FutureGen programs have supported the
development of SOFC’s and have set a cost target of $225 kWe (US$2011) for an n-th
of a kind system manufactured in high volumes [119]. With this in mind, there have
been several studies that attempt to estimate the manufacturing costs of producing
SOFC’s at di↵erent scales. The two most widely cited are the study by Thjissen [117]
and the one conducted by Weimar et. al the Pacific Northwest Laboratories in the
USA[124]. Thijssen finds that production volumes are the dominant factor that can
drive the cost of the stack down, and that actual cell and stack scale-up plays only
a marginal role in total cost reductions [117]. In this same study, Thjissen also sug-
gests that planar anode-supported SOFC’s (like the SOC used for the computational
model described in previous sections) have a cost advantage over tubular designs, as
the former have lower cell and stack packing costs.
Apart from these two studies, there are multiple techno-economic assessments
in the literature that use a wide range of assumptions about production volumes,
power densities, and overpotentials to come up with some cost estimate for the SOFC
stacks. Figure 3.10 depicts the cost of an SOFC used in di↵erent studies throughout
the literature in $/kW whereas Fig. 3.11 shows the same costs but as a function
of total cell active area ($/m2). In both cases, the data is presented as a function
of manufactured production volumes. All prices are normalized to $2009 USD and
when manufacturing volumes are not explicitly stated in the studies a value of 250
MW/yr is assumed, which corresponds to what the D.O.E considers high volume
production. As can be seen from Fig. 3.10 and Fig. 3.11 there is a dramatic drop
in the cost of the SOC stack as the yearly production volumes increase. These two
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Figure 3.10: stack cost in $2009 USD/kW. (+) denotes cases for which no production
data was available. Data from: [40, 44, 45, 56, 73, 96, 98, 117, 124]
plots also include various data points for each of the Thjissen and Weimar et. al.
studies. Figure 3.10 shows agreement between the price estimates of Thjissen and
Weimar et al. The clustering of many of the data points around the 250 MW/yr
mark suggest that many of the techno-economic studies tend to assume SOC costs
that correspond to high volume production scenarios. When looking at the SOC costs
per m2 of active area (Fig. 3.11) there is less agreement between the Thjissen and
Weimar curves which is due to the di↵erence in power densities in the two studies.
The cost of the SOC used in subsequent chapters will assume a high volume
market of 250 MW/yr, which corresponds to a cost of $1,000/m2. This prices include
installation costs and therefore can be directly used to calculate total plant costs
(TPC).
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Figure 3.11: stack cost in $2009 USD/m2. (+) denotes cases for which no production
data was available. Data from: [40, 44, 45, 56, 73, 96, 98, 117, 124]
3.6.2 BoP component costs
As mentioned before, purchase and installation costs for all BoP components will
scale according to some design variable (e.g. heat exchange area, volumetric flow
rate, total load, etc.) and will be calculated via an empirical relationship or a power
law that relates cost and capacity. For well established components such as heat
exchangers and pumps, the bare module cost Cp (e.g. cost of equipment not including
transportation and installation) are calculated using the following relationship:
log10 Cp = K1 +K2 log10(A) +K3 [log10 (A)]
2 (3.63)
where A is the capacity or size parameter of the equipment and K1, K2 & K3 are
constants that depend on each type of equipment. The values for these constants are
taken from Turton et. al [118]. Furthermore, these constants assume that the equip-
ment operates at atmospheric pressure and within a specific range of temperatures
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and sizes (A). The bare module costs can be corrected for higher pressure, temper-
atures, material needs, and the cost associated with transportation and installation.
Thus, the bare module cost Cp can be converted into bare erect costs (BEC) using
the relationship reported by [46]:
BEC = Cp · (B1 +B2 · FM · Fp) (3.64)
where B1 and B2 are constants unique to each component, FM is a constant used to
correct for di↵erent materials, and Fp is a value used for operating pressure deviations.
All values of B1, B2, FM and Fp are taken from [46]. For certain equipment types, a
“bare module” (FBM)factor is provided that bundles all values for B1, B2, FM and Fp
into a single factor which can be then be easily applied to calculate the BEC:
BEC = Cp · FBM (3.65)
For cases in which the empirical relationship defined in (3.63) does not apply, a
power law is used to compute the equipment cost. This power law relates the cost
of the equipment for a given size or capacity to a reference cost and size. Thus, the







where Ci is the equipment cost for a given size Snew, Cref is the reference cost at
capacity Sref , and ↵ is the scaling exponent which traditionally is < 1. As a rule
of thumb, costs tend to scale with an ↵ ⇠ 23 , which implies that the cost per unit
of output/capacity is halved when the size is increased by a factor 4. Thus, equip-
ment costs can be quite sensitive to the value of ↵. Although equation (3.66) has
traditionally been used to describe the economies of unit scale, the experience of
mass-manufacturing suggests that these reductions are also seen when production is
scaled in numbers rather than in unit size. As the work of Dahlgren suggests [20, 21],
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there is reason to believe that larger cost reductions can be attained via the mass-
manufacturing of small-scale components than through traditional economies of unit
scale. Although this was traditionally accepted for consumer goods and electronics,
the dramatic cost reductions seen recently in the photovoltaic and battery industries
suggest that it also applies to the energy sector. This observation, as a matter of
fact, is at the heart of the potential cost reductions of SOC’s that were discussed in
Section 3.6.1.
Table 3.3 lists the empirical constants, reference costs, reference capacities, and
scaling exponent for all major components of the base-case RSOC system described
in Section 3.2. Table 3.4 lists the values of B1andB2 as well as the material factors for
the di↵erent types of equipment components. Table 3.3 and Table 3.4, in conjunction
with equations (3.64) and (3.66) can be used to compute the cost of all major compo-
nents of the RSOC system at di↵erent scales and operating points. Unless otherwise
stated, these costs should be taken as installed costs.
RSOC
As discussed in the previous section, the cost of the the RSOC stack depends on a
critical assumption that relates the cost of the stack to the size of the market (e.g.
total production volume). As a base case, we assume that the RSOC costs $1,000/m2
which corresponds to a high production scenario. As discussed in Section 3.6.1, it
is expected for RSOC costs to scale linearly with the active area or with the peak
power, thus we assume a scaling exponent of 1. This cost includes transportation
and installation, thus it is considered to be a TPC value. Refer to Section 3.6.1 for
an in-depth discussion about the costs of RSOC stacks.
Balance of stack & stack assembly
The balance of stack and stack assembly costs are based on the work by Jensen et.
al. [73], and the peak power in electrolysis mode is used as the scaling unit. It is




For heaters with area >10m2, the pre-heaters are modeled as fixed tube heat ex-
changers. For equipment with area < 2m2, the pre-heaters are assumed to be double
pipe heat exchanger. The total heat exchange area, calculated using the method de-
scribed in Section 3.4.1, is used to scale up the equipment. Due to the high operating
temperatures associated with the gases coming in/out of the SOC, the pre-heaters
are assumed to be made of a Ni-alloy [46]. The material factor (FM) for these alloys
is high, thus the bare erect costs (BEC) associated with the pre-heaters are higher
than for low temperature heat exchange operations.
Electric heaters
The cost for the electric heaters that are employed throughout the system are based
on the numbers reported by [27]. The heater electric load at the design point is as-
sumed to be the scaling factor and an installation factor of 2.47 is assumed in order
to compute the final installed cost.
Compressors
To cost the methane compressor, we assume that the equipment is a rotary compres-
sor and that the scaling parameter is the power consumption of the device at the
design point. The power is calculated using the method described in Section 3.4.4.1.
The BEC is calculated using a bare module factor of 2.4 [46].
Water pump
A water pump is used upstream of the steam generation to compensate for any pres-
sure drops in the system and to move the water into the steam generating unit. The
equipment is assumed to be a centrifugal pump and the shaft power (kW) is used as
the scaling attribute. The pump’s power consumption is calculated according to the
method described in Section 3.4.4.1. A material factor of 1 is assumed [46] and given
that the system operates at atmospheric pressure, a pressure factor of 1 is assumed.
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The BEC cost for the pump is calculated using the values in listed in Table 3.3.
Air blowers
The BEC for the air blowers is based on the work by Zhang et. al. [133]. A volumet-
ric flow rate is used as the scaling variable and a scaling factor of 0.6 is employed.
The values reported by Zhang et. al. are assumed to be TPC values.
Combustor
The catalytic combustor’s cost is based on the techno-economic assessment by Zhang
et. al [133]. It is computed using a mass flow rate as the scaling parameter and a
scaling factor of 0.66. The reported values by Zhang are assumed to be TPC values.
Methanation monoliths
As described in previous sections, for the purposes of this thesis the methanation
reaction is assumed to occur at low temperatures and atmospheric pressures on the
surface of a Ru coated monolith, rather than a traditional packed-bed reactor. Sec-
tion 3.4.6.1 describes how to calculate the total volume of monolith required for a
given feed flow rate. Because this is a novel concept, the cost of the monoliths is hard
to estimate and should be treated as such. For the purpose of costing the monoliths,
o↵-the-shelf ceramic monoliths with dimensions 150 x 150 x 300 mm were quoted
on the Alibaba website [104] at $592/m3. A bare module factor of 2.5 was assumed
and the price scales linearly with the volume (e.g. no reduction associated with unit
scale). The catalyst that is coated onto the monoliths is considered as a di↵erent cost
element (see below).
Catalyst
In Section 3.4.6 the use of a highly active 10% Ru/Al2O3 catalyst was proposed as
the catalyst for the methanation reaction. The price of this type of catalyst is not
readily available, as all the existing prices are for small lab-scale experiments. In
order to estimate the cost of the catalyst, a factor of 3 was assumed for the price of
pure Ru. Currently, Ru sells for about $42/troy oz [66] which corresponds to roughly
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$1.35/gram. Thus, if we assume that the price of the catalyst will be 3 times the price
of pure metal, the price of Ru catalyst is estimated at $4.06/gram. It is important
to highlight that only 10% Ru is required, therefore the final cost of the catalyst will
be the adjusted price of Ru times 10% of the total catalyst mass calculated. Further-
more, it is assumed that the price of catalyst scales linearly with the mass and does
not exhibit any cost reductions via unit scale.
Inverter
The RSOC generates DC in fuel cell mode and consumes DC in electrolysis mode.
Because the system is interacting with an outside grid (buying power when operated
as an electrolyzer and delivering electricity in fuel cell mode), the power generated
or consumed must be rectified. The AC/DC inverter is rated at the peak power in
electrolysis mode, as this is larger than the highest power output of the fuel cell, and
its cost is based on a NIST SiC inverter technology reported by Newby et. al [96].
The cost is assumed to be linear with the power output and it is reported as a TPC
value.
Evaporator
The cost of the evaporator is based on a large-scale (250 MW) RSOC system devel-
oped by Jensen et. al. [73]. Scaling down the evaporator is done using the mass
flow rate of the steam generator at the design point in electrolysis mode. A scaling
exponent of 0.7 is assumed. The cost reported by Jensen et. al. is assumed to be a
TPC.
Water condenser
The water condenser/separator is used to knock out the water after the methane
synthesis in order for the gas to be compressed and injected into the NG system. The
condenser is based on the values reported by Jensen et. al. [73] and is scaled using
the mass flow rate at the design point. A scaling exponent of 0.66 is employed and
the value is assumed to be a TPC.
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Instrumentation & controls
The instrumentation and controls for the RSOC system is calculated based on the
values provided by Thjissen [117]. These are scaled using the peak load of the plant
in electrolysis mode as the scaling unit and a factor of 0.66 is employed.
Piping & valves
The cost for the pipes and valves in the system is computed based on the data
provided by Jensen et. al. [73]. The peak load in electrolysis mode is used as the






















































































































































































































































































































































































































































































































































































































































Component FM FBM B1 B2
Pre-heater (double pipe HeX) 2.68 (Ni-SS) - 1.74 1.55
Fuel pump 1 - 1.89 1.35
Pre-heater (fixed tube HeX) 2.68 (Ni-SS) - 1.63 1.65
Methane compressor - 2.4 - -
Monoliths - 2.4 - -
Table 3.4: Cost factors for BoP equipment
Finally, all costs should be escalated to a chosen base year in order for the correct
TPC to be assessed. Normalizing costs to a base year can be easily be done by







where C1 and C2 represent the cost of equipment for the known and calculated base
year, and CI1 and CI2 are the cost indexes at the known and calculated years, re-
spectively. For the purpose of this thesis, the chemical engineering plant cost index
(CEPCI) is used as the index for normalizing costs.
3.6.3 Annualized costs
As discussed in the previous sections, the cost of each component within the RSOC
system will scale according to some design variable (e.g. heat exchange area, volu-
metric flow rate, etc.) and therefore every system design and operating strategy will
result in a di↵erent total investment cost. Because system components have di↵erent
lifetimes (e.g. stacks tend to have lifetimes of ⇠ 5 yrs while most of the BoP com-
ponents have lifetimes of ⇠ 20 yrs), it is important to normalize all component costs
so that a total plant cost can correctly be assessed. In order to do this, all costs are








where Ci is the component cost, i is the discount rate and n is the lifetime of the
component. Thus, the total plant cost on an annualized basis is obtained by summing





Thus, in order for the operation of the RSOC to break-even, a yearly profit that
is equal to TPCyr is required. The impact that di↵erent assumptions, operating
strategies, and market prices have on the total profitability of the system is explored
at length in chapter Chapter 5.
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Chapter 4
System Sensitivity to operating variables
Before embarking on any system level analysis, it is important to understand how
system parameters and operating variables a↵ect the performance, both at the stack
and system level, of the RSOC system discussed in Section 3.2. To do this, steady-
state parametric analysis is presented throughout this chapter. This type of analysis
is very useful for understanding the underlying dynamics of the system, and to have
a better feel for the sensitivity that the system has to variations in both design
parameters and operating variables. In the first section of the chapter, a discussion
of the di↵erent parameters and operating variables that the RSOC model takes (such
as T , ASR, STCR ratio, etc.) as well as the outputs computed (e.g. Power, ⌘sys, etc.)
is presented. After this, a detailed discussion on the impact that design parameters
and operating variables have on the solid oxide stack’s performance, in both fuel
cell and electrolysis modes, is presented. Lastly, the chapter will finish by o↵ering a
discussion on the impact that the previously discussed parameters have on the overall
RSOC system.
4.1 Process variables
The system models described in Section 3.2 require the input of a series of parame-
ters and operating variables that will be critical for calculating the behavior of the
system. The user-defined inputs can be broken down into two categories: stack-level
parameters and operating variables. In this work we define a “stack-level parameter”
as an input that remains constant over a range of operating points, and cannot be
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Parameter Type of Variable Description
Top Stack parameter
Nominal Operating
temperature of stack (K)
 Tcell Stack parameter Temperature increase across stack.
ASR Stack parameter Area Specific Resistance ⌦cm2
Area Stack parameter Active area of RSOC stack (m2)
rdeg Stack parameter Degradation rate %ASR/1000 hrs
xifeed Operating variable Molar composition feed gas
STCR Operating variable Steam-to-carbon ration (FC only)
Uf Operating variable Fuel utilization (FC only)
 SC Operating variable Steam utilization (EL only)
iop Operating variable Operating current density (A/cm2)
Tfeed Operating variable Temperature of feed
Table 4.1: Model parameters and operating variables
directly controlled or modified by an operator. These parameters can be thought of
as a set of values that are linked to the physical characteristics and design of the solid
oxide cell, such as the ASR, the degradation of the cell and the tolerable temperature
increase across the cell ( Tcell).
On the other hand, “operating variables” are variables that can be adjusted and
controlled in order to satisfy a particular operating strategy. These operating vari-
ables are the “dials” that will be available to our optimization routines when trying to
maximize the system’s economic value as a function of varying exogenous variables.
Examples of these variables are operating current density (iop), steam-to-carbon ra-
tio (STCR), fuel and steam utilization (Uf , SC), etc. Table 4.1 below describe the
model’s parameters and operating variables.
4.1.1 Fuel Utilization
Fuel utilization is a critical variable in SOC modeling. As previously discussed, the
use of anode gas recycling (AGR) in fuel cell mode is employed in order to provide
the necessary steam for the internal reforming to take place as well as for maintaining
a desired steam-to-carbon ration in order to avoid coking at the electrode surface.
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Conversely, in electrolysis mode AGR is employed in order to provide a small amount
of H2 at the inlet of the cell to avoid oxidation of the Ni electrode. RSOC’s that
operate with anode gas recycling loops, the in-cell fuel utilization (Uf,cell) will di↵er
from the overall system fuel utilization (Uf,sys), as the gas entering the cell will be
a mixture of the fuel fed to the system (pure CH4 in fuel cell mode and H2O in
electrolysis mode) and mixture of recycled unreacted H2, CO and H2O. Thus, the
total volume and energy content of the stream entering the cell will be higher than
that of the stream at the inlet of the system, lowering the Uf,cell relative to the overall
Uf,sys. When operating in fuel cell mode the in-cell fuel utilization can be defined in
terms of the stack’s total current and the extent of reaction for the steam reforming
and water-gas shift reactions by manipulating equation (3.13). We use the definition
provided by [102] to define Uf,sys:
Uf,sys =
Uf,cell
1  r (1  Uf,cell)
(4.1)
It can easily be seen that for cases in which the recycle rate is equal to zero, Uf,sys
and Uf,stack are equal to each other.
4.1.2 Control strategies
There are several ways in which the operator of a RSOC system can control the power
generated or fuel produced. Traditionally, the maximization of cell e ciency for a
given power or fuel production rate has dictated the overall operating strategy of the
system. However, as is discussed in detail in Chapter 5, in environments where prices
of electricity and fuel are constantly varying, rather than operating at a predetermined
point, one could employ a strategy where the operating point is varied in order to
maximize the system’s profits for a given set of exogenous variables (e.g. fuel and
electricity prices). For this reason, it is important to identify the di↵erent ways in
which the system can be controlled in order to achieve the “optimum” operating
point. For a stack operating at fixed inlet and nominal temperatures, the regulation
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of power or fuel produced can be achieved by varying the flows of inlet fuel/steam and
air. The particular flows required will depend on the type of cell operating strategy
that is desired. Two strategies are available:
(1) A constant voltage strategy
(2) A constant fuel utilization Uf strategy
Under a constant voltage operation, the fuel and air flows are manipulated such
that the cell operates at the average operating temperature (Top), within the allowed
temperature increase for both anode and cathode gases, and at a constant voltage
across all possible points. On the other hand, the constant fuel utilization strategy
does not require operation at a specific voltage but rather implies a flow of fuel and air
such that the temperature constraints are met and that fuel utilization is always the
same independent of the particular voltage and current. In this work, we will always
assume a constant fuel utilization strategy. Of course, this is a deliberate assumption
and it should not be taken as a guarantee that it leads to best possible outcome. More
than anything, it is a way to simplify the computational models and to set a baseline
for the analysis presented in Chapter 5. Because SOC are electrochemical systems,
in order to make interpretation of the results and behavior of the stack easier, the
operating current density (iop) is used as the control variable of the system, which is
related to the gas flows by Faraday’s Law.
4.2 Fuel Cell mode sensitivities
In order to better understand the sensitivities that the system has to di↵erent stack-
parameters and operating variables, a parametric study is performed. This study
is based on the CH4 “energy hub” that was presented in Section 3.2. As such, all
assumptions laid out in this previous section apply unless noted otherwise. In order
to construct the di↵erent parametric studies, a set of “base-case” assumptions for
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Model Inputs Value
Total Active Area 1m2




Operating P 1 bar
Recycle rate 0.668
System fuel utilization (Uf,sys) 0.85
Inlet fuel composition 100 CH4
Inlet air comp 0.21 O2, 0.79 N2
Fuel inlet temp 298 K
Nominal cell operating temperature Top 1023 K
 Tcell anode channel 100 K




Inlet fuel T 973
Inlet Air T 973
Output anode T 1073
Output cathode T 1073
Anode outlet composition
CO: 0.035, CO2: 0.298
H2: 0.0896,H2O: 0.577,
CH4: 0
Table 4.2: FC mode base-case assumptions and results
stack parameters and operating variables is constructed and presented in Table 4.2.
This table presents all input parameters required for studying cell behavior and also
reports the expected outputs. Unless specified otherwise, the values presented in
Table 4.2 are held constant for each sensitivity analysis.
4.2.1 Base-case profile
The operating current density (iop) of the stack is an important operating variable
that is used throughout this work to control the power generated by the cell. Due
to the fact that the stack is operating at fixed system fuel utilization, iop can be
controlled by adjusting the flow rate of the feed into the system. Fig. 4.1 shows the
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power and operating voltage as a function of current density, and the stack’s electrical
e ciency as a function of current density. As Fig. 4.1 suggests, the power density has
a parabolic shape with respect to the current and under the base-case assumptions
it peaks at a power density of 0.48W/cm2 at a current density of 1A/cm2. As
expected, there is an inverse relationship between current density and the stack’s
e ciency, such that the greatest e ciencies are attained at low currents. Due to this
inverse relationship, the operating currents of the RSOC will always be to the left of
the peak power density, as nothing is gained from operating at higher currents and
an e ciency penalty is incurred. The stack’s e ciency is defined as the gross DC
power generated by the stack (neglecting BoP energy requirements) divided by the





Under the assumptions laid out in Table 4.2, the stack’s e ciency ranges from 12-48%,
with a value of 25% at peak power. It is important to mention that low e ciencies
at the cell level reflect two design choices: a fixed fuel utilization and relatively high
anode gas recycle rates. As the volume of gas recycled into the cell increases, the
energy content of the stream entering the cell goes up but the in-cell fuel utilization
is kept constant, thus it lowers the per-pass conversion. At the system level, however,
the use of an AGR stream increases the overall gross system e ciency as each H2
molecule has more than one opportunity to be converted into electricity. The gross





where Pgross is the gross power generated by the stack and ṄCH4in is the total molar
flow of fuel into the system. Fig. 4.2 depicts the gross system’s e ciency at di↵erent
operating points. Increasing the current of the system implies an increase in heat
generation inside the cell. Due to the fact that it is desired to operate at a constant
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Figure 4.1: Fuel cell mode RSOC with internal CH4 reforming. Figure (a): Power
and voltage vs. current density; (b): stack e ciency
Figure 4.2: FC mode base-case scenario: Gross system e ciency.
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average cell temperature and within the allowable thermal gradient across the gas
channels (defined as  Tcell), the increase in heat generation is managed by increasing
the amount of air flowing through the cathode such that the above constraints are met.
Fig. 4.3 depicts the increase in heat generated by the stack as the current is increased,
Figure 4.3: FC mode base-case scenario: (a): Heat generation; (b): Air ratios required
as well as the number of air ratios required ( air), which is the ratio of the total air




Fig. 4.3(a) heat generation by the stack increases non-linearly with the current, with
a range of roughly 0.01 kW to 9.8 kW. Similarly, the air ratios required (Fig. 4.3(b))
increase from ⇠ 1 air at 0.1A/cm2 to roughly 16.2  air at 1.5A/cm2. It is worth
noting that at very low current densities, not enough heat is generated by the stack
to maintain the highly endothermic steam reforming reactions while meeting the 100
degree temperature increase, thus there is no need for extra air to cool the stack.
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The non-linear increase in heat production will have an important impact on the
overall system e ciency, as the work required to move increasingly larger volumes of
air through the cathode channel will result in an increase in parasitic loads. Although
the oxidation potential of Ni usually limits the operating voltage of the fuel cell, the
parasitic loads associated with the air blowers will put an upper limit to the current
at which the cell can operate which will be somewhat lower than the theoretical Ni
oxidation potential.
System impacts At the system level, the RSOC in fuel cell mode will be greatly
a↵ected by the parasitic power consumption of the BoP and all ancillary equipment
associated with the conversion of DC into AC. These parasitics will lower the net
power produced by the stack and will have a negative impact on the overall system’s






Where the net power Pnet is the power after all system parasitics have been taken
into account:





Pparasitics is the sum of all individual parasitic power consumption associated
with the operation of the system (air blowers, fuel compressor, heaters and ancillary
electrical equipment).
The main parasitics associated with the RSOC in fuel cell mode are the air blowers
that are used to sweep extra air through the cathode channel in order to cool the
cell. As shown in Fig. 4.3, the heat produced by the cell increases non-linearly
with the current, causing the power consumption of the air blowers to increase non-
linearly as the current is increased. This e↵ect can be seen in Fig. 4.4, where we
see that the power required by the blowers increases non-linearly with increasing
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current. The sensitivity of the system to air blower power production can be seen
in this figure. At high currents, the parasitics represent the majority of the power
generated by the stack and operating at currents greater than 1.5A/cm2 becomes
impractical as the blowers consume more power than the one generated by the stack.
Therefore, the net power produced by the system is, to a large extent, limited by
the air that is used to maintain the stack’s temperature increase within the allowed
 T . After the air blowers, the inverter losses represent the second largest parasitic
Figure 4.4: FC mode base-case scenario: Top: Power consumed by air blowers;
Bottom: percentage of total stack power used by air blowers.
losses in the system as depicted in Fig. 4.5. In this figure we can see that the work
associated with the fuel compressor is marginal, and that the air blower and inverter
losses account for most of the system parasitics. It is also worth noting that at low
current densities, the fraction of losses associated with the inverter is large relative
to the air blower. This is mainly due to the fact that the inverter assumes fixed
conversion losses of 8% while the air required for cooling at low currents is small. As
the current is increased, the electricity required to operate the air blowers becomes
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more substantial and dominates the system parasitic losses. As seen in Fig. 4.6, the
Figure 4.5: FC mode base-case scenario: parasitics power consumption.
Figure 4.6: FC mode base case-scenario: Stack gross power (top); System Net Power
(bottom)
110
net power produced by the system is substantially lowered once all the parasitics have
been taken into account. The reduction in power is seen across all current densities
and it becomes more pronounced at high operating currents. It is also worth noting
that not only is the net peak power drastically reduced, but it is also shifted to lower
operating currents. For example, the gross peak power occurs at a current of roughly
0.98A/cm2, whereas it occurs at about 0.72A/cm2 for the net system case. Although
the total peak power is drastically reduced, the shifting to lower currents implies that
at the system level peak power will occur at higher e ciencies. Fig. 4.7 depicts the
net system e ciency vs. the stack e ciency across all operating currents. There are
two things worth noting about this figure. The first is that there is a region of lower
e ciency at very low current densities, which is the opposite of what is seen at the
stack level where e ciency always decreases with increasing current. This is due to
the fact that at very low currents, there is not enough heat produced by the stack to
supply the highly endothermic steam reforming reaction while maintaining the pre-
defined 100  C temperature rise across the anode and cathode channels. Therefore,
when the current is very low heat has to be supplied to the stack in order to meet the
temperature rise constraint while satisfying the stack’s energy balance (see equation
(3.22)). The other thing worth noting is that although the net system e ciency
is higher for lower currents, its slope is more pronounced when compared to the
stack, which implies that the e ciency drops rapidly as the current is increased. As
suggested by Fig. 4.4, the system’s net e ciency approaches zero at around 1.4A/cm2.
4.2.1.1 Sensitivity to STCR
When operated in fuel cell mode, steam-to-carbon ratio (STCR) plays a key role
in determining the power density of the cell, as well as the e ciency with which it
operates. As discussed earlier, a STCR ratio of at least 2 is required in order to avoid
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Figure 4.7: FC mode base- case scenario: Stack and Net System E ciency.
carbon deposition on the surface of the electrodes. To illustrate the impact that
STCR ratio has on the cell’s behavior, we take the assumptions laid out in Table 4.2
and fix the operating current at 0.5A/cm2 while varying the recycle rate such that
the STCR ratio goes from 1 to 7. Fig. 4.8 and Fig. 4.9 show the impact that this
has on OCV, power generation and stack e ciency. As the STCR ratio is increased,
the cell’s OCV drops due to the fact that steam dilutes the fuel at the entrance of
the cell, leading to a decrease in partial pressures. As a consequence, the gross power
generated by the stack at the chosen operating point decreases non-linearly with an
increase in STCR ratio. The decrease in gross power as STCR is increased is seen
across all operating points, which means that the higher the STCR ratio the lower
the peak power that the stack will be able to achieve (see Fig. 4.10). The gross
e ciency of the cell is also a↵ected by an increase in STCR ratio. As can be seen
from equation (4.2), the decrease in gross power production as well as the increase
of available fuel at the stack’s entrance will inevitably lower the cell e ciency, as
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Figure 4.8: FC mode base-case scenario: OCV (left) and stack gross power (right) as
a function of STCR.
Figure 4.9: FC mode base-case scenario: Stack e ciency as a function of STCR.
the in-cell fuel utilization is kept constant as the STCR ratio is increased. It is
important to mention, however, that when viewed from a system’s perspective the
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Figure 4.10: FC mode base-case scenario: Power at di↵erent operating points for
di↵erent STCR ratios
Figure 4.11: FC mode base-case scenario: Gross and Net System Power output at
di↵erent operating points for di↵erent STCR ratios
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increase in STCR ratio at fixed in-cell fuel utilizations (Uf,cell) leads to higher system
fuel utilizations (Uf,sys), as more unreacted species are recycled back into the inlet
of the cell. This, in turn, has a positive impact on the system e ciency, as the less
input fuel is required to produce the same power. When analyzed from a net power
perspective, however, Fig. 4.11 shows how increasing the STCR leads to lower powers
for each operating point. This trend is accentuated at higher currents, where parasitic
power consumptions plays a bigger role as explained in previous section.
4.2.1.2 Sensitivity to Fuel Utilization
As discussed in Section 4.1.2, fuel utilization is a critical parameter of the RSOC
system and thus it is important to investigate how it impacts that stack and system
performance. To do this, we use the assumptions for the base-case laid-out in Ta-
ble 4.2 and vary the in-cell fuel utilization to values that are above and below the
base-case assumption. Fig. 4.12 depicts the impact of fuel utilization on the stack’s
operating voltage and power generation. As seen in Fig. 4.12, operating the SOC
Figure 4.12: FC mode base-case scenario: Cell voltage and power for di↵erent in-cell
fuel utilizations
with higher in-cell fuel utilization leads to lower operating voltages. As the Uf,in cell
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increases, more of the H2 produced during the internal reforming is consumed by
the SOC which in turn leads to a drop in EMF. Lower voltages, in turn, result in
lower gross power densities for all currents. For the cases highlighted in Fig. 4.12,
the di↵erence in peak power arising from a decrease in Uf from 0.85 to 0.5 is roughly
about 0.5 kW. Although these results would suggest that running at lower fuel uti-
lizations is a better strategy, this results in low stack and system e ciencies, as less
of the available fuel is converted into electricity (see Fig. 4.9). Put another way, if
the system is operated with low Uf,in cell, more methane is required to deliver a given
amount of power, which negatively a↵ects the economics of the system. Increasing the
fuel utilization causes an increase in the heat generation of the stack, which requires
additional air to flow through the cathode channel. As a consequence, the air blower
parasitics increase, having an important impact on the overall system e ciency.
Figure 4.13: FC mode base-case scenario: stack e ciency for di↵erent in-cell fuel
utilization rates.
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4.2.2 Sensitivity to ASR
Lastly, the sensitivity of the stack’s e ciency and power output to changes in Area
Specific Resistance (ASR) is studied. As seen in equation (3.1), increases in ASR
negatively a↵ect the RSOC by lowering the voltage in FC mode (increasing it in EL
mode) and thus converting more of fuel or electricity into resistive heating. For the
purpose of the modeling presented in this thesis, the current-voltage relationship is
assumed to be linear, and thus the ASR can be thought of as the slope in the i-V
curve. Using the assumptions laid out Table 4.2, the stack’s ASR was varied from
0.2-0.4 ⌦ · cm2 and the stack’s e ciency and gross power was evaluated across all
currents. Fig. 4.14 shows the changes in the stack’s gross power production as for the
di↵erent ASR’s. As expected, as the stack’s ASR increases the gross power delivered
by the stack decreases, with the trend becoming more pronounced at higher currents.
This trend can be quite dramatic at high operating currents. For example,a change
from 0.2⌦cm2 to 0.4⌦cm2 lowers the power produced by the stack at 1.0A/cm2 from
7.8 kW to 5.8 kW. This di↵erence in gross power production is not only manifested
in absolute terms, but also with respect to the current at which peak power occurs
for each case. Fig. 4.14 clearly shows this trend, where the peak power shifts to lower
currents as the ASR is increased. The increase in ASR will have an impact on the
stack’s e ciency as well as on the overall system e ciency. As seen in Fig. 4.15, as
ASR is increased two important things happen: first, e ciency is lowered across all
operating currents; and second the rate at which e ciency drops (e.g. the slope of the
e ciency curve as a function of current density) is more pronounced for higher values
of ASR. It is easy to see why it is desired to have RSOC with low resistances, as this
can have an important impact on the system’s overall profitability by increasing the
amount of fuel/power generated per area of cell across all operating points. Due to the
fact that the system modeled in this work relies on internal reforming to produce H2
in fuel cell mode, some of the resistive heating that is generated by the stack is used
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Figure 4.14: FC mode base-case scenario: gross power for di↵erent ASR values.
Figure 4.15: FC mode base-case scenario: stack e ciency for di↵erent ASR values.
to provide the necessary energy for the highly endothermic steam reforming reaction.
This is an important element to consider, as it might mean that when operated at
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very low currents, the stack might not be able to produce enough heat for the internal
reforming reaction while maintaining the pre-defined temperature increase ( Tcell)
across the cathode and anode channels. As a consequence, the system would require
external heating for these cases which would lower the net system e ciency (which
include parasitics) at low operating currents, which is the opposite behavior that
occurs at the stack level, where e ciency always increases with decreasing current.
4.3 Electrolysis mode sensitivities
When operated in electrolysis mode, the system presented in Section 3.2 takes an
electrical input and converts chemicals (CO2 and H2O) into CH4. As in the case of
fuel cell mode, it is important to understand the sensitivities that the system has
to di↵erent stack-parameters and operating variables. To do this, a set of “base-
case” assumptions for the parameters and operating variables in electrolysis mode is
presented below. Unless otherwise stated, the sensitivity analysis is based on these
values.
4.3.1 Base-case profile
As in the case of fuel cell mode, the operating current density is used as the main
dial to control the output of the system. The main purpose of the electrolysis mode
is to generate methane by reacting H2 and CO2. Although solid oxide cells are
perfectly capable of doing co-electrolysis of H2O and CO2 to form H2 and CO [31,
53, 59],in the base-case design defined in Section 3.2 the RSOC is only fed steam
which is separated into H2 and O2. In that regard, the modeling of the stack is
much simpler in electrolysis mode as there are no equilibrium reactions and the only
conversion occurring is the electrochemical reduction of H2O. Because the main
goal of the electrolysis mode is to produce CH4, it is useful to think of process as
having to main elements: the electrochemical reduction of H2O in the SOC, and the
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Model Inputs Value
Total Active Area 1m2
ASR 0.5 ⌦cm2
current density 0.1 to 1.5 A/cm2
Operating Pressure 1 bar
Anode Gas Recycle rate 0.10
System Steam Conversion 0.90
Inlet Fuel (steam) Composition 100% H2O
Inlet Air Composition 79%N2, 21%O2
Nominal Cell Operating Temperature 1073 K
 Tcell anode channel 100 K
 Tcell cathode channel 100 K
Model Outputs Value
H2O feed rate 0mol s
 1 to 0.0855mol s 1
Air feed rate mol/sec
Thermoneutral voltage 1.31 V
Inlet fuel Temperature 973 K
Stack electric load 5.7 kW to 19.6 kW
Stack voltage 1.14V to 1.51V
Parasitic electric load kW
Stack e ciency 1.26 to 0.79
Net system e ciency 0.44 to 0.68
Methane generated 0.007mol s 1 to 0.022mol s 1
Table 4.3: Electrolysis input and output summary
catalytic hydrogenation of CO2 into CH4 in the catalytic heat exchanger. As such,
the sensitivity analysis will be divided into two categories: the impact of operating
variables on the SOC and the impact on the catalytic hydrogenation reaction. This is
somewhat di↵erent from the fuel cell mode, where the main operation (generation of
electric power) happened within the solid oxide cell. Fig. 4.16 shows the relationship
between current density, total stack electricity consumption (load) and the stack’s
voltage. The first thing to notice is that the power to current relationship is not does
not feature a parabolic shape as it does in the fuel cell case. In the electrolysis case,
increasing the operating current always requires an increase in power consumption,
which is a direct consequence of the fact that when the polarity is reversed the
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Figure 4.16: Electrolysis: stack load and voltage
voltage of the cell is always increasing (see equations (3.1) and (3.24)) thus the power
required by the stack (which is simply P = U · iop) increases with increasing voltage
cell. Another important feature of electrolysis mode worth highlighting is that the
production of H2 is linear with the current (see Fig. 4.17 )and is not a↵ected by the
thermodynamic state of the stack, as it is defined by Faraday’s law which depends
on the operating current. Because the solid oxide cell is only splitting steam into
hydrogen and oxygen, the e ciency of the stack will be equal to the ratio of the energy
content in the hydrogen produced to the electricity input to the cell. Conventionally,





where ⇠EL is the molar extent of reaction of the electorchemical reduction of H2O
(reaction R3.16), ⇠EL · LHV is the energy content of the hydrogen generated by the
stack 1 (based on the LHV of H2), and Pstack is the total power load of the stack.
1⇠
EL
is easily computed using equation (3.26)
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Figure 4.17: Electrolysis: H2 generation
For the system presented in this dissertation, however, it is assumed that there is
a fixed temperature change of 100  C between the inlet and the outlet of the stack
and therefore the enthalpy change associated with this temperature change must be
considered. The e ciency of the stack then becomes2:
⌘stack,EL =
P




Ṅ jo · hjo(Tin) + ⇠EL · LHV
Pstack
(4.7)
Fig Fig. 4.18 shows the e ciency of the stack as a function of operating current
density. It is worth noting that in Fig. 4.18 there are operating currents for which the
e ciency > 100%. As discussed in Section 2.1.3, in electrolysis mode it is possible to
operate below the thermoneutral point which would lead to an endothermic operation.
In this case, the e ciencies are > 100% because the definition in equation (4.6) does
not take into account the heat that would have to be supplied in order to make
up for the drop in stack temperature as a result of endothermic operation. If one





. If one uses equation (3.1) and












Figure 4.18: Electrolysis: stack e ciency
were to include this heating load, the stack e ciency would be below 100% for all
values except for the current that corresponds to the thermoneutral voltage, where
no external heating would be required and the e ciency would be equal to 100%.
Fig. 4.19 shows the heat generated or consumed by the stack as a function of
operating current. In this figure, positive values represent heat consumption by the
stack (e.g. endothermic mode) while negative values represent heat production by the
stack (exothermic mode). As it can be seen, the curve exhibits a non-linear shape and
therefore balancing the energy will have important impacts on the overall e ciency
of the system, as it will increase the parasitic power consumption associated with
each mode of operation. The parasitics in the exothermic case are much higher, as
the power consumption of air blowers is a power law with respect to air volume (see
section below for discussion on parasitics and system level e ciencies).
After H2 is produced in the SOC, it needs to be reacted with CO2 in order to make
CH4. As discussed in Section 3.4.6, the synthesis of methane occurs via the catalytic
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Figure 4.19: Electrolysis: stack heat requirements
hydrogenation of CO2 on the surface of a heat exchanger coated with an active RU
catalyst. Reaction R3.20 requires a 4 to 1 H2:CO2 ratio and since the reaction is
highly exothermic, low temperatures are prefered. Thus, the exiting temperature
and composition of the RSOC will have an important impact on the overall yield
of CH4. Fig. 4.20 shows the sensitivity of the catalytic hydrogenation to changes
in reaction temperature for a stoichiometric reaction. As this figure shows, as the
temperature increases, the equilibrium shifts to the left in reaction R3.20, favoring
the steam reforming of methane thereby reducing the mole fraction of CH4. On a
conversion basis, Fig. 4.21 suggests that an increase in reactor temperature of 150  C
(from 250 to 400  C) leads to a decrease in the per-pass yield of methane from 97% to
85%. Thus, heat management is crucial for maintaining high yields. From an energy
perspective, the synthesis of CH4 from H2 and CO2 implies a minimum energy penalty
of 17%, as the  Hrxn for reaction R3.20 is -165 kJmol 1. Therefore, heat integration
is an important feature of the system in order to achieve high overall yields.
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Figure 4.20: Methanator sensitivity to reaction temperature
Figure 4.21: CH4 yield as a function of reaction temperature
System Impacts When operating in electrolysis mode, the RSOC system involves
several steps of heating, cooling, electrochemical conversion, and compression. For
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this reason, it is important to understand how each unit operation contributes to the
overall system e ciency. There are four main categories of energy loss and parasitic
power consumption within the system:
(1) Evaporation of water into steam.
(2) CO2, H2 and H2O conditioning before entering the SOC and/or the methanator.
(3) RSOC electric load and heating/cooling requirements.
(4) Turbomachinery work (blowers and pumps).
Thus, the net system e ciency can be written as:
⌘sys,net =
ṄCH4 · LHV
Pstack +Qheaters +Qevap +Wblower +Wcomp
(4.8)
where Qheaters is the sum of all electric loads associated with the electric heaters (refer
to Fig. 3.3 to see the complete list of heaters), Qevap is the evaporator load, Wblower
is the sum of the work of all blowers and fans, and Wcomp is the work required by
the methane compressor. As mentioned in Section 3.2.1.2, the model assumes that
heat is integrated throughout the process in order to increase the overall e ciency.
The main sources of heat are the exothermic methanation reaction and the exhaust
of the RSOC which needs to be cooled before entering the methanator. Heat from
the methanation reaction is used in the water evaporator, and the high temperature
heat from the exhaust of the stack is used to pre-heat the inlet feeds and if necessary
and available, can also be used in the evaporator. The net system e ciency for the
base-case as a function of operating current density is shown in Fig. 4.22. As this
figure shows, between 0.5 and ⇠ 0.84A/cm2, the overall e ciency shows an upward
trend, reaching a maximum e ciency of 0.68 and then dropping to roughly 0.44 at
the limit of 1.5A/cm2. The shape of the overall e ciency curve can be explained
by analyzing the heating requirements and system parasitics. When operating below
the thermoneutral voltage, heat needs to be added to the stack in order to maintain
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Figure 4.22: Electrolysis: Net system e ciency based on LHV
the desired constant operating temperature. This helps explain why the system ef-
ficiency curve increases as currents increase from 0.5 to 0.84A/cm2 (corresponding
to endothermic operation). Fig. 4.23 shows a break-down of the system parasitics at
di↵erent operating currents. As this figures shows, below the thermoneutral point,
the largest contributor to system parasitics are heating loads. The total heating load
is composed of di↵erent operations (e.g evaporation, CO2 heating, etc.) that require
di↵erent amounts of energy depending on the operating current. As Fig. 4.24 shows,
below the thermoneutral point the main contributor to heating parasitics is the heat-
ing of the RSOC stack. As the current increases and the operation switches from
endothermic to exothermic, both the RSOC heating and evaporator loads disappear
and the total heating load consists of the heat required to pre-heat the CO2 to the
inlet temperature catalytic heat-exchanger conditions, the extra heat required to get
the feed steam to the desired stack inlet temperature (Feed Extra Heater Load in
Fig. 4.24), and the heat required to get the temperature of H2 and H2O to the inlet
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Figure 4.23: Electrolysis mode parasitics
temperature of the catalytic heat-exchanger (Methanation conditioning in Fig. 4.24).
From the system diagram in Fig. 3.3, one would expect the outgoing gases from the
cell to be able to provide all of the energy to pre-heat the steam coming in. However,
this is not the case due to the fact that the temperature di↵erence between inlet and
outlet is only 100  C and there is roughly a 500  C temperature increase required. In
the case of fuel cell operation, the exiting gases were able to pre-heat the inlet feed
because the hot air from the cathode was mixed with the hot stream from the anode
before entering the combustor, so even though the temperature di↵erence across the
cell was only 100  C the flow rates in fuel cell mode are much higher than the ones
seen in electrolysis mode, increasing the amount of energy available to transfer.
When the current of the stack increases and switches operating from endothermic
to exothermic, the main driver of parasitic losses becomes the work associated with
the air blowers, as Fig. 4.24 suggests. As the stack becomes more exothermic, the
heat produced by the stack increases non-linearly thus increasingly larger volumes
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Figure 4.24: Electrolysis heating requirements breakdown
of air must be pushed through the oxygen electrode channel in order to keep the
temperature across the stack within the allowable parameters. When analyzing the
system e ciency, it is very important to remember that electrolysis of water is a
thermondynamically unfavorable process that requires a substantial amount of work.
Even at the high operating temperatures of the ROSC, the free energy involved in
splitting steam into hydrogen and oxygen is roughly 190 kJmol 1, which suggests
that the dominating energy input into the system will be the electricity required by
the stack. Indeed this is the case, as suggested by Fig. 4.25. In this figure, it can
be seen that the total parasitics of the system never exceed 28% of the total power
required by the system for the given range of currents. Thus, operating profitably in
electrolysis mode will largely be driven by the cost of electricity. Chapter 5 provides
an in-depth discussion of the influence of market prices on the mode of operation for
the RSOC system.
129
Figure 4.25: Electrolysis mode: parasitics vs. stack electricity load
4.3.2 Sensitivity to ASR
As in the case of fuel cell mode, it is important to understand the impact that varia-
tions in ASR will have on the e ciency of the stack and the system as a whole. The
first thing to note is that hydrogen production increases linearly with the current and
is not impacted by the thermodynamics of the stack (see equation (3.26)). Because
of this and due to the fact that the exiting temperature of the stack is fixed, CH4
production is not a↵ected by changes in ASR. As such, variations in ASR impact the
system by changing the voltage at which the stack is operating for a given current,
as highlighted in Fig. 4.26. As the ASR is lowered, the operating voltage of the stack
decreases impacting the stack’s e ciency. Given that the thermoneutral voltage is
fixed at 1.31V, a lowering of the operating voltage results in a wider range of cur-
rents for which the stack is in endothermic mode. Furthermore, at low ASR’s less of
the input energy is lost as ohmic resistance which translates into a decrease in the
power required to produce a specific amount of H2. This is an important point, as
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Figure 4.26: Electrolysis mode: voltage current relationship for di↵erent ASR’s
it means that when viewed from the stack’s perspective low ASR’s result not only in
higher e ciencies but also in lower rates of change in the e ciency as the current is
increased as suggested by Fig. 4.27. In Fig. 4.27 one can easily appreciate that as
ASR increases, the boundary between endothermic and exothermic operation (seen
as a jump in the e ciency curve) moves to the left, suggesting that at high ASR’s
the stack will operate exothermically requiring active cooling and thus increasing the
BoP parasitics. Fig. 4.28 shows the impact that variations in ASR has on the system
as a whole. Increasing the ASR results in lowering the current at which the tran-
sition between endothermic and exothermic mode occurs, as well as a sharper and
faster drop in overall e ciency at higher operating currents. As Fig. 4.28 suggests,
at an current density of 1.1A/cm2 and an ASR of 0.4⌦cm2, the system e ciency
is around 68%, whereas a stack with an ASR of 0.6⌦cm2 operating with the same
current exhibits an overall e ciency of ⇠ 50%. The quick loss of overall e ciency is
due to the fact that at higher ASR’s the system requires more heat removal which
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Figure 4.27: Electrolysis mode: stack e ciency at di↵erent ASR values.
Figure 4.28: Electrolysis mode: system e ciency at di↵erent ASR values.
increases the parasitic power consumption of the air blowers. This will have a very
important impact on the optimal operating strategy, as the degradation of the stack
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is modeled as an increase in the system’s ASR. As discussed in Chapter 5, increases in
the stack’s ASR as a result of degradation leads to a lowering of the capacity factor
of the system, as larger spreads between electricity and fuel prices are required to
operating when the system quickly looses e ciency. Fig. 4.29 depicts the changes in
Figure 4.29: Electrolysis mode: Total system load for di↵erent ASR values.
total system load (e.g. electricity for stack + BoP) as a function of current density
for a range of ASR values. As the ASR is increased, the total load rapidly increases
once the system enters the exothermic operating regime.
4.4 Part-load operation
In the previous sections, the behavior of the RSOC system at di↵erent operating
points and its sensitivity to operating parameters was presented. In this section, the
impact of part-load operation on system e ciency and BoP over-sizing is discussed.
The details and assumptions behind the modeling of part-load operation are described
in Section 3.5.
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4.4.1 Net system e ciency
Fig. 4.30 shows the net system e ciency at part-load operation in fuel cell mode
using the assumptions in Table 4.2. The design point is chosen at 0.6A/cm2 which
corresponds to a net peak power output of 3.4 kW. Consistent with other findings in
the literature [3, 87], the net e ciency of the system increases at part load operation.
This is due to two main reasons: first, at lower currents there is a decrease in over-
potentials within the cell, which boosts the electric e ciency of the cell. Secondly,
according to equation (3.62) the system pressure drop scales with the ratio of the vol-
umetric flowrate (V̇ ) to the volumetric flowrate at the reference point (V̇design). Thus
when operating at flowrates that are below the reference point, the system pressure
drop is reduced thereby reducing the power consumption of the system blowers and
pumps, which are the main drivers of parasitic loses.
Similarly, Fig. 4.31 shows the net system e ciency for part-load operation in elec-
trolysis mode. For this particular case, the assumptions laid out in Table 4.2 were
used and the design point is chosen to be at current density of 1.5A/cm2, which cor-
responds to a maximum CH4 production of 78mol/h/m
2. The net system e ciency
displays a slight linear decrease below 0.9A/cm2 (which corresponds to the operating
points in which the stack operates endothermically), reaching a maximum at a point
slightly above the current corresponding to the thermoneutral voltage, followed by a
non-linear concave downwards decrease for all subsequent current densities. Just as in
fuel cell operation, the parasitics associated with the blowers decrease with decreas-
ing current density, however, when operating below the thermoneutral voltage the
heating requirements of the stack are the main drivers of the total system parasitics
(Fig. 4.23), thus the maximum system e ciency happens at a point slightly above
the thermoneutral voltage. The decrease in net system e ciency becomes non-linear
after the transition into exothermic operation for two main reasons: the heat gener-
ated by the stack increases non-linearly with increasing current density (Fig. 4.19),
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which in turn means that the amount of air required to maintaining the temperature
of the stack within the allowable parameters needs to increase in a non-linear fashion.
Due to the fact that the system pressure drop is a power law to the volume of the
flowing gases, the amount of work required by the blowers rapidly increases at higher
flows which is reflected as a non-linear decrease in system e ciency.
Figure 4.30: Part-Load FC operation: Net system e ciency fuel cell mode. (a): net
system e ciency as a function of rated power. (b): net system e ciency as function
of current density
4.4.2 BoP over-design
As described in Section 3.5, one of the key assumptions behind the part-load operation
modeling is that the system is designed for the highest expected flowrates. As such,
the BoP is expected to be oversized for every operating point except for the upper
limit design point. Fig. 4.32 depicts the oversizing of the pre-heaters for fuel cell
operation. The first graph in Fig. 4.32 shows the ratio of the required area to the
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Figure 4.31: Part-Load electrolysis operation: Net system e ciency.
design area for the fuel pre-heater across di↵erent current densities. As expected,
the ratio is the highest at the lowest current density and equal to 1 at the highest
operating current density which is the operating design point. In the case of the
fuel pre-heater, the oversizing is roughly a factor of 6 for the lowest current density.
For the air pre-heaters, oversizing is much more dramatic and it is roughly a factor
of 50 at the lowest current densities. Recall from section Section 4.2.1 that the
amount of heat produced by the stack increases non-linearly as a function of current
density, which in turn means that the size of the pre-heaters increases non-linearly
as the operating current increases, causing the oversizing of the air pre-heaters to be
extremely large. This will become a very important element when calculating total
system costs, as increasing the systems capability to operate at higher currents has
an important economic penalty (via the oversizing of the BoP). See Section 5.3.2.2
for a detailed discussion about this. Fig. 4.33 shows the oversizing for the fuel and
air pre-heaters in electrolysis mode. Just as in the previous case, the air pre-heater is
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Figure 4.32: Fuel cell pre-heater oversizing. (a): Ratio of design area to required area
for fuel pre-heater (b): Ratio of design area to required area for air pre-heater
much larger (and the oversizing is more extreme) than for the case of the feed (in this
case H2O). Below the exothermic operating mode, the RSOC does not require air to
flow through and the “required” area is zero, making the ratio in Fig. 4.33:(b) infinity
at currents below 0.9A/cm2. Lastly, it is worth mentioning that the pre-heaters can
be shared between the two modes of operation, meaning there is no reason why there
should be extra equipment for each mode of operation. This, however, means that
pre-heaters will have to be designed for the point that results in the maximum flow
rates independent of the mode of operation. In the case of the air pre-heater, it will
have to be designed taking into account the electrolysis requirements as the maximum
flow at 1.5A/cm2 is larger than that for the maximum point in fuel cell mode. This
particular choice, will impact the system pressure drops and the parasitic loads.
137
Figure 4.33: Electrolysis Pre-heater oversizing. (a): Ratio of design area to required
area for feed pre-heater (b): Ratio of design area to required area for air pre-heater
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Chapter 5
Optimization of RSOC operating strategy with market
price time-series: the Danish case
In this chapter, the RSOC system described and tested in the previous chapters
is used to run a series of temporal optimizations for finding the optimal operating
strategy for a RSOC system that can buy or sell power in the Danish wholesale
electricity and buy or sell fuel in the Danish gas market. We assume that the system
is a marginal player within the grid whose decisions do not influence the market. The
operating strategy is composed of two distinct variables: the mode of operation (fuel
cell, electrolysis or idle); and the operating point (current density). Thus, the optimal
strategy will be the operating mode and point for which the profits of the system are
maximized for a set of fuel and electricity prices that vary at an hourly scale. While
the optimal operating strategy would be more or less trivial for a system operating
at fixed current and voltage, in Chapter 4 it was shown that the electric e ciency
of the system in both directions varies as a function of current density, thus varying
the operating point can be used as a strategy to maximize system profits as market
prices fluctuate. As such, these optimizations will help explore three main questions:
(1) What is the economic value of running a SOC reversibly?
(2) What is gained from running the system at varying operating points (e.g. part-
load operation)?
(3) What role could RSOC play in a grid that is largely dominated by variable
renewable power?
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The chapter is divided into four main sections: in the first section, a description of
the Danish energy system and its electricity market structure is provided. In this
section, a discussion of the transition to variable renewable power that the grid has
experienced in the past decade and the impact that this had on wholesale electricity
prices is also discussed. In the second section, the marginal market player optimiza-
tion is presented and discussed. This section formalizes the general problem and
describes the di↵erent optimization cases that are developed in order to answer three
main questions described above. In the third section, results for all of the optimiza-
tions are presented and discussed. Particular emphasis is given to the sensitivity of
the optimization to changes in stack parameters and operating variables (e.g. initial
ASR and Uf,sys). Lastly, a discussion of the role that RSOC systems can play as
variable renewable sources increase across di↵erent markets and grids is presented.
5.1 The Danish energy system
Denmark, with a population of roughly 5.5 million people, has one of the most mod-
ern energy systems in the world. As depicted in Fig. 5.1, in 2013, Denmark had a
total gross energy consumption of 761 GJ, divided roughly as 37% oil (mainly used
in transportation), 17% natural gas, 19% coal, 27% renewable (including waste) [23].
In the past decades, Denmark has managed to drastically reduce its energy inten-
sity and cut carbon pollution intense while prospering economically. As shown in
Fig. 5.2, by 2014 Denmark managed to reduced its gross energy consumption by
about 7% relative to 1990, while increasing its GDP by a factor of 1.4. For this same
period, Denmark’s energy intensity decreased by 34% and its CO2 emissions from
energy consumption have gone from 61.3 to 42.1 million tons of CO2, representing
a 32% reduction relative to 1990 period[23]. In its “Energy Strategy 2050” [24], the
Danish government set a series of ambitious energy policy milestones that have been
driving the transformation of the Danish energy system. As part of this strategy,
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Figure 5.1: Gross Energy Consumption for Denmark [23]
Figure 5.2: Gross Energy Consumption, GDP growth, Energy intensity and CO2
emissions for Denmark 1990-2014 [23].
the government pledged the following: by 2020 half of the electricity consumption
would be provided by wind; in 2035 all electricity and heat supply will come from
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renewable sources; and by the year 2050 all energy supply (electricity, heat, indus-
trial consumption and transportation) will be covered by renewable sources. As such,
the Danish energy system is in the midst of a radical make over, favoring renewable
energy over fossil fuels and transforming its once centralized base-load power system
into a highly distributed highly intermittent one. The transformation of the Danish
power sector began in the mid-1980’s with the decision to incentivize the replacement
of centralized power plants by a highly distributed network of local CHP plants and
wind turbines. As highlighted in Fig. 5.3, the Danish power system has undergone
a change that is impressive both in scope and speed. In 1990, the Danish system
had 15 centralized power plants and virtually no distributed systems. By 2014, the
Danish power system had transformed itself into a distributed network comprised of
20 centralized power stations, 640 local CHP plants and 5,175 wind turbines [101].
The vast network of CHP plants runs mostly on natural gas, biomass, or waste. CHP
plants are a central piece of infrastructure for delivering heat throughout the country.
In 2014, heat was consumed at a rate of ⇠ 23 GW out of which 73% came from
co-generated heat in both distributed and centralized CHP plans, while the other
27% was generated by dedicated heat producing plants.
Fig. 5.4 shows the evolution of electricity generation in the Danish grid. As this
figure suggests, in less than 20 years, Denmark has gone form less than 5% of total
electricity generation coming form renewables to roughly 45% in 2013. When taking
a closer look as to what composes the 45% renewable power, it becomes clear that
the production of renewable electricity has been largely driven by wind power. As
Fig. 5.4 and Fig. 5.5 suggest, wind power has always represented the lion’s share of
the renewable power generated in Denmark. By 2013, wind was supplying 32% of
the total electricity consumption of the country. Given Denmark’s large agricultural
sector and its vast network of local CHP plants, it’s logical for wood and biomass to
play an important role as renewable fuels for the generation of electricity. By 2013,
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Figure 5.3: Evolution of power grid in Denmark [101]
wood and biomass represented about 18% of the total electricity supply.
Figure 5.4: Electricity mix in Denmark [23]
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Figure 5.5: Renewable power production mix for Denmark [23]
5.1.1 Overview of the Danish Power system and its market
structure
The Danish power system is a highly integrated and interconnected, characterized
by its high penetration of wind power and its transparent market structure. At
roughly 13.7 GW of installed capacity, the Danish power system is part of Nord Pool,
the common Nordic electricity exchange which is comprised of three market places:
“Elspot”, a day ahead-market for electricity; “Elbas”, an intra-day market where
electricity can be traded up to one hour before the delivery hour; and “Eltermin” a
Futures and Forward contracts market. The Danish power system is separated into
two electricity systems: the Western Danish System (Jutland-Funen) which is syn-
chronized to continental Europe, and the Eastern Danish System (Zealand) which
is synchronized with the Nordic power system. The Eastern system is connected to
the Nordic power system by alternating current via Sweden through four intercon-
nections, two of them operating at 400 kV and two at 132 kV for a total import
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capacity of 1300 MW and a total export capacity of 1700 MW. The Eastern system
is also connected to continental Europe via a direct current interconnection of 600
MW [36]. The Western Danish System is connected to continental Europe (through
Germany) via alternating current connections and to Sweden and Norway with a DC
connection. The interconnection with Germany has an export and import capacity
of 1780 MW and 1500 MW respectively, while the connection to Sweden has a total
export/import capacity of 740/680 MW. The interconnection to Norway is composed
of three DC interconnections with a maximum transmission capacity of 1000 MW.
Lastly, the Eastern and Western grids are connected at one point, referred to as the
Great Belt Power Link, a 400 kV DC connection with a transmission capacity of 600
MW. Fig. 5.6 depicts the di↵erent grids and its interconnections. Energinet.dk, an
independent public enterprise owned by the Danish government, is the transmission
system operator (TSO) that manages the grid. Apart from managing the power grid,
Energinet.dk is also the system operator for the natural gas system.
5.1.1.1 The West Denmark electricity market
The West Denmark electricity market is divided into five distinct markets that oper-
ate at di↵erent time-scales and have di↵erent price structures: the primary reserves
market; the automatic or secondary reserves market; the manual regulating power
market; the intra-day market; and the day-ahead spot market [113]. In power mar-
kets, a real-time balance between supply and demand must be met in order to guar-
antee service to the end-users and the physical stability of the system. In the Danish
system, primary, secondary and manual reserves are bundled into the “ancillary ser-
vices” category [34].
Ancillary services Primary Reserves Market
The main purpose of the primary reserves market is to protect against frequency
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Figure 5.6: Danish grid interconnections [36]
deviations that stem from small imbalances in supply and demand. Primary reserves
require frequency stabilization of the system at a value close to 50 MHz. It operates
in short time scales, with a maximum response time of 30 seconds, and are rarely used
for more than 15 min [33]. For the Western Denmark market, Energinet.dk has set a
requirement of ±27MW. Primary reserves are procured by Energienet.dk as upward
regulation (used when frequency needs to be increased) and downward regulation
power (in cases where the frequency needs to be decreased). Both types of regulating
services are auctioned one day in advance and the 24 hour period is divided into 6
blocks. Sellers bid capacity and require a minimum of 300 kW in order to enter the
auction. Bids from the auction are sorted by Energinet.dk by price and are selected
from lowest to highest price until the TSO’s requirements are met. Primary regulation
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is paid out as a capacity payment equal to the price of the highest winning bid in
the stack. As such, all winners have the obligation to make the agreed upon capacity
available and to be able to respond within the short time frames required. There
is no set formula for paying for supplied energy volumes (e.g. the actual amount of
electricity provided), and these are set settled as ordinary imbalances [34]. Lastly,
the TSO does not send an activation signal, but rather requires the winning units
to trigger the upward/downward regulation based on their own measurements at the
point of connection.
Secondary reserves market
The secondary reserves market are also used for frequency stabilization, but in this
case they are only used in cases of major operational disturbances once primary re-
serves have kicked in. The main purpose of the secondary reserves is to replace the
primary reserves after they have been activated and to restore any imbalances that
might arise on the interconnections. In this sense, secondary reserve regulations are
controlled by the status of the primary reserves and are triggered by a signal sent by
the TSO requiring a specific output value which must be supplied within 15 minutes
of receiving the signal. For this reason, secondary reserves are usually suppled by
units that are already in operation or by fast-start units. Energinet.dk buys sec-
ondary reserves a month in advance and they are procured as upward and downward
regulation reserves, where upward regulation is usually provided by a production unit
and downward regulation by a consumption unit. The acceptance of bids is not only
based on price, and the TSO takes into account the price of service, the place of deliv-
ery and the technical aspects of the production/consumption units. For the upward
regulation service, energy volumes are settled based on the west Denmark spot price
plus DKK 100/MWh. For downward regulation it is the spot market price minus




Manual reserves are yet another mechanism that the TSO can use to regulate the
imbalances between supply and demand. Manual reserves derive their name from the
fact that the upward and downward regulation reserve is activated manually by En-
erginet.dk’s Control Center. The main objective of the manual reserves is to replace
the primary or secondary reserves that have been activated and to ensure system
balance in the case of major events that might cause outages at certain production
points. Upward and downward reserves are procured on an hourly basis by the TSO
via a daily auction that takes place one day in advance. The required start-up time
has to be less than 15 min and full capacity is expected to be online within this
time-frame[113]. When the auction opens, Energinet.dk specifies the reserve market
requirement (MW) for the upcoming day and bidders submit hour-by-hour volumes
and prices that they are willing to take. To participate in the regulating market,
bidders must submit a minimum of 10 MW with a maximum allowable o↵er of 50
MW for each hour of the day. The TSO selects the bids for upward and downward
according to price (from lowest to highest) until the pre-specified requirement is met
and selected operators receive a payment equal to that of the highest winning bidder
of upward/downward regulation. Energy volumes are settled according to either the
spot price for electricity or the area’s market price [37]. In this regard, one can think
of operators that participate in the regulating market as having two sources of rev-
enue: a (fixed) availability payment for upward/downward regulation independent of
whether it is used or not, and a (variable) energy payment that is a function of how
much energy was consumed/supplied during the regulation operation.
Intraday market (Elbas) Due to the high penetration of wind power in the Dan-
ish grid, matching supply and demand a day in advance can be a di cult task. In
order to solve this problem, the Danish gird is part of the Scandinavian intra-day
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power market (Elbas), which allows participants to trade upward and downward reg-
ulation 45 minutes before the operating hour. A minimum of 10 MW is required for
participating in the intra-day market. Energinet.dk is responsible for sending bids
to the Nordic Operation Information System (NOIS), which handles bids for Danish,
Norwegian, Swedish and Finnish producers. The price of upward regulation at any
given hour has a floor set by the electricity spot price (see below for details) and a
ceiling of EUR 5000/MWh [37]. On the other hand, the maximum price for down-
ward regulation at any give time is set by the spot price for the given hour. Bids are
activated according to marginal price, thus the cheapest bidders go first and have a
maximum response time of 15 min to reach full capacity. The intraday and manual
reserves markets di↵er in two important ways: first, for manual reserves, power is
traded a day in advance whilst on the intraday system power is traded on an hourly
basis; second, because the manual reserves require a given amount of power to be
available, an ”availability” fee is paid whether the upward or downward regulation is
used or not, which, for obvious reasons, is not the case for the intra-day market.
Day-ahead spot Market (Elspot) Elspot is the day-ahead spot market place for
the Nordpool Market which represents about 70% of the total electricity consumed
in Nordic countries [35]. The day-ahead market functions via an auction, where
aggregated supply and expected demand curves set the price for all bidding areas.
Pricing in the day-ahead market depends on the market equilibrium (balance between
purchase and sale for the whole area) and on transmission bottlenecks. Orders (supply
and purchase) can be done for single hours, as block orders (specified volume for
at least three consecutive hours) or as “flexible orders” which allow users to set
the energy volume, time interval and an order price limit. The latter type of bid
allows energy intense industries to sell power to the market by deliberately scaling
back or shutting down industrial processes [97]. Prices in the day-ahead market are
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determined by two di↵erent mechanisms. If there are no bottlenecks in the system
(e.g., the electricity can flow freely through the interconnections), the clearing price
is simply the “system price” which is determined by the intersection of the aggregate
supply and demand curves for bids in the market. That is, the system price represents
an market without congestions where location of a particular bid within the system
(e.g. being in Norway vs Sweden) is not a factor for determining the final clearing
price. In the case of grid congestions, the system is divided into several di↵erent
price areas. Bids are aggregated by areas and a new price that reflects transmission
limitations, the “area price”, is calculated.
5.1.1.2 The importance of wind in the Danish power system
As stated before, the Danish power sector is undergoing an important transformation
and today it is the country with the most wind power as a fraction of its total gener-
ation. Thus, before we delve into simulating the interaction of reversible solid oxide
cell systems with the electricity market, it is important to make a few observations
about the importance of wind in the Danish market, and how it can a↵ect wholesale
market prices and volatility at di↵erent timescales. Wind generation in Denmark
follows a seasonal cycle, where production peaks during the winter months and is its
the lowest during the summer. Fig. 5.7 shows the hourly production of wind power
in Western Denmark for the period 2009-2014 (blue curve) and a seasonal rolling
average (purple curve)1. The figure highlights two important features: the first is the
seasonality of wind generation, which can be clearly seen from the smoothed curve,
and the second is the year-on-year increase in wind generation that the Danish sys-
tem has experienced. At large scales, the amount of wind available in the system will
have an impact on prices as the marginal cost of wind tends to be very close to zero.
In a study of the Eastern Denmark grid, Mauritzen reports that wind power has a
1The rolling average is computed using a window of 2,016 hrs which roughly corresponds to a 3
month period
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statistically significant e↵ect on the volatility of electricity prices, where wind tends
to reduce intraday price volatility, while at the same time increasing price volatility
over larger windows [90]. Woo et. al did a regression analysis on the ERCOT system
at a 15 min resolution and found that rising wind generation tends to reduce the
level of spot prices, it is also likely to enlarge the spot-price variance [128]. Similarly,
Ketterer reports that in the case of the German grid, increasing wind availability
tends to suppress spot-prices while increasing their volatility [77].
Fig. 5.8 shows a time-series for the day-ahead spot prices for the Western Denmark
area. There are three observations are worth mentioning from this plot: first, prices
can vary considerably from hour to hour; second, the figure shows an unusual up-tick
on the 7th of June 2013 where prices reached 2000 Eur/MWh during four hours of the
day; and the last is that during many hours of the year, the spot price of electricity
seems to dip below zero. In order to clarify points one and three, Fig. 5.9 shows a
Figure 5.7: Wind power generation Western Denmark (2009-2014)
time-series for the same period but with the 2013 spike filtered out. It is clear from
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Figure 5.8: Western Denmark day-ahead spot prices (2009-2014)
this chart that the prices exhibit considerable variability and it is not uncommon for
prices to dip below zero. As discussed in Section 5.1.1.1, the prices for the day-ahead
market in Western Denmark are set by a competitive bidding process that matches
expected supply and demand. In this process, producers bid a price based on their
marginal generation costs. Because wind power has a marginal cost of zero, large
availability of wind in periods of low demand can have an important influence on the
price of electricity. Although Western Denmark is well connected to other countries
that have the ability to absorb its production when demand is not there, particularly
Norway with its vast system of hydro-power plants, this is not always the case and
it is not uncommon for prices to be suppressed by wind availability.
The optimization studies presented in the subsequent sections of this chapter uses
the price of electricity and the price of fuel as the main inputs in order to determine
the optimum operating strategies. Thus, the volatility of these prices will have an
important impact on the mode of operation (e.g. electrolysis) and the operating point
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Figure 5.9: Western Denmark day-ahead spot prices with spikes filtered out (2009-
2014)
(current density). In financial markets, volatility is usually the degree of fluctuations
of prices over time and it is quantified as the standard deviation of the return [114].
When studying electricity markets, the norm is to use the logarithmic volatility, which
is simply the standard deviation of the log-arithmetic return, as the measure of price
fluctuations. For a given period  t, the logarithmic return of an instrument with








Fig. 5.10 shows the daily average price volatilities of electricity in Western Den-
mark (DK1) and natural gas in the Nordpool market. As it can be seen, the volatilities
of electricity prices are much larger than the ones for natural gas, thus fluctuations in
the prices of electricity will in large part drive the decision for the optimum operating
mode and operating point of the RSOC system. The fact that electricity prices show
higher volatility than that of natural gas is not unique to Denmark, but rather an
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underlying feature of these commodities. Generally speaking, volatility of natural gas
is in the 3-5% range, while volatility of the Nordic market is in the 16-20% range[114].
Fig. 5.11 shows the relationship between the fraction of the total electric demand
Figure 5.10: (a): average daily logarithmic volatility for natural gas. (b): average
daily log volatility for DK1 electricity
in western Denmark being supplied by wind power and the hourly spot price in the
Elspot market. As suggested by the graph and its linear fit, prices tend to decrease
as a larger fraction of the total demand is supplied by wind. The figure also suggests
that as the fraction of wind increases, the prices exhibit less scatter. Another thing
worth noting is that during 5% of the time, the fraction of the total consumption
coming from wind exceeds 100%. This means that at these points in time, there is
mismatch between supply and demand that needs to be managed. In many cases
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Figure 5.11: Day-ahead hourly spot market price vs. wind fraction of total demand
for the year 2009-2014.
this means exporting power to Norway, Sweden or Germany, and if this is not possi-
ble then production curtailment will be required. As expected, when the total wind
exceeds the total demand, prices tend to be low and in many cases they converge to
zero and/or become negative. A negative price means that the generator will pay the
o↵-taker to consume the electricity. Negative spot prices have been occurring more
frequently in Western Denmark as the penetration of wind has drastically increased
in the past few years. As Fig. 5.12 shows, negative price occurrences went from less
than 10 times in 2009 to more than 45 in 2014. Although this still represents less than
1% of the time, there is a clear increasing trend as the share of wind in the system
increases. Fig. 5.13 price hist shows the distribution of negative prices as a function
of the fraction of total demand being served by wind power. The curve shows a slight
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Figure 5.12: Yearly frequency of negative prices in Western Denmark
positive skewness with most of the negative prices occurring when the fraction of
wind is between 100-130%. Lastly, Fig. 5.14 shows the distribution of negative prices
for each day of the week. Again, because negative prices tend to occur when demand
is low and wind production is high, it is no surprise that Sunday is the day of the
week in which negative prices occur more frequently.
5.2 Optimum operating strategy of a RSOC in
the Danish system
As discussed throughout this chapter, the Danish electricity system is part of a broad
highly deregulated power market. Because of their high share of wind power, prices
in the Danish system can vary dramatically at an hourly, daily and seasonal scale.
In this section, a series of optimization routines used to maximize the profits that a
RSOC system can make in the Danish grid by varying the mode of operation (fuel
cell, electrolysis, idle) and the operating point (e.g. current) in response to market
156
Figure 5.13: Negative price distribution vs. wind percentage of total demand for the
year 2009-2014.
prices are developed. Contrary to other studies of that use RSOC technology for
arbitrage operations in the Danish grid [73], the “energy hubs” that we have defined
in Section 3.2 are open at both ends meaning that any fuels generated by the system
are sold within that time-period and none are stored for future use. Because our
system has the ability to take and/or inject fuel at any point in time into the grid,
we can think of the “energy hub” that is open at both ends as a storage device with
infinite storage capacity (e.g. the natural gas grid). This is a subtle, yet crucial point.
By opening the system at both ends, there is no speculation about future prices and
thus the optimization is set up such that the decision to operate is a function of
existing price signals. Contrary to conventional energy storage optimizations, where
the future prices must be known or estimated, the system profits of the energy hub
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Figure 5.14: Negative price frequency in DK1 for each day of the week.
can be maximized with no information about the future. Furthermore, because the
system uses commercially available CH4 when running in fuel cell mode, the use of
the proposed RSOC system is somewhat di↵erent from traditional energy arbitrage
cases. In the case of batteries, pumped hydro, and flow batteries, the total energy
sold cannot exceed the total energy stored. In our case, this constraint is lifted as
the available fuel is not bound by a physical or chemical reservoir, but rather by the
instantaneous price of natural gas quoted in the open market.
Unless stated otherwise, the following assumptions are used in order to construct
the temporal optimization for finding the optimum operating strategy:
1. We are a small price taker in the market and our decision to operate does not
influence market prices.
2. The decision of operating mode and operating point is made with perfect price
information (e.g. the prices are known before the decision is made).
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3. We assume that the transient response of the RSOC system is instantaneous
(e.g. no time loss when flipping between operating modes and points).
4. There is no constraint on the amount of CO2 available in electrolysis mode.
5.2.1 Data
For this analysis, we use the day-ahead wholesale electricity prices for Western Den-
mark for the years 2009-2014 available through Energinets website. For the price of
fuel, we use the day ahead prices for natural gas quoted in the Norpool market for
the same time period as the electricity time-series. The price of natural gas is given
once a day resolution, while the wholesale electricity prices have an hourly resolution.
In order to harmonize the datasets, we assume that the hourly price of natural gas
is equal to the daily clearing price, thus for a single day the data is comprised of
24 distinct price pairs. Fig. 5.15 and Fig. 5.16 show the electricity and natural gas
datasets for the years 2009 and 2014 plotted on an hourly basis and aggregated by
week2. There are two things worth highlighting about these graphs: first, the aver-
age spread between natural gas and electricity is much larger for the weeks in 2009;
second, electricity prices can exhibit dramatic price variations, whereas natural gas
has less day-to-day volatility.
5.2.2 Problem formulation
The RSOC system has three mutually exclusive modes of operation and sees two
distinct market signals at each time step:
1. Electricity is bought from the grid at time t for a price pe(t) and it’s used to
synthesize natural gas that is sold for a price pNG(t) hydrogenation of CO2
(electrolysis mode).
2As explained above in Section 5.1.1.2, there is an important di↵erence in total wind generation
between 2009 and 2014, thus these two years represent the years with the smallest and largest share
of wind in the Danish grid
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Figure 5.15: Western Denmark electricity and natural gas prices for each week of the
year 2014
2. Natural gas is bought from the grid at time t for a price pNG(t) and used to
generate electricity which is sold at a price pe(t) (Fuel cell mode).
3. System sits idle (Idle mode).
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Figure 5.16: Western Denmark electricity and natural gas prices for each week of the
year 2014
Thus, at each interval t and for a set of prices pe(t) and pNG(t), we are interested
in finding the optimal operating current, i, that maximizes profits over a given time
interval. It is important to emphasize that the optimum operating mode and point at
each timestep is independent of the capital cost of the system, as this is treated as a
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sunk cost at the beginning of the project. The investment cost will have an impact on
the overall profitability of the system (discussed in Section 5.3.2.2) but the optimal
operation is solely based on the system’s marginal costs (e.g. fuel and electricity).





where ⇡(t, i) is the profit at time t, i is the operating current and N is the number of
hours in each interval (days, weeks, etc.). It is important to mention that because our
system receives an instantaneous sell price for the energy product that it generates
(whether fuel or electricity ) and it does not hold on the generated fuel to be used at
a later time, the maximum profit for any time interval N will be equal to the sum
of the maximum profits at every single time-step, which simplifies the computational







max ⇡(t, i) (5.3)
The profit function ⇡(t, i) can be simply thought of as the di↵erence between operating
revenues and costs at hour t. Thus:
⇡(t, i) = rev(t, i)  cost(t, i) (5.4)
It is important to mention that the initial investment costs associated with the RSOC
are not taken into account when deciding what the operating strategy should be.
Investment costs are treated as sunk costs that occur at t = 0 and therefore do not
a↵ect the decision to operate in the future. Thus, all costs are taken to be marginal
operating costs.
Due to the fact that our system can earn a profit by selling fuel or electric-
ity, the revenue portion of the profit equation depends on the mode of operation,
which is determined by the sign of the operating current;i < 0 for fuel cell, i >
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pe(t)ET (i) if i > 0
pNG(t)Fgen(i) if i < 0
0 if i = 0
(5.5)
where pe(t) and pNG(t) are the price of electricity and natural gas at time t, ET (i) is
the total electricity generated by the system when operated as a fuel cell at current i
and Fgen(i) is the total amount of methane generated by the system when operated
in electrolysis mode and at current i. Similarly, the cost component of the profit is





pNG(t)Fcons(i) if i > 0
pe(t)Econs(i) if i < 0
0 if i = 0
(5.6)
where Fcons(i) is the amount of fuel consumed in fuel cell mode operating at current
i and Econs(i) is the total electric consumption of the system when operating in





pe(t)ET (i)  pNG(t)Fcons(i) if i > 0
pNG(t)Fgen(i)  pe(t)Econs(i) if i < 0
0 if i = 0
(5.7)
In order to maintain the results of the optimization within the bounds of physical
reality, it is important to constrain the operating current density:
  1.5  i  1.0 (5.8)
It can be seen that by changing the constraints in (5.8), one can easily force the
optimization to only operate under a particular mode. For example, if we only want
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to consider the system in fuel cell mode then we would change the operating current
constraint to 0  i  1.0. Similarly, we can as easily define an electrolysis only
system by changing the constraint to currents that are  1.5  i  0.
At each time interval t, the optimization calls on the computational model de-
scribed in Chapter 3 to calculate ET (i), Fgen(i), Fcons(i), and,Econs(i) for any given
current and stack and system level assumptions. This particular feature, the ability
for the optimization routine to call on a complex system model, is one of the unique
aspects of this work and an important contribution of this thesis.
5.3 Optimization results
Using day-ahead electricity and natural gas prices for Western Denmark for the years
2009-2014, the optimization presented in Section 5.2.2 is solved at an hourly res-
olution. The objective function is maximized numerically using the Nelder-Mead
simplex algorithm available via the optimization module in Python’s SciPy library.
The Nelder-Mead algorithm is a robust method for non-linear optimizations although
it is very slow compared to other algorithms. The optimization was attempted using
much faster techniques such as the sequential least squares programming (SLSQP)
algorithm or the L-BFGS algorithm, however due to the non-smooth nature of the
objective function, these algorithms failed to converge.
For the purpose of the results presented herein, unless it is otherwise stated Ta-
ble 5.1 lists the assumptions used in the RSOC computational model. The “energy
hub” has a SOC stack with an e↵ective area of 100m2, which in fuel cell mode corre-
sponds to 317 kW of peak power production and 774 kWh of CH4 consumed (LHV)
(0.6A/cm2, 0.62V) and in electrolysis mode has a maximum stack power load of
2410 kW and 1152 kWh of CH4 (LHV) generated ( 1.5A/cm2, 1.64 V).
As described in Chapter 4, the system can be quite sensitive to the value of some











Inlet air composition 0.21 O2, 0.79N2
CO2 price $30/ton
Constraints  1.5A/cm2  i  0.6A/cm2
Degradation 0%/1000 hrs (no degradation)
Table 5.1: Model assumptions for optimization runs
market signals adds a new dimension of complexity to the problem, and therefore it
is important to understand the implications of designing a system with a given set
of parameters and operating it under certain assumptions. To do this, we create a
series of “case studies” under which we vary the underlying assumptions presented
in Table 5.1 in order to assess the impact that it has on the solution of the opti-
mum operating strategy and system profits for the optimization problem presented
in Section 5.2.2.
Table 5.2 presents a list of all the cases that are evaluated. There are five param-
eters that are varied across these cases: the price dataset, the initial ASR (ASR0),
the degradation rate, the BoP size (oversizing), and the operational limits (current
limits). The cases in Table 5.2 are coded using a simple nomenclature: the first el-
ement of the name contains the type of operation (FC - fuel cell; Rev - reversible)
and the second element is the sensitivity test being performed (BC - base case, PS -
price sensitivity, ASR - Initial ASR, Deg - degradation rate). So, a simulation where
only fuel cell operation at a fixed current is permitted is coded as FC-curr, whereas







FC-curr1 Fixed current 0.3 A/cm2
FC-curr2 Fixed current 0.4 A/cm2
FC-curr3 Fixed current 0.5 A/cm2
Rev-ASR1 ASR0 0.2 ⌦cm2
Rev-ASR2 ASR0 0.3 ⌦cm2
Rev-ASR3 ASR0 0.4 ⌦cm2
Rev-ASR4 ASR0 & current limit 0.2 ⌦cm2, (1.8A/cm2, 3.5A/cm2)
Rev-ASR5 ASR0 & current limit 0.3 ⌦cm2, (1.25A/cm2, 2.45A/cm2)
Rev-ASR6 ASR0 & current limit 0.4 ⌦cm2, (0.95A/cm2, 1.85A/cm2)
Rev-deg1 Deg rate 0.1%/1,000 hr
Rev-deg2 Deg rate & BoP size 0.1%/1,000 hr, Area
Rev-PS1 Prices, SNG price DK2050, low SNG
Rev-PS2 Prices, SNG price DK2050, high SNG
Rev-PS3-ASR Prices, ASR0 0.2 ⌦cm2, DK2050
Rev-PS4-ASR Prices, ASR0 0.3 ⌦cm2, DK2050
Rev-PS5-ASR Prices, ASR0 0.4 ⌦cm2, DK2050
Rev-PS6-ASR Prices, ASR0 & current limit 0.2 ⌦cm2, DK2050, (1.8A/cm2, 3.5A/cm2)
Rev-PS7-ASR Prices, ASR0 & current limit 0.3 ⌦cm2, DK2050, (1.25A/cm2, 2.45A/cm2)
Rev-PS8-ASR Prices, ASR0 & current limit 0.4 ⌦cm2, DK2050,(0.95A/cm2, 1.85A/cm2)
Table 5.2: Cases for optimum operating strategy
5.3.1 Base case (Rev-BC): system profile results
As described in previous chapters, the behavior of the RSOC system is highly sensi-
tive to the assumptions and system parameters chosen. In order to understand the
results of the optimization across the 2009-2014 time-frame, it is important to set
up a baseline where all parameters are well defined and understood. We have cho-
sen scenario Rev-BC (see Table 5.2) as the “base-case” scenario that we will use to
understand the system behavior and the economic consequences of the optimization
exercise. Scenario (Rev-BC) is an hour-to-hour optimization based on the assump-
tions laid out in (Table 5.1) and the problem formulation defined in Section 5.2.2. In
the previous sections, we discussed how the price of electricity has great volatility in
the Danish grid, how it varies across seasons, and how it has been changing as the
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fraction of wind has increased in the past years. Because the optimization determines
the operating mode and the operating point of the RSOC based on the electricity
and fuel prices, in order to highlight the system behavior at di↵erent times within
the timeframe analyzed, we have chosen a few representative weeks across seasons
and years (see Figs. 5.17 to 5.20). Each one of these figures contains five panels in
which the first has a time-series of the fuel and electricity prices, the second contains
a plot of the current density of the RSOC, the third panel plots the voltage, the
fourth panel shows the ASR of the system at each hour, and the fifth panel shows
the system instantaneous profits which are being maximized by the optimizer.
Fig. 5.17 shows system profile for the first week of 2009. The first thing that we
can see is that for this week, the price of electricity is always above the price of fuel
which means that the system will only operate as a fuel cell or in idle mode. The price
time-series also suggests that prices of electricity are on average 3-4⇥ the price of fuel
and in some cases can be much more than that. For these periods, the system should
operate at relatively high current densities in order to favor high power densities over
e ciency. The sign and value of the current density in the second panel tells us
the operating mode of the system. When the current density is <0 the system is in
electrolysis mode, when it is >0 it is in fuel cell mode and when it is at 0 it is idling.
As seen from the second panel, there are only a few instances in which the system
idles (8 out of 168) and the rest of the time it is operating in fuel cell mode. During
the hours in which the di↵erence in prices between fuel and electricity is very high
(e.g. 7th of January), the optimization resolves to high current densities sacrificing
system e ciency in favor of delivering more electricity at times of high prices. This
behavior is one of the unique aspects of this work, as it shows the value that can be
gained by defining the optimum operating point in terms of exogenous market prices
rather than in terms of endogenous system parameters. This becomes clear when
looking at the hourly profits series, where we can see that the profits for January
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7th are much higher than for any other day of the week. As a matter of fact, the
weekly profits for this series is $742 out of which $417, roughly 56%, come from the
operation of that particular day.
Figure 5.17: System profile Jan 1st - Jan 7th 2009.
Fig. 5.18 shows a time-series for the week of September 8-14 of 2011. This is
an interesting week as it highlights the inherent value that can come from operating
reversibly when prices swing. As shown by the price series panel, there are many
instances in which the price of electricity dips below the price of natural gas which
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Figure 5.18: System profile Sep 8th - 14th 2011.
opens the possibility for operating in electrolysis mode. For this particular week, the
system spends 23% of its time in electrolysis mode, 14% of the time in idle mode, and
63% of the time in fuel cell mode. One interesting aspect of this particular week is
that not only do the prices fluctuate constantly and dip below the price of natural gas,
but the magnitude of the swings is pretty large which means that fuel cell operation
will occur at relatively high current densities. Lastly, it is worth highlighting certain
aspects of the profit time-series. From looking at the last panel of the figure, it
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becomes clear that operating in electrolysis mode is more profitable than operating
in fuel cell mode. The main reason behind this is that the operating current densities
of the electrolysis mode tend to be much higher than those of the fuel cell, even though
it means operating at low e ciencies. For this particular week, during certain hours
of the day the price structure is so favorable to electrolysis that the system operates at
the limit of  1.5A/cm2 even though that means operating at net system e ciencies
of about 45%. As a matter of fact, of the $1572 generated during the September
8-14 period, 73% of them are generated during electrolysis mode, which highlights
the value that reversibility can have in periods of low electricity prices.
Fig. 5.19, which represents a series for the 23rd-29th of April of 2013, highlights a
week of the year in which the optimum operating strategy is to idle most of the time.
Even though prices fluctuate and the price of electricity tends to be above the price
of fuel, the spread between them is too small to trigger fuel cell operation. For this
particular period, the system idles 86% of the time. The remaining 14% is broken
down into 11% fuel cell mode and 3% electrolysis. Even though the profits generated
by this week are extremely low, just as in the case described in Fig. 5.18, the lion’s
share of the profits are generated while operating in electrolysis mode (see bottom
panel of Fig. 5.19).
Lastly, figure Fig. 5.20 shows a time-series for the 15th-24th of December 2014.
The first thing that we notice from this series is that the system never operates in fuel
cell mode, and spends 31% of the time in electrolysis mode and 69% idling. When
inspecting the price time-series it can be see that the price of electricity for these
dates tends to be quite low, with an average price of just $0.02/kWh. As a matter of
fact about 8% of the time the price tends to be negative, which helps explain the large
profits at a few points in time and the high current densities at which it is operating.
Due to the existence of negative prices, the profits made during this week are $2480
which is quite high compared to other weeks.
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Figure 5.19: System profile April 23-29 2013.
It is important to mention that for the base case presented above, the RSOC
system did not exhibit any degradation throughout its lifetime and thus its aging did
not a↵ect its e ciency and did not influence the BoP requirements.The impact that
degradation has on the optimum operating strategy and the overall system costs is
developed in Section 5.3.5.
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Figure 5.20: System profile Dec 18-24 2014
5.3.2 Base case (Rev-BC): yearly analysis
In Section 5.3.1, the results for four di↵erent weeks from the optimization of the RSOC
system were presented in order to show how the system responded to di↵erent price
structures across time. In this section, results of the optimization for the period 2009-
2014 are presented on a yearly basis. Rather than highlighting results of individual
weeks, the main focus of this section is to aggregate the hour-to-hour results and
present the optimization results from an overall perspective. Fig. 5.21 shows the %
of time that the RSOC spends on each mode for the 6 years of operation. As the
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Figure 5.21: Mode of operation per year
figure suggests, during the first three years of the series the system spends most of
its time in fuel cell mode. Starting in 2012, the system spends more than 50% of the
time idling and 2013 represents the year for which it idles the most. As described
in previous sections, the system idles when it can’t make a profit by operating as
either a fuel cell or an electrolyzer. Thus, if the system is idling most of the time it
is because the electricity and fuel price structure does not o↵er a big enough spread
to operate at the highest possible e ciency (lowest aggregate output). On aggregate,
electrolysis operation occurs 3.25% of the time, idle 36%, and fuel cell 60.75% of
the time. Fig. 5.22 shows the yearly profits of the RSOC system per year. The
first thing to notice is that yearly system profits drop year on year. This is to be
expected, as Fig. 5.21 suggested that the system spends more time idling in the later
years. Nonetheless, the change in profitability is quite dramatic. For the six years of
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Figure 5.22: 2009-2014 base-case optimization yearly profits.
operation, the cumulative profitability is $190,805 and the % contribution for each
year is shown in figure Fig. 5.23. As suggested by this figure, roughly 50% comes from
the first two years of operation. In contrast, the last two years of operation represent
about 20% of the total profits. It is important to highlight that for the basecase,
no degradation of the cell is assumed thus the system does not become inherently
more ine cient with time. When degradation is considered (see section Section 5.3.5
blow), a critical question when analyzing the financial return of the system (e.g. once
the investment costs are included) is whether it would pay to replace the cell at some
point during the study period in order to maximize the NPV of the system. Put
another way, absent catastrophic failures that inflict irreversible damage, how should
the lifetime of the RSOC stack be evaluated.
Figure 5.24 shows the capacity factor for each year of operation. Given that the
system can operate both as a fuel cell and an electrolyzer, in this the capacity factor
is obtained by summing all the hours in which the system operates either as a fuel
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Figure 5.23: Percent contribution of each year to 6 year cumulative profits
cell or as an electrolyzer and dividing it by the number of hours in the year. As it can
be seen, the first three years of operation has relatively high capacity factors, while
the last three have particularly low capacity factors. It is important to keep in mind
that the capacity factor itself does not tell you anything about the profitability of the
operation, but just gives you an idea of what percentage of the year the system is
running. Assuming the system is running, the profitability will be determined by the
particular price structure of electricity and natural gas, the cost of CO2, as well as
other system parameters such as the ASR and the degradation rate. The contribution
of each mode of operation to the yearly profits is shown in Fig. 5.25. The results laid
out in this chart are quite surprising. Recall from Fig. 5.21 that at in the early years,
fuel cell operation is more common than electrolysis mode which never occurs more
than 8% of the time. Yet, Fig. 5.25 suggests that the contribution of electrolysis to the
total profits becomes a critical component of the yearly profits. In 2014, electrolysis
mode represents 65% of the total profits even though it only operates 5% of the time.
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Figure 5.24: Yearly capacity factors for the Rev-Base simulation
Figure 5.25: Contribution of each mode of operation to yearly profits
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5.3.2.1 The contribution of negative prices
In the previous section it was shown that as the fraction of wind has increased in the
Danish electricity grid, the contribution of electrolysis mode to overall system profits
has increased (see Fig. 5.25). At the same time, inSection 5.1.1.2 it was shown that
negative electricity prices have been occurring with more frequency as the fraction
of wind has increased throughout the years. Thus it seems appropriate to analyze
what the contribution of negative prices is to the yearly profits. The first thing to
recall is that even though their frequency has been increasing with time, they are
still relatively rare events occurring less than 1% of the time. One would be tempted
to think that their contribution to overall system profits would be marginal at best.
This, however, is not the case. Fig. 5.26 shows the contribution of negative and non-
negative prices to electrolysis profits for each year in the time-series. The figure is
quite revealing and surprising. It suggests that for the years analyzed in the time-
series , the rare moments in which negative prices occur represent 44% ($25314) of all
the profits generated during electrolysis mode, even though they only represent 7%
of the hours spent in electrolysis mode. Furthermore, the ($25314) represent roughly
12% of the total system profits, even though negative prices occur less than 1% of the
time. This result is quite astonishing and sheds some light into the value that can be
derived from exploiting low frequency events such as negative electricity prices.
5.3.2.2 Full plant cost analysis: base-case (Rev-BC)
The results presented in the previous sections highlight the operational profits that the
RSOC system attains for the years 2009-2014 given a wide variety of assumptions such
as initial ASR, degradation rate, and the price of CO2. It is important to highlight
that these results only give us a glimpse of the plant profits, as the investment costs
are treated as sunk costs and therefore do not influence the optimal operating strategy.
That is, the decision of how and when to operate is purely based on marginal costs
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Figure 5.26: Contribution of positive and negative electricity prices to total electrol-
ysis profits
(e.g. fuel and electricity). However, in order to get the full picture regarding the
system’s profitability from an investment point of view, CAPEX costs associated
with the RSOC system and the impact that di↵erent strategies have on the BoP and
its associated investment cost must be considered. In this section we analyze the
results presented above in conjunction with the total plant cost (TPC).
Calculating the TPC is not a straight forward task and it inevitably involves
large uncertainties. In order to come up with the TPC for each of the scenarios
described above, we employ the cost model discussed in Section 3.6. As expected,
each of the components will have to be sized according to the assumptions for the
specific simulation/scenario that is being investigated. For illustrative purposes, all
the component costs for the base-case RSOC simulation (Rev-BC) as well as the
sizing variables and their corresponding values are shown in Table 5.3. It is important
to highlight that even though the methanation catalyst tends to have a lifetime of
⇠ 25, 000hrs [47], due to the fact that the system spends so little time in electrolysis
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mode under the base scenario (< 3% of the time), we assume that the lifetime of the
catalyst is extended by a factor of 3, giving it a lifetime of 10 yrs. The same idea
is applied to the monolith structures, which typically have shorter lifetimes. Again,
we assume a lifetime of 10 years due to the little usage that they have under this
scenario.
Given that the RSOC has a much shorter lifetime than other components (⇠
factor of 4 di↵erence), stacks will have to be replaced throughout the lifetime of the
plant. Thus, even though the HeX network represents a higher portion of the initial
investment, the fact that the components have such di↵erent lifetimes makes the
comparison somewhat misleading. In order to solve this problem, each component
in the system is annualized as explained in Section 3.6. This, in e↵ect, allows for a
“true” contribution of each component to the TPC to be performed.
Fig. 5.27 shows the breakdown of the annualized TPC aggregated by component
type. For the base case, the annualized TPC is $153,551 or $1,543/m2. The first
thing one notices is that the the equipment used for managing and exchanging heat
(HeX’s, evaporators and condensers) represent roughly 50% of the TPC. The heat
exchange equipment (air and fuel pre-heaters) constitute 23.8% of the TPC, while the
evaporator represents 19.8%. At the same time, we see that the RSOC cost (including
assembly) is 14.3% and once we include the installation and piping and the inverter
the cost associated with the electrochemical section of the plant is roughly 35% of
the total cost of the plant. The methanation section itself is less than 4.8%.
A closer look at the cost breakdown in Fig. 5.27 suggests a series of paradoxical
results. First, it indicates that the equipment used for evaporating water is more ex-
pensive than the technology used to for splitting water into H2 and O2 (RSOC). It also
suggests that the system used for transferring and recycling heat (heat exchangers)
is also more expensive than the electrochemical stack. At a first glance this might







Fuel preheater 2 m2 20 20,650 1,949
Fuel pump 1.47 kW 20 36,170.0 3,414
Air preheater 144.6 m2 20 216,948. 20,478
Steam preheater 29.7 m2 20 136,955 12,928
Methane
compressor
37.14 kW 20 55,630 5,251
Feed pre-conditioner 2 m2 20 11,526 1,088
SOC 100 m2 6 100,000 20,979
Balance of Stack 100 m2 6 1,214 254
Stack Assembly 100 m2 6 3,146 660
Air blower 1,976.4 ft3min 1 2.5 3,065 1,379
Air blower (Methanator) 1,490.4 ft3min 1 2.5 2,588 1,164
Air blower (EL) 6,079.536 ft3min 1 2.5 6,016 2,706.42
Catalytic Combustor 1.44 kg s 1 2.5 430.0 193.0
Inverter 2410 kW 20 196,303 18,529
Evaporator 0.55407 ton hr 1 20 321,458 30,343
Electric heater (feed) 28.04 kW 20 12,175 1,149
Methane electric heater 23 kW 20 10,186 962
Electric heater CO2 20.18 kW 20 9,055 855
Monoliths 0.92m3 10 1,241 855
Monoliths housing 2.77m3 20 14,605 1,378
Catalyst 11,296 g 10 41,593 5,922
Water condenser 0.29484 ton hr 1 20 77,867 7,350
Insturmentation and control 2410 kW 20 82,223 176.75
Piping and valves 2410 kW 20 75,382 7,116
Annualized TPC: $153,551
Table 5.3: Component costs and TPC for base-case scenario. All values in $2009
dollars. Interest rate set at 7%
results are likely due to the fact that the costing heuristics used for calculating the
TPC have been developed for very large scale chemical processes, where unit scale
is the main driver for reducing costs. As a consequence, when these techniques are
applied to much smaller systems they can result in counterintuitive numbers. The
methane based RSOC system presented herein is very small compared to traditional
power and or chemical infrastructure, which helps explain why the cost of some of
these components might seem expensive when compared to the solid oxide stack. For
reference, in fuel cell mode the system generates roughly 317 kW of electric power
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which is 1,577 times smaller than the typical (500 MW) coal fired power plant. At
such di↵erences of scale, it is not surprising that some of the equipment costs become
very expensive when compared to components which do not rely on unit scale for
cost reductions, as is the case of the RSOC3. Thus, it is important to treat these
numbers conservatively and to acknowledge that even though they represent best
engineering practices, they could easily change if the components were designed and
mass-manufactured for small scale applications. Indeed, as work by Dahlgren et. al
[21] suggests, in certain cases the mass-manufacturing of small-scale components can
lead to larger cost reductions than those attained through traditional economies of
unit scale. Although the study of cost reduction via mass-manufacturing is outside
the scope of this work, it is important to keep in mind that lower system costs could
be achieved when using di↵erent scaling and development paradigms.
As explained before, the cost of each component is annualized using an annuity
formula eq. (3.68) and the total plant cost on an annualized basis (TPCyr) is simply
the sum of all annualized system components. Thus, the total annual profit for the
RSOC system at year n, ⇧(n), is computed by subtracting the annual operational





⇧(n) = ⇡n   TPCyr (5.10)
It then follows that for an investment to break even, ⇡n = TPCyr. Using the val-
ues reported in Table 5.3 and the results from the base-case simulation, the annual
operational profits, the annualized total plant costs and the total annual profits are
plotted in Fig. 5.28.
As seen in Fig. 5.28 there is a big discrepancy between the profits that the system
makes and the annuity that must be paid for the investment. For the base case
3see Section 3.6.1 for a discussion on cost reduction for the SOC stack
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Figure 5.27: Break-down of TPC for Rev-BC simulation. Annualized TPC: $154,113
(Rev-BC), there is no year in which the system can break-even. As a matter of fact,
during the highest grossing year (2009) the system is only able to make a profit that
represents ⇠ 30% of the investment annuity. As discussed in the previous section,
the system profits diminish year-on-year thus the total plant profits become more
negative, while the annuity stays constant. That is, the cash generated by the system
decreases while investment costs stay constant.
The main driver of this behaviour is not the low capacity factors that the system
exhibits in the later years, after all the first two years have capacity factors > 90%
and the system is still unable to break even, but rather the electricity and natural gas
prices in the Danish system for the years analyzed. Generally speaking, the prices of
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Figure 5.28: Yearly operating profits, annualized CAPEX and plant profits for Rev-
BC simulation.
electricity are too low (relative to gas) for fuel cell operation to be attractive, and are
too expensive for making synthetic natural gas. This has important consequences, as
it suggests that under the given set of CAPEX costs and the existing price structure,
a distributed RSOC system that makes fuels and/or electricity and sells it in the
energy only spot markets is not economically feasible.
As mentioned in 5.1.1.1, in the Danish Electricity Market Primary, Secondary
and Manual Reserves are bundled into Ancillary Services which can provide an ex-
tra source of revenue for generating units in the electricity market. Due to the lag
associated with the thermal response of Solid Oxide Cells, RSOC are not well suited
for Primary Reserves that provide frequency control services which require response
times of less than 30 seconds. In the Danish Electricity Market, Secondary and Man-
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ual Reserves require response times of 15 min, which can be achieved by SOCs [3, 95].
Because of the nature of RSOC systems, rapid system response will largely be limited
by the thermal inertia of the system and the interactions between BoP components
and the RSOC stack. In Denmark, Manual Reserves are procured on an hourly basis
by the TSO via a daily auction that takes place one day in advance in which bidders
submit hour-by-hour volumes and prices for upward and downward regulation and
each winner receives two payments: the equilibrium price resulting from the auction
for the regulating MWs won plus a payment for the energy generated/consumed,
which is settled at the hourly spot price.
For the time period studied and under the base-case assumptions, RSOC are not
profitable investments when they only participate in the electricity and fuel spot
markets. Although the inclusion of regulating service revenues is outside the scope
of this dissertation, given the economics of RSOC systems under the current market
structures in the Danish markets, o↵ering upward/downward regulation can become
an important revenue generator that will surely help the overall economics of the
system. Therefore, the economic analysis presented in the previous sections can be
thought of as a very conservative case in which no capacity payments are procured in
the market, and therefore it does not consider all the value that RSOC can provide
to the electricity network. Indeed, given that RSOC can easily consume energy by
switching to electrolysis mode, or provide dispatchable power by running in fuel cell
mode, this infrastructure is ideally suited for providing upward/downward regulation
for the Danish market. It is important to highlight the value that his can have, as
increasing the penetration of variable renewable energy in the system will inevitably
depress the wholesale price of electricity which will make it harder for the system to
recover its costs when its only source of revenue is the day-ahead electricity market.
As the energy system evolves over time to one in which variable renewable electricity
is the main source of power, flexible systems that can provide dispatchable power
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and/or a sink for excess electricity will be of great value. In this sense, RSOC are
very well suited for providing useful services to the network of the future.
If the existing investment costs are too high and the spot market prices too low,
could changes in the underlying assumptions make the system attractive from an
investment perspective when only revenues from the spot fuel and energy markets
are considered? In the next sections, a series of simulations where the underlying
assumptions and/or strategies are modified in order to assess what could make the
system more attractive from an investment point of view. Before delving into this
analysis, a brief discussion on the “value” of reversibility is o↵ered by comparing the
“optimum” plant profits that were discussed in this section with the cases in which
the system is operated at fixed points and modes.
5.3.3 Fuel cell only operation
In order to assess the value that operating a stack reversibly and at multiple points
can have, it is important to compare against a baseline for fuel cell only operation.
This case can then be used to compare against the results from the previous section
(Section 5.3.2) in order to have a better picture of the economic gains that can be
achieved by the optimum operating strategy that has been described before.
Using the assumptions described in Table 5.1 a fuel cell only simulation at fixed
voltage and current is performed using the electricity and fuel prices for the years
2009-2014 (same as the Rev-BC simulation). Because the system has di↵erent e -
ciencies and power outputs at di↵erent operating points, Figure 5.29 shows the results
for simulations at 0.3, 0.4 and 0.5 A/cm2, which corresponds to voltages of 0.83, 0.78
and 0.73 V respectively. As seen from this graph, operating at 0.3 A/cm2 results in
the highest operational profits (⇠ $110, 000) given the fuel and electricity prices for
the time-series analyzed. Thus, this current density is chosen as the operating point.
It can be seen that the $110,000 represents roughly 57% of the operational profits
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Figure 5.29: Fuel cell only: (a): yearly profits for di↵erent operating currents; (b):
aggregate profits for di↵erent operating currents
of the reversible system with variable operation (⇠ $190, 805). However, due to the
fact that the fuel cell only case does not require the electrolysis ancillary equipment
(methanator monliths, compressor, heaters), the TPC will vary from the RSOC sys-
tem. Thus, in order to do a proper comparison, the TPC for the fuel cell only case
must be computed.
Figure 5.30 shows the breakdown of the annualized TPC for the fuel cell operating
at 0.3 A/cm2. For the case of the fuel cell only operation, it can easily be seen that
the system has two main cost drivers: the cost of the stack and its peripherals and
the cost of the pre-heaters (heat exchangers). The former represents ⇠ 46% of the
TPC, while the heat exchanger system (feed and air pre-heaters) account for 36.2%
of the TPC. Together, these two categories represent about 80% of the TPC.
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Figure 5.30: Breakdown of TPC for fuel cell only mode. Annualized TPC:$47,501
Using the method described in previous sections, the annualized cost of the plant
is $47,501 or $475/m2. It is worth comparing the annualized TPC for the fuel cell
only case against that of the RSOC system (153, 551), which suggests that the in-
vestment cost for the fuel cell only case is about 3 times less than that of the fully
reversible system. For the 6 years analyzed, Fig. 5.31 shows the yearly operating
profits, annualized TPC and the plant profits for the fuel cell only system.
As with the reversible system, the fuel cell only case is unable to generate a
profit on any of the years it operates. Although the current fuel and electricity price
structure in the Danish markets favor the operation in fuel cell mode over electrolysis
(see Section 5.3.2), the spread between the electricity and gas prices is very narrow
and therefore not much money can be made. Although the system is unable to make
a positive profit on any of the years, the cumulative losses for the 6 year time series
are -$175,000 while for the reversible base case discussed in the previous section the
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Figure 5.31: Yearly operating profits, annualized CAPEX and plant profits for fuel
cell only optimization.
cumulative losses amount to -$730,000. This suggests that given the current electricity
and fuel prices in the Danish markets, the ability to operate reversibly is not very
attractive. This, of course, can change if technology sees major cost reductions, the
system is further optimized to boost yields and e ciency, and/or if the underlying
market structure changes.
5.3.4 Sensitivity to ASR (Rev-ASR)
As discussed in Section 4.2.2 and Section 4.2.2 variations in ASR lead to changes in the
cell’s e ciency and its total power output (fuel cell mode) and total load (electrolysis
mode) for a given operating point. As such, it is important to understand how the
results of the price optimization change with varying ASR. Using the assumptions
presented in Table 5.1 4 simulations, with initial ASR of 2, 3, 4 and 5 ⌦cm2 are
carried out. In all simulations, the operating current is limited to -1.5 A/cm2 for
electrolysis mode and 0.6 A/cm2 for fuel cell mode. A discussion on the impact of
188
modifying this constraint is provided in Section 5.3.4.2
Figure 5.32 shows the yearly operating profits for each one of the simulations. As
Figure 5.32: ASR sensitivity: yearly operational profits for di↵erent initial ASR
assumptions
expected, the lower the initial ASR the higher the yearly profits tend to be. This
is particularly true for the first three years (2009-2011). For example, the di↵erence
between the operational profits in 2009 between the simulation with initial ASR of
0.2 ⌦cm2 and the one with ASR of 0.5 ⌦cm2 is ⇠ $32, 000, which is roughly the same
amount that the system with ASR of 0.5 ⌦cm2 makes for the years 2013 and 2014
combined. For the later years, the di↵erence between the lowest and highest ASR
simulations are smaller (both in magnitude and as a percentage), which is mainly due
to the fact that during these years the system idles for the majority of the time (see
Fig. 5.24). The other thing worth noting from Fig. 5.32 is that as the ASR is lowered,
the cumulative profits of the year 2010 increase faster than those of 2009, thus for
ASR values that are less than or equal to 3, 2010 becomes the year that generates
the highest operational profits.
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Figure 5.33: ASR sensitivity: Cumulative yearly operational profits for di↵erent
initial ASR values
Fig. 5.33 shows the cumulative operating profits for the whole time-series for
each simulation ASR. As it can be seen from this plot, the cumulative profits vary
dramatically across di↵erent initial ASR values. The di↵erences between the lowest
initial ASR (0.2 ⌦cm2) and the highest (0.5 ⌦cm2) represents an increase of 60% in
cumulative profits, which is quite striking. The economic gains from having stacks
with lower ASR go beyond the increased operational profits, as the cost of the BoP
will also vary considerably. The impact of initial ASR on the system’s CAPEX and
the total plant profits is discussed in the section below.
5.3.4.1 Full plant cost analysis (Rev-ASR)
As discussed in previous section, in order to assess the profitability of an investment
in a system such as the one described herein it is important to consider the total
investment costs associated with the capital expenditures. In Chapter 4 it was shown











Heat Exchangers 23.76 22.59 20.56 15.045
Pumps, blowers, compressor 9.07 6.71 6.87 7.45
Monoliths + catalyst 4.80 5.16 5.45 6.0
Evaporator 19.79 21.3 22.51 24.8
Installation + piping 9.70 9.81 9.5 9.49
RSOC + assembly 14.28 15.36 16.24 17.88
Condenser + heaters 6.51 7.01 7.41 8.16
Inverter 12.08 12.06 11.46 11.2
TPC $153,551 $142,552 $134,869 $122,501
Table 5.4: Contribution of each equipment category and TPC at di↵erent ASR
therefore it will have consequences with respect to the sizing of the equipment in
the BoP. Because the temperature of the stack is maintained constant by sweeping
excess air through the oxygen electrode, as less heat is generated by the stack the air
pre-heaters will decrease in size for a given design point. For the base case analysis,
it was shown that one of the key drivers of the TPC is the cost of the heat exchangers
(see Fig. 5.27 ), thus if less sweep air is required for smaller inital ASR’s, then this
can have an important impact on the investment cost of the system.
Table 5.4 shows the cost % for each of the major equipment categories for the
four di↵erent initial ASR simulations. As it can be seen from this figure, as the
initial ASR is lowered, the contribution of the heat exchange network becomes less
important. For the base case, which corresponds to the highest initial ASR, the
heat exchangers represent 23% of the annualized TPC. In contrast, when the ASR is
lowered to 0.2⌦cm2, the contribution of the heat exchangers to the TPC is reduced
to 14%. As a consequence, the the SOC and the evaporator become much more
important and for the low ASR case they represent 16% and 23%, respectively, of the
annualized TPC. From Table 5.4 we can see that, as described above, the reduction
in ASR results in a decrease in the size of plant components which reduces the TPC.
Under the base case assumption (ASR = 0.5⌦cm2 ) the annualized TPC ⇠ 153, 551
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and for the smallest ASR this drops to ⇠ 122, 501, which represents a 20% reduction.
A full picture can be appreciated in Fig. 5.34, which shows the operating profits,
annuities and plant profits for all ASR simulations. From this figure we can appreciate
Figure 5.34: ASR sensitivity: Operating profits, annuities and plant profits for dif-
ferent initial ASR.
that the lowering of the ASR has an impact on the operational profits (red bar) apart
from the impact that it has on the TPC annuity. Recall from Chapter 4 that as the
ASR is lowered the e ciency increases across all operating currents, which in turn
means that for a given fuel and electricity price at time t operating a lower ASR
will result in the ability to operate at higher currents, generating more electricity or
fuel for a fixed electricity/fuel price pair. In other words, lowering the ASR means
more output (and thus higher profits) for any given t in which the system operates
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while also lowering the BoP investment costs due to less handling of heat and air.
Figure 5.35 shows the power output and operational profits for the first week of 2009
Figure 5.35: Net power out and operational profits for first week of January 2009 for
di↵erent initial ASR.
for the highest and lowest initial ASR simulations. As it can be seen, the power
generated by the system follows the same trends except for the fact that at 0.2 ⌦cm2,
the output is much higher which in turn increases the operational profits. For very
favorable moments in time, the ability to operate at higher outputs can make an
enormous di↵erence in the total operational profits . For example on January 7th,
the peak profits go from ⇠ $66/hr to ⇠ $100/hr. This di↵erence, accumulated over
the lifetime of the device can make a big di↵erence as seen in total yearly profits
depicted in Fig. 5.34. Finally, Fig. 5.36 shows the cumulative plant profits for the
whole time-series for di↵erent initial ASR values. As it can be seen, under the current
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Figure 5.36: Cumulative total plant profits for di↵erent initial ASR values.
conditions market conditions and cost assumptions, lowering the ASR does not lead
to a profitable system. Nonetheless, lowering the initial ASR to 0.2⌦cm2 cuts the loss
by about 40%, suggesting that improvements in ASR should be a focus of research
in order to make these systems more competitive and attractive in the future.
5.3.4.2 Variations on operational limits
In the previous section a discussion about the impact of lowering the initial ASR
on total plant profitability was presented. It was shown that reductions in ASR can
lead to substantial improvement in the plant economics, as the BoP costs are reduced
when the ASR is decreased. The reason why a reducing the initial ASR leads to a
reduction in the cost of the BoP is due to the fact that as the ASR is lowered, less
energy is lost to resistive heating which leads to shrinkage in the size of the heat
exchangers and air blowers that are used throughout the system. This reduction
rests on the fact that the simulation is bound at -1.5 A/cm2 in electrolysis mode












Table 5.5: Fuel cell and electrolysis operational bounds for di↵erent ASR
V respectively. These values, in turn, correspond to the “safe” operating limits of
the SOC that minimize irreversible cell degradation. In recent studies, it has been
shown that overpotential, and not current density, is the key parameter that leads
to long-term irreversible degradation of the Ni based electrodes in SOC [60]. Recall
from Section 2.1.2 that the operating voltage is a function of current density and ASR
(Uop = OCV   i ⇤ ASR), therefore lowering the ASR of the stack while maintaining
the current density constant will lead to increases in operating voltage for stacks
operated in fuel cell mode and decreases in operating voltage for stacks operated in
electrolysis mode. Thus, as the ASR is lowered the current density limits can be
modified as long as the voltages at the limits stay within the pre-defined safe zones
(0.68V/1.63 V for fuel cell/electrolysis mode ).
As the ASR is lowered, the current densities in which the system can operate
can be increased which will be benefitial to the system as the amount of H2 pro-
duced/consumed by the stack is proportional to the total current. For a system of
fixed active area, lowering the ASR and increasing the operating bounds will lead to
potentially more power/fuel being produced for a particular electricity/fuel price pair.
In order to assess the impact that this modification has on the system’s economics,
the simulations described in the previous section were ran again, this time modifying
the optimization constraints to reflect the new operational limits that correspond to
each new ASR. Table 5.5 lists these new limits. Figure 5.37 compares the base-case
operating limits with the new limits listed in Table 5.5 for the years 2009-204. As
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suggested by the figure, increasing the operating limit leads to an increase in operat-
ing profits at each ASR, and the gains become larger as the ASR is lowered. For the
0.4 ⌦cm2 case, the operational profits for the 6 years increase by $24,428 which repre-
sents an change of 12.3% with respect to the baseline case. For the 0.3 ⌦cm2 case, the
gains represent a total of $69,127 which correspond to a 27% increase. Lastly, for an
ASR of 0.2 ⌦cm2 changing the operational limits results in an increase of $170,280,
which amounts to a 55% increase with respect to the baseline.
At a first glance it seems like changing the operational limits greatly boosts the
economics of the system, however the numbers only reflect part of the story as in-
creasing the operational current density will lead to increasing the BoP component
sizes.Thus, the new TPC for each simulation must be taken into account in order to
fully appreciate the impact that modifying the operating limits has on the economics
of the system. In the previous section, it was shown how a reduction of BoP size
with decreasing ASR boosted the economics of the system. However, in the case of
increasing the operational limits of the stack, a reduction of ASR does not lead to a
reduction in the size of the BoP. On the contrary, the TPC increases with decreasing









Table 5.6: Annualized TPC comparison:base operating limits & new operating limits
Recall from Section 4.2.1 that the heat production in the stack increases non-
linearly with current density, while the production/consumption of H2 is linear in
the current. Thus, the size of the BoP (mainly driven by size of heat exchangers
and air blowers) will increase faster than the output, and under the given market
prices this leads to a very non-economic system. Figure 5.38 compares the total
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Figure 5.37: Comparison of operating profits for changes in operating limits for dif-
ferent ASR values
plant profits (e.g. operational profits minus annualized TPC) for both the base-case
limits (-1.5A/cm2–1.5A/cm2) and the new limits reported in Table 5.5.
The results highlighted in Fig. 5.38 suggest that under the current market con-
ditions, lowering the cost of the BoP, and not increasing the output capacity, leads
to a more economic system. This result is not surprising, as the low capacity factors
discussed in previous sections requires the CAPEX to be low for the system to be
economical, as the extreme events (such as electricity prices converging to zero and
dipping into negative territory) are not enough to make up for the high CAPEX
associated with such a system. Thus, given the existing fuel and electricity prices
the reduction of CAPEX costs is identified as the key element for making these sys-
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Figure 5.38: Comparison of total plant profits for changes in operating limits for
di↵erent ASR values
tems more economically attractive. These reductions, in turn, can be achieved by
technological improvements (e.g. lowering ASR), cost reductions from scaling and
manufacturing, as well as optimizing the operating parameters in a particular design.
It is important to stress that the results presented in this section do not take into
account any of the gains that might be achieved by the higher e ciencies that are
expected from future SOC designs. For example, future designs that may allow for
CH4 reforming without the need to dilute CH4 with H2O to avoid carbon deposition
will greatly boast the overall e ciency of the system. Likewise, future cell designs
that may operate at lower temperatures (⇠ 600 C) and high pressures and low ASRs








ASR : 0.5⌦ · cm2 154,113 31,800 -79%
ASR : 0.4⌦ · cm2 142,522 36,248 -75%
ASR : 0.3⌦ · cm2 134,869 42,583 -68%
ASR : 0.2⌦ · cm2 122,501 51,486 -58%
Table 5.7: TPC Breakeven requirements
CH4 formation in the cell channels, resulting in the overall reaction becoming less
exothermic and allowing for lower operating voltages [125].
5.3.4.3 TPC required for breaking even
In the previous section, the impacts that initial ASR has on the economics of the
RSOC system have been discussed. One of the key findings of these simulations is
the importance and impact that system costs, in particular BoP costs, have on the
profitability of the system. As such, it is important to recall that the TPC used
in these analyses is based on the model and assumptions presented in section X.
Although these assumptions represent a conservative case with the best available
data, it is important to highlight that CAPEX cost reduction are path dependent
processes which can have quick unforeseen cost declines. For this reason, it is a useful
exercise to compute what the required TPC would have to be in order for the system
to break-even in the Danish electricity and fuel markets for the years 2009-2014.
This estimate can be easily calculated by assuming that the in order for the system
to break-even, the annualized TPC would have to be equal to the average annual
operating profits. For each of the di↵erent cases analyzed in the previous sections, the
average annual operating profits can be computed by adding the cumulative profits
and diving them by the number of years. Table 5.7 shows the CAPEX costs that would
be required to break-even for simulations with di↵erent initial ASRs for the years
2009-2014. As highlighted in the previous section, as the initial ASR is lowered, the
BoP costs decrease due to the shrinking of the heat exchangers and blowers required
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for operating the system. At the same time, operating profits increase with decreasing
ASR as less energy is lost to resistive heating. As such, the TPC required for breaking
even increases with decreasing initial ASR, which means that at lower ASRs, the cost
improvements of the system with respect to the original TPC calculation would have
to be less dramatic. As shown in Table 5.7, at an ASR of 0.5 ⌦cm2, costs would have
to decrease by about 79% in order for the system to break-even, whereas for the 0.2
⌦cm2 case the system would have to be 58% cheaper to achieve break-even point.
That is, for a system with an initial ASR or 0.2⌦cm2 it would require a reduction
of 2x for it to break-even, even under the unfavorable conditions that currently exist
in the Danish electricity market. As it has been seen throughout multiple industries
and sectors, cost reductions of a factor 2 can be achieved in a relatively short time,
particularly if there are agreed upon standards and the costliest components can be
mass-produced.
5.3.5 Impact of degradation rate: (Rev-Deg)
Long-term stability of the RSOC is one of the key concerns of this technology, thus
degradation is an important parameter to study. As discussed in Section 3.3.3, stack
degradation is modeled as an increase in the system’s ASR, so from an operational
and economic point of view degradation impacts the system in two distinct ways: it
changes the relationship between power consumption/generation and heat produc-
tion, thereby changing the parasitic loads and equipment requirements; and it short-
ens the life of the cell, which in turn has a direct impact on the TPC. Indeed, these two
dimensions are intricately connected and one a↵ects the other. As such, modeling the
impact of degradation can be a tricky task, and requires some assumptions in order
to simplify the problem. In order to understand the impact that degradation has on
this RSOC system, a series of simulations that assumed a constant degradation were
performed. The main purpose of the simulations was to understand how degradation
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a↵ected the operating strategy and the BoP component sizing and investment. In
order to simplify the problem, the following assumptions were made:
1. Degradation is assumed to occur at a fixed rate of 1%/1,000 hrs.
2. The stack degradation is a function of the lifetime of the device and is inde-
pendent of mode of operation or on the particular operating point (e.g. current
density or voltage).
3. The lifetime of the device is fixed at 6 years.
Recall from Section 4.2.2 and Section 4.3.2 that increasing the ASR of a system will
lead to more heat being generated by the stack per unit of power generated (fuel cell
mode) or mole of H2 produced (electrolysis mode). Therefore for a given operating
point, as the stack ages the air requirements will increase in order to maintain the
temperature gradient for the stack within the allowable range. From an operational
point of view there are two approaches one can take for dealing with a degrading
system: one can oversize the BoP (particularly air heaters and blowers) such that
the initial operating ranges are maintained as the system ages; or one reduce the
operating limits (current densities) as the system degrades so that the heat produced
by an aging stack never exceeds the amount of heat produced by the stack at the initial
design (initial ASR). Put di↵erently, with the oversizing strategy a penalty in CAPEX
is assumed in exchange for maintaining high outputs throughout the lifetime of the
device, whereas with the heat limiting strategy, a penalty on the potential output at
the operating limits is assumed in exchange for lower investment costs.
In order to assess the impact that these two strategies have on the system eco-
nomics, two simulations were performed using the base-case assumptions Table 5.1
and a degradation of 1%/1,000 hrs. In the first simulation (termed “BoP oversizing”),
the BoP is over-sized such that the operating ranges stay constant throughout the
lifetime of the device. In the second simulation (“No oversize”), the size of the BoP
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is the same as in the base case with no degradation, but the operating ranges are
reduced as the stack ages so that the heat generated by the degrading stack never
exceeds that of the heat generated at the operating limits for the initial ASR (0.5
⌦cm2). For completeness, these two strategies are compared with the no degradation
case (base-case). Figure 5.39 shows the yearly operational profits for the BoP over-
Figure 5.39: Yearly operating profits for no degradation, degradation with BoP over-
size, and degradation wit no oversize
sizing simulation, the no oversizing simulation, and the no degradation simulation.
As expected, the no degradation simulation has the highest profits, followed by the
BoP oversize case, followed by the no oversizing case. Figure 5.40 shows the six year
cumulative profits for each strategy. As shown by this graph, the no degradation case
has total operating profits of $190,805, the over-design strategy has cumulative oper-
ating profits of $177,004, and the no over-design strategy has total operating profits
of $165,071. Thus, there is a 7% increase in operational profits by oversizing the BoP.
However, the oversizing strategy will have an important impact on the CAPEX, as
the size of the air pre-heater increases by a factor 2.27, going from 145m2 for the
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Figure 5.40: Cumulative operating profits for no degradation, degradation with BoP












No oversize 145 1.22 3.75 153,551
Oversize 330 1.95 8.2 167,602
Table 5.8: Area of air pre-heaters, air flow rates and annualized TPC for di↵erent
degradation strategies.
base case and no oversizing case to 330m2 for the oversized case. Section 5.3.5 lists
the di↵erence in air pre-heater sizes, the volumetric flow rates of air at the design
points4 and the impact that these di↵erences have on the annualized TPC. As the
table suggests, the oversizing of the BoP leads to an increase of ⇠ $14, 000/yr, which
4The design points are taken as the maximum operating current for each simulation at the
maximum ASR that the system experiences throughout its lifetime. For the oversizing case, this
is -1.5 A/cm2 for electrolysis mode and 0.6 A/cm2 for fuel cell mode at an ASR of 0.7628 ⌦cm2
(ASR0 ⇤ (1 + .01/1000 ⇤ 8760 ⇤ 6)). In the case of no oversizing, since the limits decrease with time
such that no oversizing is required, the design point is simply -1.5 A/cm2 for electrolysis mode and
0.6 A/cm2 for fuel cell mode at an ASR of 0.5 ⌦cm2
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represents an increase of 9.15%. Given that the cumulative operational profits in-
crease 7% by oversizing the BoP, this seems to be a losing strategy as the cost of
the equipment increases faster than the gains associated with being able to keep the
outputs high. The cumulative e↵ect of this is illustrated in Fig. 5.41, which shows
the cumulative plant profits for the six year time series. As expected, none of the
Figure 5.41: Cumulative total plant profits for no degradation, degradation with no
oversize, and degradation with BoP oversize
systems are profitable for the timeseries analyzed and the oversized BoP strategy
yields the worst results. It is worth noting, that there is a bigger di↵erence between
the oversized strategy and the no oversizing strategy, than between the degradation
and the non degradation case. Although this is a surprising outcome, it is somewhat
misleading as the profits generated by the system towards the later years (when the
cumulative e↵ects of the aging stack are the largest) are small compared to the profits
made during the first two years. Therefore although it seems that degradation does
not have a big impact this is a consequence of the particular timeseries analyzed,
rather than an intrinsic feature of the system.
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The results presented in this section suggest that at high initial ASR, low degra-
dation rates (1%/1,000 hrs) and for the particular timeseries analyzed, oversizing the
BoP in order to maintain output throughout the lifetime of the device is not a finan-
cially sound strategy. In this case, lowering the output as the device ages in exchange
for lower CAPEX costs is a better strategy.
5.3.6 Simpler chemistries to lower CAPEX
Although analyzing di↵erent chemistries for the RSOC system is outside the scope of
this work, it is important to highlight that simpler chemistries could lead to simpler
configurations for the RSOC system. This, in turn, could mean lower capital costs,
which would make the system more attractive from an investment point of view.
The cost analysis presented throughout this chapter suggests that under the cur-
rent market structures, methane based RSOC systems that only participate in elec-
tricity and fuel spot markets in Denmark cannot recover their costs. As it has been
shown throughout this section, the high CAPEX associated with the system (mainly
driven by the BoP) as well as the current prices for fuel and electricity in the Danish
markets, are the main elements behind the unfavorable economics of the system. It is
important to highlight that these calculations relate to a specific technological choice
(methane based RSOC system) and a series of underlying assumptions.
As it was discussed in Chapter 3, an important driver for the complexity of the
RSOC system stems from the units required to catalytically hydrogenate CO2 into
CH4 downstream of the RSOC. Thus, if a di↵erent fuel is chosen as the product of
the electrolysis operation and for the operation in fuel cell mode, the CAPEX and
overall system economics will surely change. The simplest possible design would be to
have H2:H2O chemistry, where pure H2 would be used as the feedstock fuel in fuel cell
mode, and H2 would be generated in electrolysis mode by electrolyzing steam rather
than synthesizing CH4 from H2 and CO2. This would simplify the systems design, as
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all the infrastructure required for heating, cooling, compressing and reacting the gases
downstream of the RSOC would not be required, as the product of the stack would
be a mixture of H2 and H2O, which can be easily separated via the condensation
of liquid water. This design choice, in turn, would have lower capital and operating
costs.
A quick glance at the system component costs in Table 5.3 gives a hint of the
savings that could be achieved by simpler designs. If one removes the methane air
blower, the CO2 heater, the monoliths and their housing, the catalyst, the water
separator and the methane heater, the CAPEX for the RSOC would automatically
decrease by roughly 13%. This rough calculation only highlights the reductions in
CAPEX that could be achieved by the removal of the components that are required for
the methanation downstream of the SOC, however there could be other important
gains both in the CAPEX and in the operation of the system that stem from the
simpler H2:H2O chemistry. For the simple H2:H2O case, the system could have higher
conversion e ciencies and power densities. For example, if the system is operated
in fuel cell mode with pure H2 as a fuel, there would be no need to dilute the feed
with steam in order to avoid coking (as is the case with CH4), which would result
in higher operating voltages for a given current, leading to higher e ciencies and
power densities. At the same time, this would change the energy balance around the
stack, which would benefit the CAPEX of the system by decreasing some of the BoP
components and allowing for improved heat integration across the whole system.
Thus, the simple approximation of a 13% reduction in CAPEX should be treated
as a rough estimate of cost reductions that could be achieved by simpler designs,
bearing in mind that the savings are probably be much higher. To fully understand
what these could be, a proper analysis and optimization would have to be performed
to understand the sensitivities of the system to di↵erent operating variables and
design choices, as well as to get a better feel for the trade-o↵s associated with this
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di↵erent design.
5.3.7 Value of reversibility
Throughout this chapter, it has been shown that under current market prices for
electricity and natural gas, the RSOC based “energy-hubs” are not attractive from
an investment perspective. This is largely due to the fact that the ingredients are
just not right: prices of electricity are too high to results in economically attractive
SNG production, while at the same time being too low to make electricity in fuel
cell mode. Thus, it is hard to make a case for RSOC given current conditions.
Nonetheless, RSOC systems still provide unique capabilities by marrying renewable
electricity with high energy dense fuel production, and therefore it is valuable to
explore scenarios in which reversibility can provide a unique value.
As explained at the beginning of this chapter (Section 5.1), Denmark has enacted
ambitious decarbonization goals that will reshape its energy system in the coming
decades. As part of these policies, the Danish government has set a target of having a
fossil fuel free energy sector (including heat and transport) by the year 2050. This will
require big investments in wind, solar and biomass, as well as in technologies that can
deliver high energy dense fuels for some sectors such as heating and transportation.
In order to better understand what such a system might look like, the Danish Energy
Agency (DEA) has developed models that are consistent with the targets set forth for
the years 2020, 2035, and 2050 [24] in which they forecast energy demand, supply by
type of technology, as well as electricity and fuel prices. These scenarios carry a large
degree of uncertainty and should be used to describe a set of possibilities given a series
of constraints, and thus should not treated as accurate forecasts. Because wind power
is expected to provide a large fraction of the electricity in the 2035 and 2050 scenarios,
whole-sale electricity prices are expected to be significantly lower 5. Thus, the 2035
5see Section 5.1.1.2 for a discussion on the impact of wind in whole-sale electricity markets
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and 2050 scenarios can be used to get a better feel for the value that RSOC might
provide within systems of very high or 100% renewable penetration. As a matter
of fact, the DEA considers synthetic natural gas (made from biomass) as one of the
key technologies for heating, transportation, and some peak electricity requirements.
In this section, the 2050 fuel and electricity prices developed by the DEA are used
as inputs into the RSOC computational model which is used to compute hourly
electricity and fuel production, operational profits, and total system profitability.
5.3.8 2050 scenario
Electricity data for the 2050 scenario is not available at an hourly resolution in the
Energiescenarier document published by the DEA [22]. Nonetheless, the consulting
company Ea Energy Analyses on petition from the Danish Comission on Climate
Change policy published a study of the production of SNG using solid oxide elec-
trolysis in which a yearly electricity price times series for the years 2020, 2035 and
2050 is provided [29]. This timeseries is used for the purpose of modeling the RSOC
system in the year 2050.
As mentioned in previous sections, the price of natural gas is one of the key drivers
for determining the mode of operation of the system and its overall profitability. Thus,
choosing a SNG price for 2050 is an important step and assumption. To illustrate
the sensitivity of the results to the SNG price, two 2050 are performed: a “high
SNG” case, and a “low SNG” case, where the prices of SNG are 140 DKK/GJ and
91 DKK/GJ, respectively. Fig. 5.42 shows the hourly electricity prices for the 2050
scenario (sorted from lowest to highest) as well as the two SNG prices that are used in
the simulation. All prices are in 2010 USD. The time-series has an average electricity
price of 7.05 ¢/kWh, with a standard deviation of 5.8 ¢/kWh, showing a lot of variance
in the price. The lower quartile (25%) is at price of 1.6 ¢/kWh, the second quartile
(50%) at 6.4 ¢/kWh, while the top quartile (75%) sits at 11.39 ¢/kWh. Thus, the
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Figure 5.42: Electricity and SNG prices for 2050 scenario. Prices in 2010 USD.
distribution of prices tends to occur at the high and low extremes. For example,
4,000 hours of the year (45% of the time) the price of electricity is below 2.5 ¢/kWh,
while the top 10% of prices are at 16.9 ¢/kWh and above. This distribution of prices
is not surprising, as the 2050 scenario is based on a 100% renewable grid with high
penetration of wind, which as previously discussed would tend to reduce whole-sale
spot prices while increasing its volatility. In order to determine the optimum operating
mode and point, it is necessary to run the optimization discussed in previous sections,
but by visually inspecting this plot it can be seen that for the high SNG case, the
price of electricity is lower than the price of gas for roughly 70% of the time, while
for the low SNG case it is roughly 50% time. This suggests that electrolysis mode
will be favored more in the high SNG case than in the low SNG case.
Using the assumptions described in Table 5.1 two hourly optimizations, one for
the low SNG and one for the high SNG price, are performed in order to determine the
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Figure 5.43: Operation by mode for 2050 scenario at low and high SNG prices
optimal operating strategy for the 2050 time-series. The results of these optimizations
are shown in Figs. 5.43 and 5.44.
Figure 5.43 shows the % of the time that the system spends on each mode. The
first thing to notice is that in the low SNG case, the system idles roughly 20% of the
time while in the high SNG case the idling time is roughly 35%. As a consequence the
low SNG case operates in fuel cell mode about twice as much as in the high SNG case
(roughly 30 vs 15% of the time). This is a stark contrast to all the previous cases
that use the 2009-2014 time-series, where the main mode of operation was either
fuel cell or idle and in which electrolysis mode was used < 5% of the time. Thus,
reversibility plays di↵erent roles depending on the underlying price structure. This
becomes even clearer when analyzing Fig. 5.44, where the operating profits for each
mode are displayed as well as the percent contribution of each mode to the total yearly
operating profits. As the graph shows, the yearly operating profits for the low SNG
case are ⇠ $135, 000 and ⇠ $285, 000 for the high SNG case. In the low SNG case the
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fuel cell operation contributes about 21% of the profits while in the high SNG case
fuel cell mode it contributes less than 2%. This finding suggests two things: first that
given the price structure of 2050, electrolysis is the profit driver for the RSOC system;
and second, that if the price of gas is too high and electricity prices are very depressed
(the high SNG case), reversibility does not o↵er much value as the ability to operate
in fuel cell mode becomes irrelevant for the system’s economics 6. On the other hand
reversibility can o↵er substantial value (21% of profits) if the price of gas is low and
there are su cient instances of high electricity prices (the low SNG case) such that
selling power becomes an attractive proposition. The operational profits are only part
Figure 5.44: 2050 operational profits for Low and High SNG cases; % profit contri-
bution of each mode for low and high SNG cases
of the story, so the annualized TPC must be considered in order to get a sense of how
these scenarios compare to the ones that have been discussed in previous sections.
6It is worth mentioning that although fuel cell mode might not provide much value to the system
economics, one can imagine cases in which this ability becomes important for stabilizing the grid
at particular points in time. In this case, this service would have to be priced through a di↵erent
mechanism which would ultimately end up showing in the system economics.
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Fig. 5.45 shows the operating profits, the annualized TPC and the total plant profits
for the high and low SNG cases. The annualized TPC is the same as the base-
case described in previous sections with the exception that the one used in the 2050
scenarios is scaled to 2010 dollars, thus the TPC is slightly higher. Fig. 5.45 suggests
Figure 5.45: 2050 operational profits for Low and High SNG cases; % profit contri-
bution of each mode for low and high SNG cases
that in the low SNG case, the system exhibits a total loss of ⇠ $26, 255/yr. In the
high SNG case, the system shows a total plant profit of $123, 014 which corresponds
to an Return on Investment of 75%. Given the inherent uncertainty associated with
the underlying prices of these scenarios, these results should not be taken as definitive
answers. Nonetheless, it is worth highlighting a few observations. In the low SNG
case, even though the optimization points towards a net yearly loss it is less than
20% of the annuity, which is a very encouraging result as the CAPEX calculations
have an inherit error in the order of ± 30% which suggests that the results are within
the margin of error. On top of this, the TPC calculated assumes current technology
and prices, and one would expect that technical innovation over a 35 year period
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would help bring down the cost of the SOC stack and the BoP components, as well
as improving on key cell parameters such as ASR and overall lifetime. As such, the
TPC used for this calculation can be considered somewhat conservative. Furthermore,
the low SNG helps highlight the value that can be derived from reversible operation
as the profits generated in fuel cell mode are roughly $28,517 which is similar to the
net loss, suggesting that the ability to operate reversibly (20% of the time in fuel cell
mode in this case) might be a key factor for making the system profitable in markets
that have relatively low fuel prices and highly scattered and depressed electricity
price.
On the other hand the high SNG scenario points towards a very profitable opera-
tion given the 2050 assumptions. But as Fig. 5.44 suggests, under these assumptions
reversibility does not o↵er any value as fuel cell mode contributes to less than 2%
of the operational profits. This is a very important finding, as it suggests that in
highly liberalized markets with 100% renewable power and high gas prices, electrol-
ysis is where the future (and value) of SOC system lies. Reversibility is not really
important, and the focus then becomes in designing the cheapest SOC power-to-gas
facilities. This, in a way, is not surprising as electrolysis in this particular market is
providing a very useful service: it is taking a relatively cheap input (electricity) and
converting it to an extremely valuable product (SNG) with a relative high e ciency.
The fact that the SNG is used in sectors that are intrinsically hard to decarbonize
and where few alternatives exist (such as transport and industry) is reflected in the
high price of SNG vs renewable power.
The results from the two 2050 optimizations suggest that RSOC systems are
likely profitable in an energy system that develops into something resembling the
2050 vision developed by the Danish government. Given the expected distribution of
spot electricity prices, electrolysis will become the main profit driver of these systems.
Therefore, if one thinks of the infrastructure as mainly being power-to-gas systems,
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then the value of reversibility (e.g. the ability to sell power in moments in which
electricity prices are high) largely depends on the value and price of SNG. In some
cases, reversibility might end up being a key economic enablers, and in others it might
not be worth the e↵ort.
5.3.8.1 Sensitivity to ASR in low SNG scenario
As shown in Section 5.3.4, variations on the system’s ASR have an impact on the
capital cost and profits of the system. Therefore, it is worth investigating what these
impacts would be for the 2050 scenario. In the previous section, it was shown that
for an ASR of 0.5 ⌦cm2 (the base case assumption) the 2050 scenario under the low
SNG price is very close to profitability, making this an interesting case to study. To
do this, the optimization for the 2050 scenario (low SNG case) was re-computed using
three di↵erent initial ASR values: 0.2, 0.3 and 0.4 ⌦cm2. For all other parameters and
assumptions, including the current density limits, the base case assumptions described
in Table 5.1 were used. That is, the only di↵erence between the system used in the
2050 scenario described in Section 5.3.8 and the one presented in this section is a
change in the system’s initial ASR. Figure 5.46 summarizes the operational profits,
the annuities, and the total plant profits for each case.
Figure 5.46 highlights some important findings. As expected, the operational
profits increase as the ASR is lowered due to the fact that the system has higher
e ciencies for a given operating point as the ASR is lowered (refer to Section 4.3.2
for an in depth discussion about this). As the figure suggests, the operational profits
go from $135,800 for an ASR of 0.5 ⌦cm2 to $189,500 for the 0.2 case, which implies an
increase of 39.5%. With respect to the annuity (e.g. the annualized TPC), this value
decreases as the ASR is lowered for each case and at 0.2 ⌦cm2 it reaches $129,284.0
which implies a 20% reduction with respect to the base case value ($162,053). Putting
together the annuities and the operational profits, an interesting picture emerges. As
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Figure 5.46: 2050 low SNG price scenario sensitivity to ASR
suggested by Fig. 5.46, lowering the ASR to 0.4 ⌦cm2 implies profitability, albeit a
very small one (⇠ $2,912). This trend increases as the ASR is lowered. As a matter
of fact, for the lower limit (0.2 ⌦cm2) the total plant profits are $60,165 which implies
a return of 46%. It is worth noting that in the previous section the system under
the high SNG case showed total plant profits of $123,014 for the base case scenario,
therefore lowering the ASR to 0.2 ⌦cm2 represents total plant profits that are roughly
50% of the plant profits seen in the optimistic high SNG scenario. Put di↵erently, one
can achieve very optimistic results for the 2050 dataset even under low SNG prices
by improving (lowering) the system’s ASR. This results highlights the importance of
this parameter and, once again, points towards ASR as a key element to improve as
the technology progresses.
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5.3.8.2 Sensitivity to operating limits in low SNG scenario
In Section 5.3.4.2, the impact of changing the current density limits as the ASR
was lowered was studied. As detailed in this section, as the ASR is lowered the
current density limits can be modified as long as the voltages at the upper and lower
bounds stay within the pre-defined safe zones (0.68V/1.63 V for fuel cell/electrolysis
mode). Increasing the operating current density limits might be attractive because
they imply a wider range of fuel/electricity production capabilities, which can increase
the operational profits if operated above the previous limits. However, increasing the
operating limits implies an increase in the BoP components as higher current densities
imply larger volume of gases and larger areas of heat exchange. Thus, it is not clear
whether or not increasing the operating limits is a winning strategy. As a matter of
fact, in Section 5.3.4.2 it was shown that for the 2009-2014 timeseries, the increase
in the TPC associated with increasing the operating limits was larger than the gains
in operating profits and thus the strategy did not make much sense.Indeed, it was
the combination of increasing profits while at the same time lowering the TPC that
resulted in positive results for the lowering of the ASR studied in the previous section.
In order to assess whether this strategy makes sense under the 2050 scenario, the
optimizations for the 2050 low SNG case were re-conducted using the new operating
current density limits described in Table 5.5 for ASR values of 0.2, 0.3, and 0.4 ⌦cm2.
The results of these optimizations are shown in fig Fig. 5.47.
The first thing to notice from Fig. 5.47 is that the operating profits substantially
increase as the ASR is lowered and the operational limits are increased. At the 0.2
⌦cm2 limit the di↵erence is quite dramatic, going from ⇠ $190, 000 to ⇠ $382, 000.
This is largely due to the fact that the capacity factor for the 2050 scenario is quite
high (⇠ 80%) thus the system can take advantage of the higher fuel/power production
abilities. Not only this, but as shown in Section 5.3.8, the system spends more than
half the time in electrolysis mode which exhibits larger power densities (and thus
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Figure 5.47: Operating profits, annuity and total plant profits for 2050 low SNG price
case at di↵erent ASR and operating current density limits
potential profits) than the fuel cell mode. With respect to the annuity, as expected
the figure shows that under the new operating limit assumptions as the ASR is lowered
the annuity increases. As previously discussed, this is an expected behaviour as the
BoP needs to be scaled up in order to handle larger gas volumes for higher limits. It
is important to notice that as the ASR is lowered, the percent di↵erence between the
base case and the new limit Annuity becomes larger and larger. For example, the
percent di↵erence between the two cases for the 0.4 ⌦cm2 case was 18.93%, where
for the 0.2 ⌦cm2 case it is roughly 115%. Therefore, if the strategy is to pay-o↵, the
increase in operational profits needs to outweigh the rapid increase in TPC.
For the three cases evaluated, it can clearly be seen that the gains in operating
profits outweigh the costs of the new annuity, and thus increasing the operating limits
increases the total plant profits across all ASR values. The main reason behind this
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is, again, the high capacity factors seen for the 2050 dataset and the fact that the
system spends a lot of time in electrolysis mode compared to fuel cell mode. Put
di↵erently, the investment in BoP required to operate at higher currents is paid for
by the fact that the system does not idle much and the prices of electricity are very
low for many instances during the year (see Fig. 5.42 ), thus electrolysis operation
becomes a profitable endeavor. This is an important change from the 2009-2014
dataset, where an increase in operating limits did not make financial sense as the
system tended to idle a lot and spent < 5% of the time in electrolysis mode.
ROI (%) Base Limit ROI (%) New Limit
0.2 ⌦cm2 46.5 37.6
0.3 ⌦cm2 23.2 21.6
0.4 ⌦cm2 1.9 8.6
0.5 ⌦cm2 -16.2 -16.2
Table 5.9: Return on Investment of base and new operating limits for the 2050 low
SNG cases.
The fact that the new operating limits yield higher operational profits does not
necessarily mean that they are better investments, as the capital tied up as the
system size increases is increased. Thus, it is worthwhile to compute the Return on
Investment, simply defined as the Total Plant Profits dived by the Annuity, for each
case in order to better assess the situation. Table 5.9 shows the return for each ASR
case under the base and new limit simulations. As this table suggests, only for the
0.4 ⌦cm2 case does the increase in operational limits lead to an increase in ROI. For
all other cases, the best strategy is to keep the base case limits. In other words, even
though increasing the operating limits does yield larger profits, for all cases except for
an ASR of 0.4 ⌦cm2, they are smaller relative to the investment required to build and
operate the plant. It is noteworthy, however, that the ”optimum” design limit could
lie somewhere between the base and the new limit, which means that for each ASR an
optimization to find the best operating limit may be required. This particular work
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is outside the scope of this dissertation, however it is important to mention it so that
future modeling e↵orts can be steered towards interesting and fruitful endeavors. In
this spirit, the following chapter lays out some of the areas of research where the work




The future of RSOC based systems and “energy hubs” like the one described in this
thesis will likely transition from the laboratory into pilot and full scale implementa-
tions over the next decades. Given that these systems are extremely novel, there is
still much work to be done on both the theoretical and experimental side of things
in the years to come. In this regard, RSOC systems are a fertile ground for research,
development, and commercialization. This chapter intends to describe some areas of
research where the work presented in this dissertation can easily be extended in order
to answer questions that might prove to be critical for the future of this technology.
In this sense, the discussion presented below is not intended as an exhaustive inven-
tory of all possible areas of research, but rather as a list of relevant questions and
areas of research that are natural extensions of the work presented herein.
6.1 Variations on system design
The RSOC system presented in this thesis is a CH4 based system in which the stack
is operating at atmospheric pressure and that electrolyzes only steam in electrolysis
mode. The primary reason for choosing this design was threefold: first, given that we
were interested in using electricity prices for the spot market in Western Denmark,
methane as a fuel made perfect sense since Denmark has a ubiquitous natural gas
grid and is part of a larger Scandinavian natural gas market for which price data
going back to 2009 was available. Second, RSOC are novel pieces of technology and
thus simulating a relatively simple stack operation (atmospheric pressure and steam
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electrolysis) was favored over more complex setups (e.g. co-electrolysis, pressurized
operation) in order to o↵er insights of what a system that is based on current tech-
nology might look like; third, because the purpose of the work was to make a case for
distributed infrastructure, simplification of the BoP was an initial design parameter.
Of course, these decisions carry some trade-o↵s and do not necessarily yield the most
e cient or intelligent design. Therefore, exploring variations on the system design
represent relatively low hanging fruit that might o↵er important new insights.
6.1.1 Co-electrolyis and pressurized systems
When operating in electrolysis mode, the system presented in this dissertation elec-
trolyzes steam to generate H2 and O2. However, SOCs have the ability to electrolyze
steam and CO2 simultaneously. Indeed, this capability is one of the defining features
and characteristics of SOCs, and therefore it should be evaluated in the context of the
system presented herein. Co-electrolysis is particularly relevant for cases in which the
fuel being synthesized requires syngas (e.g. methanol, DME, FT liquids), rather than
CO2 and H2. For these cases, co-electrolysis leads to a reduction in the complexity
of the BoP as it removes the necessity of a shift reactor in order to have the H2/CO
ratio required for a particular synthesis.
Operating SOCs at high pressures o↵ers some interesting benefits, such as lowering
of ASR at a fixed temperature, decreasing concentration overpotential by increasing
gas di↵usion, and in cases where fuel synthesis downstream of the stack requires
high pressures (methanol, FT liquids, DME) it can yield improvements in system
e ciency as compressing water and CO2 is energetically cheaper than syngas. Thus,
running type of simulations presented in the preceding chapters but with pressurized
stacks should be studied. Apart from these benefits, if high pressure can be combined
with lowering the operating temperature of the stack, some new and very interesting
systems can be designed. For example, if the temperature of the stack can be lowered
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to ⇠ 680  C and the pressure increased to ⇠ 20 bar it is possible to design RSOC
systems in which methanation is promoted inside the cell channels [9, 127], which
in turn could mean simplification of the BoP, very high round-trip e ciencies for
closed systems (Wendel et al. report r.t.e > 70%) and potentially improved stat-up
times. The work developed by Jensen et al. [73] is based on such a system at a very
large scale (250 MW) and their work includes an economic assessment. However,
this study assumes constant fuel and electricity prices and is a closed system focused
exclusively on electricity storage and price arbitrage. Thus, variable operation with
an open system operating under these conditions (high pressure low temperature) is
an obvious next step within this line of research which has the potential of delivering
important insights that may be used to push the technology forward.
6.2 Heat integration
As thoroughly discussed in Section 4.3, heat integration is a key element of the RSOC
system, particularly when it is operating in electrolysis mode. Although the system
intended to integrate heat in a sensible manner, heat integration was not a particular
objective of the work in this thesis and therefore it warrants deeper exploration in
the future. A detailed pinch analysis for RSOC systems with variable operation is an
important next steps. This could be particularly relevant not only from an operation
point of view, but also from a CAPEX perspective as heat exchangers were the most
expensive equipment in the RSOC system (see Section 5.3 for a detailed discussion).
Thus, any work that might yield improvements in system e ciency and the size of
the heat exchange network will have important impacts on the system’s economics.
6.3 Economic optimization and stack degradation
Degradation of the SOC is a question of the utmost importance. Modeling degrada-
tion is particularly di cult, as the many of the micro processes are still hotly debated
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and the degradation that might be measured for a particular cell at a given set of con-
ditions does not necessarily translate to a stack degradation, as the stacking, wiring,
and integration of the cells into stacks influences the system’s performance. In the
case of SOCs that switch back and forth between modes, reversibility has the poten-
tial to reduce the overall degradation of the stack, as the work by Graves et al. [54]
shows. This is a key finding that has important consequences for the future model-
ing of such systems. The framework used to model degradation in this dissertation
was very simplistic, as it was only trying to capture the e↵ects that an increase in
ASR (as a consequence of a time dependent degradation function) would have on
the operating strategy and the size of the BoP. However, if degradation changes as
a function of reversing the operation, then the particular operating strategy and his-
tory will influence the lifetime of the stack and the economics of the system. This is
particular hard problem, as it not only involves a time dependency but also a depen-
dence on the particular history of the device. That is, it’s not only important to keep
track of the systems history in terms of hours of operation, but also on the number
of particular switching cycles it has gone through (reversibility) and the particular
current/voltages it has operated in. For example, operating a total of 10 hours at
the over-voltage limits might have a very di↵erent impact on the lifetime of the de-
vice then operating for 10 hours at lower over-voltages and with two mode switches.
Obviously such modeling is somewhat arbitrary (as the particular mechanisms of the
degradation are still unknown or very hard to model from a fundamental point of
view) and it will largely depend on the degradation function, but it is an interesting
and important area of research as this type of situation, where the system is switching
back and forth and operating at the limits, will become more common in markets
with high penetration of intermittent energy sources.
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6.4 Scaling down BoP components
One of the most attractive elements of RSOC systems is the fact that they are intrin-
sically small, and therefore lend themselves for building distributed infrastructure.
Although the actual RSOC has no problem being small, many of the BoP component
economics depend on scaling in size (e.g. making compressors, blowers, heat ex-
changers bigger) rather than in a small unit mass-manufactured paradigm. This is a
challenge for building small distributed systems, as the standard textbook economics
favor larger installations because many of these components become prohibitively ex-
pensive at small scales. Thus, the miniaturization of many of the BoP components
is a critical area of research that has applications beyond the distributed RSOC sys-
tems. The main cost driver for the BoP were found to be the heat exchangers. This,
in large part, is due to the fact that the empirical relationships used for costing the
equipment are power laws that decrease with increasing unit size. Thus, at small
scales these are quite expensive. Thus, research in miniaturization is required in
order for these systems to be more economic. A good example of small-scale mass-
manufactured cheap heat exchangers is found in a car’s radiator, whose main purpose
is to transfer heat away from the engine at rates in the tens of kW’s. Car radiators,
as anyone that has owned a car can attest, are cheap goods that can be bought for
$500-$1,000 (⇠ $20  $50/kW), which is one or two orders of magnitude lower than
what traditional engineering empirical laws dictates for industrial heat exchangers.
6.5 Ancillary services and other markets
As discussed in Chapter 5, RSOC have the ability to o↵er a wide variety of grid
services that can be very valuable both from a revenue generating and an electricity
system point of view. In particular, RSOC are well poised to provide Manual Reserves
and Secondary reserves that require response times of ⇠ 15 minutes. The transient
operation of each RSOC system will ultimately depend on the particular design, as
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the response time will depend not only on the stack itself but on the response rates
of the BoP components. Due to the fact that the analysis presented herein did not
consider any non electricity or fuel spot market profits, an obvious next step would be
to explore the how the economics of the system change when it sells ancillary services
to the grid.
Lastly, a rich area of research is to apply the model and methods described
throughout this thesis to see how the economics change in di↵erent markets around
the world. Due to the regional nature of power and gas markets, each market will
vary in its price formation fundamentals and will be driven by di↵erent factors. For
this reason, it is worth exploring the value that the RSOC systems can provide across
di↵erent markets, and to investigate the importance that energy only vs. energy and




The work presented in this dissertation has, to a great level of detail, explored the
technical and economic dimensions of a methane based RSOC system. These so
called “energy hubs”, are systems that have the ability to generate electricity from
a fuel (methane, hydrogen, methanol) or generate fuel from electricity in an e cient
and bidirectional fashion. Because stacks are inherently small, these systems can be
designed to operate at many scales by scaling in numbers (e.g. number of stacks)
rather than in unit size. Thus, RSOC systems can allow for high energy density fuels
to be synthesized from electricity in a distributed fashion, thereby bridging the dis-
tributed generation infrastructure with the historically massively large and centralized
infrastructure for making fuels. If CO2 can be recycled from the atmosphere (using
industrial and/or natural processes), then the synthesized fuels are carbon neutral
and can be used to displace fossil fuels while exploiting the existing infrastructure.
This feature, the ability to make carbon neutral fuels, will become particularly im-
portant for decarbonizing certain applications within the transportation sector which
require high energy density fuels such as aviation, marine transport and heavy duty
trucking. Due to their bidirectionality, RSOC have the ability to use high energy den-
sity fuels for energy storage applications, which is an attractive feature as existing
infrastructure such as the natural gas grid can be used as the storage reservoir.
In order to study the viability and value of RSOC based systems, a computational
model was built to simulate a methane based RSOC system operating under a wide
variety assumptions. The system was then used to simulate the interaction of the
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RSOC with spot electricity and fuel markets in Denmark. The main findings and
contributions of this dissertation are the following:
• A 0-D computational model to simulate a methane based RSOC system with
internal reforming was built using open source software (python). Due to the
flexibility of the design and the fact that it is based on open source tools, the
model can be easily built upon and improved by the community interested in
this area of research. The model can be used both for system level and/or stack
level analysis. The ability to easily modify the stack and system parameters is
one of its core design principles. Chapter 3 contains an in depth description of
the model and its philosophy.
• Sensitivities to di↵erent assumptions and parameters were tested in order to
understand the key drivers of the system (see Chapter 4). When operating
in fuel cell mode, it was found that at the system level the RSOC will be
greatly a↵ected by the parasitic power consumption of the BoP and all ancillary
equipment associated with the conversion of DC into AC. For the base case
assumptions described in Table 4.2, the system was found to have a maximum
system e ciency of 59.5%. Because the system uses anode gas recycling to
provide the necessary steam for the internal reforming reaction, the system was
also found to be quite sensitive to the recycle rate and steam to carbon ratio
utilized.
• In electrolysis mode, the systems exhibits a maximum e ciency of 68% at a
voltage near the thermoneutral point. When operated below the thermoneutral
voltage (1.312 V), the main parasitics are heating requirements for the stack
(endothermic mode) and heating for steam generation. When operated above
the thermoneutral voltage, the stack operates in exothermic mode and thus
the heating requirements become less important and the parasitic load associ-
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ated with the air blowers (used for moving the air required to cool the stack)
dominate. Because the load of the blowers is a power law with respect to the
volumetric flowrate of the gas, overall e ciency drops quickly as more air is re-
quired. Variations in ASR impact the system by changing the voltage at which
the stack is operating for a given current. The maximum e ciency is fixed at
68%, but as ASR is decreased the current at which the peak e ciency occurs
is higher. This, in turn, implies that at lower ASRs the system will operate on
average at higher e ciencies for a given range of currents.
• The computational model introduced in Chapter 3 is able to simulate part-load
operation, allowing for the system to operate at di↵erent points (e.g. current
densities), which is a crucial feature for integration with intermittent renewable
sources and spot electricity markets. Operating in part-load, however, implies
over-designing the BoP components such as heat exchangers, blowers, and evap-
orators. Just like other systems reported in the literature, the net e ciency of
the system increases at part load operation.
• In Chapter 5 a series of temporal optimizations for finding the optimal oper-
ating strategy for a RSOC system that can buy/sell power/fuel in the Danish
wholesale electricity and gas markets were developed. Hourly data for fuel and
electricity prices for the years 2009-2014 were used, and the optimum operating
strategy consisted in finding the mode of operation (fuel cell, electrolysis, idle)
and the operating current density at which the operating profits (revenues -
variable costs) were maximized for each hour of the time-series.
• For the 2009-2014 timeseries and using the base-case assumptions (750  C,
0.5⌦cm2, 85% Uf ), fuel cell mode is the dominant active mode. Electrolysis
only occurs 3% of the time, however, it represents ⇠ 29.5% of the total profits.
Thus, the ability to operate in electrolysis mode is a key element of the system.
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• Electricity price volatility due to an increased penetration of wind is shown
to be a critical profit driver of the RSOC system. The swings in electricity
prices and the increasing frequency of negative prices, make electrolysis mode a
very profitable operation. As the previous bullet point highlights, even though
electrolysis does not occur frequently throughout the timeseries, it becomes very
important for the system’s profits. As such, price volatility should incentivize
deployment of these systems, which should help reduce their costs via learning
and cummulative production.
• The total plant costs (CAPEX) were computed using the framework developed
in Section 3.6, and the investment costs were converted into a fixed annuities,
such that the break-even point for the system would be the point in which
the sum of the operating profits for a given year equals the calculated TPC
annuity. For a system comprised of 100m2 of active area under the base-case
assumptions, the annualized TPC was calculated to be $153,551 (2009 dls). For
the 2009-2014 timeseries, the RSOC is not found to be a profitable investment.
• Sensitivity to ASR was tested for the temporal optimizations. Lowering of the
ASR was found to have an important impact on the operational profits, with
the di↵erence between the lowest initial ASR (0.2 ⌦cm2) and the highest (0.5
⌦cm2) representing an increase of 60% in cumulative profits. The lowering of
the ASR also has a big impact on the TPC, as the BoP becomes smaller due
to the fact that less air is required to cool the stack over a wider range of
currents. The impact on the TPC is mainly driven by smaller heat exchangers
in the system. The di↵erence in annualized TPC between a system with initial
ASR of 0.5 ⌦cm2 and one with 0.2 ⌦cm2 is roughly 20%. It is concluded that
lowering the ASR of the system represents an important area of research and
development that could potentially have a big impact on the commercialization
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of RSOC systems.
• The sensitivity of the system to the stack’s degradation rate was also tested.
In order to simplify the problem, a degradation of 1% ASR/1,000 hrs that is
linear with time and only depends on the lifetime of the device (rather than
its particular history) is assumed. The lifetime of the stack is kept constant
and the impact of degradation on the operational profits and TPC is tested
under two di↵erent strategies: one in which the BoP is oversized so that the
operating limits stay constant, and one in which the BoP is not oversized but
the operating limits decrease as the stack ages. The two strategies are compared
to the base case with no degradation. For the 2009-2014 timeseries, the system
does not yield a positive investment and given the particular changes within
the prices in western DK (where the system idles most of the time during the
later years), oversizing the BoP is the strategy with the worst financial return.
Thus, it is concluded that for the assumptions and structure of prices analyzed,
it is better to sacrifice output in return for lower CAPEX costs.
• A projected price time-series for the Danish energy system in 2050 (which is
assumed to be 100% fossil fuel free on all energy flows) was used to evaluate the
role that RSOC systems could play under these scenarios. Two prices of syn-
thetic natural gas (SNG), 140 DKK/GJ (“high price”) and 91 DKK/GJ (“low
price”), were used as the price signals for the fuel in the system. The temporal
optimizations suggest that for a market that exhibits electricity prices similar to
those of the 2050 projection (low average prices, high variance), methane based
RSOCs are very profitable for the high SNG price (ROI ⇠ 75%). For the high
SNG case, electrolysis mode occurs about 50% of the time, fuel cell mode about
15% of the time and the system idles roughly 35% of the time. Even though
electrolysis mode occurs only 50% of the time, it represents more than 95% of
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the system profits. Therefore electrolysis mode is the critical profit driver in
this scenario. In this case, the value of reversibility does not rest on the profits
derived from fuel cell mode, but rather from the services that such flexibility
might provide for things like grid balancing requirements and load-following.
• For the low SNG simulation, the system exhibits less idling (22% of time), and
fuel cell mode occurs about 28% of the time. In this case, however, fuel cell
mode represent 21% of the operating profits, making it a much more relevant
operation for the system profits. For this scenario, the total plant profits exhibit
a yearly loss that is about 20% shy of the annualized TPC. Given that the
method for calculating the TPC has an inherent error ±30%, these results
are encouraging and suggest that the systems can be profitable in the future,
particularly if one assumes that technology will improve over the next decades
and that CAPEX costs will go down. When the ASR is lowered (to 0.4, 0.3
or 0.2 ⌦cm2), the total plant profits become positive which imply a potentially
attractive investment. Lastly, sensitivity to operating limits is tested. Except
for the case in which the ASR is lowered to 0.4 ⌦cm2 and the operating limits are
increased (0.95A/cm2 in fuel cell mode and  1.85A/cm2 in electrolysis mode),
increasing the operating limits does not yield a higher return on investment.
This is mainly due to the fact that the gains associated with the increased limits
are lower than the investment required to increase the size of the BoP.
In conclusion, the work presented in this dissertation has provided a detailed technical
and economic study of a methane based RSOC system, and concludes that such
systems are feasible from a technical perspective and o↵er a potential path for bridging
the electricity systems with the fuel synthesis infrastructure in a bi-directional and
e cient manner. When tested against the Danish spot electricity markets, the system
cannot cover its investment costs even when it is operated in a variable fashion in
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order to optimize the potential profits at every hour. However, the carbon constraints
imposed by climate change and the high variability in electricity prices associated with
markets with high penetration of variable renewable power, point towards a path in
which RSOC not only become an attractive investment, but are key enablers of a
zero carbon energy system.
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