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RESUMEN
Kinect es el accesorio de las videoconsolas ma´s modernas que permite
jugar a videojuegos usando so´lo el cuerpo, sin ningu´n tipo de control. Con su
conjunto de sensores es posible jugar como en la vida real, pues las siluetas
de los jugadores son capturadas por dichos sensores para posteriormente ser
emparejadas con un modelo de esqueleto. En este proyecto, se implementa
un reconocedor de secuencias gestuales utilizando el sensor Kinect. Con el
kit de desarrollo de software liberado por Microsoft, grabamos diferentes
movimientos en ficheros de texto creando una base de datos con la que tra-
bajaremos durante el desarrollo del proyecto.
En primer lugar, construimos el reconocedor en Matlab. Para ello,
es necesario realizar el entrenamiento de los modelos ocultos de Markov
(HMMs), obteniendo la secuencia o´ptima de estados con el algoritmo de
Viterbi y reestimando los para´metros en cada una de las iteraciones (me´todo
de Baum-Welch). Una vez calculados los HMMs, implementamos la funcio´n
de reconocimiento obteniendo el gesto que proporcione mayor verosimilitud.
El siguiente paso, es implementar el sistema en lenguaje C++ que es el
lenguaje de programacio´n usado en el SDK de Kinect.
Por u´ltimo, se implementa una aplicacio´n con distintos juegos de identifi-
cacio´n de movimientos cuya base sera´ el reconocedor construido. Se trata de
una herramienta u´til para los terapeutas que trabajan con nin˜os con movil-
idad reducida y problemas de interaccio´n. Dispone de varias opciones de
configuracio´n y un apartado de entrenamiento que permite crear HMMs de
diferentes movimientos. La aplicacio´n contiene 4 juegos diferentes: Gestos,
Adivinanzas, Frases y Evocacio´n que podra´n ayudar a los nin˜os a mejorar su
capacidad motora y coordinacio´n, as´ı como su capacidad de razonamiento
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1.1 Objetivos del proyecto
Este proyecto se enmarca dentro de una l´ınea de realizacio´n de herramien-
tas de asistencia a la terapia que sigue la l´ınea de proyectos anteriores que
ya desarrollaron este tipo de herramientas dentro del grupo Vivolab1 en
colaboracio´n con Colegio Pu´blico de Educacio´n Especial Alborada (CPEE
Alborada). El propo´sito de este proyecto es utilizar el dispositivo Kinect
para construir un reconocedor de secuencias gestuales que pueda ayudar a
nin˜os con movilidad reducida y problemas de interaccio´n, teniendo como
objetivo la comunicacio´n y la terapia.
Los objetivos de este proyecto son, en primer lugar, usar la ca´mara del
Kinect para grabar distintos movimientos y crear una base de datos con la
que trabajaremos para avanzar en el desarrollo del proyecto y poder medir
resultados cuantitativos de tasas de acierto y error. Se captara´n 20 puntos
del esqueleto cuyas coordenadas cartesianas grabaremos en ficheros para un
nu´mero controlado de movimientos simples, que posteriormente trataremos
de identificar. Estos, sera´n cargados en Matlab donde podremos represen-
tar los movimientos del esqueleto. A partir de ellos, se extraera´n distintos
a´ngulos del cuerpo que sera´n los datos de entrada a nuestro reconocedor
basado en modelos ocultos de Markov (HMMs).
En segundo lugar, se realizara´ un entrenamiento iterativo de los modelos
ocultos de Markov, para ello, se dispondra´ de varios ficheros con los datos
del movimiento de cada modelo capturados en la base de datos. Una vez
tengamos los modelos de cada movimiento, se construira´ el reconocedor uti-
lizando el algoritmo de Viterbi y se evaluara´n los ficheros de test de nuestra




Por u´ltimo, se implementara´ el sistema en lenguaje C++ que es el
lenguaje de programacio´n usado en el SDK de Kinect. De esta forma, se de-
sarrollara´ una aplicacio´n con distintos juegos de identificacio´n de movimien-
tos cuya base sera´ el reconocedor construido. Como el objetivo de estos
juegos es ayudar a nin˜os a mejorar su capacidad de movimiento y razon-
amiento, se utilizara´n dibujos y sonidos que capten su atencio´n. A trave´s
del juego, los nin˜os podra´n practicar los movimientos y asociar ima´genes
con sus gestos.
1.2 Estado del arte
El avance en el reconocimiento de gestos ha sido muy significativo en los
u´ltimos an˜os. Se lleva a cabo mediante ca´maras que capturan las ima´genes y
el posterior procesado de la informacio´n por medio de algoritmos matema´ticos.
La primera interfaz gestual que se comercializo´ fue el dispositivo Kinect
en el an˜o 2010. Su tecnolog´ıa se compone de una ca´mara y un sensor de
profundidad, que mide mediante infrarrojos el relieve de los objetos. El
dispositivo analiza y detecta un espacio definido en 3 dimensiones, de tal
manera que es capaz de seguir los movimientos de los jugadores, empare-
jando sus siluetas con un modelo de esqueleto.
El dispositivo Kinect se ha hecho muy popular al conectarse a la con-
sola Xbox, permitiendo as´ı, jugar a videojuegos usando so´lo el cuerpo. Sin
embargo, el reconocimiento de gestos va ma´s alla´ de los juegos, nos per-
mite comunicarnos con las ma´quinas e interactuar con ellas sin necesidad
de dispositivos meca´nicos. El kit de desarrollo de software liberado por Mi-
crosoft, permite a los usuarios crear sus propias aplicaciones de control del
movimiento utilizando el sensor Kinect2. Enfoques actuales en el campo
incluyen el uso de esta tecnolog´ıa para reconocer movimientos [14] [15].
En este proyecto se construye un reconocedor de gestos utilizando el
sensor Kinect y as´ı desarrollar un herramienta que sirva de apoyo a la ter-
apia. Este tipo de sistemas ha sido siempre muy demandado por parte de
profesionales y terapeutas, resultando u´til para la rehabilitacio´n f´ısica de
pacientes con discapacidad motora [13] [16]. La herramienta construida en
este proyecto servira´ de apoyo para mejorar la capacidad motora de los nin˜os
con movilidad reducida y problemas de interaccio´n.
En el a´mbito de la Educacio´n Especial, el grupo Vivolab de la univer-
2Kinect para Windows https://dev.windows.com/en-us/kinect
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sidad de Zaragoza lanzo´ la herramienta “Vocaliza”3, una aplicacio´n para
mejorar los problemas en el desarrollo del lenguaje en nin˜os con alteraciones
en el habla [6].
Otras investigaciones actuales relacionadas con el reconocimiento de gestos,
se centran en reconocer el lenguaje de signos [8] [9]. La implementacio´n de
estos sistemas requiere la deteccio´n de la manos [10] y la observacio´n de los
gestos realizados, extrayendo sus carater´ısticas [11]. En [12] se lleva a cabo
el reconocimiento de los gestos de las manos utilizando Modelos ocultos de
Markov (HMMs), que es el me´todo elegido para construir el reconocedor en
este proyecto.
1.3 Metodolog´ıa de trabajo
A continucacio´n, se describen las distintas fases que se han llevado a
cabo para la realizacio´n de este proyecto.
1.3.1 Documentacio´n
La primera fase de este proyecto consistio´ en la lectura de textos cient´ıficos
basados en el reconocimiento del lenguaje de signos. De esta forma, se
conocio´ el estado del arte y las distintas te´cnicas utilizadas para la deteccio´n
de los movimientos y su reconocimiento.
Tambie´n se realizo´ un estudio de los modelos ocultos de Markov con
funciones de densidad de probabilidad continuas (CDHMMs) ya que con
ellos se han obtenido buenos resultados en aplicaciones de reconocimiento
de secuencias de patrones. Esto nos lleva a estudiar el entrenamiento de los
modelos y el algoritmo de Viterbi. [1][2]
El siguiente paso fue la lectura de la documentacio´n asociada al SDK
de Kinect4 para conocer su funcionamiento y la forma de desarrollar aplica-
ciones de control del movimiento.
1.3.2 Construccio´n del reconocedor
Al tratarse de un modelo estad´ıstico con muchos para´metros que estimar,
se necesita disponer de datos de entrenamiento. Para ello, primero se crea
una base de datos grabando distintos movimientos con la ca´mara de Kinect.
Se guardan las coordenadas cartesianas de los 20 puntos del esqueleto en
3Proyecto Comunica http://dihana.cps.unizar.es/~alborada/herramientas.html
4Kinect para Windows https://dev.windows.com/en-us/kinect
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ficheros de texto que sera´n le´ıdos con una funcio´n de Matlab. Posterior-
mente se procesan estos datos y se calculan distintos a´ngulos del cuerpo que
servira´n para reconocer los movimientos.
A continuacio´n, se construyen los modelos ocultos de Markov en Matlab.
Lo primero que se necesita es una estructura para almacenar los para´metros
de los HMMs, la matriz de transicio´n y la funcio´n de probabilidad de la
secuencia de salida que se representa con una mezcla de Gaussianas por
estado. En segundo lugar, implementamos el algoritmo de Viterbi con el
que se obtendra´ la secuencia o´ptima de estados. Para entrenar los HMMs,
se reestiman sus para´metros calculando la ma´xima verosimilitud en varias
iteraciones hasta que dicho valor no cambie de forma significativa. De esta
forma, sabremos cual es el nu´mero o´ptimo de iteraciones que debemos re-
alizar para construir nuestro reconocedor. Se representa la matriz de proba-
bilidades junto con la mejor secuencia de estados en cada iteracio´n, compro-
bando como la ma´xima verosimilitud se adapta al mejor camino conforme
se avanza en el entrenamiento.
Para comprobar las prestaciones del sistema, una vez tenemos los mod-
elos de varios movimientos, se reconocen los ficheros de test utilizando el
algoritmo de Viterbi. Se evalu´a cada fichero con cada uno de los modelos
construidos dando como resultado a´quel movimiento con el que obtenemos
mayor verosimilitud. Se analizan 7 movimientos obteniendo buenos resulta-
dos en el reconocimiento.
Por u´ltimo, se implementa el sistema en lenguaje C++ siguiendo los
mismos pasos llevados a cabo en Matlab. Se analizan las prestaciones con
cuatro usuarios diferentes calculando tasas de acierto y error.
1.3.3 Disen˜o y desarrollo de la aplicacio´n
La aplicacio´n se disen˜o´ como herramienta de ayuda a los terapeutas que
tratan a nin˜os con problemas de movilidad e iteraccio´n con el medio que
les rodea. Por tanto, el entorno gra´fico debe ser simple utilizando ima´genes
coloridas que capten la atencio´n de los nin˜os. Con los distintos juegos,
se podra´n practicar diferentes movimientos de forma divertida ayudando a
mejorar la capacidad motora.
Para que la aplicacio´n sea versa´til, se desarrollan distintas opciones de
configuracio´n en los juegos, como el nivel de dificultad, los movimientos a
realizar o las ima´genes, adivinanzas y frases que se van a utilizar. Tambie´n
se adapta a distintos usuarios ya que se puede realizar el entrenamiento de
los modelos con los movimientos del nin˜o que vaya a jugar con la aplicacio´n.
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En el cap´ıtulo 3 de esta memoria se describen las caracter´ısticas de los
distintos juegos de la aplicacio´n, as´ı como el disen˜o y desarrollo de los mis-
mos.
1.4 Contenidos de la memoria
La organizacio´n de la memoria es la siguiente:
 Cap´ıtulo 1: introduccio´n al proyecto fin de carrera, describiendo los ob-
jetivos del mismo y las distintas tareas realizadas. Tambie´n se resumen
algunos enfoques actuales en el reconocimiento de los movimientos.
 Cap´ıtulo 2: explica la base teo´rica de la construccio´n del reconocedor:
Modelos Ocultos de Markov HMMs, algoritmo de Viterbi y algoritmo
de Baum-Welch. En el u´ltimo apartado, se analizan las prestaciones
del reconocedor construido.
 Cap´ıtulo 3: describe el disen˜o y la estructura de la aplicacio´n. Se
explica co´mo realizar el entrenamiento y configurar los distintos jue-
gos. Tambie´n se detalla el desarrollo llevado a cabo al construir la
aplicacio´n.
 Cap´ıtulo 4: presenta las conclusiones obtenidas, as´ı como las posibles
l´ıneas futuras de investigacio´n.
 Ape´ndice A: contiene las estructuras definidas y las funciones desar-
rolladas en lenguaje C++ para construir el reconocedor. Se detalla
la implementacio´n de la interfaz de usuario utilizando las funciones






2.1 Reconocimiento de gestos con HMMs
Cada gesto se define como la secuencia de s´ımbolos O = o1, o2, ...oT
donde ot representa las coordenadas del esqueleto en el instante de tiempo
t mediante un vector.
Considerando un conjunto de movimientos mi, el gesto reconocido sera´ aquel
con probabilidad ma´xima dada la secuencia de s´ımbolos O,
Gesto reconocido = argmax
i
P (mi|O) (2.1)
Para calcular esta probabilidad, se utiliza la regla de Bayes,
P (mi|O) = P (O|mi)P (mi)
P (O)
(2.2)
P (O) es la misma para todos los movimientos, por tanto no hace falta
tener en cuenta este te´rmino para conocer cua´l de ellos tiene mayor proba-
bilidad. Considerando tambie´n que todos los movimientos tienen la misma
probabilidad P (mi), maximizar P (mi|O) es lo mismo que maximizar P (O|mi).
Para calcular esta probabilidad se utilizan modelos ocultos de Markov.
Un modelo oculto de Markov o HMM es una ma´quina de estados finitos
que cambia de estado con el tiempo y genera una secuencia de s´ımbolos de
salida con una funcio´n de probabilidad bj(ot) dependiente del estado. La
secuencia de estados por los que pasa el modelo es desconocida u oculta.
Considerando la propiedad de Markov, la probabilidad de encontrarse en un
estado en un instante de tiempo determinado t, solo depende del estado en
que estuviese en el instante anterior t− 1.
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La matriz de las probabilidades de transacio´n entre estados se define
A = {aij} siendo aij = P (qt = j|qt−1 = i) (2.3)
La topolog´ıa de la matriz de transicio´n va a ser de un tipo especial
llamado left-to-right, donde las transiciones solo son posibles entre el propio
estado y el siguiente:
A =

a11 a12 0 . . . 0






0 0 0 . . . aNN
 (2.4)
En este proyecto, la funcio´n de probabilidad de la secuencia de salida se











donde K es el nu´mero de componentes, cjk son los pesos de las Gaus-
sianas, µjk son las medias y Σjk las varianzas.
En la figura 2.1 se muestra un ejemplo de HMM movie´ndose por la
secuencia de estados Q = 1, 2, 2, 3 y generando la secuencia de salida o1 a
o4. La probabilidad de generar dicha secuencia de salida O dado el modelo
de Markov M , la secuencia de estados Q, es igual a:
P (O,Q|M) = pi1b1(o1)a12b2(o2)a22b2(o3)a23b3(o4) (2.7)
siendo pi1 la probabilidad inicial del estado 1, bj(ot) la probabilidad de
salida del s´ımbolo ot en el estado j y aij la probabilidad de transicio´n entre
los estados i y j.
En el reconocedor que estamos construyendo, la secuencia de salida son
los valores que toman los distintos a´ngulos del cuerpo al realizar el gesto
O = o1, o2, ...oT . La secuencia de estados es desconocida, por lo que la prob-
abilidad de generar una salida dado un modelo de Markov se calcula como









Figure 2.1: Ejemplo de Modelo Oculto de Markov (HMM) movie´ndose por
la secuencia de estados Q = 1, 2, 2, 3 y generando la secuencia de salida o1
a o4.
Considerando la secuencia de estados ma´s probable, la ecuacio´n 2.8 se aprox-
ima en la pra´ctica como:









Por razones de precisio´n nume´rica, vamos a utilizar la ecuacio´n 2.9 en
logaritmo, quedando:






log bq(t)(ot) + log aq(t)q(t+1)
}
(2.10)
Cada movimiento mi se representa con el modelo oculto de Markov Mi,
por lo que P (O|mi) = P (O|Mi). Por tanto, conociendo los para´metros {aij}
y {bj(ot)} de cada modelo Mi, podemos resolver la ecuacio´n 2.1 y reconocer
el gesto realizado. La estimacio´n de los para´metros de cada HMM se realiza
entrenando cada modelo con varias muestras del movimiento correspondi-
ente.
2.2 Datos de entrada del reconocedor
Para crear una base de datos con la que trabajar en la construccio´n del
reconocedor de secuencias gestuales, grabamos distintos movimientos con la
ca´mara del Kinect. Para ello, utilizamos el kit de desarrollo de software
liberado por Microsoft que almacena la posicio´n (x, y, z) de 20 puntos del
esqueleto en una estructura de datos (figura 2.2).
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Figure 2.2: Imagen del esqueleto capturado por Kinect identificando los
20 puntos del cuerpo cuyas coordenadas (x, y, z) son almacenadas en una
estructura de datos.
Para la duracio´n de cada gesto consideramos 2.5 segundos que siendo
la tasa de captura de Kinect de 20fps, corresponde a 50 capturas con la
posicio´n de los 20 puntos del esqueleto. Guardamos esta informacio´n en una
matriz de dimensiones 50x60 (50 filas, una por cada captura de posiciones
y 60 columnas - 20 puntos del esqueleto x 3 coordenadas). Para procesar
estos movimientos en Matlab, creamos ficheros de texto con cada uno de los
gestos grabados con Kinect.
Creamos la funcio´n read mov.m en Matlab para leer los ficheros de
texto con las posiciones de los puntos del esqueleto. Para representar el
movimiento necesitamos una matriz de 20 filas (una por cada punto) y 3
columnas (una por cada coordenada x, y, z). Por tanto, transformamos
cada una de las filas del fichero en una matriz de dimensiones 20x3. Repre-
sentamos las coordenadas x e y de cada una de las capturas y con la funcio´n
movie.m de Matlab vemos el movimiento. En la figura 2.3 se muestran 3
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instantes de tiempo (t = 0s, t = 2s, t = 4s) del video obtenido al grabar un
movimiento levantando el brazo derecho y despue´s el brazo izquierdo.
Figure 2.3: Capturas del video obtenido con la funcio´n read mov.m en los in-
stantes de tiempo t = 0s, t = 2s, t = 4s al grabar un movimiento levantando
el brazo derecho y despue´s el brazo izquierdo
A partir de estos ficheros de texto con los movimientos grabados con la
Kinect, extraemos distintos a´ngulos del cuerpo que sera´n los datos de en-
trada a nuestro reconocedor basado en modelos ocultos de Markov (HMMs).
Para ello, obtenemos los vectores de las 2 l´ıneas que forman el a´ngulo a cal-
cular, como la diferencia entre las coordenadas del punto final y el inicial:
~PQ = Q− P = (q1 − p1)x+ (q2 − p2)y + (q3 − p3)z (2.11)


















En el desarrollo de este proyecto se van a utilizar los 8 a´ngulos mostrados
en la figura 2.4. Para el reconocimiento de otros movimientos, por ejemplo
un movimiento con las piernas, sera´ necesario an˜adir los a´ngulos correspon-
dientes a la funcio´n read mov.m. Cambiando el nu´mero de dimensiones y
agregando una nueva fila a la matriz con los valores del nuevo a´ngulo, se
podra´ utilizar el reconocedor construido para identificar cualquier tipo de
movimiento.
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Figure 2.4: Imagen del esqueleto capturado por Kinect identificando los 8
a´ngulos del cuerpo utilizados en el desarrollo del proyecto
2.3 Entrenamiento de modelos ocultos de Markov
El entrenamiento consiste en la reestimacio´n de los para´metros de los
HMM realizando varias iteraciones. Para ello, empleamos varios ficheros
con los datos del movimiento de cada modelo capturados con la ca´mara del
Kinect.
2.3.1 Secuencia o´ptima de estados (Algoritmo de Viterbi)
Para encontrar la secuencia o´ptima de estados utilizamos el algoritmo de
Viterbi. Se define la variable δt(i) como la probabilidad del mejor camino




P (q1, q2, ..., qt−1, qt = i, o1, o2...ot|M) (2.13)








siendo aij la probabilidad de transicio´n del estado i al j y N el nu´mero de
estados. Como se ha comentado en el apartado 2.1 de esta memoria, las
transiciones solo sera´n posibles entre el propio estado y el siguiente (matriz
left-to-right 2.4) y ambas se inicializan con la misma probabilidad (aii = 0.5
y aii+1 = 0.5).
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En el instante inicial t = 1, la funcio´n es igual a la probabilidad de que
la observacio´n o1 haya sido generada por el estado i:
δ1(i) = piibi(o1) (2.15)
siendo pii la probabilidad inicial de cada estado.
Para obtener δ1(i) consideramos pii = 1, 1 ≤ i ≤ N y calculamos bi(o1)
como una mezcla de Gaussianas utilizando las ecuaciones 2.5 y 2.6.
Realizando varias iteraciones obtenemos la verosimilitud del mejor camino,
pero para poder recuperar despue´s la secuencia tambie´n necesitamos guardar
el ı´ndice del mejor camino. Para ello, se define la variable φt(j) que guarda
el estado i que hace ma´xima la ecuacio´n 2.14 en cada instante de tiempo t.






Recorriendo esta variable hacia atra´s para los instantes de tiempo T −
1, T −2, ..., 1 (proceso conocido como Backtracking), obtenemos la secuencia
o´ptima de estados.
2.3.2 Reestimacio´n de los para´metros utilizando el algoritmo
de Baum-Welch
Los para´metros aij y bj(ot) de cada HMM se eligen de manera que
P (O|M) sea maximizada localmente usando un procedimiento iterativo como
es el me´todo de Baum-Welch.
La funcio´n de probabilidad de la secuencia de salida se representa con
una mezcla de Gaussianas, tal y como se indica en las ecuaciones 2.5 y
2.6. As´ı, para determinar los para´metros de cada estado j de un HMM, ten-
dremos que estimar las medias y covarianzas de estas mezclas de Gaussianas
bj(ot).
Para ello, dividimos el vector con los valores de los a´ngulos utilizados en
el entrenamiento, entre los distintos estados del HMM, teniendo en cuenta la
secuencia o´ptima de estados de Viterbi explicada en el apartado anterior. A
continuacio´n, calculamos Lj(t) que es la probabilidad de estar en el estado j
en el instante de tiempo t, con valores iniciales de la media y la covarianza.
Una vez que tenemos el valor de la verosimilitud, reestimamos la media y la









t=1 Lj(t)(ot − µj)(ot − µj)T∑T
t=1 Lj(t)
(2.18)
Este proceso se repite hasta que el valor de la verosimilitud no cambie.
Para visualizar esto, representamos el valor de la log-verosimilitud en cada
iteracio´n (ecuacio´n 2.10):

















Figure 2.5: Log-verosimilitud obtenida en cada iteracio´n (ecuacio´n 2.10) al
entrenar el modelo correspondiente al movimiento de levantar el brazo
En el ejemplo de la figura 2.5 vemos que a partir de la cuarta iteracio´n,
la verosimilitud aumenta muy poco. Por tanto, podemos dejar de iterar
porque apenas se va a apreciar mejora en el resultado.
2.4 Reconocimiento de gestos por Viterbi
En el apartado anterior 2.3, se ha descrito la restimacio´n de los para´metros
del HMM utilizando el algoritmo de Baum-Welch. Una vez que hemos entre-
nado el modelo, vamos a reconocer el gesto realizado basa´ndonos en aquella
secuencia de estados con la que obtegamos la mayor verosimilitud (algo-
ritmo de Viterbi). Para que el algoritmo sea ma´s preciso, vamos a calcular
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δt(i) + log (aij)
]
+ log (bj(ot+1)) (2.19)
Como muestra la figura 2.6 de [2], podemos visualizar el algoritmo de
Viterbi como la bu´squeda del mejor camino en una matriz donde el eje ver-
tical representa los estados del HMM y en el eje horizontal se representa
el tiempo. Cada uno de los puntos de la figura, representa la probabilidad
de observar esa salida en ese instante de tiempo y cada uno de los arcos
representa la probabilidad de transicio´n entre estados. De esta forma, la
log-verosimilitud de cada camino se calcula simplemente sumando el loga-
ritmo de las probabilidades de transicio´n y las probabilidades de salida de
los puntos recorridos.
Figura 2.6: Visualizacio´n del algoritmo de Viterbi como la bu´squeda del
mejor camino en una matriz donde el eje vertical representa los estados del
HMM y en el eje horizontal se representa el tiempo. Cada uno de los puntos,
representa la probabilidad de observar esa salida en ese instante de tiempo y
cada uno de los arcos representa la probabilidad de transicio´n entre estados.
Imagen extra´ıda de [2].
En la figura 2.7 se muestra un ejemplo de esta matriz de log-verosimilitudes
al realizar el movimiento de levantar el brazo. Como se indica en la barra
de colores a la derecha del gra´fico, el color negro muestra un valor mayor
de la log-verosimilitud y el blanco el menor valor. La secuencia o´ptima de
estados se representa con la l´ınea azul, indicando con cada c´ırculo, el estado
en el que se encuentra en cada instante de tiempo. Observamos que el mejor
camino pasa por las zonas de color ma´s oscuro, por lo que corresponde con
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la ma´xima log-verosimilitud.
En la figura 2.8 se muestra la matriz de log-verosimilitudes obtenida al
testear el movimiento de bajar el brazo con el HMM entrenado con movi-
mientos de subir el brazo. Comprobamos que el mejor camino no corresponde
con una buena secuencia de valores de log-verosimilitud ya que las observa-



























Figura 2.7: Bu´squeda del algoritmo de Viterbi resultante al testear el movi-



























Figura 2.8: Bu´squeda del algoritmo de Viterbi resultante al testear el movi-
miento ’bajar brazo’ con un HMM ’levantar el brazo’
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2.5 Ana´lisis de prestaciones
Para analizar las prestaciones del reconocedor construido, se realizan va-
rias pruebas de reconocimiento con Matlab y se calculan las tasas de acierto
y error obtenidas con el reconocedor implementado en C++.
Se dispone de una base de datos con movimientos realizados con el brazo
derecho por 4 usuarios diferentes: mover el brazo hacia arriba, hacia abajo y
hacia delante, estirar y doblar el codo, hacer un c´ırculo, una S y una Z en el
aire. Tenemos 10 ficheros de cada uno de estos movimientos para realizar el
entrenamiento de los modelos y 3 ficheros de test que trataremos de recono-
cer. Se comparan los resultados obtenidos al utilizar un HMM gene´rico con
los obtenidos al utilizar un HMM entrenado con los movimientos del propio
usuario.
2.5.1 Pruebas de reconocimiento en Matlab
Una vez construido el reconocedor en Matlab, comprobamos su correcto
funcionamiento realizando varias pruebas de reconocimiento de movimientos
con el brazo derecho.
La primera prueba consiste en analizar si el reconocedor es capaz de dife-
renciar entre los movimientos levantar y bajar el brazo. Para ello, utilizamos
el a´ngulo que forma el cuerpo con el brazo derecho (a´ngulo 4 de la figura
2.4). Se obtienen los 2 HMMs con los 10 ficheros de cada movimiento y se
calcula la verosimilitud con el fichero de test correspondiente a levantar el
brazo. Comprobamos que con el HMM entrenado al mover el brazo hacia
arriba se obtiene una verosimilitud mucho mayor que con el HMM entre-
nado al mover el brazo hacia abajo. Por tanto, reconoce correctamente el
movimiento seleccionando a´quel con el que se obtiene verosimilitud ma´xima.
La segunda prueba trata de diferenciar entre los movimientos mover el
brazo hacia delante y doblar el codo. Primero, entrenamos los modelos uti-
lizando solo el a´ngulo 4 de la figura 2.4. Calculamos la versimilitud con el
fichero de test correspondiente a doblar el codo y vemos que con el HMM
entrenado al mover el brazo hacia delante obtenemos mayor verosimilitud.
Por tanto, se comete un error en el reconocimiento. Para evitarlo, vamos a
an˜adir el a´ngulo del codo (a´ngulo 3 de la figura 2.4). Volvemos a entrenar
los modelos y al calcular la verosimilitud comprobamos que es mayor con el
HMM doblar el codo. Por tanto, an˜adiendo este a´ngulo, se reconoce correc-
tamente el movimiento.
En la siguiente prueba, se calcula el HMM de los 7 movimientos entre-
20
nando los modelos con los 8 a´ngulos de la figura 2.4. Inicializamos el HMM
con funciones de densidad de probabilidad Gaussianas de 8 dimensiones ya
que tenemos 8 a´ngulos de entrada. A partir de los valores iniciales del HMM,
se reestiman sus para´metros recorriendo los 10 ficheros de cada movimien-
to que tenemos en la base de datos. Se repite este proceso 6 veces, ya que
observamos que no mejora la log-verosimilitud a partir de ah´ı, como se pue-
de ver en la figura 2.5. Al finalizar, guardamos los para´metros de cada HMM.
Una vez obtenidos los Modelos Ocultos de Markov, vamos a realizar va-
rias pruebas de reconocimiento con ficheros de test de cada uno de los movi-
mientos. Para ello, se carga uno de los ficheros y se calcula la verosimilitud
utilizando el algoritmo de Viterbi con los 7 HMMs que hemos entrenado. La
verosimilitud obtenida con el HMM correspondiente al movimiento testeado
es mayor en todos los casos. Por tanto, con este juego de datos de 7 movi-
mientos, el reconocedor construido funciona correctamente.
Se disponde tambie´n de ficheros de test donde se han grabado los mismos
movimientos pero ejecuta´ndolos de forma diferente. En uno de ellos, se para
a mitad del movimiento unos segundos y en el otro, se realiza el movimiento
de forma intermitente. Se calcula la verosimilitud con los 7 HMMs y com-
probamos que en todos los casos se reconoce correctamente el movimiento
testeado.
2.5.2 Evaluacio´n del reconocedor C++
Una vez analizado el correcto funcionamiento del reconocedor en Matlab,
vamos a calcular las tasas de acierto y error que proporciona el reconocedor
construido en C++.
Como hemos dicho anteriormente, nuestra base de datos contiene movi-
mientos realizados por 4 usuarios diferentes. En primer lugar, se calculan los
HMM de cada movimiento con los 10 ficheros disponibles por cada usuario.
Para evaluar el reconocedor, no podemos utilizar ficheros de test utilizados
en el entrenamiento de los HMMs ya que se producir´ıan resultados erro´nea-
mente favorables. Por esto, se calculan 10 HMMs por usuario y movimiento,
dejando fuera en cada entrenamiento uno de los ficheros que posteriormente
utilizaremos para testear.
Creamos un HMM gene´rico a partir de los movimientos del usuario 1 para
comparar la tasa de error con el HMM creado a partir de los movimientos
del propio usuario. La tasa de error en el reconocimiento de movimientos
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En la tabla 2.1 se muestran los resultados obtenidos en el ana´lisis:
Usuario MER gene´rica MER % reduccio´n
Usuario 2 37,88 % 6,06 % 84 %
Usuario 3 45,45 % 12,12 % 73,33 %
Usuario 4 40,91 % 10,60 % 74,09 %
Cuadro 2.1: MER
Como vemos en la tabla 2.1, el reconocedor funciona mejor cuando se
utiliza un HMM entrenado con los movimientos del propio usuario, obte-
niendose mejoras superiores al 70 %. En este caso, la MER de nuestro reco-
nocedor es bastante baja, consiguiendo una tasa de acierto media del 90,4 %.
Estos resultados son interesantes ya que en la aplicacio´n es posible entrenar
los modelos para usuarios concretos.
Es cierto que estos resultados se obtienen con un nu´mero finito de movi-
mientos, solo 6 diferentes. No obstante para cada usuario se intentan reco-
nocer 10 ficheros de cada uno de los movimientos con 2 HMMs, uno gene´rico
y otro creado a partir de los movimientos del propio usuario. Esto supone
un total de 360 pruebas de reconocimiento, por lo que podemos considerar




Descripcio´n de la aplicacio´n
La aplicacio´n disen˜ada en este proyecto podra´ ayudar a nin˜os con mo-
vilidad reducida y problemas de interaccio´n, teniendo como objetivo la co-
municacio´n y la terapia.
Esta aplicacio´n consiste en distintos juegos de identificacio´n de movi-
mientos cuya base es el reconocedor de gestos construido. Los juegos tienen
ima´genes y sonidos que estimulan a los nin˜os y consiguen captar su aten-
cio´n. Adema´s pueden ayudarles a mejorar su movilidad y su capacidad de
interaccio´n con el medio que les rodea.
3.1 Estructura de la aplicacio´n
La estructura de la aplicacio´n se muestra en la figura 3.1:
Figura 3.1: Estructura de la aplicacio´n implementada en este proyecto
En primer lugar, es necesario entrenar el HMM correspondiente al mo-
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vimiento con el que el terapeuta quiere trabajar. La aplicacio´n dispone de
un apartado para ello. Dentro de este, hay 2 opciones, una para grabar
movimientos y otra para realizar el entrenamiento. Si ya tenemos varias
grabaciones del movimiento, podemos entrenar el modelo directamente. En
caso contrario, necesitamos grabar varias veces el gesto, selecciona´ndo la
opcio´n Grabar movimiento. Para crear un HMM ma´s preciso, podemos uti-
lizar grabaciones del movimiento realizadas por los nin˜os con los que vamos
trabajar y an˜adirlas a nuestro juego de datos para entrenar el modelo. La
ca´mara del Kinect comenzara´ a grabar cuando detecte un esqueleto y guar-
dara´ los datos en ficheros de texto, asigna´ndoles nombre de forma secuencial
mov1.txt, mov2.txt, etc. Una vez que tenemos ficheros con los datos de los
movimientos, realizamos el entrenamiento para crear el HMM correspon-
diente, seleccionando la opcio´n Training. El HMM resultante, se guarda en
el fichero de texto hmm.txt.
Una vez calculados los HMM de los movimientos que vamos a utilizar,
el terapeuta puede seleccionar uno de los cuatro juegos. El nin˜o realizara´
el movimiento que se indique en el juego, ya sea a trave´s de ima´genes o
adivinanzas, y se guardara´ en el fichero de texto test.txt. El reconocedor
construido comparara´ dicho fichero con el HMM correspondiente y calculara´
la verosimilitud. En funcio´n de ella, determinara´ si el gesto se ha realizado
correctamente o no.
Figura 3.2: Pantalla de inicio de la aplicacio´n: Menu´ de configuracio´n, Entre-
namiento de los modelos y 4 juegos: Gestos, Adivinanzas, Frases y Evocacio´n
La pantalla principal de la aplicacio´n se muestra en la figura 3.2. Dis-
pone de un menu´ de configuracio´n, un apartado para entrenar los distintos
movimientos y 4 juegos: Gestos, Adivinanzas, Frases y Evocacio´n. Los pic-
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togramas utilizados se han obtenido del portal ARASAAC1 que ofrece re-
cursos gra´ficos y materiales para la comunicacio´n alternativa y aumentativa.
En los siguientes apartados se explican los distintos bloques que compo-
nen la aplicacio´n (figuras 3.1 y 3.2).
3.2 Edicio´n y configuracio´n
El terapeuta dispone de un Menu´ de configuracio´n gene´rico y uno indi-
vidual para cada juego.
En el Menu´ de la pantalla principal se debe seleccionar el directorio de
trabajo (figura 3.3). Aqu´ı se guardara´n todos los ficheros e ima´genes utili-
zados en los distintos juegos.
Figura 3.3: Seleccio´n del directorio de trabajo en el menu´ de la pantalla
principal
Otra configuracio´n comu´n a todos los juegos es seleccionar si la grabacio´n
1www.arasaac.org
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del v´ıdeo y la vista del esqueleto (figura 3.4) deben estar visibles o no. Se
marcara´ la vista que queramos visualizar en la pantalla principal de cada
juego o se dejara´n desmarcadas en caso de desear que queden ocultas. (figura
3.5)
Figura 3.4: Vistas de la grabacio´n del v´ıdeo y del esqueleto generadas por
Kinect
Figura 3.5: Configuracio´n de las vistas de grabacio´n del v´ıdeo y del esqueleto
para que aparezcan o no en la pantalla de cada juego
La configuracio´n de cada juego (figura 3.6) consiste en seleccionar el
gesto a realizar por el nin˜o y el nivel de dificultad (Alta, Media o Baja). La
lista de gestos se completara´ con todos los movimientos con fichero HMM
en el directorio de trabajo. Cuanto ma´s alto sea el nivel de dificultad, mayor
sera´ el umbral de verosimilitud para reconocer el gesto realizado. Por tanto,
sera´ necesario realizar el gesto de forma ma´s precisa para que reconozca el
movimiento correctamente.
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Figura 3.6: Configuracio´n de los juegos: Seleccio´n del gesto y nivel de difi-
cultad
3.3 Entrenamiento
Para comenzar a utilizar la aplicacio´n necesitamos disponer de los HMMs
de aquellos movimientos que queramos realizar en los juegos. El apartado de
Entrenamiento nos permite obtener los modelos ocultos de Markov de cual-
quier movimiento. En primer lugar, tenemos que grabar varias repeticiones
del mismo gesto pulsando el boto´n Grabar movimiento’ y a continuacio´n,
realizar el entrenamiento pulsando ‘Training ’ (figura 3.7).
Figura 3.7: Pantalla principal del apartado Entrenamiento. Permite grabar
los movimientos y obtener sus HMMs (Training)
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Para implementar este reconocedor de movimientos en lenguaje C++,
que es el lenguaje de programacio´n usado en el SDK de Kinect, lo primero
que necesitamos son los tipos matriz, Gaussiana y mezcla de Gaussianas.
Creamos tambie´n funciones ba´sicas para el procesado de matrices en C++
(Ape´ndice A.1). Para crear la interfaz de usuario, utilizamos las funciones
API de Windows (Ape´ndice A.2). La clase CSkeletalViewerApp del SDK2 nos
permite acceder y manipular los datos capturados por el sensor Kinect, as´ı
como mostrar las ima´genes del video y del esqueleto (Ape´ndice A.3). Todo
lo relacionado con la implementacio´n de la aplicacio´n en lenguaje C++ se
detalla en el ape´ndice A.
Figura 3.8: Esquema con las funciones implementadas para grabar los mo-
vimientos y entrenar los HMMs
El procedimiento WndProc ent recibe los mensajes generados en la ventana
entrenamiento. Al inicializar la ventana (mensaje WM INITDIALOG) se crean
los botones ‘Grabar movimiento’ y ‘Training ’. Para procesar los mensajes
que recibe cada boto´n, utilizamos la te´cnica de subclasificacio´n explicada en
el a´pendice A.2. Para ello, implementamos las siguientes funciones:
Grabar mov (HWND hWnd, UINT x ,UINT y ,UINT w, UINT h)
Train (HWND hWnd, UINT x ,UINT y ,UINT w, UINT h)
2https://dev.windows.com/en-us/kinect
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Grabar movimiento: Al pulsar este boto´n (mensaje WM LBUTTONUP),
se llama a la funcio´n writefile mov() que da nombre a los ficheros de texto don-
de se van a guardar los datos del movimiento grabado, mov1.txt, mov2.txt,
etc. Estos ficheros se guardara´n en el directorio seleccionado en la pantalla
principal de la aplicacio´n. En caso de que el usuario no haya seleccionado
ningu´n directorio, aparecera´ el mensaje de la figura 3.9.
Figura 3.9: Mensaje de error: No se ha seleccionado ningu´n directorio de
trabajo
Desde esta funcio´n se activara´ la grabacio´n del movimiento. Para ello, se
utiliza la clase CSkeletalViewerApp del SDK de Kinect. Cuando la ca´mara de-
tecta el esqueleto, el me´todo Nui GotSkeletonAlert( ) captura las coordenadas
de los 20 puntos de la figura 2.2 durante 2,5 segundos. Puesto que la tasa
de captura de Kinect es de 20fps, se obtienen 50 capturas con la posicio´n
de los 20 puntos del esqueleto. Estas coordenadas se guardan en una matriz
de dimensiones 50x60 (50 filas, una por cada captura de posiciones y 60 co-
lumnas - 20 puntos del esqueleto x 3 coordenadas). A continuacio´n, se crean
los ficheros de texto con esta informacio´n.
Training: Al pulsar este boto´n (mensaje WM LBUTTONUP), se llama a
la funcio´n read files folder () que lee los ficheros mov1.txt, mov2.txt, etc del
directorio seleccionado en la pantalla principal de la aplicacio´n. Estos fi-
cheros contienen las grabaciones de los movimientos con los que realizar el
entrenamiento y construir el HMM.
Para leer los ficheros de texto con las posiciones de los puntos del esque-
leto, creamos la siguiente funcio´n,
Matrix* read mov ( s t r i n g namef i l e )
Despue´s de leer las coordenadas del movimiento capturado con la Ki-
nect, calculamos el valor de los a´ngulos en todos los instantes de tiempo,
tal y como se comenta en el apartado 2.2 de esta memoria. Cada fila de la
matriz que devuelve la funcio´n read mov, contendra´ los valores de uno de los
a´ngulos. Como ya hemos dicho, en el desarrollo de este proyecto se van a
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utilizar los 8 a´ngulos mostrados en la figura 2.4.
A continuacio´n, se llama a la funcio´n training (). Si en el directorio no hay
ningu´n fichero mov1.txt, mov2.txt, etc salta el mensaje de la figura 3.10. En
caso contrario, se realiza el entrenamiento con los ficheros que haya en el
directorio.
Figura 3.10: Mensaje de error: En el directorio de trabajo no existen ficheros
para realizar el entrenamiento
Lo primero que tenemos que realizar para entrenar el HMM, es iniciali-
zar sus para´metros. Construimos modelos con matriz de transicio´n de tipo
left-to-right 2.1. Las funciones de probabilidad de salida de cada estado son
una mezcla de Gaussianas. Para inicializar la media utilizamos la funcio´n
rand float () y la covarianza sera´ la matriz identidad de dimensio´n D. D es
la dimensio´n de los datos de entrada al reconocedor, es decir, el nu´mero de
a´ngulos obtenidos con la funcio´n read mov.
Una vez inicializados los para´metros del HMM, utilizamos la siguiente
funcio´n para calcular la secuencia o´ptima de Viterbi y con ella, asignar los
valores de los a´ngulos de cada fichero, a los distintos estados del HMM.
void add data hmm (PDF MFGauss* pdf [ ] , Matrix* angulo , i n t i , i n t j
, i n t c [ ] , Matrix *A)
 pdf [] es la mezcla de Gaussianas del HMM.
 angulo es la matriz que devuelve read mov al leer cada uno de los ficheros
de texto utilizados en el entrenamiento.
 i indica el nu´mero de iteracio´n.
 j ı´ndice del fichero de texto.
 c [] es el nu´mero de columna de cada estado del HMM donde an˜adir
los valores de los a´ngulos.
 A es la matriz de transicio´n del HMM.
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Una vez recorridos todos los ficheros utilizados en el entrenamiento, se
llama a la funcio´n que estima los para´metros del HMM,
void estimate hmm (PDF MFGauss* pdf [ ] )
De esta forma, en cada iteracio´n calculamos de nuevo los para´metros de
la mezcla de Gaussianas del HMM (pdf []) obteniendo valores cada vez ma´s
precisos. Repetimos este proceso durante 6 iteraciones. Como se ha visto
en el apartado 2.3.2 de esta memoria, no hace falta realizar ma´s iteraciones
porque apenas se va apreciar mejora en el resultado.
Una vez realizado el entrenamiento, creamos la funcio´n write file para
guardar los para´metros del HMM.
void w r i t e f i l e ( s t r i n g namef i l e , Matrix* A, PDF MFGauss* pdf [ ] )
Con ella, grabamos el modelo resultante en el fichero de texto hmm.txt.
En este fichero, se guarda el nu´mero de estados y de componentes del HMM,
as´ı como su matriz de transicio´n. Para cada estado del HMM guardamos los
pesos, la media y la matriz de covarianza de cada una de las Gaussianas de
la mezcla. Cuando el HMM se ha creado correctamente, aparece el mensaje
de la figura 3.11 para informar al usuario de que ya puede utilizar este
movimiento en los distintos juegos.
Figura 3.11: Mensaje informativo: El entrenamiento ha terminado con e´xito
y el HMM se ha creado correctamente
3.4 Juegos
Como podemos ver en la figura 3.2, la aplicacio´n tiene 4 juegos dife-
rentes: Gestos, Adivinanzas, Frases y Evocacio´n. Mediante estos juegos se
pretende mejorar la capacidad motora y coordinacio´n de nin˜os con movili-
dad reducida, trabajando diferentes movimientos.
El grupo Vivolab desarrollo´ la herramienta “Vocaliza”3, una aplicacio´n
de asistencia a la logopedia para mejorar la capacidad del habla en nin˜os con
3Proyecto Comunica http://dihana.cps.unizar.es/~alborada/herramientas.html
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alteraciones en el lenguaje [6]. La aplicacio´n desarrollada en este proyecto
es muy similar ya que servira´ de ayuda a la terapia de nin˜os y personas con
necesidades especiales.
Los juegos tienen opciones de configuracio´n para que el terapeuta pueda
seleccionar los distintos movimientos, las ima´genes y el nivel de dificultad.
El funcionamiento de todos los juegos es similar: se muestra una imagen
y/o un texto que los nin˜os tendra´n que asociar a un movimiento y repro-
ducirlo. La ca´mara Kinect grabara´ dicho movimiento y lo comparara´ con el
HMM correspondiente. Segu´n el nivel de dificultad seleccionado, el umbral
de verosimilitud para reconocer el gesto sera´ ma´s o menos alto. Se mostrara´
una imagen y se reproducira´ un sonido para indicar al nin˜o si ha realizado
correctamente el gesto o debe intentarlo de nuevo.
Reconocedor: Este bloque compara el movimiento realizado por el nin˜o
(test.txt) con el HMM seleccionado por el terapeuta (hmm.txt).
Figura 3.12: Esquema con las funciones implementadas para reconocer el
gesto realizado
El procedimiento WndProc recibe los mensajes generados en la ventana
de cada juego. Al inicializar la ventana (mensaje WM INITDIALOG) se crea
el boto´n ‘Test ’. Para procesar los mensajes que recibe este boto´n, utiliza-
mos la te´cnica de subclasificacio´n explicada en el a´pendice A.2. Para ello,
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implementamos las siguiente funcio´n:
Test (HWND hWnd, UINT x ,UINT y ,UINT w, UINT h)
Al pulsar el boto´n ‘Test ’ (mensaje WM LBUTTONUP), se activa la grabacio´n
del movimiento. Para ello, se utiliza la clase CSkeletalViewerApp del SDK de Ki-
nect. Cuando la ca´mara detecta el esqueleto, el me´todo Nui GotSkeletonAlert( )
captura las coordenadas de los 20 puntos de la figura 2.2 y crea el fichero de
texto test.txt. A continuacio´n, se llama a la funcio´n test mov().
Tal y como hemos hecho antes para leer los ficheros en el entrenamien-
to, utilizamos la funcio´n Matrix* read mov(string namefile) para leer el fichero
test.txt con el movimiento realizado por el nin˜o. Esta funcio´n devuelve la
matriz angulo que contiene los a´ngulos de dicho movimiento.
Para leer el fichero con el HMM seleccionado por el terapeuta (namefile),
utilizamos la funcio´n read file que nos devuelve la matriz de transicio´n A y
para cada estado del HMM, los pesos, la media y la matriz de covarianza de
cada una de las Gaussianas de la mezcla pdf [] ,
void r e a d f i l e ( s t r i n g namef i l e , Matrix* A, PDF MFGauss* pdf [ ] )
A continuacio´n, calculamos la verosimilitud obtenida con el movimiento
realizado por el nin˜o, utilizando el algoritmo de Viterbi,
void v i t e r b i (PDF MFGauss* pdf [ ] , Matrix* angulo , Matrix* A,
Matrix *S , Matrix *b , Matrix * de l ta , Matrix *phi , f l o a t * l i k e )
 pdf [] es la mezcla de Gaussianas del HMM.
 angulo es la matriz que devuelve read mov al leer el fichero test.txt.
 A es la matriz de transicio´n del HMM.
 S es la secuencia o´ptima de estados.
 b es la funcio´n de probabilidad de la secuencia de salida, bj(ot) ecuacio´n
2.5.
 delta es la probabilidad del mejor camino que calculamos con la ecua-
cio´n 2.19, δt+1(j)
 phi es la secuencia de estados que maximiza la probabilidad, φt(j)
ecuacio´n 2.16
 like es la log-verosimilitud obtenida.
El u´ltimo paso es comparar la log-verosimilitud con el umbral (este valor
depende del nivel de dificultad seleccionado por el terapeuta). En caso de
que la log-verosimilitud obtenida sea superior a dicho umbral, se reconoce
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el gesto realizado por el nin˜o, en caso contrario debera´ intentarlo de nuevo.
En los siguientes subapartados se describen los 4 juegos de la aplicacio´n.
3.4.1 Gestos
Con el juego ‘Gestos’, los nin˜os podra´n practicar la realizacio´n de dis-
tintos movimientos, por lo que les ayudara´ a mejorar su capacidad motora.
En el directorio seleccionado en la pantalla principal (figura 3.3), tendre-
mos los ficheros con los HMM de los movimientos que hayan sido entrena-
dos. El nombre de estos ficheros debe comenzar por hmm y a continuacio´n
indicar el nombre del movimiento correspondiente. De esta forma, en el des-
plegable de las opciones de configuracio´n, aparecera´n todos los movimientos
que tengan HMM en el directorio. Para configurar este juego, el terapeuta
debe seleccionar uno de los movimientos de este desplegable y el nivel de
dificultad (Alta, Media, Baja), tal y como se ha explicado en el apartado
3.2 de esta memoria.
Una imagen asociada al movimiento seleccionado aparacera´ en la pan-
talla si existe en el directorio de trabajo. Debera´ ser un archivo .bmp cuyo
nombre debe comenzar por img y a continuacio´n el nombre del movimiento
correspondiente. En la figura 3.14 se muestra la pantalla principal del jue-
go Gestos donde el terapeuta ya ha seleccionado un movimiento que tiene
asociada la imagen de la nin˜a saludando.
Figura 3.13: Pantalla del Juego Gestos una vez que el terapeuta ha seleccio-
nado el movimiento con la imagen asociada “nin˜a saludando”.
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Cuando el nin˜o este´ preparado, el terapeuta pulsa el boto´n ‘Test’ y en
el momento en que se detecte un esqueleto delante de la ca´mara Kinect, se
grabara´ el movimiento que realice el nin˜o en un fichero de texto (test.txt).
Este fichero y el fichero con el HMM seleccionado sera´n los datos de entrada
al reconocedor con el que se calcula la verosimilitud del movimiento realiza-
do por el nin˜o.
Si la verosimilitud obtenida es superior al umbral (este valor depende de
la dificultad seleccionada por el terapeuta), se pintara´ un tick verde en la
pantalla 3.14a y se reproducira´ un aplauso porque el movimiento se habra´
realizado correctamente. En caso contrario, se pintara´ un aspa roja 3.14b
para indicar al nin˜o que debe intentarlo de nuevo.
Figura 3.14: Resultado del juego Gestos. En 3.14a el movimiento ha sido
realizado correctamente (verosimilitud superior al umbral). En 3.14b el mo-
vimiento no se ha realizado correctamente (verosimilitud por debajo del
umbral).
3.4.2 Adivinanzas
El juego ‘Adivinanzas’, permite que los nin˜os razonen y asocien ima´ge-
nes con sus gestos, adema´s de poder practicar la realizacio´n de movimientos.
Por tanto, este juego servira´ al terapeuta como herramienta de ayuda para
mejorar la capacidad de razonamiento de los nin˜os, as´ı como su capacidad
motora.
La configuracio´n de este juego es igual que en el juego Gestos. El tera-
peuta debe seleccionar el movimiento con el que quiere trabajar y el nivel
de dificultad (figura 3.6). Una vez seleccionado el movimiento, se mostrara´
la adivinanza correpondiente que estara´ escrita en un fichero de texto en el
directorio de trabajo. Para relacionar las adivinanzas con los movimientos,
el nombre del fichero debe comenzar por adiv y a continuacio´n el nombre
del movimiento. Si no existe ningu´n fichero correspondiente al movimiento
seleccionado, aparece el mensaje de error de la fichero 3.15.
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Figura 3.15: Mensaje de error: En el directorio de trabajo no existe una
adivinanza asociada al movimiento seleccionado por el terapeuta
En la figura 3.16, se muestra un ejemplo de adivinanza. Se ha selecciona-
do el movimiento Z y en el directorio existe el fichero adiv Z.txt que contiene
la frase ‘U´ltima letra del abecedario’.
Figura 3.16: Pantalla del Juego Adivinanzas una vez que el terapeuta ha
seleccionado el movimiento Z. En el directorio de trabajo, existe el fichero
adiv Z.txt que contiene la frase ‘U´ltima letra del abecedario’.
Cuando el nin˜o averigu¨e el gesto que tiene que realizar para resolver la
adivinanza, el terapeuta pulsa el boto´n ‘Test’ y en el momento en que se
detecte un esqueleto delante de la ca´mara Kinect, se grabara´ el movimiento
que realice el nin˜o en un fichero de texto (test.txt). A continuacio´n, el reco-
nocedor construido testea dicho movimiento con el HMM correspondiente y
calcula la verosimilitud.
Si el nin˜o acierta la adivinanza, la verosimilitud obtenida sera´ mayor
que el umbral. En este caso, se muestra la imagen asociada al movimiento
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para indicar al nin˜o que ha acertado (figura 3.17). Esta imagen debe ser un
archivo .bmp de nombre img y a continuacio´n el nombre del movimiento
correspondiente. Si no existe ninguna imagen en el directorio de trabajo con
esta nomenclatura, se mostrara´ un tick verde en caso de que el nin˜o haya
adivinado el movimiento. En caso de no acertar la adivinanza, aparecera´ un
aspa roja. Podemos visualizar esto en el ejemplo de adivinanza de la figura
3.18. Se ha seleccionado el movimiento S y en el directorio existe el fichero
adiv S.txt que contiene la frase ‘Letra para formar el plural’. Sin embargo,
no existe el fichero img S.bmp con la imagen de la letra S.
Figura 3.17: Resultado del juego Adivinanzas al realizar una Z en el aire (ve-
rosimilitud superior al umbral). En el directorio de trabajo existe el fichero
img Z.bmp que contiene la imagen de la letra Z
Figura 3.18: Resultado del juego Adivinanzas. En 3.18a se ha realizado una
S en el aire (verosimilitud superior al umbral), pero no existe el fichero
img S.bmp con la imagen de la letra S. En 3.18b se ha realizado otro movi-
miento diferente a la letra S (verosimilitud por debajo del umbral)
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3.4.3 Frases
Con el juego ‘Frases’, los nin˜os podra´n entender la formacio´n de ora-
ciones, as´ı como asociar las ima´genes a los movimientos. Este juego mejora
tanto su capacidad de comprensio´n como su capacidad motora.
Este juego se configura de la misma forma que los juegos anteriores. El
terapeuta debe seleccionar un movimiento y el nivel de dificultad (figura
3.6). Para mostrar la oracio´n correspondiente al movimiento seleccionado,
es necesario guardar una imagen en formato .bmp en el directorio de tra-
bajo. El nombre de esta imagen debe comenzar por frase y a continuacio´n
el nombre del movimiento correspondiente. Si no existe ningu´n fichero con
estas caracter´ısticas, aparece un mensaje informativo para que el terapeuta
seleccione otro movimiento o guarde la imagen correspondiente en el direc-
torio de trabajo. Al representar la frase de texto en pantalla se sustituira´ la
palabra por su imagen, como se muestra en la figura 3.19.
Como ejemplo, creamos la imagen frase circulo.bmp. Seleccionamos el
movimiento c´ırculo y en la pantalla del juego aparece la frase que vemos en
la figura 3.19.
Figura 3.19: Pantalla del Juego Frases una vez que el terapeuta ha selec-
cionado el movimiento c´ırculo. En el directorio de trabajo, existe el fichero
frase circulo.bmp que contiene la frase seleccionada para el juego
La imagen sustituye a una palabra que el nin˜o debe deducir para forma
la oracio´n y asociarla con un movimiento que debe reproducir. Tal y como
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se ha hecho en los juegos anteriores, el movimiento realizado por el nin˜o se
guarda en un fichero de texto (test.txt) y el reconocedor calcula su verosi-
militud con el HMM correspondiente.
Si el nin˜o consigue realizar correctamente el movimiento que se adapta
a la imagen, la verosimilitud obtenida sera´ mayor que el umbral (este valor
depende del nivel de dificultad seleccionado por el terapeuta). En este caso,
la flecha verde que sen˜ala la imagen se convierte en un tick verde indicando
al nin˜o que ha acertado. En caso contrario, aparecera´ un aspa roja (figura
3.20).
Figura 3.20: Resultado del juego Frases. En 3.20a se ha realizado un c´ırculo
en el aire (verosimilitud superior al umbral). En 3.20b el movimiento reali-
zado es diferente (verosimilitud por debajo del umbral)
3.4.4 Evocacio´n
El juego ‘Evocacio´n’ desarrolla la capacidad de imaginacio´n y la memo-
ria del nin˜o, ya que puede pensar en la imagen que desee y asociarla a un
movimiento. Si lo reproduce de forma adecuada, se mostrara´ la imagen co-
rrespondiente a dicho movimiento.
Este juego no tiene menu´ de configuracio´n, el movimiento realizado por
el nin˜o se testeara´ con todos los HMM disponibles en el directorio de tra-
bajo. El terapeuta puede preparar con antelacio´n directorios de trabajo con
vocabularios espec´ıficos sobre las palabras y gestos que quiera trabajar. Se
mostrara´ la imagen correspondiente a a´quel movimiento con el que se ob-
tenga mayor verosimilitud. Por tanto, el terapeuta debe guardar los HMM
de diferentes movimientos hmm xxx.txt y su imagen asociada img xxx.bmp
en el directorio de trabajo. Cuando el nin˜o este´ preparado y haya pensado
que´ movimiento va a realizar, el terapeuta debe pulsar el boto´n de Test para
que la ca´mara de Kinect comience a grabar. El movimiento se guardara´ en
un fichero de texto test.txt que posteriormente se comparara´ con los HMM
disponibles.
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En la figura 3.21 se muestra el resultado obtenido al realizar 3 movi-
mientos diferentes, un c´ırculo, una Z y una S.
Figura 3.21: Resultado del Juego Evocacio´n. La imagen mostrada corres-
ponde a a´quel movimiento con el que se haya obtenido mayor verosimilitud:





En este proyecto se ha implementado un reconocedor de secuencias ges-
tuales utilizando la Kinect basado en modelos ocultos de Markov.
Se ha construido una base de datos con diferentes movimientos realiza-
dos con el brazo derecho. Con la ca´mara Kinect se ha grabado la posicio´n
(x, y, z) de 20 puntos del esqueleto en distintos instantes de tiempo. Hemos
representado estas coordenadas en Matlab generando un video que muestra
dichos movimientos. Utilizando estos ficheros, se calcula el valor de 8 a´ngulos
del cuerpo que sera´n los datos de entrada al reconocedor construido. Hemos
comprobado que se trata de una caracter´ıstica de los movimientos significa-
tiva para su identificacio´n ya que podemos determinar de que´ movimiento se
trata segu´n el valor de los a´ngulos en las distintas capturas realizadas. Una
mejora para futuras aplicaciones, ser´ıa dar versatilidad a la hora de calcu-
lar los a´ngulos, de forma que el usuario pueda elegir a´quellos que considere
relevantes para los movimientos de estudio.
Otro objetivo del proyecto es realizar el entrenamiento iterativo de los
movimientos para crear modelos ocultos de Markov que nos sirven para el
reconocimiento utilizando el algoritmo de Viterbi. En primer lugar, se ha
implementado el sistema con Matlab analizando su correcto funcionamiento
al realizar varias pruebas con los ficheros disponibles en la base de datos.
Se ha demostrado que tambie´n es posible reconocer movimientos realizados
a distinta velocidad como parando a mitad de la ejecucio´n o realizando el
movimiento de forma intermitente.
En segundo lugar, se ha desarrollado el sistema en lenguaje C++ que es
el lenguaje de programacio´n utilizado en el SDK de Kinect. Para calcular
las tasas de acierto y error, hemos utilizado movimientos implementados por
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4 usuarios diferentes consiguiendo resultados satisfactorios en todos los ca-
sos. Se han comparado los movimientos reconocidos correctamente cuando
se utiliza un HMM gene´rico y un HMM creado a partir de los movimientos
del propio usuario, consiguiendo una tasa de acierto en el reconocimiento
mayor en el u´ltimo caso.
Por u´ltimo, se ha implementado una aplicacio´n basada en el reconoci-
miento de gestos. Esta aplicacio´n ha conseguido cumplir los objetivos plan-
teados inicialmente, ya que resulta una herramienta u´til para los terapeutas
que ayudan a nin˜os a mejorar su capacidad de movimiento. Se han utilizado
ima´genes sencillas y coloridas que captan la atencio´n de los nin˜os con pro-
blemas de interaccio´n con el medio que les rodea. Por otra parte, dispone de
varias opciones de configuracio´n que permite al terapeuta trabajar con usua-
rios con distintas capacidades de movimiento, as´ı como entrenar sus propios
modelos para ser ma´s preciso en el reconocimiento. Adema´s, a trave´s de los
juegos desarrollados en la aplicacio´n, los nin˜os podra´n practicar diferentes
movimientos y relacionarlos con ima´genes, mejorando as´ı su capacidad de
razonamiento.
En cuanto a posteriores trabajos, ser´ıa muy interesante realizar futuras
versiones de la aplicacio´n desarrollada en este proyecto. Se podr´ıan incluir
nuevos juegos, as´ı como mejorar la eficiencia e interfaz gra´fica de los ya cons-
truidos. Dar ma´s libertad al terapeuta a la hora de configurar la aplicacio´n
para que pueda trabajar con cualquier movimiento y an˜adir las ima´genes y
sonidos que considere adecuadas.
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A.1 Funciones para trabajar con matrices en C++
Para construir el reconocedor en lenguaje C++, que es el lenguaje de
programacio´n usado en el SDK de Kinect, necesitamos implementar los tipos
matriz, Gaussiana y mezcla de Gaussianas,
typede f s t r u c t {
f l o a t **matriz ;
i n t r , c ;
} Matrix ;





typede f s t r u c t {
i n t dimension ;
i n t n components ;
Matrix* pc ;
Gauss* gauss [N COMPONENTS] ;
Matrix* X;
} PDF MFGauss ;
Creamos tambie´n las siguientes funciones ba´sicas para el procesado de
matrices en C++:
 Matrix* initiate matrix( int r , int c) ⇒ Inicializa matriz con el nu´mero de
filas y columnas especificado
 void free matrix(Matrix *M) ⇒ Libera el espacio de memoria ocupado
por la Matriz M
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 void set value matrix(Matrix *M, float value) ⇒ Pone value en todos los va-
lores de la matriz M
 void matrix get column(Matrix *M,int c,Matrix *M col) ⇒ Copia la columna
c de la matriz M a la matriz M col
 void copy col matrix(Matrix *M, Matrix *M col, int c)⇒ Copia la matriz M col
en la columna c de la matriz M
 Matrix* sub matrix(Matrix *M1,Matrix *M2) ⇒ Resta 2 matrices
 void mult matrix scalar(Matrix *M, float x) ⇒ Multiplica la matriz M por
el nu´mero x
 Matrix* mult matrix(Matrix *M1,Matrix *M2) ⇒ Multiplica 2 matrices
 void div matrix dot(Matrix *M1,Matrix *M2, Matrix *M) ⇒ Divide 2 matri-
ces punto a punto
 Matrix* t matrix(Matrix *M) ⇒ Calcula la traspuesta de la matriz M
 Matrix* inv matrix(Matrix *M) ⇒ Calcula la inversa de la matriz M
 double det matrix(Matrix *M)) ⇒ Calcula el determinante de una matriz
A.2 Windows API
Para implementar la interfaz de usuario, utilizamos las funciones API de
Windows. [4]
En primer lugar, construimos la pantalla principal de nuestra aplicacio´n.
En la funcio´n WndProc procesamos los mensajes generados:
 WM CREATE: Al inicializar la ventana principal, se crean los botones
de acceso a los distintos apartados de la aplicacio´n (el entrenamiento
y los 4 juegos). Al pulsar cada uno de estos botones, se crea una nueva
ventana que depende de la principal. Para ello, se utiliza la te´cnica de
subclasificacio´n que se explica ma´s adelante en este mismo anexo.
 WM COMMAND: Creamos el Menu´ de la ventana principal. Desde aqu´ı,
el usuario podra´ seleccionar el directorio de trabajo, configurar la vi-
sualizacio´n del v´ıdeo y de las posiciones del esqueleto en los juegos y
salir de la aplicacio´n.
 WM PAINT: Este mensaje se recibe cada vez que se maximiza o mini-
miza la ventana, cuando se la redimensiona, o se la vuelve a mostrar
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luego de estar tapada por otra ventana. Por tanto, desde aqu´ı mostra-
mos los dibujos de los juegos en la ventana principal.
Me´todo a utilizar
1. Cargamos las ima´genes en el proyecto en formato BMP y decla-
ramos el nombre con el que vamos a identificarlas,
IMG BITMAP “img.bmp”
2. Creamos un “handle”a la imagen IMG.
3. Creamos un “Device Context”llamado hdcMem el cual se enlaza al
handle de la imagen. Los “Device Context”son a´reas de memoria
donde podemos dibujar y copiar ima´genes.
4. Se llama a GetObject para obtener las dimensiones de la imagen
que se guardan en el objeto BITMAP bm.
5. La imagen esta´ cargada en la memoria RAM. Para que aparezca
en la ventana debemos copiarla. Eso se hace con la api BitBlt
cuyos para´metros son: destino (el handle del Device Context de la
ventana, que es el valor devuelto por la api BeginPaint y guardado
en la variable hdc), coordenada “x”donde se ubicara´ la esquina
superior izquierda de la imagen copiada, coordenada “y”donde
se ubicara´ la esquina superior izquierda de la imagen copiada,
ancho de la imagen, alto de la imagen, handle del Device Conext
con la imagen a copiar, coordenada “x”de la esquina superior
izquierda de la imagen a copiar, coordenada “y”de la esquina
superior izquierda de la imagen a copiar, operacio´n de copiado.
6. Por u´ltimo, debemos borrar de la memoria los handles, bitmaps
y dema´s objetos.
PAINTSTRUCT ps ;
hdc = BeginPaint (hWnd, &ps ) ;
BITMAP bm;
//Se crea handle a l a imagen
HBITMAP himg = LoadBitmap ( hInstance , MAKEINTRESOURCE (IMG) ) ;
//Se crea Device Context
HDC hdcMem = CreateCompatibleDC ( hdc ) ;
//Se en laza e l Device Context a l handle de l a imagen
HBITMAP hbmOld = (HBITMAP) Se l e c tOb je c t (hdcMem, himg ) ;
//Se obt ienen l a s dimens iones de l a imagen
GetObject ( himg , s i z e o f (bm) ,&bm) ;
//Se cop ia l a imagen de l a memoria RAM en l a ventana
BitBl t ( hdc , 500 , 50 ,bm. bmWidth ,bm. bmHeight , hdcMem, 0 , 0 ,SRCCOPY) ;
// Borrar handles , bitmaps y d e m s o b j e t o s
DeleteObject ( himg ) ;
Se l e c tOb j ec t (hdcMem, hbmOld ) ;
DeleteDC (hdcMem ) ;
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DeleteObject (hbmOld ) ;
EndPaint (hWnd, &ps ) ;
Subclasificacio´n
La te´cnica de subclasificacio´n permite cambiar la direccio´n del proce-
dimiento de ventana. De esta forma, podemos procesar los mensajes que
recibe la nueva ventana o control y pasar los restantes al procedimiento de
la ventana principal.
Me´todo a utilizar
1. Se almacena el puntero this en los datos de usuario. Para ello, se llama
a SetWindowLongPtr con el para´metro GWLP USERDATA.
2. Cambiar el procedimiento de ventana por defecto por la funcio´n DispatchProc
(sin puntero this). Esto se hace utilizando SetWindowLongPtr con el
para´metro GWLP WNDPROC que devolvera´ el puntero al antiguo pro-
cedimiento: ViejoProc.
3. Crear la funcio´n Dispatch que se encargara´ de obtener el puntero this
almacenado en el paso 1 con GetWindowLongPtr y llamara´ al procedi-
miento de mensajes adecuado.
4. Procesar los mensajes.
5. Procesar los mensajes en su procedimiento por defecto. Se utiliza
CallWindowProc con el antiguo procedimiento devuelto en el paso 2.
void boton ge s to s (HWND hWindow , UINT x , UINT y , UINT w, UINT h)
{
hCONTROL = 0 ;
HWND hPADRE = hWindow ;
i f ( !hCONTROL)
hCONTROL = CreateWindowEx (NULL,
TEXT( ”BUTTON” ) ,
TEXT( ” Gestos ” ) ,
WS CHILD | WS VISIBLE | BS PUSHBUTTON,
x , y , w, h ,
hPADRE,
NULL, NULL, NULL) ;
i f (hCONTROL == NULL)
MessageBox (hPADRE,
TEXT(“Ocurrio´ un error al crear el control.”) ,
TEXT(“Error”) , MB OK | MB ICONERROR) ;
e l s e
{
//Cambiar fuente de l c o n t r o l
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SendMessage (hCONTROL, WM SETFONT,
(WPARAM) GetStockObject (DEFAULT GUI FONT) ,
MAKELPARAM(FALSE, 0 ) ) ;
// 1 . Guardar e l puntero t h i s en l o s datos de usuar io de l c o n t r o l
SetWindowLongPtr (hCONTROL, GWLP USERDATA,
(LONG PTR) t h i s ) ;
// 2 . S u b c l a s i f i c a r , cambiar e l procedimiento de ventana por
// d e f e c t o en e l c o n t r o l por DispatchProc ( s i n puntero t h i s )
ViejoProc = (WNDPROC) SetWindowLongPtr (hCONTROL,
GWLPWNDPROC,
(LONG PTR) DispatchProc ) ;
}
}
// 3 . Obtener e l puntero t h i s almacenado en e l paso 1 y
// l lamar a l Procedimiento de Mensajes adecuado
s t a t i c LRESULT CALLBACK DispatchProc (HWND hwnd ,UINT iMensaje ,
WPARAM wParam ,LPARAM lParam )
{
CSkeletalViewerApp* pControl ;
pControl = ( CSkeletalViewerApp *) GetWindowLongPtr (hwnd ,
GWLP USERDATA) ;
// Despachar a procedimiento co r r e spond i en t e a l c o n t r o l
r e turn pControl−>Procedimiento (hwnd , iMensaje ,
wParam , lParam ) ;
}
// 4 . Procedimiento de Ventana
LRESULT CALLBACK Procedimiento (HWND hwnd , UINT iMensaje ,
WPARAM wParam , LPARAM lParam )
{
i f ( iMensaje == WMLBUTTONUP)
{
//Creamos l a ventana de l juego g e s t o s
}
// 5 . Procesar mensajes en procedimiento de ventana por d e f e c t o
re turn CallWindowProc ( ViejoProc , hwnd , iMensaje ,
wParam , lParam ) ;
}
A.3 SkeletalViewer
El sensor Kinect incluye ca´maras que capturan informacio´n de la pro-
fundidad y los colores de la imagen, as´ı como los movimientos del esqueleto.
La interfaz de usuario (NUI API) del SDK de Kinect, permite el acceso y la
manipulacio´n de estos datos. Para construir el reconocedor, utilizaremos la
clase CSkeletalViewerApp:
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INICIALIZACIO´N DEL SENSOR KINECT
Los me´todos Nui Zero y Nui Init inicializan el sensor Kinect y empieza el
procesado de los datos en tiempo real:
 Crea un evento que esta´ asociado a cada tipo de datos:
m hNextDepthFrameEvent = CreateEvent ( NULL, TRUE, FALSE, NULL ) ;
m hNextColorFrameEvent = CreateEvent ( NULL, TRUE, FALSE, NULL ) ;
m hNextSkeletonEvent = CreateEvent ( NULL, TRUE, FALSE, NULL ) ;
 Inicializa las estructuras para la representacio´n del esqueleto.
SkeletalViewer dibuja el esqueleto usando el subsistema Windows GDI
(Graphics Device Interface).
SkeletalViewer dibuja una imagen del esqueleto en una regio´n de me-
moria y luego pasa un puntero a GDI para mostrar la imagen generada
en el dispositivo.
 Inicializa las estructuras para la representacio´n de ima´genes.
SkeletalViewer usa Direct3D 9 para representar las ima´genes de pro-
fundidad y de video. Usando Direct3D 9, una aplicacio´n puede con-
figurar varios buffers, cada uno de los cuales contiene un fotograma
individual. La aplicacio´n llama a Direct3D 9 para mostrar los fotogra-
mas secuencialmente intercambiando los punteros de los buffers, por
tanto, generando una transferencia de bloques de bits (blt).
La clase DrawDevice (definida en el fichero DrawDevice.cpp del SDK de
Kinect) tiene me´todos que crean y manipulan las estructuras Direct3D
9. En la clase CSkeletalViewerApp se declaran los objetos DrawDevice pa-
ra las ima´genes de profundidad y video, m DrawDepth y m DrawVideo
respectivamente. CSkeletalViewerApp::Nui Init crea e inicializa los dispo-
sitivos y mapas de bits de Direct3D 9 que la aplicacio´n usa con cada
uno de estos objetos.
 Inicializa el sensor Kinect.
Una aplicacio´n debe inicializar el sensor Kinect llamando a NuiInitialize
que recupera los datos del sensor Kinect y las sen˜ales de la aplicacio´n
cuando se detectan las ima´genes. Luego, Nui Init permite el seguimiento
del esqueleto llamando a NuiSkeletonTrackingEnable. Cuando esta´ activa-
do el seguimiento del esqueleto, se procesan los datos de imagen y
profundidad para entregar ima´genes que incluyen datos del esquele-
to. Se puede habilitar o deshabilitar el seguimiento del esqueleto en
cualquier momento durante el procesado.
 Abre streams para las ima´genes de color y profundidad.
Una vez que se completa la inicializacio´n del sensor, Nui Init abre
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streams de salida para los datos del color y profundidad llamando
a NuiImageStreamOpen.
 Crea el hilo de procesamiento de datos del sensor Kinect.
La funcio´n CreateThread crea un nuevo hilo e immediatamente empieza
a ejecutar el me´todo Nui ProcessThread de la clase CSkeletalViewerApp.
PROCESADO DE LOS DATOS CAPTURADOS POR EL SEN-
SOR KINECT
El sensor Kinect suministra las tramas de datos en intervalos regulares
tanto si una aplicacio´n esta´ esperando a recibirlos o no.
El procesado de los datos del sensor en SkeletalViewer esta´ controlado por
un bucle en el me´todo CSkeletalViewerApp::Nui ProcessThread
whi l e ( cont inueProce s s ing )
// Wait f o r event .
// I f the stop event occurs , stop loop ing and e x i t
// Blank the s k e l e t o n d i sp l a y .
// Process frame events
switch ( EventType ) {
case Depth :
Nui GotDepthAlert ( ) ;
break ;
case Video :
Nui GotVideoAlert ( ) ;
break ;
case Ske le ton :
Nui GotSke letonAlert ( ) ;
break ;
}
Cuando un evento de profundidad de imagen ocurre, el me´todo Nui ProcessThread
llama a Nui GotDepthAlert para procesar los datos de profundidad. En el caso
del video, se llama Nui GotVideoAlert. Estos me´todos devuelven la ima´genes
de profundidad y video y las representan en la pantalla usando la clase Draw-
Device. Cuando un evento de esqueleto ocurre, el me´todo Nui ProcessThread
llama a Nui GotSkeletonAlert que procede de la siguiente forma:
1. Recupera una imagen de los datos del esqueleto llamando a
NuiSkeletonGetNextFrame.
2. Comprueba si la imagen describe un esqueleto y si no termi-
na.
Cada vez que se procesa una imagen de profundidad ocurre un evento
de esqueleto, as´ı que es posible recuperar la imagen del esqueleto sin
contener datos de esqueleto. Si la imagen no contiene un esqueleto,
Nui GotSkeletonAlert termina.
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3. Arregla la imagen para mostrarla llamando a NuiTransformSmooth.
La representacio´n secuencial de las ima´genes del esqueleto puede dar
como resultado ima´genes que parpadeen. Para reducir esto, Nui GotSkeletonAlert
llama a NuiTransformSmooth para aplicar un filtro de alisado a los datos
del esqueleto.
4. Guarda las coordenadas de las posiciones del esqueleto.
En la estructura SkeletonFrame.SkeletonData.SkeletonPositions[j] se almace-
na la posicin (x, y, z) de 20 puntos del esqueleto (figura 2.2). Guar-
damos esta informacio´n en una matriz de dimensiones 50x60 (50 filas,
una por cada captura de posiciones y 60 columnas - 20 puntos del
esqueleto x 3 coordenadas).
f l o a t m a t r i z e s q u e l e t o [ 5 0 ] [ 6 0 ] ;
f o r ( i n t j = 0 ; j < 20 ; j++)
{ m a t r i z e s q u e l e t o [ i ] [ l ] =
SkeletonFrame . SkeletonData . S k e l e t o n P o s i t i o n s [ j ] . x ;
m a t r i z e s q u e l e t o [ i ] [ l +1] =
SkeletonFrame . SkeletonData . S k e l e t o n P o s i t i o n s [ j ] . y ;
m a t r i z e s q u e l e t o [ i ] [ l +2] =
SkeletonFrame . SkeletonData . S k e l e t o n P o s i t i o n s [ j ] . z ;
l = l + 3 ;
}
5. Dibuja el esqueleto llamando a Nui DrawSkeleton.
6. Muestra la imagen representada en la pantalla llamando a
Nui DoDoubleBuffer.
SALIR DE LA APLICACIO´N
Cuando el usuario cierra la ventana, se env´ıa el mensaje WM CLOSE desde
donde llamamos a la funcio´n DestroyWindow(hWnd). E´sta genera el mensaje
WM DESTROY desde donde llamamos a Nui UnInit para borrar los objetos




A continuacio´n, se presentan las tareas llevadas a cabo en este proyecto.
En la figura B.1 se muestra el Diagrama de Gantt teniendo en cuenta la
duracio´n de cada tarea en caso de que la dedicacio´n al proyecto hubiese sido
a tiempo completo.
1. Documentacio´n
 Textos cient´ıficos basados en el reconocimiento
 Algoritmo de Viterbi, Modelos ocultos de Markov (HMMs)
 Kit de desarrollo de Software Kinect1
2. Base de datos
 Funcio´n para guardar las coordenadas del esqueleto en un fichero
de texto
 Grabacio´n de movimientos con el brazo derecho
3. Prototipo Matlab
 Funcio´n para cargar los ficheros de entrada y calcular los a´ngulos
del cuerpo
 Funcio´n para entrenar los HMMs
 Funcio´n para realizar el reconocimiento
4. Prototipo C++2
 Creacio´n de las estructura de datos





 Pruebas de reconocimiento en Matlab
 Reconocedor en C++: Tasas de acierto y error
6. Aplicacio´n: Juegos
 Interfaz de usuario (funciones API de Windows[4])
 Menu´s de configuracio´n
 Entrenamiento
 Juegos: Gestos, Adivinanzas, Frases y Evocacio´n
7. Memoria
 Latex3
Figura B.1: Diagrama de Gantt
3http://www.latex-project.org/
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