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ON THE ENERGY DECAY RATE OF THE FRACTIONAL WAVE
EQUATION ON R WITH RELATIVELY DENSE DAMPING
WALTON GREEN
Abstract. We establish upper bounds for the decay rate of the energy of the
damped fractional wave equation when the averages of the damping coefficient on
all intervals of a fixed length are bounded below. If the power of the fractional
Laplacian, s, is between 0 and 2, the decay is polynomial. For s ≥ 2, the decay is
exponential. Our assumption is also necessary for energy decay. Second, we prove
that exponential decay cannot hold for s < 2 if the damping vanishes at all.
Consider the following damped fractional wave equation on R for s > 0 and γ : R→
R≥0:
(1) wtt(x, t) + γ(x)wt(x, t) + (−∂xx + 1)s/2w(x, t) = 0, (x, t) ∈ R× R+.
The damping force is represented by γwt. Herein, we study the decay rate of the energy
of w, defined by
E(t) = ‖(w(t), wt(t))‖Hs/2×L2 :=
(∫
R
|(−∂xx + 1)s/4w(x, t)|2 + |wt(x, t)|2 dx
)1/2
Standard analysis shows that if γ = 0, then the energy is conserved, i.e. there is
no decay. On the other hand, for constant damping γ = c > 0, it can be shown
that E(t) decays exponentially. Thus, the interest in this problem is in interpolating
between these cases. The fractional model (1) was introduced recently by Malhi and
Stanislavova in [9]. Our results are inspired by their paper, but we are even able to
recover what is known in the classical case of s = 2 from a new perspective.
In this classical setting, the problem was initially studied on bounded domains under
the so-called Geometric Control Condition (GCC) [1, 14] which requires γ to be positive
(in some sense) on certain geodesic curves determined by the geometry of the domain.
On R, or more generally Rd, the GCC simplifies to the following: there exist R and
c > 0 such that for all line segments ℓ ∈ Rd of length R,
(2)
∫
ℓ
γ(x) dx > c.
Extending the results of Bardos, Lebeau, Rauch, Taylor, and Phillips [1, 14] to the
non-compact case, Burq and Joly [3] proved exponential decay of the energy under
the GCC on Rd using the semiclassical analysis of [15]. These methods, utilizing
pseudodifferential calculus, require γ to be sufficiently smooth.
For the one-dimensional problem, this smoothness condition was relaxed by Malhi
and Stanislavova in [10] to γ which are continuous and bounded. Moreover, through
intricate spectral analysis, it is shown that condition (2) is equivalent to exponential
decay of the energy of solutions to (1). One special case of our results (Theorem 1 with
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s = 2) recovers this result and moreover our proof of this equivalence is of a different
nature, applying ideas from the study of the harmonic analyst’s uncertainty principle,
specifically the Paneah-Logvinenko-Sereda Theorem (see Theorem 3 below).
The initial investigation into the fractional case in [9] required the restrictive as-
sumption that the set {x ∈ R : γ(x) ≥ ε} contains a periodic set. In this case, it was
proved that the rate of decay is polynomial if s < 2 and exponential if s ≥ 2. Herein,
we relax this periodic condition on {γ ≥ ε} to require that {γ ≥ ε} be relatively dense
[5] which means there exists R > 0 such that
(3) inf
a∈R
m({γ ≥ ε} ∩ [a−R, a+R]) > 0
where m is the Lebesgue measure.
Theorem 1. Let 0 ≤ γ ∈ L∞(R). There exists R > 0 such that
(4) inf
a∈R
∫ a+R
a−R
γ(x) dx > 0
if and only if there exists C,ω > 0 such that
E(t) ≤

 C(1 + t)
−s
4−2s ‖w(0), wt(0)‖Hs×Hs/2 if 0 < s < 2
Ce−ωtE(0) if s ≥ 2
for all t > 0 whenever the right-hand side is finite.
Note that for γ bounded, the condition (4) is equivalent to {x ∈ R : γ(x) ≥ ε} being
a relatively dense set (3) for ε small enough. However, if γ is unbounded, then (4) is
the weaker condition.
The above result does not say anything about the optimality of the rates. However,
we can answer the question posed in [9] concerning the value of the threshold between
exponential and polynomial decay. In the final section, we show that exponential decay
neccesitates that s be greater than 2 (as long as γ is not bounded away from zero),
thus establishing s = 2 as the threshold.
Theorem 2. Let 0 ≤ γ ∈ L∞(R) and s > 0. Suppose
(i) m({γ = 0}) > 0.
(ii) There exists C,ω > 0 such that
E(t) ≤ Ce−ωtE(0)
for all t > 0 and E(0) <∞.
Then s ≥ 2.
The main ingredient in our proof is a resolvent estimate for the fractional Laplacian
(Proposition 1 below). In proving this, we will rely on the study of the uncertainty
principle for the Fourier transform [5] which is defined by
F(f)(ξ) := fˆ(ξ) = 1√
2π
∫
R
f(x)e−ixξ dx
for ξ ∈ R, f ∈ L1(R)∩L2(R). F then uniquely extends to a unitary operator on L2(R).
The manifestation of the uncertainty principle we will use is a generalization due to O.
Kovrijkine of the classical Paneah-Logvinenko-Sereda Theorem [11, 8].
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Theorem 3 (Thm 2 from [7]). Let {Jk}nk=1 be intervals in R with |Jk| = b. Let E ⊂ R
which is relatively dense. Then, there exists c > 0 such that
‖f‖Lp(E) ≥ c‖f‖Lp(R)
for all f ∈ Lp, p ∈ [1,∞] with supp fˆ ⊂ ⋃nk=1 Jk. Moreover, c depends only on the
number and size of the intervals, not on how they are placed.
In the proof of the proposition, we will only need the case when p = 2 and there are
two intervals J1, J2.
In order to conclude the polynomial or exponential decay in Theorem 1, we will
use the following two results on semigroups which connect resolvent bounds for the
generator to the decay of the semigroup. For exponential decay, there is the following
characterization from [6, Theorem 3] (See also [4, 13]).
Theorem 4 (Gearhart-Pruss Test). Let etA be a C0-semigroup in a Hilbert space H
and assume there exists M > 0 such that ‖etA‖ ≤ M for all t ≥ 0. Then, there exists
C,ω > 0 such that
‖etA‖ ≤ Ce−ωt
if and only if iR ⊂ ρ(A) and supλ∈R ‖(A− iλ)−1‖ <∞.
For the polynomial decay, we use the following result from [2, Theorem 2.4]:
Theorem 5 (Borichev-Tomilov). Let etA be a C0-semigroup on a Hilbert space H.
Assume there exists M > 0 such that ‖etA‖ ≤ M for all t ≥ 0 and iR ⊂ ρ(A). Then
for a fixed α > 0,
‖etAA−1‖ = O(t−1/α) as t→∞
if and only if ‖(A− iλ)−1‖ = O(λα) as λ→∞.
1. Resolvent Estimates
Proposition 1. Let Ω ⊂ R be relatively dense, s > 0. There exists c > 0 (depending
on Ω, s) such that for all f ∈ L2(R), λ ≥ 0.
(5) c‖f‖2L2(R) ≤ (1 + λ)
2
s−2‖((−∂xx + 1)s/2 − λ)f‖2L2(R) + ‖f‖2L2(Ω).
The operator (−∂xx + 1)s/2 is understood as a strictly positive Fourier multiplier:
(−∂xx + 1)s/2f(x) := 1√
2π
∫
R
(|ξ|2 + 1)s/2fˆ(ξ)eixξ dξ.
Throughout, we denote by ‖·‖ the norm ‖·‖L2(R). We begin with the following algebraic
lemma.
Lemma 1. Let s > 0. There exists cs > 0 such that
|τ s − λ| ≥ cs(1 + λ)1−1/s
for all τ, λ ≥ 0 in the region |τ − λ1/s| > 1.
Proof. First, for any s > 0, there exists ds > 0 such that
dsmax(x, y)
s−1|x− y| ≤ |xs − ys|
for all x, y ∈ R+. Next, consider two cases.
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(i) If τ ≥ λ1/s + 1, then
|τ s − λ| ≥ dsmax(τ, λ1/s)s−1|τ − λ1/s| = dsτ s−1|τ − λ1/s|.
The function x 7→ xs−1(x − µ) is positive and increasing for x > µ + 1, so we
can bound the final term from below by its value at τ = λ1/s + 1 which yields
|τ s − λ| ≥ ds(λ1/s + 1)s−1.
(ii) If τ ≤ λ1/s − 1, then
|τ s − λ| ≥ dsmax(τ, λ1/s)s−1 · 1 = ds(λ1/s)s−1.
If s < 1, then s − 1 < 0 so (λ1/s)s−1 ≥ (λ1/s + 1)s−1. Since 0 ≤ τ ≤ λ1/s − 1,
λ ≥ 1. So, for s ≥ 1,
(λ1/s)s−1 =
(λ1/s + λ1/s)s−1
2s−1
≥ (λ
1/s + 1)s−1
2s−1
.
Therefore, there exists cs such that
|τ s − λ| ≥ cs(λ1/s + 1)s−1 ≥ cs(λ+ 1)1−
1
s
where in the final step, we have used the fact that for p ≤ q, (xq + yq)1/q ≤ (xp +
yp)1/p. 
Proof of Proposition 1. Let λ ≥ 0, s > 0 and g ∈ L2(R) such that supp gˆ ⊂ Aλ := {ξ ∈
R :
∣∣(|ξ|2 + 1)1/2 − λ1/s∣∣ ≤ 1}. Notice that Aλ is the union of two intervals of length
no more than 4. Therefore, for Ω ⊂ R which is relatively dense, by Theorem 3, there
exists C > 0 (independent of λ and g) such that
‖g‖ ≤ C‖g‖L2(Ω).
Denote by Pλ the projection Pλf = F−1(1AλF(f)). Then, for f ∈ L2(R),
‖f‖2 = ‖Pλf‖2 + ‖(I − Pλ)f‖2
≤ C‖Pλf‖2L2(Ω) + ‖(I − Pλ)f‖2
= C‖f − (I − Pλ)f‖2L2(Ω) + ‖(I − Pλ)f‖2
≤ 2C‖f‖2L2(Ω) + 2C‖(I − Pλ)f‖2L2(Ω) + ‖(I − Pλ)f‖2
≤ 2C‖f‖2L2(Ω) + (2C + 1)‖(I − Pλ)f‖2.
It remains to estimate the final term. Applying Lemma 1 with τ = (|ξ|2 + 1)1/2, we
obtain
‖((−∂xx + 1)s/2 − λ)f‖2 =
∫
[(|ξ|2 + 1)s/2 − λ]2|fˆ(ξ)|2 dξ
≥
∫
Acλ
[(|ξ|2 + 1)s/2 − λ]2|fˆ(ξ)|2 dξ
≥ cs(λ+ 1)2−
2
s
∫
Acλ
|fˆ(ξ)|2 dξ
= cs(λ+ 1)
2−
2
s ‖(I − Pλ)f‖2.
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
To apply (5) to the wave equation (1), we first represent the wave equation as a
semigroup: Setting W (t) = (w(t), wt(t)), we see that (1) is equivalent to
d
dt
W (t) = AγW (t)
where Aγ : Hs ×Hs/2 → Hs/2 × L2 is densely defined by Aγ(u1, u2) = (u2,−(−∂xx +
1)s/2u1 − γu2). The Sobolev space Hr for r > 0 is defined by the decay of the Fourier
transform:
Hr :=
{
u ∈ L2 : ‖u‖2Hr =
∫
R
(|ξ|2 + 1)r|uˆ(ξ)|2 dξ <∞
}
.
The definition above is more convenient for our setting so that ‖u‖Hs/2 = ‖(−∂xx +
1)s/4u‖, but the multiplier is equivalent to the usual multiplier (|ξ|+1)2r . It is standard
that A0 is a closed skew-adjoint operator therefore etA0 is a semigroup of unitary
operators. Then, since γ ≥ 0, for U = (u1, u2) ∈ Hs ×Hs/2,
Re〈A∗γU,U〉Hs/2×L2 = Re〈AγU,U〉Hs/2×L2
= Re〈A0U,U〉Hs/2×L2 − 〈γu2, u2〉L2 = −〈γu2, u2〉L2 ≤ 0.
Moreover, since γ ∈ L∞(R), the domain of Aγ is the same as A0. So, by classical
semigroup theory [12] etAγ is a C0-semigroup of contractions. We now apply Proposition
1 to A0 and Aγ . The first step is an observability inequality for the undamped wave
equation (1).
Proposition 2. Let Ω ⊂ R be relatively dense, s > 0. Then, there exists c > 0 such
that
c‖U‖2
Hs/2×L2
≤ (|λ|+ 1)4s−2‖(A0 − iλ)U‖2Hs/2×L2 + ‖u2‖2L2(Ω)
for all U = (u1, u2) ∈ Hs ×Hs/2 and λ ∈ R.
Proof. For U = (u1, u2) ∈ Hs(R) × Hs/2(R), set w1 = (−∂xx + 1)s/4u1 − iu2 and
w2 = (−∂xx + 1)s/4u1 + iu2. First, by the parallelogram identity,
‖w1‖2L2(R) + ‖w2‖2L2(R) = 2‖(−∂xx + 1)s/4u1‖2 + 2‖u2‖2 = 2‖U‖2Hs/2×L2 .
Second,
‖(A0 − λI)U‖2Hs/2×L2 = ‖(−∂xx + 1)s/4(−λu1 + u2)‖2 + ‖ − (−∂xx + 1)s/2u1 − λu2‖2
= ‖ − λw1 + w2
2
+ i(−∂xx + 1)s/4w1 − w2
2
‖2
+ ‖ − (−∂xx + 1)s/4w1 + w2
2
− iλw1 − w2
2
‖2
= ‖ − iλw1 − (−∂xx + 1)s/4w1‖2 + ‖ − iλw2 + (−∂xx + 1)s/4w2‖2.
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So, applying Proposition 1 to w1 with s replaced by s/2, we have, for λ ≥ 0,
2c‖U‖2
Hs/2×L2
= c(‖w1‖2 + ‖w2‖2)
≤ (|λ| + 1)4s−2‖((−∂xx + 1)s/4 − λ)w1‖2 + ‖w1‖2L2(Ω) + c‖w2‖2
≤ (|λ| + 1)4s−2‖((−∂xx + 1)s/4 − λ)w1‖2 + 2‖w1 − w2‖2L2(Ω) + (c+ 2)‖w2‖2
≤ (|λ| + 1)4s−2‖((−∂xx + 1)s/4 − λ)w1‖2 + 8‖u2‖2L2(Ω) +
c+ 2
(|λ|+ 1)2 ‖((−∂xx + 1)
s/4 + λ)w2‖2
≤ (c+ 2)(|λ| + 1)4s−2‖(A0 − iλI)U‖2Hs/2×L2 + 8‖u2‖2L2(Ω).
We get the case λ < 0 by exchanging the roles of w1 and w2. 
Finally we extend this to Aγ − iλI and prove Theorem 1.
2. Proof of the Decay Rates in Theorem 1
First notice that for any R, ε > 0, a ∈ R,∫ a+R
a−R
γ(x) dx ≤ ‖γ‖∞m({γ ≥ ε} ∩ [a−R, a+R]) + 2Rε.
So, (4) implies that {γ > ε} is relatively dense for ε small enough. Therefore, taking
Ω = {γ ≥ ε} and applying Proposition 2,
c‖U‖2
Hs/2×L2
≤ (|λ|+ 1)4s−2‖(A− iλI)U‖2
Hs/2×L2
+ ‖u2‖2L2(Ω)
≤ 2(|λ|+ 1)4s−2‖(Aγ − iλI)U‖2Hs/2×L2 +
[
2(|λ| + 1)4s−2 + ε−2
]
‖γu2‖2L2(Ω).(6)
We estimate the final term. Since A0 is skew-adjoint,
Re〈(Aγ − iλI)U,U〉 = Re〈(A0 − iλI)U,U〉 − 〈γu2, u2〉 = −‖√γu2‖2
which implies
D‖γu2‖2 ≤ D‖γ‖∞‖√γu2‖2 ≤ D
2‖γ‖2∞‖(Aγ − iλ)U‖2
δ
+ δ‖U‖2
for any D, δ > 0. Choosing D = 2(|λ| + 1)4s−2 + ε−2 and δ = c/2, from (6) we obtain
c‖U‖2
Hs/2×L2
≤ C
[
(|λ|+ 1)4s−2 + (|λ|+ 1)8s−4 + 1
]
‖(Aγ−iλI)U‖2Hs/2×L2+
c
2
‖U‖2
Hs/2×L2
.
Thus, we have proved the following estimate for (Aγ − iλI)−1:
(7) ‖(Aγ − iλI)−1‖Hs/2×L2→Hs/2×L2 ≤
{
C(|λ|+ 1)4s−2 0 < s < 2
C s ≥ 2.
Applying the Theorems 4 and 5 allows one to conclude the decay rates in Theorem 1
from (7).
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3. Neccessity of (4) and Threshold Value
In this final section we prove the converse in Theorem 1 and subsequently Theorem
2. By the Gearhart-Pruss Test (Theorem 4) and Borichev-Tomilov (Theorem 5), the
decay rates of the energy in Theorem 1 imply
(8) c‖U‖2
Hs/2×L2
≤ ‖(Aγ − iλI)U‖2Hs/2×L2
for some c = c(s, λ) > 0 and for all U ∈ Hs/2 × L2 and all λ ∈ R. Taking U =
((−∂xx + 1)−s/4u, iu) for u ∈ L2(R), we have
2c‖u‖2 ≤ ‖(−λ+ (−∂xx + 1)s/4)u‖2 + ‖(−(−∂xx + 1)s/4 − iγ + λ)u‖2
(9) ≤ 3‖((−∂xx + 1)s/4 − λ)u‖2 + 2‖γu‖2.
3.1. Converse in Theorem 1. Now, we only consider the special case λ = 1. Let
u ∈ L2(R) such that supp uˆ ⊂ [−D,D] for some D > 0 to be fixed later. For such u,
‖((−∂xx + 1)s/4 − 1)u‖2 =
∫ D
−D
[(|ξ|2 + 1)s/4 − 1]2|uˆ(ξ)|2 dξ ≤ [(D2 + 1)s/4 − 1]2‖u‖2.
So, taking D small enough, we obtain that there exists C > 0 such that
(10) ‖u‖2 ≤ C‖γu‖2
for all u ∈ L2(R) satisfying supp uˆ ⊂ [−D,D]. Set f(x) = sin(Dx)Dx . Then, supp fˆ ⊂
[−D,D]. For each a ∈ R, set fa(x) = f(x − a). Of course, supp fˆa ⊂ [−D,D] and
‖fa‖ = ‖f‖. Thus, for any R > 0,
‖f‖2 = ‖fa‖2 ≤ C‖γfa‖2 = C
∫
[a−R,a+R]
+
∫
[a−R,a+R]c
|γ(x)fa(x)|2 dx
The second integral goes to 0 (uniformly in a) as R → ∞ since γ is bounded and
f ∈ L2. The first integral becomes∫ a+R
a−R
|γ(x)fa(x)|2 dx ≤ ‖γ‖∞
∫ a+R
a−R
γ(x) dx
since f is bounded by 1. Thus there exists R large such that (4) holds.
We remark that to prove the neccessity of the condition (4), the decay rates from
Theorem 1 can be replaced by an a priori weaker condition, namely that there exists
λ ≥ 1 such that iλ ∈ ρ(Aγ) and Aγ−iλ has closed range. Then, setting µ =
√
λ2/s − 1,
we obtain (10) for supp uˆ ⊂ [µ−D,µ+D] (D small enough). The proof is completed
analogously by taking f(x) = eiµx sin(Dx)Dx .
3.2. Proof of Theorem 2. Now, to prove the threshold value (Theorem 2), we use
the fact that exponential decay yields (8) with c independent of λ, from which (9)
follows. Suppose that s < 2. We will derive a contradiction. In this case, we take
supp uˆ ⊂ {ξ ∈ R :∣∣(|ξ|2 + 1)s/4 − λ∣∣ ≤ K} =: Aλ(K) for K to be chosen later. Then,
we have
‖((−∂xx + 1)s/4 − λ)u‖2 =
∫
Aλ(K)
[(|ξ|2 + 1)s/4 − λ]2|uˆ(ξ)|2 dξ ≤ K2‖u‖2.
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So taking K small enough, we have, as above,
(11) c‖u‖ ≤ ‖γu‖
whenever supp uˆ ⊂ Aλ(K), λ ∈ R. Aλ(K) is the union of the two intervals
±
[√
(λ−K)4/s − 1,
√
(λ+K)4/s − 1
]
and we notice that the length of these intervals is increasing if s < 2. Indeed,
lim
λ→∞
√
(λ+K)4/s − 1−
√
(λ−K)4/s − 1 = lim
λ→∞
λ4/s−1
λ2/s
which is ∞ if s < 2. Thus, (11) holds for supp uˆ contained in any ball since (11) does
not see modulation of u (translation of uˆ).
We demonstrate that this is a violation of the uncertainty principle. Let f(x) =
1{γ=0}(x)φ(x), where φ is some positive L
2 function so that f ∈ L2 and γf = 0. Then,
fˆ ∈ L2 so setting gR = F−1(1B(0,R)fˆ), gR converges to f in the L2 norm. Therefore,
since supp gˆR ⊂ B(0, R), by (11),
c‖gR‖ ≤ ‖γgR‖ ≤ ‖γf‖+ ‖γ(gR − f)‖ ≤ ‖γ‖∞‖gR − f‖.
The LHS goes to c‖f‖ > 0 (f is nonzero since m({γ = 0}) > 0) while the RHS
appoaches zero as R→∞ which is a contradiction.
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