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1. PHYS ICAL  NONEQUIVALENCE OF  R IGHT AND 
LEFT  DERIVAT IVES OF  CONTINUOUSLY 
D IFFERENTIABLE  FUNCTIONS 
Consider a scalar continuously differentiable function x(t). Recall related mathematical defini- 
tions. 
DEFINITION 1. A function x(t) is right differentiable at a point t = to if there exists a limit 
dx = lim x(t + At) - x(t) l 
( t t )  = ,o + A,-.o I,=,o.,,,>o 
(1.1) 
This limit is called right derivative of x(t) at to. 
A function x(t) is left di~erentiable at a point t = to if there exists a limit ~(t o) expressed by 
the same formula (1.1), but with At < 0; this limit is called left derivative of x(t) at to. 
A function x(t) is differentiable at a point t = to if there exist both ~(t +) and ~(to) , and 
~(t +) = ~(to). This common value is denoted ~(to) and called derivative of x(t) at to. 
DEFINITION 2. A function x(t) is continuously right differentiable at to ff there exists a neigh- 
borhood Af+[to,6) = fro,to + ~f), ~ > 0, such that for every t ~ fro,to + 6), there exists right 
derivative ~,(t + ) which is continuous a~ to, 
lim ~ (t+) = ~ (t0+). (1.2) 
t~ to+0 
A function x(t) is continuously left differentiable at to if there exists a neighborhood A f_ [to, 6) = 
(to - ~,to], ~ > 0, such that for every ~ E (to -6 , to] ,  there exists left derivative ~(t-)  which is 
continuous at to, 
tliom_o~(t- ) = ~(to). (1.3) 
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Finally, a function x(t) is continuously differentiable at to if there exist ~(t +) and ~(t-)  in 
respective neighborhoods, both continuous at to, and 2(t +) = ~(to). If ~(t +) and 5~(t-) are 
continuous not just at to, but at every t E (to -6, t0+5), 6 > 0, then a function x(t) is continuously 
differentiable in a neighborhood (to -5 ,  to + 5) with the common value ~(t) = ~(t +) = k(t-)  
called derivative (continuous) of a function x(t) in that neighborhood. 
Almost all physical processes (not necessarily models thereof) present functions continuously 
differentiable almost everywhere (i.e., except some isolated points; or sets of measure zero, strictly 
speaking). The existence of a continuous one-sided erivative on an open interval implies contin- 
uous differentiability on that interval (see [2, Lemma 2.1, p. 176]). It is worth noting that mere 
finiteness of a one-sided erivative on an open interval implies differentiability almost everywhere 
on that interval [3]. Thus, from the mathematical point of view, one can identify left and right 
derivatives in process equations. This has been the classical tradition for centuries--not to dis- 
tinguish left and right derivatives; derivative ~(t) actually written in equations was supposed to 
be the right derivative. 
The deficiency of this tradition can be clearly demonstrated on many physical systems, and 
most profoundly it affects, probably, the classical mechanics. In relation to mechanical motion, a 
function x(t) can be interpreted as distance x at time t, then velocity of motion v(t) = "~t = ~c(t) 
and the acceleration a(t) = "~ ~ = ~(t). 
If we interpret, however, the velocity of motion as right derivative, v(t) = ~(t+), see (1.1), 
then at each current moment , it is unmeasurable and unobservable since the value x(t + At) 
for At > 0 is not yet in existence at the moment . How then, one may ask, can we see velocities 
on speedometers? Yes, we see it, but what we see is the left derivative. If we wanted to observe 
the right derivative, then it should have been supplied with a delay, since ~(t +) can be physically 
rendered at t + At or later and not at the moment . Only left derivatives can be observed and 
employed without delay. If, following the classical tradition, we identify left and right derivatives 
and write those left derivatives in process equations as right derivatives, then unintended strong 
restrictions are actually imposed, especially in control applications. 
For a controlled motion of a solid with a constant mass, Newton's econd law of motion can 
be written as follows: 
a(t) = 2(t) = il(t) = f( t ,  x, v, u), t _> to, (1.4) 
where u is a control action and f(.) is an external force (a motive force [4]) which can depend on 
time t, coordinate x, and velocity v = 2(t), as well as on control u(t, x, v) that can itself depend 
on the same variables. Derivatives O(t) or ~(t) are right derivatives that project the motion into 
future moments of time, given initial conditions x(to), v(to). This motion can be computed, e.g., 
by Euler's formulae implied by (1.1), 
v(t + At) = v(t) + f(.)At, x(t -[- At) = x(t) + v(t)At, t ~ $0, At > 0. (1.5) 
From (1.4),(1.5), it is clear that f(.) and u(.) cannot contain accelerations or higher-order right 
derivatives of x(t). Indeed, if we took u = g(~) with ~ = ~)(t +) as right derivative, then f(.) 
in (1.4) would be undefined at moment t, and in (1.5) the function f(-) would contain the term 
v(t + At) - v(t) 
At 
approximating 9(t+), so that the Euler scheme would not work. For these reasons, the introduc- 
tion of accelerations and higher-order derivatives in the right-hand side of (1.4) was considered 
tabu. 
However, Lamb in [5, p. 168] considered equations of motion of a solid in an ideal liquid, 
see Section 124, equations (1) with reference to Kirchhoff and Thomson (1871), where forces of 
the fluid pressure linearly depended on the acceleration of the solid itself, (see [5, equations (2) 
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and (3), pp. 168 and 169]). In this case, the right-hand side of (1.4) contained b(t) linearly 
and in such a way that (1.4) could be resolved for ~)(t) yielding a new equation with the sole 
accelerations ~)(t) on the left and effective force on the right, SO that there were no difficulties 
with undefined advance terms or with applicability of the Euler scheme. 
In fact, if we introduce into (1.4) the second- and higher-order derivatives as left derivatives, 
the way they are, and take into account hat those left derivatives can be physically measured 
and computed on-line, we can use a control 
u = u ( t ,x ,~- , i i - ,  . . .  ,x  (k)-) , (1.6) 
with all the left derivatives we need, this not causing any problem with physical validity of (1.4), 
nor with the application of (1.5), or other point propagation schemes (Runge-Kutta, etc). Of 
course, additional initial conditions hould be introduced and the right-hand side of (1.4) with 
control (1.6) should not be mistaken for a field of external forces, see [2]. With consideration of
effective forces, it can be demonstrated that such systems are in agreement with Newton's laws 
and with the parallelogram law for addition of forces [2,6]. It is worth noting that acceleration 
assisted control is already in use in engineering, and this term has gained recognition in the 
literature [7-16] though without theoretical justification. Clear understanding of the physical 
difference between right and left derivatives will remove the tabu and open new horizons with 
the use of higher-order derivatives in control of dynamical systems and physical processes. 
2. NONCAUSAL EQUATIONS AND INEQUALITIES ARE 
LEGITIMATE PHYSICAL MODELS 
The principle of causality means simply that any event is a consequence of a cause. In appli- 
cation to differential equation 
~(t) = f(t,  x[h(t)]), (2.1) 
it implies that representation (2.1) is causal if and only if h(t) <_ t. If h(t) - t, then (2.1) is 
an ordinary differential equation. If h(t) <_ t and h(t) ~ t, then (2.1) is a delay differential 
equation. The principle of causality intertwines with the feedback control principle. Indeed, the 
function f(.) in (2.1) can be interpreted as feedback if h(t) < t. 
If however, h(t) > t (feedforward control or model), then equation (2.1) is noncausal since 
x[h(t)] is nonexistent at the moment , so that velocity ~(t) is not determined by a natural cause 
at time t. In this case, a function x(t) is sought in accordance with equation (2.1) in order to 
fulfill our desire to have forward value x[h(t)] at the moment h(t) > t of yet nonexistent future. 
Physically, a distinction between the two situations can be specified by saying that with 
h(t) <_ t, equation (2.1) describes a process or a motion driven by a "force" embodied in 
f ( t ,  x[h(t)]) that really exists at each moment so that (2.1) represents a physical reality that 
exists, or can be built or materialized in some way. In contrast, with h(t) > t, equation (2.1) 
represents a model of some hypothetical process or motion which complies with our demand to 
have the value x[h(t)] at future moment . = h(t) > t. Such a model cannot be materialized in 
terms of the entries written in (2.1). 
REMARK.  Formally, if h(t) > t, one can denote h(t) = T, SO that r > t = h-1(r). Now, 
writing (2.1) in the form 
[h-l(T)] = f [h- l(~),x(~)],  (2.2) 
and differentiating (2.2) with respect o r, it may be possible to resolve the obtained new equation 
for ~(r), converting the advance differential equation into a delay differential equation. Such an 
equation, however, would be much more complicated than (2.1) and with extraneous solutions. 
We do not consider such cases here. 
Mathematically, if equation (2.1) is considered as a selector of functions {x(t)} satisfying (2.1), 
there is no principal difference between the cases h(t) <_ t and h(t) > t as concerns election 
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processes by setwise global optimization methods [17-26]. However, numerical methods based 
on pointwise propagation of the solution from some initial and/or boundary conditions (such 
methods as Euler, Runge-Kutta schemes for ODE; finite difference, finite elements, and other 
schemes for PDE) do not work in the case where h(t) > t. Indeed, for a functional differential 
equation (2.1) with h(t) > t, the future value x(t . ) ,  t .  = h(to) > to is not known at time to so 
that f(t0, x[h(to)]) is undefined and the Euler scheme 
x(to + At) = x(to) +/(to,  (2.3) 
cannot start from a given initial condition x(to). Even if a forward function x ° = ~[h(t)] were 
somehow postulated on an interval for t > to, and x(t) could be computed by the Euler scheme 
x(to + At) = x(to) + f(to, ~[h(to)])At, (2.4) 
this would lead to a difficulty, since for a solution x(t) so obtained from (2.4), it usually happens 
that x(t) ¢ ~o(t) for t > h(t0), in contradiction with the requirement (2.1). 
Due to such difficulties, the use of noncansal equations and inequalities was very limited, and 
there exists a tradition discouraging research in this area and the use of noncausal models. It 
is regrettable because those difficulties of solution are not in the nature of noncansal models 
themselves--they are rooted in the traditional time-sanctified methodology of pointwise propa- 
gation inherited from the past, but improper and inapplicable to new problems. 
For many physical processes and dynamical systems, noncausal models may be of much interest. 
For example, the equation 
~(t + a) - ~(t) = gc~, g = const, Va = const, (2.5) 
that can be considered as causal or noncausal depending on which derivative is taken to the 
right-hand side, represents a fall in the gravitational field. Indeed, differentiating (2.5) yields 
~(t + a) = ~(t) = const, Va. The solution of (2.5) can be found by fitting with a power series 
which yields 
1 2 x(t) = xo + rot + ~gt , xo = const, v0 = const. (2.6) 
If (2.5) is treated as a delay differential equation, it is easy to see that arbitrary initial function 
cannot be assigned since (2.5) is required to be met for any a = const. Equation (2.5) represents 
such motion that differences between velocities are proportional to time lags. This property is not 
evident from Newtonian representation ~(t) = g, nor from the explicit solution (2.6). Another 
model of a gravitational fall is given by the equation 
x(t) - t 
t - ~- l ( t )  = g = const, (2.7) 
which is noncausal due to the presence of the unknown inverse function ~-l(t) ,  preventing ex- 
plicit identification of an acting force. Equation (2.7) has the same unique solution (2.6) and 
the same Newtonian representation ~(t) -- g. It expresses the fact that in motions with con- 
stant acceleration, the skew-inverse proportion for velocities remains constant and represents he 
effective force/mass ratio. 
Noncausal models, though presently not recognized as valid tools of scientific research, may be 
of much interest in cases when causal equations developed on the basis of available observations 
are too complicated, and the need exists to find their future implications without explicit solution 
of those equations. In such areas as material science, population dynamics, astrophysics, ocio- 
economic problems, and finance, noncansal models may be of paramount importance presenting 
the most convenient or the only way to investigate possible future situations under incomplete or 
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fuzzy past knowledge or on a basis of too complicated equations developed with the imposition 
of strong regularity conditions. 
Noncausal models can be derived not only from causal equations or their solutions, they can 
be naturally developed through the study of experimental data. As an example, we can cite the 
equation 
y(t) = ay(At) + by(t), A > 1. (2.8) 
This equation reflects actual observations [27], and its theoretical nalysis can be found in [28,29]. 
Note that advance differential equation (2.8) can be converted into a delay differential equation 
1 
ay(v) = 7~(~p -) - ~/by(7~'), 0 < 7 = ~ < 1, (2.9) 
bringing extraneous solutions due to arbitrarity of initial function. 
Another noncausal model is given by the equation 
YCt) = 2y(2t + 1) - 2y(2t - 1), (2.10) 
which cannot be converted into a delay differential equation. Apart from trivial solution y(t) = 
const, this equation has nontrivial compactly supported solutions that have been studied in 
[30,31]. 
Noncausal integro-differential equations without an explicit advance term already appeared in 
the literature, e.g., in [32, pp. 9,17,18] in the context of a functional differential equation. The 
most recent occurrence, in relation to PDE, is the equation [33] 
ON 
-~ (t,r) + v(t , r ,a(t ) )  ~- (t,r) = H(t,r,c~(t)), t > O, 
a(t) = f ( r )N( t ,  r) dr < A; N(O, r) = No(r), (2.11) 
representing a type of brittle material behavior models [34]. 
Models with a noncausal integral term or an explicit advance term are rarely seen in the 
literature, partly due to the classical tradition of causality. With time, we may expect his 
tradition to disappear, with the understanding that noncansal models in mathematics represent 
not a misconception, but a convenient formal description of some existing or assumed properties 
of physical processes, or motions with real forces that are not explicit as in Newton or Lagrange 
equations, or in the expressions of kinetic and potential energy, but are masked in noncausal 
terms; they are to be determined as effective forces after the solution, if it exists, of noncausal 
equations. 
3. LOCAL OPT IMAL ITY  CONDIT IONS VERSUS GLOBAL 
OPT IMIZAT ION AND CONTROL 
Traditional methods of optimization (mathematical programming), optimal control, and dif- 
ferential games are based on some kind of gradient or variational optimality condition [35-40] 
which is applied either to find the optimal solution directly or to construct an approximation 
process. Inherited from earlier historical developments in differential calculus and the calculus of 
variations, all those conditions and their generalizations [41,42] are local and they require some 
smoothness and convexity assumptions, the existence of certain continuously-differentiable auxil- 
iary functions, and/or other properties commonly called regularity conditions. Local approach of 
consideration of a neighborhood around a candidate point and pointwise descent-ascent methods 
render only a local optimum, and only one corresponding local optimizer. In many cases, such 
optimality conditions fail altogether. Consider two simple examples. 
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EXAMPLE i. Solve 
min x or max x, (3.1) 
subject og l=x_>0,  g2=y_>0, gz=(1-x )  3 -y>0.  (3.2) 
The solution of this example is trivial, 
minx = 0, for {x, y} = {0, [0, I]}, (3.3) 
maxx = I, for {x,y} = (1,0). (3.4) 
However, the Karush-Kuhn-Tucker necessary conditions [35,36], 
3 
v/(z0)=~x,vg,(z0), ~,g,(:o)=o, (3.5) 
i=1 
fail in both cases. Here, V denotes gradient, z° = {x°,y °} is an optimizer, constants Ai are 
nonnegative or nonpositive according to the case in (3.1), (3.2) for binding constrains, and zeros 
for nonbinding constraints. 
If we apply to this example the necessary and sufficient global optimality condition 
for the problem 
c#(Hc) =/H f (z )dp,  
c 
(3.6) 
rain f(z), or maxf(z), z • Z, (3.7) 
where c is the global optimum value (a number), # is an appropriate measure, and He are level 
sets defined as follows: 
He = {z e Z I f (z)  < c}, c • R, for rain, (3.8) 
He = {z • Z I f (z)  > c}, c • R, for max, (3.9) 
then, the solution is straightforward. 
#(He) = (1 - 
. (Xo)  -- (1 - x) 3 ~ = o, 
Indeed, (3.6) is satisfied, if #(He) = 0. We have 
x) s dx = 0, if c = 0 (for min), (3.10) 
which, together with (3.1), (3.2), (3.8), and (3.9), yields solutions (3.3),(3.4). To make sure that 
these are the only global solutions, one has to check that (3.6) is not satisfied for other values 
of  C. 
It is easy to see that in case of inequality in (3.6), always 
c#(Hc) > f.  f(z)dp, for min-problem, (3.12) 
Jkl c 
c#(Hc) </ ,o  f (z)  dp, for max-problem, (3.13) 
/ 
which leads to the monotonic set-contraction procedure in case/~(Hc) > 0, 
~+~ =.  (H~)  f (z)  a .  --, c, H~ --, Ho, (3.14) 
c~ 
if c ---- 1 (for max), (3.11) 
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for both min and max problems. A possible difficulty of evaluating level sets He. and corre- 
sponding integrals can be dealt with using Monte Carlo methods. The procedure is applicable 
to any continuous function . f(z) and any robust set Z, cl Z = cl int Z. This elegant method 
was published as early as 1978, see [43], and then applied to optimal control and differential 
games [44,45]. 
EXAMPLE 2. Consider a simple problem of stabilizing a linear oscillator 
Xl = 12, 12 = --Xl + U, Xl(0) = Xl0, 12(0) = Z20, (3.15) 
and minimizing the functional 
f0 °° 
J(u) = (ax  + + :) et, (a, b, c = const > 0). (3.16) 
For the optimal control Uo and the Bellman function 
W(x l ,  x2) = min J. (3.17) 
I£ 
We have the equations 
OW OW 
0X 1 12 J¢- ~ (--Xl -{- ~0) "~- ax21 '[- bx2 Jr- CUo 2 -- 0, (3.18) 
0W 
2u  °x~ + 2cu0 = 0, (3.19) 
that can be readily solved yielding the optimal control u0 as a linear function of 11, x2. 
If we can measure only the velocity x2(t), then there still exists the optimal regulator 
u* = -px2 ,  p = const, (3.20) 
stabilizing the system (3.15) and yielding minimum to the functional (3.16). However, the 
Hamilton-Jacobi-Bellman equation [38], yielding (3.18),(3.19) for the system (3.15), does not 
have a solution of the form (3.20). Moreover, by direct calculation, one can check that the 
optimality principle [38], usually accepted as a self-evident axiom, is not satisfied on trajecto- 
ries of (3.15) with the optimal control (3.20). This example has been published as early as 1968, 
see [46], and happily forgotten. Instead, people were trying to adjust he maximum principle [37], 
the optimality principle [38], and the Isaacs equation [39] to problems for which they are invalid. 
It is worth noting that the global optimality condition (3.6) is valid for optimization prob- 
lems in functional spaces upplied with the appropriate measure. It means that from (3.6), one 
can obtain the maximum principle, the Hamiltonian-Jacobi-Bellman equation, and the Isaacs 
equation, of course, under respective regularity conditions (for the relationship between the max- 
imum principle and the HJB-equation, see [47]). However, (3.6) is the necessary and sufficient 
condition that yields the full global solution, i.e., the unique global optimal value and the entire 
set of all global optimizers, thereby without any convexity, smoothness, or complete information 
conditions. 
The use of certain optimality conditions presents another tradition in optimization. Though 
it is comfortable to have an optimality condition, it should be realized that universal methods 
of optimization can be developed without the use of optimality conditions and without imposing 
strong restrictions. To be effective, such methods hould be monotonic. To deliver a global 
optimal solution, a method should carry out a setwise filtration or contraction of the admissible 
set Z in (3.7) onto the set of all global optimizers [17,18,21-26,43-45]. 
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4. INTEGRAL CALCULUS CAN BE TAUGHT BEFORE 
D IFFERENTIAL  CALCULUS 
Setwise methodology is a way of thinking, not just a convenient method for the solution of 
some difficult problems. Traditional emphasis on differential calculus and ordinary differential 
equations with pointwise propagation methods for their numerical solution impedes such thinking 
and setwise intuition and imagination. Many  persistent traditions in the history of mathematics 
can be traced to follow this habit of thinking "locally". However, the positioning of differential 
calculus before integral calculus happened simply by the precedence of events with the notion of 
derivative being developed before the integral. In fact, derivative itself can be evaluated through 
integration. Integrals do not become more understandable for students because of precedence of 
derivatives. Vice versa, if integral calculus were taught just after the theory of the limit, students 
might be better prepared to properly absorb the idea and inherent structure of integrals before 
being overloaded by a mountain of information on differential calculus. The introduction of the 
notion of measure is not a problem. And elements of topology can be included. After studying 
integral calculus, the differential calculus would be much easier. However, this is a by-product ,  
not the objective. The main idea is that  reversing the order of teaching the two subjects would 
help students to acquire a new form of intuit ion and imaginat ion and new way of thinking by 
set-wise images without  any loss in local imaginat ion in terms of tangent  lines and planes. This 
is, of course, the personal  opinion of the author  who hopes that  it is worth tak ing a serious look 
and a test. 
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