In this paper we consider the numerical approximation of phase field and sharp interface models for diffusion-induced grain boundary motion. The phase field model consists of a double-obstacle Allen-Cahn equation with a forcing obtained from the solution of a degenerate diffusion equation. On the other hand the sharp interface model consists of forced mean curvature flow coupled to a diffusion equation holding on the interface itself. Formal asymptotics yield the sharp interface model as the limit of the phase field equations as the width of the associated diffuse interface tends to zero. A finite-element approximation of the phase field model is presented and is shown to be convergent to a weak solution. Numerical simulations of both models are described and compared. It is shown that the two models are consistent.
Introduction
If a thin polycrystalline film of a metal is placed in a vapour containing another metal, then atoms from the vapour diffuse into the film along the grain boundaries separating the crystals. The boundaries are observed to move with one of the abutting grains growing and one shrinking. This motion is known as diffusion-induced grain boundary motion (DIGM). The newly created crystal that is produced behind the advancing grain is different from that in front as it has metal diffused from the vapour deposited in it [12, 15, 16] . In [5] the following phase field model for DIGM with a diffuse interface of finite thickness O(ε) is presented along with a theoretical framework for exploring the driving forces behind the motion:
and
2)
The above model uses two dimensionless field variables, u and ϕ. The variable u, lying in the range 0 u 1, represents the concentration of solute atoms in the film. The other variable ϕ is an order parameter lying in the range −1 ϕ 1, which distinguishes the two crystals, taking the value +1 on one side of the grain boundary between the two perfectly crystalline grains, −1 on the other side, and intermediate values in the grain boundary itself. The geometrical configuration is that of a film with a rectangular cross section Ω ⊂ R 2 such that x ∈ Ω = (−H, H ) × (−L , L) and t ∈ (0, T ) is time, for which there is a grain boundary that spans the width of the film. We may think of the c Oxford University Press 2001 diffuse grain boundary Ω Γ (t) in which |ϕ| < 1 as some kind of mixture of the two crystals, in the proportions 1 + ϕ : 1 − ϕ.
In this model there is a homogeneous free energy P(u, ϕ) +
ε where W (ϕ) is the classical double obstacle potential [3] and P(u, ϕ) = q(ϕ) f (u)
for appropriate non-negative functions q and f with f (0) = 0. The use of W in (1.1) implies that the grain boundary Ω Γ (t) is of finite thickness O(ε). In the diffusion equation (1.2) we have the chemical potential
(The parameters ρ and u * are given positive, non-dimensional material constants.) The diffusivity coefficient D vanishes outside the grain boundary so that concentration only diffuses within the grain boundary. We are concerned with a DIGM for which the boundary motion is monotone in one direction so that once the diffuse interface passes through a point the concentration at that point then remains unchanged. It follows that ahead of the grain boundary we have the initial crystalline state whereas behind the grain boundary there is a newly formed crystal with a changed composition caused by the diffusion of vapour atoms and behind that crystal there is again the original crystalline state. This is depicted schematically in Fig. 1 . In [10] formal asymptotics on the phase field model for ε → 0 are used to obtain the following sharp interface model:
where V , κ and s are respectively the normal velocity, the curvature and the arc-length of the sharp interface. A modified more accurate problem retaining O(ε) terms in (1.4) is 6) where ε i = O(ε), i = 1, 2. These equations are in the non-dimensionalized form presented in [10] . The existence of a unique weak solution to one form of the phase field system (1.1), (1.2) was proved in [7] while in [14] a local existence and uniqueness result for (1.5), (1.6) was obtained. The motivation behind this paper is to justify numerically the connection between the phase field and sharp-interface DIGM models and to illustrate solutions of these two models. Also we want to investigate the long-time behaviour of the two models and to show that in certain parameter ranges their solution converges to travelling waves. The existence of a travelling wave solution to the sharp-interface model was proved in [10] . We compare a simplified form of the phase field model presented in [5] with the sharp-interface model derived in [10] using formal asymptotics. In Section 2 we introduce the phase field and the sharp-interface DIGM models and in the case of the sharp-interface model we present two forms of the model: one using a graph approach presented in [13] and the other using a parametric approach. In Section 3 we derive numerical approximations of the phase field model and the parametric sharp-interface model. Also, for completeness, we include the approximation of the graph sharp-interface model derived in [13] . In Section 4 we prove the convergence of the finite-element phase field approximation. In Section 5 we present numerical computations that compare solutions of the phase field model and the sharp-interface models. 
Models

Phase field DIGM
We study the following simplified version of (1.1), (1.2):
where β is the sub-differential of 1] (r ) and
Thus,
Note that the constants π 4 and 2 π in front of f and D are chosen so that sending ε → 0 in (2.1), (2.2) yield the sharp-interface equations (1.3), (1.4). We impose the boundary conditions
where α is a large positive number. The flux boundary condition (2.3) for the concentration implies that the vapour can only enter the film through the grain boundary. For our initial data we set
where
This initial data corresponds to an initial grain boundary of width πε across which ϕ 0 varies monotonically from −1 to +1. Furthermore, we assume that initially the concentration of solute atoms in the domain is zero. The problem has been set up so that the grain boundary motion is to the right. We note that the weak formulation of (2.1), (2.2) is
Sharp-Interface DIGM
2.2.1 Graph approach. In [13] a graph approach was used to study solutions of the sharpinterface model (1.3), (1.4). In particular they considered the sharp-interface Γ t to be a graph such that
Adapting this approach to the more complicated model (1.5), (1.6) and noting that ds = 1 + Y 2 x dx where s is the arc-length of Γ , yields the following equations:
10) 
13)
14)
Numerical discretizations
In this section we derive numerical approximations of the phase-field model (2.1)-(2.3) and the parametric sharp-interface model (2.13)-(2.17). Also for completeness, we include the approximation derived in [13] of the graph sharp-interface model (2.8)-(2.12).
Phase field model
Let T h be a quasi-uniform triangulation of Ω with h := max T ∈T h diam(T ). We shall in addition assume that T h is acute, i.e. that all angles of the triangles of T h are π 2 . The finite element space S h is defined by
We denote by N h = {x 1 , . . . , x M } the set of nodes of the triangulation and by {ξ 1 , . . . , ξ M } the corresponding standard basis of S h . Finally, let ∆t > 0 be a time step and t n = n∆t, n 0. For our initial data ϕ 0 h (x) and u 0 h (x) we interpolate (2.4) and we discretize (2.6), (2.7) by the following method:
Here, (η, χ ) h = Ω I h (ηχ ) denotes the discrete L 2 inner product and we shall also write f 2 h = ( f, f ) h for the corresponding norm.
We may view ε as an approximation parameter for the sharp-interface problem and in order to resolve the interfacial region we set h ε. Since the discretization (3.1) is explicit in time and the only term involving ϕ n+1 h is the lumped mass L 2 inner product it is well known that the discrete variational inequality (3.1) can be solved in the following way. First we calculate the explicit equation updateφ
and then we project onto K h by setting at each node x i of the triangulation,
where ϕ
. For simplicity of presentation we now introduce some notation. For a given node x j we denote by C j the set of nodes directly adjacent to x j . We split N h into three sets, N n Γ , N n + and N n − , where
From the above definitions we see that the nodes x j ∈ N n Γ are situated in a discrete approximation of the inter-facial region Ω Γ (t), while the nodes x j ∈ N n + and x j ∈ N n − are situated in discrete approximations of regions where ϕ(x, t) = 1 and ϕ(x, t) = −1 respectively.
) and using the above notation we have
and hence we only need to solve (3.2) for all
Choosing ε sufficiently small such that 1
Thus we only need to solve (3.1) for all x j ∈ N n Γ . On the other hand, if the interface always moves to the right of the domain and the initial concentration is zero everywhere, we note that
, so that the assumption about the smallness of ε would not be necessary.
Sharp interface
We now introduce approximations of the sharp-interface DIGM models (2.8)-(2.17).
3.2.1 Graph approach. Taking into account our rescaling of the model from Section 5.4 of [13] , we see that (2.8)-(2.12) can be discretized in space using a uniform mesh size h and time step ∆t, to give the following difference scheme for j = 1, . . . , J − 1:
The boundary data and the initial data are approximated by
We solve the tridiagonal system (3.6)-(3.12) using a direct approach to obtain values of Y h (x) to directly solve the tridiagonal system (3.7). [13] which uses techniques first introduced by Dziuk in [9] , we see that (2.14) can be discretized in space using mass lumping to give the following difference scheme for j = 1, . . . , M − 1:
Parametric approach. Setting f
where h n j = |X n j − X n j−1 |. Here X n j = X(s j , t), for all t ∈ [n∆t, (n + 1)∆t), j = 0, . . . , M is the discrete solution and each X j = (x j , y j ) is a vector in R 2 . Similarly we see that (2.15) can be written as, for any j ∈ [1, M − 1],
In order to evaluate boundary data that satisfies (2.17) we follow the techniques introduced in [8] yielding
For boundary data for U n h we set
Finally, using (2.16) we impose the following initial conditions:
where h = 2H/(M − 1). We solve the three tridiagonal systems in (3.13)-(3.19) using the direct approach described for the graph model in Section 3.2.1.
Convergence
The aim of this section is to prove a convergence result for the numerical algorithm (3.1), (3.2) .
In what follows we make the additional assumption that f (u) = u because we are at present not able to handle a nonlinear dependence on u. In order to simplify the presentation we introduce the following notation:
and similarly for u h .
LEMMA 4.1 Assume that ∆t ργ h 2 for γ sufficiently small. Then
Observing that (u
we obtain after multiplying by 2∆t and summing from n = 0, . . . , N − 1 that 
Next, inserting η = ϕ n h into (3.1) we derive
by Hölder's inequality and since sup n u n h C. Rearranging and applying an inverse estimate yields
provided ∆t γρh 2 and γ is sufficiently small. Summation from n = 0, . . . , N − 1 implies (4.1) and the remaining part of (4.3). In order to prove (4.4) we use induction on n. The case n = 0 follows from our assumptions on u 0 . Assuming that (4.4) holds for some n [ 
Since T h is non-negative, we have ∇ξ j|T · ∇ξ i|T 0 for i = j which implies
Returning to (4.6) we deduce
If we assume that u As a consequence we also obtain a bound on u h,t .
It can be shown (e.g. [1] 
since |u n+1 h | 1 onΩ . In view of the continuous embedding H 1 (Ω ) → L 1 (∂Ω ) and the stability ofQ h in H 1 (Ω ) we conclude
and therefore
The result now follows from (4.2) after squaring and summing from n = 0, . . . , N − 1.
Lemmas 4.1 and 4.2 now immediately imply that there exists a subsequence
Our first aim is to improve the convergence properties of u h .
LEMMA 4.3 Let v h := D(ϕ h )u h . After possibly extracting a further subsequence we have
We infer from (4.4) that
In view of (4.1), we only have to estimate the second expression. Note that for t ∈ (t n , t n+1 )
so that we can estimate in (t n , t n+1 ) with the help of inverse inequalities
Integration with respect to t ∈ (t n , t n+1 ) and summation yields in view of (4.1), (4.3) and the condition ∆t Ch 2
and therefore (4.9) . This implies the first assertion in (4.
, T )). In order to prove strong convergence of (v h ) we establish a bound on (v h,t ). Fix p > 2 and let
where we used the continuous embedding H 1, p (Ω ) → C 0 (Ω ). Recalling (4.1) and Lemma 4.2 we deduce
which combined with (4.9) and a well known compactness result yields the strong convergence of (v h ).
Our next step is to show that the limit ϕ satisfies the variational inequality (2.6).
THEOREM 1 The function ϕ satisfies
for all η ∈ K and a.e. t ∈ (0, T ).
Employing the well known inequality
as well as (4.7), (4.3) and the weak lower semicontinuity of the L 2 norm we obtain in the limit
which implies the result, since ξ 0 was arbitrary.
As u ∈ L ∞ (Ω × (0, T )), the regularity theory for parabolic variational inequalities (see [11] 
so that standard embedding results imply that ϕ ∈ C 0 (Ω × (0, T )). In particular, the set U :
We are now in position to identify the limit F of the sequence (D(ϕ
Proof. In a first step we prove that
To see this, we observe that for all ζ
Next, integration by parts yields
Lemma 4.3 together with (4.7) and the dominated convergence theorem implies that
A similar argument as in the proof of Lemma 4.3 shows that
proving (4.11). This relation now allows us to identify F on the set U . To this purpose, let ζ ∈ C ∞ 0 (U ) and compute
in Ω × (0, T ) so that we infer from (4.1) and (4.7)
Finally, let us derive the equation, which is satisfied by the limit u. Choose arbitrary test
Let us estimate the right-hand side first. Using an interpolation argument and an inverse estimate of
Thus, (4.1) and (4.2) imply that the right-hand side of (4.12) tends to zero. Passing to the limit h → 0 on the left-hand side of (4.12) yields in view of (4.10), (4.7), Lemmas 4.3 and 4.4
Numerical results
In this section we compare phase field numerical simulations with sharp-interface ones. We also compare travelling wave speeds explicitly calculated in [6] with travelling wave speeds calculated numerically using the sharp-interface discretizations in Sections 3.2.1 and 3.2.2 of (1.5), (1.6). We note that the results in [6] are obtained using the sharp-interface model (1.3), (1.4) with f (u) = u 2 . Also, we would ideally like to set ε 1 = ε 2 = 0 in our discretizations of (1.5), (1.6). However, for certain parameter values ρ and H the computations become unstable in a way which suggests that there may not be global existence for the initial-value problem (1.5), (1.6). Instead we set ε 1 = ε (the phase field parameter) and ε 2 = 0 and since the ε 1 u t term is redundant for travelling wave solutions this should make for a good comparison. Throughout this section for any sequence f n ∈ S h we set f h (x, t) = f n h (x) for all t ∈ [n∆t, (n + 1)∆t). The phase field results are computed using a uniform 
Phase field computations
In Fig. 2 we display examples of approximate phase field solutions ϕ h and u h at time t = 0.25. From the figure we see that the function ϕ h keeps its sinusoidal shape, and that the interfacial region has width ≈ 0.3 ≈ πε and is moving in the positive y direction. The concentration u h , which is initially identically zero, now has non-zero values in the region through which the interface has passed. In Fig. 3 we display plots of the profile of the approximate phase field solution u h (·, y, t) for t = 0.745 and x = 1, 0.75, 0.5, 0.25 and x = 0. On each profile we plot a cross where the interfacial region begins. This enables us to see that the concentration behind the grain boundary is almost constant in y while it drops sharply to zero at the front of the transition layer (the bottom right-hand subplot displays the five profiles together). In both computations we set ε = 0.1, h = 
Phase field versus sharp interface
In Figs 5-10 we compare phase field simulations with sharp-interface ones. In order to make easy comparisons between the two solutions we display our phase field results in the form shown in Fig. 4 : a contour plot of ϕ h and a plot of the functionũ h (x, t) which is obtained by averaging u h (x, y, t) across the interface, i.e. over all y : |ϕ h (x, y, t)| < 1. When displaying the sharpinterface simulations we always plot the graph and parametric solutions together on the same figure; for each solution we plot a cross at every 20th node of the discretization. However, in most cases contains four subplots that show the approximate travelling wave solution obtained using the values of ρ and H given at the top of the plot. We note that in Fig. 9 it is the shape of the interfacial regions that we wish to compare and not their positions. Thus we have set the nodal values where the sharpinterface solutions meet the boundaries x = −H and x = H to coincide with the mesh points where the minimum value of the phase field order parameter meets these boundaries. In our computations we numerically calculate the speeds of the sharp-interface graph and parametric interfacial regions by using using (5.1). For these results we set ε 1 = 0.01, ε 2 = 0, h = 0.1 and ∆t = h 2 /400. In Table 3 we see the effect that decreasing h and thus ∆t has on the numerical speeds c g and c p compared to the explicitly calculated speed c presented in [6] . Table 3 shows an h 2 rate of convergence to the speeds c calculated in [6] for both the graph and the parametric approximations. In Table 4 we compare the sharp-interface and phase field travelling wave speeds of the travelling wave solutions displayed in Figs 9 and 10 (using the parameter values shown in Table 1 ). 
