In this paper, we study the coding delay and the average coding delay of random linear network codes (dense codes) over line networks with deterministic regular and Poisson transmission schedules. We consider both lossless networks and networks with Bernoulli losses. The upper bounds derived in this paper, which are in some cases more general, and in some other cases tighter, than the existing bounds, provide a more clear picture of the speed of convergence of dense codes to the min-cut capacity of line networks.
I. INTRODUCTION
Random linear network codes (dense codes) achieve the capacity over various network scenarios, in particular, unicast over line networks. Lun et al. [1] showed that dense codes achieve the capacity of networks with transmission and loss schedules specified by stochastic processes with bounded average rate. They however did not discuss the speed of convergence of such codes to the capacity.
The speed of convergence of dense codes to the capacity of networks with arbitrary deterministic transmission schedules was studied in [2] and [3] . It is not, however, straightforward to apply the results to the networks with probabilistic schedules.
The coding delay or the average coding delay is often used to measure the speed of convergence of a code to the capacity of a network. The coding delay of a code over a network with a given schedule of transmissions and losses, referred to as traffic, is the minimum time that the code takes to transmit all the message vectors from the source to the sink over the network. The average coding delay of a code over a network with respect to a class of traffics is the average of the coding delays of the code with respect to all the traffics. 1 Pakzad et al. [4] studied the average coding delay of dense codes over the networks with deterministic regular transmissions and Bernoulli losses, where the special case of two identical links in tandem was considered. The analysis however did not provide any insight about how the coding delay (which is random with respect to both the codes and the traffics) can deviate from the average coding delay (which is random with respect to the codes but not the traffics).
More recently, Dikaliotis et al. [5] studied both the average coding delay and the coding delay over networks similar to those in [4] , under the assumption that all the packets are innovative. 2 This is not however a valid assumption in practice, where the field size is finite and can be as small as two. 1 The coding delay of a class of codes over a class of traffics is a random variable due to the randomness in both the code and the traffic. The average coding delay is the coding delay averaged out over the traffics but not the codes, and hence is a random variable due to the randomness in the code. 2 A collection of packets is "innovative" if their global encoding vectors are linearly independent.
In this paper, we study the coding delay and the average coding delay of dense codes over the field of size two (F 2 ). The analysis however can be generalized to finite fields of larger size. We consider both lossless networks and networks with Bernoulli losses. We also study both deterministic regular and Poisson transmission schedules.
The main contributions of this paper are:
• For networks with deterministic regular transmissions and Bernoulli losses, we derive upper bounds on the average coding delay of dense codes (as a function of the message size, the network length and the traffic parameters) tighter than what were presented in [4] , [5] in the asymptotic regime as the message size goes to infinity. • We show that, for such networks, the coding delay may have a large deviation from the average coding delay in both cases of identical and non-identical links. For nonidentical links, our upper bound on such a deviation is smaller than what was previously shown in [5] . It is worth noting that, for identical links, upper bounding such a deviation has been an open problem (see [5] ). • We generalize the results to the networks with Poisson transmissions for both lossless networks and networks with Bernoulli losses. The proofs are omitted due to the lack of space, and can be found in [6] .
II. NETWORK MODEL AND PROBLEM SETUP
We consider a line network of length L, where the L + 1 nodes {v i } 0≤i≤L are connected in tandem. The underlying problem is unicast: The source node v 0 is given a message of k vectors from a vector space over F 2 , and the sink node v L demands to have all the message vectors.
Each node transmits a (coded) packet at each transmission opportunity in discrete-time where the number of transmissions per transmission opportunity is one. The points in time at which the transmissions occur over each link follow a stochastic point process. The processes specifying the transmissions over different links are considered to be independent.
Each packet transmission is either successful or fails. In the latter case, the packet is erased. We consider two scenarios: (i) lossless, where all packet transmissions are successful, and (ii) lossy, where all packet transmissions are subject to independent erasures over the same link or different links. The traffic over a link is fully described by the processes describing the schedule of transmissions and by the loss model.
The links are assumed to be delay-free, i.e., the arrival time of a successful packet at a receiving node is the same as the departure time of the packet from the transmitting node.
The goal in this paper is to upper bound the coding delay and the average coding delay of dense codes over networks with two types of transmission schedules and two types of loss models specified below. 3 The transmission schedules are described by (i) a deterministic process where at each time unit there is a transmission opportunity at each node (such a schedule is referred to as deterministic regular), or (ii) a Poisson process with parameter λ i : 0 < λ i < 1, over the i th link, where λ i is the average number of transmission opportunities per time unit.
The loss models are described by (i) a deterministic process where each packet transmission is successful (such a model is referred to as lossless), or (ii) a Bernoulli process with parameter p i : 0 < p i < 1, over the i th link, where p i is the average number of successes per transmission opportunity.
III. DETERMINISTIC REGULAR LOSSLESS TRAFFIC
In a dense coding scheme, the source node, at each transmission opportunity, transmits a packet by randomly linearly combining the message vectors, and each non source nonsink (interior) node transmits a packet by randomly linearly combining its previously received packets. The vector of coefficients of the linear combination associated with a packet is called the local encoding vector of the packet, and the vector of the coefficients representing the mapping between the message vectors and a coded packet is called the global encoding vector of the packet. The global encoding vector of each packet is assumed to be included in the packet header. The sink node can recover all the message vectors as long as it receives an innovative collection of packets of the size equal to the number of message vectors at the source node.
The entries of the global encoding vectors of a collection of packets are independent and uniformly distributed (i.u.d.) Bernoulli random variables as long as the local encoding vectors of the packets are linearly independent. Such packets (with linearly independent local encoding vectors), called dense, are of main importance in our analysis.
The first step is to lower bound the size of a maximal collection of dense packets at the sink node until a certain decoding time. We, next, lower bound the probability that the underlying collection includes a sufficient number of packets with linearly independent global encoding vectors.
Let Q be a matrix over F 2 . A maximal collection of rows in Q with i.u.d. entries is called dense. The matrix Q is called a dense matrix if all its rows form a dense collection. We refer to the number of rows in a dense collection of rows in Q as the density of Q, denoted by D(Q), and refer to each row in such a collection as a dense row.
Let O i (I i ) be the set of the packets transmitted (received) by the i th node and let D i be the set of the dense packets at the i th node. Let r and d be the size of O i and D i , respectively. 3 For some fixed 0 < < 1, the coding delay of a class of codes over a network with a class of traffics is upper bounded by N with probability (w.p.) bounded above by (b.a.b.) , so long as the coding delay of a randomly chosen code over the network with a randomly chosen traffic is larger than N w.p. b.a.b. . The average coding delay of a class of codes over a network with respect to a class of traffics is upper bounded by N w.p. b.a.b. , so long as the average coding delay of a randomly chosen code over the network with respect to the class of traffics is larger than N w.p. b.a.b. .
The global encoding vectors of the received packets at a node form the rows of the decoding matrix at that node. Let Q i+1 and Q i be the decoding matrices at the (i + 1) th and i th nodes, respectively, and T i be a matrix over F 2 such that Q i+1 = T i Q i . The rows of T i are the local encoding vectors of the packets transmitted by the i th node, i.e., (T i ) n,j = λ n,j , ∀n ∈ O i and ∀j ∈ I i , where λ n is the local encoding vector of the n th packet. Let Q i be Q i restricted to its dense rows, i.e., Q i is dense and has d rows (D(
The n th row of T i indicates the dense packets at the i th node which contribute to the n th packet sent by the i th node, and the j th column of T i indicates the packets sent by the i th node to which the j th dense packet contributes. Let T Let rank(T ) denote the rank of a matrix T over F 2 . The following result is then useful to lower bound the density of the decoding matrix Q i+1 in terms of rank(T i ). 4 Lemma 1: Let Q be a dense matrix over F 2 , and T be a matrix over F 2 , where the number of rows in Q and the number of columns in T are equal. If rank(T ) ≥ γ, then D(T Q) ≥ γ.
The rank of a matrix T similar to that of the transfer matrix T specified earlier can be lower bounded as follows.
Lemma 2: Let T be an n × d (d ≤ n) matrix over F 2 such that for any 1 ≤ j ≤ d, at least d − j + 1 entries of its j th column are i.u.d.. For every integer 0 ≤ γ ≤ d − 1, Now, we lower bound the probability that the collection of dense packets at the sink node includes an innovative subcollection of size k. This itself lower bounds the probability that a dense code succeeds.
Lemma 5: Let M be an n × k (k ≤ n) dense matrix over F 2 . For every 0 < < 1,
The following result upper bounds the coding delay by putting together the results of Lemmas 4 and 5.
Theorem 1: The coding delay of a dense code over a line network of L links with deterministic regular lossless traffics is larger than
IV. DETERMINISTIC REGULAR TRAFFIC WITH BERNOULLI LOSSES A. Identical Links
In this case, the Bernoulli parameters {p i } 1≤i≤L are all the same, and equal to p. Similar to the analysis of the previous case, in the case of the deterministic regular traffic with Bernoulli losses, we need to track the number of dense packets through the network.
The density of the decoding matrix at the receiving node of a link depends on the density of the decoding matrix and the rank of the transfer matrix at the transmitting node of the link. The rank of a matrix is a function of its structure, and the structure of the transfer matrix at a node depends on the number of dense packet arrivals at the node and the number of packet departures from the node before or after any given time. Such parameters depend on the transmission schedule and the loss model of the link, and are therefore random variables. It is however not straightforward to find the distribution of such random variables. We rather adopt a probabilistic technique to lower bound the rank of the transfer matrices as follows.
We split the time interval (0, N T ] into a number of disjoint subintervals (partitions) of the same length. The arrivals in the first j partitions occur before the departures in the (j + 1) th partition. Thus the number of arrivals before a given point in time within the (j + 1) th partition is bounded from below by the sum of the number of arrivals in the first j partitions. Such a method of counting is however suboptimal since there might be some extra arrivals in the (j + 1) th partition before some points in time within the same partition. To control the impact of suboptimality, the length of the partitions thus needs to be chosen with some care. 5 Let w be the number of partitions of the interval (0, N T ]. Let I ij be the j th partition pertaining to the i th link for all i 5 On one hand, the length of the partitions needs to be sufficiently small such that there is not a large number of arrivals in one partition with respect to the total number of arrivals in all the partitions. This should be the case because ignoring a subset of arrivals in one partition should not cause a significant difference in the number of arrivals before each point in time within the same partition. On the other hand, the partitions need to be long enough such that the deviation of the number of arrivals from the expectation in one partition is negligible in comparison with the expectation itself. and j. We start off with lower bounding the number of packets in I ij . Let ϕ ij be the number of packets in I ij . The length of the partition I ij is N T /w. Thus, ϕ ij is a binomial random variable with the expected value ϕ . = pN T /w. Hereafter, for the ease of exposition, let us denote x/2 bẏ x, for every x ∈ R. By applying the Chernoff bound, one can show that the inequality
.˙ , so long as γ * is chosen such that r is an integer, and γ * goes to 0 as N T goes to infinity, where γ * ∼ 2 ϕ ln 2 1 2 .
(1)
We focus on the set of all packets over the i th link in the active partitions:
Such a partition is active in the sense that (i) there exists some other partition over the upper link so that all its packets arrive before the departure of all the packets in the underlying active partition, and (ii) there exists some other partition over the lower link so that all its packets depart after the arrival of all the packets in the underlying active partition.
Let w T denote the total number of active partitions. It is easy to see that w T = L(w − L + 1). We select r packets in each active partition and ignore the rest. This method of selection fails if the number of packets in some active partition is less than r. Clearly, the failure occurs w.p. b.a.b. w T˙ .
We shall lower bound the number of dense packets in active partitions. Before explaining the lower bounding technique, let us first state two lemmas which will be useful to lower bound the rank of the transfer matrix at each node (depending on whether the number of dense packet arrivals at the node in a partition is larger or smaller than the number of packet departures from the node in the same partition).
For given integers w, r and {r j } 1≤j≤w (0 ≤ r j ≤ r), let T i,j be defined as follows: T i,j is an r × r j dense matrix over F 2 , if 1 ≤ j ≤ i ≤ w; or an arbitrary r × r j matrix over F 2 , otherwise. Let T = [T i,j ] 1≤i,j≤w , and n . = 1≤j≤w r j . Lemma 6: Let T be defined as above. For every integer 0 ≤ γ ≤ n − 1,
where r max = max j r j , r min = min j r j , and u = (n − γ)/r min .
For given integers w, r and {r j } 1≤j≤w (r ≤ r j ), let T i,j be defined as follows: T i,j is an r × r j dense matrix over F 2 , if 1 ≤ j ≤ i ≤ w; or an arbitrary r × r j matrix over F 2 , otherwise. Let T = [T i,j ] 1≤i,j≤w , and n . = wr. Lemma 7: Let T be defined as above. For every integer 0 ≤ γ ≤ n − 1,
where u = (n − γ)/r . For every 1 < i ≤ L, and 1 ≤ j ≤ w −L+1, the number of dense packets in the first j active partitions over the i th link can be lower bounded as follows: For every 1 ≤ l ≤ j, suppose that the number of dense packets in the first l active partitions over the (i − 1) th link is already lower bounded. Let T be the transfer matrix at the i th node, restricted to the successful packet transmissions within the first j active partitions over the i th link (the number of such packets in each partition is already lower bounded). Then, it can be shown that T includes a sub-matrix T with a structure similar to that in Lemma 6 or the one in Lemma 7. 6 By applying the proper lemma, the rank of the transfer matrix at the i th node, and consequently, by applying Lemma 1, the number of dense packets in the first j active partitions over the i th link can be lower bounded.
Note that, because of its recursive nature, the above algorithm lower bounds the number of dense packets in the first j active partitions over the i th link as a function of the number of dense packets in the active partitions pertaining to the first link. Further, the packets over the first link are all dense (by the definition of the dense packets), and hence by using the recursion, the following results can be derived.
Let D(Q j i ) be the number of dense packets in the first j active partitions over the i th link. Clearly, D(Q j 1 ) ≥ rj, ∀j : 1 ≤ j ≤ w − L + 1 (since r packets are selected in each partition). For any other values of i and j, D(Q j i ) is lower bounded as follows.
Lemma 8: For every 1 < i ≤ L,
Lemma 9: For every 1 < i ≤ L, and 1 < j ≤ w − L + 1,
.˙ , so long as log(w T / ) = o(r), where L ij = j(1+o(1))(log(ij/ )+1)+log((j(1+o(1))+1)/ )+log(ij)+ 1, and the o(1) term is (log(ij/ ) + 1)/r.
The result of Lemma 9 lower bounds the number of dense packets at the sink node as follows.
Lemma 10: The inequality
. Let n T be equal to the right-hand side of the inequality (2) . Thus, Q L fails to include an n T × k dense sub-matrix w.p. b.a.b. . By applying Lemma 5, the probability of {rank(Q L ) < k} is b.a.b. , so long as k ≤ n T − log(1/ ). We replace with˙ everywhere. Then, a dense code fails to transmit k message vectors w.p. b.a.b. , so long as k ≤ n T − log(1/ ) − 1.
In the asymptotic setting as N T goes to infinity, n T can be written as pN T −(1+o(1))(pN T L/w+ pN T w log(wL/ )+ w log(wL/ )). We rewrite the last inequality as k ≤ pN T − (1 + o(1))(pN T L/w + pN T w log(wL/ ) + w log(wL/ )) − log(1/ ) − 1. Let k max be the largest integer k satisfying this inequality. Thus, k max ∼ pN T , as n T ∼ pN T and log(1/˙ ) = o(n T ). The following result can be shown by replacing N T with k/p in the right-hand side of the latter inequality.
Theorem 2: The coding delay of a dense code over a line network of L identical links with regular traffics and Bernoulli losses with parameter p is larger than
, and the o(1) term goes to 0 as k goes to infinity. 7 It is worth noting that Theorem 1 is not a special case of Theorem 2 with p = 1. In fact, Theorem 1 provides a tighter bound compared to the result of Theorem 2 with p = 1.
We now study the average coding delay of dense codes with respect to the traffics with deterministic regular transmissions and Bernoulli losses. It should be clear that, in this case, the deviation of the number of packets per partition should not be taken into account. Thus, by replacing r with ϕ in Lemmas 8 and 9, and redefining w as pN T L/log(pN T L/ ), we have the following result. 8 Theorem 3: The average coding delay of a dense code over a network similar to Theorem 2 is larger than 
B. Non-Identical Links
The preceding results regarding the identical links immediately serve as upper bounds for the case of non-identical links with arbitrary parameters {p i } 1≤i≤L , by replacing p with min 1≤i≤L p i . The results however might not be very tight, e.g., for the case where, for some 1 ≤ i ≤ L, p i is much larger than p. Thus the actual values of parameters {p i } need to be taken into consideration to derive tighter bounds. In particular, for every 1 ≤ i < L, depending on whether the i th or the (i + 1) th link has a larger parameter, Lemma 6 or 7 is useful to lower bound the rank of the transfer matrix at the i th node. The rest of the analysis remains the same.
In the following, we present the main results (without proof) for a special case of non-identical links with "unequal" parameters {p i }, where no two parameters are equal.
Theorem 4: Consider a sequence of unequal parameters {p i } 1≤i≤L . The coding delay of a dense code over a line network of L links with deterministic regular traffics and Bernoulli losses with parameters {p i } is larger than = |p i − p i−1 |. 7 Similarly, in the following, the o(1) term is defined with respect to k. 8 Note that the latter choice of w is much larger than that in Lemma 10. This is because, in this case, there is no gap between the lower bound on the number of packet transmissions in each partition and the expectation, and hence, the partitions do not need to be sufficiently long (see Footnote 5).
