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EIGENVECTORS OF TENSORS – A PRIMER
SEBASTIAN WALCHER
Abstract. We give an introduction to the theory and to some applica-
tions of eigenvectors of tensors (in other words, invariant one-dimensional
subspaces of homogeneous polynomial maps), including a review of some
concepts that are useful for their discussion. The intent is to give prac-
titioners an overview of fundamental notions, results and techniques.
1. Introduction
The notion of eigenvectors of tensors has gained (or rather regained) rel-
evance in recent years, due to work of Cartwright and Sturmfels [1] and to
new fields of application, see e.g. Virga and co-authors [20, 7, 2], Oeding et
al. [13] and others. The objects of interest are one dimensional subspaces of
a vector space that are invariant with respect to a homogeneous polynomial
map of degree m > 1. In earlier work (see in particular Ro¨hrl [16, 17])
the notions of idempotents and nilpotents of m-ary algebras were also used,
generalizing concepts from the theory of algebras.
The present paper is a primer; hence its essential function is to give the
reader an introduction to this field for real and complex tensors, includ-
ing some algebraic and analytic-topological methods. When dealing with
tensors we avoid indices wherever possible, and rather focus on multilinear
maps.
Concerning the existence and number of one dimensional invariant sub-
spaces, the fundamental result from classical algebraic geometry is Bezout’s
theorem, which settles the problem for complex tensors. For the real case
we make use of the Brouwer degree, improving some existence results, and
of the Poincare´-Hopf theorem for gradients of polynomial maps from Rn to
R. We discuss applications to ordinary differential equations with homo-
geneous polynomial right-hand side, and take a look at gradients of cubic
tensors in dimension three, which are relevant in liquid crystal theory; see
Gaeta and Virga [7] and Chen, Qi and Virga [2]. For the discussion of these
gradients, we take an approach that is somewhat different from the ones
in the cited works. We classify exceptional cases and open the path to an
algorithmic determination of the number of real one dimensional subspaces.
As a collateral result (so to speak) we include a proof of Bezout’s theorem
in the appendix, using a combination of algebraic and analytical arguments.
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2. Notions and notation
2.1. Tensors. For the purpose of the present paper, a tensor of dimension
n and order m ≥ 1 over a field K is a multilinear map
Q̂ : Kn × · · · ×Kn → Kn, (x(1), . . . , x(m)) 7→ Q̂(x(1), . . . , x(m)).
We restrict attention to K = R or C; in particular these are fields of char-
acteristic zero. The case m = 1 corresponds to linear maps; we will be
interested in the case m > 1. Q̂ is called symmetric if any permutation of
the entries x(1), . . . , x(m) leaves the value of Q̂(x(1), . . . , x(m)) unchanged.
Associated to a tensor Q̂ is the homogeneous polynomial map
Q : Kn → Kn, x 7→ Q(x) := Q̂(x, . . . , x)
of degreem. In coordinates, with x = (x1, . . . , xn)
tr one has a representation
Q(x) =

 ∑
(i1,...,in)
αji1,...,inx
i1
1 · · · x
in
n


1≤j≤n
(1)
with the summation extending over all tuples (i1, . . . , in) of nonnegative
integers that add up to m. The structure coefficients αji1,...,in uniquely de-
termine, and are uniquely determined by Q. Thus one may identify the
vector space of homogeneous polynomial maps of degree m with the space
of structure coefficients, of dimension
n ·
(
n+m− 1
n− 1
)
.
Conversely, a homogeneous polynomial map P of degree m defines a sym-
metric order m tensor P˜ through the mth derivative of P at an arbitrary
point a, thus
P˜ (x(1), . . . , x(m)) :=
1
m!
DmP (a) (x(1), . . . , x(m)).
From Euler’s identity one sees P˜ (x, . . . , x) = P (x). To summarize, one may
identify symmetric tensors and homogeneous polynomial maps.
2.2. Eigenvectors. Generalizing the definition for linear maps, one says
that v 6= 0 is an eigenvector of a tensor Q̂ or (more appropriately) of the
associated homogeneous polynomial map Q if there exists λ ∈ K such that
Q(v) = λv. (2)
Since (2) implies
Q(αv) = (αm−1λ) · (αv) for all α 6= 0,
the notion of one dimensional eigenspace is well-defined but the notion of
eigenvalue is ambiguous for m > 1 unless λ = 0. On the one hand we may
use this ambiguity to normalize λ ∈ {0, 1} when K = C or when K = R and
m is even; in case K = R with odd m we may normalize λ ∈ {0, 1, −1}.
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Alternatively, when K = R, normalizing eigenvectors by the requirement
〈v, v〉 = 1 yields a consistent notion of eigenvalue; this is the point of view
taken in Qi [14, 15], Cartwright and Sturmfels [1], and Gaeta and Virga [7].
In the case λ = 0 we call v a nilpotent of Q; in the case λ = 1 we speak of
an idempotent.
2.3. Critical points of homogeneous polynomials. In some applica-
tions a homogeneous polynomial map of degree m appears as the gradient
of a homogeneous scalar-valued polynomial q : Kn → K of degree m + 1.
We formalize this notion, denoting by 〈·, ·〉 the standard symmetric bilinear
form on Kn. For given q there is a unique homogeneous Q : Kn → Kn, of
degree m, such that the identity
Dq(x)y = (m+ 1) 〈Q(x), y〉 (3)
holds for all x, y ∈ Kn. An additional property is shown by further differen-
tiation: Since
D2q(x) (y, z) = 〈DQ(x)z, y〉
and the second derivative D2q(x) is a symmetric bilinear form for each x,
the identity
〈DQ(x)z, y〉 = 〈DQ(x)y, z〉 (4)
follows; hence DQ(x) is a symmetric linear map for all x. Conversely, con-
sider a homogeneous polynomial map P such that DP (x) is symmetric for
all x. Then one verifies that the assignment
p(x) :=
1
m+ 1
〈P (x), x〉
yields a K-valued polynomial such that Dp(x)y = 〈P (x), y〉 for all x and y.
To summarize, there is a 1−1 correspondence between forms of degree m+1
and homogeneous polynomial maps of degree m with symmetric derivative.
Moreover, p is harmonic (i.e., the Laplacian of p vanishes) if and only of the
trace of DP (x) vanishes for all x.
3. Eigenvectors: Algebraic methods
3.1. Bezout in projective space. The fundamental algebraic tool for the
discussion of eigenvectors of tensors is Bezout’s theorem in projective space.
We briefly recall some definitions and facts (see Shafarevich [19], in partic-
ular Ch. IV, for a full account).
1. Projective space Pn over K is defined as the set of all equivalence classes
of nonzero (n+ 1)-tuples (x0 : x1 : · · · : xn), with
(x0 : x1 : · · · : xn) = (y0 : y1 : · · · : yn)
if and only if there is a β ∈ K∗ such that yi = βxi for all i.
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2. Pn is covered by the affine spaces
Ai := {(x0 : x1 : · · · : xn); xi 6= 0}
which are identified with Kn via the bijections
(x0 : x1 : · · · : xn) 7→ (
x0
xi
, . . . ,
xi−1
xi
,
xi+1
xi
, . . . ,
xn
xi
)
3. Let f1, . . . , fn be homogeneous scalar-valued polynomials of degreem ≥ 1
in n+ 1 variables x0, . . . , xn. We may write
fj(x0, . . . , xn) =
∑
(i0,...,in)
βji0,...,inx
i0
0 · · · x
in
n ,
summation extending over all tuples of nonnegative integers which add
up to m.
4. The notion of a common zero v = (v0 : · · · : vn) ∈ P
n of the fi is unam-
biguous. The multiplicity of such a zero can be defined in the following
way: There is a k such that v is contained in Ak, say v ∈ A0 for ease of
notation. Dehomogenize; i.e. set
f̂j(x) = f̂j(x1, . . . , xn) := fj(1 : x1 : · · · : xn), x ∈ K
n.
With zi := vi/v0 for 1 ≤ i ≤ n, one has that f̂j(z) = 0, 1 ≤ j ≤ n. The
multiplicity of z (and of v) is defined as
dim
(
Oz/
〈
f̂1, . . . , f̂n
〉)
,
with Oz the local ring of z, consisting of all rational functions on K
n that
are defined at z, and
〈
f̂1, . . . , f̂n
〉
the ideal generated by the f̂j in Oz.
5. Algorithmic matters: Multiplicities may be computed via standard bases;
see e.g. Decker and Lossen [4].
6. Useful observation: The multiplicity of z is equal to one if and only if the
Jacobian of f̂1, . . . , f̂n is invertible at z.
We come to Bezout’s theorem on projective space. For a proof see Sha-
farevich [19], Ch. IV, §2; another proof is sketched in the Appendix.
Theorem 1. Let K = C and let f1, . . . , fn be homogeneous polynomials of
degree m in n + 1 variables x0, . . . , xn. Then the number of common zeros
of the fj in P
n is either infinite or equal to mn, counting multiplicities.
3.2. Resultants, Bezout and eigenvectors. The application of Bezout’s
theorem to eigenvectors of tensors is classical; see Ro¨hrl [17], Cartwright
and Sturmfels [1], Qi [15]. Let a homogeneous polynomial map Q from Kn
to Kn be given, keeping the notation from (1). We start with an auxiliary
result.
Proposition 1. Let K = C, and Q homogeneous of degree m > 1.
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(a) Let Xji1,...,in be indeterminates, with 1 ≤ j ≤ n and (i1, . . . , in) running
through all tuples of nonnegative integers with sum m. There is a poly-
nomial R (called the resultant of the system) in these indeterminates
with the property that
R((αji1,...,in)) = 0 iff Q admits a nilpotent.
(b) Whenever Q admits infinitely many pairwise linearly independent eigen-
vectors then Q admits a nilpotent.
Proof. For properties of resultants and the proof of part (a) see Cox, Little,
O’Shea [3], Ch. 3. For part (b) consider
F (x0, . . . , xn) := Q(x1, . . . , xn)− x
m−1
0


x1
...
xn


and note that Q(v) ∈ Cv if and only if F (v0, v1, . . . , vn) = 0 for some
v0. The zeros of F form a projective variety, and this variety has dimen-
sion > 0 whenever there exist infinitely many pairwise linearly independent
eigenvectors of Q. But in Pn any variety of dimension > 0 has nontrivial
intersection with the hyperplane defined by x0 = 0 (see Shafarevich [19],
Ch. I, §6, Thm. 4). 
Proposition 2. Let Q be a homogeneous polynomial map from Cn to Cn, of
degree m > 1. Then the number of pairwise linearly independent eigenvectors
of Q is either infinite or equal to
mn − 1
m− 1
=
n−1∑
k=0
mk,
when multiplicities are counted.
Proof. As in the proof of Proposition 1, set
F (x0, . . . , xn) = Q(x1, . . . , xn)− x
m−1
0


x1
...
xn

 .
If the number of zeros of F in Pn is finite then it is equal to mn by Bezout.
(i) We first consider the case Q(z) 6= 0 for all z 6= 0; thus we may normalize
all eigenvalues to 1. The zero v = (1 : 0 : · · · : 0) of F is the only one
which does not correspond to an eigenvector of Q. For
F̂ (x1, . . . , xn) = F (1, x1, . . . , xn) = Q(x1, . . . , xn)−


x1
...
xn


the Jacobian DF̂ (0, . . . , 0) = −In is invertible; hence v has multiplicity
one, and there are mn− 1 remaining solutions, counting multiplicities.
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Given any (m− 1)th root of unity ζ, Q(c) = c implies Q(ζc) = ζc; and
conversely Q(αc) = αm−1 · αc shows that a scalar multiple of c is an
idempotent only if αm−1 = 1. Hence the remaining solutions come in
packages of m − 1 pairwise linearly dependent ones. We thus obtain
the asserted formula.
(ii) If F has finitely many zeros in Pn but Q(w) = 0 for some w 6= 0 then
let r be an (m− 1)-form and consider
Q∗(x1, . . . , xn) := Q(x1, . . . , xn) + r(x1, . . . , xn) ·


x1
...
xn

 .
From Q(c) = λc one finds that Q∗(c) = (λ+ r(c)) c. Therefore Q and
Q∗ have the same eigenvectors, and by a suitable (generic) choice of
r one ensures that Q∗(z) 6= 0 for all these eigenvectors. The claim is
proven for this case as well.

Corollary 1. Concerning the real case, let Q be a homogeneous polynomial
map from Rn to Rn, of degree m > 1, such that its complexification admits
only finitely many pairwise linearly independent eigenvectors. If m is even
or if both m and n are odd then Q admits a real eigenvector.
Proof. Non-real eigenvectors come in pairs of complex conjugates and
∑n−1
k=0 m
k
is odd with the given hypotheses. 
We will improve this result in the next section.
4. Eigenvectors: Analytic and topological methods
4.1. The Brouwer degree for polynomials. There exists an analytic
approach to the Brouwer degree of maps on open subsets of Rn, which is
outlined in a comprehensive and concise manner in Deimling [5], Ch. I;
see also Milnor [10]. We will specialize the approach to polynomial maps,
following [12]. In the present subsection we let
P : Rn → Rn, P = P0 + · · · + Pm (5)
be a polynomial map, with each Pk homogeneous of degree k, and Pm 6= 0.
1. We define
NP := {z ∈ R
n; detDP (z) = 0} .
Then P (NP ) is contained in a proper algebraic subset of R
n (see Shafare-
vich [19], Ch. II, §1).
2. Let Ω ⊂ Rn be nonempty, open and bounded. For every y 6∈ P (NP ) ∪
P (∂Ω) the equation P (x) = y has finitely many solutions in Ω (see [5],
Ch. I, Prop. 1.3ff.), hence
d(P,Ω, y) :=
∑
z∈P−1(y)
sgn detDP (z)
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is a well-defined integer, which is called the topological degree of P on Ω
with respect to y. By a density argument and using an integral represen-
tation of the degree this definition can be extended to any y 6∈ P (∂Ω).
3. If NP = R
n (in other words, detDP (x) = 0 for all x) then d(P,Ω, y) = 0
for all y 6∈ P (∂Ω).
4. If d(P,Ω, y) 6= 0 then P (x) = y has a solution in Ω.
5. Consequences of homotopy invariance ([5], Ch. I, Thm. 3.1):
(i) If R is a polynomial map and y ∈ Rn such that y 6∈ ((1−t)R+tP )(∂Ω)
for 0 ≤ t ≤ 1 then d(R,Ω, y) = d(P,Ω, y).
(ii) If [0, 1]→ Rn, t 7→ γ(t) is continuous and γ(t) 6∈ P (∂Ω) for all t then
d(P,Ω, γ(0)) = d(P,Ω, γ(1)).
6. Now assume that Pm(z) 6= 0 for all z 6= 0, which implies the existence
of some ρ > 0 such that ‖Pm(z)‖ ≥ ρ‖z‖
m for all z. (Take ρ as the
minimum of ‖Pm(z)‖ on the unit sphere.) Then there exists an r0 > 0
such that
d(P,Br(0), y) = d(Pm, Br(0), y) for all r ≥ r0.
(Here Br(0) denotes the ball with radius r and center 0.) This follows
from 5.(i) and from ‖P (x) − Pm(x)‖/‖Pm(x)‖ → 0 as ‖x‖ → ∞.
7. We keep the assumption that Pm(z) 6= 0 whenever z 6= 0. By 5.(ii) we
see that for every y
d(Pm, Br(0), y) = d(Pm, Br(0), 0) =: d(Pm)
for all sufficiently large r. Thus one may define a global topological degree
for all polynomials P which satisfy Pm(z) 6= 0 whenever z 6= 0 via
d(P ) := d(Pm).
We collect some pertinent facts in
Lemma 1. Let P be a polynomial map such that Pm(z) 6= 0 whenever z 6= 0.
(i) Whenever d(P ) 6= 0 then every equation P (x) = y has a solution in
R
n, and for any y 6∈ P (NP ) the number of solutions is at least equal
to |d(P )|.
(ii) For odd m every equation P (x) = y has a solution in Rn.
(iii) For even m the degree d(P ) is even. Hence the number of solutions of
P (x) = y is even for every y 6∈ P (NP ).
Proof. Part (i) is immediate from the above. To prove part (ii), note that
d(P ) is odd by Borsuk’s theorem for Pm (see [5], Ch. I, Thm. 4.1). For
part (iii) note that whenever y 6∈ Pm(NPm) then Pm(z) = y if and only if
Pm(−z) = y. 
We turn to the complex setting. A polynomial map
S = S0 + · · ·+ Sm : C
n → Cn, Sm 6= 0,
may be regarded as a polynomial map P = PR(S) from R
2n to R2n, of degree
m. Clearly Sm(w) 6= 0 for all w ∈ C
n \ {0} is equivalent to Pm(z) 6= 0 for
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all z ∈ R2n \ {0}. It is known that detDP (z) ≥ 0 for all z (see a proof in
the Appendix).
Proposition 3. Let S : Cn → Cn be a polynomial map of degree m such
that Sm(w) = 0 only when w = 0, and P = PR(S). Then d(P ) = m
n,
hence the topological degree of P and the number of zeros of S according to
Bezout’s theorem are equal.
Proof. Z := Pm(NPm) is contained in a proper subvariety of R
2m. For any
a 6∈ Z the number of solutions of P (z) = a is equal to d(Pm) by the previous
subsection, and equal to mn by Bezout (note that all multiplicities of zeros
of Pm(x)− y equal 1 whenever y 6∈ Z). 
4.2. Application to eigenvectors. For K = C the analytic methods give
no improvement of Proposition 2 and Corollary 1, but for the real case they
do. The first result for K = R, as well as its proof, goes back to Kaplan and
Yorke [9].
Proposition 4. Let Q : Rn → Rn be a homogeneous polynomial map of
even degree. Then there exists v 6= 0 such that Q(v) = 0 or c 6= 0 such that
Q(c) = c.
Proof. Assume the contrary and define
H(t, x) := (1− t)Q(x) + tx, 0 ≤ t ≤ 1.
Then H(t, x) 6= 0 for all t and all x 6= 0, since otherwise Q(z) = t1−tz for
some t ∈ [0, 1); contradiction. Therefore
1 = d(id, Br(0), 0) = d(Q,Br(0), 0)
for all r > 0 by #5 in the previous subsection. On the other hand, d(Q) is
even by Lemma 1; a contradiction. 
This result holds even when the number of one dimensional complex
eigenspaces of Q is infinite, as does the next result, which is a direct appli-
cation of the “hedgehog theorem” (see Deimling [5], Ch. I, Thm. 3.4).
Proposition 5. Let n be odd and Q : Rn → Rn homogeneous. Then there
exists c 6= 0 such that Q(c) ∈ Rc.
4.3. Gradient fields. We turn to real gradient fields, recalling the notions
from subsection 2.3. For these, a simple but crucial fact guarantees the
existence of real eigenvectors (compare a standard existence proof for real
eigenvectors of real symmetric matrices).
Proposition 6. Let K = R and let Q be homogeneous of degree m such that
Q(x) is symmetric for every x. Then there exist 0 6= v ∈ Rn and λ ∈ R such
that Q(v) = λv.
Proof. Define q(x) := 〈Q(x), x〉 and recall Dq(x)y = (m+ 1) 〈Q(x), y〉 from
(3) and (4). On the compact sphere S(n−1 the function q attains a maximum,
EIGENVECTORS OF TENSORS – A PRIMER 9
say at v. By the Lagrange multiplier theorem one has Q(v) = µv for some
µ. 
More detailed information about eigenvectors of gradients follows from the
Poincare´-Hopf Theorem (see Milnor [10], §6). We state its specialization for
the sphere.
Theorem 2. For a smooth vector field F on the (n − 1)-sphere Sn−1 the
sum of the indices of its critical points is equal to the Euler characteristic of
S
n−1, thus is equal to 2 for odd n and is equal to 0 for even n.
Some notions and facts should be supplemented here.
• A vector field on Sn−1 is by definition tangent to Sn−1. It may be
defined locally via a parameterization of the sphere, or by restricting
a suitable vector field that is defined in some neighborhood of Sn−1.
• The index of a critical point a is generally defined in Milnor [10],
§6 (via the Brouwer degree); when a is nondegenerate (i.e., the de-
rivative at a is invertible) it is equal to the sign of its Jacobian
determinant (Milnor [10] §6, Lemma 4).
We now collect some pertinent facts for gradient fields. Recall that a real
symmetric matrix is diagonalizable over R.
Proposition 7. Let Q : Rn → Rn be homogeneous of degree m such that
DQ(x) is symmetric for every x. Then:
(a)
Q∗ : Rn \ {0} → Rn, Q∗(x) := Q(x)−
〈Q(x), x〉
〈x, x〉
x
defines a vector field on Sn−1. A point c ∈ Sn−1 is stationary for Q∗ if
and only if Q(c) ∈ Rc.
(b) Let c ∈ Sn−1 such that Q(c) = αc (hence c is an eigenvector of DQ(c)
with eigenvalue mα), and denote the remaining eigenvalues of DQ(c) by
β2, . . . , βn (counted with multiplicities). Then the derivative of Q
∗|Sn−1
at c has eigenvalues β2 − α, . . . , βn − α, and the index of the stationary
point is equal to the sign of
∏
(βk−α), provided this product is nonzero.
(c) Let m be odd. For a nondegenerate stationary point c of Q∗, −c is also a
nondegenerate stationary point, and the indices of both points are equal.
The same holds in case that m is even and n is odd.
(d) Let m and n be even. For a nondegenerate stationary point c of Q∗ one
has that −c is also a nondegenerate stationary point, and the indices of
both points are different.
Proof. Since 〈Q∗(x), x〉 = 0 for all x 6= 0, Q∗ actually defines a vector field
on the sphere. A straightforward computation yields
DQ∗(x)y = DQ(x)y −
〈Q(x), x〉
〈x, x〉
· y + (· · · ) · x
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hence 〈c, c〉 = 1 and Q(c) = αc, DQ(c)c = mαc imply
DQ∗(c)y = DQ(c)y − αy + (· · · ) · c.
Therefore
DQ(c)v = βv ⇒ DQ∗(c)v = (β − α)v + (· · · ) c,
which shows the assertion about the eigenvalues. Since the determinant is
the product of the eigenvalues, and all eigenvalues are real, the remaining
assertions follow by inspection. 
Remark 1. From these arguments one also sees: The multiplicity of the
zero c of x 7→ Q(x)−αx (with derivative DQ(c)−αI) is equal to one if and
only if the corresponding stationary point of Q∗ is nondegenerate.
5. Applications to polynomial differential equations
Obviously the results of subsection 4.1 may be employed to show the
existence of stationary points for polynomial differential equations, and to
obtain bounds on their number. There are two applications which refer
specifically to eigenvectors, and we discuss these in some detail.
5.1. Particular solutions of homogeneous polynomial systems. Here
we follow Ro¨hrl [16]. Given a homogeneous polynomial map Q : Kn → Kn of
degree m > 1, consider the differential equation x˙ = Q(x). Let 0 6= c ∈ Km
such that Q(c) = αc. If α = 0 then every point on the line Kc is stationary.
For α 6= 0 make the ansatz v(t) = φ(t) · c for a solution to obtain the
necessary and sufficient condition
φ˙(t) · c = Q(φ(t) · c) = αφ(t)m · c,
which yields the separable one dimensional equation y˙ = αym; this admits
solution by elementary functions.
Thus we have verified the existence and the explicit form of certain par-
ticular solutions. But in contrast to the linear case one should not expect
to obtain further solutions as explicit “combinations” (of whatever type) of
those special ones, and neither should one expect to obtain real solutions
from solutions related to non-real eigenspaces. Moreover, no higher dimen-
sional invariant subspaces exist in general for homogeneous Q of degree > 1;
see [21], Ch. 3-4 for a discussion.
5.2. Stationary points at infinity. We consider a polynomial differential
equation
x˙ = P (x) = P0(x) + · · · + Pm(x), m > 1, Pm 6= 0 on R
n. (6)
One may associate to this equation a system on the n-sphere Sn ⊆ Rn+1 (the
Poincare´ hypersphere) with a Z2 symmetry (or a system on the projective
space Pn, if one prefers). We describe the construction, which is mostly used
in dimension n = 2 but generally valid, following Perko [11], Section 3.10 for
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geometric motivation, and following [18], Section 2 for a general (somewhat
abstract) approach.
• The construction, geometrically (see Perko [11] for illustrations in
dimension two): Consider Sn ⊆ Rn+1 and identify the phase space
R
n with the tangent hyperplane H to the sphere at the north pole
(0, . . . , 0, 1)tr. The central projection from 0 then induces a bijection
from the upper hemisphere {x ∈ Sn; xn+1 > 0} toH, and the equator
{x ∈ Sn; xn+1 = 0} may be identified with “points at infinity” of
H. The image of the polynomial vector field on H can be extended
to a rational vector field on Sn and there remains, up to orbital
equivalence, a polynomial vector field.
• Antipodal pairs of stationary points of this vector field on the equator
(“at infinity”) stand in 1-1 correspondence with one dimensional real
eigenspaces of the highest degree term Pm. If Pm(c) = αc then mα
is an eigenvalue of DPm(c) with eigenvector c. Let β2, . . . , βn be
the remaining (possibly complex) eigenvalues of DP (c). Then the
linearization of the vector field on the sphere at the stationary point
has eigenvalues −α and β2−α, . . . , βn−α. The sum of the generalized
eigenspaces for the latter is just the tangent space to the equator,
and there exists an eigenvector for −α which is transversal to this
tangent space. (See [18], Lemma 2.1 for details and a proof. Note
that the eigenvalues βk − α also appear in Proposition 7; this is not
a coincidence.)
From this approach we directly obtain criteria for unbounded solutions to
polynomial differential systems. The statement and a proof of part (b) for
quadratic systems is due to Kaplan and Yorke; for part (a) see [18], Prop. 2.2.
Proposition 8. Let the ordinary differential equation (6) be given.
(a) If there exists a nonzero c ∈ Rn and an α > 0 such that Pm(c) = αc
then the system has an unbounded solution.
(b) If m is even then the system has an unbounded solution or every one
dimensional eigenspace of Pm is spanned by a nilpotent.
Sketch of proof. For the first part consider the stationary point at infinity
which corresponds to the positive half-line R+c. Due to −α < 0, the stable
manifold of this stationary point has nontrivial intersection with the upper
hemisphere. For part (b) use Proposition 4. 
This straightforward result uses only part of the available information.
More detailed qualitative studies are possible, in particular in dimension
two. We refer to Perko [11], Sections 3.10-3.11, Dumortier et al. [6], and
also [18], Sections 3 and 4.
6. Extrema of homogeneous cubic polynomials
6.1. Background. Motivated by the structure theory of liquid crystals,
Gaeta and Virga [7] discussed harmonic homogeneous cubic polynomials q on
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R
3. Concerning the physics we refer to [7], Virga [20] and the references given
there. Our principal interest lies in the distribution of critical points of q on
the sphere S2. This question was discussed, using various methods, by Gaeta
and Virga [7], and by Chen, Qi and Virga [2]. An interesting observation
in [7] concerns the number of maxima of q on the sphere: Theorem 2 and
Proposition 7 would permit any number of maxima between one and four in
nondegenerate settings, but actually only cases with three or four maxima
could be observed. The condition ∆q = 0 seems to be crucial for this
phenomenon, since there is no hope that general real cubic gradient systems
should have more than one maximum:
Example. The polynomial q(x) = (x21 + x
2
2 + x
2
3) · (x1 + x2 + x3) admits
only one maximum and one minimum on S2.
We discuss the class of harmonic cubic homogeneous polynomials in three
variables with a somewhat different approach, reducing their investigation
to determining the number of real zeros of a real degree six polynomial in
one variable. For the latter task, algorithms are available.
6.2. The setting. The first task (here as in the cited references) is to reduce
the number of parameters. With (3) we have a homogeneous quadratic map
Q : R3 → R3, DQ(x) symmetric, trDQ(x) = 0 for all x
such that the identity q(x) = 13 〈Q(x), x〉 holds. For any x ∈ R
3 we define
the linear map L(x) by
L(x)y := Q˜(x, y) :=
1
2
D2Q(0)(x, y),
thus DQ(x) = 2L(x) and L(x)y = L(y)x for all x and y. Upon fixing a
basis c1, c2, c3 of R
3, Q is determined by the Q˜(ci, cj), due to bilinearity.
Similar to Gaeta and Virga [7] we choose the basis in a convenient way but
take a different path. First, there exists c1 of norm one such that q(c1) is
minimal on the sphere, and hence Q(c1) = L(c1)c1 = α1c1 for some α. (In
contrast to [7] and [2] we consider a minimum rather than a maximum, and
place it at the east pole of the sphere rather than the north pole. We also
eliminate parameters by a different strategy.) Since L(c1) is symmetric, c1
can be extended to an orthonormal basis by c2, c3 such that
L(c1)c2 = α2c2, L(c1)c3 = α3c3
for suitable real α2, α3, and α1 = −(α2 + α3) due to trace zero. From the
ansatz
Q˜(c2, c2) = β1c1 + β2c2 + β3c3
Q˜(c2, c3) = γ1c1 + γ2c2 + γ3c3
Q˜(c3, c3) = δ1c1 + δ2c2 + δ3c3
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with real coefficients βi, γi, δi and using symmetry of the tensor Q˜, we obtain
matrix representations
L(c2) =

 0 α2 0β1 β2 β3
γ1 γ2 γ3

 ; L(c3) =

 0 0 α3γ1 γ2 γ3
δ1 δ2 δ3


with respect to the chosen basis. These matrices are symmetric with trace
zero, which yields
γ1 = 0; δ1 = α3; γ2 = β3 = −δ3; γ3 = δ2 = −β2.
Thus only four parameters α2, α2, β2, β3 remain. We record an intermediate
result:
Lemma 2. In coordinates with respect to the basis c1, c2, c3 one has the
representation
Q(x) =

 −(α2 + α3)x21 + α2x22 + α3x232α2x1x2 + β2x22 + 2β3x2x3 − β2x23
2α3x1x3 + β3x
2
2 − 2β2x2x3 − β3x
2
3

 . (7)
We will from now on assume that the ci form the standard basis of R
3.
Remark 2. The requirement for q to have a minimum at c1 has further
implications for the αi. By Proposition 7, the derivative of Q
∗|S2 has the
two eigenvalues 3α2+α3 and α2+3α3, both of which must be ≥ 0. Moreover
one finds (e.g. by considering values of q along great circles through c1) that
in case 3α2 + α3 = α2 + 3α3 = 0 (equivalently α2 = α3 = 0) there is no
minimum at c1. Therefore one eigenvalue must be > 0.
To determine the one dimensional eigenspaces of Q we note that every
2× 2 minor of the matrix
M(x) :=
(
Q(x) x
)
must be zero on such an eigenspace, and conversely any nontrivial common
zero of these minors gives rise to a one dimensional eigenspace. For the last
two rows of M , evaluation of the determinant yields
0 = 2(α2 − α3)x1x2x3 + 3β2x
2
2x3 + 3β3x2x
2
3 − β2x
3
3 − β3x
3
2, (8)
while the first two rows yield the condition
0 = −(3α2+α3)x
2
1x2+x1
(
−β2x
2
2 − 2β3x2x3 + β2x
2
3
)
+α2x
3
2+α3x2x
2
3. (9)
Multiplying (9) by x2x
2
3 one finds
0 = −(3α2+α3)v
2+
(
−β2x
2
2x3 − 2β3x2x
2
3 + β2x
3
3
)
v+α2x
4
2x
2
3+α3x
2
2x
4
3 (10)
with v = x1x2x3. Evaluating the first and last row of M , we find
0 = (α2 + 3α3)x
2
1x3 + x1
(
β3x
2
2 − 2β2x2x3 − β3x
2
3
)
− α2x
2
2x3 − α3x
3
3 (11)
and multiplication by x22x3 yields
0 = (3α3 + α2)v
2 +
(
β3x
3
2 − 2β2x
2
2x3 − β3x2x
2
3
)
v −α2x
4
2x
2
3 − α3x
2
2x
4
3. (12)
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Taking the difference of (12) and (10) we obtain a symmetrized version
0 = 4(α2+α3)v
2+
(
β3x
3
2 − β2x
2
2x3 + β3x2x
2
3 − β2x
3
3
)
v−2(α2x
4
2x
2
3+α3x
2
2x
4
3).
(13)
The determinantal conditions are not independent; for instance, any com-
mon solution (y1, y2, y3)
tr of (8) and (9) with y2 6= 0 automatically satisfies
(11). Our goal is now to reduce the problem of determining (real) one di-
mensional eigenspaces to a polynomial in one variable. We will have to
dispose of some special cases first and then look at the generic case.
6.3. Special cases. We first note from (7) that there exists a one dimen-
sional eigenspace R · (1, 0, y3)
tr with y3 6= 0 only if β2 = 0, and mutatis
mutandis this holds with labels 2 and 3 interchanged. When β2 = 0 one
furthermore sees that Q maps the subspace given by x2 = 0 to itself. We
will investigate these cases in some detail, starting with the most special
one.
6.3.1. The case β2 = β3 = 0. Here we have
Q(x) =

−(α2 + α3)x21 + α2x22 + α3x232α2x1x2
2α3x1x3


and (8), (9) and (11) specialize to
0 = 2(α2 − α3)x1x2x3
0 = x2 · (−(3α2 + α3)x
2
1 + α2x
2
2 + α3x
2
3)
0 = x3 · ((α2 + 3α3)x
2
1 − α2x
2
2 − α3x
2
3)
When α2 6= α3 then the first condition yields three cases for one dimensional
eigenspaces (except Rc1).
• x1 = 0 and α2x
2
2 + α3x
2
3 = 0. This yields real solutions only if α2
and α3 have different signs or one of them equals zero.
• x2 = 0 and (α2 + 3α3)x
2
1 − α3x
2
3 = 0. Since 3α3 + α2 ≥ 0, the
existence of real solutions depends on the sign of α3.
• x3 = 0 and −(3α2 + α3)x
2
1 + α2x
2
2 = 0. Mutatis mutandis, the
previous remark applies.
Disregarding the degenerate cases that α2, α3 or one of the eigenvalues
vanish (which are easily analyzed), and recalling that one of the αi must
be positive, one always finds that precisely two of the conditions are sat-
isfied, leading to four real solutions (and a total of five one dimensional
eigenspaces).
This leaves the case α2 = α3 =: α, with
Q(x) =

−2αx21 + αx22 + αx232αx1x2
2αx1x3

 .
Then (8) through (11) leave only one nontrivial condition
−4x21 + x
2
2 + x
2
3 = 0.
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Here we have infinitely many one dimensional eigenspaces. The union of
these is a quadric united with Rc1.
6.3.2. The case β2 = 0, β3 6= 0. Here (8), (9) and (11) specialize to
0 = x2
(
2(α2 − α3)x1x3 − β3x
2
2 + 3β3x
2
3
)
0 = x2
(
−(3α2 + α3)x
2
1 − 2β3x1x3 + α2x
2
2 + α3x
2
3
)
0 = (α2 + 3α3)x
2
1x3 + x1β3(x
2
2 − x
2
3)− α2x
2
2x3 − α3x
3
3
We first determine the one dimensional eigenspaces on the plane defined by
x2 = 0. Excluding Rc1, the remaining condition is
(α2 + 3α3)x
2
1 − β3x1x3 − α3x
2
3 = 0
which yields at most two more real eigenspaces. (Note that α2 + 3α3 and
α3 cannot both be zero.)
For one dimensional eigenspaces outside the plane with x2 = 0 the two
remaining conditions are
0 = 2(α2 − α3)x1x3 − β3x
2
2 + 3β3x
2
3
0 = −(3α2 + α3)x
2
1 − 2β3x1x3 + α2x
2
2 + α3x
2
3
There are two special subcases to be considered. First, one may have α2 =
α3, hence x
2
2−3x
2
3 = 0 from the first condition, and for each solution (y2, y3)
of the latter one finds two real solutions for x1 in the second condition (noting
that the leading and the constant coefficient have different signs). In total,
we have then seven one dimensional eigenspaces.
Second, one may have 3α2 + α3 = 0, which leaves the conditions
0 = 8α2x1x3 − β3(x
2
2 − 3x
2
3)
0 = −2β3x1x3 + α2(x
2
2 − 3x
2
3)
If 4α22−β
2
3 6= 0 then we have two real (and also only two complex) solutions
for the system, with x22− 3x
2
3 = 0 and x1 = 0, and in total there are five one
-dimensional eigenspaces (real as well as complex). In case 4α22− β
2
3 = 0 we
see that there are infinitely many one dimensional eigenspaces; their union
forms the quadric ±4x1x3 − x
2
2 + 3x
2
3 = 0.
For the remaining cases it suffices to consider solutions with x3 = 1. Setting
t := x2/x3, the first condition shows that
2(α2 − α2)x1 − β3(t
2 − 3) = 0,
and substitution into the second condition provides the fourth-degree poly-
nomial equation
−(3α2 + α3)(t
2 − 3)2 − 4
(
β23(α2 − α3)− α2(α2 − α3)
2
)
(t2 − 3)
+ 4(α2 − α3)
2 · (3α2 + α3)
The quadratic polynomial
−(3α2 + α3)s
2 − 4
(
β23(α2 − α3)− α2(α2 − α3)
2
)
+ 4(α2 − α3)
2 · (3α2 + α3)
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admits one positive and one negative root; note the signs of the leading
and the constant coefficients. Since t2 − 3 = s∗ has two real solutions for
every s∗ > 0, we see that there are at least two real solutions for the quartic
equation in t. Concerning tools for a more detailed analysis, see the following
section.
6.3.3. The case β3 = 0, β2 6= 0. Mutatis mutandis, this is completely anal-
ogous to the case we just discussed.
6.4. The generic case. Having disposed of special cases, we may now re-
quire the following generic conditions:
β2 6= 0, β3 6= 0, α2 ≥ α3 (14)
and we know that α2+α3 > 0 since there is a minimum at c1 (recall Remark
2). Moreover the only eigenspace R(y1, y2, y3)
tr with y2 = 0 or y3 = 0 is
Rc1, so the remaining eigenspaces correspond to the common zeros of (8)
and (13).
6.4.1. The case α2 = α3. We deal with this nongeneric subcase of the generic
case first. Then (8) simplifies to the homogeneous equation
3β2x
2
2x3 + 3β3x2x
2
3 − β2x
3
3 − β3x
3
2 = 0,
which has three distinct real homogeneous solutions: Indeed, by setting
γ := β3/β2 and t := x3/x2 homogeneous solutions of the above correspond
to zeros of the polynomial
µ(t) = −t3 + 3γt2 − 3t− γ.
Its derivative
µ′(t) = −3(t2 − 2γt− 1)
has two real zeros, one positive and one negative. Each zero t∗ of the deriv-
ative satisfies t∗2 = 2γt∗ + 1 and furthermore t∗3 = 2γt∗2 + t∗. Altogether
this yields
µ(t∗) = (2γ2 + 2)t∗,
therefore µ admits a negative local minimum and a positive local maximum,
hence three real zeros. Each corresponding homogeneous zero (x2, x3) yields
a quadratic equation (13) for v positive leading coefficient and negative
constant coefficient, hence there are two real solutions for v. Altogether we
have six common homogeneous zeros of (8), (13), and a total of seven one
dimensional eigenspaces.
6.4.2. The case α2 6= α3. We may then furthermore require that 2(α2 −
α3) = 1, since multiplying each coefficient α2, α3, β2, β3 by a positive number
leaves solutions of (8) and (13) unchanged, and the minimum at c1 remains
a minimum. We thus have α3 = α2 −
1
2 , and the positivity condition on the
eigenvalues is equivalent to α2 >
3
8 . Setting t := x3/x2, equation (8) implies
that
v = β2t
3 − 3β3t
2 − 3β2t+ β3,
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and substitution into (13) yields a degree six polynomial
ρ(t) =
6∑
j=0
γjt
j
whose zeros correspond to the one dimensional eigenspaces of Q. A straight-
forward computation yields
γ6 = β
2
2(8α2 − 3);
γ5 = 16β2β3(−3α2 + 1);
γ4 = −48α2β
2
2 + 72α2β
2
3 + 14β
2
2 − 21β
2
3 − 2α2 + 1;
γ3 = 40β2β3(4α2 − 1);
γ2 = 72α2β
2
2 − 48α2β
2
3 − 15β
2
2 + 10β
2
3 − 2α2;
γ1 = 8β2β3(−6α2 + 1);
γ0 = β
2
3(8α2 − 1).
(15)
This may look a bit unwieldy, but note that all the information about real
eigenspaces of Q is now contained in the one-variable polynomial ρ with
parameters that satisfy α2 ≥
3
8 , β2 6= 0 6= β3 but are otherwise arbitrary.
Computing a Sturm sequence for ρ (essentially computing the gcd of ρ and
ρ′ by Euclid’s algorithm, see Gantmacher [8], Ch. V for details) and count-
ing sign changes yields an algorithm to determine the number of real zeros.
Moreover, parameter combinations for which the gcd is not constant will in-
dicate a transition in the number of real zeros. We will not carry out the pro-
gram here (which will likely require some computing power and specialized
algorithms), but are satisfied with with the observation that an algorithmic
path is now open for determining the number of real eigenspaces.
7. Appendix
7.1. Some linear algebra. For the sake of completeness we prove the fol-
lowing commonly known fact: For real n× n matrices A and B one has
det
(
A −B
B A
)
≥ 0.
First assume that A is invertible. Then(
A −B
B A
)
=
(
A 0
0 A
)
·
(
In 0
C In
)
·
(
In −C
0 In + C
2
)
where In denotes the n×n identity matrix and C = A
−1B. The determinant
of the first factor is equal to (detA)2, hence > 0; the second factor has
determinant one, and for the third one we get
det(In +C
2) = det(In + iC) · det(In + iC) > 0.
In the case of non-invertible A apply the argument to ρIn + A for small
ρ > 0 and use continuity as ρ→ 0.
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To apply this to real representations of complex linear maps, let w =
x+ iy ∈ Cn with x, y ∈ Rn, and write a linear map L from Cn to Cn in the
form
L = A+ iB; L(x+ iy) = (Ax−By) + i (Bx+Ay) ;
hence L has a real matrix representation(
A −B
B A
)
.
7.2. A hybrid proof of Bezout’s theorem. This proof uses Proposition
1 as an algebraic tool, and properties of the Brouwer degree on the analytic
side. It is not central to the topic of the present paper but its inclusion is
unproblematic and it may be seen as informative anyway.
By Proposition 1, in the complex affine space of structure coefficients, the
coefficient sets which correspond to homogeneous polynomial maps Q with
a nilpotent (v 6= 0 and Q(v) = 0) form the hypersurface defined by the
resultant. This hypersurface has real codimension two, hence any two points
in its complement can be connected by a continuous curve. These points
correspond to two homogeneous polynomial maps without nilpotents. By
homotopy invariance they have the same Brouwer degree. To summarize,
any two homogeneous polynomial maps of degree m without nilpotents have
the same degree. For the special map
Q˜ : Cn → Cn, x 7→


xm1
...
xmn


one easily verifies that the number of solutions of Q˜(x) = (1, . . . , 1)tr is equal
to mn, with each solution having multiplicity one.
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