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1Monitoring biological rhythms through the dynamic
model identification of an oyster population
Hafiz Ahmed, Rosane Ushirobira, Denis Efimov, Damien Tran, Mohamedou Sow, Pierre Ciret, Jean-Charles
Massabuau
Abstract—The measurements of valve activity in a population
of bivalves under natural environmental conditions (16 oysters in
the Bay of Arcachon, France) are used for a physiological model
identification. A nonlinear auto-regressive exogenous (NARX)
model is designed and tested. The method to design the model
has two parts. 1) Structure of the model: The model takes
into account the influence of environmental conditions using
measurements of the sunlight intensity, the moonlight, tide levels,
precipitation and water salinity levels. A possible influence of
the internal circadian/circatidal clocks is also analyzed. 2) Least
square calculation of the model parameters. Through this study, it
is demonstrated that the developed dynamical model of the oyster
valve movement can be used for estimating normal physiological
rhythms of permanently immersed oysters and can be considered
for detecting perturbations of these rhythms due to changes in
the water quality, i.e. for ecological monitoring.
Index Terms—Dynamic Model, Ecological Monitoring, Oyster
Population, System Identification, Circadian Rhythm Modeling,
Bioindicator.
I. INTRODUCTION
Since last century, the quality of our world’s environment
is changing swiftly causing significant changes in the marine
water quality. For this reason, nowadays, local, regional and
international legislation has strict laws and recommendations on
the protection of aquatic environment against the disposal of
harmful and dangerous substances1. In order to abide by these
laws and recommendations for the protection of aquatic environ-
ment, a large scale monitoring of water quality is essential [1].
However, the realization of such an extensive network of aquatic
monitoring is very costly and technically challenging from an
engineering point of view. Researchers and engineers are then
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working on an indirect monitoring of the aquatic environment
from behavioral and physiological responses of representatives of
the marine fauna [2], [3], [4], [5], [6], [7]. Bio-indicators demon-
strate high efficiency, for instance through bio-accumulation of
contaminants/pollutants in their tissues2. Nevertheless, until now,
large scale extensive aquatic monitoring does not seem viable and
realistic as it involves intensive exploitation of human resources
for the collection of samples, complex chemical analysis and so
on [8]. A solution of the aforementioned problem is to develop
unmanned autonomous systems using biosensors, able to work
round the clock, at high frequency by remote control. As of
today, networks of such online sensors, operating at large scale
do not exist and are still a matter of research. To fulfill the
objective just mentioned before, an installation of numerous
online remote sensors is required, working at high frequency for
instant collection of information on a daily basis in marine envi-
ronment [9]. Behavioral and physiological responses of wildlife
to contamination are very sensitive and these responses can be
used for an indirect monitoring of the aquatic environment [10].
However, a limiting factor today is that it requires high volumes
of data , whose analysis needs appropriate mathematical analysis,
running near real-time [11]. Other difficulties lie in the fact that
animals may be heavily influenced by surrounding environment,
group interactions and internal rhythms (e.g. feeding, breathing,
spawning) [12].
Observation of the opening and closing activities of bivalves is
a possible way to evaluate their physiological behavior in reaction
to their nearby water. The deviations from a considered normal
behavior can be used for detection of a contaminant in surround-
ing water. Thus, our aim was to gain more insights into these
reference natural conditions by focusing on biological rhythms
of their valve activity in situ. The pioneer work that analyzes
bivalve’s activities through the record of their valve movements
(e.g., valvometry) was realized by Marceau [13] with smoked
glazed paper. Today, valvometers are commercially available3 and
are mainly based on the principle of electromagnetic induction,
like the Mossel Monitor [14] or the Dreissena Monitor [15],
[16]. In recent years, the interest for modeling and estimation
of behavior of marine animals directly in real marine conditions
has intensively increased [17], [18], [19].
A distinctive and remarkable monitoring solution has been
realized in the EPOC CNRS UMR laboratory in Arcachon, France
[20], [21], [22], where a new framework for noninvasive valvome-
try has been developed and implemented successfully since 2006.
2For example, see the US Mussel Watch, http://ccma.nos.noaa.gov/about/
coast/nsandt/musselwatch.aspx.
3http://www.mosselmonitor.nl/
2Figure 1. Graphical representation of the distance being estimated by the
electrodes
The system can work under field condition for long period of time
without in situ human intervention (> 1-2 years). No other system
according to the best knowledge of the authors has operated for
several years like this one even in the laboratory environment.
The monitoring solution was tested in the laboratory environment
several years before deploying it into the sea. The designed
method is strongly based on bivalve’s respiratory physiology
and ethology. The developed platform for valvometry was built
using lightweight electrodes (approximately 100 mg each) linked
by thin flexible wires to high-performance electronic units. The
electrodes are capable to estimate the distance of opening of
shell (see Fig. 1) for a mollusc with an accuracy of a few µm.
Moreover, in the field, the energy consumption is very low, only
1 watt. One data point is generated every 0.1 sec (24 hours per
day), for a bivalve, the electronic unit supports connection with 16
animals. Next, the results of measurements are transmitted by a
wireless connection to the laboratory, the obtained data is publicly
available online on the site of the project 4. This system allows the
bivalves to be studied in their natural environment with minimal
experimental constraints. The obtained arrays of data of opening
and closing activities of bivalves were used for analysis from
different points of view using statistical approaches (estimation of
probability density functions for time and amplitude of opening)
[20], [21], [22].
Many researchers have studied the behavior of bivalves using
valvometry and also through chemical analysis of the tissues
of oysters. In [23], [24], authors have studied the impact of
persistent organic pollutants on juvenile oysters through chemical
analysis. They have shown that active biomonitoring is possible
with juvenile oysters. In [25], authors have studied the tissues
of oysters collected from various locations of southern Texas.
They have concluded through chemical analysis that toxicity in
the tissue can be used as an indicator for disturbed environment.
Similar approach of using oysters as a biomonitoring tool through
chemical analysis can also be found in [26]. However, chemical
analysis is essential in all these cases.
In [27], authors have studied the valve activity behavior of two
unionid mussel species in a eutrophic lake in southern Finland.
Long term fluctuations in valve movements were observed and
authors suggested that this fluctuations may be the reflection of
the enrichment of pollutants in the mussels. In [28], Asiatic clams
were exposed to waters receiving chlorine containing industrial
discharges. It was shown that valves of the clams exposed to
pollutants opened more often and for longer period than clams
not exposed to pollutants. Comparison of valve movement activity
4http://molluscan-eye.epoc.u-bordeaux1.fr/
of fresh water mussel between lake and river was done in [29].
It was shown that variability in valve opening is much higher in
river than lake. So, it can be concluded from this whole dataset
that valve opening activity may have a relation with the habitat
of the bivalves.
Recently, the effect of a specific pollutant (i.e. Arsenic) on
the valve opening activity in fresh water clam in laboratory
environment was done in [30], [31]. In this paper, authors have
used statistical modeling approach (hill based dose response
model [32]) to see the effect of Arsenic on the valve opening
activity by exposing the freshwater clams Corbicula fluminea to
Arsenic contaminated water. In [27], it was shown that valve
opening behavior is significantly different in their natural habitat
than laboratory environment. This limits the scope of the results
obtained in [30]. We propose here to develop an indirect monitor-
ing system which is pollutants independent and also deals with
natural habitat (i.e. the sea) through rhythmicity identification of
an oyster population.
For that purpose, the goal of the present study is the identifica-
tion of a physiological dynamical model of nonlinear autoregres-
sive exogenous (NARX) type for bivalves using a high volume of
data (12.63 Gigabytes). The data came from a population of 16
oysters living in the Bay of Arcachon, France. The model takes
into account the influence of external forces (like the sunlight
and the moonlight, the tide level, precipitation, water salinity
level). Since the behavior of oysters is also guided by internal
circadian/circatidal rhythms, their influence is also incorporated
in the developed NARX model. The type and the origin of internal
circadian/circatidal rhythms of bivalves is rather uncertain, that
is why a side result of the present study consists in verifying
different hypotheses for modeling of circadian/circatidal rhythms
for oysters. The proposed model is of Grey-box type [33].
The outline of the paper is as follows. A brief description of
the measurement scheme and experiments is given in Section 2
(a more detailed information can be found in [20], [21], [22]).
The model identification procedure is presented in Section 3.
The verification of the model and its utility for an ecological
monitoring of water quality are discussed in Section 4.
II. MEASUREMENT SYSTEM DESCRIPTION
The monitoring site is situated in the Bay of Arcachon, France,
at the Eyrac pier (Latitude: 44◦40 N, Longitude: 1◦10 W). The
map of the location can be seen in Fig. 2. Sixteen Pacific oysters,
Crassostrea gigas, measuring from 8 cm to 10 cm in length were
permanently installed on this site. These oysters were all from the
same age group (1.5 years old) and came from the same local
supplier. They also all grew in the Bay of Arcachon. They were
submerged on the sea bottom (at 3 m to 7 m deep in the water,
depending on the tide activity).
The principle of the total measurement process including
electronic equipment has been first described in [20]. The mea-
surement system was further modified (adjusted to severe open
ocean conditions and mainly mechanical not electronic) later on
in [34], [35]. A significant advantage of the developed monitoring
system (slave unit in the field) is that it is completely autonomous
without in situ human interference for one full year. Each animal
is equipped with two lightweight coils (sensors), ≈ 100 mg
each, attached on the edge of each valve. These coils measure
3Figure 2. Location map (Courtesy of Google Maps), see also http://
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2.5 × 2.5 × 2 mm and were coated with a resin sealing before
attaching them on the valves. One of the coils sends a high-
frequency sinusoidal signal, that is received by another coil.
Measurements are performed every 0.1 sec successively (with
the frequency 10 Hz) for each of the sixteen animals. This means
that the behavior of a particular oyster is measured every 1.6 sec.
Every day, 54000 triplets (1 distance, 1 stamped time value, 1
animal number) are collected for each oyster. The strength of the
electric field produced between the two coils can be written as
[21]:
E ∝ 1
y
(1)
where E is the strength of the electric field and y is distance
between the point of measurement and the center of the transmit-
ting coil. Equation (1) leads to estimation of the distance between
coils. The measured signal (Dmv in millivolts) is converted into
distance in millimeters (Dmm) using the following calibration
model [21]
Dˆmv =
151(
Dˆmm
)0.35 − 1.48 (2)
The distance being estimated can be seen in Fig. 1.
On the shore, a second electronic unit takes care the data acqui-
sition and transmission. This unit is equipped with a GSM/GPRS
modem and uses Linux operating system for driving the first
control unit submerged in the water, managing the data storage
with a time stamp, accessing the Internet, and transferring the
data. An original self-developed software module runs on mobile
phone technology. At the end of a working day, the collected data
is transmitted to a central workstation server (the master unit)
located in the Marine Station at Arcachon, France. The valve
activity data is stored in a central database and the access to
this database is provided via an Internet connection (under some
restrictions on the amount of data). A schematic description of
the monitoring system is presented in Fig. 3.
Figure 3. [22] Synoptic representation of the system, from field to laboratory:
(1) Oyster equipped with two electrodes and 1st level electronic card in a
waterproof case (immersed); (2) electrical connection between the first and
the second electronic cards (umbilical); (3) 2nd level electronic card out of
water; (4) GPRS antennae (5) GPRS and Internet connection; (6) Marine
Station of Arcachon (Master unit) ready for daily update and for feeding
internet (Google: molluscan eye); (7) daily update on internet for the general
public (restricted access) and professionals (full access).
The collected tidal data includes a measurement of the height
of the water column every hour, while the times and levels
of low and high tides are provided by the hydrographic and
oceanographic service of the marine 5. To take into account
the nycthemeral rhythm of the bivalve, the sun and the moon
positions at the sampling site have been used [36], [37].
It is worth to note that data losses in transmission were
sometimes observed due to impairment of data transfer.
III. MODEL IDENTIFICATION
Summarizing the description given in the previous section,
after a specified duration of the experiment, the electronic system
provides a matrix of values of opening of valves for each oyster
Pi,j for 1 ≤ i ≤ N, 1 ≤ j ≤ n, where n = 16 is the
number of oysters in the experiment and N is the number of
measured points, N = 54000 ∗ Ndays with Ndays > 0 is the
number of days used for the identification of the model. The
actual valve distance is given in millimeters (mm) and the range
is between 0 to 12 mm. In our case, the data of 2007 collected
at the Eyrac pier in Arcachon has been used. So, Ndays = 365.
For the population i.e. for 16 oysters, the measurement system
gave us total 315.36 million data points. In addition to the
valve distance, the values Si, Mi, Wi are also provided for
1 ≤ i ≤ N , they characterize the sun and moon positions with
respect to the horizon in degrees and the tide levels in meters
respectively. The signals Si and Mi take negative values for
the corresponding positions below the horizon line. Besides the
three periodic signals (i.e. Si, Mi, Wi), information regarding
rain profile (i.e. precipitation) and water salinity level were also
provided on a hourly basis and denoted as ri and `i respectively
5http://www.shom.fr/
4for 1 ≤ i ≤ 24 ∗ Ndays. The valve opening data Pi,j being
used in our current work differs from that of our previous work
[12]. In [12], we considered the opening/closing of valve based
on threshold. Based on a selected threshold, the opening of the
valve (in percentage) during one hour was calculated for our
previous work. This clearly distinguishes our current work with
that of previous one since here we consider the actual distance
instead of using any threshold to determine the relative activity
of an oyster. Moreover, precipitation and water salinity level
information are also being considered in our current work for
the model identification which were not used in our previous
work [12].
The first problem that arises while dealing with the valve
distance data is that its length is not uniform all through the year.
Like almost every other animal, the size of oysters also changes
as time passes by. We need to normalize the data between certain
bound so that the effect of change of length of distance can be
compensated. The normalization was done considering a 6 days
window and with a bound [0, 1], where 0 represents complete
closing of the valve while 1 represents complete opening of the
valve. The formula to calculate the normalized value is:
pi,j =
Pi,j −mina=i−Nt,··· ,i(Pa,j)
maxa=i−Nt,··· ,i(Pa,j)−mina=i−Nt,··· ,i(Pa,j)
(3)
where Nt is the total number of data points in last 6 days, Pi,j is
the actual valve distance and pi,j is the normalized valve distance
[38]. The next question that arises is how to use the data of 16
different oysters for the model identification of the population.
The normalized valve distance of three different oysters can be
seen in Fig.4. From this figure, it can be observed that although
the behavior of all these oysters are not exactly the same but
the correlation between the behaviors is also not that weak6.
So, averaging the behavior of all oysters can be a good way
to capture the dynamics of the population. Since N ≈ 2× 107,
to simplify the computation and the presentation in this study,
the measurements have been averaged on hourly basis i.e. define
δN = 3600[sec]1.6[sec] = 2250 and L =
N
δN , then for all 1 ≤ j ≤ n:
pk,j = δN
−1
kδN∑
q=(k−1)δN+1
Pq,j ,
sk = δN
−1
kδN∑
q=(k−1)δN+1
Sq, (4)
mk = δN
−1
kδN∑
q=(k−1)δN+1
Mq,
wk = δN
−1
kδN∑
q=(k−1)δN+1
Wq,
corresponds to hourly averaged opening of the valves, the sun
and moon positions, the water level respectively. The examples
of obtained signal sk, mk and wk are shown in Fig.5a. In
Fig. 5b, the frequency spectrum of these periodic/quasi periodic
6The correlation coefficient of oyster 1 with respect to oyster 2,3,...,16 are
0.4474, 0.5651, 0.4811, 0.5335, 0.3739, 0.4824, 0.3504, 0.4654, 0.2446,
0.1083, 0.4606, 0.2378, −0.181 and 0.3871 respectively.
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Figure 4. Examples of normalized valve distance of three oysters during 10
days (sampling period, Ts = 1.6 sec.)
signals can be seen. Finally, precipitation and water salinity level
information are shown in Fig. 6.
The averaged opening position of valves, on an hourly basis,
for the investigated population of oysters can be defined as:
hk = n
−1
n∑
j=1
pk,j (5)
The averaged valve opening of the population hk can be seen in
Fig. 7.
From the plot, it can be easily inferred that the opening average
of valves on hourly basis for the population hk has a more regular
and smoother behavior than individual ones. This behavior leads
us to consider the signal hk as a suitable choice for forthcoming
analysis and model identification. Thus an averaged physiological
population dynamics has to be modeled and identified for oysters.
An additional motivation for this choice is standard in modeling
biological systems: each individual exhibits a proper variability
according to stochastic exogenous and endogenous forces, which
are hard to predict or measure, while averaged signal hk is less
sensitive to these perturbations and represents mainly the regular
physiological behavior of the animals. Naturally, this is especially
true if the population size n is big (this is not the case in the
considered application due to various experimental complexities
forcing us to limit the population size to 16). Another alternative
to averaging can be using population models similar to what
is developed to characterize the effect of drug treatments [39],
[40]. However, those models require larger population size and
heterogeneity among the animals. In our case, the population size
is very small. Moreover, the oysters are not very heterogeneous.
They all are of same age group (1.5 years), collected from the
same local supplier and were raised in the same place (bay of
Arcachon). Also, the correlation among the oysters is not weak as
well. All the inputs of our model (water salinity, water level etc.)
were also available on an hourly basis. Thus, hourly averaging is
natural in our case.
It is known [35] that the opening activity of oysters hk
is externally governed by the sunlight, moon oscillations and
the tide activity, denoted here by sk, mk and wk respectively.
Moreover, precipitation (rk) and the salinity level in the water
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Figure 5. a) Sun and moon position, tide level (left column-original signal,
right column-zoomed version) during a whole year (2007) b) Frequency
spectrum of the signals.
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Figure 6. Precipitation (top) and water salinity level (bottom) during the year
2007 (one data point each day)
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Figure 7. Hourly averaged valve opening of the population (top-original
signal, bottom-zoomed version) (one data point each hour)
(`k) may also have an external impact on the opening activity
of oysters. Other sources of rhythmicity are internal (feeding,
breathing etc.) and supervised by internal clocks. The reference
signal generated by circadian rhythm genetics, which is directly
influencing hk, will be denoted by ck. The generic structure of a
dynamical physiological model for population of oysters can be
presented as follows [12] :
hk = F (hk−1, . . . , hk−ν , sk, . . . sk−µ, (6)
mk, . . .mk−µ, wk, . . . wk−µ, rk, . . . rk−µ,
`k, . . . `k−µ, ck, . . . ck−µ, θ) + k,
ck = D(ξk), (7)
ξk = G(ξk−1, sk, . . . sk−µ,mk, . . .mk−µ,
wk, . . . wk−µ),
where ν ≥ 0 represents the number of past events taken into ac-
count by the animals in order to determine the opening distance at
the next time instant k (i.e. in this model k−1 is the current time
instant and hk−1 is the current valve state); µ ≥ 0 is the number
of previous values for the positions of sun/moon, tide levels,
precipitation and water salinity levels that are used in the decision
on the value of hk (the model (6) assumes that the instant values
of sk, mk, rk, `k and wk can be used for this decision); k ∈ R
is the disturbance representing additional uncertain influencing
forces and approximation errors (it is assumed that this term is
sufficiently small if the model has been well identified); θ ∈ Rq ,
q > 0 is the vector of constant parameters of the model (6), and
F : Rν+6µ+6+q+ → R+ is a function defining the physiological
model structure; ξk ∈ Rp is the state of the circadian oscillator
(7); the functions G : Rp+3µ+3 → Rp and D : Rp → R define
the structure of the circadian rhythm model (7). The model (7)
assumes that circadian oscillations are entrained by the external
cues sk, mk and wk (some of them depending on the type of the
rhythm under consideration, see below). The structure scheme of
the model is given in Fig. 8.
The identification procedure consists in selecting an appropri-
ate structure for the physiological model F (·) and the circadian
model G(·), D(·), with posterior calculation of the corresponding
vector of parameters θ.
Further in this section two problems are considered. First, the
issue of circadian rhythms modeling is discussed and a solution
6Figure 8. Structure scheme of the generic model (6), (7)
is proposed. Second, an ARMAX structure is selected for F (·)
and the corresponding model is designed.
A. Models of circadian clocks
A rhythm in chronobiology is a biological process that displays
an endogenous and self-sustained oscillation with a period of
about 24 hours, for instance the circadian rhythm. These rhythms
are driven by an internal clock, i.e. by a biochemical embedded
mechanism. Their main properties are the generation of periodic
rhythms, endogeneity, adaptability to a local environment by
external forces called zeitgebers (the most important one being
daylight for terrestrial animals), and robustness over a range
of physiological temperatures. Rhythms have been observed in
almost all forms of living organisms, from cyanobacteria and
plants to mammals. The science of biological temporal rhythms,
such as solar and lunar related rhythms, is called chronobiology
[41][42].
1) Hypothesis on clocks: There exist many mathematical
models of clocks mechanisms [43], [44], [45], [46]. Different
hypothesis on the nature of clocks presented in oysters [35] have
been issued, but not yet supported by a mathematical model. First,
as many animals, the oysters may have circadian oscillations with
the period of 24 hours synchronized by sunlight (i.e. circadian
clock). Second, as animals living in a tidal ecosystem, they
may also have a second rhythm with the period 12.4 hours and
entrained by tides, which may be driven by a circatidal clock.
Third, the oyster rhythms may be regulated by the moon with
the period 24.8 hours under the control of circalunidian clocks.
The diversity of hypothesis follows the variety of habitation
areas of bivalves, e.g. arctic zones (where the sunlight may have
approximately constant intensity during several months), open
ocean conditions with strong tides or Mediterranean bays, where
tides are almost negligible. Finally, this motivates the fourth
hypothesis: a unique “circadian/circatidal” clock, synchronized
by sunlight and tides, generating a bimodal rhythm running from
12.4 to 24.8 hours depending on the local biotope conditions.
Among several different cases regarding the nature of the cir-
cadian clock, we have considered two hypothesis in our current
work, namely:
1) Hypothesis 1 (H1): The rhythm of the oysters is governed
mostly by a circadian clock in response to sunlight.
2) Hypothesis 2 (H2): The rhythm of the oysters is governed
mostly by a circatidal clock and a circadian clock in
response to the tide level and sunlight simultaneously.
The structure scheme of the model for the two different hy-
pothesis is given in Fig. 9. Based on these two hypothesis, the
corresponding mathematical models are developed below.
Figure 9. Structure scheme of the model for H1 and H2
Conventional models of oscillators [43], [44], [45] have dif-
ferent complexity. There exist also methods to design generic
oscillating systems [47] of any complexity. However, as it was
observed in [48], [49] any oscillating system on the limit cycle
can be fully characterized by its current phase and the form
of limit cycle (i.e. amplitude of oscillations). Therefore, if an
exact genetic or biochemical nature of oyster oscillations is not
clear, then in order to preserve the model simplicity, the oyster
rhythm can be represented by any oscillator, and a particular
attention has to be paid to a relation of the phase of this oscillator
and environmental rhythms. In [50], [48] variants of Van der
Pol oscillator [51] have been used for modelization of circadian
rhythms for different animals. Van der Pol oscillator has a simple
planar mathematical model with just two parameters that allows
the form of the limit cycle and the period of oscillations to be
tuned:
ξ˙1 = α
[
ξ2 + µ
(
ξ1 − 4
3
ξ31
)
+ u
]
,
ξ˙2 = −αξ1, (8)
where ξ1 ∈ R and ξ2 ∈ R are the model states, α > 0
determines the model oscillation velocity (adjustment of this
parameter regulates the period of oscillation for the model);
µ > 0 is a parameter to determine the shape of oscillations
(µ ≈ 0 for almost harmonic oscillations, µ ≥ 2 leads to a
nonlinear profile); u ∈ R is the model input that can be used for
the entrainment. In our case the parameter α has to be selected
in order to ensure the period of oscillations of 24 hours for the
first hypothesis and 24.8 for the third one, for instance. The form
of oscillations on the limit cycle, i.e. the value of parameter µ,
is less important since in the model (6), (7) the shape of ck can
be taken into account later in the function F (·) and by tuning
the parameters θ (the value µ = 2 is used in this work for all
computations). Therefore, the functions G(·) and D(·) in (7) can
7be defined based on Van der Pol equations discretized using the
Euler method:
ξ1,k = ξ1,k−1 + Tα
[
ξ2,k−1 + µ
(
ξ1,k−1 − 4
3
ξ31,k−1
)
+ uk
]
,
ξ2,k = ξ2,k−1 − Tαξ1,k−1,
ck = max{0, ξ1,k}, (9)
where T = 1 hour is the sampling time, ck is the positive part
of ξ1 and uk is the resetting input, which has to be specified.
The entrainment regulates the phase of oscillations (syn-
chronizes the exogenous cues and endogenous rhythms), the
mechanism of entrainment and phase resetting can be well
analyzed using the Phase Response Curve approach [49],
[52]. For example, for the first hypothesis we select uk =
ρmax{0, sk}/max1≤k≤L |sk|, where ρ > 0 is the scaling
parameters that is selected in order to harmonize the amplitude of
the input uk and the dimension of the limit cycle. The selection
max{0, sk} is applied since for the oyster rhythm the daylight
is the principal zeitgeber, and the light is emitted when the sun
is above the horizon only. For the first hypothesis, uk = sk, is
the position of the sun. While for the second hypothesis, uk has
the following form:
uk = [λs λw] [sk wk]
T (10)
where λs and λw are the weights regulating the influence of
sun position sk and tide level wk on the circadian oscillation.
For the second hypothesis, in addition to the sunlight, we have
also tide/water level as zeitgeber. In order to harmonize the
amplitude of the water level, we have selected wk as wk =
ρwk/max1≤k≤L |wk|.
To generate the signal ck using the proposed model it is
necessary to properly assign the initial phase for the oyster
clock model (initial position on the limit cycle), which has to
be coordinated with the current zeitgebers activity. A possible
solution is to apply to the model the input patterns extracted
from the first month of the experiment (or the last one in our
case, since the experiment duration is 1 year and the inputs-sun
position, moon position and the tide level have annual periodicity)
several times in order to entrain the oscillator.
B. ARMAX model
The ARMAX (auto-regressive–moving-average with exoge-
nous inputs) model is one of the most popular structures used
for identification in various fields of science [53], [54], [55].
Its advantages include linearity with respect to all signals and
parameters, different effective methods for calculation of the
parameters, simplicity of stability analysis of the obtained model,
robustness and sensitivity with respect to perturbations. There-
fore, the function F (·) in (6) is selected in the following form:
F (·) =
ν∑
i=1
θhi hk−i +
µ∑
j=0
θsi s˜k−j +
µ∑
j=0
θmi m˜k−j
+
µ∑
j=0
θwi wk−j +
µ∑
j=0
θri rk−j
+
µ∑
j=0
θ`i `k−j +
µ∑
j=0
θci ck−j , (11)
θ = [θh1 , . . . , θ
h
ν , θ
s
0, . . . , θ
s
µ, θ
m
0 ,
. . . , θmµ , θ
w
0 , . . . , θ
w
µ , θ
r
0, . . . , θ
r
µ,
θ`µ, . . . , θ
`
µ, θ
c
0, . . . , θ
c
µ]
T ,
where the positive values s˜k = max{0, sk} and m˜k =
max{0,mk} of the signals sk and mk respectively are used
to model an influence of the sunlight and moonlight (the sun and
the moon are above the horizon and deliver the light when sk
and mk are positive only). Formally the proposed function F (·)
is nonlinear with respect to its arguments sk and mk (it contains
max{·}). The nonlinear model under consideration including the
effect of circadian clock has the NARX structure (6), (7) for the
selected F (·) and G(·), D(·). A summary of NARX type model
can be found in [56], [57].
IV. HYPOTHESIS SELECTION, VERIFICATION AND ANALYSIS
Using the Least Square method [54], [55], [53], the estimates θˆ
of the parameters θ have been calculated for the dataset collected
at the Eyrac pier, the Bay of Arcachon, France, 2007:
θˆ = (ΦTΦ)−1ΦTΥ, (12)
where Υ = [hν+1, . . . hL]T and the jth row of the matrix Φ,
Φj = [hj+ν−1, . . . , hj , s˜j+ν , . . . , s˜j+ν−µ,
m˜j+ν , . . . , m˜j+ν−µ, wj+ν , . . . , wj+ν−µ,
rj+ν , . . . , rj+ν−µ, `j+ν , . . . , `j+ν−µ,
cj+ν , . . . , cj+ν−µ]
for all 1 ≤ j ≤ L− ν.
A. Hypothesis selection
In III-A1, we have considered two different hypothesis, namely
H1 & H2. Performance comparison of models based on H1
and H2 with experimental data can be seen in Fig. 10. From
these results, no definitive conclusion can be drawn regarding
the superiority or inferiority of any individual hypothesis. Both
of them are almost identical. We are working with oysters living
in real-life situation i.e. in the sea, therefore oysters behaviors
are influenced by a multitude of factors (and not only by the sun
and moon position or water tide or precipitation or water salinity
level). Hence, our suggestion in this case is that the effect of
different cyclic inputs on oysters, like circadian clocks, might be
better observed if we can place them in a controlled laboratory
environment. In that case, we can experiment with individual
inputs and will be able to observe the response of oysters to
that input. However, in our current situation we think that the
second hypothesis is more realistic than the first one as it involves
both sunlight and tide at the same time. For marine animals, to
consider the effect of tide along with sunlight on internal clocks
is a very natural choice. So, for further analysis, we have selected
the model based on hypothesis 2.
In hypothesis 2, the internal clock of oysters is influenced by
sunlight and tide at the same time. So, a natural question is:
what is the impact of individual inputs (sunlight and tide) on
the behavior of oysters? To attempt to answer this question, we
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Figure 10. Comparative performance of two different hypothesis based model
with actual data
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Figure 11. Impact of sunlight & tide level on the behavior of oysters
have considered three different situations. First, in case 1, we
assumed that both inputs have equal weights i.e. λs = λw = 0.5.
Second, in case 2, more weights on tide level were considered
(λw = 0.75, λs = 0.25). Finally, in case 3, more weights on
sunlight were imposed (λw = 0.25, λs = 0.75). The impact of
these three cases on oysters can be seen in Fig. 11. From this
figure, it can be seen that the performance of the model based on
equal weights has better performance than the other two cases.
Following this observation, we have considered equal weights on
both sunlight and tide level for further analysis & verification.
B. Verification
To evaluate the obtained accuracy of the designed model two
performance costs J and Jp have been calculated. The cost J
estimates the average amplitude of k (the approximation errors
in the model): j = hj+ν− hˆj+ν , hˆj+ν = ΦTj θˆ, 1 ≤ j ≤ L−ν
and
J =
√∑L−ν
j=1 
2
j
L− ν .
Figure 12. The results of the model numerical verification
The cost Jp evaluates the prediction quality of the model on an
infinite time interval: ej = hj+ν − h˜j+ν , 1 ≤ j ≤ L− ν and
Jp =
√∑L−ν
j=1 e
2
j
L− ν where
h˜k = hk, 1 ≤ k ≤ ν,
h˜ν+j =
ν∑
i=1
θhi h˜ν+j−i +
µ∑
z=0
θsi s˜ν+j−z
+
µ∑
z=0
θmi m˜ν+j−z +
µ∑
z=0
θwi wν+j−z
+
µ∑
z=0
θri rν+j−z +
µ∑
z=0
θ`i `ν+j−z
+
µ∑
z=0
θci cν+j−z, 1 ≤ j ≤ L− ν
are the estimates of the valve positions hk generated indepen-
dently by the designed model in the presence of the same inputs.
Examples of the obtained estimates hˆk and h˜k (for ν = µ = 72,
i.e. the oysters have 3 days of memory) for the second hypothesis
are shown in Fig. 12, with performance costs J = 0.08 and
Jp = 0.19. We conclude from this example that the model
demonstrates a sufficiently good accuracy of representation of
the physiological behavior of oysters.
C. Application to ecological monitoring
As it has been noted in the Introduction, ecological monitoring
is in some part expensive and invasive of the environment
under study (an extensive or poorly planned monitoring carries
a risk of environmental degradation). This fact may be critical
in wilderness areas or those that are averse to human presence.
Some monitoring techniques may be very damaging, at least to
the local population and can also degrade public trust in scientists
carrying out the monitoring. That is why remote sensing and
mathematical modeling become very important. Obviously, the
application of a far-reaching mathematical modeling can reduce
the cost of monitoring, while improving its safety and accuracy.
9Figure 13. Residual for water quality monitoring
The area of population of bivalves is rather large, and the devel-
oped physiological model can serve for water quality monitoring,
if we would compare the real measurements hk obtained by an
embedded electronic unit on a bay and the estimates provided
by the model h˜k. For example, the following daily monitoring
residual can be computed:
rk =
1
24
23∑
z=0
|hk−z − h˜k−z| (13)
for all 24 ≤ k ≤ L, where an averaging on 24 hours is used
in order to decrease sensitivity of the residual with respect to
measurement noises. For the dataset collected at the Eyrac pier
in 2007, the obtained residual rk is shown in Fig. 13. It is worth
to stress that the Eyrac pier in the Bay of Arcachon is located
in a fairly clean and well-protected area, but as we can see, the
residual presented a peek value at the beginning of the December
2007. In fault detection literature [58], [59], [60], [61], the peak
is known as fault (i.e. deviation from normal behavior). So, the
detection of this fault is equivalent to the detection of pollution.
The peak actually corresponds to a time period of heavy rain.
Since the output of a storm sewer is located at about 10-15
meters from the oysters and as there was no change of salinity at
that precise time (Fig. 6 bottom), we suggest that some unknown
contaminant, washed by the rain, could have reach them. This
simple case study justifies the utility of the developed approach
in automated systems tracking silent pollution.
V. CONCLUSION
The paper presents the first development of a dynamical physi-
ological model for oysters, which takes into account an influence
of external cycles (daylight, moonlight and tides), externally
influencing factors (like precipitation and water salinity level) and
internal clocks as well. A generic “black-box” modeling approach
has been used, and NARX structure of the model has been
selected. It properly fits with the idea that the clock mechanism in
oysters is drive by tide and sunlight simultaneously. The obtained
model has been successfully applied for automatically and fast
detecting an abnormal deviation of behavior which occurred
following a rainy period in Arcachon, France.
A limitation of this work lies in the fact that it can not
highlight/isolate the source of abnormalities. Moreover, there are
abnormalities which are not related to pollution. One example
is spawning i.e., the behaviour of the female oysters during
reproduction [38]. So, to determine the origin of the abnormalities
could be considered for future work. One way of dealing this
problem would be to observe the behaviour of oysters in response
to various kinds of pollutants in the laboratory environment.
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