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Abstract
An (r, k)-parking function of length n may be defined as a sequence (a1, . . . , an)
of positive integers whose increasing rearrangement b1 ≤ · · · ≤ bn satisfies
bi ≤ k+(i−1)r. The case r = k = 1 corresponds to ordinary parking functions.
We develop numerous properties of (r, k)-parking functions. In particular, if
F
(r,k)
n denotes the Frobenius characteristic of the action of the symmetric group
Sn on the set of all (r, k)-parking functions of length n, then we find a combi-
natorial interpretation of the coefficients of the power series
(∑
n≥0 F
(r,1)
n tn
)k
for any k ∈ Z. When k > 0, this power series is just
∑
n≥0 F
(r,k)
n tn; when
k < 0, we obtain a dual to (r, k)-parking functions. We also give a q-analogue
of this result. For fixed r, we can use the symmetric functions F
(r,1)
n to define a
multiplicative basis for the ring Λ of symmetric functions. We investigate some
of the properties of this basis.
Keywords: parking function, symmetric function, q-analogue, dual parking
function, parking function basis
1. Introduction
Parking functions were first defined by Konheim and Weiss as follows. Let
n be a fixed positive integer. We have n cars C1, . . . , Cn and n parking spaces
1, 2, . . . , n. Each car Ci has a preferred space ai. The cars go one at a time in
order to their preferred space. If it is empty they park there; otherwise they
park at the next available space (in increasing order). If all the cars are able to
park, then the sequence α = (a1, . . . , an) is called a parking function of length
ℓ(α) = n. For instance, (3, 1, 4, 3) is not a parking function since the last car
will go to space 3, but spaces 3 and 4 are already occupied. It is easy to see
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that (a1, . . . , an) ∈ [n]n (where [n] = {1, 2, . . . , n}) is a parking function if and
only if its increasing rearrangement b1 ≤ b2 ≤ · · · ≤ bn satisfies bi ≤ i.
Let PFn denote the set of all parking functions of length n. A fundamental
result of Konheim and Weiss [5] (earlier proved in an equivalent form by Steck
[10]—see Yan [11, §1.4] for a discussion) states that #PFn = (n + 1)
n−1. An
elegant proof of this result was given by Pollak (reported in [6]), which we now
sketch since it will be generalized later. Suppose that we have the same n cars,
but now there are n+1 spaces 1, 2, . . . , n+1. The spaces are arranged on a circle.
The cars follow the same algorithm as before, but once a car reaches space n+1
and is unable to park, it can continue around the circle to spaces 1, 2, . . . until it
can finally park. Of course all the cars can park this way, so at the end there will
be one empty space. Note that their preferences (a1, . . . , an) ∈ [n+1]n will be a
parking function if and only if the empty space is n+1. If the empty space is e
and the preferences are changed to (a1+ i, . . . , an+ i) for some i, where aj+ i is
taken modulo n+1 so that aj+ i ∈ [n+1], then the empty space becomes e+ i.
Hence given (a1, . . . , an) ∈ [n+1]n, exactly one of the vectors (a1+ i, . . . , an+ i)
will be a parking function. It follows that #PFn =
1
n+1 (n+ 1)
n = (n+ 1)n−1.
We will use notation and terminology on symmetric functions from [9, Chap.
7]. The symmetric group Sn acts on PFn by permuting coordinates. Let
Fn := chPFn denote the Frobenius characteristic of this action of Sn. Recall
from [9, §7.18, p. 351] that the Frobenius characteristic Fϕ of an action ϕ of Sn
on a class of combinatorial object C (e.g., PFn) is
Fϕ :=
1
n!
∑
w∈Sn
Fixϕ(w)pρ(w),
where Fixϕ(w) = #{c ∈ C : ϕ(w).c = c}, ρ(w) is the partition defined by the
decreasingly sorted lengths of cycles in w, and pλ is the power sum symmetric
function indexed by partition λ. Hence the Frobenius characteristic Fn is a
homogeneous symmetric function of degree n, called the parking function sym-
metric function. If α = (a1, . . . , an) is a sequence of positive integers with mi i’s
(so
∑
mi = n), then the Frobenius characteristic of the action of Sn on the set
of permutations of the terms of α is the complete symmetric function hm1hm2 · · ·
(with h0 = 1). Hence to compute Fn, take all vectors (b1, . . . , bn) ∈ PFn with
b1 ≤ b2 ≤ · · · ≤ bn (the number of such vectors is the Catalan number Cn)
and add the corresponding hλ for each. For instance, when n = 3 the weakly
increasing parking functions are 111, 112, 113, 122, 123, so F3 = h3+3h2h1+h
3
1.
The symmetric function Fn has many remarkable properties, summarized (in
a dual form, and with equation (1.1) below not included) in [9, Exer. 7.48(f)].
2
Proposition 1.1. We have
Fn =
∑
λ⊢n
(n+ 1)ℓ(λ)−1z−1λ pλ
=
1
n+ 1
∑
λ⊢n
sλ(1
n+1)sλ
=
1
n+ 1
∑
λ⊢n
[∏
i
(
λi + n
λi
)]
mλ
=
∑
λ⊢n
n(n− 1) · · · (n− ℓ(λ) + 2)
d1(λ)! · · · dn(λ)!
hλ
=
∑
λ⊢n
ελ
(n+ 2)(n+ 3) · · · (n+ ℓ(λ))
d1(λ)! · · · dn(λ)!
eλ (1.1)
ωFn =
1
n+ 1
[∏
i
(
n+ 1
λi
)]
mλ,
where di(λ) denotes the number of parts of λ equal to i and ελ = (−1)n−ℓ(λ).
Recall that ω is the involution defined by ω(en) = hn for all n ≥ 1, as in [9,
§7.6]. Moreover,
Fn =
1
n+ 1
[tn]H(t)n+1, (1.2)
where [tn]f(t) denotes the coefficient of tn in the power series f(t), and
H(t) =
∑
n≥0
hnt
n =
1
(1− x1t)(1− x2t) · · ·
.
Note in particular that the coefficient of hλ in equation (1.2) is the number
of weakly increasing parking functions of length n whose entries occur with
multiplicities λ1, λ2, . . . .
A further important property of Fn, an immediate consequence of equa-
tion (1.2) and the Lagrange inversion formula, is the following. Let
E(t) =
∑
n≥0
ent
n =
∏
i
(1 + xit), (1.3)
and let G(t)〈−1〉 denote the compositional inverse of the power seriesG(t) (which
will exist as a formal power series if G(t) = a1t + a2t
2 + · · · , where a1 6= 0).
Then ∑
n≥0
Fnt
n+1 = (tE(−t))〈−1〉.
There are several known generalizations of parking functions. In particular,
if u = (u1, . . . , un) is a weakly increasing sequence of positive integers, then a
u-parking function is a sequence (a1, . . . , an) ∈ P
n (where P = {1, 2, . . .}) such
that its increasing rearrangement b1 ≤ b2 ≤ · · · ≤ bn satisfies bi ≤ ui. Thus
3
an ordinary parking function corresponds to u = (1, 2, . . . , n). For the general
theory of u-parking functions, see the survey [11, §13.4]. We will be interested
here in the special case u = (k, r+k, 2r+k, . . . , (n−1)r+k), where r and k are
positive integers. We call such a u-parking function an (r, k)-parking function.
With this terminology, an ordinary parking function is a (1, 1)-parking function.
We call an (r, 1)-parking function simply an r-parking function.
Note. Our terminology is not universally used. For instance, if (a1, . . . , an)
is what we call an (r, r)-parking function, then Bergeron [3] would call (a1 −
1, . . . , an − 1) an r-parking function.
Pollak’s proof that #PFn = (n + 1)
n−1 extends easily to (r, k)-parking
functions. Namely, we now have rn cars C1, . . . , Crn and rn + k − 1 spaces
1, 2, . . . , rn+k−1. We consider preferences α = (a1, . . . , an), 1 ≤ ai ≤ rn+k−1,
where cars Cr(i−1)+1, . . . , Cri all prefer ai. The cars use the same parking algo-
rithm as before. It is not hard to check that all the cars can park if and only
if α is an (r, k)-parking function. Now arrange rn + k spaces on a circle, allow
the preferences 1 ≤ ai ≤ rn + k, and park as in Pollak’s proof. Then α is an
(r, k)-parking function if and only if the space rn+ k is empty. Reasoning as in
Pollak’s proof gives the following result, which in an equivalent form is due to
Steck [10].
Theorem 1.2. Let PF(r,k)n denote the set of (r, k)-parking functions of length
n. Then
#PF(r,k)n = k(rn+ k)
n−1.
The results in Proposition 1.1 can be extended to (r, k)-parking functions
(Theorem 2.1). For the case k = r, most of them appear in Bergeron [3, Prop. 1].
(Bergeron and his collaborators have gone on to generalize their results in a
series of papers [1, 2, 4] on rectangular parking functions.) One of our key
results (Theorem 3.1) connects r-parking functions to (r, k)-parking functions
as follows.
Let PF(r,k)n denote the set of all (r, k)-parking functions of length n, and
let F
(r,k)
n denote the Frobenius characteristic chPF
(r,k)
n of the action of Sn on
PF(r,k)n by permuting coordinates. Define
P(r,k)(t) =
∑
n≥0
F (r,k)n t
n
P(r)(t) = P(r,1)(t),
then (Theorem 3.1)
P(r)(t)k = P(r,k)(t). (1.4)
Equation (1.4) suggests looking at P(r)(t)k for negative integers k. We ob-
tain parking function interpretations of the coefficients of such power series in
Section 4. As some motivation for what to expect, consider two power series
A(t), B(t), with B(0) = 0, that are related by
A(t) =
1
1−B(t)
= 1 +B(t) +B(t)2 + · · · .
4
Thus
B(t) = 1−
1
A(t)
, (1.5)
and often B(t) will be a generating function for certain “prime” objects, while
A(t) will be a generating function for all objects, i.e., products of primes. See
for instance [8, Prop. 4.7.11]. We will see examples of this relationship with our
generating functions for parking functions.
For instance, if we set
P(r,k)(t)−1 = 1−
∑
n≥1
G(r,k)n t
n, (1.6)
then G
(1,1)
n is the Frobenius characteristic of the action of Sn on prime parking
functions of length n, i.e., parking functions that remain parking functions when
some term equal to 1 is deleted (a concept due to Gessel, private communication,
1997; see [9, Exer. 5.49(f)]). An increasing parking function b1b2 · · · bn can be
uniquely factored β1 · · ·βk, such that (1) if bj is the first term of βi then bj = j,
and (2) if we subtract from each term of βi one less than its first element (so it
now begins with a 1), then we obtain a prime parking function.
As a direct generalization of the previous example, G
(r,1)
n is the Frobenius
characteristic of the action of Sn on sequences a1a2 · · · an such that some ai =
1, and if remove this term then we obtain an (r, r)-parking function. More
generally, if 1 ≤ k ≤ r then G
(r,k)
n is the Frobenius characteristic of the action of
Sn on sequences a1a2 · · · an such that we can remove some term less than k+1
and obtain an (r, r) parking function (Theorem 4.3). For instance, when r = 2
and n = 3 the increasing sequences with this property are 111, 112, 113, 114,
122, 123, 124, 222, 223, 224. Hence G
(2,2)
3 = 2h
3
1 + 6h2h1 + 2h3. The situation
for P(r,k)(t)−j when j > r is more complicated (Theorem 4.1).
2. Expansions of F (r,k)
n
In this section we consider the expansion of F
(r,k)
n into the six classical bases
for symmetric functions. These expresssions are defined even when k is an
indeterminate, so we can use any of them to define F
(r,k)
n in this situation. For
later combinatorial applications we will only consider the case when k is an
integer. We use notation from [9, Ch. 7] regarding symmetric functions. We
also use multinomial coefficient notation such as(
k
d1, . . . , dn, k −
∑
di
)
=
k(k − 1) · · · (k −
∑
di + 1)
d1! · · · dn!
,
where d1, . . . , dn are nonnegative integers and k may be an indeterminate. As
usual we abbreviate
(
k
d,k−d
)
as
(
k
d
)
.
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Theorem 2.1. Recall that di(λ) denotes the number of parts of λ equal to i.
Then F
(r,k)
0 = 1, and for n ≥ 1 we have
F (r,k)n =
k
rn+ k
∑
λ⊢n
(
rn+ k
d1(λ), . . . , dn(λ), rn + k − ℓ(λ)
)
hλ (2.1)
=
k
rn+ k
∑
λ⊢n
ελ
(
rn+ k + ℓ(λ)− 1
d1(λ), . . . , dn(λ), rn + k − 1
)
eλ (2.2)
=
k
rn+ k
∑
λ⊢n
[∏
i
(
λi + rn+ k − 1
λi
)]
mλ
=
k
rn+ k
∑
λ⊢n
sλ(1
rn+k)sλ
= k
∑
λ⊢n
z−1λ (rn+ k)
ℓ(λ)−1pλ (2.3)
ωF (r,k)n =
k
rn+ k
∑
λ⊢n
[∏
i
(
rn+ k
λi
)]
mλ.
Moreover,
F (r,k)n =
k
rn+ k
[tn]H(t)rn+k. (2.4)
Proof. Define two elements α and β of [rn+k]n to be equivalent if their differ-
ence is a multiple of (1, 1, . . . , 1) mod rn+k. This defines an equivalence relation
on [rn + k]n, and each equivalence class contains rn + k elements. It follows
from the proof of Theorem 1.2 that each equivalence class contains exactly k
(r, k)-parking functions. Moreover, all the elements α in each equivalence class
have the same multiset of part multiplicities, i.e., the multiset {d1, . . . , drn+k},
where di is the number of i’s in α.
For n ≥ 1 let D
(r,k)
n denote the Frobenius characteristic of the action of Sn
on [rn+ k]n by permuting coordinates. It follows that
F (r,k)n =
k
rn+ k
D(r,k)n .
Hence if we set q = 1, k = n, and n = rn+ k in [9, Exercise 7.75(a)] then we get
D(r,k)n =
∑
λ⊢n
sλ(1
rn+k)sλ.
(Exercise 7.75 deals with Sk acting on submultisetsM of {1n, . . . , kn}. Replace
M with the vector (d1, . . . , dk), where di is the multiplicity of i in M , to get our
formulation.) Therefore
F (r,k)n =
k
rn+ k
∑
λ⊢n
sλ(1
rn+k)sλ.
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The remainder of the proof is routine symmetric function manipulation. 
A further important property of F
(r,k)
n in the case k = r, an immediate con-
sequence of equation (2.4) and the Lagrange inversion formula [9, Thm. 5.4.2],
is the following.
Let E(t) be given by equation (1.3). Then∑
n≥0
F (r,r)n t
n+1 = (tE(−t)r)〈−1〉. (2.5)
3. A relation between r-parking functions and (r, k)-parking func-
tions
In this section we give a combinatorial proof of the following result.
Theorem 3.1. Let k, r ∈ P. Then P(r)(t)k = P(r,k)(t).
Proof. Let WIPF(r,k)n denote the set of weakly increasing (r, k)-parking func-
tions of length n. We need to give a bijection ψ : (WIPF(r,1)n )
k → WIPF(r,k)n
such that if ψ(α1, . . . , αk) = β, then ℓ(α1) + · · · + ℓ(αk) = ℓ(β). Note that we
consider the empty sequence ∅ to be an (r, j)-parking function for any r and j.
Given (α1, . . . , αk) ∈ (WIPF
(r,1)
n )
k, define α′i to be the sequence obtained
by adding r(ℓ(α1) + · · · + ℓ(αi−1)) + i − 1 to every term of αi, and let ψ(α1,
. . . , αk) = (α
′
1, . . . , α
′
k). For instance, if r = 2 and
(α1, . . . , α5) = ((1, 2), ∅, ∅, (1), (1, 3, 4)),
then α′1 = (1, 2), α
′
2 = α
′
3 = ∅, α
′
4 = (8), and α
′
5 = (11, 13, 14).
It is easily seen that ψ is the desired bijection. In particular, the inverse
ψ−1 has the following description. Given β = (b1, . . . , bn) ∈ WIPF
(r,k)
n , let
ci = bi − ri + r − 1. (The term r − 1 could be replaced by any constant
independent from i; we made the choice so c1 = 0.) Let cj1 < · · · < cjr be the
left-to-right maxima of the sequence c1, . . . , cn, so j1 = 1. Factor β (regarded
as a word b1 · · · bn) as β1 · · ·βr, where βi begins with bji . Subtract a constant ti
from each term of βi so that we obtain a sequence (or word) β
′
i beginning with
a 1. Insert cji+1 − cji − 1 empty words ∅ between β
′
i and β
′
i+1, and place empty
words at the end so that there are k words in all. These words α1, . . . , αk then
satisfy ψ−1(β) = (α1, . . . , αk). 
Example 3.2. Suppose that r = 2, k = 7, and
β = (1, 2, 2, 10, 12, 14, 15, 19, 22).
Then (c1, . . . , c9) = (0,−1,−3, 3, 3, 3, 3, 4, 5). The left-to-right maxima are c1 =
0, c4 = 3, c8 = 4, c9 = 5. Thus β1 = (1, 2, 2), β2 = (10, 12, 14, 15), β3 = (19),
and β4 = (22). Hence β
′
1 = (1, 2, 2), β
′
2 = (1, 3, 5, 6), β
′
3 = β
′
4 = (1). Between β
′
1
and β′2 insert c4−c1−1 = 2 copies of ∅. Similarly since c8−c4−1 = c9−c8−1 = 0
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we insert no further copies of ∅ between remaining β′i’s. We now have the six
words β′1, ∅, ∅, β
′
2, β
′
3, β
′
4, Since k = 7 we insert one ∅ at the end, finally obtaining
ψ−1(β) = ((1, 2, 2), ∅, ∅, (1, 3, 5, 6), (1), (1), ∅).
Theorem 3.1 has a natural q-analogue. We simply state the relevant result
since the bijection in the proof of Theorem 3.1 is compatible with our q-analogue,
so the proof carries over.
Given an (r, k)-parking function α = (a1, . . . , an) of length n, note that the
largest possible value of
∑
ai is k + (k + r) + · · ·+ (k + (n− 1)r) = kn+
(
n
2
)
r.
Define
s(r,k)(α) = kn+
(
n
2
)
r −
n∑
i=1
ai. (3.1)
More specifically, using the notation of equation (3.1) below it is easy to check
that if β ∈ PF(r,k)n and ψ
−1(β) = (α1, . . . , αk), then
s(r,k)(β) =
k∑
j=1
(
s(r,1)(αj) + (k − j)ℓ(αj)
)
.
When k = r this is a well-known statistic on parking functions, sometimes used
in the variant form
∑
ai. See for instance [7][11, §§1.2.2,1.3.3]. Note that the
action of Sn on (r, k)-parking functions α of length n is compatible with this
statistic, i.e., if w ∈ Sn then s(r,k)(w · α) = s(r,k)(α).
Given a sequence β = (b1, . . . , bn) ∈ P
n, let Uβ denote the Frobenius char-
acteristic of the action by permuting coordinates of Sn on all permutations of
the terms of β. Hence if mi is the number of i’s in β then Uβ = hm1hm2 · · · .
Given r, k, n ≥ 1, define
F (r,k)n (q) =
∑
β
qs
(r,k)(β)Uβ,
where β runs over all weakly increasing (r, k)-parking functions of length n.
Write
P(r,k)(q, t) =
∑
n≥0
F (r,k)n (q)t
n
P(r)(q, t) = P(r,1)(q, t).
Thus P(r,k)(1, t) = P(r,k)(t).
Theorem 3.3. We have
P(r,k)(q, t) =
k−1∏
i=0
P(r)(q, qit).
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Equation (1.5) gives a relationship between a generating function A(t) for all
objects and B(t) for prime objects. There is another basic relationship of this
nature between exponential generating funcions A(t) for all objects and B(t)
for “connected” objects, namely, the exponential formula A(t) = expB(t) or
B(t) = logA(t). See [9, §5.1]. Thus we can ask whether there is a combinatorial
interpretation of the coefficients of logP(r,k)(t). Recall that D
(r,k)
n denotes the
Frobenius characteristic of the action of Sn on [rn + k]
n by permuting coor-
dinates, as in the proof of Theorem 2.1. The case k = r is handled by the
following result.
Proposition 3.4. We have
logP(r,r)(t) =
∑
n≥1
D(r,r)n
tn
n
.
Proof. The proof is a simple consequence of the following variant of the La-
grange inversion formula appearing in [9, Exer. 5.56]: for any power series
F (t) = a1t+ a2t
2 + · · · ∈ C[[t]] with a1 6= 0 we have
n[tn] log
F 〈−1〉(t)
t
= [tn]
(
t
F (t)
)n
. (3.2)
Choose F (t) = tE(−t)r, where E(t) is given by equation (1.3). Now
1
E(−t)
= H(t) =
∑
n≥0
hnt
n.
Hence by equation (2.5), we see that equation (3.2) becomes
n[tn] logP(r,r)(t) = [tn]H(t)nr .
It is clear that [tn]H(t)nr = D
(r,r)
n , so the proof follows. 
4. A dual to (r, k)-parking functions
Equation (1.4) suggests looking at P(r)(t)k for negative integers k. We obtain
an object “dual” (in the sense of combinatorial reciprocity) to (r, k)-parking
functions.
We define F
(r,k)
n for k ≤ 0 by (2.1) (therefore all the equations in Theorem 2.1
hold for k ≤ 0). It follows from the definition of P(r,k)(t) and equation (1.4)
that
P(r)(t)k = P(r,k)(t) =
∑
n≥0
F (r,k)n t
n
holds for all k > 0. Thus it also holds for all k ≤ 0. Comparing the coefficients
of tn with those in equation (1.6), namely,
P(r)(t)−k = 1−
∑
n≥1
G(r,k)n t
n, for all k ≥ 0,
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and combining with (2.1), we see that
G(r,k)n = −F
(r,−k)
n =
k
rn− k
∑
λ⊢n
(
rn− k
d1(λ), . . . , dn(λ)
)
hλ, for all k ≥ 0, n ≥ 1.
We then have the following combinatorial interpretation of G
(r,k)
n .
Theorem 4.1. If n, r and k are positive integers satisfying rn − k > 0, then
G
(r,k)
n is the Frobenius characteristic of the action of Sn on the set S
(r,k)
n of
n-tuples whose increasing rearrangements have the following form:(
w, . . . , w︸ ︷︷ ︸
q(w) w’s
, bq(w)+1, bq(w)+2, . . . , bn
)
, (4.1)
where w ∈ [k] and q(w) is the smallest integer such that w ≤ q(w)r, and
bj ≤ min{(j − 1)r, w − 1 + rn− k} for q(w) + 1 ≤ j ≤ n. (4.2)
Note that we have q(w) ≤ n as w ≤ k < rn. Further, we see that w ≤ min{(j−
1)r, w − 1 + rn− k} for all j ≥ q(w) + 1; therefore (4.2) is equivalent to
bj ≤ min{(j − 1)r, w − 1 + rn− k} whenever bj > w. (4.3)
In other words, a weakly increasing integer sequence (or equivalently, vector) of
length n is in S
(r,k)
n if and only it satisfies the following properties:
I. b1 = w for some w ∈ [k], and bn − b1 < rn− k;
II. bq(w) = w;
III. bj ≤ (j − 1)r for all j ∈ [n] whenever bj > w.
Example 4.2. Let r = 1, k = 2, and n = 5. Then w ∈ {1, 2} and q(w) = w.
The coefficient of t5 in −P(1)(t)−2 is
2h3h
2
1 + 2h
2
2h1 + 4h3h2 + 4h4h1 + 2h5.
This symmetric function is the Frobenius characteristic of the action of S5 on
all sequences (a1, . . . , a5) ∈ P5 whose increasing rearrangement b1 ≤ · · · ≤ b5
satisfies either of the conditions (1) w = q(w) = 1, b1 = 1, b2 ≤ 1 (so in fact
b2 = 1), b3 ≤ 2, b4 ≤ 3, b5 ≤ 3, or (2) w = q(w) = 2, b1 = b2 = 2, b3 ≤ 2 (so
in fact b3 = 2), b4 ≤ 3, b5 ≤ 4. We get the fourteen increasing sequences (orbit
representatives) 11111, 11112, 11113, 11122, 11123, 11133, 11222, 11233, 11223,
22222, 22223, 22224, 22233, 22234.
A special case. When k ∈ {1, . . . , r}, for all w ∈ [k] we have q(w) = 1 and
(n− 1)r ≤ rn− k ≤ w − 1 + rn − k. Therefore (4.3) becomes bj ≤ (j − 1)r for
all j > 1, so b having the form (4.1) is equivalent to b1 ∈ [k] and (b2, b3, . . . , bn)
is a weakly increasing (r, r)-parking functions of length n − 1. Thus Theorem
4.1 becomes the following result.
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Theorem 4.3. If k ∈ {1, . . . , r}, then G
(r,k)
n is the Frobenius characteristic of
the action of Sn on the distinct n-tuples we get by adjoining 1, 2, . . . , or k
to (r, r)-parking functions of length n − 1; or equivalently, the n-tuples whose
increasing rearrangements start with 1, 2, . . . , or k and followed by weakly in-
creasing (r, r)-parking functions of length n− 1.
Theorem 4.1 is a consequence of the following key result, which will be proved
below Proposition 4.6.
Proposition 4.4. Suppose that n, r and k are positive integers such that rn−
k > 0. Given a = (a1, . . . , an) ∈ [rn−k]n, let p ∈ [rn−k] be the smallest positive
integer i such that the increasing rearrangements of a and (a + p mod rn − k)
coincide, where a+ i := (a1 + i, . . . , an + i),
a+ i mod rn− k := (a1 + i mod rn − k, . . . , an + i mod rn− k), (4.4)
and s mod t for integers s and t (> 0) denotes the s taken modulo t so that
s mod t ∈ [t]; equivalently, p = #Rrn−k(a), where Rrn−k(a) is the set of
increasing rearrangements of vectors (a+ i mod rn− k), i ∈ Z.
Then the number of weakly increasing vectors b ∈ S
(r,k)
n such that the in-
creasing rearrangement of (b mod rn− k) is in Rrn−k(a) is pk/(rn− k).
Theorem 4.1 follows as each b ∈ S
(r,k)
n corresponds to a unique set Rrn−k(a)
(the vector a may not be unique).
Remark 4.5. The reason why we need the vector b mod rn − k is that we
may have b ∈ S
(r,k)
n \[rn − k]n and b mod rn − k ∈ S. For instance, when
r = 2, n = 4, k = 3, rn − k = 5, we have (6, 2, 2, 4) ∈ S
(r,k)
n \[rn − k]n and
(1, 2, 2, 4) ∈ S
(r,k)
n .
A special case. When k ∈ {1, . . . , r}, it follows from (4.2) that bn ≤ (n−1)r ≤
rn − k for all b ∈ S
(r,k)
n ; therefore b mod rn − k = b. In other words, we only
need to consider b instead of b mod rn− k. Thus, combined with Theorem 4.1,
Proposition 4.4 becomes as follows.
Proposition 4.6. If k ∈ {1, . . . , r}, then for any given (a1, . . . , an) ∈ [rn−k]n,
there are exactly k i’s (mod rn−k) such that the vector a+i mod rn−k defined
by (4.4) is an (r, r)-parking function of length n− 1 adjoined by 1, 2, . . . , or k,
where aj + i mod rn− k is the integer in [rn− k] that is equal to aj + i modulo
rn− k.
Proof (Proposition 4.4). We first clarify the structure of the set Rrn−k(a)
and the interpretations of p, then transform Case 1: p < rn − k into Case 2:
p = rn− k (see Lemmas 4.8 and 4.9 below), and finally deal with Case 2.
For convenience, we denote rn − k by N and the increasing rearrangement
of a sequence x by x↑, then we have
RN (a) = {(a+ i mod N)↑ : i ∈ Z},
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and p = ΠN (a) is the smallest positive integer such that
(a+ p mod N)↑ = (a mod N)↑. (4.5)
Observe that the sequence
TN (a) := {(a+ i mod N)↑}
∞
i=0
is periodic with period N . On the other hand, by definition p is the least period
of TN (a). Therefore we have p |N .
To see why we have p = #RN (a), we notice that {(a+ i mod N)↑}
p−1
i=0 are p
pairwise distinct elements; otherwise, say (a+ i1 mod N)↑ = (a + i2 mod N)↑
for some 0 ≤ i1 < i2 ≤ p− 1, then TN (a) has a period i2 − i1 < p, which leads
to a contradiction. Further, it follows from (4.5) that (a + (p + i) mod N)↑ =
((a+ p) + i mod N)↑ = (a+ i mod N)↑ for all i ∈ Z. Hence RN (a) has exactly
p elements: {(a+ i mod N)↑}
p−1
i=0 .
One can also interpret the elements of RN (a) as multisets of n points on a
circle as follows. Fix N equally spaced points Q1, Q2, . . . , QN clockwise around
a circle centered at O. Map each vector x = (x1, x2, . . . , xn) ∈ [N ]n to a
multiset Q(x) := {Qx1 , Qx2 , . . . , Qxn} of n points (not necessarily distinct). If
the vector x is further restricted to be weakly increasing, then this mapping is
a bijection. Notice that Q(x) = Q(x↑). The point multiset Q((x+ i mod N)↑)
is then obtained by rotating the point multiset Q((x mod N)↑) (all points with
their multiplicities) clockwise by i · 2π/N about the center O.
Since it suffices to prove the proposition for weakly increasing a ∈ [N ]n, from
now on we assume that a is weakly increasing. Applying the above rotation to
vector a and integer p, we see that the point multiset Q(a) and its rotation
about O by p · 2π/N clockwise, which is Q((a+ p mod N)↑), are identical by
(4.5). Therefore, the points in the multiset Q(a) are distributed identically
on N/p := ℓ arcs: [Q1, Qp], [Qp+1, Q2p], . . . , [QN−p+1, QN ]. It follows that
Q(a) intersects each of these arcs at exactly n/ℓ := n′ points (not necessar-
ily distinct) with the following form (in order of arcs): {Qa1 , Qa2 , . . . , Qan′},
{Qa1+p, Qa2+p, . . . , Qan′+p}, . . . , {Qa1+(ℓ−1)p, Qa2+(ℓ−1)p, . . . , Qan′+(ℓ−1)p}. In
other words, we have shown the following result.
Lemma 4.7. The vector a has the form
a =
(
a1, a2, . . . , an′ , a1 + p, a2 + p, . . . , an′ + p, (4.6)
. . . , a1 + (ℓ − 1)p, a2 + (ℓ− 1)p, . . . , an′ + (ℓ− 1)p
)
,
or equivalently,
aj+n′ = aj + p for all j ∈ [n− n
′] (4.7)
with 1 ≤ a1 ≤ a2 ≤ · · · ≤ an′ ≤ p, where ℓ = N/p and n′ = n/ℓ.
One may also deduce the form (4.6) arithmetically from (4.5) by comparing
the coordinates of both sides.
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Further, we will need the following property of a′ := (a1, a2, . . . , an′) later
to convert Case 1 – the periodic case p < N (i.e., ℓ ≥ 2) – of Proposition 4.4 to
Case 2 – the non-periodic case p = N (i.e., ℓ = 1). Recall the definition of Π·(·)
from (4.5).
Lemma 4.8. We have Πp(a
′) = p, where a′ = (a1, a2, . . . , an′).
Proof. Consider the multisets corresponding to the vectors a+ i mod N and
a′+imod p (i ∈ Z), defined as follows. ForN ∈ Z and x = (x1, x2, . . . , xn) ∈ Zn,
we denote the multiset
MN(x) := {x1, x2, . . . , xn} mod N := {x1 mod N, x2 mod N, . . . , xn mod N}.
Notice that MN(x) =MN(x↑). Thus it is equivalent to show that the multisets
Mp(a
′ + i), i ∈ [p] are distinct.
Since a has the form of (4.6) and N = ℓp, we have
MN (a+ i) =
{
aj1 + i+ j2 · p | j1 ∈ [n
′], j2 ∈ [ℓ]
}
mod N
=
{
(aj1 + i) mod p + j2 · p | j1 ∈ [n
′], j2 ∈ [ℓ]
}
mod N
=
{
m+ j2 · p | m ∈Mp(a
′ + i), j2 ∈ [ℓ]
}
mod N. (4.8)
Here in the last equation, the multiplicities of m are carried over to MN (a+ i).
Recall that ΠN (a) = p; in other words, the multisets MN (a+ i), i ∈ [p] are
distinct. Hence the multisets Mp(a
′ + i), i ∈ [p] must be distinct. 
Note that when a is replaced by an arbitrary a∗ ∈ RN (a), we have the same
p, i.e., ΠN (a
∗) = #RN (a), and all the above arguments also work.
Lemmas 4.7 and 4.8 allow us to transform the periodic case to the non-
periodic case through the following lemma. Recall the definition of S
(r,k)
n from
Theorem 4.1.
Lemma 4.9. An n-dimensional vector b is weakly increasing and satisfies b ∈
S
(r,k)
n and (b mod N)↑ ∈ RN (a) if and only if b has the form(
b′1, b
′
2, . . . , b
′
n′ , b
′
1 + p, b
′
2 + p, . . . , b
′
n′ + p, (4.9)
. . . , b′1 + (ℓ − 1)p, b
′
2 + (ℓ − 1)p, . . . , b
′
n′ + (ℓ− 1)p
)
for some weakly increasing vector b′ ∈ S
(r,k′)
n′ that satisfies (b
′ mod p)↑ ∈
RN ′(a
′), where
N = rn− k, ℓ = N/p, n′ = n/ℓ, k′ = k/ℓ, a′ = (a1, a2, . . . , an′),
and it follows that
N ′ := rn′ − k′ = (rn− k)/ℓ = N/ℓ = p > 0.
Thus the assumption in Theorem 4.1 is fulfilled for n′, r and k′, and S
(r,k′)
n′ is
well defined.
13
Once the non-periodic case of Proposition 4.4 is proved, the periodic case
with given n, r, k and a will follow from Lemma 4.9. In fact, Lemma 4.9
implies that the number of desired b’s in Proposition 4.4 is the same as the
number of desired b′’s in Lemma 4.9, and this number equals pk′/(rn′ − k′) =
k′ = pk/(rn− k) by applying Lemma 4.8 of non-periodicity to a′ and the non-
periodic case of Proposition 4.4 to n′, r, k′ and a′. Hence Proposition 4.4 holds
for the periodic case as well.
Proof (Proof of Lemma 4.9). Sufficient condition. Suppose that b has the
form of (4.9) for such a b′. Then b is weakly increasing because b′ is weakly
increasing and
b′n′ − b
′
1 < rn
′ − k′ = p, (4.10)
as b′ ∈ S
(r,k′)
n′ .
Next we show that b ∈ S
(r,k)
n by verifying all the three properties in Theorem
4.1. We will use the properties in Theorem 4.1 for b′ ∈ S
(r,k′)
n′ .
For Property I, we have b1 = b
′
1 ∈ [k
′] ⊆ [k] by Property I of b′. Further, it
follows from (4.10) that
bn − b1 = b
′
n′ − b
′
1 + (ℓ − 1)p < p+ (ℓ − 1)p = ℓp = N.
For Property II, observe that the w is the same in cases (n, r, k, b) and
(n′, r′, k′, b′); therefore, by definition the q(w) is the same in these two cases.
Since w ≤ k′ < rn′, we see that q(w) ≤ n′ and hence bq(w) = b
′
q(w) = w by
Property II of b′.
For Property III, for any bj > w with j ∈ [n], let d ≥ 0 and j′ ∈ [n′] be
integers such that j = dn′ + j′. Then we have the following two cases.
Case 1: b′j′ > w. Since b
′ ∈ S
(r,k′)
n′ , we have b
′
j′ ≤ (j
′ − 1)r by Property III.
Thus
bj = b
′
j′ + dp ≤ (j
′ − 1)r + d(rn′ − k′) < (j′ − 1 + dn′)r = (j − 1)r.
Case 2: bj′ ≤ w < bj. Thus d ≥ 1 and it follows that
bj = b
′
j′ + dp ≤ w + d(rn
′ − k′) ≤ k′ − dk′ + drn′ ≤ dn′r ≤ (j − 1)r.
Hence b ∈ S
(r,k)
n .
Now we show that (b mod N)↑ ∈ RN (a), in other words,
(b+ i mod N)↑ = a, (4.11)
i.e.,
MN(b + i) =MN (a) (4.12)
for some i ∈ Z. Since (b′ mod p)↑ ∈ Rp(a
′), there exists i ∈ Z such that
Mp(b
′ + i) =Mp(a
′). (4.13)
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Combining with (4.8) for b+ i and for a leads to (4.12), as desired.
Necessary condition. Suppose that b is a weakly increasing vector such that
b ∈ S
(r,k)
n and (b mod N)↑ ∈ RN (a). Then there exists i ∈ Z that satisfies (4.11)
and (4.12).
First we show that b satisfies (4.7). Since b ∈ S
(r,k)
n , we have bn − b1 < N .
Thus there exists h ∈ [n] and d ∈ Z such that
(d− 1)N < b1 + i ≤ · · · ≤ bh + i ≤ dN < bh+1 + i ≤ · · · ≤ bn + i
< b1 + i+N ≤ (d+ 1)N.
Combining with (4.11) yields
a = (b + i mod N)↑ =
(
bh+1 + i, . . . , bn + i, b1 + i+N, . . . , bh + i+N
)
− dN,
i.e.,
bj =
{
aj−h − i+ dN, if j ∈ [h+ 1, n]
aj−h+n − i+ (d− 1)N, if j ∈ [h]
.
For any given j ∈ [n− n′], we have the following three cases.
Case 1: [j, j + n′] ⊆ [h], i.e., 1 ≤ j ∈ h− n′. Then
bj+n′ − bj = (aj+n′−h − i+ dN)− (aj−h − i+ dN) = aj+n′−h − aj−h = p
by applying (4.7) to j − h.
Case 2: [j, j + n′] ⊆ [h+ 1, n], i.e., h+ 1 ≤ j ≤ n− n′. Then
bj+n′ − bj =
(
aj+n′−h+n − i+ (d− 1)N
)
−
(
aj−h+n − i+ (d− 1)N
)
= aj+n′−h+n − aj−h+n = p
by applying (4.7) to j − h+ n.
Case 3: j ⊆ [h] and j + n′ ⊆ [h+ 1, n], i.e., h+ 1− n′ ≤ j ≤ h. Then
bj+n′ − bj = (aj+n′−h − i+ dN)−
(
aj−h+n − i+ (d− 1)N
)
= aj+n′−h − aj−h+n +N = −(ℓ− 1)p+ ℓp = p
by applying (4.7) to j + n′ − h, j + 2n′ − h, . . . , j + (ℓ− 1)n′ − h.
Hence b satisfies (4.7) and has the form of (4.9) for some weakly increasing
integer vector b′.
Further, applying (4.12) and (4.8) to b + i and to a leads to (4.13) and
therefore (b′ mod p)↑ ∈ Rp(a′).
It remains to verifying all the three properties in Theorem 4.1 for (n′, r, k′, b′)
to obtain b′ ∈ S
(r,k′)
n′ . We will use the properties in Theorem 4.1 of b ∈ S
(r,k)
n .
For Property I, notice that bn′+1 = b1 + p > b1. Applying Property III to
bn′+1, we get bn′+1 ≤ rn′. It follows that
b′1 = bn′+1 − p ≤ rn
′ − p = k′.
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Further, applying the second part of Property I to b yields
b′n′ − b
′
1 = bn′ − b1 − (ℓ− 1)p < N − (ℓ− 1)p = p = rn
′ − k′.
For Property II, similarly to that in the sufficient condition, we have q(w) ≤
n′ and hence b′
q(w) = bq(w) = w by Property II of b.
For Property III, for any b′j > w with j ∈ [n
′] ⊆ [n], we have bj = b′j > w.
Therefore b′j = bj ≤ (j − 1)r by Property III of b. 
Now let us show Proposition 4.4 for the non-periodic case p = N .
Proof of the non-periodic case of Proposition 4.4. In this case, the vectors
(a + i mod N)↑, i ∈ [N ] are distinct. To ease the notation, we write S for
S
(r,k)
n . We will determine explicitly the pk/(rn− k) = k vectors in S desired in
Proposition 4.4.
For convenience, we denote xj = aj+1 (≤ N), j = 0, . . . , n− 1, and consider
the weakly increasing vector x = (x0, . . . , xn−1) with x0 = 1. Then x ∈ S if and
only if xj ≤ rj for all j ∈ [n− 1]. In general, a weakly increasing integer vector
y is in S if and only if
I′. y0 = w for some w ∈ [k], and yn−1 − y0 < N ;
II′. yq(w)−1 = w;
III′. yj ≤ jr for all j ∈ [n− 1] whenever yj > w.
In the rest of the proof, all variables are integers, and for a vector y, we denote
by yj its (j + 1)-th coordinate.
Let ∆j := rj−xj , j = 0, 1, . . . , n− 1. Then ∆0 = −1, and x ∈ S if and only
if ∆j ≥ 0 for all j ∈ [n− 1].
Lemma 4.10. There exists i ∈ Z such that the vector (x + i mod N)↑ ∈ S,
with the smallest coordinate equal to 1. More precisely, if x ∈ S, then we can
take i = 0; otherwise, take i = 1 − xj , where j is the largest number in [n− 1]
such that ∆j = minj′∈[n−1]∆j′ .
Proof (Lemma 4.10). Assume that x /∈ S, then ∆j ≤ −1 and j ∈ [n− 1] for
the j taken in the lemma. Taking i = 1− xj , we get
x+ i mod N =
(
2− xj +N, x1 − xj + 1 +N, . . . , xj−1 − xj + 1 +N,
1, xj+1 − xj + 1, . . . , xn−1 − xj + 1
)
,
and thus
α := (x+ i mod N)↑ =
(
1, xj+1 − xj + 1︸ ︷︷ ︸
α1
, . . . , xn−1 − xj + 1︸ ︷︷ ︸
αn−1−j
,
2− xj +N︸ ︷︷ ︸
αn−j
, x1 − xj + 1 +N︸ ︷︷ ︸
αn−j+1
, . . . , xj−1 − xj + 1 +N︸ ︷︷ ︸
αn−1
)
.
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It follows from the definition of j that xj ≥ rj + 1, and for j′ > j we have
∆j′ ≥ ∆j+1, and therefore xj′−xj ≤ r(j′−j)−1; for j′ < j we have ∆j′ ≥ ∆j ,
and therefore xj′ − xj ≤ r(j′ − j). Thus
αu = xj+u − xj + 1 ≤ r(j + u− j)− 1 + 1 = ru, u ∈ [n− 1− j]
αn−j = 2− xj + rn − k ≤ 2− rj − 1 + rn− 1 = r(n − j)
αn−j+u = xu + 1− xj + rn− k ≤ r(u − j + n), u ∈ [j − 1].
Hence α ∈ S. 
On the strength of Lemma 4.10, we can assume that x ∈ S with x0 = 1.
The following result determines the k vectors in S desired in Proposition 4.4.
Lemma 4.11. Let 0 = j0 < j1 < j2 < · · · be the elements of the subset
J∗ := {j ∈ J : ∆j′ > ∆j , for all n− 1 ≥ j
′ > j}
of
J := {0} ∪ {j ∈ [n− 1] : xj > xj−1}
and m be the nonnegative integer determined by
−1 = ∆j0 < ∆j1 < · · · < ∆jm ≤ k − 2 < ∆jm+1 < · · ·
(if jm+1 does not exist, then set jm+1 and ∆jm+1 to be infinity). In particular,
j1 is the largest number in [n− 1] such that ∆j1 = minj∈[n−1]∆j ≥ 0.
Then y is a weakly increasing vector in S such that (y mod N)↑ ∈ Rx if and
only if
(1) y = x + i with 0 ≤ i ≤ ∆j1 ∧ (k − 1), where ∧ represents the minimum
function; or
(2) y = (x+ i1 mod N)↑ + i2 with
(i) i1 = 1− xjv for some v ∈ [m], and
(ii) 0 ≤ i2 = y0 − 1 ≤ ∆jv+1 ∧ (k − 1)−∆jv − 1 < k − 1.
Further, the k vectors given in (1) and (2) are distinct.
Remark 4.12. Note that (1) is the special case of (2) with i1 = 0 = v and
i2 = i.
Proof (Lemma 4.11). As a consequence of p = N , the vectors (x+i1 modN)↑
with i1 given in (1) (i1 = i) and (2), whose smallest coordinates are all 1, are
distinct. Thus the k vectors given in (1) and (2) are distinct.
(1) If y = x + i ∈ S, then by definition we have 1 ≤ (x + i)0 ≤ k and
(x+ i)j1 ≤ rj1. Thus 0 ≤ i ≤ ∆j1 ∧ (k − 1).
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Conversely, for any y = x+i with 0 ≤ i ≤ ∆j1∧(k−1), we have (y modN)↑ ∈
Rx, yn−1−y0 = xn−1−x0 < N , and 1 ≤ w := y0 = (x+ i)0 ≤ (1+∆j1)∧k ≤ k,
and Property I′ follows.
For Property II′, notice that for any j ∈ [n − 1] such that xj ≥ 2, since
rj − xj = ∆j ≥ ∆j1 , we have j ≥ (2 + ∆j1)/r > w/r, and therefore j ≥ q(w).
Hence yq(w)−1 = w.
Finally for Property III′, for all j ∈ [n−1], since ∆j1 ≤ ∆j , we get xj−xj1 ≤
r(j − j1), and therefore yj = (x+ i)j = xj + i ≤ r(j − j1) + ∆j1 = rj.
(2) If y is a weakly increasing vector in S such that (y mod N)↑ ∈ Rx but
y does not have the form described in (1), then by Lemma 4.13 below, we get
α := y − i2 ∈ S, α0 = 1 and α ∈ Rx, where i2 = y0 − 1 ≥ 0.
Lemma 4.13. If b ∈ S is weakly increasing, then b + i ∈ S for all i ∈
{0,−1, . . . ,−b1 + 1}. Further, if (b mod N)↑ ∈ RN (a), then (b+ i mod N)↑ ∈
RN (a).
In particular, when i = −b1+1, the smallest coordinate of b+ i is 1. Thanks
to (4.3), we have b+i ∈ [N ]n, and therefore b+i mod N = b+i. If (b mod N)↑ ∈
RN (a), then (b+ i)↑ = (b+ i mod N)↑ ∈ RN (a).
Lemma 4.13 follows immediately from the definition of S and RN (a).
Since α 6= x, we have α = (x+i1 mod N)↑ for some i1 ∈ {−1,−2, . . . , 1−N}.
Recall that α0 = 1, and thus i1 = 1− xj for some j ∈ [n− 1]. If there is more
than one j such that i1 = 1 − xj , we choose the smallest one, i.e., the j ∈ J .
Then
x+ i1 mod N =
(
2− xj +N, x1 − xj + 1 +N, . . . , xj−1 − xj + 1 +N,
1, xj+1 − xj + 1, . . . , xn−1 − xj + 1
)
,
and
α := (x+ i1 mod N)↑ =
(
1, xj+1 − xj + 1︸ ︷︷ ︸
α1
, . . . , xn−1 − xj + 1︸ ︷︷ ︸
αn−1−j
,
2− xj +N︸ ︷︷ ︸
αn−j
, x1 − xj + 1 +N︸ ︷︷ ︸
αn−j+1
, . . . , xj−1 − xj + 1 +N︸ ︷︷ ︸
αn−1
)
.
Recall that α ∈ S if and only if
αu ≤ ru, for all u ∈ [n− 1]. (4.14)
Applying to u = 1, . . . , n− 1− j leads to
xj′ − xj + 1 ≤ r(j
′ − j), i.e., ∆j < ∆j′ , for all j
′ < j ≤ n− 1;
applying to u = n− j leads to
2− xj + rn− k ≤ r(n− j), i.e., ∆j ≤ k − 2.
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Therefore j = jv for some v ∈ [m].
Conversely, from the above argument we see that if i1 = 1 − xjv for some
v ∈ [m], then we have αu ≤ ru for all u ∈ [n− j]. Further, we have
αn−j+u = xu − xj + 1 +N ≤ ru +∆j − rj + 1 + rn− k < r(n − j + u)
for all u ∈ [j − 1]. Hence α ∈ S.
It remains to show that α+ i2 ∈ S if only if i2 satisfies the inequality in (ii).
If α + i2 ∈ S, then applying (4.14) to α′ := α + i2 and u = jv+1 − jv (if
exists) leads to
xjv+1 − xjv + 1 + i2 ≤ r(jv+1 − jv), i.e., i2 ≤ ∆jv+1 −∆jv − 1;
applying (4.14) to α′ := α+ i2 and u = n− jv leads to
2− xjv + rn − k + i2 ≤ r(n − jv), i.e., i2 ≤ k − 2−∆jv .
Recall that i2 = y0 − 1 ≥ 0, and thus i2 satisfies the inequality in (ii).
Conversely, if i2 satisfies the inequality in (ii), then α
′ ∈ S. In fact, we have
1 ≤ w := 1 + i2 ≤ k and α′n−1 − α
′
0 = αn−1 − α0 < N , and Property I
′ then
follows.
For Property II′, by the definition of jv+1, we have ∆u ≥ ∆jv+1 for any
jv < u ∈ J , and hence for any jv < u ≤ n − 1 such that xu > xjv . Thus
ru− xu ≥ ∆jv+1 . It follows that
ru ≥ ∆jv+1 + xu > ∆jv+1 + xjv = ∆jv+1 + rjv −∆jv
and
u− jv > (∆jv+1 −∆jv )/r ≥ w/r, i.e., u ≥ q(w) + jv.
Hence α′
q(w)−1 = xq(w)−1+jv − xjv + w = w.
Finally for Property III′, from the above argument we see that α′u ≤ ru for
u = jv+1 − jv, n− jv. Further, we have
α′n−jv+u = xu−xjv+1+N+i2 ≤ ru−xjv+1+rn−k+k−2−∆jv < r(n−jv+u)
for all u ∈ [jv − 1]. For jv + 1 ≤ u ≤ n− 1 such that xu > xjv and u ∈ J , we
have ∆u ≥ ∆jv+1 by the definition of jv+1, and therefore
α′u−jv = xu − xjv + w ≤ (ru −∆jv+1)− xjv + (∆jv+1 −∆jv ) = r(u − jv).
Hence α′ ∈ S, as desired. 
This completes the proof. 
Note. We have been unable to find another proof or a satisfactory q-
analogue of Theorem 4.1, generalizing Theorem 3.3. In particular, it would be
interesting to find a geometric proof of Proposition 4.4 in terms of paths.
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5. The r-parking function basis
Equation (1.4) and other considerations suggest looking at products of the
symmetric functions F
(r,k)
n for various values of n. Thus for any partition λ
define
F
(r,k)
λ = F
(r,k)
λ1
F
(r,k)
λ2
· · · ,
where F0 = 1, and F
(r)
λ = F
(r,1)
λ .
Recall that Λ denotes the ring of all symmetric functions that can be written
as an integer linear combination of the monomial symmetric functions mλ (or
equivalently, sλ, hλ, or eλ).
Proposition 5.1. Fix r ≥ 1. Then the symmetric functions F
(r)
λ , where λ
ranges over all partitions of all n ≥ 0, form an integral basis for the ring Λ.
Proof. We need to show that for each n, the set {F
(r)
λ : λ ⊢ n} is an integral
basis for the (additive) group Λn of all homogeneous symmetric functions of
degree n contained in Λ. Let λ1, λ2, . . . be any ordering of the partitions of n
that is compatible with refinement, that is, if λi is a refinement of λj then i ≤ j.
Now F
(r)
n = hn + · · · ∈ Λn. Hence F
(r)
λ = hλ+ terms involving hµ where µ
refines λ. Hence the transition matrix for expressing the F
(r)
λ ’s in terms of the
hλ’s is lower triangular with 1’s on the main diagonal. Since the hλ’s form an
integral basis, the same is true of the F
(r)
λ ’s. 
Now that for each r ≥ 1 we have this “parking function basis” {F
(r)
λ }, we
can ask about its expansion in terms of other bases and vice versa. If we restrict
ourselves to the six “standard” bases (where the power sums pλ are a basis over
Q but not Z), we thus have twelve transition matrices to consider. We can also
ask about various scalar products such as 〈F
(r)
λ , F
(r)
µ 〉. Moreover, we could also
consider the basis {F˜
(r)
λ } dual to {F
(r)
λ }, i.e.,
〈F
(r)
λ , F˜
(r)
µ 〉 = δλµ.
However, these dual bases will not yield any new coefficients since the dual basis
to a standard basis is also a standard basis (up to a normalizing factor in the
case of pλ). We have not systematically investigated these problems. Some
miscellaneous results are below.
We first consider scalar products 〈F
(r,k)
µ , F
(r,k)
λ 〉. We can give an explicit
formula when µ = (n). In fact, we can give a more general result where F
(r,k)
λ
is replaced with a “mixed” product.
Theorem 5.2. Let λ ⊢ n, and let r, r1, r2, . . . be positive integers. Let k, k1,
k2, . . . be integers or even indeterminates. Then〈
F (r,k)n ,
∏
i≥1
F ri,kiλi
〉
=
k
rn+ k
∏
i≥1
ki
riλi + ki
(
(rn + k)(riλi + ki) + λi − 1
λi
)
.
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Proof. First proof. If λ = (λ1, λ2, . . . ) then write [t
λ] for the operator that
takes the coefficient of tλ11 t
λ2
2 · · · . By equation (2.4) we have〈
F (r,k)n ,
∏
i≥1
F ri,kiλi
〉
=
k
rn+k
∏
i≥1
ki
λi+ki
[tλ]
〈
H(1)rn+k, H(t1)
r1λ1+k1H(t2)
r2λ2+k2 · · ·
〉
.
Writing H(u)b =
∏
i(1 − xiu)
b, taking logarithms, expanding in terms of the
power sums pk, and then exponentiating, we get the well-known result
H(u)b =
∑
µ
z−1µ b
ℓ(µ)pµu
|µ|,
where µ ranges over all partitions of all integers j ≥ 0. (For the case b = 1, see
[9, (7.22)].)
Since 〈pλ, pµ〉 = zλδλµ, we get〈
F (r,k)n ,
∏
i≥1
F
(ri,ki)
λi
〉
=
k
rn+k
∏
i≥1
ki
riλi+ki
[tλ]
〈∑
µ⊢n
z−1µ (rn+ k)
ℓ(µ)pµ,
∏
i≥1
∑
ν⊢λi
z−1ν (riλi + ki)
ℓ(ν)t
|ν|
i pν
〉
=
k
rn+k
∏
i≥1
ki
riλi+ki
·
∏
i≥1
∑
ν⊢λi
z−1ν (rn+ k)
ℓ(ν)(riλi + ki)
ℓ(ν). (5.1)
Now in general (equivalent for instance to [8, Prop. 1.3.7]),
∑
ν⊢m
z−1ν u
ℓ(ν) =
(
u+m− 1
m
)
.
Hence the proof follows immediately from equation (5.1).
Second proof. From equation (2.4) we see that〈
F (r,k)n ,
∏
i≥1
F ri,kiλi
〉
=
k
rn+ k
∏
i≥1
ki
riλi + ki
·
〈 ∑
a1+···+arn+k=n
ha1 · · ·harn+k ,
∏
i≥1
∑
bi,1+···+bi,rin+ki=λi
hbi,1 · · ·hbi,rin+ki
〉
,
where ai, bi,j ≥ 0. Let
Z =
k
rn+ k
∏
i≥1
ki
riλi + ki
.
Now 〈hλ, hµ〉 is equal to the number of matrices (aij)i,j≥1 of nonnegative in-
tegers with row sum vector λ and column sum vector µ [9, (7.31)]. Hence
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Z
〈
F
(r,k)
n ,
∏
i F
ri,ki
λi
〉
is equal to the total number of (rn+j)×
(∑
i(ri+n+ki)
)
matrices of nonnegative integers whose entries sum to n, such that the first
r1λ1 + k1 columns sum to λ1, the next r2λ2 + k2 columns sum to λ2, etc. Since∑
λi = n, if the conditions on the columns is satisfied then the entries will
automatically sum to n. By elementary and well-known reasoning, the number
of ways to write λi as an ordered sum of (rn+ k)(rin+ ki) nonnegative integers
is
(
(rn+k)(riλi+ki)+λi−1
λi
)
, and the proof follows. 
We now consider the expansion of the symmetric functions pλ, hλ, and eλ
in terms of the basis F
(r)
n (for fixed r, which we may even regard as an indeter-
minate).
Proposition 5.3. For n ≥ 1 we have
F (r,−rn−1)n = (−1)
n(rn+ 1)en
F (r,−rn)n = − rpn
F (r,−rn+1)n = (1− rn)hn.
Proof. Putting k = −rn − 1 in equation (2.3) gives (−1)n(rn + 1)
∑
λ⊢n z
−1
λ
·(−1)n−ℓ(λ)pλ. It is well-known that this sum is just en, and the proof of the
first equation follows. (We could also substitute k = −rn− 1 in equation (2.2)
and simplify.) The other two equations are similar. 
Now by Proposition 5.3 we have (writing di = di(λ))
(−1)n(rn+ 1)en = F
(r,−rn−1)
n
= [tn]

∑
i≥0
F
(r)
i t
i

−rn−1
= [tn]
∑
j≥0
(−1)j
(
rn+ j
j
)∑
i≥1
F
(r)
i t
i

j
=
∑
a1+···aj=n
(−1)j
(
rn+ j
j
)
F (r)a1 · · ·F
(r)
aj
=
∑
λ⊢n
(−1)ℓ(λ)
(
rn+ ℓ(λ)
d1, d2, . . . , rn
)
F
(r)
λ ,
where the penultimate sum is over all 2n−1 compositions of n. We have therefore
expressed en as a linear combination of F
(r)
λ ’s. In exactly the same way we obtain
−rpn =
∑
λ⊢n
(−1)ℓ(λ)
(
rn+ ℓ(λ) − 1
d1, d2, . . . , rn− 1
)
F
(r)
λ
−(rn− 1)hn =
∑
λ⊢n
(−1)ℓ(λ)
(
rn+ ℓ(λ) − 2
d1, d2, . . . , rn− 2
)
F
(r)
λ .
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(For r = n = 1, the last equation becomes 0 = 0, but it is clear that h1 = F
(r)
1 .)
Since {eµ}, {pµ}, {hµ} and {F
(r)
λ } are multiplicative bases, we have in principle
expressed each eµ, pµ, and hµ as a linear combination of F
(r)
λ ’s. We leave open,
however, whether there is some more elegant form of these expansions, e.g., a
simple combinatorial interpretation of the coefficients.
Similarly, since Theorem 2.1 in the case k = 1 gives the expansion of F
(r)
n
in terms of the multiplicative bases pµ, hµ, and eµ, we in principle also have
an expansion of F
(r)
λ in terms of these bases, but perhaps a better description
is available. We cannot expect a simple product formula for the coefficients in
general since for instance the coefficient of p3p6 in the power sum expansion of
F
(1)
(3,2,1,1,1,1) is equal to 2 · 7 · 157/3.
Acknowledgements
The authors are grateful to the referees and the editor for their very careful
and helpful comments.
References
[1] J.-C. Aval and F. Bergeron, Interlaced rectangular parking functions,
preprint, arXiv:1503.03991.
[2] J.-C. Aval and F. Bergeron, Rectangular Schro¨der parking functions combi-
natorics, preprint, arXiv:1603.09487.
[3] F. Bergeron, Combinatorics of r-Dyck paths, r-parking functions, and the
r-Tamari lattices, preprint, arXiv:1202.6269.
[4] F. Bergeron, Bounded height interlaced pairs of parking functions, preprint,
arXiv:1504.07136.
[5] A. G. Konheim and B. Weiss, An occupancy discipline and applications,
SIAM J. Applied Math. 14 (1966), 1266–1274.
[6] J. Riordan, Ballots and trees, J. Combinatorial Theory 4 (1969), 408–411.
[7] R. P. Stanley, Hyperplane arrangements, parking functions, and tree inver-
sions, in Mathematical Essays in Honor of Gian-Carlo Rota (B. Sagan and
R. Stanley, eds.), Birkha¨user, Boston/Basel/Berlin, 1998, pp. 359–375.
[8] R. P. Stanley, Enumerative Combinatorics, vol. 1, second ed., Cambridge
University Press, 2012.
[9] R. P. Stanley, Enumerative Combinatorics, vol. 2, Cambridge Studies in
Advanced Mathematics, vol. 62, Cambridge University Press, Cambridge,
1999.
23
[10] G. P. Steck, The Smirnov two sample tests as rank tests, Ann. Math. Statist.
40 (1969), 1449–1466.
[11] C. H. Yan, Parking functions, in Handbook of Enumerative Combinatorics
(M. Bo´na, ed.), CRC Press, Boca Raton, FL, 2015, pp. 835–893.
24
