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Abstract 
In two intact cell systems in which GTP-binding protein (G) activity is initiated by the presence of agonist-bound receptors (R), it has 
been demonstrated that the rate of G activation is influenced by the rate of turnover of agonist occupancy among the receptor population. 
G activity is reduced when a low concentration f agonist-occupied receptors comprised by low fractional occupancy of a large receptor 
population is replaced by the presence of the same concentration f 100%-occupied receptors. This effect has been proposed to be due to 
a time interval of interaction between R and G (an encounter) that is long compared to the time of a single collision between R and G and 
long compared to the lifetime of an agonist-receptor c mplex. In a recent simulation study of R-G interaction via diffusion, the effect of 
agonist occupancy turnover was observed but it was assumed that long encounters were not operative. In this study, encounter intervals in 
simulations of R-G interaction by simple diffusion were measured in order to address that difference. The results demonstrate that 
relatively long encounters comprised of multiple, separate collisions are an inherent part of R-G interaction as modelled by diffusion. The 
implications for further implementation of simulation studies of R-G interaction are discussed. 
Keywords: Signal transduction; Mathematical modeling; Membrane receptor; Agonist; Antagonist; Calcium mobilization 
1. Introduction 
Understanding the mechanistic basis of the relationship 
between agonist concentration and receptor-mediated re-
sponses uch as second messenger generation is of funda- 
mental importance to pharmacology. Numerous systems 
exhibit the property that the ECs0 (the agonist concentra- 
tion needed to obtain a 50% response) is significantly less 
than the binding dissociation constant, K d (the concentra- 
tion needed to obtain 50% receptor occupancy) [1]. Such 
systems have often been described as exhibiting 'spare' 
receptors, in the sense that a maximum response can be 
obtained with only low receptor occupancy [2-19]. This 
description can be a misleading one, since low net occu- 
pancy can involve a large fraction of the receptor popula- 
tion per unit time when the turnover of agonist occupancy 
of receptors is high [1]. In at least two systems in which 
receptors are coupled to GTP-binding protein (G), the rate 
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of turnover of agonist occupancy among the receptor 
population can influence the rate of activation of G by 
those receptors [20,21]. This was demonstrated by experi- 
ments in which a low fractional receptor occupancy of the 
total receptor population was replaced by high occupancy 
of a low fraction of that population, with the same number 
of receptors occupied by agonist at any one instant in time 
made the same in both cases. The rate of G activation in 
the case with very limited turnover of receptor occupancy 
among a small number of receptors was reduced in com- 
parison to the case in which low occupancy was shared 
among a larger receptor population [20,21]. 
This effect of the turnover of agonist occupancy on G 
activation has been called the 'switching' effect [22]. The 
phenomenon relates to basic aspects of receptor phar- 
macology, in that it suggests that for certain systems a 
complete characterization f the properties of both agonists 
and antagonists, and comparisons among them, must in 
some cases include an evaluation of the contribution of the 
kinetics of binding and dissociation relative to the kinetics 
of receptor-G interaction and the G cycle. Thus, for in- 
stance, it has been suggested that two agonists that are 
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equally efficient at the molecular level at activation of G 
when bound to a receptor might differ in their concentra- 
tion versus response relationships olely on the basis of 
differences in their kinetics of receptor binding, even when 
the binding for each is characterized by the same K d 
[23,24]. 
The switching effect demonstrates that the concentra- 
tion of agonist bound receptors is not the sole determinant 
of the rate of G activation. To put this into a historical 
context of the theoretical understanding of mechanism, it
should be noted that for the 'control' case (the case with 
unrestricted turnover of agonist occupancy, or unrestricted 
'switching'), the entire concentration vs. response curve 
can be successfully characterized with the assumption that 
the rate of G activation is proportional to the concentration 
of agonist-bound receptors. This was done in the Collision 
Coupling Model of Tolkovsky and Levitzki [25,26]. The 
model postulates that receptors (R) and G meet with some 
intrinsic collision frequency due to diffusion of each within 
the cell membrane, and that once activated by agonist- 
bound R the lifetime of the active state of G is not 
dependent on the continued presence of R. With these 
assumptions, the rate of G activation is proportional to the 
intrinsic collision frequency multiplied by the probability 
that a collision involves an agonist-bound R, the latter term 
being equal to the receptor occupancy. According to this 
model, the ECs0 is necessarily less than the K d to an 
extent that is related to the efficiency with which an 
agonist-bound R is able to activate G upon collision and to 
the rate of G inactivation [24,27,28]. The basic collision 
coupling model originally used a single rate constant o 
characterize the inactivation of G based on the mechanism 
as it was understood at the time (the two-state model of the 
G cycle due to Cassel and Selinger [29]), but it is also 
compatible with a more detailed model based on current 
knowledge which characterizes the G cycle as involving 
subunit dissociation and reassembly [22]. 
The switching experiments described above demon- 
strated that the elimination of 'switching', while maintain- 
ing the same concentration of agonist-bound R, attenuated 
the rate of G activation, so the relationship between the 
concentration of agonist-bound R and the rate of G activa- 
tion assumed in the collision coupling model is not entirely 
correct under all circumstances. Specifically, while the 
collision coupling model can characterize the binding/re- 
sponse relationship for the control (switching) case, it 
cannot account for the difference obtained in the non- 
switching case. If, however, the concept of collisions 
between R and G (essentially, single 'hits' between R and 
G) is replaced with the concept of encounters, which 
allows for multiple, separate hits between R and G (Fig. 
1), then a modified collision coupling model can again 
provide a complete characterization of the concentration 
vs. response relationship in both cases [24]. This has been 
called the encounter coupling model [24]. This modified 
collision coupling model accounts for the difference be- 
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Fig. 1. Collisions and encounters in the collision coupling model (A) and 
in the encounter coupling model (B). Instead of single collisions between 
R and G, the encounter coupling model allows for multiple, separate 
collisions between R and G over a finite interval of time (the encounter 
interval), and can account for the 'switching' effect of agonist occupancy 
turnover to contribute othe rate of activation of G when the encounter 
interval is longer than the mean lifetime of the agonist-bound state of the 
receptor. 
tween the two cases by predicting that, if the encounter 
interval is long enough that the receptor can change its 
state of occupancy during the encounter, then a receptor 
that is continuously occupied in the non-switching case 
may 'waste' interaction time with an already-activated G, 
in comparison to the control case in which switching might 
otherwise result in agonist binding to a receptor in an area 
of the membrane in which it could interact with an activat- 
able G. 
The switching effect has also been examined from a 
theoretical standpoint in a simulation study which mod- 
elled R-G interaction by simple diffusion and included 
detailed modelling of the G cycle, involving subunit disso- 
ciation upon activation, and reassociation of the a and f l y  
subunits by diffusion after the inactivation by GTPase 
activity of the active state of the a subunit [22]. The 
switching effect was demonstrated using the simulation 
model. The simulation also demonstrated the development 
of a spatially heterogeneous accumulation of inactive a 
subunits of G that had yet to recombine with fly subunits 
under conditions in which the switching effect was ob- 
served. In contrast o the proposal of the encounter cou- 
pling model, however, it was proposed that the switching 
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effect was not related to a long encounter interval. Instead, 
that interval was assumed to be of a duration that was only 
of the order of magnitude of a single collision in the 
simulation. That is to say, the interpretation given to the 
results of the simulation study contradicted the interpreta- 
tion given to experimental results by the encounter cou- 
pling model, although the basis for the comparison be- 
tween the two models did not, however, include an enu- 
meration of encounter intervals in the simulation. 
Because of the apparent disparity between the interpre- 
tation of the results of the previous simulation study and 
the explanation of the switching effect proposed by the 
encounter coupling model, the intention of this study was 
to make measurements of encounter intervals in an equiva- 
lent simulation of R-G interactions modelled by simple 
diffusion, using as an example case a single set of condi- 
tions for which the switching effect was demonstrated in
the previous imulation study. In doing so, we also attempt 
to clarify the important theoretical distinction between 
collisions and encounters. The results demonstrate that 
'encounters', comprised of multiple, separate collisions 
between individual pairs of R and G, are an inherent aspect 
of R-G interaction as modelled by simple diffusion, espe- 
cially when the diffusion coefficient is relatively low. The 
results also demonstrate hat such encounters can be ' long' 
in duration compared to the lifetime of the agonist-bound 
state of the receptor for reasonable values of agonist 
dissociation rate constants. Last, we discuss the importance 
of this feature of diffusion simulations with respect to 
proposed further applications of such studies in investigat- 
ing the mechanism of R-G interaction. 
2. Methods 
2.1. Simulation of  R-G collisions and measurement of  
encounter intervals 
The encounter interval between R and G as envisioned 
by the encounter coupling model is simply a measurement 
of the interval of time during which individual pairs of R 
and G (specifically, a subunits of G) interact between a 
first and last meeting of the two by collision. It is impor- 
tant to note that the encounter interval is distinct from the 
fraction of that interval in which R and G actually do 
interact, since the concept is intentionally meant to include 
periods during that interval in which R and G might 
temporarily separate, as shown in Fig. 1. That is to say, the 
interval is intended to characterize a period during which 
collisions continue to occur, rather than a period during 
which collisions occur continuously. As will be discussed 
in detail below, the encounter interval by that definition is 
an important parameter with respect o understanding the 
switching effect. In order to measure encounter intervals 
between R and G by simulation of simple diffusion, it is 
necessary only to 'track' the interaction between single 
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Fig. 2. System for simulation of diffusion of a single R and G pair in two 
dimensions. Collision radius = 10 nm, G radius = R radius = 5 nm. Both 
R and G move in random directions with fixed step size d, with net 
diffusion coefficient D, and associated time scale t~ = d2/(4D). For one 
run of the simulation, R was placed initially slightly outside of the 10 nm 
collision radius from G (to increase probability of a collision in any one 
run); if separation between R and G was less than 10 nm in subsequent 
simulation steps, a collision was counted, and the position of R was reset 
to a 10-nm separation, asshown (i.e., R and G could not superimpose). 
To measure the encounter interval, the 'start' time of the first collision 
was noted; for subsequent collisions, the time of the collision was noted 
and the 'latest' time of collision was updated to that ime. The run was 
stopped when R and G became separated by a distance greater than the 
specified exit radius (100 nm). Encounter interval = latest ime-start 
time. Encounters ofzero duration (no collisions) were not counted. 
pairs of R and G, and to calculate the interval of time 
between a first collision and a ' last' collision between that 
pair, when the ' last' collision is that which precedes an 
eventual separation of R and G to a distance beyond which 
the probability of further interaction is essentially zero. 
Here G will designate specifically only the c~ subunit of G, 
irrespective of its state of activation or of its association 
with /33, subunits, because only the a subunit is relevant 
to the measurement of the encounter interval per se with 
respect o the switching effect. 
Interactions between R and G were modeled as simple 
collisions between R and G via simple diffusion of R and 
G on a two-dimensional (x,y)  surface. R and G were 
assigned a two-dimensional radius of 5 nm (a conservative 
estimate of the protein sizes [22]), such that a collision 
occurs when their centers are at a 10 nm separation (Fig. 
2). A simulation run involved simulation of diffusion of a 
single R and G pair. Because each run involved tracking 
positions only of a single R and a single G, the coordinate 
positions of each were (for simplicity) not restricted to 
predefined lattice sites in the simulation, but were instead 
allowed to occupy any position in (x,y)  space excluding 
pairs of positions for which R and G would be superim- 
posed. To start a simulation run, G was placed at the 
origin, and R was placed at a position in a random 
direction and a fixed distance from G, where that initial 
distance was greater than the 10 nm defined collision 
radius. A random number generator was used to specify 
separate directions of movement for R and G for each 
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subsequent step of the simulation, in which R and G were 
each moved a fixed distance (the step size, d) in the 
specified directions. R and G could not overlap: when 
centers 'moved'  to within the collision radius, a collision 
was counted, and R and G were reset in position to a 
separation of exactly 10 am. The time scale, t~, for the 
simulation step was fixed by d and the diffusion coeffi- 
cient, D: t~ = d2/(4D) [22]. To measure encounter inter- 
vals, measurements were made of the time interval be- 
tween the first collision and the 'f inal' collision, where the 
final collision was defined as the last collision that oc- 
curred before R and G became separated by a predefined 
finite 'exit' radius of separation of centers, at which point 
it was assumed that no further collisions would occur and 
the simulation run was terminated. Because of the initial 
separation of R and G, not all runs necessarily resulted in 
even one collision. Encounter intervals were measured for 
a large number of runs for which at least one collision 
occurred. The numbers of encounters were then tallied 
according to their encounter intervals within 'bins' of 
appropriate interval widths. This distribution of encounter 
lifetimes was then converted to a tabulation to show the 
fraction of the total number of encounters whose interval 
was at least as great as a given value of the encounter 
interval, the distribution of which showed the probability 
of the 'survival' of an ongoing encounter (the 'survivor 
fraction' of encounters) as a function of the encounter 
interval (time). 
3. Results 
8 
2 
0 
Encounter  in terva l  (see) 
Fig. 3. Encounter survivor fraction vs. encounter interval. Simulation 
parameters: diffusion coefficient D= 10 -~L cmZ/s; step size d= 1.0 
am, t~ = 2.5× 10 4 s, collision radius = 10 am, exit radius = 100 am, 
and initial separation = 10.5 am. The encounter simulation was repeated 
for 1200 runs. Numbers of encounters were counted in 0.05 s encounter 
interval bins; these data were converted tothe survivor fraction [normal- 
ized to total number of runs (1107) that had at least one collision] as a 
function of the encounter interval as described in Section 2. 
The survivor fraction curve is not characterized by a 
single exponential because, after one collision, the proba- 
bility of subsequent collisions - and the associated interval 
of no collisions - is a function of the separation achieved 
at any given point in the simulation, up to some point at 
which that probability becomes vanishingly small. Thus 
the encounter intervals shown in Fig. 3 include both 
periods of collisions and periods involving no collisions. 
Fig. 3 by itself gives no indication of the total 'duration' of 
collisions in the form of the total number of steps in the 
simulation in which a collision occurred, or the time 
associated with that number of steps, but rather gives the 
time interval between a first collision and a ' last' collision, 
Simulations of diffusion and collisions between single 
R-G pairs were conducted using a value of the diffusion 
coefficient, D (D = 10 -11 cm2/s),  for which the switch- 
ing effect was observed in the previous simulation studies 
(Figs. 3 and 4, Ref. [22]), using step size d = 1.0 am, and 
exit radius = 100 am. Encounter intervals were measured 
and tabulated to show the probability of the 'survival' of 
an encounter (the survivor fraction) vs. the encounter 
interval as described in Methods. The results are shown in 
Fig. 3, which demonstrates that the majority of the encoun- 
ters under these conditions have durations that are many 
multiples of the time scale of a single collision in the 
simulation (t~ = 0.25 ms). The interpretation of these re- 
sults is straightforward: the data shown in Fig. 3 indicate 
that in this simulation of the interaction of R and G by 
simple diffusion, it is rarely true that R and G collide only 
once: once R and G collide, they are likely to do so some 
additional number of times over an interval that is much 
longer than the simple 'coll ision' time associated with one 
step size in the simulation. For D = 10 -I~ cmZ/s, the 
encounter interval has a median value that is approx. 0.1 s. 
The results shown in Fig. 3 were not dependent on changes 
in the values of d from 0.05 nm to 1.0 nm, or on values of 
the exit radius > 70 nm (data not shown). 
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Fig. 4. Collision time as a function of encounter interval. A: Mean total 
collision time (+ 1 s.d.). B: Mean collision time (circles) and individual 
collision times (bars). Long encounter intervals include a wide distribu- 
tion of total collision times that in some cases includes only small 
numbers of collisions. In cases of the greatest average total collision 
times at long encounter intervals, the total collision time is only a small 
fraction of the encounter interval. 
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irrespective of the number of intervening collisions or 
periods without collisions. Consequently, the total number 
of collisions for any one encounter interval obtained in a 
given run of the simulation could in principle be as few as 
two. This issue is addressed in Fig. 4, in which it is shown 
that longer encounter intervals do correspond roughly to a 
proportionally greater number of collisions. Long en- 
counter intervals can occur, however, with only a small 
number of such sequences that happen to be separated by 
long intervals of time, and the total time spent in collisions 
is usually only a small fraction of the encounter interval, as 
is also shown in Fig. 4. It should be noted that periods of 
uninterrupted collisions in the simulation occur with a 
probability that is fixed by the simulation itself, and thus, 
as shown by the examples of individual simulation runs 
given in Fig. 5, such collision sequences that occur during 
long encounter intervals are not different from those that 
occur for shorter encounter intervals. (In these simulations, 
the probability of a second collision occurring in sequence 
is 0.5 for an infinitely small step size.) Nonetheless almost 
all encounters involve multiple, separate pisodes of such 
sequences of 'step size' collisions. 
Although R and G do not interact continuously during 
the encounter interval, long encounter intervals are 
nonetheless of fundamental significance with respect o the 
influence of agonist binding frequency on the rate of G 
activation, as proposed by the encounter coupling model. 
The important issue is whether the same R and G continue 
to 'see' each other at all on the time scale over which the 
occupancy state of the receptor can change, whether or not 
R and G 'interact' continuously or even for the majority of 
this interval. For an efficient agonist (as, for instance, with 
a 'perfectly' efficient agonist for which one collision is 
sufficient for G activation), any collisions subsequent to 
the first collisions that occur on the time scale of the 
lifetime of the receptor agonist complex are wasted unless 
the active and inactivated states of G are as short-lived. If 
a given concentration of agonist bound receptors com- 
prised by low occupancy of a large number of receptors 
with rapid occupancy turnover is replaced by high occu- 
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Fig. 5. Examples of individual simulation runs showing collision sequences during the encounter interval. For each simulation step shown, collisions are 
represented by '1' (which begins the encounter interval) and a "no collision' step is represented by ' - "  A: An encounter with an encounter interval of 
0.10-0.15 s; B: an encounter with an encounter interval of 0.45-0.50 s. In each case R and G became separated by the exit radius (100 nm) some 
unspecified time after the last collision without another collision (steps not shown). Note that uninterrupted collision sequences are (necessarily) 
characterized by the same probabilities in both cases, and that the sum number of collisions does not by itself characterize the encounter interval. 
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pancy of a small number of receptors with little or no 
occupancy turnover, the high occupancy case is one in 
which some fraction of the collisions are potentially wasted 
in attempting to activate an already active G. 
Such considerations are clearly operative under the 
conditions of the previous simulation study [22] in which 
agonist binding frequency effects were observed using the 
same value of D as in the above simulations which 
measured the encounter interval. In those simulations a 
demonstration of the switching effect was obtained for 
D = 10-11 cm2/s, where heterogeneity in the spatial dis- 
tribution of system components was also observed (Figs. 3 
and 4 in Ref. [22]). Given an agonist dissociation rate 
constant of kot:r = 50 s ~, with a corresponding mean 
lifetime of the bound state of l /kot:r= 0.02 s, then a 
median encounter interval of 0.1 s (i.e., for D = 10- ~ 
cm2/s) is significantly greater than the mean lifetime of 
the agonist-bound state of the receptor. Thus, conditions 
under which spatial heterogeneity in the distribution of G 
subunits was observed in the simulations also entailed 
encounter intervals that were long relative to the lifetime 
of the agonist-receptor complex. The consequences for the 
effect of switching on the G activation rate follows by the 
reasoning iven above, and it is therefore uncertain whether 
the details of G subunit dissociation and reassociation as 
modelled in the previous imulation studies are significant 
factors in the generation of the switching effect in compar- 
ison to the influence of long encounter intervals. As a 
matter of detail, it should be noted that the enumeration of
encounter intervals by the tracking of individual R-G pairs 
does not imply that single pair encounters are necessarily 
exclusive of other, ongoing encounters, for either R or G 
or both, that might occur independently and overlap tem- 
porally with the encounter for any particular R-G pair [24]. 
4. Discussion 
The rate of turnover of agonist occupancy among the 
available receptor population has been shown to influence 
the rate of receptor-mediated G activation in two different 
experimental systems [20,21]. In the intact $49 cell, a 
1.5% occupancy of the cell's 2000 receptors by epinephrine 
with rapid turnover of receptor occupancy promoted a 
greater ate of G activation than did 100% occupancy of 
1.5% of the 2000 receptors when the remainder of the 
receptors were effectively blocked by antagonist [20]. In 
calcium signaling studies in BC3HI cells, cell responsive- 
ness to phenylephrine was significantly reduced when the 
number (but not concentration) of participating receptors 
was similarly reduced by use of a receptor antagonist [21]. 
This effect of the influence of turnover of receptor occu- 
pancy, called the 'switching' effect, is directly related to 
the mean lifetime of the agonist-bound state of the recep- 
tor, and such lifetimes appear therefore to be important 
factors in the analysis of the properties of both agonists 
aad antagonists in these systems [20-24]. To the extent 
that such considerations may apply to a greater number of 
systems, and to the extent hat such considerations relate to 
fundamental aspects of receptor pharmacology and the 
analysis of agonist efficacy, it is important that the mecha- 
nistic basis of the switching effect be understood. 
Two modelling studies have attempted to account for 
the physical basis of the switching effect from a theoretical 
standpoint. In the encounter coupling model the switching 
effect was proposed to occur for an efficient agonist (one 
that requires only short interaction time with G to activate 
G) when the time interval of interaction between single 
R-G pairs (encounters) is of the order of magnitude of the 
mean lifetime of the agonist-bound state of R during one 
episode of binding [24]. Without switching (when occu- 
pancy turnover is eliminated), it was proposed that some 
fraction of the interaction time between an individual 
receptor and G is 'wasted' after activation occurs, when 
compared to the switching case wherein the occupancy 
represented by one receptor-agonist complex is distributed 
away from this interaction to another ~eceptor in poten- 
tially 'fresh' territory on the cell surface. According to this 
model, the more rapid the turnover of occupancy among 
all available receptors, the more likely the activation rate 
of G will approach a maximum possible rate that is 
dictated by the frequency with which individual G and R 
pairs 'see' each other by diffusion in the cell membrane. 
The encounter coupling model represents an extension of 
the collision coupling model of Tolkovsky and Levitzki 
[25] with the replacement of collisions (of short duration) 
with encounters of longer duration. The collision coupling 
model used the simple Cassel and Selinger model of the G 
cycle [29], wherein G activity is characterized as a steady- 
state balance between opposing processes of activation and 
inactivation, where inactivation of the active state is char- 
acterized by a single rate constant for inactivation, and 
where the inactive state of G is immediately reactivatable 
by agonist-bound R.
A more recent simulation study of R-G interaction and 
of the switching effect [22] used a more detailed account- 
ing for available states of G. This model accounted for 
agonist occupancy turnover, and for receptor and G colli- 
sions via diffusion, and also considered the separation and 
recombining of G subunits in the G cycle. The simulation 
demonstrated that a spatially heterogeneous distribution of 
the G subunits occurred under conditions in which the 
switching effect was observed. Specifically, the simulation 
demonstrated the accumulation of inactive a subunits that 
had yet to recombine with /37 subunits, and spatial hetero- 
geneity in the distribution of these system components was 
observed in the non-switching case with a decreased G
response. In contrast to the encounter coupling model, 
however, it was proposed that the switching effect was 
unrelated to the encounter interval because the encounter 
interval was assumed to be only of the order of magnitude 
of a single collision in the simulation, which time scale 
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was small compared to the mean lifetime of the agonist- 
bound state of the receptor used in the simulation. 
Because of the apparent disparity between the results of 
the two theoretical studies of the switching effect, this 
study was undertaken to make measurements of encounter 
intervals and the total duration of collisions as they occur 
within simulations of R and G interaction. The results 
show that conditions under which the binding frequency 
effect was observed in the previous imulation studies also 
correspond to conditions in which multiple, separate 
episodes of collisions occur, during encounter intervals 
that are in fact 'long' relative to the lifetime of the 
agonist-receptor complex. The heterogeneous distribution 
of dissociated G subunits observed in the previous imula- 
tions was therefore not independent of 'long' encounter 
intervals between R and G, and thus the encounter cou- 
pling model and the simulation model appear to concur 
with respect to the nature and importance of R-G en- 
counter intervals relative to the switching effect on G 
activation. 
Some recapitulation of the details of the encounter 
coupling model and its interpretation is called for in order 
to indicate specific ways in which the more detailed 
simulation model can be utilized for further investigation 
of specific issues in R-G coupling that have been raised by 
the experiments from which the encounter coupling model 
was derived. To start, it should be emphasized that en- 
counter intervals were not measured via the encounter 
coupling model analysis of experimental data [24]. Instead, 
the model was a minimal framework used to provide a 
consistent interpretation of the data, and from which long 
encounter intervals were postulated [24]. That is to say, the 
postulation of a long encounter interval enabled the model 
predictions to conform to an array of experimental results 
[20,24]. First, the model needed to accurately characterize 
the normal agonist-concentration vs. response curve (i.e., a 
'dose-response' curve in the absence of antagonist), and 
reproduce the observed relationship between that curve 
and the agonist-binding curve (specifically, it needed to 
reproduce the K JECs0  ratio that is observed experimen- 
tally). Second, the model needed to reproduce the observed 
increase in ECs0 in the presence of a long-lived antagonist 
(propranolol) and the lack of such a shift in the presence of 
a short-lived antagonist (metoprolol) [20]. To do so, the 
model used simplifying assumptions concerning the rela- 
tionship of adenylate cyclase (AC) activity to G activity (it 
assumed that AC is active in parallel with active G), the 
kinetics of G inactivation (it was assumed that the inactiva- 
tion of G is characterized by a single rate constant) and the 
relationship of inactivation to the resetting of G to the 
'activatable' state (it assumed that the inactivated G was 
fully activatable). 
In contrast o the encounter coupling model analysis, in 
the simulation model [22] the G cycle was modeled in 
much greater and appropriate detail to include the known 
available states of the a and /3y subunits, and it ac- 
counted in particular for the presence of inactivated, free a 
subunits. Further evaluation of the details of R-G coupling 
using the simulation model will need, as described above, 
to attempt o characterize the relationship between ECs0 
and Ka observed for particular experimental systems, and 
also attempt to match the ECs0 shifts observed experimen- 
tally under different conditions of combinations of agonists 
and antagonists. Because the simulation model requires 
input of both receptor and G concentrations [22], a con- 
comitant application of the simulation approach will also 
be to estimate the surface concentration of G for a particu- 
lar cell system, given that it is likely that only a small 
range of values for that concentration will allow the simu- 
lations to 'reproduce' agonist-concentration vs. response 
data for a particular system for which all of the other 
variables are known. With that measure of success, simula- 
tion studies should also be able to numerically characterize 
differences among agonists in terms of the 'intrinsic' 
efficiencies of the agonist-bound receptors to activate G 
via 'collisions' per se [23], by being able to separately 
account for the component of the response that is due to 
the effects of the kinetics of the turnover of agonist 
occupancy. For example, simulation studies should be able 
to make improvements o previous estimates of /3-adren- 
ergic agonist efficiencies [23] that were based on apparent 
encounter intervals as derived from the encounter coupling 
model analysis rather than on total collision times, given 
that total collision time would be a more appropriate 
measure of interaction time that can be evaluated by 
simulation. Additionally, simulation studies should be able 
to include a more detailed model of agonist-receptor inter- 
action compatible with evidence for the idea of 'conforma- 
tional selection' [30], in which agonist selectively binds to 
a pre-existing active state of the receptor, leading to an 
enrichment of the population of that state and the promo- 
tion of coupling activity. Although neither the encounter 
coupling model analysis nor the simulation study of R-G 
interaction have included an accounting for this aspect of 
receptor activity, such considerations could readily be 
incorporated into future models. 
Such applications of simulations will rely first, how- 
ever, on the resolution of a more fundamental quantitative 
aspect of previous experimental results that is worth ad- 
dressing in some detail, which is whether a single diffusion 
coefficient, and billiard-like collisions, can in fact accu- 
rately characterize R-G interaction. Using the encounter 
coupling model it has been suggested that, in the case of 
the $49 cell, if the apparently long encounter intervals 
were derived simply by the physics of collisions due to 
diffusion, as in the above simulations, then the correspond- 
ing diffusion coefficient would be so low as to be unable 
to account for the apparent encounter frequency [20,24]. 
The assertion was derived as follows for the $49 cell. 
Given the apparent rate constant for G inactivation (again, 
within the context of the encounter coupling model itself 
and its assumptions concerning characterization f the G 
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cycle) [20,24], and given the EC50 characterizing the con- 
centration versus response curve for the non-switching 
case (i.e., the response curve observed when switching is 
eliminated, and the response is a function of the number of 
100% occupied receptors) [20], some minimum value for 
D is required to allow the number of receptors associated 
with any one point on the concentration versus response 
curve in the non-switching case to 'cover' the cell surface 
rapidly enough to promote the observed G response. For 
the $49 cell, a minimum diffusion coefficient is approxi- 
mately 10 - j° cm2/s (result derived in the Appendix), a 
value that is very reasonable in comparison to the value of 
D = 2 × 10 - I° cmZ/s measured for /37 subunits in NG- 
108-15 cells [31]. As shown in the above simulations, this 
diffusion coefficient (i.e., this value for D that would 
result in the observed encounter frequency via diffusion) 
would result in encounter intervals via diffusion that are 
less than the order of magnitude of 0.1 s, whereas the 
results of the encounter coupling analysis for the $49 cell 
data proposed that encounter intervals were of the order of 
magnitude of 1 s for that system [24]. Thus by this analysis 
the diffusion coefficient needed for coverage of the $49 
cell surface is far greater than that which would allow for 
long encounter intervals that are derived by the physics of 
diffusion alone. It should be noted that in the encounter 
coupling model analysis of the $49 cell data, the encounter 
frequency was a measured value, whereas the encounter 
interval was derived from it without the requirement (or 
necessity) that both encounter frequency and encounter 
interval should be compatible with a single value for D 
[24]. It is not unreasonable, moreover, to expect that 
diffusion of R should be slowed significantly even by 
nonspecific interactions with G, such that a single diffu- 
sion coefficient should not necessarily be expected to 
characterize both the apparent encounter f equency and the 
apparent encounter interval [24]. Another useful applica- 
tion, then, of simulation models will be to examine this 
aspect of experimental data. 
In summary, the encounter coupling model and simula- 
tion model studies both suggest hat relatively long en- 
counter intervals can explain the influence of agonist 
occupancy turnover on the rate of G activation. Further 
implementation of detailed simulation studies to analyze 
experimental data in terms of encounter coupling should 
prove to be a powerful tool for more accurate characteriza- 
tions of the properties of both agonists and antagonists of 
G-activating receptors, and of the biophysical properties 
and biochemical composition of cell membranes, within a 
framework of understanding for R-G coupling that is 
relatively new. 
Appendix A. Estimation of the receptor diffusion coeffi- 
cient 
An estimation of the receptor diffusion coefficient 
needed to effectively cover the cell surface on an appropri- 
ate time scale can be derived from the measured G activity 
in the presence of a small number of fully-occupied recep- 
tors, i.e., from a response observed in a 'non-switching' 
case in which there is no contribution to the rate of G 
activation due to the turnover of fractional agonist occu- 
pancy among a larger receptor population. 
Assume that n receptors, continuously occupied by 
agonist, promote a known fractional activity ( f )  of G. If 
inactivation of the active state of G is represented by a 
single rate constant, k~ (as in the encounter coupling 
model, using the two-state G protein cycle model of Cassel 
and Selinger [29], for which f=  ka / (k  ~ + ki), where k a is 
the rate constant for activation), then the rate constant for 
activation ka is given by: 
f 
k ,=K i -  (1) 
1 - f  
Given k,, then for any inactive G, the probability, P, of 
activation as a function of time is given by: 
P = 1 - exp( -kot )  (2) 
For a short time interval t = ~-, P can be equated with the 
probability that the inactive G 'sees' a receptor by being 
within an area 'covered' by n independent, perfectly effi- 
cient agonist-bound receptors during time ~-, wherein each 
receptor has moved some average radial distance, l: 
1= 4~UD~ 
With the assumption that the n receptors are uniformly 
distributed across the cell surface, the total 'area covered' 
may be assumed to be defined by the sum of n separate 
areas with radius l: 
a = nTrl 2 = nrr4D'r 
The probability that G is within this area is the fractional 
area of the cell thus 'covered': 
a nTr4D'c 
P 
acell ~'C 2 
n4 D'r 
P-  c2 (3) 
where c is the cell diameter. Equating eqs. (2) and (3): 
n4 D'c 
c2 - 1 -exp( -k~- )  
If c, n and k~ are known, then 
C 2 
D = 4nT(1 - exp( -k , ' r ) )  (4) 
where r is an arbitrarily short time scale used as a basis of 
the calculation. 
For the $49 cell, the EC50 for the 'non-switching' case 
of G activation corresponds to a 6-fold shift of the normal 
ECso (i.e., a shift from the 'switching' case, for which 
agonist binding frequency contributes to the response) 
from 10 nM to 60 nM [20]. This corresponds to a condition 
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in which k a is equal to k i (because f= 0.5), where 
activation is promoted by the mobility of 58 agonist-oc- 
cupied receptors (n), given K a for receptor binding = 2 
/zM and 2000 receptors total [20]. For k a = ka = 1.4 min- 1 
[32], n=58 and c=10 /zm [1], D=I0  -1° cm2/s is 
calculated from eq. (4). 
This equation differs slightly from the equation that can 
be derived from a previous analysis [20]: 
for which a random (rather than uniform) distribution of 
receptors was assumed, although Eq. 5 results in the same 
value of D for small ~-. 
In summary, given a known number of receptors that in 
the non-switching case can apparently 'cover' the surface 
of the cell sufficiently per unit time to promote a known 
fractional activity ( f )  of G, and given ki, then the required 
minimum value of D compatible with f can be calculated 
assuming perfectly efficient receptors, assuming a particu- 
lar relationship of the distance of receptor diffusion to the 
'area' thus covered, and assuming a particular relationship 
between f ,  k. and k i. 
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