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Abstract. The commercial availability of robots and voice-operated
smart devices such as Alexa or Google Home have some companies won-
dering whether they can replace some current human interactions by
using these devices. One such area of interaction is at the reception desk.
While both platforms can offer the necessary interaction features to take
on the task of an automated receptionist, the question remains as to
which platform actual visitors would prefer - body or no body? To this
end we created a receptionist agent that can receive visitors with an
appointment, presented as either an embodied robot or a disembodied
smart display. The agent uses common commercial products and ser-
vices, and was tested in a real-world environment with real visitors.
The results show no significant difference in visitor preference for
either platform.
Keywords: Human-robot interaction · Embodiment · Social agents ·
Dialogue management · Automated receptionist
1 Introduction
The user experience of people visiting bank branches has not changed much
since the inception of the savings bank. A customer enters, waits in line, and
states their needs to an employee. If it is a routine request the employee can help
directly and the visit ends there. For more important meetings the customer can
make a private appointment with a more specialised employee.
While over the years there has been little change in the bank visiting expe-
rience, ever-improving communication technology steadily reduced the need for
customers to visit the bank branch in person [18]. From telegraph, to telephone,
and now internet, increasingly secure and reliable channels allow many routine
actions to be performed without visiting the bank. Recent years have even given
rise to banks without any branches at all.
As more and more of the routine tasks are taken over by internet and mobile
banking applications, the few visits left become more and more important to
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both bank and client [21]. The decisions made during the visit could have a
large impact on the clients personal future. From the perspective of the bank, it
is one of the few times that it has direct face-to-face contact with the customer.
As such it is one of the few opportunities to deepen the relationship.
To make the most of these scarce moments of contact, some companies are
experimenting with new types of offices [8,9]. Some have replaced counters and
stuffy meeting rooms with sitting areas decorated to feel like small living rooms.
This is done in order to make a visitor feel welcome and at home. Similarly the
receptionist plays a huge role in the customer experience. Making the customer
be at ease and engaged and delivering a personalized experience is essential for
a good customer relationship [4].
Even when entering a building with such a homely atmosphere, customers
could still feel uncertain and uncomfortable if they are unfamiliar with the envi-
ronment. It is then paramount to engage with these visitors as soon as possible
to minimize those feelings [13]. Typically this is the role the receptionist fulfills.
With the recent advancements in robotics and AI, companies have been
experimenting with automated assistants and receptionists to further improve
customers experience [10,23]. The popularity of humanoid robots such as Soft-
bank’s Pepper [20] and smart displays such as Amazon Echo Show [1] make
these obvious candidates for automating a receptionist. Speech recognition and
generation capabilities allow for direct spoken dialogue between receptionist and
visitor, while the electronic nature of the receptionist allows for sending and
retrieval of relevant information in the background. With the wide variety of
capabilities of these technologies, it is important to investigate which of their
features contribute to an effective user experience when they are used as recep-
tionists. One of the most striking difference between the two above-mentioned
technologies is that a robot, such as Pepper has a humanoid robot body, while
others, such as Alexa, use only voice for the interaction. Given these differences,
especially with regard to the impact on deployment cost, it is important to
investigate how important it is to give an automated receptionist a body. The
availability of these tools raises the question of how important the embodiment
is when replacing a counter with an automated receptionist. That is, if, in a
real-life setting, we were to replace a reception desk with an automated agent,
how important is it to give the agent a body? More precisely we studied:
Research Question: To what extent does providing a body for an automated recep-
tionist contribute to a better user experience?
To this end we created a prototype agent that could handle receiving guests
who have appointments. It engages a visitor in a verbal dialogue based on
observed dialogues between receptionists and visitors. This agent was given two
different housings, a Pepper robot, and a smart display.
The prototype was tested in a real life setting at a recruitment office of ING, a
large international banking organization with its head office in the Netherlands.
Visitors were almost exclusively job applicants coming in for an interview. Upon
entry they were confronted with either a robot or a smart display. Their expe-
riences were analysed in order to determine the effect of a robot body on user
experience.
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2 Related Work
The value of physicality in interaction fascinated humans even before the inven-
tion of robots. Interactions with robots or avatars have been studied and com-
pared to other forms of communication. In these comparative studies some phys-
ical aspect of the robot is compared to virtual (visual) alternatives (for examples,
see [3,7,14,15,22,24]). In most cases the virtual agent is a digitized avatar of the
robot, so in essence an animation of the same robot on a screen.
The social settings studied vary from entertainment and games to informa-
tional and directive interactions. These are more extended tasks to the to the
task in this research. Some compare an information display to a robot where
a more traditional interface is put against a fully physical social robot. Hence,
the mode of interaction also differs between the two options. In contrast, the
present research takes an between path in which the interaction is performed
through spoken dialogue by all parties, but there is no graphic representation of
the assistant just a disembodied voice.
These comparisons are also generally studied in artificial lab scenarios. An
exception is Lee et al. [16], who studied interactions with a receptionist robot
by simple placing it in a busy area. The studies all reported a positive benefit
to the physical robot above the virtual in their dependent variable. Bainbridge
et al. and Lee et al. [3,15] listed more positive user ratings as a benefit.
Robots have been studied in real-world contexts, e.g., [6,17]. However, these
studies were not comparative in nature, but studied the feasibility of having
robots act effectively in the chosen situations. These studies have involved not
only highly specialised robots such as SAYA [12] and Telenoid [19], but also
commercial robots such as Nao, Pepper, Sophia [11] and Emiew3 [2].
To our knowledge, the present experiment is the first in which two automa-
tized receptionists, with body and no body options, welcomed participants in the
same experimental context which enables comparison of user experience with a
commercial robot and a commercial audio platform.
3 Research Design
To answer the research questions stated in Sect. 1, the experimental design
focuses on evaluation of the agent-user dialogue and user experience. Dialogue
evaluation relies on transcription logs and classification of the utterances by
human experts. User experience is measured by social robotics questionnaires
completed by the participants after the interaction.
3.1 Groups and Participants
The participants were all job applicants for positions ranging from technical to
human resources oriented. They were asked whether they wanted to participate
in the experiment at the invitation to the interview. Due to the sensitive nature
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of a job interview, participants were informed that participation was voluntary
and optional, and had no bearing on the interview.
Forty-six applicants agreed to participate in the experiment. 12 of the par-
ticipants were female and 34 were male. They were between 22 and 36 years of
age with an average age of 27.2. Five of the participants listed high school as
their highest completed education, two had received their PhD and thirty-nine
were university graduates.
For the experiment participants were divided into two groups. One group
interacted with the agent housed in a Pepper robot, the other with the agent
housed in the smart display setup. During interview days, the receptionist was
setup in the morning and all visitors for the day were received with the same
setup. All participants on the same day therefore encountered the same setup
and were placed in one of the two groups based on this. Data were not collected
from non-participants.
3.2 The Location
The experiment took place in an old farm remodeled as an office. Aside from
the bank’s human resource department, the building also houses the corporate
academy used for training recruits.
Fig. 1. Floor plan of the reception area.
All visitors enter the building through the main entrance at A and B, shown
in Fig. 1. A receptionist located at C receives guests here. Guests are directed to
a nearby area D to await an employee.
344 R. Wolter et al.
Fig. 2. Agent architecture Fig. 3. Reception dialogue states
For the experiment, the desk at C where the receptionist would normally
be sitting was removed. The human receptionist took seat nearby in area E to
answer the phone, but not interact with guests. One exception was that when
the agent had a fatal breakdown in the dialogue, it asked the visitor to wait
and notified the receptionist instead of a proper appointment contact with the
appropriate employee.
The agent housing was placed in front of the entrance at location J. A sign was
hung on a support beam next to it asking visitors to report to the robot or smart
display. The sign gave no instructions as to how this should be accomplished.
3.3 The Agent
The goals for the agent were twofold: First to be able to run different task-based
dialogues as needed and secondly to execute the same dialogue independent
of the hardware used. The agent is designed as a generic lightweight simple
dialogue system. Dialogues can be specified as a simple state machine in a simple
description format. This method was preferred above more advanced techniques
for its clear predictability and control.
The architecture follows the classical dialog system approach as shown in
Fig. 2. The pipeline is implemented as an asynchronous observable stream, each
component reacting to incoming messages and producing the next message in the
stream. The microphone and speaker plugins provide hardware specific hot spots
where the behaviour can be customized to the housing of the agent. Speech recog-
nition, language understanding and speech synthesis are wrapper components
linking to commercial cloud services for the related tasks. Dialogue management
implements a finite state machine-based execution environment for specifications
of states and events.
It is common for spoken dialogue hardware to have some form of speech
recognition and speech synthesis built-in. The quality of these pre-packaged solu-
tions varies. So as not to let the quirks of each system influence the results, the
designed agent skips the internal speech recognition, language understanding
and speech synthesis. Instead, the agent components make use of the Google
services for speech, dialogue flow and text-to-speech.
The dialogue manager handles incoming events, outgoing actions and session
storage. A specification creates mappings between events and one or more actions
based on the current state. Events include activation, semantic input as the
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result of the language understanding component, errors and timer notifications.
Actions can be semantic output, state transition, store input, clear store, and
execute plugin. One composite action is defined for selectively executing another
action based on an expression. Plugins contain domain specific code, mainly used
to communicate with external systems. This set of primitives creates a small
specification language sufficient to handle simple task-based dialogues.
3.4 Agent Housing
For this experiment two housings were used for the agent. One is a Softbank
Pepper robot and the other custom hardware representing the various smart
displays on the market such as Amazon Echo and Google Home. Both have
some lightweight plugins written for the specific requirements of the hardware.
In order to ensure that both setups would behave much the same and to
control for aspects such as pitch and gender in the experiment, the speech gen-
eration and speech synthesis used in both setups are the same. Only the bodily
behaviour differs between the setups.
Pepper. Pepper is a humanoid robot created by Softbank. It normally speaks
with a high pitched child-like voice and makes contextual gestures. To keep the
contextual gestures but speak in the agents (more mature) voice the plugin uses
the normal speaking method with volume set to zero, while at the same time
playing the audio stream generated by the agent. Audio from Pepper’s speakers
is directly streamed to the agent. In all other aspects, the default autonomous
life feature of Pepper was used.
Smart Display. A custom setup was created for the smart display. Commer-
cially available alternatives have closed-in aspects that allow direct streaming
of audio and voice information. This would prevent the use of the agent’s voice
components. The custom setup used instead a Raspberry Pi Model B with audio
capabilities. The plugins used are the generic Linux audio plugins for the agent.
3.5 Dialogue Specification
The model for the reception dialogue was based on a set of observations of human
receptionists in action. The receptionists were asked to perform their task as
normal while researchers observed. The conversations between receptionist and
guest were also recorded.
The result was a set of recordings that give a general idea of how a human
approaches this task. These recordings were transcribed and analysed to create
a model for the dialogue as the agent should perform it.
In the diagram, shown in Fig. 3, boxes represent states derived from the tran-
scripts. The sequence of events in the observed data always followed a fixed order.
First the receptionist greets the guest, then guest are asked whether they have
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an appointment, followed by asking for the guest’s name. Finally the receptionist
asks for the contact name, after which the contact is called and the contact’s
answer is announced.
The data set showed three possible variations of this order. Some guests
would tell the receptionist they had an appointment in response to the greeting,
by passing the appointment query state. Other guests mentioned the contact’s
name during the greeting, allowing the contact query state to be skipped. The
last variation combined the other two.
The “Greeting” state expects either a greeting intent or an appointment
intent for the user. The “Appointment”, “Guest” and “Contact” states query
the user for the specific information and store this in the session. The “Notify
Contact” state makes an external call and “Announce Result” state vocalizes the
contact response. These states do not expect any user interaction. The decision
state “Contact Known” is specified as a state handling only its activation events
with guards to differentiate for the data in the session. The waiting state resets
the session.
The model differs from the transcripts gathered from the human-human dia-
logues in one aspect. When notifying the contact the receptionist would pick up
the phone and call the contact. The guest could see and hear this activity. For
the dialogue system sending a message to the contact is silent and in the back-
ground, providing no clue to the guest as to what is going on. For this reason
the system announces to the guest that it will notify the contact.
Repair Strategies. In one transcript shows the guest walked by the reception-
ist while giving a greeting in passing. Because the initial model was based on
only a small set of dialogues, it is possible that a visitor could utter phrases the
system has not yet heard. This indicates the need for recovery strategies.
A number of recovery strategies have been identified over the years. These
range from repeating the question to giving full help information. Bohus et al. [5]
showed that humans mostly employ asking the user to repeat and briefly going
through the options of what the user could say.
The recovery strategy employed is a straightforward sequence of strategies. It
first asks the users to repeat themselves (AREP), then makes a short suggestion
of what to say (TYCS) and finally gives a more complete explanation of the
user’s options (YCS).
If all recovery actions (AREP, TYCS, YCS) fail to reach the intended result,
the conversation is considered to have broken down and the system executes the
fallback strategy. The fallback strategy is asking the guest to take a seat in the
waiting area and notifying an employee to handle the task in person.
The normal strategy described above is used for states that require impor-
tant information for the dialogue, such as appointment, guest and contact. A
state such as greeting is considered less critical and has a more lenient recov-
ery strategy in which the greeting is first repeated, if the system still does not
understand after that it simply moves on to the next state.
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3.6 Running the Experiment
The experiment ran for a total of 24 days. All participants were notified a week
before about the data collection for the experiment and gave permission for their
reception conversations to be recorded.
When a participant entered there was no other contact before engaging with
the setup. Participants were expected to figure out where and how to interact
with the setup on their own initiative. The only hint was a sign asking them
to present themselves to the setup. Researchers observed the interaction of the
participants with the setup. The agent automatically recorded and logged the
conversation.
After the participant had taken a seat in the waiting area, a researcher
approached the participant with the questionnaire. The employee contacts had
been asked to wait ten minutes before approaching the participant.
3.7 The Measures
The conversation logs contained the textual transcript of the conversation as
made by the agent, its’ internal decisions, as well as the entire audio file of the
conversation. The audio file was transcribed manually by a research assistant
and afterwards compared with the logs for error analysis.
The questionnaires, offered to the participants, consist of three parts. A
generic user experience part, namely “UX-questionnaire” [26], a part devoted
to the specifics of embodiment, namely the “AttrakDiff questionnaire” [25], and
a small number of open-ended questions.
The “UX-questionnaire” by Weiss and colleagues measures user experience
focusing on five dimensions: Emotion (EM), Embodiment (EB), Feeling of Secu-
rity (FoS), Human-oriented Perception (HOP), and Co-experience (COE). Each
factor is assessed with five statements which were rated on a 7-point Likert scale.
AttrakDiff is a validated standardized questionnaire to get general insight
on UX. This questionnaire is designed to measure four aspects: pragmatic qual-
ity of the system (PQ), hedonic quality identification (HQ-I), hedonic quality
stimulation (HQ-S), and attractiveness (ATT). PQ describes the usability of the
system. HQ-I is the extent to witch the user can identify with the system, and
HQ-S is the extent to witch the system can stimulate functions and interactions.
ATT describes the perceived quality of the system. This questionnaire consists
of word-pairs, e.g. disagreeable - likable. Participants rate on a 7-point Likert
scale, where negative word anchor is −3, and the positive anchor pole is 3.
Each of the two setups had its own version of the questionnaire, with the same
questions but with the descriptions changed to correctly describe the setup. For
the Pepper setup, the questions referred to “the robot”, while for the display
setup they referred to “the smart display”. In all other aspects the two versions
were exactly the same.
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4 Results
After the initial testing 46 participants were received by the two setups. Of these
43 successfully completed the interaction. The participants included 12 females
and 34 males and were between 22 and 36 years of age. In total 18 subjects (5
female, 13 male) interacted with the smart display setup, and 25 (5 female, 20
male) with the Pepper setup.
The error rate for all trials was 0.27. When normalized to the setups, the
robot’s rate was 0.32, while the smart display’s rate was 0.19. The overall recov-
ery rate was 0.94, 0.65 rate after one action, 0.87 after two actions, and 0.94
after the third action. During the course of the experiment, the fallback strategy
was executed three times, a 0.06 breakdown rate.
The results for the AttrakDiff questionnaire are presented in Table 1. The
values range from −3 to 3 in this scale; hence a mean value above 0 indicates a
positive view of the experience, while below 0 indicates a negative view. Overall,
the participants evaluated the experience as neutral and there were no significant
differences between the two setups.
For the UX-Questionnaire, the values range from 1 to 7. The higher the value,
the more positive the participants rated their experience. In this range 4.0 can
be considered neutral with values lower than that negative and higher values
positive. Table 2 shows a slight positive trend for “Feeling of Security” (FoS)
while “Co-experience” (CoE) can be considered slightly negative. Differences
between the robot setup and the smart display were not statistically significant.
5 Discussion
During the experiment 46 participants were received. These were serious appli-
cants for job positions who were invited for interview as part of the normal
operations of the human resources department. The procedure for the inter-
views was exactly the same as normal, except for their reception when entering
the building, where the experiment was performed. This setup was dependent
on the available pool of participants that were invited by the department.
Table 1. Results AttrakDiff
ATT HQI HQS PQ
Display Mean 0.532 0.357 0.873 0.794
Display S.D. 1.077 0.9754 1.030 0.8405
Robot Mean 0.362 0.259 1.167 0.490
Robot S.D. 0.8802 0.6564 0.7118 0.8619
t value −0.069 −0.334 0.855 −0.983
p value 0.945 0.7404 0.398 0.332
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Table 2. Results UX questionnaire
COE EB EM FoS HoP
Robot Mean 2.589 4.390 4.470 5.005 4.227
Robot SD 0.7614 0.8872 0.6400 0.8126 0.8486
Display Mean 3.069 4.111 4.306 4.733 4.589
Display SD 1.143 1.058 0.8250 0.7388 0.6668
t value −1.423 1.248 1.436 1.299 −1.076
p value 0.163 0.219 0.159 0.201 0.289
It is likely the participants were some form of stress during the experiment
as they had their interview afterwards. This may have some influence on the
results. We did not control for this variable. An topic requiring an appointment
at a financial institution is almost by definition also a high state meeting as it
likely involves a significant amount of financial resources. Therefore we made an
assumption the participants would yield results similar to the targeted audience.
This brings us to the next question of how participants experienced the two
platforms we tested. The questionnaire results show the users to be neither
extremely positive, nor extremely negative about their experience.
In the present user experience results, we did not find any significant differ-
ence between the two setups. Other researchers have reported better user ratings
for embodied agents [3,15]. We speculate the differences could be the result of the
interaction length (about 45 seconds), task related, and/or the limited number
of subjects. Looking at the magnitude of the effect further research with much
more participants would be needed. A conservative estimate indicated about
twenty times the current number is needed.
Such a followup would require a significant investment of time and money.
And while we would consider a conclusive answer to the question whether embod-
iment actually influences the user experience in a financial reception setting to
be valuable, other variables to be investigated could be considered at least as
valuable.
Another aspect to consider is that the two setups are far from equal in regard
to price. A single Pepper unit costs as much a hundred smart display units.
This combined with the uncertainty of the actual benefit of embodiment in this
context would make such an investment risky at best.
In addition, while the hardware may differ, the actual agent was the same for
both setups. This means further development of AI behind the agent is actually
independent of the physical representation. This gives us the opportunity to use
the inexpensive smart displays to test and experiment. In time, robots could
become much cheaper and reliable. Making the transition at that time should
still be possible as long as the hardware/software duality remains observed.
One intriguing possibility of the separation between hardware and software
is the effect of mobility on the user experience. As the software agent can switch
between robot and display for the experiment, it is also conceivable to switch
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between hardware on the fly during conversation. This would allow the agent to
be divorced from its fixed location in the lobby. The agent could move with the
user, jumping from hardware to hardware as needed.
A conversation with such a mobile agent could be structured completely
different from a fixed agent. It could behave more like an assistant or friend
guiding the user instead of a receptionist directing the user. In the end, perhaps
we are trying too hard to imitate the receptionist we know instead of finding our
own way with all the possibilities our technology offers.
6 Conclusions and Future Work
The experiment used a speech interface for interacting with users. While a lower
error rate would be preferable, the overall success rate indicates that the agent
can recover from these errors. This shows that technology and voice recognition
have evolved far enough to be completely viable even in a noisy environment
like a corporate lobby. Break-down in communication was rare and in most
cases could be recovered from by repeating the last communication. From the
users perspective the experience was neutral, neither positive, nor negative.
The main goal of the experiment was to test to what extent a body con-
tributes to a better user experience with an automated receptionist. A compar-
ison between the two setups indicated no significant difference in the reported
user experience between a smart display and a Pepper robot.
The results are inconclusive. This leaves us in uncertainty as to the actual
possible benefit of having a body. Given these results we can not recommend
investing in expensive Pepper units for commercial automated receptions at
scale at this time. The smart displays offer a viable alternative at much less cost
and risk. The display can be upgraded to actual robots at a later point in time
without serious loss of time and money.
Further research would be needed to reach a clearer picture on the actual
benefits of having a body. With the current research design this would take an
estimated period of 9 to 12 months assuming the same density of participants.
An other avenue to research would be the effect of agent mobility on the
user experience. Combining strategically located smart displays with users smart
phones could lead to a different reception experience altogether.
Aside from the mobility of the agent, a locale independent setup would need
to change conversation style from the current version. In this experiment it
mimics the actual conversation between a human receptionist and a guest. How
a conversation could be structured if it no longer followed human conventions
and limitations is a question that remains open.
One thing is clear, we have the technology to automate receptions and, at
least in regard to our participants, guest are willing to use an automated recep-
tion. Implementing an reception agent will alter an organisation. In the extreme
case of a fully mobile agent conventional lobbies and receptions desk may disap-
pear as receiving guest becomes an ambient task of the organisation as a whole.
The social impact of the could be far reaching and needs to be examined.
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