Abstract-Semantic relatedness means the degree of the nearness of two documents or two terms based on the sameness of their meaning or semantic contents. A method for computing semantic relatedness is crucial in the web mining applications such as search engine, recommendation systems and information retrieval systems, and also in the area of natural language processing. This paper proposes a new technique for measuring semantic relatedness between two terms. It uses Wikipedia as a source of structured world knowledge about the terms of interest while ontologies are used to retrieve the semantically related information in most systems. The proposed method used spreading activation approach over the taxonomy of Wikipedia categories to get the measures of semantic relatedness. Spreading activation strategy is a popular approach in associative retrieval. The proposed method is experienced with the benchmark dataset to show the comparison our approach with some existing approaches.
I. INTRODUCTION
IMILARITY of two terms is noted as the relatedness between them. Semantic relatedness refers to the degree of the nearness of two documents or two terms based on the sameness of their meaning or semantic contents. Determining semantic relatedness is crucial in the web mining applications such as search engine, recommendation systems and information retrieval systems, and also in the area of natural language processing such as word sense disambiguation, text classification and so on. Humans can easily judge whether the two words are closely related or not in some way. For example, people can decide that student and university are more related than student and car. How are seagulls related to the sea? For the people, marking the degree of the semantic relatedness of two different words can be done by drawing on the large amount of background knowledge about the concepts these terms define.
But it is a difficult task for the computer to determine this relatedness. So, to compute the semantic relatedness automatically by the computer, it must be provided the external source of the world knowledge.
Prior work on semantic relatedness made use of purely statistical techniques that did not use of background knowledge or on lexical resources that incorporate very limited knowledge about the world. A number of techniques such as the cosine similarity measure, Dice's coefficient and jaccard's index have been defined to compute this relatedness. Among these, the most widely applied similarity measure, the cosine similarity measure has been applied to content matching scenarios such as document matching, ontology mapping, document clustering, multimedia search, and as a part of web service matchmaking frameworks [1] . Many natural language processing tasks require external sources of lexical semantic knowledge such as Wordnet. Traditionally, these resources have been built manually by experts in a time consuming and expensive manner.
Wikipedia has recently provided a wide range of knowledge including some special proper nouns in different areas of expertise which is not described in WordNet. It also includes a large volume of articles about almost every entity in the world. Wikipedia provides a semantic network for computing semantic relatedness in a more structured fashion than a search engine and with more coverage than WordNet. And Wikipedia articles have been categorized by providing the taxonomy of categories. This feature provides the hierarchical structure or network. Wikipedia also provides articles link graph. So, many researchers have recently used Wikipedia as an active source of knowledge to measure semantic similarity.
In this paper, we propose a method to compute semantic relatedness using structured knowledge extracted from the English version of Wikipedia. In this method, the taxonomy of categories in Wikipedia is used as a semantic network by considering that every article in Wikipedia as a concept. Our system introduces spreading activation strategy over the network of Wikipedia categories to evaluate semantic relatedness.
The rest of the paper is organized as follows. Section 2 expresses about related semantic relatedness computing techniques based on Wikipedia. Section 3 describes Wikipedia taxonomy. Section 4 discusses about spreading activation strategy. Section 5 explains the proposed technique to compute semantic relatedness. Section 6 mentions experiment and evaluation to compare our method with existing semantic relatedness measuring methods that used Wikipedia and section 7 concludes.
II. RELATED WORK
The depth and coverage of Wikipedia has received a lot of attention from researchers who have used it as a knowledge source for computing semantic relatedness.
Explicit Semantic Analysis (ESA) [3] represents the meaning of texts in a high-dimensional space of concepts derived from Wikipedia. ESA uses machine learning techniques to explicitly represent the meaning of any text as a weighted vector of Wikipedia-based concepts. Assessing the relatedness of texts in this space amounts to comparing the corresponding vectors using conventional metrics (e.g., cosine). However, ESA does not use link structure and other structures knowledge from Wikipedia, although these contain valuable information about relatedness between articles.
Majid Yazdani et al. [4] build a network of concepts from Wikipedia documents using a random walk approach to compute distances between documents. Three algorithms for distance computation such as hitting/commute time, personalized page rank, and truncated visiting probability are proposed. Four types of weighted links in the document network such as actual hyperlinks, lexical similarity, common category membership and common template use are considered. The resulting network is used to solve three benchmark semantic tasks-word similarity, paraphrase detection between sentences, and document similarity by mapping pairs of data to the network, and then computing a distance between these representations.
Lu Zhiqiang et al. [5] uses snippets from Wikipedia to calculate the semantic similarity between words by using cosine similarity and tf-idf. The stemmer algorithm and stop words are also applied in the preprocessing the snippets from Wikipedia.
Behanam et al. [6] extracted the multi-tree for each entity from Wikipedia categories network. It uses multi-tree model to measure semantic similarity. This method gets the highest score in correlation among many state-of-the-art approaches. Similar to our approach, this method extracted the categories of each term except that it extracted the categories of pages to which the page of original term links. These extracted categories are marked as the child nodes of the multi-tree. Then combined two multi-trees and used multi-tree similarity algorithm to this combined tree to compute similarity.
Milne and Witten [7] measure semantic relatedness by using hyperlink structure of Wikipedia. Each article is represented by a list of its incoming and outgoing links. To compute relatedness, they use tf-idf using link counts weighted by the probability of each link occurring.
In WikiRelate [8] , the two articles corresponding to two terms are retrieved firstly. Then the categories related to these articles are extracted and map onto the category network. Given the set of paths found between the category pairs, Strube and Ponzetto compute the relatedness by selecting the shortest path and the path which maximizes information content for information content based measures.
Stephan Gouws et al. [9] propose the Target Activation Approach(TAA) and the Agglomerative Approach (AA) for computing semantic relatedness by spreading activation energy over the hyperlink structure of Wikipedia. Relatedness between two nodes can be measured as either 1) the ratio of initial energy that reaches the target node, or 2) the amount of overlap between their individual activation vectors by spreading from both nodes individually. The second method is adaptation of the Wikipedia Link-based Measure (WLM) approach to the one with using spreading activation.
Another method that uses web to compute the semantic similarity between words is proposed by Turney [10] . It defines a point-wise mutual information using the number of hits returned by Web search engine to recognize synonyms.
Among the existing methods, WikiRelate is very similar to our approach. We use the idea of Wikipedia taxonomy as in WikiRelate as a semantic network. The difference is that we compute semantic relatedness by spreading activation over the taxonomy while WikiRelate uses the shortest path length between two terms, information contents, and text overlap based on this taxonomy.
III. WIKIPEDIA TAXONOMY
The program is more proof of concept than production grade, enhancements and improvements are welcomed. The work described in this paper uses this taxonomy released on October 29, 2010 as a semantic network to compute semantic relatedness. 
IV. SPREADING ACTIVATION
Spreading activation is a method for searching associative networks, neural networks, or semantic networks. The search process is initiated by labelling a set of source nodes (e.g. concepts in a semantic network) with weights or "activation" and then iteratively propagating or "spreading" that activation out to other nodes linked to the source nodes. Most often these "weights" are real values that decay as activation propagates through the network. When the weights are discrete, this process is often referred to as marker passing. Activation may originate from alternate paths, identified by distinct markers, and terminate when two alternate paths reach the same node.
Spreading activation models are used in cognitive psychology to model the fan out effect. Spreading activation can also be applied in information retrieval, by means of a network of nodes representing documents and terms contained in those documents [12] .
Also it has proved a significant result in word sense disambiguation. In Wikipedia, the links between categories show association between concepts of articles and hence can be used as such for finding related concepts to a given concept. The algorithm starts with a set of activated nodes and, in each iteration, the activation of nodes is spread to associated nodes. The spread of activation may be directed by addition of different constraints like distance constraints, fan out constraints, path constraint, threshold. These parameters are mostly domain specific [13] . To compute semantic relatedness between two terms, firstly we extract the Wikipedia categories of each term. Then we use all these categories extracted as the child nodes of the category tree of Wikipedia and apply the spreading activation method to this category tree to get semantic relatedness value. The followings are the node input function, output function and function of semantic relatedness computing. The activation process is iterative. All the original nodes take their occurrences as their initial activation value. And the activation value of all the other nodes are initialized to zero if it is not included in the categories of two target words and initialized to one, otherwise. Every node propagates its activation to its parents. The propagated value (O j ) is the result obtained from a function of its activation level. Path length p is initialized to 1. After each propagation process, p is increased by one. The activation process is iterative to reach the maximum path length p max . After a certain number of path length (i.e., the maximum path length is reached), the highest activation value among the nodes that are associated with each of the original node is retrieved into a set Act = {A 1 , A 2 , …, A n+m }. Then the relatedness value is the average of the values from the Act set that is computed by using equation (3).
A. Distance Constraint and Decay Factor
In each iteration in spreading activation process, a node's activation value is multiplied by a decay factor(d), 0 < d < 1. This factor decays activation of each node exponentially in the path length. For example, with a path length of one, activation is decayed by d, with a path length of two, activation is decayed by d 2 , etc. This penalises activation transfer over longer paths. So, in the process of computing relatedness, we use this decay factor and another parameter called path length bounded by maximum path length, which limits how far activation can spread.
The following example shows the computation of semantic relatedness between two words, tennis and football. Firstly we assign d = 0.1. Then we extract categories of each word.
Categories of Tennis
Combined categories of two words (Tennis and Football),
Initial activation values for these categories,
The activation values of each categories after evaluating two iterations with equation (1), (2) and (3) (3). Therefore, the score of Semantic relatedness between Tennis and Football is 0.67. The higher the score, the more relatedness the two words have.
VI. EVALUATION
The scores produced by the systems of measuring semantic relatedness can be determined whether it is highly related or not by comparing their results with the human judgements. There are three popular datasets that are used in computing semantic relatedness between two terms. The proposed method is evaluated on the benchmark dataset, Rubenstein and Goodenough's (1965) (R&G) dataset.
We downloaded the XML format of Wikipedia articles that was released on December 01, 2012. We ignored the history, talk pages, user pages, etc. We also downloaded the Wikipedia taxonomy database which includes two tables supported by the project expressed in [11] . One of them is the category table with 473,639 categories and another is the taxonomy table which represents 995,863 links between categories. It was released on October 29, 2010. Figure 2 shows the performance of proposed method by the correlation between our results and human judgements from standard R&G's dataset. We computed the relatedness using maximum path length p max = 2 and decay factor d = 0.1, 0.15 and 0.2. From this experiment, we observed that we have the best result while using d = 0.1. 
A. Comparison To Alternative Methods
We evaluate our approach by comparing it to some methods described in the related work. The best score obtained by our method is shown in bold. From the experiment, we observed that the result of our method strongly depends on the decay factor. Table I shows the comparison between proposed method and three approaches-WikiRelate, PMI and the one that uses the snippets from Wikipedia -by their correlations with standard manually defined human judgments. Pearson correlation coefficient is used to obtain correlation between the results produced by the semantic relatedness computing methods and human ranking. Only the best measures obtained by the different approaches are shown.
Evaluating R&G's dataset, we see a consistent trend: our approach outperformed WikiRelate. WikiRelate used Wikipedia category taxonomy as in the proposed method to compute the semantic relatedness between two words. This approach calculated the semantic relatedness by using three measures: path based measures (lch and wup), information content based measures (res) and text overlap based measures.
Another measuring method (PMI) uses Pointwise Mutual Information to sort list of important neighbor words of the two words for computing semantic similarity between these two words. The correlation coefficient between PMI and R&G's human judgments is 0.534 that is quite less accurate than proposed approach.
The method which uses snippets from Wikipedia outperformed PMI. Our result is less accurate than that one while it is implementing with threshold (a) = 0.1. But, our result implemented with decay factor (d) = 0.1 can match its result with a=0. From the experiment, we have seen that our approach produced more accurate result while its result (0.597) is with threshold a=0.11.
By analyzing comparisons, we have seen that our proposed method can produce more accurate result than some methods such as WikiRelate and PMI. Moreover our result can match the one which uses Wikipedia snippets.
VII. CONCLUSION
In this paper, we proposed the new method for computing semantic relatedness by spreading activation over Wikipedia taxonomy. This method shows that the semantically related terms can be found with the help of Wikipedia, a large knowledge source. Our future work will be experimentation for the pair of phrases to calculate their semantic relatedness. We also can experiment the approach by using taxonomy modified lately. It will give the large coverage of categories. Hence we can get more accurate measure. The potential extension is in using the information retrieval system in order to produce the semantically related results for the user.
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