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Abstract— Video object detection (VID) has been vigorously
studied for years but almost all literature adopts a static
accuracy-based evaluation, i.e., average precision (AP). From
a robotic perspective, the importance of recall continuity and
localization stability is equal to that of accuracy, but the
AP is insufficient to reflect detectors’ performance across
time. In this paper, non-reference assessments are proposed
for continuity and stability based on object tracklets. These
temporal evaluations can serve as supplements to static AP.
Further, we develop an online tracklet refinement for improving
detectors’ temporal performance through short tracklet sup-
pression, fragment filling, and temporal location fusion.
In addition, we propose a small-overlap suppression to extend
VID methods to single object tracking (SOT) task so that a
flexible SOT-by-detection framework is then formed.
Extensive experiments are conducted on ImageNet VID
dataset and real-world robotic tasks, where the superiority of
our proposed approaches are validated and verified. Codes will
be publicly available.
I. INTRODUCTION
Background. As a temporal perception task, video object
detection (VID) is one of the main research areas in com-
puter vision and a fundamental tactic for robotic perception.
Over recent years, we have witnessed the development of
temporal object detection on ImageNet VID dataset [1]. As
the exclusive assessment, average precision (AP) has grown
from less than 50% [4] to over 80% [6].
Problem & motivation. Different from images, video frames
are interrelated on time series. Thus, almost all VID methods
leverage across-time information to improve detection perfor-
mance [5]–[13], but their metric AP only statically reflects
image-based accuracy, failing in across-time evaluation. We
deem that the AP would neglect some important character-
istics in VID.
As shown in Fig. 1 (a) and (b), besides false posi-
tive/negative captured by AP, defective cases of temporal
detection are subdivided into two-fold aspects:
• Recall continuity: As shown in Fig. 1 (a), transient
object recall induces short tracklet duration, whose du-
ration could only contain several frames. Additionally,
intermittent object missing forms tracklet fragments,
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Fig. 1. Defective detection and tracking cases. (a) Short tracklet duration
(yellow tracklet only contains 1 object while the length of green one is 2)
and tracklet fragment; (b) box center/size jitter (green dashed boxes denote
previous results); (c) siamese tracker needs an initial box from VID and is
prone to drift (tracking score is shown in the left-top); (d–g) AP can hardly
describe temporal recall/localization.
which could incur identity switch. We deem these
phenomena damage recall continuity in VID.
• Localization stability: As shown in Fig. 1 (b), box
center/size jitter frequently appears in modern object
detection, and slight pixel-level change could incur
considerable location jitter. It is conceived that this
phenomenon impairs localization stability in VID.
Compared to detection accuracy, continuity and stability are
equally important in robotic perception. Nevertheless, there
has been relatively little work studying these two problems
because the static evaluation system has difficulty in reflect-
ing them. That is, AP performs not so well on describing
detection continuity and stability. On one hand, although
it reports object recall/missing from a spatial perspective,
AP is insufficient for analysis of temporal classification. For
example, AP can hardly distinguish cases in Fig. 1 (d) and
(e), but (d) is relatively better as for robotic perception.
On the other hand, AP is also insufficient for localization
jitter since intersection-over-union (IoU) cannot describe the
direction of overlap. That is, AP is unable to discriminate
cases in Fig. 1 (f) and (g), but (f) is relatively better as for
temporal localization.
Above problems inspire us to develop a temporal evalua-
tion system for VID. We suggest a non-reference manner for
evaluation because 1) both continuity and stability are totally
unrelated to man-made labels; 2) the evaluation system
should be applied to various scenes (including but not limited
to datasets), and most robotic scenarios lack ground-truth
labels. As a relevant scope, multi-object tracking (MOT)
aims to associate object boxes across time [2], then object
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tracklets are produced. The tracklets from MOT exactly
reflect VID performance across time, but there has been
limited research on MOT-based VID analysis. This motivates
us to re-investigate VID approaches, then generally evaluate
and enhance detectors’ continuity/stability with MOT.
VID-MOT deals with multiple tracklets in the manner
of tracking-by-detection, but robotic perception also has
an imperative need of single object tracking (SOT) [3]. If
VID-MOT is directly leveraged for SOT, redundant com-
puting would incur high time consumption. Additionally,
researchers tend to exploit similarity-based SOT methods
[19]–[21]. However, as shown in Fig. 1 (c), similarity-based
SOT is independent from VID and has three-fold drawbacks:
1) it is prone to suffer tracking drift; 2) It cannot work
without initial box from VID [22]; 3) VID-SOT cascade
would highly increase model complexity [14]. All these
limitations are unfavorable for robotic perception, inspiring
us to extend VID methods towards SOT task.
Our work. In this paper, we firstly study temporal perfor-
mance on object detection. We pose transient and intermittent
object recall/missing as a problem of recall continuity, while
box center/size jitter is formulated as an issue of localization
stability. Further, performing favorably in robotic scenarios,
novel non-reference assessments are proposed based on
MOT rather than ground-truth labels. To this end, we modify
MOT pipeline to capture recall failure (i.e., object missing)
and design a Fourier approach for stability evaluation. In
addition, including short tracklet suppression, fragment fill-
ing, and temporal location fusion, online tracklet refinement
(OTR) is proposed to enhance VID continuity and stability.
The proposed OTR can be generally applied to any detector
in temporal tasks. Subsequently, we design small-overlap
suppression (SOS) for extending VID approaches to SOT
task, and thus SOT-by-detection is proposed. Compared to
VID task, the SOS is able to induce a faster inference speed
for SOT task. Compared to similarity-based SOT, the pro-
posed SOT-by-detection has advantages on free initialization
and flexibility. Our contributions are summarized as follows:
• Two VID problems are novelly analyzed from the
robotic perspective, i.e., continuity and stability, then
non-reference assessments are proposed for them. Our
assessments can make up the deficiency of traditional
accuracy-based evaluation.
• We propose an OTR to generally improve detection
continuity/stability. We also discuss how to solve these
problems with the detector itself to inspire future works.
• We propose an SOS to extend VID approaches to the
SOT task without the requirement of a similarity-based
SOT module. The proposed SOT-by-detection is flexible
for VID, MOT, and SOT tasks in robotic perception.
II. RELATED WORK
Temporal object detection. There are manifold ideas of
temporal detection, including 1) post-processing [5], 2)
tracking-based location [6]–[8], [14], 3) feature aggregation
[9]–[11], 4) batch-frame processing [12], 5) temporally sus-
tained proposal [13]. All these ideas are attractive in that
they can leverage temporal information for detection.
All above methods pursued high accuracy and followed
AP evaluation. However, detection continuity and stability
are equally important in robotic cases. AP considers static
accuracy based on detection recall rate and precision [15], but
it can hardly give a temporal evaluation for VID methods as
mentioned in Section I. Zhang and Wang proposed evaluation
metrics for VID stability and proved that the stability has
a low correlation with AP [23]. In detail, they formulated
the stability problem as fragment error, center position error,
and scale/ratio error. Their work was impressive but had two
limitations: 1) they ignored the problem of short tracklet
duration that was also an import situation in recall continuity;
2) their evaluation needed ground truth boxes, hampering
their metrics from extensive applications. Conversely, we
address these limitations and propose non-reference assess-
ments without the need of man-made labels.
Tracking metrics. Referring to [18], MOT metrics in-
cluded multi-object tracking accuracy (MOTA) and precision
(MOTP). MOTA synthesized false positive, false negative
and identity switch of detected objects while MOTP con-
sidered the static localization precision. Therefore, tracklet
fragment was captured by identity switch, but some other
tracklet characteristics were ignored (e.g., short tracklet
duration).
VOT used expect average overlap rate (EAO) for SOT
evaluation [3], including accuracy and robustness. Accuracy
was determined by static IoU, and the robustness described
tracking failure. After tracking failure captured by the eval-
uation process, the tracker would be initialized with ground
truth. EAO could describe tracking fragments, but it could
not give a comprehensive evaluation for multi-tracklets.
Tracking metrics (i.e., MOTA, MOTP, and EAO) are able
to describe temporal recall, but similar to AP, they are
insufficient for evaluating temporal localization. Moreover,
all existing evaluations are based on ground truth. In contrast,
we propose a Fourier approach to directly describe box jitter
without the need of labels.
Tracking-by-detection (i.e., MOT). MOT methods associate
detected boxes across time. For example, Bewley et al.
leveraged Kalman and Hungarian methods for fast MOT
[16]. Lu et al. exploited RNN for sequential modeling and
contrasted MOT approach with LSTM [17]. Almost all these
methods are based on VID, but the effect of MOT on VID
is usually ignored. Analytically, we report the MOT-based
VID evaluation and enhancement. In addition, we exploit
SOT-by-detection for flexible object perception.
Detection-SOT cascade. Detection and SOT are distinct in
their pipelines, and researchers tried to simultaneously lever-
age their advantages. Kang et al. used a tracking algorithm to
re-score detection results with around tracklets [8]. Kim et al.
combined a detector, a forward tracker, and a backward
tracker to perform tracking-detection refinement [14]. Feicht-
enhofer et al. simultaneously leveraged a two-stage detector
and a correlation filter to boost VID accuracy [6]. Luo et al.
formulated detection and tracking as a sequential decision
time
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Fig. 2. Problem formation. Object tracklets could suffer from short tracklet
duration (e.g., T2), fragments (e.g., T3), location jitter (e.g., T4).
problem, and processed a frame by either a siamese tracker
or a detector [7]. These methods complementally improved
tracking and detection, but their SOT model and detector
are independent so that high model complexity is usually
incurred. Instead of the model cascade, we design an SOS
to extend detection methods towards SOT task, producing
SOT-by-detection framework.
III. APPROACH
A. Non-Reference Assessments
Our assessments follow a reasonable assumption, i.e.,
object motion is smooth across time without high-frequency
location jitter or change of existence. We leverage a detector
and an MOT module to recall all object tracklets in a video.
In detail, any detector to be evaluated can be used for VID,
and we employ the IoU-based MOT tracker reported by [11]
to associate detected boxes. Unlike label-based evaluation,
we only focus on detected tracklets, because totally missed
tracklet does not impact continuity and stability.
As delineated in Fig. 2, a detector locates and classifies ob-
jects at each frame f . Each object has confidence score s, box
center cx, cy and size w, h. N tracklets {Tn|n = 1, 2, ..., N}
are produced after the whole video is processed by VID and
MOT. The video duration and tracklet duration are denoted
as tv, tn. The vertical axis of Fig. 2 describes cx, cy, w, or h.
Recall continuity. Object tracklets should have an appropri-
ate duration without interruption, and transient/intermittent
object recall/missing damages recall continuity. As for this
problem, we consider the impact of short tracklet duration
and tracklet fragment. Referring to Fig. 1 (a) and T2 in
Fig. 2, tracklets with short duration frequently appear in VID.
To capture them, we design extremely short duration error
(ESDE) and short duration error (SDE) with various duration
threshold as follows:
ESDE/SDE =
1
tv
N∑
n=1
(tn if tn < S else 0). (1)
If B is true, then (A if B else C) returns A; otherwise,
it returns C. In this paper, SESDE = 3, SSDE = 10, which
describe different degrees of short duration problem.
Fig. 1 (a) and T3 in Fig. 2 describe tracklet fragment
problem. Some MOT algorithms end a tracklet after a recall
failure. Conversely, we count the number of continuous recall
failure with Slost, and leave a Smaxlost -frame life duration for
each tracklet. That is, if a recall-failed tracklet is re-matched
by a box in consequent Smaxlost frames, the tracklet can be
kept. In this way, the total number of object missing om in
the whole tracklet can be captured, forming tracklet fragment
error (TFE) and fragmental tracklet ratio (FTR) as follows:
TFE =
N∑
n=1
omn/
N∑
n=1
tn
FTR =
1
N
N∑
n=1
(1 if omn > 0 else 0)
. (2)
TFE describes the ratio of object missing in tracklets,
while FTR gives the ratio of faulty tracklets. They are
complementary for tracklet fragment problem, i.e., a better
VID result should have lower TFE and FTR in the mean-
time. That is, there is a small number of object missing,
and object missing is concentrated in a small number of
tracklets. Note that these calculations are numerically small,
so a log transformation is used to enhanced contrast, i.e.,
log100(1 + 99 × α), where α represents ESDE, SDE, TFE,
or FTR. Finally, recall continuity error (RCE) is defined as
RCE = ESDE + SDE + TFE + FTR.
Localization stability. Object tracklets should be smooth in
localization, and box center/size jitter damages localization
stability (see Fig. 1 (b) and T4 in Fig. 2). We evaluate tempo-
ral stability in Fourier domain so that our approach can work
without labels. Time domain data p can be transformed to
Fourier domain by P = F(p), where p represents cx, cy, w,
or h. Thus, P contains frequency information of p, and we
extract frequency-related amplitude with P˜ = Abs(P ). Note
that each tracklet produces different frequency component
because of variable data length (i.e., tracklet duration). That
is, P˜ = {(qpk, Apk)}, qpk = k/t, k = {0, 1, ..., bt/2c}. Here,
q is the frequency set; t is tracklet duration; and A denotes
frequency-related amplitude. Based on Fourier analysis, cen-
ter jitter error (CJE) and size jitter error (SJE) are designed as
CJE = (103
N∑
n=1
∑
p∈{cx,cy}
btn/2c∑
k=1
qpn,kA
p
n,k)/
N∑
n=1
tn
SJE = (103
N∑
n=1
∑
p∈{w,h}
btn/2c∑
k=1
qpn,kA
p
n,k)/
N∑
n=1
tn
, (3)
Ultimately, localization jitter error LJE = CJE + SJE.
B. Online Tracklet Refinement
For enhancing recall continuity and localization stabil-
ity, we refine VID results based on tracklets. A new at-
tribute is used to describe tracklets, i.e., current duration
Sdur. Therefore, a tracklet can be formulated as T =
(D, ID, Slost, Sdur), where Sdur records tracklet duration at
each timestamp; Slost has been explained in Section III-A;
ID denotes tracklet identity; D is the object set in the tracklet
(i.e., {(s, cx, cy, w, h)}), and the length of D (i.e., Sobj)
cannot exceed Smaxobj = 5. That is, if Sdur > S
max
obj , only
the latest Smaxobj objects are preserved in D.
Short tracklet suppression. For suppressing short tracklets
and enhancing ESDE/SDE, we define a tracklet as reliable
tracklet if Sdur > SSDE , then boxes in unreliable tracklets
are suppressed. This manner is beneficial to continuity, and it
has two-fold effects on accuracy. Firstly, false positives could
be suppressed, because their recall is usually inconsecutive
across time so that a reliable tracklet is hard to form.
Secondly, false negatives could be produced since an object
would not be reported until it forms an SSDE-length tracklet.
Fragment filling. In terms of the fragment issue and
TFE/FTR, we make up object missing in a tracklet based on a
reasonable assumption, i.e., the object motion is uniform in
an extremely short duration (e.g., Smaxobj ). When a tracklet
suffers from a recall failure at the f th frame, its previ-
ous boxes {(cf−ix , cf−iy , wf−i, hf−i)|i = 1, 2, ..., Sobj} can
be used to predict current location. In detail, we first estimate
the velocity vp, i.e., vp = (
∑Sobj−1
i=1 p
f−i−pf−i−1)/(Sobj−
1), then the current location can be given as p = pf−1 + vp,
where p denotes cx, cy, w, or h.
Temporal location fusion. For location stability and
CJE/SJE, we add the object into its tracklet, then produce
a new location with weighted average. A geometric progres-
sion is contrasted with Ω = {ωl|l = 1, ..., 0.1}, where l is
an Sobj-length arithmetic progression. The normalized Ω is
utilized as the weight to merge {p|p ∈ D&D ∈ T }, and the
updated location can be formulated as pˆf =
∑Sobj
i=0 Ωip
f−i.
C. SOT-by-Detection
Small-overlap suppression. We promote VID model to
generate SOT result by propagating previous location bf−1 =
(cf−1x , c
f−1
y , w
f−1, hf−1) before non-maximum suppression
(NMS). Taking inspiration from NMS, we leverage IoU-
based suppression to this end. Referring to Algorithm 1, after
selection by confidence threshold, IoU between candidate
boxes and bf−1 is calculated, then candidate boxes with
small IoU (e.g., < Usos) are discarded. Next, tracking failure
would be reported if all boxes are suppressed by SOS. Subse-
quently, NMS is performed on the remaining boxes. Finally,
we select a box with IoU maximum as current SOT result bf .
Compared to the manner of IoU-based re-scoring, the SOS
does not affect confidence scores. In our opinion, confidence
score and IoU are two different properties of objects, where
confidence score describes object category while IoU reports
object motion. Thereby, the SOS-NMS is based on alternat-
ing confidence score and IoU, i.e., 1) discarding obviously
category-incorrect candidates with confidence threshold; 2)
discarding obviously motion-incorrect candidates using IoU
threshold; 3) discarding candidates without local maximum
of confidence score; 4) generating single object location with
IoU maximum. Note that SOS-NMS has a speed advantage
over NMS since a significant amount of candidate boxes are
suppressed by computationally efficient SOS.
SOT-by-detection framework. As shown in Fig. 3, the pro-
posed SOT-by-detection framework only adopts a detection
model, and an MOT branch is developed to search initial
Algorithm 1: SOS-NMS
Input: After selection by confidence threshold, boxes
B = {b1, ..., bm}, confidence scores
S = {s1, ..., sm}; previous tracked box bf−1;
SOS/NMS thresholds Usos, Unms
Output: Tracked box bf
begin
// SOS based on IoU ("+=/-="
denotes element add/removal)
Bsos = B;Ssos = S;Osos = iou(bf−1,B)
for (bi, si, oi) ∈ (Bsos,Ssos, IoUsos) do
if oi < Usos then
Bsos− = bi;Ssos− = si;Osos− = oi
// Inspection of tracking failure
if Bsos = empty then
return bf = empty
// NMS based on confidence score
Bnms = {};Snms = {};Onms = {}
while Bsos 6= empty do
idx = argmaxSsos
b = Bsosidx; s = Ssosidx ; o = Ososidx
Bnms+ = b;Snms+ = s;Onms+ = o
Bsos− = b;Ssos− = s;Osos− = o
for (bi, si) ∈ (Bsos,Ssos) do
if iou(b, bi) > Unms then
Bsos− = bi;Ssos− = si;Osos− = oi
// Selection of single box with IoU
idx = argmaxOnms
return bf = Bnmsidx
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Fig. 3. SOT-by-detection with our proposed SOS and OTR. The MOT
branch is designed to search initial box for SOT. Reliable tracklet is captured
by OTR, while SOT failure is captured by SOS. If no switch condition is
met, the previous behavior is continuously performed.
object location for SOT. We first define the condition of
MOT-SOT switch: 1) MOT is initially performed; 2) when
a reliable tracklet (i.e., Sdur > SSDE captured by OTR)
is found, the SOT branch is activated to track this reliable
tracklet. If there are several reliable tracklets, only one
would be tracked according to confidence score; 3) the MOT
branch is re-activated after SOT failure captured by SOS. In
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Fig. 4. Tracklet visualization for SSD. (a) The video snippet; (b) original tracklets; (c) refined tracklets with OTR; (d) original Fourier results; (e) Fourier
results with OTR. Colors differentiate ID and “×” denotes object missing at a time-stamp. A and q are defined in Section III-A).
terms of components, the MOT branch includes NMS, data
association, and OTR; the SOT branch contains SOS, NMS,
tracklet update, and OTR. For SOT, OTR only processes the
tracked tracklet. Remarkably, the SOT branch is faster than
the MOT branch becasue 1) SOS is able to highly reduce
NMS’s computational cost; 2) data association in the MOT
branch is usually time-consuming. The proposed SOT-by-
detection has three-fold advantages in SOT task: 1) There is
no need for man-made initial location; 2) confidence score
is more reliable than similarity score because of semantic
classification, so SOT-by-detection can capture tracker state
(e.g., tracking drift or failure) in a more reliable manner; 3)
complex detection-tracking cascade is avoid. Furthermore,
our proposed framework can be easily extended to 2-object
tracking, 3-object tracking, and so on.
IV. EXPERIMENTS AND ANALYSIS
Preliminary. We analyze real-time online detectors, i.e.,
SSD [24], RetinaNet [25], RefineDet [26], DRN [27], TSSD
[11], TRN, and TDRN [13]. The first four are static detectors
while the last three are temporal methods. These detectors
have close relation and inheritance, so we unveil the effects
of their designs on temporal performance based on our
metrics. In return, these evaluations can verify the effective-
ness of our assessments. SSD detects objects in a single-
stage manner [24]. Based on SSD, RetinaNet adopts feature
pyramid networks (FPN) to enhance shadow-layer receptive
field [25]. Based on RetinaNet, RefineDet introduces a two-
step regression to the single-stage pipeline [26]. Based on
RefineDet, DRN performs joint anchor-feature refinement
for detection [27]. Referring to Section II, there are 5 types
of VID approaches, but post-processing and tracking-based
methods actually adopt static detectors, and batch-frame
approaches can hardly work in real-world scenes, so we
analyze the methods with feature aggregation or temporally
sustained proposal. Based on SSD, TSSD uses attentional-
LSTM for aggregating visual features across time [11]. As
temporally sustained proposal approaches, TRN and TDRN
propagate refined anchors and feature offsets across time
TABLE I
CONTINUITY AND STABILITY EVALUATION OF SEVERAL EXISTING DETECTORS BASED ON THE PROPOSED NON-REFERENCE METRICS.
Method mAP Recall continuity Localization stability (ω = 10)ESDE SDE TFE FTR RCE CJE SJE LJE
w/o OTR
static methods
SSD [24] 0.630 0.062 0.234 0.320 0.246 0.862 0.242 0.334 0.576
RetinaNet [25] 0.656 0.060 0.250 0.350 0.283 0.943 0.236 0.317 0.553
RefineDet [26] 0.669 0.126 0.350 0.391 0.306 1.173 0.257 0.362 0.619
DRN [27] 0.694 0.114 0.330 0.389 0.312 1.145 0.248 0.346 0.594
temporal methods
TRN [13] 0.665 0.120 0.334 0.375 0.265 1.094 0.252 0.346 0.598
TDRN [13] 0.673 0.116 0.345 0.388 0.297 1.146 0.247 0.360 0.607
TSSD [11] 0.654 0.059 0.206 0.257 0.240 0.762 0.210 0.253 0.463
w/ OTR
SSD − 0.003 0.026 0.0 0.0 0.029 0.169 0.208 0.377
RetinaNet − 0.003 0.023 0.0 0.0 0.026 0.168 0.204 0.372
RefineDet − 0.004 0.037 0.0 0.0 0.041 0.173 0.212 0.385
DRN − 0.003 0.036 0.0 0.0 0.039 0.172 0.208 0.380
TRN − 0.003 0.030 0.0 0.0 0.033 0.171 0.209 0.380
TDRN − 0.004 0.031 0.0 0.0 0.035 0.170 0.218 0.388
TSSD − 0.003 0.029 0.0 0.0 0.032 0.159 0.180 0.339
based on RefineDet and DRN [13]. All these detectors are
trained and evaluated on ImageNet VID dataset [1]. Both
confidence threshold and NMS threshold are fixed as 0.5.
Ultimately, the merit of SOT-by-detection with TDRN as the
detector is verified in a real-world robotic grasping task.
A. Analysis on VID Continuity/Stability
Tracklet visualization. As shown in Fig. 4 (a), we use a
VID case with 9 object instances to visualize SSD detection.
Referring to Fig. 4 (b), SSD suffers from serious continuity
and stability problems. At the beginning of this video, a
vast number of object missing (i.e., × on curves) and short
tracklets (i.e., short curves and scattered points) appear due
to motion blur. Then, continuity problems appear again at the
end of the video owing to occlusion. For localization stabil-
ity, Fig. 4 (d) plots the amplitude of high-frequency compo-
nent (> 0.1 Hz) in Fourier domain. Numerically, ESDE =
0.448,SDE = 0.715,TFE=0.410,FTR = 0.619,RCE =
2.192,CJE = 0.264,SJE = 0.183,LJE = 0.447.
OTR is able to refine SSD results from the perspective of
tracklet. As shown in Fig. 4 (c), OTR eliminates all short
tracklets and fragments, and refined tracklets are smoother.
Referring to Fig. 4 (e), high-frequency amplitude in Fourier
domain is suppressed to some degree. As a result, ESDE =
0.0,SDE = 0.0,TFE = 0.0,FTR = 0.0,RCE = 0.0,CJE =
0.219,SJE = 0.142,LJE = 0.361.
Numerical evaluation. Referring to Table I, detectors are
evaluated with our proposed non-reference assessments on
VID validation set. The accuracy-best method is DRN with
69.4% mAP. However, there is low correlation between accu-
racy and continuity/stability. From static SSD and RetinaNet,
we observe that FPN improves localization stability since
spatial feature fusion. However, as for continuity, RetinaNet
performs worse than SSD since more hard objects can be
detected by RetinaNet. That is, detecting hard objects (e.g.,
small objects) can easily produce continuity problems, and
SSD is likely to completely miss them because of relatively
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Fig. 5. Plot of CJE/SJE vs. ω. ω = ∞ indicates that temporal location
fusion loses its effect.
low detection accuracy. Besides, the comparison between Re-
fineDet and RetinaNet indicates that anchor refinement im-
proves accuracy but induces more serious problems on con-
tinuity and stability, because anchor-feature mis-alignment
is exacerbated. Finally, DRN conducts joint anchor-feature
refinement to relieve RefineDet’s drawback, i.e., features are
relatively accurate for describing refined anchors. Thus, DRN
performs better than RefineDet on almost all metrics.
For temporal approaches, we draw readers’ attention to
three detector pairs, i.e., TRN vs. RefineDet, TDRN vs.
DRN, and TSSD vs. SSD, where the temporal detector is
extended from the static one. For TRN vs. RefineDet and
TDRN vs. DRN, temporal detectors obtain on par, sometimes
even worse, performance compared with static approaches.
Therefore, the design of temporally sustained proposal has an
ignorable effect on detection continuity/stability. In contrast,
TSSD performs better than SSD by a large margin on all
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Fig. 6. Plot of time consumption of NMS and SOS-NMS.
metrics, which validates the effectiveness of temporal feature
aggregation. That is, TSSD can smooth visual features across
time, and produces more temporally consistent results.
Based on OTR, all metrics can be effectively improved
for all tested approaches. OTR can totally eliminate fragment
problem by filling up recall failure, generating 0 TFE/FTR.
In terms of ESDE, SDE, CJE, and SJE, OTR also produces
substantially better results. Note that AP cannot be reported
with OTR, because MOT needs a relatively high confidence
threshold (e.g., 0.5) for data association while AP evaluation
usually uses a low threshold (i.e., 0.01).
We use Ω = {ωl|l = 1, ..., 0.1} to fuse current prediction
with location history, so ω controls the temporal location
fusion. We investigate ω = 1, 2, 5, 10, 20, 40, which in-
duces decay ratios of 1, 1.17, 1.44, 1.68, 1.96, 2.29 across
time. That is, small ω merges location information with
roughly equal weights, while large ω produces greater
weights for recent timestamps. Note that ω = ∞ means
temporal location fusion loses its effect. For example, Ω =
{0.437, 0.260, 0.155, 0.092, 0.055} when ω = 10, Sobj = 5.
Referring to Fig. 5, optimal ω ranges from 5 to 10, where
fusion ratio is suitable for localization stability.
B. SOT-by-Detection
Speed comparison of NMS and SOS-NMS. This test is
conducted with an Intel 2.20 GHz Xeon(R) E5-2630 CPU.
As plotted in Fig. 6, the SOS considerably reduces the time
consumption of candidate selection. NMS takes 2.30 ms
per frame, and SOS can highly reduce the box amount for
NMS with temporal information. As a result, SOS-NMS’s
time cost can be reduced to 0.69 ms per frame, and the
NMS part in SOS-NMS only takes 0.33 ms per frame when
SOS threshold ≥ 0.3. Thereby, when performing SOT based
on SOS, the VID model can achieve faster speed. In the
following experiments, SOS threshold is fixed as 0.3.
SOT-by-detection vs. siamese SOT. There lacks a dataset to
quantitatively evaluate SOT-by-detection and siamese SOT.
That is, siamese SOT cannot work on VID dataset (e.g.,
ImageNet VID [1]) because it cannot predict object category,
and VID model in SOT-by-detection cannot be trained with
a category-free SOT dataset (e.g., VOT [3]). Thus, we
qualitatively compare our method and a siamese tracker [21]
on ImageNet VID dataset. Firstly, SOT-by-detection has the
ability to search objects, i.e., MOT can provide an initial
localization for SOT. Then, siamese SOT is particularly
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Fig. 7. Comparison between SOT-by-detection and siamese SOT. If tow
boxes are highly overlapping, we slightly change their sizes for visualization.
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Fig. 8. SOT-by-detection in object grasping task. Based on an aquatic
robot, SOT-by-detection can provide robust visual information with flexible
detection and tracking for robotic navigation and grasping.
susceptible to unconscious tracking drift (as delineated in
Fig. 7 (a)). Finally, referring to Fig. 7 (b), SOT-by-detection
is able to capture tracking failure and conveniently re-activate
the MOT branch for object search (see the 3rd snapshot).
On the contrary, the siamese tracker always reports a similar
region, and it is unable to start a second tracking.
SOT-by-detection in robotics. This framework is potential
and flexible in robotic perception. For example, when a
mobile robot tries to grasp all objects in an area, the MOT
branch should firstly work for object search, i.e., perception
of object group. After a reliable tracklet is detected, the
SOT branch should work for elaborate perception of object
instance. At this time, other perception manners (e.g., mask,
depth, etc.) can be added for more object instance informa-
tion to guide this object grasping. If the target encounters
tracking failure, our proposed framework can immediately
capture this situation and give a convenient way to switch to
the MOT branch for object search.
As shown in Fig. 8, an autonomous aquatic robot is
developed for grasping marine products (e.g., echinus and
shell) on nature seabed. The test venue is located in Zhangzi-
dao, China. In this task, SOT-by-detection is competent in
detecting/tracking objects for robotic perception, and provide
flexible perception ability for object group/instance. Based on
SOT-by-detection, our robot is able to efficiently approach
and grasp targets. The experimental video is available at
https://youtu.be/9HG4JagAUpw.
C. Discussions
Detector-based improvement. This paper evaluates and en-
hances detection continuity and stability from the perspective
of MOT. Additionally, our evaluation indicates that temporal
performance is benefited from feature aggregation. On one
hand, spatial/scale smooth is effective (see RetinaNet vs.
SSD), and on the other hand, temporal fusion is more ef-
ficient (see TSSD vs. SSD). Thus, we advocate investigating
fusion approaches for improving continuity/stability from the
detector itself. For example, Besides RNN in TSSD, Zhu
et al. aggregated temporal features with flow-based motion
estimation [9], and Bertasius et al. leveraged the deformable
convolutions to constructed robust temporal features [10].
Limitation of SOT-by-detection. SOT-by-detection has ad-
vantages but it also has a limitation that it cannot deal with
unseen categories or object part. On one hand, similarity-
based SOT and SOT-by-detection are complementary. That
is, the similarity module focus on appearance similarity
while SOT-by-detection is dependent on category attribute
and motion information. Therefore, they can be reasonably
combined for addressing this problem. On the other hand,
we advocate solving this limitation with a combination of
online learning [28] and few-short learning [29].
V. CONCLUSION
This paper has dealt with detection continuity/stability
and SOT-by-detection for robotic perception. Firstly, we
analyze that AP has difficulty in reflecting temporal con-
tinuity/stability, and propose non-reference assessments to
evaluate them. The evaluation of recall continuity is based
on tracklet analysis and the localization stability problem is
captured by the Fourier method. Secondly, we design OTR
to enhance detection continuity/stability by short tracklet
suppression, fragment filling, and temporal location fusion.
Finally, SOS is proposed to extend VID methods towards
SOT task, and the SOT-by-detection is developed. With Im-
ageNet VID dataset, the effects of our methods are verified.
As a result, our non-reference assessments and OTR can
effectively deal with temporal performance in VID, and SOT-
by-detection plays an essential role in robotic perception.
We will enhance temporal performance with feature fusion
and improve SOT-by-detection by online learning.
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