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EDGEWORTH EXPANSIONS FOR WEAKLY DEPENDENT
RANDOM VARIABLES
KASUN FERNANDO AND CARLANGELO LIVERANI
Abstract. We discuss sufficient conditions that guarantee the existence of asymptotic
expansions for the CLT for weakly dependent random variables including observations
arising from sufficiently chaotic dynamical systems like piece-wise expanding maps, and
strongly ergodic Markov chains. We primarily use spectral techniques to obtain the
results.
1. Introduction
Let SN =
∑N
n=1Xn be a sum of weakly dependent random variables. We say that SN
satisfies the Central Limit Theorem if there are real constants A and σ > 0 such that
(1.1) lim
N→∞
P
(
SN −NA√
N
≤ z
)
= N(z)
where
N(z) =
∫ z
−∞
n(y)dy and n(y) =
1√
2πσ2
e−
y2
2σ2 .
An important problem is to estimate the rate of convergence of (1.1).
To this end, an asymptotic expansion, now commonly referred to as the Edgeworth
expansion, was formally derived by Chebyshev in 1859.
Definition 1. SN admits Edgeworth expansion of order r if there are polynomials
P1(z), . . . , Pr(z) such that
P
(
SN −NA√
N
≤ z
)
−N(z) =
r∑
p=1
Pp(z)
Np/2
n(z) + o
(
N−r/2
)
uniformly for z ∈ R.
Remark 1.1. It is an easy observation that order r Edgeworth expansion of SN , if it ex-
ists, is unique. Suppose {Pp(z)}p and {P˜p(z)}p, 1 ≤ p ≤ r are polynomials corresponding
to two Edgeworth expansions. Then,
r∑
p=1
Pp(z)
Np/2
n(z) =
r∑
p=1
P˜p(z)
Np/2
n(z) + o
(
N−r/2
)
.
Multiplying by
√
N taking the limit N →∞ we have P1(z) = P˜1(z). Therefore,
r∑
p=2
Pp(z)
Np/2
n(z) =
r∑
p=2
P˜p(z)
Np/2
n(z) + o
(
N−r/2
)
1
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Then, multiplying by N and taking N →∞, P2(z) = P˜2(z). Continuing this r times we
can conclude Pp(z) = P˜p(z) for 1 ≤ p ≤ r.
When Xi’s are independent and identically distributed (i.i.d.), it is known that the
order 1 Edgeworth expansion exists if and only if the distribution of X is non-lattice (see
[7]). Therefore the following asymptotic expansion for the Local Central Limit Theorem
(LCLT) for lattice random variables is also useful.
Definition 2. Suppose that Xn’s are integer valued. We say that SN admits a lattice
Edgeworth expansion of order r, if there are polynomials P0,d, . . . , Pr,d and a number A
such that
√
NP(SN = k) = n
(
k −NA√
N
) r∑
p=0
Pp,d((k −NA)/
√
N)
Np/2
+ o
(
N−r/2
)
uniformly for k ∈ Z.
Remark 1.2. As in remark 1.1, we can prove the uniqueness of this expansion. Because
Pp,d’s have finite degree, say at most q, choose N large enough so that SN has more than
q values. Then the argument in remark 1.1 applies mutatis mutandis.
During the 20th century, the work of Lyapunov, Edgeworth, Crame´r, Kolmogorov,
Esse´en, Petrov, Bhattacharya and many others led to the development of the theory of
asymptotic expansions of these two forms. See [11, 14] and references therein, for more
details.
In [2], weak (or functional) forms of Edgeworth expansions are introduced. These
expansions yield the asymptotics of E(f(SN)).
Let (F , ‖ · ‖) be a function space.
Definition 3. SN admits weak global Edgeworth expansion of order r for f ∈ F , if there
are polynomials P0,g(z), . . . Pr,g(z) and A (which are independent of f) such that
E(f(SN −NA)) =
r∑
p=0
1
N
p
2
∫
Pp,g(z)n(z)f
(
z
√
N
)
dz + ‖f‖ o (N−(r+1)/2) .
Definition 4. SN admits weak local Edgeworth expansion of order r f ∈ F , if there are
polynomials P0,l(z), . . . Pr,l(z) and A (which are independent of f) such that
√
NE(f(SN −NA)) = 1
2π
⌊r/2⌋∑
p=0
1
Np
∫
Pp,l(z)f(z)dz + ‖f‖ o
(
N−r/2
)
.
We also introduce the following asymptotic expansion which yields an averaged form
of the error of approximation.
Definition 5. SN admits averaged Edgeworth expansion of order r if there are polyno-
mials P1,a(z), . . . Pr,a(z) and numbers k,m such that for f ∈ F we have∫ [
P
(
SN −NA√
N
≤ z + y√
N
)
−N
(
z +
y√
N
)]
f(y)dy
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=
r∑
p=1
1
Np/2
∫
Pp,a
(
z +
y√
N
)
n
(
z +
y√
N
)
f (y) dy + ‖f‖ o (N−r/2) .
Remark 1.3. All of these weak forms of expansions are unique provided that F is dense
in C∞c with respect to ‖ · ‖∞. If there are two different weak global expansions with
polynomials {Pp,g} and {P˜p,g}, the argument in remark 1.1 yields,∫
Pp,g(z)n(z)f
(
z
√
N
)
dz =
∫
P˜p,g(z)n(z)f
(
z
√
N
)
dz
for all f ∈ C∞c which gives us the equality, Pp,g(z) = P˜p,g(z). The same idea works for
the other two expansions.
We have seen that these asymptotic expansions are unique. They also form a hierar-
chy. Because the dependencies among the expansions are independent of the abstract
setting we introduce in section 2, we postpone the discussion about this hierarchy to Ap-
pendix A. Due to this hierarchy, in the absence of one, others can be useful in extracting
information about the rate of convergence in (1.1).
Previous results on existence of Edgeworth expansions (see [8]) assumes independence
of random variables Xn. For many applications the independence assumption of random
variables is too restrictive. Because of this reason there have been attempts to develop
a theory of Edgeworth expansions for weakly dependent random variables where weak
dependence often refers to asymptotic decorrelation. See [4, 9, 13, 17, 18] for such
examples. The primary focus of these is the classical Edgeworth expansions introduced
in Definition 1 and Definition 2.
Except in [4], the sequences of random variables considered are uniformly ergodic
Markov processes with strong recurrent properties or processes approximated by such
Markov processes. In [4], the authors consider aperiodic subshifts of finite type endowed
with a stationary equilibrium state and give explicit construction of the order 1 Edge-
worth expansion. They also prove the existence of higher order classical Edgeworth
expansions under a rapid decay assumption on the tail of the characteristic function.
The goal of our paper is to generalize these results and to provide suffcient conditions
that guarantee the existence of Edgeworth expansions for weakly dependent random
variables including observations arising from sufficiently chaotic dynamical systems, and
strongly ergodic Markov chains. In fact, we introduce a widely applicable theory for both
classical and weak forms of Edgeworth expansions and significantly improve pre-existing
results. In section 2, we discuss these in detail.
The paper is organized as follows. In section 2, we introduce the abstract setting we
work on and state the main results on existence of Edgeworth expansions. In section 3,
we prove these results by constructing the Edgeworth polynomials using the character-
istic function and concluding that they satisfy the specific asymptotics. In section 4, we
relate the coefficients of these polynomials to moments of SN and provide an algorithm
to compute coefficients. A few applications of the Edgeworth expansions such as Local
Limit Theorems and Moderate Deviations, are discussed in section 5. In the last section,
we give examples of sequences of random variables for which our theory can be applied.
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These include observations arising from piecewise expanding maps of an interval, markov
chains with finitely many states and markov processes which are strongly ergodic.
2. Main results.
We assume that there is a Banach space B, a family of bounded linear operators
Lt : B→ B and vectors v ∈ B, ℓ ∈ B′ such that
(2.1) E
(
eitSN
)
= ℓ(LNt v), t ∈ R.
We will make the following assumptions on the family Lt.
(A1) t 7→ Lt is continuous and there exists s ∈ N and δ > 0 such that t 7→ Lt is s
times continuously differentiable for |t| ≤ δ.
(A2) 1 is an isolated and simple eigenvalue of L0, all other eigenvalues of L0 have
absolute value less than 1 and its essential spectrum is contained strictly inside
the disk of radius 1 (spectral gap).
(A3) For all t 6= 0, sp(Lt) ⊂ {|z| < 1}.
(A4) There are positive real numbers K, r1, r2 and N0 such that
∥∥LNt ∥∥ ≤ 1Nr2 for all t
satisfying K ≤ |t| ≤ N r1 and N > N0.
Remark 2.1.
1. In practice we check (A3) by showing that when t 6= 0, the spectral radius of
Lt is at most 1 and Lt does not have an eigenvalue on the unit circle. Because
the spectrum of a linear operator is a closed set this would imply that sp(Lt) is
contained in a closed disk strictly inside the unit disk.
2. Suppose (A4) holds. Let N1 > N0 be such that N
(r1−ǫ)/r1
1 > N0. Then, for all
N > N1,
‖LNt ‖ ≤ ‖(L⌈N
(r1−ǫ)/r1⌉
t )
N
ǫ/r1
1 ‖ ≤ ‖(L⌈N(r1−ǫ)/r1⌉t )‖N
ǫ/r1
1
≤ 1
⌈N (r1−ǫ)/r1⌉r2Nǫ/r11
for K ≤ |t| ≤ N r1−ǫ
≤ 1
N r2KN1
where KN1 =
r1−ǫ
r1
N ǫ/r1. Therefore fixing N1 large enough we can make r2KN1 as
large as we want. Hence, given (A4), by slightly decreasing r1, we may assume
r2 is sufficiently large.
3. Suppose (A1), (A2) and (A3) are satisfied with s ≥ 3. Then, [10, Theorem 2.4]
implies that there exists A ∈ R and σ2 ≥ 0 such that
(2.2)
SN −NA√
N
d−→ N (0, σ2).
Our interest is in SN that satisfies the CLT i.e. the case σ
2 > 0. In applications
we specify conditions which guarantee this. Therefore, in the following theorems
we always assume that σ2 > 0.
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Now we are in a position to state our first result on the existence of the classical
Edgeworth expansion for weakly dependent random variables.
Theorem 2.1. Let r ∈ N with r ≥ 2. Suppose (A1) through (A4) hold with s = r + 2
and r1 >
r−1
2
. Then SN admits the Edgeworth expansion of order r.
Next, we examine the error of the order 1 Edgeworth expansion in more detail. We
first show that the order 1 expansion exists if (A1) through (A3) hold with s = 3. Next,
we show that the error of approximation can be improved if (A4) holds.
Theorem 2.2. Suppose (A1) through (A3) hold with s ≥ 3. Then, the order 1 Edgeworth
expansion exists.
Theorem 2.3. Suppose (A1) through (A4) hold with s ≥ 4. Then,
P
(
SN −NA√
N
≤ z
)
= N(z) +
P1(z)
N1/2
n(z) +O
(
1
N s
)
where s = min
{
1, 1
2
+ r1
}
.
As one would expect, Theorem 2.3 shows that more precise asymptotics than the usual
o(N−
1
2 ) can be obtained when the characteristic function has better decay. Its proof
shows that the error depends mostly on the expansion of the characteristic function at
0. This is an indication that the error in Theorem 2.2 cannot be improved more than
by a factor of 1√
N
even when r1 is large.
In [4], analogous results are obtained for subshifts of finite type in the stationary case
and an explicit description of the first order Edgeworth expansion is given. Here, we
consider a wider class of (not necessarily stationary) sequences and give explicit descrip-
tions of higher order Edgeworth polynomials by relating the coefficients to asymptotic
moments. Also, we improve the condition
Hr : |E(eitSN )| ≤ K
(
1− c|t|α
)n
,
α(r − 1)
2
< 1, |t| > K
found in [4] by replacing it with (A4). In addition, this allows us to obtain better
asymptotics for the first order expansion.
We also extend the results on the existence of weak Edgeworth expansions for i.i.d.
random variables found in [2]. In section 6.1, we compare our results with the earlier
ones.
Before we mention these results, we define the space Fmk of functions. Put
Cm(f) = max
0≤j≤m
‖f (j)‖L1 and Ck(f) = max
0≤j≤k
‖xjf‖L1 .
Define
Cmk (f) = C
m(f) + Ck(f).
We say f ∈ Fmk if f is m times continuously differentiable and Cmk (f) <∞.
Theorem 2.4. Suppose (A1) through (A4) hold with s = r+2. Choose q ∈ N such that
q > r+1
2r1
. Then, for f ∈ F q+2r+1 , SN admits the weak local Edgeworth expansion of order r.
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Theorem 2.5. Suppose (A1) through (A4) hold with s = r+2. Choose q ∈ N such that
q > r+1
2r1
. Then, for f ∈ F q+20 , SN admits the weak global Edgeworth expansion of order
r.
In Theorem 2.4 and Theorem 2.5, f is required to have at least three derivatives in
order to guarantee the integrability of Fourier transforms of f and its derivatives. In
addition to (A1) through (A4), if we have,
(A5) There exists α > 0 and N1 such that ‖LNt ‖ ≤ Ctα for |t| > N r1 for N > N1.
then we can improve this assumption to f having only one continuous derivative.
Theorem 2.2*. Suppose (A1) through (A5) hold with s = r + 2 and α > r+1
2r1
for
sufficiently large N . Then, for f ∈ F 1r+1, SN admits the weak local Edgeworth expansion
of order r.
Theorem 2.3*. Suppose (A1) through (A5) hold with s = r + 2 and α > r+1
2r1
for
sufficiently large N . Then, for f ∈ F 10 , SN admits the weak global Edgeworth expansion
of order r.
The proofs of these theorems are minor modifications of the proofs of the previous
two theorems. This is described in remark 3.2.
The next theorem gives sufficient conditions for the existence of the averaged Edge-
worth expansion.
Theorem 2.6. Suppose (A1) through (A4) hold with s = r+2. Choose q ∈ N such that
q > r
2r1
. Then, SN admits the averaged Edgeworth expansion of order r for f ∈ F q0 .
We note that for integer valued random variable assumptions (A3) and (A4) cannot
hold since the characteristic function of SN is 2π-periodic. Therefore we replace (A3)
by,
(˜A3) When t 6∈ 2πZ, sp(Lt) ⊂ {|z| < 1} and when t ∈ 2πZ, sp(Lt) ⊂ {|z| < 1} ∪ {1}.
Also, because of periodicity of the characteristic function, an assumption similar to (A4)
is not required.
The following theorem provides conditions for the existence of asymptotic expansions
for the LCLT for weakly dependent integer valued random variables. A similar result
for Xn’s that are Zd-valued, is obtained in [19]. Compare with Proposition 4.2 and 4.4
therein.
Theorem 2.7. Suppose Xn are integer valued, (A1), (A2) and (˜A3) are satisfied with
s = r + 2. Then SN admits the order r lattice Edgeworth expansion.
3. Proofs of the main results
Here we prove the main results of the paper. From now on we work in the setting
described in section 2.
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Proof of Theorem 2.1. We seek polynomials Pp(x) with real coefficients such that
(3.1) P
(
Sn − nA√
n
≤ x
)
−N(x) =
r∑
p=1
Pp(x)
np/2
n(x) + o
(
n−r/2
)
.
Once we have found suitable candidates for Pp(x) we can apply the Berry-Esseen in-
equality,
(3.2) |Fn(x)− Er,N(x)| ≤ 1
π
∫ T
−T
∣∣∣∣∣ F̂n(t)− Êr,n(t)t
∣∣∣∣∣ dt+ C0T ,
where
Fn(x) = P
(
Sn − nA√
n
≤ x
)
, Er,n(x) = N(x) +
r∑
p=1
Pp(x)
np/2
n(x),
and C0 is independent of T . We refer the reader to [8, Chapter XVI.3] for a proof of
(3.2). What follows is a formal derivation of Pp(x). Later, we will use (3.2) along with
other estimates to prove (3.1).
It follows from (A1), (A2) and classical perturbation theory (see [15, IV.3.6 and
VII.1.8]) that there exist δ > 0 such that for |t| ≤ δ, Lt has a top eigenvalue µ(t)
which is simple and the remainder of the spectrum is contained in a strictly smaller
disk. One can express Lt as
(3.3) Lt = µ(t)Πt + Λt
where Πt is the eigenprojection to the top eigenspace of Lt and Λt = (I−Πt)Lt. Because
ΛtΠt = ΠtΛt = 0, iterating (3.3), we obtain
Lnt = µn(t)Πt + Λnt .
Using (A3) and compactness, there exist C (which does not depend on n and t) and
0 < r < 1 such that ‖Λnt ‖ ≤ Crn for all |t| ≤ δ. By (2.1),
(3.4) E(eitSn/
√
n) = µ
( t√
n
)n
ℓ
(
Πt/√nv
)
+ ℓ
(
Λnt/√nv
)
.
Now, we focus on the first term of (3.4). Put
(3.5) Z(t) = ℓ(Πtv).
Then, substituting t = 0 in (3.4) yields 1 = Z(0) + ℓ(Λn0v). Also, we know that
limn→∞ ‖Λn0v‖ = 0. This gives limn→∞ ℓ(Λn0v) = 0. Therefore, Z(0) = 1 and Z(t) 6= 0
when |t| < δ. Also, this shows that ℓ(Λn0v) = 0 for all n. Next, note that t 7→ µ(t)
and t 7→ Πt are r + 2 times continuously differentiable on |t| < δ (see [15, IV.3.6 and
VII.1.8]). Therefore, Z(t) is r + 2 times continuously differentiable on |t| < δ.
Now we are in a position to compute Pp(x). To this end we make use of ideas in
[8, Chapter XVI] (where the Edgeworth expansions for i.i.d. random variables are con-
structed) and [10] (where the CLT is proved using Nagaev-Guivarc’h method).
Consider the function ψ such that,
log µ
( t√
n
)
=
iAt√
n
− σ
2t2
2n
+ ψ
( t√
n
)
⇐⇒ µn
( t√
n
)
= e
inAt√
n
−σ2t2
2 exp
(
nψ
( t√
n
))
.
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where A = lim
n→∞
E
(
Sn
n
)
is the asymptotic mean and σ2 = lim
n→∞
E
([
Sn−nA√
n
]2)
is the asymp-
totic variance. (For details see section 4.)
By (3.4) we have,
(3.6) E(eit
Sn−nA√
n ) = e−
σ2t2
2 exp
(
nψ
( t√
n
))
Z
( t√
n
)
+ e
− inAt√
n ℓ
(
Λnt√
n
v
)
Notice that ψ(0) = ψ′(0) = 0 and ψ(t) is r+2 times continuously differentiable. Now,
denote by t2ψr(t) the order (r + 2) Taylor approximation of ψ. Then, ψr is the unique
polynomial such that ψ(t) = t2ψr(t) + o(|t|r+2). Also, ψr(0) = 0 and ψr is a polynomial
of degree r. In fact, we can write ψ(t) = t2ψr(t) + t
r+2ψ˜r(t) where ψ˜r is continuous and
ψ˜r(0) = 0. Thus,
exp
(
nψ
(
t√
n
))
= exp
(
t2ψr
( t√
n
)
+
1
nr/2
tr+2ψ˜r
( t√
n
))
.
Denote by Zr(t) the order−r Taylor expansion of Z(t) − 1. Then, Zr(0) = 0 and
Z(t) = 1+Zr(t)+t
rZ˜r(t) with twice continuously differentiable Z˜r(t) such that Z˜r(0) = 0.
Then, to make the order n−j/2 terms explicit, we compute:
e
σ2t2
2 µn
( t√
n
)
Z
( t√
n
)
= e
σ2t2
2 µn
( t√
n
)
exp logZ
( t√
n
)
= exp
(
t2ψr
( t√
n
)
+
1
nr/2
tr+2ψ˜r
( t√
n
)
−
r∑
k=1
(−1)k+1
k
[
Zr
( t√
n
)]k
− 1
nr/2
trZr
( t√
n
))
= 1 +
r∑
m=1
1
m!
[
t2ψr
( t√
n
)
−
r∑
k=1
(−1)k+1
k
[
Zr
( t√
n
)]k]m
+
1
nr/2
tr+2ψ˜r
( t√
n
)
− 1
nr/2
trZr
( t√
n
)
+ tr+1O(n− r+12 )
=
r∑
k=0
Ak(t)
nk/2
+
tr
nr/2
ϕ
( t√
n
)
+ tr+1O(n− r+12 )(3.7)
where A0 ≡ 1, ϕ(t) = t2ψ˜r(t) − Zr(t) is continuous and ϕ(0) = 0. Here Zr is the
remainder of logZ(t) when approximated by powers of Zr. Next write,
Qn(t) =
r∑
k=1
Ak(t)
nk/2
.(3.8)
Notice that
(3.9) Ak and k have the same parity.
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This can be seen directly from the construction, because we collect terms with the same
power of n−1/2, ψr and Zr are a polynomial in t√n with no constant term and we take
powers of t2ψr(t) and Zr(t), the resulting Ak will contain terms of the form cst
2s+k.
We claim that,
∫
|t|<δ√n
∣∣∣∣µn
(
t√
n
)
Z
(
t√
n
)− e− t2σ22 − e− t2σ22 Qn(t)
t
∣∣∣∣ dt(3.10)
=
∫
|t|<δ√n
e−
t2σ2
2
∣∣∣∣exp
[
nψ
(
t√
n
)
+ logZ
(
t√
n
)]− 1−Qn(t)
t
∣∣∣∣ dt
= o
(
n−r/2
)
.
We note that from the choice of Qn,
exp
[
nψ
(
t√
n
)
+ logZ
(
t√
n
)]− 1−Qn(t)
t
=
1
nr/2
(
tr−1ϕ
( t√
n
)
+ trO(n− r+12 ))
where ϕ(t) = o(1) as t → 0. As a result, for all ε > 0 the integrand of (3.10) can be
made smaller than ε
nr/2
(tr−1 + tr)e−
t2σ2
2 by choosing δ small enough. This proves the
claim.
Even though the following derivation is only valid for |t| < δ√n, once the polynomial
function Qn(t) is obtained as above, we can consider it to be defined for all t ∈ R.
Suppose |t| ≤ δ. From classical perturbation theory (see [15, Chapter IV] and [13,
Section 7]) we have
(3.11) Λnt =
1
2πi
∫
Γ
zn(z − Lt)−1 dz
where Γ is the positively oriented circle centered at z = 0 with radius ε0. Here ε0 is
uniform in t and 0 < ε0 < 1. Now,
Λnt − Λn0 =
1
2πi
∫
Γ
zn[(z − Lt)−1 − (z − Lt)−1] dz
=
1
2πi
∫
Γ
zn[(z − L0)−1(Lt −L0)(z − Lt)−1] dz.
Because Lt − L0 = O(|t|) we have that Λ
n
t −Λn0
|t| = O(εn0 ). ℓ ∈ B′ and ℓ(Λn0v) = 0 implies
that ∫
|t|<δ√n
∣∣∣∣e−
inAt√
n ℓ(Λn
t/
√
n
v)
t
∣∣∣∣ dt = ∫|t|<δ√n
∣∣∣∣e−
inAt√
n ℓ(Λn
t/
√
n
v − Λn0v)
t
∣∣∣∣ dt
≤ C
∫
|t|<δ
∣∣∣∣Λnt − Λn0t
∣∣∣∣ dt = O(εn0 ).
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This decays exponentially fast to 0 as n→∞. This allows us to control the second term
in the RHS of (3.4). Combining this with (3.10) we can conclude that,
(3.12)
∫
|t|<δ√n
∣∣∣∣∣E(eit
Sn−nA√
n )− e− t2σ22 − e− t2σ22 Qn(t)
t
∣∣∣∣∣ dt = o(n−r/2).
Observe that,
(it)ke−
σ2t2
2 =
1√
2πσ2
̂dk
dtk
e−
t2
2σ2 =
d̂k
dtk
n(t)
where f̂(x) =
∫
e−itxf(t) dt is the Fourier transform of f . Therefore,
(3.13) Rj(t)n(t) =
1√
2πσ2
Aj
(
−i d
dt
)[
e−
t2
2σ2
]
.
Then, the required Pp(x) for p ≥ 1, can be found using the relation,
(3.14) n(x)Rp(x) =
d
dx
[
n(x)Pp(x)
]
.
For more details, we refer the reader to [8, Chapter XVI.3,4].
Given ε > 0, choose B > C0
ε
where C0 is as in (3.2). Let r ∈ N. Then we choose
polynomials Pp(x) as described above. Then, from (3.2) it follows that,
|Fn(x)− Er,n(x)| ≤ 1
π
∫ Bnr/2
−Bnr/2
∣∣∣∣∣E(eit
Sn−nA√
n )− e− t2σ22 (1 +Qn(t))
t
∣∣∣∣∣ dt+ C0Bnr/2
≤ I1 + I2 + I3 + ε
nr/2
where
I1 =
1
π
∫
|t|<δ√n
∣∣∣∣∣E(eit
Sn−nA√
n )− e− t2σ22 (1 +Qn(t))
t
∣∣∣∣∣ dt
I2 =
1
π
∫
δ
√
n<|t|<Bnr/2
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt
I3 =
1
π
∫
|t|>δ√n
e−
t2σ2
2
∣∣∣∣1 +Qn(t)t
∣∣∣∣ dt.
From (3.10) we have that I1 is o(n
−r/2). Because our choice of ε > 0 is arbitrary the
proof is complete, if I2 and I3 are also o(n
−r/2). These follow from (3.16), (3.17) and
(3.15) below.
It is easy to see that, ∫
|t|>δ√n
e−
t2σ2
2
∣∣∣∣1 +Qn(t)t
∣∣∣∣ dt = O(e−cn)(3.15)
for some c > 0. Thus, we only need to control,
I2 =
∫
δ
√
n<|t|<Bnr/2
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt
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=
∫
δ
√
n<|t|<δ√n
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt+ ∫
δ
√
n<|t|<Bnr/2
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt
where δ > max{δ,K} with K as in (A4).
By (A3) the spectral radius of Lt has modulus strictly less than 1. Because t 7→ Lt is
continuous, for all p < q, there exists γ < 1 and C > 0, such that ‖Lmt ‖ ≤ Cγm for all
p ≤ |t| ≤ q for sufficiently large m. Then using (2.1) for sufficiently large n we have,∫
δ
√
n<|t|<δ√n
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt ≤ 1δ√n
∫
δ
√
n<|t|<δ√n
‖Lnt/√n‖ dt ≤
Cγn√
n
.(3.16)
This shows that the integral converges to 0 faster than any inverse power of
√
n. Next
for sufficiently large n,∫
δ
√
n<|t|<Bnr/2
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt ≤ 1δ√n
∫
δ
√
n<|t|<Bnr/2
|ℓ(Lnt/√nv)| dt(3.17)
≤ 2Bn
r/2
δnr2+1/2
‖ℓ‖‖v‖
= Cn
r−1
2
−r2 = o(n−r/2).
The second inequality is due to assumption (A4) i.e. ‖Lnt/√n‖ ≤ 1nr2 where r2 > r−12
(we can assume r2 >
r−1
2
for large n due to Remark 2.1) and K ≤ δ < |t|√
n
< Bn
r−1
2 ≤ nr1
for n ∈ N with nr1− r−12 ≥ B. 
The proof of Theorem 2.2 follows the same idea. We include its proof for completion.
Proof of Theorem 2.2. Because (A1) through (A3) hold with s ≥ 3, we have (3.7) where
ϕ is continuous, ϕ(0) = 0 and r = 1. Given ε > 0, choose B > C0
ε
. Then,
|Fn(x)− E1,n(x)| ≤ 1
π
∫ B√n
−B√n
∣∣∣∣∣E(eit
Sn−nA√
n )− e− t2σ22 (1 +Qn(t))
t
∣∣∣∣∣ dt+ C0B√n
≤ I1 + I2 + I3 + ε
B
√
n
.
Because, ϕ(t) = o(1) as t→ 0 and
exp
[
nψ
(
t√
n
)
+ logZ
(
t√
n
)]− 1−Q1(t)
t
=
1√
n
ϕ
( t√
n
)
+ tO
( 1
n
)
we have that,
I1 =
∫
|t|<δ√n
∣∣∣∣E(eitSn−nA√n )− e− t
2σ2
2 − e− t2σ22 Q1(t)
t
∣∣∣∣ dt = o(n−1/2).
Also, I3 = O(e−cn). Finally, because of (A3) there is γ < 1 such that,∫
δ
√
n<|t|<B√n
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt = ∫
δ<|t|<B
∣∣∣∣E(eitSn)t
∣∣∣∣ dt ≤ C sup
δ≤|t|≤B
‖Lnt ‖ ≤ Cγn
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Combining these estimates we have the result. 
A slight modification of the previous proof gives us the proof of Theorem 2.3. Higher
regularity assumption gives us better asymptotics near 0 and the assumption on the
faster decay of the characteristic function gives us more control in the mid range.
Proof of Theorem 2.3. Because (A1) through (A4) hold with s ≥ 4, we have (3.7) where
ϕ is C1, ϕ(0) = 0 and r = 1. Then,
|Fn(x)− E1,n(x)| ≤ 1
π
∫ n1/2+r1
−n1/2+r1
∣∣∣∣∣E(eit
Sn−nA√
n )− e− t2σ22 (1 +Qn(t))
t
∣∣∣∣∣ dt+ C0n1/2+r1
≤ I1 + I2 + I3 + C0
n1/2+r1
Because, ϕ
(
t√
n
) ∼ t√
n
near 0 and
exp
[
nψ
(
t√
n
)
+ logZ
(
t√
n
)]− 1−Q1(t)
t
=
1√
n
ϕ
( t√
n
)
+ tO
( 1
n
)
we have that,
I1 =
∫
|t|<δ√n
∣∣∣∣E(eitSn−nA√n )− e− t
2σ2
2 − e− t2σ22 Q1(t)
t
∣∣∣∣ dt = O( 1n).
Also, I3 = O(e−cn). As before, (3.16) holds for δ > max{δ,K}.
‖Lnt ‖ ≤ 1nr2 where K ≤ δ < |t| < nr1 .∫
δ
√
n<|t|<n1/2+r1
∣∣∣∣E(eitSn/
√
n)
t
∣∣∣∣ dt = ∫
δ<|t|<nr1
∣∣∣∣E(eitSn)t
∣∣∣∣ dt ≤ Cnr1−r2+ 12
Because r2 can be made arbitrarily large by choosing n large enough, I2 = O
(
1
n
)
.
Therefore,
|Fn(x)− E1,n(x)| = O
( 1
ns
)
where s = min
{
1, 1
2
+ r1
}
and we have the required conclusion. 
Remark 3.1. In the proof above, I1 gives the contribution to the error from the expansion
of the characteristic function near 0. This dominates when r1 ≥ 12 .
Weak forms of Edgeworth expansions are discussed in detail in [2]. We adapt the ideas
found in [2] to our proofs of Theorems 2.4 and 2.5. One key difference is the requirement
on f to have two more derivatives than required in [2]. This compensates for the lack of
control over the tail of the characteristic function of SN . In fact, it is enough to assume
1 + α more derivatives. But to avoid technicalities we stick to the stronger regularity
assumption. In the i.i.d. case, as shown in [2], a Diophantine assumption takes care of
this. See section 6.1 for a detailed discussion of the i.i.d. case.
DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  
EDGEWORTH EXPANSIONS 13
Proof of Theorem 2.4. Recall that f̂(t) =
∫
e−itxf(x) dx and pick A as in (2.2). Then
by Plancherel theorem,
E(f(Sn − nA)) = 1
2π
∫
f̂(t)E(eit(Sn−nA)) dt(3.18)
=⇒ √nE(f(Sn − nA)) = 1
2π
∫
f̂
(
t√
n
)
E(eit
Sn−nA√
n ) dt.
We first estimate RHS away from 0. Fix small δ > 0. (A particular δ is chosen later.)
Notice that for all δ ≤ |t| ≤ K (where K as in (A4)), there exists c0 ∈ (0, 1) such that
‖Lnt ‖ ≤ cn0 . Thus,∣∣∣∣ ∫
δ<|t|<K
f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ ≤ ∫
δ<|t|<K
∣∣∣f̂(t)ℓ(Lnt v)∣∣∣ dt ≤ C‖f‖1cn0 .
By Remark 2.1, for large n we can assume r2 > r1 + (r + 1)/2. Therefore,∣∣∣∣ ∫
K<|t|<nr1
f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ ≤ ‖f‖1‖ℓ‖‖v‖ ∫
K<|t|<nr1
‖Lnt ‖ dt ≤
C‖f‖1
nr2−r1
= ‖f‖1o(n−(r+1)/2).
Because f ∈ F q+2r+1 , we have that tqf̂(t) = (−i)q f̂ (q)(t) and f̂ (q) is integrable. In fact,
|f̂ (q)(t)| ≤ C
(1+|t|)2 . Note that we are using only the fact that f is q+2 times continuously
differentiable with integrable derivatives. Therefore, for this to be true, f ∈ F q+20 is
sufficient. Integrability of f̂ (q) along with q > r+1
2r1
implies,∣∣∣∣ ∫|t|>nr1 f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ ≤ ∫|t|>nr1 |f̂(t)| dt ≤
∫
|t|>nr1
∣∣∣ f̂ (q)(t)
tq
∣∣∣ dt(3.19)
≤ ‖f̂
(q)‖1
nr1q
= ‖f̂ (q)‖1o(n−(r+1)/2).
Therefore,
(3.20)
∣∣∣∣ ∫|t|>δ f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ = o(n−(r+1)/2).
From (3.6), for |t| ≤ δ√n, we have,
E(eit
Sn−nA√
n ) = e−
σ2t2
2 et
2O(δ)(1 +O(δ)) +O(ǫn0 ).
Thus, choosing small δ, for large n when |t| < δ√n there exist c, C > 0 such that∣∣E(eitSn−nA√n )∣∣ ≤ Ce−ct2 .
Then, √
D log n < |t| < δ√n =⇒
∣∣∣E(eitSn−nA√n )∣∣∣ ≤ Ce−cD logn = C
ncD
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and ∣∣∣∣ ∫√D log n
n
<|t|<δ
f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ = ∣∣∣∣ ∫√
D logn<|t|<δ√n
f̂
(
t√
n
)
E(eit
Sn−nA√
n )
dt√
n
∣∣∣∣
≤ C
ncD
∫
√
D log n
n
<|t|<δ
|f̂(t)| dt = 2δC‖f‖1
ncD
.
Combining this with (3.20) and choosing D such that, cD > (r + 1)/2 we have that,
(3.21)
∣∣∣∣ ∫|t|>√D log n
n
f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ = o(n−(r+1)/2).
Next, suppose |t| <
√
D logn
n
. Then,
f̂(t) =
r∑
j=0
f̂ (j)(0)
j!
tj +
tr+1
(r + 1)!
f̂ (r+1)(ǫ(t))
where 0 ≤ |ǫ(t)| ≤ |t|. Note that,
|f̂ (r+1)(ǫ(t))| =
∣∣∣∣ ∫ xr+1e−iǫ(t)xf(x) dx∣∣∣∣ ≤ ∫ |xr+1f(x)| dx ≤ Cr+1(f).
Therefore,∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt
=
r∑
j=0
f̂ (j)(0)
j!nj/2
∫
|t|<√D logn
tjE(eit
Sn−nA√
n ) dt
+
1
n(r+1)/2
1
(r + 1)!
∫
|t|<√D logn
E(eit
Sn−nA√
n )tr+1f̂ (r+1)
(
ǫ
( t√
n
))
dt
where ∣∣∣∣ ∫|t|<√D logn E(eitSn−nA√n )tr+1f̂ (r+1)
(
ǫ
( t√
n
))
dt
∣∣∣∣ ≤ Cr+1(f) ∫ |t|r+1e−ct2 dt
for large n. Hence,
(3.22)
∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt
=
r∑
j=0
f̂ (j)(0)
j!nj/2
∫
|t|<√D logn
tjE(eit
Sn−nA√
n ) dt+ Cr+1(f)O(n−(r+1)/2).
Because s = r + 2, from (3.7),
e
σ2t2
2 E(eit
Sn−nA√
n ) = exp
(
nψ
( t√
n
))
Z
( t√
n
)
+ e
− inAt√
n
+σ
2t2
2 ℓ
(
Λnt/√nv
)
=
r∑
k=0
Ak(t)
nk/2
+
tr
nr/2
ϕ
( t√
n
)
+O
( log(r+1)/2(n)
n(r+1)/2
)
.(3.23)
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Substituting this in (3.22),∫
|t|<√D logn
f̂
(
t√
n
)
E(eit
Sn−nA√
n ) dt(3.24)
=
r∑
j=0
f̂ (j)(0)
j!nj/2
∫
|t|<√D logn
tje−σ
2t2/2
r∑
k=0
Ak(t)
nk/2
dt+O
( log(r+1)/2(n)
n(r+1)/2
)
=
r∑
k=0
r∑
j=0
f̂ (j)(0)
j!n(k+j)/2
∫
|t|<√D logn
tjAk(t)e
−σ2t2/2 dt+ o(n−r/2).
Recall from (3.9) that Ak and k have the same parity. Therefore, if k + j is odd then∫
|t|<√D logn
tjAk(t)e
−σ2t2/2 dt = 0.
So only the integral powers of n−1 will remain in the expansion. Also, there is C that
depends only on r such that,∫
|t|≥√D logn
tjAk(t)e
−σ2t2/2 dt ≤ C
∫
|t|≥√D logn
t4re−σ
2t2/2 dt ≤ C
eσ2D log(n)/4
=
C
nσ2D/4
.
Choosing D such that 2σ2D > (r + 1)/2,∫
R
tjAk(t)e
−σ2t2/2 dt =
∫
|t|≤√D logn
tjAk(t)e
−σ2t2/2 dt+ o(n−r/2).
Therefore, fixing D large, we can assume the integrals to be over the whole real line.
Now, define
ak,j =
∫
R
tjAk(t)e
−σ2t2/2 dt
and substitute
f̂ (j)(0) =
∫
R
(−it)jf(t) dt
in (3.24) to obtain,
∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt =
r∑
k=0
r∑
j=0
ak,j
1
j!n(k+j)/2
∫
R
(−it)jf(t) dt+ o(n−r/2)
(3.25)
=
r∑
p=0
1
np
∫
R
f(t)
∑
k+j=2p
ak,j
j!
(−it)j dt+ o(n−r/2)
=
⌊r/2⌋∑
p=0
1
np
∫
R
f(t)Pp,l(t) dt+ o(n
−r/2)
where
(3.26) Pp,l(t) =
∑
k+j=2p
ak,j
j!
(−it)j .
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The final simplification was done by absorbing the terms corresponding to higher powers
of n−1 into the error term. Note that Pp,l is a polynomial of degree at most 2p and that
once we know A0, . . . , A2p we can compute Pp,l.
Finally combining (3.25) and (3.21) substituting in (3.18) we obtain the required result
as shown below.
√
nE(f(Sn − nA)) = 1
2π
∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt
+
√
n
2π
∫
|t|>
√
D log n
n
f̂(t)E(eit(Sn−nA)) dt
=
1
2π
⌊r/2⌋∑
p=0
1
np
∫
R
f(t)Pp,l(t) dt+ o(n
−r/2) +
√
n o(n−(r+1)/2)
=
1
2π
⌊r/2⌋∑
p=0
1
np
∫
R
f(t)Pp,l(t) dt+ o(n
−r/2).

The proof of Theorem 2.5 uses the relation (3.23) derived in the previous proof. But
we do not use the Taylor expansion of f̂ , so differentiability of f̂ is not required. So the
assumption on the decay of f at infinity can be relaxed.
Proof of Theorem 2.5. Multiplying (3.23) by f̂ and integrating we obtain,∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt
=
r∑
k=0
1
nk/2
∫
|t|<√D logn
f̂
( t√
n
)
Ak(t)e
−σ2t2
2 dt+ ‖f‖1o(n−r/2).
As in the proof of Theorem 2.4 the integrals above can be replaced by integrals over
R without altering the order of the error because∫
|t|≥√D logn
f̂
( t√
n
)
Ak(t)e
−σ2t2
2 dt ≤ ‖f‖1 o(n−r/2)
for D such that 2σ2D > (r + 1)/2. Therefore,∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt =
r∑
k=0
1
nk/2
∫
R
f̂
( t√
n
)
Ak(t)e
−σ2t2
2 dt+ ‖f‖1o(n−r/2).
We pick Rp as in (3.13) and claim Pp,g = Rp.
Note that
√
nf(t
√
n)←→ f̂(t/√n). So by the Plancherel theorem,∫
R
√
nf
(
t
√
n
)
Rk(t)n(t) dt =
1
2π
∫
R
f̂
( t√
n
)
Ak(t)e
−σ2t2
2 dt.
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Thus,
1
2π
√
n
∫
|t|<√D logn
f̂
( t√
n
)
E(eit
Sn−nA√
n ) dt
=
1√
n
( r∑
p=0
1
np/2
∫
R
√
nf
(
t
√
n
)
Rp(t)n(t) dt+ ‖f‖1o(n−r/2)
)
=
r∑
p=0
1
np/2
∫
R
f
(
t
√
n
)
Rp(t)n(t) dt + ‖f‖1o(n−(r+1)/2).(3.27)
Note that (3.21) holds because f ∈ F q+20 . Now, combining (3.27) with the estimate
(3.21) completes the proof. 
Remark 3.2. Proofs of both the Theorem 2.2* and Theorem 2.3* are almost identical
except the estimate (3.19). In order to obtain the same asymptotics, the assumption on
the integrability of f̂ (q) can be replaced by (A5) and the fact that |f̂(t)| ∼ 1
t
as t→ ±∞.∣∣∣∣ ∫|t|>nr1 f̂(t)E(eit(Sn−nA)) dt
∣∣∣∣ ≤ C ∫|t|>nr1 |f̂(t)|‖Lnt ‖ dt
≤ C‖f‖1
∫
|t|>nr1
1
t1+α
dt
≤ C‖f‖1
nr1(α−ǫ)
∫
1
t1+ǫ
dt
Since, r1α >
r+1
2
choosing ǫ small enough we can make the expression ‖f‖1 o(n−(r+1)/2)
as required.
Proof of Theorem 2.6. Select A as in (2.2). Define Pp by (3.13) and (3.14) and f˜n(x) =
f(−√nx). Then the change of variables − y√
n
→ y yields,∫ [
P
(Sn − nA√
n
≤ x+ y√
n
)
−N
(
x+
y√
n
)
− Er,n
(
x+
y√
n
)]
f(y)dy
=
√
n∆n ∗ f˜n(x).
where Er,n(x) =
∑r
p=1
1
np/2
Pp(x)n(x).
Notice that E(eit
Sn−nA√
n ) ̂˜fn ∈ L1. Therefore,
(Fn ∗ f˜n)′(x) = 1
2π
∫
e−itxE(eit
Sn−nA√
n )
̂˜
fn(t) dt.
Also, [
n+
( r∑
p=1
1
np/2
Rpn
)]
∗ f˜n(x) = 1
2π
∫
e−itxe−
σ2t2
2
(
1 +Qn(t)
) ̂˜
fn(t) dt
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where Rp’s are polynomials given by (3.13) and Qn(t) is given by (3.8). From these we
conclude that,
(∆n ∗ f˜n)′(x) = 1
2π
∫
e−itx
(
E(eit
Sn−nA√
n )− e−σ
2t2
2
(
1 +Qn(t)
) ̂˜
fn(t) dt.(3.28)
We claim that,
(∆n ∗ f˜n)(x) = 1
2π
∫
e−itx
E(eit
Sn−nA√
n )− e−σ2t22 (1 +Qn(t))
−it
̂˜
fn(t) dt.(3.29)
Indeed, if the right side of (3.29) converges absolutely, then Riemann-Lebesgue Lemma
gives us that it converges 0 as |x| → ∞. Differentiating (3.29) we obtain (3.28). Thus
the two sides in (3.29) can differ only by a constant. Since both are 0 at ±∞, this
constant is 0 and (3.29) holds.
Now, we are left with the task of showing that the right side of (3.29) converges
absolutely. From the definition of f˜n it follows that,
̂˜
fn(t) =
1√
n
f̂
( − t√
n
)
. Combining
this with (3.12), we have that,∣∣∣∣ ∫|t|<δ√n e−itxE(e
itSn−nA√
n )− e−σ2t22 (1 +Qn(t))
−it
̂˜fn(t) dt∣∣∣∣
≤
∫
|t|<δ√n
∣∣∣∣E(eit
Sn−nA√
n )− e−σ2t22 (1 +Qn(t))
t
̂˜
fn(t)
∣∣∣∣ dt
≤ ‖f‖1√
n
∫
|t|<δ√n
∣∣∣∣E(eit
Sn−nA√
n )− e−σ2t22 (1 +Qn(t))
t
∣∣∣∣ dt
= ‖f‖1o(n−(r+1)/2).
Note that,∣∣∣∣ ∫|t|>δ√n e−itxE(e
itSn−nA√
n )− e−σ2t22 (1 +Qn(t))
−it
̂˜fn(t) dt∣∣∣∣
≤
∫
|t|>δ√n
∣∣∣∣E(eit
Sn−nA√
n )− e−σ2t22 (1 +Qn(t))
t
f̂
(
− t√
n
)∣∣∣∣ dt
≤ 1√
n
∫
|t|>δ
∣∣∣∣E(e−it(Sn−nA))− e−n
2σ2t2
2
(
1 +Qn(−
√
nt)
)
t
f̂(t)
∣∣∣∣ dt
≤ 1√
n
∫
|t|>δ
∣∣∣∣E(e−it(Sn−nA))t f̂(t)
∣∣∣∣ dt+O(e−cn2).
Put,
Jn =
1√
n
∫
|t|>δ
∣∣∣∣E(e−it(Sn−nA))t f̂(t)
∣∣∣∣ dt.
We claim Jn = o(n
−(r+1)/2). This proves that (3.29) converges absolutely as required.
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To conclude the asymptotics of Jn, choose δ > max{δ,K} where K as in (A4). From
(A3) there exists γ < 1 such that ‖Lnt ‖ ≤ γn for all δ ≤ |t| ≤ δ for sufficiently large n.
Then, using (2.1) for sufficiently large n we have,
1√
n
∫
δ<|t|<δ
∣∣∣∣E(e−it(Sn−nA))t f̂(t)
∣∣∣∣ dt ≤ C‖f‖1δ√n
∫
δ<|t|<δ
‖Lnt ‖ dt = O(γn).
Next, for K ≤ δ ≤ |t| ≤ nr1 , ‖Lnt ‖ ≤ 1nr2 . Hence, for n sufficiently large so that r2 > r2 ,
1√
n
∫
δ<|t|<nr1
∣∣∣∣E(e−it(Sn−nA))t f̂(t)
∣∣∣∣ dt ≤ Cδ√n
∫
δ<|t|<nr1
‖Lnt ‖|f̂(t)| dt
≤ C‖f̂‖1
nr2+1/2
= o(n−(r+1)/2)
Since q > r
2r1
, we have that,
1√
n
∫
|t|>nr1
∣∣∣∣E(e−it(Sn−nA))t f̂(t)
∣∣∣∣ dt ≤ ‖f (q)‖1√n
∫
|t|>nr1
1
|t|q+1 dt ≤
C‖f (q)‖1
nqr1+1/2
= o(n−(r+1)/2)
Combining the above estimates, Jn = C
q(f)o(n−(r+1)/2).
This completes the proof that (∆n ∗ f˜n)(x) = o(n−(r+1)/2). Hence,∫ [
P
(Sn − nA√
n
≤ x+ y√
n
)
−N
(
x+
y√
n
))]
f(y)dy
=
∫
Er,n
(
x+
y√
n
)
f(y) dy +
√
n∆n ∗ f˜n(x)
=
r∑
p=1
1
np/2
∫
Pp
(
x+
y√
n
)
n(x)f(y) dy + Cq(f)o(n−r/2)
as required. 
In the lattice case, periodicity allows us to simplify the proof significantly although
the idea behind the proof is similar to previous proofs.
Proof of Theorem 2.7. Under assumptions (A1) and (A2) we have the CLT for Sn. Put
A as in (2.2). We observe that,
2πP(Sn = k) =
∫ π
−π
e−itkE(eitSn) dt =
∫ π
−π
e−itkℓ(Lnt v) dt.
After changing variables and using (3.4), (3.5) we have,
2π
√
nP (Sn = k) =
∫ π√n
−π√n
e
− itk√
nµ
( t√
n
)n
Z
( t√
n
)
dt+
∫ π√n
−π√n
e
− itk√
n ℓ
(
Λnt/√nv
)
dt.(3.30)
By (˜A3) there exists C > 0 and r ∈ (0, 1) (both independent of t) such that |ℓ (Λnt v) | ≤
Crn for all t ∈ [−π, π]. Therefore the second term of (3.30) decays exponentially fast to
0 as n→∞.
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Now, we focus on the first term. Using the same strategy as in the proof of Theorem
2.1 we have,
µ
( t√
n
)n
Z
( t√
n
)
= e
inAt√
n
−σ2t2
2
[
1 +Qn(t) + o(n
−r/2)
]
(3.31)
where Qn(t) is as in (3.8). Define Rj as in (3.13).
2π
√
nP(Sn = k)− 2π
{
1√
2π
e−
(k−nA)2
2σ2n
(
1 +
r∑
j=1
(Rp(k − nA)/
√
n)
nj/2
)}
=
∫ π√n
−π√n
e
− itk√
nµ
( t√
n
)n
Z
( t√
n
)
dt
−
∫ ∞
−∞
e
− it(k−nA)√
n e−σ
2t2/2 dt−
∫ ∞
−∞
e
− itk√
n e−
σ2t2
2 Qn(t) dt+ o(n
−r/2).
We estimate the RHS by estimating the three integrals given below,
I1 =
∫ δ√n
−δ√n
e
− itk√
nµ
( t√
n
)n
Z
( t√
n
)
− e− it(k−nA)√n e−σ
2t2
2 [1 +Qn(t)] dt
I2 =
∫
δ
√
n<|t|<π√n
e
− itk√
nµ
( t√
n
)n
Z
( t√
n
)
dt
I3 =
∫
|t|>δ√n
e
− it(k−nA)√
n e−
σ2t2
2 [1 +Qn(t)] dt.
Clearly, |I3| decays to 0 exponentially fast as n → ∞. Also, |µ(2π)| = 1 and |µ(t)| ∈
(0, 1) for 0 < |t| < 2π. Therefore, there exists ǫ > 0 such that |µ(t)| < ǫ on δ ≤ |t| ≤ π.
Put M = maxδ≤|t|≤π |Z(t)|. Then,
|I2| ≤M
√
n
∫
ǫ<|t|<π
|µ(t)|n dt ≤ 2M(π − δ)√nǫn.
Hence, |I2| decays to 0 exponentially fast as n→∞. From (3.31), we have that
e
− itk√
n
[
µ
( t√
n
)n
Z
( t√
n
)
− e inAt√n e−σ
2t2
2 [1 +Qn(t)]
]
= e−
σ2t2
2 o(n−r/2).
This implies |I1| = o(n−r/2). Combining these estimates we have the required result. 
4. Computing coefficients
Since
∫
|t|>δ E(e
itSn) dt decays sufficiently fast, the Edgeworth expansion, and hence its
coefficients, depend only on the Taylor expansion of E(eitSn) about 0. Here we relate the
coefficients of Edgeworth polynomials to the asymptotics of moments of Sn by relating
them to derivatives of µ(t) and Z(t) at 0.
Suppose (A1) through (A4) are satisfied with s = r + 2. Recall (3.4):
(4.1) E(eitSn) = µ (t)n ℓ (Πtv) + ℓ (Λ
n
t v) .
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Put Z(t) = ℓ (Πtv) as before. Also write Un(t) = ℓ (Λ
n
t v). We already know that
µ(t), Z(t) and U(t) are r + 2 times continuously differentiable. Using (3.11) one can
show further that the derivatives of Un(t) satisfy:
sup
|t|≤δ
‖U (k)n ‖ ≤ Cεn0
for all n and for all 1 ≤ k ≤ r + 2.
Taking the first derivative of (4.1) at t = 0 we have:
iE(Sn) = nµ
′(0) + Z ′(0) + U ′n(0) =⇒ lim
n→∞
iE
(Sn
n
)
= µ′(0).
In fact, using the Taylor expansion of log µ(t) and above limit one can conclude that the
number A we used in the statement of the CLT in (2.2), is given by
A = lim
n→∞
E
(Sn
n
)
.
Therefore one can rewrite (3.4) as
(4.2) E(eit(Sn−nA)) = e−ntµ
′(0)µ (t)n Z(t) + Un(t)
where Un(t) = e
−ntµ′(0)Un(t). Also note that its derivatives satisfy ‖U (k)n ‖∞ = O(εn0) for
all 1 ≤ k ≤ r + 2.
From (4.2), it follows that moments of Sn − nA can be expanded in powers of n with
coefficients depending on derivatives of µ and Z at 0. However, only powers of n upto
order k/2 will appear. We prove this fact below.
Lemma 4.1. Let 1 ≤ k ≤ r + 2. Then for large n,
(4.3) E
(
[Sn − nA]k
)
=
⌊k/2⌋∑
j=0
ak,jn
j +O(ǫn0 ).
Proof. We first note that taking the kth derivative of (4.2) at t = 0,
ikE
(
[Sn − nA]k
)
=
dk
dtk
∣∣∣∣
t=0
[
e−ntµ
′(0)µ (t)n Z(t)
]
+ U
(k)
(0)
=
dk
dtk
∣∣∣∣
t=0
[
e−ntµ
′(0)µ (t)n Z(t)
]
+O(ǫn0 ).
Observe that all the derivatives of e−ntµ
′(0)µ (t)n Z(t) will only have positive integral pow-
ers of n (possibly) up to order k. Therefore, d
k
dtk
∣∣
t=0
[
e−ntµ
′(0)µ (t)n Z(t)
]
=
∑k
j=0 ak,jn
j .
We claim that for j > k/2, ak,j = 0. This claim proves the result.
We notice that the first derivative of e−tµ
′(0)µ (t) at t = 0 is 0. Thus we prove the
more general claim that if g(0) = 1 and g′(0) = 0 then d
k
dtk
∣∣
t=0
[g(t)nZ(t)] has no terms
with powers of n greater than k/2. From the Leibniz rule,
dk
dtk
∣∣∣∣
t=0
[g(t)nZ(t)] =
k∑
l=0
(
k
l
)
Z(k−l)(0)
dl
dtl
∣∣∣∣
t=0
[g(t)n].
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Therefore it is enough to prove that d
l
dtl
∣∣
t=0
[g(t)n] has no powers of n greater than l/2.
To this end we use the order l Taylor expansion of g(t) about t = 0. Since g′(0) = 0
and g is r+2 times continuously differentiable for l ≤ r+2 there exists φ(t) continuous
such that,
g(t) = 1 + a2t
2 + · · ·+ altl + tl+1φ(t)
=⇒ g(t)n =
∑
k0+k2+···+kl+1=n
n!
k0!k2! . . . kl+1!
(a2t
2)k2 . . . t(l+1)kl+1φ(t)kl+1
=
∑
k0+k2+···+kl+1=n
Ck0k2...kl+1n!
k0!k2! . . . kl+1!
t2k2+···+(l+1)kl+1φ(t)kl+1.
After combining and rearranging terms according to powers of t, we can obtain the
order l Taylor expansion of g(t)n. Notice that if kl+1 ≥ 1 then 2k2+· · ·+(l+1)kl+1 ≥ l+1.
Terms with kl+1 ≥ 1 are part of the error term of the order l Taylor expansion of g(t)n.
Since our focus is on the derivative at t = 0, the only terms that matter are terms with
kl+1 = 0 and 2k2 + · · ·+ lkl = l. This implies that k2 + · · · + kl ≤ l2 . Because ki’s are
non-negative integers, this means k2 + · · ·+ kl ≤ ⌊ l2⌋. Hence, k0 ≥ n− ⌊ l2⌋.
This analysis shows that the largest contribution to d
l
dtl
∣∣
t=0
[g(t)n] comes from the term,
C(n−⌊ l
2
⌋),1,...,1,0,...,0 n!(
n− ⌊ l
2
⌋)! tl
whose kth derivative at 0 is,
C(n−⌊ l
2
⌋),1,...,1,0,...,0 l! n!(
n− ⌊ l
2
⌋)! = C(n−⌊ l2 ⌋),1,...,1,0,...,0 l! n . . .(n− ⌊ l2⌋+ 1) = O(n⌊ l2 ⌋).
Therefore,
dl
dtl
∣∣∣
t=0
[g(t)n] = O(n⌊ l2 ⌋).

It is immediate from the proof that the coefficients ak,j are determined by the deriva-
tives of µ(t) and Z(t) near 0. For example, the constant term ak,0 = (−i)kZ(k)(0). This
follows from the following three facts. The expansion (4.3) is the kth derivative of the
product of the three functions e−ntµ
′(0), µ (t)n and Z(t) at t = 0. All derivatives of µ (t)n
and e−ntµ
′(0) at t = 0 contain powers of n and thus, ak,0 corresponds to the term Z(t)
being differentiated k times in the Leibneiz rule. Both e−ntµ
′(0) and µ (t)n are 1 at t = 0.
We will see later that the other coefficients ak,j are combinations of µ
′(0) = iA, higher
order derivatives of µ at 0 upto order k and derivatives of Z at 0 upto order k − 1.
As a corollary to Lemma 4.1, we conclude that asymptotic moments of orders upto
r + 2 exist. These provide us an alternative way to describe ak,j.
Corollary 4.2. For all 1 ≤ m ≤ r + 2 and 0 ≤ j ≤ m
2
,
am,j = lim
n→∞
E ([Sn − nA]m)− nj+1am,j+1 − · · · − n⌊m2 ⌋am,⌊m
2
⌋
nj
.
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Proof. When m = 1, E([Sn − nA]) = a1,0 + O(ǫn0 ) and it is immediate that a1,0 =
limn→∞ E([Sn − nA]). For arbitrary k we have,
E
(
[Sn − nA]k
)
= ak,⌊k/2⌋n
⌊k/2⌋ + ak,⌊k/2⌋−1n
⌊k/2⌋−1 + · · ·+ ak,0 +O(ǫn0 )
and dividing by n we obtain,
E
(
[Sn − nA]k
)
n⌊k/2⌋
= ak,⌊k/2⌋ +O
(1
n
)
.
Now, it is immediate that,
ak,⌊k/2⌋ = lim
n→∞
E
(
[Sn − nA]k
)
n⌊k/2⌋
.
Having computed ak,j, for r ≤ j ≤ ⌊k2⌋, we can write,
E
(
[Sn − nA]k
)− ak,⌊k/2⌋n⌊k/2⌋ − · · · − ak,rnr = ak,r−1nr−1 + · · ·+ ak,0 +O(ǫn0 ).
Dividing by nr−1, we obtain,
E
(
[Sn − nA]k
)− nrak,r − · · · − n⌊k/2⌋ak,⌊k/2⌋
nr−1
= ak,r−1 +O
( 1
n
)
.
Now, we can compute am+1,r−1,
ak,r−1 = lim
n→∞
E
(
[Sn − nA]k
)− nrak,r − · · · − n⌊k/2⌋ak,⌊k/2⌋
nr−1
.
This proves the Corollary for arbitrary k ∈ {1, . . . , r + 2}. 
Because the coefficients of polynomials Ap(t) (see (3.8)) are combinations of derivatives
of µ(t) and Z(t) at t = 0, we can write them explicitly in terms of ak,j, and hence, by
applying Corollary 4.2, the coefficients of Edgeworth polynomials can be expressed in
terms of moments of Sn. Next, we will introduce a recursive algorithm to do this and
illustrate the process by computing the first and second Edgeworth polynomials.
Taking the first derivative of (4.2) at t = 0,
iE([Sn − nA]) = Z ′(0) + U ′n(0).
Then,
a1,0 = lim
n→∞
E([Sn − nA]) = −iZ ′(0).
Next, taking the second derivative of (4.2) at t = 0 we have,
i2E([Sn − nA]2) = n[µ′′(0)− µ′(0)2] + Z ′′(0) + U ′′n(0).
Therefore, dividing by n and taking the limit we have,
a2,1 = σ
2 = lim
n→∞
E
([
Sn − nA√
n
]2)
= µ′(0)2 − µ′′(0).
Once we have found a2,1 we can find
a2,0 = lim
n→∞
(
E([Sn − nA]2)− nσ2
)
= −Z ′′(0).
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We can repeat this procedure iteratively. For example, after we compute the 3rd deriv-
ative of (4.2) at t = 0:
i3E([Sn − nA]3) = Z(3)(0) + nµ′(0)[2µ′(0)2 − 3µ′′(0)] + nµ(3)(0)
+ 3nZ ′(0)[µ′(0)2 − µ′′(0)] + U (3)n (0)
we get that,
a3,1 = lim
n→∞
1
n
E
(
[Sn − nA]3
)
= −A(3σ2 + A2) + iµ(3)(0)− 3iσ2Z ′(0)
= −A(3σ2 + A2) + iµ(3)(0) + 3σ2a1,0.
This gives us µ(3)(0) and Z(3)(0) in terms of asymptotics of moments of Sn:
iµ(3)(0) = a3,1 + A(3σ
2 + A2)− 3σ2a1,0
iZ(3)(0) = lim
n→∞
(
E([Sn − nA]3)− na3,1
)
.
Given that we have all the coefficients ak,j, 1 ≤ k ≤ m computed and µ(k)(0), Z(k)(0)
for 1 ≤ k ≤ m expressed in terms of the former, we can compute am+1,j and express
µ(m+1)(0), Z(m+1)(0) in terms of ak,j, 1 ≤ k ≤ m+ 1.
To see this note that µ(m+1)(0) appears only as a result of µn(t) being differentiated
m + 1 times. So, µ(m+1)(0) only appears in derivatives of order m + 1 and higher. It
is also easy to see that it appears in the form nµ(m+1)(0) in the (m + 1)th derivative
of (4.2). Thus, it is a part of am+1,1 and all the other terms in am+1,1 are products of
µ(k)(0), Z(k)(0) for 1 ≤ k ≤ m whose orders add upto m+1 and hence they are products
of ak,j, 1 ≤ k ≤ m.
Also, Zm+1(0) appears only in am+1,0. This is because Z
m+1(0) appears only as a
result of Z(t) being differentiated m + 1 times. Thus, it appears only in derivatives of
(4.2) of order m+1 or higher. In the (m+1)th derivative of (4.2), there is only one term
containing Z(m+1)(t) and it is e−ntµ
′(0)µ (t)n Zm+1(t). So am+1,0 = (−i)m+1Zm+1(0).
Using Corollary 4.2, we have,
am+1,⌊m+1
2
⌋ = lim
n→∞
E
(
[Sn − nA]m+1
)
n⌊
m+1
2
⌋ .
Having computed am+1,j , for r ≤ j ≤ ⌊m+12 ⌋, we compute am+1,r−1:
am+1,r−1 = lim
n→∞
E
(
[Sn − nA]m+1
)− nram+1,r − · · · − n⌊m+12 ⌋am+1,⌊m+1
2
⌋
nr−1
.
This gives us Z(m+1)(0) = im+1am+1,0 and µ
m+1(0) in terms of am+1,1 and ak,j, 1 ≤
k ≤ m i.e. explicitly in terms of moments of Sn. Proceeding inductively we can compute
all the derivatives upto order r of µ(t) and Z(t) at t = 0 in this manner by taking
derivatives up to order r of (4.2) at t = 0. This is possible because our assumptions
guarantee the existence of the first r + 2 derivatives of (4.2) near t = 0.
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Remark 4.1. This representation of µ(k)(0) and Z(k)(0) in terms of ak,j is not unique.
However, it is convenient to choose the ak,j’s with the lowest possible indices. The
inductive procedure explained above yields exactly this representation.
We will illustrate how the first and the second order Edgeworth expansion can be
computed explicitly once we have µ(4)(0), µ(3)(0), Z ′′(0) and Z ′(0) in terms of asymptotic
moments of Sn. Because A0(t) = 1 we have R0(t) = 1. From the derivation of (3.7) we
have,
A1(t) = (logµ)
(3)(0)
t3
6
− Z ′(0)t = (µ(3)(0)− 3µ′′(0)µ′(0) + 2µ′(0)3)t
3
6
− Z ′(0)t
=
(
µ(3)(0) + iA(3σ2 + A2)
)t3
6
− Z ′(0)t
= (a3,1 − 3σ2a1,0)(it)
3
6
− a1,0(it).
After taking the inverse Fourier transform as shown in (3.13) we have,
R1(x) =
(a3,1 − 3σ2a1,0)
6σ6
x(3σ2 − x2) + a1,0
σ2
x.
Using (3.14) we obtain the first Edgeworth polynomial,
P1(x) =
(
a3,1 − 3σ2a1,0
)
6σ4
(σ2 − x2)− a1,0
σ
.
Similar calculations give us,
A2(t) = (a3,1 + 3σ
2a1,0)
2 (it)
6
72
+
[
A2(6σ2 + A4) + 4a3,1(A− 2a1,0)
− 3σ2(2a2,0 − 4Aa1,0 + σ2) + a4,1
](it)4
24
+ (2a21,0 − a2,0)
(it)2
2
.
From (3.13) and (3.14) we have,
R2(t) =(a3,1 + 3σ
2a1,0)
2x
6 − 15σ2x4 + 45σ4x2 − 15σ6
72σ12
+
[
A2(6σ2 + A4) + 4a3,1(A− 2a1,0)− 3σ2(2a2,0 − 4Aa1,0 + σ2) + a4,1
]
× (x
4 − 6σ2x2 + 3σ2)
24σ8
+ (2a21,0 − a2,0)
(x2 − σ2)
2σ4
,
P2(t) =(a3,1 + 3σ
2a1,0)
2x(15σ
2 − 10σ2x2 + x6)
72σ10
+
[
A2(6σ2 + A4) + 4a3,1(A− 2a1,0)− 3σ2(2a2,0 − 4Aa1,0 + σ2) + a4,1
]
× x(3σ
2 − x2)
24σ6
+ (2a21,0 − a2,0)
x
2σ2
.
Remark 4.2. Once we have Rp for p ∈ N0 and Pp for p ∈ N, the polynomials Pp,g, Pp,d
and Pp,a are given by Pp,g = Pp,d = Rp and Pp,a = Pp. These relations were obtained in
the proofs in section 3.
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Also, one can compute Pp,l using (3.26):
Pp,l(x) =
∑
l+j=2p
(−ix)j
j!
∫
tjAl(t)e
−σ2t2
2 dt.
For example,
P0,l(x) =
∫
A0(t)e
−σ2t2
2 dt =
√
2π
σ2
.
P1,l(x) =
∫
A2(t)e
−σ2t2
2 dt − ix
∫
tA1(t)e
−σ2t2
2 dt− x
2
2
∫
t2A0(t)e
−σ2t2
2 dt
P1,l(x)√
2π
=(a3,1 + 3σ
2a1,0)
2 5
24σ7
+
[
A2(6σ2 + A4) + 4a3,1(A− 2a1,0)− 3σ2(2a2,0 − 4Aa1,0 + σ2) + a4,1
] 1
8σ5
− (2a21,0 − a2,0)
1
2σ6
−
(
(a3,1 − 3σ2a1,0) 1
σ5
+
2a1,0
σ3
)
x
2
− x
2
2σ3
Higher order Edgeworth polynomials can be computed similarly.
We can compare our results with the centered i.i.d. case. Then, we have that A = 0,
a1,0 = 0 because the sequence is stationary. Also, a3,1 = limn→∞ 1nE([Sn − nA]3) =
E((X1 −A)3), a2,0 = 0 and a4,1 = E(X41 ). So, the above polynomials reduce to,
A1(t) =
E(X31 )
6
(it)3, R1(x) =
E(X31 )
6σ6
x(3σ2 − x2), P1(x) = E(X
3
1 )
6σ4
(σ2 − x2)
A2(t) = E(X
3
1 )
2 (it)
6
72
+ (E(X41 )− 3σ4)
(it)4
24
P0,l(x)√
2π
=
1
σ
,
P1,l(x)√
2π
=
E(X31 )
2
σ7
5
24
+
(E(X41 )
σ5
− 3
σ
)1
8
− E(X
3
1 )
σ5
x
2
− 1
σ3
x2
2
These agree with the polynomials found in [8, Chapter XVI] (to see this one has to
replace x by x/σ to make up for not normalizing by σ here) and [2]. The polynomials
Qk found in the latter are related to Pk,l by Qk(x) =
1
2π
Pk,l(x).
It is also easy to see that these agree with previous work on non-i.i.d. examples.
In both [4, 13] only the first order Edgeworth polynomial is given explicitly. In [4],
because the sequence is stationary and centered, we can take A = 0 and a1,0 = 0.
Also, the pressure P (t) given there, corresponds to log µ(t) in our paper. So we recover
A1(t) = P
′′′(0) (it)
3
6
in [4, Theorem 3]. In [13], sequence is centered but not assumed to
be stationary. So A = 0 and a1,0 6= 0 and the asymptotic bias appears in the expansion
and A1(t) = iµ
(3)(0) (it)
3
6
−a1,0(it) which agrees with [13, Theorem 8.1]. This dependence
on initial distribution corresponds to presence of ℓ in (2.1).
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5. Applications
5.1. Local Limit Theorem. Existence of the Edgeworth expansion allows us to derive
Local Limit Theorems (LLTs). For example see [6, Theorem 4]. Also, as direct conse-
quences of weak global Edgeworth expansions, an LCLT comparable to the one given in
[12, Chapter II], holds. In fact, a stronger version of LCLT holds true in special cases.
To make the notation simpler, we assume that the asymptotic mean of SN is 0. That
is A = limN→∞ E
(
SN
N
)
= 0.
Proposition 5.1. Suppose that SN satisfies the weak global Edgeworth expansion of
order 0 for an integrable function f ∈ (F , ‖ · ‖) where ‖ · ‖ is translation invariant.
Further, assume that |xf(x)| is integrable. Then,
(5.1)
√
NE(f(SN − u)) = 1√
2πσ2
e−
u2
2Nσ2
∫
f(x) dx+ o(1)
uniformly for u ∈ R.
Proof. After the change of variables z
√
N → z in the RHS of the weak global Edgeworth
expansion,√
NE(f(SN − u))
=
∫
n
( z√
N
)
f(z − u)dz + ‖f‖o(1)
=
∫ [
n
( u√
N
)
+ (z − u)n′
( zu√
N
)]
f(z − u)dz + ‖f‖o(1)
= n
( u√
N
)∫
f(z − u) dz + C
N
∫
(z − u)n
( zu√
N
)
f(z − u)dz + ‖f‖o(1)
Here zu is between u and z and depends continuously on u.
Notice that,∣∣∣ ∫ (z − u)n( zu√
N
)
f(z − u)dz
∣∣∣ ≤ ∫ |(z − u)f(z − u)|dz ≤ ‖xf‖1
Therefore, after a change of variables z − u→ z in the RHS,
√
NE(f(SN − u)) = n
( u√
N
)∫
f(z)dz +max{‖xf‖1, ‖f‖} o(1)
as required. 
In particular, the result holds for F = F 10 . If the order 0 weak global Edgeworth
expansion holds for all f ∈ F 10 , then we have the following corollary. We note that
this is indeed the case for faster decaying |E(eitSN )| as in Markov chains and piecewise
expanding maps described in sections 6.3.1, 6.3.2 and 6.4.
Corollary 5.2. Suppose that SN admits the weak global Edgeworth expansion of order
0 for all f ∈ F 10 . Then, for all a < b,√
N
(b− a)P
(
SN ∈ (u+ a, u+ b)
)
=
1√
2πσ2
e−
u2
2Nσ2 + o(1)
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uniformly in u ∈ R.
Proof. Fix a < b. It is elementary to see that there exists a sequence fk ∈ F 10 with
compact support such that fk → 1(u+a,u+b) point-wise and fk’s are uniformly bounded
in F 11 . This bound can be chosen uniformly in u, call it C.
Therefore, from the proof of Proposition 5.1, we have,
√
NE(fk(SN − u)) = n
( u√
N
)∫
fk(z)dz + C
1
1(fk) o(1)
Because 0 ≤ C11(fk) ≤ C, taking the limit as k →∞ we conclude,
√
NP
(
SN ∈ (u+ a, u+ b)
)
= n
( u√
N
)∫ u+b
u+a
1 dz + C o(1)
and the result follows. 
In fact, u in the previous theorem need not be fixed. For example, for a sequence uN
with uN√
N
→ u, we have the following:
Corollary 5.3. Suppose that SN admits the weak global Edgeworth expansion of order
0 for all f ∈ F 10 . Let uN be a sequence such that limN→∞ uN√N = u. Then, for all a < b,
lim
N→∞
√
N
(b− a)P
(
SN ∈ (uN + a, uN + b)
)
=
1√
2πσ2
e−
u2
2σ2 .
Now, we state the stronger version of LCLT in which we allow intervals to shrink.
Definition 6. Given a sequence ǫN in R+ with ǫN → 0 as N → ∞, we say that SN
admits an LCLT for ǫN if we have,√
N
2ǫN
P
(
SN ∈ (u− ǫN , u+ ǫN )
)
=
1√
2πσ2
e−
u2
2Nσ2 + o(1)
uniformly in u ∈ R.
The next proposition gives a existence of weak global Edgeworth expansions as a
sufficient condition for SN to admit a LCLT for a sequence ǫN . Notice that existence of
higher order expansions allow ǫN to decay faster. In case expansions of all orders exist,
ǫN can decay at any subexponential rate.
Proposition 5.4. Suppose that SN satisfies the weak global Edgeworth expansion of
order r (≥ 1) for all f ∈ F 10 . Let ǫN be a sequence of positive real numbers such that
ǫN → 0 and ǫNN r/2 →∞ as N → ∞. Then, SN admits an LCLT for ǫN .
Proof. WLOG assume ǫN < 1 for all N . As in the previous proof, there exists a sequence
fk ∈ F 10 with compact support such that fk → 1(u−ǫN ,u+ǫN ) point-wise and fk’s are
uniformly bounded in F 10 . This bound can be chosen uniformly in N and u, call it C.
Let N ∈ N. Note that for all k,
E(fk(SN)) =
r∑
p=0
1
N
p
2
∫
Pp,g(z)n(z)fk
(
z
√
N
)
dz + C10(fk) o
(
N−(r+1)/2
)
.
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By taking the limit as k →∞ and using the fact 0 ≤ C10(fk) ≤ C, we conclude,
P
(
SN ∈ (u− ǫN , u+ ǫN )
)
=
r∑
p=0
1
N
p
2
∫ u+ǫN√
N
u−ǫN√
N
Pp,g(z)n(z) dz + C o
(
N−(r+1)/2
)
.
After a change of variables z → z√
N
in the p = 0 term and divide the whole equation by
2ǫN to get,
√
N
2ǫN
P
(
SN ∈ (u− ǫN , u+ ǫN)
)
=
1
2ǫN
∫
1JN (z − u)n
( z√
N
)
dz
+
r∑
p=1
√
N
2ǫNN
p
2
∫ u+ǫN√
N
u−ǫN√
N
Pp,g(z)n(z) dz + C o
(
1
ǫNN r/2
)
where JN = (−ǫN , ǫN ).
Note that for p ≥ 1, there exists Cp such that |Pp,g(z)n(z)| < Cp. Therefore,∣∣∣∣
√
N
2ǫNN
p
2
∫ u+ǫN√
N
u−ǫN√
N
Pp,g(z)n(z) dz
∣∣∣∣ ≤ Cp
√
N
2ǫNN
p
2
∫ u+ǫN√
N
u−ǫN√
N
1 dz ≤ Cp
Np/2
= o(1)
Also, as in the proof of Proposition 5.1,
1
2ǫN
∫
1JN (z − u)n
( z√
N
)
dz =
1
2ǫN
n
( u√
N
)∫ u+ǫN
u−ǫN
1 dz
+
C
2ǫNN
∫ u+ǫN
u−ǫN
(z − u)n
( zu√
N
)
dz
Note that,∣∣∣∣ C2ǫNN
∫ u+ǫN
u−ǫN
(z − u)n
( zu√
N
)
dz
∣∣∣∣ ≤ C2ǫNN
∫ u+ǫN
u−ǫN
|z − u| dz = CǫN
2N
Therefore,
1
2ǫN
∫
1JN (z − u)n
( z√
N
)
dz = n
( u√
N
)
+ o(1).
Combining these estimates with ǫNN
r/2 →∞ we have that,
√
N
2ǫN
P
(
SN ∈ (u− ǫN , u+ ǫN )
)
= n
( u√
N
)
+ o(1)
and it is straightforward from the proof that this is uniform. 
Remark 5.1. We note that this result implies [6, Theorem 4] because existence of clas-
sical Edgeworth expansions imply the existence of the weak global Edgeworth expansion
and this result is uniform in u.
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5.2. Moderate Deviations. While the CLT describes the typical behaviour or ordi-
nary deviations from the mean provided by the law of large numbers, it is not sufficient to
understand properties of distribution ofXn completely. Therefore, the study of excessive
deviations is important.
For example, deviations of order n are called large deviations. An exponential moment
condition is required for a large deviation principle to hold, even for the i.i.d. case.
However, when deviations are of order
√
n logn (moderate deviations) this is not the
case. We show here that a moderate deviation principle holds for SN under a weaker
assumption than the exponential moment assumption.
It is also worth noting that moderate deviations have numerous applications in areas
like statistical physics and risk analysis. For example, moderate deviations are greatly
involved in the computation of Bayes risk efficiency. See [21] for details.
Proposition 5.5. Suppose SN admits the order r Edgeworth expansion. Then for all
c ∈ (0, r), when 1 ≤ x ≤ √cσ2 lnN,
lim
N→∞
1− P
(
SN−AN√
N
≤ x
)
1−N(x) = 1.(5.2)
Proof. Note that,
1−N(x)−
[
1− P
(SN − AN√
N
≤ x
)]
= P
(SN − AN√
N
≤ x
)
−N(x)
=
r∑
p=1
Pp(x)
Np/2
n(x) + o
(
N−r/2
)
uniformly in x. So it is enough to show that for 1 ≤ x ≤ √cσ2 lnN ,
lim
N→∞
Pp(x)n(x)
Np/2(1−N(x)) = 0 and
N−r/2
1−N(x) = o(1)
Note that for x ≥ 1,
1−N(x) = σ
2
n(x)
x
+O
(
n(x)
x3
)
.
Thus,
N−r/2
1−N(x) ≤
N−r/2
1−N(√cσ2 lnN) = O
(√
lnN
N−r/2
e−
c
2
lnN
)
= O
( lnN
N (r−c)/2
)
Say Pp(x) is of degree q. Then for some C and K,∣∣∣ Pp(x)n(x)
Np/2(1−N(x))
∣∣∣ ≤ C (xq +K)n(x)
Np/2(1−N(x)) = C
(xq +K)
Np/2
x
(
1 +O
( 1
x2
))
≤ C (lnN)
q+1
Np/2
→ 0 as N →∞.
This completes the proof of (5.2). 
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Proposition 5.5 is a generalization of the results on moderate deviations found in [20]
to the non-i.i.d. case along with improvements on the moment condition. It should be
noted that [2] contains an improvement of the moment condition for the i.i.d. case. But
the proof we present here is different from the proof presented in [2].
As an immediate corollary to the above theorem, we can state the following first order
asymptotic for probability of moderate deviations.
Corollary 5.6. Assume SN admits the order r Edgeworth expansion. Then for all
c ∈ (0, r),
P(SN ≥ AN +
√
cσ2N lnN) ∼ 1√
2πc
1√
N c lnN
.
6. Examples
Here we give several examples of systems satisfying assumptions (A1)–(A4).
6.1. Independent variables. Let Xn be i.i.d. with r+2 moments. In this case we can
take B = R, and define Ltv = E(eitX1v) = φ(t)v where φ is the characteristic function
of X1. Here we have taken ℓ = 1. Put v = 1. Then, the independence of the random
variables gives us, Lnt 1 = E(eitSn) = φ(t)n. Also, the moment condition implies t→ φ(t)
is Cr+2. This means (A1) is satisfied. (A2) is clear.
Suppose X1 is l−Diophantine. That is there exists C > 0 and x0 > 0 such that for
all |x| > x0, |φ(t)| < 1 − C|x|l . Then |φ(t)| ≤ e
− C|t|l . So |φ(t)| < 1 for all t 6= 0. So we
have (A3). Also, this implies that X1 is non-lattice. An easy computation shows that
when r1 <
1
l
, there exists r2 such that t0 < |t| < nr1 =⇒ |φ(t)|n ≤ n−r2 . In fact,
|φ(t)|n ≤ e−cnα where α = 1− r1l > 0. So, (A4) is satisfied with r1 < 1l .
When l = 0 we see that (A4) is satisfied with r1 >
r−1
2
and hence by Theorem 2.1
order r Edgeworth expansion for Sn exists. This is exactly the classical result due to
Crame´r because Crame´r’s continuity condition: lim sup|t|→∞ |φ(t)| < 1 corresponds to
l = 0.
Choose q > r+1
2r1
> (r+1)l
2
. Then, by Theorem 2.4 and Theorem 2.5 we have that Sn
admits weak global expansion for f ∈ F q+20 and weak local expansion for f ∈ F q+2r+1 .
These are similar to the results appearing in [2] but slightly weaker because we require
one more derivative: q+2 > 2+ (r+1)l
2
as opposed to 1+ (r+1)l
2
. This is because we do not
use the optimal conditions for the integrability of the Fourier transform. If we required
f ∈ F q+1r and f (q+1) to be α−Ho¨lder for small α, then the proof would still hold true
and we could recover the results in [2].
6.2. Finite state Markov chains. Here we present a non-trivial example for which
the weak Edgeworth expansions exist but the strong expansion does not exist.
Consider the Markov chain xn with states S = {1, . . . , d} whose transition probability
matrix P = (pjk)d×d is positive. Then, by the Perron-Forbenius theorem, 1 is a simple
eigenvalue of P and all other eigenvalues are strictly contained inside the unit disk.
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Suppose h = (hjk)d×d ∈ M(d,R) and its entries cannot be written as
rhjk = c+H(k)−H(j) mod 2π
for some d−vector H and r ∈ R. Put Xn = hxnxn+1 .
For the family of operators Lt : Cd → Cd,
(6.1) (Ltf)j =
d∑
k=1
eithjkpjkfk, j = 1, . . . , d
v = 1 and ℓ = µ0, the initial measure, we have (2.1).
Define br,j,k = hrj + hjk for all j, r = 1, . . . , d and k = 2, . . . , d. Put d(s) =
max {(br,j,k − br,1,k)s} where { . } denotes the fractional part. We further assume that
h is β−Diophantine, that is, there exists K ∈ R such that for all |s| > 1,
(6.2) d(s) ≥ K|s|β .
If β > 1
d2(d−1)−1 then almost all h are β−Diophantine.
Because Sn can take at most O(nd2−1) distinct values, Sn has a maximal jump of
order at least n−(d
2−1). Therefore, the process Xhn = hxnxn−1 does not admit the order
2(d2 − 1) Edgeworth expansion.
The Perron-Forbenius theorem implies that the operator L0 satisfies (A2). Because
(6.1) is a finite sum, it is clear that t 7→ Lt is analytic on R. So we also have (A1). Also
the spectral radius of Lt is at most 1. Assume Lt has an eigenvalue on the unit circle,
say eiλ, then,
eiλfj = (Ltf)j =
d∑
k=1
eithjkpjkfk
Assuming maxj |fj| = |fr|,
|fr| = |eiλfr| =
∣∣∣∣ d∑
k=1
eithjkpjkfk
∣∣∣∣ ≤ d∑
k=1
pjk|fk| =⇒
d∑
k=1
pjk(|fk| − |fr|) ≥ 0
Because |fk| − |fr| ≤ 0 for all k and pjk ≥ 0 for all j and k we have |fk| = |fr| for all k.
Write fk = Re
iH(k) for all k. Then,
eiλReiH(j) =
d∑
k=1
eithjkpjkRe
iH(k)
0 =
d∑
k=1
pjk(e
i(thjk+H(k)−H(j)−λ) − 1)
=⇒ thjk = λ+H(j)−H(k) mod 2π
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But this is a contradiction. Therefore, (A3) holds. Next we notice that,
|(L2tf)r| =
∣∣∣∣ d∑
j=1
d∑
k=1
eit(hrj+hjk)prjpjkfk
∣∣∣∣ = ∣∣∣∣ d∑
k=1
( d∑
j=1
eit(hrj+hjk)prjpjk
)
fk
∣∣∣∣
≤ ‖f‖
( d∑
k=1
∣∣∣∣ d∑
j=1
eitbr,j,kprjpjk
∣∣∣∣)(6.3)
Now we estimate |br,k(t)| where
br,k(t) =
d∑
j=1
eitbr,j,kprjpjk = e
itbr,1,k
d∑
j=1
eit(br,j,k−br,1,k)prjpjk
Then we have,
|br,k(t)|2 =
d∑
j=1
p2rjp
2
jk + 2
d∑
j>l
prjpjkprlplk cos((br,j,k − br,l,k)t)
=
( d∑
j=1
prjpjk
)2
− 2
d∑
j>l
prjpjkprlplk[1− cos((br,j,k − br,l,k)t)]
=
( d∑
j=1
prjpjk
)2
− 2Cd(t)2 +O(d(t)3), C > 0
|br,k(t)| =
d∑
j=1
prjpjk − C˜d(t)2 +O(d(t)3), C˜ > 0
Therefore,
d∑
k=1
∣∣∣∣ d∑
j=1
eitbr,j,kprjpjk
∣∣∣∣ = d∑
k=1
( d∑
j=1
prjpjk
)
− Cd(t)2 +O(d(t)3)
= 1− Cd(t)2 +O(d(t)3), C > 0
From the Diophantine condition (6.2), we can conclude that there exists θ > 0 such that
for all |t| > 1,
‖L2t‖ ≤ 1− θd(t)2 =⇒ ‖LNt ‖ ≤
(
1− θd(t)2)⌈N/2⌉ ≤ e−θd(t)2N/2 ≤ e−θt−2βN/2.
When 1 < |t| < N 1−ǫ2β , we have, ‖LNt ‖ ≤ e−θNǫ/2 which gives us (A4) with r1 = 1−ǫ2β
where ǫ > 0 can be made as small as required. Because for small ǫ, ⌈ r+1
2(1−ǫ)⌉ = ⌈ r+12 ⌉,
choosing q > r+1
2
β, we conclude that for f ∈ F q+20 weak global and for f ∈ F q+2r+1 weak
local Edgeworth expansions of order r for the process Xhn exist.
Also, SN admits averaged Edgeworth expansions of order r for f ∈ F 20 . In the special
case of β > 1
d2(d−1)−1 , these hold for a full measure set of h even though the order r
strong expansion does not exist for r + 1 ≥ d2.
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6.3. More general Markov chains.
6.3.1. Chains with smooth transition density. First we consider the case where xn is a
time homogeneous Markov process on a compact connected manifold M with smooth
transition density p(x, y) which is bounded away from 0, and Xn = h(xn−1, xn) for a
piece-wise smooth function h :M×M→ R. We also assume that,
(6.4) ∄H ∈ L∞(M) s.t. h(x, y) +H(y)−H(x) is piecewise constant.
It is well known that when there does not exist H such that h(x, y) +H(y)−H(x) is
constant and the transition probability has a non-degenrate absolute continuous com-
ponent then the CLT holds with σ2 > 0.
To check the assumption 6.4 we need the following:
Lemma 6.1. (6.4) does not hold iff there exists o ∈ M such that the function x 7→
h(o, x) + h(x, y) is piece-wise constant.
Proof. If (6.4) does not hold then for each o ∈M
h(o, x) + h(x, y) = c1(o, x) + c2(x, y) +H(y)−H(o)
where ci, i = 1, 2 are piece-wise constant in x.
Conversely, if for some o ∈ M, x 7→ h(o, x) + h(x, y) is piece-wise constant. Let
c = h(o, o) and H(x) = h(o, o) − h(o, x). Then, h(o, o) + h(o, y) and h(o, x) + h(x, y)
differ by a piece-wise constant function. Then (6.4) does not hold because h(o, x) +
h(x, y)− (h(o, o) + h(o, y)) = h(x, y) +H(y)−H(x)− c is piecewise constant. 
Let B = L∞(M) and consider the family of integral operators,
(Ltu)(x) =
∫
p(x, y)eith(x,y)u(y) dy.
Let µ be the initial distribution of the Markov chain and {Fn} be the filtration adapted
to the processes. Then, using the Markov property,
Eµ[e
itSn ] = Eµ[e
itSn−1Lt1].
By induction we can conclude
Eµ(e
itSn) =
∫
Lnt 1 dµ
Because h is bounded, expanding eith(x,y) as a power series in t, we see that t 7→ Lt is
analytic for all t. This shows that (A1) is statisfied.
One can uniformly approximate p(x, y) by functions of the form
∑n
k=1 qk(x)rk(y).
Therefore, Lt is a uniform limit of finite rank operators and is compact. Compact
operators have a point spectrum hence the essential spectral radius of Lt vanishes. It is
also immediate that ‖Lt‖ ≤ 1 for all t. Hence the spectrum is contained in the closed
unit disk.
In addition, L0 : L∞(M)→ L∞(M) given by
(L0u)(x) =
∫
p(x, y)u(y) dy
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is a positive operator. Note that (L01)(x) = 1 for all x. Thus, 1 is an eigenvalue of L0
with eigenfunction 1. Also, eigenvalue 1 is simple and all other eigenvalues β are such
that |β| < 1. This follows from a direct application of Birkhoff Theory (see [1]). Thus,
we have (A2).
Next we show that if β ∈ sp(Lt), t 6= 0 then |β| < 1. If not, then there exists λ and
u ∈ L∞(M) such that ∫
p(x, y)eith(x,y)u(y) dy = eiλu(x)
Suppose supx |u(x)| = R then for each ǫ > 0 there exists xǫ such that
R− ǫ ≤ |u(xǫ)| = |eiλu(xǫ)| =
∣∣∣∣∫ p(x, y)eith(x,y)u(y) dy∣∣∣∣ ≤ ∫ p(x, y)|u(y)| dy
Therefore, ∫
p(x, y)[|u(y)| −R] dy ≥ −ǫ,
But |u(y)| − R ≤ 0. Hence, |u(y)| = R a.e. Therefore, u(y) = Reiθ(y) a.e. for some
function θ and we may assume θ ∈ [0, 2π).∫
p(x, y)eith(x,y)Reiθ(y) dy = Reiλeiθ(x)
=⇒
∫
p(x, y)[ei(th(x,y)−λ+θ(y)−θ(x)) − 1] dy = 0
=⇒ th(x, y)− λ+ θ(y)− θ(x) ≡ 0 mod 2π(6.5)
Thus, x 7→ h(y, x)+h(x, z) does not depend on x modulo 2π i.e. it is piece-wise constant.
By Lemma 6.1, h(x, y) does not satisfy (6.4). This contradiction proves (A3).
Recall that if K is integral operator
(Ku)(x) =
∫
k(x, y)u(y)dy
then
‖K‖ = sup
x
∫
|k(x, y)|dy.
In our case L2t has the kernel,
lt(x, y) =
∫
eit[h(x,z)+h(z,y)]p(x, z)p(z, y)dz.
By Lemma 6.1 for each x and y the function z 7→ (h(x, z) + h(z, y)) is not piecewise
constant. So its derivative (whenever it exists) is not identically 0. Thus there is an
open set Vx,y and a vector field e such that ∂e[h(x, z) + h(z, y)] 6= 0 on Vx,y. Integrating
by parts in the direction of e we conclude that
lim
t→∞
∫
Vx,y
eit[h(x,z)+h(z,y)]p(x, z)p(z, y)dz = 0.
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By compactness there are constants r0, ε0 such that for |t| ≥ r0 and all x and y in M,
|lt(x, y)| ≤ l0(x, y)− ε0. It follows that
||L2t || = sup
x,y
∫
M
|lt(x, y)|dy ≤
∫
M
l0(x, y)dy − ε0.
The first term here equals ∫∫
M×M
p(x, z)p(z, y)dzdy = 1.
Hence for |t| ≥ r0, ||L2t || ≤ 1 − ε0 and so ||LNt || ≤ (1 − ε0)⌈N/2⌉. This proves (A4) with
no restriction on r1. Therefore, SN admits Edgeworth expansions of all orders.
Next we look at the case when (6.4) fails but the constants are not lattice valued.
Then, arguments for (A1), (A2) and (A3) hold. In particular, (6.5) cannot hold since it
implies that (
h(x, y) +
θ(y)
t
− θ(x)
t
)
∈ λ
t
+
2π
t
Z
However, we have to impose a Diophantine condition on the values that h(x, y) can take
in order to obtain a sufficient control over ‖LNt ‖ and obtain (A4).
For fixed x, y let the range of z 7→ h(x, z) + h(z, y) be S = {c1, . . . , cd}. Note that
these ci’s may depend on x and y. However, there can be at most finitely many values
that h(x, z) + h(z, y) can take as x and y vary on M because h is piece-wise smooth.
So we might as well assume that S is this complete set of values. Also, take Uk to be
the open set on which z 7→ h(x, z) + h(z, y) takes value ck. Take bk = ck − c1 and define
d(s) = max {bks}. Assume further that there exists K > 0 such that for all |s| > 1,
d(s) ≥ K|s|β
If β > (d− 1)−1 for almost all d−tuples c = (c1, . . . , cd), the above holds.
Note that,
|L2tu(x)| =
∫ ∣∣∣∣∫ eit[h(x,z)+h(z,y)]p(x, z)p(z, y) dz∣∣∣∣ |u(y)| dy
≤ ‖u‖
∫ ∣∣∣∣∣
d∑
k=1
eitck
∫
Uk
p(x, z)p(z, y) dz
∣∣∣∣∣ dy = ‖u‖
∫ ∣∣∣∣∣
d∑
k=1
pke
itbk
∣∣∣∣∣ dy
where and pk =
∫
Uk
p(x, z)p(z, y) dz. Therefore, p1 + · · ·+ pd = p(x, y).
Now the situation is similar to that of (6.3) and a similar calculation yields,∣∣∣∣∣
d∑
k=1
pke
itbk
∣∣∣∣∣ = p(x, y)− Cd(t)2 +O(d(t)3), C > 0
Therefore,
‖L2t‖ ≤
∫ [
p(x, y)− Cd(t)2 +O(d(t)3)
]
dy = 1− C˜d(s)2
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From this we can repeat the analysis done in the finite state Markov chains example
following (6.3). In particular, when 1 < |t| < N 1−ǫ2β , there exists θ > 0 such that
‖LNt ‖ ≤ e−θN
ǫ
which gives us (A4).
Finally, when (6.4) fails and h takes integer values with span 1, Xn is a lattice random
variable and we can discuss the existence of the lattice Edgeworth expansion. In this
case SN admits the lattice expansion of all orders. To this end, only the condition (˜A3)
needs to be checked. First note that L0 = L2πk for all k ∈ Z. Also, assuming Lt has an
eigenvalue on the unit circle, we conclude (6.5),
th(x, y)− λ+ θ(y)− θ(x) ≡ 0 mod 2π
This implies t(h(x, y) + h(y, x)) ∈ 2πZ+2λ. Note that LHS belongs a lattice with span
t and RHS is a lattice with span 2π. Because t is not a multiple of 2π this equality
cannot happen. Therefore, when t 6∈ 2πZ, sp(Lt) ⊂ {|z| < 1} and we have the claim.
6.3.2. Chains without densities. We consider a more general case where transition prob-
abilities may not have a density. We claim we can recover (A1)–(A4) if the transition
operator takes the form
L0 = aJ0 + (1− a)K0
where a ∈ (0, 1) and J0 and K0 are Markov operators on L∞(M) (i.e. J0f ≥ 0 if f ≥ 0
and J01 = 1 and similarly for K0),
J0f(x) =
∫
p(x, y)f(y) dµ(y)
and
K0f(x) =
∫
f(y)Q(x, dy)
where p is a smooth transition density and Q is a transition probability measure. Let
h(x, y) be piece-wise smooth and put,
Jt(f) = J0(eithf) and Kt(f) = K0(eithf).
Defining Lt = aJt + (1− a)Kt we can conclude t 7→ Lt is analytic and that
Eµ(e
itSn) =
∫
Lnt 1 dµ.
Now we show that conditions (A2), (A3) and (A4) are satisfied. Because ‖Jt‖ ≤ 1
and ‖Kt‖ ≤ 1 we have ‖Lt‖ ≤ 1. Thus the spectral radius of Lt is ≤ 1. Because aJt is
compact, Lt and (1−a)Kt have the same essential spectrum. See [15, Theorem IV.5.35].
However the spectral radius of the latter is at most (1−a). Hence, the essential spectral
radius of Lt is at most (1− a).
Because both J0 and K0 are Markov operators we can conclude that 1 is an eigenvalue
of L0 with constant function 1 as the corresponding eigenfunction. From the previous
paragraph the essential spectral radius of L0 is at most (1 − a). Because Ln is norm
bounded it cannot have Jordan blocks. So 1 is semisimple.
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Suppose, Ltu = eiθu. Without loss of generality we may assume ‖u‖∞ = 1. Assuming
there exists a positive measure set Ω with |u(x)| < 1− δ we can conclude that, for all x,
|u(x)| = |Ltu(x)| = |aJtu(x) + (1− a)Ktu(x)|
≤ a
∫
Ω
|u(y)|p(x, y)dµ(y) + a
∫
Ωc
|u(y)|p(x, y)dµ(y) + (1− a)
≤ 1− aδµ(Ω).
This is a contradiction. Therefore, |u(x)| = 1. Put u(x) = eiγ(x). Then,
1 = a
∫
ei(th(x,y)+γ(y)−γ(x)−θ)p(x, y)dµ(y) + (1− a)e−i(θ+γ(x))Ktu
Hence,
∫
ei(th(x,y)+γ(y)−γ(x)−θ)p(x, y)dµ(y) = 1 =⇒ Jtu = eiθu. From section 6.3.1, this
can only be true when t = 0 and in this case θ = 0 and u ≡ 1. This concludes that Lt,
t 6= 0 has no eigenvalues on the unit disk and the only eigenvalue of L0 on the unit disk
is 1 and its geometric multiplicity is 1. As 1 is semisimple, it is simple as required. This
concludes proof of (A2) and (A3).
From the previous case, there exists r > 0 and ǫ ∈ (0, 1) such that such that for all
|t| > r we have ‖J 2t ‖ ≤ 1 − ǫ. From this we have, ‖L2t‖ = ‖a2J 2t + a(1 − a)JtKt +
(1 − a)aKtJt + (1 − a)2K2t‖ ≤ 1 − a2ǫ. Hence, for all |t| > r, for all N , ‖LNt ‖ ≤
(1 − a2ǫ)⌊N/2⌋ which gives us (A4) with no restrictions on r1. Therefore, SN admits
Edgeworth expansions of all orders as before.
As in the previous section, an analysis can be carried out when (6.4) fails. The
conclusions are exactly the same.
6.4. One dimensional piecewise expanding maps. Here we check assumptions
(2.1), (A1)–(A4) for piecewise expanding maps of the interval using the results of [3, 16].
Let f : [0, 1]→ [0, 1] be such that there is a finite partition A0 of [0, 1] (except possibly
a measure 0 set) into open intervals such that for all I ∈ A0, f |I extends to a C2 map
on an interval containing I. In other words f is a piece-wise C2 map. Further, assume
that f ′ ≥ λ > 1 i.e. f is uniformly expanding. Next, let An =
∨n
k=0 T
−jA0 and suppose
for each n there is Nn such that for all I ∈ An, fNnI = [0, 1]. Such maps are called
covering.
Statistical properties of piece-wise C2 covering expanding maps of an interval, are
well-understood. For example, see [16]. In particular, such a function f has a unique
absolutely continuous invariant measure with a strictly positive density h ∈ BV[0, 1] and
the associated transfer operator
L0ϕ(x) =
∑
y∈f−1(x)
ϕ(y)
f ′(y)
has a spectral gap.
Let g be C2 except possibly at finite number of points and admitting a C2 extension
on each interval of smoothness. Define Xn = g ◦ fn and consider it as a random variable
with x distributed according to some measure ρ(x)dx, ρ ∈ BV[0, 1].
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Define a family of operators Lt : BV[0, 1]→ BV[0, 1] by
Ltϕ(x) =
∑
y∈f−1(x)
eitg(y)
f ′(y)
ϕ(y)
where t = 0 corresponds to the transfer operator. Because g is bounded, writing eitg(y)
as a power series we can conclude t→ Lt is analytic for all t. This gives (A1).
(A2) follows from the fact that L0 has a spectral gap. We further assume that
(6.6) g is not cohomologous to a piece-wise constant function.
In particular, g is not a BV coboundary.
The assumption (6.6) is reasonable. Indeed, suppose that g is piece-wise constant
taking values c1, c2 . . . ck. Then Sn takes less than n
k−1 distinct values so the maximal
jump is of order at least n−(k−1) so Sn can not admit Edgeworth expansion of order
(2k − 2) in contrast to the case where (6.6) holds as we shall see below.
A direct computation gives,
E(eitSn/
√
n) =
∫ 1
0
Lnt/√nρ(x) dx.
Therefore, there exists A such that,
(6.7) lim
n→∞
E(eit
Sn−nA√
n ) = e−t
2σ2/2
where σ2 ≥ 0. It is well know that σ2 > 0 ⇐⇒ g is a BV coboundary (see [10]). From
(6.7) it is clear that Sn satisfies the CLT.
To show (A3) holds, we first normalize the family of operators,
Ltv(x) =
∑
f(y)=x
eitg(y)h(y)
f ′(y)h ◦ f(y)v(y)
Then, Lt = H−1 ◦Lt ◦H where H is multiplication by the function h. Therefore, Lt and
Lt have the same spectrum. However, the eigenfunction corresponding to the eigenvalue
1 of L0 changes to the constant function 1.
Assume eiθ is an eigenvalue of Lt. Then, there exists u ∈ BV[0, 1] with Ltu(x) =
eiθu(x). Observe that,
L0|u|(x) =
∑
f(y)=x
|u(y)|h(y)
f ′(y)h ◦ f(y) ≥
∣∣∣∣ ∑
f(y)=x
eitg(y)u(y)h(y)
f ′(y)h ◦ f(y)
∣∣∣∣ = |Ltu(x)| = |eiθu(x)| = |u(x)|
Also note that, L0 is a positive operator. Hence, Ln0 |u|(x) ≥ |u(x)| for all n. However,
lim
n→∞
(Ln0 |u|)(x) =
∫
|u(y)| · 1 dy
because 1 is the eigenfunction corresponding to the top eigenvalue. So for all x,∫
|u(y)| dy ≥ |u(x)|
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This implies that |u(x)| is constant. WLOG |u(x)| ≡ 1. So we can write u(x) = eiγ(x).
Then,
Ltu(x) =
∑
f(y)=x
h(y)
f ′(y)h ◦ f(y)e
i(tg(y)+γ(y)) = ei(θ+γ(x))
=⇒
∑
f(y)=x
h(y)
f ′(y)h ◦ f(y)e
i(tg(y)+γ(y)−γ(f(y))−θ) = 1
for all x. Since,
L01 =
∑
f(y)=x
h(y)
f ′(y)h ◦ f(y) = 1
and ei(tg(y)+γ(y)−γ(x)−θ) are unit vectors, it follows that
(6.8) tg(y) + γ(y)− γ(f(y))− θ = 0 mod 2π
for all y. Because g is not cohomologous to a piecewise constant function we have a
contradiction. Therefore, Lt and hence Lt does not have an eigenvalue on the unit circle
when t 6= 0.
To complete the proof of (A3) one has to show that the spectral radius of Lt is at
most 1 and that the essential spectral radius of Lt is strictly less than 1. This is clear
from Lasota-Yorke type inequality in [3, Lemma 1]. In fact, there is a uniform κ ∈ (0, 1)
such that ress(Lt) ≤ κ for all t.
Next, we describe in detail how the estimate in [3, Proposition 1] gives us (A4). To
make the notation easier we assume t > 0 and we replace |t| by t. [3, Proposition 1]
implies that there exist c and C such that if K1 large enough (we fix one such K1) then
for all t > K1,
(6.9) ‖L⌈c ln t⌉t u‖t ≤ e−C⌈c ln t⌉‖u‖t
where ‖h‖t = (1 + t)−1‖h‖BV + ‖h‖L1. Therefore,
‖Lk⌈c ln t⌉t u‖t ≤ e−C⌈c ln t⌉‖L(k−1)⌈c ln t⌉u‖t ≤ · · · ≤ e−Ck⌈c ln t⌉‖u‖t
Also, ‖Lt‖t ≤ 1. So, if n = k⌈c ln t⌉ + r where 0 ≤ r < ⌈c ln t⌉ then
‖Lnt u‖t ≤ e−Ck⌈c ln t⌉‖Lrtu‖t ≤ e−Cn
k⌈c ln t⌉
k⌈c ln t⌉+r ‖u‖t ≤ e−Cn kk+1‖u‖t
However,
(1 + t)−1‖h‖BV ≤ ‖h‖t ≤ [1 + (1 + t)−1]‖h‖BV
Therefore,
(1 + t)−1‖Lnt u‖BV ≤ [1 + (1 + t)−1]e−Cn
k
k+1‖u‖BV
which gives us
‖Lnt ‖BV ≤ (t+ 2)e−Cn
k
k+1
and here k = k(n, t) = ⌊ n⌈c ln t⌉⌋. When K1 ≤ |t| ≤ nr1 , kmin = ⌊ n⌈c lnnr1⌉⌋ and kminkmin+1 → 1
as n→∞. Also, 1 ≥ k
k+1
≥ kmin
kmin+1
and,
‖Lnt ‖BV ≤ (t+ 2)e−Cn
k(n,t)
k(n,t)+1 ≤ 2nr1e−Cn
kmin
kmin+1
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Choosing n0 such that for all n > n0,
kmin
kmin+1
> 1
2
(so this choice of n0 works for all t) we
can conclude that,
‖Lnt ‖BV ≤ 2nr1e−Cn/2
This proves (A4) for all choices of r1. In particular given r, we can choose r1 >
r−1
2
in
the above proof. This implies that Edgeworth expansions of all orders exist.
6.5. Multidimensional expanding maps. Let M be a compact Riemannian mani-
fold and f :M→M be a C2 expanding map. Let g :M→ R be a C2 function which is
non homologous to constant. The proof of Lemma 3.13 in [5] shows that this condition
is equivalent to g not being infinitesimally integrable in the following sense. The natural
extension of f acts on the space of pairs ({yn}n∈N, x) where f(yn+1) = yn for n > 0 and
fy1 = x. Given such pair let
Γ({yn}, x) = lim
n→∞
∂
∂x
[
n−1∑
k=0
g(fkyn)
]
= lim
n→∞
∂
∂x
[
n∑
k=1
g(yk)
]
=
[ ∞∑
k=1
∂
∂x
g(yk)
]
.
g is called infinitesimally integrable if Γ({yn}, x) actually depends only on x but not on
{yn}.
Let Xn = g ◦ fn. We want to verify (A1)–(A4) when x is distributed according to a
smooth density ρ. Note that assumption (2.1) holds with v = ρ, ℓ being the Lebesgue
measure and
(Ltφ)(x) =
∑
y∈f−1(x)
eitg(y)∣∣det (∂f
∂x
)∣∣φ(y).
We will check (A1)–(A4) for Lt acting on C1(M). The proof of (A1)–(A3) is the same
as in section 6.4. In particular, for (A3) we need Lasota–Yorke inequality (see (6.12)
below) which is proven in [5, equation (19)].
The proof of (A4) is also similar to section 6.4, so we just explain the differences. As
before we assume that t > 0. Given a small constant κ let
‖φ‖t = max
(
‖φ‖C0 , κ‖Dφ‖C0
1 + t
)
.
Then by [5, Proposition 3.16]
(6.10) ‖Lnt φ‖t ≤ ‖φ‖t
provided that n ≥ C1 ln t.
By [5, Lemma 3.18] if g is not infinitesimally integrable then there exists a constant
η < 1 such that
(6.11) ‖Lnt φ‖L1 ≤ ηn‖φ‖t.
The Lasota–Yorke inequality says that there is a constant θ < 1, such that
(6.12) ‖D (Lnt φ)‖C0 ≤ C3 (t‖φ‖C0 + θn‖Dφ‖C0)
Also,
(6.13) ‖Lnt φ‖C0 ≤ ‖Ln0 (|φ|)‖C0 ≤ C4 (‖ |φ| ‖L1 + θn‖ |φ| ‖Lip)
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where the last step relies on L0 having a spectral gap on the space of Lipshitz functions.
Combing (6.10) through (6.13), we conclude that Lt satisfies (6.9). The rest of the
argument is the same as in section 6.4.
Appendix A.
In the discussion below, we do not assume the abstract setting introduced in section 2.
Therefore the hierarchy of asymptotic expansions provided here holds true in general.
We observe that the classical Edgeworth expansion is the strongest form of asymp-
totic expansion among the expansions for non-lattice random variables. The following
proposition and remark A.1 establish this fact.
Proposition A.1. Suppose SN admits order r Edgeworth expansions, then it also admits
order r weak global expansion for f ∈ F 10 and order r averaged expansions for f ∈ L1.
Further, if the polynomials Pp in the Edgeworth expansion has opposite parity as p then
SN admits order r − 1 weak local expansion for f ∈ F 1r .
Remark A.1. Section 6.2 contains examples for which the weak and averaged forms
of expansions exist but the strong expansion does not. Therefore none of the above
implications are reversible.
Proof of Proposition A.1. Suppose f ∈ F 10 . Let Fn = P
(
Sn−nA√
n
≤ x) and put
Er,n(x) = N(x) +
r∑
p=1
1
np/2
Pp(x)n(x).
Observe that Fn(x)− En(x) = o(n−r/2) uniformly in x and,
dEr,n(x) = n(x) dx+
r∑
p=1
1
np/2
[
P ′p (x) n (x) + Pp(x)n
′(x)
]
dx =
r∑
p=0
1
np/2
Rp(x)n(x) dx
where Rp are polynomials given by Rp = P
′
p+PpQ and Q is such that n
′(x) = Q(x)n(x).
Next, we observe that,
E(f(Sn − nA)) = E
(
f
(Sn − nA√
n
√
n
))
=
∫
f(x
√
n) dFn(x)
=
∫
f(x
√
n) dEr,n(x) +
∫
f(x
√
n) d(Fn − Er,n)(x).
Now we integrate by parts and use Er,n(∞) = Fn(∞) = 1 and Er,n(−∞) = Fn(−∞) =
0 to obtain,
E(f(Sn − nA)) =
∫
f(x
√
n) dEr,n(x) + (Fn − Er,n)(x)f(x
√
n)
∣∣∣∞
−∞
−
∫
(Fn − Er,n)(x)
√
nf ′(x
√
n) dx
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=
∫ r∑
p=0
1
np/2
Rp(x)n(x) f(x
√
n)dx+ o
(
n−r/2
) ∫ √
nf ′(x
√
n) dx
=
r∑
p=0
1
np/2
∫
Rp(x)n(x) f(x
√
n)dx+ o
(
n−r/2
)
.
This is the order r weak global Edgeworth expansion. The existence of the order r−1
weak local expansion follows from this. This is our next theorem. So we postpone its
proof.
For f ∈ L1 substituting x by x+ y√
n
in the Edgeworth expansion for Sn we have
P
(
Sn − nA√
n
≤ x+ y√
n
)
−N
(
x+
y√
n
)
=
r∑
p=1
1
np/2
Pp
(
x+
y√
n
)
n
(
x+
y√
n
)
+ o
(
n−r/2
)
.
For fixed x, the error is uniform in y. Therefore, multiplying the equation by f(y) and
then integrating we can conclude that the order r averaged expansion exists. 
Remark A.2. We have seen from the derivation of the Edgeworth expansion in section 3
that Pp(x) and p have opposite parity in the weakly dependent case. This implies that
Pp,g has the same parity as p. This is true in the i.i.d. case as well. Even though
this assumption may look artificial in the general case, it is reasonable. When using
characteristic functions to derive the expansions, one is likely to end up with Hermite
polynomials which is the reason behind the parity relation.
Next, we compare the the relationships among the weak and averaged forms of Edge-
worth expansions.
Proposition A.2. Suppose SN admits order r weak global Edgeworth expansion for
f ∈ F q+1r for some q ≥ 0. If the polynomials Pp,g in the global Edgeworth expansion has
the same parity as p then SN admits order r − 1 weak local expansion for f .
Proof. Assume, f ∈ F 1r . Then, from the Plancherel formula,∫
R
√
nf
(
x
√
n
)
Pp,g(x)n(x) dx =
1
2π
∫
R
f̂
( t√
n
)
Ap(t)e
−σ2t2
2 dt
where Ap(t) are polynomials constructed using the following relation,
Pp,g(t)e
− t2
2σ2 =
1√
2πσ2
Ap
(
−i d
dt
)[
e−
t2
2σ2
]
.
By construction Pp,g and Ap has the same parity. This means Ap has the same parity as
p.
First replace ∫
Pp,g(x)n(x) f(x
√
n)dx
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by
1
2π
√
n
∫
R
f̂
( t√
n
)
Ap(t)e
−σ2t2
2 dt
in the weak global expansion to obtain,
√
nE(f(Sn − nA)) = 1
2π
r∑
p=0
1
np/2
∫
R
f̂
( t√
n
)
Ap(t)e
−σ2t2
2 dt+ o
(
n−(r−1)/2
)
.
Then substituting for f̂ with its order r − 1 Taylor expansion,
√
nE(f(Sn − nA)) = 1
2π
r∑
p=0
r−1∑
j=0
f̂ (j)(0)
j!n(j+p)/2
∫
R
tje−σ
2t2/2Ap(t) dt + o
(
n−(r−1)/2
)
.
Put
apj =
∫
R
tje−σ
2t2/2Ap(t) dt = 0 and f
(j)(0) =
∫
(−it)jf(t) dt
to get,
√
nE(f(Sn − nA)) = 1
2π
r∑
p=0
r−1∑
j=0
apj
j!n(j+p)/2
∫
R
(−it)jf(t) dt+ o (n−(r−1)/2)
Since p and Ap are of the same parity, when j + p is odd. apj = 0. So we collect terms
such that p+ j = 2k where k = 0, . . . , r − 1 and write,
Pk,w =
∑
p+j=2k
apj
j!
(−it)j
Then, rearranging, simplifying and absorbing higher order terms to the error, we obtain,
√
nE(f(Sn − nA)) = 1
2π
⌊(r−1)/2⌋∑
k=0
1
nk
∫
R
Pk,w(t)f(t) dt+ o
(
n−(r−1)/2
)
which is the order r − 1 weak local Edgeworth expansion. 
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