Disjointness of interval exchange transformations from systems of
  probabilistic origin by Brzykcy, Jacek & Fraczek, Krzysztof
ar
X
iv
:0
90
8.
01
40
v1
  [
ma
th.
DS
]  
2 A
ug
 20
09
DISJOINTNESS OF INTERVAL EXCHANGE
TRANSFORMATIONS FROM SYSTEMS OF PROBABILISTIC
ORIGIN
Jaek Brzyky
Faulty of Mathematis and Computer Siene
Niolaus Copernius University
ul. Chopina 12/18, 87-100 Toru«, Poland
Krzysztof Fr¡zek
Faulty of Mathematis and Computer Siene
Niolaus Copernius University
ul. Chopina 12/18, 87-100 Toru«, Poland
Institute of Mathematis, Polish Aademy of Siene
ul. niadekih 8, 00-956 Warszawa, Poland
Abstrat. It is proved that almost every interval exhange transformation
given by the symmetri permutation„
1 2 . . . m− 1 m
m m− 1 . . . 2 1
«
,
where m ≥ 5 is an odd number, is disjoint from ELF systems. Some disjointness
properties of speial ows built over interval exhange transformations and
under pieewise onstant roof funtion are investigated as well.
1. Introdution
The notion of ELF systems was introdued in paper [8℄ to express the fat that a
given system is of probabilisti origin. An automorphism T : (X,B, µ)→ (X,B, µ)
is said to has the ELF property, if it is ergodi and the weak losure of the set of all
its iterations {T n : n ∈ N}, onsidered as Markov operators in L2(X,B, µ), onsists
of indeomposable Markov operators. The following standard lasses of systems
of probabilisti origin enjoy the ELF property: mixing systems, ergodi Gaussian
systems (see [13℄ and [8℄), Poisson suspensions, dynamial systems oming from
stationary symmetri αstable proesses (see [6℄) and innitely divisible proesses
(see [18℄).
This work ontinues the researh programme begun in [8℄. The purpose of that
projet is to study deterministi systems that are disjoint from systems of proba-
bilisti origin. This is losely related to some problems of smooth realization for
systems of probabilisti origin (see [9℄). Reall that two measure-preserving auto-
morphisms of standard probability spaes are disjoint if they have only one joining
equal to the produt measure (see [10℄). Aording to the programme, in [9℄, it was
proved that smooth ergodi ows of ompat orientable smooth surfaes having only
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nondegenerate saddles as isolated ritial points (and having a good transversal)
are disjoint from ELF ows. A substantial ontribution to the projet was provided
in [6℄ where some lasses of automorphisms disjoint from ELF automorphisms were
found. The proofs of disjointness in [8℄ and [9℄ were based mainly on the following
two results.
Proposition 1.1 ([9℄). Suppose that T = {Tt}t∈R is an ergodi ow on (X,B, µ)
suh that there exist a sequene {tn} ⊂ R, tn → +∞, 0 < α ≤ 1, J ∈ J (T ) and a
probability Borel measure on R for whih
Ttn → α
∫
R
TsdP (s) + (1 − α)J weakly in L(L2(X,B, µ)).
If P is not a Dira measure then T is disjoint from all weakly mixing ELF ows.
Proposition 1.2 ([6℄). Let T : (X,B, µ) → (X,B, µ) be a weakly mixing ergodi
automorphism. Assume that there exist an inreasing sequene {tn} of natural num-
bers, 0 < α ≤ 1, J ∈ J (T ) and a probability measure P on Z suh that
T tn → α
∑
k∈Z
P ({k})T k + (1− α)J weakly in L(L2(X,B, µ)).
If P is not Dira then T is disjoint from all ELF automorphisms.
It was shown in [6℄ that weakly mixing simple but not mixing automorphisms and
almost all interval exhange transformations for some speial irreduible permuta-
tions are disjoint from ELF automorphisms. More preisely, if pi is an irreduible
permutation of m elements suh that pi(i) + 1 6= pi(i + 1) for 1 ≤ i ≤ m− 1 and
(1) pi(pi−1(1)− 1) = pi(1)− 1 or pi(pi−1(m) + 1) = pi(m) + 1
then almost every orresponding interval exhange transformation is disjoint from
all ELF systems. This lass of permutation is in a sense marginal beause the
orresponding IETs an be "redued" to exhanges of m−1 intervals. In this paper
we will prove the disjointness of almost every IET from ELF automorphisms (see
Theorem 6.3) for more interesting set of permutations lying in the Rauzy lass
generated by the symmetri permutation
τsymm =
(
1 2 . . . m− 1 m
m m− 1 . . . 2 1
)
,
where m ≥ 5 is odd. As τsym3 fullls (1), the disjointness for m = 3 was proved in
[6℄.
The idea of the proof onsists in nding some IETs whih have segments of
orbits with speial ode properties. For m = 5 we deal with IETs of periodi type.
Sine suh IETs are isomorphi to substitutional dynamial systems, we an use an
approah developed in [2℄ for substitutions for whih one is an eigenvalue of the
assoiated matrix. It allows us to nd the required segments of orbits. In order to
nd appropriate IETs of periodi type we use a method of searhing some paths in
Rauzy graphs developed in [14℄ and [19℄. Moreover, we introdue a proedure whih
helps us to redue the problem of nding appropriate IETs to a smaller number of
intervals. Sine the existene of the required segments of orbits is an open ondition,
we an use standard tehnis introdued by Veeh in [23℄ to prove the existene of
suh segments for almost all IETs in the Rauzy lass of the permutation τsymm .
Finally, this allows us to apply Proposition 1.2.
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As a byprodut, we obtain (using Maple) onrete examples of IETs of periodi
type disjoint from ELF systems.
Using Proposition 1.1, for some irreduible permutations we show that in the lass
of speial ows built over orresponding IETs and under roof funtions onstant over
the exhanged intervals almost every suh ow is disjoint from weakly mixing ELF
ows (see Corollary 4.12).
2. Preliminaries
2.1. Joinings. For bakground information on the theory of joinings we refer the
reader to [11℄ and [5℄.
Let T and S be ergodi automorphisms of standard probability Borel spaes
(X,B, µ) and (Y, C, ν) respetively. By a joining between T and S we mean any
T × S-invariant probability measure ρ on (X × Y,B ⊗ C) whose projetions on X
and Y are equal to µ and ν respetively. If we onsider ows T = {Tt}t∈R and
S = {St}t∈R, by a joining between T and S we mean any probability {Tt×St}t∈R
invariant measure on (X × Y,B ⊗ C) with the same property. The set of joinings
between automorphisms T and S is denoted by J(T, S). If the automorphism T ×S
on (X×Y,B⊗C, ρ) is ergodi then the joining ρ is alled ergodi. The set of ergodi
joinings is denoted by Je(T, S).
Any automorphism R : (X,B, µ) → (X,B, µ) determines a unitary operator
on L2(X,B, µ), still denoted by R, by the formula R(f) = f ◦ R. An operator
Φ : L2(X,B, µ)→ L2(Y, C, ν) is alled a Markov operator if
Φ(1) = Φ∗(1) = 1 and Φ(f) ≥ 0 for all f ≥ 0.
Denote by J (S, T ) the set of all Markov operators from L2(X,B, µ) to L2(Y, C, ν)
suh that T ◦ Φ = Φ ◦ S. For ρ ∈ J(S, T ), dene an operator Φρ : L2(X,B, µ) →
L2(Y, C, ν) by the formula
(2) 〈f, g〉L2(X×Y,ρ) = 〈Φρ(f), g〉L2(Y,ν)
for eah f ∈ L2(X,B, µ) and g ∈ L2(Y, C, ν). Then φρ ∈ J (T, S) and J(T, S) ∋ ρ 7→
φρ ∈ J (T, S) establishes a 1-1 ane orrespondene between the sets J (T, S) and
J(T, S). The set of intertwining Markov operators J (S, T ) is ompat in the weak
operator topology, thus the set J(S, T ) is also ompat (on J(T, S) we transport
the topology of J (T, S)). Markov operators orresponding to ergodi joinings are
alled indeomposable.
Following [10℄, automorphisms S and T are alled disjoint if J(S, T ) = {µ⊗ ν}.
Note that Φµ⊗νf =
∫
X fdµ.
If S = T we will write J(T ), Je(T ), J (T ) and J e(T ) instead of J(T, T ), Je(T, T ),
J (T, T ) and J e(T, T ) respetively, and the elements of J(T ) are alled self-joinings
of T .
By C(T ) we denote the entralizer of T , that is the set of all automorphisms
of (X,B, µ) ommuting with T . If R ∈ C(T ) then the formula µR(A × B) =
µ(A ∩R−1B) determines an ergodi self-joining of T supported on the graph of R.
Moreover, ΦµR = R.
Denition 2.1. Let T be an ergodi automorphism of a standard probability spae
(X,B, µ). Following [8℄, we say that T is an ELF automorphism, if {T n : n ∈ Z} ⊂
J e(T ) (the losure is taken in the weak operator topology). An ergodi ow T =
{Tt}t∈R on (X,B, µ) is said to be an ELF ow if {Tt : t ∈ R} ⊂ J e(T ).
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Lemma 2.2. Let T = {Tt}t∈R be a measure-preserving ow on a standard proba-
bility spae (X,B, µ) and let Φ ∈ J (T ). Suppose that {tn} is a real sequene suh
that tn → +∞ and the sequene of operators {Ttn} onverges in the weak operator
topology. For every 0 < α ≤ 1 the following two statements are equivalent:
(i) There exists Φ′ ∈ J (T ) suh that Ttn → αΦ + (1− α)Φ′ weakly.
(ii) For all A,B ∈ B we have limn→∞〈TtnχA, χB〉 ≥ α〈ΦχA, χB〉.
Proof. Suppose that Ttn → αΦ + (1− α)Φ′ weakly for some Φ′ ∈ J (T ). Then
〈TtnχA, χB〉 → α〈ΦχA, χB〉+ (1− α)〈Φ′χA, χB〉
for all A,B ∈ B. Sine Φ′χA ≥ 0, we have 〈Φ′χA, χB〉 ≥ 0, whih implies (ii).
The onverse follows diretly from Lemma 3 in [9℄. 
Remark 2.3. Note that if ρ, ρ0 ∈ J(T ) are self-joinings suh that Ttn → Φρ weakly
and Φρ0 = Φ then ondition (ii) in Lemma 2.2 is equivalent to ρ ≥ αρ0.
Lemma 2.4. Let T = {Tt}t∈R be an ergodi ow on a standard probability spae
(X,B, µ). Suppose that there exist a real sequene {tn} with tn → +∞, θ 6= 0,
0 < α1, α2 ≤ 1 and Φ1,Φ2 ∈ J (T ) suh that
Ttn → α1Id+ (1− α1)Φ1 and Ttn → α2Tθ + (1− α2)Φ2
weakly in L(L2(X,B, µ)). Then α1 + α2 ≤ 1 and there exists Φ ∈ J (T ) suh that
Ttn → α1Id+ α2Tθ + (1− α1 − α2)Φ weakly in L(L2(X,B, µ)).
Proof. Let ρ ∈ J(T ) be a self-joining suh that Ttn → Φρ weakly. By Lemma 2.2,
ρ ≥ α1µId and ρ ≥ α2µTθ . By the ergodiity of T , µ({x ∈ X : Tθx = x}) = 0, and
hene the measures µId and µTθ are orthogonal. It follows that
ρ ≥ α1µId + α2µTθ = (α1 + α2)
α1µId + α2µTθ
α1 + α2
.
Sine ρ is probabilisti, we obtain α1 + α2 ≤ 1. Now we apply Lemma 2.2 to the
operator assoiated with the self-joining
α1µId+α2µTθ
α1+α2
∈ J(T ). This ompletes the
proof. 
2.2. Speial ows. Assume that T is an ergodi automorphism of a standard
probability spae (X,B, µ) and let f ∈ L1(X,B, µ) be a positive funtion. Denote
by λ the Lebesgue measure on R. Let Xf = {(x, r) ∈ X × R; 0 ≤ r < f(x)}
and let Bf and µf be the restritions of B ⊗ B(R) and µ ⊗ λ to Xf . Denote by
T f = {(T f)t}t∈R : (Xf ,Bf , µf ) → (Xf ,Bf , µf ) the speial ow built over T and
under f . The speial ow moves eah point in Xf vertially at unit speed and
points (x, f(x)) and (Tx, 0) are identied. For any n ∈ Z let
f (n)(x) =


f(x) + . . .+ f(T n−1x) if n > 0,
0 if n = 0,
−(f(T nx) + . . .+ f(T−1x)) if n < 0.
Consider the skew produt S−f : (X×R,B⊗B(R), µ⊗λ)→ (X×R,B⊗B(R), µ⊗λ)
given by S−f (x, r) = (Tx,−f(x) + r). Thus (S−f )k(x, r) = (T kx,−f (k)(x) + r) for
eah k ∈ Z. Moreover,
T ft (x, r) = (S−f )
k(x, r + t) = (T kx, r + t− f (k)(x)),
where k ∈ Z is given by f (k)(x) ≤ r + t < f (k+1)(x)
If f ≡ 1, the speial ow T f is alled a suspension ow. For more information
on speial ows we refer the reader to [4℄.
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To apply Propositions 1.1 and 1.2 we will need the following result from [9℄.
Proposition 2.5. Let (X, d) be a ompat metri spae. Let B stand for the σ
algebra of Borel subsets of X and let µ be a probability Borel measure on X. Suppose
that T : (X,B, µ)→ (X,B, µ) is an ergodi measurepreserving automorphism and
there exist an inreasing sequene of natural numbers {qn} and a sequene of Borel
sets {Cn} suh that
µ(Cn)→ α > 0, µ(Cn△T−1Cn)→ 0 and sup
x∈Cn
d(x, T qnx)→ 0.
Assume that f ∈ L2(X,µ) a positive funtion bounded away from zero and {an} is
a sequene of real numbers suh that the sequene
{∫
Cn
|f (qn)(x) − an|2dµ(x)
}
is
bounded. Suppose that
1
µ(Cn)
(
(f (qn) − an)|Cn
)
∗
(µ|Cn)→ P
weakly in the set of probability Borel measures on R. Then {(T f)an} onverges
weakly to the operator
α
∫
R
(T f)−t dP (t) + (1 − α)J,
where J ∈ J (T f).
2.3. Substitutions. Let us onsider a nite alphabet A = {0, . . . , r−1} and let A∗
stand for the set of nonempty nite words over A. Eah map σ : A→ A∗ is alled
a substitution. The map σ an be extended to σ : A∗ → A∗, σ : AN → AN and
σ : AZ → AZ by taking onatenations. The assoiated matrix with the substitution
σ is the matrix M = [mij ]0≤i,j≤r−1, where mi,j is the number of ourrenes of the
symbol i in the word σ(j). A substitution σ is alled primitive, if there exists n ∈ N
suh that all entries of Mn are stritly positive. Perron-Frobenius theorem states
that for eah primitive matrix, there exists an eigenavalue θ > 0, whih is greater
than the absolute value of any other eigenvalue of M . Moreover, there exist left
and right eigenvetors assoiated with θ with positive entries.
The spae AZ is endowed with the metri
d(x, y) =
1
1 + inf{|k|;xk 6= yk}
for eah x, y ∈ AZ. For any primitive substitution σ there is at least one sequene
u ∈ AZ suh that u = σk(u) for some k ≥ 1. If the sequene u is not periodi, the
substitution σ is alled aperiodi. Let S : AZ → AZ stand for the left shift dened by
(Sx)n = xn+1. Let Xσ = {Snu : n ∈ Z}. Denote by Lσ ⊂ A∗ the language whih
ontains of all nite words whih our in the sequene u. Therefore {xn}n∈Z ∈ Xσ
if and only if xn . . . xn+k ∈ Lσ for all n ∈ Z and k ≥ 0. Sine Xσ is S-invariant,
we an onsider the restrition of S to Xσ. This topologial dynamial system will
be denoted by Sσ : Xσ → Xσ and is alled a substitution dynamial system. If σ is
primitive and aperiodi then the dynamial system (Xσ, Sσ) is minimal and uniquely
ergodi (see [16℄). Denote by µσ the unique Sσ-invariant probability measure.
For any w¯ = w0 . . . wm−1 ∈ A∗, the vetor l(w¯) = (l0(w¯), . . . , lr−1(w¯)) with
li(w¯) = #{j : wj = i, 0 ≤ j ≤ m− 1} for any 0 ≤ i ≤ r − 1, is alled the population
vetor of the word w¯. Following [3℄, a nite word w¯ = w0 . . . wk−1 ∈ Lσ is alled a
reurrene word of σ if w¯w0 = w0 . . . wk−1w0 ∈ Lσ.
6 JACEK BRZYKCY AND KRZYSZTOF FRCZEK
3. Interval exhange transformations
3.1. Introdution. Let m ≥ 2 be a xed natural number and let
R
m
+ = {λ = (λ1, . . . , λm) ∈ Rm \ {0} : λi ≥ 0, 1 ≤ i ≤ m}.
Denote by Sm the set of all permutations of {1, . . . ,m}. A permutation pi is
alled irreduible, if pi{1, . . . , k} 6= {1, . . . , k} for any 1 ≤ k ≤ m − 1. The set
of all irreduible permutations is denoted by S0m. Given (λ, pi) ∈ Rm+ × S0m let
T = Tλ,pi : [0, |λ|) → [0, |λ|) (|λ| =
∑m
i=1 λi) stand for the interval exhange trans-
formation (IET) of m intervals ∆j =
[∑j−1
i=1 λi,
∑j
i=1 λi
)
, j = 1, . . . ,m, whih
are rearranged aording to the permutation pi. Denote by µ the restrition of the
Lebesgue measure on R to the interval [0, |λ|). Then T : ([0, |λ|), µ) → ([0, |λ|), µ)
is a measurepreserving automorphism. Note that T−1 is also an IET of intervals
T∆pi−1(1), . . . , T∆pi−1(m).
Denote by β0, . . . , βm−1 the left endpoints of the intervals ∆1, . . . ,∆m. Let
Orb(x) = {T nx : n ∈ Z} stand for the orbit of point x. Following [12℄, we
say that T satises the innite distint orbit ondition (IDOC), if every orbit of βs,
1 ≤ s ≤ m − 1, is innite and Orb(βs) ∩ Orb(βt) = ∅ for all 1 ≤ s 6= t ≤ m − 1.
Reall that (see [12℄) if pi ∈ S0m then Tλ,pi satises the IDOC for a.e. λ ∈ Rm+ .
Moreover, every IET satisfying the IDOC is minimal, i.e. every orbit is dense (see
[12℄).
For any subinterval Z ⊂ [0, |λ|) we an dene the indued IET TZ : Z → Z by
the formula TZ(x) = T
k(x)(x) for any x ∈ Z, where k(x) ∈ N is the rst positive
return time of x to Z. The indued map TZ is an exhange of at mostm+2 intervals
(see e.g. [4℄).
Let d(λ, λ′) =
∑m
i=1 |λi − λ′i| for all λ, λ′ ∈ Rm+ . We will onsider on Rm+ × S0m
the metri
d¯((λ, pi), (λ′, pi′)) = d(λ, λ′) + δpi,pi′ .
3.2. Rauzy indution. Suppose that T = Tλ,pi : [0, |λ|)→ [0, |λ|) is an IET given
by λ = (λ1, . . . , λm) ∈ Rm+ and permutation pi ∈ S0m. Assume that Tλ,pi satises
the IDOC. By Rauzy indution of IETs we mean a speial kind of indution, where
Z := [0, |λ| −min{λm, λpi−1(m)}). By IDOC, λm 6= λpi−1(m). Then TZ is again an
exhange of m intervals and we an write TZ = Tλ′,pi′ , where (λ
′, pi′) ∈ Rm+ × S0m.
Let us onsider two maps a, b : S0m → S0m
api(i) =


pi(i), i ≤ pi−1(m)
pi(m), i = pi−1(m) + 1,
pi(i− 1), i > pi−1(m) + 1
bpi(i) =


pi(i), pi(i) ≤ pi(m)
pi(i) + 1, pi(m) < pi(i) < m
pi(m) + 1, pi(i) = m.
and two m×m matries
A(a, pi) =


1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1 1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 0 0 . . . 1
0 0 . . . 0 1 0 . . . 0


← pi−1(m)
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A(b, pi) =


1 . . . 0
.
.
.
.
.
.
.
.
.
0 . . . 0 1 0 . . . 1

 .
↑
pi−1(m)
The indued IET is then given by (λ′, pi′) = (A(c, pi)−1λ, c(pi)), where
c = c(λ, pi) =
{
a if λm < λpi−1(m)
b if λm > λpi−1(m).
By IDOC, we an dene Rauzy indution for the IET given by (λ′, pi′). In fat, this
proedure an be ontinued for any nite number of steps. Let Λm = {λ ∈ Rm+ :
|λ| = 1}. Dene maps
J : Rm+ × S0m → Rm+ × S0m, J(λ, pi) = (A−1(c, pi)λ, cpi), c = c(λ, pi)
and
P : Λm × S0m → Λm × S0m, P (λ, pi) =
(
A−1(c, pi)λ
|A−1(c, pi)λ| , cpi
)
, c = c(λ, pi).
If (λ′, pi′) := Jn(λ, pi) then
pi′ = pin, λ
′ = A(cn, pin−1)
−1A(cn−1, pin−2)
−1 . . . A(c2, pi1)
−1A(c1, pi)
−1λ,
where
ck = ck(λ, pi) = c(J
k−1(λ, pi)), pik = ck ◦ . . . ◦ c1 ◦ pi.
Hene
λ = A(n)(λ, pi) · λ′, where A(n)(λ, pi) = A(c1, pi) . . . A(cn, pin−1).
By Rauzy graph we mean a direted graph whose verties are irreduible permu-
tations and edges onnet permutations obtained one from the other by applying
maps a or b and are labeled aording to the type, a or b respetively. Any onneted
omponent of the Rauzy graph is alled a Rauzy lass. Denote by R(pi) ⊂ S0m the
Rauzy lass ontaining the permutation pi ∈ S0m. See [17℄, [22℄, [23℄ for more details.
Theorem 3.1 ([22℄). Let R ⊂ S0m be a xed Rauzy lass. There exists on Λm ×R
a smooth positive σ-nite P -invariant measure κ, whih is ergodi and onservative
with respet to P and whih is equivalent to the Lebesgue measure.
Theorem 3.2 ([15℄, [22℄). If pi ∈ S0m then for a.e. λ ∈ Rm+ the IET Tλ,pi is uniquely
ergodi.
Notation. Let Tλ,pi : [0, |λ|) → [0, |λ|) be an IET. Eah point x ∈ [0, |λ|) is oded
by a sequene {wn}n∈Z ∈ {1, . . . ,m}Z so that T nx ∈ ∆wn for n ∈ Z. Denote
by L(Tλ,pi) ⊂ {1, . . . ,m}∗ the language determined by all suh sequenes, i.e.
L(Tλ,pi) is the set of all nite words (over the alphabet {1, . . . ,m}) whih our
in suh sequenes. Therefore w¯ = w0 . . . wk−1 ∈ L(Tλ,pi) if and only if the set⋂k−1
j=0 T
−j
λ,pi∆wj is not empty. A word w¯ = w0 . . . wk−1 ∈ L(Tλ,pi) is alled reur-
rene if w0 . . . wk−1w0 ∈ L(Tλ,pi). As in Subsetion 2.3 for every w¯ = w0 . . . wk−1 ∈
L(Tλ,pi) denote by l(w¯) = (l1(w¯), . . . , lm(w¯))T the population vetor, i.e. li(w¯) =
#{j : wj = i, 0 ≤ j ≤ k − 1} for 1 ≤ i ≤ m.
8 JACEK BRZYKCY AND KRZYSZTOF FRCZEK
Remark 3.3. Suppose that T = Tλ,pi : [0, |λ|)→ [0, |λ|) fullls the IDOC. Consider
T(n) = Tλ(n),pi(n) , where (λ
(n), pi(n)) = Jn(λ, pi). Let ∆
(n)
1 , . . . ,∆
(n)
m stand for the
intervals exhanged by T(n). Then the ation of the initial IET T an be seen in
terms of Rohlin towers over ∆
(n)
1 , . . . ,∆
(n)
m ⊂ [0, |λ|). Let
h(n) = (h
(n)
1 , . . . , h
(n)
m ) = (1, . . . , 1)A
(n)(λ, pi).
Then h
(n)
i is the rst return time for the ation of T on ∆
(n)
i to [0, |λ(n)|) for
1 ≤ i ≤ m and
A(n)(λ, pi)ij = #{0 ≤ k < h(n)i : T k∆(n)j ⊂ ∆i}.
Moreover, Ξi = {T j∆(n)i : 0 ≤ j < h(n)j } is a Rohlin tower of intervals and the
towers Ξ1, . . . ,Ξm are pairwise disjoint and ll the whole interval [0, |λ|). It follows
that
(3)
m∑
i=1
h
(n)
j λ
(n)
j = |λ|.
Remark 3.4. For any w¯ = w0 . . . wK−1 ∈ L(T(n)) let q(n)w¯ =
∑K−1
i=0 h
(n)
wi . If x ∈
[0, |λ(n)|) and T i(n)x ∈ ∆(n)wi for 0 ≤ i < K then TK(n)x = T q
(n)
w¯ x. Moreover,
(4) q
(n)
w¯ =
K−1∑
i=0
h(n)wi = h
(n)l(w0 . . . wK−1) = |A(n)(λ, pi)l(w0 . . . wK−1)|,
where l(w0 . . . wK−1) is the population vetor of the word w0 . . . wK−1. Next on-
sider the word w¯′ = w′0 . . . w
′
q
(n)
w¯ −1
∈ L(T ) suh T jx ∈ ∆w′
j
for 0 ≤ j < q(n)w¯ .
Thus
(5) l(w¯′) = A(n)(λ, pi)l(w¯).
Denition 3.5 (see [19℄). An IET Tλ,pi is alled of periodi type, if the following
holds:
(i) There exists k > 1 suh that Pn+k(λ, pi) = Pn(λ, pi) for all n ∈ N;
(ii) The matrix A(k)(λ, pi) has stritly positive entries.
The matrix (A(k)(λ, pi))T is also known as a period matrix. It was shown in [14℄
how to produe matries with stritly positive entries by walking on the Rauzy
graph. Furthermore, in [19℄ (see Lemma 6) the authors presented a simple method
for searhing IETs of periodi type using losed paths in the Rauzy graph.
Remark 3.6. Eah IET of periodi type satises the IDOC (see [19℄).
3.3. Permutation ηpi and subspae H(pi). Let pi ∈ S0m. Following [22℄, dene
the permutation ηpi on {0, . . . ,m} as follows:
ηpi(i) =


pi−1(1)− 1 if i = 0
m if i = pi−1(m)
pi−1(pi(i) + 1)− 1 otherwise.
The set {0, . . . ,m} is partitioned by ηpi into yli subsets, i.e. into the orbits of ηpi .
Denote by Σ(pi) the set of all yli sets of the permutation ηpi . To eah S ∈ Σ(pi)
we assoiate a vetor b(S) ∈ Zm given by
b(S)i = χS(i − 1)− χS(i), 1 ≤ i ≤ m,
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where χS is the harateristi funtion of S. By |b(S)| denote the sum of entries of
the vetor b(S).
Proposition 3.7 ([23℄, Proposition 5.11). For eah S ∈ Σ(pi),
|b(S)| =


1 if 0 ∈ S, m /∈ S,
−1 if 0 /∈ S, m ∈ S,
0 otherwise.
Lemma 3.8 ([23℄, Lemma 5.6). Let pi ∈ S0m and c = a or b. There is a bijetion
Σ(pi) ∋ S 7→ cS ∈ Σ(cpi) suh that
b(S) = A(c, pi)b(cS) for every S ∈ Σ(pi).
Let us reall the denition of the alternating m×m matrix Lpi:
Lpiij =


1 if i < j and pi(i) > pi(j),
−1 if i > j and pi(i) < pi(j),
0 otherwise.
Dene H(pi) = Lpi(Rm). Sine Lpi is anti-symmetri, H(pi) = (kerLpi)⊥.
Proposition 3.9 ([23℄, Proposition 5.2). A vetor h ∈ H(pi) if and only if h·b(S) =
0 for every S ∈ Σ(pi).
Remark 3.10. Let S˜0m stand for the subset of irreduible permutations pi of m
elements suh that if S ∈ Σ(pi), then |b(S)| = ±1. The ondition pi ∈ S˜0m is
quite restritive. In view of Proposition 3.7, this implies #Σ(pi) = 2, hene if
Σ(pi) = {S0, S1} with 0 ∈ S0 then m ∈ S1 and b(S1) = −b(S0). Note that if m is
odd then τsymm ∈ S˜0m and b(S0) = (1,−1, 1, . . . ,−1, 1).
Let E = [Eij ]1≤i,j≤m be a matrix with stritly positive entries. Following [21℄
set
ν(E) = max
1≤i,j,k≤m
Eij
Eik
and ej =
m∑
i=1
Eij .
Then
(6) ej ≤ ν(E)ek, 1 ≤ j, k ≤ m and ν(FE) ≤ ν(E),
for any nonnegative nonsingular matrix F = [Fij ]1≤i,j≤m.
3.4. IETs and substitutions. For any IET T := Tλ,pi : [0, |λ|) → [0, |λ|) of m
intervals ∆1, . . . ,∆m and n ∈ N we an dene a substitution on m symbols (see
[7℄). We shortly desribe this proedure. Let (λ′, pi′) = Jn(λ, pi). Let ∆′1, . . . ,∆
′
m
be the exhanged intervals for Tλ′,pi′ . Let k : [0, |λ′|) → N stand for the rst
return time map to the interval [0, |λ′|). Let A = {1, . . . ,m}. We dene a map
cod : [0, |λ′|) → A∗ in the following way: cod(x) = i1 . . . ik(x) if T jx ∈ ∆ij for
0 ≤ j < k(x). Sine the map cod : [0, |λ′|) → A∗ is onstant on every interval
∆′1, . . . ,∆
′
m, we an dene a substitution σ : A→ A∗ so that σ(i) = cod(x) for eah
x ∈ ∆′i and i = 1, . . . ,m.
Remark 3.11. Suppose that Tλ,pi is an IET of periodi type for whih A
(n)(λ, pi)T
is its periodi matrix. Let us onsider the orresponding substitution σ : A→ A∗.
Then Tλ,pi is measure-theoretially isomorphi to the substitution system Sσ. The
isomorphism is established by the map φ : [0, |λ|)→ AZ,
(φ(x))i = j, if T
ix ∈ ∆j , 1 ≤ j ≤ m, for all i ∈ Z.
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It follows that L(Tλ,pi) = Lσ. Moreover, A(n)(λ, pi) is the substitution matrix of σ.
4. Disjointness from ELF system
4.1. Perturbation of IET. In this setion we state three lemmas whih, roughly
speaking, say that any type of nite orbit ombinatoris of any IET satisfying the
IDOC is preserved in the passage to its slight perturbation. The proof of the lemmas
is rather straightforward and we leave it to the reader.
Let T := Tλ,pi : [0, |λ|)→ [0, |λ|) be an IET of m intervals ∆1, . . . ,∆m of lengths
λ1, . . . , λm ≥ 0 and given by an irreduible permutation pi. Reall that
Tx = x+
∑
pi(j)<pi(i)
λpi(j) −
∑
j<i
λj if x ∈ ∆i,
T−1x = x−
∑
pi(j)<pi(i)
λpi(j) +
∑
j<i
λj if x ∈ T∆i,
and β0 = 0, βs =
∑s
j=1 λj for 1 ≤ s ≤ m − 1. Assume that T satises the weak
IDOC, i.e. every orbit of βs, 1 ≤ s ≤ m − 1 is innite and Orb(βs) ∩ Orb(βt) 6= ∅
for 1 ≤ s, t ≤ m− 1 implies βs = βt.
Fix K ≥ 1. Let
0 < δ < min{|T−j1βt1 − T−j2βt2 | : |j1|, |j2| ≤ K, 1 ≤ t1, t2 ≤ m− 1, βt1 6= βt2}.
Fix an ε = εT,K > 0 suh that
(7) m(2K + 4)ε <
1
10
δ.
Let
K := {(λε, pi) ∈ Rm+ × {pi} : |λε| = |λ|, |λi − λεi | < ε, 1 ≤ i ≤ m}.
Suppose that Tε := Tλε,pi : [0, |λ|) → [0, |λ|) is an IET suh that (λε, pi) ∈ K.
Let ∆ε1, . . . ,∆
ε
m be the intervals exhanged by Tε and let β
ε
0 = 0, β
ε
i =
∑
j≤i λ
ε
j ,
i = 1, . . . ,m− 1. Note that
|βi − βεi | < mε and |Tβi − Tεβεi | < mε for 0 ≤ i ≤ m− 1.
Indeed,
|βt − βεt | = |
∑
j≤t
λj −
∑
j≤t
λεj | ≤
∑
j≤t
|λj − λεj | < mε,
|Tβt − Tεβεt | = |
∑
pi(j)<pi(t+1)
λj −
∑
pi(j)<pi(t+1)
λεj | ≤
∑
pi(j)<pi(t+1)
|λj − λεj | < mε.
Lemma 4.1. For every 0 ≤ s ≤ K + 1 and 0 ≤ t ≤ m− 1
|T−s+1βt − T−s+1ε βεt | < m(2s+ 1)ε and T−sβt ∈ ∆i implies T−sε βεt ∈ ∆εi .
Moreover,
|T sβt − T sε βεt | < m(2s+ 1)ε and T sβt ∈ ∆i implies T sε βεt ∈ ∆εi
for all 0 ≤ s ≤ K and 0 ≤ t ≤ m− 1. 
Lemma 4.2. For all 0 ≤ s1, s2 ≤ K and 0 ≤ t1, t2 ≤ m− 1,
T−s1βt1 < T
−s2βt2 ⇐⇒ T−s1ε βεt1 < T−s2ε βεt2 .

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Take w¯ = w0 . . . wK ∈ {1, . . . ,m}K+1 suh that the set Iw¯ =
⋂K
i=0 T
−i∆wi is
not empty, i.e. w¯ ∈ L(T ). The set Iw¯ is an interval of the form [T−k1βt1 , T−k2βt2),
where 0 ≤ k1, k2 ≤ K and 0 ≤ t1, t2 ≤ m − 1. It follows that |
⋂K
i=0 T
−i∆wi | > δ.
Let
Iεw¯ = [T
−k1
ε β
ε
t1 , T
−k2
ε β
ε
t2).
In view of (7), the following result is a simple onsequene of Lemmas 4.1 and
4.2.
Lemma 4.3. For eah w¯ = w0 . . . wK ∈ {1, . . . ,m}K+1 if Iw¯ 6= ∅ and (λε, pi) ∈ K
then
|Iεw¯ | ≥
4
5
|Iw¯| and Iεw¯ ⊂
K⋂
i=0
T−iε ∆
ε
wi .

4.2. Disjointness theorems. Fix τ ∈ S0m. Let Tλ,τ : [0, 1) → [0, 1) be an IET
with the IDOC, whih has two reurrene words w¯1 ∈ L(Tλ,τ ) and w¯2 ∈ L(Tλ,τ )
with lengths K1, K2 respetively and suh that
(8) l(w¯1)− l(w¯2) = b(S) for some S ∈ Σ(τ).
Let K = max{K1,K2}+ 1 and hoose ε = εTλ,τ ,K > 0 suh that (7) holds. Let
K = {(λε, τ) : |λε| = |λ| = 1, |λi − λεi | < ε, 1 ≤ i ≤ m}.
Choose w¯ext1 = w
1
0 . . . w
1
K ∈ L(Tλ,τ ) and w¯ext2 = w20 . . . w2K ∈ L(Tλ,τ ) whih are
extensions of w¯1, w¯2 suh that w
1
K1
= w10 and w
2
K2
= w20 . Let θr = |
⋂K
i=0 T
−i
λ,τ∆
λ,τ
wri
|
for r = 1, 2.
Using some standard Veeh's arguments (see [23℄), there exist k > 1 and maps
c1, . . . , ck (ci = a or b for i = 1, . . . , k) suh that if τi = ci ◦ . . . ◦ c1 ◦ τ (i = 1, . . . , k)
then
(i) τk = τ ,
(ii) the matrix B = A(c1, τ)A(c2, τ1) . . . A(ck, τk−1) has stritly positive entries.
(iii) ci = ci(ρ, τ) for any 1 ≤ i ≤ k.
Let M = {(Bλε/|Bλε|, τ) : (λε, τ) ∈ K}. Sine K is open, the set M is also open
in (Λm, d¯), hene M⊂ Λm×R(τ) has positive measure κ, where κ is the invariant
measure from Theorem 3.1.
Notation. Denote by A the set of all (ρ, pi) ∈ Λm × R(τ) suh that the IET
Tρ,pi satises the IDOC and there exists an inreasing sequene {kn}n∈N of natural
numbers suh that P kn(ρ, pi) ∈ M.
Remark 4.4. By the ergodiity and onservativity of P : (Λm×R(τ), κ)→ (Λm×
R(τ), κ) (see Theorem 3.1), κ((Λm ×R(τ)) \ A) = 0.
Take (ρ, pi) ∈ A and let T = Tρ,pi : [0, 1)→ [0, 1). Let ∆1, . . . ,∆m stand for the
intervals exhanged by T . Let {kn}n∈N be a sequene suh that P kn(ρ, pi) ∈ M.
By the denition of M, P kn+k(ρ, pi) ∈ K and A(kn+k)(ρ, pi) = A(kn)(ρ, pi)B.
Let (ρ(kn), τ) := Jkn+k(ρ, pi) and let ∆
(kn)
1 , . . . ,∆
(kn)
m stand for the intervals
exhanged by Tρ(kn),τ . Then (ρ
(kn)/|ρ(kn)|, τ) := P kn+k(ρ, pi) ∈ K. Let us apply
Lemma 4.3 to Tρ(kn)/|ρ(kn)|,τ and the words w¯
ext
1 , w¯
ext
2 . After resaling we obtain
two intervals
I
(kn)
1 ⊂
K1⋂
i=0
T−i
ρ(kn),τ
∆
(kn)
w1i
and I
(kn)
2 ⊂
K2⋂
i=0
T−i
ρ(kn),τ
∆
(kn)
w2i
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suh that |I(kn)1 | ≥ 45θ1|ρ(kn)| and |I
(kn)
2 | ≥ 45θ2|ρ(kn)|.
By Remark 3.3, h
(kn)
j =
∑m
i=1A
(kn+k)
ij is the rst return time of the interval
∆
(kn)
j to [0, |ρ(kn)|) for the ation of T . Let
C(kn)r :=
h
(kn)
wr
0
−1⋃
i=0
T iI(kn)r for r = 1, 2.
Lemma 4.5. There exists α > 0 suh that µ(C
(kn)
r ) ≥ α > 0 for any n ∈ N and
for r = 1, 2.
Proof. In view of (3), 1 =
∑m
j=1 h
(kn)
j ρ
(kn)
j . Moreover, from (6),
h
(kn)
j ≤ ν(A(kn+k))h(kn)l = ν
(
A(kn)(ρ, pi)B
)
h
(kn)
l ≤ ν(B)h(kn)l
for all 1 ≤ j, l ≤ m. It follows that
1 ≤
m∑
j=1
ν(B)h
(kn)
l ρ
(kn)
j = ν(B)h
(kn)
l |ρ(kn)|
for any 1 ≤ l ≤ m. Sine |I(kn)r | ≥ 45θr|ρ(kn)| for r = 1, 2, we obtain
1 ≤ ν(B)h(kn)wr0
|I(kn)r |
4
5θr
.
Hene
0 < α :=
4min(θ1, θ2)
5ν(B)
≤ h(kn)wr0 |I
(kn)
r | = µ


h
(kn)
wr0
−1⋃
i=0
T iI(kn)r

 = µ(C(kn)r )
for r = 1, 2. 
Let
q(kn)r = |A(kn+k)(ρ, pi)l(w¯r)| =
Kr−1∑
j=0
h
(kn)
wrj
for r = 1, 2.
Sine I
(kn)
r ⊂
⋂Kr
i=0 T
−i
ρ(kn),τ
∆
(kn)
wri
, by Remark 3.4,
(9) TKr
ρ(kn),τ
x = T q
(kn)
r x for every x ∈ I(kn)r .
Lemma 4.6. For r = 1, 2 we have
(i) µ(C
(kn)
r △ T−1C(kn)r )→ 0 as n→∞,
(ii) sup
x∈C
(kn)
r
|x− T q(kn)r x| → 0 as n→∞.
Proof. (i). Sine {T iI(kn)r : 0 ≤ i < h(kn)wr0 } is a Rohlin tower,
TC(kn)r △ C(kn)r ⊂ I(kn)r ∪ T
h
(kn)
wr0 I(kn)r .
It follows that
µ(T−1C(kn)r △ C(kn)r ) ≤ 2µ(I(kn)r ) ≤ 2|ρ(kn)| → 0 as n→∞.
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(ii). For eah x ∈ C(kn)r there exist y ∈ I(kn)r and 0 ≤ i < h(kn)wr0 suh that x = T iy.
In view of (9) we have T q
(kn)
r y = TKr
ρ(kn),τ
y, so
T q
(kn)
r x = T q
(kn)
r T iy = T iT q
(kn)
r y = T iTKr
ρ(kn),τ
y.
Sine I
(kn)
r ⊂
⋂Kr
i=0 T
−i
ρ(kn),τ
∆
(kn)
wri
, we have y ∈ ∆(kn)wr0 and T
Kr
ρ(kn),τ
y ∈ ∆(kn)wr
Kr
= ∆
(kn)
wr0
.
It follows that x = T iy ∈ T i∆(kn)wr0 and T q
(kn)
r x = T iTKr
ρ(kn),τ
y ∈ T i∆(kn)wr0 . Sine
T i∆
(kn)
wr0
is an interval of length |∆(kn)wr0 |, we obtain
|x− T q(kn)r x| < |∆(kn)wr0 |.
Consequently, in view of the IDOC,
sup
x∈C
(kn)
r
|x− T q(kn)r x| < |∆(kn)wr0 | → 0 as n→∞.

Let bτ := b(S) stand for the vetor assoiated with a yli set S ⊂ Σ(τ) so that
(8) holds. Let
b(n)pi = A
(kn+k)bτ .
By Lemma 3.8, b
(n)
pi = b(S′) for some S′ ∈ Σ(pi).
Remark 4.7. Suppose that xr ∈ I(kn)r ⊂
⋂Kr
i=0 T
−i
ρ(kn),τ
∆
(kn)
wri
for r = 1, 2. Let us
onsider the word w¯′r ∈ {1, . . . ,m}q
(kn)
r
determined by T iρ,pixr ∈ ∆w′ri for 0 ≤ i <
q
(kn)
r and r = 1, 2. From (5) we have l(w¯′r) = A
(kn+k)l(w¯r) for r = 1, 2. It follows
that
(10) l(w¯′1)− l(w¯′2) = A(kn+k)(l(w¯1)− l(w¯2)) = A(kn+k)bτ = b(n)pi = b(S′)
for some S′ ∈ Σ(pi). Choose n suh that [0, |ρ(kn)|) ⊂ ∆1. Sine T q
(kn)
r
ρ,pi xr =
TKr
ρ(kn),τ
xr ∈ ∆(kn)wr0 , xr ∈ ∆
(kn)
wr0
and ∆
(kn)
wr0
⊂ ∆1, we onlude that w¯′r is a reurrene
word of Tρ,pi for r = 1, 2.
This gives the following onlusion.
Lemma 4.8. Suppose that (λ, τ) ∈ Λm × S0m is a pair suh that the IET Tλ,τ
satises the IDOC and Tλ,τ has reurrene words w¯1, w¯2 ∈ L(Tλ,τ ) suh that
l(w¯1)− l(w¯2) = b(S) for some S ∈ Σ(τ). If pi ∈ R(τ) then for almost every ρ ∈ Λm
the IET Tρ,pi has reurrene words w¯
′
1, w¯
′
2 ∈ L(Tρ,pi) suh that l(w¯′1)− l(w¯′2) = b(S′)
for some S′ ∈ Σ(pi). 
For any h = (h1, . . . , hm) ∈ Rm+ denote by fh : [0, 1) → N the step funtion
fh =
∑m
i=1 hiχ∆ρi .
Lemma 4.9. For every x ∈ C(kn)r , r = 1, 2 we have
f
(q(kn)r )
h (x) = h ·A(kn+k) · l(w¯r).
Proof. First suppose that x ∈ I(kn)r ⊂
⋂Kr
i=0 T
−i
ρ(kn),τ
∆
(kn)
wri
. Sine T iρ,pix ∈ ∆w′ri for
0 ≤ i < q(kn)r , by the denition of fh,
f
(q(kn)r )
h (x) =
q(kn)r −1∑
i=0
hw′ri
= h · l(w¯′r).
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In view of Remark 4.7,
f
(q(kn)r )
h (x) = h · l(w¯′r) = h ·A(kn+k) · l(w¯r).
If x ∈ C(kn)r then there exist y ∈ I(kn)r and 0 ≤ i < h(kn)wr0 suh that x = T iy. In
view of the proof of Lemma 4.6, x, T q
(kn)
r x ∈ T i∆(kn)wr0 , and hene x, T q
(kn)
r x ∈ ∆j
for some 1 ≤ j ≤ m. Thus fh(T q(kn)r x) = fh(x) for every x ∈ C(kn)r . It follows that
f
(q(kn)r )
h (x) = f
(q(kn)r )
h (T
iy) = f
(q(kn)r )
h (y) + f
(i)
h (T
(q(kn)r )y)− f (i)h (y)
= f
(q(kn)r )
h (y) +
i−1∑
l=0
(fh(T
(q(kn)r )T ly)− fh(T ly))
= f
(q(kn)r )
h (y) = h ·A(kn+k) · l(w¯r).

Setting a
(kn)
r := h · A(kn+k) · l(w¯r) we obtain
1
µ(C
(kn)
r )
((
f
(q(kn)r )
h − a(kn)r
)∣∣∣
C
(kn)
r
)
∗
(
µ|
C
(kn)
r
)
= δ0 for r = 1, 2.
Now we apply Proposition 2.5 together with Lemmas 4.5 and 4.6 to obtain the
following result.
Theorem 4.10. For r = 1, 2 there exist αr > 0 and Φr ∈ J (T fh) suh that
(T fh)
a
(kn)
r
→ αrId+ (1 − αr)Φr
in weak operator topology as n→∞. 
Theorem 4.11. Assume that T is ergodi, h /∈ H(pi) and θh = h · b(n)pi 6= 0. Then
there exist a sequene {an}, an → +∞, positive numbers α1, α2 with α1 + α2 ≤ 1,
and Φ ∈ J (T fh) suh that
(T fh)an → α1Id+ α2(T fh)θh + (1 − α1 − α2)Φ
in weak operator topology as n → ∞. Hene the speial ow T fh is disjoint from
all weakly mixing ELF ows.
Proof. By the denitions of b
(n)
pi , θh and (10),
a
(kn)
1 − a(kn)2 = h ·A(kn+k) · l(w¯1)− h ·A(kn+k) · l(w¯2)
= h ·A(kn+k) · (l(w¯1)− l(w¯2))
= h ·A(kn+k) · bτ = h · b(n)pi = θh 6= 0.
Set an := a
(kn)
1 . By Theorem 4.10, it follows that
(T fh)an → α1Id+ (1− α1)Φ1
and
(T fh)an → α2(T fh)θh + (1− α2)(T fh)θh ◦ Φ2.
Sine T fh is ergodi, by Lemma 2.4, α1 + α2 ≤ 1 and there exists Φ ∈ J (T fh) for
whih
(T fh)an → α1Id+ α2(T fh)θh + (1− α1 − α2)Φ.
Therefore
(T fh)an → (α1 + α2)
∫
R
(T f)t dP (t) + (1− α1 − α2)Φ,
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where P = α1α1+α2 δ0+
α2
α1+α2
δθh . Now it sues to apply Proposition 1.1 to omplete
the proof. 
Corollary 4.12. If pi ∈ S0m and #Σ(pi) 6= 1 then for almost every λ ∈ Rm+ and
h ∈ Rm+ suh that h · b(S) 6= 0 for all S ∈ Σ(pi) the speial ow T fhλ,pi is disjoint
from weakly mixing ELF ows. In partiular, for a.e. λ ∈ Rm+ and a.e. h ∈ Rm+ the
speial ow T fhλ,pi is disjoint from weakly mixing ELF ows. 
Theorem 4.13. If (ρ, pi) ∈ A ∩ (Λm × S˜0m) then the IET T = Tρ,pi : [0, 1)→ [0, 1)
is weakly mixing and disjoint from all ELF automorphisms.
Proof. Let h = (1, . . . , 1), hene fh ≡ 1. Sine pi ∈ S˜0m, it follows that θ1 =
(1, . . . , 1) · b(S) = |b(S)| = ±1 and hene h /∈ H(pi). Without loss of generality we
an assume that θ1 = 1. By Theorem 4.11, there exists a sequene {an} of natural
numbers (an = h · A(kn+k) · l(w¯1) ∈ N), positive numbers α1, α2 with α1 + α2 ≤ 1,
and Φ ∈ J (T f1) suh that
(T f11 )
an → α1Id[0,1)×[0,1) + α2T f11 + (1− α1 − α2)Φ.
Sine T f11 = (T
1)1 = T ⊗ Id (Id := Id[0,1)), we have
(11) (T an ⊗ Id)→ α1(Id⊗ Id) + α2(T ⊗ Id) + (1− α1 − α2)Φ,
and hene
(12) (T an − α1Id− α2T )⊗ Id→ (1 − α1 − α2)Φ.
Suppose that α1 + α2 < 1. If α1 + α2 = 1 then the last member of (11) vanishes
and the proof beomes even easier.
Consider the subspae
H = L2([0, 1)×[0, 1),B[0,1)⊗{∅, [0, 1)}, µ⊗µ) ⊂ L2([0, 1)×[0, 1),B[0,1)⊗B[0,1), µ⊗µ).
The spae H an be identied with L2([0, 1),B[0,1), µ) via the map
L2([0, 1),B[0,1), µ) ∋ f 7→ f ∈ H, f(x, y) = f(x).
Sine H is losed and (T an −α1Id−α2T )⊗ Id-invariant, by (12), it follows that H
is also Φ-invariant. Denote by Φ′ : L2([0, 1),B, µ)→ L2([0, 1),B, µ) the restrition
of Φ to H , more preisely, Φ′ is determines by Φ′(f) = Φ(f) for f ∈ L2([0, 1),B, µ).
In view of (11), it follows that
(13) T an → α1Id+ α2T + (1− α1 − α2)Φ′.
Sine Φ is a Markov operator, Φ′(f) = Φ(f) ≥ 0 for every f ≥ 0. Moreover,
Φ′(1) = Φ(1) = 1 and∫
[0,1)
Φ′(f) dµ =
∫
[0,1)×[0,1)
Φ(f) dµ⊗ µ =
∫
[0,1)×[0,1)
f dµ⊗ µ =
∫
[0,1)
f dµ,
and hene Φ′ is a Markov operator. As Φ ∈ J (T f1), the operators Φ and T ⊗ Id
ommute. It follows that
Φ′ ◦ T (f) = Φ ◦ (T ⊗ Id)(f) = (T ⊗ Id) ◦ Φ(f) = T ◦ Φ′(f).
Therefore Φ′ ∈ J (T ).
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Finally we will show that T is weakly mixing. Suppose that fT = eiaf for some
f ∈ L2([0, 1)) with ‖f‖ = 1 and a ∈ R. From (13),
1 = ‖f‖2 = |〈f, fT an〉| = |α1〈f, f〉+ α2〈f, fT 〉+ (1 − α1 − α2)〈f,Φ′f〉|
≤ |α1 + α2eia|+ (1 − α1 − α2)|〈f,Φ′f〉| ≤ |α1 + α2eia|+ (1 − α1 − α2).
It follows that
1 ≤
∣∣∣∣ α1α1 + α2 + α2α1 + α2 eia
∣∣∣∣ ,
thus eia = 1, whih proves the weak mixing of T . Now we an apply Proposition 1.2
to omplete the proof. 
In view of Remark 4.4 we obtain the following onlusion.
Theorem 4.14. Suppose that (λ, τ) ∈ Λm × S˜0m is a pair suh that the IET Tλ,τ
satises the IDOC and Tλ,τ has reurrene words w¯1, w¯2 ∈ L(Tλ,τ ) suh that
l(w¯1) − l(w¯2) = b(S) for some S ∈ Σ(pi). If pi ∈ R(τ) ∩ S˜0m then for almost every
ρ ∈ Λm the IET Tρ,pi is disjoint from ELF automorphisms. 
5. An example of 5-IET
In this subsetion we give an expliit example of 5-IET of periodi type whih
fullls the hypothesis of Theorem 4.14. This example gives also an example of IET
whih is disjoint from ELF automorphisms. To nd IETs of periodi type we use
a method introdued in [19℄. This method is based on searhing for some losed
paths in Rauzy graphs.
Let c = c1 . . . cn be a word over the alphabet {a, b}. Denote by c(τ) the path
of length n in the Rauzy lass R(τ) starting from the permutation τ then we
apply onseutively operations c1, . . . , cn. Suppose that c(τ) is a losed path, i.e.
τ = cn ◦ . . . ◦ c1(τ), and
A(c(τ)) = A(c1, τ)A(c2, c1(τ)) . . . A(cn, cn−1 ◦ . . . ◦ c1(τ))
is a primitive matrix. A method of searhing for suh paths was desribed in [14℄.
Let θ > 1 stand for the Perron-Frobenius eigenvalue of A(c(τ)) and let λ ∈ Rm+ be
a right Perron-Frobenius eigenvetor. Sine
θλ = A(c1, τ)A(c2, c1(τ)) . . . A(cn, cn−1 ◦ . . . ◦ c1(τ))λ,
we onlude that c(Jk−1(λ, τ)) = ck and
Jk(λ, τ) = (A(ck, ck−1 ◦ . . . ◦ c1(τ))−1 . . . A(c2, c1(τ))−1A(c1, τ)−1λ, ck ◦ . . . ◦ c1(τ))
for 1 ≤ k ≤ n. It follows that Jn(λ, τ) = (θ−1λ, τ), and hene Pn(λ, τ) = (λ, τ),
whih shows that Tλ,τ has periodi type.
Let us onsider the permutation τsym5 . In this ase
ητsym5 =
(
0 1 2 3 4 5
4 5 0 1 2 3
)
and ητsym5 has two yli sets S0 = {0, 2, 4} and S1 = {1, 2, 5} for whih b(S0) =
(1,−1, 1,−1, 1) and b(S1) = (−1, 1,−1, 1,−1). Therefore τsym5 ∈ S˜05 .
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Figure 1. Rauzy lass R(τsym5 )
Next onsider the losed path c(τsym5 ), where c = bbaababaaaba, in the Rauzy
lass R(τsym5 ) (see Figure 1). Here
A = A(c(τsym5 )) =


1 1 1 1 1
1 2 0 0 0
0 0 2 3 2
0 0 0 2 1
2 3 2 2 2

 , B = A2 =


4 6 5 8 6
3 5 1 1 1
4 6 8 16 11
2 3 2 6 4
9 14 10 16 12

 ,
θ = 2 + 12
√
3 + 12
√
15 + 8
√
3 ≈ 5.55 is the Perron-Frobenius eigenvalue of A and
λ =
(√
3,
3
2
−
√
3 +
√
15 + 8
√
3− 1
2
√
3
√
15 + 8
√
3,
−1 + 3
2
√
3− 3
2
√
15 + 8
√
3 +
√
3
√
15 + 8
√
3, 1,
1
2
√
3 +
1
2
√
15 + 8
√
3
)
is a right Perron-Frobenius eigenvetor. Therefore the IET T := Tλ,τsym5 : [0, |λ|)→
[0, |λ|) has periodi type, hene is minimal. Moreover, Tλ,τsym5 is weakly mixing.
This is a onsequene of Corollary 1 in [19℄ beause the harateristi polynomial
of A is equal to p(x) = (x− 1)(x4 − 8x3 + 15x2 − 8x+ 1) and the Galois groups of
p has ve elements.
In view of Remark 3.11, every IET of periodi type is isomorphi to a substitution
dynamial system Sσ : Xσ → Xσ. For the IET Tλ,τsym5 the substitution σ is dened
over the alphabet {1, . . . , 5} and
σ(1) = 1525, σ(2) = 152525, σ(3) = 15335, σ(4) = 15343435, σ(5) = 153435.
Sine every word σ(i) for 1 ≤ i ≤ 5 starts with the symbol 1, if w¯ ∈ Lσ then
σ(w¯) ∈ Lσ is a reurrene word for σ. As Lσ = L(Tλ,τsym5 ) it follows that σ(w¯) is a
reurrene word for the IET T .
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Let u ∈ {1, . . . , 5}N stand for the unique xed sequene for σ : {1, . . . , 5}N →
{1, . . . , 5}N starting from the symbol 1, i.e.
u = 15251534351525251534351525153435153351534343515335153435152 . . .
Note that 251534, 5153351 ∈ Lσ and l(251534)− l(5153351) = (−1, 1,−1, 1,−1).
Let w¯1 = σ(251534) and w¯2 = σ(5153351). Then w¯1, w¯2 are reurrene words for
T and
l(w¯1)− l(w¯2) = Al(251534)−Al(5153351) = A(−1, 1,−1, 1,−1)
= (−1, 1,−1, 1,−1) = b(S1).
The losed path c(τsym5 ), the substitution σ and the reurrene words w¯1, w¯2
were found with the help of Maple.
Now an we apply Theorems 4.13 and 4.14 to have the following result.
Theorem 5.1. If pi ∈ R(τsym5 ) ∩ S˜05 then for almost every ρ ∈ Λ5 the IET Tρ,pi is
disjoint from ELF automorphisms. Moreover, the periodi type IET Tλ,τsym5 is also
disjoint from ELF automorphisms.
Proof. The rst part of the theorem is a simple onsequene of Theorem 4.14.
To prove the seond part let us onsider the set
M =
{(
Bλε
|Bλε| , τ
sym
5
)
: (λε, τsym5 ) ∈ K
}
with B = A2 = A(cc(τsym5 )) = A
(24)(λ, τsym5 ). (See the beginning of Subsetion 4.1
for the denition of K). Sine Bλ = θλ and P 24(λ, τsym5 ) = (λ, τsym5 ) we have
P 24k(λ, τsym5 ) ∈ M for every natural k. Consequently, (λ, τsym5 ) ∈ A, whih implies,
by Theorem 4.13, the disjointness of Tλ,τsym5 from ELF automorphisms. 
6. Proedure of redution
In this setion we desribe a proedure whih helps us to redue the problem of
searhing reurrene words satisfying (8) to a smaller number of intervals.
Assume that m ≥ 5 is odd. Let
τsymm =
(
1 2 . . . m− 1 m
m m− 1 . . . 2 1
)
and
τm =
(
1 2 3 4 . . . m− 3 m− 2 m− 1 m
m− 1 1 m− 2 m− 3 . . . 4 3 m 2
)
.
Remark 6.1. The yli sets of ητsymm are of the form
Sm0 = {0, 2, 4, . . . ,m− 3,m− 1}, Sm1 = {1, 3, . . . ,m− 2,m}
with assoiated vetors
b(Sm0 ) = (1,−1, 1, . . . , 1,−1, 1), b(Sm1 ) = (−1, 1,−1, . . . ,−1, 1,−1).
The yli sets of ητm are
Qm0 = {0, 1, 3, . . . ,m− 4,m− 2}, Qm1 = {2, 4, . . . ,m− 3,m− 1,m}
with
(14) b(Qm0 ) = (0, 1,−1, 1, . . . , 1,−1, 1, 0), b(Qm1 ) = (0,−1, 1,−1, . . . ,−1, 1,−1, 0).
Hene τm, τ
sym
m ∈ S˜0m.
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Lemma 6.2. For any odd m ≥ 5 we have τm ∈ R(τsymm ).
Proof. First note that
aτsymm (i) =


m if i = 1,
1 if i = 2,
m− i+ 2 if 3 ≤ i ≤ m.
Set bk =
k︷ ︸︸ ︷
b ◦ . . . ◦ b for k ≥ 1 and b0 = Id. Thus for 1 ≤ k ≤ m− 3,
bkaτsymm (i) =


1 if i = 2,
2 if i = m,
3 if i = (bk−1aτsymm )
−1(m),
bk−1aτsymm (i) + 1 otherwise.
It follows that bm−3aτsymm = τm. 
Theorem 6.3. For every odd m ≥ 5 there exists an IET Tλ,τsymm fullling the
IDOC whih has two reurrene words w¯1, w¯2 suh that l(w¯1) − l(w¯2) = b(S) for
some S ∈ Σ(τsymm ).
If pi ∈ S˜0m ∩ R(τsymm ) then for almost all ρ ∈ Λm, Tρ,pi is disjoint from ELF
automorphisms.
Proof. The proof of the rst part is by indution on m. In the base step at m = 5
we use the example from Setion 5.
In the indutive step suppose that m ≥ 7 and there exists an IET Tλ,τsymm−2
(|λ| = 1) with the IDOC whih has two reurrene words w¯1, w¯2 ∈ {1, . . . ,m− 2}∗
of length K1, K2 respetively, suh that l(w¯1)− l(w¯2) = b(Sm−20 ), where b(Sm−20 ) =
(1,−1, 1, . . . ,−1, 1). Set
λ˜ = (0, λ1, . . . , λm−2, 0) ∈ Rm+
and
w˜r = w
r
1 + 1 . . . w
r
Kr + 1 ∈ {1, . . . ,m}Kr for r = 1, 2.
Sine Teλ,τm ≡ Tλ,τsymm−2 , the m-IET Teλ,τm satises the weak IDOC. If ∆˜1, . . . , ∆˜m
are intervals exhanged by Teλ,τm then T
k
eλ,τm
x ∈ ∆˜j+1 if and only if T kλ,τsymm−2x ∈ ∆j .
It follows that w˜1, w˜2 are reurrene words for Teλ,τm . Moreover,
l(w˜r) = (0, l(w¯r), 0) for r = 1, 2,
and hene
l(w˜1)− l(w˜2) = (0, l(w¯1)− l(w¯2), 0) = (0, b(Sm−20 ), 0).
In view of (14), we have
l(w˜1)− l(w˜2) = (0, b(Sm−20 ), 0) = b(Qm0 ).
Let K = max(K1,K2) + 1 and take ε = εTeλ,τm ,K (see (7) in Subsetion 4.1). Sine
K = {(λ′, τm) ∈ Λm × {τm} : |λ′| = 1, d(λ′, λ˜) < ε}
has positive Lebesgue measure on Λm × {τm}, we an nd (λ′, τm) ∈ K suh that
Tλ′,τm satises the IDOC. By Lemma 4.3, w˜1, w˜2 are reurrene words for Tλ′,τm .
In view of Lemma 4.8, there exists (λ̂, τsymm ) ∈ Λm × {τsymm } suh that the IET
Tbλ,τm satises the IDOC and it has two reurrent words ŵ1 and ŵ2 suh that
l(ŵ1)− l(ŵ2) = b(S) for some S ∈ Σ(τsymm ).
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Now we apply Theorem 4.14 to omplete the proof of the seond part. 
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