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In this thesis we employ various mean-field approaches to study the short-
range interaction effects in topological insulators. We start with the Kane-Mele
model on the decorated honeycomb lattice and study the stability of topological
insulator phase against different perturbations. We establish an adiabatic connection
between a noninteracting topological insulator and a strongly interacting spin liquid
in its Majorana fermion representation.
We use the Hartree-Fock mean-field approach, slave-rotor approach and
slave-boson approach to study correlation effects related to topological insulators.
With the spontaneous symmetry breaking mechanism, we can have an interaction-
vii
driven topological insulator with extended Hubbard models on the kagome lattice
and decorated honeycomb lattice. For the interplay among spin-orbit coupling,
distortion and correlation effect in transition metal oxides, we use the slave-rotor
mean-field approach to study its phase transition. We identify regimes where a
strong topological Mott insulator and a weak topological insulator reside due to the
strong Coulomb interaction and distortion. This is relevant to experiments with the
transition metal oxides as they hold promise to realize topological insulators. To
study the doping effects and a possible spin liquid in Kane-Mele-Hubbard model
on the honeycomb lattice, we employ the slave-boson mean-field approach which is
appropriate for the intermediate interaction strength. We compare our results with
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The search for novel phases with distinctive orders has been a constant drive in
condensed matter physics. Before the 1980s, Landau’s approach, which classifies
states in terms of underlying spontaneous breaking symmetry, was very successful
until the discovery of the quantum Hall effect. The notion of topological order [1, 2]
was developed to describe a topological phase in which no symmetry is broken but
certain fundamental properties (like the quantized value of Hall conductance and
the number of massless edge states) are insensitive to smooth changes of parameters
until a quantum phase transition is reached.
In the past few years, a new state called a topological insulator has been
predicted[3–9] and observed[10–13]. This is based on the realization that the rela-
tivistic spin-orbit coupling which lead to a new topological order when combined
with time-reversal symmetry. A topological insulator has a bulk gap like an ordinary
insulator, but differs from an ordinary insulator by the existence of topologically
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protected gapless modes on the boundary. In two dimension, a topological insula-
tor can be viewed as two copies of Haldane’s quantum anomalous Hall insulator[14]
with opposite effective magnetic fields for different spins. Due to the cancelation of
effective magnetic field, the system preserves time-reversal symmetry, but “inher-
its” gapless modes on the boundary. A three-dimension topological insulator[5]is
more interesting in that it does not have a counterpart in quantum Hall states. It
also has gapless surface states which possess an odd number of Dirac points in the
surface state Brillouin zone.
The theory of topological insulators can be simply understood in the frame-
work of Bloch band theory which exploits the translational symmetry to classify
states with some momentum for systems with periodic boundary conditions. The
existence of a bulk gap together with time reversal symmetry allows only an or-
dinary insulator or a topological insulator. The mathematical description of topo-
logical insulator is based on a Z2 invariant[4] instead of Z invariant as in integer
quantum Hall systems[1]. The Z2 number can either be 1 or 0 with 1 indicating
there are gapless modes on the boundary. An even number of gapless modes on the
boundary can be gapped out due to the scattering between them, however, there is
always at least one gapless mode on the boundary for a topological insulator.
1.2 Outline of the thesis
While there are many fascinating properties associated with topological insulators,
I am particularly interested in the role of electron-electron interactions in topolog-
ical insulators. According to the principle of adiabatic continuation, a topological
insulator is stable against weak interactions due to the presence of a bulk gap[3, 4].
However, the fate of a topological insulator in the presence of intermediate or strong
2
interactions remain unclear. There has been a recent development in theories of
interacting topological insulators where the single-particle Green functions are re-
quired to identify topological properties[15]. Nevertheless, finding the exact inter-
acting Green’s function itself is a challenging task. In this thesis, I take various
mean-field approaches to treat the electron-electron interactions and study it with
different aspects.
This thesis is a collection of my recent works under the supervision of Pro-
fessor Gregory Fiete at the University of Texas at Austin.
In Chapter 2[16], we show that the decorated honeycomb lattice supports a
number of topological insulating phases with a non-trivial Z2 invariant and time-
reversal symmetry protected gapless edge modes. We investigate the stability of
these phases with respect to various symmetry breaking perturbations and demon-
strate the connection to the recently discovered exactly solvable S = 1/2 chiral spin
liquid model[17] with non-Abelian and Abelian excitations on the same lattice.
Our work highlights the relationship between topological band insulators and topo-
logically ordered spin systems, and points to promising avenues for enlarging the
number of known examples of both.
In Chapter 3[18],we study the spinless and spinful extended Hubbard mod-
els with repulsive interactions on the kagome and the decorated honeycomb (“star”)
lattice. Using Hartree-Fock mean-field theory, we show that interaction-driven insu-
lating phases with non-trivial topological invariants (Chern number or Z2 invariant)
exist for an experimentally reasonable range of parameters. These phases occur at
filling fractions which involve either Dirac points or quadratic band crossing points
in the non-interacting limit. We present comprehensive mean-field phase diagram-
s for these lattices and discuss the competition between topologically non-trivial
phases and numerous other ordered states, including various charge, spin, and bond
3
orderings. Our results suggest that Z2 topological insulators should be found in a
number of systems with either little or no intrinsic spin-orbit coupling.
In Chapter 4[19], we investigate the phase diagram of heavy (4d and 5d)
transition metal oxides on the pyrochlore lattice, such as those of the form A2M2O7,
where A is a rare earth element and M is a transition metal element. We focus on the
competition between Coulomb interaction, spin-orbit coupling, and lattice distor-
tion when these energy scales are comparable. Strong spin-orbit coupling entangles
the spin and the t2g d-orbitals giving rise to doublet j = 1/2 and quadruplet j = 3/2
states. In contrast to previous works which focused on the doublet manifold, we al-
so discuss the quadruplet manifold which is relevant for several pyrochlore oxides.
The Coulomb interaction is taken into account by use of the slave-rotor mean-field
theory and different classes of lattice distortions which further split the levels of
the quadruplet j = 3/2 manifold are studied. Various topological phases are pre-
dicted, including exotic strong and weak topological Mott insulating phases. We
discuss the general structure of the phase diagram for several values of d-shell fill-
ing and various symmetry classes of lattice distortions. Our results are relevant to
the search for exotic topological insulators and quantum spin liquids in strongly
correlated materials with strong spin-orbit coupling.
In Chapter 4[20],we study the Kane-Mele-Hubbard model both at half-filling
and away from half-filling using a slave-boson mean-field approach at zero temper-
ature. We obtain a phase diagram at half-filling and discuss its connection to recent
results from quantum Monte Carlo, cellular dynamical mean-field, slave-rotor, and
Z2 mean-field studies. In particular, we find a small window in parameter space
where a spin liquid phase with gapped spin and charge excitations reside. Upon
doping, we show the spin liquid state becomes a superconducting state by explicitly
calculating the singlet pairing order parameters. Interestingly, we find an “optimal”
4
doping for such superconductivity. Our work reveals some of the phenomenology
associated with doping an interacting system with strong spin-orbit coupling and
intermediate strength electron-electron interactions.
In Chapter 6, we conclude this thesis by discussing future directions, es-
pecially on the newly discovered Weyl semimetals [21]. We also discuss possible
future projects on Weyl semimetals.
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Chapter 2
Topological Insulators On the
Decorated Honeycomb Lattice
2.1 Introduction
In recent years, the study of various types of topological order in condensed mat-
ter physics has dramatically increased [22–24]. The interest in this topic has been
driven in large part by the fractional quantum Hall effect, and efforts to understand
the high temperature superconductors. In both cases electron interactions are fun-
damental to the phenomena. However, a new class of systems, non-interacting Z2
topological band insulators (TBI) with time-reversal symmetry (TRS), has diverted
attention to topological properties that do not depend on interactions (but are robust
to weak interactions)[3, 4, 25]. The existence of topological properties in models
that can be exactly solved in the non-interacting limit, and treated to a high degree
of accuracy by conventional band theory methods in the interacting limit, has led
to precise predictions for experiment[10, 26–28]. An unusually rapid verification
6
of many of these predictions in experiment has followed, and there are now several
known examples of this state of matter in both two dimensional [11, 29] and three
dimensional systems[12, 30–32]. In some of these materials, topological properties
are expected to be robust up to room temperature and therefore hold great promise
as components of future electronic devices[31].
Current theoretical research on topological insulators is proceeding along
several parallel tracks. On the one hand, there is great interest in identifying new
physical systems that will possess topologically non-trivial phases[33–39], while
on the other hand there are fundamental questions about the fate of topological
properties as the strong electron interaction limit is approached[40, 41]. In this
work, we contribute to both directions by providing several other examples of Z2
TBIs on a lattice where they have not been reported before–the decorated honey-
comb lattice. We also establish a topological connection at 1/2 filling between the
non-interacting limit and the strongly interacting limit where an exactly solvable
electron model (the Kitaev spin model) is realized on the same lattice[17]. We are
unaware of any other model that realizes exactly solvable states at weak and strong
interaction, both with topological properties. Moreover, via explicit calculation, we
show these two limits share topological properties, even though their symmetries
are very different.
Our discussion focuses on a tight-binding model of fermions hopping on
the 2-dimensional decorated honeycomb lattice shown in Fig. 2.1. This lattice is
a “cousin” of both the honeycomb lattice and the kagome lattice, each of which is
known to support TBI phases[3, 14, 33, 42, 43]. In a certain regard, the decorated
honeycomb lattice can be viewed as an “interpolating” lattice between the honey-
comb and the kagome: If one shrinks the triangles at the verticies of the underlying
honeycomb lattice (sites with hopping parameter t in the figure) to their center point,
7
the honeycomb lattice is recovered, while expanding the triangles until their corners
touch produces the kagome lattice. One might consider this geometrical property
to be the key reason the decorated honeycomb lattice supports topological insula-
tor phases, given that the honeycomb and kagome lattices also support topological
phases. However, because the unit cell of the decorated honeycomb lattice contains
6 sites (compared to 3 for the kagome and 2 for the honeycomb) its phase diagram
is much richer than that of either of its “cousins” and some novel features appear
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Figure 2.1: (a) The decorated honeycomb lattice has a triangle at each vertex of the
honeycomb lattice. The 6-site unit cell with “sublattice” A and B is contained in the
parallelogram indicated by a1 and a2. Nearest neighbor hopping on vertex triangles
occurs with amplitude t, between triangles with amplitude t ′, and with ±iλSO for
second neighbor hopping as indicated in (b). Topological phases occur at a number
of filling fractions (see Fig. 2.3), as well as in the case that λSO ≡ 0 and t is allowed
to be complex corresponding to finite flux through vertex triangles. (c) The first
Brillouin zone including a path along the high-symmetry lines.
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2.2 Tight-binding model
The Hamiltonian for our (initially non-interacting) problem is
H = H0 +HSO +HCDW +HR. (2.1)
The nearest-neighbor hopping is described by
H0 =−t ∑
〈i j〉,σ ,∆




c†iσ c jσ +h.c. (2.2)
with amplitude t on the triangles “∆” and with amplitude t ′ between triangles “∆→
∆”, as shown in Fig. 2.1(a). The intrinsic spin-orbit coupling,
HSO = iλSO ∑
〈〈i j〉〉,α,β
~ei j ·~sαβ c†iαc jβ +h.c., (2.3)
describes the second-neighbor hopping with amplitude ±iλSO, see Fig. 2.1(b). The
sign of the amplitude is different for different spin orientations sz =±1,~s is the vec-
tor of Pauli matrices and~ei j = (d1i j×d2i j)/|d1i j×d2i j| is a vector normal to the x− y
plane describing how the path 〈〈i j〉〉was traversed using the standard conventions[3].
In Eq. (2.1), HCDW and HR are charge density wave and Rashba spin-orbit terms,





iσ ciσ , (2.4)
and the Rashba Hamiltonian is
HR = iλR ∑
〈i j〉,α,β
c†iα(~sαβ × d̂i j)zc jβ +h.c., (2.5)
9
where λvi is an on-site potential possibly differing on each of the 6 unit cell sites
labeled in Fig. 2.1, λR is the strength of the Rashba coupling and d̂i j is the unit
vector connecting site i to j.
2.3 Phase diagrams
The 6 (doubly degenerate) bands coming from the 6-site unit cell (see Fig. 2.1) for
H0 +HSO are shown in Fig. 2.2 along the various high symmetry directions. The
first Brillouin zone is identical to that of the honeycomb and kagome lattices which
















































Figure 2.2: (a) and (b) show the band structure of the tight binding model H0+HSO
with t = t ′ along the path shown in Fig. 2.1(c). In (a) λSO = 0 and in (b) λSO = 0.1t.
There are Dirac points at K and K′ (not shown) and quadratic band crossing points
(QBCP) at Γ in (a), while in (b) λSO 6= 0 opens up a gap at each of these points
and destroys the flat bands. (c) The phase diagram at f = 1/2 (involving QBCP)
with λSO = 0.1t. (d) The phase diagram at f = 1/6 (involving Dirac points) for
λSO = 0.1t. We have chosen a staggered sublattice potential configuration where
all the sites in A(B)-triangle (see Fig. 2.1) have potentials λv (−λv).
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are Dirac points at K and K′, two quadratic band crossing points (QBCP) at Γ, and
two flat bands present when λSO = 0. We note that the lower QBCP appears at filling
fraction f = 1/2 for t ′ < 3t/2 and at f = 1/3 for t ′ > 3t/2. Similar band features
are also found on the kagome lattice at the same Brillouin zone points[33, 42].
When the second neighbor hopping λSO 6= 0, a gap opens at the Dirac and the
QBCP and topologically non-trivial phases appear; denoted as quantum spin Hall
(QSH) insulator in Figs. 2.2 and 2.3. By explicitly computing the Z2 invariant using
the parity eigenvalues at the time-reversal invariant moment[26] and checking for
helical edge states in a strip geometry[3], we have found the phase diagrams for
different filling fractions, f . The results are summarized in Fig. 2.3.
One feature of the decorated honeycomb lattice that differs from the kagome

















































Figure 2.3: Phase diagrams for the decorated honeycomb lattice with t and t ′ real
in the absence of a staggered on-site potential and no Rashba coupling. Several
filling fractions f are shown (lower left corner). For fixed f and λSO it is possible
to drive a transition between a topological insulator and a non-topological phase by
varying the ratio t ′/t.
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nearest-neighbor hopping parameters. This effectively adds an additional degree of
freedom to the phase diagram and can lead to transitions to topologically non-trivial
phases even when there is not an obvious Dirac point or quadratic band crossing in-
volved in the nearest-neighbor hopping model, such as occur at filling fraction 1/3
in Fig. 2.2(a). As Fig. 2.2(b) shows, when λSO is turned on, an “incipient” band
touching point develops at the Γ point for filling fraction 1/3 and this effectively
drives the transition to the topologically non-trivial state. Thus, the band structures
with zero spin-orbit coupling do not always clearly reveal potential topological tran-
sitions for strong spin-orbit coupling.
At f = 1/3,1/2, and 2/3 there are (electron-hole compensated) intervening
metallic phases between topologically trivial and non-trivial insulators. This also
indicates that a “direct” transition coming from a band inversion is not generic in
this model[44]. The filling fractions with such an intervening metallic phase mimic
the behavior of disorder on the honeycomb lattice in the presence of finite Rashba
coupling[45]. Also note that varying the ratio of t ′/t at fixed λSO can lead to a
transition between a TBI and a trivial insulator. More surprisingly, increasing λSO
for fixed value of t ′/t can trigger a transition between a TBI and a trivial insulator,
as seen for f = 1/3 and 1/2.
Next we turn to an analysis of the stability of the topological phases indicat-
ed in Fig. 2.3 in the presence of Rashba interaction and on-site (CDW) potentials.
The stability of the topological phases at f = 1/6 and f = 1/2 is shown in Fig. 2.2
(c) and (d), where we used λvi = λv on “sublattice” A and λvi =−λv on “sublattice”
B as shown in Fig. 2.1. Consequently, the stability regions are qualitatively similar
to the analogous model on the honeycomb lattice[3, 46]. The stability region of
the QBCP at f =1/2 is larger than that for the Dirac point at f =1/6, which we
attribute to a larger value of the gap (∼3 times) at the QBCP when λR = λv = 0[47].
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2.4 Effective low energy description at Dirac points
At the Dirac points it is straightforward to derive an effective low energy description
for arbitrary λvi in the 6-site unit cell. Setting the zero of energy to be right at the
Dirac point (either at f = 1/6 or f = 2/3) for λSO = λR = λvi = 0, the effective
low-energy Hamiltonian is given by








H ′0 = αvF h̄(kxτzσx + kyσy), (2.7)
H ′SO = −4α w(t ′/t)λSOσzτzsz, (2.8)
H ′R = −α wR(t ′/t)λR(σxτzsy−σysx), (2.9)
H ′CDW = g0I +α(gxσx +gyτzσy +gzσz). (2.10)
We have adopted a τz,σi,si notation similar to Ref. [4]: The τz = ±1 describes
states at either the K or K′ points, the σz = ±1 describes the two bands that are
involved in the Dirac band crossing (analog of A and B sublattice bands on the
honeycomb lattice), and sz = ±1 represents the electron spin as it did in Eq. (2.3)
and Eq. (2.5). The parameter α =±1 refers to the Dirac point at f = 1/6, and f =
2/3, respectively. We have also defined two functions describing the dependence















The effective Fermi velocity entering Eq. (2.7) is
vF = w(t ′/t)v0
where v0 = ta/h̄ and a is the length of the unit cell vector. It follows from Eq. (2.9)
that for λvi = λR = 0 the spin-orbit coupling opens up a gap with magnitude Egap =
8|w(t ′/t)λSO|. The parameters entering the low-energy description of the CDW

























A finite g0 can be absorbed in a shift of the chemical potential.
It is useful to consider a few important limits of the general low-energy form
of HCDW. First take λvi =λv for sites on the A-triangle and λvi =−λv for sites on









which is identical to the form of the expression for the honeycomb lattice and
will generically open a gap at the Dirac point[3]. We have verified that the low-
energy description given above produces the same stability phase diagram and
phase boundary shown in Fig. 2.2(d) as a direct diagonalization of the full 6-band
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Hamiltonian. Another important limit to consider is that of general λvi. In that
case, the physics more closely resembles the kagome lattice where an effective ax-
ial gauge field appears [33] with










when λv1+λv2+λv3−λv4−λv5−λv6=0, where l =±1 refers to the two Dirac points




opens with a smallest direct gap at shift A lx ,A
l
y with respect to K or K
′. Thus,
the behavior of the decorated honeycomb lattice with respect to HCDW is another
example of the ways in which this lattice “interpolates” between the honeycomb
and kagome lattices, and we expect, for example, analogs of the kekule phase to be
realized as well[33, 48].
2.5 Adiabatic deformations and the Kitaev model
We now turn our attention to one of the features of the decorated honeycomb lat-
tice which is related to its geometry: Topological phases exist even in the absence
of second neighbor hopping when t is made complex (obtained by putting a flux
through the vertex triangles). Below we show by an explicit calculation for spinless
fermions that the model obtained in the absence of second neighbor hopping but
with complex t (and possibly also complex t ′) can be adiabatically deformed into
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a model with real t, t ′ and λSO. An example of such an adiabatic deformation is
illustrated in Fig. 2.4 and in the last part of this section we will describe each step
of the deformation in detail.
The adiabatic connection we establish also holds for time reversal invariant
models of electrons with spin: For sz conserving models on the honeycomb lattice,
Kane and Mele showed [3, 4] that one can view a Z2 TBI in 2-d as two copies of
Haldane’s model [14] with different effective magnetic fluxes (with a net zero flux
through the unit cell) for different spins (so that under time-reversal each copy is
transformed into the other, thus preserving TRS overall). Moreover, as long as the
gap does not close, sz non-conserving terms are also allowed. With this insight, it
is evident that any lattice model that supports a quantum Hall effect for spinless
fermions will support a Z2 TBI for electrons with spin (by taking the appropriate
“second copy”).
There is an interesting consequence of the above mentioned adiabatic con-
nection. It allows us to topologically relate the phases in the non-interacting tight-
binding model at half-filling, see Fig. 2.3, to the chiral spin liquid phases recently
reported in the Kitaev model[17, 32] on the same lattice which can be viewed as a
strongly interacting electron model with spin-orbit coupling[49]. The Kitaev model



































In the summation, i and j are nearest neighboring sites connected by a α-link
(α = x,y,z,x′,y′,z′) as shown in Fig. 2.1(a). After a Jordan-Wigner transforma-
tion this model can be mapped onto a model of free majorana fermions hopping in
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the background of static Z2 fluxes. The ground state spontaneously breaks time-
reversal symmetry and is described by a chiral spin liquid with either Abelian or
non-Abelian vortex excitations[17]. In the following we set Jx = Jy = Jz = J > 0





′ > 0. The ground-state sector corresponds to a uniform flux
configuration. It possesses a representative free fermion model[43],








and γ =±1 specifies the way the time reversal symmetry is spontaneously broken.
Here, ψ(†)kα , α = 1, . . . ,6 are fermionic annihilation (creation) operators and we have
: phase 
difference    




difference    π/2
Figure 2.4: Schematic illustration of the continuous path which adiabatically con-
nects the model (o) and (i) lacking second neighbor hopping but having complex
t (the representative free fermion model of the ground state sector of the Kitaev
model on the decorated Honeycomb lattice) with the spinless model (v) with real t,
t ′ and λSO, denoted by (v). Along this path, the continuous deformation does not
lead to a gap closing and the Chern number stays constant. This establishes the




0 iJ iJ −iJ′e−ik2 0 0
−iJ 0 −iJ 0 iJ′eik1 0
−iJ iJ 0 0 0 iJ′
iJ′eik2 0 0 0 iJ −iJ
0 −iJ′e−ik1 0 −iJ 0 iJ
0 0 −iJ′ iJ −iJ 0

.
The flux pattern derived from the matrix H(o) is illustrated in (o) of Fig. 2.4. The
spectrum of Eq. (2.11) is gapped at half filling as long as J′ 6=
√
3J and the Chern
number is ν =−γ for J′ <
√
3J and ν = 0 for J′ >
√
3J[17]. The two sectors con-
nected by time reversal symmetry and characterized by the parameter γ = ±1 are
similar to the two “copies” characterized by sz =±1 in the Kane-Mele type model.
However, in the strongly interacting limit (Kitaev model) the system spontaneously
chooses one sector whereas the non-interacting TBI model involves a summation
over the two sectors (spin).
We now discuss the adiabatic connection of the model H(o) to the spinless
model with real t, t ′ and λSO; model H(v) in Fig. 2.4. As the starting point for the
continuous deformation we use a gauge equivalent pattern (i) obtained from (o) by
replacing ψk4→−ψk4 and ψk5→−ψk5. From (i) to (ii) the phase difference for
hopping between the triangles is gradually reduced to zero. This can be achieved
by replacing ±iJ′ in H(i) by exp(±isπ)J′ and continuously reducing s from 1 to 0.
This process does not change the fluxes through the triangles and the dodecagons;
instead the global fluxes are modified and the whole spectrum is moved in k-space
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according to k1 → k1 +(1− s)π and k2 → k2. Consequently, the direct gap stays
constant. From (ii) to (iii) a continuous gauge transformation is applied to change
the phase difference for hopping within the triangles from ±π/2 to π/6 (this does
not modify any flux and the gap remains constant). From (iii) to (v) we turn on
λSO as shown in (iv) and make t real. Along this path the value of the gap varies in
general. Explicitly, we can define the set of matrices
Γ(φ ,λSO) =
0 e−iφ J eiφ J J′e−ik2 D −E
eiφ J 0 e−iφ J −D J′eik1 F
e−iφ J eiφ J 0 E −F J′
J′eik2 −D∗ E∗ 0 e−iφ J eiφ J
D∗ J′e−ik1 −F∗ eiφ J 0 e−iφ J
−E∗ F∗ J′ e−iφ J eiφ J 0

.
















Clearly, Γ(π/6,0) = H(iii) and Γ(0,λSO) = H(v). By numerical examination of the
gap and of the Chern number[51] at half-filling we find that there is a large range of
parameters which allows one to adiabatically connect the model (iii) with the model
(v). This is shown in Fig. 2.5 where we plot the Chern number in (a) and the value
of the gap in (b) obtained for J = J′.
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The model defined by Γ(φ ,λSO) shows a complex phase diagram with a
variety of topological phases distinguished by different values of the Chern number.
As long as there is a direct gap, the Chern number is well-defined and regions with
different values are necessarily separated by gap closings. However, there are also
regions in parameter space where an indirect gap is closed indicating the presence of
partially filled bands at half-filling, see Fig. 2.5(b). The phase diagram of Γ(φ ,λSO)
also depends on the ratio J′/J. For J′ >
√
3J the Chern number of H(iii) is zero and
the connection (iii) to (v) holds between topologically trivial phases.
These arguments demonstrate the adiabatic connection between the strongly
interacting chiral spin liquid phases of the Kitaev model and the phases obtained
from the spinless model at half-filling with real t, t ′ and λSO. In this sense, we
also establish a connection to the Z2 TBI when two “copies” of the spinless model
!
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Figure 2.5: Contour plot of (a) the Chern number and (b) the gap of the model
defined by Γ(φ ,λSO) at half filling for J = J′. Also shown is a possible path which
adiabatically connects the flux patterns (iii), (iv) and (v) defined in Fig. 2.4.
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are taken. It can be shown that a generalized spin-3/2 Kitaev model on the k-
agome lattice also supports a chiral spin liquid ground state with non-Abelian exci-
tations [52] and similar arguments can be made for connections to other topological
phases[53, 54].
2.6 Summary
In summary, we have shown that the decorated honeycomb lattice supports Z2 topo-
logical phases at various filling fractions, discussed their stability, and described the
similarities and differences with the Z2 topological phases on the kagome[33] and
honeycomb lattices[3]. The limit of weak spin-orbit coupling yields phase diagrams
which are very similar to the ones observed on the honeycomb or kagome lattice.
This observation is in agreement with the conclusions drawn from the effective low-
energy theory at the Dirac points. The situation for strong spin-orbit coupling can
be quite different and leads to novel aspects. One surprising observation is that a
large λSO can trigger a transition from a TBI to a trivial insulator.
We have also shown that the tight-binding models with real t, t ′ and λSO can
be adiabatically connected to models without second-neighbor hopping but with
complex t (and possibly also complex t ′). This property was explicitly demonstrated
at half filling by a calculation of the gap and the Chern number. Moreover, we have
argued that this adiabatic connection allows us to topologically relate the chiral
spin liquid phases recently discovered on the decorated honeycomb lattice to the
phases obtained at half-filling in the non-interacting TBI model. Our work therefore
provides an example of a non-interacting and a strongly interacting model defined
on the same lattice which are both exactly solvable and show topologically related
states. To determine the precise form of the spin-orbit interaction, the number, and
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the size (coupling strength) of the terms needed in a generalized extended Hubbard
model at half filling to interpolate between the topological band insulator and the
Kitaev model on the decorated honeycomb lattice is an interesting open problem
beyond the scope of this work. However, based on our results here and related
studies that realize Kitaev models in certain low energy limits[49, 55], we believe
that such an interacting microscopic model can be found.
Finally, we note that an underlying “star” lattice has been experimentally
reported for a polymeric Iron(III) acetate[56], and some of our results may be rele-
vant for this solid state example of a decorated honeycomb lattice. We also believe
it is possible to realize much of the discussed physics (including Kitaev models), in
cold atomic gases, given that its two cousins, the honeycomb and kagome lattices,




Insulators on the Kagome and the
Decorated Honeycomb Lattices
3.1 Introduction
The study of topological properties of a quantum system with many degrees of free-
dom can provide insights into global features of ground states and can reveal phys-
ical behaviors which are robust against weak perturbations. While the terminology
of topological order has been used to describe different aspects of a quantum system
with interactions [22–24], we will focus on topological properties which are stored
in the set of single-particle wave functions describing band structures of materials
with a bulk gap. One famous example is the integer quantum Hall effect where the
topological property is encapsulated in an integer called the Chern number. It has
been shown that the Chern number is directly related to quantized values of the Hal-
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l conductivity[1]. A nonzero Chern number requires the breaking of time-reversal
symmetry either by an external magnetic field or, in the absent of a net magnetic
flux through a unit cell, by microscopically circling currents[14].
Breaking of time-reversal symmetry is not necessarily required to define
topological invariants which distinguish different bulk insulators (or superconduc-
tors). Based on the random matrix theory, a comprehensive classification scheme
for non-interacting systems has been worked out[59]. Among all classifications,
topological insulators (TIs) with time-reversal symmetry have raised considerable
interest in recent years (see Refs. [6–8]). TIs are well described by conventional
band theory. However, they are a distinct phase of matter with bulk energy gap-
s and an odd number of time-reversal symmetry protected gapless modes on their
edge (surface in three dimensions)[3–5]. In two dimensions, it is also termed the
quantum spin Hall state (QSH). This state is distinct from ordinary insulators by
a nonzero value of a Z2 invariant[3, 4]. In three dimensions, there are four Z2
invariants characterizing either a strong topological insulator, a weak topological
insulator, or a trivial insulator[5, 60, 61]. The Z2 invariants can be obtained via
knowledge of the single-particle wave functions alone.
The key to experimental realizations of TIs (at least so far) is strong intrinsic
spin-orbit interaction originating from relativistic effects. The topologically non-
trivial behavior in these systems is stabilized by a strong spin-orbit coupling which
leads to a “band inversion”[10, 25, 44]. While the experimental search for the TIs
in real materials with strong spin-orbit coupling is still under way with a number of
examples found to date[11–13, 29–31, 62, 63], the current theoretical research in
TIs is quite diverse. On the one hand, there have been intensive first-principle stud-
ies to identify potential candidate materials for TIs[28, 64–67]. On the other hand,
the study of TIs in the presence of disorder [68, 69] and interplay of spin-orbit cou-
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pling and electron-electron interaction [41, 70] have been carried out. New exotic
phases have been proposed, such as a topological Mott insulator[41], which has a
gapped charge sector but gapless spinon excitations on the boundary.
In this chapter, we focus on yet another class of systems in which the topo-
logically nontrivial nature of the wave functions is a result of spontaneously broken
symmetry in an interacting system[37, 38, 47]. These interaction-driven topolog-
ical insulators possess conventional order parameters and the topological order is
locked to those. Microscopically, the topological phases are described by the spon-
taneous generation of (spin) currents, a popular theoretical idea which has been
used in many variants for describing the pseudogap phase of the cuprates[71–74].
However, in contrast to these cuprate models defined on the square lattice, a gap
can be opened over the whole Brillouin zone in certain other lattices[37, 38, 42, 47]
allowing one to characterize the phase by a topological invariant. For example, in
Ref. [42] a double-exchange ferromagnet has been studied on the kagome lattice
and the ground state has been described as a chiral spin state with a finite Chern
number. Later, Raghu et al. studied an extended Hubbard model on the honeycomb
lattice and showed that both a quantum anomalous Hall phase and a quantum spin
Hall phase can be generated dynamically[37]. A similar idea has also been used to
obtain a three-dimensional example of an interaction-driven topological insulator
on the diamond lattice[38].
In this chapter, we study spinless and spinful extended Hubbard models with
repulsive interactions on the kagome and decorated honeycomb lattice. Interact-
ing electrons on the kagome lattice provide a model system where ferromagnetism
can be rigorously shown for certain parameters (flat-band[75, 76] and kinetic[77]
ferromagnetism). Furthermore, the Mott transition in the standard Hubbard mod-
el defined on this lattice has been studied[78]. In addition to these examples, a
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great deal of the theoretical work on Hubbard and extended Hubbard models has
focused on the case of half-filling where the low-energy degrees of freedom are
described by a frustrated quantum spin model[79–82]. These studies are motivated
in part by the recent discovery that herbertsmithite, a spin-1/2 kagome antiferro-
magnet, might support a spin liquid ground state[83, 84]. Another system where
the physics of interacting electrons on the kagome lattice might be important is
NaxCoO2 where the orbital degrees of freedom give rise to four interpenetrating
kagome systems[85, 86].
The decorated honeycomb lattice can be viewed as an interpolating lattice
between honeycomb and kagome. While there are few known examples of this lat-
tice in nature[56], the exact ground states of the Kitaev model on this lattice have
been found by Yao et.al [17] and other higher symmetry spin models have been
studied as well[87]. Yao has shown that the exact ground state of the Kitaev model
on this lattice is a chiral spin liquid that spontaneously breaks time-reversal sym-
metry [17]. There are two topologically distinct chiral spin liquid phases: (i) a
topologically nontrivial phase with odd Chern number and non-abelian vortex ex-
citations and (ii) a topologically-trivial phase with even Chern number and abelian
vortex excitations. In our previous work [16], we have found that this lattice also
supports a TI phase in the presence of spin-orbit coupling at various filling fraction-
s, and we established a connection between the topologically nontrivial chiral spin
liquid state of the Kitaev model (appropriate for strongly interacting electrons with
spin-orbit coupling) and the ground state of Z2 topological band insulators (studied
in the noninteracting limit).
Both the kagome and decorated honeycomb lattices support a TI in a single-
orbital tight-binding model with spin-orbit coupling[16, 33]. In this paper we
show that a TI (quantum anomalous Hall state for the spinless case) can also be
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interaction-driven on both lattices. We focus on filling fractions which either in-
volve a pair of Dirac points (1/3 filling in the kagome system) or a quadratic band
crossing point (2/3 filling in the kagome and 1/2 filling in the decorated honey-
comb system) in the noninteracting tight-binding model[54]. Using a Hartree-Fock
mean-field approach, we discuss various possible symmetry broken states, present
the phase diagrams and highlight the competition between various states. We find
pronounced differences for different filling fractions. In particular, a topologically
nontrivial phase is the leading instability at 2/3 filling on the kagome lattice and 1/2
filling on the decorated honeycomb lattice. On the other hand, to stabilize a topo-
logically nontrivial phase at 1/3 filling on the kagome lattice, some fine tuning of
the interaction parameters is required. We also point out that the kagome and dec-
orated honeycomb lattices provide examples where topological phases can emerge
solely due to a complex nearest neighbor hopping, in contrast to the honeycomb or
diamond lattice in which a complex second neighbor hopping is required, at least
within a single band model.
This chapter is organized as follows. In Sec. 3.2, we introduce spinless and
spinful extended Hubbard models on the kagome and decorated honeycomb lattices,
and review the tight-binding band structures and Hartree-Fock mean-field approach
for the implementation of numerical calculations. In Sec. 3.3 and 3.4, we discuss
several symmetry-breaking candidate phases and present phase diagrams of spinless
and spinful extended Hubbard models at 1/3 and 2/3 filling fractions. We find
the topologically nontrivial phases can be stabilized under suitable circumstances.
Comparisons are also made to related work. Then, in Sec. 3.5 we briefly discuss
the spinless extended Hubbard model on the decorated honeycomb lattice. Finally,
we present our conclusions and summary in Sec. 3.6.
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3.2 Models and Methods
We first introduce the models which will be studied later by means of the Hartree-
Fock approximation. We consider both spinless (spin-polarized) and spinful inter-
acting fermions in a single-orbital Hamiltonian on the kagome and the decorated
honeycomb lattice.
3.2.1 Extended Hubbard models









nin j +V3 ∑
〈〈〈i, j〉〉〉
nin j. (3.1)
Here, c(†)i annihilates (creates) a spinless fermion on site i and ni = c
†
i ci is the
fermion density operator on site i. The sums run over nearest-neighbor 〈i, j〉,
second-neighbor 〈〈i, j〉〉, or third-neighbor bonds 〈〈〈i, j〉〉〉. The hopping amplitude
is denoted by t and the parameters V1, V2, and V3 quantify the nearest-neighbor,
second-neighbor and third-neighbor repulsion, respectively. For most parts of our
work we set V3 = 0. However, as we show later, a small but finite V3 is necessary to
stabilize a topologically non-trivial insulator for 1/3 filling fraction on the kagome
lattice.
The model for spinful fermions includes an additional on-site repulsive in-
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teraction U . The Hamiltonian reads
Hspinful =−t ∑
〈i, j〉





nin j +V2 ∑
〈〈i, j〉〉
nin j +V3 ∑
〈〈〈i, j〉〉〉
nin j. (3.2)
Here, c(†)iσ annihilates (creates) a fermion on site i with spin σ =↑,↓, niσ = c
†
iσ ciσ
and ni = ∑σ niσ . The summing convention and the meaning of the parameters V1,
V2, and V3 are the same as for the spinless model.
3.2.2 Kagome and decorated honeycomb lattice
The models in Eqs. (3.1) and (3.2) have been studied on the kagome and the dec-
orated honeycomb lattice in the non-interacting limit[16, 33]. A section of the k-
agome lattice is shown in Fig. 3.1 and a section of the decorated honeycomb lattice
is shown in Fig. 3.11. Both lattices share an underlying triangular lattice and we
choose the unit cell vectors to be








where a is their length. The kagome lattice has three sites in the unit cell whereas














The first Brillouin zone forms a hexagon in momentum space for both lattices,
similar to the honeycomb lattice which also shares the underlying triangular lattice.
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Tight-binding band structure on kagome lattice
The noninteracting energy dispersion for a nearest-neighbor tight-binding model
[first term in Eq. (3.1)] can be obtained analytically. On the kagome lattice, three
bands are found with the following dispersion relation:
ε1(k) =−t− tAk, ε2(k) =−t + tAk, ε3(k) = 2t. (3.5)
In Eq. (3.5) we have defined
Ak =
√
3+2cosk1 +2cosk2 +2cos(k1− k2), (3.6)
where k1 = a1 · k and k2 = a2 · k. There are two dispersing bands (n = 1 and 2) and
a flat band (n = 3). At filling fraction f = 1/3, the two dispersing bands touch at
two inequivalent Dirac points located at corners of the Brillouin zone
K± =±(b1−b2)/3. (3.7)
At filling fraction f = 2/3, the second band touches the flat band at the Γ point
[k = (0,0)]. This is a quadratic band crossing point (QBCP)[47]. Upon inclusion
of an intrinsic spin-orbit coupling (modeled by a spin-dependent imaginary second-
neighbor hopping) one finds that a gap is opened both at the Dirac points ( f = 1/3)
and the QBCP ( f = 2/3)[33]. The resulting insulating state at f = 1/3 and f = 2/3
is a Z2 topological insulator with time-reversal symmetry protected edge states[33].
In the following sections, we explore the possibility of dynamically generating a
topological insulator phase from interactions and study its competition with other
broken-symmetry phases. We therefore focus on f = 1/3 and f = 2/3 in this paper.
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Tight-binding band structure on decorated honeycomb lattice
Diagonalization of the noninteracting tight-binding model on the decorated honey-
















t2 + t ′2− tt ′Ak, (3.8b)
















t2 + t ′2 + tt ′Ak, (3.8e)
ε6(k) = t + t ′, (3.8f)
and Ak is defined in Eq. (3.6). Here, we have introduced independent hopping
amplitudes for hopping within a triangle (t) and between triangles (t ′)[16]. There
are two flat bands (n = 3,6) and four dispersing bands (n = 1,2,4,5). For filling
fractions 1/6 and 2/3, there are Dirac points located at K± in the momentum space.
There are also two quadratic band touching points at k = (0,0). The lower QBCP
appears at f = 1/2 if t ′< 3t/2 and at f = 1/3 if t ′> 3t/2. The upper QBCP appears
at f = 5/6. In the presence of a spin-orbit coupling, TI phases are found at various
filling fractions[16]. In this paper we set t = t ′ and solely focus on f = 1/2. Half
filling is of particular interest because a topological connection between the chiral
spin liquid states recently found in the Kitaev model[17] and the Z2 topological
band insulator has been established[16].
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3.2.3 Hartree-Fock mean-field approximation
We use the standard Hartree-Fock mean-field approach to decouple the interaction
terms in Eqs. (3.1) and (3.2). In contrast to comparable studies on the honeycomb
lattice[37, 88] and the diamond lattice[38], we treat the Hartree and Fock terms on
equal footing in all phases.
Hartree-Fock approximation in the spinless models
For spinless fermions, we decouple the interaction both in the direct and the ex-
change channel:












This procedure yields a mean-field Hamiltonian which is bilinear in the fermionic
operators and can be diagonalized. In the following, we focus on uniform phases
which are characterized by a (possibly enlarged) unit cell. We work in the canonical
ensemble with a fixed number of electrons Ne. The free energy at temperature
kBT = β−1 is given by















where the chemical potential µ = µ(T,Ne). The terms in the second and third line
of Eq. (3.10) arise from 〈ni〉〈n j〉 and 〈c†i c j〉〈c
†
jci〉 in the decoupling Eq. (3.9) and are
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In the following sections, we discuss various solutions of these equations.
Hartree-Fock approximation in the spinful models
For spinful fermions, we decouple the on-site interaction according to












We assume the mean-field solutions are described by a co-linear spin alignment and
therefore, without loss of generality, we set 〈c†i↑ci↓〉= 〈c
†
i↓ci↑〉= 0 in what follows.
For the model on the kagome lattice with V1 =V2 =V3 = 0, and at filling fractions
f = 1/3 and f = 2/3, we have explicitly checked that with all the terms (including
〈c†i↑ci↓〉) all our self-consistent solutions indeed have a co-linear spin alignment.
We expect this property will persist also for finite further neighbor interactions.
However, the 〈c†i↑ci↓〉 term has to be kept if one works at half filling on the kagome
lattice where at the mean-field level a coplanar 120◦ antiferromagnetic state arises
in the large U limit. The same antiferromagnetic state has also been found on the
triangular lattice[89–91].
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The further-neighbor interaction is decoupled in a similar way:















Again, as mentioned above, we set 〈c†iαc jβ 〉 = 0 for α 6= β which is justified if
the spin alignment is co-linear in the physical solutions. The structure of the free
energy and the self-consistency equations are similar to Eqs. (3.10) and (3.11) for
the spinless models.
3.3 Spinless fermions on kagome lattice
In this section we discuss the zero temperature Hartree-Fock mean-field phase dia-
grams at filling fractions f = 1/3 and f = 2/3 for the spinless model on the kagome
lattice. We first introduce the candidate phases and then show the V1-V2 phase dia-
grams with and without a finite V3 for the two special filling fractions. Because at
f = 1/3 there are Dirac points involved, and at f = 2/3 there is a QBCP, the phase
diagrams look rather different for these two cases.
3.3.1 Candidate phases
Let us now introduce possible candidate phases for the spinless model. Besides the
topologically non-trivial quantum anomalous Hall (QAH) phase we also take into
account possible charge density wave (CDW) patterns.
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Quantum anomalous Hall phase
A complex Fock term in Eq. (3.9) breaks time-reversal symmetry and can give rise
to a topological phase characterized by a non-vanishing Chern number[37] even
though there is no external magnetic field. In the present case, the total flux through
the unit cell must be zero (this follows from periodic boundary conditions on the
unit cell). However, there are finite fluxes through the elementary loops and the
system shows an integer quantum Hall effect. This is in full analogy to Haldane’s
model on the honeycomb lattice[14]. Such a state of matter is called a quantum
anomalous Hall phase and a schematic illustration of its microscopic current pattern
on the kagome lattice with finite V1 and V2 is shown in Fig. 3.1.
QAH / TI
Figure 3.1: The spinless flux pattern developed by nearest and second nearest in-
teractions that preserves lattice symmetry but spontaneously breaks time-reversal
symmetry on the kagome lattice. Charges are uniform on all sites. The blue sol-
id(red dash) line represents a (second)nearest neighbor complex hopping. For the
spinful case, two copies of the same(opposite) flux patterns for spin-up and spin-
down fermions form the quantum anomalous Hall (topological insulator) state.
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The QAH phase preserves the translational symmetry of the noninteracting
model but breaks time-reversal symmetry. A solution of the self-consistency E-
qs. (3.11) is obtained by assuming a uniform charge distribution and introducing
complex bond expectation values. For nearest neighbor bonds we make the follow-
ing ansatz:
〈c†i c j〉= χ exp(iϕi j) = χ1 + iχ2. (3.14)
A similar ansatz is also made for second-nearest neighbor bonds:
〈c†i c j〉= χ





There is a gauge freedom in choosing the phase factors ϕi j and ϕ ′i j because only the
inclosed fluxes through elementary loops are gauge invariant. We choose a uniform
gauge ϕ(′)i j =±ϕ(′) where the sign is fixed according to the dictions of the arrows in
Fig. 3.1. We stress that on the kagome lattice a complex nearest-neighbor hopping
can already stabilize a topologically non-trivial phase showing an integer quantum
Hall effect. This possibility has been explored in a model of a ferromagnet with spin
anisotropy[42]. Therefore, in contrast to the honeycomb[37, 88] and the diamond
lattice[38], the nearest-neighbor interaction V1 alone can in principle generate a
QAH phase if the time reversal symmetry is spontaneously broken. Indeed, we
show below that at f = 2/3 this is the case. However, at f = 1/3 we find it essential
to have a finite V2 and small V3 in order to stabilize the QAH state.
Charge density waves
An effective way to lower the potential energy is to develop an inhomogeneous
charge distribution. In the atomic limit t = 0 and in the absence of further neighbor
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interactions, V2 = V3 = 0, there is a macroscopically degenerate set of charge con-
figurations which minimize the energy. At f = 1/3 ( f = 2/3) these configurations
obey the “one particle (hole) per triangle”- rule. A finite t lifts the degeneracy and
in the limit t/V1 1 the system is effectively described by a hardcore dimer model
on the honeycomb lattice[77, 92, 93]. Its ground state is the “plaquette” phase with
resonating plaquettes and a periodicity which triples the unit cell[94]. Physically, it
is the ring exchange of order |t|3/V 21 which stabilizes the plaquette phase. We also
note that in the limit t/V1 1 the system becomes particle-hole symmetric. This
property is clearly lost for small to intermediate interactions, see below.
Further neighbor interactions V2,V3 > 0 lift the degeneracy of the charge
configurations in the atomic limit. This fact complicates a mapping to an effective
dimer model for finite t. In the following we study the mean-field solutions of a
limited number of different classical charge distributions. Specifically, we consider
three different charge density wave (CDW) patterns which we denote by I, II and III
CDW I CDW II CDW III
Figure 3.2: Three different charge density wave patterns on the kagome lattice stud-
ied in this paper. They are characterized by the wave vectors qI = (0,0), qII = b2/2
and qIII = (b1−b2)/3. Blue sites stand for the fermion-rich (poor) sites at 1/3 (2/3)
filling fraction and white sites for the fermion-poor (rich) sites at 1/3 (2/3) filling
fraction. The bond expectation values oscillate in the real space as well. We dis-
tinguish strong and weak bonds by thick and thin lines. For simplicity, we do not
show the second neighbor bonds.
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(see Fig. 3.2). They were introduced in Ref. [92] in order to numerically study the
role of the ring exchange. For us it is important to realize that V2 > 0 favors CDW I
as compared to CDW II and III in the atomic limit. On the other hand, a third
neighbor interaction V3 > 0 favors CDW III over CDW I and CDW II. While the
unit cell of pattern I is equal to the noninteracting unit cell, the unit cell of pattern
II is doubled and the one of pattern III is tripled. Note that CDW III can be viewed
as the classical charge distribution which corresponds to the plaquette phase of the
effective dimer model in the limit t/V1 1.
For the CDW I, the wave vector specifying its periodicity is qI = (0,0) and
the densities on the three inequivalent sites of the noninteracting unit cell are given
by
〈n1(rnm)〉I = f +ρ1,
〈n2(rnm)〉I = f +ρ2,
〈n3(rnm)〉I = f +ρ3, (3.16)
where rnm = na1 +ma2 with (n,m) ∈ Z×Z, f is the filling fraction and ρ1 +ρ2 +
ρ3 = 0. Similarly, the densities in the CDW II configuration can be written as
〈n1(rnm)〉II = f +ρ1 cos(rnm ·qII),
〈n2(rnm)〉II = f +ρ2 cos(rnm ·qII),
〈n3(rnm)〉II = f +ρ3 cos(rnm ·qII), (3.17)
where we have introduced the wave vector qII = b2/2. In our mean-field calcula-
tions we find that mirror symmetric charge configurations are always favored. Such
configurations are obtained by setting ρ1 = 2ρ and ρ2 = ρ3 = −ρ (or cyclically
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permuted) in Eqs. (3.16) and (3.17). CDW I and II both break the six-fold rotations
symmetry (C6) of the kagome lattice; CDW I breaks it down to C2, while CDW II
breaks it down even further. In both cases, there are three different possibilities
to choose a mirror symmetry plane. The CDW order parameter therefore has an
additional Z3 freedom.
Another phase with a mirror symmetric configuration of the densities in the
non-interacting unit cell is described by the CDW III pattern:
〈n1(rnm)〉III = f +2ρ cos
[



















where the wave vector is qIII = (b1− b2)/3. We have introduced the parameter
s = 0,1,2 which characterizes the Z3 freedom in the CDW III. Changing the value
of s results in a shift of the pattern as a whole either by a1 or a2.
CDW I does not break the original translation symmetry and it can alterna-
tively be viewed as a nematic phase[47]. The direction associated with the nematic
order is given by
e = (Qx,Qy)/
√
Q2x +Q2y , (3.19)






















where the “−” sign refers to the case of 1/3 filling presently being considered, and
the “+” sign refers to the case of 2/3 filling involving a quadratic band touching
point. This definition of the nematic order parameter is in agreement with the defi-
nition given in Eq. (4) of Ref. [47] for the case of 2/3 filling.
In our study, we assume that the real hopping expectation values χi j = 〈c†i c j〉
obey the same symmetry as the charge distribution. In Fig. 3.2, the weak and strong
nearest-neighbor bonds are schematically shown. We find that taking into account
this bond order can significantly lower the energy as compared to the case where
only the Hartree term is kept. For the mirror symmetric solutions, the unit vector in
Eq. (3.19) assumes only three different directions:
e1 = (
√
3,1)/2, e2 = (−
√
3,1)/2, e3 = (0,−1). (3.21)
These unit vectors will also appear in the low energy description of the CDW phas-
es.
Other phases
Let us now briefly comment on other possible phases which are not stabilized in
the present models. Dimerized and trimerized phases were considered in Ref. [33]
as perturbations to the TI phase in the noninteracting limit. We find that for a
self-consistency solution with dimerized or trimerized bonds, it is crucial to take
into account the charge ordering which results from the bond order. However, our
numerical results suggest that the charge density wave patterns shown in Fig. 3.2
(where the bond order has the same symmetry as the charge order) have lower
energies than the dimerized or trimerized states. We also note that we do not find a
mixed QAH and CDW phase on kagome lattice, which is in contrast to the findings
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on the checkerboard lattice[47].
3.3.2 Phase diagrams at 1/3 filling fraction
Figure. 3.3 shows the V1-V2 phase diagrams for (a) V3 = 0 and (b) V3 = 0.4t. At
1/3 filling, the noninteracting Fermi “surface” consists of a pair of Dirac points
located at K± and the density of states vanishes linearly at the Fermi energy. As
in related studies[37, 38], our mean-field calculations yield a stable semi-metallic
(SM) phase for small to intermediate interactions which can be attributed to the
absence of density of states at the Fermi level in the non-interacting limit.


























Figure 3.3: The phase diagram of the extended Hubbard model for spinless fermion-
s at 1/3 filling fraction on the kagome lattice. The third neighbor interaction is (a)
V3 = 0 and (b) V3 = 0.4t. SM denotes the semi-metallic phase with two Dirac points,
QAH denotes a time-reversal symmetry broken quantum anomalous Hall phase and
CDW I and III are charge density waves with patterns shown in Fig. 3.2. Solid lines
denote first and dashed lines second order transitions.
41
CDW phases and nematic order at f = 1/3
For large interactions, a CDW phase is stabilized. We find CDW I for large V1
and V2 because both the nearest neighbor and second neighbor interaction favors
CDW I. The transition from the SM to the CDW I is first order which is different
from the situation on the honeycomb lattice[37]. Below we discuss this aspect in
more detail. On the other hand, CDW III is favored for small V2 and large V1. The
transition from the SM to CDW III is second order.
The self-consistent CDW solutions at f = 1/3 are always gapped (this is in
contrast to f = 2/3 where CDW phases with two nodes appear, see Sec. 3.3.3) and it
is instructive to look at the corresponding low energy models. We first consider the
possibility of a weak CDW I phase and then argue that it is energetically not favored.
In fact, only for a large enough order parameter, does the CDW I solution have
lower energy than the SM phase. For simplicity, we keep only the Hartree terms. In
lowest order in V̄ ρ (V̄ = V1 +V2− 2V3), the effective low energy Hamiltonian for
the two nodes l =± is given by
HI = v ∑
k,l,α,β




where the velocity is v =
√
3ta/2 and τ = (τx,τy) are Pauli matrices in the effective
“sublattice” space. Furtherrmore, we have introduced an “axial gauge field”[33] A
which can be expressed in terms of the CDW order parameter ρ and the vector en




where the en are given by Eq. (3.21). This field shifts the position of the Dirac nodes
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with respect to their original position at K± and consequently, the CDW I described
by Eq. (3.22) has nodes. However, Eq. (3.22) also includes the electron-electron
interaction in the mean-field description which gives rise to the second term. This
term is proportional to v2/V̄ and can be viewed as a mass-term for the gauge field.
In other words, shifting the nodes by the vector A costs an energy proportional
to |A |2. Therefore, it is energetically not favorable to built up a finite field A
and the SM phase is stable. But once V̄ is big enough, the description in terms of
Eq. (3.22) breaks down. Solving the full self-consistency equations, we find a first
order transition from the SM to the gapped CDW I phase.
Let us now consider CDW III which is stable for small V2. The wave vector
qIII of pattern III connects the two inequivalent Dirac points at K±. From a weak-
coupling point of view, CDW III therefore opens a gap by coupling the two Dirac
points. This can be made explicit by studying the low energy mean-field Bloch
Hamiltonian. For simplicity, we set V2 = V3 = 0 and consider only the Hartree
terms. The Bloch Hamiltonian for the low energy degrees of freedom is expressed





Here, the Dirac Hamiltonians at K± are given by
ĥ(±)(k) = vk · τ. (3.25)










v2k2 +4ρ2V 21 . (3.27)
In particular, an arbitrarily small coupling V1ρ continuously opens a gap 4V1|ρ| at
the Γ point in the reduced Brillouin zone. (The enlarged unit cell of CDW III moves
the low-energy point from K± to Γ.) This means that the CDW III is a low-energy
instability of the SM phase and explains why we observe a second order transition
at a critical interaction strength. We also note that the low-energy theory for the
CDW III, Eq. (3.24), carries similarities with the one found for the Kekulé texture
on the honeycomb lattice[48] or in the π-flux model on the square lattice[88]. In
analogy with these examples, we expect that topological defects of the CDW III
pattern in the form of a Z3 vortex can give rise to interesting physics; potentially
including charge fractionalization and anyon statistics[95].
Topological phase at f = 1/3
As shown in Fig. 3.3(b) we find that a QAH phase can be stabilized in a certain
region of parameter space. Nevertheless, it requires some fine tuning of the dif-
ferent interaction strengths. First, we do not find a QAH solution for V1 alone in
the parameter space we considered (which is different from what we find at 2/3
filling, see Sec. 3.3.3). Second, for a moderate V2 there exists a self-consistent so-
lution of Eqs. (3.11) which breaks time reversal symmetry. This QAH phase is
triggered by χ2 and χ ′2, the imaginary part of the nearest and second-neighbor hop-
ping expectation values (which in general also acquire finite real parts). It turns out
that for V3 = 0, the CDW I phase has lower energy compared to the QAH solu-
tion. However, a finite V3 increases the energy of the CDW I solution making the
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Figure 3.4: The phase diagram of the extended Hubbard model for spinless fermion-
s at 2/3 filling on the kagome lattice. The dotted line indicates where the gap opens
in the CDW I phase. For V2 = 0, CDW I and II coexist in the gray region and
CDW III in the black region. We set V3 = 0.
interaction-driven QAH phase the ground state for small V1 and V3 and moderate
V2, as shown in Fig. 3.3(b).
3.3.3 Phase diagram at 2/3 filling
The phase diagram of the extended Hubbard model for spinless fermions at 2/3
filling is shown in Fig 3.4. Here, we set V3 = 0. The important difference with 1/3
filling is that the Fermi energy in the noninteracting case lies at a QBCP between
a dispersing and a flat band. As a consequence, the density of states is finite at
the Fermi energy and the system is unstable to arbitrarily weak interactions[47].
In particular, the semi-metallic phase does not survive even for small values of the
interactions. The phase diagram for low to intermediate interactions looks therefore
quite different than the corresponding phase diagram at 1/3 filling.
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Topological phase at f = 2/3
For small to intermediate interactions we find that the QAH phase has the lowest
energy. This is in agreement with quite general arguments made about the stability
of a QBCP[47]. We have numerically calculated the Chern number [51] associated
with this state and found that it is ±1, indicating it is indeed a topological state
displaying an integer quantum Hall effect. Note that V1 alone is enough to generate
the QAH phase because of the particular geometry of the kagome lattice with a
triangle in the unit cell.
Although the QAH phase is the ground state in a rather large region of pa-
rameter space, its gap is exponentially small. The exponential dependence in mean-
field theory can be found by analyzing the gap equation derived from an effective
two band Hamiltonian describing the low-energy behavior around the QBCP. Let
us for simplicity set V2 = 0 in the following. A finite imaginary part of the nearest-
neighbor bond hopping, χ2 = Im〈c†i c j〉 6= 0, couples the two bands thereby opening
a gap. In lowest order in V1, the matrix describing this coupling is given by
HQAH(k) =





where ε∗2,3(k) is obtained from Eq. (3.5) by replacing t by
t∗ = t +V1χ0. (3.29)
Here, χ0 = 〈c†i c j〉0 = 1/6 denotes the nearest neighbor hopping expectation value
in the noninteracting model and Eq. (3.29) takes into account the effect of the Fock
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(2t∗− ε)2 +48V 21 χ22
, (3.30)
where Λ is a cutoff energy of the order of t∗ which is not accessible in the low energy
description, and N(ε) is the noninteracting density of states. Solving Eq. (3.30) for







which holds for small values of the dimensionless coupling constant V1N0. Here,
we have introduced the density of states at the QBCP:[86]





The gap is proportional to the order parameter χ2 and from the result Eq. (3.31) and
the eigenvalues of Eq. (3.28) it follows that
∆QAH = 4
√
3V1χ2 = 2Λe−1/(V1N0). (3.33)
We have checked that the exponential dependence given in Eq. (3.31) is indeed
consistent with our full numerical evaluation of the self-consistency equations. A
similar exponential dependence is also found in a one-loop renormalization group
treatment [47] although the dimensionless coupling is renormalized compared to
Eq. (3.33).
We now come back to the general situation where both V1 and V2 are finite.
In general, the QAH phase is driven by both a complex first and second neighbor
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hopping expectation value. Furthermore, one can define an explicit deformation[16]
of a tight-binding model with complex nearest neighbor hopping on the kagome
lattice to show that its ground state is adiabatically connected to the ground state
of a model with real nearest-neighbor hopping and only complex second nearest
neighbor hopping. Therefore, the QAH phase generated by V2 belongs to the same
topological class as the one generated by V1. Figure 3.5 shows the fluxes Φ1,2,3
through three elementary triangles forming the unit cell. In this figure, we set V2 =
V1/2. Because of the periodic boundary conditions on a unit cell, the fluxes satisfy
2Φ1 +Φ2 + 3Φ3 = 0. Moreover, they are all finite indicating the presence of an
imaginary hopping amplitude in both the first and the second neighbor effective
hopping.
CDW phases at 2/3 filling
For intermediate to large interaction strengths, a CDW phase is stable. At V2 = 0
and large V1, the CDW III phase has the lowest energy. However, the difference in
energy per site compared to CDW I is only of the order 10−3t and becomes smaller
the bigger V1. As a result, a very small but finite V2 is sufficient to stabilize CDW I
over CDW III. In contrast to the situation at filling fraction f = 1/3, at f = 2/3
CDW III can not profit from a “nesting” condition. The energy gain compared to
CDW I is therefore very small. At V2 = 0, a first-order phase transition from a QAH
state to a CDW I (II) state takes place at V1≈ 1.47t. Numerically, we can not resolve
any difference in the energy between CDW I and II for V2 = 0. Interestingly, there
are nodes in the CDW I (II) phase where the gap vanishes. The transition from
the QAH phase to the CDW I state with nodes is an example where a transition
from a gapped phase (QAH) to a gapless phase (CDW I) occurs by increasing the











































































Friday, April 16, 2010
Figure 3.5: The fluxes Φ1,2,3 through elementary triangles in the QAH phase at
filling fraction f = 2/3. These elementary triangles form the unit cell, as shown in
the inset. Because of the periodic boundary conditions on the unit cell, the net flux
is zero and the individual fluxes satisfy 2Φ1+Φ2+3Φ3 = 0. We have set V2 =V1/2



































CDW IQAH QAH CDW I
(b)(a)
(d)(c)
Figure 3.6: (a) the CDW order parameter ρ (b) the bond order defined as the differ-
ence between two nearest strong and weak bonds (c) the gap at 2/3 filling fraction
on the kagome lattice. We have set V2 = t. (d) the splitting of a QBCP(red circle)
into two Dirac points(blue cross) for gapless CDW I.
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The gapless CDW I persists even for finite V2. Figure 3.6 shows the CDW
order parameter ρ , the bond order ν = χs− χw defined as the difference between
two nearest strong and weak bonds and the magnitude of the gap as a function of
V1 for fixed V2 = t. We can see that a finite CDW order is accompanied by a finite
bond order. In fact, both types of orders jump to a finite value at the transition V1c1
from the QAH to the CDW I phase. Note, however, that the gap is zero up to a
second critical interaction strength V1c2 indicating the presence of band degeneracy
points below V1c2 . At V1c2 a kink is observed in the order parameters and the gap
gradually starts to increase.
In the following, we show that the gapless CDW I phase results from the
splitting of the QBCP into two nodes[47]. We notice that the change of bond-order
is one order of magnitude smaller than t and therefore can be neglected for the
moment. We find the following low-energy Bloch Hamiltonian
HCDW(k) =






where u = 2(V1 +V2)(ρ + 3ν)/t∗. The renormalized hopping t∗ is given by E-
q. (3.29) with χ0 replaced by χ̄ = (χs + 2χw)/3 and we have neglected the Fock-
terms generated by the V2 interaction (this term is negligible in practice). In E-
q. (3.34) we have introduced polar coordinates (k,φ) which are defined by k · en =
k cosφ . Note that right at the Γ-point the angle φ is not well-defined. Equa-
tion (3.34) should be contrasted with Eq. (3.28) for the QAH phase: as opposed
to the QAH order parameter, the CDW order parameter introduces an anisotropic
angle dependent effective coupling between the two bands. Expanding the disper-
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sion around the Γ point we find for the eigenvalues of Eq. (3.34),
E2(k,φ)/t∗ = 2− [k2 +
√
B(k,φ)]/8, (3.35)
E3(k,φ)/t∗ = 2− [k2−
√
B(k,φ)]/8. (3.36)
The function B(k,φ) is given by
B(k,φ) = k4−16k2ucos(2φ)+64u2. (3.37)
It has roots at two points where the two bands touches:
ku =
√
8u, φ = 0,π. (3.38)
This analysis shows that a finite CDW I order splits the QBCP into two nodes mov-
ing along the line defined by the vector en. The bottom right panel of Fig. 3.6 illus-
trates the situation for e3. We have calculated the Berry phase (winding number)[47]
of the QBCP and found that it is 2π (= 0 mod 2π). The corresponding Berry phases
(winding numbers) of the two nodes appearing in the gapless CDW I are both π .
Thus, the QBCP does splits into two Dirac points with Berry phases π conserving
to total winding number, as it was suggested in Ref. [47].
3.3.4 Comparison with existing work
Recently, several numerical works[92, 93] appeared dealing with the charge density
wave order on the kagome lattice at f = 1/3 or f = 2/3. Here, we want to briefly
relate our results with their findings. In Nishimoto et.al.’s work[92], the authors
considered the large V1 limit with vanishing V2. They showed that CDW III is the
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ground state that is consistent with the “plaquette” state obtained from an effective
quantum dimer model on the honeycomb lattice. [94] In this strong interacting lim-
it, f = 1/3 and f = 2/3 are equivalent and numerical calculations[92] confirm that
CDW III is stabilized by the ring exchange process proportional to |t|3/V 2. Inter-
estingly, fractionalized excitations with charge e/2 have recently also been reported
in the strong coupling limit[93].
Our mean-field calculation cannot capture the resonating nature of the quan-
tum dimer model and is not valid in the strongly interacting limit. However, CD-
W III in the mean-field treatment can be viewed as the “classical” configuration
of plaquette states. At 1/3 filling fraction, the CDW III is found to be more sta-
ble than either CDW II or I at large V1, and the energy difference between them
becomes smaller as V1 grows. This is consistent with Nishimoto et.al.’s work. Fur-
thermore, we predict a metal-insulator transition takes places at V1c = 3.1t at 1/3
filling, which is in quite good agreement with their result V1c = 4.0t. However, at
2/3 filling, our mean-field results differ significantly from theirs. We find that the
leading instability at small interactions is the QAH state that spontaneously breaks
time-reversal symmetry and has an exponentially small gap. [47] A metal-insulator
transition takes place around V1c = 2t in our study while Nishimoto et.al. reported
a metal-insulator transition at finite V1c = 2.6t.
3.4 Spinful model on the kagome lattice
Let us now turn to the spinful model on the kagome lattice. The additional spin de-




The SM and the CDW phase are equivalent to those in the spinless model. Here,
we discuss additional phases which appear in the spinful model.
Topological insulator and quantum anomalous Hall state
The topological insulator and quantum anomalous Hall state are both stabilized by
a complex Fock term of nearest or second neighbor interaction which gives rise to
a complex hopping amplitude. The difference between TI and QAH phases can be
described by the 2×2 matrix 〈c†iαc jβ 〉 defined in the spin space as discussed below.
The QAH state breaks the time reversal symmetry but not the spin rotation
SU(2) symmetry. Therefore, the most general form of the uniform phase consistent
with these requirements is
〈c†iαc jβ 〉= [(χ1 + iχ2)σ0]αβ , (3.39)
where χ1 and χ2 are real numbers and σ0 = 1̂ is the identity matrix. A phase with a
finite χ2 shows an anomalous quantum Hall effect and a non-zero Chern number.
On the other hand, the TI does not break time reversal symmetry but breaks
the SU(2) spin rotation symmetry down to U(1). The most general form is therefore
〈c†iαc jβ 〉= [χ1σ0 + iχ2(~n ·~σ)]αβ , (3.40)
where χ1 and χ2 are both real numbers and ~n is a unit vector describing how the
SU(2) spin rotation symmetry is broken. In other words, spin-rotation symmetry is
only preserved for rotations around ~n. Without loss of generality we can assume
~n = n̂z. We note that allowing χ1, χ2 and ~n to be spatially dependent allows one
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to study topological defects of the order parameter, such as skyrmions, providing a
potential route for exotic superconductivity[39]. On the other hand, in contrast to
their two-dimensional counterpart, three-dimensional interaction-driven TIs com-
pletely break the spin-rotation symmetry and their order parameter involves a rota-
tion matrix. Again, it is possible to study topological defects which host protected
modes[38].
A short inspection of the mean-field free energy of the TI and the QAH
phase shows that these two phases are degenerate on the mean-field level. It is likely
that fluctuations around the mean-field state might favor one phase over the other.
Because the TI breaks the continuous spin-rotation symmetry, there are Goldstone
modes in the ordered phase[37]. It was suggested[37] that quantum fluctuations
associated with these modes lower the ground state energy of the TI as compared
with the QAH phase which does not have Goldstone modes. This argument appears
to be confirmed via “unbiased” functional renormalization group methods[37]. We
don’t see any reason for those arguments not to hold in the present case as well.
Spin-charge-density waves
There is another class of phases that emerges as a result of the special filling frac-
tions, the non-bipartite nature of the kagome lattice and the additional spin degrees
of freedom. We term it “spin charge density wave” (SCDW) because it involves
both a spin and a charge density wave. In our mean-field calculations we restrict to
phases which do not break the translational symmetry. By solving self-consistency
equations we identify two types of SCDWs which are stable for some interaction
parameters.
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The first pattern, SCDW I, is characterized by the following distribution:
〈n1↑〉= f +ρ +m, (3.41a)
〈n1↓〉= f +ρ−m, (3.41b)
〈n2↑〉= f +ρ−m, (3.41c)
〈n2↓〉= f +ρ +m, (3.41d)
〈n3↑〉= f −2ρ, (3.41e)
〈n3↓〉= f −2ρ. (3.41f)
Here, ρ and m are the charge density and spin density order parameter, respective-
ly. Furthermore, we assume that the symmetry of the bond expectation values is
determined by the symmetry of the spin-charge configuration and therefore, three
different spin-resolved bond expectation values have to be introduced. The phase
SCDW I is schematically shown in Fig. 3.7(a).
The other configuration, SCDW II, is characterized by the following distri-
bution:
〈n1↑〉= f −ρ +m, (3.42a)
〈n1↓〉= f −ρ−m, (3.42b)
〈n2↑〉= f −ρ +m, (3.42c)
〈n2↓〉= f −ρ−m, (3.42d)
〈n3↑〉= f +2ρ−2m, (3.42e)
〈n3↓〉= f +2ρ +2m. (3.42f)
The schematics of the SCDW II is shown in Fig. 3.7(b). In addition, we also in-
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troduce four different spin-resolved bond expectation values to make it consistent
with the above spin-charge distribution.
Both SCDWs have zero magnetization in the unit cell. However, they differ
in that SCDW I has antiferromagnetic order in the a1 direction, ferromagnetic order
in the a2 and a1−a2 directions, while SCDW II has ferromagnetic ordering in the
a1 direction but antiferromagnetic ordering in the a2 and a1−a2 directions.
In the next section, we will see that SCDWs arise in the case of large U but
small or moderate V1 and V2. At 1/3 filling fraction, SCDWs can be understood
as a means to reduce the on-site interactions by single occupancy at two sites in a
unit cell. Therefore they become unstable when V1 or V2 becomes large and CDW
dominates. We stress that the solutions of SCDWs are saddle points of the free
energy instead of a global minimum in the usual situation, therefore, one has to
solve self-consistency equations directly to obtain the SCDW solutions.
Bond-order wave
Next we consider the bond-order wave (BOW) as has been found in Ref. [96] for the
t-J model at f = 1/3 under quite general conditions. The BOW is characterized by a
uniform charge distribution and a bond order which breaks the inversion symmetry
of the unit cell by establishing strong bonds χs for the up triangles and weak bonds
for the down triangles χw. It is schematically shown in Fig. 3.7(c).
Ferromagnet
The ferromagnetic state (FM) is characterized by a uniform magnetization density
m. The spin densities are given by
〈ni↑〉= f +m/2, 〈ni↓〉= f −m/2, (3.43)
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and we introduce the Fock terms
χ↑ = 〈c†i↑c j↑〉, χ↓ = 〈c
†
i↓c j↓〉. (3.44)
The Fock terms are different for nearest-neighbor and second-neighbor bonds. E-






Figure 3.7: Schematic of four types of candidate phases on the kagome lattice for
1/3 filling fraction: (a) SCDW I (b) SCDW II (c) bond-order wave (BOW) and
(d) ferromagnet (FM). Upward arrows and downward arrows denote the magneti-
zation on each site. The same/different circles represent same/different numbers of
fermions on corresponding sites. For simplicity we only show nearest bonds (the
addition of two spin-resolved bonds) and do not show the second nearest bonds.
Stronger bonds are shown in bold.
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quations numerically. A finite magnetization of the form Eq. (3.43) introduces a
Zeeman field which uniformly lowers the energy of the spin-↑ electrons with re-
spect to the spin-↓ electrons by Um. At f = 1/3 the maximally polarized state is
obtained when there are two up electrons per unit cell. At f = 2/3, the maximally
polarized state corresponds to 3 up electrons and one down electron per unit cell.
At both filling fractions the saturated value of the magnetization is msat = 2/3. In
the next section, we will see that the maximally polarized FM state arises in the
large U limit.
3.4.2 Phase diagrams at 1/3 filling
We first discuss the role of U and V1 and set V2 = V3 = 0. This allows for a direct
comparison with the phase diagram at 2/3 filling shown below.
U-V1 phase diagram at 1/3 filling
The U-V1-phase diagram is shown in Fig. 3.8. Similar to the spinless model, we find
that the SM is stable for small to intermediate interactions which we again attribute
to the vanishing density of states at the Fermi energy in the noninteracting limit. For
dominant V1 interaction, we find that the CDW III is stable and the transition from
SM to the CDW III is second order. For dominant onsite interaction U , a SCDW
phase is stabilized. Both patterns SCDW I and SCDW II are stable for some values
of the interaction. We note that for small V1 there is a second order transition from
the SM to the SCDW II with nodes.
For intermediate U and V1 we find BOW is the favored ground state on k-
agome lattice at 1/3 filling[96]. It requires that U is of the same order as V1 to
suppress the CDW III. On the other hand, it requires a reasonable value of V1 to
59
generate the bond order at all. However, we expect that the superexchange mech-
anism (second order in t/U), which is not captured in our mean-field treatment,
could stabilize this phase also for smaller V1[96].
At quite large onsite interactions (U ∼ 20t) a FM phase is stabilized (not
shown). The FM state is fully polarized at the mean-field level and has an energy
gain of
eFM− eSM = ε̄2− ε̄1 +
V
24t




per unit cell as compared to the SM phase. In Eq. (3.45), we have introduced the





where N is the number of unit cells in the lattice, and the dispersion relation εn(k) is
given in Eq. (3.5). We note that the presence of a FM state for large interactions is
consistent with numerical studies[77]. Finally, we note that the QAH/TI phase does
not occur in the absent of a finite V2. Again, this is in agreement with the spinless
case.
U-V2 phase diagram at 1/3 filling
The U-V2 phase diagram of is shown in Fig. 3.9. Like in the spinless case at 1/3
filling fraction, we add a small V3 interaction to suppress CDW I for finite V2 and
stabilize TI/QAH. The overall structure is quite similar to the U-V1 phase diagram.
However, the charge density wave has pattern I for large V2 since large V2 does not
favor CDW III but CDW I. BOW phase is now replaced by the QAH/TI phase. That
the topological phase appears in the middle of the phase space seems to be a rather
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Figure 3.8: The phase diagram of the spinful model at 1/3 filling on the kagome
lattice. The SCDW I and II phase involve both a finite charge and spin density wave
order parameter. Furthermore, when U competes with V1 a bond-order wave (BOW)
is found. Solid lines indicate first order and dashed lines second order transitions.
universal feature in systems which have a Dirac point and has also been reported
on the honeycomb and the diamond lattice[37, 38]. For large U ∼ 6t, SCDW II is
stabilized and we find that it is gapless. A first-order phase transition from SCDW
II to SCDW I occurs when V2 increases and finally CDW I dominates for large V1.
Note a FM state occurs at even larger U ∼ 20t (not shown).
3.4.3 Phase diagram at 2/3 filling
For 2/3 filling we focus only on the U-V1 phase-diagram. The phase diagram is
shown in Fig. 3.10. Most importantly, we found that the dominant instability for
arbitrarily small V1 is to the QAH/TI phase and this phase survives also for finite U .
Increasing V1 further, there is a first order transition to a gapless and then gapped
CDW.
We note that for V1 . 0.3t the energy difference between various states is
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Figure 3.9: The U-V2 phase diagram for V1 = 0 and V3 = 0.4t. An interaction-
driven TI appears for finite U and V2. Solid lines indicate first order and dashed
lines second order transitions





















Figure 3.10: The U −V1 phase diagram for V2 = V3 = 0 at 2/3 filling fraction.
Similar to the spinless case at 2/3 filling fraction, CDW I has nodes which separates
itself from gapped phase by a dash-dot line. Similarly, SCDW I has nodes for small
interaction strengths.
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very small: SCDW I and II as well as QAH/TI have energy differences of less
than 10−6t per unit cell and we had to use a very high precision in the numerical
calculation to resolve the phase diagram. However, for larger values of U the FM
phase is clearly favored in the mean-field calculation. This is again a maximally
polarized FM state. The energy density as compared to the SM phase is
eFM− e0 =−(ε̄1 +2ε̄2)−
V1
24t




and we have used the definition Eq. (3.46). While the energy gain for the onsite
repulsion U is the same in the SCDWs, it is the kinetic energy which favors the FM
phase over the SCDWs for large U .
3.5 Spinless Fermions on Decorated Honeycomb Lat-
tice
In this section, we briefly examine the possibility of an interaction-driven QAH
state for spinless fermions on the decorated honeycomb lattice and discuss the rela-
tionship of the QAH phase with other competing phases. The study of interaction
effects on this lattice is partially motivated by a recent paper that exactly solved[17]
the Kitaev model on this lattice in the strongly interacting limit of the underlying
fermions; our previous paper established the existence of TIs on this lattice in the
noninteracting limit[16]. One natural question to ask is what will happen for inter-
mediate interaction strengths where the Hartree-Fock mean-field approximation is
still valid. We work at half filling and t ′ = t and show that the QAH state is the
leading instability in the presence of interactions. Moreover, it occupies a rather
wide region in the phase diagram.
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The Fermi surface at 1/2 filling lies at a quadratic band crossing point in
the center of the Brillouin zone, where a flat band crosses a quadratic band. It
allows the emergence of a QAH phase quite easily without any fine tuning of in-
teraction strengths. We consider the nearest-neighbor interaction V1 and second
nearest-neighbor interaction V2 on this lattice. For the V1 interaction, we can intro-
duce a dynamically generated flux pattern in the two triangles. We also introduce
a second-neighbor flux in the same way as in the kagome lattice [see Fig. 3.11(a)].
One key difference, however, is that we have to allow the possibility of differen-
t values of inter-triangle complex hopping parameters and intra-triangle complex
hopping parameters due to nonequivalence of the two hopping parameters in the
non-interacting limit. One can easily show that if the flux through a unit cell is zero
and time-reversal symmetry is broken, a QAH state is realized similar to the one on
kagome lattice. In our calculation, we also find it is possible to have a BOW state
if the phase of the flux is zero or π . The BOW is very close in energy to the QAH
state (10−6t), but appears to lose out for the parameter ranges we studied.
We will restrict ourselves to q = 0 CDW that originates from the Hartree
term of the mean-field Hamiltonian. At 1/2 filling, one can see that V1 and V2
frustrate each other, in contrast to the kagome lattice at 1/3 filling where V1 and V2
both stabilize a CDW state. The CDW pattern we found based on the mean-field
self-consistency equations is shown in Fig 3.11(b). Among several CDW solutions
we have found, we identify this particular CDW with a mirror symmetry as having
the lowest ground state energy. Real bond orders from the Fock term have also been
introduced implicitly to be consistent with this CDW pattern.
The phase diagram is shown in Fig. 3.12. Along the horizontal axis where
V2 = 0, a BOW phase competes with the QAH for small interaction but is higher in




Figure 3.11: (a) the flux pattern developed by interactions that preserves the lattice
symmetry but spontaneously breaks time reversal symmetry on decorated honey-
comb (“star”) lattice. The blue solid line with an arrow (two arrows) represents a
nearest neighbor intra-triangle(inter-triangle) complex hopping while the red dash
line with an arrow represents the second neighbor complex hopping. (b) the fa-
vorable CDW pattern from solutions of self-consistency equations. We have used
different combinations of color and markers to show the mirror symmetry. Real first
neighbor bonds consistent with symmetry of the CDW pattern have been assumed
(second neighbor bonds not shown).
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Figure 3.12: The phase diagram of the extended Hubbard model of spinless
fermions at 1/2 filling on the decorated honeycomb lattice. Due to the mutual frus-
tration of V1 and V2, the QAH phase occupies the middle part of phase diagram and
the regions of CDW phase have been split into two parts. We have set t ′ = t.
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gain from forming a uniform distribution of fermions and complex bonds between
neighbor sites is very small compared to that in the CDW phases. Therefore, the
QAH phase is the only favorable ground state when either (i) there are no CDW
solutions, or (ii) the CDW states are frustrated or suppressed and therefore have
much higher ground state energy. The first case has been seen in the kagome lat-
tice at 2/3 filling fraction for small interactions, and the second situation is realized
in the present case of the decorated honeycomb lattice at 1/2 filling where a QAH
phase occupies a large region of the phase diagram. This is intimately related to the
mutual frustration between the V1 and V2 interaction at 1/2 filling. To see this, let
us consider the large V2 V1 limit. One finds that in order to minimize the inter-
action V2, the preferred ground state is the CDW configuration where three sites in
a top triangle are almost occupied while the three sites in the bottom triangle in the
same unit cell are almost empty. This is exactly the sublattice potential perturba-
tion considered in Ref. [16] that destabilizes the quantum spin Hall phase. Though
this sublattice potential appears artificial at first sight, we show here that it can re-
sult from a many-body interaction. Clearly this configuration is not stable if V1 is
increased beyond a critical value. This explains the fact that at large V1 or V2 the
CDW phase is the ground state, while the QAH state is the ground state when V1 is
comparable to V2.
It is possible to perform a similar mean-field calculation for the spinful case,
and one expects that a TI/QAH phase will dominate at small interactions strengths




We have presented comprehensive Hartree-Fock mean-field calculations of the phase
diagram for spinless and spinful fermions described by the extended Hubbard mod-
el on the kagome lattice and decorated honeycomb lattice. We have established the
existence of interaction-driven topological phases at filling fractions where either
Dirac points or quadratic band crossing points are involved. We find that both TI
and QAH phases can be described by conventional complex bond order parameters.
Quite generally, we find that at 2/3 filling on the kagome lattice and 1/2 filing on
the decorated honeycomb lattice (where a quadratic band crossing point is involved
in the non-interacting limit), the TI/QAH phase is the leading instability for smal-
l interaction strengths. We have observed also that interaction-driven topological
phases only exist beyond a critical interaction value when the Fermi surface lies at
Dirac points at 1/3 filling on kagome lattice (in the zero interaction limit). Fur-
thermore, we discuss in detail various other phases including charge density wave,
spin-charge density wave, bond-ordered wave, and ferromagnets on the two lattices.
An important lesson drawn from this study is that systems whose non-interacting
band structures involve quadratic band crossing points can be unstable to topolog-
ical phases with arbitrarily weak interactions, even in the absence of microscopic
spin-orbit coupling. We hope this work will aid in the search for topological states
of matter by enlarging the class of candidate materials to include those which do
not have strong microscopic spin-orbit coupling but do have certain features (such




Insulator Phases in Transition Metal
Oxides on the Pyrochlore Lattice
with Distortion
4.1 Introduction
Transition metal oxides have been an active topic of research for decades[97, 98].
In particular, the interplay between Coulomb interaction, spin-orbit coupling, and
lattice degrees of freedom have made transition metal oxides an ideal playground
to test new theories and discover exotic behaviors. Notable examples are high
temperature superconductivity[99, 100], colossal magnetoresistance[101], heavy
fermion physics[102–104] and many other possibilities[97, 98, 105]. The rather
localized nature of 3d orbitals (compared to 4d and 5d) in some transition metal
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oxides enhances the on-site electron-electron interaction and typically makes it a
dominant energy scale[97, 98]. In the 3d transition metal oxides other interaction-
s such as spin-orbit and electron-lattice coupling are typically small compared to
the on-site Coulomb interaction and ground states with antiferromagnetic order are
typical[106].
However, 4d and 5d orbitals in layered perovskites such as Sr2RuO4, Sr2RhO4,
Sr2IrO4, Na2IrO3, and the hyperkagome Na4Ir3O8 are more spatially extended and
thus the Coulomb interaction is typically weaker than those with 3d orbitals[107].
The more extended nature of the 4d and 5d orbitals compared to the 3d orbitals
leads to a greater level splitting in a crystal field, and enhances their sensitivity to
lattice distortions. In many oxides, the transition ions are surrounded by an octahe-
dron of oxygen atoms, MO6, where M represents a transition metal ion. The crystal
field splits the 5 degenerate (neglecting spin for the moment) d-orbitals into two
manifolds (see Fig.4.1c): a lower lying t2g (dxy,dyz,dzx) manifold and a higher lying
eg (d3z2−r2,dx2−y2) manifold[97, 98]. The energy separation between the t2g and eg
levels is conventionally denoted “10Dq” and is typically on the order of ∼1-4 eV,
which is large compared to many 3d compounds[108].
Besides the crystal field, the relativistic spin-orbit coupling is another ener-
gy scale that results from the large atomic numbers of heavy transition elements.
While in the absence of spin-orbit coupling the on-site Coulomb interaction is of
the same order as the band width[109, 110], inclusion of strong spin-orbit coupling
modifies the relative energy scales[41]. Thus, for materials with 4d and particularly
5d electrons, one expects the appearance of novel phases with unconventional elec-
tronic structure due to the characteristic energy of spin-orbit coupling approaching
that of the Coulomb interactions[41].
In a cubic environment, the L = 2 orbital angular momentum of the d-
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orbitals is projected down to an effective angular momentum l = 1 (with a minus
sign) in the t2g manifold[41]. When the spin-orbit coupling is also strong, neither
spin nor orbital angular momentum is a good quantum number. Instead, the total
angular momentum, i.e. j = l+ s, is a conserved quantity, where s is the spin of the
electron. Thus, spin-orbit coupling splits the t2g orbitals with spin into a j = 1/2
doublet and j = 3/2 quadruplet separated by an energy gap proportional to the
strength of the spin-orbit coupling, λ . (See Fig.4.1c.) For large enough spin-orbit
coupling, the new effective spin states lead to a great deal of novel Mott insulat-
ing states[111–116], possible spin liquids in the hyper-kagome lattice [117–124],
orbital-oriented exchange coupling in Kitaev-type models[49, 125], Dirac semi-
metal with Fermi arcs[21], the quantum spin Hall effect[126], topological Mott
insulators[41], topological magnetic insulators with axionic excitations[127, 128],
and possibly high temperature superconductivity[129].
Of particular interest in this paper are the topological phases that occur in
weak to moderately strongly interacting systems with strong spin-orbit coupling[3–
5, 10–12, 25, 27, 28, 31, 62]. (For excellent recent reviews see Refs. [7] and
[6].) The possible time-reversal invariant topological phases of matter have non-
trivial topological features in their global band structure and robust edge (surface)
states. When strong electron correlations are taken into account, spin-orbit coupling
can give rise to a topological Mott insulating phase in which the charge degrees
of freedom are completely gapped (even on the surface), but where the spin de-
grees of freedom inherit the non-trivial band topology from the weakly interacting
limit[40, 41, 70]. Thus, the spin degrees of freedom form gapless spin-only edge
(surface) modes. Such edge (surface) states can in principle be detected in ther-
mal transport measurements (but not so readily in spin transport as the spin-orbit
coupling generically destroys all spin conservation laws).
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In this work we focus on the interplay and competition between strong corre-
lation effects, spin-orbit coupling, and lattice distortion that is expected to be impor-
tant in heavy transition metal oxides. In the heavy transition metal oxides one ex-
pects both the spin-orbit coupling[126, 130] and the lattice distortion energies[131]
to be of the order of 0.05− 0.5 eV, while the interaction energy is typically at the
higher end of this scale to somewhat larger, 0.5− 2 eV[21, 132]. While the phase
diagram of an interacting undistorted pyrochlore model with j = 1/2 has already
been studied[41], we expand those results to include the effects of distortions of
the local octahedra on the phase diagram. We also investigate pyrochlore oxides
at different d-level fillings with the Fermi energy lying in the quadruplet j = 3/2
manifold, which has not been considered in previous works. One of our motivations
is to see if the j = 3/2 manifold can also realize the interesting Mott phases of the
j = 1/2 manifold[41]. We find that, indeed, these exotic phases can be realized
for the j = 3/2 manifold. Moreover, we find that for the j = 1/2 manifold “weak”
topological variants of the exotic Mott phases can also appear in the phase diagram
when certain types of lattice distortion are present.
This chapter is organized as follows. In Sec. 4.2 we derive an effective
nearest-neighbor tight-binding Hamiltonian that properly captures the non-interacting
limit of the physics, and include an on-site Hubbard interaction term to describe
electron correlations. In the absence of interactions and distortions, the ground
state is metallic for weak spin-orbit coupling, and becomes a strong topological in-
sulator as spin-orbit coupling grows. In Sec. 4.3, 4.4, and 4.5 we study the effects
of Coulomb interaction and lattice distortion on equal footing using the slave-rotor
mean-field theory[133, 134]. As the strong correlation limit is approached, a Mott
transition occurs and exotic phases are realized. We discuss the conditions that fa-
vor these unusual phases. Finally, we conclude in Sec.4.7 and outline interesting
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topics for further study.
4.2 Derivation of the effective Hamiltonian
In this work, we restrict our attention to pyrochlore oxides of the form A2M2O7,
where A is a rare earth element and M is a transition metal element. Examples in-
clude A2Ir2O7 (A=Y, Pr, Eu or other rear-earth elements), Cd2Os2O7, and Cd2Re2O7.
In these materials, the transition metal elements form a pyrochlore lattice and each
M sits in the center of an oxygen octahedron[135]. The relevant geometry and
coordinate system we use, along with the important level splittings, are shown in
Fig. 4.1.
For strong spin-orbit coupling and with dα (α ≤ 4, i.e., less than 4 electrons)
the upper j = 1/2 manifold is empty and the important electronic structure is given
by the lower j = 3/2 manifold. In ordered double perovskites with a local quadru-
plet, strong on-site interactions add bi-quadratic and bi-cubic exchange interactions
to the effective spin exchange Hamiltonian deep in the Mott regime[136]. It is al-
so argued that the same local C3 distortion that we consider in subsequent sections
maps the exchange Hamiltonian into a pseduo-spin-1/2 model that favors magnetic
order[130].
Here we focus on the weak to moderately strongly interaction regimes[41,
135]. We begin by deriving an effective tight-binding Hamiltonian between transi-
tion ions located at the vertices of the corner-shared tetrahedrons in the pyrochlore
lattice shown in Fig.4.1a. The transition ions we consider have 5d orbitals with
three or five electrons in the triply degenerate (neglecting spin) t2g manifold. The
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spin-orbit coupling in this manifold has the following form[97]
Hso =−λ l · s, (4.1)
where l = 1 and s= 1/2 describe the orbital and spin degrees of freedom, and λ > 0












(1) (2) (3) (4)
Figure 4.1: (a) An illustration of the pyrochlore lattice which is composed of cor-
ner sharing tetrahedra. Transition elements are indicated by black solid circles. (b)
Each transition ion is surrounded by an oxygen octahedron shown by six solid blue
(dark grey) circles. A transition ion is located at the origin of the local coordinate
and is shown in black. We study a trigonal distortion preserving C3 symmetry ap-
plied along the [111] direction (or its equivalent), shown by two yellow (grey) faces,
and an elongation preserving C4 symmetry along the z-axis of the local coordinate.
(c) A schematic representation of the splitting of the bare atomic d-levels (1), due
to a cubic crystal field arising from the octahedral environment (2), unquenched
spin-orbit coupling in the t2g manifold (3), and a distortion of the octahedron (4).
The values of the splittings in (4) depend on λ and ∆3,4.
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effectively described by angular momentum l = 1 comes from the projection of the
d-orbital angular momentum into the local basis of t2g manifold[41, 136].
To study the effects of lattice deformations[137], we assume that the octa-
hedron surrounding an ion can be distorted in two ways: (1) a trigonal distortion
preserving local C3 symmetry and (2) an elongation (expansion) of octahedra pre-
serving local C4 symmetry. (See Fig.4.1b.) The former has been argued to be rather
common and can be described by the following Hamiltonian on each transition
metal ion site[135]:
Htri =−∆3(d†yzdzx +d†yzdxy +d†zxdxy)+h.c., (4.2)
where ∆3 parameterizes the strength and sign of the C3 preserving distortion, and
the C4 elongation/contraction splitting is described by[136]
Hel = ∆4l2z = ∆4(nyz +nzx), (4.3)
where ∆4 parametrizes the strength and sign of the distortion, and lz is the z com-
ponent of the effective angular momentum of the t2g orbitals related to the oc-
cupation of the dxy orbital by nxy = nd − (lz)2 which follows from the constraint
nd = nxy + nyz + nzx[136]. (See also Appendix.) For an elongation of the tetrahe-
dron, ∆4 < 0, and for a compression of the tetrahedron, ∆4 > 0. Trigonal distortions
appear to be more common in real materials, and the magnitude of the energy split-
tings can be crudely estimated from density functional theory calculations based on
X-ray determined positions of oxygen atoms around the transition metals. We are
not aware of detailed calculations of this type for the 4d and 5d pyrochlore oxides,
but closely related 3d systems appear to have splittings on the level of 0.01− 0.5
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eV[131]. We take this as crude estimate, with the larger end of the energy scale
probably more likely for the more extended 4d and 5d orbitals.
Thus, the local Hamiltonian describing the t2g orbitals on each site is
Hlocal = Hso +Htri +Hel. (4.4)
The Hamiltonian (4.4) can be easily diagonalized and its eigenvectors describe a
projection onto the spin-orbit plus distortion basis. We will denote the projection
by a matrix M, which contains all the information about the spin-orbit coupling and
the distortion of the octahedra (all assumed identical so translational invariance is
preserved). Moreover, due to the presence of time-reversal symmetry, the eigenvec-
tors form Kramers pairs. A schematic representation of splitting t2g upon including
the terms in Eq.(4.4) is shown in Fig.4.1c.
We now turn to a derivation of the effective Hamiltonian. We first assume
λ = ∆3 = ∆4 = 0, i.e. neglect the contributions in (4.4). To obtain the kinetic terms
of the Hamiltonian, we need to describe the t2g orbitals of a single ion in the lo-
cal coordinate system defined by the octahedron of oxygen atoms surrounded the
ion, and we need the p-orbitals of oxygen in the global coordinate system. The
hopping of electrons from one transition metal ion to a nearest-neighbor transition
metal ion is mediated by the oxygen p-orbitals. (We note that for the relative-
ly extended 5d orbitals direct overlap may also be important, as well as further
neighbor hopping[115].) We thus compute the p-d overlaps to determine the hop-
ping matrix elements. The local and global axes are related by a set of rotation
matrices[41, 135]. The combination of rotation matrices and d-p overlaps gives
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rise to the following Hamiltonian:
Hd = εd ∑
iγσ
d†iγσ diγσ + t ∑
<iγσ ,i′γ ′σ ′>
T ii
′
γσ ,γ ′σ ′d
†
iγσ di′γ ′σ ′, (4.5)
where i, γ , and σ in the sums run over lattice sites, t2g orbitals (xy,yz,zx), and
spin degrees of freedom, respectively. The εd stands for the onsite energy of the
degenerate t2g orbitals, and t =
V 2pdπ
εp−εd is the unrotated hopping amplitude depending
on the overlap integral Vpdπ and the energy difference between p and d orbitals.
The parameter t sets the basic hopping energy scale in the problem. Without loss of
generality we set εd = 0.
The effect of spin-orbit coupling and distortion are included via the projec-
tion of Hamiltonian in Eq.(4.5) into the eigenvectors of the local Hamiltonian in












where υα (α = 1, ...,6) stands for the six eigenvalues of local Hamiltonian (4.4),
and the matrix Γ describes the hopping between sites given in the local basis via
Γ = M∗T MT . The c†iα(ciα) is the creation (annihilation) operator of an electron at
site i and in local state α . Finally, we add a Coulomb interaction to obtain







where U is the on-site Coulomb interaction and nd is the number of electrons on the
5d orbital of the transition metal ion. In the remainder of this paper, we investigate
the zero-temperature phase diagram of the full Hamiltonian (4.7), which includes
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the spin-orbit coupling and lattice distortions in (4.4).
Before closing this section, it is instructive to take a look at the non-interacting
limit of our model. In the absence of distortion, small spin-orbit coupling favors a
metallic state for all fillings we consider (because they correspond to partially filled
bands). However, strong spin-orbit coupling opens a gap at λ/t = 2.8 for filling
nd = 5[41], and for λ/t = 2.5 at filling nd = 3 (see Fig.4.3). The two fillings cor-
respond to the j = 1/2 and j = 3/2 manifolds in the bands, with one hole/ion in
each case. Therefore, strong spin-orbit coupling can turn the metallic band structure
arising from the quadruplet j = 3/2 manifold into a band insulating phase.
By using the Fu and Kane[5] construction, we can determine whether the
insulating phase is trivial or topological. We make use of the inversion symmetry
of the model and look for the parity of eigenstates at the time reversal invariant







where the first product is taken over filled bands, the second one over the time re-
versal invariant momenta Γi, and ξm(Γi) is the corresponding parity eigenvalue of
band m at time-reversal invariant momentum Γi. (Note that only one band from
each set of Kramer’s pairs is included in the product. Note also, that we have fol-
lowed convention and used Γi with a single subscript for the time-reversal invariant
momenta. It should not be confused with the multi-indexed Γii
α,α ′ in (4.6) that de-
scribes the hopping.) The index i is a collective index, i.e. i∈ {i1, i2, i3}, in terms of
reciprocal lattice vectors K of the pyrochlore lattice: Γi = 1/2(i1K1 + i2K2 + i3K3)
so that i1, i2, i3 = 0,1. The week indices are defined in a similar way to the strong
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index:





where j = 1,2,3. Thus, the index (ν0;ν1ν2ν3) defines sixteen classes of band in-
sulators. If ν0 = 1, the state is said to be a strong topological insulator (STI) and
it has time-reversal symmetry protected gapless boundary excitations described by
an odd number of Dirac cones in the surface state Brillouin zone[5]. On the oth-
er hand, if ν0 = 0 but ν j 6= 0 for at least one j ∈ (1,2,3) then the state is said to
be a weak topological insulator (WTI). In this case, gapless surface modes may be
present in a clean system, but can be destroyed with disorder. As we will see, we
find both STI and WTI (including strong correlation generalizations) in our model
when lattice distortions are present. (See Fig.4.2 lower panel.)
4.3 Slave-rotor mean-field theory and self-consistent
equations
In this section we apply the slave-rotor mean-field theory developed by Florens
and Georges[133, 134] to treat the effect of weak to intermediate strength Coulomb
interactions in the regime where the charge fluctuations remain important. In this
theory each electron operator is represented in terms of a collective phase, conjugate
to charge, called a rotor and an auxiliary fermion called a spinon as
ciα = eiθi fiα , (4.10)
where ciα is the electron destruction operator at site i with quantum number α ,
representing the states in (4.7). The factor eiθi acting on the charge sector is a
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rotor lowering operator (with θi a bosonic field), and fiα is the fermionic spinon
operator. The product of the two results in an object with fermi statistics, need for
the electron. Note the rotor part only carries the charge degree of freedom while the
spinon part carries the remaining degrees of freedom α . Therefore, an electron has
natural spin-charge separation if α is spin in this representation.
A constraint should be imposed to retain the physical states as
Li +∑
α
f †iα fiα = nd, (4.11)
where Li is number of rotors. Using this representation, the interacting Hamiltonian
(4.7) can be written as,
H = ∑
iα










where a chemical potential µ has been introduced. In order to treat the phase θ and
angular momentum L on an equal footing, we need to switch from (θ ,L) to fields






dτ[−iL∂τθ +H + f †∂τ f ]. (4.13)


























where hi and ρi are Lagrange multipliers imposing the constraints Li+∑σ f
†
iσ fiα =
nd and |Xi|2 = 1, respectively on each site. We have effectively carried out the
integration over L by using the relation L = (i/U)∂τθ . The action (4.14) describes
the coupled spinon and rotor degrees of freedom. We will assume that translational
symmetry is preserved and decompose (4.14) into two parts by use of the following
mean-field ansatz:







iα fi′α ′〉. (4.15)






































The chief benefit of the above actions S f and Sθ is that they are quadratic in
spinon and rotor fields, and therefore the calculation of the corresponding Green’s
function is straightforward. One can simply use Fourier transformation and go to
the eigenfunction basis to obtain
S f = ∑
k,n, j
[ f̃ †kn j(iωn + ε j(k)) f̃kn j], (4.18)
where k is the momentum, j labels the four sites in a unit cell as well as the effective
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spin degrees of freedom, and the dispersion of band j is given by ε j(k). The iωn
are fermionic Matsubara frequencies and f̃kn j is a linear combination of fkα that
diagonalizes the spinon part of the Hamiltonian:
H f = ∑
iα




















where the parameter U has been replaced by U/2, so that the atomic limit is treated
correctly[133]. Note that we have set h = 0, which guaranties that the constraint
Eq.(4.11) is satisfied on the mean-field level[133]. The νn are bosonic Matsubara
frequencies and ξ (k) is related to the spectrum of the rotor Hamiltonian[41] vi-






, and ξ3,4 = −2. In the sum
under the radical, µ,ν run over three values and give max{|ξi|}=6.
The spinon and rotor Green’s function can be readily written as




Gθ (k, iν) =
1
ν2n
U +ρ + tQθ ξ (k)
, (4.20)
which can be used to to determine the character of spinon and rotor excitations. We
note that the spinons are single-particle-like excitations, while the rotors represent
collective excitations.
The self-consistent equations that should be solved to determine the phase
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boundaries in the phase diagram are (where the rotors are assumed condensed)
































Θ(µ− ε j(k)), (4.24)
where N is the number of unit cells in the lattice, β is the inverse temperature, and




















4(ρ + tQθ ξ j(k))
. (4.26)
The rotor condensed phase is characterized by a nonzero value of Z ≡ 〈eiθ 〉,
where the electron operator is proportional to the spinon operator: ciα = Z fiα . The
condition for condensation is that the gap of the rotor’s spectrum ∆g = 2
√
U(ρ +6tQθ )
closes. Therefore, right at the phase boundary ρ = −6tQθ . Combined with equa-
tions Eq.(4.25) and Eq.(4.26), Q f and the critical U can be determined[41, 70].
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4.4 j = 1/2-band model: Effect of trigonal distortion
In this section we discuss the slave-rotor mean-field phase diagram of the j = 1/2
model studied in Ref. [41] when a C3 symmetry preserving trigonal distortion of
the oxygen octahedra is included[135]. The effect of the trigonal distortion on the
atomic t2g levels is given by Eq.(4.2), which describes the compression or expansion
of the octahedra along the [111] direction or any equivalent direction in the local
coordinate. Fig. 4.1b shows a schematic of this deformation as indicated by the
shaded faces of the octagon. This distortion splits the t2g manifold into a singlet |a〉
with energy εa =−2∆3 and doublet |e′g〉 with energy εe = ∆3.
The effect of spin-orbit coupling on the doublet can be understood by noting







where τz and ~σ act on the pseudospin space spanned by e′g states and real spin,
respectively. The unit vector ~n points in the direction of the trigonal distortion.
Thus a gap may open by tuning the spin-orbit coupling in the presence of a strong
distortion, which is consistent with density functional calculations for the iridate
Na2IrO3[115].
As discussed in Ref. [135], in the non-interacting limit a strong trigonal dis-
tortion can turn a strong topological insulator into a metal. We would like to under-
stand to what degree this happens in the presence of interactions, and to what degree
the undistorted, interacting phase diagram of Pesin and Balents[41] is changed by
distortions. We thus study both interaction and distortion on equal footing. After
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verifying that our calculations successfully reproduce the phase diagram in Re-
f. [41], we first consider the case of ∆3 > 0. Our results are shown in Fig.4.2. The
upper panel exhibits the phase diagram with positive distortion. The thick dashed
line separates the rotor condensed phase (below the line) from the uncondensed part
(above the line). At the non-interacting level and for weak spin-orbit coupling, the
system is in the metallic phase. However, a small window of gap opening exists for
λ ≈ 2.8t−3.3t, which is a strong topological insulating (STI) phase with Z2 invari-
ant (1;000). This small window forms a narrow gapped region in the phase diagram
along the U = 0 axis. Note the “re-entrant” metallic phase in the presence of distor-
tion is different from the robust insulating phase found in Ref.[41] for large λ , and
is qualitatively similar to the non-interacting distortion results found in Ref. [135].
Within the slave-rotor mean-field theory, one finds that a narrow window
of STI persists to interactions of order the bandwidth, after which it becomes a
tiny sliver. A metallic phase has mostly replaced what would be the STI in the
absence of distortions. As interactions are further increased, and a Mott transition
occurs to gap out the rotor degree of freedom (above the dashed line), one finds
the metal is converted into a gapless Mott insulator (GMI), which is a type of spin
liquid with gapless bulk spin excitations[41] described by the spinon Hamiltonian
in Eq.(4.19). The only effect of the interaction U is to renormalize Q f through the
self-consistent equations. The large regions of GMI indicates that lattice distortions
of ∆3 > 0 type may be helpful in the realization of a gapless spin liquid state in this
class of materials. A very tiny sliver of STI is converted into a topological Mott
insulator (TMI) above the line for which the rotors are no longer condensed[41].
Thus, distortions of this type are detrimental to the realization of the TMI phase
and suggest this phase may not be stable against lattice distortions.
Next we consider the case of ∆3 < 0. The phase diagram is shown in the low-
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er panel of Fig.4.2. One distinctive feature compared to the case of positive distor-
tion is that the critical Uc for the Mott transition (dashed line) grows as the spin-orbit
coupling strength is increased. A second feature is that a variety of phases appear
from the interplay of spin-orbit coupling and correlation effects. At zero interaction,




























Figure 4.2: Phase diagram of the je f f = 1/2-band model corresponding to nd = 5
with positive ∆3 = 2t (upper panel) and negative trigonal distortion ∆3 =−2t (lower
panel). The dashed line separates the rotor condensed phases (below) from the un-
condensed phases (above). We set t = 1, and the phases labeled are as follows:
Strong topological insulator (STI), Weak topological insulator (WTI), Gappless
Mott insulator (GMI), Topological Mott insulator (TMI), Weak topological Mott
insulator (WTMI) and Metallic phases.
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while small and intermediate values of spin-orbit coupling favor the metallic phase,
a gap is opened for λ ≈ 3.1t− 3.3t. According to the Z2 classification[4] this in-
sulating phase is a weak topological insulator (WTI) with Z2 invariant (0;010), and
the small window survives and persists up to intermediate interactions. To the best
of our knowledge, this is the first identification of a weak topological insulator in
an interacting model. Gapless modes along certain classes of defects may be a way
to identify this state in experiment[138].
Another interesting feature of the phase diagram for ∆3 < 0 is that the cor-
relation effect can drive the metallic and weak topological insulator phases into
a strong topological insulating phase. All realized phases in the condensed rotor
phase (below the dashed line) have carriers with both spin and charge. When the
correlation is strong enough to strip the charge degree of freedom (above the dashed
line), those phases will turn into the corresponding phases with only spin degrees of
freedom. As before, the metallic and strong topological insulator phases are trans-
formed into the GMI and TMI phases, respectively. Moreover, the weak topological
insulator phases realize a novel the weak topological Mott insulator (WTMI) with
increased interactions. These latter phases are absent on the undistorted lattice[41]
and to the best of our knowledge, is the first time the WTMI phase has been i-
dentified in a calculation. It will have gapless thermal transport along the same
class of defects that would have gapless charge (and thermal) transport in the WTI
phase[138]. We note that there is an accidental gap closing in the TMI phase where
two TMI phases are separated by a boundary. However, since the gap closing occurs
at an even number of Dirac-like nodes, the topological properties remain unchanged
through the gap closing points.
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4.5 j = 3/2-band model: phase diagram of undistort-
ed lattice
To date, the search for time-reversal invariant insulators in transition metal oxides
has primarily focused on the j = 1/2 manifold because of its obvious connection
to the s = 1/2 manifold heavily studied in the theoretical literature thus far[21, 41,
111, 132, 135]. While the j = 1/2 manifold is relevant for 1/2-filling (nd = 5), the
j = 3/2 manifold is relevant for nd = 2 which occurs in Cd2Re2O7 and nd = 3 which
occurs in Cd2Os2O7[139, 140]. In this section we investigate whether topological
phases are still possible in the j = 3/2 manifold for some range of λ and study the
phase diagram in the presence interactions, as was done for j = 1/2 in Ref.[41].
In the next section, we will consider the effects of distortion on the j = 3/2 phase
diagram.
In our calculations, we find that the non-interacting model with 5d2 remains
metallic for all physical spin-orbit coupling, though we can open a gap by distortion.
A direct evaluation of the Z2 invariant shows that the distortion-induced insulating
phase is a trivial insulator. So we will focus on the case with a 5d3 electron configu-
ration, with Cd2Os2O7 one possible example[139, 140]. In the non-interacting limit
and for small values of spin-orbit coupling, we find a metallic phase. However, for
λ ≈ 2.5t a gap opens and a STI appears. The STI phase is characterized by the
Z2 indices (1;000) and survives to moderate interaction. The corresponding phase
diagram is shown in Fig. 4.3. The metallic phase is still present in a large portion
of the phase diagram if the spin-orbit coupling is not too strong. It results in part
from the fact that corresponding band structure coming from the j = 3/2 manifold
has a larger band width than the upper j = 1/2 manifold and therefore has a weaker
correlation effect for the same value of U .
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The phase boundary that separates the STI phase from the weakly interact-
ing metallic phase can be determined analytically[41]. One notes that in the non-
interacting limit a gap is opened at λ ≈ 2.5t. Therefore, the λ and U that respect
λ ≈ 2.5Q f (U) form the critical line between the STI and the metal. As in the case of
the j = 1/2 manifold, the Mott transition between the metallic (STI) phase and the
GMI (TMI) phase is characterized by a vanishing amplitude of the rotor condensate
at some critical value Uc(λ ) (given by the dashed line). The GMI-metal transition
and its extension to finite temperature, which appears to be a possible Mott tran-
sition between a spin-liquid insulator and metal, has already been studied with a
possible connection to the experimental observations in Na4Ir3O8[120, 121, 141].
The TMI phase is described by a gapped bulk spectrum of the spinon Hamil-












Figure 4.3: Phase diagram of j = 3/2-band model on the undistorted lattice for
nd = 3. The abbreviations used are the same as those in Fig.4.2. The dashed line
separates the rotor condensed phase (below) from rotor uncondensed phase (above).
All energies are expressed in units of t, as before. Compared to the corresponding
phase diagram for j = 1/2 with nd=5, the STI and TMI occupy a much smaller
portion of the phase diagram[41]. The phase diagram for j = 2/3 with nd = 2
has no topologically non-trivial phases within our model, even in the presence of
distortion.
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tonian, and is in the same topological phase appearing in the j = 1/2 manifold[41].
It supports gapless surface states of charge-neutral spinons. The same spin-charge
separation also occurs in 2D cases[40, 70], where a quantum spin Hall state turns
into an exotic quantum spin Hall effect at an intermediate regime of on-site Hub-
bard interaction. However, the 2D nature of the phase suffers from an instability
due to fluctuations of the gauge field[40, 70].
An analysis of symmetries reveals that the Hubbard model in Eq.(4.7) has a
U(1) gauge symmetry as the slave-rotor representation of the physical electron in
Eq.(4.10) is invariant under the following gauge transformation: fiα → eiϕi fiα and
θi→ θi−ϕi. In the insulating exotic state, the rotors can be integrated out since the
charges are gapped. The resulting theory is a compact U(1) gauge theory coupled to
the spinons[142]. The later theory is not stable against the fluctuations of the gauge
field as it is a confining compact theory in 2D[143]. Such confinement renders the
states unstable in 2D as the gauge fields confine the free spinon-like excitations,
effectively removing them as legitimate low-energy excitations[143–145]. While it
is believed that the extension of the spin index to N flavors renders it deconfining
for sufficiently large N, the value of the critical N is not known[146]. In order to
stabilize the edge modes, the gauge fluctuations must be screened by other gapless
degrees of freedom. In the 2D case, this can be done by use of a bilayer structure
in which the “second” layer contains the necessary gapless degrees of freedom[40].
In spite of the shortcomings of the slave-rotor mean-field theory in 2D, we note that
recent quantum Monte Carlo calculations on the Kane-Mele-Hubbard model show
a similar phenomenology in some respects at intermediate interaction strength[147–
149].
Returning to 3D, we note that in the TMI phase the gapless spinon surface
states are coupled to the bulk 3D gauge fields[150]. Thus, the low energy theory of
90
the TMI phase is given by the spinon surface states coupled to the 3D gauge field-
s. This theory is believed to be stable[41], as the gauge propagator is suppressed
so that the spinons become better defined (the self-energy scales as the energy it-
self, up to logarithmic corrections)[150]. Thus, the lowest order calculation in the
U(1) gauge fluctuations suggests they are marginal; a more careful scaling analysis
suggest they are actually marginally irrelevant[150].
Unlike the STI phase, the surface states of the TMI phase can not be char-
acterized by electrical transport measurements due to the charge neutrality of the
spinons on the surface of the TMI. Moreover, because this neutrality, there are no
Friedel oscillations around a charged impurity on the surface. However, spinon
surface states of the TMI can be detected in thermal measurements, and by the
way in which they modify the RKKY interaction between magnetic impurities
at the surface[150]. In the GMI phase, on the other hand, the bulk specific heat
behaves[141] as C ∼ T ln(1/T ), while in the metallic state it behaves as C ∼ T .
4.6 j = 3/2-band model: effect of distortions
Having obtained the phase diagram of the undistorted j = 3/2 model in Fig.4.3, we
now study the effect of the local distortion of octahedra introduced in Sec.4.2. We
focus on two kinds of distortion with different symmetries: (1) a trigonal distortion
of oxygen octahedra that preserves the C3 symmetry, and (2) a compression and
elongation of the oxygen octahedra that preserves the C4 symmetry. We use pa-
rameter ∆3 to describe the C3 distortion and ∆4 to describe the C4 distortions. The
relevant Hamiltonians are given in (4.2) and (4.3).
We restrict our attention to the weak and intermediate interaction limit, so
we neglect possible magnetic phases that could become favorable in the strong cor-
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relation limit. In that limit geometrical distortions could alter the isotropic anti-
ferromagnetic superexchange and the combined effects of spin-orbit coupling and
distortion can give rise to an anisotropic pseudo-spin Heisenberg model for some
perovskites[130].
4.6.1 Trigonal Distortion of Oxygen Octahedra
We first consider the trigonal distortion in Eq.(4.2) on the j = 3/2, nd = 3 manifold.
The resulting phase diagrams for fixed ∆3 and fixed U are shown in Fig.4.4. We
find the general structure of the phase diagram depends on ∆3 in a complicated
way. As one example, in the upper panel of Fig.4.4 we show the case of fixed
trigonal distortion ∆3 = 2t. In that case, we find that the non-interacting model
is dominated by the metallic phase, which is analogous to the trigonal distortion
driven metallic phase on the j = 1/2-band model, as discussed in Sec.4.4 and also
in Ref. [135]. The gap opens at λ ≈ 1.8t and closes at λ ≈ 2.4t. Therefore, in the
presence of trigonal distortion only a small window of λ admits the STI phase in the
non-interacting limit. However, this small window grows with small but increasing
interaction strength which helps to stabilize the STI phase[41]. The metallic phase,
however, remains dominant for λ & 2.4t, even in the presence of interaction. We
note that the boundary separating STI phase from the metallic phase around λ ≈
2.4t is not exactly but very close to a straight line.
From the phase diagrams shown in Fig.4.4, it is clear that trigonal distortion
has two remarkable effects. First, compared with the undistorted phase diagram
in Fig.4.3, it is evident that the distortion drives the system across the Mott tran-
sition (indicated by the dashed line) at rather smaller critical values of interaction
Uc(λ ). This finding suggests that the distortion may help stabilize the TMI phase in
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a physically realistic range of interactions before the system undergoes a transition
to a magnetically ordered phase at strong interaction. The considerable decrease
of the critical Mott transition point can be traced back to the effect of distortion
on the j = 3/2 manifold. Without distortion this manifold represents four degen-
erate states which in turn contribute to the formation of bands. However, upon the
inclusion of distortion this degenerate manifold splits into two Kramers pairs sep-
arated by amount of energy related to the strength of the distortion, i.e. ∆3. The
corresponding bands will also be separated by the same energy scale. Thus with
distortion, we are dealing with a half-filled band, with an effective bandwidth is
reduction. So, a smaller Hubbard interaction is needed for the Mott transition[111].
Second, distortion stabilizes the TMI phase by extending its region of the
phase diagram in comparison with the small region seen around U ≈ 9 in the undis-
torted lattice. (See Fig.4.3.) We note that the GMI phase is found at both small and
large spin-orbit coupling in the presence of a trigonal distortion.
The lower panel in Fig.4.4 explicitly shows the effect of distortion at fixed
interaction U = 4t, which is relevant to the application of pressure, for example. At
small distortions ∆3 . t, most of the phase diagram is dominated by metallic and
STI phases. One can think of distortion as a driving parameter that transfers system
from the rotor condensed phase (below the dashed line) into uncondensed phase
(above the dashed line). Although the actual form of the geometrical distortion
could be more complicated than the one we considered here, the result is appealing
as this minimal distortion can drive the system across a variety of phases. Starting
from the STI phase at zero distortion, the ground state of the system can exhibit a
metallic behavior or perhaps transits to GMI and TMI phases with increased dis-
tortion. We hope this observation will help motivate new classes of experiments
searching for exotic quantum phases in correlated materials with strong spin-orbit
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coupling.
4.6.2 Compression and Elongation of the Oxygen Octahedra
In this subsection we study the effects of the second type of distortion, Eq.(4.3),
which describes a tetragonal distortion of the octahedron along one of its axes. This
distortion preserves the C4 rotation of an octahedron about the elongated axis, say
the z-axis in Fig.4.1b. At zero spin-orbit coupling, the degeneracy of the t2g mani-
fold will be lifted by this distortion. Compression of the octahedron, ∆4 > 0, lowers
the energy of the dxy orbital (which is at zero energy by our convention) below that
of the doubly degenerate dyz and dzx orbitals, with energy ∆4. An elongation (ex-
pansion), ∆4 < 0, of an octahedron lowers the energy of the dyz and dzx orbitals
relative to dxy. This rearranging orbitals strongly affects the magnetic properties of
the double perovskites in the strong interaction limit[130].
When spin-orbit coupling is present, the levels split in a more complicated
way. Similar to Eq.(4.27) for the e′g manifold, the spin-orbit coupling results in











(|yz〉− i|zx〉)}, and σ is the
usual Pauli matrix of real spin. Note that the spin-orbit coupling acts like a Zeeman
coupling so that the effective magnetic field has opposite direction in different states
of the doublet, therefore, the time-reversal symmetry is preserved (evident as well
from the Hamiltonian (4.7)).
The effect of distortion on the spin-orbit basis can also be treated in the same
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way. In particular, we consider its effect on the quadruplet j = 3/2 manifold. (See








(|yz ↓〉− i|zx ↓〉), (4.29)
with energy ε1,2 = 12(2∆4−λ ) and
|ψ3〉=C [− f (λ ,∆4)|yz ↓〉− i f (λ ,∆4)|zx ↓〉+ |xy ↑〉] ,
|ψ4〉=C [ f (λ ,∆4)|yz ↑〉− i f (λ ,∆4)|zx ↑〉+ |xy ↓〉] ,
(4.30)
with energy ε3,4 = 14(2∆4 +λ −
√
4∆24 +4∆4λ +9λ
2). Here C is a normalization
constant depending on f . Note that in Eq.(4.30) f is a function of its arguments
with f → 1 as ∆4→ 0. In the limit of vanishing distortion, the above sates |ψ1,2〉






2〉 of the quadruplet j = 3/2
manifold, respectively. Note the |ψ1,2〉 keeps the character of jz = ±32 states even
for ∆4 6= 0. With electron occupation nd = 3 and for ∆4 > 0 (∆4 < 0), the states
|ψ1,2〉 (|ψ3,4〉) form a half filled band, and we will see that the C4 distortions strongly
affect the phase diagram found in Fig.4.3 for the undistorted lattice.
Fig.4.5 depicts the phase diagram of the j = 3/2 model with compression
(elongation) distortion in upper (lower) panel. While both compression and elon-
gation of octahedra possess almost the same critical (dashed) line for the Mott tran-
sition, the topological phases occupy rather different regions. For example, the
case of compression does not support a STI phase, while elongation does. For
strong compressional distortion ∆4 > 0, the bands are mainly comprised of the s-
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tates |ψ1,2〉, which are not spin-orbital entangled. The states |ψ3,4〉, on the other
hand, are spin-orbital entangled states. Even for elongation, most portions of the
condensed phase (below the dashed line) is dominated by the metallic phase even
in the presence of interaction.
For both signs of the C4 distortions, strong interactions open up a gap in
the bulk spinon spectrum turning the GMI phase into the TMI phase as shown
Fig.4.5. For ∆4 > 0, a weaker distortion may extend the boundary of the TMI phase
towards weaker interactions, and perhaps open a region with a STI phase. This
is because at weaker distortion there would be a considerable contribution from
unentangled states in the formation of the bands. This is clearly seen in the lower
panel of Fig.4.5, where a finite region with a STI phase is established. If the spin-
orbit coupling is kept fixed, at very strong distortion the coefficient f in Eq.(4.30)
tends to zero, and therefore the states become unentangled. This may partly explain
why at small interaction the metallic phase is dominant. However, the lower panel
of Fig.4.5 reveals that interactions can drive the formation of strong topological
insulators even when the STI phase is not present in the non-interacting limit, as it
is in most of the cases considered previously. A two dimensional analogue of this
problem has been studied elsewhere[18, 37, 38, 47, 151, 152], where it is shown
that the interaction-driven insulating phases with nontrivial topology can be found
on a variety of different lattices.
While the distortion favors the metallic phase in the weak interaction limit
and the GMI phase in the strong limit (above the Mott transition) compared to
the non-distorted case (Fig.4.3), it is possible that strong disorder can transform the
metallic phase and GMI into topological phases, the so called topological Anderson
insulator[68, 69, 153]. In particular, the effect of disorder on the GMI phase would
be an interesting problem.
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4.7 Summary
In this work we investigated the phase diagram of some transition metal oxides with
5d orbitals on the pyrochlore lattice. We focused on the interplay between electron
correlation, spin-orbit coupling, and distortion. Our main results are summarized
in the phase diagrams presented in Figs. 4.2-4.5 obtained within the slave-rotor
mean-field theory.
Examples of pyrochlore transition metal oxides include A2Ir2O7 (A=Y, Pr,
Eu or other rear-earth elements), Cd2Os2O7, and Cd2Re2O7, in which different tran-
sition ions favors either j = 1/2 or j = 3/2 manifolds to be partially occupied[139,
140]. A central feature of our work was to considered distortion of local oxygen
octahedra surrounded the transition ion in the presence of interactions. Such distor-
tions are inherent to the systems we studied[135, 154].
We first studied the effect of trigonal distortion on the j = 1/2 phase diagram
already obtained in Ref. [41]. In the noninteracting limit, we found the distortion
destabilized the STI phase and turned it into a metallic phase[135]. (See Fig.4.2.)
However, a ∆3 < 0 can also help stabilize a weak topological insulating (WTI)
phase which becomes a weak topological Mott insulator (WTMI) above the Mott
transition line. To the best of our knowledge, these features have not been obtained
in previous interacting models before.
We also extended the study of interacting topological insulators in transi-
tion metal oxides to include the case where the j = 3/2 manifold is partially filled.
(See Fig.4.3.) We found that strong spin-orbit coupling opens a gap in the non-
interacting spectrum and the STI appears, along with a metallic phase at small spin-
orbit coupling. These phases persist in the presence rather large interactions inter-
action due to the large band width of the non-interacting model, and eventually at
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large enough interactions the Mott phases appear. Most portions of the Mott phase
are identified as a gapless Mott insulator (GMI). However, at some intermediate
regime of spin-orbit coupling, 1 . λ . 2, the TMI phase is obtained.
Trigonal distortion extends the TMI phase to a wider range of interaction
and spin-orbit coupling. (Fig.4.4.) Trigonal distortion also decreases the critical
interaction for the Mott transition. Moreover, we showed that the distortion can
serve as a tuning parameter in which the transition between a variety of phases
could occur by distorting the lattice, though a more realistic form of distortion could
have a more complicated evolution of the phases. We also examined the effect of
tetragonal distortion of octahedra caused by an elongation or compression of an
octahedra along one of its axis. (Fig.4.5.) The STI phase is found to be very delicate
with respect to this type of distortion, and most of the phase diagram is occupied
by either the metallic phase the the GMI. For strong enough distortion, however,
interaction can restore both STI and TMI phases. The restoration of these phases
is an example of “interaction-induced” topological phases as these phases do not
persist down to zero interaction.
One might wonder to what extent the slave-rotor mean-field results should
be trusted. Is there an alternative method that can be used to obtain a TMI phase?
As we mentioned earlier, quantum Monte Carlo methods applied to the 2-d Hubbard
model on the honeycomb lattice seem to suggest[147–149] that there is an interme-
diate, gapped phase that lives over a similar region of the phase diagram that the
slave-rotor method predicts a 2-d TMI (recall that the slave-rotor method is not ex-
pected to be reliable in 2-d). This may suggest that there is indeed a state with fully
gapped bulk excitations, but with gapless spin excitations on the boundary. Howev-
er, it may be that the slave-rotor method fails to correctly capture the collective na-
ture of the “true” low-energy spin-excitations by forcing them into a single-particle
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mean-field formalism. One may also ask about the reliability of the slave-rotor
method more generally. The original work of Florens and Georges[133, 134] on
Hubbard models shows a favorable comparison with dynamical mean-field theory
and Gutzwiller projection for quantities like the quasi-particle weight and effective
mass below and just above the Mott transition. Finally, the references contained in
the work of Pesin and Balents[41] provide further support for the reliability of the
slave-rotor method when compared with path-integral renormalization group cal-
culations and variational cluster methods on frustrated lattices. Taken together, it
seems the method works reasonably well in situations where interactions are not
too strong and no magnetic order is expected. Nevertheless, a more careful study
of the possibility of a TMI phase within a more sophisticated class of calculations
remains highly desirable and we hope this work will help to inspire such studies.
Regarding the physics of pyrochlore oxides, a number of interesting direc-
tions for future study remain. For example, it would be highly desirable to have
a better understanding of the specific form of lattice distortions that occur in na-
ture and what their influence is in terms of candidate topological phases. It would
also be interesting to obtain a better understanding of disorder on the interplay
of correlations, spin-orbit coupling, and lattice distortions. Finally, we note that
even more exotic possibilities exist for novel phases when certain conditions are
met[155–157]. An improved understanding of how likely the conditions for these
“fractional” phases with non-trivial ground state degeneracy are to be met in real
materials would be welcome.
As we restricted ourselves to interactions that were not too strong, we did
not invoke the possible magnetic phases that could be more favorable at very strong
Coulomb interaction. The magnetic phase is interesting in its own right as the py-
rochlore lattice has a geometrically frustrated structure. The latter property along
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with the proximity to the metallic phases can enhance the quantum fluctuation-
s. Hence, even the nearest-neighbor antiferromagnetic interaction may stabilize a
spin-liquid phase on the pyrochlore lattice[158–160]. Besides the antiferromagnet-
ic interaction, j = 1/2 magnetic models that include some additional interactions
such as Dyzaloshinsky-Moriya and other anisotropic interactions can help sustain
ordering on the pyrochlore lattice at low temperatures[161, 162]. However, the sit-
uation is more complicated for the j = 3/2 model: because of orbitally-dependent
exchange, biquadratic (forth order in spin operators) and triquadratic (sixth order in
spin operators) interactions arise[136]. These new interactions give rise to some
exotic phases in double perovskites[136] and tetragonal distortion of octahedra
can result in an anisotropic pseudo-spin antiferromagnetic exchange Heisenberg
model[130]. Such models can be developed for our model with distortion, too.
Indeed, what magnetic phases become favorable and how they are related to the
topological phases we addressed here are interesting open problems.
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Figure 4.4: Phase diagram of the j = 3/2 band model with nd = 3, including the
trigonal distortion of the octahedra. The labeling of the phases is the same as that
used in Fig.4.2. In the upper panel ∆3 = 2t. In the lower panel the interaction is
fixed at U = 4t and the strength ∆3 of the trigonal distortion is varied, illustrating
possible phases that may arise upon the application of pressure to a real system. All
energies are expressed in units of t. In both phase diagrams the dashed line separates
the rotor uncondensed phase (above) from the condensed phase (below). We note
the “pocket” of STI around λ ≈ 1,∆3 ≈ 1.5 in the lower figure has a numerically
difficult to determine boundary with the metallic phase; we have present our best
assessment.
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Figure 4.5: Phase diagram of the j = 3/2-band model with C4 tetragonal distortion.
The upper and lower panel correspond to compression and elongation distortion of
octahedra, respectively. We set ∆4 = 2t for compression and ∆4 =−2t for elonga-
tion. All energies are expressed in units of t. In both phase diagrams the dashed
line separates the rotor uncondensed phase (above) from the condensed phase (be-
low). Note that for these values of distortion, the topological phases are interaction-





Model: A Slave-Boson Approach
5.1 Introduction
Recent years have seen growing interest in topological band insulators (TBI)[6–8].
While in the fractional quantum Hall effect the Coulomb interaction is necessary
for the topological order, the concept of TBIs can be readily appreciated in the
framework of noninteracting Bloch band theory where spin-orbit coupling is re-
sponsible for a possibly nontrivial Z2 topological order[6–8]. A TBI has a gap in
the bulk excitation spectrum and time-reversal symmetry protected gapless modes
on the boundary. Because in nature all materials possess Coulomb interactions, un-
derstanding the role of interactions is one of the fundamental challenges in the field
of topological insulators.
One can ask if it is possible for interactions to induce TBIs. The answer is
affirmative. Indeed, there have been a number of works that address this question
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with different models that contain no intrinsic spin-orbit coupling. For example,
Raghu et al.[37] showed it is possible to have an interaction-driven TBI with spon-
taneously broken SU(2) symmetry (with spontaneously generated spin-orbit cou-
pling) from an extended Hubbard model on the honeycomb lattice. This idea has
been successfully applied to the kagome lattice[18] and the decorated honeycomb
lattice[18] in 2D[47, 151, 163–166], and the diamond lattice in 3D[38]. The key is
to have the correct amount of “generalized” spin-orbit coupling that originates from
the Hartree-Fock mean-field decoupling of the interaction terms on nearby sites.
Another equally important question is the fate of TBIs with intrinsic spin-
orbit coupling upon the inclusion of Coulomb interaction. On one hand, by the
argument of adiabatic continuity, it is argued that a TBI should be stable to weak
interactions as long as the bulk gap is not closed[3, 4]. However, when interactions
grow too strong, one has a good reason to believe that spin-charge separation de-
velops and Mott physics will appear[41]. In this regime, one expects that a slave
particle approach which starts with an explicit decomposition of the electron into
charge and spin degrees of freedom would qualitatively capture the physics of the
interactions. Indeed, back in 2008 Young et al.[40] employed a slave-rotor mean-
field approach to study a double layer honeycomb lattice where a fractionalized
quantum spin Hall (FQSH) effect could be found. A FQSH state differs from a
quantum spin Hall state in that neutral spinons instead of physical electrons carry
a nontrivial Z2 topology. As a result, a gapless spinon excitation is guaranteed to
appear along the edge. Applying similar methods, others[70, 167] used the same
approach to study the Kane-Mele-Hubbard model [our Eq.(5.1)] on the single-layer
honeycomb lattice and concluded that this phase could be stabilized if the two di-
mensional U(1) gauge field is screened by an additional metallic layer so that the
gauge fluctuations are suppressed.
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In three dimensional systems, Pesin and Balents[41] studied heavy transition-
metal oxides on the pyrochlore lattice and proposed a three dimensional counterpart
of the FQSH, termed as a “topological Mott insulator” (TMI). A TMI is one exam-
ple of a U(1) spin liquid (SL) in three dimension and is believed to be more stable to
gauge fluctuations than its two dimensional counterpart[150]. Later, Kargarian[19]
extended Pesin and Balent’s results and investigated the interplay between interac-
tions and distortion in the same system. Based on these works, it may appear that
the concept of the FQSH in two dimensions and the TMI in three dimensions de-
pends crucially on the slave-rotor approach, which by its construction transfers the
topology of physical electrons to neutral spinons and makes access to fractionalized
states possible.
The extent to which a slave-rotor mean-field approach is reliable can be
checked with more controlled numerical simulations. Recent quantum Monte Car-
lo and cellular dynamical mean-field studies have shed light on the weak and in-
termediate interaction regimes in two dimensions[147, 149, 168, 169, 169]. In a
pioneering quantum Monte Carlo study, Meng et al.[168] investigated the Hub-
bard model on the honeycomb lattice at half-filling and discovered the existence
of a gapped spin liquid in a small window in the intermediate interaction regime
(3.5t < U < 4.3t). Later, spin-orbit coupling was included and the spin liquid
phase was found to be stable for small spin-orbit coupling [147] and for finite
temperatures.[169] At half-filling, the above quantum Monte Carlo studies are free
of the sign problem and considered to be accurate. Of particular interest is the
nature of the spin liquid, which has been addressed in a number of works[55, 170–
172]. Very recent work has indicated that beyond a critical interaction strength and
spin-orbit coupling strength (larger than that explored in quantum Monte Carlo)
yet another novel phase may appear with fractionized excitations and a non-trivial
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ground-state degeneracy[173] and attention has been drawn to transition metal ox-
ide interfaces[164–166, 174].
In this paper we aim to better understand the intermediate interaction regime
where a gapped SL phase appears. We are particularly interested in the fate of the
SL[175] upon doping. This is a regime where quantum Monte Carlo simulations
suffer from the sign problem[176] and the slave-rotor mean-field approach may
encounter severe limitations[133] leaving few tools available for its study. We will
follow Ref. [171] and use a generalized U(1) slave-boson mean-field approach to
study the cases of half-filling and doping. Such an approach has been widely used
in doped t-J models in the context of high temperature superconductivity[99]. We
stress that we do not expect the slave-boson mean-field approach to represent a
good solution to the Kane-Mele-Hubbard model in all regimes. Instead, we argue
that it gives a reasonably good description of the gapped SL at intermediate regime
(based on a quantitative comparison with QMC and CMDFT) and its transition to
a superconducting state upon doping. For a general review of Hubbard model, we
refer interested readers to Ref. [177].
This chapter is organized as follows. In Sec. 5.2 we introduce the slave-
boson representation for the Kane-Mele-Hubbard model. In Sec. 5.3 we describe
our slave-boson mean-field results for the cases of half-filling and doping. Finally,
in Sec. 5.4 we give the main conclusions of this work. In App.6 we provide some
lengthy self-consistency formulas used to obtain our results.
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5.2 The slave-boson approach
We start with the Kane-Mele-Hubbard model on the honeycomb lattice,
H =−t ∑
〈i j〉






i,σ c j,σ (5.1)
where t, U , and λSO are the nearest neighbor hopping energy, the strength of the on-
site repulsion, and the second-neighbor spin-orbit coupling strength, respectively.
Here ciσ (c
†
iσ ) annihilates (creates) an electron with spin σ on site i and νi j = ±1
depending on if the electron makes as “right” or “left” turn when going from i to
j[3, 4].
The general U(1) slave-boson approach decomposes an electron operator
into a bosonic operator that carries the charge degree of freedom and a fermionic





i fi,−σ , (5.2)
where i is the site index, and hi and di are the bosonic holon operator and the bosonic
doublon operator, respectively. Such a decomposition makes the idea of spin-charge
separation explicit and one expects that it will describe the physics of intermediate
(and possibly strong) interactions reasonably well.
There are four states, |0〉,| ↑〉,| ↓〉, and | ↑↓〉, at each site. Each state can
be thought to have some new particle operator acting on some vacuum state: |0〉=
h†|vac〉, | ↑〉= f †↑ |vac〉, | ↓〉= f
†
↓ |vac〉 and | ↑↓〉= d
†|vac〉. Physically, one can think
of h†i hi as the number of empty occupancies at site i, f
†
iσ fiσ the single occupancy
with spin σ , and d†i di the double occupancy. One can show that Eq. (5.2) guarantees





f †i,σ fi,σ +d
†
i di = 1, (5.3)
which also preserves the anticommunication relations of ci,σ and c
†
i,σ . This con-
strain can be enforced with a Lagrange multiplier λi in the Hamiltonian.
There is also another constraint related to the filling fraction of electrons:




i di where some extra terms which have zero matrix elements in
the physical states have been thrown away[99, 171, 178–180]. Therefore,
∑
σ




i hi〉 ≡ 1+ x, (5.4)
where x is the electron doping. We can incorporate the constraint (5.4) by another
Lagrange multiplier µi in the Hamiltonian.
With the slave-boson representation described above, the Kane-Mele-Hubbard







































where the following order parameters are defined for nearest neighbor (NN)
sites 〈i j〉: χ fi j = ∑σ f
†
iσ f jσ , χ
b




i d j, ∆
f
i j = ∑σ σ fi−σ f jσ , ∆
b
i j = dih j +hid j
and for the next nearest neighbor (NNN) sites 〈〈i j〉〉: χ f ′i j = ∑σ iνi jσ f
†





i d j, ∆
f ′
i j = ∑σ iνi j fi−σ f jσ and ∆
b′
i j = dih j +hid j.
We proceed with a mean-field approximation in which the spinon part and
the boson part decouple from each other. We will restrict ourselves to a search
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for phases preserving translational symmetry. The simplest phase is the one that
does not break any symmetry of the Hamiltonian. In this case each type of order
parameter does not depend on the site indices. For example,for any 〈i j〉. We then
have HMF = H f +Hb +Hconst where
H f = ∑
kσ









− f †kBσ fkBσ )g1(k)]−λ ∑
kσα


























kAdkB)+ t∆ f (−dkAhkB +h−kAdkB)]+h.c.
and the constant energy term Hconst = 6Nt(χbχ f +∆b∆ f )+2N(λ +xµ)−12N(χ ′bχ ′f +
∆′b∆
′
f ) where N is the number of unit cells. In Eq.(5.6) and (5.6) we have used
α = A,B to denote the two sublattices of the honeycomb lattice. We have defined
g(k)≡ 1+ exp(−ik2)+ exp(ik1− ik2), g1(k)≡ 2[sink2− sink1 + sin(k1− k2)] and
g2(k)≡ 2 [cosk1 + cosk2 + cos(k1− k2)] with ki = k ·ai. We stress that both spinon
and bosonic Hamiltonians have generic hopping terms and pairing terms and they
are not identical to the pairing of physical electrons, as we will explain later in our
paper.
After a mean-field approximation, it is straightforward to solve the spinon
Hamiltonian (5.6) and the bosonic Hamiltonian (5.6) to obtain the ground state
energy at zero temperature. Self-consistency equations are obtained via the first
derivative of the ground state energy with respect to various order parameters. (See
the Appendix for details.) However, one has to consider possible Bose-Einstein
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condensations when dealing with a bosonic Hamiltonian. Since we have assumed
that the translation symmetry remains unbroken, we expect a Bose-Einstein con-
densation can only take place at k = 0. Bearing this in mind, we can explicitly





N〈hk=0,α〉, both of which can acquire finite values in a condensed phase
of the bosons. Thus, d2α and h
2
α are the fraction of doublons and holons on sublattice
α = A,B.
We will also consider phases that break certain symmetries (lattice rotational
symmetry, for example) at large U . This allows us to make connections to an anti-
ferromagnetic state, which is difficult to capture within the slave-boson mean-field
approach to the Kane-Mele-Hubbard model[171]. In the next section we turn to a
detailed description of the results of our mean-field study. We find many features
reminiscent of previous studies at half-filling, but we also obtain new results for the
doped case.
5.3 Mean-field results
In this section we discuss our mean-field results for the cases of half-filling and
doping away from half-filling. We begin with the half-filled case.
5.3.1 Half-filling case
For the case of half-filling our results are summarized in Fig. 5.1. There are many
similarities with results obtained in the literature via different techniques[70, 147,
149, 168, 169, 169]. Most importantly, we find a gapped spin-liquid phase at inter-
mediate coupling that extends to finite spin-orbit coupling. In order of increasing
110













Figure 5.1: Phase diagram of Kane-Mele-Hubbard model at half filling within the
slave-boson mean-field approach. SC stands for the superconducting phase, SL is
the spin liquid phase and DM is the dimerized phase. The DM phase may be consid-
ered as the closest relative to the spin density wave (SDW)/antiferromagnetic state
obtained in previous studies[70, 147, 149, 168, 169, 169]. Importantly, the slave-
boson treatment also produces a gapped spin liquid at intermediate coupling (which
was found in earlier numerical studies[147, 149, 168, 169, 169]). We note, howev-
er, that the slave-boson treatment does not smoothly connect to the non-interacting
limit since it predicts a SC phase rather than a TBI. This is a shortcoming of the
slave-boson mean-field method which is designed to capture the physics of inter-
mediate U values where the SL phase appears.
interactions, the phases we find are:
(1) Superconducting states (SC)–When the interaction strength U is small,
there is a finite probability of double occupancy and empty occupancy at each site.
Therefore, we expect Bose-Einstein condensation of holons and doublons could
take place for small U . Indeed, we find a critical interaction strength Uc(λSO) and
Uc≈ 1.5t at λSO = 0 above which the SC phase does not survive, which is about half
of the value that has been reported in the quantum Monte Carlo simulation[168].
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(Although in that case it is a semi-metal that persists up to a critical interaction
strength.) The SC phase persists even for a negative interaction, as one might ex-
pect. One can view the U > 0 SC region as an “extension” from the U < 0 region
to “small” repulsive interactions. Recent arguments have shown that SC can, sur-
prisingly, be expected even for (small) repulsive interactions[181]. However, as we
emphasized earlier, the slave-boson mean-field treatment does not properly capture
the small U > 0 physics properly in the model at half-filling. We do expect SC
states to be likely for small U upon doping, and for that reason also discuss the
technical details of the half-filled case here which will only be slightly modified
upon doping.
From mean-field self-consistency equations, we find that this superconduct-
ing state can be described by four finite condensates hA, hB, dA and dB and finite ∆ f ,
∆b, ∆′f and ∆
′
b (SC I). The four condensates are related via hA =−hB and dA =−dB
(or other equivalent configurations). All other order parameters (i.e. the χ) are zero.
The physical picture for small interaction is then as follows: the spinons are paired
at nearest and second nearest sites and cannot hop freely on the lattice; bosons
(doublons and holons) condense independently at k = 0 in momentum space. The
ground state has gapless charge excitations and gapped spinon excitations. In terms












−〈 f †i↑ f j↑〉〈hid
†




i h j〉. (5.6)
To further discuss the properties of this SC phase, let’s consider singlet pair-
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λ 2 + t2|g|2∆2b
, (5.7)
where we have used fact that the Bose-Einstein condensation takes places at weak
interactions so that we can replace bosonic operators with their averages. There-
fore, one has finite on-site and NNN singlet pairings between same sublattices and
also for neighbors arbitrarily far away. On the other hand, we find singlet pairings
between different sublattices vanish. It is also possible to obtain another SC so-
lution with finite χs and condensates but zero ∆s (SC II)[171]. The spinon sector
is the effective noninteracting Kane-Mele model with physical electron operators
replaced by neutral spinon operators. Clearly this spinon Hamiltonian possesses
non-trivial Z2 topology and has time-reversal symmetry protected gapless edge s-










where Es(k)≡−λ +stχb|g(k)| and Θ is the Heaviside step function. Similar to SC
I, SC II has zero singlet pairings between different sublattices. That’s the reason
we identify it as a SC state. However, we find SC II is not energetically favorable.
In Fig. 5.2, we explicitly show the difference of two mean-field solutions. Note:
our mean-field solutions at half filling only admit the above two solutions and there
exists no phase with χ 6= 0 and ∆ 6= 0 at half filling.
As pointed out in Ref. [171], in the weak interacting limit the Bose gas
of doublons and holons is dense (large amplitude of condensates) and one should
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 = 0 and   0
 = 0 and   0
Figure 5.2: The ground state energies for two slave-boson mean-field solutions.
expect the existence of strong interactions between them. Therefore, the slave-
boson mean-field approach is not reliable for weak interactions. Indeed, the ground
state for weak interactions in the absence (presence) of spin-orbit coupling is a
Fermi liquid (TBI). This is confirmed in a recent quantum Monte Carlo study[147].
Another popular approach to handle interactions, the slave-rotor mean-field
approach, is believed to be able to reasonably capture the qualitative features of
physics at small interactions[133, 134]. It has been applied to the Hubbard model
on the honeycomb lattice and predicts a nodal spin liquid phase for 1.68t < U <
1.74t[142]. Later, it was applied to Kane-Mele-Hubbard model on the same lattice
and successfully predicted a TBI phase for weak interactions, though the gauge
field has to be screened out to stabilize it[70]. The mathematical structure of slave-
rotor approach allows a direct transfer of topology from physical electron bands to
neutral spinons; this is the key to predicting a TBI at weak interactions and a TMI
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at intermediate to strong interactions. However, the slave-rotor method suffers from
severe limitations for finite doping[133]. The slave-boson mean-field approach, on
the other hand, allows in principle nontrivial band topology embedded in its spinon
sector. Unfortunately, in our case we obtain only finite paring terms. As a result,
the slave-boson mean-field approximation falsely predicts a SC for half-filling and
weak interactions. We also want to mention the Kotliar-Ruckenstein slave-boson
mean-field approach describes the weak interacting limit well[182, 183], though it
might be difficult to address the intermediate coupling regime and obtain a gapped
spin liquid. Furthermore, it predicts the opening of an AF gap for U ' 3t[177, 184].
It would be interesting to study the interplay of spin-orbit coupling and interaction
and this will be left as a future work.
(2) Spin liquid states (SL)–As the interaction grows, the Bose gas becomes
less dense, and one expects that the slave-boson approach is better able to describe
the intermediate interaction regime. We find a spin liquid phase appears between
1.5t < U < 1.9t for λSO = 0. In the absence of spin-orbit coupling, this phase is
characterized by finite ∆ f and ∆b. Both the spinon sector and the chargeon sec-
tor are gapped and no Bose-Einstein condensation takes place. We find the singlet
pairings between any two sites vanish. The expectation value of the spin at each
site is also zero, and the spin-spin correlation decays exponentially due to a finite
spinon gap. Therefore, we obtain a spin liquid phase in a small interaction win-
dow. Furthermore, we find it can survive over a small range of spin-orbit coupling.
This feature is quite similar (even numerically) to the quantum Monte Carlo result,
though the specific phase boundary differs[147].
To substantiate our assertion that the slave-boson mean-field approach gets
better when the interaction grows, we follow Ref. [169] and plot the double oc-
cupancy Docc ≡ 〈ni↑ni↓〉 for λSO = 0.02t and half-filling at zero temperature in
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Figure 5.3: Double occupancy as a function of U for λ = 0.02t and half-filling at
zero temperature from slave-boson mean-field approach. Note the double occupan-
cy at the weak interacting limit is not correct since it is larger than 1/4, but it gets
better as the interaction grows.
Fig. 5.3. As one can see, in the weak interacting regime, Docc is larger than 1/4
(which is the exact values for U = 0) and this is another evidence that slave-boson
mean-field approach does not work well in the weak interacting regime. However,
as the interaction grows, for example, at U = 1.9t, our Docc = 0.23 at zero temper-
ature and this can be compared with Ref. [169]’s Docc ≈ 0.21 at T = 0.025t. Since
a finite temperature tends to reduce the double occupancy, we expect that our re-
sult will be very close to that of Ref. [169] if a zero-temperature cellular dynamical
mean-field study is performed.
To study the SL phase in more detail, we calculate the single particle retarded
Green’s function Grασ (k,τ)≡−iθ(t)〈{ckασ (t),c
†
kασ}〉 in the absence of spin-orbit
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coupling for the SL phase and the result is
Grασ (k,ω) = ∑
q,s=±1
|vq-k|2 + |Vq|2
ω + iη + sE(q,k)
, (5.9)
where E(q,k)≡E f (q)+Eb(q-k) contains a ferminonic excitation E f (k)≡
√
λ 2 + t2|g(k)|2∆2b
and a bosonic excitation Eb(k) ≡
√
(U/2−λ )2− t2|g(k)|2∆2f . vk and Vk are de-
fined as |vk|2 = 12(−1+
U/2−λ
Eb(k) ) and |Vk|
2 = 12(1+
λ
E f (k)). As we are considering
half-filling, the retarded Green’s function exhibits particle-hole symmetry. To make
our calculations more solid, we first check if the sum rule of spectrum function
ρ(k,ω) ≡ 1
π
Im[Grασ ] is satisfied. Since it is based on the anticommunication rela-
tions between ck and c
†
k and it has been taken into account by Eq. 5.3 on the average,
the sum rule of our slave-boson mean-field approach is implicitly fulfilled by the
mean-field equations. The local density of states ρ(ω) ≡ ∑k ρ(k,ω) is shown in
Fig. 5.4 for U = 1.8t and λSO = 0. The single particle gap is found to be 0.57t.
This is the gap at the Dirac point. Instead of calculating it numerically in Re-
f. [168], we can determine it analytically in our case. The poles of the retarded
Green’s function are at ω =±E(q,k) and the positive pole reaches its minimum at
Dirac point, q = k = K, therefore it is clear that the single particle gap at the Dirac
point is ∆sp = E(K,K) = |λ |+
√
(U/2−λ )2−9t2∆2f = 0.57t for U = 1.8t. Since
our phase boundary for SL differs from Ref. [168], we cannot compare the single
particle gap directly for the same U . However, our result for a point sitting about in
the middle of SL phase (0.57t) is comparable to a typical single particle gap from
Ref. [168] (about 0.1t).
A SL is also found in the slave-rotor mean-field approach, though its prop-
erties are quite different from the one obtained here[70, 167]. For example, only
hopping terms of spinons are present in the SL within the slave-rotor approach and
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Figure 5.4: The local density of states for the spin liquid phase at half-filling. We
have taken U = 1.8t and λSO = 0.
it has a U(1) gauge symmetry. In 2D, U(1) gauge fluctuations are important[150]
and it has been argued that other gapless layers (spinons) are required to screen
the gauge field and suppress the gauge fluctuations[40]. Our spin/charge gapped
SL, however, does not require an additional layer to stabilize the mean-field result.
The key difference with the slave-boson approach is that the effective fermionic
Hamiltonian for the SL consists of pairing terms instead of hopping of spinons. As
a result, the presence of NNN pairings allow the staggered U(1) gauge symmetry
to break down to a Z2 gauge symmetry by the Anderson-Higgs mechanism and
gap out the U(1) fluctuations[171]. Therefore, our mean-field result has at least a
chance of being realistic, and quantum Monte Carlo calculations[147] and dynam-
ical mean-field theory calculations[169] support this result in a similar parameter
regime.
(3) Dimerized phase (DM)–The spin liquid phase is unstable to dimerization
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in the large U limit. The dimerized phase is close in many respects to an antifer-
romagnetic phase, which is expected to occur at large interactions on a bi-partite
lattice like the honeycomb lattice[70, 147, 149, 168, 169]. With the present form of
Kane-Mele-Hubbard model (in the absence of a spin-exchange term), it is difficult
to include antiferromagnetic order in our mean-field approach[171]. We will in-
stead turn to a dimerized phase which has anisotropy in some direction (i.e. breaks
lattice rotational symmetry) yet keeps the translational symmetry intact. Similar
ideas have been applied in the slave-rotor approach[40]. To perform our calcula-
tions, we will assume rotational symmetry is spontaneously broken. We consider
an ansatz of three different mean-field ∆ f 1, ∆ f 2, and ∆ f 3 for NN pairings, and ∆′f 1,
∆′f 2, and ∆
′
f 3 for NNN pairings. We do the same in the chargeon sector. In the pa-
rameter space we consider, the mean-field solutions are those that satisfy ∆ f 1 6= 0,
∆ f 2 = ∆ f 3 = 0 and ∆b1 6= 0, ∆b2 = ∆b3 = 0 while the NNN pairings for spinons and
bosons vanish. This is an extreme example of dimerization and it corresponds to an
atomic-like insulator which consists of noninteracting pairs of NN sites. This can
be taken as a “closest cousin” to the antiferromagnetic state expected at large U for
half-filling.
To make further connections to the numerical studies, we follow Ref [168]
and plot the derivative of the kinetic energy per unit cell dEkin/dU as a function of
U/t in Fig. 5.5. After a comparison to the QMC, we find: (i) our kinetic energy is
higher than the one in QMC and we expect our ground state energy is also higher,
though we are not aware of reported ground state energy in QMC; (ii) Our kinetic
energy profile resembles the one in QMC, though we have a jump around U = 1.9t
from the spin liquid phase to the dimer phase while it has a continuous behavior in
QMC; (iii) Our calculations show that we have a second order phase transition at the
first critical point Uc1 = 1.5t followed by a first order phase transition at Uc2 = 1.9t
119



























Figure 5.5: The derivative of kinetic energy per unit cell dEkin/dU for λSO = 0.
Insert: the kinetic energy and the ground state energy. The kinetic energy has a jump
around U = 1.9t and the derivative of it shows a sharp peak at the same location,
which indicates a first order transition around U = 1.9t.
while there appears to be a continuous Mott transition around U = 3.5t[55].
5.3.2 Doping Cases
Up to this point, we have focused on the case of half-filling and our mean-field
results could be directly compared with other numerical approaches[70, 147, 149,
168, 169, 169]. We now break new ground by considering the case of doping away
from half-filling where other methods may encounter serious shortcomings.
The doped Hubbard model in the strongly interacting limit and its descen-
dant t-J model are believed to capture the physics of high temperature superconduc-
tivity upon doping[99, 185]. In most slave-boson treatments, one assumes strong
interactions and simplifies the calculations by removing double occupancy from the
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Hilbert space. However, since we are mostly interested in the intermediate regime
where U and t are comparable, and a possible spin liquid phase resides, we will s-
tart with the Kane-Mele-Hubbard model without assuming a strong interaction. We
therefore retain the entire Hilbert space.
Using the mean-field self-consistency equations (see Appendix for details),
one finds that the SL at half-filling is unstable to infinitesimal doping and a Bose-
Einstein condensations of chargeons takes place for any doping. This can be seen
from Eq. (6) where the doping is directly related to the condensates. The number
of doublons at each site is not equal to the number of holons, and at least one of
them has to be finite. This indicates the onset of Bose-Einstein condensation for
any doping. Our mean-field solutions show that the χs also acquire finite values,
i.e. spinons and chargeons can both hop and form pairs on the lattice.
In Fig. 5.6 and Fig. 5.7, we show various NN and NNN order parameters. As
one can see, χb and χ ′b have linear relations with respect to doping, which readily
follows from Eq. (6), Eq. (6) and Eq. (6). χ f and χ ′f have similar behaviors and
are odd functions of doping while ∆b, ∆ f ,∆′b and ∆
′
f are even functions of doping.
Interestingly, the value of ∆′b and ∆
′
f are numerically very close to zero at half filling.
The four condensates are related via hA = −hB and dA = −dB(or other equivalent
configurations).
In Fig. 5.8, we plot the physical onsite, NN and NNN singlet pairings as a
function of doping for parameters U = 1.8t and λSO = 0.05t, whose ground state
is a SL without doping. As the doping is increased, singlet pairings between same
sublattices and different sublattices acquire finite values and signal the occurrence
of a SC phase. The singlet pairings are not monotonic functions of the doping and
there exists an “optimal” doping (around ±0.8 electron/site) where the magnitude
































Figure 5.6: The NN order parameters as functions of doping. We have set U = 1.8t
and λSO = 0.05t, which is a SL at half-filling.
SC “dome” in the phase diagram of high temperature superconductors[99], though
electron doping and hole doping are “equivalent” in our case. We also remark that
the dimerized phase will become a SC state via doping. Therefore, upon doping
the SC phase takes over the entire phase diagram within the slave-boson mean-field
treatment. However, as we mentioned earlier, the SC phase obtained is not one that
possess topological order of any obvious type.
In Fig. 5.9, we plot the ground state energy as a function of doping. We
have set U = 1.8t and λSO = 0.05t, which is a SL at half-filling. For the ground
state energy, one can understand it as follows. At x =−1 where electrons are com-
pletely depleted the energy is zero, and when one starts to add more electrons to
the system, the ground state energy decreases since kinetic energy dominates over
the potential energy and lowers the ground state energy. As more electrons are

































Figure 5.7: The NNN order parameters as functions of doping. We have set U =
1.8t and λSO = 0.05t, which is a SL at half-filling.
tate energy. This happens around x =−0.5 where χ f (a measure of kinetic energy)
acquires the maximum amplitude. Eventually, when the number of electrons reach-
es 2 per site, electrons are frozen at each sites and they cannot hop any more and
the ground state energy is the classical potential energy (3.6t in our case). There-
fore, our slave-boson mean-field calculations is able to replicate the exact ground
state energy at two doping limits, and we expect it should describe the intermediate
doping well. We comment our ground state energy bears a similar trend to the one
in Kotliar-Ruckenstein slave-boson mean-field approach[183].
5.4 Conclusions
In this paper we have studied the Kane-Mele-Hubbard model on the honeycomb









































Figure 5.8: Singlet parings at U = 1.8t and λSO = 0.05t corresponding to the SL
at half-filling in Fig.5.1. Shown as a function of doping (additional electrons/site)
is: (a) The on-site pairing, (b) the nearest neighbor paring, and (c) the next nearest
neighbor pairing. The black solid line is for the real part of the pairing, which is
identical for both sublattices; the blue and red solid (dash) lines are for the real
(imaginary) part of paring that is different for A and B sublattices.
of half-filling, which has been addressed earlier in the literature via other methods,
and the case of doping, which has not been previously investigated to the best of
our knowledge. Our main results are summarized in Fig. 5.1 and Fig. 5.8.
At half-filling, the slave-boson mean-field approach fails to capture the cor-
rect physics of weak interactions and predicts a SC state (rather than a TBI), but we
find it correctly predicts a spin liquid phase for intermediate interactions and small
spin-orbit coupling. This is one of the least well understood regimes, and in the
presence of strong spin-orbit coupling is likely to lead to new phases[19, 41, 173].
It would be interesting to consider models with further range interactions (first or
second-neighbor) to see if they might favor any new phases in the phase diagram,
and possibly other mean-field ansatz for the present case as well.
With finite doping, the spin liquid and dimerized phases become supercon-
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Figure 5.9: The ground state energy per unit cell Eg as a function of doping. We
have set U = 1.8t and λSO = 0.05t, which is a SL at half-filling.
ducting states characterized by finite singlet parings (and the superconducting state
at half-filling remains a superconducting state). Unfortunately, all the supercon-
ducting states we find do not possess any obvious form of topological order. Thus,
our work leaves largely open the question of how likely doping-induced topological
superconducting states are to appear in models that support interacting topological
insulators at half-filling. We hope our work will help to stimulate future studies on
the effects of doping topological insulators, including those with longer-range in-




Conclusion and Future Directions
I conclude this thesis briefly in this chapter and discuss some of future directions
one can take.
The basic question I have been trying to address in this thesis is the in-
terplay between spin-orbit coupling and electron-electron interaction. Due to the
complexity of electron-electron interactions (as in any many-body problem), some
approximations have to be made and the results depend crucially on them. In some
sense, these approximations are biased and our mean-field results could differ from
a “true” solution (however one may not be able to find it). The philosophy with-
in the mean-field approach is to start with some guess solution which is reason-
able in some limit and reveal as many interesting and exotic phases of topological
insulators as possible so that they can be checked against experiments and more
sophisticated calculations in the near future.
Once a topological insulator is established without interactions, it is stable
against weak interactions until the bulk gap is closed and a quantum phase transition
takes place. Usually, the required interaction strength is of intermediate strength
(the same order as the kinetic energy), and this regime is notoriously difficult to
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handle analytically, yet probably the most interesting since the competing between
spin-orbit coupling and interactions can result in some exotic phases which cannot
be found elsewhere. On the other hand, one might be in a easier position to study
the strong interaction limit where some type of spin model can be derived, and there
have been numerous publications on spin models obtained in such a way.
Though the basic properties of topological insulators have been established,
there remain many open questions to be addressed theoretically and experimen-
tally. Due to the limit of mean-field approach, I only touch a small part of this
field. Theoretically, accurate numerical simulations have to be carried out to iden-
tify topological insulators, study interaction effects, and compare the results with
more analytical approaches. Due to the nature of the many-body problem, this will
remain an open question.
Recently, a new phase of matter called the Weyl semimetal has been pro-
posed and studied[186–190]. This resembles a topological insulating state in that
there exists gapless surface states and it can also be well described with Bloch
band theory. However, unlike a topological insulator where a bulk gap exists, a
Weyl semimetal has several band touching points where the chemical potential lies.
These band touch points (called “Weyl points”) can only be annihilated in pairs.
Furthermore, Weyl semimetal can only exist in three dimensions and must break
either time-reversal symmetry or inversion symmetry or both. Therefore, it is ex-
pected to exist in many systems with magnetic order.
Once these Weyl points are established, it does not require any fine-tuning or
symmetry. Therefore, Weyl points are stable against small perturbations. However,
to find a Weyl semimetal may be difficult in real materials. In lattice models, how-
ever, it has been shown that a Kane-Mele model on the diamond lattice combined
with a sublattice potential which breaks inversion symmetry can host Weyl points.
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This could be served as a basis for future theoretic study of the Weyl semimetal in
the presence of interactions.
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Appendix
Transformation to orbital angular momentum states
In terms of the t2g states, the effective l = 1 angular momentum states are given by






















The transformation between the spin s = 1/2 in the effective l = 1, t2g orbital basis






































































In this section, we provide some details on the mean-field self-consistency equa-
tions and order parameters for readers interested in the details of our calculations.
To obtain the self-consistency equations, we start with the ground state energy per
unit cell Eg = E f + Eb + Ec where E f (Eb) is the ground state energy from the
















where A1 and A2 are defined as
A1 ≡ λ 2 + |g|2t2∆2b +g21∆′2b λ 2SO + |g|2t2χ2b +g21λ 2SOχ ′2b ,
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b + |g|2t2g21∆2bλ 2SOχ ′2b .





(−2λ +U)2−4|gt∆ f −g2∆′f λSO|2
+
√
(−2λ +U)2−4|gt∆ f +g2∆′f λSO|2
]
,
where we have chosen excitation spectra[191] that may give rise to Bose-Einstein
condensation at k = 0. The energy
Ec = 2λ +2xµ−6(dBhA +dAhB)t∆ f +12(dAhA +dBhB)∆′f λSO +6(dAdB−hAhB)tχ f
+6t(∆b∆ f +χbχ f )+(h2A +h
2
B)(−λ +µ +6λSOχ ′f )
−(d2A +d2B)(λ −U +µ +6λSOχ ′f )−12λSO(∆′b∆′f +χ ′bχ ′f ).
Taking the derivative of Eg with respect to the order parameters, we imme-

















dA(λ −U +µ +6λSOχ ′f )+3hBt∆ f −6hA∆′f λSO−3dBtχ f = 0,
dB(λ −U +µ +6λSOχ ′f )+3hAt∆ f −6hB∆′f λSO−3dAtχ f = 0,
hA(−λ +µ +6λSOχ ′f )−3dBt∆ f +6dA∆′f λSO−3hBtχ f = 0,




















































































































































































χ2b −2|g|2t2g21∆b∆′bλ 2SOχbχ ′b +g21
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χ2b −2|g|2t2g21∆b∆′bλ 2SOχbχ ′b +g21
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