To apply the fundamental parameters method at the confocal setup the knowledge of the sensitivity of the spectrometer is required which depends on the characteristics of two X-ray lenses: one in the excitation channel and another in the detection channel. For the particular case of polychromatic excitation, the theory shows that the focalization properties of the excitation lens for all incident energies affect the X-ray fluorescence intensity. Therefore the traditional calibration method based on the measurement of standard samples becomes unstable since the number of required fitting parameters is too high. To reduce these parameters a previous characterization of the excitation lens by a simulation program was employed giving rise to a simplified confocal setup calibration. The developed calibration method was applied for a confocal spectrometer implemented in the Brazilian Synchrotron Radiation Source (LNLS) with white beam. The experimental parameters of the sensitivity were obtained from depth profile analysis of several pure thin films. The calibrated confocal setup was used to quantify reference standards in order to validate the calibration procedure. Our results for elemental concentrations show relative errors less than 15% for the quantitative analysis of a light matrix reference standard.
Introduction
A new branch in the X-ray spectrometry is the 3D microanalysis in confocal configuration (3D-MXRF). It uses the same principles as conventional X-ray fluorescence (XRF) technique but it adds X-ray lenses in the excitation and detection channels. The characteristic radiation coming from a microvolume defined by the overlap of the foci of both Xray lenses is ideally analyzed. The fundamental parameter (FP) method applied for the mathematical description of 3D-MXRF is based on the three-dimensional model for the probing volume [1] . The model describes the sensitivity of the spectrometer which relates the theoretical and measured XRF intensities in every pixel of the sample. For the particular case of polychromatic excitation, an additional energy integral is required to evaluate the XRF intensity. Consequently, elemental quantification becomes a difficult task which can be avoided by the monochromatization of the X-ray source.
However, the inclusion of a monochromator considerably reduces the intensity of polychromatic X-ray sources while it increases the acquisition time in spatial mappings. It is a serious drawback for 3D-MXRF technique especially when X-ray tube excitation is employed. Then, to efficiently extend the application of the 3D-MXRF to conventional X-ray sources it is desirable to research the possible analytical approaches in spite of the inherent difficulties in data analysis.
The first step for the application of FP to the 3D-MXRF technique is the calibration of the spectrometer which consists of the spectrometer sensitivity determination. For polychromatic excitation the model for the sensitivity shows that the influence of the excitation lens in the XRF intensity is more pronounced, since their focalization properties for all energies present in the incident beam are involved in the theoretical description. When the traditional calibration method for FP based on measurement of standard samples is applied, the fitting of the theoretical model leads to indeterminate solutions for the sensitivity. Furthermore, if the initial values for the fitting parameters are not close to the solution then the fitting process becomes unstable. To overcome this problem a previous characterization of the excitation lens is recommended. It can be directly done by scanning the energy of a tunable monochromatic beam through the excitation lens and measuring the spatial distribution of photon beam in its focus. The implementation of this procedure could be difficult in a conventional laboratory where usually the X-ray source hardly admits the inclusion of a monochromator. Another possibility is the application of a theoretical model to calculate the radiation transport through the lens. Since the proven model for this calculation is based on multiple total reflections of X-ray photons in the internal walls of the lens, it is difficult to deduce what kind of energy functions describes the behavior of capillary lenses. Effectively, the calculation requires following all the interaction events of X-rays through the lens [2] . For this reason practical application of the theoretical model requires computer simulation.
In our calibration process we scan pure thin films through the probing volume of the confocal spectrometer as is proposed in a previous publication [3] . Then we calculate the spectrometer sensitivity for depth profile analysis by fitting the theoretical XRF intensities to the measurements. However, we considered the focalization properties of the excitation lens as a known data in order to reduce the fitting parameters. We obtained these data from simulations carried out by our own programming code written in FORTRAN language. The proposed calibration method avoids divergences in the calculation giving rise to a robust fitting process. The accuracy of the methodology was tested using the calculated sensitivity for the elemental quantification of a light matrix reference standard.
Materials and Methods

Instrumentation.
The experiment was carried out in the D09B beamline of the Synchrotron Light National Laboratory (Laboratório Nacional de Luz Síncrotron, LNLS) using white beam [4] . In our calculations we employed the synchrotron spectrum measured by technical operators of the beamline. A silicon drift X-ray detector with 150 eV of resolution at 5.9 keV was positioned perpendicular to the photon beam on the horizontal plane. This system was mounted on a motorized XYZ stage. Suspended from the snout of the silicon drift detector, a fixed holder holds a commercial half monolithic polycapillary with its optical axes centered and normal to the window of the detector. This polycapillary has a focal distance of 16 mm with a beam size of 20 m FWHM and a gain of 600 at the mean energy of the white beam. In the excitation channel a conical glass monocapillary was mounted in a special motorized gimbal. The distance from the output of the monocapillary to the focal spot of the half monolithic polycapillary was 15 mm. The mean transmission efficiency of the monocapillary for white beam is 34%. Transmission dependence with the incident energy was determined by means of a simulation program as is further described. Samples were mounted vertically at 45 ∘ of the incident direction on a motorized XYZ sample stage with a spatial resolution of 0.6 m. A diagram of the experimental array is shown in Figure 1 .
Ionization chambers at the entrance of the monocapillary and behind the sample holder were used to align efficiently the monocapillary. In addition, a CCD camera was placed behind the sample holder to determine the position of the incident beam. A digital optical microscope focused on the sample was employed to distinguish details on the area excited by the incident beam.
Measurements and Calibration of 3D-MXRF.
To calibrate the 3D-MXRF setup for depth profile analysis, we perform linear scans through the normal direction of pure thin films. We used thin film standards (Micromatter Co.) of ClK, Ti, Mn, Fe, Cu, and Zn with high purity and known thickness. For all scans, the counting live-time for each point was 10 s/step and the step size was 10 m. For all elements we followed the K X-ray fluorescent line. To evaluate the resulting spectra, the AXIL package [5] was employed. Mass attenuation coefficients were taken from McMaster et al. [6] .
Once the calibration was established, we performed a quantitative analysis by 3D-MXRF of K, Mn, Fe, Cu, and Zn for bovine liver standard material 1577b provided by the National Institute of Standards & Technology (NIST). It was prepared as pressed pellet without any additional binder. Linear scans through the normal direction on three different locations of the sample were performed in order to study its homogeneity.
Analytical Simulation of Excitation Lens.
Radiation transport simulations in the excitation lens were performed using our own program code that allows loading the synchrotron beam spectrum as well as the geometry of the capillary and the experimental conditions. It was written in FORTRAN language considering the multiple reflections of the incident beam in the walls of the excitation lens and the probability of external total reflection. The main advantage of this program is that it takes into account the transmission of the radiation through the capillary wall. Therefore, this contribution is considered when calculating the profile of the radiation beam at the exit of the capillary. The simulations were employed to obtain the energy dependence of the transmission and focus sizes of our excitation lens. For the sake of simplicity the X-ray source was considered in good approximation as a point source, since the entrance slits of the beamline are placed 15 m far from the capillary giving rise to an almost parallel beam with 0.2 mrad of divergence. When the capillary is aligned the point source is on the symmetry axis, which means that the radiation transport simulation can be reduced in two dimensions maintaining the precision of the calculations. The capillary was modelled by a conical profile of 3 mrad inclination made of borosilicate glass according to the manufacturer's specifications (see Figure 2 ). Its dimensions were 235 mm length, 0.075 mm input inner diameter, 5 mm input outside diameter, 0.013 mm output inner diameter, and 0.85 mm output outside diameter.
The simulation begins with the input of photons into the capillary considering all the possible directions and energies from the source in one plane generated by the symmetry axis of the lens. Depending on the incident angle they can be reflected or refracted in the glass interface. The low inclination angle of the conical capillary assures a high probability of total external reflection which is responsible for multiple reflections into the lens. The reflection and refraction beams in the glass interface have been described by means of the approximate model introduced by Parrat [7] . Within this approximation, no distinction needs to be made between polarization states of the incident beam which is confirmed by a direct analysis of the beam propagation at grazing incidence [8] . Then, when a photon of energy impinges in a point on the glass wall of the capillary, the probability to be reflected can be written as
where is the angle between the incident direction and the inner wall of the capillary, is the total external reflection angle, is the imaginary number, and takes into account the attenuation in the glass by means of
where ℎ is Planck's constant, the light velocity, the mass density of glass, and ( ) the mass attenuation coefficient of glass at energy .
According to the reflection law the incident angle for the next reflection is = + 2 , where is the inclination angle of the conical profile. However, the photon at point could not be reflected but it is refracted in which case the transmission probability through the interface is given by
If the photon arrives at point by previous reflections then the total probability to be reflected or transmitted is given by
where ( , ) = ( , ) for reflection and ( , ) = ( , ) for transmission. The incident angle at the reflection is .
In the equation the air attenuation in the radiation path between the and ( + 1) reflections was included.
The above are the main equations employed in the programming code for the radiation transport simulation in the excitation lens. As was mentioned before, it was employed to evaluate the focalization characteristics of the lens described by its size and transmission. The transmission was calculated as the ratio of the number of photons leaving the lens to the number of photons reaching its entrance. Considering monochromatic beams with different energies, it was possible to obtain the energy dependence of the size and transmission of the lens.
Theory
Assuming a homogeneous film of thickness , the intensity of a specific X-ray line of an element excited by a polychromatic source as a function of the normal coordinate can be written extending the model described in [1] as
where is the maximum energy of the incoming photons, 0 ( ) is the incoming photon flux of energy , is the density (in g/cm 3 ) of the -element in the sample, , is the production cross section (in cm 2 /g) for the measured X-ray line of the -element at energy , ( , ) is the sensitivity profile of the spectrometer for the -element, and̃is the effective linear mass attenuation coefficient at energy for theelement defined as follows:
where is the density of the -element, ( ) is the mass attenuation coefficient of the -element at energy , is the energy of the X-ray line of the -element, and 0 and 1 are the medium angle of the impinging beam and detected beam, respectively.
The sensitivity profile can be written as
where
Ω is the solid angle accepted by the lens in the detection channel, is the detector efficiency, and are the transmission efficiencies of the lenses in the excitation and detection channel, respectively, and and represent the focal sizes of the lenses in the excitation and detection channel, respectively.
In particular, for a very thin film of thickness we have
Thus, through a vertical scan of a reference standard thin film of knowledge thickness and composition, it is possible in principle to determine the sensitivity of the spectrometer. However, the dependence of and with the excitation energy could add enough fitting parameters for the calculation to become unstable. The basic idea for overcoming the instability is the employment of the results of a previous characterisation of the excitation lens. Then, the fitting parameters are reduced to and ( ) which can be unambiguously determined.
Results and Discussions
The simulation of the radiation transport shows that all photons incident at the entrance of capillary are in the total reflection regime. It occurs even for 20 keV photons which are the higher energy useful for XRF excitation in the beamline. It means that the lens has a high transmission for the energy range of employed synchrotron source. Furthermore, the analysis of the photon trajectories shows that 17% of them pass through the capillary without interactions, and 34% suffered one reflection, another 34% two consecutive reflections, and the remaining 15% three consecutive reflections. Reflections of higher orders were not observed even for the largest incident angles. In this lens the transmitted photons through the glass wall of the capillary are minimum since the interactions are always under the total reflection regime. As an example of the efficiency of the lens, Figure 3 shows the probability of total reflection for photons at third reflection with largest incident angles at the total reflection regime. It Energy (keV) External total reflection probability Figure 3 : Probability of total reflection as function of energy, for photons at the third reflection with the largest incident angle in the total reflection regime. It was calculated through (4) taking = 2 and the incident angles at each reflection equal to the total reflection angle. was calculated through (4) taking = 2 and the incident angles at each reflection equal to the total reflection angle. The results are close to the ideal curve through all energy range with a slight decrease for lower energies caused by Xray attenuation in the glass wall. Figure 4 shows the transmission and focus size of the lens for various energies at excitation distance. It can be seen that the difference of the focus size and transmission between 1 and 35 KeV is less than 1%. Since the practical application range for the synchrotron radiation emission of the LNLS is approximately until 20 keV, we can assume that the characteristics of the excitation lens employed in The first two columns show the sensitivity parameters for the calibrated elements. The last four columns show the quantification of the reference standard NIST1577b by the confocal setup applying the proposed calibration approach on three different points of the prepared standard.
our setup are independent of the incident energy which simplifies the fitting of the spectrometer sensitivity. However, it is important to highlight that even in our advantageous setup with sensitivity independent of the incident energy, the previous characterization of the excitation lens is a strongly required one. Effectively, the simulation justifies our simplification in the theoretical model of the sensitivity.
To validate the developed program code, measurements of the microbeam cross section at different distances from the output of the capillary were compared with simulations. The profile of the microbeam was obtained by scanning a gold knife-edge throughout its cross section. The incident and transmitted intensity were simultaneously measured using ionization chambers before and after the knife-edge. The same experimental conditions were simulated with our program in FORTRAN. Figure 5 shows the comparative results for vertical scans at 1 and 10 mm from the output of the lens. Figure 6 shows the linear scan through the normal direction of thin film and bulk reference standard NIST 1577b and the fitting of the theoretical model. Similar linear scans on thin films and reference standard were fitted for all elements calibrated in the spectrometer. The first two columns of Table 1 show the sensitivity parameters of the analyzed elements for K lines. In spite of the fact that the focalization properties of the excitation lens are constant with energy, a variation of the sensitivity parameters is observed. Its theoretical equations show that the detection lens produces the observed changes. As was previously studied for polycapillary lenses in collecting mode [9] , the focus size gradually decreases with energy and the transmission has a strong increase with a maximum value for approximately 7 keV. A similar dependence was observed for the confocal focus size and the proportional factor of the confocal sensitivity which justifies the theoretical model applied in our work. The last four columns of Table 1 show the quantification results for the light matrix reference standard using the sensitivity determined by thin film scans. A quantification procedure based on an iterative algorithm was employed as in a previous publication [3] . Since for light matrices the detection of X-ray fluorescence emission of light elements is technically not feasible, the algorithm is not self-sufficient and requires an estimation of the density of each undetected light element present in the sample. For the bovine liver reference material the manufacturer does not include information of the matrix composition. Considering that liver is composed mainly of proteins we adopted typical values for the mass fraction of its major elements: carbon 53%, hydrogen 6%, oxygen 23%, and nitrogen 18% [10] . The volumetric density of the prepared standard sample was obtained by a direct measurement of the mass and volume of the pressed pellet.
As confocal micro-XRF gives elemental volumetric concentrations, they were divided by the volumetric density previously determined to compare with the certified mass concentrations. The results obtained for three different locations in the sample are shown in Table 1 . The relative standard deviations for the mass concentrations were less than 13% showing that the homogeneity of the sample is maintained at the confocal microvolume dimensions. It is expected since the particle size distribution for the bovine liver standard determined by the manufacturer has 50% of the size of particles less than 7.57 microns and 90% less than 28.5 microns.
The mean values for the mass concentrations are slightly smaller than the nominal concentrations but the relative discrepancies are less than 15%. We attribute these differences to misalignments of the standard samples in the sample holder since we used a specific support for them which was different to the thin film standard support. At present we are improving the sample holder to correct this effect.
Finally, the quantification of a paint layer on a glass substrate was done applying the present calibration process. The results were published in a previous paper as validation of a proposed elemental quantification approach for intermediate thick layers [3] . For the near future we are going to compare our procedures with new approaches recently presented in the scientific literature [11, 12] .
Conclusions
The calibration of the confocal setup with polychromatic excitation requires a careful characterization of the focalization properties of the excitation lens. The characterization of the lens in the detection channel can be overcome since their parameters are unambiguously fixed in the calibration. Our results show that the calibration process based on the minimization of fitting parameters by means of simulations of excitation lens is recommended for polychromatic X-ray sources to avoid the beam monochromatization required by a typical experimental characterization. It is an efficient lowcost solution which can be implemented in conventional Xray laboratories. Furthermore, the accuracy of the standard
