Introduction
In 1974 Kashiwara-Kawai-Sj5strand showed the sufficient condition for the convergence of all formal power series solutions of the following linear partial differential equations of regular singular type They proved results for somewhat more general operators than (1.1) admitting perturbations.
Inspired from this theorem we shall study in this paper the Fredholm property of regular and irregular singular type operators including (1.1) in (formal) Gevrey spaces in a neighborhood of the origin of C 2. We introduce a Toeplitz symbol in (1) Supported by Chuo University Special Research Program (1994) a natural way in connection with a filtration with respect to the Gevrey order. Toeplitz symbols play an important role in describing interactions of multiplications by (rational) polynomials and differentiations. We reduce our problem to the study of the Fredholm property of Toeplitz operators. Then we construct regularizers for these Toeplitz operators by use of a Riemann-Hilbert factorization condition for Toeplitz symbols associated with the differential operators (cf. (2.8), (2.9), Lemma 3.5 and Section 5). Moreover, we can show that under these conditions the index of these operators is equal to zero (cf. Theorem 4.1).
This paper is organized as follows. In Section 2 we state our main result and its applications. In Section 3 we prepare lemmas which are necessary in the proof of our main theorem. In Section 4 we reduce our problem to the Fredholm property of Toeplitz operators on the two dimensional torus T 2. The construction of regularizers is done in Section 5.
Statement of the results
Let N be the set of non-negative integers and let C be the set of complex numbers. Let C [[x] ] be the set of all formal power series Let wj>0 (j=l,2) and s>0. We set w=(wl,w2). If we denote by 0({1~11 < wl} • {Ix~l <ws the set of holomorphic functions on a domain {Ix 11 < Wl } X {IX2[ <~ ?/32 } C C 2 we define the class G s by (2.1) r)f~--nfh r)~2 The operator D2 t is defined similarly. For/3--(f~l, f~2)EZ 2, we set ~ --'-'1 ~2 , where if ~j<0 we understand that D~ =(D71) -~j .
Let P-P(x, D~) be an integro-differential operator of finite order with holomorphic coefficients in a neighborhood of the origin of C 2,
where a~(x)'s are analytic functions of x in some neighborhood of the origin, and the summation with respect to fi~ is a finite sum. Then the s-Gevrey order of P in (2.5) is defined by ord~ P := sup{[/~ I + (1-s)(l~l-I/~l) ; a~ # 0}.
Here and in what follows we always assume that the s-Gevrey order of P(x, D) is finite. This implies that P has polynomial coefficients in case s < 1. In case s: 1 we further assume that for every j3 in (2.4) such that I/~l=ordl P, the function a~(x) is a polynomial in x. We shall define the Toeplitz symbol associated with P(x, D) by
We define the torus T u by T2={(z~,z2);zj=d ej, 0<0j_<2r, j--1,2}. Then we have the following result. We note that the right-hand side of (2.10) is an integer-valued continuous function of z2 and ~. Because the sets {z2EC;Iz21=l} and {~ER2;I~I----1} are connected, the integral (2.10) is constant. Hence the right-hand side is independent of z2 and ~. We denote this quantity by indl Ls,,~. We similarly define ind2 Ls,~.
As a corollary to this theorem, we can give another characterization theorem for convergence of formal power series solutions, different from Theorem 1. Remark. We want to show'the unique solvability of (2.11) under a so-called spectral condition. Indeed, if the spectral condition
IZl=m,/~-r is satisfied, then the convex hull of T~o(T 2) does not contain the origin. In order to see this, we take a real number ~ such that eiea~(0)=la~(0)l, we have, for zeT 2,
Hence by (2.13) we have ReeieT~(z)>O. By Corollary 2.3 we have the assertion.
Proof of Corollary 2.3. By making the change of variables xl ~-*wl xl , x2 ~-~w2x2 if necessary one may assume that wl=w2=l in (2.11) or (2.12). We shall show (2.8) and (2.9). The Toeplitz symbol Ll,x~ of the operator P(x, D)D~ ~ is given by Ll,x~=Tw+O!x). Condition (2.8) is clear. To prove (2.9) let us fix z2, Iz2]=l. Because the convex hull of the curve Zl 9T~-*Ll,x~(z, ~) does not contain the origin it follows that indl LI,,,~=0. Similarly we can prove ind2 LI,~=O. Hence the operator PD~ ~ given by (2.12) is a Fredholm operator.
In order to show that PD~ "~ is injective we may assume that there exists co >0 such that ReT~(z)>co>0 for any zET 2. We write the operator PD~ ~ in 
where (. ,. ) denotes the usual inner product in a finite dimensional space and ( .,. ) denotes the inner product in L2(T2). Because ReT~(z)_>Co>0 it follows that ~=0. Hence Qo is injective. []
Preliminary lemmas
We define the class G~(#) (#ER) by Proof. Suppose that u (x) e G~ (#) for any r--(rl, r2) such that rj < wj (j = 1, 2). Then we have luv I<Mr-" (iTI-(#Is)) !s for some M>0 independent of 7. Therefore we have, for Ixjl<rj (j=1,2), (0) is a compact operator. 9 8 __. 4 8 Proof. We first show that for every x<# the injection ~.Gw(#) Gw(x) is compact. Let BcG~(#) be a bounded set in G~(#). If we write u=~v uuxn/rl!E B, then for each fixed r 1 the set {un;uEB } is bounded. Hence, by the diagonal argument, we can choose a sequence {u(k)}cB, u(k)(x)=~vu(k)xn/rfi such that for each r/, u(k)-+uv when k--+oo. Moreover we have that for some constant C independent of r 1. Because 8(1~1-1~1)+1~1-~=0 by assumption the right-hand side of (3.6) is bounded when irll tends to infinity. By (3.4), (3.5) The proof of this lemma follows exactly the same arguments as the former half of the proof of Lemma 3.3. Therefore we omit the proof.
. Let s>_l. Assume that a(x)EO([x[<_Qw) (Q>I). Then for any U(x)EG{(#), we have a(x)U(x)EGS~(#) and there exists a constant C depending only on It such that

Proof. We put a(x)=)-~a~x~/~/!EO(lx[<gw).
In the following we give basic properties of Fredholm operators. Let H be a Hilbert space with norm I1" II. We denote by s the space of linear continuous operators on H. An operator LE/:(H) is said to be a Fredholm operator if the range LH of L is closed in H, the kernel and cokernel of L is of finite dimension, i.e., dimKerL<oc and dimCokerL<cc, where CokerL=H/LH. We denote the space of Fredholm operators by gJ(H). For LEkO(H) we define the index of L by
Let Coo (H) be the space of compact operators on H, and let I denote the identity operator on H. Then the following two lemmas axe well known (cf. [1] 
Lemrna 3.6. The set ~(H) is an open subset off.(H) and the index is constant on the connected components of ~(H). If LEkg(H) and gEcoo(g) the operator Lq-K is a Fredholm operator and ind (L § K)=indL.
Proof of Theorem 2.1
Let m be an s-Gevrey order of P. In view of Lemma 3.1 it is sufficient to prove that for any r<w the map (4.1)
P: G~(m) --* G~(O)
is a Fredholm operator of index 0. Then Theorem 2.1 is a consequence of the following theorem. (2.8) and (2.9) are satisfied.
In order to prove Theorem 4.1 we prove two propositions. We set (7):=(1+1~12) 1/2 and we denote by (0) the Euler type pseudodifferential operator with symbol (7). Let P be given by (2.5). Then we have the following result. 
Proposition 4.2. Let the operators Po and Qo be defined by
Then Qo maps G~(O) into itself. Moreover Qo is a Fredholm operator of index zero if and only if P: G~(m) G~(O) is a Fredholm operator of index zero.
Proof. We write P in (2.5) in the following form
=: Po(x,D)+ PI(x,D).
Because the s-Gevrey order of terms in P1 is smaller than m, it follows from
Lemma 3.3 that the map PI: G~(m)---~G~(O)
is compact. Therefore by Lemma 3.6 one may assume that P=Po.
Wenote that, for k~0, n>0 and m>0 0 k
(-~1 tmtn = (n+m)(n+m-1) "" (n+m-k + l)tn+m-k (4.4) =t,~+m_ k F(n+m+l) F(n+m-k+l)'
where F denotes the gamma function. Similarly, if k<0 we have 
D#xau=xa-#pc,#(O)u for u 9 (#~0).
Therefore we have that R1Qo =I+K1, QoR2--" I+K2. 
Proposition 4.3. The operator Qo is a Fredholm operator of index zero if and only if the Toeplitz operator T is a Fredholm operator of index zero.
Proof. By the isomorphism between Gs~(0) and H2(T 2) the projection r induces a projection on the formal Laurent series 
Qo = r ~ an~xn--~Pn~(O)(O} -'~ (4.14)
=
~ E anzxn-~(O)(s-D(Inl-I~l)(O)-t~lPa~(a), on a;(0).
We shall study the operators 7rx~{O)( s-1)l'fl (3' 
7!} (7-3")! ell
where r~ (7) consists of terms such that r~(7)~0 when 171--*c~-Indeed the quantity 171!s(7)~l'fl(171+13"l)! -~ tends to 1 when 171--~c~ and q' is fixed. On the other hand, we get, assuming 7j+q'j _>0,
with kvj(7) satisfying Vj(7)--*0 when 171~c~. By these estimates we have (4.18).
(4.17)
We have, assuming 7+3'_>0, We note that the projection r: L2(T2)~H2(T 2) is equal to ~rlr2, by definition. We define the Toeplitz operators T+. and T.+ by
If we denote by gs,r the pseudodifferential operator with symbol Ls,r, our Toeplitz operator T is given by T=TrlTr2f~s,rTrlTr2.
If we fix the branch of log Ls,r appropriately, the function b(z, 
