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Abstract
We show that Lieb’s concavity theorem holds more generally for any unitary invariant matrix function
φ : Hn+ → Rn+ that is concave and satisfies Ho¨lder’s inequality. Concretely, we prove the joint concavity
of the function (A,B) 7→ φ[(B qs2 K∗ApsKB qs2 ) 1s ] on Hn+ ×Hm+ , for any K ∈ Cn×m and any s, p, q ∈
(0, 1], p+ q ≤ 1. This result improves a recent work by Huang for a more specific class of φ.
Keywords: Lieb’s concavity theorem, matrix functions, symmetric forms, operator interpolation,
majorization.
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1. Introduction
Lieb’s Concavity Theorem [1], as one of the most celebrated results in the study of trace inequalities,
states that the function
(A,B) 7−→ Tr[K∗ApKBq] (1)
is jointly concave on Hn+×Hm+ , for any K ∈ Cn×m, p, q ∈ (0, 1], p+ q ≤ 1. Here Hn+ is the convex cone
of all n× n Hermitian, positive semidefinite matrices. Recently, Huang [2] generalized Lieb’s result to
the concavity of
(A,B) 7−→ Trk
[
(B
qs
2 K∗ApsKB
qs
2 )
1
s
] 1
k , (2)
where the k-trace Trk(A) of a matrix A ∈ Cn×n is defined as
Trk(A) =
∑
1≤i1<i2<···<ik≤n
λi1λi2 · · ·λik , 1 ≤ k ≤ n,
with λ1, λ2, . . . , λn being the eigenvalues of A, counting multiplicities. In this paper, we further improve
Huang’s results from k-trace to any unitary invariant matrix function φ : Hn+ → Rn+ that is concave
and satisfies Ho¨lder’s inequality, i.e. φ(|AB|) ≤ φ(|A|p) 1pφ(|B|q) 1q , p, q ∈ [1,+∞], 1
p
+ 1
q
= 1. For such
a matrix function φ, we will show that
(A,B) 7−→ φ[(B qs2 K∗ApsKB qs2 ) 1s ] (3)
is jointly concave on Hn+ ×Hm+ , for any K ∈ Cn×m and any s, p, q ∈ (0, 1], p + q ≤ 1. Note that the
trace and the general k-traces Trk[·] 1k are unitary invariant, concave and satisfy Ho¨lder’s inequality.
Huang’s proof for the concavity of (2) was based on an operator interpolation theory by Stein [3].
He obtained an interpolation inequality on k-trace from Stein’s result by interpreting Trk[A] = Tr[∧kA],
where ∧k stands for the k-fold antisymmetric tensor product. However, the use of interpolation actually
only requires the unitary invariance and the Ho¨lder property of k-trace, rather than its specific form.
We hence consider to derive similar interpolation inequalities on more general symmetric functions
1E-mail address: dhuang@caltech.edu.
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satisfying Ho¨lder’s inequality, by adopting majorization techniques in Huang’s framework. Our ap-
proach was inspired by a recent work of Hiai et al. [4], where they used majorization theories to obtain
generalized log-majorization theorems, with application to a strengthened version of the multivariate
extension of the Golden-Thompson inequality by Sutter et el. [5].
outline
The rest of the paper is organized as follows. Section 2 is devoted to introductions of general
notations, the notion of symmetric forms and our main results. We will briefly review in Section 3
the theories of antisymmetric tensor, majorization and operator interpolation, and use these tools to
prove some lemmas on symmetric forms. The proofs of our main theorems are presented in Section 4.
In Section 5 we discuss some potential improvements of our current results.
2. Notations and Main Results
2.1. General conventions
For any positive integers n,m, we write Cn for the n-dimensional complex vector spaces equipped
with the standard l2 inner products, and C
n×m for the space of all complex matrices of size n ×m.
Let Rn,Rn+,R
n
++ be (−∞,+∞)n, [0,+∞)n, (0,+∞)n respectively. Let Hn be the space of all n × n
Hermitian matrices, Hn+ be the convex cone of all n×n Hermitian, positive semi-definite matrices, and
Hn++ be the convex cone of all n×n Hermitian, positive definite matrices. We write In for the identity
matrix of size n × n. Abusing notation, we will use i sometimes as an integer index and sometimes
as the imaginary unit
√−1 without clarification if no confusion caused. We use Sn to denote the
symmetric group of all permutations of order n.
For any x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn, we write x+ y and xy for the entry-wise sum and
entry-wise product respectively, i.e.
x+ y = (x1 + y1, . . . , xn + yn), xy = (x1y1, . . . , xnyn).
We say x ≤ y if xi ≤ yi, i = 1, . . . , n, and x < y if xi < yi, i = 1, . . . , n. For any function scalar
function f : R→ R, the extension of f to a function from Rn to Rn is given by
f(x) = (f(x1), . . . , f(xn)), x ∈ Rn.
For any A ∈ Hn, we use λi(A) to denote the ith largest eigenvalue of A, i.e. λ1(A) ≥ λ2(A) ≥ · · · ≥
λn(A), and write λ(A) = (λ1(A), . . . , λn(A)) ∈ Rn. For any scalar function f : R → R, the extension
of f to a function from Hn to Hn is given by
f(A) =
n∑
i=1
f(λi(A))uiu
∗
i , A ∈ Hn,
where u1, u2, · · · , un ∈ Cn are the corresponding normalized eigenvectors of A. A function f is said to
be operator monotone increasing (or decreasing) if A  B implies f(A)  f(B) (or f(A)  f(B)); f
is said to be operator concave (or convex) on some set S, if
τf(A) + (1− τ)f(B)  f(τA + (1− τ)B) (or  f(τA+ (1 − τ)B)),
for any A,B ∈ S and any τ ∈ [0, 1]. For example, the function A 7→ Ar is both operator monotone
increasing and operator concave on Hn+ for r ∈ [0, 1] (the Lo¨wner-Heinz theorem [6], [7], see also [8]).
One can find more discussions and analysis on matrix functions in [8, 9]. For any A ∈ Cn×m, we write
|A| = (A∗A) 12 , and denote by ‖A‖p the standard Schatten p-norm,
‖A‖p = Tr[|A|p]
1
p . (4)
In particular, we write ‖A‖ = ‖A‖∞ = the largest singular value of A.
2
2.2. Symmetric forms
We start with continuous symmetric functions on Rn+ defined as follows.
Definition 2.1. A continuous function φ : Rn+ → R+ is a symmetric form if φ satisfies:
• Homogeneity: φ(tx) = tφ(x), for any x ∈ Rn+, t ∈ R+.
• Monotonicity: For any x, y ∈ Rn+, φ(x) ≥ φ(y) if x ≥ y; φ(x) > φ(y) if x > y.
• Symmetry: φ(x) = φ(Px) for any x ∈ Rn+ and any permutation P ∈ Sn.
A symmetric form φ is Ho¨lder, if it satisfies Ho¨lder’s inequality,
φ(xy) ≤ φ(xp) 1pφ(yq) 1q ,
for any x, y ∈ Rn+ and any p, q ∈ [1,+∞], 1p + 1q = 1. A symmetric form φ is concave (or convex),
if
φ(τx + (1− τ)y) ≥ τφ(x) + (1− τ)φ(y) (or ≤ τφ(x) + (1− τ)φ(y)),
for any x, y ∈ Rn+ and any τ ∈ [0, 1].
The domain of a symmetric form φ can be naturally extended from Rn+ to H
n
+, by feeding φ the
eigenvalues of a matrix in Hn+.
Definition 2.2. The extension of a symmetric form φ to Hn+ is defined as
φ(A) = φ(λ(A)), A ∈ Hn+,
where λ(A) = (λ1(A), λ2(A), . . . , λn(A)) are the eigenvalues of A.
The following properties of the matrix extension result directly from Definition 2.1. Moreover, we
will see in Section 3.3 that the matrix extension of a symmetric form will inherit its concavity (or
convexity) or Ho¨lder property if it has any.
Proposition 2.3. If φ is a symmetric form, then its extension to Hn+ satisfies:
• Homogeneity: φ(tA) = tφ(A), for any A ∈ Hn+, t ∈ R+.
• Monotonicity: For any A,B ∈ Hn+, φ(A) ≥ φ(B) if A  B; φ(A) > φ(B) if A ≻ B.
• Unitary invariance: φ(U∗AU) = φ(A) for any A ∈ Hn+ and any unitary matrix U ∈ Cn×n.
Generally, if a symmetric form φ is convex and, furthermore, positive definite, i.e.
φ(x) = 0⇐⇒ x = (0, 0, . . . , 0),
then φ is called a symmetric gauge function. A famous bijection theory of von Neumann [10] says
that any unitary invariant matrix norm on Hn+ is the extension of some symmetric gauge function on
Rn+. Note that a convex symmetric form φ is automatically Ho¨lder. In this paper, our main results,
however, are most related to symmetric forms that are concave and Ho¨lder. Some examples of such
class of symmetric forms are listed below.
1. The k-trace introduced in [11]:
Trk[x]
1
k =

 ∑
1≤i1<i2<···<ik≤n
xi1xi2 · · ·xik


1
k
, x ∈ Rn+, 1 ≤ k ≤ n.
2. The sum of rotated partial geometric means:
gk(x) =
∑
1≤i1<i2<···<ik≤n
(xi1xi2 · · ·xik)
1
k , x ∈ Rn+, 1 ≤ k ≤ n.
3. The semi p-norm for p ∈ (0, 1]:
‖x‖p =
(
n∑
i=1
x
p
i
) 1
p
, x ∈ Rn+.
3
2.3. Main Theorems
Our main task is to generalize Lieb’s concavity theorems from trace to symmetric forms that are
concave and Ho¨lder. Huang [2] applied operator interpolations to obtain generalizations of Lieb’s
concavity to k-traces φ(x) = Trk[x]
1
k , which he used to derive concentration estimates on partial
spectral sums of random matrices [11]. The interpolation part of his proof requires essentially the
symmetry and Ho¨lder property of k-trace. Recently, Hiai et al. [4], combined theories of majorization
and operator interpolation to extend the multivariate Golden-Thompson inequality to a more general
form. Inspired by their work, we also adopt techniques of majorization to further extend Huang’s
results to the following.
Lemma 2.4. Let φ be a symmetric form that is Ho¨lder and concave. Then for any s, r ∈ (0, 1] and
any K ∈ Cn×n, the function
A 7−→ φ((K∗ArsK) 1s ) (5)
is concave on Hn+.
Theorem 2.5 (Generalized Lieb’s Concavity Theorem). Let φ be a symmetric form that is Ho¨lder
and concave. Then for any s, p, q ∈ (0, 1], p+ q ≤ 1, and any K ∈ Cn×m, the function
(A,B) 7−→ φ((B qs2 K∗ApsKB qs2 ) 1s ) (6)
is jointly concave on Hn+ ×Hm+ .
Theorem 2.6. Let φ be a symmetric form that is Ho¨lder and concave. Then for any H ∈ Hn and
any {pj}mj=1 ⊂ (0, 1] such that
∑m
j=1 pj ≤ 1, the function
(A1, A2, . . . , Am) 7−→ φ
(
exp
(
H +
m∑
j=1
pj logAj
))
(7)
is jointly concave on (Hn++)
×m. In particular, A 7→ φ( exp(H + logA)) is concave on Hn++.
Lemma 2.4 is an extension of the concave part of Lemma 2.8 in [12] (see also [13]), which is
a direct consequence of the original Lieb’s concavity theorem. We will first apply the technique of
operator interpolation to prove Lemma 2.4 independently, and then use it to derive the other results.
Theorem 2.5 is our generalized Lieb’s concavity theorem, which not only extends the original Lieb’s
concavity to any symmetric form that is concave and Ho¨lder, but also strengthens its form by adding the
power s. Theorem 2.6 is a generalization of Corollary 6.1 in [1]. Lieb proved the original trace version
by checking the non-positiveness of the second order directional derivatives (or Hessians). Huang [11]
imitated Lieb’s derivative arguments and proved the concavity of A 7→ Trk
[
exp(H + logA)
] 1
k , which
he then generalized from m = 1 to m ≥ 1 in [2]. We here further extend this result to symmetric forms
that are concave and Ho¨lder. The proofs of our main results are diverted to Section 4.
3. Preparations
3.1. Antisymmetric tensors
Theories of antisymmetric tensors have been useful tools for deriving important majorization re-
lations between eigenvalues of matrices (see e.g. [14, 15]). For any 1 ≤ k ≤ n, let ∧k(Cn) denote the
k-fold antisymmetric tensor space of Cn, equipped with the inner product
〈·, ·〉∧k : ∧k(Cn)× ∧k(Cn) −→ C
〈u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk〉∧k = det


〈u1, v1〉 〈u1, v2〉 · · · 〈u1, vk〉
〈u2, v1〉 〈u2, v2〉 · · · 〈u2, vk〉
...
...
. . .
...
〈uk, v1〉 〈uk, v2〉 · · · 〈uk, vk〉

 ,
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where 〈u, v〉 = u∗v is the standard l2 inner product on Cn. Let L(∧k(Cn)) denote the space of all
linear operators from ∧k(Cn) to itself. For any matrix A ∈ Cn×n, we define ∧kA ∈ L(∧k(Cn)) by
∧kA(v1 ∧ v2 ∧ · · · ∧ vk) = Av1 ∧Av2 ∧ · · · ∧ Avk
for any elementary product v1 ∧ v2 ∧ · · · ∧ vk ∈ ∧k(Cn), with linear extension to all other elements in
∧k(Cn). We will be using the following properties of ∧kA.
• Invertibility: If A ∈ Cn×n is invertible, then (∧kA)−1 = ∧kA−1.
• Adjoint: For any A ∈ Cn×n, (∧kA)∗ = ∧kA∗, with respect to the inner product 〈·, ·〉∧k . In
particular, if A ∈ Hn, then ∧kA is Hermitian.
• Power: For any A ∈ Hn and any t ∈ C, (∧kA)t = ∧kAt.
• Positiveness: If A ∈ Hn+, then ∧kA  0; if A ∈ Hn++, then ∧kA ≻ 0.
• Product: For any A,B ∈ Cn×n, ∧k(AB) = (∧kA)(∧kB).
• Spectrum: If {λi}ni=1 are all eigenvalues of A ∈ Cn×n, then {λi1λi2 · · ·λik}1≤i1<i2<···<ik≤n are
all eigenvalues of ∧kA. In particular, if A ∈ Hn+, then λ1(∧kA) =
∏k
i=1 λi(A).
Using these properties, one can check that for any A ∈ Cn×n,
| ∧k A| = ((∧kA)∗ ∧k A) 12 = ∧k(A∗A) 12 = ∧k|A|.
3.2. Majorization
Given a vector a = (a1, a2, . . . , an) ∈ Rn, we use a[j] to denote the jth largest entry of a. For any
two vector a, b ∈ Rn, a is said to be weakly majorized by b, denoted by a ≺w b, if
k∑
j=1
a[j] ≤
k∑
j=1
b[j], 1 ≤ k ≤ n;
moreover, a is said to be majorized by b, denoted by a ≺ b, if equality holds for k = n, i.e.
n∑
j=1
aj =
n∑
j=1
bj.
The following two lemmas are most important for deriving inequalities from majorization relations.
One may refer to [16, 17, 14] for proofs and more discussions on this topic.
Lemma 3.1. For a, b ∈ Rn, if a ≺w b, then there is some c ∈ Rn such that a ≤ c ≺ b.
Lemma 3.2. For a, b ∈ Rn, a ≺ b if and only if a = Db for some doubly stochastic matrix D, i.e.
Dij ≥ 0, 1 ≤ i, j ≤ n,
∑n
j=1Dij = 1, 1 ≤ i ≤ n and
∑n
i=1Dij = 1, 1 ≤ j ≤ n.
Since any doubly stochastic matrix is a convex combination of permutation matrices, an equivalent
statement of Lemma 3.2 is that, a ≺ b if and only if a is a convex combination of permutations of b,
i.e.
a =
m∑
j=1
τjPjb,
for some {Pj}mj=1 ⊂ Sn and some {τj}mj=1 ⊂ [0, 1] such that
∑m
j=1 τj = 1.
Lemma 3.3. Let φ : Rn → R be convex and symmetric such that φ(x) = φ(Px) for any x ∈ Rn and
any permutation P ∈ Sn. Then for any a, b ∈ Rn such that a ≺ b, φ(a) ≤ φ(b).
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Proof . Since a ≺ b, we have a =∑mj=1 τjPjb for some permutations {Pj}mj=1 ⊂ Sn and some {τj}mj=1 ⊂
[0, 1] such that
∑m
j=1 τj = 1. Therefore
φ(a) = φ(
m∑
j=1
τjPjb) ≤
m∑
j=1
τjφ(Pjb) =
m∑
j=1
τjφ(b) = φ(b).
The next lemma shows two majorization relations between eigenvalues of matrices, which are widely
used in theories of matrix norms (see e.g. [17, 18]).
Lemma 3.4. For any A,B ∈ Hn,
λ(A+B) ≺ λ(A) + λ(B). (8)
For any A,B ∈ Hn+,
logλ(|AB|) ≺ log(λ(A)λ(B)). (9)
Proof . For any Hermitian matrix A ∈ Hn and any 1 ≤ k ≤ n, we have that
k∑
j=1
λj(A) = max
U∈Cn×k
U∗U=Ik
Tr[U∗AU ].
Therefore, for any A,B ∈ Hn, we have
k∑
j=1
λj(A+B) = max
U∈Cn×k
U∗U=Ik
Tr[U∗(A+B)U ]
≤ max
U∈Cn×k
U∗U=Ik
Tr[U∗AU ] + max
U∈Cn×k
U∗U=Ik
Tr[U∗BU ]
=
k∑
j=1
λj(A) +
k∑
j=1
λj(B).
And obviously we have
n∑
j=1
λj(A+B) = Tr[A+B] = Tr[A] + Tr[B] =
n∑
j=1
λj(A) +
n∑
j=1
λj(B).
Therefore λ(A+B) ≺ λ(A) + λ(B).
For any A,B ∈ Hn+, we have
λ1(|AB|) = ‖BA2B‖ 12 ≤ ‖A‖‖B‖ = λ1(A)λ1(B).
Substituting A,B with ∧kA,∧kB respective, we get
λ1(|(∧kA)(∧kB)|) ≤ λ1(∧kA)λ1(∧kB).
Since λ1(∧kA) =
∏k
j=1 λj(A), λ1(∧kB) =
∏k
j=1 λj(B), and
λ1(|(∧kA)(∧kB)|) = λ1(∧k|AB|) =
k∏
j=1
λj(|AB|),
we immediately have that, for 1 ≤ k ≤ n.
k∏
j=1
λj(|AB|) ≤
k∏
j=1
λj(A)λj(B).
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Obviously, we have
n∏
j=1
λj(|AB|) = det[|AB|] = det[A] det[B] =
n∏
j=1
λj(A)λj(B).
Therefore logλ(|AB|) ≺ log(λ(A)λ(B)).
3.3. Properties of symmetric forms
Lemma 3.5. A symmetric form φ is Ho¨lder if any only if φ ◦ exp is convex on Rn.
Proof . If φ is Ho¨lder, then for any x, y ∈ Rn and any τ ∈ (0, 1), we have
φ[exp(τx + (1− τ)y)] ≤ φ(expx)τφ(exp y)1−τ ≤ τφ(exp x) + (1− τ)φ(exp y).
Thus φ ◦ exp is convex on Rn. Conversely, if φ ◦ exp is convex, then for any x, y ∈ Rn+, t ∈ R+ and any
τ ∈ (0, 1], we have
φ(xy) = φ[exp
(
τ log((tx)
1
τ ) + (1 − τ) log((y
t
)
1
1−τ )
)
]
≤ τφ[exp log((tx) 1τ )] + (1 − τ)φ[exp log((y
t
)
1
1−τ )]
= τt
1
τ φ(x
1
τ ) +
(1− τ)
t
1
1−τ
φ(y
1
1−τ ).
Minimizing the last line above with t =
(
φ(y
1
1−τ )
φ(x
1
τ )
)τ(1−τ)
gives
φ(xy) ≤ φ(x 1τ )τφ(y 11−τ )1−τ .
The extreme cases when τ = 0, 1 can be obtained by continuity. Thus φ is Ho¨lder.
Lemma 3.6. If a symmetric form φ is Ho¨lder, then its extension to Hn+ is also Ho¨lder, i.e.
φ(|AB|) ≤ φ(Ap) 1pφ(Bq) 1q ,
for any A,B ∈ Hn+ and any p, q ∈ [1,+∞], 1p + 1q = 1.
Proof . By Lemma 3.4, we have logλ(|AB|) ≺ log(λ(A)λ(B)), i.e. logλ(|AB|) is a convex combination
of permutations of log(λ(A)λ(B)). Since φ is Ho¨lder, φ ◦ exp is symmetric and convex. Then by
Lemma 3.3 we have
φ[λ(|AB|)] = φ[exp logλ(|AB|)] ≤ φ[exp log(λ(A)λ(B))] = φ[λ(A)λ(B)].
Therefore
φ(|AB|) = φ[λ(|AB|)] ≤ φ[λ(A)λ(B)] ≤ φ[λ(A)p] 1pφ[λ(B)q ] 1q = φ(Ap) 1pφ(Bq) 1q .
Lemma 3.7 (Araki-Lieb-Thirring Type Inequality). If a symmetric form φ is Ho¨lder, then for
any A,B ∈ Hn+ and any s ≥ t > 0,
φ
[
(B
t
2AtB
t
2 )
1
t
] ≤ φ[(B s2AsB s2 ) 1s ]. (10)
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Proof . This proof is due to Araki [19]. For any p ≥ 1, from an inequality of Heinz that
‖B p2ApB p2 ‖ 1p = ‖A p2B p2 ‖ 2p ≥ ‖A 12B 12 ‖2 = ‖B 12AB 12 ‖,
we obtain that λ1((B
p
2ApB
p
2 )
1
p ) ≥ λ1(B 12AB 12 ). Substituting A,B by ∧kA,∧kB respectively, we
further obtain that
k∏
j=1
λj((B
p
2ApB
p
2 )
1
p ) = λ1
((
(∧kB) p2 (∧kA)p(∧kB) p2 ) 1p)
≥ λ1
(
(∧kB) 12 (∧kA)(∧kB) 12
)
=
k∏
j=1
λj(B
1
2AB
1
2 ).
Therefore logλ((B
p
2ApB
p
2 )
1
p ) ≻ logλ(B 12AB 12 ), i.e. logλ(B 12AB 12 ) is a convex combination of per-
mutations of logλ((B
p
2ApB
p
2 )
1
p ). Since φ is Ho¨lder, φ ◦ exp is convex on Rn, by Lemma 3.3 we
have
φ(B
1
2AB
1
2 ) = φ
[
exp
(
logλ(B
1
2AB
1
2 )
)] ≤ φ[ exp ( logλ((B p2ApB p2 ) 1p ))] = φ((B p2ApB p2 ) 1p ).
Then substituting A,B by At, Bt and choosing p = s
t
yields inequality (10).
Lemma 3.8 (Golden-Thompson Type Inequality). If a symmetric form φ is Ho¨lder, then for
any A,B ∈ Hn,
φ[exp(A+B)] ≤ φ[∣∣ exp(A) exp(B)∣∣]. (11)
Proof . If we choose take s = 2, t → 0 and replace A,B by exp(A), exp(B) respectively in inequality
(10), the right hand side becomes
φ
[(
exp(B) exp(2A) exp(B)
) 1
2
]
= φ
[∣∣ exp(A) exp(B)∣∣],
while the left hand side becomes
lim
tց0
φ
[(
exp(
t
2
B) exp(tA) exp(
t
2
B)
) 1
t
]
= φ
[
lim
tց0
(
exp(
t
2
B) exp(tA) exp(
t
2
B)
) 1
t
]
= φ[exp(A+B)],
where we have used the Lie product formula that limtց0
(
exp( t2B) exp(tA) exp(
t
2B)
) 1
t = exp(A+B).
So we obtain inequality (11).
Lemma 3.9. If a symmetric form φ is Ho¨lder, then A 7→ φ(exp(A)) is convex on Hn.
Proof . For any A,B ∈ Hn and any τ ∈ [0, 1], we have
φ[exp(τA + (1− τ)B)] ≤ φ[∣∣ exp(τA) exp((1 − τ)B)∣∣]
≤ φ[exp(A)]τφ[exp(B)]1−τ
≤ τφ[exp(A)] + (1− τ)φ[exp(B)].
The first inequality is Golden-Thompson (Lemma 3.8), and the second inequality is Ho¨lder’s (Lemma 3.7).
Lemma 3.10 (Concavity/Convexity Preserving). Let φ be a concave (or convex) symmetric
form, and f : R+ → R+ be a concave (or convex) function. Then the map A 7→ φ(f(A)) is concave
(or convex) on Hn+. In particular, A 7→ φ(A) is concave (or convex) on Hn+.
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Proof . We only prove the concave case here; the proof for the convex case is similar. For any A,B ∈
Hn+ and any τ ∈ [0, 1], let C = τA+(1−τ)B. We need to show that φ[f(C)] ≥ τφ[f(A)]+(1−τ)φ[f(B)].
By Lemma 3.2 and Lemma 3.4, we know that
λ(C) = D
(
τλ(A) + (1− τ)λ(B))
for some doubly stochastic matrix D. Define x = D
(
τf(λ(A)) + (1 − τ)f(λ(B))) ∈ Rn+, so x ≺
τf(λ(A)) + (1− τ)f(λ(B)). Then since φ is concave, by Lemma 3.3 we have that
φ(x) ≥ φ[τf(λ(A)) + (1− τ)f(λ(B))]
≥ τφ[f(λ(A))] + (1− τ)φ[f(λ(B))]
= τφ[f(A)] + (1− τ)φ[f(B)].
On the other hand, since f is concave, we have
f(λi(C)) = f
( n∑
j=1
Dij
(
τλj(A) + (1− τ)λj(B)
))
≥
n∑
j=1
Dij
(
τf(λj(A)) + (1− τ)f(λj(B))
)
= xi, 1 ≤ i ≤ n,
thus f(λ(C)) ≥ x. Since φ is monotone, we have φ[f(C)] = φ[f(λ(C))] ≥ φ(x). So finally we have
φ[f(C)] ≥ τφ[f(A)] + (1− τ)φ[f(B)].
3.4. Operator interpolation
We will be using Stein’s interpolation of linear operators [3], which was developed from Hirschman’s
improvement [20] of the Hadamard three-line theorem [21]. Stein’s technique was recently adopted by
Sutter et al. [5] to establish a multivariate extension of the Golden-Thompson inequality, which covers
the original Golden-Thompson inequality and its three-matrix extension by Lieb [1]. We will follow
the notations in [5]. For any θ ∈ (0, 1), we define a density βθ(t) on R by
βθ(t) =
sin(piθ)
2θ
(
cosh(pit) + cos(piθ)
) , t ∈ R. (12)
Specially, we define
β0(t) = lim
θց0
βθ(t) =
pi
2(cosh(pit) + 1)
, and β1(t) = lim
θր1
βθ(t) = δ(t).
βθ(t) is a density since βθ(t) ≥ 0, t ∈ R and
∫ +∞
−∞
βθ(t)dt = 1. We will always use S to denote a vertical
strip on the complex plane C:
S = {z ∈ C : 0 ≤ Re(z) ≤ 1}. (13)
Theorem 3.11 (Stein-Hirschman). Let G(z) be a map from S to bounded linear operators on a
separable Hilbert space that that is holomorphic in the interior of S and continuous on the boundary.
Let p0, p1 ∈ [1,+∞], θ ∈ [0, 1], and define pθ by
1
pθ
=
1− θ
p0
+
θ
p1
.
Then if ‖G(z)‖pRe(z) is uniformly bounded on S, the following inequality holds:
log ‖G(θ)‖pθ ≤
∫ +∞
−∞
dt
(
β1−θ(t) log ‖G(it)‖1−θp0 + βθ(t) log ‖G(1 + it)‖θp1
)
. (14)
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By choosing p0 = p1 = pθ and taking pθ → +∞, we obtain from inequality (14) that
log λ1(|G(θ)|) ≤
∫ +∞
−∞
dt
(
(1− θ)β1−θ(t) logλ1
(|G(it)|)+ θβθ(t) log λ1(|G(1 + it)|)).
It is easy to see that, if G(z) satisfies the assumptions in Theorem 3.11, so is ∧kG(z) for any 1 ≤ k ≤ n.
Thus we may replace G(z) by ∧kG(z) in (14) and use the fact that
λ1(| ∧k G(z)|) = λ1(∧k|G(z)|) =
k∏
j=1
λj(|G(z)|)
to obtain a majorization relation
k∑
j=1
logλj(|G(θ)|) ≤
k∑
j=1
∫ +∞
−∞
dt
(
(1− θ)β1−θ(t) log λj
(|G(it)|)+ θβθ(t) logλj(|G(1 + it)|)). (15)
The above arguments follow from the work of Hiai et al. [4], in which they proved generalized log-
majorization theorems in form of (15) for general distributions instead of this particular βθ. This
majorization relation grants us the following lemma.
Lemma 3.12. Let G(z) : S → Cn×n be a map satisfying the assumptions in Theorem 3.11. Then for
any symmetric form φ that is Ho¨lder, and any θ ∈ [0, 1], pθ, p0, p1 ∈ (0,+∞) satisfying 1pθ =
1−θ
p0
+ θ
p1
,
the following inequality holds:
φ
(|G(θ)|pθ) ≤ ∫ +∞
−∞
dt
( (1− θ)pθ
p0
β1−θ(t)φ
(|G(it)|p0)+ θpθ
p1
βθ(t)φ
(|G(1 + it)|p1)). (16)
Proof . Define x = log λ(|G(θ)|pθ ) ∈ Rn and
y =
∫ +∞
−∞
dt
( (1− θ)pθ
p0
β1−θ(t) logλ
(|G(it)|p0)+ θpθ
p1
βθ(t) logλ
(|G(1 + it)|p1)) ∈ Rn.
From inequality (15) we have that x ≺w y. By Lemma 3.1, there is some v ∈ Rn such that x ≤ v ≺ y.
Since φ and exp are both monotone increasing, we have
φ
(|G(θ)|pθ ) = φ[ exp logλ(|G(θ)|pθ )] = φ(exp(x)) ≤ φ(exp(v)).
And since φ is Ho¨lder, φ ◦ exp is convex, we have
φ(exp(v)) ≤ φ(exp(y))
= φ
[
exp
∫ +∞
−∞
dt
( (1− θ)pθ
p0
β1−θ(t) log λ
(|G(it)|p0)+ θpθ
p1
βθ(t) log λ
(|G(1 + it)|p1))]
≤
∫ +∞
−∞
dt
((1 − θ)pθ
p0
β1−θ(t)φ
[
exp logλ
(|G(it)|p0)]+ θpθ
p1
βθ(t)φ
[
exp logλ
(|G(1 + it)|p1)])
=
∫ +∞
−∞
dt
((1 − θ)pθ
p0
β1−θ(t)φ
(|G(it)|p0)+ θpθ
p1
βθ(t)φ
(|G(1 + it)|p1)).
The second inequality above is Jensen’s and due to∫ +∞
−∞
dt
( (1− θ)pθ
p0
β1−θ(t) +
θpθ
p1
βθ(t)
)
=
(1− θ)pθ
p0
+
θpθ
p1
= 1.
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The following derivation is due to Sutter et al. [5]. If we choose
G(z) =
m∏
j=1
Azj = A
z
1A
z
2 · · ·Azm
for some {Aj}mj=1 ⊂ Hn+, and take p0 → +∞, pθ = pθ , p1 = p for some p ∈ (0,+∞), we obtain from
Lemma 3.12 that
logφ
(∣∣∣ m∏
j=1
Aθj
∣∣∣ pθ ) ≤ ∫ +∞
−∞
dtβθ(t) log φ
(∣∣∣ m∏
j=1
A1+itj
∣∣∣p). (17)
If we further replace replace Aj in inequality (17) by exp(Aj), and take θ → 0, the right hand side of
(17) converges ∫ +∞
−∞
dtβ0(t) logφ
(∣∣∣ m∏
j=1
exp
(
(1 + it)Aj
)∣∣∣p),
since each ‖ exp((1 + it)Aj)‖ = ‖ exp(Aj) exp(itAj)‖ = ‖ exp(Aj)‖ is uniformly bounded for all t ∈ R.
Moreover, by a multivariate Lie product formula (see e.g. [5])
lim
θց0
(
exp(θX(1)) exp(θX(2)) · · · exp(θX(m))
) 1
θ
= exp
( m∑
i=1
Xj
)
,
the left hand side of (17) becomes
lim
θց0
logφ
(∣∣∣ m∏
j=1
exp
(
θAj
)∣∣∣ pθ ) = lim
θց0
logφ
(( m∏
j=1
exp
(
θAm−j+1
) m∏
j=1
exp
(
θAj
)) p2θ )
= logφ
((
exp
( m∑
j=1
2Aj
)) p2 )
= logφ
((
exp
( m∑
j=1
Aj
))p)
.
We therefore obtain the following.
Corollary 3.13. If a symmetric form φ is Ho¨lder, then for any A1, A2, . . . , Am ∈ Hn, the following
inequality holds:
logφ
((
exp
( m∑
j=1
Aj
))p) ≤ ∫ +∞
−∞
dtβ0(t) logφ
(∣∣∣ m∏
j=1
exp
(
(1 + it)Aj
)∣∣∣p). (18)
Corollary 3.13 can be seen as a multivariate extension of Golden-Thompson inequality for Ho¨lder
symmetric forms. Sutter et al. proved inequality (18) for Schatten p-norms φ = ‖ · ‖p; Hiai et al.
improved this result to more general φ = ‖f(·)‖ for any unitary invariant matrix norm ‖ · ‖ and any
continuous function f such that log ◦f ◦exp is convex. We further extend their results to any symmetric
form φ that is Ho¨lder.
If we choosem = 2, p = 2 in Corollary 3.13 and replace Aj by
1
2Aj , the right hand side of inequality
(18) is independent of t since φ is unitary invariant. We then recover the Golden-Thompson inequality
φ
(
exp(A1 +A2
) ≤ φ( exp(A1) exp(A2))
that we have obtained in Lemma 3.8. If we choose m = 3, p = 2 in Corollary 3.13 and again replace
Aj by
1
2Aj , we have
logφ
(
exp(A1 +A2 +A3)
)
≤
∫ +∞
−∞
dtβ0(t) logφ
(
exp(A1) exp
(1 + it
2
A2
)
exp(A3) exp
(1− it
2
A2
))
≤ logφ
(∫ +∞
−∞
dtβ0(t) exp(A1) exp
(1 + it
2
A2
)
exp(A3) exp
(1− it
2
A2
))
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The second inequality above is due to concavity of logarithm and φ. If we define
TA[B] =
∫ +∞
0
dt(A+ tIn)
−1B(A+ tIn)
−1, A,B ∈ Hn++,
and use Lemma 3.4 in [5] that
∫ +∞
0
dt(A−1 + tIn)
−1B(A−1 + tIn)
−1 =
∫ +∞
−∞
dtβ0(t)A
1+it
2 BA
1−it
2 , A,B ∈ Hn++,
we then further obtain
φ
(
exp(A1 +A2 +A3)
) ≤ φ( exp(A1)Texp(−A2)[exp(A3)]).
This can be seen as a generalization of Lieb’s [1] three-matrix extension of the Golden-Thompson
inequality that Tr[exp(A+B + C)] ≤ Tr[exp(A)Texp(−B)[exp(C)]].
4. Proof of main theorems
The proofs of Lemma 2.4,Theorem 2.5 and Theorem 2.6 follow from Huang’s work in [2], where he
applied similar strategies to specific symmetric forms φ = Trk[·] 1k . The key of applying Lemma 3.12 is
to choose some proper holomorphic function G(z) and then interpolating on some power in [0, 1]. In
particular, we will interpolation on s to prove Lemma 2.4, and then on p to prove Theorem 2.5.
Proof of Lemma 2.4. We need to show that, for any A,B ∈ Hn+ and any τ ∈ [0, 1],
τφ
(
(K∗ArsK)
1
s
)
+ (1− τ)φ((K∗BrsK) 1s ) ≤ φ((K∗CrsK) 1s ),
where C = τA+ (1− τ)B. We may assume that A,B ∈ Hn++ and K is invertible. Once this is done,
the general result for A,B ∈ Hn+ and K ∈ Cn×n can be obtained by continuity. Let M = C
rs
2 K,
and let M = Q|M | be the polar decomposition of M for some unitary matrix Q. Since C,K are both
invertible, |M | ∈ Hn++. We then define two functions from S to Cn×n:
GA(z) = A
rz
2 C−
rz
2 Q|M | zs , GB(z) = B rz2 C− rz2 Q|M | zs , z ∈ S,
where S is given by (13). In what follows we will use X for A or B. We then have
φ
(
(K∗XrsK)
1
s
)
= φ
(
(M∗C−
rs
2 XrsC−
rs
2 M)
1
s
)
= φ
(
(|M |Q∗C− rs2 X rs2 X rs2 C− rs2 Q|M |) 1s )
= φ
(|GX(s)| 2s ).
Since X,C,M are now fixed matrices in Hn++, GX(z) is apparently holomorphic in the interior of S
and continuous on the boundary. Also, it is easy to check that ‖GX(z)‖ is uniformly bounded on S,
since Re(z) ∈ [0, 1]. Therefore we can use Lemma 3.12 with θ = s, pθ = 2s to obtain
φ(|GX (s)| 2s ) ≤
∫ +∞
−∞
dt
(2(1− s)
sp0
β1−s(t)φ
(|GX(it)|p0)+ 2
p1
βs(t)φ
(|GX(1 + it)|p1)).
We still need to choose some p0, p1 satisfying
1−s
p0
+ s
p1
= 1
ps
= s2 to proceed. Note that GX(it) =
X
irt
2 C−
irt
2 Q|M | its is now a unitary matrix for any t ∈ R since X,C, |M | ∈ Hn++, and thus |GX(it)|p0 =
In for all p0. Therefore we can take p0 → +∞, p1 = 2 to obtain
φ(|GX(s)| 2s ) ≤
∫ +∞
−∞
dtβs(t)φ
(|GX(1 + it)|2),
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given that φ is Ho¨lder. Moreover, for each t ∈ R, we have
φ
(|GX(1 + it)|2)
= φ
(
GX(1 + it)
∗GX(1 + it)
)
= φ
(|M | (1−it)s Q∗C− r(1−it)2 XrC− r(1+it)2 Q|M | (1+it)s )
= φ
(|M | 1sQ∗C− r(1−it)2 XrC− r(1+it)2 Q|M | 1s )
where we have used that φ is unitary invariant. Therefore, by substituting X = A,B, we obtain that
τφ
(|GA(1 + it)|2)+ (1− τ)φ(|GB(1 + it)|2)
= τφ
(|M | 1sQ∗C− r(1−it)2 ArC− r(1+it)2 Q|M | 1s )
+ (1− τ)φ(|M | 1sQ∗C− r(1−it)2 BrC− r(1+it)2 Q|M | 1s )
≤ φ(|M | 1sQ∗C− r(1−it)2 (τAr + (1− τ)Br)C− r(1+it)2 Q|M | 1s )
≤ φ(|M | 1sQ∗C− r(1−it)2 CrC− r(1+it)2 Q|M | 1s )
= φ
(|M | 2s )
= φ
(
(M∗M)
1
s
)
.
The first inequality above is due to the concavity of φ on Hn+ by Lemma 3.10, the second inequality is
due to (i) that φ is monotone increasing on Hn+ and (ii) that X 7→ Xr is operator concave on Hn+ for
r ∈ (0, 1]. Finally, since φ((M∗M) 1s ) is independent of t, and βs(t) is a density on R, we have that
τφ
(
(K∗ArsK)
1
s
)
+ (1− τ)φ((K∗BrsK) 1s )
= τφ
(|GA(s)| 2s )+ (1− τ)φ(|GB(s)| 2s )
≤ φ((M∗M) 1s )
= φ
(
(K∗CrsK)
1
s
)
.
So we have proved the concavity of (5) on Hn+.
Proof of Theorem 2.5. To prove the concavity of (6), we need to show that, for any A1, B1 ∈
Hn+, A2, B2 ∈ Hm+ and any τ ∈ [0, 1],
τφ
(
(A
qs
2
2 K
∗A
ps
1 KA
qs
2
2 )
1
s
)
+ (1 − τ)φ((B qs22 K∗Bps1 KB qs22 ) 1s ) ≤ φ((C qs22 K∗Cps1 KC qs22 ) 1s ),
where Cj = τAj + (1 − τ)Bj , j = 1, 2. Again, we may assume that A1, B1 ∈ Hn++, A2, B2 ∈ Hm++.
Once this is done, the general result for A1, B1 ∈ Hn+, A2, B2 ∈ Hm+ can be obtained by continuity.
Let M = C
ps
2
1 KC
qs
2
2 , and define two functions from S to Cn×n:
GA(z) = A
rsz
2
1 C
− rsz2
1 MC
−
rs(1−z)
2
2 A
rs(1−z)
2
2 , z ∈ S,
GB(z) = B
rsz
2
1 C
− rsz2
1 MC
−
rs(1−z)
2
2 B
rs(1−z)
2
2 , z ∈ S,
where S is given by (13), and r = p+ q ∈ (0, 1]. In what follows we may use X for A or B. We then
have
φ
(
(X
qs
2
2 K
∗X
ps
1 KX
qs
2
2 )
1
s
)
= φ
(
(X
qs
2
2 C
− qs2
2 M
∗C
− ps2
1 X
ps
2
1 X
ps
2
1 C
− ps2
1 MC
− qs2
2 X
qs
2
2 )
1
s
)
= φ
(|GX(p
r
)| 2s ).
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Since X1, X2, C,M are now fixed matrices in H
n
++, GX(z) is apparently holomorphic in the interior
of S and continuous on the boundary. Also, it is easy to check that ‖GX(z)‖ is uniformly bounded on
S, since Re(z) ∈ [0, 1]. Therefore we can use Lemma 3.12 with θ = p
r
, p0 = p1 = pθ =
2
s
to obtain
φ(|GX
(p
r
)| 2s ) ≤ ∫ +∞
−∞
dt
(q
r
β1− p
r
(t)φ
(|GX(it)| 2s )+ p
r
β p
r
(t)φ
(|GX(1 + it)| 2s )),
since φ is Ho¨lder. Moreover, for each t ∈ R, we have
φ
(|GX(1 + it)| 2s )
= φ
((
GX(1 + it)
∗GX(1 + it)
) 1
s
)
= φ
((
X
irst
2
2 C
− irst2
2 M
∗C
−
rs(1−it)
2
1 X
rs
1 C
−
rs(1+it)
2
1 MC
irst
2
2 X
− irst2
2
) 1
s
)
= φ
((
M∗C
−
rs(1−it)
2
1 X
rs
1 C
−
rs(1+it)
2
1 M
) 1
s
)
,
where we have used that (i) X it is unitary for any X ∈ Hn++, t ∈ R, (ii) f(U∗XU) = U∗f(X)U for
any X ∈ Hn, any unitary U ∈ Cn×n and any function f , and (iii) φ is unitary invariant. Now since
r, s ∈ (0, 1], we can use Lemma 2.4 to obtain
τφ
(|GA(1 + it)| 2s )+ (1− τ)φ(|GB(1 + it)| 2s )
= τφ
((
M∗C
−
rs(1−it)
2
1 A
rs
1 C
−
rs(1+it)
2
1 M
) 1
s
)
+ (1− τ)φ
((
M∗C
−
rs(1−it)
2
1 B
rs
1 C
−
rs(1+it)
2
1 M
) 1
s
)
≤ φ
((
M∗C
−
rs(1−it)
2
1 (τA1 + (1 − τ)B1)rsC
−
rs(1+it)
2
1 M
) 1
s
)
= φ
((
M∗C
−
rs(1−it)
2
1 C
rs
1 C
−
rs(1+it)
2
1 M
) 1
s
)
= φ
(
(M∗M)
1
s
)
.
Similarly, we have that for each t ∈ R,
φ
(|GX(it)| 2s ) = φ((X rs(1+it)22 C− rs(1+it)22 M∗MC− rs(1−it)22 X rs(1−it)22 ) 1s)
= φ
((
MC
−
rs(1−it)
2
2 X
rs
2 C
−
rs(1+it)
2
2 M
∗
) 1
s
)
.
We have used the fact that φ
(
f(X∗X)
)
= φ
(
f(XX∗)
)
for any X ∈ Cn×n and any function f , since φ
is only a function of eigenvalues and the spectrums of f(X∗X) and f(XX∗) are the same. Then again
using Lemma 2.4 we obtain that
τφ
(|GA(it)| 2s )+ (1 − τ)φ(|GB(it)| 2s ) ≤ φ((MM∗) 1s ) = φ((M∗M) 1s ).
Finally we have
τφ
(
(A
qs
2
2 K
∗A
ps
1 KA
qs
2
2 )
1
s
)
+ (1− τ)φ((B qs22 K∗Bps1 KB qs22 ) 1s )
= τφ
(|GA(p
r
)| 2s )+ (1 − τ)φ(|GB(p
r
)| 2s )
≤
∫ +∞
−∞
dt
{q
r
β1−p
r
(t)
(
τφ
(|GA(it)| 2s )+ (1− τ)φ(|GB(it)| 2s ))
+
p
r
β p
r
(t)
(
τφ
(|GA(1 + it)| 2s )+ (1 − τ)φ(|GB(1 + it)| 2s ))}
≤ φ((M∗M) 1s ) ∫ +∞
−∞
(q
r
β1− p
r
(t) +
p
r
β p
r
(t)
)
dt
= φ
(
(C
qs
2
2 K
∗C
ps
1 KC
qs
2
2 )
1
s
)
.
So we have proved the joint concavity of (6).
Proof of Theorem 2.6. We first prove the theorem for m = 1. Let r = p1 ∈ (0, 1], and KN = K∗N =
exp
(
1
2NH
)
, N ≥ 1. Then using the Lie product formula, for any A ∈ Hn++ we have
lim
N→+∞
φ
((
K∗NA
r
NKN
)N)
= lim
N→+∞
φ
((
exp
( 1
2N
H
)
exp
( r
N
logA
)
exp
( 1
2N
H
))N)
= φ
(
exp(H + r logA)
)
.
By Theorem 2.5, for eachN ≥ 1, φ
((
K∗NA
r
NKN
)N)
is concave in A, thus the limit function φ
(
exp(H+
r logA)
)
is also concave in A.
Now given any {Aj}mj=1, {Bj}mj=1 ⊂ Hn++, and any τ ∈ [0, 1], let Cj = τAj + (1− τ)Bj , 1 ≤ j ≤ m.
By Lemma 3.9, X 7→ φ(exp(X)) is convex on Hn since φ is Ho¨lder, and thus X 7→ φ(exp(L +X)) is
also convex on Hn for arbitrary L ∈ Hn. Define
L = H +
m∑
j=1
pj logCj , r =
m∑
j=1
pj ≤ 1.
We then have that
φ
(
exp(H +
m∑
j=1
pj logXj)
)
= φ
(
exp
(
H + r
m∑
j=1
pj
r
(logXj − logCj) +
m∑
j=1
pj logCj
))
= φ
(
exp
(
L+ r
m∑
j=1
pj
r
(logXj − logCj)
))
≤
m∑
j=1
pj
r
φ
(
exp(L+ r logXj − r logCj)
)
, Xj = Aj , Bj .
For each j, by the concavity of (7) for m = 1, we have
τφ
(
exp(L + r logAj − r logCj)
)
+ (1− τ)φ( exp(L+ r logBj − r logCj))
≤ φ( exp(L+ r log(τAj + (1 − τ)Bj)− r logCj))
= φ
(
exp(L)
)
.
Therefore we obtain that
τφ
(
exp(H +
m∑
j=1
pj logAj)
)
+ (1− τ)φ( exp(H + m∑
j=1
pj logBj)
)
≤
m∑
j=1
pj
r
(
τφ
(
exp(L + r logAj − r logCj)
)
+ (1− τ)φ( exp(L + r logBj − r logCj)))
≤
m∑
j=1
pj
r
φ
(
exp(L)
)
= φ
(
exp(H +
m∑
j=1
pj logCj)
)
,
that is, (7) is jointly concave on (Hn++)
×m for all m ≥ 1.
5. Discussions
The reason why we need to assume our symmetric forms to be Ho¨lder is that we rely on operator
interpolation to derive the key inequality in Lemma 3.12. Roughly speaking, interpolation inequalities
are essentially Ho¨lder’s inequalities. However, we conjecture that, Lemma 2.4, Theorem 2.5 and
15
Theorem 2.6 hold more generally for symmetric forms that are concave but not necessarily Ho¨lder. In
fact, our numerical evidences suggest that Lieb’s concavity holds for
φk(x) =
k∑
i=1
x[n−i+1], x ∈ Rn+, 1 ≤ k ≤ n,
i.e. the sum of the k smallest entries of x. The extension of φk to H
n
+ stands for the sum of the k
smallest eigenvalues of a matrix. One can check that for 1 ≤ k < n, φk is concave but not Ho¨lder.
We consider this special class of concave symmetric forms because if Lieb’s concavity holds for every
φk, 1 ≤ k ≤ n, then it also holds for all concave symmetric forms. In fact, if X 7→ φk(F (X)) is concave
on Hn+ for some function F : H
n
+ → Hn+, then for any A,B ∈ Hn+ and any τ ∈ [0, 1], we have
k∑
i=1
λn−i+1(F (C)) ≥ τ
k∑
i=1
λn−i+1(F (A)) + (1 − τ)
k∑
i=1
λn−i+1(F (B)),
where C = τA+(1− τ)B. Recall that λi(X) denotes the ith largest eigenvalue of X . This means that
−λ(F (C)) ≺w −[τλ(F (A)) + (1− τ)λ(F (B))],
and thus by Lemma 3.1, there exist some v ∈ Rn and some doubly stochastic matrix D such that
−λ(F (C)) ≤ v = −D[τλ(F (A)) + (1 − τ)λ(F (B))].
In particular, −v ∈ Rn+. Therefore for arbitrary concave symmetric form φ, we have
φ(F (C)) = φ[λ(F (C))]
≥ φ(−v)
= φ
[
D
(
τλ(F (A)) + (1− τ)λ(F (B)))]
≥ τφ[λ(F (A))] + (1 − τ)φ[λ(F (B))]
= τφ[F (A)] + (1 − τ)φ[F (B)].
That is to say, the concavity of X 7→ φk(F (X)) for all 1 ≤ k ≤ n will imply the concavity of
X 7→ φ(F (X)) for arbitrary concave symmetric form φ. But whether Lieb’s concavity holds for φk
with 1 ≤ k < n still remains unsolved.
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