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FLAP C omputer-aided prototyping, which C seeks to automate early design phases, is an important t e c h q u e for developing complex embedded systems that have strict time constraints. System analysts and users need prototyping methods to adequately fonnulate and assess the requirements for those systems. They can then use computers to apply these methods rapidly.
At the Naval Postgraduate School, my colleagues and I have recently completed an experiment to evaluate OUT rapid-prototyping methods and computer-aided design environment.
Our experiment was to prototype a generic command, control, communications, and intelligence station' and generate the Ada code from the prototype's specifications automatically. The results show that it is feasible to use computeraided prototyping for practical, real-time Ada applications.
C31 applications are difficult to develop, for the reasons outlined in the box on p. 58. The C'l prototype we developed had characteristics typical of embedded software, including distributed processing; hard real-time constraints; multiple, predefined hardware interfaces; and com-plex requirements. We generated a color, multiwindow executable Ada prototype that can process tactical data from multiple interfaces in real time.
We used the prototype to get feedback about the proposed design's effectiveness, performance, and structure and to evaluate the soundness of our design decisions. The feedback helped us improve and r e h e requirements and evaluate the feasibility of the functional specification. We iteratively relined and vahdated requirements by m&-ing an operational prototype until users were sa&fiedwith its behavior.
embedded system or a local distributed system with multiple processors. A subgoal of our research is to establish the feasibility of a low-cost C31 system consisting of a loosely coupled network of C'I stations installed in sites without substantial C31 support, like noncombatant ships or small combatant platforms.
Each station would be a generic C31 station, although individual configurations could provide tailored subsets of functionality. Steve Anderson's report gives a detailed descritxion of the Peneric ?:' I station's requirem'ents.'
Y
We used the Prototype System Description Language' and ComputerAided Prototyping System' in our experiment. PSDL integrates the tools in CAPS, whch help the designer create the design, automatically construct a real-time schedule, and automatically generate an executable Ada model of the proposed system from the PSDL specification. The Ada model is a combination of CAPS-generated Ada programs and reusable atomic Ada components.
CAPS also supports system management and helps control a system's evolution.' Ths support helps designers give timely responses to modification requests and helps protect the system's integrity as it evolves, extending its life.
SYSTEM REQUI REMENTS
A C'I system helpsmilitary officers understand tactical situations: It provides communication among officers on different platforms and external forces, and it processes tactical data from various internal and external sources, such as radar and sonar.
Structvre. The proposed C'I system is a network of generic C'I stations, each of which is a specialized instance of a common design. The network is a large, geographically distributed system that may have many thousand nodes. Each station is mounted on a platform whose location typically is not fixed. Larger platforms can have several stations serving officers with different responsibilities.
Each station can be viewed as a single
Interfaces. Figure 1 shows a single-user :' I station and its external interfaces to ie user and to the weapon systems, plat3rm sensors, navigation system, and comiunication links. T h e information the ser requires includes the platform's locaon, the status of its weapon systems, and ie locations and charaderistics of other llatforms in the area. The station receives nd transmits track infomiation and comiand-and-control data via communica-
tion links, receives trackinformation from platform sensors, outputs a tactical display to the user, provides a text editor for generating and sending messages, and provides a way to verify and maintain trackdata integrity. (A track is the system's representation of an external object such as a platform or a navigation hazard. Tracks contain information about the location and characteristics of the external object.)
The user is an officer at some command level. The station is the officer's communication channel to superiors, subordinates, and other officers at the same command level. The user communicates with the station via a keyboard, graphical display, and pointing device to obtain information about selected tracks, the status of the host platform and C'I system, and messages from other officers. The user may update track information, control the status of the C31 system, and originate messages.
The antennas, notch filters, and dataterminal sets provide communication + Their design depends on techniques to guarantee that hard real-time constraints will be met both in large distributed systems connected by long-haul networks and in local distributed systems with many hardware structures. Current software research has not solved many of these systems' problems, like real-time-database design, network-flow prediction, upper bounds for the actions of real-time operating systems, hard real-time algorithms for general problems, and robust identification of processes in distributed systems.
+ Their complex, dynamic interfaces make it almost impossible to deal with changes in requiremenE.
+ As with any large system, their development is costly, and the current low productivity of s o h a r e development aggravates the problem.
We use prototyping and computer-aided design techniques to address many of these difficulties.
TY Pe
Response time T h e navigation system provides information about the platform's current location and movement.
T h e sensors provide the location of surrounding platforms.
The weapon systems provide informtion about their status.
Requirements. T h e requirements for a generic C31 station include hard real-time constraints on system responses. Any design for such a station depends on assumptions about the timing characteristics of the extemal systems with which it interacts. Because accurate values for many of the hard real-time constraints in a C31 system are classified, we based the design of our unclassified prototype on seven arbitrary assumptions:
+ It should be able to retrieve up to 1,000 tracks in less than one second.
+ It should enter the contents of a track-data message into a track database in less than two seconds.
+ It should conform to the dialogueresponse and message-delay times summarized in Tables 1 and 2 . + Its weapon systems update their status once every second.
We did not consider networkdelay because the focus of this requirements analysis and prototyping effort was on timing constraints w i h individual stations.
PROTOTYPE SLICE
T h e prototype includes a generic C31 station and its interacting external systems. We formulated the prototype as a closed system because we must simulate the extemal systems to demonstrate the proposed behavior of the C31 station.
(Vedat Coskun and Cengiz Kesoglu6 provide complete details of the prototype.) Figure 2 shows a representative slice of the PSDL definition that contains a part of the system related to message routing (see the box on p. 62-63 for an overview of PSDL). The slice takes a path from the hierarchically structured prototype's root to its leaves. The root is a single PSDL operator, c3iPsystem, which is decomposed into more primitive operators. The designer defines the decomposition via a PSDL graph hke that shown in Figure 2 .
Ti'g requirements. sor-interface operator is 2,500 p, whch was derived &om our assumption that the maximum data rate from each of the four sensors is 100 tracks per second, so the minimum calling period is one second divided by 400, or 2,500 p. T h s is the longest time the system can allow between consecutive firings of the sensor-interface operator in the static schedule.
The requirements state that the maximum delay between receivinga trackmessage and entering it into the database is two seconds. In the initial design of the prototype we allocate this delay evenly between the sensor-interface and the track-database-manager operators, leading to maximum response times of one second each. We may reallocate these constraints later as we explore requirements in more detail.
As Figure 2 shows, we don't specify the timing requirements for the communication interface at tlus level because they are influenced by two separate requirements: the maximum delay of a communication message (one second), and the maximum delay of a track message (two seconds). Because each requirement is likely to affea components on different dataflow paths, we define the corresponding timing constraints at the next decomposition level.
In the initial prototype version, we do not distinguish timing requirements for different message classes or different types of user interaction. Instead, we design for the worst case: All messages must be delivered within one second and all user-interface functions must complete w i h 200 ms. We may relax these assumptions in later iterations ifwe find it is not feasible to meet these simplified requirements. At present, we introduce distinctions only to show the feasibility of the timing requirements.
The rectly related to message reception and transmission. Because stations use different communication equipment, this module's implementation w i l l vary greatly from one instantiation to another. However, all generic C31 stations are subject to l a common set of behavioral and timing requirements. The requirements dictated that the implementation of th~s interface be very modular, to isolate site dependencies.' Figure 3 shows the PSDL definition for the communication interface. T h~s interface must monitor, relay, and transmit messages on various networks witlun hard real-time deadlines. It filters, routes, sorts, and translates messages, and it analyzes messages amving at the communication interface to determine if they contain track information, if they must be relayed to other participants in the network, and if they must be archived.
Condminls. At a network speed of 1,300 to 5,000 bps and assuming the shortest message is about 100 characters (800 bits, minus stadstop bits and redundant data), the system will receive a maximum of 25 messages &om four links in one second. Therefore, the minimum calling period of the incoming-message-resolver is one second divided by 25, or 40 ms. We leave the specification of the maximum response time to the next level because t h~s operator processes both messages containing tracks (comms-add-track) and messages containing communications among officers (com-email).
We estimate the maximum number of outgoing messages in one second as + one message every two seconds from the track-report-generator (a periodic operator) plus + 12.5 messages every second to relay (assuming that half the messages received should be relayed) plus + one message every second from the user (an assumption) for a maximum of 14 messages per second. Thus, the minimum calling period for the outgoing-message-resolver operator is one second divided by 14, or 71 ms. Its maximum response time is one second minus 200 ms, or 800 ms, since we assume messages must be transmitted within one second of completion, and that the user interface can have up to a 200-ms delay.
The requirements give no time constraint for track repom. The prototype is designed to produce track reports every two seconds when this feature is activated, based on the analyst's assumption of a reasonable reportingrate. Thisassmptionmustbevalidated and adjusted as necessary.
incoming mesoyes. T h e incoming-message-resolver is still too complicated for direct implementation, so it is decomposed into four atomic operators, shown in Figure 4 .
The maximum time delay for a message is one second. The user interface requires 200 ms, and the remaining 800 ms are initially allocated evenly between the input-file-parser and the messagetype-decision.
The time delay for a track message can be at most two seconds. T h e track database manager requires one second, and the input-file-parser and messagetypedecision have been allocated 400 ms each, leaving 200 ms for track-extractor.
The maximum response time allowed for relaying-decision depends on the maximum delay allowed between the receipt and transmission of a relayed message. The requirements do not contain &IS information, so the analyst makes an arbitrary assumption that this delay should be no more than 1.5 seconds. Because the outgoing-message-resolver takes 800 ms and the input-file-parser takes 400 ms, t h~s leaves 300 ms for relaying-decision.
T h e analyst annotates each atomic component in the graph in Figure 4 with these execution-time estimates. T h e CAPS tools use these annotations to find reusable components from the software base.
Triggering conditions are designated as BY ALL because they must execute for every incoming data value. This implies input-text-record and corn-text-file must be dataflow streams, and the execution rates of the operators input-fileparser, message-type-decision, track-extractor, and relaying-decision must be synchronized. The output guards on message-type-decision suppress output when the incoming message is neither email nor track information.
To complete this top-down slice, 
OVERVIEW OF PSDL
PSDL provides the designer with a uniform conceptual h e w o r k and a highlevel system description. PSDL components are either operators or types, realized by decomposing PSDL or by remev- 
USING CAPS
Center.' TAE Plus provides either Ada or C code to create the user-interface modules, but we had to modify the generated code to make it fit the CAPS coding conventions.
T h e prototype was developed and runs on a Sun 3 and is directly transferable to a ruggedized Genisco computer.
CAPS sttudue. Figure 6 shows the three main components of CAPS: a user intering or writing code in an underlying language.
As Figure Ashom T h e user interface includes a graphics editor, a syntax-directed editor, and a tool interface. T h e graphics editor lets the designer edit a graphcal representation of the prototype and automatically produces a PSDL representation that other CAPS tools can use.
T h e designer can specify parts of a prototype using graphical objects to represent PSDL computational structures like operators and data streams. The designer ento a maximum execution time, each time-critical sporadic operator has a maximum response time and a minimum calling period, as Figure B shows.
The maximum response time is the longest time that may elapse between the instant an opemtor is activated to read its input streams and the instant it writes an event. The minimum calling period is the shortest time between two successive activations.
You can view the maximum response time as the operator's window of opportunity, the maximum execution time as the used portion of the window, and the n l i n i " calling period as the "um 6ring rate the system must support The minimum alling period determines the amount of CPU time the system must allocate to the operator.
Operators triggered by periodic timing constraints are called periodic operators. Periodic operators are triggered by temporal events that must occur at regularly scheduled i r - CAPS was not integrated with the software database when we conducted our experiment, so we used a simulated database of reusable Ada cormonents to cenerate includes a design and software database, 1 the C31 protootype.
tervds. Figure c ausn-ates how the scheduling interval and deadlines are specified. A periodic operator's execution must fit entirely within the scheduling interval, which is analogous to the maximum response time of a sporadic operator. You can view scheduling intervals as sliding windows whose position on the time axis relative to each other is fixed by a specified period and whose absolute position is fixed by the time the first read occurs, as Figure D 
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-Other data stream declarations go here. We are now building the software database system, using existing object-oriented databases and formal models for prototyping design databases and software databases.' Execul i on w p f . The execution-support 6 4 system includes a translator, static scheduler, dynamic scheduler, and debugger.
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+ The translator generates code that binds the reusable components extracted from the software database. Its main h ctions are to implement data streams, control constraints, and timers. + The debugger monitors timing constraints and various aspects of design integrity as the prototype runs, reports failures, and letsthe designer adjust deadlines.
CAPS is being developed as an ongoing research effort, and some of the functions just listed were not ready when we started our experiment.
When we started decomposing the modules for the C31 station, the graphics and syntax-directed editors were not ready to use for a multilevel PSDL example, so we used Frame Technology Corp.'s Framemaker to draw the graphs and write the PSDL code. After completing the multilevel decomposition, we prepared a PSDL file that included only the atomic operators in the bottom level of the decomposition. We did the constraint propagation and consistency checking among levels and modules manually.
Protoiypg steps. Generating a prototype in CAPS has 11 general steps:
1. The designer draws the computation graphs with the graphics editor.
2. The graphics editor provides the skeleton PSDL code and propagates inherited constraints.
.
The designer uses the syntax-directed editor to modify the skeleton code, and the system produces a file with the prototype's PSDL description.
T h e translator produces an Ada
package that instantiates the data streams, reads data from and writes data to the data streams, and executes atomic operators. For example, Figure 7 shows ;he Ada driver procedure for the PSDL messagetype-decision operator in Figure 5 .
The driver procedures provide a standard interface between the Ada components and the generated scheduling software. They include exception handlers for stream overflow and underflow conditions
_____ I E E E S O F T W A R E
and for undeclared exceptions that might be raised by faulty implementations of atomic Ada components. The exception handlers interface to the PSDL debugger to produce diagnostic messages.
.
The static scheduler mes to find a schedule for the time-critical operators and -if it finds a feasible scheduleproduces an Ada package that contains the schedule, represented as an Ada task that calls the driver procedures. Figure 8 and begins executing the prototype.
9. Potential users observe the prototype's behavior, paymg particular attention to the consequences of arbitrary assumptions.
10. T h e designer modifies the prototype in response to user feedback. 1 1. When users accept the prototype's demonstrated behavior, the designer adds any required noncritical functions, optimizes the prototype, and ports it to the target hardware and operating system.
LESSONS LEARNED
We used CAPS to successfully generate an Ada C31 prototype quickly and at low cost. T h e prototype was constructed with about one man-month of effort, not counting time spent in formulating the requirements and fixing problems with the tools.
T h e resulting Ada prototype executes in a color, graphical, multiwindow user interface; provides all essential functions defined in the prototype spedfication; and ated for the PSDL description in Figure 5 . ' the execution of a time-critical operator proves that all the. hard real-time con-T h e static schedule contains time allo-1 for a subset of all the notential activations. I straints nlaced on the station's commcations for the time-critical operators in a fixed pattem that can be repeated indefinitely. The static scheduler determines the length of& pattern, which is represented by the Ada constant Period. T h e schedule also includes a control structure that monitors time-critical components and reports missed deadlines, which are determined by the static scheduler and are represented by Ada constants like message-type-decision-stop-time3. The static scheduler recovers from mised deadlines by resetting its time reference and skipping to the next iteration of the static schedule.
6. Once the static schedule is found, the dynamic scheduler produces an Ada package that contains a dynamic schedule for nonc~itical operators. This task, shown in Figure 9 , invokes noncritical operators during time slots not being used by the static-schedule task. Unused time slots can arise because of either scheduled waiting periods or an operator's early completion. Relatively large vacant slots can be created when PSDL control constraints suppress T h e dynamic schedule is represented as an Ada task with a priority less than that of the static schedule task, so it can be executed whenever there is nothing more important to do. This decouples the analysis of the time-critical operator's resource requirements from the design and implementation of the prototype's noncritical parts, thus sitnplifylng the analysis and speeding prototyping.
Context switching is handled by the scheduling mechanism provided by the Ada runtime system and does not require any special code to be generated, other than the pragmas that declare the priorities of the schedule tasks.
7. CAPS provides the designer with matching reusable Ada coinponetits for the atomic operators. Ifa reusable cotnponent cannot be found, the designer either writes the code for that operator or decomposes it in an effort to find reusable components. (We are now designing a tool that can generate Ada code from equations describing the desired behavior.) lien& are met completely.
I
BUS errors. During prototype execution, the system continuously gave bus errors at 1 a certain point. After a long debugging effort, we noticed that the error occurred only for the data stream defined by the last stream declaration in the Ada package in Figure 8 . "e solved t h s error by adding an extra stream that the program did not use. Although we could not find any reason for it, we suspect the problem was caused by a compiler fault.
Another problem during execution involved the schedulers. Because the prototype uses so many variables, the default storage for the static and dynamic scliedule tasks was not large enough. So we modified the static and dynarnic schedulers to generate Ada code that explicitly allocates more storage via representation clauses. During the experiment, we used a constant for the storage size. To reduce portability problems, we are investigating the design of an enhancement that will calculate the required storage based on actual variable use and the size attribute provided by Ada.
Relative speeds. %le the timing constraints are feasible for a stand-alone Sun workstation of the type proposed for the final system (a Sun SparcStation), this hardware was not available to us. Our prototype was designed on an older Sun system, which is much slower than the proposed hardware.
This forced us to use longer maximum execution times and periods to make the prototype run. We learned that the prototype need not execute as fast as the requirements specify, but rather must meet the requirements relative to the speed of the proposed target hardware.
This realization focused our research on better methods for evaluatingthe feasibility of real-time constraints when the target hardware for the proposed system differs from the prototype's hardware4 and it has resulted in changes to the design of the CAPS system to support explicit resource models for the target hardware.
Gl obal constmints. The prototype does not address global timing constraints because the version of CAPS we used did not support a multiprocessor model. We are working on ways to realize global timing constraints in distributed multiprocessor systems with bounded communication delays in point-topoint data transmissions.
Any design that guarantees global message delivery witlun hard real-time constraints depends on bounded delivery times for the long-haul network, at least for transmissions between nodes that are directly connected. However, such networks are impossible to realize because in practice you must also guarantee accurate message delivery. If the underlying medium is noisy -which is likely in C31 applications because of jamming -designs that guarantee bounded message delays must tolerate some message loss. That's because error-correcting protocols can retransmit only a bounded number of times if the transmission delay is limited by hard real-time constraints.
Retransmission can reduce the mesage-loss rate, but if a message can get lost n a single transmission, it can also get lost n n consecutive transmissions. We should herefore bound message-delivery time by constant times the required retransmisions and limit the retransmissions that .an be attempted before a time-out error nust be reported. 
