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A presente dissertação tem como objetivo principal a implementação de uma arquitetura
baseada em algoritmos evolutivos para a sintonização dos parâmetros do controlador PID
(Proporcional-Integral-Derivativo) difuso, sendo o conceito de desempenho em malha
fechada explicitamente tido em conta.
A sintonização dos parâmetros do controlador difuso é realizada tendo em conta um
problema de otimização com restrições, em que a função de custo a ser minimizada é
descrita em termos do desempenho em malha fechada, com a dinâmica do sistema a ser
aproximada por um modelo não linear.
Como nas metodologias de otimização existentes, a incorporação de mecanismos de adap-
tação referentes às funções de pertença não é comum, na presente dissertação é tido em
conta, para além da usual sintonização dos fatores de escala, a sintonização dos fatores de
escala e funções de pertença em simultâneo.
Os resultados experimentais realizados num sistema de referência, visam demonstrar os
benefícios de incorporar as funções de pertença no processo de otimização em diferido.
É também utilizado um método analítico de segunda ordem como referência, por forma
a comparar o desempenho de uma abordagem de otimização global contra uma de
otimização local. Finalmente é implementada uma abordagem em-linha, usando o método
analítico de segunda ordem, na otimização dos fatores de escala e funções de pertença.
Palavras-chave: Otimização global; Algoritmos evolutivos; Algoritmo evolutivo diferen-




The main goal of this thesis is the implementation of an architecture based on a evolution-
ary algorithms for tuning the parameters of a fuzzy PID (Proportional-Integral-Derivative),
where the closed loop performance is explicitly taken into account.
The tuning of the fuzzy controller parameters is performed considering a constrained
optimisation problem, where the cost function to be minimised is described in terms of
the closed loop response, with the system dynamics described by a nonlinear model.
Since in existing optimisation methodologies, the incorporation of adaptation mechanisms
regarding the membership functions is not common, in this thesis, besides the usual
scaling factors tuning, the tuning of both scaling factors and membership functions is also
taken into account.
Experimental results carried out on a benchmark system, aim to provide a clear picture
of the benefits of favouring the optimisation, carried out in an offline configuration, for
both scaling factors and membership functions. A second order analytical method is used
in order to compare the performance of using a global optimisation approach against
a local one. Finally the optimisation of both scaling factors and membership functions
is implemented by considering an online approach, using the second order analytical
method.
Keywords: Global optimisation; Evolutionary algorithms; Differential Evolution algo-





Lista de Figuras xv
Lista de Tabelas xvii
1 Introdução 1
1.1 Motivação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objetivos e contribuições . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Organização da dissertação . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Sistemas difusos 5
2.1 Evolução histórica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Lógica difusa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Conjuntos difusos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Raciocínio aproximado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Variáveis linguísticas . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Proposições difusas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Proposições difusas Se-Então . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Estrutura de um controlador difuso . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Interface de fuzificação . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Base de conhecimento . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.3 Mecanismos de inferência . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.4 Interface de desfuzificação . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Controladores difusos do tipo Mamdani 21
3.1 Controladores PID difusos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.1 Controlador PD difuso . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.2 Controlador PI difuso . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3 Controlador PID difuso baseado em PI+PD . . . . . . . . . . . . . . 25
4 Modelação experimental de sistemas 27
4.1 Modelação linear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1.1 Estimação em diferido dos parâmetros do modelo ARX . . . . . . . 29
xiii
CONTEÚDO
4.1.2 Estimação recursiva dos parâmetros do modelo ARX . . . . . . . . 30
4.2 Modelação não linear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.1 Estimação em diferido dos parâmetros da rede neuronal . . . . . . 33
4.2.2 Estimação em-linha dos parâmetros do modelo NNARX . . . . . . 35
4.3 Validação de modelos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.1 Validação cruzada . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.2 Teste dos resíduos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Técnicas de otimização 39
5.1 Ótimo local e ótimo global . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Métodos de otimização . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.1 Otimização sem restrições . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 Otimização com restrições . . . . . . . . . . . . . . . . . . . . . . . . 43
6 Casos de estudo 47
6.1 Descrição do sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Projeto do controlador PID difuso . . . . . . . . . . . . . . . . . . . . . . . 48
6.3 Otimização em diferido do controlador PID . . . . . . . . . . . . . . . . . . 50
6.3.1 PID difuso com sintonização dos fatores de escala . . . . . . . . . . 50
6.3.2 PID difuso com sintonização dos fatores de escala e funções de
pertença em diferido . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.4 Otimização em-linha do controlador PID difuso usando o método analítico
de segunda ordem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.4.1 PID difuso com sintonização dos fatores de escala e funções de
pertença em-linha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.5 Análise de resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7 Conclusões e perspetivas futuras 71
7.1 Conclusões gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71




2.1 Conjuntos que representam o IMC de uma pessoa adulta (a) Conjunto Crespo
(b) Conjunto difuso. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Propriedades de um conjunto difuso. . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Operações sobre conjuntos clássicos utilizando diagramas de Venn. . . . . . . 10
2.4 Funções de pertença associadas a uma variável linguística. . . . . . . . . . . . 12
2.5 Configuração básica do controlador lógico difuso. . . . . . . . . . . . . . . . . 14
2.6 Grau de sobreposição e taxa de sobreposição. . . . . . . . . . . . . . . . . . . . 16
2.7 Propriedades de um conjunto difuso. . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Estrutura do controlador PD difuso. . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Estrutura do controlador PI difuso. . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Estrutura do controlador PID difuso. . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Estrutura do controlador PID difuso simplificada. . . . . . . . . . . . . . . . . 26
4.1 Estrutura geral dos modelos lineares. . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Estrutura de um neurónio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Estrutura de uma rede neuronal NNARX. . . . . . . . . . . . . . . . . . . . . . 33
4.4 Rede neuronal composta por M+1 camadas. . . . . . . . . . . . . . . . . . . . . 33
5.1 Exemplo de uma função com vários extremos. . . . . . . . . . . . . . . . . . . 40
5.2 Configuração básica do Algoritmo Evolutivo Diferencial. . . . . . . . . . . . . 45
6.1 Sistema de tanques AMIRA R© DTS200. . . . . . . . . . . . . . . . . . . . . . . . 48
6.2 National Instruments USB-6009. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
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Na aplicação de sistemas de controlo, o controlo Proporcional-Integral-Derivativo (PID)
é ainda nos dias de hoje umas das técnicas mais populares encontradas na industria. A
motivação principal para o uso desta metodologia está relacionada com o facto de ser
simples, tanto a nível funcional como estrutural, ser fácil de sintonizar e ter um baixo
custo de implementação. Contudo, quando a dinâmica do sistema é difícil de caracterizar
ou se encontra sujeita a incertezas, pode-se tornar complicado usar as técnicas de controlo
convencional. Por este motivo, nos últimos anos, o controlo de sistemas que apresentam
alguma complexidade, designadamente incertezas ou não linearidades, tornou-se um
tópico de importância considerável na literatura [Kum+11].
1.1 Motivação
Quando os sistemas de controlo PID convencionais lidam com sistemas lineares ou até
mesmo com dinâmicas ligeiramente não lineares, conseguem fornecer teoricamente um
desempenho aceitável em anel fechado. No entanto, o mesmo não se verifica para o caso
em que as não linearidades são moderadas ou elevadas, resultando num mau desempenho
em malha fechada ou até mesmo na instabilidade do sistema em anel fechado.
Nas situações em que o sistema é não linear, ainda existe uma forte motivação para esco-
lher topologias de controlo topologicamente similares às do tipo PID. A teoria da lógica
difusa fornece neste contexto as ferramentas necessárias para a conceção de tais estruturas
de controlo, em particular os controladores PID difusos do tipo Mamdani [Fen06]. Este tipo
de controladores é considerado uma boa metodologia, pois origina melhores resultados
face ao controlo convencional.
1
CAPÍTULO 1. INTRODUÇÃO
As técnicas de controlo lógico difuso (CLD) representam a aplicação da perícia e conhe-
cimento humano para lidar eficazmente com sistemas complexos e não lineares. Estas
proporcionam um meio eficaz de capturar a natureza aproximada e inexata do mundo
real. Por este motivo, a parte essencial do CLD traduz-se num conjunto de estratégias de
controlo linguístico baseadas em conhecimento qualitativo sobre o comportamento do
sistema [Kum+11].
Na literatura é possível encontrar várias abordagens para a sintonização de controladores
difusos, incluindo metodologias baseadas em heurísticas [Mis+96], métodos dependentes
da pseudo-equivalência entre controladores PID difusos e convencionais [Bou+10] ou mé-
todos que se baseiam em técnicas de otimização, como por exemplo algoritmos evolutivos
[HL09].
1.2 Objetivos e contribuições
O objetivo principal deste trabalho consiste na implementação de uma metodologia base-
ada em técnicas de computação evolutiva, a qual recorre a algoritmos evolutivos, para a
sintonização dos parâmetros do controlador PID difuso.
Será tido em conta, para além da habitual sintonização em diferido dos fatores de escala
do controlador PID difuso, a sintonização em diferido e em simultâneo dos fatores de
escala e funções de pertença, pois esta prática é pouco comum na literatura.
Por forma a demonstrar as vantagens intrínsecas de uma abordagem de otimização global
face a uma de otimização local, o método evolutivo estudado nesta dissertação será com-
parado com um método analítico de segunda ordem.
Por fim, a incorporação da adaptação das funções de pertença no processo de otimização é
também realizada através de uma implementação em linha, usando um algoritmo analítico
de segunda ordem.
1.3 Organização da dissertação
Esta dissertação encontra-se organizada em sete capítulos, incluindo o presente.
No capítulo 2 são introduzidos os conceitos básicos da lógica difusa e da teoria dos con-
juntos difusos, realçando as características que os distinguem dos conjuntos clássicos.
O conceito de raciocínio aproximado é também abordado neste capítulo, introduzindo
os conceitos de variável linguística e proposições difusas. Finalmente é apresentada a
estrutura geral de um controlador difuso, juntamente com a descrição de cada um dos
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1.3. ORGANIZAÇÃO DA DISSERTAÇÃO
seus componentes.
No capítulo 3 é descrito o controlador PID difuso do tipo Mamdani, que corresponde a
uma agregação de dois outros controladores, nomeadamente o PI e o PD difusos.
O capítulo 4 aborda a modelação experimental de sistemas lineares e não lineares, exem-
plificando alguns métodos de estimação de parâmetros, tanto em diferido como em linha,
apresentando-se ainda os métodos de validação de modelos mais comuns.
No capítulo 5 são abordados os conceitos de ótimo local e ótimo global e discutidos alguns
métodos de otimização com e sem restrições.
O capítulo 6 apresenta os resultados experimentais realizados num sistema de referência,
juntamente com a sua descrição. É realizado um estudo comparativo do desempenho dos
controladores PID difusos sintonizados através de seis abordagens diferentes, em que as
primeiras quatro são implementadas em diferido e as últimas duas metodologias com
uma configuração em linha. Inclui-se ainda uma análise dos resultados obtidos.
No capítulo 7 são apresentadas as principais conclusões decorrentes dos trabalhos efetu-
ados no âmbito desta dissertação, sugerindo-se ainda algumas perspetivas futuras que













A lógica difusa pode ser considerada como a lógica precisa da imprecisão e do raciocínio
aproximado [Zad08]. Uma das principais vantagens em usar esta álgebra no projeto de
controladores está relacionado com a sua facilidade de projeto, que é em certa medida
semelhante à forma de pensamento humano [Nov95], possibilitando, facilmente, a incor-
poração de conhecimento de especialistas [AOAL08]. Por outro lado, a lógica difusa torna
fácil a descrição e análise de sistemas que possam ser muito complexos ou mal definidos
para admitirem uma análise matemática precisa. O Controlo Lógico Difuso (CLD) consiste
num conjunto de regras difusas relacionadas com o conceito duplo de implicações difusas
e regras composicionais de inferência. Este esquema foi introduzido por Lofti A. Zadeh 1
e é conhecido pela sua habilidade em lidar com não linearidades e incertezas [Zad65]. Um
sistema difuso contém um conjunto de regras ou associações sob a forma "Se as condições
antecedentes se mantêm, então as condições consequentes mantêm-se" [Kos92].
2.1 Evolução histórica
A lógica difusa surgiu em 1965 com a introdução do conceito de conjuntos difusos por Lofti
Zadeh, sendo este capaz de tratar o aspecto vago da informação. A primeira aplicação
no domínio do controlo difuso remonta a 1974, quando Ebrahim Mamdani aplicou o
conceito de controlo lógico difuso para controlar um motor a vapor [Riz+11]. Desde
então, é possível encontrar uma grande variedade de aplicações com este tipo de álgebra,
nomeadamente na modelação qualitativa, reconhecimento de padrões, processamento de
sinais, processamento de informação, finanças, gestão, medicina e robótica, entre outros
[Fen06].
1Professor de Ciências da Computação na Universidade de Berkeley na Califórnia
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2.2 Lógica difusa
A lógica difusa aproxima-se bastante do pensamento humano e da linguagem natural.
Basicamente, esta lógica fornece um meio eficaz para capturar a aproximada, inexata
natureza do mundo real [Lee90a].
2.2.1 Conjuntos difusos
A teoria dos conjuntos difusos tem por base a teoria clássica dos conjuntos. Pode-se inter-
pretar a álgebra de Boole, desenvolvida por George Boole 2, em termos da teoria clássica
dos conjuntos, que atribui apenas dois estados de verdade (0-falso ou 1-verdadeiro) e que
passou a ser conhecida como Lógica de Boole [Dha11].
Na teoria de conjuntos difusos de Zadeh [Zad65], um conjunto difuso corresponde a uma
coleção de elementos que têm características comuns. Na lógica de boole é possível dizer
que um objecto pertence ou não pertence a um conjunto, e dado este facto o conjunto
possui um grau de pertença que assume 0 ou 1 [Riz+11]. No domínio da teoria dos
conjuntos difuso, os conjuntos booleanos são intitulados por conjuntos "crespos". Para um
conjunto "crespo" C no universo de discurso X [Asc95; Ros09] é possível definir a seguinte
função característica µC : X → {0; 1}, isto é:
µC(x) =
{
1 se x ∈ C
0 se x /∈ C
(2.1)
Exemplo 2.1
Na figura 2.1 encontram-se representadas as funções características do caso tomado como
exemplo, adultos com Índice de Massa Corporal (IMC) normal. Como se pode verifi-
car, de acordo com a lógica booleana, figura 2.1 (a), um indivíduo adulto tem um IMC
normal caso este se encontre no intervalo [18,5; 25]. Caso o IMC ultrapasse um pouco
este intervalo (por exemplo umas décimas) o indivíduo passa automaticamente a não ter
um IMC considerado normal. A função característica que representa o conjunto difuso,
figura 2.1 (b), demonstra que a transição abrupta na figura 2.1 (a) é substituída por uma
transição mais suave [Riz+11].
As funções de pertença são curvas que definem a forma como cada ponto no espaço de
entrada é mapeado para um valor de pertença (ou grau de pertença) entre [0;1]. O conjunto
definido com base nesta função de pertença é designado por conjunto difuso [PP10].
2(2 de Novembro de 1815 - 8 de Dezembro de 1864), foi um matemático e filósofo britânico responsável
pela criação da Álgebra Booleana, fundamental para o desenvolvimento da computação moderna
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18 18,5 25 25,5 IMCIMC18,5 25
1 1
μ μ
Peso Normal Peso Normal
(a) (b)
Figura 2.1: Conjuntos que representam o IMC de uma pessoa adulta (a) Conjunto Crespo
(b) Conjunto difuso.
Um conjunto difuso F no universo de discurso U é caracterizado por uma função de
pertença µF, a qual toma valores no intervalo [0; 1],
µF : U → [0; 1] (2.2)
Um conjunto difuso pode ser visto como uma generalização do conceito de um conjunto
ordinário, cujas funções de pertença apenas tomam dois valores (0;1). Assim um conjunto
difuso F em U pode ser representado por um conjunto de pares ordenados de um elemento
genérico u e pelo seu grau da função de pertença µF [Lee90b]:
F = {(u, µF (u)) |u ∈ U} (2.3)











Existem inúmeros tipos de funções de pertença, tais como do tipo triangular, trapezoidal,
curvas em forma de S, curvas em forma de Π, Gaussiana e funções do tipo sigmoide. De
todas estas funções, as mais comuns são as do tipo triangular, trapezoidal e gaussiana.
A tabela 2.1 apresenta estas funções de pertença, assim como as respetivas equações
características [Lee06].
2.2.1.1 Propriedades dos conjuntos difusos
O conceito de convexidade é uma propriedade importante dos conjuntos difusos, sendo
particularmente útil em aplicações que envolvam classificação de padrões, otimização e
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Tabela 2.1: Funções de pertença mais comuns.
Função de pertença Caracterização
Triangular




Λ : X → [0; 1]
Λ(x, a, b, c) =

0 x < a
x−a
b−a a ≤ x ≤ b
c−x
c−b b ≤ x ≤ c







∏ : X → [0; 1]
∏(x, a, b, c, d) =

0 x < a
x−a
b−a a ≤ x ≤ b
1 b ≤ x ≤ c
d−x
d−c c ≤ x ≤ d







Ω : X → [0; 1]






outros problemas relacionados. Um dado conjunto difuso A é convexo se a sua função de
pertença for crescente, decrescente ou em forma de sino, ou seja [Dri+93; Zad65]:
∀x1, x2 ∈ X, ∀λ ∈ [0; 1] : µA(λx1 + (1− λ)x2) ≥ min(µA(x1), µA(x2)) (2.6)
Os conjuntos difusos apresentam três propriedades principais: suporte, altura e núcleo. A
figura 2.2 apresenta um conjunto difuso com a identificação das propriedades menciona-










Figura 2.2: Propriedades de um conjunto difuso.
Suporte
O suporte de um conjunto difuso A corresponde a um conjunto crespo que contém todos
os elementos x ∈ X com grau de pertença não nulo, ou seja:
suporte (A) = {x ∈ X : µA (x) > 0} (2.7)
Sendo o conjunto A um conjunto que satisfaz a propriedade de convexidade, pode-se
dizer que o seu suporte é um intervalo, também designado por largura. A largura de um
conjunto difuso convexo é definida por:
largura (A) = sup (suporte (A))− in f (suporte (A)) (2.8)
onde sup e inf referem-se às operações matemáticas supremo e infimo, respetivamente. Caso
o conjunto suporte(A) seja limitado, como é usual em controlo difuso, sup e inf podem ser
substituídos por max (máximo) e min (mínimo).
Altura
A altura de um conjunto difuso A é igual ao maior grau de pertença e é definida por:




O núcleo de um conjunto difuso A é definido como a região do universo cujo grau de
pertença em A é 1:
núcleo (A) = {x ∈ X : µA (x) = 1} (2.10)
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2.2.1.2 Operações sobre conjuntos difusos
O diagrama de Venn é utilizado para representar todas as relações matemáticas ou lógicas,
tais como a interseção, união e complemento, entre diferentes grupos de conjuntos. Na
lógica clássica é comum usar-se este tipo de diagramas para representar o conjunto
universo X e os conjuntos formados a partir dos seus elementos. Na figura 2.3 a zona






A B A B
Conjunto A
União de A com B
Complemento de B
Intersecção de A com B
Figura 2.3: Operações sobre conjuntos clássicos utilizando diagramas de Venn.
A igualdade de dois conjuntos difusos ou a inclusão de um conjunto dentro de outro
conjunto difuso (subconjunto) são algumas das noções da teoria clássica de conjuntos que
podem ser aplicadas aos conjuntos difusos. Sejam A e B conjuntos difusos definidos no
universo X:
O conjunto A é considerado igual ao conjunto B (A = B) sse:
∀x ∈ X : µA (x) = µB (x) (2.11)
O conjunto A é um subconjunto de B (A ⊆ B) sse:
∀x ∈ X : µA (x) ≤ µB (x) (2.12)
No caso dos conjuntos difusos, existem diferentes formas de definir as operações de união,
interseção e complemento, através do uso dos operadores de Zadeh ou Yager, entre outros.




Os operadores propostos por Zadeh para as operações de união, intersecção e comple-
mento de conjuntos difusos são os seguintes [Zad73]:
Intersecção de conjuntos
∀x ∈ X : µA∩B (x) = min (µA (x) , µB (x)) (2.13)
União de conjuntos
∀x ∈ X : µA∪B (x) = max (µA (x) , µB (x)) (2.14)
Complemento de um conjunto
∀x ∈ X : µĀ(x) = 1− µA(x) (2.15)
2.3 Raciocínio aproximado
O raciocínio aproximado representa um modo de raciocínio que nem é exato nem muito
inexato, o qual pode oferecer uma estrutura de raciocínio humano mais realista do que
a tradicional lógica binária [Zad75]. Este tipo de raciocínio é o mais conhecido na lógica
difusa e abrange uma variedade de regras de inferência cujas regras contêm proposições
difusas. A consequência de um dado conjunto de proposições depende fundamentalmente
do significado destas proposições [Dri+93].
2.3.1 Variáveis linguísticas
As variáveis linguísticas são variáveis em que os valores não são números mas sim pala-
vras em linguagem natural. A motivação que leva ao uso de palavras em vez de números é
que a caracterização linguística é geralmente menos específica do que a numérica [Zad75].
Exemplo 2.2
Considerando como exemplo a propriedade "idade", quando se diz "o Hugo é novo" é-se
menos preciso do que quando se diz, "o Hugo tem 25 anos". Neste contexto, a classificação
"novo" pode ser considerada como um valor linguístico da variável "idade". Ambas as
classificações têm o mesmo objetivo no entanto pode-se inferir que o valor linguístico é
menos preciso e, portanto, menos informativo.
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Estas variáveis linguísticas têm como principal objetivo fornecer um meio que permita
descrever sistemas que sejam demasiado complexos ou mal definidos para admitir uma
análise matemática precisa [Zad73].
Uma variável linguística é definida por um quadripleto (X,L(X),X,M) em que [Zad75]:
• X corresponde à variável linguística;
• LX é o conjunto dos valores (termos) linguísticos que a variável X pode tomar;
• X é o universo de discurso;
• M é a regra semântica que associa a cada valor linguístico X o seu significado M(X),
num subconjunto de X.
Considere-se no caso de um controlador difuso a variável linguística erro. Esta variável é
definida pelo quadripleto (E, LE, E, M(E)), onde,
• E, representa a variável linguística erro;
• LE, {NG, NM, NP, ZO, PP, PM, PG} o conjunto de termos linguísticos ou con-
juntos de referência da variável linguística erro;
• E, [−1, 5; 1, 5] o universo de discurso;
• M(E), significado de cada termo linguístico da variável linguística erro, através da
função de pertença associada a cada um dos termos 3 (ver Figura 2.4).
-1 -0,5 0 0,5
1
0
ZO PP PMNPNMNG PG
1 E
Figura 2.4: Funções de pertença associadas a uma variável linguística.
3NG = Negativo Grande, NM = Negativo Médio, NP = Negativo Pequeno, ZO = Zero, PP = Positivo




Existem dois tipos de proposições difusas, designadamente, proposições difusas atómicas
e proposições difusas compostas [Wan99].
Uma proposição difusa atómica representa uma declaração única, como por exemplo:
x é A (2.16)
em que x é a variável linguística, e A é o valor linguístico de x, ou seja, A é um conjunto
difuso definido no domínio físico de x.
As proposições difusas são proposições mais complexas, construídas com base na noção
de proposições difusas atómicas e nas conectividades linguísticas e, ou, não (as quais
representam a intersecção, união e complemento, respetivamente) e se− então.
Exemplo 2.3
Tomando como exemplo a variável linguística erro, representada pelo símbolo E, as se-
guintes expressões são exemplos de proposições difusas, sendo as primeiras três referentes
a proposições difusas atómicas e as últimas três a proposições difusas compostas.
E é NG (2.17)
E é NM (2.18)
E é NP (2.19)
E é NG ou E não é NM (2.20)
E não é NG e E não é NP (2.21)
(E é NG e E não é NP) ou E é NM (2.22)
onde NG, NM e NP significam "Negativo Grande", "Negativo Médio"e "Negativo Pequeno",
respetivamente.
2.3.3 Proposições difusas Se-Então
As proposições difusas do tipo [Dri+93]
Se X é A então Y é B (2.23)
são interpretadas como relações difusas, as quais podem ter inúmeras interpretações sobre
o seu significado. Nesta secção serão apresentadas algumas das implicações difusas mais
utilizadas (ver Tabela 2.2), que traduzem algumas das possíveis interpretações da regra
representada pela equação (2.23) [BJ08; Wan99].
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Tabela 2.2: Implicações difusas.
Lukasiewicz ILK(a, b) = (min (1, 1− a + b))
Gödel IGD(a, b) =
{
1, se a ≤ b
b, se a > b
Reichenbach IRC(a, b) = 1− a + ab
Kleene-Dienes IKD(a, b) = max(1− a, b)
Goguen IGG(a, b) =
{
1, se a ≤ b
b
a , se a > b
Rescher IRS(a, b) =
{
1, se a ≤ b
0, se a > b
Yager IYG(a, b) =
{
1 se a=0 e b=0
ba se a>0 ou b>0
Weber IWB(a, b) =
{
1, se a < 1
b, se a = 1
Fodor IFD(a, b) =
{
1, se a ≤ b
max(1− a, b), se a > b
Zadeh IZD(a, b) = min (1− a, min (a, b))
Mamdani IMD(a, b) = min(a, b)
2.4 Estrutura de um controlador difuso
A estrutura básica de um sistema de CLD é constituída por quatro componentes concep-
tuais: a base de conhecimento, a interface de fuzificação, o mecanismo de inferência e,
finalmente, a interface de desfuzificação [Fen06]. A configuração básica do controlador

















Figura 2.5: Configuração básica do controlador lógico difuso.
2.4.1 Interface de fuzificação
A componente de fuzificação define um mapeamento a partir de um subespaço de valores
reais (crespos) para um difuso [Fen06], ou seja, um operador de fuzificação tem o poder
de transformar dados crespos em conjuntos difusos, por forma a torná-los compatíveis
com a representação interna do controlador. Em termos simbólicos, este operador pode
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ser representado por:
x = f uzi f icador (x0) (2.24)
onde x0 é o valor de entrada crespo do processo; x conjunto difuso; fuzificador representa
um operador de fuzificação [Lee90b].
Os conjuntos difusos são interpretados como funções de pertença µX que associam a cada
elemento x do universo de discurso U, um número µX(x) no intervalo [0,1]. Existem dois
tipos principais de operadores de fuzificação, nomeadamente o singleton e o nonsingleton.
No caso do fuzificador singleton, este gera, a partir de uma entrada crespa, um conjunto
difuso singleton [Riz+11], ou seja:
µX(xi) =
1 se xi = x0 se xi 6= x (2.25)
O valor crespo x é convertido num conjunto difuso X com suporte xi onde µX(xi) = 1,
para xi = x e µX(xi) = 0 para xi 6= x.
No caso do fuzificador nonsingleton o valor crespo x é convertido num conjunto difuso X
com suporte xi onde µX alcança o valor máximo em xi = x e diminui quando se afasta
de xi = x. Este fuzificador é útil em casos onde, por exemplo, os dados possam estar
corrompidos por ruído [MM97].
2.4.2 Base de conhecimento
A base de conhecimento contém toda a informação necessária ao controlador e é consti-
tuído por dois módulos, nomeadamente a base de regras e a base de dados. A base de
regras é essencialmente a parte processual do conhecimento, i.e. define a estratégia de con-
trolo a ser implementada, enquanto que a base de dados compreende a parte declarativa
do conhecimento [Fen06].
Base de regras
Um sistema difuso é caracterizado por um conjunto de declarações linguísticas baseadas
no conhecimento especializado, onde este tipo de conhecimento é normalmente expresso
sob a forma de regras se-então. Usualmente, estas apresentam-se da seguinte forma:
Se (um conjunto de condições são satisfeitas)
Então (um conjunto de consequências podem ser inferidas)
A declaração "Se()" de uma regra é designada por antecedente e apresenta-se como uma
condição no seu domínio de aplicação. A parte subordinada ao "Então()" é denominada
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consequente, a qual representa uma ação de controlo. O conjunto de regras de controlo
difuso, que são expressas como declarações condicionais difusas, formam a base de regras
do CLD. Basicamente estas regras proporcionam uma forma prática de expressar a política
de controlo e o domínio de conhecimento. Refira-se, ainda, que estas regras são de fácil
implementação [Lee90b].
Base de dados
A base de dados fornece as definições necessárias que são usadas para definir as regras de
controlo linguístico, sendo composta pelas funções de pertença e pelos fatores de escala
(ganhos do controlador) de um controlador difuso. É necessário que a escolha das funções
de pertença seja realizada corretamente, pois estas desempenham um papel fulcral no que
diz respeito ao bom funcionamento deste controlador.
Características das funções de pertença - Sobreposição e simetria
Quando duas funções de pertença se intersetam podemos dizer que estamos perante uma
sobreposição, à qual está associada um grau de sobreposição. Este grau é designado por
grau de pertença e corresponde ao ponto do universo de discurso em que se intersetam,
sendo este um valor compreendido entre 0 e 1. O número de vezes que duas funções de
pertença se intersetam é designado por taxa de sobreposição (ver Figura 2.6). A sobre-
posição é fundamental no controlo difuso, uma vez que confere robustez ao controlador
[BM+96].
Grau de sobreposição = 0,3





Figura 2.6: Grau de sobreposição e taxa de sobreposição.
Ainda em relação à sobreposição das funções de pertença, existem alguns casos particu-
lares, tais como as situações em que o grau de sobreposição ou a taxa de sobreposição
possam ser zero. Estas particularidades encontram-se discriminadas na tabela 2.3, e fazem-
se acompanhar por uma descrição pormenorizada das implicações em termos de controlo
de processos.
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Tabela 2.3: Casos particulares da sobreposição de funções de pertença.
Caso particular Implicação no sistema de controlo
Taxa de sobreposição zero
-1 10
NG NP PP PG
1
ZO
A existência de uma zona morta entre as fun-
ções de pertença cria descontinuidades na
ação de controlo, i.e., existem valores cres-
pos de entrada para os quais nenhuma regra
disparará, o que implica que nenhum valor
será calculado para a saída do controlador,
surgindo assim uma zona sem intervenção
do controlador.
Grau de sobreposição zero
-1 10
NG NP PP PG
1
ZO
Dispara apenas uma regra de cada vez.
De acordo com Kosko4 [Kos92], o grau de sobreposição entre funções de pertença deve
estar compreendido entre 0,25 e 0,5, enquanto que a taxa de sobreposição entre funções de
pertença deve ser exatamente 1, o que implica a sua simetria. Além disso, a escolha destes
valores para o grau e taxa de sobreposição irá contribuir, em certa medida, para reduzir
tanto o tempo de subida como o tempo de estabelecimento da resposta ao degrau.
2.4.3 Mecanismos de inferência
O mecanismo de inferência representa um modelo de raciocínio que realiza operações de
inferência sobre as regras de controlo difuso [Fen06], e a sua função principal traduz-se no
cálculo do valor global da saída do controlador admitindo as contribuições individuais de
cada regra da base de regras. Cada contribuição individual consiste no cálculo do valor
da saída usando apenas uma única regra. Em relação à saída do módulo de fuzificação, a
qual representa os valores difusos atuais do estado do processo, esta é comparada com
cada uma das regras antecedentes, fazendo assim com que seja estabelecido um grau de
correspondência para cada regra. Com base neste grau de correspondência obtém-se o
valor difuso de saída [Dri+93].
4Bart Kosko (nascido a 7 de fevereiro de 1960) é um escritor e professor de engenharia elétrica na
University of Southern California
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Existem dois tipos de abordagens diferentes no que diz respeito ao projeto do mecanismo
de inferência. O primeiro está relacionado com a inferência baseada na composição e o
segundo com a inferência baseada em regras individuais. Em relação à primeira abor-
dagem, todas as regras individuais pertencentes à base de regras são combinadas numa
única relação difusa, a qual pode ser interpretada como uma única regra se-então. Em
seguida o mecanismo de inferência realiza a operação de composição entre a entrada
difusa e a relação difusa atrás mencionada. Desta forma obtém-se o conjunto difuso que
descreve o valor difuso da saída. Relativamente à segunda abordagem, a inferência é
aplicada individualmente a cada regra da base de regras, sendo os resultados de todas
estas inferências agregados em seguida, por forma a criar o conjunto difuso que representa
o valor difuso de saída. A segunda abordagem é a mais utilizada, pois é muito eficiente
em termos computacionais e parcimonioso em termos de memória [Dri+93; Wan99].
Nesta secção considera-se o mecanismo de inferência do tipo Mamdani, pois além de ser
uma das implicações difusas mais conhecidas na literatura, este foi aplicado no âmbito do
desenvolvimento da presente dissertação.
2.4.3.1 Método de inferência do tipo Mamdani
A inferência do tipo Mamdani usa a implicação de Mamdani para representar o signifi-
cado da regra se-então. Num sistema composto por n regras, cada regra é representada
simbolicamente por [Dri+93]:
Se E é LE(k) então U é LU(k), k = 1, ..., n
onde LE(k) e LU(k) representam os valores linguísticos das variáveis E e U, na regra k,
respetivamente.
A interpretação de Mamdani sobre a regra é definida por:
∀k : R̃(k)m =
∫
ExU
min(µLE(k) (E) , µLU(k) (U))/(E, U) (2.26)
A função de pertença da entrada crespa E∗ é dada por:
∀E : µ∗ (E) =
{
1 para E = E∗
0 outros
(2.27)






∀E, U : µRm (E, U) = max
k
µRm(k) (E, U) = maxk
min
(




2.4. ESTRUTURA DE UM CONTROLADOR DIFUSO
Como tal, a inferência de um conjunto de regras pode ser expressa por:
Ũ = µ∗ ◦ R̃m (2.30)
em que ◦ representa a operação composição. No caso da inferência do tipo Mamdani é
utilizada a composição max-min, fazendo com que a equação (2.30) tome a seguinte forma:









Encontra-se apresentado na figura 2.7 um diagrama representativo do método de inferên-
cia de Mamdani [Lee90a; Lee90b] nas seguintes regras individuais:
R1 : Se E é A1 e ∆E é B1 então ∆U é C1 (2.32)
R2 : Se E é A2 e ∆E é B2 então ∆U é C2 (2.33)
em que E, ∆E, e ∆U representam as variáveis linguísticas erro, variação do erro e variação
da ação de controlo, respetivamente; A1, B1, C1 e A2, B2, C2 são os conjuntos difusos
associados aos termos linguísticos. Admite-se e0 e ∆e0 como valores das variáveis de
entrada do controlador difuso, por exemplo, o erro e a variação do erro no instante atual.
Para os antecedentes de cada regra existe um grau de pertença, entre as entradas crespas
e0 e ∆e0 e os conjuntos difusos. Finalmente é utilizado o mecanismo de inferência do tipo
Mamdani (max-min) para obter o valor global de saída do controlador difuso.
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Figura 2.7: Propriedades de um conjunto difuso.
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2.4.4 Interface de desfuzificação
A função do módulo de desfuzificação consiste em converter um conjunto difuso de saída
num valor crespo [Lee90b], ou seja:
u0 = des f uzi f icador (u) (2.34)
onde u0 representa o valor crespo e desfuzificador é o operador de desfuzificação.
Existem vários métodos de desfuzificação [DA11], sendo os mais comuns:
• Centroide
Esta técnica seleciona o valor crespo de saída correspondente ao centro de "massa"
da função de pertença de saída. Esta é a técnica de desfuzificação mais utilizada e






onde u0 representa o resultado da desfuzificação, u é a variável de saída e µ a função
de pertença.
• Método da média dos máximos
Esta técnica fornece a ação de controlo que representa o valor médio de todas as








onde u0 representa o resultado da desfuzificação, w é a variável de saída e l é o limite
máximo de desfuzificação.
• Método do primeiro dos máximos
Esta técnica usa a união dos conjuntos difusos e seleciona o menor valor do domínio
com máximo grau de pertença. Esta técnica pode ser representada pela seguinte
expressão:
u0 = min {u ∈ U} : µ (u) = max (U) (2.37)











CONTROLADORES DIFUSOS DO TIPO MAMDANI
Os controladores do tipo Proporcional-Integral-Derivativo (PID) convencionais continuam
a ser muito utilizados em controlo de processos. A principal motivação para o uso deste
tipo de controladores está relacionada com o facto de serem fáceis de sintonizar, terem
baixo custo e apresentarem simplicidade funcional e estrutural. Quando esta metodologia
lida com sistemas lineares ou mesmo com sistemas dinâmicos ligeiramente não lineares, o
controlador PID com ganhos fixos pode fornecer teoricamente um desempenho aceitável
em anel fechado, em alargados regimes de operação. Contudo, esta situação não se verifica
quando se está perante não linearidades moderadas ou significativas. Nestas condições, a
técnica acima descrita poderá conduzir a um baixo desempenho em anel fechado, ou até
mesmo à instabilidade. Nas situações em que o sistema é não linear, a lógica difusa fornece
as ferramentas para a conceção de estruturas de controlo, em particular os controladores
PID difusos do tipo Mamdani [Fen06].
3.1 Controladores PID difusos
Os controladores difusos foram desenvolvidos para emular o desempenho de operadores
humanos, através da codificação do seu conhecimento sob a forma de regras linguísticas.
Este tipo de controladores proporcionam uma alternativa à metodologia de controlo analí-
tica convencional [God00].
Um controlador difuso PID convencional tem por base uma simples combinação linear
de três sinais [Jan07]: P- ação proporcional ao erro, e; I- ação proporcional ao integral
do erro,
∫
e dt; D- ação proporcional à derivada no tempo do erro, ė. Através destas três
componentes, a expressão geral, em tempo contínuo, do controlador é representada de
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acordo com a seguinte equação [Dri+93]:
u (t) = KP · e (t) + KI .
∫ t
0
e (τ) dτ + KD · ė (t) (3.1)
em que KP, KI e KD representam os ganhos do controlador associados às componentes pro-
porcional, integral e derivativa, respetivamente. Para se poder obter a versão incremental
do controlador convencional PID deriva-se (3.1), obtendo-se então:
u̇ (t) = KP · ė (t) + KI .e (t) + KD · ë (t) (3.2)
Em relação à versão em tempo discreto da equação (3.2), esta pode ser aproximada pela
seguinte expressão:
∆u (k) = KP · ∆e (k) + KI .e (k) + KD · ∆2e (k) (3.3)
Nas subsecções seguintes serão abordados três tipos de controladores difusos, nomeada-
mente os controladores PI (Proporcional Integral), PD (Proporcional Derivativo) e PID,
que têm por base o método de inferência do tipo Mamdani. É de frisar que existem dois
tipos básicos de controladores do tipo Mamdani, designadamente o controlador difuso
PI, que gera a saída incremental do controlador e o controlador difuso PD, que disponi-
biliza a ação de controlo. Através destes dois controladores básicos é possível obter-se o
controlador PID, agrupando para isso a saída de cada um deles [Dri+93; LG96].
3.1.1 Controlador PD difuso
O controlador PD difuso utiliza a ação derivativa, a qual contribui para melhorar a
estabilidade em anel fechado e diminuir o tempo de resposta em regime transitório. Este
controlador adota como variáveis linguísticas de entrada o erro e a variação do erro, e
exibe como variável linguística de saída a ação de controlo. A equação que descreve este
controlador é expressa por:
ũPD (k) = fPD (ẽ (k) , ∆ẽ (k)) (3.4)
em que fPD (·) representa o mapeamento através da base de regras, que permite obter
a variável de saída a partir das variáveis de entrada. Quanto às variáveis ẽ, ∆ẽ e ũPD,
estas representam os valores normalizados do erro, variação do erro e ação de controlo,
respetivamente. As equações que permitem relacionar os valores normalizados com os
valores crespos são:
ẽ (k) = Ke · e (k) (3.5)
∆ẽ (k) = Ke · ∆e (k) (3.6)
uPD (k) = Ku · ũPD (k) (3.7)
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onde Ke, K∆e e Ku representam os fatores de escala do controlador difuso associados ao
erro, variação do erro e ação de controlo, respetivamente. É importante salientar que os
fatores de escala associados às variáveis de entrada desempenham um papel fulcral na
normalização do universo de discurso, enquanto que o fator de escala referente à saída
tem por objetivo efetuar a devida desnormalização. A representação da estrutura do










Δ e (k ) Δ ẽ (k )
ũ(k ) u(k )
Figura 3.1: Estrutura do controlador PD difuso.
Ainda em relação aos fatores de escala, tanto de entrada como de saída, têm funcionalida-
des semelhantes aos ganhos do controlador convencional, tendo um efeito significativo no
que diz respeito à estabilidade e desempenho do controlador [Rez+00].
Tendo em conta a topologia difusa PD representada na figura 3.1, a base de regras do
controlador toma a seguinte forma:
Regra i, j : Se ẽ é LE(i) e ∆ẽ é L∆E(j) então ũ
PD é LUPD(m) (3.8)
em que ẽ, ∆ẽ representam as variáveis linguísticas de entrada e ũPD a variável linguística
de saída. As variáveis LE(i), com i = 0, 1, ..., N1 − 1, e L∆E(j), com j = 0, 1, ..., N2 − 1,
representam os termos linguísticos dos antecedentes e LUPD(m), com m = 0, 1, ..., M− 1, os
termos linguísticos associados à saída do controlador, sendo N1 e N2 o número de termos
linguísticos relativos às variáveis de entrada, enquanto que M se refere ao número de
valores linguísticos atribuído ao consequente. A tabela 3.1 apresenta uma base de regras
característica do controlador PD difuso [LG96], composta por quarenta e nove regras
padrão.
Tabela 3.1: Base de regras genérica para o controlador PD difuso.
e ∆e NG NM NP ZO PP PM PG
NG NG NG NG NG NM NP NP
NM NG NG NG NM NP NP NP
NP NG NG NM NP NP NP NP
ZO NP NP NP ZO PP PP PP
PP PP PP PP PP PM PG PG
PM PP PP PP PM PG PG PG
PG PP PP PM PG PG PG PG
23
CAPÍTULO 3. CONTROLADORES DIFUSOS DO TIPO MAMDANI
3.1.2 Controlador PI difuso
O controlador PI difuso utiliza o efeito integral para anular o erro estático. Este controlador
toma como variáveis linguísticas de entrada o erro e a variação do erro e apresenta como
variável linguística de saída o incremento da ação de controlo. A equação que descreve a
saída deste controlador difuso é obtida com base no cálculo do operador somador, sendo
esta descrita por:
∆ũPI (k) = fPI (ẽ (k) , ∆ẽ (k)) (3.9)
em que fPI (·) representa o mapeamento através da base de regras, que permite obter
a variável de saída a partir das variáveis de entrada. Quanto às variáveis ẽ, ∆ẽ e ∆ũPI ,
estas representam os valores normalizados do erro, variação do erro e variação da ação de
controlo, respetivamente. As equações que permitem relacionar os valores normalizados
com os valores de entrada crespos são as mesmas que foram consideradas na secção
3.1.1, nomeadamente, as equações (3.5) e (3.6). Em relação à saída, a relação entre valor
normalizado e valor crespo é dada por:
∆uPI (k) = K∆u · ∆ũPI (k) (3.10)
em que K∆u representa o fator de escala do controlador difuso associado ao incremento
da ação de controlo. Assim como no controlador PD, secção 3.1.1, os fatores de escala
também desempenham um papel importante no controlador PI, no que diz respeito à
normalização do universo de discurso e também na sintonização do controlador. No caso
do fator de escala K∆u, este tem por objetivo a desnormalização do universo de discurso












Δ u(k ) u(k )
KΔe
Σ
Figura 3.2: Estrutura do controlador PI difuso.
Tendo em conta a topologia representada na figura 3.2, a base de regras do controlador
toma a seguinte forma:
Regra i, j : Se ẽ é LE(i) e ∆ẽ é L∆E(j) então ∆ũ
PI é LUPI(m) (3.11)
em que ẽ, ∆ẽ representam as variáveis linguísticas de entrada e ∆ũPI a variável linguística
de saída. As variáveis LE(i), com i = 0, 1, ..., N1 − 1, e L∆E(j), com j = 0, 1, ..., N2 − 1,
representam os termos linguísticos dos antecedentes e L∆UPI(m), com m = 0, 1, ..., M− 1,
os termos linguísticos associados à saída do controlador, sendo N1 e N2 o número de
termos linguísticos relativos às variáveis de entrada, enquanto que M se refere ao número
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de valores linguísticos atribuído ao consequente. A tabela 3.2 apresenta uma base de
regras característica do controlador PI difuso [LG96], composta por quarenta e nove regras
padrão.
Tabela 3.2: Base de regras genérica para o controlador PI difuso.
e ∆e NG NM NP ZO PP PM PG
NG NG NG NG NG NM NP ZO
NM NG NG NG NM NP ZO PP
NP NG NG NM NP ZO PP PM
ZO NG NM NP ZO PP PM PG
PP NM NP ZO PP PM PG PG
PM NP ZO PP PM PG PG PG
PG ZO PP PM PG PG PG PG
O controlador PI difuso apresenta uma configuração semelhante à do controlador PD,
i.e, o mecanismo de inferência é análogo em ambos os controladores, encontrando-se as
principais diferenças relacionadas com a variável de saída do controlador e base de regras.
Em relação à base de regras, a principal diferença entre os controladores PI e PD difusos
está relacionada com a linha de comutação, onde o sinal das variáveis de saída muda entre
positivo para negativo. A linha de comutação para o controlador PI difuso é diagonal
(E = −∆E), enquanto que no caso do controlador PD difuso a comutação ocorre na linha
em que E = ZO. As linhas mencionadas encontram-se sombreadas a azul nas tabelas 3.1 e
3.2.
3.1.3 Controlador PID difuso baseado em PI+PD
O controlador PID difuso considera três variáveis linguísticas de entrada, nomeadamente
o erro, a variação do erro e a segunda variação do erro, e apresenta como variável lin-
guística de saída o incremento da ação de controlo. A equação que descreve a saída deste
controlador difuso é dada por:
∆ũPID (k) = fPID
(
ẽ (k) , ∆ẽ (k) , ∆2ẽ (k)
)
(3.12)
em que fPID (·) representa o mapeamento através da base de regras, que permite obter a
variável de saída a partir das variáveis de entrada. Quanto às variáveis ẽ, ∆ẽ, ∆2ẽ e ∆ũPI ,
estas representam os valores normalizados do erro, variação do erro, segunda variação do
erro e variação da ação de controlo, respetivamente. As equações que permitem relacionar
os valores normalizados com os valores de entrada crespos, idênticas às equações (3.5)
e (3.6), incluem uma equação adicional referente à segunda variação do erro. Quanto à
relação entre o valor normalizado e o valor crespo da variável de saída, esta é a mesma
que foi considerada na secção 3.1.2, designadamente (3.10). A equação que representa a
relação mencionada para a segunda variação do erro é expressa por:
∆2ẽ (k) = K∆2e · ∆2e (k) (3.13)
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onde K∆2e representa o fator de escala do controlador difuso associado à variação do erro.










Δ u(k ) u(k )
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Figura 3.3: Estrutura do controlador PID difuso.
Tendo em conta a figura 3.3, a base de regras do controlador apresenta a seguinte forma:
Regra i, j, l : Se ẽ é LE(i), ∆ẽ é L∆E(j) e ∆
2ẽ é L∆2E(l) então ∆ũ
PI é LUPI(m) (3.14)
em que ẽ, ∆ẽ, ∆2ẽ representam as variáveis linguísticas de entrada e ∆ũPI a variável lin-
guística de saída. As variáveis LE(i), com i = 0, 1, ..., N1− 1, L∆E(j), com j = 0, 1, ..., N2− 1,
e L∆2E(l), com l = 0, 1, ..., N3 − 1, representam os termos linguísticos dos antecedentes e
L∆UPI(m), com m = 0, 1, ..., M− 1, os termos linguísticos associados à saída do controlador,
sendo N1, N2 e N3 o número de termos linguísticos relativos às variáveis de entrada,
enquanto que M se refere ao número de valores linguísticos atribuído ao consequente.
Para este controlador, o facto da regra ser composta por três variáveis linguísticas de
entrada, com sete termos linguísticos associados a cada uma, faz com que a base de regras
passe a ser composta por 73 = 343 regras. O elevado número de regras torna difícil
o projeto e a interpretação do controlador. Por este motivo utiliza-se uma abordagem
alternativa [LG96], a qual consiste na combinação das saídas dos controladores PI e PD,
ficando assim a versão simplificada do controlador difuso PID com a seguinte forma:
uPID = uPI (k) + uPD (k) (3.15)
em que uPI e uPD representam as saídas dos controladores PI e PD difusos, respetivamente.
A versão simplificada deste controlador reduz a complexidade da base de regras e aumenta
a eficiência do controlador, tornando assim mais fácil o projeto e a sua interpretabilidade.
A topologia deste controlador encontra-se ilustrada na figura 3.4.


























MODELAÇÃO EXPERIMENTAL DE SISTEMAS
Um sistema pode ser encarado como um "objeto" em que diferentes variáveis interagem,
em todo o tipo de escalas de tempo e de espaço, e que produzindo sinais observáveis.
Quando o conhecimento prévio do sistema é limitado e a disponibilidade dos dados
observados é incompleta, não é possível obter uma descrição matemática exata do sistema.
Mesmo que exista um conhecimento total do sistema ou que estejam disponíveis dados
suficientes, a descrição exata é na maioria das vezes rejeitada, pois o modelo iria torna-se
demasiado complexo para ser usado numa aplicação. Através destes factos pode-se então
concluir que um modelo matemático é sempre uma aproximação de um sistema real,
sendo esta a base da identificação de sistemas, que é considerada como a modelação apro-
ximada para uma aplicação específica, com base em dados observados e conhecimento
prévio do sistema [Kee11].
A identificação de sistemas segue um procedimento composto por quatro etapas [Lju99]:
a primeira referente à recolha de dados do sistema, a segunda à escolha da estrutura do
modelo, a terceira ao cálculo dos parâmetros do modelo e, por último, à validação do
modelo. O problema principal na identificação de sistemas é encontrar uma estrutura de
modelos adequada, sendo a estimação do modelo usualmente considerada um problema
menor. Uma das regras básicas na estimação é não estimar aquilo que já se sabe, ou seja,
deve-se usar conhecimento prévio e intuição sobre o comportamento do sistema, quando
se escolhe a estrutura do modelo. Existem fundamentalmente três formas distintas de
representar o comportamento dinâmico do sistemas: [Sjö+95]:
• Modelos caixa-branca: Baseiam-se nos fenómenos físicos que definem o comporta-
mento do sistema;
• Modelos caixa-cinzenta: Conhece-se parte do comportamento físico do sistema,
mas existem vários parâmetros que necessitam ser determinados. Neste modelo
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consideram-se dois sub-casos:
1. Modelação física: A estrutura do modelo pode ser construída a partir de fenó-
menos físicos, subsistindo um conjunto de parâmetros a ser estimado a partir
dos dados.
2. Modelação semi-física: O conhecimento físico é usado para sugerir algumas
combinações não lineares do sinal de dados medido. Estes novos sinais são
então submetidos a uma modelação do tipo caixa-preta.
• Modelos caixa-preta: Nenhum conhecimento físico está disponível ou é utilizado na
modelação do sistema. O modelo é escolhido a partir de um conjunto de estruturas
de modelos empíricos.
Em seguida serão abordados os temas relativos à modelação de sistemas lineares e não
lineares.
4.1 Modelação linear
O modelo linear mais simples é o modelo FIR (Finite Impulse Response), sendo este
representado pela seguinte equação [Sjö+95]:




u (k) + e (k) (4.1)
onde q−1 denota o operador de atraso e e (k) o ruído. Na prática, as estruturas lineares
usadas são variantes da equação (4.1), através da alteração da forma como os pólos são
calculados ou como as características do ruído são descritas. A estrutura geral dos modelos













































































= 1 + f1q−1 + · · ·+ fn f q−n f
(4.3)
em que na, nb, nc, nd e n f representam as ordens dos respetivos polinómios. Pela aná-




corresponde aos pólos do sistema, comuns
tanto à entrada como ao ruído. Os zeros e pólos associados apenas à entrada do sistema

















são referentes aos zeros e pólos associados ao ruído.
Dependendo de quais destes cinco polinómios são utilizados, é possível obter trinta e duas
diferentes estruturas de modelos lineares [Lju99]. Na tabela 4.1 encontram-se apresentadas
cinco das estruturas mais comuns.





































OE BF y (k) =
B(q−1)
F(q−1) u (k) + e (k)
BJ BFCD y (k) =
B(q−1)
F(q−1) u (k) +
C(q−1)
D(q−1) e (k)
Sublinha-se que das cinco estruturas de modelos apresentadas na tabela 4.1, a estrutura
ARX foi a considerada no âmbito da presente dissertação. Apesar desta estrutura apresen-





antes de ser adicionado à saída, possui como aliciante o facto da propriedade do preditor
definir uma regressão linear.
4.1.1 Estimação em diferido dos parâmetros do modelo ARX
A estimação em diferido dos parâmetros do modelo ARX baseia-se no método dos míni-
mos quadráticos [Lju99], assumindo o preditor definido pela seguinte regressão linear:
ŷ (k|θ) = ϕTθ (4.4)
1ARX=Auto Regressive with eXogenous input; ARMAX=Auto Regressive Moving Average with eXoge-
nous input; ARMA=Auto Regressive Moving Average; OE=Output Error; BJ=Box Jenkins
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em que o regressor ϕ é constituído por entradas e saídas passadas, (4.5), e o vetor de
parâmetros θ definido por (4.6):
ϕ (k) = [−y (k− 1) · · · − y (k− na) u (k− 1) · · · u (k− nb)]T (4.5)
θ = [a1 a2 · · · ana b1 b2 · · · bnb ]
T (4.6)
Os pares {y (k) , u (k)}, com k = 1, · · · , N, são obtidos através de ensaios sobre o sistema
a identificar, enquanto que o vetor de parâmetros θ, é escolhido de forma a minimizar a
diferença entre a saída do modelo (preditor) e a saída do sistema.
O método dos mínimos quadráticos consiste na determinação dos parâmetros θ, de forma











(ε (k, θ))2 (4.7)
em que ZN representa os dados de entrada e saída do sistema e ε (k, θ) o erro de modelação,
ou seja,
ZN = {y (k) , u (k)} , com k = 1, · · · , N (4.8)
ε (k, θ) = y (k)− ŷ (k|θ) = y (k)− ϕT (k) θ (4.9)
O vetor de parâmetros θ é escolhido de forma a minimizar (4.7), ou seja,







onde θ̂N representa o valor de θ que minimiza VN .
4.1.2 Estimação recursiva dos parâmetros do modelo ARX
A estimação recursiva dos parâmetros do modelo ARX tem por base o método dos
mínimos quadráticos recursivos [Lju99], pois na identificação em-linha as observações
surgem sequencialmente em tempo real. Considerando um estimador θ̂ dado por:




ϕ (s) y (s) (4.11)
em que θ̂ (k) representa uma estimativa no instante k do vetor de parametrização e P (k) a
matriz de covariância. Desenvolvendo a equação (4.11) resulta:





ϕ (s) y (s) + ϕ (k) y (k)
)
⇒








obtendo-se a seguinte relação:
P−1 (k) θ̂ (k) = P−1 (k− 1) θ̂ (k− 1) + ϕ (k) y (k) (4.13)

















ϕ (s) ϕT (s)
)
+ ϕ (k) ϕT (k)





P−1 (k− 1) + ϕ (k) ϕT (k)
]−1
(4.16)
A equação (4.16) pode ser transformada com base no lema da inversão de matrizes,





considerando A = P−1 (k− 1), B = ϕ (k), C = 1 e D = ϕT (k) obtém-se,
P (k) = P (k− 1)
[
In −
ϕ (k) ϕT (k)P (k− 1)
1 + ϕT (k) P (k− 1) ϕ (k)
]
(4.18)
onde In representa a matriz identidade com as dimensões de P (k). De modo a tornar o
método dos mínimos quadráticos recursivos adaptável a pequenas mudanças no sistema,
como por exemplo desgaste de alguns componentes, é incorporado um fator de esqueci-






ϕ (k) ϕT (k)P (k− 1)
λ + ϕT (k) P (k− 1) ϕ (k)
]
(4.19)
com λ normalmente compreendido entre 0,95 e 1.
A equação (4.15) pode ser reescrita da seguinte forma:
P−1 (k− 1) = P−1 (k)− ϕ (k) ϕT (k) (4.20)
Substituindo a expressão (4.20) em (4.13) obtém-se a atualização recursiva do vetor de
parâmetros:
θ̂ (k) = θ̂ (k− 1) + P (k) ϕ (k) ε (k) (4.21)
em que ε (k) corresponde ao erro do modelação, ou seja,




= y (k)− ϕT (k) θ̂ (k− 1) (4.22)
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4.2 Modelação não linear
À semelhança da modelação linear, também na modelação não linear existem vários tipos
de estruturas de modelos. Algumas destas arquiteturas baseiam-se em modificações das
estruturas mencionadas na secção 4.1, tais como NARX, NARMA ou NOE2, entre outras.
No presente trabalho foi considerado o modelo não linear baseado na estrutura NNARX
(Neural Network Auto Regressive with eXogenous input), que é um subconjunto da
estrutura NARX [Rah+08] baseada em redes neuronais. As redes neuronais têm sido
bastante utilizadas no contexto de sistemas não lineares, especialmente em identificação
e controlo. Este facto deve-se principalmente à sua capacidade inerente de aprender
o mapeamento multidimensional não linear de entrada-saída, sem qualquer tipo de
conhecimento sobre a estrutura do sistema ou a sua dinâmica. Matematicamente o modelo
de um neurónio (ver Figura 4.2) pode ser descrito pela seguinte expressão [Kis08]:x = ∑ni=1 wiui + bN0 = f (x) (4.23)
onde x, ui(i = 1, · · · , n) e wi(i = 1, · · · , n) correspondem à soma ponderada das entradas,
entradas e pesos, respetivamente. A saída do neurónio é representado por N0 e a função















Figura 4.2: Estrutura de um neurónio.
Numa rede neuronal do tipo NNARX, a relação entrada-saída é representada por [Rah+08]:
ŷ (k) = g (ϕ (k) , W) (4.24)
em que g (·) representa o mapeamento não linear da rede neuronal, ϕ (k) o vetor de
regressão no instante k, composto por entradas e saídas passadas, W a matriz de pesos e
ŷ (k) o preditor no instante k.
2NARX=Nonlinear Auto Regressive with eXogenous input; NARMA=Nonlinear Auto Regressive Moving
Average; NOE=Nonlinear Output Error
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O esquema de blocos da estrutura NNARX encontra-se ilustrado na figura 4.3, onde o
vetor de regressão toma a seguinte forma:
ϕ (k) = [y (k− 1) · · · y (k− na) u (k− 1) · · · u (k− nb)]T (4.25)
Rede 
Neuronal






Figura 4.3: Estrutura de uma rede neuronal NNARX.
4.2.1 Estimação em diferido dos parâmetros da rede neuronal
A estimação em diferido dos parâmetros do modelo NNARX pode ser efetuada, por
exemplo através do algoritmo de retropropagação, sendo este um dos mais usados. Na
essência, este algoritmo consiste num procedimento estocástico com base no gradiente
descendente que visa minimizar o critério do erro quadrático [Liu02].
O algoritmo de retropropagação será aplicado a uma rede com M + 1 camadas represen-






















Camada interna Camada interna Camada de saída
Figura 4.4: Rede neuronal composta por M+1 camadas.
Este algoritmo [Gra07] parte da camada de saída, pois esta é a única onde a saída está
disponível. Definindo o critério do erro quadrático J (·) como:





(yk − ŷk)2 (4.26)
onde k = 1, · · · , N, com N sendo o número de neurónios da camada de saída, yk a
saída real do sistema, associada ao neurónio k, e ŷk a saída da rede neuronal (preditor),
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associada ao neurónio k. A atualização dos pesos, w, e das polaridades, b, da rede neuronal,
associados à camada m, é efetuada da seguinte forma:wkjm(l + 1) = wkjm(l) + ∆wkjm(l)bkm(l + 1) = bkm(l) + ∆bkm(l) (4.27)
em que l representa o conjunto de treino atual; m = 1, · · · , M a camada da rede; k e j
os índices associados ao neurónio e à entrada da camada m, respetivamente. Através do
método do gradiente descendente, o cálculo da variação dos pesos e das polaridades toma









onde η representa um fator de escala e o sinal (−) indica a direção descendente em direção
a um mínimo.
Como o critério do erro não é representado por um função explícita dos pesos e polaridades
associados às camadas internas, é necessário recorrer-se à regra da cadeia para o cálculo
















Pela análise da figura 4.4, retira-se que:
xm = Wmzm−1 + bm ⇒ xkm = ∑
j














e substituindo (4.31) e (4.32) em (4.29) e o resultado em (4.28) obtém-se:∆wkjm = ηΦkm · zjm−1∆bkm = ηΦkm (4.33)











4.2. MODELAÇÃO NÃO LINEAR
Através da figura 4.4 verifica-se:




= ḟ (xkm) (4.36)
onde ḟ representa a derivada da função de ativação f . A obtenção da equação (4.34) requer











em que i representa o índice do ramo que liga o neurónio k da camada m a um dos




Substituindo (4.32) e (4.38) na expressão (4.37) e substituindo o resultado em (4.34), junta-
mente com (4.36), resulta:
Φkm = ḟ (xkm) ·∑
i
Φim+1 · wikm+1 (4.39)
Finalmente, para o caso da camada de saída, com m = M e zk M = ŷk, a equação (4.37)
toma a seguinte forma:
∂J
∂ŷk
= − (yk − ŷk) (4.40)
Substituindo (4.40) em (4.34) obtém-se:




(y (k)− ŷ (k)) (4.41)
4.2.2 Estimação em-linha dos parâmetros do modelo NNARX
A estimação em-linha dos parâmetros do modelo NNARX pode ser obtida, por exemplo,
através do filtro de Kalman estendido. Este corresponde a um problema de otimização





[yk − ŷk]TVk−1 [yk − ŷk] (4.42)
em que J (Θ) representa o critério de erro quadrático, com Θ correspondente à agregação
dos pesos e polaridades da rede neuronal, k = 1, · · · , N, com N o número de neurónios
da camada de saída, yk a saída real do sistema, ŷk a saída da rede neuronal (preditor),
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associada ao neurónio k e Vk corresponde à variância V. Considere-se então o seguinte
sistema [Rib04]: Θk+1 = Θk + wkŷk = h (Θk, Uk) + vk (4.43)
onde h (Θk, Uk) corresponde à observação não linear do modelo, com Uk o vetor de en-
trada da rede neuronal, e wk e vk as variáveis aleatórias gaussianas com variâncias W(k) e
V(k). Caso o ruído apresente variância constante V, o seu efeito pode ser omitido. Quanto
à variância W, esta afeta a taxa de convergência do algoritmo e o desempenho de segui-
mento.
A metodologia referente ao filtro de Kalman encontra-se apresentada no Algoritmo 1,







matriz Jacobiana de h e I a matriz identidade.
Algorithm 1 Filtro de Kalman Estendido
Predição Temporal
Θ (k|k− 1) = Θ̂ (k− 1|k− 1)
P (k|k− 1) = P (k− 1|k− 1) + W (k− 1)
Correção
K (k) = P (k|k− 1)CT (k)
[
C (k) P (k|k− 1)CT (k) + V (k)
]−1
Θ̂ (k|k) = Θ̂ (k|k− 1) + K (k) (y (k)− ŷ (k))
P (k|k) = (I − K (k)C (k)) P (k|k− 1)
4.3 Validação de modelos
A validação de modelos [Lju99] tem como objetivo avaliar se um dado modelo representa
de forma adequada o comportamento dinâmico do sistema a identificar. Duas das técnicas
utilizadas na validação de modelos são a validação cruzada e a análise de resíduos.
4.3.1 Validação cruzada
Este método tem por base a comparação, segundo um critério V (·), do desempenho do
modelo, para um dado conjunto de dados diferente do usado na estimação dos parâmetros.
Simulando o comportamento do sistema através de um conjunto de validação e aplicando,


















1. Se o somatório dos erros quadráticos for da ordem de grandeza do obtido com base
no conjunto de estimação, então o modelo poderá ser considerado adequado;
36
4.3. VALIDAÇÃO DE MODELOS
2. Caso a situação descrita no primeiro ponto não se verifique ter-se-á que procurar
outro modelo, alterando a ordem dos polinómios ou selecionado outra estrutura.
4.3.2 Teste dos resíduos
Os resíduos entre saídas do sistema e do modelo deverão apresentar-se como ruído branco
e serem independentes da entrada para que o modelo descreva de forma adequada o
sistema.
Análise do erro de estimação






















a condição a que os resíduos deverão obedecer para que possam ser considerados uma
sucessão de variáveis aleatórias independentes é representada pela seguinte expressão:∣∣∣ ¯̂Rε(τ)∣∣∣ ≤ 1, 96√
N
, τ ≥ 1 (4.48)
tendo em conta um nível de confiança de 95%.
Independência entre resíduos e entradas passadas
Este teste avalia se existe informação contida na saída, originada pela entrada u (k− τ),
que não é reproduzida de forma correta pelo modelo. A expressão da covariância para







ε (k) ũ (k− τ) (4.49)
onde,
ũ (k) = u (k)− ū (k) (4.50)
Em relação à expressão de covariância normalizada, esta toma a seguinte forma:
¯̂Rεu(τ) ≤
R̂εu (τ)√
R̂ε (0) R̂u (0)
(4.51)
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sendo a condição prática de aceitação dada por:∣∣∣ ¯̂Rεu(τ)∣∣∣ ≤ 1, 96√
N
, τ ≥ 1 (4.52)
De sublinhar que a existência de uma correlação entre resíduos e entradas futuras, quando













Os métodos de otimização são considerados uma ferramenta de grande importância
em engenharia. O conceito de otimização é fundamental na análise de muitas decisões
complexas, onde a ideia básica subjacente se traduz na tentativa de conseguir obter a
melhor "decisão" possível para um problema. Genericamente um problema de otimização
consiste na procura de um máximo ou mínimo, ou seja, de um extremo de uma função,
denominada por função de custo, podendo esta ser sujeita a restrições [Gri+09; LY08].
Tendo em conta o tipo de função de custo, os métodos de otimização, do problema
de otimização, podem ser divididos em dois grandes grupos: os métodos lineares e os
métodos não lineares. O primeiro grupo tem por base a otimização de uma função linear
sujeita a restrições lineares. Em relação ao segundo grupo, este é utilizado sobretudo em
problemas complexos em que a função de custo apresenta características não lineares
[Gri+09].
Problema de otimização
O problema de otimização pode ser definido da seguinte forma [Gri+09]:
1. Especificação de uma estimativa da solução x0
2. Para k = 0, 1, · · ·
i. Se xk for uma solução ótima, parar.
ii. Determinação da direção de procura pk.
iii. Determinação do comprimento de passo αk.
iv. Minimização de uma função de custo f através de αk, com direção pk:
minimização
αk≥0
f (xk + αk pk)
v. Definição de xk+1 = xk + αk pk como sendo uma estimativa melhorada da
solução.
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Como se pode verificar através do problema de otimização atrás descrito, a componente
pk representa a direção de busca que "melhora"a solução num certo sentido. O escalar αk é
referente ao comprimento de passo que determina o ponto xk+1. Considerando que pk está
disponível e que toma como direção de procura uma direção descendente, o comprimento de
passo tem de cumprir a restrição αk ≥ 0, devido à direção associada a pk. O escalar αk é
calculado de forma a "diminuir suficientemente"o valor da função de custo f com direção
pk.
5.1 Ótimo local e ótimo global
O objetivo da otimização baseia-se na procura de um ponto ótimo ou extremo onde a
função de custo é máxima ou mínima, dependendo da busca. No entanto, muitas das
funções apresentam vários máximos ou mínimos locais, sendo este um dos desafios mais
complicados associados ao problema de otimização [Zon06].
 








Figura 5.1: Exemplo de uma função com vários extremos.
Admitindo que a busca está direcionada para um ponto que minimize uma determinada
função de custo, as definições formais do mínimo local e do mínimo global são dadas por
[Gri+09]:
Mínimo local
Um ponto x∗ é um ótimo local se existe ε > 0, tal que f (x∗) ≤ f (x) para todo o x ∈ <n
tal que ‖x− x∗‖ < ε.
Mínimo global
Um ponto x∗ é um ótimo global se existe f (x∗) ≤ f (x) para todo o x ∈ <n.
De referir que os métodos de busca (algoritmos) ficam muitas vezes "presos"em extremos
locais, não sendo possível encontrar o ótimo global. Esta situação encontra-se ilustrada na
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figura 5.1 que representa uma função com vários extremos (máximos e mínimos) locais.
Um dos aspetos fundamentais referentes ao problema de otimização está relacionado com




em que S representa um conjunto convexo e f uma função de custo convexa contida em S.
Considerando x∗ um ponto ótimo de (5.1), e dado que, como já foi referido, f representa
uma função convexa, pode afirmar-se que x∗ corresponde a um mínimo global [Gri+09].
5.2 Métodos de otimização
Os métodos de otimização podem ser determinísticos ou estocásticos [Sar10].
Métodos determinísticos
Caso seja possível prever todas as etapas do problema e ter conhecimento do ponto
de partida, tal situação enquadra-se nos métodos determinísticos. De entre este tipo de
métodos refiram-se os métodos do tipo gradiente, o método de Newton ou o método de
Levenberg-Marquardt, entre outros.
Métodos estocásticos
Neste tipo de métodos são realizadas várias escolhas aleatórias sorteadas no momento
da execução do código. Dado que a cada execução do código os números sorteados são
diferentes, dificilmente executará a mesma sequência de operações no decurso do processo.
Assim, partindo do mesmo ponto inicial cada execução do código seguirá o seu próprio
trajeto, e possivelmente obter-se-á uma resposta final diferente. De entre este tipo de
algoritmos refiram-se os algoritmos genéticos e os algoritmos evolutivos, entre outros.
5.2.1 Otimização sem restrições
Como nem sempre é possível minimizar funções compostas por múltiplas variáveis,
através de abordagens analíticas, recorre-se aos métodos numéricos, os quais têm por base
mecanismos com buscas direcionais [SSJ+08].
Método analítico de primeira ordem
Considera-se f uma função de valores reais composta por n variáveis,
f (x) = f (x1, x2, · · · , xn) (5.2)
41
CAPÍTULO 5. TÉCNICAS DE OTIMIZAÇÃO
O vetor das primeiras derivadas de f é designado por gradiente, ou seja, o gradiente é o
vetor das derivadas parciais de f num ponto x, e representa-se por [Gri+09]:











Um dos métodos clássicos de primeira ordem é o método de descida acentuada máxima,
expresso por:





onde o escalar αk representa o comprimento de passo. A função de custo ou mérito que
minimiza (5.4) é dada por:
gk (αk) = f
(




, α > 0 (5.5)
Este método é descrito no Algoritmo 2.
Algorithm 2 Método de descida acentuada máxima
1) Escolher um ponto inicial x0, k← 0




3) Encontrar αk tal que gk (αk) = min
α>0
gk (α)
4) Calcular xk+1 ← xk + αkdk
5) Se o critério de convergência não foi satisfeito, então k← k + 1
6) Fim.
Método analítico de segunda ordem
Um dos métodos analíticos de segunda ordem utilizados na otimização sem restrições
é o método de Newton, que apresenta uma estrutura semelhante à do método descrito
anteriormente, com a principal diferença da inclusão de uma matriz Hessiana inversa.
A matriz Hessiana é obtida a partir do gradiente, recorrendo-se à segunda derivada da
equação (5.3), ou seja:

















O método de Newton [Gri+09] considera, normalmente, um comprimento de passo fixo,
ou seja, αk = 1, sendo a expressão deste método dada por:











O algoritmo referente a este método tem a mesma configuração do correspondente ao
método de primeira ordem, com a diferença de que a direção de busca dk inclui a matriz
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))−1∇ f (xk) e o comprimento de passo
toma um valor de αk = 1.
Uma forma de garantir que a matriz Hessiana seja sempre positiva é através da modifi-
cação de Levenberg-Marquardt [Ran04], que adiciona um fator ajustável na diagonal da
matriz Hessiana, ou na sua inversa. Como o método de Newton recorre à matriz inversa












em que λ representa um fator de ajuste de escala, designado de coeficiente de regularização,
e I uma matriz identidade. Substituindo (5.8) em (5.7) resulta:













5.2.2 Otimização com restrições
Um problema de otimização com restrições consiste em minimizar uma função de custo
sujeita a restrições de igualdade e/ou desigualdade, em que tanto a função de custo como
as restrições podem ser lineares ou não lineares [SSJ+08].
Programação Quadrática Sequencial
O algoritmo de Programação Quadrática Sequencial (PQS) é um dos algoritmos preferidos
na otimização não linear com restrições [BT00]. A ideia básica deste método traduz-se na
resolução de problemas não lineares com restrições usando, para isso, uma sequência de
subproblemas de Programação Quadrática (PQ). As restrições de cada subproblema de
PQ representam linearizações de restrições do problema original, e a função de custo do
subproblema é uma aproximação quadrática da função Lagrangeana.




sujeito a c (x) ≥ 0
(5.10)
em que x ∈ <n, c ∈ <m, as funções f (x) e ci (x) têm segundas derivadas contínuas e
assume-se que o ponto ótimo (x∗, π∗) existe para (5.10), satisfazendo as condições Karush-
Kuhn-Tucker (KKT) de primeira ordem:
c (x∗) ≥ 0; π∗ ≥ 0; (c (x∗))Tπ∗ = 0; (J (x∗))Tπ∗ = ∇ f (x∗) . (5.11)
onde π representa os multiplicadores de Lagrange e J é a matriz Jacobiana formada pelos
gradientes de cada elemento de c.
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A estrutura básica da PQS envolve dois tipos de iterações, nomeadamente as principais
e as secundárias. As iterações principais geram uma sequência de iteradas (xk, πk) que
convergem para (x∗, π∗), onde, em cada iteração, se recorre a um subproblema de PQ
para obter uma direção de busca em direção a (xk+1, πk+1). A resolução do subproblema
de PQ é em sí um procedimento iterativo, onde as iterações secundárias do método de
PQS correspondem às iterações do método de PQ. Sendo o Lagrangeano do problema
(5.10) definido por [BT00]:
L (x, π) = f (x)− πTc (x) (5.12)
o subproblema de PQ pode ser formulado do seguinte modo [Zhu05]:
minimização
d
f (x) + (∇ f (xk))Td +
1
2
dT∇xx2L (xk, πk) d
sujeito a c (xk) + (∇c (xk))T.d ≥ 0
(5.13)
em que d representa a direção de busca.
Neste contexto refira-se o método de PQS sugerido por Wilson [Wil63], bem como
SNOPT [Gil+05], LSSQP [Eld92] ou filter-SQP [FL98]1, entre outros.
Método evolutivo diferencial
Recentemente têm vindo a ser aplicados Algoritmos Evolutivos (AE) na resolução de
problemas de engenharia. Os AE são conhecidos pela sua capacidade de lidar com pro-
blemas de otimização não linear complexos. A sua principal vantagem face aos outros
métodos reside no facto de os AE apenas necessitarem de valores da função de custo e
não precisarem de ter em contam propriedades como a diferenciabilidade e continuidade
[Mal+11]. Um exemplo deste tipo de algoritmos é o Algoritmo Evolutivo Diferencial
(AED), desenvolvido por Price e Storn [SP95].
O AED é um algoritmo evolutivo muito eficaz na otimização global de problemas e
é, também, considerado um dos mais eficientes e interessantes em termos das técnicas
de computação evolutiva, pois apresenta uma velocidade de convergência elevada e
tem poucos parâmetros de controlo em comparação com outros algoritmos evolutivos
[BM07; Pis+11]. Este método tem sido aplicado em vários domínios [Mal+11], tais como
em problemas de engenharia mecânica [JS99], reconhecimento de padrões [Ilo+03] e
processamento de sinais [Sto96], entre outros. Trata-se de um método simples, rápido e
robusto que tem um bom desempenho numa ampla variedade de problemas, tendo por
base uma técnica de busca estocástica, inerentemente paralela, baseada em populações. A
configuração básica do AED encontra-se ilustrada na figura 5.2.
1SNOPT=Sparse Nonlinear Optimizer; LSSQP=Large Scale Sequential Quadratic Programming; filter-
SQP=filter-Sequential Quadratic Programming
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1) Escolha do vetor alvo e do vetor base
f ( x0, g) f ( x1,g) f ( x2, g) f ( x3, g) f ( xNP−2, g) f ( xNP−1,g)
2) Escolha aleatória de dois membros da população
população
P x , g
vetor de parâmetros
xNP−1,g
valor da função objetivo
f ( xNP−1,g)
+ -xr1 , g xr2 , g
+ F 3) Calcula o vetor 
ponderado da 
diferença+ 4) Adiciona ao vetor base 
f (v0,g) f (v1,g) f (v2, g) f (v3,g) f (vNP−2, g) f (vNP−1,g)
v3, gv2, gv1, gv0, g










x0, g+1 x1, g+1 x2,g+1 x3, g+1 xNp−2, g+1 xNp−1, g+1
f ( x0 , g+1) f ( x1 , g+1) f ( x2 , g+1) f ( x3 , g+1) f (xNP−2, g+1) f (xNP−1, g+1)
x0, g+1=u0, g if ( f (u0, g))≤ f (x0, g) , else x0, g+1=x0, g
nova 
população
P x , g+1
(=vetor base)xr0 , g
Figura 5.2: Configuração básica do Algoritmo Evolutivo Diferencial.
Este algoritmo baseia-se num método paralelo de procura direta, que usa NP vetores de
parâmetros xi,g, com i = 0, 1, · · · , NP− 1, como população, com dimensão D, para cada
geração g, sendo NP o número de membros da população, que é mantido constante ao
longo do processo de minimização. A população de vetores inicial é escolhida aleatoria-
mente devendo abranger todo o espaço de parâmetros. No processo de otimização o AED
gera novos vetores de parâmetros através da adição da diferença ponderada entre dois
vetores da população a um terceiro vetor. Esta operação é denominada de mutação e os
parâmetros subjacentes deste vetor mutado são subsequentemente misturados com os
parâmetros de outro vetor pré-determinado (cruzamento), nomeadamente o vetor alvo,
por forma a obter o vetor de teste. Se o vetor de teste apresentar um valor de função de
custo mais baixo do que o vetor alvo, então o vetor de teste irá substituir o vetor alvo na
próxima geração, sendo esta operação denominada de seleção. Cada vetor da população
tem de ser usado uma vez como vetor alvo de forma a que ocorram NP competições numa
geração [SP95]. Em relação ao critério de paragem deste algoritmo, este é atingido através
de um tempo limite pré-especificado ou de um número máximo de iteradas (gerações).
Em termos de desempenho, este método é sensível aos parâmetros de controlo a ele
associados, tais como, dimensão da população (NP), taxa de cruzamento e fator de













Nesta secção encontram-se apresentados os resultados obtidos através da aplicação do
AED (Algoritmo Evolutivo Diferencial), no âmbito da otimização somente dos fatores
de escala ou dos fatores de escala juntamente com as funções de pertença do controla-
dor PID (Proporcional-Integral-Derivativo) difuso, a um sistema MIMO1 de referência
composto por três tanques, AMIRA R© DTS200. Como forma de comparação recorre-se ao
método de otimização analítico de segunda ordem considerado em [Luc12].
6.1 Descrição do sistema
O sistema MIMO de referência AMIRA R© DTS200, apresentado na figura 6.1, é composto
por três tanques cilindricos de plexiglas, com idêntica secção transversal. Os tanques T1
e T2 são alimentados diretamente com água destilada, que se encontra armazenada no
reservatório inferior, por meio de duas bombas a eles associadas. Em relação ao tanque
central T3, este encontra-se ligado aos outros dois tanques através de tubos de secção
circular, provido de válvulas de esfera, manualmente ajustáveis. Os níveis de líquido dos
três tanques são medidos por transdutores piezoresistivos na gama [−10;+10] V. A saída
principal de líquido do sistema encontra-se localizada no tanque T2, ligada ao reservatório
inferior por meio de um tubo com uma válvula de esfera. Existem três saídas complemen-
tares, uma em cada tanque, destinadas à incorporação de possíveis perturbações, sob a
forma de um caudal de fuga. Nesta secção pretende-se efetuar o controlo dos níveis de
água associados aos tanques T1 e T2, através da leitura dos respetivos sensores e atuando
nas bombas correspondentes [Gil+14].
1MIMO=Multi-Input Multi-Output
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Figura 6.1: Sistema de tanques AMIRA R© DTS200.
Em relação à ligação entre o servidor (computador) e o sistema, esta foi efetuada através
de uma placa de aquisição de dados National Instruments USB-6009 (Figura 6.2), a qual
apresenta uma ligação USB, 8 entradas analógicas de 14 bits, 2 saídas analógicas de 10 bits,
12 ligações digitais I/O e um contador de eventos de 32 bits.
Figura 6.2: National Instruments USB-6009.
6.2 Projeto do controlador PID difuso
Como mencionado na secção 3, o controlador PID difuso é composto por duas entradas,
nomeadamente o erro e e a variação do erro ∆e, e uma saída uPID (ver Figura 3.4). O
universo de discurso normalizado das variáveis ẽ, ∆ẽ e ũ encontra-se compreendido entre
[−1, 5; +1, 5] e segmentado em sete conjuntos difusos (ver Figura 6.3), designadamente
{NG, NM, NP, ZO, PP, PM, PG}. No caso da saída correspondente ao módulo PI, ∆ũ, foi
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decidido que o universo de discurso se encontraria igualmente compreendido no inter-
valo de [−1, 5; +1, 5], com uma partição do universo de discurso semelhante à definida
anteriormente. As funções de pertença associadas à saída ∆ũ encontram-se representadas
na figura 6.4. De sublinhar que as funções de pertença de ambas as componentes PD
e PI são compelidas a ser idênticas, com as larguras apresentadas na tabela 6.1, excetu-
ando a da função de pertença ZO associada à saída ∆ũPI , a qual é fixa, com largura de 0,06.
−1 −0.5 0 0.5 1
0
1 NG NM NP PP PM PGZO
~e ,Δ~e ,~u
μ
Figura 6.3: Funções de pertença de ẽ, ∆ẽ e ũ.
0
1 NG NM NP ZO PP PM PG
−1 −0.5 0 0.5 1
μ
Δ ũ
Figura 6.4: Funções de pertença de ∆ũ.
Tabela 6.1: Larguras das funções de pertença.
Termos
Linguísticos
NG NM NP ZO PP PM PG
Larguras 0,8 0,6 0,6 0,6 0,6 0,6 0,8
O tipo de mecanismo de inferência utilizado foi o do tipo Mamdani (6.1), enquanto que a
saída crespa do controlador é gerada pelo método de desfuzificação centroide.
µe/∆e (e, ∆e) = max
k
min (µAk (e) , µBk (∆e)) (6.1)
em que µAk e µBk representam os valores das funções de pertença relativos aos conjuntos
difusos A e B, respetivamente, associados à regra k.
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Em relação às regras do controlador difuso, cada um dos módulos PD e PI tem incorpo-
rado quarenta e nove regras, com o formato apresentado na secção 3.1.1 e secção 3.1.2,
respetivamente.
A ferramenta do MATLAB Fuzzy Logic Toolbox foi utilizada na implementação do controla-
dor PID difuso presente nesta dissertação.
6.3 Otimização em diferido do controlador PID
O modelo não linear do sistema de três tanques é descrito por um modelo NNARX,
composto por três camadas, nomeadamente, uma camada de entrada, uma camada interna
e uma camada de saída. Por forma a capturar a dinâmica do sistema, a rede neuronal
foi treinada em diferido utilizando o algoritmo de Levenberg-Marquardt, através da
ferramenta disponível no MATLAB Neural Network Toolbox. O preditor da rede neuronal
usado nos testes representado por:
ynet(k) = A · tanh
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6.3.1 PID difuso com sintonização dos fatores de escala
A otimização do controlador PID difuso é obtida através da resolução de um problema de
otimização não linear com restrições, sendo a função de custo definida por um índice de
desempenho quadrático, que inclui penalizações tanto nos erros de controlo como nos
incrementos das ações de controlo. O problema de otimização com restrições pode ser
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com os fatores de escala K = [Ke1, K∆e1, Ku1, K∆u1, Ke2, K∆e2, Ku2, K∆u2], sujeito à dinâmica
do sistema e às condições de restrição,
0 ≤ y(k) ≤ 1, k = 1, ..., NP
0 ≤ u(k) ≤ 5, k = 0, ..., NP − 1
Ke1, Ke2 ≥ 0
K∆e1, K∆e2 ≥ 0
Ku1, Ku2 ≥ 0
K∆u1, K∆u2 ≥ 0
(6.4)
sendo y o vetor de saída, r o sinal de referência e Np o horizonte de predição. A ação de
controlo é dada por:
u(k) = u(k− 1) + K∆u · ∆ũ(k) + Ku · ũ(k) (6.5)
Sintonização usando o AED
Dada uma população inicial de vetores de fatores de escala, o algoritmo de otimização
com restrições calcula, em cada iteração, um novo e melhorado conjunto de fatores de
escala, até que um mínimo do critério escolhido seja alcançado, dentro de um tempo limite
pré-especificado, ou até que um número máximo de iterações seja atingido.
Os resultados obtidos a partir de experiências conduzidas no sistema de três tanques
AMIRA R© DTS200, relativas à utilização do AED, encontram-se ilustrados na figura 6.5 e
figura 6.6. Os valores ótimos resultantes desta sintonização encontram-se apresentados na
tabela 6.2.
Tabela 6.2: Fatores de escala ótimos com sintonização em diferido usando o AED.
Tanque 1 Tanque 2
Fatores de
escala
Ke K∆e K∆u Ku Ke K∆e K∆u Ku
Valores
ótimos
0,1789 1,5154 2,0478 8,0000 0,8318 6,0142 0,5907 8,0000
Sintonização usando o método analítico de segunda ordem
Dado um vetor inicial de fatores de escala, o algoritmo de otimização com restrições
calcula, em cada iteração, um conjunto melhorado de fatores de escala até que um mínimo
local do índice de desempenho escolhido seja alcançado, tendo em conta um limite má-
ximo de iteradas pré-especificado.
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Figura 6.5: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala em diferido, considerando o AED.





































Figura 6.6: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala em diferido, considerando o AED.
Os resultados das simulações, obtidos através das experiências realizadas no sistemas
de três tanques, encontram-se representados na figura 6.7 e figura 6.8. Os valores ótimos
resultantes desta sintonização encontra-se apresentados na tabela 6.3.
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Figura 6.7: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com sin-
tonização dos fatores de escala em diferido, considerando o método analítico de segunda
ordem.





































Figura 6.8: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com sin-
tonização dos fatores de escala em diferido, considerando o método analítico de segunda
ordem.
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Tabela 6.3: Fatores de escala ótimos com sintonização em diferido usando o método
analítico de segunda ordem.
Tanque 1 Tanque 2
Fatores de
escala
Ke K∆e K∆u Ku Ke K∆e K∆u Ku
Valores
ótimos
2,0200 13,0963 1,6051 1,4423 0,2368 2,0858 1,0403 0,4122
6.3.2 PID difuso com sintonização dos fatores de escala e funções de
pertença em diferido
O problema de otimização com restrições foi formulado considerando uma função de
custo sob a forma de uma métrica quadrada, que inclui o vetor de erro de controlo e o
vetor do incremento da ação de controlo. O problema de otimização com restrições pode

























Os fatores de escala K e as larguras das funções de pertença L são representados por
K = [Ke1, K∆e1, Ku1, K∆u1, Ke2, K∆e2, Ku2, K∆u2] e L = [LNG, LNM, LNP, LZO, LPP, LPM, LPG],
devendo obedecer às seguintes restrições:
0 ≤ y(k) ≤ 1, k = 1, ..., NP
0 ≤ u(k) ≤ 5, k = 0, ..., NP − 1
Ke1, Ke2 ≥ 0
K∆e1, K∆e2 ≥ 0
Ku1, Ku2 ≥ 0
K∆u1, K∆u2 ≥ 0 (6.7)
0.25 ≤ µ(NG=NM) ≤ 0.5
0.25 ≤ µ(NM=NP) ≤ 0.5
0.25 ≤ µ(NP=ZO) ≤ 0.5
0.25 ≤ µ(ZO=PP) ≤ 0.5
0.25 ≤ µ(PP=PM) ≤ 0.5
0.25 ≤ µ(PM=PG) ≤ 0.5
onde (NG = NM), . . . , (PM = PG) representa a interseção entre as funções de pertença
correspondentes e a ação de controlo é dada por:
u(k) = u(k− 1) + K∆u · ∆ũ(k) + Ku · ũ(k) (6.8)
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Sintonização usando o AED
Neste caso, tanto os fatores de escala como as larguras das funções de pertença do controla-
dor PID difuso são sintonizados, através da inicialização de uma população de vetores que
inclui estimativas iniciais destes parâmetros. A cada iteração é obtido um novo conjunto
melhorado de parâmetros, até que um mínimo da função de custo seja alcançado, dentro
de um tempo limite pré-especificado, ou até que um número máximo de iteradas seja
atingido. No fim de cada iteração são atualizadas ambas as componentes difusas PD e PI.
Os resultados obtidos através desta sintonização encontram-se representados na figura 6.9
e figura 6.10. Os valores que resultaram da sintonização dos parâmetros do controlador
PID, fatores de escala e larguras das funções de pertença, encontram-se apresentados nas
tabelas 6.4 e 6.5, respetivamente.





































Figura 6.9: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em diferido, considerando o
AED.
Tabela 6.4: Fatores de escala ótimos com sintonização em diferido dos fatores de escala e
funções de pertença usando o AED.
Tanque 1 Tanque 2
Fatores de
escala
Ke K∆e K∆u Ku Ke K∆e K∆u Ku
Valores
ótimos
0,3867 2,7089 0,7307 6,4193 0,7366 4,9701 0,1018 7,3546
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Figura 6.10: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em diferido, considerando o
AED.




NG NM NP ZO PP PM PG
Larguras 0,5350 0,5350 0,6 0,4 0,6 0,5350 0,5670
As funções de pertença sintonizadas, cujas larguras se apresentam na tabela 6.5, associadas
ao controlador PID difuso, encontram-se ilustradas nas figuras 6.11 e 6.12.
NG NM NP ZO PP PM PG
0
1
−1 −0.5 0 0.5 1 ~e ,Δ~e ,~u
μ
Figura 6.11: Funções de pertença de ẽ, ∆ẽ e ũ.
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1 NG NM NP ZO PP PM PG
μ
0
−1 −0.5 0 0.5 1 Δ ũ
Figura 6.12: Funções de pertença de ∆ũ.
Sintonização usando o método analítico de segunda ordem
Nesta metodologia o vetor de parâmetros inicial incluirá, além dos fatores de escala do
controlador PID difuso, as larguras das funções de pertença. Para além disso, como a sin-
tonização das funções de pertença implica o rearranjo dos conjuntos difusos subjacentes,
estas devem ser atualizadas no fim de cada iteração.
Os resultados obtidos através desta sintonização encontram-se apresentados na figura 6.13
e figura 6.14. Os valores que resultaram da sintonização dos parâmetros do controlador
PID encontram-se apresentados nas tabelas 6.6 e 6.7, respetivamente.





































Figura 6.13: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em diferido, considerando o
método analítico de segunda ordem.
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Figura 6.14: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em diferido, considerando o
método analítico de segunda ordem.
Tabela 6.6: Fatores de escala ótimos com sintonização em diferido dos fatores de escala e
funções de pertença usando o método analítico de segunda ordem.
Tanque 1 Tanque 2
Fatores de
escala
Ke K∆e K∆u Ku Ke K∆e K∆u Ku
Valores
ótimos
0,4833 1,7878 3,0000 3,0000 0,4100 2,8266 1,2060 3,0000
Tabela 6.7: Larguras ótimas das funções de pertença com sintonização em diferido usando
o método analítico de segunda ordem.
Termos
Linguísticos
NG NM NP ZO PP PM PG
Larguras 0,5851 0,5832 0,5998 0,4 0,5998 0,5359 0,5728
O resultado da sintonização das funções de pertença, cujas larguras se encontram na tabela
6.7, associadas ao controlador PID difuso, são apresentadas nas figuras 6.15 e 6.16.
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NG NM NP ZO PP PM PG
0
1
−1 −0.5 0 0.5 1 ~e ,Δ~e ,~u
μ
Figura 6.15: Funções de pertença de ẽ, ∆ẽ e ũ.
1 NM NP ZO PP PM PG
μ
0
−1 −0.5 0 0.5 1 Δ ũ
NG
Figura 6.16: Funções de pertença de ∆ũ.
6.4 Otimização em-linha do controlador PID difuso usando o
método analítico de segunda ordem
O problema de otimização com restrições é computacionalmente exigente em termos
temporais, podendo acontecer que, quando implementado em-linha, para períodos de
amostragem suaves ou rígidos, o intervalo de amostragem definido pelo utilizador seja
excedido pela rotina de otimização. Por esta razão utiliza-se uma arquitetura baseada no
paradigma de computação distribuída, em que a implementação do controlador difuso
e o ciclo de otimização se encontram localizados em computadores diferentes, sendo a
dinâmica do sistema aproximada por um preditor linear, nomeadamente um modelo ARX,
para cada tanque. De sublinhar que este modelo é treinado em-linha usando o método
dos mínimos quadráticos recursivos apresentado na secção 4.1.1.
Em relação à arquitetura, a otimização em-linha é composta por duas rotinas de otimização,
nomeadamente, a rotina principal e a rotina de otimização. No que diz respeito à rotina
de otimização, esta é executada no computador denominado por "cliente", enquanto que
a rotina de otimização, que visa sintonizar os parâmetros do controlador PID difuso, é
executada no computador "servidor". Relativamente à comunicação entre os computadores
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cliente e servidor, foi adotada uma rede TCP/IP2 ponto-a-ponto (ver [Gil+14]).
6.4.1 PID difuso com sintonização dos fatores de escala e funções de
pertença em-linha
O índice de desempenho objeto de minimização foi escolhido como uma função quadrática,
incluindo penalizações tanto nos erros de controlo como nos incrementos das ações de

























em que (6.9) e (6.10) são referentes aos tanques T1 e T2, respetivamente. No que diz
respeito aos fatores de escala K1 e K2, e às larguras das funções de pertença L1 e L2,
estas são representadas por K1 = [Ke1, K∆e1, Ku1, K∆u1], K2 = [Ke2, K∆e2, Ku2, K∆u2] e
L1,2 = [LNG, LNM, LNP, LZO, LPP, LPM, LPG], devendo ser cumpridas as seguintes restri-
ções:
0 ≤ y(k) ≤ 1, k = 1, ..., NP
0 ≤ u(k) ≤ 5, k = 0, ..., NP − 1
Ke1, Ke2 ≥ 0
K∆e1, K∆e2 ≥ 0
Ku1, Ku2 ≥ 0
K∆u1, K∆u2 ≥ 0 (6.11)
0.25 ≤ µ(NG=NM) ≤ 0.5
0.25 ≤ µ(NM=NP) ≤ 0.5
0.25 ≤ µ(NP=ZO) ≤ 0.5
0.25 ≤ µ(ZO=PP) ≤ 0.5
0.25 ≤ µ(PP=PM) ≤ 0.5
0.25 ≤ µ(PM=PG) ≤ 0.5
onde (NG = NM), . . . , (PM = PG) representa a interseção entre as funções de pertença
correspondentes e a ação de controlo é dada por:
u(k) = u(k− 1) + K∆u · ∆ũ(k) + Ku · ũ(k) (6.12)
Como já foi referido, existem duas rotinas a funcionar separadamente, uma relativa ao
ciclo de controlo (rotina principal) e a outra subordinada ao ciclo de otimização (rotina de
otimização). Em relação à rotina principal, esta começa por gerar um endereço de Internet
2TCP/IP=Transmission Control Protocol/Internet Protocol
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socket no computador cliente, o qual é necessário para permitir o envio de pacotes para o
servidor, assim como receber pacotes do mesmo. Em seguida, os parâmetros iniciais do
controlador e do modelo são enviados para o servidor, por forma a permitir a execução
da rotina de otimização antes de entrar no ciclo de controlo. A representação da rotina
principal encontra-se ilustrada no Algoritmo 3.
Algorithm 3 Rotina principal do cliente.
Require: K, L % Fatores de escala e funções de pertença
csock⇐ novo_socket("servidor_IP",número_porta)
Inicializa fatores de escala e funções de pertença: Ke, K∆e, K∆u, Ku,
LNG, LNM, LNP, LZO, LPP, LPM, LPG




y(k)⇐ lerdaq(canal) % Ler DAQ
theta⇐ atualização_modelo() % Atualização recusriva do modelo
if (novo K e L disponível) then
[K, L]⇐ buffer_leitura.csock (bu f f er) % Novos fatores de escala e funções de pertença
imprime_escrita.csock(theta, K, L)
end if
u (k)⇐ PIDdifuso(K, L, e(k), ∆e(k), u(k− 1)) % Ação de controlo atual




No que diz respeito à rotina de otimização, esta começa de forma similar à rotina principal,
ou seja, é criado um endereço de Internet socket no servidor, o qual é usado para trocar
pacotes de dados com o cliente. O ciclo de otimização recebe os parâmetros do contro-
lador e do modelo a partir do buffer do socket, seguindo-se a execução de uma rotina de
minimização, a qual fornece os parâmetros do controlador PID difuso otimizados. Estes
parâmetros serão posteriormente enviados para o cliente. Esta rotina de minimização foi
realizada usando duas abordagens distintas, uma em que os parâmetros do controlador
PID difuso são sintonizados simultaneamente, e outra em que os parâmetros são sinto-
nizados através de uma topologia em cascata. A representação da rotina de otimização
encontra-se ilustrada no Algoritmo 4.
Sintonização dos fatores de escala e das funções de pertença em simultâneo
Esta abordagem otimiza simultaneamente os parâmetros do controlador PID difuso. Os
resultados obtidos através desta otimização encontram-se apresentados nas figuras 6.17 e
6.18.
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Algorithm 4 Rotina de otimização.
Ensure: [K, L]⇐ arg min J (K, L, theta)





(theta, K, L)⇐ buffer_leitura.ssock(bu f f er)
while iter ≤ itermax do
J ⇐ 0
for k = 1 : Np do
e (k)⇐ r (k)− y (k)
∆e (k)⇐ e (k)− e (k− 1)
u (k)⇐ PIDdifuso(K, L, e(k), ∆e(k), u(k− 1))
f i⇐ [y (k− na + 1 : k) u (k− nb + 1 : k)]
y (k + 1)⇐ g( f i, theta)




[K, L]⇐ f min (J)
Sintonização sequencial:
K⇐ f min (J), com L constante
L⇐ f min (J), com K constante
end case





A representação da evolução dos fatores de escala encontra-se apresentada nas figuras 6.19
e 6.20, enquanto que a evolução relativa às larguras das funções de pertença se encontra
representada nas figuras 6.21 e 6.22.
Sintonização dos fatores de escala e das funções de pertença considerando uma
configuração em cascata
Neste caso a sintonização dos parâmetros do controlador PID difuso é realizada sequen-
cialmente, ou seja, primeiro procede-se à otimização dos fatores de escala, mantendo as
funções de pertença fixas, e em seguida sintoniza-se as larguras das funções de pertença,
assumindo os fatores de escala inalterados com os valores anteriormente sintonizados. Os
resultados obtidos através desta otimização encontram-se apresentados nas figuras 6.23 e
6.24.
62
6.4. OTIMIZAÇÃO EM-LINHA DO CONTROLADOR PID DIFUSO USANDO O
MÉTODO ANALÍTICO DE SEGUNDA ORDEM





































Figura 6.17: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em-linha.





































Figura 6.18: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em-linha.
A representação da evolução dos fatores de escala encontra-se apresentada nas figuras 6.25
e 6.26, enquanto que a evolução relativa às larguras das funções de pertença se encontra
representada nas figuras 6.27 e 6.28.
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Figura 6.19: Evolução dos fatores de escala associados ao Tanque 1.



























Figura 6.20: Evolução dos fatores de escala associados ao Tanque 2.
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Figura 6.21: Evolução das larguras das funções de pertença associadas ao Tanque 1.










































Figura 6.22: Evolução das larguras das funções de pertença associadas ao Tanque 2.
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Figura 6.23: Tanque 1 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em-linha, considerando uma
configuração em cascata.





































Figura 6.24: Tanque 2 do sistema MIMO controlado por um controlador PID difuso com
sintonização dos fatores de escala e das funções de pertença em-linha, considerando uma
configuração em cascata.
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Figura 6.25: Evolução dos fatores de escala associados ao Tanque 1, considerando uma
configuração em cascata.



























Figura 6.26: Evolução dos fatores de escala associados ao Tanque 2, considerando uma
configuração em cascata.
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Figura 6.27: Evolução das larguras das funções de pertença associadas ao Tanque 1,
considerando uma configuração em cascata.











































Figura 6.28: Evolução das larguras das funções de pertença associadas ao Tanque 2,
considerando uma configuração em cascata.
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6.5 Análise de resultados
Para se poder fazer uma avaliação sobre os resultados obtidos com os diversos controlado-
res testados, recorrer-se-á a duas métricas que expressam o desempenho do controlador no
que se refere ao erro e em relação ao incremento da ação de controlo. As métricas referidas




















Os valores obtidos para estas métricas, para as experiências realizadas no sistema de três
tanques, encontram-se resumidas na tabela 6.8.
Tabela 6.8: Métricas de desempenho.
Implementação Abordagem RMSE RMSI
Em diferido
Fatores de escala otimizados
através do AED
0,0572 0,0112
Fatores de escala otimizados
através do método analítico
de segunda ordem
0,0751 0,0160
Fatores de escala e
funções de pertença otimizados
através do AED
0,0556 0,0104
Fatores de escala e
funções de pertença otimizados




Fatores de escala e
funções de pertença otimizados
através do método analítico
de segunda ordem
0,0839 0,0125
Fatores de escala e
funções de pertença otimizados
através do método analítico
de segunda ordem, com
configuração em cascata
0,0847 0,0120
3RMSE=Root Mean Square of Error; RMSI=Root Mean Square of control action Increment
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A partir da análise da tabela 6.8 podem ser retiradas várias conclusões, as quais se encon-
tram enumeradas em seguida:
• A otimização em diferido dos fatores de escala em conjunto com as funções de
pertença origina melhores resultados face à otimização em diferido considerando
apenas os fatores de escala;
• O AED proporciona um melhor desempenho do controlador PID difuso do que
o método analítico de segunda ordem, tanto para a abordagem em que apenas os
fatores de escala são otimizados, como para o caso em que os fatores de escala e
funções de pertença são otimizadas simultaneamente. Isto deve-se ao facto do AED
ser um método de otimização global, enquanto que o método analítico de segunda
ordem apenas assegura um mínimo local;
• Os parâmetros do controlador PID difuso otimizados através das implementações
em diferido originam um melhor desempenho relativamente às implementações
em-linha, quer seja usada uma configuração de otimização simultânea ou em cascata.
Esta situação pode estar relacionada com as restrições em termos de tempo computa-
cional, existentes na implementação em-linha, que origina soluções subótimas para











CONCLUSÕES E PERSPETIVAS FUTURAS
Neste capítulo apresentam-se as conclusões gerais referentes à presente dissertação, assim
como algumas ideias que poderão vir a ser desenvolvidas futuramente.
7.1 Conclusões gerais
Esta dissertação abordou o problema da sintonização dos parâmetros do controlador
PID difuso do tipo Mamdani, usando o AED (Algoritmo Evolutivo Diferencial). Esta
sintonização foi realizada tendo em conta um problema de otimização não linear com
restrições, onde é explicitamente considerado o desempenho em malha fechada.
Para além da habitual sintonização dos fatores de escala do controlador PID difuso, nesta
dissertação foi também estudado o problema da incorporação de mecanismos de adapta-
ção ao nível das funções de pertença.
A primeira metodologia tida em conta baseou-se na otimização em diferido dos fatores de
escala do controlador PID difuso, usando o AED. Relativamente à segunda abordagem,
esta considerou a otimização em diferido dos fatores de escala juntamente com as funções
de pertença, usando o mesmo algoritmo evolutivo. Estas duas metodologias foram tam-
bém realizadas recorrendo a um método analítico de segunda ordem. Por fim, o problema
de otimização dos fatores de escala e funções de pertença foi implementado através de
uma abordagem em-linha, usando um método analítico de segunda ordem, baseada numa
arquitetura de computação distribuída.
Os controladores PID difusos otimizados através das diversas metodologias foram testa-
dos num sistema de referência, o AMIRA R© DTS200.
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Com base nos resultados obtidos, constatou-se que os controladores PID difusos com
fatores de escala e funções de pertença otimizados em diferido apresentam um melhor
desempenho em relação à otimização em diferido considerando apenas os fatores de es-
cala. Verificou-se também que o AED gera melhores resultados do que o método analítico
de segunda ordem. Relativamente à abordagem em-linha verificou-se um desempenho
inferior ao da implementação em diferido.
Finalmente, no âmbito da dissertação foram publicados três artigos em conferências
internacionais:
• A. Sebastião, C. Lucena, L. Palma e P. Gil. "Fuzzy-PID Gains Tuning: Differential
Evolution versus Second Order Analytical Algorithms". Em: 10th Asian Control
Conference - Malaysia (2015);
• A. Sebastião, L. Palma, A. Cardoso e P. Gil. "Fuzzy-PID Controller Optimization:
A Differential Evolution Approach". Em: International Conference on Information Pro-
cessing and Control Engineering - Bauman Moscow State Technical University, Russia
(2015);
• A. Sebastião, C. Lucena, L. Palma, A. Cardoso e P. Gil. "Optimal Tuning of Scaling
Factors and Membership functions for Mamdani Type PID Fuzzy Controllers". Em:
International Conference on Control, Automation and Robotics - Singapore (2015).
e submetidos dois a revistas:
• P. Gil, A. Sebastião, C. Lucena e L. Palma. "Tuning of Mamdani-Type Fuzzy PID
Controllers Based on a Constrained Nonlinear Optimisation Approach"; Em: IEEE
Transactions on Cybernetics (2015);
• P. Gil, A. Sebastião, C. Lucena e L. Palma. "Optimal Tuning of Fuzzy-PID Controllers:
An Empirical Study". Em: IEEE Transaction on Industrial Informatics (2015).
7.2 Perspetivas futuras
No decorrer do desenvolvimento da dissertação surgiram algumas ideias que poderão vir
a ser desenvolvidas futuramente, designadamente:
• Aperfeiçoar o método de otimização global em termos de velocidade de convergên-
cia de modo a poder ser usado numa configuração em-linha;
• Comparar o AED com outros algoritmos evolucionários em termos de desempenho
e eficiência computacional;
• Adicionar uma ferramenta computacional, como por exemplo uma interface gráfica,
ao MATLAB, para apoio ao projeto de controladores.
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