Abstract: Many geometric algorithms are formulated for input objects in general position; sometimes this is for convenience and simplicity, and sometimes it is essential for the algorithm to work at all. For arbitrary inputs this requires removing degeneracies, which has usually been solved by relatively complicated and computationally demanding perturbation methods.
Introduction
problems, as well as e. g. [21, 12, 10, 18] for the investigation of other, related frameworks.
Once it is shown that a particular optimization problem is an LP-type problem and certain algorithmic primitives are implemented for it, several efficient algorithms are immediately at disposal: the Sharir-Welzl algorithm, two other randomized optimization algorithms due to Clarkson [7] (see [13, 6] for a discussion of how it fits the LP-type framework), a deterministic version of it [6] , and an algorithm for computing the minimum solution that violates at most k of the given n constraints [16] (this is the promised example of an algorithm where nondegeneracy appears crucial).
An LP-type problem is given by a finite set H of constraints and a value w(G) ∈ R for every subset G ⊆ H. Intuitively, w(G) is the minimum value of a solution that satisfies all constraints in G. As our running example, we will use the problem of computing the smallest disk containing a given planar point set. Here H is a finite point set in R 2 and w(G) is the radius of the smallest circular disk that encloses all points of G. The general definition is as follows: Definition 1.1. An LP-type problem is a pair (H, w), where H is a finite set and w : 2 H → R is a mapping satisfying the following two conditions: 1 
Monotonicity: For all F ⊆ G ⊆ H we have w(F) ≤ w(G).

Locality: For all F ⊆ G ⊆ H and all h ∈ H, if w(F) = w(G) = w(F ∪ {h}) then w(G ∪ {h}) = w(G).
For the smallest enclosing disk problem, monotonicity is obvious, while verifying locality requires the nontrivial but well known geometric result that the smallest enclosing disk is unique for every set.
The most important parameter of an LP-type problem, essentially controlling the behavior of algorithms dealing with the given problem, is the combinatorial dimension.
Definition 1.2. Let (H, w) be an LP-type problem and let G ⊆ H. A basis of G is any inclusion-minimal subset B ⊆ G with w(B) = w(G). A set B ⊆ H is called a basis in (H, w) if it is a basis of some G ⊆ H.
The combinatorial dimension of (H, w) is the maximum cardinality of a basis.
If (H, w) is a smallest enclosing disk problem, then the combinatorial dimension is at most 3 (since for every point set G in the plane there is a subset B of at most 3 points of G such that G and B have the same smallest enclosing disk). Similarly, a higher-dimensional version, the smallest enclosing ball problem of a point set in R d , has combinatorial dimension at most d + 1.
Degeneracy in LP-type problems.
What should be considered a degeneracy in the smallest enclosing disk problem? A reasonable answer is a subproblem with an "overdetermined" solution, which means a set G whose minimum enclosing disk is determined by two distinct inclusion-minimal subsets B 1 , B 2 ⊆ G. For example, B 1 and B 2 can be two different diametrical pairs determining the same disk. Nondegeneracy for an arbitrary LP-type problem can be defined in a similar way [16] . Consequently, in a nondegenerate LP-type problem, every G ⊆ H has exactly one basis. 2 For removing degeneracies, we want to break the ties w(B 1 ) = w(B 2 ) by slightly modifying the values of w, while retaining all strict inequalities among the original values: Definition 1.4. An LP-type problem (H, w ) is a refinement of an LP-type problem (H, w) on the same set of constraints if for all F, G ⊆ H with w(F) < w(G) we have w (F) < w (G).
We thus formalize "removing degeneracies" of an LP-type problem (H, w) as the question of finding a nondegenerate refinement of (H, w).
At first sight it might seem that in order to produce a nondegenerate refinement, it should suffice to impose some suitable linear order on every group of bases sharing the same value of w-perhaps one could even take an arbitrary ordering.
However, some thought reveals that things are not that simple. As was observed in [16] , sometimes we also have to create new bases, and even larger ones than those present in (H, w). Namely, consider the smallest enclosing disk problem with H = {a, b, c, d} forming the vertices of a square (Figure 1 ). The set H has two bases B 1 = {a, c} and B 2 = {b, d}, and the combinatorial dimension of the problem is 2. We will refer to this particular 2-dimensional LP-type problem as the square example and denote it by (H sq , w sq ). It is easily checked (we will do so in Section 2) that any nondegenerate refinement has dimension at least 3. Hence removing degeneracies necessarily increases the dimension by 2.
In a preliminary report [20] containing some of the results of the present paper, an LP-type problem was presented where removing degeneracy forces dimension increase by 2. Here we exhibit LP-type problems where the required increase is arbitrarily large. The example of an LP-type problem as in the theorem is obtained by an "iterated join" of the square example. We also show that an essentially equivalent example can be represented as a linear program in the usual sense (a highly degenerate linear program).
The result can also be understood as telling us that for degenerate LP-type problems, the combinatorial dimension doesn't convey a full "dimensionality" information about the problem. An alternative dimension parameter might be the smallest possible dimension of a nondegenerate refinement; however, this appears quite hard to determine.
The main open question is, can the smallest possible dimension of a nondegenerate refinement be bounded by some function of the dimension of the original degenerate LP-type problem? In particular, does every 2-dimensional LP-type problem have a nondegenerate refinement of dimension bounded by a universal constant? We suspect that it is not the case, but it seems that the methods of the present paper are not sufficient to yield such a result. The structure of 2-dimensional LP-type problems, say, appears both quite restricted and hard to describe, and at present we have no candidate for an LP-type problem where removing degeneracies might require increasing the dimension by more than a small constant factor.
Structure of nondegenerate LP-type problems
Let (H, w) be an LP-type problem. We consider the partially ordered set (poset) (2 H , ⊆), a Boolean algebra. For every x ∈ R, we define the set system P x = {G ⊆ H : w(G) = x}. The P x for all x ∈ R form a partition of 2 H . Monotonicity implies that P x has no "holes": If F ⊂ M ⊂ G and x = w(F) = w(G), then w(M) = x as well. The following lemma shows that for nondegenerate LP-type problems, each P x is actually a copy of a Boolean algebra. We call the set {F ⊆ H : B ⊆ F ⊆ C} a cube, we use the notation [B,C] for it, we call B the bottom vertex and C the top vertex of the cube [B,C], and |C \ B| is the dimension of the cube.
Proof. We choose G ∈ P x arbitrarily, we let B be the basis of G, and we set
We claim that this choice of B and C satisfies the desired conditions. First we prove that w(B) = w(C). 
, and hence f ∈ C; thus F ⊆ C. Since F was an arbitrary set in P x and we have obtained B ⊆ F ⊆ C, we conclude with
The uniqueness of B and C follows from a simple observation that every cube has a unique top and bottom vertex. To see how this lemma can be used, let us check the claim made in the introduction: every nondegenerate refinement of the square example (H sq , w sq ) has dimension at least 3. The poset P w sq (H sq ) of all subsets of H sq with the same smallest enclosing circle as that of H sq consists of all subsets of {a, b, c, d} containing {a, c} or {b, d}; see Figure 2 .
In any nondegenerate refinement, P w sq (H sq ) has to be expressed as a disjoint union of cubes, and if the dimension of the refinement were 2, all of these cubes would have to have a 2-element set as the bottom vertex. In order to cover {a, b, c, d}, we have to use a 2-dimensional cube, say [{a, c}, {a, b, c, d}]. To cover the remaining sets {b, d}, {a, b, d}, and {b, c, d} by disjoint cubes, we must use at least one of the
with a 3-element bottom vertex. Therefore a combinatorial dimension of any nondegenerate refinement of (H sq , w sq ) is at least 3.
The construction
We begin by defining a binary operation on LP-type problems. Definition 3.1. Let (H 1 , w 1 ) and (H 2 , w 2 ) be LP-type problems, and assume H 1 ∩ H 2 = / 0. We define a new LP-type problem, denoted by (H, w) = (H 1 , w 1 ) * (H 2 , w 2 ) and called the join of (H 1 , w 1 ) and (H 2 , w 2 ):
Proof. First we observe that if F ⊆ G and w(F)
, and to get equality of the sum, equality must hold in both components. Now we verify the axioms for (H, w). Monotonicity is obvious, and for locality, let
by the observation above, and locality in ( 
and we get w 1 (A 1 ) < w 1 (B 1 ) as needed. The lemma is proved.
The example. For the proof of Theorem 1.5 we define, for a natural number m, an LP-type problem L m as the m-fold join of the square example (H sq , w sq ). More formally, we choose distinct elements
and we let w i : H i → R be a "copy" of the value function w sq from the square example, defined on H i . We let
(we note that the operation of join is clearly associative). We have |H| = 4m and by the above lemma, L m is an LP-type problem of combinatorial dimension D = 2m. It is easy to check that by taking a join of m suitable nondegenerate refinements of the square example we obtain a nondegenerate refinement of (H, w) of combinatorial dimension 3m.
We want to bound from below the dimension of any nondegenerate refinement of L m . Similar to the warm-up argument for (H sq , w sq ), any nondegenerate refinement
, where each bottom vertex B j satisfies |B j | ≤ D . We will deal with this combinatorial problem in the next two sections.
The case m = 2.
The 4-dimensional LP-type problem L 2 is analyzed in [20] , and it is shown that every nondegenerate refinement has dimension at least 6. The corresponding poset P w(H) is illustrated in Figure 3 . Interestingly, this P w(H) does admit a cover by disjoint cubes with bottom vertices of cardinality at most 5; see Figure 4 . However, the covers corresponding to a nondegenerate refinement have to satisfy an additional condition, called acyclicity, and a case analysis in [20] verifies that every acyclic cover must have a bottom vertex of cardinality 6 or larger. Here we won't define acyclicity; we just remark that arbitrary covers by disjoint cubes correspond to nondegenerate violator spaces, which is a generalization of LP-type problems investigated in [11] . One can thus say that L 2 has a 5-dimensional nondegenerate refinement in the realm of violator spaces, but not in the realm of LP-type problems. On the other hand, the subsequent proof of Theorem 1.5 doesn't use acyclicity in any way and thus it applies equally well to violator spaces. 
If we let
F(m, ) = |{G ∈ P : |G| = 2m + }| , we get that the x k,d have to satisfy the following system of linear equations:
We are going to prove that with ∆ = εD , where ε is a sufficiently small positive constant, this system of equations for variables x k,d has no nonnegative real solution, provided that m is sufficiently large.
To see that an approach based on counting sets of individual cardinalities may help us to prove nonexistence of the covering of P, note that already the proof in the end of Section 2 may be rephrased in terms of counting. In the poset in Figure 2 , the vector of numbers of sets of cardinality 2, 3, and 4 is (2, 4, 1) . However, this vector cannot be obtained as a nonnegative linear combination of vectors (1, 0, 0), (1, 1, 0), and (1, 2, 1), which give numbers of sets of the respective cardinalities in cubes with the allowed cardinality of the bottom vertex.
First we evaluate F(m, ). 
Proof. First we observe, reasoning as in the proof of Lemma 3.2, that a set B ⊆ H is a basis of H in L m if and only if each B i = B ∩ H i is a basis of H i in (H i , w i ). Hence the bases of H are the sets B with
A set G ⊆ H is in P iff it contains at least one of these bases; i. e., if it contains at least one of the pairs {a i , c i }, {b i , d i } for all i.
For G ∈ P of cardinality 2m + let s r = |{i ∈ {1, 2, . . . , m} : |G ∩ H i | = r}|, r = 2, 3, 4. We have s 2 + s 3 + s 4 = m and 2s 2 + 3s 3 + 4s 4 = |G| = 2m + . Calculation shows that s 2 = m − + s 4 
Unsolvability of the linear system
We recall that for finishing the proof of Theorem 1.5, it suffices to show that for ∆ := 2εm and m sufficiently large, the linear system (4.1) has no nonnegative solution
k=d . Before starting with the formal proof, which is a sequence of somewhat frightening calculations, we say a few words about how it was found. We started by testing the solvability for concrete values of parameters via linear programming. We used the function LinearProgramming in Mathematica, which uses arbitrary precision arithmetic and computes the solution exactly; this allowed us to deal with m up to about 1000 (other LP solvers we tried failed for large instances because of insufficient accuracy). By the Farkas lemma, the unsolvability is always witnessed by a linear combination of the equations that has nonnegative coefficients on the left-hand side and negative right-hand side. By minimizing the sum of absolute values of (suitably normalized) coefficients providing such a linear combination, we found that the unsolvability was witnessed, in all examples we tried, by a linear combination of only 3 of the equations. For simplifying the analytic approach, we then tried 3 consecutive equations, and found that such combinations work as well, provided that the index of the middle equation is chosen in a suitable range. These numerical results encouraged us to try finer and finer estimates, until we finally reached the following proof.
Proof of the unsolvability of (4.1).
We set, somewhat arbitrarily, t = m/2, assuming m even (we suspect that t = τm for any fixed τ ∈ (0, 1) would work, but we haven't checked). We will show that for sufficiently large m already the system of the three consecutive equations with = t − 1, t, and t + 1 has no nonnegative solution. To this end, we find a linear combination of these three equations, with suitable coefficients α, β , γ, such that the resulting equation has all coefficients on the left-hand side nonnegative, while the right-hand side is strictly negative. We will assume that β is negative and we normalize the coefficients so that β = −1 (we need not justify this assumption since we are free to choose α, β , γ as we wish). Explicitly, to have the coefficient of the variable x d,k in the resulting equation nonnegative, we need that the following system of (∆ + 1)(2m − ∆/2 + 1) inequalities is satisfied:
To have right-hand side strictly negative, we need the following inequality:
Our basic intuition behind the proof is a "continuous" one: For m large and fixed, the left-hand side of (5.2) is something like a "weighted second derivative" of F(m,t) according to t, while on the lefthand side of (5.1) we have the same kind of the weighted second derivatives of the binomial coefficients.
So our goal is to prove that the graph of F(m,t) "bends less" than the graph of any of the binomial coefficients involved, and hence F cannot be built as a positive linear combination of the binomial coefficients.
However, this initial intuition is a quite rough one, since the choice of suitable α and γ turns out to be surprisingly subtle. Namely, we need to choose α = α 0 + α 1 /t and γ = γ 0 + γ 1 /t, where
are uniquely determined real constants and α 1 , γ 1 are constants in certain ranges. For concreteness we set α 1 = 1 and γ 1 = 1/8. We get (5.1) from the following lemma: ≥ 0. For y < x − 1 all three terms are 0, and so we may assume y ≥ x − 1. We rewrite the left-hand side to
Let us denote by f (α, γ, y, x) the expression in parentheses; we want to show that it is nonnegative. Let us choose constants α 1 < α 1 and γ 1 < γ 1 . Assuming ε in the lemma sufficiently small, we have d sufficiently small compared to x, and hence
Since f is nondecreasing in α and in γ (for the relevant y and x), it suffices to check that
and we will verify this for all sufficiently large real x and all real y. One of the properties of α 0 and γ 0 needed here is α 0 γ 0 = 1/4. Things can be simplified a little by the substitution y = x(z + 1). Then
is a polynomial in x and z. For x fixed it is a quadratic polynomial in z, and the coefficient of z 2 is γ 0 x 2 + γ 1 x > 0 (this calculation and the subsequent ones were done using Mathematica). Therefore, it has a unique minimum, which can be found by setting the first derivative (according to z) to 0. This minimum occurs at
.
the O(.) notation referring to x → ∞. Calculation shows that the coefficient of x is a positive real number (for α 1 and γ 1 sufficiently close to α 1 and γ 1 , respectively). Hence f is indeed positive for the considered values of the variables. We now proceed to establish (5.2). We set
s). First we look for the s maximizing Q(m,t, s). Let r(m,t, s)
be the ratio of two consecutive terms. As a function of s it is decreasing, and so Q(m,t, s) is maximum for the largest s with r(m,t, s) ≥ 1. We stick to our choice t = m/2. It is more convenient to use t as a parameter; let us writer(t, s) = r(2t,t, s) andQ(t, s) = Q(2t,t, s), and let us note that m −t = t. If we let σ = ( √ 10 − 3)/2 ≈ 0.0811388 be the positive root of the equation
Next, we need an estimate on the rate of decrease ofQ(t, s 0 + a) as |a| increases.
Lemma 5.2. Let c
where o(.) refers to t → ∞ and the convergence is uniform in a. 3 3 That is, there exists a function ζ : (0, ∞) → [0, ∞) with ζ (t) → 0 as t → ∞ such that
for all relevant a and t.
Proof. We will be summing over j = 1, 2, . . . , a in the proof. Let us write ξ = j/t; thus ξ = o (1) . We have, using 1
Then, using ln(1
The lemma follows.
Next, we consider the expressionD(t, s) = αQ(m,t − 1, s) − Q(m,t, s) + γQ(m,t + 1, s) with m = 2t, α = α 0 + α 1 /t, and γ = γ 0 + γ 1 /t as above. The idea is to show that for s close to s 0 we haveD(t, s) negative, while for s further from s 0 it can be positive but it is sufficiently small compared to −D(t, s 0 ). Again, the calculation has to be done rather precisely in order to work. Proof. Similar to the proof of Lemma 5.1 we rewritẽ
with g(α, γ,t, s) = α(t − 2s + 1)(t − 2s) − 2(t − 2s + 1)(t + s + 1) + 4γ(t + s)(t + s + 1). With the constant σ as above, g(α 0 + α 1 /t, γ 0 + γ 1 /t,t, σt) becomes a polynomial in t, which is a priori quadratic, but the constants α 0 and γ 0 are chosen so that the coefficient at t 2 , which equals 14 − g(α, γ,t, s) is indeed negative and of order t for s sufficiently near to σt).
More quantitatively, expanding and simplifying gives
with
Therefore, using a = o(t), we arrive at
as required.
We are ready to prove (5.2). For our choice of α, γ, and t we have
For concreteness let us set a 0 = t 3/5 . We will show that
for a constant δ > 0. Now for a > a 0 we have
We have Q(t − 1, s 0 + a) ≤Q(t − 1, s 0 + a 0 ), which is smaller thanQ(t − 1, s 0 ) by a factor exponential in t (see Lemma 5.2) . A similar argument applies for t and t + 1 and for a < −a 0 and thus the sum over |a| > a 0 is negligible. The corresponding LP-type problem (H sq ,ŵ sq ) has the set H sq = {a, b, c, d} of four constraints corresponding to the four inequalities of the linear program. The valueŵ sq (G) of any subset G ⊆ H sq is the minimum of the linear program where the constraints of H sq \ G have been deleted (we stress that the implicit nonnegativity constraints x, y, z ≥ 0 are always present, even for G = / 0). In this way,ŵ sq (G) is well defined for every G.
The linear program is illustrated in Figure 5 . For better visualization, the picture shows the unit cube [0, 1] 3 , and intersections of the bounding planes of the constraints with the facets x = 0 and x = 1 of the cube. The minimum of the linear programs containing both the constraints a and c or both the constraints b and d is attained at the point x abcd = (0, 1/2, 1/2); thus,ŵ sq (H sq ) = 1/2. It can be checked that for every subset G of constraints containing neither {a, c} nor {b, d}, the minimum is attained at a point with z = 0, and thus withŵ sq < 1/2 (the picture shows the minima for all G of cardinality 2). Thuŝ L is a 2-dimensional LP-type problem with the poset Pŵ sq (H sq ) isomorphic to P w sq (H sq ) for the square example. We could have presented the example for Theorem 1.5 in this form, but we find the abstract construction of join more transparent.
