Abstract-We propose a sign-based online learning (SOL) algorithm for a neuromorphic hardware framework called Trainable Analogue Block (TAB). The TAB framework utilises the principles of neural population coding, implying that it encodes the input stimulus using a large pool of nonlinear neurons. The SOL algorithm is a simple weight update rule that employs the sign of the hidden layer activation and the sign of the output error, which is the difference between the target output and the predicted output. The SOL algorithm is easily implementable in hardware, and can be used in any artificial neural network framework that learns weights by minimising a convex cost function. We show that the TAB framework can be trained for various regression tasks using the SOL algorithm.
I. INTRODUCTION
Neural networks, both in natural and artificial systems, are characterised by their ability to learn functionally relevant patterns in noisy, dynamic and ambiguous data. With significant recent advances in the field, Artificial Neural Networks now regularly outperform traditional approaches in many machine learning tasks [1] [2] . A neural network adapts itself to its environment via learning, which serves to obtain a better representation of the statistics of its environment. Neural networks typically learn by adjusting their connection weights in response to the input data, according to some learning rule. There are two different learning paradigms -supervised and unsupervised. In supervised learning, a supervisory signal is used to train the network. Here, input-output pairs of data are provided as training examples and the neural network adjusts its connection weights such that the difference between its actual output and the corresponding target output is minimised [3] . In unsupervised learning, only the input data is provided to the neural network. The network identifies correlations and patterns in the input, and accordingly adjusts its response with respect to the inputs. Supervised learning is further categorised into batch learning and online learning. While in batch learning the entire training dataset is provided to the network at once, only a single training example at a time is supplied to the network in online learning. Online learning algorithms find applications in real-time applications, where the complete training dataset is unavailable. They are also useful in cases where batch learning becomes problematic due to large datasets that require vast working memory and computational power [4] .Arguably the most important feature of neural networks is their inherent parallel operation. This inherent parallelism can be exploited by direct implementation in custom parallel hardware. Such parallel hardware enables high speed real-time performance that is difficult to achieve using standard computers, which utilise sequential processors. Unfortunately, most learning algorithms developed for neural networks are designed, tested and benchmarked in software on sequential processors and optimized either for performance or biological plausibility and not in terms of their suitability for implementation in custom hardware [5] [6] [7] . This gap in the design space serves as the motivation for an integrated algorithm-hardware design paradigm, which takes full advantage of the hardware characteristic to implement more efficient, better performing hardware-based neural network systems. In this context, we propose an online learning algorithm called the sign-based online learning (SOL) algorithm, which is optimised for hardware implementation. We have derived the SOL algorithm from the OPIUM algorithm proposed in our previous work [8] . Incorporating online learning algorithms for real-time applications impose speed and memory constraints that can only be met by implementing simple learning architectures on silicon. The SOL algorithm is a very simple and hardware-friendly algorithm, which can be easily implemented using standard digital logic cells.
We have tested the performance of the SOL algorithm in a Trainable Analogue Block (TAB) framework, which we have developed in our previous work [9] . The TAB is based on neural population coding. In population coding, information is encoded in the nervous system by the collective, yet distributed action of a population of neurons. For a set of input stimuli, every neuron in the population exhibits a distribution of responses. The firing rates of individual neurons vary nonlinearly according to the input. Linearly combining the responses of many neurons may permit decoding of the input value [10] . The TAB framework similarly encodes the input stimulus using a large pool of nonlinear neurons, and decodes the desired function by linearly combining responses of neurons. This paper is organised as follows: section II describes the TAB framework. We present the OPIUM learning algorithm in section III, the derivation of the SOL algorithm from OPIUM in section IV, and hardware implementation of the SOL algorithm in section V. Simulation learning results of the TAB framework implemented in Python and transistor circuits are presented in section VI, and conclusions in section VII.
II. TAB FRAMEWORK
The hardware framework for the TAB has been described in detail along with circuit descriptions in our previous work Fig. 1 . Architecture of the TAB framework. Three layers of neurons are connected in a feed-forward structure. The connections from the input layer neurons/nodes to the non-linear hidden neurons are via random weights and controllable systematic offsets, O1 to OM. The hidden layer neurons are connected linearly to the output layer neurons via trainable weights. The output neurons compute a linearly weighted sum of the hidden layer values. Adapted from [9] . [9] . In this paper, we implement an online learning rule optimised for electronic implementation to perform generic function regression and classification tasks in the TAB hardware.
A TAB consists of a feed-forward structure of three layers of neurons -input, hidden, and output ( Fig. 1 ). An input is projected randomly to a nonlinear layer of hidden neurons of a much higher dimensionality via random connection weights.
In biological neurons, the quality of population coding is influenced by the heterogeneity of neuronal responses and the shape of the tuning curves of individual neurons. This combination of heterogeneity and non-linearity is a central feature of all neuronal systems [11] [12] . The same holds for the TAB, where we have emulated a heterogeneous population of neurons by exploiting randomness (fixed-pattern transistor mismatch) and variability arising due to the fabrication process. However, there is a risk in relying solely on the fabrication process for generating sufficient heterogeneity, as the extent of mismatch in a particular technology cannot be ascertained until after manufacturing. Hence, we have introduced a fixed and distinct systematic offset (Fig. 1) , o i , for each hidden layer neuron of the TAB, which ensures that all the neuronal tuning curves are distinct and independent.
Each hidden neuron in the TAB has a distinct tuning curve and encodes the input stimuli according to its tuning curve. Various neuronal tuning curves have been identified in the nervous system, such as the cosine tuning curve of motor cortical neurons [13] , the Gaussian tuning curves of cortical V1 neurons, and the sigmoidal tuning curve of stereo V1 neurons. Here, the hidden neurons of the TAB use a hyperbolic tangent (tanh) tuning curve to perform a nonlinear operation of its input. The tanh curve is similar to the sigmoidal tuning curve and can be easily implemented with a few transistors.
A linear relationship between the hidden and the output layers via output weights is used in the TAB. These can be learnt using the SOL algorithm to approximate a desired function as a regression solution, or perform a classification task for the input-output relationship.
III. OPIUM LEARNING ALGORITHM
In previous work, we have presented an incremental method called Online Pseudo Inverse Update Method (OPIUM), to calculate the pseudoinverse solution of the weight optimisation problem in an online fashion [8] . The solution to the network weights is calculated in a manner similar to the batch method of singular value decomposition (SVD) method [14] often used to calculate the pseudoinverse. The basic idea behind the SVD algorithm is that it takes a high dimensional, highly variable set of data points and reduces it to a lower dimensional space that exposes the substructure of the original data more clearly and orders it from most variation to the least. The SVD of an m×n matrix, M, is the collection of 3 matrices (U,Σ,V) where U is an m×m matrix, Σ is an m×n diagonal matrix, and V* is the conjugate transpose of an n×n matrix, such that M = UΣ(V*). However, compared to the SVD method, the OPIUM algorithm is useful for real-time online computation of the pseudoinverse solution as it converges with a single forward iteration per input data sample. Additionally, while the memory requirement for the SVD algorithm is proportional to the product of the size of the hidden layer and the size of the training data set, the memory requirement for the OPIUM algorithm is proportional to the square of the size of the hidden layer. As the size of the dataset typically exceeds the size of the hidden layer, the OPIUM method requires significantly less memory than the SVD method, and is thus superior.
Algorithm: Let us consider a three layer feed-forward neural network, having L number of hidden neurons, as shown in Fig. 1 . Let g(.,.,.) be a real-valued function so that g(w i
) is the output of the i th hidden neuron with random bias b i
(1) ϵ ℝ corresponding to the input vector x ϵ ℝ m and the randomly determined weight vector w i
,… w im
), where w is (1) is the randomly determined weight of the connection between the i th hidden neuron and s th neuron of the input layer. Systematic offset o i
(1) ϵ ℝ is added to ensure that each neuron exhibits a distinct tuning curve. The output function of the network f(.) is given by:
where, w i (2) = (w 1i (2) ,… w ki (2) ) ϵ ℝ k is the weight vector where w ji (2) ϵ ℝ is the weight connecting the i th hidden neuron with the j th neuron of the output layer. For the n th training pattern, the i th hidden neuron activation would be:
where, g: ℝ  ℝ is the activation function.
h n ϵ ℝ 1xL and the output weights between L hidden neurons and K output layer nodes [8] , w n (2) ϵ ℝ LxK can be updated as:
where, ϕ n ϵ ℝ 1xL is given by:
θ n ϵ ℝ LxL is the pseudoinverse of the autocorrelation matrix of the hidden layer activation.
In the following section, we derive the SOL algorithm from the OPIUM algorithm, by introducing some simplifications to make it hardware friendly. IV.
SIGN-BASED ONLINE LEARNING (SOL) ALGORITHM
In the TAB, the input is randomly projected to higher dimensions using random weights, random biases and controllable systematic offsets, and then nonlinearly transformed using the hidden neuron activation function. Random bias vector and the random input weight vectors both arise due to random mismatch of the transistors [9] . All these operations ensure that the tuning curves of the hidden neurons across all input patterns are not correlated to each other and that the output range of all the hidden neurons are very similar. This leads us to propose a simplification of the OPIUM algorithm, in which we can simply assume that the autocorrelation matrix θ n + = I/c, where I is the identity matrix. This makes the algorithm provide an inexact, but useful solution to the pseudoinverse and means that we never need to calculate θ n . The algorithm then simplifies to:
and,
where, ŷ n = w n-1
h n is the estimated output based on the last calculated output weight w n-1 (2) and the n th training pair input.
In (6), h T n h n is the inner product of the vector h n , thus the denominator turns out to be a scalar quantity. For each new input pattern, the denominator changes due to h n and it acts as a variable gain and normalising factor, so we can write (6) as:
A further simplification for the hardware implementations uses a constant gain:
Substituting for the output error e n = (y n -ŷ n ), (8) reduces to:
w n (2) ϵ ℝ LxK corresponds to the output weights between L hidden neurons and K output layer nodes. In the case of a single output layer node, w n (2) ϵ ℝ L and e n ϵ ℝ would be scalar.
The normalising factor N var is a variable and would have to be calculated for each connection. The normalising factor influences the convergence time of the output error. We have investigated this option, as it provides in theory the best result in terms of the desired input-output mapping. However, it is likely to lead to a circuit per output weight that is too large to be practical, particularly as an accurate ADC (Analog to Digital Converter) is needed for each weight update. In order to save the Integrated Circuit (IC) area, we have chosen a constant normalising factor, which can be defined as a parameter. Also, we have included a provision to change the normalising factor dynamically to speed up the learning time, as shown in Fig 6. Even with these simplifications, (11) requires multiplications of two variables (e n, h n ) for each weight connection, which would still need a large circuit per connection. Instead, we simplify the weight update rule even further, by simply incrementing or decrementing the weight by a small amount depending on the product of the sign of the error e n , and the sign of the hidden layer activation h n . This yields the SOL rule:
This only needs a single bit multiplication and can be implemented with an XOR gate. Coincidentally, a similar learning rule has been used in the adaptive equalisation of digital communication systems [15] . This training procedure can be easily automated by presenting the input stimuli from a computer, which also measures the sign of the error between the circuit output and the desired output. This error sign can then be communicated to the TAB using a single digital input pin and used along with internally determined signs of the hidden layer activations to update the weights.
The SOL algorithm works best if the computer presents training examples in random order. This introduces stochasticity in the learning process, which allows convergence to a smaller error as compared to an ordered presentation of the training patterns (see Section VI-A). In the following section, we discuss the hardware implementation of the SOL algorithm.
V. HARDWARE IMPLEMENTATION OF THE LEARNING ALGORITHM
In the TAB framework, the main computation is carried out using analogue circuits (Section VI-B). The learning algorithm is implemented via a Digital Learning Block (DLB) developed using digital standard cells. The DLB generates the binary output weights to control the output weight. The DLB also calculates and updates the magnitude and polarity of the weight for each new training pattern using the SOL algorithm. There is a DLB block for each connection between a hidden neuron and an output neuron. For each input stimulus, the DLB of each neuron block updates its 13-bit counters, which then act as the weights and the normalising factor in (12) . The normalising factor N is calculated as 2 n , where n is the number of bits used for the counter. In our current version of TAB, n is 13. The DLB generates the sign of the weight (signW) when the counter underflows.
In the SOL method, a negative sign is represented by '1', and a positive sign by '0'. This product can be easily implemented with a standard logical XOR gate. The digital weights can then be stored in a counter that counts up or down one unit depending on the product of the signs. This counter effectively stores the magnitude of the weight (magW). The signW is stored separately. To control the magnitude of the increment/decrement, a 3-bit register (add_no) is used, which can take any value from 0 to 7. It allows us to achieve a tradeoff between resolution and the learning rate. A high value of add_no will result in fast learning but with low resolution weights, while a small value of add_no will give a higher resolution in representing the output function but will increase the learning time. A useful option is to decrease the value of add_no during training, which will reduce the training time while maintaining a better final resolution.
The pseudocode for the SOL algorithm is below. In (a) , the learned function (dashed curve) approximates the correct output value (red curve) for the test input and the error (green curve) is close to 0. In (b), the error converges to a minimum over the learning process.
VI. RESULTS
Here, we present the simulated learning results of the TAB framework using Python and circuit simulations.
A. Numerical (Python) simulations
We configured the TAB framework for a single input and a single output (SISO) with a hidden layer of 100 neurons, and implemented the SOL algorithm. We modelled the input of the TAB as a voltage variable and the output as a current variable in the range of nanoamperes. The TAB architecture was trained for various functions (Y = f(X)), ranging from simple functions such as cube and sine, to complex functions such as sinc (Fig.  2, I-IV) . For the simulations, the input range was normalised between [-1, 1] V, and was quantised using 200 points. During training, we presented the (X, Y) training pairs in random order and repeated this for a defined number of epochs. For example, 10 epochs would mean presenting 10x200 = 2000 iterations. Upon the completion of training, we presented only the input to the system and observed the learned output. We verified the learning performance by calculating the error as the difference between the target output and the predicted output. Fig. 2 shows the learned output of the TAB in the testing phase for various regression tasks, as well as the target output and the Fig. 5 . Plot of the number of epochs versus the number of hidden neurons for the sinc function. Red dot represents the minimum number of hidden neurons required to achieve an error threshold of 3%. error. Additionally, we show the convergence of the error in the training phase, which depends on the complexity of the function. Intuitively, more the changes in the sign of the derivative of the function (more wiggles), more is the time it takes to minimise the error. Convergence of the error (Fig. 2 , Ib-IVb) was analysed by keeping track of the number of training examples needed to reach a pre-determined level of accuracy.
1) Error vs number of bits in the output weight:
The RMS error as a function of the number of bits used for the output weights, for y = sinc(6πx) for a network with 100 hidden nodes is shown in Fig. 3 . Again, these are the results of 10 simulations with different random weights from the input to the hidden nodes. Clearly, the higher the resolution in the output weights, the closer the digital weights can approach the weights found by the SVD offline method (which are real-valued numbers) and the better the function can be implemented. From about 8-bits onwards, the variance is negligibly small, and the RMS error becomes almost totally independent of the random weights. Increasing the number of bits per weight is a matter of diminishing returns, and 11-bits seem sufficient, even to learn this difficult function
2) Stochasticity of training results in better performance:
Stochasticity in the SOL algorithm arises from the random presentation of training data to the TAB. We compared the performance of the learning algorithm for drawing training samples in an ordered manner versus in a random manner (fixed seed) for a fixed number of training iterations. We trained the TAB to learn the sinc function (with Root Mean Square = 28.6) for different numbers of hidden neurons, and compared the percentage RMS (Root Mean Square) error with the target RMS for both the cases. As shown in Fig. 4 , random shuffling of the training pairs results in a better learning performance as compared to no shuffling. The difference in percentage error becomes significantly pronounced when the number of hidden neurons is high (>60).
3) Error convergence time depends upon the number of hidden neurons and epochs:
We have observed in our simulations that the number of epochs required to converge to a given error threshold is inversly proportional to the number of hidden neurons in the circuit. In addition, the TAB requires a minimum number of hidden neurons to encode the input stimulus in order to be able to converge to a given error threshold. Similarly, there is a minimum number of epochs required for error convergence, and this is not affected by increasing the number of hidden neurons. Fig. 5 shows the number of iterations versus the number of hidden neurons for the sinc function. We have used an error threshold of 3% (RMS for sinc function = 28.6), and measured the total number of epochs required to reach this threshold with the given number of hidden neurons. In Fig. 5 , the red dot shows the minimum number of hidden neurons required as 26, below which we cannot achieve accuracy within the given threshold.
4) Variable step size:
The SOL algorithm provides an additional option to change the step size in the learning rule, which helps to converge to the minimum error at a much faster rate. We have compared the learning performance with a constant step size versus a variable step size for the sinc function in Fig. 6 . We can change the value of add_no during Fig. 6 . Error evolution for the sinc function using a fixed update rate and a variable update rate using the SOL algorithm in a TAB. The add_no variable (as explained in section V) for the variable rate was changed from 3 to 0 at iteration 2000.
the training (pseudocode, Section V), which will reduce the training time significantly. In Fig. 6 , the add_no for the variable step size was changed from 3 (up to iteration 2000) to 0 (from iteration 2000 till last). This resulted in the error converging much faster than using a fixed step size (w.r.t. add_no = 0), while achieving the same accuracy.
Overall, the simulation results of the training suggest that the system can be successfully trained to perform various regression tasks. Also, we have identified key features for optimal performance of the SOL algorithm in a TAB.
B. Circuit Simulations
After obtaining encouraging results from the Python simulations, we implemented the TAB framework (Fig. 1 ) using transistor circuits. We implemented the hidden neuron tanh model using a differential pair circuit, and the output weight logic using a splitter circuit (Fig. 7A, B) . The splitter circuit is used along with the digital logic block (DLB) to implement the SOL algorithm in the TAB system. A detailed description of the hidden neuron and splitter circuits is given in our previous work [9] . The DLB block is explained in detail in section V. For each training pattern, the DLB block corresponding to each hidden neuron generates a 13-bit binary number. Each bit of this binary number is used as a binary switch, which controls the current in each splitter branch. We have used 65nm transistor models for transistor level circuit simulations. The circuit simulation is extremely slow, which limits us from simulating a large number of hidden neurons for a longer duration. In the simulation, there are a total of only 20 hidden neurons and each neuron exhibits a different systematic offset V ref , which results in a different nonlinear tuning curve for each neuron and is thus useful for learning. The SOL method uses the sign of the hidden neuron, which is shown in Fig. 7A as the signH port. For each training pattern presented to the system at a time, a predicted output is computed. Based on the target and the predicted output, the sign of the error signal feeds back to the DLB block corresponding to each hidden neuron. Based on the sign of the error (signE) and the sign of each hidden neuron (signH), the output weight corresponding to each hidden neurons gets updated for each training pattern. We have trained the TAB network in a single input and a single output configuration with 20 hidden neurons to learn the cube function. The TAB is trained only for a few iterations due to the extremely long simulation time (it takes 10 hours to run a simulation of 10 ms) and the fact that the memory requirement grows linearly with simulation time. During the final 0.4 ms, training was turned off and only the input was presented to the circuit to test how well the function was learned. Much of the 'noise' in the first 10 ms (Fig. 7C) is thus the result of changes in the output weights during training. This circuit simulation shows that the TAB can be successfully implemented using transistor circuits and trained for various learning tasks, but it is likely that more than 20 hidden neurons will be needed to learn this function, and more than 25 epochs to fully train the circuit.
VII. CONCLUSIONS
We have derived and developed a sign-based online learning (SOL) algorithm based on the OPIUM algorithm. In the OPIUM algorithm, the pseudoinverse solution of the weight optimisation problem is computed recursively by presenting new training data each time. We have analysed and trained a TAB for various regression tasks and observed the evolution of error. Our analysis demonstrates satisfactory learning performance using the SOL algorithm with a very simple hardware implementation. We have also analysed the relation between the number of hidden nodes and the convergence of error. We have also implemented a TAB in a single input and single output configuration using transistors, and show that it learns successfully using the SOL method. Our proposed SOL algorithm minimises the cost function based on the least square solution and may find applications in adaptive hardware neural architectures. . A. Hidden neuron implements tanh nonlinearity. Each hidden layer node (red box) in the TAB framework is represented by this circuit. B. Splitter circuit, which is used along with a digital logic block to implement the SOL algorithm. Each weight block (green box) of the TAB framework consists of the splitter circuit and a digital logic block (not shown). C. Simulation results. x-axis shows the learning time in ms (millisecond) and y-axis shows the output current in µA (microampere). Training was turned off at 10 ms to test learning in the last 0.4 ms. Noise in the first 10 ms is a result of changes in the output weights during training.
