Abstract. For the selfdecomposable distributions (random variables) we identified background driving probability distributions in their random integral representations. For log-gamma and their background driving random variables series representations are found.
The Lévy class L of selfdecomposable random variables (or selfdecomposable distributions functions or selfdecomposable probability measures or selfdecomposable characteristic functions) is a natural extention of the central limit problem for independent summands. It is very large class and includes among others: stable, gamma , log-gamma, log-normal, χ 2 , Student-t, log |t|, Snedecor F, hyperbolic variables and many others probability measures; cf. Jurek (1993) .
The class L has the following two equivalent characterizations. Namely, selfdecomposable random variables X admit:
(a) a random integral representation
with respect to some (uniquely determined) Lévy process Y (t), t ≥ 0; and (b) a decomposition property ∀(0 < c < 1) ∃ (X c ⊥X)
where ⊥ means independence and to X c one refers as an innovation, in context of autoregression sequences. For the above equivalence cf. JurekVervaat (1983) or Jurek-Mason (1993) , Chapter 3. Cf. also Appendix below.
Terminology. To the process (Y (t), t ≥ 0) in (1) we refer to as the background driving Lévy process (in short: BDLP) of X; to Y (1) we refer to as the background driving variable (in short: BDRV) of X and to the probability distribution function G X (a) := P (Y (1) ≤ a), a ∈ R, as the background driving distribution function of a selfdecomposable X given in (1); (in short: BDDF of X). Finally, the characteristic function ψ of the random variable Y (1) is called the background driving characteristic function of the characteristic function φ of X; (in short: ψ is BDCF of φ.)
In this paper we provide tools , the formulas (3) and (4) below (Proposition 1 and Corollary 1) that allow identification BDDFs of selfdecomposable variables. These formulas are illustrated by some explicit examples; ( cf. Lemma 1 and Section III) Finally, log-gamma variables , their background characteristic functions and the innovation variables are described as infinite series of some exponential variables (Propositions 2, 3 and 4) . These potentially may help simulationsmthose variables ; cf. discussions in Hosseini (2018) and some references therein.
I. THE RESULTS.
I. 1. Background driving distribution functions (BDDF).
Proposition 1. Let a selfdecomposable X has the integral representation (1) and φ(t) := E[e itX ] be its characteristic function. Then φ is differentiable (t = 0) and for a ∈ R the function
is the BDDF of X.
[Above C G X denotes the continuity points of the function G X and ℑz stands for imaginary part of z.]
In case of a symmetric selfdecomposable variables we get the following:
Suppose that a selfdecomposable random variable X is a symmetric random variable. Then its BDDF is given by
As an application of Proposition 1 we compute BDDF for gamma γ α,λ distribution, that is, the distrubution with the probability density of the from
where the last equality follows from the random integral representation of gamma distribution (see (9) below); cf. for instance Jurek (1996) , Corollary 1 and Remark 1.
.. are independent, N α is Poisson variable with a parameter α and E k (λ) are exponential identically distributed with parameter λ. Moreover, the BDDF for the selfdecomposable X = γ α,λ is given as follows:
where I 1 (x) is the Bessel function; cf. Appendix below.
More examples illustrating Proposition 1 are in Section III, below.
Remark 1. Taking parameters λ = 1/2 and α = n/2 in the gamma distribution we obtain the χ 2 -distribution with n degrees of freedom. Consequently, Lemma 1 is applicable for χ 2 -distributions.
I. 2. Series representations for log-gamma variables. From Shanbhag, Pestana, Sreehari (1977) we know that log γ α,λ random variables are selfdecomposable. Thus they have the random integral representation (1). However, they also admit the following random series representation that might be useful for simulation purposes. Proposition 2. Let C be the Euler constant and γ 1,α+n , n = 0, 1, 2, ... be a sequence of independent exponential random variables with scale parameters α + n. Then series
converges almost surely ( in probability, in distribution, in L 2 ). Moreover,
. (Γ denotes the Euler Function).
From above series representation we conclude Corollary 2. For log-gamma variables we have
(Ψ (0) and Ψ (1) denote the digamma and its first derivative function, respectively; cf. Appendix (γ).
Our next aim is to find BDCF ψ log γ α,λ (t) (do not confuse with digamma function Ψ(z) recalled in the Appedix) for the selfdecomposable characteristic function φ log γ α,λ (t).
Proposition 3.
Background driving characteristic function (BDCF) for logγ α,λ variable is as follows
where
Since log γ α,λ is selfdecomposable it has background driving distribution function (BDDF) G log γ α,λ for which we have: Corollary 3. Let G log γ α,λ be the BDDF of the characteristic function φ log γ α,λ . Then its expected value and the variance are as follows:
Finally, here is a series representation for the innovation variable X c from (2) for the log-gamma variable: 
converges almost surely (in probability, in distribution). Moreover,
II. PROOFS.
Proof of Proposition 1. All selfdeomposable random variables X admit the random integral representation (1); cf. Jurek-Vervaat (1983), Theorem 3.2 or Jurek-Mason(1993), Theorem 3.6.6 and 3.6.8. If φ and ψ are characteristic functions of X and Y (1), respectively then 
which with (9) completes the argument for the proof of Proposition 1.
Proof of Lemma 1.
From (5), φ γ(α,λ) (t) = (1 − it/λ) −α and therefore from (9) we find that their BDCF are given as follows
They correspond to compound Poisson distributions. Explicitly , if E k (λ), k = 1, 2, .. are i.i.d (exponentially distributed with scale parameter λ) and independent of N α , Poisson variable with parameter α, then for
that is, Y (1), has compound Poisson distribution and it is BDRV for the selfdecomposable γ α,λ random variable. ( If N α = 0 then the sum in (11) is zero.) Which completes proof of first equality in (6) . For the second equality in (6) we use Proposition 1. Namely, for a>0,
For the third equality in (6) we use : the additive property of gamma function with respect to the shape parameter (α) and the identity
(cf. Gradshteyn-Rhyzik(1994), 8.445 or Appendix below), as follows
and changing variable we conclude the proof of Lemma 1.
Proof of Proposition 2.
Firstly, recall that series of centered independent gamma variables ∞ n=1 (γ 1,α+n − 1/(α + n)) converges in all above mentioned modes, because inf n (n+α) = α+1 > 0 and n (n+α) −2 < ∞ ; cf. Jurek (2000) , Proposition 1 and Corollary 2.
Secondly, we have two converging numerical series
log Γ(z) is the digamma function and Ψ (1) (z) is its first derivative .
Finally, since γ 1,α+n − 1/n = γ 1,α+n − E[γ 1,α+n ] + α/(n(α + n) we conclude that the infinite random series in (7) converges in all the modes.
Since, in particular, series (7) converges weakly its characteristic function is given as an infinite product :
The last two equality are from Jurek (1997) Remark 2. (a) For α > 0 and t ∈ R we have
, t ∈ R.
For part (a) : first equality concides with GR 8.326(2) and with Erdelyi (1953),p. 5, formula (3). The second one is from Shanbhag, Pestana and Sreehari (1977), Lemma 2; note that their constant c α = Ψ(α) via (15) . Part (b) is from last line in (15) .
Proof of Corollary 2.
Using the representation (7) and formulas (14) we have
which gives the first identity. For the second one, using independence of the summands in (7) and identity
, which completes the first fromula for the variance. Second one follows from (16) viewed as Kolmogorow representation of infiniteley divisible variables with finite second moments. This completes the proof of the corollary.
Proof of Proposition 3.
From (7) and first line in (5) we have
From second line in (5), for β > 0, we have identity
Applying that identity for β := α + n, n = 0, 1... in the first formula above and then using (14) we get
From (9), the relations between selfdecomposable φ and its BDCF ψ, are of the form φ(t) = exp . Hence we infer the BDCF ψ log γ α,λ (t) is in the square bracket in (17) by putting u=1.
Since for α > 0 and x > 0
we infer that the integral in Proposition 2 is finite, which completes the proof of Proposition 3.
Remark 3. Let G log γ α,λ be the probability distribution corresponding to the characteristic function ψ log γ α,λ . Then its expected value and the variance are as follows: Remark 4. For α > 0, t ∈ R and digamma function Ψ we have
This is so, because from Proposition 2, ψ log γ α,λ , the BDCF for log γ α,λ in view of formula (5), equals
Comparing this with Proposition 3 (for λ = 1) we infer the equation (18) .
Proof of Proposition 4.
(see Appendix, Section (γ) or use Wolfram Al pha) so, series of expected values of ξ n converges. Moreover, note that
so the series of variances converges as well. All in all, Three Series Theorem gives convegence almost surly ( and in probability) of the serires in (8).
Step 2. Since for independent variables binomial b c (P (b c = 1) = 1 − c) and γ 1,β we have that
therefore for ξ n defined above
Step 3. Using the definition of Z c (α) and then (19) and Remark 2 we have
which completes the proof.
III. MORE EXAMPLES AND NEW FORMULAS. 1. Lévy distributions L(m,c).
Let us recall that for a location parameter m ∈ R and a scale parameter c >0, one defines Lévy(m,c) probability density function as and its characteristic function φ F is
Hence F= Lévy (m,c) are the stable distributions with the exponent 1/2. Consequently, they are selfdecomposable and thus admit the random integral representation (1) . From (22), via (9) we get 
The last equality is justified by (21) .
Corollary 4. For a ∈ R we have identity
[The equality above was checked numerically, using WolframAlpha, for a = 1 , 2, 3 and 7 .]
Remark 5. If (B t , t ≥ 0) is the standard Brownian motion and T a := inf{t : B t = a} is the hitting time at the level a then T a has 1/2-stable distributions; cf. R. Durrett, Chap. 7, Section 4.
1-stable distributions.
Let φ(t) := e −|t| be the symmetric stable( with exponent 1) characteristic function. It is selfdecmposable and, by (9) , its BDCF ψ(t) = exp(t φ ′ (t) φ(t) ) = e −|t| , t = 0. Using Theorem 1, ψ has the distribution function
where we used the integral identity 
Bessel-K distributions
Bessel-K distribution is the symmetrical γ α,λ , so it is selfdecomposable and its characteristic function is φ BK(α,λ) (t) = (1 + t 2 /λ 2 ) −α .n[K stands here for Bessel K α which appears int the formula for the probability density function of Bessel-K distributions; cf. Johnson et al. (1994) , Sect. 4.4, p. 50]. Hence and from (9) its BDCF is
Consequently, the BDLP (Y (t), t ≥ 0) for Bessel-K distribution is compound Poisson process.
Corollary 5. If a random variable BK has the Bessel-K distribution then its innovation BK c has the following repersenatations: 
IV. APPENDIX. (α).
To have a better understanding of the role and the place of the class L of all selfdecomposable distribution in the theory of limiting laws, let us recall the following three equivalent statements about the selfdecomposable random variables X : a). There exist a strong mixing sequence (V n , n = 1, 2, ...) of random variables, there exist deterministic sequences a n > 0, b n ∈ R, n = 1, 2, ... such that (i) the triangular array (a n V j : 1 ≤ j ≤ n; n ≥ 1) is infinitesimal; and (ii) a n (V 1 + V 2 + ... + V n ) + b n ⇒ X, n → ∞ ( weak convergence); b). For each 0 < c < 1 there exists a variable X c stochastically indpendent of X such that X d = cX + X c ; (this is the selfdecomposability property). 
Cf. Jurek-Vervaat (1983) , and Bradley -Jurek (2016) for strongly mixing sequences (V n ).
The Lévy process Y in the literature is referred to as a background driving Lévy process (in short: BDLP) of a selfdecomposable random variable X. Similarly, in (27), if F and G are the distribution functions of X and Y (1), respectively, then we say that G is a background driving distribution function (in short: BDDF) of F.
