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a b s t r a c t
LetG be a class of graphs. A graphGhasG-width k if there are k independent setsN1, . . . ,Nk
in G such that G can be embedded into a graph H ∈ G such that for every edge e in H which
is not an edge in G, there exists an i such that both endvertices of e are in Ni. For the class
B of block graphs we show that graphs withB-width at most 4 are perfect. We also show
thatB-width is NP-complete and show that it is fixed-parameter tractable. For the class C
of complete graphs, similar results are also obtained.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a finite, simple, and undirected graph in which V and E are the sets of vertices and edges of G,
respectively. Let G be a class of graphs. A graph G is a probe graph of G (or equivalently, probe G-graph) if its vertices can
be partitioned into a set P and an independent set N such that G can be embedded into a graph H ∈ G by adding edges
between certain vertices of N. The vertices of P are called probes and those of N are called nonprobes. The graph H is called
an embedding of G.
It is well known that graphs provide an important representation for modeling data (or information). Assume that
G = (P + N, E) is a probe G-graph. The relations between vertices in N are missed. The recognition problem of probe
G-graph for graph G is to ask whether we can add edges between vertices ofN such that the resulting graph is a G graph. The
recognition problem of probe interval graphs was introduced by Zhang et al. [14,21]. This problem stems from the physical
mapping of chromosomal DNA of humans and other species. Since then probe graphs ofmany other graph classes have been
investigated by various authors [1,3,4,13].
Since the relations between vertices in N are missed, vertices in N can be treated as polluted (e.g., by a drop of ink). In
this paper we generalize the concept of traditional probe graphs to k-probe graphs. That is, graph G is polluted by k drops of
ink. We define the following width parameter of graph classes.
Definition 1. Let G be a class of graphs. The G-width of a graph G is the minimum number k of independent sets N1, . . . ,Nk
in G such that there exists an embedding H ∈ G of G such that for every edge e = (x, y) in H which is not an edge of G there
exists an iwith x, y ∈ Ni. In the case that k = 1, G is a probe G-graph.
The collection of independent sets Ni, i = 1, . . . , k for which there exists an embedding H as stipulated in Definition 1
is called a witness of H . The G-width problem for G is to determine the G-width of G. We refer to the partitioned case of the
problem when a collection of independent sets Ni, i = 1, . . . , k is a part of the input; otherwise, it is an unpartitioned case.
For historical reasons we call the set of vertices P = V \ ki=1 Ni the set of probes and the vertices ofki=1 Ni the set of
nonprobes.
✩ A preliminary version of this paper appears in the Proceedings of TAMC 2009, LNCS, vol. 5532, 2009, pp. 150–157.∗ Corresponding author.
E-mail addresses:mschang@cs.ccu.edu.tw (M.-S. Chang), hunglc@cs.ccu.edu.tw (L.-J. Hung), slpeng@mail.ndhu.edu.tw (S.-L. Peng).
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Fig. 1. A diamond, a hole, and a gem. A graph has rankwidth at most 1 if and only if it has no vertex minor isomorphic to the gem [16].
In this paperwe investigate thewidth-parameter for the classB (respectively,C) of block (respectively, complete) graphs,
henceforth called the block-graph width (respectively, complete-graph width), orB-width (respectively, C-width). If a graph
G hasB-width k then we call G also a k-probe block graph.
The rest of the paper is organized as follows: In Section 2, we present some definitions and notations for this paper.
In Section 3, we present some properties for k-probe block (and complete) graphs. In Section 4, we propose polynomial-
time algorithms for recognizing graphs of B-width (and C-width) at most k. Both partitioned and unpartitioned cases are
considered. For the unpartitioned case, our algorithm is fixed-parameter with respect to the width k. In Section 5, we show
that both B-Width and C-Width are NP-complete. In Section 6, we show that the class of graphs with complete-width at
most k has a finite obstruction set. Finally, some concluding remarks are given in the last section.
2. Definitions and notation
Let G = (V , E) be a finite, simple, and undirected graph in which V and E are the sets of vertices and edges of G,
respectively. Let n = |V | and m = |E|. We denote edges of G = (V , E) as (x, y) and we call x and y the endvertices of
the edge. Let G be the complement of G, i.e., G = (V , E), where E = {(x, y) /∈ E | x, y ∈ V }. A graph G = (V , E) is connected
if for any two vertices x and y in V there exists a path from x to y in G. A component of G is a maximal connected subgraph
of G. A vertex x in G is a cutvertex if the removal of x from G results a disconnect graph. A component is biconnected if it does
not contain any cutvertex. A biconnected component is also called a block. A hole in G is an induced subgraph isomorphic to
a cycle of length at least 4.
For a subset W ⊆ V , we write G[W ] for the subgraph of G induced by W . A vertex subset W is an independent set
(respectively, clique) of G if the edge set of G[W ] is empty (respectively, complete, i.e., any two vertices have an edge). For a
vertex x, let N(x) = {v ∈ V | (x, v) ∈ E} and N[x] = N(x) ∪ {x}. We use NW (x) (respectively, NW [x]) to denote N(x) ∩W
(respectively, N[x] ∩ W ). A vertex x is universal if N[x] = V and it is isolated if N(x) = ∅. For convenience, we use A + B
(respectively, A− B) instead of A ∪ B (respectively, A \ B) for two sets A and B. In the case that B contains only one element,
e.g., B = {x}, we use A+ x (respectively, A− x) instead of A+ B (respectively, A− B). Further, for a vertex setW , we write
G−W to denote the subgraph G[V −W ]. For a vertex xwe write G− x rather than G[V − {x}]. For an edge ewe use G− e
to denote the subgraph (V , E − e).
Block graphs were introduced in [12]. They are special ptolemaic graphs, i.e., gem-free chordal graphs, in which every
biconnected component is a clique. We adapt the definition as it is presented in [2, Definition 10.2.3], to allow for
disconnected graphs (Fig. 1).
3. k-probe block graphs
In this section we show some properties for k-probe block graphs. We first consider the block graphs.
Definition 2 ([2,12]). A graph G is a block graph if every biconnected component, or ‘block,’ is complete. Equivalently, G is a
block graphs if G is chordal and has no induced subgraph isomorphic to K4 − e, that is, the diamond.
Definition 2 focuses on biconnected components. In the following, we propose an alternative definition for block graphs
based only on connected components.
Theorem 3. A graph is a block graph if and only if every connected induced subgraph is a clique or else has a cutvertex.
Proof. Let G = (V , E) be a block graph and let G[W ] be a subgraph induced by W ⊆ V . Assume G[W ] is connected. Then
G[W ] is a block graph, since by Definition 2, ‘to be a block graph’ is a hereditary property. If G[W ] is not complete then it
has a cutvertex by Definition 2.
Assume every connected induced subgraph of a graphG has a cutvertex or is a clique. Then every biconnected component
of G is a clique. Thus G is a block graph. 
Definition 4. A graphG is a k-probe block graph if theB-width ofG is atmost k, i.e., there exist k independent setsN1, . . . ,Nk
in G such that G can be embedded into a block graph H in which the edges (x, y) in H but not in G satisfies that x, y ∈ Ni for
some i. Block graph H is aminimal embedding of G if H − e for any edge e is not a block graph.
Lemma 5. Suppose that G is a k-probe block graph and suppose that H is a minimal block graph embedding of G. Then a vertex
is a cutvertex of H if and only if it is a cutvertex of G.
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Proof. Suppose G has ℓ biconnected components C1, C2, . . . , Cℓ. Let H∗ be the graph (V ,∪ℓj=1E(H[Ci])). Note that a vertex
is a cutvertex of H∗ if and only if it is a cutvertex of G. We prove the lemma by showing that H∗ is a block graph embedding
of G.
Suppose that H∗ is not a block graph. Then H∗ has a forbidden induced subgraph which is a diamond or a hole. Let F be a
set of vertices that induces a forbidden subgraph. Thus H∗[F ] is either a diamond or a hole. All forbidden induced subgraphs
are biconnected thus F is contained in some Ci. But every H∗[Ci] is a block. This proves the lemma. 
Corollary 6. A graph G is a k-probe block graph if and only if there exist independent sets Ni, i = 1, . . . , k such that every
connected induced subgraph of G either
(1) has a cutvertex, or
(2) for every pair of vertices x and y either (x, y) ∈ E, or there exists an i ∈ {1, . . . , k} such that {x, y} ⊆ Ni.
Theorem 7. If k ⩽ 4, then k-probe block graphs are perfect.
Proof. Assume that G is a k-probe block graph. By Lemma 5, we can only focus on a biconnected component of G. Assume
that G contains an odd cycle Cr for an odd integer r . Consider an embedding H of G. Cr must be embedded into a clique Kr .
It is easy to see that there are r(r−1)2 edges in Kr . Thus we have to remove
r(r−1)
2 − r = r
2−3r
2 edges such that Kr becomes
Cr . Since r is odd, the maximum size of the independent set of Cr is r−12 . This independent set can become a clique of the
same size by adding (
r−1
2 )(
r−1
2 −1)
2 = (r−1)(r−3)8 edges. Thus we need at least
r2−3r
2
(r−1)(r−3)
8
= 4rr−1 independent sets to include the
removal edges. The minimum number of r is 5. That is, any k-probe block graph with k ⩽ 4 cannot contain an odd cycle Cr
for r ⩾ 5.
Nowwe consider Cr . To form Cr , we have to exactly remove edges of Cr from Kr . By definition, all the edges in Cr should be
contained in a sequence of independent sets. To avoid removal any edge in Cr , each edge of Cr must be contained in exactly
one independent set. Thus at least r independent sets are needed if G contains Cr . Since the minimum r is 5, any k-probe
block graph with k ⩽ 4 cannot contain Cr for odd r ⩾ 5. Therefore, this proposition holds. 
Corollary 8. If k ⩽ 4, then k-probe complete graphs are perfect.
Definition 9 ([17]). A rank-decomposition of a graph G = (V , E) is a pair (T , τ ) where T is a ternary tree and τ a bijection
from the leaves of T to the vertices of G. Let e be an edge in T and consider the two sets A and B of leaves of the two subtrees
of T − e. LetMe be the submatrix of the adjacency matrix of Gwith rows indexed by the vertices of A and columns indexed
by the vertices of B. Thewidth of e is the rank over GF(2) ofMe. Thewidth of (T , τ ) is the maximumwidth over all edges e in
T and the rankwidth of G is the minimum width over all rank-decompositions of G.
Lemma 10. Block graphs have rankwidth at most one.
Proof. Obviously, the class of graphs with rankwidth at most one is hereditary. This class is exactly the class of distance–
hereditary graphs [5,17]. Every block graph is a ptolemaic graph, and the ptolemaic graphs are the distance–hereditary
graphs that are chordal (see, e.g., [2]). 
Theorem 11. k-probe block graphs have rankwidth at most 2k.
Proof. Consider a rank-decomposition (T , τ ) with width 1 for an embedding H of G. Consider an edge e in T and assume
thatMe is an all-1s-matrix. Each independent set Ni creates a 0-submatrix inMe. If k = 1 this proves that the rankwidth of
G is at most 2. In general, for k ⩾ 0, note that there are at most 2k different neighborhoods from one leaf-set of T − e into
the other. A fortiori, the rank ofMe is at most 2k. 
Since a complete graph is also a block graph, we have the following corollary.
Corollary 12. k-probe complete graphs have rankwidth at most 2k.
Theorem 13. For each fixed k ⩾ 0 there exists an O(n3) algorithm which checks whether a graph G with n vertices is a k-probe
block graph.
Proof. k-probe block graphs have bounded rankwidth. Every graph problem specified by a formula of monadic second-
order logic (without edge set quantifications) can be solved in O(n3) time for graphs of bounded rankwidth [7,11,17]. By
Corollary 6, the recognition of k-probe block graphs is such a problem. 
Corollary 14. For each fixed k ⩾ 0 there exists an O(n3) algorithm which checks whether a graph G with n vertices is a k-probe
complete graph.
Remark 15. A graph is called a chordal graph if it does not contain any induced cycle Ck for k ⩾ 4. For a graph G, the
treewidth of G can be defined as theminimum value of themaximum clique sizes of all possible chordal graphs that contain
G as a subgraph minus one. Currently, we do not know that the relation between the B-width (or C-width) of G and the
treewidth of G. For the cycle Cn, its treewidth is 2. However, itsB-width (or C-width) is unbounded. Also, for a biconnected
probe complete graph, itsB-width (or C-width) is 1 but its treewidth is unbounded.
Remark 16. There is another graph width parameter, called cliquewidth. It should be noted that our complete-graph
width is very different from the cliquewidth. The cliquewidth of a graph is an integer that measures the complexity of
its composition by means of certain operations on vertex-labeled graphs [6].
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4. B-width is fixed-parameter tractable
Theoretically, by Theorem 13, we can conclude that theB-width problem is fixed-parameter tractable. However, there
are a few drawbacks to this solution. First of all, Theorem 13 only shows the existence of an O(n3) recognition algorithm.
A priori, it is unclear how to obtain the algorithm. Furthermore, there is an exponential blow-up when one moves from
B-width to rankwidth.
In this section we propose an explicit algorithm which checks for each kwhether theB-width of a graph G is at most k.
For completeness, we first consider the partitioned case, i.e., the collection of independent sets N1, . . . ,Nk is a part of the
input.
By Corollary 6 we have:
Proposition 17. A graph G with independent sets Ni, i = 1, . . . , k, is a partitioned k-probe block graph if and only if every
biconnected component of G, with the induced independent sets, is a partitioned k-probe complete graph.
Theorem 18. For every fixed k there exists an O(n2)-time algorithm to check whether a graph G, equipped with a collection of k
independent sets is a partitioned k-probe block graph.
Proof. By Proposition 17 it is sufficient to describe an algorithm which checks if a partitioned graph can be embedded into
a complete graph. To check if a partitioned k-probe graph is a k-probe complete graph, we can simply add all the possible
edges and check if it is a complete graph.
All the biconnected components of a graph can be found in linear time. It takes O(n2) time to add all possible edges in
each biconnected component and to check if the embedding of each biconnected component is a clique. Hence a partitioned
k-probe block graph can be recognized in O(n2) time. 
Corollary 19. For every fixed k there exists an O(n2)-time algorithm to check whether a graph G, equipped with a collection of k
independent sets is a partitioned k-probe complete graph.
Remark 20. Note that the algorithm described in Theorem 18 is fully polynomial, i.e., running time is polynomial fully in
the size of the input instance. As a corollary we obtain that also the sandwich problem for complete graphs can be solved in
O(n2) time. This result was independently obtained in [8].
Remark 21. It is interesting that we can decompose a partitioned k-probe complete graph into a k-geometric graph T (k).
The vertices of T (k) are the 2k 0, 1-vectors of length k. Two of these vertices a and b are adjacent in T (k) if the vectors have
no 1 in any common entry. A T (k)-decomposition of G maps a vertex x of G to the vertex L(x) of T (k). Thus the probes are
mapped to the all-0 vector. We call the collection of vertices that are mapped to the same vertex in T (k), the bags of this
T (k)-decomposition. Note that, if vertices are in bags that are adjacent in T (k), then no edge can be added between them
since they are not in any common Ni. This gives the proof that the unpartitioned case of complete-width is fixed-parameter
tractable. The bags are equivalence classes. Two vertices are in the same bag if they have the same neighborhood in G.
Now we consider the unpartitioned case.
Definition 22. A label of a vertex x is a 0, 1-vector of length k. Let {Ni | i = 1, . . . , k} be a witness of an embedding. A label
L(x) is an indicator of this witness if the ith component of L(x) is 1 if and only if x ∈ Ni.
We use a decomposition tree T on the biconnected components and cutvertices of G defined as follows.
Definition 23 ([20]). A block-cutvertex decomposition for a graph G is a pair (T , S+C), where T is a tree1 and S (respectively,
C) is a collection of biconnected components (respectively, cutvertices) of G such that
(i) there is a one-to-one correspondence between V (T ) and S + C, and
(ii) if i and j are two adjacent nodes in T then i corresponds to a biconnected component S of S, j corresponds to a cutvertex
v of C, and v ∈ S.
The block-cutvertex decomposition (T , S + C) of a graph G can be computed in linear time [19,20].
Definition 24. Let Si be a biconnected component of G. Define the following equivalence relations on the vertices of
Bi = G[Si].
(a) two nonadjacent vertices x and y are equivalent if NBi(x) = NBi(y), and
(b) two adjacent, universal vertices x and y in Bi are equivalent.
The representative Ri of Si is the graph defined on the equivalence classes, where two classes C1 and C2 are adjacent in Ri if
there are adjacent vertices x ∈ C1 and y ∈ C2.
Lemma 25. If Ri has more than 2k vertices, then theB-width of G is more than k.
1 In [20], tree T is called the block-cutpoint graph of G.
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Proof. If theB-width of G is at most k then the biconnected component Si is embedded as a clique. For every indicator L the
set CL = {x | L(x) = L} is a set of equivalent vertices. Since there are at most 2k of these indicators, there can be at most 2k
vertices in Ri since each vertex is a union of some of the sets CL. 
Definition 26. For a biconnected component Si, let Ri be its representative with vertex set V (Ri). For each vertex C ∈ V (Ri)
let Q (C) be a subset of labels. The setQ = {Q (C) | C ∈ V (Ri)} is a feasible extension of Si if
i. If C is an independent set then every label of Q (C) has at least one entry that is ‘1’.
ii. If C is a clique then Q (C) contains only one 0-label (the label that every entry is ‘0’).
iii. If C1 and C2 are adjacent in Ri then every pair q1 ∈ Q (C1) and q2 ∈ Q (C2) have no 1 in any common entry.
iv. If C1 and C2 are not adjacent in Ri then every pair q1 ∈ Q (C1) and q2 ∈ Q (C2) have a 1 in some common entry.
Definition 26 defines a possible assignment for finding k independent sets for a biconnected component in a k-probe
block graph. Intuitively, if C is an independent set, then vertices in C can form at least one Ni for some i. Thus at least one
entry of its label should be ‘1’. Note that since C is an equivalence class in the biconnected component, every vertex in C
admits the same label simultaneously. If C is a clique in G, then every vertex in C should be a probe. Thus only a 0-label is
suitable for C in this case. The other two cases are obtained by a similar argument.
Consider r label sets Q1,Q2, . . . ,Qr for some r ⩾ 1. Let the reduction of Q1,Q2, . . . ,Qr be ∩ri=1Qi.
Definition 27. For a cutvertex x, let Si, 1 ⩽ i ⩽ d, be the d biconnected components that contain x in G. Let Ci be the
equivalence class containing x in biconnected component Si. Let Qi be a label set of Ci in a feasible extension of Si. Then the
reduction Q of Q1,Q2, . . . ,Qd is a feasible extension of x if Q ≠ ∅.
Definition 28. For a graph G = (V , E), a label assignment π on V is feasible for G if π is a feasible extension for every
biconnected component and every cutvertex of G.
In a block-cutvertex decomposition tree T of G, we can take any cutvertex as the root of T . Thus we can treat T as a rooted
tree. By doing so, for a node i of T , we can define Ti to be the subtree of T with i as its root. Let Gi be the subgraph with Ti
being its block-cutvertex decomposition tree.
Lemma 29. For a graph G, G hasB-width at most k if and only if there exists a feasible label assignment on G.
Proof. Assume there exists a witness {Ni | i = 1, . . . , k} for the graph G. For every vertex x, we define its label as follows.
If x is a probe, then it is a 0-label. If x is a nonprobe, then its ith entry is 1 if x ∈ Ni. It is not hard to check that this label
assignment is feasible.
To prove the converse, consider a feasible label assignmentπ onG. ByDefinitions 26 and 27,Ni can be identified according
to the ith entry for each label. By definitions, vertices in Ni are independent. Thus theB-width of G is at most k. 
Theorem 30. For each fixed k there exists an O(n2)-time algorithm which checks if theB-width of a graph G is at most k.
Proof. The algorithm computes a witness for an embedding (if it exists) by dynamic programming on the block-cutvertex
decomposition tree T . By Lemma 29 it is sufficient to prove that the set of feasible labellings of each representative Ri can be
computed in constant time. By Lemma 25, there are at most 2k vertices in Ri. We try all possible combinations in Ri. There
are at most 2k possible labels. Thus there are 2k2
k
possible assignments for checking their feasibility. Each assignment can
be checked in time O(kC˙2
k
2 ) = O(k22k). Thus the total checking time is O(k22k+k2k) for each biconnected component Si. Since
there are O(n) node in T , the total checking time is O(n) if k is fixed.
If the graph is represented in an adjacent list with appropriate ordering, then Ri can be determined by using a keyword
tree structure [9] where NSi(x) is treated as a keyword for each vertex in Si. The details are as follows. At first, vertices in
V are ordered from 1 to n. In the adjacent list, vertices in N(x) are linked in the increasing order. That is, we have to sort
vertices in N(x) for every vertex x. This step takes O(n2) time. Then we build a keyword tree according to each N(x). It is not
hard to check that x and y share the same keyword if N(x) = N(y). The whole keyword tree can be constructed in O(m+ n)
time. That is, all Ri’s can be determined in O(m+ n) time. This proves the theorem. 
It is not hard to check that if G is biconnected then the C-width of G is equal to the B-width of G. Thus, we have the
following corollary.
Corollary 31. For each fixed k there exists an O(n2)-time algorithm which check if the C-width of a graph G is at most k.
5. B-width is NP-complete
In this section, we show that the problem of determining whether the G-width of a graph G is less or equal to k is
NP-complete if k is unbounded. We first consider the G-width problem where G is the class of complete graphs. We first
show that the C-width problem is NP-complete.
Theorem 32. C-Width is NP-complete.
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Proof. LetG be a partitioned k-probe complete graph. Then every non-edge ofGhas its endvertices in one of the independent
sets Ni. Thus the collection Ni forms a clique-cover of the edges of G. This shows that a graph G has C-width at most k if and
only if the edges of G can be covered with k cliques. The problem to cover the edges of a graph by a minimum number of
cliques is NP-complete [15]. Therefore, C-Width is NP-complete. 
By Theorem 32, we have the following theorem.
Theorem 33. B-Width is NP-complete.
Proof. Assume that there is a polynomial-time algorithm to compute B-width. We show that we can use that algorithm
to compute C-width. Let G be a graph for which we wish to compute C-width. Add two universal vertices to G, that is, two
adjacent vertices ω1 and ω2 both adjacent to all other vertices of G. Let G′ be this graph. Note that the only way to embed G′
into a block graph is to make it a complete graph since G′ is biconnected. The minimum number of independent sets needed
for this embedding is exactly the C-width of G. This proves the NP-completeness ofB-width. 
6. A finite obstruction set
Let C(k) be the class of graphs with C-width at most k. The following theorem shows that C(k) can be characterized by
a finite set of forbidden induced subgraphs. A similar result was obtained in [18]. Basically, graphs with C-width at most k,
and similar structures, are well-quasi-ordered by an induced-subgraph relation. The result can be derived from Higman’s
classic work on well-quasi-orderings [10].
Theorem 34. There exists a set F(k) of graphs with at most 2k+1 + 1 vertices such that G ∈ C(k) if and only if G has no element
of F(k) as an induced subgraph.
Proof. Let F be a graph with C-width more than k and assume that for any vertex x of F the graph F − x has C-width at most
k. Let x be a vertex of F and consider an embedding of F − x. Then the vertices of F − x can be partitioned into at most 2k
modules, of which one is a clique and the others are independent sets. Consider such a moduleM and consider N(x)∩M . If
M has more than 2 vertices, then two of them must be a twin in F . Since we assume that F is a minimal forbidden induced
subgraph, it cannot contain such a twin. It follows that each module in F − x has at most two vertices. Thus F has at most
2k+1 + 1 vertices. 
We have not found a proof that the class B(k) of k-probe block graphs can be characterized by forbidden induced
subgraphs.
7. Concluding remarks
In this paper we generalized the problem to the width-parameter of graph classes. So far we restricted it to classes of
graphs that have bounded rankwidth. For classes such as threshold graphs and cographswewere able to show that thewidth
parameter is fixed-parameter tractable. One class for which this is still open is the class of distance–hereditary graphs.
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