Abstract
INTRODUCTION
Breast Cancer is the most common type of cancer World Wide and is the leading cause of death among women. The most effective way to reduce breast cancer deaths is by detecting it earlier. This is possible by performing various tests like MRI, mammogram, ultrasound and biopsy. Breast Cancer refers to uncontrolled growth of cells in the breast tissue. If these cells are not stopped or controlled then it might cause an adverse effect on the whole body. Breast cancer can occur in men too having a higher mortality rate [1] .
Diagnosis of breast cancer is done by classifying the tumor. Tumors can be either benign or malignant but only latter is the cancer. Malignant tumors are more cancerous than the benign. Unfortunately, not all physicians are expert in distinguishing between the benign and malignant tumors. So we need a proper and reliable diagnostic system that can detect the malignant tumor [1, 2] . We also need a system that could predict the recurrence and non-recurrence of breast cancer from the malignant cases after the patient has undergone treatment for certain time period [3] .The data available in manual diagnosis is noisy and raw that increases the cost of management of data. Thus there is a need of proper parameter and feature selection so that the error rate and cost is minimised.
In this paper, SVM (SMO) model using linear and Gaussian kernels for separable and non-separable data are proposed respectively. We have implemented K-nearest neighbour where similarity criteria are Euclidean distance and Manhattan distance. Naïve Bayes and logistic regression are also implemented. Regularization parameter lambda is implemented in logistic regression for solving the problem of overfitting of data. All these techniques are performed on UCI depository (WDBC and WPBC). Based on the observed accuracy values certain conclusions are made.
PREVIOUS WORK
The increase in health problems especially breast cancer has instigated many researchers to make further developments in finding the most reliable and efficient diagnostic system. Xiaowei Song [4] used various machine learning techniques and obtained good mortality rate. Strong and sophisticated algorithm called least square SVM for predictive analysis has been implemented. Logistic regression based on sigmoid function was also proposed. All the techniques were proposed on four datasets under ROC curve (AUC). [5] proposed SVM, KNN and Naïve Bayes techniques on Parkinson disease dataset obtained from UCI depository and made conclusions based on different values of accuracy.
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Work by S. Kharya [6] states that artificial neural network have been the most widely used predictive technique in medical prediction, though its structure is difficult to understand. The paper lists out the benefits and limitations among various machine learning techniques such as Decision trees, Naïve Bayes, neural network and SVM.
H. Yusuff [7] proposed logistic regression model for breast cancer analysis, where he worked on the observed as well as the validated mammogram samples that were collected through survey. We are proposing different machine learning algorithms for benign/malignant classification and recurrence/non-recurrence prediction. The algorithms 
MATERIALS AND METHODS
Materials that we have used include; MATLAB software for coding and breast cancer data from UCI depository. Our methodology involves use of machine learning techniques such as; SVM, KNN, logistic regression and Naïve Bayes.
Data
We have used two datasets from UCI depository 
Support Vector Machine
Support vector machine is a very strong and sophisticated machine learning algorithm especially when it comes to predictive analysis. We have studied and implemented SVM using two kernels: linear and Gaussian. When it comes to classifying separable dataset we prefer linear kernel (as shown in figure 2 ) whereas for non-linear dataset classification we opt for kernel selection such as Gaussian (as shown in figure 3 ), polynomial [9] . SVM focusses in determining the hyperplane such that it divides the region into two classes [10] .
Hyperplane eq (y) = w * X' + b
This equation is dependent on weight vector (w), bias element (b) and the support vectors (X). Vectors that lie closest to the hyperplane are support vectors. Support vectors are responsible for determining the hyperplane.
Fig 3 Gaussian SVM hyperplane construction

Logistic Regression
Logistic regression can be binomial or multinomial. Binomial or binary logistic regression can have only two possible outcomes: for example, "dead" vs. "alive". The outcome is usually coded as "0" or "1", as this leads to the most straightforward interpretation. If possible outcome is success then it is coded as "1" and the contrary outcome referred as a failure is coded as "0". Logistic regression is used to predict the odds of being a case based on the values of the independent variables (predictors). The odds are defined as the probability that a particular outcome is a case divided by the probability that it is a noncase. Logistic regression technique uses sigmoid function to carry out the classification [11] .
Fig 2 Sigmoid Function graph
We have also implemented the logistic regression technique using the regularization parameter "lambda" that solves the overfitting problem thereby giving us better results than the generalised logistic regression technique.
KNN
The k-Nearest Neighbour algorithm is a non-parametric method used for classification and regression. In both cases, the input consists of the k closest training examples in the feature space. The KNN algorithm is among the simplest of all machine learning algorithms.
Both for classification and regression, it can be useful to weight the contributions of the neighbours, so that the nearer neighbours contribute more to the average than the more distant ones. For example, a common weighting scheme consists in giving each neighbour a weight of 1/d, where d is the distance to the neighbour [12] . We have considered Euclidean and Manhattan distance measures to assign weights and determine the neighbours [13] .
If we consider two point"s x i and y i in n dimensional space then:
Naive Bayes
In machine learning, naive Bayes classifiers are a family of simple probabilistic classifiers based on applying Bayes' theorem with strong (naive) independence assumptions between the features. Naive Bayes is a simple technique for constructing classifiers: models that assign class labels to problem instances, represented as vectors of feature values, where the class labels are drawn from some finite set. It is not a single algorithm for training such classifiers, but a family of algorithms based on a common principle: all naive Bayes classifiers assume that the value of a particular feature is independent of the value of any other feature, given the class variable [14] . Using Bayes' theorem, the conditional probability can be decomposed as:
Here we have implemented the classifier by considering the normal distribution and the kernel distribution.
RESULTS AND DISCUSSIONS
The correctly classified data for diagnosis and prognosis of breast cancer has been observed and its accuracy is calculated as shown below: For both diagnosis and prognosis we observe that proper parameter selection plays an important role in correct classification. Gaussian SVM gives best results when the value of sigma is small and parameter C is large. On the other hand, the regularized logistic regression gives better performance than the generalized logistic regression. This is because of the regularization parameter "lambda". The performance of logistic regression increases as we go on decreasing the lambda value. But at certain value of lambda (0.0001 as in our case) the performance obtained is the best. The performance of SVM (linear and Gaussian both) increases as we increase the number of iterations of classifying the dataset but it causes increase in the training time.
CONCLUSION
In this paper, each algorithm performs in a different way depending on the dataset and the parameter selection. For overall methodology, KNN technique has given the best results. Naive Bayes and logistic regression have also performed well in diagnosis of breast cancer. As said earlier, SVM is a strong technique for predictive analysis (in section 3.3) and owing to the above finding, we conclude that SVM using Gaussian kernel is the most suited technique for recurrence/non-recurrence prediction of breast cancer.
FUTURE SCOPE
The SVM (SMO) that is used in the analysis in this paper is only applicable when the number of class variable is binary i.e. we can"t have more than 2 classes. To solve this problem scientists have come up with multiclass SVM. Further research in this domain such as the creation of SVM classes like LIBSVM [15] has taken place. Further fine tuning of parameters used in algorithms can result in better accuracy. This field has further scope of research.
