Using the method of implementable one-particle Bogoliubov transformations it is possible to explicitly define a local covariant net of quantum fields on the (universal covering of the) circle S1 with braid group statistics. These Anyon fields transform under a representation of U (1) for arbitrary real-valued spin and their commutation relations depend on the relative winding number of localization regions. By taking the tensor product with a local covariant field theory on R 2 one can obtain a (non-boost-covariant) cone-localized field net for Anyons in two dimensions.
Introduction
In d = 1 + 1 dimensions, localized massive quantum fields with Anyonic commutation relations can be explicitly constructed by defining "order" and "disorder" operators, using implementable Bogoliubov transformations on the 1-particle space (e.g. [1, 28, 29] etc.). In 2+1 dimensions, models exhibiting Anyon-like features often start with a classical gauge field theory with additional ChernSimons and Higgs terms, which then leads to fields carrying electric charge and magnetic flux. It is believed that such models can be used in the description of high-temperature superconductivity, the quantum Hall effect or other two-dimensional physical systems. However, such constructions can only be made rigorous by using, for example, a lattice approximation (see e.g. [11] ). On the other hand more explicit examples of Anyon quantum fields as for instance in [13, 18, 20, 31] lead to formal commutation relations of the form φ(x 1 )φ(x 2 ) ∼ e iπλ sign[arg(x1−x2)] φ(x 2 )φ(x 1 ), where arg(x) denotes the angle of the vector x ∈ R 2 . After smearing the point-fields with testfunctions such commutation relations would lead to localization of the operators in smeared out "double strings", extending to infinity in two opposite directions. However, to speak of "proper" Anyons in the sense of algebraic quantum field theory one would need field algebras localized in spacelike cones C, extending to infinity only in a connected compact set of spacelike directions. More precisely, the localization regions for Anyons can be labelled by pathsC of such spacelike cones depending also on a kind of winding number which determines the commutation relations of mutually spacelike separated fields [3, 9, 10, 12, 22] (instead of heaving a mere sign-function in the exchange phase). The spin statistics theorem for Anyons [12, 23] then forces these fields to transform under a representation of the (covering of the) Poincaré group P ↑ + with arbitrary real spin s ∈ R. It would be desirable to find an explicit construction for such cone-localized Anyon fields for any spin s in 2 + 1 dimensions. Unfortunately a No-Go theorem by Bros and Mund [2] states that there are no free fields for Anyons. More precisely, they prove that the scattering matrix for a relativistic cone-local model for Anyons (satisfying in addition the Reeh-Schlieder property) always has to be non-trivial. This also means that there are no Anyon fields which simply create single particle states from the vacuum [21] . This makes the explicit non-perturbative construction of Anyons very complicated. It is, however, possible to circumvent this No-Go theorem by considering fields which are only localized in wedge regions in Minkowski space. In this case one can modify the method of multiplicative deformations, established in [16, 17] , to obtain one-particle generators localized in so-called "paths of wedges" which have anyonic commutation relations and are covariant w.r.t a representation of P + for spin s ∈ R [24] . This is only possible because in the proof of the No-Go theorem one needs to have three mutually spacelike separated localization regions, which is impossible for wedges. The No-Go theorem now makes it very difficult to explicitly construct Anyon fields in d = 2 + 1 with sharper localization. To better understand the concepts of winding number, anyonic commutation relations and arbitrary spin and their connection, we will therefore consider the simplified case of Anyon quantum fields on the circle. A similar construction using also the current algebra on the circle (see also [4] ) can be found in [6, 7] where, however, the phase factor appearing in the commutation relations is again governed by a sign-function. After smearing the point-fields this leads to localization in two disconnected regions lying on opposite sides of the circle. Here we will modify this construction in such a way that one obtains a compactly localized field algebra, covariant under a real spin representation of the rotations and with commutation relations depending on the relative winding number of the respective localization regions. By taking tensor products of these fields on the circle with local fields on R 2+1 one arrives at a rotation-and translation covariant cone-localized quantum field theory with anyonic commutation relations. However, due to the simple tensor product structure, covariance w.r.t. boosts is lost in the construction.
Aim
Because the spin for Anyons is an arbitrary real number, rotations around multiples of 2π will act non-trivially on our fields. We will therefore consider the fields to be localized in intervalsĨ on the universal covering S 1 of the circle with radius R = 1 (the generalization to any R > 0 being straightforward). Our aim is to construct a netĨ → F(Ĩ) of * -algebras of operators acting on a Hilbert space H satisfying the following properties, which define an anyonic field net on the circle 1 :
i) Charge Sectors: The Hilbert space splits into a direct sum of Hilbert spaces for fixed charge,
and H 0 contains a unique rotation invariant vacuum vector Ω. Moreover, the local algebras F(Ĩ) are generated by basic fields Φ that change the charge of a vector by 1, i.e. ΦH q ⊂ H q+1 and Φ * H q ⊂ H q−1 .
ii) Isotony: The mapĨ → F(Ĩ) preserves inclusions, i.e.
iii) Covariance and Spin: The field algebras are covariant under a representation U of the universal covering group of the rotations U (1) R, i.e.
and 2π rotations act as
where P q is the projector onto the charge q subspace and S q ∈ R is the spin of the sector with charge q (defined only modulo 1).
iv) (Twisted) Locality: Basic fields Φ 1 , Φ 2 localized in intervalsĨ 1 ,Ĩ 2 , whose projections I 1 , I 2 onto the base space S 1 do not intersect, satisfy commutation relations of the form
where s ∈ R is a real parameter and N (Ĩ 1 ,Ĩ 2 ) ∈ Z is the relative winding number of I 1 w.r.t.Ĩ 2 , which for consistency reasons has to satisfy N (
Remarks: i) We allow in general for a ± sign in equation (2.4) because as we will see in the subsequent explicit construction we will arrive at commutation relations with an additional minus sign in front of the exchange phase factor. ii) In contrast to free fields for Bosons or Fermions the vector ΦΩ will not be a single particle state, but rather contain vectors with arbitrary high particle number.
iii) Property iv) shows that the commutation relations will not be governed by a simple two-valued sign-function of the localization points, but depend on the winding number of two disjoint regions which makes sense because we work on the universal covering space S 1 of the circle.
Representation of the Rotations
Transforming nontrivially under multiples of 2π-rotations is one of the most important features of Anyons. This is why we have chosen to construct Anyon fields on the circle, because this onedimensional model will be simple enough to be explicitly constructed by well-known techniques but is still capable of showing this non-trivial rotational behavior. General considerations in algebraic quantum field theory show that the spins S q also have to satisfy the condition S −q = S q , which simply means that particles have the same spin as their corresponding anti-particles [12, 23] . Moreover, using the fact that the vacuum sector H 0 should be invariant under 2π-rotaions, i.e. S 0 = 0, one can prove the following lemma.
Proposition 3.1. Assume we have a net of algebras according to section 2 and that the spins S q of the charged sectors H q for the representation U of U (1) (2.3) additionally satisfy S −q = S q and S 0 = 0. Then the S q are quadratic in q, i.e.
where s ∈ R is simply called the spin of the model.
Proof. Consider fields Φ 1 , Φ 2 localized inĨ 1 ,Ĩ 2 with I 1 ∩ I 2 = ∅. Rotating the first field around 2π leads to the commutation relation
Using the shorthand notation S Q := S q P q and the fact that 2π-rotations are represented according to U (2π) = e 2πiS Q we can write
which leads to the commutation relation
Comparing the two different expressions one concludes that S q has to satisfy
Solving this equation in combination with the conditions S 0 = 0, S −q = S q then leads to the desired relation S q = sq 2 .
So we conclude that, although it seems possible at first sight to chose arbitrary spins S q for every charged sector H q , the dependence on the charge q is already determined by the form of the commutation relations (2.4). In addition one gets a kind of spin-statistics relation saying that the real parameter s in U (2π) = e 2πisQ 2 is the same as in the exchange phase e 2πis(2N +1) which determines the commutation relations. It therefore suggests itself to define the representation of U (1) on the full Hilbert space according to
where Q is the charge operator, QH q = qH q , and U 0 is some (2π-periodic) representation of U (1), defined naturally for real ω as U 0 (ω) = U 0 (ω(mod 2π)).
Our field algebra will be constructed on the charged (anti-symmetric) Fock space, i.e. on
) with the usual charge operator and corresponding decomposition into charged sectors. In this case the above considerations also show that the representation (3.2) is not the second quantization of some one-particle representation, where the phase would be linear in q, and we will have to take care of this peculiarity in our construction of the fields.
Construction of the fields

Basic Idea
The idea is to first construct auxiliary fieldsΦ on the circle S 1 [0, 2π) by second quantization of specific one-particle operators, which are covariant under the 2π-periodic representation U 0 and thus still have the "wrong" commutation relations. They are then lifted to the covering space S 1 by using the full representation U of the rotations. More precisely we define for ω ∈ R,
whereΦ 0 is a field localized in an interval around the (arbitrary) reference direction x = 0. By using the representation U 0 we get auxiliary fieldsΦ ω localized in intervals around x =ω, whereω denotes the projection of ω ∈ R onto the interval [0, 2π) (Note that because we chose our standard interval not to be symmetric around 0,ω satisfies ( −ω) = 2π −ω). One can see that the difference betweenΦ ω and the final field Φ ω is just the operator e iωs(2Q−1)
which will lead to an additional phase factor in the commutation relations of the Φ's. The important thing is that these auxiliary fieldsΦ will be defined in such a way that for non-intersecting localization intervals they satisfy commutation relations of the form
which still depend explicitly on the relative distance of the respective localization regions. As already stated in section 2 our basic fields will raise the charge of a vector by one and thus satisfyΦQ = (Q − 1)Φ. Using this relations and the definition of the fields Φ ω one can calculate that their commutation relations turn out to be
Now remember thatω has been defined as ω (mod 2π), which means that there exists an integer
We call this n(ω) the "winding number" of ω and using its definition we can rewrite the commutation relations according to
is constant for all ω 1 ∈ I 1 , ω 2 ∈Ĩ 2 allowing us to define a relative winding number ofĨ 1 w.r.t.Ĩ 2 according to
Hence for fields localized in non-intersecting intervals we get exactly the desired commutation relations (2.4). The interesting question that remains is how we can construct the auxiliary fieldsΦ ω such that they satisfy the right commutation relations (4.2). In the following we will describe in more detail the explicit construction of these fields by using implementers of certain Bogoliubov transformations.
Preliminaries
Consider the Hilbert space H 1 = L 2 (S 1 ) which can be seen as a kind of auxiliary one-particle space. Fourier transformation leads to the equivalence
where w.l.o.g. we have chosen to include the zero-mode into the first summand H + 1 (N 0 denotes the non-negative integers and N = N 0 \ {0}). On this Hilbert space one has the usual representation of SO (2) 
which is diagonal in Fourier space, i.e.
The Fourier modesφ n and the inverse transformation are defined according tõ 10) and to avoid complicating the notation we do not make a notational distinction between the representation U 1 in x-space and in momentum-space. The components ϕ ± are then defined acording to
Over this one-particle space one can now take the anti-symmetrized Fock space
) and for a unitary operator U = U ++ ⊕ U −− on H 1 , which is diagonal w.r.t. the decomposition H 12) where (·) ∧n stands for the n-fold anti-symmetric tensor product. In particular it follows that a constant phase factor e iγ is implemented asΓ(e iγ ) = e iγQ , where Q is again the charge operator. As is well known one also has two kinds of creation and annihilation operators a, a * and b, b * on this Fock space which can be used to define the free field according to
W.r.t. this field the second quantization of a unitary diagonal one-particle operator U satisfieŝ
We therefore call the unitary operatorΓ(U ) the implementer of U . For unitary operators V which are not diagonal an implementer exists if and only if it satisfies the Shale-Stinespring criterion, which demands that the off-diagonal terms V +− and V −+ are Hilbert-Schmidt operators. It is clear from equation (4.14) that they are only defined up to a constant phase factor whose choice, however, does not alter the commutation relations between implementers. Such implementable fermionic Bogoliubov transformations form a group which we will call G F (H 1 ).
This group can be decomposed into disconnected components labelled by the Fredholm index of
More importantly it can be shown that the implementerΓ(V ) shifts the charge of a vector exactly by the number q(V ) (See e.g. [5, 8, 26] for a detailed introduction to implementable Bogoliubov transformations in one dimension). Our goal will be to construct fields raising or lowering the charge by one so we are only interested in operators with q = 1, i.e.
where e − is a unit vector in H − 1 and we set e 0 := V e − ∈ H + 1 . For such unitaries the explicit form of the implementer turns out to be [8] 17) where N V is a normalization constant and E c (Z) is defined according to 18) which can also be written as
Here : (...) : denotes normal ordering and expressions of the form Aa * b are short for 20) where A(p, q) is the integral kernel of the operator A (assuming it exists). The operator Z in the definition (4.17) is called the conjugate of V and it depends on V in the following way:
Furthermore, given a bounded self-adjoint operator A, the unitary operator e itA for t ∈ R is in G F (H 1 ) if and only if the off-diagonal elements A +− , A −+ are Hilbert Schmidt. Such self-adjoint operators form the Lie algebra g F (H 1 ) of G F (H 1 ) and due to continuity in t the operators e itA then have vanishing Fredholm index q(e itA ) = 0 and therefore their implementers leave the charged sectors invariant. Moreover, there exists a hermitian operator dΓ(A) on the Fock space such that the implementer can be written asΓ(e itA ) = e itdΓ(A) . Explicit formulas for the implementers in the various cases and their domains of definition can be found e.g. in [8, 26, 27 ] but here we will only need the following properties whose proofs can be found also in [5, 8] : iii) The implementers are covariant w.r.t. the second quantizationΓ(U 1 (ω)) =: U 0 (ω) of the (diagonal) one-particle rotations, i.e.
Remark: The commonly used definition of the "Schwinger term" would be −iS(A, B) in our notation. An important requirement for being able to compute commutation relations on the Fock space is that the one-particle operators commute. To ensure this we will work only with unitary multiplication operators on L 2 (S 1 ), i.e. operators of the form (Aϕ)(
, where we will use the same symbol for the operator on Hilbert space and the function with which it multiplies. For such operators the following lemma characterizes a large class of implementable Bogoliubov transformations [5] .
Lemma 4.2. For a smooth real-valued function α ∈ C ∞ (S 1 , R) the multiplication operator (αϕ)(x) := α(x)ϕ(x) has Hilbert Schmidt off-diagonal elements and therefore e itα ∈ G F (H 1 ), ∀t ∈ R and q(e itα ) = 0.
Proof. The off-diagonal elements of α are by definition
so the Hilbert-Schmidt condition reads
which is fulfilled for smooth functions α.
Another advantage of using multiplication operators in position space is that a simple expression for the Schwinger term can be computed explicitly [5] .
Lemma 4.3. Consider self-adjoint operators acting as multiplication with the smooth (real-valued) functions α, β on L 2 (S 1 ). Then the Schwinger term S(α, β) turns out to be
Proof. Similar to the proof of lemma 4.2 one calculates
Inverse Fourier transform then leads to the simple expression in position space
where potential boundary terms cancel because of the continuity of α and β.
Construction of the Auxiliary Field
Apart from exponentials of smooth multiplication operators we also need unitaries with nonvanishing Fredholm index. We therefore consider first of all the operator 27) which is obviously unitary, but the function [0, 2π) x → x is not smooth on S 1 so Lemma 4.2 is not applicable here. However we still have the following result. .
Proof. Consider the basis {e n ∈ H 1 |n ∈ Z} for H 1 = L 2 (S 1 ) where e n (x) := 1 √ 2π e inx . Then the operator V acts as a shift operator w.r.t. this basis, i.e. it satisfies V e n = e n+1 . Now because H + 1 is spanned by {e n |n ≥ 0} and H − 1 by {e n |n < 0} it is thus obvious that e − ≡ e −1 spans ker V −− and that ker V ++ = ∅. This also immediately leads to V −+ = 0 and ImV +− = {λe 0 |λ ∈ R} so V ±∓ are evidently HilbertSchmidt operators.
This shows that such a V is a suitable operator to obtain a simple charge shift on the Fock space. One can also define rotated V 's according to
For the implementers this leads to
(Defining it as e −iωQΓ (V ) would also be possible, which simply amounts to another choice of phase factor for the implementer.) This simple relation now allows us to compute the commutation relations of different charge shifting operatorsΓ(V ω1 ),Γ(V ω2 ), which could be a quite involved task in general. Using the charge shifting property of V , V Q = (Q − 1)V , one immediately getŝ
These are not yet the right commutation relations we need for our auxiliary field so we consider in addition an operator of the form (e iλα ϕ)(x) := e iλα(x) ϕ(x), (4.31)
where α ∈ C ∞ (S 1 , R) is a smooth real-valued function on the circle and λ is some real parameter. Lemma 4.2 then tells us that this is an implementable unitary operator allowing us to define the auxiliary fieldΦ according tô
where α ω is again defined as α ω (x) := α(x − ω).
The simple form of the operator V and lemma 4.1 then allow us to compute the relative commutation relations between V ω and e iλαω .
Lemma 4.4. For all smooth real-valued functions α
The commutation relations between V ω and e iλαω are independent of ω , ω and are of the form
33)
where const. only depends on the integral over α.
Proof. Since the vector e 0 , which is created from the vacuum byΓ(V ), is invariant under rotations we get Γ (V ω )Ω, dΓ(α ω )Γ(V ω )Ω = e 0 , α ω e 0 = e 0 , α e 0 = const.
These constant phase factors will therefore cancel out in the total commutation relations between theΦ's which then turn out to bê
Comparing this with the relations in section 4.1 we are now faced with the following problem:
Find a smooth real-valued function α on the circle and a parameter λ ∈ R for which the Schwinger term S(α ω1 , α ω2 ) satisfies
For this purpose consider first the function x → λx on R for an abitrary real parameter λ. Similar to the shift operator V , multiplication with e iλx would lead to commutation relations with exchange phase of the form e −iλ(ω1−ω2) . But the function e iλx is in general not continuous on the circle and therefore it does not lead to an implementable transformation. This problem can be solved by smearing it with a function χ ε ∈ C ∞ 0 (R) with the following properties:
Considering the 2π-periodic functionx ≡ x (mod 2π) on R one can use such a χ ε to define a smooth function according to
which is still 2π-periodic and thus defines a smooth function on the circle. An important feature of this function is that it is still linear in the interval (ε, 2π − ε), because for our choice of a symmetric χ ε there holdsˆd y (x − y)χ e (y) = x, which means that most of the linear part ofx is unchanged and only the jump discontinuities get smeared. For every real parameter λ ∈ R this α ε then defines an implementable unitary multiplication operator according to (e 
Proof. Evidently the Schwinger term is invariant under simultaneous rotation of α ε1 ω1 and α ε2 ω2 so for simplicity we write ω ≡ ω 1 − ω 2 and calculate
For this we first need (α ε ) which turns out to be
Note that, because of the support properties of χ ε , for every x ∈ R only one term in the sum k∈Z χ ε (x − 2πk) is nonzero. Hence one gets
by using the periodicity of α ε1 and the fact that´dx α ε1 ω (x) = 2π 2 is independent of ω and χ ε1 . To compute the remaining term we need to calculate integrals of the form ε −ε dx ( c − x)χ ε (x), for c ∈ R and ε <ĉ < 2π − ε.
For this purpose remember that we can write ( c − x) = (c−x)−2πn(c−x) and that n(c−x) = n(c) for ε <ĉ < (2π − ε) and −ε < x < ε. Inserting this into the integral we get
Using this in the expression for S(α ε1 ω1 , α ε2 ω2 ) one immediately arrives at
With this proposition equation (4.35) then leads to the constraint
for the parameters λ and s. In order to get a solution for λ we have to choose the minus sign on the right side and for a fixed spin s this equation then restricts the parameters to
Together with the requirement that the operator e iλα ε has to be unitary this also shows that the "spin" parameter s has to satisfy s ∈ (−∞,
We can now summarize the construction in the following way: For every ω ∈ R, ε > 0 and symmetric real-valued smearing function χ ε with supp χ ε ∈ (−ε, ε) one can construct field operators
which raise the charge by one and are localized in the interval
with width 2ε centered around the point ω ∈ R. Together with the adjoint field Φ ε [χ ε ] * , lowering the charge by one, these operators then generate a net of algebras on the space S 1 with anyonic statistics.
Lemma 4.5. Consider field operators Φ i = Φ ωi [χ εi ], i = 1, 2, which are localized in intervalsĨ 1 andĨ 2 respectively. If the intervals are non-intersecting, i.e. I 1 ∩ I 2 = ∅, the fields satisfy anyonic commutation relations 43) where N (Ĩ 1 ,Ĩ 2 ) is the relative winding number ofĨ 1 w.r.tĨ 2 , defined in (4.6).
In addition the fields are covariant with respect to the unitary representation (3.2) of the universal covering of the rotation U (1) with real-valued spin s ⊂ (−∞, 1 2 ). Taking the polynomial algebra over such localized fields then defines the local algebras F(Ĩ) and we have therefore constructed a local, covariant quantum field net for Anyons on the circle satisfying all the requirements of section 2.
Special Cases
s=1/2:
For the maximal value s = 1 2 the relation λ 2 = 1 − 2s leads to λ = 0, which means the operator e iλα ε is the identity operator in this case. We are therefore left with only the shift operator V and the field is
which is justΓ(V ) times a constant phase factor which could also be omitted. This shows that the fields for different ω's commute independently of ω which is in accordance with the fact that the exchange phase turns out to be −e 2πis(2n+1) = −e πi(2n+1) = 1.
So we see that for s = 1 2 we get a bosonic field "Φ ∼Γ(V ) ∼Γ(e ix )" and because of its simple form it creates one-particle vectors from the vacuum, namely
Moreover, taking into account that Z ±∓ = 0 for V −+ = 0, the explicit form ofΓ(V ) (with an appropriate choice of phase) turns out to bê
which looks like a free field modified by the unitary operator
The case s = 0 leads via λ 2 = 1 − 2s to λ = ±1 and we will only consider the case λ = −1. As was already shown the function α ε is linear in the interval (ε, 2π − ε) so for λ = −1 the function x →x + λα ε (x) =x − α ε (x) vanishes for ε < x < 2π − ε. Therefore e ix e −iα ε (x) is simply the identity apart from a small interval of length 2ε where its phase changes by the value 2π. A similar so-called "blip function" was used in [30] and [6, 7] to approximate a step-function on the circle. There it was shown that after taking an appropriate limit the implementer of such a function converges to the free fermi field on the circle. Because of −e 2πis(2n+1) = −1, for s = 0, we will also get an anti-commuting field in our case, but it is unclear if the field converges in some sense to a free fermi field if the smearing function χ ε tends to a delta function.
Remark: As we have seen the construction leads to a commuting field for s = 1 2 and an anti-commuting field for s = 0. Howerver, we are working on a one-dimensional space -the circle S 1 or its universal covering S 1 respectively -so although we called the parameter s the "spin" it really just labels a representation of the translations on S 1 or S 1 . So one would not expect the usual kind of spin-statistics theorem to hold for s in our case.
5 Non-relativistic "String-local" Fields on R 2 It would now be tempting to try the same construction in higher dimensions, e.g. on the Hilbert space L 2 (R 2 ), to construct a string-local quantum field in two (space-)dimensions, covariant under the Euclidean group E(2) or its universal cover E(2) respectively. However, such direct attempts are facing serious difficulties concerning either covariance or the Hilbert-Schmidt condition of the occurring operators, because the method of implementing multiplication operators as Bogoliubov transformations is basically restricted to one dimension. We will therefore try to circumvent these problems by considering simply a tensor product of a local field on R 2 with the previously constructed circle-fields.
For this purpose consider the following field on the anti-symmetric Fock space F a (L 2 (R 2 )),
, where c and c * are the usual annihilation and creation operators on F a (L 2 (R 2 )). From the anti-commutation relations of c and c * ,
if the testfunctions f and g are such that supp f ∩ supp g = ∅. In addition Ψ is covariant with respect to to the second quantization of the pullback representation
where R(ω) is the usual rotation matrix acting on vectors in R 2 . Now take as Hilbert space the tensor product
with a representation of E(2) of the form
For every f ∈ L 2 (R 2 ), admissible χ ε and ω ∈ R one can then define on this space the new fields
They of course inherit the anyonic commutation relations and are covariant under the representation (5.4), where the translations only act on the first tensor factor (shifting the support of the test function) and the rotations act on both. The motivation behind this definition is that these field operators can be interpreted as being localized in conelike regions on the two-dimensional plane.
More specifically consider the following subset of R 2 ,
where n µ ∈ R 2 is a unit vector in the direction µ, i.e.
with a standard unit-vector n 0 , e.g. n 0 = 0 1 . This defines a cone-shaped region which "starts" in supp f and extends to infinity in the set of directions given by I ε ω . Since a translation only acts on the test function f it shifts the whole cone, whereas a rotation also changes the interval I corresponding to the asymptotic directions of the cone C[f, I]. The interpretation of such cones as localization regions for the fields (5.5) is then possible because of the following commutation relations, which result from the anti-commutativity of the local field Ψ and the anyonic commutation relations of the circle field Φ. such that the corresponding cones do not intersect, i.e.
Proof. From the definition (5.6) it is clear that if the cones C[f 1 , I 1 ] and C[f 2 , I 2 ] are disjoint then also the testfunction supports and intervals have to satisfy
But under this conditions we get that
, and
Considering the simple tensor product structure of the fields F ω [f, χ ε ] then leads to the asserted commutation relations.
Remark: In addition to the conelike localization regions C[f, I
ε ω ] (5.6) (which are obviously invariant under ω → ω + 2π), the fields also depend on the winding number n(ω) of ω, which determines the commutation relations. To account for this fact the fields can be interpreted to be localized in "generalized cones" (or "paths of cones", see e.g. [22] ) which are defined in the following way. A usual cone C in two dimensions is determined by a point x ∈ R 2 (its apex) and an interval I on the circle, specifying the asymptotic directions contained in C. Hence one can denote a cone by the pair C = ( x, I), where the width of I determining the opening angle of C should be smaller than π. If we now allow for generalized intervalsĨ on the universal covering S 1 of the circle one can define generalized conesC as pairsC
After smearing in x with a testfunction f we can obviously also define "smeared" generalized cones asC = (f,Ĩ) ≡ (supp f,Ĩ).
We can therefore construct again, for every generalized coneC, the polynomial algebra F(C) of fields localized inC. This netC → F(C) then satisfies the same requirements for an Anyonic field net as defined in section 2, with the obvious generalizations that we replace intervalsĨ with cones C and covariance holds w.r.t. a representation of E(2) instead of just U (1).
This construction now has an evident generalization to an arbitrary (interacting) field algebra on three dimensional Minkowski space in the following way. First note that one can define a generalized cone also on R 1+2 as a pair ( x,Ĩ), where x ∈ R 1+2 is the apex of the cone. Consider then a local and covariant (Bosonic or Fermionic) field net O → F(O) on R 1+2 , indexed by double cones O ⊂ R 1+2 . The field algebra F(C) for a an arbitrary generalized coneC ≡C( x,Ĩ) can then be defined as
where F(Ĩ) is just the algebra of fields on the (covering of the) circle localized inĨ. Note that in this definition we had to take the union over all double cones contained in C in order to ensure isotony of the resulting net. This leads again to a E(2)-covariant and twisted-local field net, localized in generalized conesC with winding-number dependent commutation relations. If the original net was interacting then also the new composite net has a nontrivial scattering matrix. However, in the construction of the scattering states one has to take into account the extended localization regions of the fields and the new S-matrix should also depend on the relative winding number of the occurring fields (see e.g. [2, 9, 12] ).
Summary and Outlook
We have seen that it is possible to construct for every intervalĨ on the universal covering of the circle S 1 a field algebra F(Ĩ), such that the resulting netĨ → F(Ĩ) is covariant under a representation of U (1) for arbitrary real-valued spin. For non-intersecting intervals the corresponding field algebras satisfy twisted commutation relations which only depend on the relative winding number of the intervals. This is achieved by considering unitary implementers of certain one-particle multiplication operators where the occurring Schwinger term is used to change the commutation relations of the operators in the desired way. In contrast to previous similar constructions this leads to a local quantum field theory for Anyons on the circle. Moreover, everything is defined explicitly and non-perturbatively on the well known anti-symmetric Fock space and no taking of limits (or thereby leaving the Fock space) is needed. Taking tensor products of these "circle Anyons" with any local covariant quantum field theory one can obtain a cone-local theory with Anyonic commutation relations. However, potential boostcovariance of the original field theory is lost so this only leads to a non-relativistic theory (covariant under E(2) plus potential time translations). A construction of a cone-local Anyonic field net, which is covariant under the full Poincaré group in 1 + 2 dimensions would be desirable but unfortunately this cannot be achieved by the methods described here. The first problem is that the "trick" using an auxiliary (2π-periodic) field which then gets lifted to a covering space only works in this simple way for the pure rotation group. For the covering of the full Lorentz groupL ↑ + one would get a representation on Fock space of the form U (Λ) ∼ e isQΩ(Λ) U 0 (Λ) where Ω(Λ) is now an operator on the Hilbert space instead of a mere constant ω as for the group U (1) (see e.g. [22] for a possible representation ofL ↑ + on the mass shell). Another problem is that the method of considering multiplication operators on the one-particle Hilbert space as implementable Bogoliubov transformations leads to problems concerning the Hilbert-Schmidt property for theories in more than one dimension (see e.g. [15] ). Nevertheless, the above construction provides a simple example of a (cone-)local covariant -and possibly interacting -quantum field net which exhibits the main features expected in a full 2 + 1 dimensional theory of Anyons, namely the relation between non-trivial behavior under 2π-rotations and the dependence on some winding number of the cone-shaped localization regions.
