Abstract. In this paper, we address the metric learning problem utilizing a margin-based approach. Our metric learning problem is formulated as a quadratic semi-definite programming problem (QSDP) with local neighborhood constraints, which is based on the Support Vector Machine (SVM) framework. The local neighborhood constraints ensure that examples of the same class are separated from examples of different classes by a margin. In addition to providing an efficient algorithm to solve the metric learning problem, extensive experiments on various data sets show that our algorithm is able to produce a new distance metric to improve the performance of the classical K-nearest neighbor (KNN) algorithm on the classification task. Our performance is always competitive and often significantly better than other state-of-the-art metric learning algorithms.
Introduction
The distance metric learning problem, i.e. learning a distance measure over an input space, has received much attention in the machine learning community recently [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . This is because designing a good distance metric is essential to many distance-based learning algorithms. For example, the K-nearest neighbor (KNN) [11] , which is a classical classification method and requires no training effort, critically depends on the quality of the distance measures among examples. The classification of a new example is determined by the class labels of the K training examples with shortest distances. Traditionally the distance measure between two examples is defined to be the Euclidean distance between the features of the examples.
Although KNN is a simple method by nowadays standard, it is still an active research area [12, 13] , widely used in real-world applications [14] , and serves as a basic component in more complex learning models [15, 16] . Hence, improving KNN prediction accuracy would have a significant impact on this part of the machine learning community.
The performance of the KNN algorithm is influenced by three main factors: (i) the distance function or distance metric used to determine the nearest neighbors; (ii) the decision rule used to derive a classification from the K-nearest neighbors; and (iii) the number of neighbors used to classify the new example. Ideally the distance function should bring examples with the same labels closer to one another and push examples with different labels further apart. However, the ideal distance metric is hard to achieve. On the other hand, it is clear that with the right distance metric, KNN can perform exceptionally well using a simple majority-voting decision rule and a fixed number of nearest neighbors. Hence, in this paper we focus on the first main factor of KNN to derive a good distance function utilizing the maximum-margin approach [17] .
Our approach presented in this paper is to learn a Mahalanobis distance function by minimizing a quadratic objective function subject to local neighborhood constraints. The goal of this optimization is, for every example, to bring examples of the same class close and to separate examples from other classes by a large margin. This goal is very similar to the one proposed in [7] . However, in [7] the authors solved a different optimization problem via semidefinite programming. In our framework, similar to most other support vector machine approaches our proposed algorithm is able to handle the non-linear separable cases by utilize the kernel trick. Finally, our extensive experiments with various data sets from the UCI repository show that our proposed metric learning algorithm is able to produce a better distance function that helps improve the performance of KNN classification in comparison to other state-of-the-art metric learning algorithms.
The paper is organized as follows: in section 2, we describe our metric learning algorithm via the support vector machine approach in detail; in section 3, we review other state-of-the-art metric learning algorithms; the experimental results and conclusions are presented in section 4 and 5.
Metric Learning: A Margin-based Approach
In this section, we consider the following supervised learning framework. The learning algorithm takes a set of labeled training examples, L = {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n )} as input, where x i ∈ X the input space and y i belongs to a finite set of classes denoted by Y. The goal of the metric learning problem is to produce a Mahalanobis distance function which can be used in computing nearest neighbors for the KNN classifier. In most metric learning algorithms, a positive semidefinite matrix A 0, known as the Mahalanobis distance matrix, is learned as a transformation matrix in computing the (squared) distance between examples x i and x j :
Alternatively, we rewrite the distance function as,
where ·, · represents the matrix inner-product. A desirable distance function preserves the local neighborhood property that examples within the same class are separated from examples of different classes by a large margin in the new distance space. This translates to the following local neighborhood constraint that, for each example its distance to all neighboring examples of the same class is smaller than its distance to any neighboring examples of different classes by at least a predefined margin, such as 1. Figure  1 demonstrates the idea how the neighborhood of a training example is transformed after applying the new distance function. Formally, the above constraint can be represented by the following inequalities,
where N (x i ) represents the set of neighbor examples of x i . In the absence of prior knowledge, the neighborhood set for each example is determined by the Euclidean distance. Along with the labeled training data L, our metric learning algorithm also takes an integer K in the input which servers as the size of the constructed neighborhood N (·), as well as the input to the KNN classification algorithm. In our learning framework, we seek the positive semidefinite matrix that minimizes a quadratic objective function subject to the above constraints presented in inequality (1) . Rather than using the hard margin constraints, we in-corporate slack variables, ξ, to obtain the quadratic optimization problem with the soft margin constraints. Formally, the metric learning algorithm we propose (MLSVM) learns a positive semidefinite matrix A and slack variables ξ via the following quadratic semi-definite programming problem (QSDP):
subject to:
where · F represents the Frobenius norm for matrices,
In order to solve MLSVM, we extend the Pegasos method from [18] , which is an effective iterative algorithm for solving the SVM QP via gradient descent without the need to transform the formulation into its dual form as many other SVM based methods do [19, 20] . Our algorithm is called MLSVM, as from the optimization problem. In each iteration, MLSVM follows three steps: gradient descent, positive semidefinite approximation, and projection steps. In the first step, the algorithm computes a set V ⊂ L that contains examples violating the local neighborhood constraints. Then the matrix A is updated according to the violated constraint set V. In the positive semidefinite approximation step, the algorithm finds a positive semi-definite matrixÂ that is closest to the current matrix A in term of the Forbenius norm, i.e.
A = argmiñ
A solution to this problem iŝ
where
represent the m eigenvalues and the corresponding m eigenvectors of the matrix A respectively. In other words, to obtain a nearest positive semidefinite matrix, we simply remove the terms in the eigenvector expansion that correspond to negative eigenvalues. In the projection step, the matrix A is projected to the sphere of radius 1/ √ λ. Details of MLSVM are presented in Algorithm 1.
Algorithm 1 Metric Learning SVM (MLSVM)
Input: L -the labeled data λ and T -parameters of the QP
end for Output: AT +1
Kernelizing the Algorithm
We now consider kernelizing our metric learning algorithm. In Algorithm 1, if we initialize A 1 = 0 then A t can be expressed as
Hence, we can incorporate the use of kernels when computing the matrix innerproduct operation and the Frobenius norm:
is the kernel function and Φ : X → F projects examples to a new space. In our experiment, we consider the polynomial kernel function, i.e. κ(x i
T where Φ(x) may have infinite dimensions. Similar to the problem of Kernel Principal Component Analysis [21] , in order to carry out the semidefinite matrix approximation step, we now have to find eigenvalues λ ≥ 0 and corresponding eigenvectors v ∈ F − {0} satisfying λv = Av.
By taking the inner-product of each Φ(x k ) with both sides of equation 4, we obtain the set of equations
In addition, all eigenvectors v that correspond with non-zero eigenvalues must lie in the span of {Φ(x 1 ), Φ(x 2 ), ..., Φ(x n )}. Hence there exists a set of coefficients
T and equation (6) into the set of equations (5), we obtain the following set of equations
By stacking the set of n equations (7), we get the simplified matrix equation,
where K is an n × n matrix whose elements K ij = Φ(x i ), Φ(x j ) ; α is the column vector α = [α 1 , ..., α n ] T ; and ϕ is an n × n matrix with ϕ ij = ϕ ij . To find a solution of equation (8), we solve the eigenvalue problem λα = (ϕK)α (9) for nonzero eigenvalues. This will give us all solutions of equation (8) that we are interested in. Let λ 1 ≤ λ 2 ≤ ... ≤ λ n and {α 1 , α 2 , ..., α n } denote the eigenvalues and the corresponding eigenvectors of ϕK (i.e. the solutions of equation (9)), with λ p being the first positive eigenvalue. Since the solution eigenvectors of equation (4) must be unit vectors, i.e v k , v k = 1 for all k ∈ {p, . . . , n}, we normalize v k :
The nearest positive semidefinite matrix of A can be computed aŝ
In summary, to compute the nearest positive semidefinite matrix of A we follow the three steps: first, compute the product matrix ϕK; second, compute its eigenvalues and corresponding eigenvectors, after which normalize the eigenvectors of A; finally, compute the nearest positive semidefinite matrix as shown in equation (11) .
Related Work
Metric learning has been an active research topic in the machine learning community. Here we briefly review some representative recent works on this topic. The method proposed in [7] is the most related prior work to our learning method since both methods aim to bring examples of the same class closer together and to separate examples of different classes. The main difference between the two methods is that we formulate our objective function as a quadratic semi-definite programming problem (QSDP) instead of a semidefinite program described in [7] . In addition, our proposed algorithm is able to incorporate many different kernel functions easily for non-linearly separable cases. An earlier work by [6] also used semidefinite programming based on similarity and dissimilarity constraints to learn a Mahalanobis distance metric for clustering. The authors proposed a convex optimization model to minimize the sum of squared distances between example pairs of similar labels subject to a lower bound constraint on the sum of distances between example pairs of different labels. While [6] focuses on a global constraint which brings all similar examples closer together and separates dissimilar examples, our proposed method enforces local neighborhood constraints to improve the KNN classification performance.
Most recently, [1] proposed an information-theoretic approach to learning a Mahalanobis distance function. The authors formulate the metric learning problem as minimizing the LogDet divergence, subject to similarity and dissimilarity constraints. In addition to the difference in the objective function formulation, the number of constraints for our proposed optimization is only linear with respect to the number of training labeled examples. In contrast, the number of similarity and dissimilarity constraints of the optimization formulation in [1] is potentially quadratic in the number of labeled training examples.
In [5] , the authors proposed an online learning algorithm for learning a Mahalanobis distance function which is also based on similarity and dissimilarity constraints on example pairs. The online metric learning algorithm is based on successive projections onto the positive semi-definite cone subject to the constraint that all similarly labeled examples have small pairwise distances and all differently labeled examples have large pairwise distances. Instead of using global similarity and dissimilarity constraints, our proposed method enforces local neighborhood constraints for each labeled training example.
In [2] , Maximally Collapsing Metric Learning (MCML) algorithm is proposed to learn a Mahalanobis distance metric based on similarity and dissimilarity constraints. The authors construct a convex optimization problem which aims to collapse all examples in the same class into a single point and push examples in other classes infinitely far apart. The main difference between our proposed method and MCML is also the usage of the local neighborhood constraints versus the pairwise constraints between similarly labeled and differently labeled examples.
In [3] , the authors proposed Neighborhood Component Analysis (NCA) to learn a distance metric specifically for the KNN classifier. The optimization aims at improving the leave-one-out performance of the KNN algorithm on the training data. The algorithm minimizes the probability of error under stochastic neighborhood assignments using gradient descent. Although both NCA and our method try to derive a distance function in order to improve the performance of the KNN algorithm, we employed different optimization problem formulations.
In [8] , the authors proposed a framework for similarity metric learning by the energy-based model (EBM) from a pair of convolutional neural networks that shared the same learning parameters. The cost function incorporated into the EBM aimed at penalizing large distances among examples with the same label, and small distance among example pairs of different classes. In our work, the distance function is parameterized by a transformation matrix instead of a convolutional neural network.
Experiments
In this section, we evaluate our metric learning algorithm (MLSVM) on a number of data sets from the UCI repository [22] and the LIBSVM data [23] . A summary of the data sets is given in Table 1 .
In our experiments, we compare MLSVM against recent proposed metric learning methods for KNN classification, namely the Large Margin Nearest Neighbor [7] (LMNN) and Information-Theoretic Metric Learning (ITML) [1] . In addition, we also compare our method against a benchmark margin-based multiclass classification method, i.e SVM [24] . All the compared methods learn a new distance metric before applying KNN except SVM, which is directly used as a classification method. The parameters of the MLSVM and SVM, λ and the degree of the polynomial kernel, are selected from the sets {10 i } . For all metric learning algorithms, the K-nearest neighbor value is set to 4 which is also used in [1] . The parameters are selected using two fold cross validation on the training data. For all data sets, 50% of data is randomly selected for the training phase and the rest is used for test. The experiment is repeated for 10 random trials. The mean performance and standard error of various methods are reported for each data set.
In Figure 2 , we present the performance of KNN, LMNN, ITML, and SVM against the new metric learning method MLSVM for the 9 data sets. From the figure we clearly see that all three metric learning methods (MLSVM, ITML and LMNN) significantly improved the KNN classification accuracy by comparing with the first column, which is the raw KNN performance, with the only exception for LMNN on the "german" dataset. SVM, as a non-metric-distance based method also performed competitively. MLSVM is consistently among the best performing methods across all datasets. We also present the significance test results in Table 2 . In Table 2 , the second column is the best error rate achieved by any method for a dataset, and column 3 shows all the methods whose results are not statistically significantly different from the best result by pair-wise t-test at the 95% level. It is interesting to notice that MLSVM is the only model that always perform the best even comparing with the non-metric-learning SVM classifier. This is an evidence that KNN, as a simple model, can achieve competitive or superior classification performance compared with SVM, if a proper distance metric can be learned. In comparison with the other two metric-distance learning methods, namely LMNN and ITML, in our conducted experiments MLSVM is more reliable in improving KNN's performance, as LMNN and ITML are only within the best models for 2 and 4 times respectively among the 9 datasets.
Conclusion
In this paper, we approached the metric learning problem utilizing the marginbased framework with the proposed method MLSVM. The problem is formulated as a quadratic semi-definite programming problem (QSDP) subject to local neighborhood constraints. We solve the optimization problem by iteratively relaxing the semidefiniteness constraint of the distance matrix and only approximate the closest semidefinite matrix after the gradient descent step. The SVM-based formulation allows MLSVM to incorporate various kernels conveniently. From the conducted experiments, MLSVM is able to produce a distance metric that helps improve this performance of the KNN classifier significantly. Our experiments also show that our metric learning algorithm always performs competitively and often better than the two other state-of-the-art metric learning approaches. Although KNN is arguably the most obvious application where metric distance learning plays an important role, we plan to adapt MLSVM to other interesting applications where a good distance metric is essential in obtaining competitive performances.
