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Dieser Beitrag beschäftigt sich mit dem Aufbau kostengünstiger und zuver-
lässiger Kommunikationsnetzwerke. Für den Aufbau des Kommunikationsnet-
zes stehen je Verbindung verschiedene Leitungstypen mit unterschiedlichen
Zuverlässigkeiten und Kosten zur Verfügung. Im Rahmen der multikriteriellen
Planung ist eine pareto-optimale Lösungsmenge von Netzwerken zu ﬁnden.
Aufgrund der hohen Komplexität des Problems (NP-vollständig) werden üb-
licherweise heuristische Optimierungsverfahren zur Lösung eingesetzt. In der
Vergangenheit wurden insbesondere Genetische Algorithmen zur Lösung des
Problems eingesetzt. Der vorliegende Beitrag stellt eine speziell für die mul-
tikriterielle Optimierung angepasste Version des lokalen Suchverfahrens Si-
mulated Annealing für das Problem vor. Experimentelle Untersuchungen der
Leistungsfähigkeit des multikriteriellen Simulated Annealing Ansatzes zeigen,
dass das Verfahren den Lösungen bisherigen Ansätzen überlegen ist und eine
Pareto-Front höherer Güte erstellt.
1 Einleitung
Beim Einsatz von netz- und internetbasierten IT-Anwendungen ist die Zuverlässigkeit
und Sicherheit der zugrundeliegenden Kommunikationssysteme einer der Schlüsselfakto-
ren für den Erfolg einer Geschäftstätigkeit. Insbesondere mit der zunehmenden Integra-
tion von IT-Systemen entlang der Wertschöpfungskette wächst die Abhängigkeit von zu-
verlässigen und störungsfrei operierenden Kommunikationsnetzwerken. Bei der Planung
von vernetzten IuK-Systemen ist daher die Zuverlässigkeit der Kommunikationsinfra-
struktur auch bei Ausfällen einzelner Netzwerkkomponenten von hoher Bedeutung. Als
Maß für die Robustheit eines Netzwerks gegenüber Ausfällen einzelner Leitungen wird die
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All-Terminal-Zuverlässigkeit verwendet. Dieses Maß gibt die Wahrscheinlichkeit dafür
an, dass bei gegebenen Ausfallwahrscheinlichkeiten für einzelne Netzwerkverbindungen
sämtliche Knoten des Netzwerks noch miteinander kommunizieren können [3]. Als kon-
ﬂiktäres Ziel steht einer hohen Zuverlässigkeit die Forderung nach Netzwerktopologien
mit geringen Kosten gegenüber.
In bisherigen Arbeiten wurde das Problem häuﬁg als Optimierungsproblem mit einer
Zielgröße (Kosten oder Zuverlässigkeit) betrachtet [6, 2, 14]. Das zweite Ziel wurde über
Nebenbedingungen abgebildet. Mit dieser Arbeit wird ein multikriterielles Entwurfsver-
fahren vorgestellt, das Kosten und Zuverlässigkeit parallel betrachtet. Hierfür wird das
Pareto Simulated Annealing (PSA) Verfahren [5] auf die Problemstellung angepasst. An
Stelle einer einzigen Lösung wird durch PSA eine Menge an Lösungen generiert, die
dem Entscheider eine Auswahl entsprechend individueller Präferenzen ermöglicht. Expe-
rimentelle Ergebnisse zeigen, dass die Qualität der mit PSA erzielten Lösungen der eines
multikriteriellen Genetischen Algorithmus überlegen ist.
Der Beitrag ist wie folgt gegliedert: Kapitel 2 stellt das Netzwerkdesignproblem (NDP)
als multikriterielles Optimierungsproblem vor. Das PSA-Verfahren sowie eine geeignete
Nachbarschaftssuche für die Problemstellung wird in Abschnitt 3 vorgestellt. Die mit-
tels PSA erzielten Ergebnisse sowie ein Vergleich zu einem multikriteriellen Genetischen
Algorithmus ﬁnden sich in Abschnitt 4. Der Beitrag schließt mit einer Zusammenfassung.
2 Netzwerktopologieplanung als multikriterielles
Optimierungsproblem
Bei der Planung von Kommunikationsnetzwerken müssen eine Reihe unterschiedlicher
Kriterien wie Zuverlässigkeit, Installationskosten, Betriebskosten, Durchsatz, Kapazitä-
ten oder maximale Laufzeiten berücksichtigt werden. An Hand der unterschiedlichen
Kriterien wird deutlich, dass unterschiedlicher zueinander konﬂiktäre Zielsetzungen, in
dem NDP zu berücksichtigen sind. In der Vergangenheit wurde das Problem häuﬁg als
unikriterielles Problem betrachtet. Smithu. a. [7, 8, 6] stellen Genetische Algorithmen vor,
bei denen die Netzwerkkosten minimiert werden und die Zuverlässigkeitsnebenbedingung
über einen Strafterm direkt in die Zielfunktion integriert wird. Reicheltu. a. [14] verwen-
den einen Genetischen Algorithmus, der die Netzwerkkosten minimiert und die Erfüllung
einer Zuverlässigkeitsnebenbedingung mittels einer Reparaturfunktion sicherstellt. In [2]
wird ein Simulated Annealing Ansatz vorgestellt, der die Netzwerkkosten minimiert und
die Zuverlässigkeit über eine Nebenbedingung abbildet. Ein Genetischer Algorithmus für
das Netzwerkdesign mit mehreren Zuverlässigkeitszielen wird in [13] vorgestellt. Als Zu-
verlässigkeitsmaß wird die k-Terminal-Zuverlässigkeit verwendet. Eine Betrachtung von
Zuverlässigkeit und Kosten als multikriterielles Optimierungsproblem erfolgt in [9, 1]. In
beiden Arbeiten untersuchen die Autoren das NDP mit Hilfe verschiedener multikriteri-
eller Genetischer Algorithmen.
Im vorliegenden Beitrag soll das NDP als multikriterielles Optimierungsproblem mit den
Zielgrößen Kosten und Zuverlässigkeit betrachtet werden. Die zu verbindenden Knoten
sowie die zur Verfügung stehenden Kanten werden als ungerichteter Graph G(K,E) mo-
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delliert. K ist die Menge der Knoten und E die Menge der Kanten im Graphen. Durch
jede Kante bzw. jedem Knoten wird eine Verbindung bzw. ein Knoten des zugehörigen
Netzwerks repräsentiert. Es wird davon ausgegangen, dass die Positionen der Knoten
fest vorgegeben sind und deren Installationskosten für die Planung nicht relevant sind.
Für jede Kante eij ∈ E zwischen den Knoten i und j besteht die Auswahlmöglichkeit
zwischen verschiedenen Zuverlässigkeitsoptionen lk (k = 0 . . . n) welche sich hinsichtlich
Kosten c(lk(eij)) und Ausfallsicherheit r(lk(eij)), unterscheiden. Dabei entspricht lk(eij)
der aktuell für die Kante eij gewählten Option. Weiterhin gelten die Annahmen, dass
die Knoten zuverlässig arbeiten, jede Kante sich entweder im Zustand seij operational
(seij = 1) oder failed (seij = 0) beﬁndet, die Ausfallwahrscheinlichkeiten der einzelnen
Leitungen unabhängig voneinander sind, die Verbindungen bidirektional sind und Re-
paraturen ausgefallener Verbindungen nicht berücksichtigt werden. Eine Lösung x (ein
Netzwerk N des Optimierungsproblems wird durch den Subgraph GN (K,EN ⊂ E) dar-
gestellt. Wir deﬁnieren C(x) als die Gesamtkosten eines Netzwerks, welche sich aus den
Kosten ck(l(eij)) der aktuell gewählten Optionen für die Kanten eij ∈ GN zusammenset-
zen. Als Zuverlässigkeitsmaß wird die All-Terminal-Zuverlässigkeit RAll(x) verwendet.
Dieses Maß berechnet sich aus den vorgegebenen Zuverlässigkeiten der einzelnen Leitun-
gen, welche im Netzwerk eingesetzt werden, und gibt die Wahrscheinlichkeit dafür an,
dass sämtliche Knoten eines Netzwerks miteinander kommunizieren können. Verfahren
zur Berechnung der All-Terminal-Zuverlässigkeit werden [4, 3, 11] beschrieben.
Als multikriterielles Optimierungsproblem wird das hier betrachtete NDP wie folgt dar-
gestellt:
min f1(x) = C(x)
max f2(x) = RAll(x)
mit: RAll(x) > 0
(1)
Die Menge sämtliche gültiger Lösungen für das Problem ist D. Eine Lösung x ∈ D ist
nicht dominiert (pareto-optimal), wenn gilt:
@x′∈D mit C(x′) ≤ C(x) ∧RAll(x′) > RAll(x) (2)
Ergebnis eines multikriteriellen Optimierungsverfahrens ist nicht eine einzelne Lösung,
sondern ein Menge von nicht dominierten Lösungen Yknown. Sämtliche nicht dominierten
Lösungen für ein Problem bilden die Pareto-Front Ytrue. Bei der Auswahl einer opti-
malen Lösung xopt ∈ Ytrue muss der Entscheidungsträger eigene Präferenzen λ für die
Zielfunktionen fj festlegen. Wir bezeichnen eine nicht dominierte Lösung x ∈ Ytrue als
unterstützt, wenn es einen Vektor von nicht negativen Gewichten λ = [λ1, ..., λj ] gibt, so
dass x ein Optimum des Problems ist. Für eine unterstützte Lösung gilt:
max
J∑
j=1
λjfj(x)
mit : x ∈ D und
∑
j
λj = 1
(3)
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3 Ein multikriterielles Simulated Annealing Verfahren für
den Netzwerktopologieentwurf
3.1 Der Pareto Simulated Annealing Ansatz
Die Metaheuristik Simulated Annealing ist ein der Physik entlehntes Verfahren. Es ist
in Analogie zu dem in der Natur vorkommenden Kristallisierungsprozess beim Abkühlen
von Metallen und Flüssigkeiten entwickelt worden. Hat eine Schmelze eine relativ hohe
Temperatur, bewegen sich die Teilchen darin fast frei umher, ohne sich gegenseiteig stark
zu beeinﬂussen. Wenn nun die Abkühlung hinreichend langsam erfolgt, so stellt sich bei
jeder Temperatur ein thermisches Gleichgewicht ein. Die Substanz gelangt dann in eine
Grundstruktur mit minimalem Energieniveau z.B. ein Kristall. Diese Struktur stellt das
Energieminimum für den jeweiligen Stoﬀ dar. Wichtig ist dabei, dass die Abkühlung nicht
zu schnell erfolgt denn sonst kommt es zum sogenannten Quenching. Dabei entstehen
nicht optimale Strukturen, die ein höheres Energieniveau aufweisen. Der Versuch dieses
Phänomen auf einem Computer zu übertragen, und zur Lösung kombinatorischer Op-
timierungsprobleme zu nutzen, wurde erstmals von Kirkpatricku. a. [12] unternommen.
Ausgehend von einer Startkonﬁguration s0 ∈ D wird ein Element aus der Nachbarschaft
s1 ∈ NS(s0) gewählt und die Diﬀerenz der Zielfunktionswerte∆f = f(s1)−f(s0) berech-
net. Ist der Zielfunktionswert der Nachbarkonﬁguration besser (∆f ≤ 0 bei Minimierung
des Zielfunktionswertes), wird diese Lösung als Ausgangspunkt für die weitere Suche be-
nutzt. Mit einer Wahrscheinlichkeit P (T ) werden auch schlechtere Lösungen (∆f > 0),
die ein bestimmtes Akzeptanzkriterium erfüllen, als Basis für die weitere Suche verwen-
det. Der Temperaturparameter T , der sich während der Optimierung langsam verringert,
steuert die Akzeptanzwahrscheinlichkeit für schlechte Lösungen. Je weiter die Abkühlung
fortgeschritten ist, desto geringer wird die Akzeptanzwahrscheinlichkeit für schlechtere
Lösungen.
In Anlehnung an das Simulated Annealing Verfahren für Optimierungsprobleme mit einer
Zielgröße wurden verschiedene Simulated Annealing Verfahren für multikriterielle Opti-
mierungsprobleme entwickelt. In [15] stellt Seraﬁni das Simulated Annealing for Multi-
Objective Optimization (SMOSA) vor. In den Grundzügen ähnelt das Verfahren sehr
stark dem prinzipiellen Aufbau eines Simulated Annealing Ansatzes nach [12]. An Stelle
einer einzigen optimalen Lösung erzeugt das Verfahren als Ergebnis eine Menge nicht
dominierter Lösungen Y . Mit der Arbeit von Ulungu [10] wird ein Simulated Annealing
(MOSA) Ansatz für multikriterielle Optimierungsprobleme vorgestellt, der sich Prinzi-
pien einer populationsbasierten Optimierung bedient. Im Gegensatz zu SMOSA nutzt
MOSA nicht nur eine Lösung während der Optimierung, sondern setzt parallel mehrere
verschiedene Lösungen ein, um den Problemraum besser abzudecken und eine möglichst
große Menge an nicht dominierten Lösungen zu erstellen. Aufbauend auf den Arbei-
ten von Seraﬁni und Ulungu entwickelten Czyzak und Jaszkiewicz das PSA-Verfahren,
das in dem vorliegenden Beitrag genutzt wird. PSA nutzt eine Menge (Population) von
interagierenden Lösungen. PSA greift dabei die Idee von [15] zur Kontrolle der Kriterien-
gewichte mittels multikriterieller Regeln für die Akzeptanzwahrscheinlichkeit auf. Ziel ist
es, eine Streuung der generierten Lösungen über die ganze Menge von nicht dominierten
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Lösungen zu sichern. Je höher die Gewichtung eines gegebenen Kriteriums, umso gerin-
ger ist die Wahrscheinlichkeit, dass eine neue Lösung akzeptiert wird, die den Wert des
Kriteriums vermindern und umso größer ist die Wahrscheinlichkeit der Verbesserung des
Wertes des Kriteriums. Durch Kontrolle der Gewichte kann man die Wahrscheinlichkeit
für Verbesserung der Werte eines Kriteriums erhöhen oder vermindern. Der komplette
Ablauf von PSA wird im Folgenden beschrieben.
Erzeuge eine Menge S0 ⊂ D
Yknown = ∅
∀x∈S0 update Yknown
T = T0, S = S0
wiederhole
∀x∈S do
Erstelle y ∈ NS(x)
if y ist nicht dominiert von x do
update Yknown mit y
wähle die Lösung x′ ∈ S nächstmöglich zu x und nichtdominiert von x
wenn es keine Lösung x′ gibt oder es ist die erste Iteration mit x do
Setze λj zufällig, so dass gilt
∀jλj ≥ 0 und
∑
j λj = 1
sonst
∀fj do
λj =
{
αλxj wenn fj(x) ≥ fj(x′)
λxj
α wenn fj(x) < fj(x′)
normalisiere λ so dass
∑
j λj = 1
setze x = y mit P (x, y, T, λ)
wenn Bedingung für Temperatursenkung erfüllt, so vermindere T
solange (Abbruchkriterium nicht erfüllt)
Der Faktor α ist eine Konstante nahe eins (i.a. 1,05) zur Anpassung der Gewichte. Der
Vektor λx = [λx1 , ..., λxj ] repräsentiert die im letzten Durchlauf verwendete Gewichtung
der einzelnen Zielfunktionen fj(x). Unter der Zielsetzung am Ende des Verfahrens mit der
besten bekannten Lösungsmenge Yknown eine möglichst große Menge aus der optimalen
Lösungsmenge Ytrue abzudecken, wird der Vektor mit den Gewichten λ für die einzelnen
Zielfunktionen bei jedem Durchlauf so angepasst, dass alle Gewichte der Zielfunktionen
bei denen fj(x) ≥ fj(x′) größer werden und alle anderen Gewichte verringert werden. Auf
diese Weise stellt PSA sicher, dass in jedem Durchlauf der Abstand der Lösungen Menge
Yknown zunimmt und somit unterschiedliche Regionen des Suchraums D durch die ver-
schiedenen Lösungen x ∈ Yknown durchsucht werden. Für jedes Element aus Yknown wird
in einem Durchlauf eine benachbarte Lösung y gesucht. Über die Funktion P (x, y, T, λ)
wird die Akzeptanzwahrscheinlichkeit für eine Lösung y bestimmt. Eine Lösung y ∈ D
wird von der Prozedur Update in Yknown eingefügt, wenn es keine Lösung x ∈ Yknown gibt,
die y dominiert. Gleichzeitig löscht Update beim Einfügen einer neuen pareto-optimalen
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Lösungen in Yknown sämtliche durch diese Lösung dominierten Lösungen.
3.2 Adaption des PSA-Verfahrens für das Netzwerk Design Problem
Für den Einsatz des PSA-Verfahrens für das NDP muss eine Funktion NS(x) zur Er-
zeugung einer benachbarten Lösung für x entworfen werden. Eine Nachbarschaftslösung
NS(x) wurde nach drei gleichverteilten möglichen Schritten generiert. Es wurde entwe-
der:
• eine Kante aus dem Netzwerk gelöscht (EN \ {eij} mit eij ∈ EN )
• eine Kante dem Netzwerk hinzugefügt (EN ∪ {eij} mit eij ∈ E, eij /∈ EN )
• oder die Option lk einer Kante des Netzwerks verändert ( lk+1(eij) mit eij ∈ EN )
4 Experimentelle Ergebnisse
4.1 Experimentelles Design
Als Testproblem wurde das in [6] vorgestellte Netzwerk verwendet. Das Netzwerk ist
die vereinfachte Version eines realen Netzwerk Design Problems von 19 Universitäten
und Forschungseinrichtungen in neun Städten der Türkei. Als Verbindung zwischen je-
dem Knotenpaar werden drei mögliche Arten von Glasfaserverbindungen verwendet, de-
ren Kosten und Zuverlässigkeiten gegeben sind mit 333$/km 96%, 433$/km 97.5% und
583$/km 99%. Die Implementierung des PSA-Verfahrens erfolgt mit Hilfe der MOM-
HLib++. Die Initialisierungsmethode erstellt zufallsbasierte 2-fach kantenverbundene
Netzwerke. In jedem Durchlauf wurde nach einer gegebenen Anzahl an Bewegungen die
Temperatur gesenkt. Der Abkühlungsfaktor der Temperatur wurde auf 0,9 gesetzt. Die
Starttemperatur lag bei 50. Der Algorithmus terminiert, nachdem eine Temperatur 0,5
erreicht wurde. Das Verfahren wurde mit einer Größe von 8, 16 und 32 parallel Lösungen
getestet. Für jede Anzahl an parallelen Lösungen wurden Versuche mit insgesamt 128,
256 bzw. 512 Bewegungen pro Temperaturlevel durchgeführt. Dies bedeutet, je größer
die Anzahl der parallel untersuchten Lösungen ist, desto weniger Bewegungen wurden für
jede einzelne Lösung durchgeführt. Bei einer einzelnen Lösung würden z.B. 512 Bewegun-
gen pro Temperaturlevel durchgeführt, bei 16 Lösungen waren es noch 32 Bewegungen
für jede einzelne Lösung. Für die Bestimmung der All-Terminal-Zuverlässigkeit RAll(x)
wurde eine einfache Monte Carlo Simulation [11] mit jeweils 100000 Stichproben verwen-
det. Im Gegensatz zu [9, 1], wo lediglich mit 10000 Stichproben gearbeitet wurde, steigt so
die Wahrscheinlichkeit, mit Hilfe der Monte Carlo Schätzung die exakte Zuverlässigkeit
eines Netzwerkes zu ermitteln (vgl. [11]).
4.2 Maße für den Vergleich multikriterieller Optimierungsverfahren
Ziel einer multikriteriellen Metaheuristiken ist es, mit der generierten Lösungsmenge
Yknown eine gute Annäherung an eine als eﬃzient betrachtete Menge an Lösungen Ytrue
zu ﬁnden. Deshalb sind Verfahren und Gütemaße notwendig, die einen Vergleich der
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verschiedenen (nicht-dominierten) Lösungen ermöglichen. Im Folgenden werden die in
diesem Beitrag verwendeten Maße vorgestellt.
Zur Bewertung der einzelnen Verfahren werden die folgende Kennzahlen aus [16] heran-
gezogen:
1. Overall Non-dominated Vector Generation (ONVG); zählt die Anzahl der Lösungen
in der generierten Pareto-Front Yknown
ONV G , |Yknown|c (4)
wobei ||c die Kardinalität der Menge Yknown bezeichnet.
2. Overall True Non-dominated Vector Generation (OTNVG); zählt die Anzahl der
Lösungen in der Pareto-Front Yknown welche auch in der wahren Pareto-Front
Ytrue vorhanden sind.
OTNV G = |{y|y ∈ Yknown ∧ y ∈ Ytrue}|c (5)
3. Overall Non-dominated Vector Generation Ratio (ONVGR);
ONV GR =
ONV G
Ytrue
(6)
bezeichnet das Verhältnis zwischen der Anzahl der Lösungen in Yknown zu der
Anzahl der Lösung in der Pareto-Front Ytrue. Da es das Ziel ist, mit der Menge
Yknown nah an der wahren Pareto-Front Ytrue zu sein, sind Werte möglichst nah an
eins positiv.
4. Error Ratio (E)
E =
∑
x∈Yknown ex
ONV G
mit:
ex = 0 wenn x ∈ Yknown ∧ x ∈ Ytrue
ex = 1 sonst
(7)
Es spiegelt das Verhältnis zwischen Lösungen in der Menge Yknown wider, welche
keine Mitglieder von Ytrue sind. Ein Error Ratio (E) nahe eins bedeutet einen
schwachen Zusammenhang zwischen erzeugter und wahrer Pareto-Front Werte nahe
Null sind gewünscht.
5. Generational Distance (G)
G =
√∑
x∈Yknown d
2
x
ONV G
(8)
wobei dx der Abstand (im Lösungsraum) zwischen jedem x ∈ Yknown und seinem
nächsten zugehörigen Nachbarn in der Pareto-Front Ytrue bedeutet. Eine hoher
Wert für G bedeutet, dass Yknown weit entfernt von Ytrue ist, ein G = 0 ist die
ideale Situation.
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Vom Betrachter wird als natürlichste Kennzahl im allgemeinen OTNVG angenommen
bzw. OTNV G
Ytrue
·100 also der Prozentsatz an gefundenen Lösungen in der Referenzmenge.
Dieses Maß hat aber einige Nachteile, da es bei einer Vielzahl von Lösungen in Ytrue fast
unmöglich ist einen signiﬁkanten Prozentsatz an eﬃzienten Lösungen in einer annehmba-
ren Zeit zu ﬁnden. Dies ist meist auch gar nicht erforderlich, viel wichtiger ist es, in einer
kurzen Zeit möglichst nah an die Lösungsmenge Ytrue zu kommen. Distanz-Kennzahlen
wie G besitzen eine wesentlich höhere Aussagekraft. Sie kann Aufschluss darüber geben,
wie weit die erzeugte Lösungsmenge Yknown von der Lösungsmenge Ytrue entfernt ist.
Eine gute Annäherung an die Lösungsmenge Ytrue wird durch eine Aggregation aus allen
erzeugten Lösungsmenge erreicht [9, 1].
Als zweite Bewertungsmethode soll die Verteilung der Lösungen gegenüber einer Refe-
renzlösung R aus [9] bewertet werden. Als Bewertungsgrundlage nutzen wir das Kenn-
zahlensystem von Jaszkiewicz [5], nach dem eine gute Annäherung der Lösungsmenge
Yknown an R demnach dann erreicht ist, wenn es für jede Lösung y ∈ R eine nahe Lösung
x ∈ Yknown gibt. Anders als G wird also die Distanz eines Elements der Referenzlösung
zur gefundenen Lösungsmenge und nicht umgekehrt bewertet. Zu diesem Zweck hat er
zwei Distanz-Kennzahlen aufgestellt.
Dist1 =
1
R
∑
y∈R
{ min
x∈Yknown
{d(x, y)}} (9)
Dist2 = max
y∈R
{ min
x∈Yknown
{d(x, y)}} (10)
wobei d(x,y) die Distanz zwischen zwei Lösungen darstellt.
Dist1 sagt etwas über die durchschnittliche Distanz von y ∈ R zur nächsten Lösung in
Yknown aus. Dist2 dagegen betrachtet den schlimmsten Fall. Über das Verhältnis zwischen
Dist2
Dist1
(11)
lassen sich Aussagen über die Gleichförmigkeit der Verteilung treﬀen. Je kleiner die Werte
dieser Maße desto besser ist die Annäherung der Menge Yknown an R.
Für die Distanz d(x,y) wird in diesem Beitrag
d(x, y) = (
J∑
j=1
(wj(fj(x)− fj(y)))2)1/2 (12)
verwendet. Dabei sind wj , j = 1, ..., J die Gewichte zur Normalisierung der Kriterien fj ,
die die Spannweite des jeweiligen Kriteriums im Lösungsraum D darstellen.
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4.3 Ergebnisse
Für die Auswertung werden die durch PSA generierten Lösungsmengen Yknown mit der
in [9] angegebenen Referenzlösungsmenge R und der durch den Einsatz von MOSA,
SMOSA und PSA gewonnenen Menge Ytrue, die sich aus 80 pareto-optimalen Lösungen
zusammensetzt, verglichen.
Tabelle 1 zeigt die Auswertung der mittels PSA erzielten Ergebnisse mit Hilfe der Kenn-
zahlen aus [9, 1]. Dabei werden die durch das Verfahren generierten Lösungsmengen
der Lösungsmenge Ytrue gegenübergestellt. P gibt die Anzahl der parallel betrachteten
Lösungen (Population)an , NM ist die Gesamtanzahl von Bewegungen (Neighborhood
Moves) pro Temperaturschritt aller Elemente der Population und trun zeigt die für den
Lauf benötigte Zeit in Sekunden. Der Wert für ONV G zeigt, dass mit steigender Anzahl
P NM ONV G OTNV G ONV GR E G trun
1 8 128 46 0 0,5750 1,0000 0,0243 5155
2 16 128 32 0 0,4000 1,0000 0,0270 5255
3 32 128 38 0 0,4750 1,0000 0,0385 5279
4 8 256 76 25 0,9500 0,6711 0,0116 9832
5 16 256 51 0 0,6375 1,0000 0,0148 9821
6 32 256 38 0 0,4750 1,0000 0,0305 10527
7 8 512 96 26 1,2000 0,7292 0,0054 20048
8 16 512 64 3 0,8000 0,9531 0,0110 20620
9 32 512 43 0 0,5375 1,0000 0,0180 19916
Tabelle 1: Ergebnisse und Auswertung PSA-Läufe
an Bewegungen pro Temperaturlevel (NM) die Anzahl der durch das Verfahren gene-
rierten nicht dominierten Lösungen (ONV G) zunimmt. Dies lässt sich damit begründen,
dass für jede einzelne Lösung pro Temperaturschritt mehr Nachbarschaftslösungen un-
tersucht werden. Wie die Tabelle zeigt, wurde in allen durchgeführten Experimenten die
höchste Anzahl an pareto-optimalen Lösungen (ONV G) bei gleichem NM jeweils mit ei-
ner Populationsgröße (P ) von 8 erzielt. Wie die Auswertung mittels OTNV G Maß zeigt,
wird bei einer Populationsgröße von 8 ebenfalls die größte Anzahl an nicht dominier-
ten Lösungen in Ytrue generiert. Stellt man für die Populationsgröße von 8 die Laufzeit
trun der Ergebnisgüte (ONVG und OTNVG) gegenüber, so ist festzustellen, dass durch
Verdoppelung der Laufzeit (Zeile 4 zu 7) lediglich ein geringer Zuwachs an zusätzlichen
pareto-optimalen Lösungen entsteht. Die Distanz G zeigt, dass mit einer höheren Anzahl
an lokalen Suchschritten (NM) eine Distanz zwischen der Pareto-Front Ytrue und der
durch das Verfahren erzeugten Pareto-Front Yknown geringer wird. Die geringste Abwei-
chung von Yknown und Ytrue konnte mit der Parameterkombination P = 8 und NM =
512 erreicht werden.
Die Abbildungen 1(a) und 1(b) zeigen einen Vergleich der Pareto-Front Ytrue sowie der
Pareto-Front Yknown in der Parameterkombination P = 8 und NM = 512 bzw. P =
8 und NM = 256. Wie beide Abbildungen zeigen, deckt die durch das PSA-Verfahren
generierte Pareto-Front jeweils einen großen Bereich der Pareto-Front Ytrue ab. Wäh-
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Abbildung 1: Vergleich von Ytrue und Yknown
Dist1 Dist2 Dist2/Dist1
PSA 0,065 0,595 9,145
Tabelle 2: Distanzen aggregierter Yknown (für alle PSA-Läufe) und R
rend die Pareto-Front in der Parameterkombination P = 8 und NM = 256 eine Viel-
zahl von Lösungen zu Ytrue für RAll(x) > 0.975 beiträgt, so liegen die Lösungen aus
x ∈ Yknown mit x ∈ Ytrue für die Parameterkombination P = 8 und NM = 512 im
Bereich RAll(x) > 0.975 und RAll(x) ≈ 1. Für beide Parameterkombinationen kann
festgehalten werden, dass die durch PSA gefundenen Fronten sehr nah an der wahren
Pareto-Front Ytrue liegen. Experimentelle Studien mit den Verfahren MOSA, SMOSA
und PSA haben gezeigt, dass mit Hilfe des PSA-Verfahrens die besten Lösungen für die
hier betrachtete Problemstellung erzielen lassen. Dies zeigt sich auch an Hand der hier
präsentierten Ergebnisse. Durch PSA werden 67% der pareto-optimalen Lösungen aus
der Pareto-Front Ytrue gefunden.
Tabelle 2 zeigt die Auswertung mit Hilfe der Distanzmaße aus [5]. Hierfür wird die ag-
gregierte Pareto-Front aller PSA-Läufen mit der Referenzmenge R verglichen. An Hand
des Dist1 Wertes in Tabelle 2 erkennt man, welche Gleichförmigkeit zwischen der Refe-
renzlösung und der erzeugten Pareto-Fronten besteht. Im Mittel (Dist1) ist die durch
die mittels der PSA-Läufe erzeugte Pareto-Front nah an der Referenzmenge R. Daraus
folgt, dass viele Lösung der Referenzmenge durch die mittels PSA erzeugte Pareto-Front
repräsentiert werden. Der maximale Abstand ist demgegenüber relativ hoch, das heißt,
dass Lösungen der Referenzmenge überhaupt keine Repräsentation in der Pareto-Front
besitzen. Aus den großen Unterschieden der beiden Kennzahlen Dist1 und Dist2 resul-
tiert der hohe Wert für das Verhältnis zwischen Dist2/Dist1. Dies bedeutet eine relativ
schlechte Gleichförmigkeit der Pareto-Front gegenüber R. Dies ergibt sich, da die Lösun-
gen in R für Rall < 0.87 keine Repräsentation in Yknown haben und R nur Lösungen
mit C(x) < 3900000 enthält. Bessere Lösungen in Yknown relativieren dies nur beding-
te, da die verwendeten Maße eigentlich von schlechteren Werten in Yknown gegenüber
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Abbildung 2: Vergleich der Pareto-Fronten R und Yknown (alle PSA-Läufe)
der Referenzmenge R ausgehen. Abbildung 2 stellt die Referenzmenge R der Lösungen
aus [9] und die aus allen PSA-Läufen generierte Menge an nicht dominierten Lösungen
Yknown gegenüber. Der Verlauf der beiden Pareto-Fronten zeigt, dass mittels PSA eine
deutliche bessere Lösungsmenge generiert wird, deren Elemente viele Lösungen in der
Referenzmenge R dominieren. Beim Vergleich beider Lösungsmengen muss zusätzlich
beachtet werden, dass Baranu. a. lediglich 10000 Stichproben pro Monte Carlo Simula-
tion durchführen, während im vorliegenden Beitrag 100000 Stichproben für jede Monte
Carlo Schätzung verwendet wurden. Für die Varianz des Schätzers RˆAll(G) einer einfa-
chen Monte Carlo Simulation gilt var(RˆAll(G)) = RAll(G)(1−RAll(G))i . Daraus folgt, dass
die Genauigkeit der Schätzung mit einer größeren Stichprobenanzahl zunimmt und die
hier durchgeführte Schätzung eine höhere Genauigkeit besitzt.
5 Zusammenfassung
Dieser Beitrag beschäftigt sich mit der multikriteriellen Planung von zuverlässigen und
ökonomischen Netzwerktopologien. Im Gegensatz zu bisherigen Arbeiten, in denen Kos-
ten und Zuverlässigkeit häuﬁg getrennt voneinander betrachtet wurden, ﬁndet hier eine
simultane Betrachtung beider Zielgrößen statt. Hierfür wurde die Pareto Simulated An-
nealing Metaheuristik mit einem für die Problemstellung angepassten Nachbarschafts-
konzept vorgestellt. An Stelle einer einzigen Lösung generiert das Verfahren eine Men-
ge von zueinander pareto-optimalen Lösungen. Dabei obliegt es dem Entscheidungsträ-
ger/Planer entsprechend seinen persönlichen Präferenzen eine Lösung auszuwählen.
In einer experimentellen Studie wurde das PSA für das Netzwerk Design Problem mit
unterschiedlichen Populationsgrößen und einer variierenden Anzahl von lokalen Such-
schritten getestet. Die experimentellen Ergebnisse zeigen, dass die mittels PSA erzeug-
te Pareto-Front eine höhere Lösungsgüte als bisher bekannte Lösungen multikriterieller
Genetischer Algorithmen aufweist. In einer durch mehrere multikriterielle Simulated An-
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nealing Verfahren erstellten Pareto-Front, welche die bisher bekannte Pareto-Front do-
miniert, generiert PSA 67% der pareto-optimalen Lösungen und zeichnet sich durch eine
breite Streuung der Lösungen über den kompletten Problemraum aus.
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