The spread of new ideas, behaviors or technologies has been extensively studied using epidemic models. Here we consider a model of diffusion where the individuals' behavior is the result of a strategic choice. We study a simple coordination game with binary choice and give a condition for a new action to become widespread in a random network. We also analyze the possible equilibria of this game and identify conditions for the coexistence of both strategies in large connected sets. Finally we look at how can firms use social networks to promote their goals with limited information. Our results differ strongly from the one derived with epidemic models and show that connectivity plays an ambiguous role: while it allows the diffusion to spread, when the network is highly connected, the diffusion is also limited by high-degree nodes which are very stable.
INTRODUCTION
To illustrate our point, consider the basic game-theoretic diffusion model proposed in [10] . Consider a graph G in which the nodes are the individuals in the population and there is an edge (i, j) if i and j can interact with each other. Each node has a choice between two possible behaviors labelled A and B. On each edge (i, j), there is an incentive for i and j to have their behaviors match, which is modeled as the following coordination game parameterised by a real number q ∈ (0, 1): if i and j choose A (resp. B), they each receive a payoff of q (resp. (1 − q)); if they choose opposite strategies, then they receive a payoff of 0. Then the total payoff of a player is the sum of the payoffs with each of her neighbors. Consider a network where all nodes initially play A. If a small number of nodes are forced to adopt strategy B and other nodes in the network apply best-response updates, then these nodes will be repeatedly applying the following rule: switch to B if enough of your neighbors have already adopted B. There can be a cascading sequence of nodes switching to B such that a network-wide equilibrium is reached in the limit. Most of the results on this model are restricted to deterministic (possibly infinite) graphs. In this work, we analyze the diffusion in the large population limit when the underlying graph is a random network G(n, d) with n vertices and where d = (di) n 1 is a given degree (i.e. number of neighbors) sequence, similarly to [5] .
In this simple model, agents play a local interaction binary game where the underlying social network is modeled by a sparse random graph. First considering the deterministic best response dynamics, we compute the contagion threshold for this model, confirming the heuristic result of [11] . We find that when the social network is sufficiently sparse, the contagion is limited by the low connectivity of the network; when it is sufficiently dense, the contagion is limited by the stability of the high-degree nodes. This phenomenon explains why contagion is possible only in a given range of the global connectivity (i.e. the average number of neighbors).
We identify the set of agents able to trigger a large cascade: the pivotal players, i.e. the largest component of players requiring a single neighbor to change strategy in order to follow the change. When contagion is possible, both in the low and high-connectivity cases, the number of pivotal players is low, resulting in rare occurences of cascades. However in the high-connectivity case, we found that the system displays a robust-yet-fragile quality: while the cascades are very rare, their sizes are very large. This feature makes global contagions exceptionally hard to anticipate.
Motivated by social advertising, we also consider cases where contagion is not possible if the set of initial adopters is too small, i.e. a negligible fraction of the total population, as in [4] . We compute the final size of the contagion as a function of the fraction of the initial adopters. We find that the low and high-connectivity cases still have different features: in the first case, the global connectivity helps the spread of the conatgion while in the second case, high connectivity inhibits the global contagion but once it occurs, it facilitates its spread.
We also analyze possible equilibria of the game and in particular, we find conditions for the existence of equilibria with co-existent conventions. Finally, we analyze a general percolated threshold model for the diffusion allowing to give different weights to the (anonymous) neighbors. This model allows us to study rigorously semi-anonymous threshold games of complements with local interactions on a complex network. Our general analysis gives explicit formulas for the spread of the diffusion in terms of the initial condition, the degree sequence of the random graph, and the distribution of the thresholds. We refer to the full version of this work [7] for these last two points and to [2] , for recent works on the impact of clustering on the present results.
ANALYSIS OF A SIMPLE MODEL OF CASCADES

Graphs: the configuration model
We consider a set [n] = {1, . . . , n} of agents interacting over a social network.
For notational simplicity we will usually not show the dependency on n explicitly. This sequence is the degree sequence of the graph: agent i ∈ [n] has degree di, i.e. has di neighbors. We define a random multigraph (allowing for self-loop and multiple links) with given degree sequence d, denoted by G * (n, d) by the configuration model [1] . Conditioned on the multigraph G * (n, d) being a simple graph, we obtain a uniformly distributed random graph with the given degree sequence, which we denote by G(n, d).
We will let n → ∞ and assume that we are given d = (di) n 1 satisfying the following regularity conditions, see [9] :
is a sequence of non-negative integers such that n i=1 di is even and, for some probability distribution p = (pr) ∞ r=0 independent of n, (i) |{i : di = r}|/n → pr for every r ≥ 0 as n → ∞;
In words, we assume that the empirical distribution of the degree sequence converges to a fixed probability distribution p with a finite mean λ.
Contagion threshold for random networks
An interesting perspective is to understand how different network structures are more or less hospitable to cascades. Going back to previous diffusion model, we see that the lower q is, the easiest the diffusion spreads. In [10] , the contagion threshold of a connected infinite network (called the cascade capacity in [3] ) is defined as the maximum threshold qc at which a finite set of initial adopters can cause a complete cascade, i.e. the resulting cascade of adoptions of B eventually causes every node to switch from A to B. Note that we consider a model where the initial adopters are forced to play B forever. In this case, the diffusion is monotone and the number of nodes playing B is non-decreasing. We say that this case corresponds to the permanent adoption model: a player playing B will never play A again.
We now compute the contagion threshold for a sequence of random networks. Since a random network is finite and not necessarily connected, we first need to adapt the definition of contagion threshold to our context. For a graph G = (V, E) and a parameter q, we consider the largest connected component of the induced subgraph in which we keep only vertices of degree strictly less than q −1 . We call the vertices in this component pivotal players: if only one pivotal player switches from A to B then the whole set of pivotal players will eventually switch to B in the permanent adoption model. For a player v ∈ V , we denote by C(v, q) the final number of players B in the permanent adoption model with parameter q, when the initial state consists of only v playing B, all other players playing A. Informally, we say that C(v, q) is the size of the cascade induced by player v. Proposition 2. Consider the random graph G(n, d) satisfying Condition 1 with asymptotic degree distribution p = (pr) ∞ r=0 such that r≥1 r(r − 2)pr > 0 and define qc by:
Let P (n) be the set of pivotal players in G(n, d).
(i) For q < qc, there are constants 0 < γ(q, p) ≤ s(q, p) such that w.h.p. limn
(ii) For q > qc, for an uniformly chosen player v, we have C(v, q) = op(n). The same result holds if o(n) players are chosen uniformly at random.
This result is in accordance with the heuristic result of [11] (see in particular the cascade condition Eq. 5 in [11] ). and is proved in [7] . (with ζ(γ) = r −γ ) is parameterised by the decay parameter γ > 1. We see that in this case we have qc ≤ 1/9. In other words, in an Erdős-Rényi random graph, in order to have a global cascade, the parameter q must be such that any node with no more than four neighbors must be able to adopt B even if it has a single adopting neighbor. In the case of the scale free random network considered, the parameter q must be much lower and any node with no more than nine neighbors must be able to adopt B with a single adopting neighbor. This simply reflects the intuitive idea that for widespread diffusion to occur there must be a sufficient high frequency of nodes that are certain to propagate the adoption. We also observe that in both cases, for q sufficiently low, there are two critical values for the parameter λ, 1 < λi(q) < λs(q) such that a global cascade for a fixed q is only possible for λ ∈ (λi(q); λs(q)). The heuristic reason for these two thresholds is that a cascade can be prematurely stopped at high-degree nodes. For Erdős-Rényi random graphs, when 1 ≤ λ < λi(q), there exists a "giant component", i.e. a connected component containing a positive fraction of the nodes. The high-degree nodes are quite infrequent so that the diffusion should spread easily. However, for λ close to one, the diffusion does not branch much and progresses along a very thin tree, "almost a line", so that its progression is stopped as soon as it encounters a high-degree node. Due to the variability of the Poisson distribution, this happens before the diffusion becomes too big for λ < λi(q). Nevertheless the condition λ > λi(q) is not sufficient for a global cascade. Global diffusion also requires that the network not be too highly connected. This is reflected by the existence of the second threshold λs(q) where a further transition occurs, now in the opposite direction. For λ > λs(q), the diffusion will not reach a positive fraction of the population. The intuition here is clear: the frequency of high-degree nodes is so large that diffusion cannot avoid them and typically stops there since it is unlikely that a high enough fraction of their many neighbors eventually adopts. Following [11] , we say that these nodes are locally stable. The lower curve in Figure 2 represents the number of pivotal players in an Erdős-Rényi random graph as a function of λ the average connectivity for q −1 = 6.666.... By the same heuristic argument as above, we expect two phase transitions for the size of the set of pivotal players. Indeed the phase transitions occur at the same values λi(q) and λs(q) as can be seen on Figure 2 where the normalized size (i.e. fraction) γ(q, λ) of the set of pivotal players is positive only for λ ∈ (λi(q), λs(q)). Hence a cascade is possible if and only if there is a 'giant' component of pivotal players. Note also that both phase transitions for the pivotal players are continuous, in the sense that the function λ → γ(q, λ) is continuous. This is not the case for the second phase transition for the normalized size of the cascade given by s(q, λ) in Proposition 2: the function λ → s(q, λ) is continuous in λi(q) but not in λs(q) as depicted on Figure 2. 
Advertising with word of mouth communication
We consider now scenarios where λ / ∈ [λi(q), λs(q)] and the initial set of adopters grows linearly with the total population n. More precisely, consider now a firm advertising to a group of consumers, who share product information among themselves: potential buyers are not aware of the existence of the product and the firm undertakes costly informative advertising. The firm chooses the fraction of individuals who receive advertisements (similarly as in [6] where control of epidemics was studied). Given a distribution p = (ps) s∈N , we define the functions: (1 − h1(ẑ, α, p) )n + op(n) providedẑ(α, p) = 0, or z(α, p) ∈ (0, 1], and further g(z; α, p) < 0 for any z in some interval (ẑ − ,ẑ).
We present in [7] an heuristic derivation of the functions h, g and h1 using the local mean-field model [8] . We refer to [7] for a discussion and a proof of this result.
