Abstract. We study the rotating wave patterns in an excitable medium in a disk. This wave pattern is rotating along the given disk boundary with a constant angular speed. To study this pattern we use the wave front interaction model proposed by Zykov in 2007. This model is derived from the FitzHugh-Nagumo equation and it can be described by two systems of ordinary differential equations for wave front and wave back respectively. Using a delicate shooting argument with the help of the comparison principle, we derive the existence and uniqueness of rotating wave patterns for any admissible angular speed with convex front in a given disk.
Introduction
Wave propagation in excitable medium has been studied widely due to its various applications in physical model, chemical reaction, and biological system. In particular, the spiral wave has been recognized as a fascinating and important spatio-temporal pattern (cf., e.g., [18, 8, 19, 14] ). We also refer the reader to the survey papers on spirals by Tyson and Keener [17] , Meron [9] , Mikhailov [12] , Fiedler and Scheel [1] , etc.
Until recently, most studies of spiral patterns were for unbounded media; though cannot be applied to describe spiral waves rotating within a disk. In [22] , by using the free-boundary approach, two types of rigidly rotating patterns within a disk are studied, namely, spots moving along the disk boundary and spiral waves rotating around the disk center. In particular, rotating spots are intrinsically unstable and can be observed in excitable media only under a stabilizing feedback as in the wave segments ( [10, 11, 21] ).
The study in [22] indicates a selection mechanism that uniquely determines the shape and angular velocity of these two patterns as a function of the medium excitability and the disk radius. A wave pattern corresponds to the domain of excitation with sharp transition layer. In the free boundary approach proposed in [22] , this sharp transition layer is taken to be a planar curve to enclose the excited region. We define the tip (or, phase change point) to be the unique point on the boundary of the excited region with zero normal velocity. We shall call the wave boundary before this point the front and the one after this point the back. In fact, the mathematical difference between a rotating spot and a spiral wave is the curvature of the touching point of the front on the domain disk boundary. The curvature of this touching point is positive for a spot, while it is negative for a spiral wave. Here the sign of curvature is defined to be positive if the curve is winding in the counter-clock direction. It follows from the result of [3] that the curvature of the front is always positive for a spot, while the curvature of the front changes sign exactly once for a spiral wave. Hence the front of a spot is convex. See Figure 1 .
The purpose of this paper is to provide a proof of the existence of a rotating wave pattern in an excitable medium in a disk. Our approach is based on the approximation by the interface equations derived by Zykov [22] from the FitzHugh-Nagumo equation when the excited region rotates with a constant angular speed. This system is called a wave front interaction model, which consists of two systems of ordinary differential equations for the front and the back, respectively. We shall describe these systems in details in the next section.
The outline of the paper is as follows. In section 2, we provide a description of the system of equations for the rotating wave pattern in a disk and state our main result. Then, in section 3, we study the existence of the front part for any given domain disk and angular speed. This is carried out by using a useful transformation and a phase plane analysis as done in [3] . Finally, we study the back part to derive the existence and uniqueness of the rotating patterns in section 4. The proof is by a delicate shooting argument with the help of the comparison principle and the continuous dependence on the parameter b related to the excitability of the medium. Due to some technical difficulties, we can only derive rigorously the existence of rotating spots. The existence of rotating spiral wave patterns is open.
Preliminary and the main theorem
To explain the wave front interaction model, we introduce several notation for a planar rotating curve.
A planar curve can be described by (x, y, θ) with (x, y) the Euclidean coordinate of a point on this curve and θ the angle of the normal vector (right-hand to the tangent) measured from the positive x-axis. Then we have the relations
where κ is the (signed) curvature and s is the arc length parameter. Using polar coordinates (r, γ) instead of (x, y) with (x, y) = (r cos γ, r sin γ), we have
In this paper, we consider a rotating wave pattern (the excited region) which lies inside a disk and is rotating counter-clockwise along the disk boundary with a positive angular speed ω. Let the center of this disk be the origin. Then the function (r,γ,θ) describing the boundary of this excited region in the disk satisfies
for some function (r, γ, θ) depending only on the arc length s.
The functions that describe the front curve and the back curve are denoted by
respectively. Since the normal velocity V can be computed as
where φ ± = γ ± − θ ± and V + (resp. V − ) is the normal velocity of the front (resp. the back).
Recall from [22] that the normalized interface equation for the front is given by
Using (2.1) and (2.3), we obtain (2.4)
Here we measure the arc length starting from the touching point of the front on the disk boundary. Also, we set this touching point to be (r + , γ + , θ + )| s=0 = (R D , 3π/2, 0), where R D is the radius of the domain disk. Therefore, (2.4) is equipped with the initial condition (2.5)
We look for solutions such that the radius function is monotone in s. Hence the tip corresponds to the point when φ + reaches the value π for some s 1 > 0.
After solving (r + , φ + ), we can obtain V + using (2.3). Then by the relation κ + = 1 − V + and the definition of curvature, we can solve the function θ + and then γ + . Define
Also, we introduce Γ + (r) = γ + (s(r); ω) for r ∈ [r * , R D ]. The existence of Γ + is to be explained in the next section.
The back of a rotating wave is influenced by the front through the inhibitor of the excitable medium. Actually the normalized interface equation for the back derived by Zykov [22] is given by
, where b is a nonnegative constant to be determined. Recall from (2.1) that the back of rotating wave is controlled by the system:
For the simplicity of the notation, we shall drop the subscript minus sign. Then, using the identity V = −ωr sin φ, we can rewrite (2.6) as (2.7)
Note that the function Γ + (r(s)) is well-defined as long as r(s) ∈ [r * , R D ]. Here we measure the arc length starting from the tip of the rotating wave. Then the initial condition is given by
Therefore, for a given R D > 0 and a given ω > 0, the existence of a rotating wave pattern is equivalent to looking for a solution (r, γ, φ) of (2.7)-(2.8) such that
for some positive arc length s 2 and a certain constant b ≥ 0. Now, we are ready to state our main theorem as follows. 
Existence of the front
In this section, we study the existence of the front for a rotating wave in a disk. We denote the solution of (2.4) with (2.5) by (r + (s; ω), φ + (s; ω)), or simply (r + (s), φ + (s)).
For the special case when ω = 0, the wave is stationary. Then we have V + ≡ 0 and so κ + ≡ 1. Hence the front is a part of the unit circle with center at (x, y) = (−1, −R D ). It starts at (r + , γ + ) = (R D , 3π/2), runs counter clockwise and ends at (r + , γ + ) = (
To show the existence of the front for ω > 0, we introduce new variables
Then, by (2.4), we have
with the terminal condition:
Recall that the system (3.2) has been studied completely in [3] . In our case, we always have
Note that Y is the curvature function.
Since we look for solutions such that the radius function is monotone in s and
we see from (2.4) that φ + ∈ [π, 2π] for the front. This gives us the condition that Y < 1 for the front, except when φ + = π or 2π. On the other hand, at φ + = π, we have
Hence the tip of the rotating wave corresponds to the point where φ + reaches the value π. This also gives the initial condition Figure 2 . Dynamics of (3.2).
for some s 1 > 0. Note that X > 0 (resp. X < 0) if and only if φ + ∈ (3π/2, 2π) (resp. (π, 3π/2)).
We can prove the following proposition for the existence of the front in the same manner as in [3, Lemma 2.1 and Theorem 1].
Proposition 3.1. There exists a positive constant ω * such that the followings hold.
Proof. First, by [3, Lemma 2.1], for each ω > 0 there exists a unique trajectory in the phase plane of the system (3.2) (see Figure 2 ) such that it connects the point (0, 0) and the point (−X * (ω), 1) for some positive constant X * = X * (ω). This trajectory can be continued forward, stays in the third quadrant after (0, 0) and tends to (−∞, 0) as s → ∞.
Next, by [3, Theorem 1], there exists a positive constant ω * such that, in the phase plane of the system (3.2), a trajectory with (X, Y )(s) → (∞, 0) as s → ∞ exists if and only if ω ∈ (0, ω * ]. This trajectory is unique whenever it exists. For ω = ω * , this trajectory goes backward to the point (0, 1). For ω < ω * , it reaches a point (−X 1 (ω), 1) for some constant X 1 = X 1 (ω) > 0. Moreover, for ω > ω * , the trajectory starting at (0, 1) crosses the positive X-axis first, travels in the fourth quadrant, reaches the negative Y -axis at a point (0, −a * (ω)) for some positive constant a * = a * (ω) and then stays in the third quadrant. Moreover, the function a * (ω) is decreasing in ω for ω > ω * with a
Finally, the assertions follow from the above phase plane analysis by defining a 
Note that r * > 0 for ω < ω * (R D ) and r * = 0 when ω = ω * (R D ). Also, we have
Thus we can define the inverse function s = s(r) on (r * , R D ) of r = r + (s) and
Note that Γ + (r) is increasing in r whenever φ + ∈ (π, 3π/2). In particular, for ω = 0 we have
In the case when ωR D ≤ 1, it follows from Proposition 3.1 that π < φ + (s) < 3π/2 for s ∈ (0, s 1 ), which means that Γ + is increasing in r. On the other hand, when ωR D > 1, then a < 0 and X is positive near s = 0. Thus Γ + is decreasing in r close to r * . Hence we shall say that the front is convex if ωR D ≤ 1 and nonconvex if ωR D > 1. Moreover, in the case
Indeed, since X ≤ 0 and 0 < Y ≤ 1 when ωR D ≤ 1, the last statement follows from
From now on we fix R D to be a positive constant and let ω ∈ [0, ω * (R D )). Using 
Proof. We have
The lemma follows.
Existence of the back
In this section, we study the back part of the rotating wave pattern in a disk. We denote the solution of (2.7) with (2.8) by (r(s; ω, b), γ(s; ω, b), φ(s; ω, b) ).
Note that r * and γ * are independent of b. But, r * and γ * are functions of ω.
Since Γ + is not Lipschitz continuous at r = r * (see Lemma 3.3), we cannot apply the standard uniqueness theorem of ordinary differential equations to (2.7) with the initial condition (2.8). Nevertheless, the local existence of the solutions can be shown in the same manner as in [4 
for small s ≥ 0.
Proof. The existence and uniqueness of local solutions can be proved by a fixed point argument as in [4, Lemma 3.1]. Using (2.7), the expansions near s = 0 are obtained using the following observations:
Hence the lemma is proved.
Using Lemma 4.1, we have a local solution of (2.7) and (2.8) while r belongs to the interval [r * , R D ]. For a given R D > 0 and a given ω ∈ [0, ω * (R D )), we are looking for a solution (r, γ, φ) of (2.7)-(2.8) such that
for some positive arc length s 2 and a certain constant b ≥ 0.
In fact, when ω = 0, we can choose b = 0 and the back is the arc of the unit circle with center at (−1, −R D ) from the point (
running counter clockwise till the intersection point of the unit circle with the domain disk boundary.
From now on, we fix a R D > 0 and ω ∈ (0, ω * (R D )). Hereafter, we shall sometimes omit the dependence of ω and/or b, if there is no ambiguity.
The following lemma provides a useful property for the component φ of a solution of the system (2.7). 
Proof. Assume that there is a orbit (r, γ, φ) satisfying the assumption in (i
which gives the conclusion.
Similarly, in the case (ii), we can also obtain
This proves the lemma.
Now, we consider the following open strip domain
for a given R D > 0 and ω ∈ (0, ω * (R D )). Note that r * = r * (ω). Lemma 4.1 implies that the orbit of the solution (r, γ, φ) stays in Q for small s ≥ 0. Moreover, we have 
Proof. We show this lemma by contradiction. Suppose that φ(s) ∈ (0, π) and r(s) ∈ (r * , R D ) for all s > 0. It follows from (2.7) that
We claim that
Otherwise, assume that
Hence we have dφ ds
This implies that φ has to attain the value π at some s ≤ τ + π, which contradicts the assumption that φ(s) ∈ (0, π). Thus (4.2) is proved.
Similarly, we can show that
Then we have
Since r(s) is increasing in s while 0 < φ(s) < π, the limit r ∞ = lim s→∞ r(s) exists. If π/2 < φ(s) < π for large s, then γ is monotone decreasing for large s and the finite limit γ ∞ := lim s→∞ γ(s) exists. We can take a sequence {τ j } with τ j → ∞ as j → ∞ such that (r, γ)
, we obtain that
which is a contradiction. Similarly, we can treat the case where 0 < φ(s) < π/2 for large s. Now, suppose that there is a sequence {s j } with s j → ∞ such that φ(s j ) = π/2. We also have a sequence {t j } with t j → ∞ such that either φ(t j ) → 0 or φ(t j ) → π as j → ∞ due to the existence of the limit of r. Suppose that the former case happens. Relabeling the indices (if necessary), we may assume that t j ∈ (s 2j , s 2j+1 ) for all j ≥ 1. Chooses j ∈ (s 2j , t j ) such that φ(s j ) = π/4 and φ(s) ∈ (π/4, π/2) for all s ∈ (s 2j ,s j ) for all j ≥ j 0 for a certain j 0 ≫ 1. Hence we have r ′ (s) = sin φ(s) ≥ 1/ √ 2 for all s ∈ (s 2j ,s j ). For any i > j 0 , we have We remark that since r is increasing in s while the orbit stays in Q, the orbit never touches the plane r = r * . Moreover, by Lemmas 4.2 and 4.3, the definitions of exit-length and exit-point are well-defined and exclusive.
Next, for a given R D > 0 and ω ∈ (0, ω * (R D )), we study the set
To show the continuity of the exit-point in b we prepare new functions and the information of the exit-point when b = 0.
Since (dr/ds)(s) > 0 for all s ∈ (0, S), the functions Γ := Γ(r) and Φ := Φ(r) are well-defined for r ∈ (r * , r(S)). Moreover, (Γ, Φ) satisfies the system
where Φ ∈ (0, π) and
Here the function Γ + (r) is well-defined for r ∈ (r * , r(S)) ⊂ (r * , R D ).
For b = 0, the system (2.7) is the same as the one for a front. Hence the same argument as in section 2 for Proposition 3.1 can be applied. Here the terminal condition is (X, Y )(0) = (−ωr * , 1). Note that Y = 1 if and only if φ ∈ {0, π}. So we can just trace backward the trajectory passing through the terminal point in the (X, Y ) phase plane. Since any trajectory reaches the line Y = 1 in a finite length, we see that S(0) < ∞. 
This implies that
Since cos Φ(r), cos Φ + (r) > −1 for r > r * with r − r * small, by an integration of (4. We note that (4.4) does not enjoy the usual comparison principle. By introducing the following ordering in R 2 :
On the other hand, if S(b
and by applying a comparison theorem from [5, p.28 ] to (Γ, −Φ), we have the following comparison principle for solutions of (4.4) in this order.
Lemma 4.7. Let (Γ, Φ) and ( Γ, Φ) be two solutions of (4.4) with b > 0 on the interval
as long as 0 < Φ < π. This implies the lemma.
Similarly, we have 
Proof. Since there is a singularity at r = r * , we cannot apply the comparison principle near r = r * . However, Lemma 4.1 implies that (4.6) holds for 0 < r − r * ≪ 1. From this, the lemma follows from a comparison principle from [5, p.28] by the same argument as in the proof of Lemma 4.7 as long as Γ + (r) > Γ 1 (r).
We now deal with the case of a convex front, i.e., ωR D ≤ 1. From this, Theorem 2.1 follows.
