By analysing the sensitivity to a twist in the boundary conditions of the stationary state attained by a many-body system long after a quantum quench, we extend the concepts of the helicity modulus and the stiffness to non-equilibrium situations. Using these generalised quantities, we characterise the out-of-equilibrium dynamics of hard-core bosons quenched to/from superfluid/insulating phases and show that qualitative new features emerge as compared to the equilibrium case. Our predictions can be tested in experiments with cold bosonic atoms confined in toroidal traps and subject to artificial gauge fields. Introduction. -The impressive experimental advances in cold atomic physics have given the opportunity to study non-equilibrium dynamics of closed manybody systems with an unprecedented degree of control and tunability [1, 2] . The lack of ergodicity in two colliding clouds [3] , the observation of collapse and revivals in a system driven across the Mott insulator-tosuperfluid phase transition [4] , the prethermalisation of one-dimensional condensates [5] , the light-cone spreading of correlations [6] are only few important examples of the ongoing experimental activity in this area.
By analysing the sensitivity to a twist in the boundary conditions of the stationary state attained by a many-body system long after a quantum quench, we extend the concepts of the helicity modulus and the stiffness to non-equilibrium situations. Using these generalised quantities, we characterise the out-of-equilibrium dynamics of hard-core bosons quenched to/from superfluid/insulating phases and show that qualitative new features emerge as compared to the equilibrium case. Our predictions can be tested in experiments with cold bosonic atoms confined in toroidal traps and subject to artificial gauge fields. Introduction. -The impressive experimental advances in cold atomic physics have given the opportunity to study non-equilibrium dynamics of closed manybody systems with an unprecedented degree of control and tunability [1, 2] . The lack of ergodicity in two colliding clouds [3] , the observation of collapse and revivals in a system driven across the Mott insulator-tosuperfluid phase transition [4] , the prethermalisation of one-dimensional condensates [5] , the light-cone spreading of correlations [6] are only few important examples of the ongoing experimental activity in this area.
One of the most important problems in this field is the characterisation of the stationary state attained by the system after a quantum quench. Intuition suggests that even an isolated many-body system should be able to reach, at long times, a thermal steady state compatible with the initial energy density, as far as local observables are concerned [7] [8] [9] . This expectation is justified by the fact that, typically, a large system should act as its own environment. Notable exceptions are integrable systems [10] [11] [12] [13] [14] , which appear to relax to a steady state keeping track of all the constants of motion: the generalised Gibbs ensemble (GGE) [11] . Differences between thermal and GGE states are frequently only quantitative [15] [16] [17] [18] . Finding ways to neatly detect signatures of the GGE is highly desirable. Furthermore, since in almost integrable systems full thermalisation is preceded by a metastable non-equilibrium prethermalised state [5, 19] closely related to the GGE [20] , an unambiguous identification of non-thermal behaviour is important also to study this type of two-stage dynamics.
While so far expectation values of observables in the stationary state have been studied, in (quasi-)equilibrium systems the response to external (static or dynamic) perturbations can be as important to identify the system properties [21] [22] [23] [24] . Here we propose a characterisation of stationary states at long times after a quench in terms of time averaged response functions that measure the sensitivity to a twist in the boundary conditions, thus extending the concepts of stiffness (Drude peak) [25] and helicity modulus [26] to non-equilibirum conditions. This approach becomes particularly interesting in low dimensions, where it provides a powerful tool to characterise superfluid correlations (see also Ref. [27] ).
Both the out-of-equilibrium stiffness and the helicity modulus are introduced in an operational way that can, in principle, be implemented experimentally. By studying in detail these quantities in two integrable models of hard-core bosons, we show that non-thermal steady states attained after a quench have properties that depart quite dramatically from what is predicted in equilibrium. The stiffness can become negative. The helicity modulus may remain finite even in the insulating state. This behaviour is in striking contrast to what is expected for non-integrable systems, where thermalisation occurs [28] . At the end of the paper we discuss the possibility to measure both quantities experimentally.
Out-of-equilibrium linear response. -Before introducing the stiffness and the helicity modulus in a non-equilibrium setting, it is necessary to discuss linear response for quantum systems out of equilibrium. Linear response to external perturbations is a primary tool to address the equilibrium properties of many-body systems. Usually one considers the response to a timedependent perturbationV (t) of an otherwise stationary observable Â (t) = Â eq + δÂ(t) . This can be easily generalised to situations where the dynamics is nontrivial even without perturbation. Of interest for us is the following case: after initialising the system in the zero-temperature ground state of HamiltonianĤ(λ i ), at t = 0 we perform a sudden quench λ i → λ f , simultaneously switching on a weak time-dependent (e.g., oscillatory) perturbationV (t). In this setup it is natural to study the time-dependent linear response of the system on top of the non-equilibrium dynamics resulting from the quench. A sketch of this protocol is illustrated in [29] .
As in the equilibrium case, the key quantity, given an observableÂ and a perturbationV (t) = h(t)B, is [29] the response function χ AB = −iθ(t − t ) [Â(t),B(t )] 0 . All operators are evolved with the final HamiltonianĤ(λ f ) and · 0 = ψ 0 (λ i )| · |ψ 0 (λ i ) , |ψ 0 (λ i ) being the ground state of the initial Hamiltonian. In usual linear response theory χ AB depends on time differences t − t , making it possible to analyse the system properties, such as the presence of quasi-particles, by taking a Fourier transform and looking for features such as peaks or singularities. Here instead χ AB depends on two separate times t and t . However, one may still effectively analyse the dynamics passing to Wigner coordinates T = (t + t )/2, τ = t − t and Fourier transforming with respect to τ , restricted to |τ | < 2T (we assume t, t > 0). The resulting function χ AB (T, ω) may describe the formation, dynamics and relaxation of quasi-particles at frequencies ω much larger than the typical time scale associated to the quench dynamics. Moreover, from χ AB (T, τ ) one can obtain information about the stationary state attained at long times. Indeed, by averaging over T , that
where
, withρ st ≡ρ(t) = n,r p nπn . The operatorπ n = r |ψ n,r ψ n,r | projects on the nth eigenspace ofĤ(λ f ) (characterised by energy ε n and eigenstates |ψ n,r , r being a degeneracy index), while the weights p n = ψ 0 |π n |ψ 0 are the probabilities to find the initial state on that subspace. The stateρ st is the socalled diagonal ensemble. The only formal difference between these response functions and the equilibrium ones is the appearance of the diagonal ensemble instead of the Gibbs ensemble.
Linear response, Eq. (1), is needed to characterise superfluid correlations and transport properties of interacting bosons past a quench. Superfluids, as well as ideal conductors, are characterised by their sensitivity to a twist in the boundary conditions. In equilibrium, the helicity modulus Y [26] , i.e., a thermodynamic quantity related to the second derivative of the free energy with respect to the twist, quantifies superfluid correlations and is particularly important in low dimensional systems, where the superfluid order parameter vanishes. Sensitivity to phase twists is also important for normal quantum fluids, being related to the charge stiffness D, i.e., the amplitude of the Drude peak in electric conductivity [25] . The connection of stiffness and helicity modulus with integrability properties of the underlying models has been exploited in great detail at equilibrium [30] [31] [32] [33] [34] [35] [36] . Here we extend their notion to non-equilibrium systems.
From now on we consider a one-dimensional loop of length L (the generalisation to d-dimensions is straightforward). The twist is induced by piercing the loop with an external flux. As we will see below, the stiffness and the helicity modulus are associated to the response of the system to an oscillating/static external magnetic field respectively [29] .
Charge stiffness. -In equilibrium the charge stiffness is related to the linear response of the system to a time-dependent magnetic flux. It quantifies the strength of the zero-frequency Drude weight in the conductivity [25, 33] . In the present case one should calculate the time averaged circulating current induced by an external flux after the stationary state has been attained. It is thus possible to access the non-equilibrium stiffness, or the amplitude of the Drude peak of the response function to a uniform time-dependent field in the stationary regime, using
T being the expectation value of the kinetic-energy, p n the probabilities in the diagonal ensemble [37],Ĵ ϕ = −∂ ϕĤϕ the current operator, and ϕ = φ/L (with φ the flux piercing the loop or equivalently the twist in the boundary conditions [26] ). Using second-order perturbation theory in the twist, it can be shown that the stiffness quantifies the curvature of energy levels in ϕ:
This is the same expression as in equilibrium, provided that p n are replaced by Boltzmann weights.
Helicity modulus. -The definition of helicity modulus Y requires a little bit of care. Indeed this is the coefficient connecting the current density j to a static twist ϕ: j |ϕ→0 = −Y · ϕ. In principle one can perform linear response as before. For our purposes it is however more transparent to proceed differently and consider the time averaged current density: j ϕ = L −1 ψ(t)|Ĵ ϕ |ψ(t) . After expanding over the Hamiltonian eigenbasis, one finds j ϕ = −L −1 n p n (ϕ) ∂ ϕ ε n (ϕ). It is then natural to define the non-equilibrium helicity modulus:
This definition reduces to the one at equilibrium, if timeaveraged probabilities p n (ϕ) are again replaced by Boltzmann weights. However Y neq cannot be obtained from the equilibrium helicity modulus (the explicit expression for Y eq is given in [38] ) by replacing Boltzmann weights with p n (ϕ). The protocol we defined above leading to Eq. (4) is the appropriate way to do define it. Eqs. (3) and (4) quantify the phase rigidity of superfluid and normal systems following a quench. In equilibrium at zero temperature and for time-reversal invariant systems D eq = Y eq , moreover in thermal equilibrium Y eq , D eq ≥ 0. These properties no longer hold for Y neq and D neq [38] . We expect these differences to appear in integrable systems. On the contrary they should not be relevant when thermalisation occurs.
Examples. -We now discuss the behaviour of Y neq and D neq in two relevant cases of bosonic systems. In both examples the underlying Hamiltonian is integrable and describes tight-binding bosons hopping in a one-dimensional ring with L sites, subject to an external flux:Ĥ
Hereb † j (b j ) are hard-core bosonic creation (annihilation) operators on the j-th lattice site. The first term inĤ(ϕ) is the kinetic energy, whileV int is an additional contribution specified below. We study: i) hard-core bosons in a staggered fieldV
jb j is the boson number operator. We consider half filling and perform a quench in interaction strength, from an initial value V i to a final V f .
Model I is equivalent to a spin-1/2 XX chain in a staggered transverse magnetic field, and can be diagonalised through a Jordan Wigner transformation [39] . In its diagonal form (in momentum space) the Hamiltonian reads:Ĥ = |k|<π/2 k γ
At half filling its ground-state phase diagram presents a gapped insulating phase for all V = 0, separated by a superfluid point at V = 0. Being easily solvable, it allows us to catch all the salient features which we will also find later by solving numerically model II.
We start considering the helicity modulus. For a quench from the superfluid into the insulator Y neq = 0, no matter the value of V f . Conversely, for a quench into the superfluid, the helicity modulus coincides with the stiffness. It is then convenient to analyse directly D neq . For a quench towards the superfluid (Fig. 1 , upper left panel), as one could have guessed, the smaller is the quench, the more the stiffness smoothly approaches the equilibrium value D 0 , while in the limit V i 1 it drops as D neq ∼ t 2 /V i . A similar behaviour occurs when quenching from the superfluid into the insulator (Fig. 1 ,
2 ; the exact expression for any value of V f is given in [29] . A surprising situation arises for quenches within the insulator. Here, for small quenches, ∆V = |V i − V f | 1, the stiffness can be expressed as
, while the helicity modulus contains an additional term:
The functions C(x) andC(x) are plotted in Fig. 1 , lower panel [29] . Two things should be noticed. In contrast with the thermal case, the stiffness and the helicity modulus are finite and, in some cases, negative. This is a qualitative signature of the non-equilibrium steady state, and is not specific of this particular model. Model II represents the simplest case of interacting bosons which cannot be mapped into free fermions. It is equivalent to a spin-1/2 XXZ Heisenberg chain. We consider the antiferromagnetic region, V ≥ 0, where a gapless superfluid (V ≤ 2) is separated by a Néel state (V > 2). The stiffness has been investigated in finite-temperature equilibrium conditions, using analytical Bethe ansatz [30, 34, 36, 40, 41] , as well as numerical techniques [42] [43] [44] . For the quenched case we address the whole spectrum of small systems (up to L = 16 sites) using direct numerical diagonalisation and then performing a finite-size scaling.
We first discuss the stiffness for quenches from different initial states (different values of V i ) towards a fixed value of V f . Fig. 2 refers to quenches towards a superfluid (left panel) and an insulator (right panel). As in model I, in out-of-equilibrium conditions, D neq can assume negative values. Moreover, we observe that the superfluid generally presents a stronger susceptibility to phase twists, also in the excited levels. This appears from the sudden departure of D neq to large negative values in the left panel, when increasing V i . At equilibrium (V i = V f ), after a finite-size scaling (insets), one recovers for L → ∞ a non-zero value only in the superfluid.
We conclude by analysing reverse quenches where the initial state is fixed and the final coupling varied. Results are shown in Fig. 3 . Different scales in the two panels reflect the enhanced sensitivity to phase twists in the spectrum of a superfluid, which better develops when the energy pumped by the quench is sufficiently large to populate a consistent fraction of highly excited states (i.e., when the initial state is insulating). For increasing system size, we observe the progressive appearance of a number of divergent peaks at special values of the interaction strength V in the superfluid. In correspondence of these points an additional degeneracy given by the invariance under the loop algebra symmetry of sl 2 sets up, causing a lack of completeness of the Bethe ansatz equations, and is responsible for the occurrence of level crossings in response to a phase twist [34, 36, 45] . They form a null set in the interval 0 ≤ V f ≤ 2, nonetheless become dense in the thermodynamic limit and are given by: V = q + q −1 with q 2K = 1, K being a positive integer number [46] . The divergences are caused by approaching the degeneracy points, where avoided crossings of levels are such that lim V →V ∂ 2 ϕ ε n | ϕ→0 = ±∞, and can lead to singularities in D neq . Finally we stress that, for any V f = V , the whole excitation spectrum satisfies ∂ ϕ ε n| ϕ=0 = 0, therefore in model II D neq = Y neq , apart from the special points V [38].
The negative stiffness is a clear, qualitative and quantitative signature of the non-thermal nature of a steady state related to system integrability (or almost integrability). On the contrary, thermalisation in non-integrable systems should lead to a positive stiffness [28] . To corroborate this point, we considered numerically the effect of an integrability-breaking perturbation on model II (for a detailed analysis, see [29] ). When integrability is maximally broken, the stiffness from negative turns to be positive, confirming our expectations. Finally note that the negative stiffness does not result from the population of quasi-particles with negative temperature, in which case thermalisation to finite (positive) temperature states could never occur, independently of integrability. Rather in this case it follows from the fact that quasiparticles are populated non-thermally, yet not with a full population inversion. V f -1000 Experimental outlook. -We showed that a study of the response to a twist in the boundary conditions provides distinct signatures of the non-equilibrium nature of the steady-state attained after a quench. Our results can acquire significance if they can be tested experimentally. All ingredients needed to measure D neq and Y neq are already present in ongoing experiments with cold bosons. Recent developments in manipulating toroidal Bose-Einstein condensates disclosed new tools to study persistent currents. They can be induced either by a rotating optical barrier [47] or by introducing artificial gauge fields [48, 49] , and already enabled the realization of an atomic superconducting quantum interference device [50] . The necessary, albeit difficult, step is to perform a quantum quench in toroidal traps. Then a measure of the current flowing into the ring as a response to an external magnetic flux readily quantifies the stiffness (oscillating time-dependent flux) or the helicity modulus (constant flux). Finally we mention that bosons in optical lattices can simulate several magnetic models as, for example, the XXZ model studied here.
Acknowledgements. -We acknowledge the EU (IP-SIQS), and the Italian MIUR through PRIN (Project 2010LLKJBX) and FIRB (Project RBFR12NLNA) for financial support.
[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
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SUPPLEMENTARY MATERIAL

Linear response after a quench
The linear response theory to external perturbations can be easily generalised in the case of quantum systems after a sudden quench.
Let us consider a given HamiltonianĤ i which is suddenly quenched toĤ f , and is then subject to an external time-dependent perturbationV (t), so that the total Hamiltonian after the quench isĤ f +V (t). The equation of motion for the stateρ(t) then reads:
Before continuing we observe that, without the perturbationV (t) and only in presence of the quench, one would have a stateρ 0 (t) = e −iĤ f tρ 0 (0)e iĤ f t , where the initial conditionρ 0 (0) = |ψ 0 ψ 0 | is determined by the ground state |ψ 0 ofĤ i . Such state would naturally evolve according toĤ f and obey the equation of motion: i∂ tρ0 (t) = [Ĥ f ,ρ 0 (t)]. If we now add the perturbationV (t), we can split the various contributions according toρ(t) =ρ 0 (t) + δρ(t). Expliciting such expression in Eq. (6), we get
Now, as stated above, the two terms in the first curl brackets constitute the equation of motion forρ 0 (t), therefore their sum is equal to zero, while the rest dictates the evolution for the remaining part δρ(t). We then observe that, by means of simple algebraic passages, the terms in the second curl brackets can be rewritten according to e −iĤ f t i∂ t [e iĤ f t δρ(t) e −iĤ f t ] e iĤ f t , therefore Eq. (7) leads us to a simple equation of motion for δρ(t):
where we used the interaction picture, according to which δρ = e iĤ f t δρ e −iĤ f t . If we finally integrate this equation and then insert back the definition ofρ(t), we get
where we used again the notationÂ(t) = e iĤ f tÂ e −iĤ f t , for a generic operatorÂ. To get the previous equation we also approximatedρ(t) in the r.h.s. of Eq. (8) withρ 0 (t), and used δρ(0) = 0, sinceρ(0) =ρ 0 (0). Equation (9), together with the fact that the full density matrix of the system is given byρ(t) =ρ 0 (t) + δρ(t), leads us to the generalisation of the Kubo formula for the quenched case. The expectation value of any given operator Â (t) = Tr[ρ(t)Â] is given by:
where · 0 = Tr[ρ(0) · ] denotes the unperturbed expectation value, i.e., the equilibrium average with respect toĤ i . Let us now take a generic time-dependent perturbationV (t) = h(t)B. From Eq. (10) we obtain thus the generalised Kubo formula for a quenched system:
where the response function χ AB (t, t ) now depends explicitly from t and t separately. In the previous equation we also omitted the tildes on the operators, since from now on, time-dependent operators will be understood in the Heisenberg representation.
In an out-of-equilibrium process, to get expectation values of time-dependent quantities it is natural to perform a time average for long times. For this reason, in this context it is useful to introduce the Wigner coordinates
Without loss of generality, let us now specialise to the case of pure initial statesρ(0) = |ψ 0 ψ 0 |, where |ψ 0 is the ground state of the initial HamiltonianĤ i . The previous expression in Eq. (12) can then be further simplified by noticing that: i) the commutator inside brackets can be rewritten as e −iĤ f T Â (τ /2),B(−τ /2) e iĤ f T ; ii) under the average over T , time-oscillating terms can be neglected, and the trace overρ(0) can be performed on the diagonal ensembleρ st =ρ(t) = n,r p n |ψ n,r ψ n,r |. Here the weights of the diagonal ensemble, p n = ψ 0 |π n |ψ 0 , are the probabilities to find the initial state in the n-th eigenspace ofĤ f (this is characterised by the eigenstates |ψ n,r , r being a degeneracy index). We eventually get
which coincides with Eq. (1) in the main text.
Operational protocols to probe superfluidity after a quench
In order to address the non-equilibrium physics of a many-body quantum system, we adopt the simplest conceivable setting where to study its relaxation: a sudden quench of one of the control parameters λ of the corresponding Hamiltonian. Namely, we suppose to work at zero temperature and to perform, at a certain reference time t 0 = 0, the instantaneous change λ i → λ f . Such kind protocol is routinely performed in out-of-equilibrium experiments with cold atoms, even with superimposed optical lattices faithfully mimicking the physics described by the type of models in Eq. (5) of the main text. This is schematically shown in Fig. 4 , black line.
The paradigmatic way to measure superfluidity at equilibrium goes through the use of periodic boundary conditions (a ring in the one-dimensional scenario). An analogous geometry has to be implemented in suitable out-of-equilibrium experiments. Despite the apparent difficulty in combining and controlling these two ingredients (non-equilibrium and ring-shaped systems), the recent advances in the manipulation of cold atoms with toroidal magneto-optical traps have disclosed novel valid strategies to achieve this goal in the near future.
Once the quench in a toroidal trap has been realised, the superfluidity of the stationary state can be probed by adopting a protocol which is formally equivalent to the standard one performed at equilibrium. The fundamental quantity to be measured is the persistent current that is establishing into the ring in response to a magnetic flux piercing the system. This is equivalent to an electric field parallel to the chain, which can be conveniently described, after performing a Peierls substitution, by a complex phase acquired by the hopping amplitude. To be precise, one needs to switch on a magnetic field passing through the toroidal trap, for times t > t 0 . Its shape is depicted in Fig. 4 , red line. As a function of time, this field can be static or oscillating with a certain frequency ω. These express two operatively different protocols to measure superfluidity, according to the two quantities detailed in the main text.
• The helicity modulus is the derivative of the time-averaged persistent current that asymptotically establishes in the ring at long times, with respect to an infinitesimal and constant magnetic flux density (panel a).
• The stiffness is the zero-frequency Drude weight in the conductivity σ with respect to a sinusoidal monochromatic electric field. This is
We stress persistent currents for Bose Einstein condensates in toroidal traps have been already measured, while establishing this kind of experiments in a quench scenario constitutes a novel challenge which could be addressed soon with already available techniques.
Hard-core bosons in a staggered field
In this section we focus on the Hamiltonian describing Model I in the main text, i.e.,
Hereb † j /b j denote hard-core bosonic creation/annihilation operators on site j, while −t and V respectively denote the nearest-neighbour hopping strength and the intensity of an external staggered magnetic field. The system has a finite length L and is supposed to have periodic boundary conditions (b L+1 =b 1 ). ϕ is the flux passing through such ring. In the following we will analyse the behaviour of the superfluid stiffness and of the helicity modulus for L → ∞, thus recovering the asymptotic behaviour at the thermodynamic limit.
The Hamiltonian (14) can be readily mapped into a free-fermion model by first employing a Jordan-Wigner (JW) transformation of hard-core bosons into fermions:
whereâ † j /â j are fermionic creation/annihilation operators, satisfying canonical anticommutation relations. In this way, one gets straightforwardly an expression for the new Hamiltonian that is formally identical to Eq. (14), but with the new JW fermions. After switching to momentum representation, by Fourier transforming the fermionic operatorŝ
where k = ±π(2n + 1)/L and n = 0, . . . , L/2 − 1, the Hamiltonian can be rewritten according to the following compact form:Ĥ
Hereσ α (α = x, y, z) are the spin-1/2 Pauli matrices, while momenta k are defined [mod(2π)]. The quadratic form (17) is then diagonalised by means of a Bogoliubov rotation:ˆ
This implies that the system eigenmodes can be grouped in couples of momentum k, which have the same absolute energy k and opposite signs, i.e., with energy ε ± k (ϕ) = ± k (ϕ). Equation (20) allows us to compute both the stiffness D and the helicity modulus Y in terms of single-particle quantities. We start from the time-averaged current density, which is defined as:
where |ψ(t) is the system wavefunction at time t. In the long-time limit one can drop the rotating terms and keep only the "diagonal" contributions, thus obtaining:
with p i k = ψ 0 |γ i k †γi k |ψ 0 being the overlap between the state |ψ at any time and the k-th eigenmodeγ k . The helicity modulus Y = −∂ ϕ j ϕ| ϕ→0 is thus given by:
where D denotes the stiffness:
This expression for the stiffness can be rewritten according to D = D 0 + δD, with
where D 0 denotes the ground-state contribution to the stiffness, while δD contains all the corrections due to finite temperature, or to a quench. Here we used the fact that p
In this case |ψ coincides with the ground state |ψ 0 , which is trivially written in the Fock space of the eigenmodeŝ γ ± k . Starting from the vacuum state for the JW fermions |0 and neglecting normalisation constants, this is simply given by: |ψ 0 = |k|<π/2γ − k † |0 , and its energy is:
Note that here the discrete sum over the momenta k has been replaced by an integral, in order to work in the thermodynamic limit L → ∞ (hereafter we will always perform calculations in this limit). This expression can be recast in terms of the complete elliptic integral of the second kind E(x) ≡ E( π 2 |x), with
according to the following:
To get this expression, we used the property E(
. Equation (28) readily implies that D = Y = 0 for any V > 0, consistently with the fact that the model is a gapped insulator there. The case V = 0 requires a separate treatment, since in this case Eq. (26) becomes
from which it follows that D = Y = 2t/π at the superfluid point V = 0.
Finite-temperature thermal state (T > 0)
Since the diagonalised Hamiltonian (20) is written in terms of free fermions, the occupation probabilities p i k (ϕ) at equilibrium and at finite inverse temperature β = 1/T (hereafter we are taking k B = 1) are given by the standard Fermi distribution function:
• Let us start with the evaluation of the stiffness, by inserting the Fermi function in Eq. (24), so that we get:
Also in this case, it is useful to distinguish among the insulating and the superfluid. At V = 0, one has k (ϕ) = 2t cos(k − ϕ) and therefore ∂ 2 ϕ k (ϕ) |ϕ→0 = −2t cos(k). Inserting it into Eq. (31), we get an integral expression for the stiffness which can be numerically worked out. Comparing the temperature with the bandwidth, in the limit
T t one can use the expansion tanh(x)
x→0 ≈ x and thus get D ≈ t 2 /2T . In the more relevant limit T t of small temperature, one finds D ≈ D 0 1 − (π 2 /24)(T /t) 2 , where we defined D 0 = 2t/π as the maximum reachable value by the stiffness at zero temperature. We now concentrate on the case V = 0 and focus on temperatures below the bandwidth. Assuming T t and also t > V one can show that
so that the stiffness approaches the zero-temperature value D 0 = 0 exponentially. Two plots for the finite-temperature stiffness in the thermal state, in the cases V = 0 and V = 0, are shown in Fig. 5 . The analytic estimates are plotted in colored dashed lines and are in good agreement with the numerics in the respective low-temperature (blue) and high-temperature (red) regime.
• Finally we consider the helicity modulus Y =
. Since the expression in square brackets depends on the flux ϕ always in the combination k − ϕ [see Eqs. (20) and (30)], when taking the outer derivative one can first change variable ϕ → k, and then carry out the summation (integration in the continuum limit) over k by evaluating such expression at its extrema:
For any V = 0 we have that
On the other hand, for V = 0 we have ∂ k ε k| k=±π/2 = ±2t and p ± ±π/2 = 1/2, hence Y = D 0 . This shows that, at finite temperature, stiffness and helicity modulus do not coincide for this model.
Out of equilibrium
All the previous calculations for the helicity modulus and the stiffness can be easily generalised to the case of a sudden quench. In particular, at a given time t 0 we suppose to perform a quench of the parameter V : V i → V f and simultaneously add a magnetic flux ϕ through the ring: 0 → ϕ.
Before proceeding, we have to compute the probabilities p ± k (ϕ). The two Hamiltonians corresponding to the situation before and after the quench can be both diagonalised through a Bogoliubov transformation of the type in Eqs. (18) and (19)
For the sake of clarity, from now on, when necessary we will explicitly indicate the dependence of the various quantities from V and ϕ. Therefore, for a generic quench
By definition, the ground state of the initial Hamiltonian is such that γ
This, together with Eq. (34), consequently implies:
Having evaluated all the necessary quantities, namely Eq. (35) for the probabilities and Eq. (20) for the energies, let us now compute both the stiffness, Eq. (24), and the helicity modulus, Eq. (23), for the various types of quenches.
Quench from the insulator to the superfluid (Vi = 0, V f = 0)
In the case V f = 0, the dispersion relation for the Hamiltonian after the quench is given by k (0, ϕ) = 2t cos(k − ϕ), while the probabilities of the diagonal ensemble simplify to p
• In order to compute the stiffness, we apply directly Eq. (24) . For this purpose it is useful to note that ∂ 2 ϕ k (0, ϕ) |ϕ→0 = −2t cos(k). Moreover we also observe that sin 0) . Thus we obtain, in the continuum limit L → ∞:
where E(m) and K(m) are the complete elliptic integrals of the second and of the first kind respectively, expressed in terms of the corresponding incomplete integrals given in Eq. (27) and by
The expression (36) tends to D 0 for V i → 0, and goes as D neq ∼ t 2 /V i for V i 1 (see Fig. 1 , upper left panel).
• Since in this specific case the probability p + k (ϕ) does not depend on ϕ, from Eq. (23) it is straightforward to see that Y neq = D neq .
Quench from the superfluid to the insulator (Vi = 0, V f = 0)
In the case V i = 0, the dispersion relation after the quench is given by
f , while the probabilities of the diagonal ensemble are p
• Also in this case it is better to compute the stiffness directly from Eq. (24) . After adopting the same type of substitutions leading to Eq. (36), this produces the following expression in the thermodynamic limit:
While, for V f → 0, Eq. (38) tends to D 0 /2, for large V f values it goes to zero as D neq = 4D 0 t 2 /3V 2 f (see Fig. 1 , upper right panel).
• For the evaluation of the helicity modulus, in this specific case we can easily use Eq. (33), since, as in equilibrium, the dependence of both the dispersion relation k (V f , ϕ) and the probabilities p ± k (ϕ) on the flux ϕ always come as k − ϕ. Taking the derivative with respect to the momentum of the energies ε
f and evaluating it at the extrema we have:
Therefore it is evident that, for any V f = 0, the helicity modulus is rigorously zero.
Quench within the insulating phase (Vi = 0, V f = 0)
• In the generic case of both initial and final values of V different from zero, we proceed by substituting the expressions (20) and (35) into Eq. (24) . For this purpose, it is useful to note that p
Hence, using the fact that cos[2 Θ k ] = 2t cos(k)/ k and that sin[2 Θ k ] = V / k , we easily obtain a formula for the stiffness that is suitable for numerical calculations:
The term in curl brackets, hereafter called α, comes from the populations p
. While for ∆V ≡ V i − V f = 0 we have α = 1 (hence D = 0 for any V > 0 in equilibrium), for a small quench |∆V | 0 we find:
Therefore inserting it into the previous expression and integrating, we finally arrive to
with
The function C(V ) is positive for V 0.7 t and diverges for V → 0, while it becomes negative otherwise, with a minimum at V ∼ t. Hence out of equilibrium the stiffness can be negative (see Fig. 1 ).
• Equation (33) for the helicity modulus cannot be used in this context, since from Eq. (35) and the expression for ∆Θ k in Eq. (34) it is evident that the dependence on the angle ϕ of the probabilities p ± k is not simply through k − ϕ. We then proceed using Eq. (23) , and in particular focusing on the last term β = Y neq − D neq . We first observe
. Then, after simple algebraic manipulations, we find the following expression:
This clearly confirms that in equilibrium β = 0 and therefore D = Y. Now, if we suppose to perform a small quench, |∆V | 0, we can approximate the integrand denominator with [ k (V f )] 5 and thus finally arrive at the expression:
where the termC is given byC
This function is always negative and monotonic increasing from C → −∞ for V → 0, to zero in the limit V → ∞ (see Fig. 1, lower panel) .
Non-integrable model of hard-core bosons
We analyse now a modified version of Model II for interacting hard-core bosons, in which we add an integrabilitybreaking perturbation. The integrable Hamiltonian is given by:
There are several ways to break the integrability in this system. Here we choose to perturb it by adding a random on-site chemical potential of the formK
where h j are random real variables, h j ∈ [−1, +1], and λ denotes the strength of the perturbation. The global nonintegrable Hamiltonian we are going to study here is thusĤ IB (ϕ) =Ĥ(ϕ) +K. According to the standard theory of quantum chaotic systems, we believe that the specific choice ofK is not qualitatively relevant and does not affect our conclusions.
In the specific, we provide numerical evidence in support of our conjecture that, when integrability is broken, the average stiffness after a quench should no longer be negative. The reason resides in the fact that, in such cases, thermalisation generally set up and therefore the system is expected to locally behave as if it were in a canonical thermal ensemble at an effective temperature determined by the energy after the quench.
Hereafter in this Section we discuss only the case of a quench towards a superfluid phase and take t as the energy unit. In the specific we set V f = 0.5, corresponding to the situation of left panel of Fig. 2 in the main text, where already for small sizes we were able to detect a dramatic decrease of D neq towards very large negative values. Due to numerical limitations of our finite-size scaling, it is more difficult to highlight the effects of an integrability-breaking perturbation in the cases where the stiffness for the integrable model is already close to zero and negative (such as for a quench towards the insulator, as in the right panel of Fig. 2 ).
Level spacing statistics
Let us first discuss the onset of quantum chaos for the HamiltonianĤ IB . The distinctive signature of a non-integrable system is the tendency to favour avoided level crossings, due to the lack of non-trivial constants of motions other than the energy. On the contrary, integrable systems have levels which tend to cluster, and cross when some parameter in the Hamiltonian is varied. A quantitative indicator of such features is the level spacing statistics (LSS) of the energy differences between adjacent levels in the Hamiltonian spectrum [51] . This indicator is constructed such that P (s) represents the probability to find the quantity s n ≡ E n+1 − E n (normalised to the average level spacing) in the interval [s, s + ds].
A typical integrable system obeys a Poissonian (P) statistics:
Vice-versa, the statistics of a non-integrable system is generally well described by the random-matrix theory, leading to a Wigner-Dyson (WD) distribution [51] . In particular, the above mentioned level repulsion emerges in the fact that P WD s→0 −→ s γ , where γ depends on the symmetries of the model. In our specific case, Eq. (47) is invariant under time-reversal, therefore its LSS is given by a Gaussian orthogonal ensemble:
We found that the system described by Eq. (47), together with the integrability-breaking perturbation (48), undergoes a transition from Poissonian to Wigner-Dyson LSS upon increasing the perturbation strength λ (see Fig. 6 below). This transition is better quantified by means of the level spacing indicator (LSI):
so that η = 0 for systems obeying a Wigner-Dyson distribution of spacings, while η = 1 if the distribution is Poissonian.
Since the specific form of Eq. (50) corresponds to the case in which only a time-reversal symmetry is present, in order to remove any other unwanted symmetry in our simulations for the level statistics we considered open boundary conditions, fixed the sector of zero magnetisation, and added a very small magnetic field on the first site of the chain. In our counting for P (s), we also cut the lowest and the largest energy levels, since integrability breaking typically manifests only in the middle of the spectrum, where the levels repel. The net effect of all these expedients should become negligible in the thermodynamic limit, while we expect they quantitatively affect our finite-size results. The results displayed in Fig. 6 clearly show that, by fixing the system size L, if λ is progressively increased, the LSS goes from a nearly Poissonian shape (for λ ≈ 0) to a form closely resembling the WD (for λ ≈ 0.8). For λ 1 it returns closer to Poisson, since in that case the system approaches a trivial integrable model (λ 1). This nonmonotonic behaviour shows up more evidently in the LSI, which displays a minimum around λ ≈ 0.8. We stress that the effect of the integrability breaking is more evident for large L, where the convergence to the WD distribution with λ improves (e.g., note that for L = 10, P (s) is still quite far from WD at λ ≈ 0.8-see the upper left panel of Fig. 6 ).
Stiffness after a quench
We now address the behaviour of the averaged stiffness D neq after a sudden quench in the interaction V . As noted in the main text, in out-of-equilibrium conditions D neq can assume negative values. However we verified that, by switching on gradually an integrability-breaking term in the Hamiltonian, such a situation tends to disappear and the stiffness becomes positive for any type of quench. Of course, due to the finiteness of the systems we are considering, by increasing λ we observe a crossover from negative to positive values of the stiffness. Figure 7 displays a typical situation where, in absence of non-integrable perturbation, when quenching from a ground state deep in the insulator towards the superfluid, model II exhibits large negative values of D neq (black curve). However, as long as we increase the strength λ of such perturbation, the values are in modulus drastically reduced and the stiffness eventually becomes always positive for λ ≈ 0.8, that is when η gets closer to zero and the LSS approaches WD. To make more precise connections one would have to go to much larger sizes, where the smooth crossover should sharpen. 
