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This thesis concerns two closely related problems. Firstly, we consider Kolmogorov–
Petrovskii–Piscounov (KPP) type models in the presence of an arbitrary cut-off in reaction
rate at concentration u = uc. For each fixed cut-off value uc ∈ (0, 1), we prove the existence
of a unique permanent form travelling wave with a continuous and monotone decreasing
propagation speed v∗(uc). We extend previous asymptotic results in the limit of small uc
and present new asymptotic results in the limit as uc approaches 1, which are obtained
via the systematic use of matched and regular asymptotic expansions, respectively. We
then use the theory of matched asymptotic expansions to obtain a detailed description
of the evolution of the asymptotic structure of the solution where, in particular, we
establish the rate of convergence of the solution onto the permanent form travelling wave
structure in large-time for arbitrary uc ∈ (0, 1). Secondly, we consider the impact of
a heterogeneous environment enforced by a background shear flow on such fronts. We
employ a two-scale asymptotic expansion to describe their speed of propagation in the
limit of small Damköhler number (corresponding to slow reactions) and finite Péclet
number (corresponding to similar strength of flow and molecular diffusivity).
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CHAPTER 1
INTRODUCTION
This thesis concerns two intimately related problems. The first problem concerns the evo-
lution of wave-front solutions arising in a class of scalar homogeneous reaction–diffusion
equations that are characterised by a cut-off in the reaction. The second problem con-
siders the impact of a heterogeneous environment enforced by a background shear flow
on these fronts. Consequently this introduction is in two parts. The first part (Section
1.1) introduces the homogeneous problem while the second part (Section 1.2) introduces
the heterogeneous problem. Together these parts provide a review of both problems, a
number of outstanding questions addressed in this thesis as well as an outline of the thesis.
1.1 A class of homogeneous wave-fronts
In the first part of the thesis we examine the evolution of travelling wave-fronts in ho-
mogeneous models of reaction–diffusion. These arise in a wide range of applications in
mathematical chemistry, biology, ecology and genetics [13, 23, 43]. They describe the
invasion of biological populations or chemical reactions and are usually established as a
result of the interaction between molecular diffusion, local growth and saturation.
1
1.1.1 The KPP model
The simplest model that encapsulates this interaction is the KPP (or Fisher-KPP [25,
34]) model, named after the pioneering work by Fisher and Kolmogorov, Petrovskii and
Piscounov. In one spatial dimension, this describes the evolution of the non-negative
dimensional concentration u(x, t) as
ut = κuxx +
1
τ
f(u), (x, t) ∈ R× R+, (1.1.1a)
where the positive parameters τ and κ are the reaction time and molecular diffusivity.





us, for x < 0,







us, as x→ −∞,
0, as x→∞,
(1.1.1c)
for a parameter us > 0 and with these limits being uniform for t ∈ [0, T ] and any T > 0.
The function f : R → R is a KPP-type reaction function which satisfies conditions that
f ∈ C1(R) with
f(0) = f(us) = 0, f
′(0) > 0, f ′(us) < 0, (1.1.2a)
and in addition
0 < f(u) ≤ uf ′(0) ∀u ∈ (0, us), f(u) < 0 ∀u ∈ (us,∞). (1.1.2b)
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We non-dimensionalise the initial-boundary value problem (1.1.1) for the KPP equation















In terms of these scalings, the initial-boundary value problem (1.1.1) is reduced to (drop-
ping hats for convenience)





1, for x < 0,






1, as x→ −∞,
0, as x→∞,
(1.1.4c)
with these limits being uniform for t ∈ [0, T ] and any T > 0. The function f : R→ R is
a normalised KPP-type reaction function which satisfies conditions that f ∈ C1(R) with
f(0) = f(1) = 0, f ′(0) = 1, f ′(1) < 0, (1.1.5a)
and in addition
0 < f(u) ≤ u ∀u ∈ (0, 1), f(u) < 0 ∀u ∈ (1,∞). (1.1.5b)
A prototypical example of such a KPP reaction is the Fisher reaction function [25] given
by
f(u) = u(1− u). (1.1.6)














Figure 1.1: (a) A sketch of a KPP-type reaction function. (b) A sketch of a cut-off
KPP-type reaction function.
Permanent form travelling wave solutions
It is well-known [23, 34, 3, 52] that the initial-boundary value problem (1.1.4) for the KPP
equation supports a one-parameter family of non-negative permanent form travelling wave
solutions of the form
u(x, t) = U(y) = U(x− vt) ∀(x, t) ∈ R× R+. (1.1.7)
These remain steady in time in a reference frame moving in the positive x-direction with
speed v ≥ 0 to be determined. Their existence and uniqueness (up to translation in
origin) is established for
v ≥ vm = 2, (1.1.8)
4
where vm denotes the minimum speed of propagation. This is achieved by analysing the
following nonlinear boundary value problem, namely,
U ′′ + vU ′ + f(U) = 0, −∞ < y <∞, (1.1.9a)





1, as y → −∞,
0, as y →∞,
(1.1.9c)
obtained by inserting (1.1.7) into equation (1.1.4a) and using (1.1.4c). The analysis is
based on examining the existence of a unique heteroclinic orbit connecting the stable fixed
point (U,U ′) = (0, 0) to the unstable fixed point (U,U ′) = (1, 0) in the (U,U ′) phase plane
of the equivalent two-dimensional dynamical system obtained from (1.1.9). It is also used
to establish that U(y) is monotone decreasing in y ∈ (−∞,∞), giving explicit expressions





(A∞y +B∞)e−y, as y →∞, v = vm = 2,
C∞eα(v)y, as y →∞, v > vm = 2,
(1.1.10a)
and for all v ≥ vm = 2,







v2 − 4) < 0, γ = (−1 +
√
1 + |f ′(1)|) > 0, (1.1.10c)
with A∞(> 0), B∞, C∞(> 0) and A−∞(> 0) being globally determined constants, de-
pendent on the nonlinearity of the boundary value problem (1.1.9) (see, for example,
[23, 30]).
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Asymptotic solution to the initial-boundary value problem as t→∞
A central question is whether a permanent form travelling wave evolves in the solution
to (1.1.4) at large times and if so what is its speed of propagation. It is well established
[3, 24, 34] that the solution to (1.1.4) converges onto the permanent form travelling wave
solution with minimum propagation speed v = vm = 2 in the sense that there exists a
function s(t) such that as t→∞, s(t)/t→ 2 and
u(y + s(t), t)→ U(y), (1.1.11)
uniformly in y. Here, s(t) provides the location in the domain at which u = uc, for
uc ∈ (0, 1), specifically, {(s(t), t) ⊂ R × R+ : u(s(t), t) = uc}; a usual choice is uc = 1/2.
A more detailed asymptotic description was provided by McKean [39, 40] and Bramson
[11, 12] who, using a probabilistic approach, obtained that the rate of convergence of
u(y+s(t), t) onto U(y) is algebraically small in t as t→∞, specifically O(ṡ(t)−2), where
ṡ(t) = 2− 3
2
t−1 + o(t−1), as t→∞, (1.1.12)
with the dot denoting differentiation with respect to t. More recently, the same result
has been established using a range of alternative approaches, based on a point patching
procedure [14, 21], the theory of matched asymptotic expansions [10, 36] and rigorous
bounds [31]. The advantage of the approach in [10, 36] is that the method is flexible and
can be applied to a wider class of reactions.
The mechanism which selects the speed of propagation of the emerging permanent
form travelling wave solution as well as the rate of convergence of the solution to the
KPP equation (1.1.4a) onto the permanent form travelling wave solution is primarily
based on the linearisation of (1.1.4a) at the leading edge of the travelling wave. There, the
concentration u is small and the dynamics are unstable. As a result, any modification of
the dynamics near the leading edge of the travelling wave would invalidate the mechanism
6
controlling the speed selection as well as the rate of convergence of the solution to the
permanent form travelling wave solution.
1.1.2 The cut-off KPP model
This is precisely the case for the cut-off KPP model that Brunet and Derrida [14] proposed
and considered. Motivated by the discrete nature of chemical and biological phenomena
at the microscopic level, they took a reaction function that is effectively deactivated at
points where the concentration u lies at or below a threshold value uc ∈ (0, 1). This case
corresponds to the cut-off KPP equation given by
ut = uxx + fc(u), (x, t) ∈ R× R+, (1.1.13a)





1, for x < 0,







1, as x→ −∞,
0, as x→∞,
(1.1.13c)
with these limits being uniform for t ∈ [0, T ] and any T > 0. The main difference is that
the reaction function f : R → R in the KPP equation (1.1.4) is replaced with a cut-off





f(u), u ∈ (uc,∞),
0, u ∈ (−∞, uc],
(1.1.13d)
7
where f(u) satisfies the KPP conditions (1.1.5). An illustration of fc(u) against u is given
in Figure 1.1b, with f+c = fc(u
+
c ). The initial-boundary value problem (1.1.13) is the
focus of the first part of this thesis. We henceforth refer to this initial-boundary value
problem as [IVP].
Brunet and Derrida [14] considered the behaviour of permanent form travelling wave
solutions arising for small values of uc corresponding to a single particle cut-off for the
specific case when
f(u) = u(1− u2). (1.1.14)
Their main result is a prediction for the propagation speed v∗(uc) of the unique permanent




, as uc → 0+, (1.1.15)
which they obtained using a point patching procedure. This significant result demon-
strates the strong influence of a cut-off on the value of v∗(uc) for small values of uc.
Subsequently, a more rigorous approach was employed by Dumortier, Popovic and Kaper
[19] who proved the existence and uniqueness of a permanent form travelling wave solution









, as uc → 0+. (1.1.16)
All these results have focused in the small uc limit and the reaction function (1.1.14).
There are no results describing how the solution to [IVP] evolves in time and whether
this converges onto the permanenent form travelling wave solution.
1.1.3 From microscopic interactions to macroscopic kinetics
The cut-off KPP model is important as it attempts to go beyond the limitations of tra-
ditional ‘mean field’ or ‘mass action’ reaction kinetic theories. We here discuss in more
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detail the assumptions behind the KPP model and the motivation behind the cut-off KPP
model. This discussion is based on the review by Tesser and Doering [55] (see also [18]).
The ‘mean field’ or ‘mass action’ reaction kinetic theories offer a macroscopic descrip-






taking place inside a closed volume Ω, where A and B are two interacting particles and
k+ > k− ≥ 0 are the rate constants of the reaction. Let NA(t) and NB(t) denote the total
number of A and B particles in Ω at time t. Then it is clear that the total number of
particles in Ω
N = NA(t) +NB(t), (1.1.18)
is conserved by this reaction.
In the mean field approach, the Law of Mass Action asserts that the rate at which
a two-body reaction proceeds is proportional to the product of the number of reactants.










It is convenient to consider the proportion of particles of type A. This is given by
U(t) = NA(t)/N. (1.1.20)







where we have defined τ−1 = (k+ − k−)N/Ω. It is clear that as N →∞ and Ω→∞, we
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need N/Ω = O(1) for τ to remain finite.
The main assumption behind the mean field approach is that particles are well mixed
(uniformly distributed) within the volume Ω at all times so that all A particles have a
chance to interact with B particles at each time. This then means that we may further
assume that particles A and B react at a rate that only depends on the density of reactants
and not on their spatial distribution. When A and B particles move randomly, their
spatial distribution becomes relevant. In this case we need to consider the evolution of
the local proportions of particles of type A and B around position x at time t. In one





At the macroscopic level, Fick’s Law [22] describes the random motion as a diffusion
process. Combining reaction (1.1.17) with the process of diffusion leads to the KPP
equation (1.1.1) with Fisher reaction function (1.1.6).
By design the mean field approach ignores chemical and biological fluctuations due
to correlations that occur at the microscopic level. These are captured by considering a
discrete microscopic Markov process. Let pn(t) = Prob(NA(t) = n) where n = 0, 1, . . . , N





n(N − n)pn +
k+
Ω
(n− 1)(N − n+ 1)pn−1
− k−
Ω
n(N − n)pn +
k−
Ω
(n+ 1)(N − n− 1)pn+1.
(1.1.23)
Let u = n/N and define the function
P (u, t) = Npn(t), (1.1.24)
which converges onto the probability density function for the variable u with the discrete
nature of the problem represented by ε = 1/N . A continuum approximation is obtained
10
in the limit of N  1 in which case individual jumps in NA(t) are small with ε  1. In






u(1− u)P (u, t) + k+
Ω
(u− ε)(1− u+ ε)P (u− ε, t)
− k−
Ω
u(1− u)P (u, t) + k−
Ω

















P (u, t) +O(ε), (1.1.26)
with boundary conditions P (0, t) = P (1, t) = 0. Ignoring O(ε) terms we obtain the
Fokker-Planck equation. The Fokker-Planck equation is associated to the Itô stochastic






U(1− U)dW (t), (1.1.27)
where W (t) is the Wiener process used to represent random fluctuations in U(t) in terms
of a Gaussian white noise delta-correlated in time:
〈W (t)W (s)〉 = δ(t− s).
The noise strength is given by σ2 = (k+ + k−)/Ω. As ε→ 0, Ω = O(ε−1) and σ2 = O(ε).
Therefore if U or 1−U are larger than O(ε) = O(N−1), then we recover the deterministic
dynamics given by the logistic equation (1.1.21). However when U or 1 − U are O(ε) =
O(N−1), then both terms are important. Thus noise only matters when the number of A
particles or the number of B particles is small compared to N . Including the process of
diffusion leads to a stochastic version of the KPP equation (with Fisher reaction)





εU(1− U)W (x, t), (1.1.28)
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where W (x, t) is a Gaussian white noise delta-correlated in time and space:
〈W (x, t)W (y, s)〉 = δ(x− y)δ(t− s).
Once again if U or 1−U are larger than O(ε) = O(N−1), then fluctuations are unimportant
and we recover the deterministic KPP equation (1.1.4a). However when U or 1 − U are
O(ε) = O(N−1), then fluctuations are important and need to be taken into account. One
expects that what happens for U close to 1 does not matter and instead it is the situation
at the leading edge of the solution where U is small that controls the long-time properties
of the solution.
One may now return to the Ito stochastic differential equation (1.1.27) and question
how accurately does this represent the fluctuations that arise due to discreteness at the
microscopic level. The Ito stochastic differential equation (1.1.27) is a continuum approx-
imation. However, discreteness means that U(t) is for all t an integer multiple of 1/N .
Thus, if U(t) is non-zero, it cannot be smaller than 1/N . It was this observation that led
Brunet and Derrida [14] (see also [33]) to replace the classic logistic growth representing









U(1− U), U ∈ (ε,∞),
0, U ∈ (−∞, ε].
(1.1.29)
Using similar arguments as above we combine the cut-off reaction (1.1.29) with the process
of diffusion from where we obtain the (non-dimensional) cut-off KPP equation (1.1.13)
with uc = ε and Fisher reaction function (1.1.6) where u(x, t) is once more describing the
local proportion of particles of type A.
12
1.1.4 Aims and outline in relation to Chapters 2-5
The aim of the first part of this thesis is to investigate the cut-off KPP model and
address the number of fundamental questions that remain. The first question concerns
the existence and uniqueness of a permanent form travelling wave solution for arbitrary
threshold values uc and KPP reaction functions f(u). The second question concerns the
propagation speed of such permanent form travelling wave solutions. The third question is
with regard to the shape of the permanent form travelling wave solution. A final question
concerns the evolution in time to the permanent form travelling wave solution. In this
thesis we address all of these questions.
The outline of the first part of the thesis is as follows. In Chapter 2 we study classical
solutions to [IVP] describing the cut-off KPP problem. We re-formulate [IVP] as a mov-
ing boundary problem. We then make a simple coordinate transformation to consider an
equivalent initial-boundary value problem that we refer to as [QIVP]. In Chapter 3, we
consider a numerical solution to [QIVP] with cut-off Fisher reaction function. The aim is
to indicate whether the solution converges onto a permanent form travelling wave solution
at large times. In Chapter 4, we examine the possibility that [QIVP] supports perma-
nent form travelling wave solutions. We establish that for each cut-off value uc ∈ (0, 1),
[QIVP] supports a unique permanent form travelling wave solution with a continuous and
monotone decreasing propagation speed v∗(uc). We extend previous asymptotic results
in the limit of small uc and present new asymptotic results in the limit of large uc which
are respectively obtained via the systematic use of matched and regular asymptotic ex-
pansions. The asymptotic results are confirmed against numerical results obtained for the
particular case of cut-off Fisher reaction function. In Chapter 5, we adapt the approach
in [36] to obtain the detailed description of the large-t structure of the solution to [QIVP].
In particular, we use the theory of matched asymptotic expansions to establish that for
all uc ∈ (0, 1), the solution to [QIVP] converges onto the permanent form travelling wave
solution with propagation speed v = v∗(uc) at a rate that is linearly exponentially small
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in t as t→∞, specifically O(ṡ(t)− v∗(uc)), where









, as t→∞, (1.1.30)
(with γ = −1/2 or −3/2 depending on properties of fc(u)) so that convergence slows down
as uc increases. Thus, introducing an arbitrary cut-off into the reaction function changes
the rate of convergence of the large-time solution onto the permanent form travelling
wave from algebraic (see, for example, [36]) to exponential. To conclude the chapter we
illustrate the theory when applied for the specific case of cut-off Fisher reaction function.
1.2 A class of heterogeneous wave-fronts
In the second part of the thesis we examine the evolution of travelling waves in inho-
mogeneous models of reaction–diffusion. Inhomogeneities occur in many physical and
biological systems, when the reactions take place in fluid or porous environments, with
applications ranging from plankton blooms to combustion to groundwater contamination
[54, 46, 17]. It is therefore fundamental to understand how inhomogeneities influence the
evolution and propagation of fronts.
1.2.1 The KPP model
There has been a growing interest in analysing the impact of a background flow on the
propagation of travelling waves. The main focus has been on incompressible periodic flows
with KPP-type reactions. The approach is both theoretical see, for example, [28, 16, 53,
6, 5, 48, 8, 47, 62, 57] and experimental [50, 51, 56, 4].
The simplest model that incorporates the presence of a background heterogeneous flow
is the KPP reaction–diffusion–advection equation
ut + b · ∇u = κ∆u+
1
τ
f(u), (x, y, t) ∈ R× [0, π`]× R+, (1.2.1a)
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with
b(x, y) = (b(y), 0), (1.2.1b)
representing a steady, shear flow with the function b : [0, πl]→ R satisfying b ∈ C1([0, πl])
and, without loss of generality, ∫ π`
0
b(y)dy = 0. (1.2.1c)
Motivated by experiments, we consider the evolution of equation (1.2.1a) inside a two-
dimensional channel domain. Equation (1.2.1a) is once again supplemented with the usual
Heaviside initial conditions




us, for x < 0,
0, for x ≥ 0,
for all y ∈ [0, π`], (1.2.1d)
and Neumann boundary conditions across the walls (i.e., the walls are impermeable) so
that






us, as x→ −∞,
0, as x→∞,
(1.2.1f)
with these limits being uniform for y ∈ [0, π`], t ∈ [0, T ] and any T > 0. The function
f : R→ R is the KPP-type reaction function (see Section 1.1.1).
The initial-boundary value problem (1.2.1) for the KPP reaction–diffusion–advection

















where B is the maximum flow speed. In terms of these scalings, the initial-boundary
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value problem (1.2.1) is reduced to (dropping hats for convenience)
ut + b · ∇u = Pe−1∆u+ Daf(u), (x, y, t) ∈ R× [0, π]× R+, (1.2.3a)
b(x, y) = (b(y), 0), with b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (1.2.3b)




1, for x < 0,
0, for x ≥ 0,
for all y ∈ [0, π], (1.2.3c)





1, as x→ −∞,
0, as x→∞,
(1.2.3e)
with these limits being uniform for y ∈ [0, π], t ∈ [0, T ] and any T > 0. The two non-








These respectively measure the strength of advection relative to reaction and to diffusion.
Large values of Da and Pe correspond to strong reactions and flow when compared to
diffusion.
Permanent form travelling wave solutions
In the presence of a background shear flow, permanent form travelling wave-front solutions
are defined as solutions of the form
u(x, y, t) = U(ξ, y) = U(x− ct, y), ∀(x, y, t) ∈ R× [0, π]× R+. (1.2.5)
These remain steady in time in a reference frame moving in the positive x-direction with
speed c ≥ 0 to be determined. Berestycki and Nirenberg [9] established their existence
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and uniqueness (up to translation in origin) for
c ≥ cm, (1.2.6)
where cm denotes the minimum speed of propagation. This was achieved by analysing
the nonlinear boundary value problem obtained by inserting (1.2.5) into equation (1.2.3a)
and using (1.2.3c), (1.2.3d) and (1.2.3e). This is given by
Pe−1∆ξ,yU + (c− b(y))∂ξU + Daf(U) = 0, (ξ, y) ∈ R× [0, π], (1.2.7a)
b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (1.2.7b)
U(ξ, y) ≥ 0, (ξ, y) ∈ R× [0, π], (1.2.7c)





1, as ξ → −∞,
0, as ξ →∞,
(1.2.7e)
with these limits being uniform for y ∈ [0, π]. If the shear flow b(y) does not have zero
mean then the speed of propagation is changed proportionally by a constant amount,
hence, we take the shear flow to satisfy condition (1.2.7b) without loss of generality.
The analysis can no longer be based on a dynamical systems approach which requires
establishing the existence of a unique heteroclinic orbit in phase space (Gardner’s higher
dimensional dynamical systems approach [27] is limited to constant b). The proof is
intricate. It relies on establishing the precise exponential behaviour of U as ξ → ∞ and
ξ → −∞.
The precise value of cm depends on the function b(y) as well as the values of Pe and
Da. It can be determined from the principal eigenvalue (that with maximum real part)
17





ψ = f(q)ψ, y ∈ [0, π], (1.2.8a)
b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (1.2.8b)
ψ(y) ≥ 0, at y = 0, π, (1.2.8c)
∂yψ = 0, at y = 0, π. (1.2.8d)
This is obtained by looking for solutions of the form U(ξ, y) = e−qξψ(y) for q > 0 and
linearising around the leading edge of the front so that f(U) is replaced by U . The Krein–
Rutman theorem implies that this eigenvalue is unique, real and isolated. The front speed






The rigorous treatment in [9] confirms this to be the correct speed. The same formula
was obtained by Gärtner and Freidlin [28] using an alternative probabilistic approach.





κ/τ . When b(y) 6= 0, the eigenvalue problem (1.2.8) cannot be solved
analytically. Numerically, it can be obtained by straightforward discretisation. Explicitly,
it was obtained in the asymptotic limit of large Pe by Haynes and Vanneste [32] for the
distinguished limits q = O(Pe−1) and q = O(Pe).
Asymptotic solution to the initial-boundary value problem as t→∞
Freidlin and Gärtner [28] and Freidlin [26] were first to show that a permanent form
travelling wave, with minimum propagation speed c = cm, evolves in the solution of
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(1.2.3) (see also [60, 7]) in the sense that




1, if 0 ≤ c < cm,
0, if c > cm,
as t→∞, (1.2.10a)
locally with respect to the points (x, y) ∈ R× [0, π]. However, we are not aware of results
providing a more detailed asymptotic description of the rate of convergence of u(x−ct, y, t)
onto U(x− ct, y) as t→∞.
1.2.2 The cut-off KPP model
A natural question is what will happen when the KPP-type reaction is replaced by a
cut-off KPP reaction. In this case, the cut-off KPP reaction–diffusion–advection equation
reads as
ut + b · ∇u = Pe−1∆u+ Dafc(u), (x, y, t) ∈ R× [0, π]× R+, (1.2.11a)
b(x, y) = (b(y), 0), with b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (1.2.11b)




1, for x < 0,
0, for x ≥ 0,
for all y ∈ [0, π], (1.2.11c)





1, as x→ −∞,
0, as x→∞,
(1.2.11e)
with these limits being uniform for y ∈ [0, π], t ∈ [0, T ] and any T > 0. Here fc : R→ R
is given by (1.1.13d). We are not aware of any rigorous results regarding this case. The
initial-boundary value problem (1.2.11) is the focus of the second part of this thesis and is
henceforth referred to as [IVPA]. In their work, Berestycki and Nirenberg [9] consider an
ignition-type reaction (among other reactions) which, similar to the cut-off KPP reaction
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fc, is only switched on when the concentration passes a certain threshold value uc. The
difference between the two reactions is that in the ignition case, the reaction function is
Lipschitz continuous on [0, 1]. This is not the case for the cut-off KPP reaction considered
here.
1.2.3 Aims and outline in relation to Chapters 6-8
The aim of the second part of this thesis is to investigate the cut-off KPP reaction–
diffusion–advection model. Our aim is to examine permanent form travelling wave solu-
tions for arbitrary threshold values uc and KPP reaction functions f(u). We will employ
a formal asymptotic approach to obtain the propagation speed of such permanent form
travelling wave solutions.
The outline of the second part of the thesis is as follows. In Chapter 6 we study classical
solutions to [IVPA] describing the cut-off KPP reaction–diffusion–advection problem. We
re-formulate [IVPA] as a moving boundary problem. We then make a simple coordinate
transformation to consider an equivalent initial-boundary value problem that we refer
to as [QIVPA]. In Chapter 7, we consider a numerical solution to [IVPA] with cut-off
Fisher reaction function. The aim is to determine whether it converges onto a permanent
form travelling wave solution at large times. In Chapter 8, we assume that for each
cut-off value uc ∈ (0, 1), [QIVPA] supports a unique permanent form travelling wave
solution with a continuous propagation speed c∗(uc). We use homogenisation theory to
approximate c∗(uc) as a function of uc for Pe = O(1) and PeDa = O(ε2) where ε = o(1).
The asymptotic results are confirmed against numerical results obtained for the particular
case of cut-off Fisher reaction function.
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CHAPTER 2
FORMULATION OF THE PROBLEM
Due to the discontinuity in fc(u) at u = uc, it is convenient to re-structure [IVP] as a
moving boundary problem. To this end, we introduce the domains:
DL = {(x, t) ∈ R× R+ : x < s(t)}, (2.0.1a)
DR = {(x, t) ∈ R× R+ : x > s(t)}, (2.0.1b)
and the curve
L = {(x, t) ∈ R× R+ : x = s(t)}, (2.0.1c)
that describes the moving boundary between the two domains. The boundary is expressed
in terms of s(t) which satisfies u(s(t), t) = uc, with u ≥ uc in DL and u ≤ uc in DR. In
this context, a classical solution will have u : R× R+ → R and s : R+ → R such that,
u ∈ C
(




















s(0+) = 0. (2.0.4)
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The moving boundary problem is then formulated as follows,
ut = uxx + fc(u), (x, t) ∈ DL ∪DR, (2.0.5a)





1, x < 0,






1 as x→ −∞,
0 as x→∞,
uniformly for t ∈ [0, T ] for all T > 0, (2.0.5d)
u(s(t), t) = uc, t ∈ R+, (2.0.5e)
ux(s(t)
+, t) = ux(s(t)
−, t), t ∈ R+, (2.0.5f)
s(0+) = 0. (2.0.5g)
The situation is illustrated in Figure 2.1. It is now convenient to make the simple coor-
dinate transformation (x, t) → (y, t) with y = x − s(t). We then introduce the following
domains:
QL = R− × R+, QR = R+ × R+, (2.0.6)
with u : R× R+ → R and s : R+ → R such that
u ∈ C
(





























u > uc u = uc
u < uc
1
Figure 2.1: A sketch of the moving boundary problem.
ut − ṡ(t)uy = uyy + fc(u), (y, t) ∈ QL ∪QR, (2.0.8a)





1, y < 0,






1 as y → −∞,
0 as y →∞,
uniformly for t ∈ [0, T ] for all T > 0, (2.0.8d)
u(0, t) = uc, t ∈ R+, (2.0.8e)
uy(0
+, t) = uy(0
−, t), t ∈ R+, (2.0.8f)
s(0+) = 0, (2.0.8g)
where the dot denotes differentiation with respect to time, t. This initial-boundary value
problem will henceforth be referred to as [QIVP]. On using the classical maximum prin-
ciple and comparison theorem (see, for example, [2] and [23]), together with translational
invariance in y, and the regularity in (2.0.7), we can readily establish the following qual-
itative properties concerning [QIVP], namely,
0 < u(y, t) < uc ∀(y, t) ∈ QR,(R1)
uc < u(y, t) < 1 ∀(y, t) ∈ QL,(R2)
u(y, t) is strictly monotone decreasing in y ∈ R ∀ t ∈ R+.(R3)
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uyy(y, t) = lim
y→0+
(ut(y, t)− ṡ(t)uy(y, t))(R4)
= −ṡ(t)uy(0, t) ∀t ∈ R+,
lim
y→0−
uyy(y, t) = lim
y→0−
(ut(y, t)− ṡ(t)uy(y, t)− f(u(y, t)))(R5)
= −ṡ(t)uy(0, t)− f+c ∀t ∈ R+,
with the limits in (R4) and (R5) being uniform for t ∈ [t0, t1] (for any 0 < t0 < t1). It





= f+c ∀t ∈ R+,(R6)
whilst, (R3), (R5) and the regularity condition (2.0.7) establish
uy(y, t) < 0 ∀(y, t) ∈ R× R+.(R7)
Chapters 3, 4 and 5 concentrate on the analysis of [QIVP].
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CHAPTER 3
NUMERICAL SOLUTION TO [QIVP]
In this chapter we consider a numerical solution to [QIVP]. We present results for the





u(1− u), u ∈ (uc,∞),
0, u ∈ (−∞, uc],
(3.0.1)
for fixed cut-off threshold uc ∈ (0, 1). We adopt an explicit finite difference scheme to
examine the large-time behaviour of u(y, t) and s(t), obtained numerically as a function
of uc ∈ (0, 1).
3.1 Numerical Method
We approximate u(y, t) and s(t) by piecewise linear functions defined on two evenly spaced
space-time grids given by
yi = −M + i∆y, i ∈ I, tj = j∆t, j ∈ J, (3.1.1)
where I = {0, 1, . . . , I−1, I+1, . . . , 2I} and J = {0, 1, . . . , J}, with yI = 0 and tJ = T . We
use U ji ≈ ud(yi, tj) and Sj ≈ sd(tj) to approximate u(yi, tj) and s(tj) for i ∈ I and j ∈ J.
We use explicit finite differences to approximate the derivatives in [QIVP] and then solve
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the resulting differential equation. Specifically, we take first order forward differences to
approximate the time derivatives and centred first and second differences to approximate
the first and second space derivatives at all spatial points except at yI−1 and yI+1. At
these two points we use first order forward and backward differences to approximate the




U j+1i − U ji
∆t









U ji+1 − 2U ji + U ji−1
∆y2




U ji+1 − U ji−1
2∆y










U jI+1 − U jI
∆y
, (3.1.5)
for all j ∈ J. On using (2.0.8e) to set U jI = uc for j ∈ J \ {0}, these approximations lead
to the following numerical scheme
U j+1i − U ji = µ
(










i ), i ∈ I \ {0, I − 1, I + 1, 2I}, (3.1.6a)
U j+1I−1 − U jI−1 = µ
(











U j+1I+1 − U jI+1 = µ
(






U jI+1 − uc
)
, (3.1.6c)
for all j ∈ J, with parameters µ = ∆t/∆y2 and ν = 1/2∆y. Using (2.0.8c) and (2.0.8g),





1, i = 0, 1, . . . I − 1,
0, i = I + 1, . . . , 2I,
S0 = 0, (3.1.6d)
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and use (2.0.8d) to set as boundary conditions
U j0 = 1, U
j
2I = 0, j ∈ J. (3.1.6e)
The two space-time grids are coupled via the following condition
U jI+1 + U
j
I−1 = 2uc, j ∈ J \ {0}, (3.1.6f)
obtained using (2.0.8f). We use the discretised finite difference scheme (3.1.6), consisting
of 2I − 1 linear equations, to solve for the unknowns U ji (i ∈ I \ {0, 2I}) and Sj for each














It follows from (3.1.6) that, for each fixed j ∈ J, we obtain the large linear algebraic
system
Avj+1 = Bvj + d, (3.1.8)
where A is a large, sparse almost tridiagonal matrix of dimension 2I − 1 × 2I − 1, B is
a large, sparse almost block tridiagonal matrix of dimension 2I − 1 × 2I − 1 and d is a
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µ, i = 1,
µuc, i = I − 1, I,
2uc, i = 2I − 1,
0, i 6= 1, I − 1, I, 2I − 1.
(3.1.9a)





1 0 . . . · · · 0 gj1
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. . . . . . 0 gj2(I−1)
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µ̄+ bj1 µ 0 · · · · · · 0 gj1
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. . . 0
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. . . . . . . . . µ gj2(I−1)
0 · · · · · · 0 µ µ̄ 0





with parameter µ̄ = 1− 2µ and vectors





−ν(vj2 − 1), i = 1,
−2ν(uc − vjI−1), i = I − 1,
−2ν(vjI − uc), i = I,
νvj2(I−1)−1, i = 2(I − 1),
−ν(vji+1 − vji−1), i 6= 1, I − 1, I, 2(I − 1),
(3.1.11)
for each fixed j ∈ J. The large sparse linear algebraic system (3.1.8) is now solved in
an evolutionary manner starting from j = 0 using MATLAB’s mldivide algorithm. We
observe that only the entries in the (2I− 1)th column of the matrices A and B along with
the leading diagonal of B vary in time.
3.2 Results
In this section we examine results obtained from numerical solution of the discretised
scheme (3.1.6). We choose M to be sufficiently large so that boundary effects imposed
by (3.1.6e) are negligible and we set the time step to be ∆t = 0.4∆y2 to ensure the von
Neumann stability of the explicit method. In Table 3.1 we show the percentage difference
between the numerically evaluated approximation to limt→∞ ṡ(t) = v∞(uc) and the values
obtained when the resolution is doubled (by halving ∆y) for decreasing values of ∆y.
We observe that as we decrease the mesh spacing ∆y by a factor of 10, the percentage
difference between the numerically calculated value of v∞(uc) and that obtained when
the resolution is doubled, also decreases by a factor of 10. This behaviour is evident for
the two values of uc shown (with more values of uc ∈ (0, 1) considered but not presented
here). Based on these figures, a mesh spacing of ∆y = 10−2 was selected to ensure that the
solution is sufficiently well approximated, whilst keeping the computation time required
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∆y v∞ % difference time (seconds)
1× 10−1 1.184 2.551 0.5935
5× 10−2 1.215 1.380 3.518
1× 10−2 1.243 0.2406 372.7
5× 10−3 1.247 0.1601 3119
(a) uc = 0.1
∆y v∞ % difference time (seconds)
1× 10−1 0.5192 3.207 0.8676
5× 10−2 0.5364 1.722 5.518
1× 10−2 0.5518 0.3791 577.7
5× 10−3 0.5539 0.1802 4669
(b) uc = 0.5
Table 3.1: Convergence of the numerical solution ṡ(t) of [QIVP] to the constant v∞
for decreasing ∆y. This table shows the percentage difference between the numerically
calculated value of v∞ and the value obtained when the spatial resolution is doubled (by
halving ∆y). The time, given in seconds, is the calculation time for a typical run. Results
are obtained numerically to four significant figures for (a) uc = 0.1 and (b) uc = 0.5.
to solve the numerical scheme (3.1.6) reasonable. Comparison with results obtained for a
spatial resolution of ∆y = 5× 10−3 resulted in a less than 0.5% difference in u(y, t).
Figures 3.1 - 3.3 represent the numerical solutions for u(y, t) and s(t), to [QIVP],
respectively, with cut-off value uc = 0.1, uc = 0.5 and uc = 0.9 obtained for selected
values of t. We note that all of the qualitative properties (R1) - (R7) are observed in
these figures. Figure 3.1 indicates that for uc = 0.1, uc = 0.5 and uc = 0.9, a permanent
form travelling wave develops in the large-time structure of the solution to [QIVP], that
is, as t → ∞. However, Figure 3.1(c) shows that for uc = 0.9 we have to extend the
period of time over which the solution is evaluated until t ' 400 to show convergence of
the solution to [QIVP] onto the permanent form travelling wave structure. Moreover, this
permanent form travelling wave will have propagation speed given by the limit of ṡ(t) as
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(a) uc = 0.1
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(b) uc = 0.5
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(c) uc = 0.9
Figure 3.1: A plot of the solution u(y, t) to [QIVP] as it evolves over time. Results are
obtained numerically for (a) uc = 0.1, (b) uc = 0.5 and (c) uc = 0.9 for t = 0, 0.1, 1,
10 and t = 30 with the arrow pointing in the direction of increasing t. For panel (c),
additional solutions obtained at t = 100, 200, 300, 350 and t = 400 are plotted.
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Figure 3.2: A plot of s(t) obtained numerically for uc = 0.1 (top plot), uc = 0.5 (middle
plot) and uc = 0.9 (bottom plot).







1.252, for uc = 0.1,
0.5600, for uc = 0.5,
0.1002, for uc = 0.9.
(3.2.1)
Additionally, we observe via Figure 3.2 and Figure 3.3 that for uc = 0.1 and uc = 0.9,
ṡ(t) appears to have a (integrable) singularity at t = 0+. These features are persistent
for all considered values of uc 6= 0.5 (not shown). For uc = 0.5, ṡ(t) is regular in this
limit, tending to 0 from above. Figure 3.4 focusses on two values of uc close to uc = 0.5.
It shows the sign of ṡ(t) as t → 0+ depends upon uc, with ṡ(t); initially positive when
0 < uc < 0.5 and initially negative when 0.5 < uc < 1. Moreover, when 0 < uc < 0.2,
then ṡ(t) is monotonic decreasing for all t > 0; when 0.2 < uc < 0.5, then ṡ(t) decreases
to a minimum value, before increasing to v∞(uc); and when 0.5 < uc < 1, then ṡ(t) is
monotonic increasing for all t > 0. These situations are illustrated for the specific cut-off
values of uc = 0.1, uc = 0.45, uc = 0.5 and uc = 0.55 in Figures 3.3 and 3.4, respectively.
We conclude that the numerical solution of [QIVP] involves the formation of a per-
manent form travelling wave as t → ∞, which has propagation speed ṡ(t) → v∞(uc) as
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Figure 3.3: Comparison between ṡ(t) (solid lines) and v∞(uc) (dashed lines). Results are
obtained numerically for uc = 0.1 (top plot), uc = 0.5 (middle plot) and uc = 0.9 (bottom
plot) for (a) small time and (b) large time.
t→∞. The front width, defined as the distance from w1 to w2 where u(w1, t) = uc and
u(w2, t) = 1 − ε for some small parameter ε ∈ (0, uc), is dependent on the specific value
of uc. In particular, the front width is O((1 − uc)−1) in the limit as uc → 1− and O(1)
otherwise. We will verify this later. A graph of numerically calculated values v∞(uc) for
uc ∈ (0, 1) is given in Figure 3.5, which indicates that v∞(uc) is monotone decreasing with
uc ∈ (0, 1). However, we note that there are numerical issues with obtaining the value of
v∞(uc) in both limits. As uc → 0+, we require at least ∆y ≤ uc/5 for the front solution
to be sufficiently accurately approximated and as uc → 1−, the solution ṡ(t) does not
converge to v∞(uc) until very large values of t. The computational time to obtain v∞(uc)
in both limits is extortionate, nonetheless, we expect that v∞(uc)→ 2 as uc → 0+, whilst,
v∞(uc)→ 0+ as uc → 1−. In the limit as uc → 1−, the front width increases substantially
as we are approaching the limit of there being no permanent form travelling wave front
(for uc = 1). This is illustrated in Figure 3.1(c) for uc = 0.9. With all this is mind, we
next consider the existence and uniqueness of permanent form travelling waves to [QIVP].
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Figure 3.4: Comparison between ṡ(t) (solid lines) and v∞(uc) (dashed lines). Results are
obtained numerically for uc = 0.45 (top plot) and uc = 0.55 (bottom plot) for (a) small
time and (b) large time.
uc









Figure 3.5: A plot of v∞(uc) obtained numerically for selected values of uc ∈ (0, 1).
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CHAPTER 4
PERMANENT FORM TRAVELLING WAVE
SOLUTION TO [QIVP]
In this chapter we study permanent form travelling wave solutions to [QIVP].
4.1 Permanent Form Travelling Waves
We anticipate that as t → ∞, a permanent form travelling wave solution will develop
in the solution to [QIVP], advancing with a (non-negative) propagation speed, allowing
for the transition between the fully reacted state, u = 1 as y → −∞, to the unreacted
state, u = 0 as y → ∞. Therefore, in this section we focus attention on the possibility
of [QIVP] supporting permanent form travelling wave solutions (henceforth referred to as
PTW solutions). We begin by establishing the existence and uniqueness of a PTW to
[QIVP] for each fixed uc ∈ (0, 1), denoting the unique propagation speed by v = v∗(uc).
We then consider limiting values of v∗(uc) as uc → 0+ and uc → 1−.
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4.2 The Existence and Uniqueness of a PTW Solu-
tion to [QIVP]
A PTW solution to [QIVP], with constant speed of propagation v ≥ 0, is a steady state
solution to [QIVP] with u : R× R+ → R and s : R+ → R such that
u(y, t) = UT (y) ∀(y, t) ∈ R× R+, (4.2.1)
ṡ(t) = v ∀t ∈ R+, (4.2.2)
where UT ∈ C1(R)∩C2(R\{0}) and v ≥ 0 satisfy the nonlinear boundary value problem,
U ′′T + vU
′
T + fc(UT ) = 0, y ∈ R \ {0}, (4.2.3a)
UT ≥ uc ∀y < 0, 0 ≤ UT ≤ uc ∀y > 0, (4.2.3b)





1, for y → −∞,
0, for y →∞,
(4.2.3d)
where the dash denotes differentiation with respect to y. The nonlinear boundary value
problem (4.2.3) can be thought of as a nonlinear eigenvalue problem with the eigenvalue
being the propagation speed v ≥ 0.
It is convenient to consider the ordinary differential equation (4.2.3) as the following
equivalent autonomous first-order two-dimensional dynamical system, with α = UT and
β = U ′T , namely,
α′ = β,
β′ = −vβ − fc(α),
(4.2.4)
with y ∈ R. We will analyse this dynamical system in the (α, β) phase plane for v ≥ 0.
In particular, it is straightforward to establish that the existence of a solution to (4.2.3)
is equivalent to the existence of a heteroclinic connection in the (α, β) phase plane, for
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the dynamical system (4.2.4), which connects the equilibrium point (1, 0), as y → −∞,
to the equilibrium point (0, 0), as y → ∞ (the translational invariance is then fixed
by condition (4.2.3c) which requires that α(0) = uc). From (4.2.3b), this heteroclinic
connection must remain in the α ≥ 0 half plane of the (α, β) phase plane, which we
denote by R+ = {(α, β) : (α, β) ∈ R+ × R}. We henceforth focus on this region of the
(α, β) phase plane.
However, before we proceed further, it is first worth considering the effect of introduc-
ing the cut-off into the reaction function on the dynamical system (4.2.4). To that end,
we introduce the function Q : R2 → R2 where Q(α, β) is given by
Q(α, β) = (β,−vβ − fc(α)), (4.2.5)
to represent the vector field generating the dynamical system (4.2.4). We observe that,
in the (α, β) phase plane, the effect of the discontinuity in fc(α) across the line α = uc
is simply to refract the phase paths passing through this line. In particular, for each
β ∈ R, there is exactly one phase path passing through (uc, β), which has tangent vectors,
Q(u−c , β) = (β,−vβ) and Q(u+c , β) = (β,−vβ − f+c ). Thus, the refraction vector for the
phase paths which cross the line α = uc is
R(uc, β) = Q(u
+
c , β)−Q(u−c , β)
= (0,−f+c ). (4.2.6)
We observe that the refraction vector (4.2.6) is independent of (β, v) ∈ R × R+ and
depends continuously on uc ∈ (0, 1). It follows that
R(uc, β)→ 0 as uc → 0, (4.2.7)
uniformly in (β, v) ∈ R × R+. After determining the effect of the discontinuity on the
phase paths of the dynamical system (4.2.4) in R+, we next consider the equilibrium
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points of (4.2.4) in R+. These are readily found to be at locations
ea = (a, 0) for each a ∈ [0, uc], (4.2.8a)
e1 = (1, 0). (4.2.8b)
We begin by examining the local phase portrait in the neighbourhood of the equilibrium








v2 + 4|f ′c(1)|
)
. (4.2.9)
The associated local straight line paths of e1 are given by
β(α) = −λ±(v)(1− α), (4.2.10)
where the negative (positive) eigenvalue corresponds to the local stable (unstable) man-
ifold. We denote the phase path which forms the part of the unstable manifold entering
D+ = {(α, β) : 0 < α < 1, β < 0} as S+1 . Similarly, we denote S−1 as the phase path
which forms part of the unstable manifold entering D− = {(α, β) : α > 1, β > 0}.
We next determine the local phase portrait of the equilibrium points ea for each
a ∈ [0, uc]. For a ∈ (0, uc) and v > 0, each of the equilibrium points ea is non-hyperbolic
with a single stable manifold in R+ given by {(α, β) : β = −v(α− a); 0 ≤ α ≤ uc}. Also,
the equilibrium point e0 is non-hyperbolic with a single stable manifold in R+ which we
will denote by
S0 = {(α, β) : β = −vα; 0 ≤ α ≤ uc}. (4.2.11)
Finally, the equilibrium point euc is again non-hyperbolic, and, for 0 ≤ α ≤ uc, has a
single stable manifold in R+ given by {(α, β) : β = −v(α− uc); 0 ≤ α ≤ uc}. In fact, the
collection of phase paths of the dynamical system (4.2.4) in the region {(α, β) : 0 ≤ α ≤











Figure 4.1: The local phase portrait for the equilibrium points of the dynamical system
(4.2.4). The thick black arrows denote the direction of the vector field Q(α, β) along the
line segments L0, L1 and on the boundary of D−.
illustrated in Figure 4.1.
Next, for the line segment {(α, β) : α = 1, β > 0}, we observe the following,
Q(α, β) · (1, 0) = β > 0. (4.2.12)
Similarly, for the line segment {(α, β) : α > 1, β = 0}, we observe that
Q(α, β) · (0, 1) = −fc(α) > 0. (4.2.13)
Together with the local structure at the equilibrium point e1, we conclude from (4.2.12)
and (4.2.13) that the region D− is a strictly positively invariant region for the dynamical
system (4.2.4). We now examine the line segments L0 = {(α, β) : α = 1, β < 0} and
L1 = {(α, β) : uc < α < 1, β = 0}, we observe that
Q(α, β) · (−1, 0) = −β > 0 ∀(α, β) ∈ L0, (4.2.14)
Q(α, β) · (0,−1) = fc(α) > 0 ∀(α, β) ∈ L1. (4.2.15)
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In addition, for v > 0, we observe that for all (α, β) ∈ R+
∇ ·Q(α, β) = −v < 0. (4.2.16)
Thus, for any v > 0, it follows from the Bendixson negative criterion (see, for example,
[59]) that (4.2.4) has no periodic orbits, homoclinic orbits or heteroclinic cycles in R+.
Finally, we observe that at each (α, β) ∈ R+ \ ({e1} ∪ {ea : 0 ≤ a ≤ uc}) the vector field
Q(α, β) rotates continuously clockwise for increasing v ≥ 0. At the equilibrium point
e1, the unstable manifold S+1 rotates clockwise for increasing v ≥ 0, as does the stable
manifold S0 at the equilibrium point e0.
As the phase path S−1 enters D− on leaving e1, and we have established that D− is
a strictly positively invariant region for the dynamical system (4.2.4), we conclude that
this cannot correspond to a heteroclinic connection between e1 and e0. Thus, at any
v ≥ 0, the existence of a heteroclinic connection in R+ connecting e1, as y → −∞, to
e0, as y → ∞, is equivalent to the phase path S+1 , leaving e1, being coincident with the
phase path S0, entering e0. It also follows that, at those v ≥ 0 when such a heteroclinic
connection exists, then it is unique.
We are now in a position to investigate for which values of v ≥ 0, if any, the required
heteroclinic connection exists in R+. When v = 0, it follows directly from (4.2.4) that the





















and, via the vector field (4.2.5) and local straight line paths of e1 (4.2.10),
β′0(1) = (−f ′c(1))
1
2 . (4.2.18b)
We denote the phase path S+1 |v=0 as C0, and note from (4.2.17) that C0 ⊂ D
+
as illustrated
in Figure 4.2. We conclude from (4.2.18a) that when v = 0 no heteroclinic connection
exists from e1 to e0. Moreover, it follows from the rotational properties of the vector field
Q(α, β) as discussed earlier, that, for each v > 0, we have
Q(α, β0(α)) · n0(α) < 0, (4.2.19)
for all α ∈ [0, 1), where n0(α) is the unit normal to C0 as shown in Figure 4.2. We define
the line segments L2 = {(α, β) : α = 0, β0(0) < β < 0} and L3 = {(α, β) : 0 ≤ α ≤ 1, β =
0} and denote the region Ω0 ⊂ D+ as that region bounded by ∂Ω0 = L2 ∪ L3 ∪ C0. We
observe, via the rotational properties of S+1 at e1, that for any v > 0, then S+1 |v enters Ω0
on leaving e1. Moreover, from (4.2.16), Ω0 contains no periodic orbits, homoclinic orbits
or heteroclinic cycles. It then follows from (4.2.14), (4.2.15), (4.2.19) and the Poincaré-
Bendixson Theorem (see, for example, [59]), that (recalling that Ω0 contains no periodic
or homoclinic orbits, or heteroclinic cycles) S+1 |v must leave Ω0 through L2 (at finite y) or
connect with ea, for some a ∈ [0, uc] (as y →∞). For each v ≥ 0, this observation allows
us to classify the behaviour of S+1 |v, by introducing the following function s : R
+ → R,
such that,
s(v) = The distance, measured from the origin of the (α, β) plane,
to the point of intersection of S+1 |v with L2 (measuring
negative distance) or L3 (measuring positive distance).
We have immediately that












Figure 4.2: The phase path C0 = S+1 |v=0.
and
β0(0) < s(v) ≤ uc, (4.2.21)
for all v > 0. Moreover, since Q(α, β) depends continuously on (α, β, v) ∈ D+ × R+ \
{(β, uc) : β ≤ 0} × R+, the refraction vector (4.2.6) for phase paths crossing the line
α = uc in D+ is independent of (β, v) ∈ R− × R+, and Ω0 is compact, we may conclude
that
s ∈ C(R+). (4.2.22)
In addition, from the rotational properties of the vector fieldQ(α, β) in R+ with increasing
v ≥ 0, we deduce that
s(v2) > s(v1) ∀v2 > v1 ≥ 0. (4.2.23)
Therefore, s : R+ → R is a continuous and strictly monotone increasing function. Next,
take










Then, with βc = −vuc, we have
Q(α, βc) · (0, 1) = v2uc − fc(α)
> sup
γ∈(uc,1]
fc(γ)− fc(α) ≥ 0, (4.2.25)
for all α ∈ (uc, 1], and recall that S0|v is given by β = −vα for α ∈ [0, uc]. It then follows,
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from (4.2.25), that
s(v) > 0 ∀v > vc(uc). (4.2.26)
We now observe that, at any v ≥ 0, the dynamical system (4.2.4) has a heteroclinic
connection between e1 and e0, in R
+ (which is unique, and is, in fact, contained in
Ω0 ⊂ R+) if and only if s(v) = 0. It follows that since s : R+ → R is a continuous and
strictly monotone increasing function, which satisfies (4.2.20) and (4.2.26), then, for each
uc ∈ (0, 1), there exists a unique v∗(uc) > 0 such that
s(v∗(uc)) = 0, (4.2.27)
whilst,
s(v) < 0 ∀v ∈ [0, v∗(uc)), (4.2.28a)
s(v) > 0 ∀v ∈ (v∗(uc),∞). (4.2.28b)
We conclude that, for each uc ∈ (0, 1), [QIVP] has a PTW solution if and only if v =
v∗(uc)(> 0) which we write as u = UT (y), y ∈ R. Moreover, this PTW solution is unique.
In addition, since the associated heteroclinic connection between e1 and e0 is contained
in Ω0, then we conclude that UT : R→ R satisfies:
0 < UT (y) < 1, U
′
T (y) < 0 ∀y ∈ R, (4.2.29a)
with UT (0) = uc, and
U ′′T (0
+)− U ′′T (0−) = −f+c , (4.2.29b)
UT (y) = uce
−v∗(uc)y ∀y ∈ R+, (4.2.29c)
UT (y) ∼ 1− a∞eλ+(v
∗(uc))y as y → −∞, (4.2.29d)
for some constant a∞ > 0 (depending upon uc ∈ (0, 1)), and with the eigenvalue λ+(v)
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given in (4.2.9).
We next consider uc ∈ (0, 1) as a parameter, regarding v∗ as a function of uc, with
v∗ : (0, 1) → R+ such that v∗ = v∗(uc), and associated PTW solution u = UT (y, uc) for
(y, uc) ∈ R×(0, 1). We recall that the vector fieldQ(α, β) is continuously differentiable on
(α, β, v) ∈ (([0, uc)× R) ∪ ((uc, 1]× R))×R+, whilst the refraction vector (4.2.6) depends
on uc ∈ (0, 1) and is continuous. It follows that on fixing u0c ∈ (0, 1), and taking ε > 0,
then with uc = u
0
c and v = v
∗(u0c) − ε, we have that s(v∗(u0c) − ε)|uc=u0c < 0, where we
have used equation (4.2.27). Hence, there exists δ−ε > 0, which depends on ε > 0, such
that for all uc ∈ (u0c − δ−ε , u0c + δ−ε ) = I−ε , then
s(v∗(u0c)− ε)|uc∈I−ε < 0. (4.2.30)
It follows that v∗(uc) > v∗(u0c)− ε for all uc ∈ I−ε . Similarly, we establish that there exists
δ+ε > 0, which depends on ε > 0, such that for all uc ∈ (u0c − δ+ε , u0c + δ+ε ) = I+ε , then
s(v∗(u0c) + ε)|uc∈I+ε > 0. (4.2.31)
It follows that v∗(uc) < v∗(u0c) + ε for all uc ∈ I+ε . We now set δε = min(δ−ε , δ+ε ). Thus,
for all uc ∈ (u0c − δε, u0c + δε) = Iε, then
|v∗(uc)− v∗(u0c)| < ε. (4.2.32)
We conclude that v∗ : (0, 1)→ R is continuous. In addition, we recall that
v∗(uc) > 0 ∀uc ∈ (0, 1). (4.2.33)
Next, let u0c ∈ (0, 1) and consider S+1 |(u0c ,v∗(u0c)). It follows from the refraction vector (4.2.6)
that there exists δ > 0, such that on fixing v = v∗(u0c), then for any uc ∈ (u0c , u0c +δ) = Pδ,
the intersection point of S+1 |(uc,v∗(u0c)) with the line α = uc lies above the intersection point
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of the line β = −v∗(u0c)α with the line α = uc. Consequently, s(v∗(u0c))|uc∈Pδ > 0, from
which we conclude that v∗(uc) < v∗(u0c) for all uc ∈ Pδ. Thus, v∗ : (0, 1) → R is locally
decreasing, and continuous, and so v∗ : (0, 1) → R is strictly monotone decreasing. It
then also follows from (4.2.33) that v∗(uc) has a finite non-negative limit as uc → 1−.
Hence, v∗(uc) → v∗1 as uc → 1−, for some v∗1 ≥ 0. When (1 − uc) is sufficiently small,
S+1 can be approximated in the region (α, β) ∈ [uc, 1] × R− by its linearised form at the
equilibrium point e1; it is then readily established that v
∗
1 = 0, and, moreover, that
v∗(uc) ∼ |f ′c(1)|
1
2 (1− uc) as uc → 1−. (4.2.34)
We now investigate v∗(uc) as uc → 0+. To begin with we consider the dynamical system
(4.2.4) when uc = 0. In this case, the dynamical system (4.2.4) has a (unique) heteroclinic
connection which connects e1, as y → −∞, to e0, as y → ∞, if and only if v ∈ [2,∞),
see for example [34, 3, 35, 45]. Moreover, s(v)|uc=0 < 0 for all v ∈ [0, 2). From (4.2.6)
and (4.2.7), it follows that S+1 depends continuously on uc ≥ 0. Thus, for ε > 0, there
exists σε > 0 such that for uc ∈ (0, σε), then s(2 − ε)|uc < 0. Therefore, from (4.2.27),
we deduce that v∗(uc) > 2 − ε for all uc ∈ (0, σε). However, it also follows from (4.2.6)
and (4.2.7) that s(2)|uc > 0 for all uc ∈ (0, 1). Thus, v∗(uc) < 2 for all uc ∈ (0, 1). We
conclude that,
2− ε < v∗(uc) < 2 ∀ uc ∈ (0, σε). (4.2.35)
Since (4.2.35) holds for all ε > 0, we conclude immediately that v∗(uc) has limit 2 as
uc → 0+. We conclude that v∗ : (0, 1)→ R is continuous and monotone decreasing, with
lim
uc→1−
v∗(uc) = 0, lim
uc→0+
v∗(uc) = 2. (4.2.36)
In the next two sections we consider the structure of the PTW solutions in the limits
uc → 0+ and uc → 1− respectively.
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4.3 Asymptotic Structure of the PTW Solution when
uc → 0+
In this section we investigate the detailed asymptotic form of v∗(uc) as uc → 0+, in the
small cut-off limit, via the method of matched asymptotic expansions. To that end, we
write uc = ε with 0 < ε 1. It then follows from equation (4.2.36) that we may write,
v∗(ε) = 2− v̄(ε), (4.3.1)
where now,
v̄(ε) > 0 ∀ ε ∈ (0, 1), (4.3.2)
and
v̄(ε) = o(1) as ε→ 0+. (4.3.3)
With UT : R→ R being the associated PTW solution, then from (4.2.3),
UTyy + (2− v̄(ε))UTy + f(UT ) = 0, y < 0, (4.3.4a)
UT (y) > ε ∀ y < 0, (4.3.4b)
UT (0) = ε, (4.3.4c)
UTy(0) = −(2− v̄(ε))ε, (4.3.4d)
UT (y)→ 1 as y → −∞. (4.3.4e)
It is convenient, in what follows, to make a shift of origin by introducing the coordinate
ȳ via
ȳ = ȳc(ε) + y,
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where ȳc(ε) is chosen so that (4.3.4) becomes,
UT ȳȳ + (2− v̄(ε))UT ȳ + f(UT (ȳ)) = 0, ȳ < ȳc(ε), (4.3.5a)
UT (ȳ) > ε ∀ ȳ < ȳc(ε), (4.3.5b)
UT (ȳc(ε)) = ε, (4.3.5c)
UT ȳ(ȳc(ε)) = −(2− v̄(ε))ε, (4.3.5d)
UT (ȳ)→ 1 as ȳ → −∞, (4.3.5e)





It follows from (4.3.5) and (4.3.6) that
ȳc(ε)→ +∞ as ε→ 0+. (4.3.7)
Our objective is now to examine the boundary value problem (4.3.5) and (4.3.6) as ε→ 0+,
and, in particular, to determine the asymptotic structure of v̄(ε) as ε→ 0+. Anticipating
the requirement of outer regions, we begin in an inner region when ȳ = O(1) and UT =
O(1) as ε→ 0+, and we label this as region I. In region I we thus expand as
UT (ȳ; ε) = Um(ȳ) +O(v̄(ε)) as ε→ 0+, (4.3.8)
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with ȳ = O(1). On substitution from (4.3.8) into (4.3.5) and (4.3.6), and using (4.3.7),
we obtain the leading order problem as
Umȳȳ + 2Umȳ + f(Um) = 0, −∞ < ȳ <∞, (4.3.9a)





1, as ȳ → −∞,






The leading order problem is immediately recognised as the boundary value problem
(4.2.3) for the PTW solution to the corresponding KPP problem without cut-off (ε = 0).
Let Um : R → R be the unique solution to (4.3.9). For use in what follows, we recall





(A∞ȳ +B∞) e−ȳ +O(ȳ2e−2ȳ), as ȳ →∞,
1− A−∞eγȳ +O(e2γȳ), as ȳ → −∞,
(4.3.10)
where γ = −1 +
√
1 + |f ′(1)| (> 0). On proceeding to O(v̄(ε)) we observe that the
inner region expansion (4.3.8) becomes non-uniform when |ȳ|  1, and in particular when
(−ȳ) = O(v̄(ε)− 12 ) and ȳ = O(v̄(ε)− 12 ). Therefore, to complete the asymptotic structure
of the solution to (4.3.5) as ε→ 0+, we must introduce two outer regions, namely region
II+ when ȳ = O(v̄(ε)−
1
2 ) and region II− when (−ȳ) = O(v̄(ε)− 12 ). We begin in region





so that ŷ = O(1)− in region II− as ε→ 0+. It then follows from (4.3.8) and (4.3.10) that






as ε → 0+ in region II−. It is then straightforward to develop an exponential expansion
in region II−, which, after matching (following the Van Dyke matching principle, [58])
with region I, via (4.3.8) and (4.3.10), gives the outer expansion in region II− as,












2 (1 +O(v̄(ε))) ŷ
])
, (4.3.13)
as ε → 0+ with ŷ = O(1)−. Thus, the solution in region II− is at this order unaffected
by the cut-off. We now proceed to region II+, where ŷ = O(1)+ as ε → 0+. It is
within this region that the conditions at ȳ = ȳc(ε) must be satisfied, which then requires
ȳc(ε) = O(v̄(ε)
− 1






+ as ε→ 0+. (4.3.15)
In region II+ it follows from (4.3.8) and (4.3.10) that








as ε → 0+. Again, it is then straightforward to develop an exponential expansion in
region II+, which, after matching with region I, via (4.3.8) and (4.3.10), gives the outer
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expansion in region II+ as,




















−2v̄(ε)− 12 (1 +O(v̄(ε))) ŷ
])
, (4.3.16)
as ε → 0+ with ŷ = O(1)+. It now remains to apply conditions (4.3.5b), (4.3.5c) and
(4.3.5d) to (4.3.16). In the outer region II+, these conditions become,






< ŷ < ŷc(ε), (4.3.17a)
UT (ŷc(ε); ε) = ε, (4.3.17b)
uT ŷ(ŷc(ε); ε) = −εv̄(ε)−
1
2 (2− v̄(ε)). (4.3.17c)
We now turn to conditions (4.3.17b) and (4.3.17c). It is convenient to first eliminate ε
explicitly between (4.3.17b) and (4.3.17c) to give,
uT ŷ(ŷc(ε); ε) = −v̄(ε)−
1
2 (2− v̄(ε))UT (ŷc(ε); ε), (4.3.18)
which replaces (4.3.17c). On substitution from (4.3.16) into (4.3.18) and expanding, using
(4.3.2), (4.3.3) and (4.3.15), we obtain,
A∞ sinω = −v̄(ε)
1
2 (A∞ +B∞) cosω, ω = ŷc(ε)(1 +O(v̄(ε))), (4.3.19)









as ε → 0+, with the constants ŷ0c (> 0) and ŷ1c to be determined. On substitution from




Since A∞ > 0, then we must have (recalling ŷ0c > 0) ŷ
0
c = kπ, for some k ∈ N. However,
condition (4.3.17a), with (4.3.16), then requires k = 1, and so
ŷ0c = π. (4.3.21)
Proceeding to O(v̄(ε)
1





Thus, via (4.3.20), (4.3.21) and (4.3.22) we have,






as ε → 0+. It remains to apply condition (4.3.17b). On using (4.3.16) and (4.3.23),
condition (4.3.17b) becomes
























as ε→ 0+. It then follows from (4.3.23) and (4.3.25) that,












as ε→ 0+. Finally, via (4.3.1) and (4.3.25), we can construct v∗(ε) as,












as ε→ 0+. We observe that (4.3.27) is decreasing in ε as ε→ 0+, and is in full accord with
the rigorous results established in Section 4.2. We see immediately that the result derived
here, via a rational application of the method of matched asymptotic expansions, agrees in
the first two terms with the results that Brunet and Derrida [14] and Dumortier, Popovic
and Kaper [19] obtained. However, the method of matched asymptotic expansions has
enabled us to obtain the next correction term in (4.3.27), and higher order terms could
be obtained by systematically following this approach. We now consider the asymptotic
structure of the PTW solution to [QIVP] as uc → 1−.
4.4 Asymptotic Structure of the PTW Solution when
uc → 1−
In this section we investigate the asymptotic form of v∗(uc) in the large cut-off limit
uc → 1−. To this end, we write uc = 1 − δ with 0 < δ  1. Section 4.2 guarantees the
existence and uniqueness of a PTW solution, whose speed v∗(δ) = o(1) as δ → 0+. In this
case, it is most convenient to consider the problem in the (α, β) phase plane corresponding
to the phase path representing the PTW when uc = 1 − δ and v = v∗(δ). Via (4.2.4),
(4.2.9), (4.2.10) and (4.2.11), this is given by the phase path β = β(α; δ), which satisfies





, α ∈ (1− δ, 1), (4.4.1a)
β(α; δ) ∼ −λ+(v∗(δ))(1− α) as α→ 1−, (4.4.1b)
β(1− δ; δ) = −v∗(δ)(1− δ). (4.4.1c)
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We now examine the boundary value problem (4.4.1) as δ → 0+. Since v∗(δ) = o(1) as
δ → 0+, we expand λ+(v∗(δ)), via (4.2.9), which determines that λ+(v∗(δ)) = O(1) as
δ → 0+. It follows from the boundary condition (4.4.1b), that β = O(δ) as δ → 0+. We
therefore introduce the following re-scalings
β = δY, α = 1− δX, (4.4.2)
with Y,X = O(1) as δ → 0+. The form of the boundary condition (4.4.1c) then necessi-
tates that v∗(δ) = O(δ) as δ → 0+. Thus, we write
v∗(δ) = δV (δ), (4.4.3)




= δV (δ) +
f(1− δX)
δY
, X ∈ (0, 1), (4.4.4a)
Y (X; δ) ∼ −λ+(δV (δ))X as X → 0+, (4.4.4b)
Y (1; δ) = −V (δ)(1− δ). (4.4.4c)
We now expand Y (X; δ) and V (δ) according to,
Y (X; δ) = Y0(X) + δY1(X) + o(δ), X ∈ [0, 1], (4.4.5a)
V (δ) = V0 + δV1 + o(δ), (4.4.5b)
as δ → 0+. Substituting the expansions from (4.4.5) into the boundary value problem







, X ∈ (0, 1), (4.4.6a)
Y0(X) ∼ −|f ′(1)|
1
2X as X → 0+, (4.4.6b)
Y0(1) = −V0. (4.4.6c)
The general solution to (4.4.6a) is Y 20 (X) = c1 − f ′(1)X2, for X ∈ [0, 1], where c1 is an
arbitrary constant of integration. Applying the boundary condition (4.4.6b) determines
c1 = 0. Therefore,
Y0(X) = −|f ′(1)|
1
2X, X ∈ [0, 1]. (4.4.7)
Application of the boundary condition (4.4.6c) then determines
V0 = |f ′(1)|
1
2 . (4.4.8)















V0X as X → 0+, (4.4.9b)
Y1(1) = V0 − V1. (4.4.9c)
On substituting Y0(X), given by (4.4.7), into equation (4.4.9a) and solving, we find that












, X ∈ (0, 1], (4.4.10)
where c2 is an arbitrary constant of integration. From the boundary condition (4.4.9b),
Y1(X) remains bounded as X → 0+. Therefore, we require c2 = 0. Thus, we obtain the
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, X ∈ [0, 1]. (4.4.11)











On collecting expressions (4.4.5a), (4.4.7) and (4.4.11), we have established that








+ o(δ) as δ → 0+, (4.4.13)
uniformly for X ∈ [0, 1]. Similarly, on collecting expressions (4.4.5b), (4.4.8) and (4.4.12),
we obtain,








+ o(δ) as δ → 0+. (4.4.14)
Using (4.4.3), the propagation speed of the PTW solution to [QIVP] is given by








+ o(δ2) as δ → 0+. (4.4.15)
We use (4.4.2) to express the PTW solution to [QIVP] in terms of the cut-off uc as
β(α) = −1
2






+ o((1− uc)2) as uc → 1−. (4.4.16)
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Its speed of propagation is given by













+ o((1− uc)2) as uc → 1−. (4.4.17)
In the next section we consider the specific case of cut-off Fisher reaction, determining
v∗ : (0, 1)→ R via numerical integration.
4.5 Numerical Example
We here compare our predictions for the PTW solutions UT (y) and the speed v
∗(uc)
derived in the limits of small and large cut-off uc with the corresponding values obtained
from the numerical evaluation of (4.2.3) (or (4.3.5) when uc is small) carried out for the





u(1− u), u ∈ (uc,∞),
0, u ∈ (−∞, uc],
(4.5.1)
where uc ∈ (0, 1).
For our numerical calculations we adopt a shooting method that combines a standard
fourth order Runge-Kutta discretisation scheme with a bisection method. We use (4.2.10)
to approximate the unstable manifold near the unstable fixed point (UT , U
′
T ) = (1, 0),
taking UT = 1 − ε and U ′T = −λ+(v)ε where ε = 10−10. We choose ∆α = 10−12 to
ensure that the values of UT (y) (or UT (ȳ) when uc is small) and v
∗(uc) are obtained to
ten decimal places of accuracy.
The asymptotic predictions for the PTW solutions UT (ȳ) and the speed v
∗(uc) obtained
for small values of uc rely on the global constants A∞ and B∞ (see equations (4.3.16) and
(4.3.27)) associated with the leading edge behaviour of Um(ȳ) (see expression (4.3.10)).
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Figure 4.3: (a) Numerical solutions of UT (ȳ) obtained from (4.3.5) for uc = 0.001, 0.01 and
0.1, with the arrow pointing in the direction of increasing uc (thick black lines), and exact
solution derived from (4.2.29c) (thin black lines). These are plotted against the numerical
solution of Um(ȳ) (in red) obtained from (4.3.9). (b) Comparison between numerical and
asymptotic results for UT (ȳ) obtained for ȳ ≤ ȳc(uc) for uc = 10−7 (in black) and uc = 10−5
(in blue). The numerical results are juxtaposed against the asymptotic expression (4.3.16)
valid for uc → 0+ and ȳ  1 (dashed black and blue lines, respectively). These are
plotted against the numerical solution of Um(ȳ) (in solid red) and the large-ȳ asymptotic
expression (4.3.10) (dashed red line).
We determine the values of A∞ and B∞ from the numerical evaluation of (4.3.9) where we
use the MATLAB solver ode45 carried out for the particular case of the Fisher reaction
function (1.1.6). We use (4.3.10) to approximate the unstable manifold near the unstable
fixed point (Um, U
′
m) = (1, 0), taking Um = 1 − ε and U ′m = −γε where ε = 10−10. We
choose the same resolution as before and use a standard linear least squares fit on Ume
ȳ
for ȳ & 10 to obtain A∞ ≈ 3.521 and B∞ ≈ −11.15 to four significant figures.
Figure 4.3 is devoted to the structure of Um(ȳ) and that of UT (ȳ) obtained for small
cut-off uc. For ȳ ≤ ȳc(uc) this is numerically determined from (4.3.5). For ȳ > ȳc(uc) the
solution is exact (see equation (4.2.29c)). Figure 4.3(a) contrasts the behaviour of UT (ȳ)
against that of Um(ȳ). It is clear that when ȳ = O(1), UT (ȳ) remains close to Um(ȳ)
while when |ȳ|  1, UT (ȳ) approaches 1− and uc exponentially fast. This behaviour is
consistent with expressions (4.3.8), (4.3.13) and (4.3.16) (with ε = uc). Figure 4.3(b)
focuses on the behaviour of Um(ȳ) and UT (ȳ) when the value of ȳ is large. It shows that
as long as ȳ & 5, the numerical solution of Um(ȳ) and the leading edge asymptotics given
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Figure 4.4: (a) Numerical solutions of UT (y) obtained from (4.2.3) for uc = 0.4, 0.8, 0.9
and 0.99 (thick lines), with the arrow pointing in the direction of increasing uc, and exact
solution given by (4.2.29c) (thin lines). (b) Comparison between the numerical solutions
of UT (y) and the asymptotic expression for uc → 1− derived from (4.4.16) (dashed black
lines).
by (4.3.10) (with numerical values of A∞ and B∞ given above) are in excellent agreement.
The same figure compares the numerical solution of UT (ȳ) with the leading edge
asymptotics given by (4.3.16) which applies for ȳc(uc) ≥ ȳ  1 (which is the case for
uc  0.05). It confirms that the asymptotic expression (4.3.16) describing UT (ȳ) becomes
increasingly accurate as the value of uc decreases.
Figure 4.4 focuses on the structure of UT (y) obtained for larger cut-off uc. For y ≤ 0,
this is numerically determined from (4.2.3); for y > 0 it is exactly given by (4.2.29c). It is
clear that the asymptotic prediction associated with (4.4.16) is an excellent approximation
of UT (y) for all values of uc considered (see Figure 4.4(b)).
We now examine the behaviour of the speed v∗(uc). Figure 4.5 illustrates that the
numerical results for the speed v∞(uc) to [QIVP], obtained in Chapter 3, are in excellent
agreement with the speed of propagation of the PTW with v∞(uc) = v∗(uc). Figure
4.5(a) focuses on speed values v∗(uc) obtained for small values of uc. It shows that
expression (1.1.15) of Brunet and Derrida [14] is very good as long as uc . 0.02. Higher
order corrections are captured by the asymptotic expression (4.3.27) which remains good
(though only marginally better than expression (1.1.15)) as long as uc . 0.05 (when
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Figure 4.5: Comparison between asymptotic and numerical results of the speed for (a)
small and (b) large cut-off values uc. Numerical solutions of v
∗(uc) derived from the
boundary value problem (4.2.3) with fc given by (4.5.1) are shown as solid lines. The
dashed lines are the asymptotic predictions (4.3.27) and (4.4.17) of v∗(uc). In (a) the
dotted line is expression (1.1.15) of Brunet and Derrida [14] and in (b) the red circles are
the numerical solutions of v∞(uc) to [QIVP].
uc = 0.05, v̄ ≈ 1 associated with expansion (4.3.8) is no longer small).
Figure 4.5(b) shifts the focus to larger values of uc. It shows that the asymptotic
expression (4.4.17) accurately captures the speed v∗(uc) for a wide range of values given
by 0.4 . uc < 1 (when uc = 0.4, δ = 1− uc = 0.6 associated with expansions (4.4.5) is no
longer small). Our numerical results for the speed v∗(uc), obtained for a range of values
of uc ∈ (0, 1), combined with the asymptotic expressions (4.2.29c), (4.3.27) and (4.4.17)
confirms that the the front width of the PTW solution is O((1 − uc)−1) in the limit as
uc → 1− and O(1) otherwise.
4.6 Discussion and Conclusions
In this chapter we have concentrated on examining the existence of PTW solutions to
[QIVP] with propagation speed v ≥ 0, which effect the transition from the unreacted
state u = 0 (ahead of the wave-front) to the fully reacted state u = 1 (at the rear of the
wave-front). We employ a phase plane analysis of the nonlinear boundary value problem
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(4.2.3) to establish that (i) for each uc ∈ (0, 1), then [QIVP] has a unique PTW solution,
with propagation speed v = v∗(uc) > 0 and (ii) v∗ : (0, 1) → R+ is continuous and
monotone decreasing, with v∗(uc) → 0+ as uc → 1−, and v∗(uc) → 2− as uc → 0+. It
should be noted that 2 is the minimum propagation speed of PTW solutions for the related
KPP-type function in the absence of cut-off. Furthermore, we have developed asymptotic
methods to determine the asymptotic forms of v∗(uc) as uc → 0+ and uc → 1−. The first
limit was previously considered by Brunet and Derrida [14] and Dumortier, Popovic and
Kaper [19]. The latter employed matched asymptotic expansions in the phase plane to
determine the order of the error in [14]. We have here used matched asymptotic expansions
on the direct problem (4.2.3) to obtain higher order corrections in a systematic manner.
We show that these are controlled by the detailed structure ahead of the wave-front
solution travelling with speed 2 for the related KPP problem obtained in the absence of
a cut-off. For larger values of uc, the asymptotic behaviour is obtained via the use of
regular asymptotic expansions in the phase plane. The front width of the PTW solution
is obtained in both asymptotic limits.
We anticipate that the approach developed in this chapter, for considering PTW solu-
tions to [QIVP], will be readily adaptable to corresponding problems, when the KPP-type
cut-off reaction function is replaced by a broader class of cut-off reaction functions. In
comparing the PTW theory for the cut-off KPP-type reaction function studied here, and
its associated KPP-type reaction function without cut-off, we make the observation that,
in the absence of cut-off, a PTW solution exists for each propagation speed v ∈ [2,∞),
whilst at each fixed cut-off value uc ∈ (0, 1), a PTW solution exists only at the single
propagation speed v = v∗(uc), with 0 < v∗(uc) < 2. This will have implications for the
development of PTW solutions as large-t structures in [QIVP], with more general classes
of initial data. In the next chapter we consider the evolution problem [QIVP] in more de-
tail. Specifically we establish that, as t→∞, the solution to [QIVP] does indeed involve
the formation of the PTW solution considered in this chapter, and we give the detailed
asymptotic structure of the solution to [QIVP] as t→∞.
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CHAPTER 5
ASYMPTOTIC SOLUTION TO [QIVP]
In this chapter we develop the asymptotic structure of the solution to [QIVP] as t→ 0+,
as |y| → ∞ and as t → ∞. We begin by examining the asymptotic structure of the
solution to [QIVP] as t→ 0+.
5.1 Asymptotic Solution to [QIVP] as t→ 0+
We develop the asymptotic structure to [QIVP] as t → 0+ via the method of matched
asymptotic coordinate expansions. We anticipate that the structure of the solution to
[QIVP] as t→ 0+ will have two asymptotic regions in y < 0, and two asymptotic regions
in y > 0. An examination of the leading order balances in equation (2.0.8a), together with
the initial condition (2.0.8c) and the connection conditions (2.0.8e), (2.0.8f) determine the
asymptotic structure as:
region IL : y = O(t
1
2 ) < 0 with u = O(1) as t→ 0+, (5.1.1a)
region IR : y = O(t
1
2 ) > 0 with u = O(1) as t→ 0+, (5.1.1b)
region IIL : y = O(1) < 0 with u = 1− o(1) as t→ 0+, (5.1.1c)
region IIR : y = O(1) > 0 with u = o(1) as t→ 0+. (5.1.1d)
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The situation is illustrated in Figure 5.1. For any variable λ, we will henceforth write
λ = O(1) > 0 as λ = O(1)+, and correspondingly, λ = O(1) < 0 as λ = O(1)−. It
follows from the small-time asymptotic structure (5.1.1) of [QIVP], that we anticipate an
asymptotic expansion for s(t) of the form
s(t) = s0t
α + s1t
β + o(tβ) as t→ 0+, (5.1.2)
where the constants s0, s1, α and β(> α) are to be found. The initial condition (2.0.8g),





We begin in region IL, following (5.1.1a), where we introduce the coordinate η = yt
− 1
2 =














uηη + f(u), η < 0. (5.1.4)
We expand u(η, t) in the form,
u(η, t) = uL0(η) + φL(t)uL1(η) + o(φL(t)) as t→ 0+, (5.1.5)
with η = O(1)− and φL(t) = o(1) as t→ 0+ to be determined. As we are interested in the
small-time solution our gauge function φL depends only on the small-t. On substituting







L0 = 0, η < 0, (5.1.6a)
which must be solved subject to the boundary condition (2.0.8e) at η = 0, together with




u = O(1)u = 1   o(1) u = o(1)
y = O(t
1
2 )y = O(1)  y = O(1)+
u(y, t)
1
Figure 5.1: A sketch of the structure of the solution to [QIVP] as t→ 0+.
uL0(0) = uc, (5.1.6b)
uL0(η)→ 1 as η → −∞. (5.1.6c)
Due to the coupling condition (2.0.8f) at η = 0, it is necessary now to consider region
IR, in which, via (5.1.1b), η = O(1)
+ and u = O(1) as t → 0+ with u(η, t) = u(y, t) and














uηη, η > 0. (5.1.7)
We expand u(η, t) in the form,
u(η, t) = uR0(η) + φR(t)uR1(η) + o(φR(t)) as t→ 0+, (5.1.8)
with η = O(1)+ as t → 0+. Here φR = o(1) as t → 0+, and is to be determined. Now,
substituting from expansions (5.1.2) and (5.1.8) into equation (5.1.7), we obtain at leading






R0 = 0, η > 0, (5.1.9a)
which must be solved subject to the boundary condition (2.0.8e) at η = 0, together with
the matching condition with region IIR as η →∞, which requires,
uR0(0) = uc, (5.1.9b)
uR0(η)→ 0 as η →∞. (5.1.9c)
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Finally, the boundary value problems (5.1.6) and (5.1.9) must be solved subject to the














) + erf( s0
2
)(
1 + erf( s0
2
)











) , η ≥ 0. (5.1.11b)
Finally, an application of condition (5.1.10) to (5.1.11) determines
s0 = 2 erf
−1(1− 2uc), (5.1.12)





















, η ≥ 0. (5.1.13b)
We now proceed to the correction terms in expansions (5.1.2), (5.1.5) and (5.1.8). A
balancing of terms requires φL(t) = φR(t) = O(t) as t → 0+ and β = 32 . Thus, we set
φL(t) = φR(t) = t, without loss of generality. On substitution from expansions (5.1.2),
(5.1.5) and (5.1.8) into equations (5.1.4) and (5.1.7), we obtain the coupled problem for






















R0, η > 0, (5.1.14b)
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subject to the coupling conditions




and the matching conditions to region IIL and to region IIR, respectively, which are
readily obtained as,
uL1(η)→ 0 as η → −∞, (5.1.14e)
uR1(η)→ 0 as η →∞. (5.1.14f)




solution to the homogeneous part of both (5.1.14a) and (5.1.14b). With this observation,
together with the methods of reduction of order and variation of parameters, we can write
the general solutions to (5.1.14a) and (5.1.14b) as,












+ up2(η), η ≤ 0, (5.1.15a)












, η ≥ 0, (5.1.15b)
where d1, d2, d̄1 and d̄2 are arbitrary constants to be determined and the particular solution





















































As an aside we remark that on fixing η = O(1)− and varying uc, we find
up2(η) = O(1) as uc → 0+ and up2(η) = o(1) as uc → 1−. (5.1.18)
This illustrates how uL0(η) dominates the solution in region IL for large uc with up2(η),
and therefore uL1(η), having an increasingly significant impact as uc decreases. Returning
to our analysis of the boundary value problem (5.1.14), for arbitrary uc ∈ (0, 1), an






































































































As u′p2(0) = 0, an application of the coupling condition (5.1.14d) determines d1 = d̄1 (and


















Thus, we have determined that the two-term expansions for u(η, t) in region IL and





























































as t→ 0+. Here the constants d1, d2, s0 and s1 are given by (5.1.21), (5.1.19), (5.1.12) and
(5.1.24), respectively, and the functions up2(η), û(η), ū(η), I1(λ) and I2(λ) are given by
(5.1.16) and (5.1.17), respectively. It is worth noting that we have obtained the two term
small-time expansion for s(t) without needing to know the precise asymptotic structure
of the solution in regions IIL and IIR. Their leading order form described by (5.1.1c) and
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(5.1.1d), respectively, was sufficient. The asymptotic expansion in regions IIL and IIR
are obtained for completeness of the small-time regime. From (5.1.25a) and (5.1.25b), we
observe that for (−η) 1,











(1−O((η + s0)−2)), (5.1.27)
as t→ 0+, and for η  1,











(1−O((η + s0)−2)), (5.1.28)
as t→ 0+.
Now, as η → −∞ we move out of region IL and into region IIL, in which, via (5.1.1c),
y = O(1)− and u(y, t) = 1− o(1) as t→ 0+. The structure of the expansion in region IL,
for (−η) 1, (given by (5.1.27)) suggests that in region IIL we write
u(y, t) = 1− e−H(y,t)t , (5.1.29)
and expand in the form,
H(y, t) = H0(y) + t
1
2H1(y) + t ln tH2(y) + tH3(y) + o(t), (5.1.30)
as t→ 0+ with y = O(1)− and H0(y) > 0. We substitute expansions (5.1.29) and (5.1.30)
into equation (2.0.8a) to obtain (on solving at each order of t in turn)









































as t → 0+, with y = O(1)−, and where D0, D1, D2 and D3 are arbitrary constants to
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be determined. It remains to match expansion (5.1.31) in region IIL (as y → 0−) with
expansion (5.1.27) in region IL (as η → −∞). On applying Van Dyke’s matching principle
[58], we readily obtain that











Thus, the expansion in region IIL is given by

























as t→ 0+ and with y = O(1)−. Furthermore, this expansion remains uniform for (−y)
1 as t→ 0+.
Next, as η →∞, we move out of region IR and into region IIR, in which, via (5.1.1d),
y = O(1)+ and u(y, t) = o(1) as t→ 0+. The structure of the expansion in region IR, for
η  1, (given by (5.1.28)) suggests that in region IIR we write
u(y, t) = e−
H̄(y,t)
t , (5.1.34)
and expand in the form,
H̄(y, t) = H̄0(y) + t
1
2 H̄1(y) + t ln tH̄2(y) + tH̄3(y) + o(t), (5.1.35)
as t → 0+ with y = O(1)+ and H̄0(y) > 0. Substitution of (5.1.34) and (5.1.35) into
69
equation (2.0.8a) gives (on solving at each order of t in turn)












































as t → 0+, with y = O(1)+, and where D̄0, D̄1, D̄2 and D̄3 are arbitrary constants to
be determined. It remains to match expansion (5.1.36) in region IIR (as y → 0+) with
expansion (5.1.28) in region IR (as η →∞). On applying Van Dyke’s matching principle
[58], we readily obtain that











Thus, the expansion in region IIR is given by

























as t → 0+ and with y = O(1)+. Furthermore, this expansion remains uniform for y  1
as t→ 0+.
The asymptotic structure as t → 0+ is now complete with the expansions in regions
IIL, IL, IR and IIR providing a uniform approximation to the solution of [QIVP] as
t → 0+. We next use this information to enable us to develop the asymptotic structure
of the solution to [QIVP] as |y| → ∞ with t = O(1). However, before proceeding to this,
it is of interest to examine the form of ṡ(t) in the small-time regime for all uc ∈ (0, 1). It










2 as t→ 0+, (5.1.39)
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with s0 and s1 given by equations (5.1.12) and (5.1.24) respectively. In particular, we
observe from (5.1.12) that s0 is monotonic decreasing in uc with
s0 →∞ as uc → 0+, s0 = 0 when uc =
1
2
and s0 → −∞ as uc → 1−. (5.1.40)
Thus, the leading term in (5.1.39) reveals that ṡ(t) has an integrable singularity as t→ 0+,
with
ṡ(t)→ +∞ as t→ 0+, (5.1.41)
when uc ∈ (0, 1/2), whilst,
ṡ(t)→ −∞ as t→ 0+, (5.1.42)






































via (5.1.24). Additionally, we observe that the integrand is positive for all λ < 0, and,
therefore, s1 > 0. On asymptotic expansion of the error function, we determine s1 ap-
proaches zero from above exponentially slowly as λ → −∞. Thus, in this transition
case,
ṡ(t)→ 0+ as t→ 0+. (5.1.44)
We observe that (5.1.41), (5.1.42) and (5.1.44) above confirm the numerical solutions for
[QIVP] obtained in Section 3.2, as illustrated in Figure 3.2.
5.2 Asymptotic Solution to [QIVP] as |y| → ∞
We now develop the structure of the solution to [QIVP] as |y| → ∞ with t = O(1). We
begin in region IIIL, where y → −∞ with t = O(1). The structure of the expansion in
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region IIL, for (−y) 1, (given by (5.1.33)) suggests that in region IIIL we write
u(y, t) = 1− e−y2Φ(y,t), (5.2.1)
and expand in the form,














as y → −∞ with t = O(1) and Φ0(t) > 0. On substitution of expansions (5.2.1) and
(5.2.2) into equation (2.0.8a) we obtain a system of equations at successive orders of y





















− f ′(1), (5.2.3b)
with t = O(1), and where C0, C1, C2 and the constant associated with integrating equa-
tion (5.2.3b) (C3) are arbitrary constants to be determined. Note that Φ1(t) and Φ3(t)
both depend on the function s(t) which is unknown when t = O(1). We now match the
expansion in region IIIL, given by substituting expressions (5.2.3) and (5.2.2) into (5.2.1)
(as t→ 0+), with expansion (5.1.33) in region IIL (as y → −∞). On applying Van Dyke’s
matching principle [58] we find




Thus, the expansion in region IIIL is given by






















as y → −∞ with t = O(1). Furthermore, we note that the uniformity of expansion (5.2.5)
when t  1 as y → −∞ is dependent on the order of s(t) when t  1. This will be
discussed further in Section 5.3 when we investigate the asymptotic solution to [QIVP]
as t→∞.
We next consider the corresponding region IIIR where we investigate the structure of
the solution to [QIVP] as y →∞ with t = O(1). The structure of the expansion in region
IIR, for y  1, (given by (5.1.38)) suggests that in region IIIR we write
u(y, t) = e−y
2Φ̄(y,t), (5.2.6)
and expand in the form,














as y →∞ with t = O(1) and Φ̄0(t) > 0. On substitution of expansions (5.2.6) and (5.2.7)
into equation (2.0.8a) we obtain a system of equations at successive orders of y which we






















with t = O(1), and where C̄0, C̄1, C̄2 and the constant associated with integrating equa-
tion (5.2.8b) (C̄3) are arbitrary constants to be determined. As in region IIIL, we note
that Φ̄1(t) and Φ̄3(t) both depend on the function s(t) which is unknown when t = O(1).
We now match the expansion in region IIIR, given by substituting expressions (5.2.8)
and (5.2.7) into (5.2.6) (as t → 0+), with expansion (5.1.38) in region IIR (as y → ∞).
On applying Van Dyke’s matching principle [58] we find





Thus, the expansion in region IIIR is given by





















as y →∞ with t = O(1). As before, the uniformity of expansion (5.2.10) when t 1 as
y →∞ is dependent on the order of s(t) when t 1.
5.3 Asymptotic Solution to [QIVP] as t→∞
We now develop the structure of the solution to [QIVP] as t → ∞. Guided by the




ciφi(t) + o(φ3(t)) as t→∞, (5.3.1)
where φ0(t) = t, φ1(t), φ2(t) = 1 and φ3(t) are a gauge sequence as t → ∞, and the
constants c0, c1, c2, c3 are to be determined, with c0 > 0. We begin by developing
the structure of the solution to [QIVP] as t → ∞ at leading order, uniform for y ∈ R.
We anticipate that the structure of the solution to [QIVP] as t → ∞ will have two
principal asymptotic regions in y < 0, and two principal asymptotic regions in y > 0.
An examination of the leading order balances in the exponent of expansions (5.2.5) and
(5.2.10) when t  1 (via (5.3.1)), together with the connection conditions (2.0.8e) and
(2.0.8f) determine the principal asymptotic structure as:
region IVL : y = O(t)
− with u = 1− o(1) as t→∞, (5.3.2a)
region IVR : y = O(t)
+ with u = o(1) as t→∞, (5.3.2b)
region VL : y = O(1)
− with u = O(1) as t→∞, (5.3.2c)
region VR : y = O(1)
+ with u = O(1) as t→∞. (5.3.2d)
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The expansion (5.2.5) in region IIIL will remain uniform for t 1 provided that (−y) t,
but fails when y = O(t) as t→∞. Hence, we begin in region IVL, in which, via (5.3.2a),
we introduce the scaled coordinate w = y
t
= O(1)− as t → ∞ with u(w, t) = u(y, t) and
where u(w, t) satisfies
t2ut − t
(
w + c0 + c1φ̇1 + c3φ̇3 + o(φ̇3)
)
uw = uww + t
2f(u), w < 0. (5.3.3)
The structure of the expansion in region IIIL, for t 1, (given by (5.2.5)) suggests that
in region IVL, at leading order, we write
u(w, t) = 1− exp
(
− t (G0(w) + o(1))
)
, (5.3.4)
as t → ∞ with w = O(1)− and G0(w) > 0. On substitution of expansion (5.3.4) into
equation (5.3.3), we obtain the following boundary value problem, namely,
(G′0)
2 − (w + c0)G′0 +G0 = −f ′(1), w < 0, (5.3.5a)






− f ′(1) as w → −∞, (5.3.5c)
G0(w) = O(w) as w → 0−. (5.3.5d)
Here condition (5.3.5c) represents the matching condition between expansion (5.3.4) in
region IVL when (−w)  1, and expansion (5.2.5) in region IIIL when t  1 whilst
condition (5.3.5d) represents the matching condition between expansion (5.3.4) in region
IVL when w = O(t
−1)−, and region VL when y = O(t)− via (5.3.2c). Equation (5.3.5a)
has a family of linear solutions
G0(w) = a1(w + c0 − a1)− f ′(1) ∀w < 0, (5.3.6)
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− f ′(1) ∀w < 0. (5.3.7)
It is also possible for a combination of (5.3.6) and (5.3.7) to represent ‘envelope-linear’
solutions to equation (5.3.5a), which also remain continuous and differentiable. Applying
the matching conditions (5.3.5c) and (5.3.5d) determines that for each c0 > 0, the solution








)2 − f ′(1), w < −
√








c20 − 4f ′(1) ≤ w < 0.
(5.3.8)
A sketch of G0(w), for a fixed c0 > 0, is given in Figure 5.2. For completeness we
note that although G0(w) and G
′
0(w) are continuous, G
′′
0(w) is discontinuous at the point
w = −
√
c20 − 4f ′(1). Therefore, a thin transition region must exist about the point
w = −
√
c20 − 4f ′(1) where second derivatives are retained at leading order to smooth out
this discontinuity. Moreover, region IVL will then be replaced by three regions; region
IVaL, with −∞ < w < −
√
c20 − 4f ′(1) − o(1); region TL, a thin transition region about
the point w = −
√
c20 − 4f ′(1); region IVbL, with −
√
c20 − 4f ′(1) + o(1) < w < 0. We are
only interested in the leading order structure in each expansion for now and will return
to consider these regions in more detail later.
Now, as w → 0− we move out of region IVL and into region VL, in which, via (5.3.2c),
u = O(1) and y = O(1)− as t→∞. In this region we therefore expand as
u(y, t) = ûL0(y) +O(ψL(t)) as t→∞, (5.3.9)
with y = O(1)−, ûL0(y) > 0 and where ψL(t) = o(1) as t → ∞. On substitution from




c20   4f 0(1)
c20




Figure 5.2: A sketch of G0(w).
û′′L0 + c0û
′
L0 + f(ûL0) = 0 ∀y < 0, (5.3.10a)
which must be solved subject to the boundary condition (2.0.8e) at y = 0, together with
the matching condition with region IVL as y → −∞. Using (5.3.8) and (5.3.9), these
conditions require,
ûL0(0
−) = uc, (5.3.10b)
ûL0(y)→ 1 as y → −∞. (5.3.10c)
Due to the coupling condition (2.0.8f) across y = 0, it is necessary now to formulate the
leading order problem in the corresponding regions when y > 0 as t→∞.
The expansion (5.2.10) in region IIIR will remain uniform for t  1 provided that
y  t, but fails when y = O(t) as t → ∞. Hence, we now consider region IVR, in
which, via (5.3.2b), we introduce the scaled coordinate w = y
t
= O(1)+ as t → ∞ with
u(w, t) = u(y, t) and where u(w, t) satisfies
t2ut − t
(
w + c0 + c1φ̇1 + c3φ̇3 + o(φ̇3)
)
uw = uww, w > 0. (5.3.11)
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The structure of the expansion in region IIIR, for t 1, (given by (5.2.10)) suggests that
in region IVR, at leading order, we write







as t → ∞ with w = O(1)+ and Ḡ0(w) > 0. On substitution of expansion (5.3.12) into
equation (5.3.11), we obtain the following boundary value problem, namely,
(
Ḡ′0
)2 − (w + c0)Ḡ′0 + Ḡ0 = 0, w > 0, (5.3.13a)






as w →∞, (5.3.13c)
Ḡ0(w) = O(w) as w → 0+. (5.3.13d)
Here condition (5.3.13c) represents the matching condition between expansion (5.3.12)
in region IVR when w  1, and expansion (5.2.10) in region IIIR when t  1 whilst
condition (5.3.13d) represents the matching condition between expansion (5.3.12) in region
IVR when w = O(t
−1)+, and region VR when y = O(t)+ via (5.3.2d). For each c0 > 0,









, w > c0,
c0w, 0 < w ≤ c0.
(5.3.14)
A sketch of Ḡ0(w) for a fixed c0 > 0 is given in Figure 5.3. For completeness we note that
although Ḡ0(w) and Ḡ
′
0(w) are continuous for all w = O(1)
+, Ḡ′′0(w) is discontinuous at
the point w = c0. Hence, a thin transition region about the point w = c0 is required in
which the second derivatives are retained at leading order to smooth out the discontinuity.
This requires that region IVR is replaced by three regions; region IV
a
R, with c0 + o(1) <








Figure 5.3: A sketch of Ḡ0(w).
0 < w < c0 − o(1). As before, we will consider these regions in more detail later.
Now, as w → 0+ we move out of region IVR and into region VR, in which, via (5.3.2d),
u = O(1) and y = O(1)+ as t→∞. In this region we must therefore expand as
u(y, t) = ûR0(y) +O(ψR(t)) as t→∞, (5.3.15)
with y = O(1)+, ûR0(y) > 0 and ψR(t) = o(1) as t→∞. On substitution from expansions
(5.3.1) and (5.3.15) into equation (2.0.8a), we obtain at leading order as t→∞,
û′′R0 + c0û
′
R0 = 0 ∀y > 0, (5.3.16a)
which must be solved subject to the boundary condition (2.0.8e) at y = 0, together with
the matching condition with region IVR as y → ∞. Using (5.3.14) and (5.3.15), these
conditions require,
ûR0(0
+) = uc, (5.3.16b)
ûR0(y)→ 0 as y →∞. (5.3.16c)
Finally, the boundary value problems (5.3.10) and (5.3.16) must be solved subject to the
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The coupled nonlinear boundary value problem, given by (5.3.10), (5.3.16) and (5.3.17),
across regions VL and VR is precisely the nonlinear boundary value problem (4.2.3) with
v replaced by c0. Thus, we immediately conclude that
ûR0(y) = UT (y), y ≥ 0, (5.3.18a)
ûL0(y) = UT (y), y < 0, (5.3.18b)
and that c0 is now determined as,
c0 = v
∗(uc), (5.3.18c)
where UT : R → R is the PTW solution to [QIVP] at cut-off uc ∈ (0, 1), which has
propagation speed v∗(uc). In Section 4.2, an exact expression for the PTW solution for
non-negative y was given by equation (4.2.29c) with its asymptotic form in the limit of
y → −∞ given by (4.2.29d). This completes the asymptotic structure of the solution to
[QIVP] as t→∞ at leading order.
To develop the solution to [QIVP] to higher order we must first return to region
TR, the localised transition region in which w = v
∗(uc) + o(1) as t → ∞. It follows
from the leading order term in the expansion in region IVR (given by (5.3.14)) that to
examine region TR we must introduce the scaled coordinate ζ = (w − v∗(uc))t
1
2 with










2 + c1φ̇1 + c3φ̇3 + o(φ̇3)
)
uζ = uζζ , ζ > 0. (5.3.19)













as t → ∞ with ζ = O(1) and F̄0(ζ) > 0. On substitution of expansion (5.3.20) into









ζF̄ ′0 − F̄ ′′0
)
+ o(1) = 0. (5.3.21)
The only non-trivial dominant balance requires that we set, without loss of generality
φ1(t) = ln t. (5.3.22)




ζF̄ ′0 − γF̄0 = 0, −∞ < ζ <∞, (5.3.23)
with γ = v∗(uc)c1. To obtain the full boundary value problem for F̄0(ζ) we require
matching conditions as ζ → −∞ with region IVbR and as ζ → ∞ with region IVaR.
Therefore, we next return to region IVbR. The structure of the expansion in region VR,
for y  1, (given by (5.3.15), (5.3.18a) and (4.2.29c)) dictates that in region IVbR we
expand in the form













as t → ∞ with O(t−1) < w < v∗(uc) − O(t−
1
2 ). We substitute expansion (5.3.24) into
equation (5.3.11) to obtain (on solving at each order of t in turn)
u(w, t) = exp
(




+ d̄+ o (1)
)
, (5.3.25)
as t → ∞ with O(t−1) < w < v∗(uc) − O(t−
1
2 ) and where the constants c1 and d̄ are to
be determined. On matching expansion (5.3.25) in region IVbR (as w → v∗(uc)−) with
expansion (5.3.20) in region TR (as ζ → −∞), via Van Dyke’s matching principle [58],
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we readily obtain that
c1 = 0, (5.3.26)
after which we must have
F̄0(ζ) = e
d̄ + o(1) as ζ → −∞. (5.3.27)
To determine d̄ we next match expansion (5.3.25) (with (5.3.26)) in region IVbR (as w →
0+) with expansion (4.2.29c) in region VR (as y →∞). On applying Van Dyke’s matching
principle [58], we require that
d̄ = lnuc. (5.3.28)
Thus, via (5.3.25), (5.3.26) and (5.3.28), the expansion in region IVbR is given by
u(w, t) = exp
(
− tv∗(uc)w + lnuc + o(1)
)
, (5.3.29)
as t→∞ with O(t−1) < w < v∗(uc)−O(t−
1
2 ). In addition (5.3.27) becomes
F̄0(ζ) = uc + o(1) as ζ → −∞. (5.3.30)
We next consider region IVaR. The structure of the expansion in region IIIR, for t  1,
(given by (5.2.10)) and the form of s(t) as t→∞ (given by (5.3.1) with c1 now determined
by (5.3.26)), suggests that in region IVaR we write
u(w, t) = e−tḠ(w), (5.3.31)














as t→∞ with w > v∗(uc)+O(t−
1
2 ). On substitution of (5.3.31) and (5.3.32) into equation
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(5.3.11) we obtain a series of boundary value problems which we solve at each order of t
in turn to obtain









ln t− Ḡ2(w) + o(1)
)
, (5.3.33)
as t → ∞ with w > v∗(uc) + O(t−
1
2 ) and where the function Ḡ2(w) is indeterminate,
being globally dependent on the evolution at earlier stages when t = O(1) and y = O(1).









lnπ as w →∞. (5.3.34)
In addition, the structure of the expansion in region TR, as given by (5.3.20), requires,
for matching to be possible, that,




+ ᾱ2 as w → v∗(uc), (5.3.35)
for some constants ᾱ1, ᾱ2 to be determined. We now match in detail the expansion in
region IVaR, given by (5.3.33) and (5.3.35) (as w → v∗(uc)+), with expansion (5.3.20) in
region TR (as ζ →∞). On applying Van Dyke’s matching principle [58] we find that





4 (1 + o(1)) as ζ →∞, (5.3.37)
where σ̄ = e−ᾱ2 . Hence, on collecting (5.3.23), (5.3.26), (5.3.30) and (5.3.37) we obtain
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ζF̄ ′0 = 0, −∞ < ζ <∞, (5.3.38a)




4 (1 + o(1)) as ζ →∞, (5.3.38c)
F̄0(ζ) = uc + o(1) as ζ → −∞. (5.3.38d)














, −∞ < ζ <∞. (5.3.40)
It follows from (5.3.39) that




It is now instructive to summarise the structure in regions IVaR,TR and IV
b
R. The

















+ lnw + 1
2
lnπ, as w →∞,
(5.3.42)




















as t→∞ with ζ = O(1), and in region IVbR
u(w, t) = exp
(
− tv∗(uc)w + lnuc + o(1)
)
, (5.3.44)
as t→∞ with O(t−1) < w < v∗(uc)−O(t−
1
2 ).
We next consider the structure of the expansion in region TR in closer detail. Via
(5.3.43), we observe that for (−ζ) 1,














as t→∞, which demands that in region IVbR, to continue the expansion in (5.3.44), we
must write
u(w, t) = uce
−twv∗(uc) + t−
1







as t → ∞ with O(t−1) < w < v∗(uc) − O(t−
1
2 ) and T̄ (w, t) = O(1) as t → ∞. On















as t → ∞ with O(t−1) < w < v∗(uc) − O(t−
1
2 ). We will later verify that the right-hand
side of equation (5.3.47) is exponentially small as t→∞ in this region. Hence, to obtain
a structured balance in (5.3.47), we must expand T̄ (w, t) in the form






as t→∞ with O(t−1) < w < v∗(uc)−O(t−
1
2 ) and on substitution into (5.3.47) we obtain
the leading order equation
T̄ ′′0 + T̄1 = 0, (5.3.49)
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with O(t−1) < w < v∗(uc) − O(t−
1
2 ). We conclude that T̄0(w) is indeterminate and
represents a further globally determined function. Therefore, the expansion in region
IVbR is developed to,












as t → ∞ with O(t−1) < w < v∗(uc) − O(t−
1
2 ). We now match the expansion (5.3.50)
in region IVbR (as w → v∗(uc)−), with expansion (5.3.45) in region TR (as ζ → −∞), in




(w − v∗(uc))−1 + o(w − v∗(uc))−1 as w → v∗(uc)−. (5.3.51)
We next return to region VR. First, a balance between expansion (5.3.9) in region VL
and expansion (5.3.15) in region VR, across the connection at y = 0, gives
ψL(t) = ψR(t) = ψ(t), (5.3.52)
where ψ(t) = o(1) as t → ∞. In order for the expansion in region VR (as y → ∞) to












Hence, in region VR we develop expansion (5.3.15) in the form
u(y, t) = UT (y) + t
γe−
v∗(uc)2t
4 u1(y)(1 + o(1)), (5.3.55)
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as t→∞ with y = O(1)+. On substitution of expansion (5.3.55) into equation (2.0.8a),









as t → ∞ with y = O(1)+. The non-trivial balance in (5.3.56) requires that we set,





and we note that this now confirms that the right-hand side of equation (5.3.47) is expo-








2u1 = −c3U ′T (y), y > 0, (5.3.58a)
u1(0
+) = 0, (5.3.58b)
where the condition (5.3.58b) is obtained from the boundary condition (2.0.8e). The
boundary value problem for u1(y) must be solved subject to the matching condition
with region IVbR, however, before formulating this matching condition, we consider the
asymptotic solution in regions IVaL,TL, IV
b
L and VL. We begin in region IV
a
L.
The structure of the expansion in region IIIL for t 1 (given by (5.2.5)), the structure
of s(t) as t → ∞ (with c0 and c1 given by (5.3.18c) and (5.3.26) respectively) and the
leading order behaviour in regions IVaL and IV
b
L (given by (5.3.8)), suggests that in region
IVaL we write
u(w, t) = 1− e−tG(w,t), (5.3.59)














as t → ∞ with w < −
√
v∗(uc)2 − 4f ′(1) − O(t−
1
2 ). On substitution of (5.3.59) and
expansion (5.3.60) into equation (5.3.3) we obtain a series of boundary value problems
which we solve at each order of t in turn to obtain











ln t−G2(w) + o(1)
)
, (5.3.61)
as t → ∞ with w < −
√
v∗(uc)2 − 4f ′(1) − O(t−
1
2 ), and where the function G2(w) is
indeterminate, being globally dependent on the evolution at earlier stages when t = O(1)







+ ln(−w) + 1
2
lnπ as w → −∞. (5.3.62)
We next examine region TL. It follows from the structure of the expansion in region IV
a
L,
as w → (−
√

























uζ = uζζ + tf(u), (5.3.63)
with ζ < 0. We expand u(ζ, t) in the form



















as t→∞ with ζ = O(1). On substitution of expansion (5.3.64) into equation (5.3.63) we




ζF ′0 = 0, −∞ < ζ <∞. (5.3.65)
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To obtain the full boundary value problem for F0(ζ) we require matching conditions as
ζ → ±∞. To that end, the structure of the expansion in region TL, as given by (5.3.64),
requires, for matching to be possible, that,





v∗(uc)2 − 4f ′(1)
) ∣∣∣+ α2, (5.3.66)
as w → (−
√
v∗(uc)2 − 4f ′(1))− for some real constants α1, α2 to be determined. We
now match in detail the expansion in region IVaL, given by (5.3.61) and (5.3.66), as
w → (−
√
v∗(uc)2 − 4f ′(1))−, with expansion (5.3.64) in region TL, as ζ → −∞. On
applying Van Dyke’s matching principle [58], it immediately follows that
α1 = 1, (5.3.67)




4 (1 + o(1)) as ζ → −∞, (5.3.68)
where σ = e−α2 . We next consider the matching condition as ζ → ∞. The structure
of the expansion in region VL, for (−y)  1, (given by (5.3.9), (5.3.18b) and (4.2.29d))
dictates that in region IVbL we must expand in the form










+ G̃(w) + o (1)
)
, (5.3.69)
as t → ∞ with −
√
v∗(uc)2 − 4f ′(1) + O(t−
1
2 ) < w < O(t−1)−. We substitute expansion
(5.3.69) into equation (5.3.3) to obtain (on solving at each order of t in turn)






v∗(uc)2 − 4f ′(1)
2
)




as t → ∞ with −
√
v∗(uc)2 − 4f ′(1) + O(t−
1
2 ) < w < O(t−1)− and where the constant d
is to be determined. On matching expansion (5.3.70) in region IVbL (as w → 0−) with
expansion (5.3.18b) in region VL (as y → −∞), via Van Dyke’s matching principle [58],
we readily obtain that
d = ln a∞, (5.3.71)
where, for fixed uc ∈ (0, 1), a∞ is the global constant associated with the leading edge
behaviour of UT (y) (see equation (4.2.29d)). Thus, via (5.3.70) and (5.3.71), the expansion
in region IVbL is given by






v∗(uc)2 − 4f ′(1)
2
)
w + ln a∞ + o (1)
)
, (5.3.72)
as t → ∞ with −
√
v∗(uc)2 − 4f ′(1) + O(t−
1
2 ) < w < O(t−1)−. On matching expansion
(5.3.72) in region IVbL (as w → (−
√
v∗(uc)2 − 4f ′(1))−) with expansion (5.3.64) in region
TL (as ζ →∞), we obtain the condition
F0(ζ) = a∞ + o(1) as ζ →∞. (5.3.73)
Hence, on collecting (5.3.65), (5.3.68) and (5.3.73) we obtain the boundary value problem




ζF ′0 = 0, −∞ < ζ <∞, (5.3.74a)




4 (1 + o(1)) as ζ → −∞, (5.3.74c)
F0(ζ) = a∞ + o(1) as ζ →∞. (5.3.74d)

















, −∞ < ζ <∞. (5.3.76)
It follows from (5.3.75) that




It is again instructive to summarise the structure in regions IVaL,TL and IV
b
L. The









v∗(uc)2 − 4f ′(1)
)−
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whilst in region TL,
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u ⇠ 1   e tG0(w) u ⇠ e tḠ0(w)u = O(1)
1
Figure 5.4: A schematic representation of the location and thickness of the asymptotic re-
gions in the solution to [QIVP] as t→∞. Here the exponents G0(w) and Ḡ0(w) are given
by (5.3.8) and (5.3.14), and there are thin transition regions at w = −
√
v∗(uc)2 − 4f ′(1)
and at w = v∗(uc), respectively. Note that regions IIIL and IIIR are far field regions for
|w|  1 as t→∞.
as t→∞ with ζ = O(1), and in region IVbL






v∗(uc)2 − 4f ′(1)
2
)
+ ln a∞ + o(1)
)
, (5.3.80)
as t→∞ with −
√
v∗(uc)2 − 4f ′(1)+O(t−
1
2 ) < w < O(t−1)−. A schematic representation
of the location and thickness of the asymptotic regions as t→∞ is given in Figure 5.4.
We next consider the structure of the expansion in region TL in closer detail. Via
(5.3.79), we observe that for ζ  1,















v∗(uc)2 − 4f ′(1)
2
)










as t → ∞, which demands that in region IVbL, to continue the expansion in (5.3.80), we
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must write











+ t−β̂T (w, t)e−tH(w), (5.3.82)
as t → ∞ with −
√
v∗(uc)2 − 4f ′(1) + O(t−
1
2 ) < w < O(t−1)− and T (w, t) = O(1) as












v∗(uc)2 − 4f ′(1) < w < 0. On substituting from expansion (5.3.82) with
(5.3.83) into equation (5.3.3) we obtain
T
(






















as t → ∞ with −
√
v∗(uc)2 − 4f ′(1) + O(t−
1
2 ) < w < O(t−1)−. To obtain a non-trivial
balance at leading order as t → ∞, we suppose that the function H(w) is such that the
right-hand side of equation (5.3.84) is exponentially small as t → ∞, and we will later
verify this as consistent. Thus, at leading order, we obtain the following boundary value
problem in region IVbL for H(w),
H2w − (w + v∗(uc))Hw +H + f ′(1) = 0, (5.3.85a)















































v∗(uc)2 − 4f ′(1)
)2
, (5.3.85d)
as w → (−
√
v∗(uc)2 − 4f ′(1))+. Here the lower bound of inequality (5.3.85b) follows
from (5.3.83), whilst the upper bound ensures the right-hand side of equation (5.3.84) is
exponentially small as t→∞. Condition (5.3.85c) is required so that the correction term
in expansion (5.3.82) is of the appropriate order to enable matching of (5.3.82) in region
IVbL (as w → 0−) with expansion (5.3.9), (5.3.18b), (4.2.29d), (5.3.52) and (5.3.54), in
region VL (as y → −∞). Condition (5.3.85d) represents the matching condition between
the expansion in region IVbL as w → (−
√
v∗(uc)2 − 4f ′(1))+ (given by (5.3.82)) and the
expansion in region TL as ζ →∞ (given by (5.3.81)). Recalling that for each uc ∈ (0, 1)









































v∗(uc)2 − 4f ′(1)+O(t−
1
2 ) < w < −2
√
−f ′(1)−O(t− 12 ). A sketch of the exponents





IVbL, respectively, is given in Figure 5.5. We note that although H(w) and H
′(w) are
continuous for all −
√
v∗(uc)2 − 4f ′(1) < w < 0, the second derivative H ′′(w) is discon-
tinuous at the point w = −2
√
−f ′(1). Hence, a thin transition region about the point
w = −2
√
−f ′(1) is required in which the second derivatives are retained to leading order
to smooth out the discontinuity. However, this region is passive, and for brevity will
not be considered here. It remains to determine T (w, t) in region IVbL. To that end, we
expand T (w, t) in the form






as t→∞ with −
√
v∗(uc)2 − 4f ′(1)+O(t−
1
2 ) < w < O(t−1) and substitute from expansion
(5.3.82) (with (5.3.86) and (5.3.89)) into equation (2.0.8a). When −
√
v∗(uc)2 − 4f ′(1) <
w < −2
√
−f ′(1), we find λ = 1 and obtain at leading order
T ′′0 + T1 = 0. (5.3.90)
Therefore, T0(w) is indeterminate when −
√
v∗(uc)2 − 4f ′(1) < w < −2
√
−f ′(1) and
represents a further globally determined function. However, when −2
√
−f ′(1) < w < 0,





















⇤(uc))2   f 0(1)
1
Figure 5.5: Sketches of the exponent in expansions (5.3.61) and (5.3.80), in regions IVaL
and IVbL, respectively, in brown; sketches of the exponent in expansions (5.3.33) and
(5.3.44), in regions IVaR and IV
b
R, respectively in blue; and sketches of the exponential
corrections in regions IVbL (a < w < 0) and IV
b
R (0 < w < v
∗(uc)), respectively, in red.
We have used the notation a = −
√
v∗(uc)2 − f ′(1) and b = −2
√
−f ′(1).















−f ′(1) < w < 0 and whereAL 6= 0 is a globally determined constant. Therefore,
the expansion in region IVbL is developed to,











+ û(w, t), (5.3.93)
as t→∞. Here
















v∗(uc)2 − 4f ′(1) +O(t−
1
2 ) < w < −2
√







v∗(uc)2 − 4f ′(1)
)−1
as w → (−
√










































−f ′(1) + O(t− 12 ) < w < O(t−1)−, and with β2 undetermined at this stage.
It is important to note that the change in structure of û(w, t) across w = −2
√
−f ′(1)
is accommodated in a transition region when w = −2
√
−f ′(1) ± O(t− 12 ). This region is
passive and its details may be omitted here.
We can now return to region VL. It follows from (5.3.9) with (5.3.18b), (4.2.29d),
(5.3.52) and (5.3.54), that in region VL we must develop expansion (5.3.9) in the form








u1(y)(1 + o(1)), (5.3.98)
as t → ∞ with y = O(1)−. On substituting from expansions (5.3.1) and (5.3.98) into









2 + f ′(UT (y))
)
u1 = −c3U ′T (y), y < 0, (5.3.99a)
u1(0
−) = 0, (5.3.99b)
where the condition (5.3.99b) is obtained from the boundary condition (2.0.8e). It remains
to match expansion (5.3.98) in region VL (as y → −∞) with expansion (5.3.93) in region
IVbL (as w → 0−). On applying Van Dyke’s matching principle [58], we readily obtain
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this matching condition as








as y → −∞, (5.3.99c)
with β2 now determined as
β2 = −γ. (5.3.100)
On collecting the boundary value problems (5.3.58) and (5.3.99), in addition to the deriva-


















2 + f ′(UT (y))
)
u1 = −c3U ′T (y), y < 0, (5.3.101b)








as y → −∞, (5.3.101c)
u1(0
−) = u1(0




which must be solved subject to the matching condition on u1(y) (as y → ∞) with ex-
pansion (5.3.50) in region IVbR (as w → 0+). We begin in y < 0, with the inhomogeneous
linear equation (5.3.101b). It follows from equation (4.2.3a) for UT (y) that a particular
integral for (5.3.101b) is readily deduced to be proportional to U ′T (y). Moreover, the
general solution to (5.3.101b) may be written as
u1(y) = E0φ+(y) + E1φ−(y)− 4
c3
v∗(uc)2
U ′T (y), y ≤ 0, (5.3.102)
with φ+(y), φ−(y) : (−∞, 0] → R basis functions for the homogeneous part of equation
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as y → −∞, whilst E0 and E1 are arbitrary real constants to be determined. It follows
from (4.2.29d), (5.3.103) and an application of condition (5.3.101c), that we must have
E0 = AL, E1 = 0. (5.3.104)







Thus, on collecting expressions (5.3.102), (5.3.104) and (5.3.105) we have
u1(y) = ALφ+(y) +
ALφ+(0)
v∗(uc)uc
U ′T (y), y < 0. (5.3.106)
We next consider u1(y) with y > 0. The general solution to the inhomogeneous linear
equation (5.3.101a) (using equations (4.2.29c) and (5.3.105)) is readily found to be




∗(uc)y, y ≥ 0, (5.3.107)
with arbitrary real constants E3 and E4 determined, via application of the coupling con-
ditions (5.3.101d) and (5.3.101e), as












with AL 6= 0. Finally, we match the expansion in region VR (as y → ∞) with the
99
expansion in region IVbR (as w → 0+). Now, when E4 = 0, we obtain the matching
condition





However, when E4 6= 0, we obtain the matching condition





Also, it follows from expression (5.3.105) (since AL 6= 0) that c3 = 0 if and only if
φ+(0) = 0. Therefore, we have the following cases. Firstly,




E4 = 0 with γ = −
1
2





φ+(0) = 0. (II)
In this case φ′+(0) 6= 0 and
c3 = 0,





We next consider the basis function φ+ : (−∞, 0] → R. For fixed uc ∈ (0, 1) the initial









2 + f ′(UT (y))
)









as y → −∞. (5.3.116b)







ψ+ : (−∞, 0]→ R now satisfying the initial value problem
ψ′′+ + f





as y → −∞. (5.3.117b)
This can now be solved numerically to find ψ+(0) and ψ
′
+(0) which we then use to obtain
φ+(0) and φ
′
+(0), after which the occurrence of case (I) or case (II) is determined.
The asymptotic structure of the solution to [QIVP] as t→∞ is now complete with the
expansions in regions IVaL, TL, IV
b
L, VL, VR, IV
b
R, TR and IV
a
R providing a uniform
approximation to the solution of [QIVP] as t → ∞. On collecting expressions (5.3.1),
(5.3.18c), (5.3.22), (5.3.26) and (5.3.57) we have obtained, in particular, that


















where the constants c3 and γ depend upon whether case (I) or case (II) is pertaining for
the given KPP reaction function and the cut-off value uc ∈ (0, 1). Hence, via the method
of matched asymptotic coordinate expansions, we have been able to obtain the correction
term to the asymptotic propagation speed v∗(uc) of the developing PTW structure in the
solution to [QIVP] as t→∞. In addition, with u : R× [0,∞)→ R being the solution to
[QIVP], it follows from expansions (5.3.33), (5.3.42), (5.3.43), (5.3.50), (5.3.55), (5.3.61),
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R, TL, TR, VL and
VR that,
u(y, t) = UT (y) + E(y, t), (5.3.119)
as t → ∞ for y ∈ R, with E(y, t) linearly exponentially small in t as t → ∞, uniformly
for y ∈ R. In particular, on any closed bounded interval I,








as t→∞ uniformly for y ∈ I. A significant point to note here, is that, for KPP reaction
functions satisfying (1.1.5), in the absence of cut-off, the corresponding correction terms
in (5.3.118), (5.3.119) and (5.3.120) are only algebraically small in t as t → ∞, being of
O(t−1) (see, for example, Leach and Needham [36]).
To illustrate these results we consider a simple example of KPP reaction function
f : R→ R which satisfies (1.1.5), and has


























0, u ∈ (−∞, uc],
λ(1− u), u ∈ (uc,∞),
(5.3.123)
and
f ′(1) = −λ, f+c = λ(1− uc). (5.3.124)
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, y ≤ 0,
uce







































, y ≤ 0. (5.3.128)
Thus, via (5.3.128), we obtain










λ (1−√uc) 6= 0. (5.3.130)
Therefore, the particular reaction function (5.3.123) falls into case (I) which has





















with c3 6= 0, and v∗(uc) given by (5.3.126). Similarly, in this example, both (5.3.119) and
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(5.3.120) have γ = −3/2.
5.4 Comparison with KPP asymptotics
In this section we contrast our asymptotic results obtained for the cut-off KPP model
to those obtained for the KPP model (1.1.4) (with no cut-off). Although similar results
have been obtained by Leach and Needham [36], these have focused on slightly different
compact initial conditions. To enable a direct comparison, we work with the KPP model
translated so that u(0, t) = uc where uc ∈ (0, 1) is some arbitrary value of u.
5.4.1 Formulation of the Problem
On taking y = x− s(t) the moving boundary problem for the KPP model is then formu-
lated as follows,
ut − ṡ(t)uy = uyy + f(u), (y, t) ∈ R× R+, (5.4.1a)





1, y < 0,






1, as y → −∞,
0, as y →∞,
uniformly for t ∈ [0, T ] for all T > 0, (5.4.1d)
u(0, t) = uc, t ∈ R+, (5.4.1e)
uy(0
+, t) = uy(0
−, t), t ∈ R+, (5.4.1f)
s(0+) = 0. (5.4.1g)
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This initial-boundary value problem will henceforth be referred to as [MIVP]. Clearly, the





= 0 ∀ t ∈ R+,(M1)
and of course, like before, it is easy to establish that
uy(y, t) < 0 ∀ (y, t) ∈ R× R+.(M2)
The crucial point with regards to comparison of asymptotic solutions to [QIVP], is that
for all right regions (where y > 0), the governing equation for [MIVP] includes a reaction
term f(u).
5.4.2 Asymptotic Solution as t→ 0+
An examination of the leading order balances in [MIVP] determine the asymptotic struc-
ture of solution as t → 0+ to be the same as that in the solution to [QIVP] as t → 0+.
That is, we observe the same two principal asymptotic regions in y < 0 and the same two
principal asymptotic regions in y > 0. For KPP reaction, the leading order solutions in
regions IL and IR are not affected as the reaction function appears at second order in t.











I2(λ)dλ, η ≥ 0, (5.4.3)
(of the same form as the particular solution (5.1.16) for uL1(η) with the limits of integra-
tion reversed) is introduced into the expansion for uR1(η) and, therefore, d1, d2 and s1 in
the expansions for uL1(η), uR1(η) and s(t) are altered. As these are constants that only
appear at lower order, we will not present them here.
In regions IIR and IIL the reaction function f(u) is of lower order and, hence, the
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structure of the expansions in these regions is not affected. We perform asymptotic
matching with regions IR and IL respectively, to leading order, hence, the asymptotic
expansions in regions IIR and IIL do not change.
5.4.3 Asymptotic Solution as |y| → ∞
In region IIIL, the governing equation is the same for [MIVP] as for [QIVP], hence,
we obtain the same asymptotic solution in this region. It follows from the unchanged
expansion in region IIR, that the general structure of the solution in region IIIR is again
given by the expansion (5.2.2). However, the introduction of the reaction function at
lower order in y in the governing equation (5.4.1a), adds a t term into the solution as
follows,





















with t = O(1).
5.4.4 Asymptotic Solution as t→∞
The principal asymptotic structure of the solution u(y, t) and s(t) to [MIVP] is again
given by (5.3.2) and (5.3.1) as obtained for [QIVP]. As before we begin by developing
the structure of the solution to [MIVP] to leading order, uniform for y ∈ R. While the
additional t term is of lower order in region IIIR (as t = O(1)), it impacts the leading
order problem in region IVR (as t  1). In region IVR for [QIVP], the leading order
exponent is given by the ‘envelope-linear’ solution (5.3.14), however, for [MIVP] a linear
solution is also possible. We will return to this later. There is no change in the governing
equation for y < 0, hence, the ‘envelope-linear’ solution is again taken in region IVL.
Furthermore, we obtain a PTW solution at leading order in regions VL and VR with
speed c0. For [QIVP] there exists a unique PTW solution with propagation speed v
∗(uc),
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thus fixing c0, whereas, for [MIVP] there exists a continuum of PTW solutions with
propagation speed c0 ∈ [2,∞) which may be selected. The asymptotic form of the PTW
in the limit as y →∞, is dependent on whether c0 = 2 or c0 > 2 and is given by (1.1.10a).
On performing asymptotic matching between regions IVR and VR, we find that it is the
PTW solution with minimum speed c0 = 2 that is selected and with the leading order








In contrast with the ‘envelope-linear’ solution (5.3.14), the linear solution (5.4.5) tends
to zero as we approach region VR (as w → 0+) and, hence, no additional subregions are
required and the solution to [MIVP] at leading order as t → ∞ is complete. As was the
case for [QIVP], the full large-time solution is complex, we will skip the finer details here
and merely illustrate how the well established result of McKean and Bramson (1.1.12) is
obtained as well as state how the asymptotic expansions in each region are affected.
The asymptotic structure in region IVbL is guided by the asymptotic form of U(y) as
y → −∞ which is described by (1.1.10b) (and crucially does not contain a factor of y in
front of the exponent). Therefore, a balance at second order in region IVbL sets φ1(t) = ln t.
We can now consider the exponent in region IVR up to O(1) and on performing rigorous
asymptotic matching with region VR, we find that c1 = −3/2. Moreover,
ṡ(t) = 2t− 3
2t
+ o(t−1), (5.4.6)
with the rate of convergence of the PTW solution (with y ∈ R) onto the solution to
[MIVP] being O(t−1) (as obtained by Leach and Needham [36]), in contrast to the linearly
exponential convergence obtained for [QIVP].
For completeness we summarise the rest of our findings in the large-time regime as
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follows. In region IVR










ln t+ F1(w) + o (1)
)
, (5.4.7)
with w > 0 and where F1(w) ∼ lnAw as w → 0+. In region IVaL















ln t−F2(w) + o (1)
)
, (5.4.8)
with w < −2
√
1− f ′(1) and where F2(w) ∼ ln(−w)−3(w/2+1)/2+lnπ/2 as w → −∞.
In region IVbL






























1− f ′(1) ≤ w < 0. On comparison with the appropriate expansions for [QIVP],
the main difference is the introduction of a logarithmic term in the exponent of each expan-
sion due to c1 being non-zero. There is a transition region TL about w = −2
√
1− f ′(1)
where second order derivatives are retained but as it was not required to obtain the
two-term expression (5.4.6), we do not consider that here.
5.5 Numerical Example
In this section we present a comparison between numerical determined solution and the
asymptotic expressions which together provide a uniform approximation to the solution of
[QIVP] as t→ 0+ and as t→∞. No numerical comparison is provided for the asymptotic
expansions in the solution of [QIVP] as |y| → ∞ as these regions are passive and their
asymptotic form is dependent on the unknown global function s(t) = O(1) with t = O(1).
We focus on the particular case of the cut-off Fisher reaction function (3.0.1) for fixed
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t








Figure 5.6: Comparison between numerical solutions of ṡ(t) (solid lines) and the asymp-
totic expression (5.1.39) valid in small-time to leading order (dot-dashed lines) and to
second order (dashed lines). Results are obtained for uc = 0.1 (in black), uc = 0.5 (in
red) and uc = 0.9 (in blue).
cut-off threshold uc ∈ (0, 1). Numerical results are obtained via numerical solution of the
discretised scheme (3.1.6) described in detail in Section 3.1. We begin with the small time
solution to [QIVP].
5.5.1 Small time
Figure 5.6 is devoted to the structure of ṡ(t). It contrasts the leading order and two-term
behaviour of the asymptotic expression ṡ(t) given by (5.1.39) against the numerically
determined solution to (3.1.6) for a selection of cut-off values in small-time. It is clear
that the two-term expansion (5.1.39) provides an excellent approximation to ṡ(t), for
each uc value checked, with the agreement remaining good for t ' 1. In Figure 5.7 we
examine the structure of u(y, t) in small-time. In particular, in Figure 5.7 we present
results for the specific cut-off values uc = 0.1, uc = 0.5 and uc = 0.9 at three fixed
values of t, respectively. Taken together the asymptotic expressions (5.1.25), (5.1.33) and
(5.1.38) valid for arbitrary uc become increasingly accurate as time decreases. At t ' 1,
our small-time approximations are no longer as accurate. We note that this behaviour is
consistent for other cut-off values checked.
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(a) uc = 0.1
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(b) uc = 0.5
(c) uc = 0.9
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Figure 5.7: Comparison between numerical solutions of u(y, t) (solid lines) and the asymp-
totic expressions (5.1.25), (5.1.33) and (5.1.38) valid in small-time (dashed lines). Results
are obtained at time t = 0.01, t = 0.1 and t = 1 for (a) uc = 0.1, (b) uc = 0.5 and (c)
uc = 0.9
5.5.2 Large time
We next consider the solution of [QIVP] as t → ∞. For each fixed uc ∈ (0, 1), the
large-time asymptotic structure of u(y, t) and ṡ(t) relies on the value of the parameters
γ, φ+(0), φ
′
+(0), a∞, AL and v
∗(uc) which must be determined for the particular case of
cut-off Fisher reaction function (3.0.1) before we can proceed. Now, via (5.3.117), the
function ψ+ : (−∞, 0]→ R satisfies
ψ′′+ + (1− 2UT (y))ψ+ = 0, y < 0, (5.5.1a)
ψ+(y) ∼ ey as y → −∞. (5.5.1b)
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Figure 5.8: Comparison between numerical solutions of ṡ(t) (solid lines) and the two-term
asymptotic expression (5.3.118) valid in large-time. Results are obtained for uc = 0.1 (in
black), uc = 0.5 (in red) and uc = 0.9 (in blue).
We adopt a fourth order Runge-Kutta discretisation scheme to numerically evaluate the
equivalent autonomous first-order two-dimensional dynamical system with








For a range of values of uc ∈ (0, 1) considered, we find φ+(0) 6= 0. Thus the particular
















The global constant a∞ is associated with the leading edge behaviour of the PTW solution
UT (y) (see expression (4.2.29d)). For each uc ∈ (0, 1), we determine the values of a∞
and v∗(uc) from the numerical evaluation of (4.2.3) via the shooting method described
in Section 4.5. For each uc ∈ (0, 1), the value of the global constant AL can now be
determined from numerical calculation of expression (5.5.3).
We now present our numerical results for the large-time solution to [QIVP] with Figure
5.8 devoted to the structure of ṡ(t). It contrasts the two-term behaviour of the asymptotic
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(a) uc = 0.1
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(b) uc = 0.5
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Figure 5.9: Comparison between numerical solutions of u(y, t) (black solid lines), numer-
ical solutions of the PTW solution UT (y) (red solid lines) and the asymptotic expressions
(5.3.33), (5.3.43), (5.3.50), (5.3.61), (5.3.79) and (5.3.93) valid in large-time (dashed lines).
(a) Results are obtained at time t = 1 and t = 5 for uc = 0.1, (b) at time t = 1 and t = 10
for uc = 0.5 and (c) at time t = 10 and t = 50 for uc = 0.9.
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expression ṡ(t) given by (5.5.3) against the numerically determined solution to (3.1.6) for
a selection of cut-off values in large-time. It is clear that the two-term expansion (5.5.3)
provides an excellent approximation to ṡ(t), in large-time, for each uc value checked. The
smaller the value of uc, the better the agreement as we decrease t from large-time. In
Figure 5.9 we examine the structure of u(y, t) in large-time. In particular, we contrast the
two-term asymptotic expression against the numerically determined solution to (3.1.6) and
the numerically determined PTW profile UT (y) (obtained in Section 4.5) for a range of cut-
off values. In Figure 5.9 we present results for the specific cut-off values uc = 0.1, uc = 0.5
and uc = 0.9 at three fixed values of t, respectively. Taken together the asymptotic
expressions (5.3.33), (5.3.43), (5.3.50), (5.3.61), (5.3.79) and (5.3.93), valid for arbitrary
uc, become increasingly accurate as time increases.
5.6 Discussion and Conclusions
In this chapter we examine the solution to [QIVP]. In particular, we use the method
of matched asymptotic expansions to develop the detailed asymptotic structure of the
small-time, large-space and large-time solutions to [QIVP] for arbitrary uc ∈ (0, 1). First,
we focus on the small-time regime where we determine that, the asymptotic structure of
u(y, t) will have two asymptotic regions in y < 0, and two asymptotic regions in y > 0.
The two-term expression for the function s(t) can be determined from the inner left and
inner right regions, where y = o(1)− and y = o(1)+ respectively, in addition to the leading
order matching conditions as |y| increases to O(1). The asymptotic structure of ṡ(t) as
t → 0+ reveals an integrable singularity which depends on the cut-off threshold value.
Here ṡ(t) → +∞ when uc ∈ (0, 1/2), whilst, ṡ(t) → −∞ when uc ∈ (1/2, 1) with a
transition case where ṡ(t) → 0+ when uc = 1/2. The outer left and outer right small
time regions, where y = O(1)− and y = O(1)+, provide uniform expansions for (−y) 1
and y  1 respectively. We next examine the asymptotic structure of the solution to
[QIVP] for |y| → ∞ with t = O(1). Guided by the asymptotic structure of the solution
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in the small-time outer regions, we determine that the large-space solution u(y, t) will
have one asymptotic region as y → ∞ and one asymptotic region as y → −∞ with
t = O(1). Both expansions remain uniform for t  1 provided |y|  t. Finally, we
focus on the asymptotic structure of the solution to [QIVP] as t → ∞ with |y| = O(1).
Guided by an examination of the leading order balances in the asymptotic structure of the
solution in the large-space regions together with the connection conditions about y = 0,
we determine that the asymptotic structure of u(y, t) will have two principal asymptotic
regions in y < 0, and two principal asymptotic regions in y > 0. We determine the
asymptotic structure of the expansion in each of these regions. This systematic approach
allows the correction to the propagation speed and the rate of convergence of the solution
to [QIVP] onto the PTW structure with propagation speed v = v∗(uc) to be determined.
This convergence occurs at a rate that is linearly exponentially small in t, specifically
O(ṡ(t)− v∗(uc)), where









, as t→∞, (5.6.1)
(with γ = −1/2 or −3/2 depending on properties of fc(u)) so that convergence slows down
as uc increases. All asymptotic results have excellent agreement with results obtained via
numerical evaluation of [QIVP] in Chapter 3.
In comparing the theory for the cut-off KPP-type reaction function studied here,
and its associated KPP-type reaction function without cut-off, we make the observation
that, in the absence of cut-off, a PTW solution exists for each propagation speed v ∈
[2,∞). However, it is the unique PTW with minimum speed (v = 2) that the solution
to the corresponding initial-boundary value problem (to [QIVP] in the absence of cut-
off) approaches in large-time. Moreover, it has been established that the corresponding
corrections are only algebraically small in t in large-time (see, for example, Leach and
Needham [36]). Hence, the rate of convergence onto the PTW structure is much faster
in comparison with the solution to [QIVP]. We anticipate that the approach developed
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in this thesis, for considering large-time solutions to [QIVP], will be readily adaptable to
corresponding problems, when the KPP-type cut-off reaction function is replaced by a
broader class of cut-off reaction functions.
This concludes our analysis of [QIVP]. We next consider the the initial-boundary value
problem (1.2.11) with a particular focus on how the introduction of a background shear
flow influences the profile and propagation of travelling front solutions.
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CHAPTER 6
FORMULATION OF THE PROBLEM
Due to the discontinuity in fc(u) at u = uc, it is convenient to re-structure (1.2.11) as a
moving boundary problem. To this end, we introduce the domains:
DL = {(x, y, t) ∈ R× (0, π)× R+ : x < s(y, t)}, (6.0.1a)
DR = {(x, y, t) ∈ R× (0, π)× R+ : x > s(y, t)}, (6.0.1b)
and the curve
L = {(x, y, t) ∈ R× (0, π)× R+ : x = s(y, t)}, (6.0.1c)
that describes the moving boundary between the two domains. The boundary is assumed
to be sufficiently smooth, that is, it does not possess any corners, and can be expressed
in terms of s(y, t) which satisfies u(s(y, t), y, t) = uc, with u ≥ uc in DL and u ≤ uc in
D
R














Figure 6.1: A sketch of the moving boundary problem at a fixed time t.
have u : R× [0, π]× R+ → R and s : [0, π]× R+ → R such that,
u ∈ C
(




















s(y, 0+) = 0. (6.0.2c)
The moving boundary problem is then formulated as follows,
ut + b(y)ux = Pe
−1∆u+ Dafc(u), (x, t) ∈ DL ∪DR, (6.0.3a)
b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (6.0.3b)





1, x < 0,
0, x ≥ 0,









uniformly for (y, t) ∈ [0, π]× [0, T ] for all T > 0,
uy(x, 0, t) = uy(x, π, t) = 0, (x, t) ∈ R× R+, (6.0.3f)
u(s(y, t), y, t) = uc, (y, t) ∈ [0, π]× R+, (6.0.3g)
∂nu|X+ = ∂nu|X− , (6.0.3h)
s(y, 0+) = 0, y ∈ [0, π]. (6.0.3i)
Here we use the notation ∂n = n · ∇ where n is the unit normal vector to the zero-level
curve x− s(y, t) = 0 orientated towards DR and
X = {(x, y, t) + nh ∈ R× (0, π)× R+ : x = s(y, t),
n = (1,−sy)/|(1,−sy)| and h ∈ R}, (6.0.4)
describes the curves which have been translated in the normal direction, orientated to-
wards DR, to the boundary, with
X+ = lim
h→0+
X , X− = lim
h→0−
X . (6.0.5)
This initial-boundary value problem will henceforth be referred to as [IVPA]. On using
the classical maximum principle and comparison theorem (see also for ignition, Berestycki
and Hamel [6] or Xin [61], Section 3.3, and the references therein) together with transla-
tional invariance in y, and the regularity in (6.0.2), we can readily establish the following
qualitative properties concerning [IVPA], namely,
0 < u(x, t) < uc ∀(x, t) ∈ DR,(A1)
uc < u(x, t) < 1 ∀(x, t) ∈ DL,(A2)
u(x, t) is strictly monotone decreasing in x ∈ R(A3)














Figure 6.2: A sketch of the moving boundary problem at a fixed time t.
In addition, via the regularity results in [29], the regularity conditions (6.0.2) and the







It is now convenient to make the coordinate transformation (x, y, t) → (ξ, y, t) with ξ =
x− s0(t) where s0(t) = s(0, t). To that end, we introduce the domains:
QL = {(ξ, y, t) ∈ R× (0, π)× R+ : ξ < s(y, t)− s0(t)}, (6.0.7a)
QR = {(ξ, y, t) ∈ R× (0, π)× R+ : ξ > s(y, t)− s0(t)}, (6.0.7b)
and the curve
Q = {(ξ, y, t) ∈ R× (0, π)× R+ : ξ = s(y, t)− s0(t)}, (6.0.7c)
that describes the moving boundary between the two domains. The boundary is expressed
in terms of s(y, t) − s0(t) which satisfies u(s(y, t) − s0(t), y, t) = uc, with u ≥ uc in QL
and u ≤ uc in QR. The situation is illustrated in Figure 6.2. A classical solution will have
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u : R× [0, π]× R+ → R and s− s0 : [0, π]× R+ → R such that,
u ∈ C
(




















The equivalent problem to [IVPA] is then given by
ut + (b(y)− ṡ0(t))uξ = Pe−1 (uξξ + uyy) + Dafc(u), (ξ, y, t) ∈ QL ∪QR, (6.0.9a)
b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0, (6.0.9b)
u ≥ uc in QL, u ≤ uc in QR, (6.0.9c)




1, ξ < 0,
0, ξ ≥ 0,





1, as ξ → −∞,
0, as ξ →∞,
(6.0.9e)
uniformly for (y, t) ∈ [0, π]× [0, T ] for all T > 0,
uy(ξ, 0, t) = uy(ξ, π, t) = 0, (ξ, t) ∈ R× R+, (6.0.9f)
u(s(y, t)− s0(t), y, t) = uc, (y, t) ∈ [0, π]× R+, (6.0.9g)
∂nu|P+ = ∂nu|P− , (6.0.9h)
s(y, 0+)− s0(0+) = 0, y ∈ [0, π], (6.0.9i)
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where the dot denotes differentiation with respect to time, t. Here n is the unit normal
vector to the zero-level curve ξ − s(y, t) + s0(t) = 0 orientated towards QR and
P = {(ξ, y, t) + nh ∈ R× (0, π)× R+ : ξ = s(y, t)− s0(t),
n = (1,−sy)/|(1,−sy)| and h ∈ R}, (6.0.10)
describes the curves which have been translated in the normal direction, orientated to-
wards QR, to the boundary, with
P+ = lim
h→0+
P , P− = lim
h→0−
P . (6.0.11)
This initial-boundary value problem will henceforth be referred to as [QIVPA]. On us-
ing the classical maximum principle and comparison theorem, together with translational
invariance in y, and the regularity in (6.0.8), we can readily establish the following qual-
itative properties concerning [QIVPA], namely,
0 < u(ξ, y, t) < uc ∀(ξ, y, t) ∈ QR,(Q1)
uc < u(ξ, y, t) < 1 ∀(ξ, y, t) ∈ QL,(Q2)
u(ξ, y, t) is strictly monotone decreasing in ξ ∈ R(Q3)
for fixed y ∈ [0, π] for all t ∈ R+.
In addition, via the regularity results in [29], the regularity conditions (6.0.8) and the







These problems are equivalent but, for ease of numerical simulation, Chapter 7 concen-
trates on the analysis of [IVPA] with Chapter 8 concentrating on the analysis of [QIVPA].
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CHAPTER 7
NUMERICAL SOLUTION TO [IVPA]
In this chapter we consider a numerical solution to [IVPA]. We present results for the
particular case of the cut-off Fisher reaction function (3.0.1) for fixed cut-off threshold uc ∈
(0, 1). All our previous results for initial-boundary value problems of reaction–diffusion
type have been based on finite difference methods, however, on adding a background flow
we must introduce the concept of finite volume methods. Finite volume methods appear
similar to finite difference methods, however, their derivation is not as intuitive and will
be detailed here.
7.1 Numerical Method
We discretise [IVPA] for the specific case of shear flow using a fractional-step method (also
referred to as a time-splitting method) which splits the problem into subproblems that
can be solved independently. Fractional step methods were first introduced by Chorin to
obtain approximations to the incompressible Navier-Stokes equation [15]. The advantage
of this method, is that it is easy and comparatively numerically inexpensive to combine
a high resolution finite volume method for the advection equation
ut + b(y)ux = 0, (7.1.1a)
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with an explicit method for the diffusion equation
ut = Pe
−1∆u, (7.1.1b)
and an exact solution for the reaction equation
ut = Dafc(u), (7.1.1c)
in an alternating manner. If the order in which we solve equations (7.1.1a), (7.1.1b) and
(7.1.1c) does not impact the final solution, the subproblems are said to commute and
there is no associated error from performing such a splitting. That is not the case here.
The size of the splitting error is dependent on the particular method used to solve each
subproblem as well as the associated boundary conditions. The fractional-step method
we take is known as the Godunov splitting and is first order accurate (see, for example,
Leveque [37] for further details). The reason we use such a numerical method is that it
is possible to adapt this technique for more complicated flows where monotonicity in x is
not necessarily preserved over one time step.
We first define the evenly spaced numerical grid as
xi = −M + i∆x, i ∈ I, (7.1.2a)
yj = j∆y, j ∈ J, (7.1.2b)
tk = k∆t, k ∈ K, (7.1.2c)
where I = {0, 1, . . . , I, . . . , 2I}, J = {0, 1, . . . , J} and K = {0, 1, . . . , K}, with xI = 0, yJ =
π and tK = T . We approximate u(x, y, t) and b(y) by piecewise linear functions defined
on the evenly spaced grid (7.1.2) and we use Uki,j ≈ ud(xi, yj, tk) and Bj to approximate
u(xi, yj, tk) and b(yj) for all i ∈ I, j ∈ J and k ∈ K. We solve (7.1.1) in an evolutionary
manner starting from k = 0. At each time step, the solution to (7.1.1a) is an intermediate
solution which we use to obtain a second intermediate solution on solving (7.1.1b), and
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from this we obtain the full solution at the next time step on solving (7.1.1c). We illustrate
this procedure for arbitrary fixed k ∈ K. First, we consider the advection equation.
7.1.1 The Advection Equation
We derive a finite volume method for the general two-dimensional advection equation
ut + b · ∇u = 0, (7.1.3)
where b = (b(x, y), a(x, y)). We introduce the fundamental concepts behind finite volume
methods with a specific focus on first order accurate upwind methods, which we then
implement for the case of shear flow given by (7.1.1a).
Finite Volume Methods
First, we split up the two-dimensional spatial domain into grid cells and calculate the
average concentration of u(x, y, t) in each grid cell at a given time. Assuming a uniformly
spaced grid, we denote each grid cell centred about (xi, yj) by Ωi,j = [xi−1/2, xi+1/2] ×
[yj−1/2, yj+1/2] with ∆x = xi+1/2 − xi−1/2 and ∆y = yi+1/2 − yj−1/2. We approximate the






u(x, y, tk)dxdy, (7.1.4)
and we approximate the background flow by the piecewise linear functions B̄i,j ≈ b(xi, yj)
and Āi,j ≈ a(xi, yj). In each time step we modify the values (7.1.4) based on the flux
through the grid cell boundaries at y = yj−1/2, y = yj+1/2, x = xi−1/2 and x = xi+1/2. The
advantage of working with finite volumes as opposed to finite differences is that it is easier
to derive a numerical method which implements important properties of the conservation
law. The integral form of a conservation law states, in a finite domain if a substance
can neither be created or destroyed, then the rate of change of mass of this substance is
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entirely due to fluxes across the domain boundaries. The integral form of the conservation















g(u(xi−1/2, y, t))dy −
∫ yj+1/2
yj−1/2
g(u(xi+1/2, y, t))dy, (7.1.5)
where g(u(x, yj−1/2, t)), −g(u(x, yj+1/2, t)), g(u(xi−1/2, y, t)) and −g(u(xi+1/2, y, t)) are the
flux coming into the grid cell through y = yj−1/2, y = yj+1/2, x = xi−1/2 and x = xi+1/2


































We cannot evaluate the time integrals in equation (7.1.6) exactly, however, this leads us












F ki,j+1/2 − F ki,j−1/2
)
, (7.1.7)
where F ki±1/2,j and F
k
i,j±1/2 are numerical approximations to the average flux entering the
















g(u(x, yj±1/2, t))dxdt. (7.1.8b)





integral of u over the entire domain and only changes due to flux at the domain boundaries.
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Hence, the conservation law is satisfied. The main goal in applying a finite volume method































































































the numerical method (7.1.7) is second order accurate in space but is dispersive near the
leading and trailing edges of the front (where the concentration is no longer bounded
between 0 and 1) as illustrated in Figure 7.1(a). Instead we consider upwind methods
which are conditionally numerically stable provided the CFL condition (see, for example,







For the advection equation, information propagates as waves moving along characteristics
which have a constant speed, an upwind method uses information obtained from the
direction from which this information should be coming. A first order upwind method for
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(a) (b)
Figure 7.1: The solution u(x, y, t) to (7.1.3) approximated numerically for shear flow
b = (sin(2y), 0) at time t = 2 for (a) a second order accurate flux function (7.1.9) and (b)
a first order upwind flux function (7.1.11).










































































C+i,j = max(Ci,j, 0), C
−
i,j = min(Ci,j, 0), (7.1.12)
for any matrix C. The numerical method is only first order accurate but is no longer
dispersive as illustrated in Figure 7.1(b). Next we derive a high resolution numerical
method to solve the advection equation which we implement for the specific case of shear
flow, described by equation (7.1.1a).
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Implementation for Shear Flow
It follows from the numerical method (7.1.7), that we approximate the average concen-








F ki+1/2,j − F ki−1/2,j
)
, (7.1.13)
for i ∈ I \ {0, 2I} and j ∈ J. We take the numerical approximation to the average flux














































a1, if |a1| < |a2|, a1a2 > 0,







a3, if |a3| < |a4|, a3a4 > 0,
a4, if |a3| > |a4|, a3a4 > 0,
0, otherwise,
(7.1.14d)
with a1 = Q
k





Qki+2,j −Qki+1,j, if Bj ≤ 0,






Qki+1,j −Qki,j, if Bj ≤ 0,
Qki−1,j −Qki−2,j, if Bj > 0,
(7.1.14f)
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1, i = 0, 1, . . . I,
0, i = I + 1, . . . , 2I,












2I−1,j, j ∈ J, (7.1.14h)
for fixed k ∈ K. There are stability issues associated with taking the ghost cells (imme-
diately outside our numerical grid) Ω−1,j and Ω2I+1,j to have constant value due to the
flux across the domain boundaries. Given Heaviside initial conditions (6.0.3d), replacing
the travelling wave boundary conditions (6.0.3e), with zero-order extrapolation boundary
conditions (7.1.14h), introduces only negligible errors provided the numerical grid in the
x-direction is sufficiently large. The numerical flux functions (7.1.14a) and (7.1.14b) can
be thought of as an upwind flux term (the first term) with a correction term (the second
term) to account for second order corrections. We have applied a limiter that modifies
the magnitude of the correction term to take into account how the solution is behaving in
the neighbouring grid cells (from the direction information is flowing). We next solve the
diffusion equation (7.1.1b). To that end, we make the assumption that the concentration
in each cell Ωi,j is uniform across the whole cell for all i ∈ I, j ∈ J and k ∈ K. As the
solution to the advection equation (7.1.1a) is only an intermediate solution to (7.1.1),
at time step k ∈ K, we take Uki,j = Qk+1i,j as the initial value of the concentration when
solving the diffusion equation (7.1.1b).
7.1.2 The Diffusion Equation
We use finite differences to approximate the derivatives in (7.1.1b) with our choice of
finite difference method determined by the location of the level curve u = uc at each
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time step. If Uki,j > uc (U
k
i,j < uc), then the concentration at this grid point at next time








Any implicit method, such as an alternating direction implicit method which is often
used for multidimensional diffusion problems (see, for example, Tzella and Vanneste [57]
with the method described in detail in Chapter 3 of Morton and Mayers [41]), relies on
a discretisation at the current time step where the location of the level curve u = uc
is yet to be determined and, therefore, cannot be used here. Instead, we use explicit
finite differences to approximate the derivatives in equation (7.1.1b) and then solve the







, i ∈ I, j ∈ J, (7.1.15)
for all k ∈ K. In order to accurately approximate the space derivatives we must first
locate the level curve u = uc for each k ∈ K. It follows from the monotonicity property
(A3) that, for fixed y ∈ [0, π] and t > 0, there exists a unique value of x such that
u(x, y, t) = uc. On returning to our discretised problem, we denote the horizontal pair of
grid points which the level curve u = uc is located between as (H(j) − 1, j) − (H(j), j)
for all j ∈ J. Using linear interpolation, we find the horizontal distance from UkH(j)−1,j to







The situation is illustrated in Figure 7.2. We use centred second differences to approximate
the second space derivative in the x-direction for i ∈ I \ {0, 2I} and adapt the method





Figure 7.2: A sketch to illustrate which discrete mesh points are horizontally adjacent to





i   2 i   1 i i + 1
(i   1, j   1)
(i   1, j   2)
(i, j)
(i, j   1)
(i, j + 1)
1
Figure 7.3: A sketch to illustrate which discrete mesh points are vertically adjacent to
the level curve u = uc.




Uki+1,j − 2Uki,j + Uki−1,j
∆x2










2 (∆x− a0(j))UkH(j)+1,j − 2(2∆x− a0(j))UkH(j),j + 2∆xuc
(∆x− a0(j)) ∆x(2∆x− a0(j))
, (7.1.17c)
for all j ∈ J and k ∈ K.
We next locate all vertical pairs of grid points the level curve u = uc is located
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between. Motivated by results for related problems where the reaction nonlinearity is of
ignition-type [6], for fixed x, we do not expect that the solution u(x, y, t) to [IVPA] will be
monotonic in y at time t > 0, due to the impact of the shear flow. For fixed x ∈ [−M,M ]
and t > 0, there could exist multiple values, a unique value or zero values of y such that
u(x, y, t) = uc. On returning to our discretised problem, we must find all vertical pairs
of grid points (i, j) − (i, j + 1) such that Uki,j > uc with Uki,j+1 < uc or Uki,j < uc with
Uki,j+1 > uc for each fixed k ∈ K. These situations are illustrated in Figure 7.3. To that
end, we make the following definitions:
G1 ={(i1, j1) ∈ I× (J \ {0, J}) : Uki1,j1 > uc and Uki1,j1+1, Uki1,j1−1 < uc,
or, Uki1,j1 < uc and U
k
i1,j1+1
, Uki1,j1−1 > uc}, (7.1.18a)
G2 ={(i2, j2) ∈ I× (J \ {0, J}) : Uki2,j2 < uc and Uki2,j2+1 > uc,
or, Uki2,j2 > uc and U
k
i2,j2+1
< uc} \G1, (7.1.18b)
for each fixed k ∈ K. Using linear interpolation, we find the following vertical distances:
from Uki1,j1 up to u = uc which we refer to as a1(j1), from U
k
i1,j1−1 up to u = uc which we
refer to as ā1(j1) and from U
k
i2,j2



















The situation is illustrated in Figure 7.4. We use centred second differences to approx-
imate the second space derivative in the y-direction for j ∈ J \ {0, J} and adapt the
method when (i, j) = (i1, j1), (i1, j1 ± 1), (i2, j2) and (i2, j2 + 1) to ensure that the finite














Figure 7.4: A sketch of the discrete mesh points that are part of the set G1 (circled in red)
with (i1, j1) = (i, j) and part of the set G2 (circled in blue) with (i2, j2) = (i− 1, j − 2).










2 (∆y − a1(j1))Uki1,j1+2 − 2(2∆y − a1(j1))Uki1,j1+1 + 2∆yuc




















2 (∆y − a2(j2))Uki2,j2+2 − 2(2∆y − a2(j2))Uki2,j2+1 + 2∆yuc





2∆yuc − 2(a2(j2) + ∆y)Uki2,j2 + 2a2(j2)Uki2,j2−1
a2(j2)∆y(a2(j2) + ∆y)
, (7.1.20f)
for all (i, j) ∈ I× (J \ {0, J}) \ (G1 ∪G2), (i1, j1) ∈ G1 and (i2, j2) ∈ G2, respectively, and
for fixed k ∈ K.
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Uki+1,j − 2Uki,j + Uki−1,j
∆x2
+




wrote for convenience when the values of i, j and k place Uki,j away from the level curve u =
uc. When U
k
i,j is evaluated at a mesh point directly next to the boundary, the discretised
second spatial derivative approximations in the square brackets must be replaced by the
appropriate version of (7.1.17) and (7.1.20) respectively. We have
Uki,j > uc, i = 0, 1, . . . , H(j)− 1, Uki,j < uc, i = H(j), . . . , 2I, (7.1.21b)







i,J , i ∈ I, (7.1.21c)







2I−1,j, j ∈ J, (7.1.21d)
for consistency with the boundary conditions (7.1.14h) in the advective scheme for each
fixed k ∈ K. The continuity of first spatial derivative is explicitly used to find the precise
location of level curve u = uc via linear interpolation in the x-direction (7.1.16) and in
y-direction (7.1.19), respectively. The explicit finite difference scheme (7.1.21) consists
of 2I − 1 × J − 1 linear equations and 2I − 1 × J − 1 unknowns Uki,j (i ∈ I \ {0, 2I} ;
j ∈ J \ {0, J}). As the solution to the diffusion equation (7.1.1b) is only an intermediate
solution to (7.1.1), at time step k ∈ K, we set Uki,j = Uk+1i,j .
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7.1.3 The Reaction Equation
We next consider the reaction equation (7.1.1c) which can be solved exactly over [tk, tk+1].








, if Uki,j > uc,
Uki,j, otherwise,
for all i ∈ I, j ∈ J and k ∈ K.
7.1.4 Further Details
This completes our numerical approximation to the concentration Uk+1i,j at this time step
but before moving on to examine the next time step there are a few matters left to consider.
The level curve u(s(y, t), y, t) = uc uniquely determines the numerical scheme employed
in sections 7.1.2 - 7.1.3 and, as such, is of paramount importance to this problem. We
approximate s(y, t) by the piecewise linear function Skj ≈ sd(yj, tk) defined on the evenly
spaced numerical grid (7.1.2). As in the diffusive step, we obtain the value of Sk+1j using
linear interpolation for each j ∈ J.
Additionally, if the concentration at x = (M − 1)π becomes larger than ε = 10−5,
we modify the computational domain by eliminating the mesh points with −Mπ ≤ x ≤
(−M + 1)π, far behind the boundary where the concentration is approximately 1, and
add new mesh points with Mπ ≤ x ≤ (M + 1)π, well in advance of the boundary where
we set the concentration to be equal to 0. Results are not sensitive to the precise value of
ε provided ε  1 with this cut-domain procedure allowing us track the evolution of Uki,j
and Sk+1j for large-time. We repeat the procedure illustrated in Sections 7.1.1 - 7.1.4 for
each value of k ∈ K in an evolutionary manner. For k1 ∈ K such that the profile of Skj
remains approximately constant in time for all k > k1, we calculate its speed based on
a linear fitting obtained for such values k > k1. Results for the speed are not sensitive
to the particular level curve chosen to track, with the speed of the level curve u = a the
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same for each a ∈ (0, 1). Hence, this speed corresponds to the speed of propagation of
the solution Uki,j in the positive x-direction.
7.2 Results
In this section we examine results obtained from numerical solution of [IVPA] for shear
flow b = (sin(2y), 0) using the fractional step method described in detail in Section 7.1.
We choose artificial domain boundary M to be sufficiently large so that boundary effects
imposed by the absorbing boundary conditions (7.1.14h) and (7.1.21d) are negligible. We









to ensure the von Neumann stability of the explicit method for diffusion and that the
upwind scheme for advection satisfies the CFL condition (see, for example, [37]).
In Table 7.1 we show the percentage difference between the numerically evaluated
approximation to limt→∞ st(y, t) and that obtained when the resolution is doubled (by
halving ∆) for decreasing values of ∆. The results are not sensitive to the precise value of
y with comparison for results obtained with any fixed y ∈ [0, π] resulting in less than 0.05%
difference in limt→∞ st(y, t), hence, without loss of generality we consider results for y = 0.
It is evident from Figure 7.5 that limt→∞ s0(t) is linear in t, thus, limt→∞ ṡ0(t) converges to
a constant value c∞. The particular value of c∞ is dependent on the parameters uc, Pe and
Da, however, we write c∞(uc) for ease of notation as we are mainly interested in how our
solution for fixed Pe and Da changes as we vary uc ∈ (0, 1). We observe that as we decrease
the mesh spacing ∆ by a factor of 2, the percentage difference between the numerically
calculated value of c∞(uc) and that obtained when the resolution is doubled, also decreases
by a factor of 2. This behaviour is evident for the two values of uc shown for Pe = 4
and Da = 1/64 (with more values of Pe, Da and uc ∈ (0, 1) considered but not presented
here). Based on these figures, a mesh spacing of ∆ = π/200 was selected to ensure
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∆ c∞(0.1) % difference time (seconds)
π/50 0.2117 3.713× 10−1 69.91
π/100 0.2125 1.851× 10−1 744.6
π/150 0.2127 1.399× 10−1 3, 392
π/200 0.2129 7.088× 10−2 6, 798
π/250 0.2129 4.694× 10−2 13, 014
(a) uc = 0.1
∆ c∞(0.5) % difference time (seconds)
π/50 7.636× 10−2 5.852× 10−1 124.1
π/100 7.681× 10−2 3.020× 10−1 1, 245
π/150 7.698× 10−2 1.958× 10−1 4, 949
π/200 7.704× 10−2 1.585× 10−1 12, 880
π/250 7.706× 10−2 1.361× 10−1 24, 130
(b) uc = 0.5
Table 7.1: Convergence of the numerical approximation to ṡ0(t) of [IVPA] onto the con-
stant c∞(uc) for decreasing ∆. This table shows the percentage difference between the
numerically calculated value of c∞(uc) and the value obtained when the spatial resolution
is doubled. The time, given in seconds, is the calculation time for a typical run. Re-
sults are obtained numerically to four significant figures for Pe = 4, Da = 1/64 with (a)
uc = 0.1 and (b) uc = 0.5.
that the solution is sufficiently well approximated for a large range of parameter values
whilst keeping the computation time required to solve the numerical scheme in Section
7.1 reasonable. Comparison with results obtained for a spatial resolution of ∆ = π/300
resulted in a less than 0.5% difference in u(x, y, t).
Figures 7.5 - 7.11 represent the numerical solutions for u(x, y, t) and s(y, t), to [IVPA],
respectively, with cut-off value uc = 0.1, 0.5 and 0.9 and parameter values Pe = 50
and Da = 50, 1 and 1/50 obtained at selected values of t. They indicate that for all
combinations of parameter values, a permanent form travelling wave-front develops in the
large-time structure of the solution to [IVPA], that is, as t→∞. We first consider s(y, t)
for Pe fixed as we vary uc and Da. Figure 7.5(c) shows that extremely large values of
t are required to observe the linear behaviour of limt→∞ s0(t) for small-Da and large-Pe
and uc. This point is further illustrated by Figures 7.7(c) and 7.8(c), which show that for
uc = 0.9, with Da = 1 and 1/50 respectively, we have to extend the period of time over
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(a) Da = 50
t








(b) Da = 1
(c) Da = 1/50 t








Figure 7.5: Numerical approximation of s0(t) as it evolves over time for uc = 0.1 (top
plot), uc = 0.5 (middle plot) and uc = 0.9 (bottom plot). Results are obtained for Pe = 50
with (a) Da = 50, (b) Da = 1 and (c) Da = 1/50.
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s(y, t)− s0(t)





(a) uc = 0.1
s(y, t)− s0(t)





(b) uc = 0.5
s(y, t)− s0(t)





(c) uc = 0.9
Figure 7.6: Numerical approximation of the profile of the moving boundary s(y, t) as it
evolves over time for Pe = 50 and Da = 50. Results are obtained for (a) uc = 0.1, (b)
uc = 0.5 and (c) uc = 0.9 for t = 0, t = 0.1, 1, 5, 10, 20 and t = 30 with the arrow
pointing in the direction of increasing t. For panel (c), the axes have been increased so
convergence can be observed.
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s(y, t)− s0(t)





(a) uc = 0.1
s(y, t)− s0(t)





(b) uc = 0.5
s(y, t)− s0(t)





(c) uc = 0.9
Figure 7.7: Numerical approximation of the profile of the moving boundary s(y, t) as it
evolves over time for Pe = 50 and Da = 1. Results are obtained for (a) uc = 0.1, (b)
uc = 0.5 and (c) uc = 0.9 for t = 0, 0.1, 1, 10, 20, 30 and t = 50 with the arrow pointing
in the direction of increasing t. For panel (c), additional solutions obtained at t = 100,









(a) uc = 0.1
s(y, t)− s0(t)





(b) uc = 0.5
s(y, t)− s0(t)





(c) uc = 0.9
Figure 7.8: Numerical approximation of the profile of the moving boundary s(y, t) as it
evolves over time for Pe = 50 and Da = 1/50. Results are obtained for (a) uc = 0.1, (b)
uc = 0.5 and (c) uc = 0.9 for t = 0, t = 1, 10, 100, 200, 300, 400 and t = 500 with the
arrow pointing in the direction of increasing t.
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(a) uc = 0.1 (b) uc = 0.5
Figure 7.9: Numerical approximation of the large-time solution u(x, y, t) to [IVPA] for
Pe = 50 and Da = 50. Results are obtained for (a) uc = 0.1 and (b) uc = 0.5.
(a) uc = 0.1 (b) uc = 0.5
Figure 7.10: Numerical approximation of the large-time solution u(x, y, t) to [IVPA] for
Pe = 50 and Da = 1. Results are obtained for (a) uc = 0.1 and (b) uc = 0.5.
which the solution is evaluated to show convergence of s(y, t) − s0(t) onto a permanent
form structure which we will refer to as limt→∞[s(y, t) − s0(t)] = φ∞(y). For Figure
7.7(c), we have to extend the period of time until t ' 250, whereas, for Figure 7.8(c),
it is not possible to observe convergence onto the permanent form structure φ∞(y) for
any reasonable value of t as the computational time required becomes far too expensive.
Based on comparison of results for uc = 0.5 and uc = 0.9 in Figure 7.6 for Da = 50 and
in Figure 7.7 for Da = 1, we expect that for fixed Pe and Da that the width of φ∞(y) for
uc = 0.9 to be approximately 5 times as large as the width of φ∞(y) for uc = 0.5. This
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(a) uc = 0.1 (b) uc = 0.5
Figure 7.11: Numerical approximation of the large-time solution u(x, y, t) to [IVPA] for
Pe = 50 and Da = 1/50. Results are obtained for (a) uc = 0.1 and (b) uc = 0.5.
illustrates how far away convergence is from occurring for Da = 1/50 and uc = 0.9. For
parameter values such that convergence onto a permanent form travelling wave-front has
occurred, the profile of φ∞(y) appears similar in shape, however, it is stretched based on
the values of Pe, Da and uc.
Figures 7.9 - 7.11 illustrate the large-time form of u(x − s0(t), y, t). We find this is
time-independent and, hence, introduce the notation limt→∞ u(x− s0(t), y, t) = u∞(ξ, y)
with ξ = x− s0(t). We consider how the width of u∞(ξ, y), which we define as maximum
distance from u∞(ξ, y) = 1 − ε to u∞(ξ, y) = ε for ε = 10−2, is affected as we vary
Da and uc for Pe fixed. For fixed uc, we observe that the transition from u∞ ≈ 1 to
u∞ ≈ 0 occurs quickly for larger values of Da with the width of u∞(ξ, y) being closely
related to the width of φ∞(y). The transition is much more gradual for small values of
Da. Furthermore, we note that the width of the level curve u∞(ξ, y) = a is narrower
for uc  a < 1 and 0 < a  uc in comparison to when a = uc. This is due to the
cut-off having a reduced impact in these regions. These features are independent of the
particular value of ε chosen provided ε  1. All Figures 7.6 - 7.11 focus on the regime
of large-Pe, which corresponds to strong advection relative to diffusion, to illustrate the
impact introducing a background shear flow has on the formation of permanent form
travelling front solutions considered in Chapters 2 - 5. Stronger advection usually means
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c∞(uc) Da
uc 50 1 1/50
0.1 2.195 1.086 0.6670
0.5 1.482 0.9455 0.4375
0.9 0.9703 0.6142 −
Table 7.2: A table of numerically obtained values for c∞(uc) for Pe = 50.
the concentration u(x, y, t) is transported faster in the direction of the flow and, hence,
the cut-domain technique described in Section 7.1.4 is needed for such problems.
Values of the speed of propagation c∞(uc) of the travelling front solution are given in
Table 7.2 for the parameter values considered above. However, we note that there are
numerical issues with obtaining the value of c∞(uc). As uc → 0+, we require at least
∆ ≤ uc/5 for the front solution to be sufficiently accurately approximated. We observe
that increasing the value of uc ∈ (0, 1) has the effect of increasing the width of s∞(y)
and means the value of ṡ0(t) does not converge onto the speed c∞(uc) until very large
values of t, these results are especially evident as uc → 1−. Hence, in this limit, a much
larger domain in the x-direction is necessary and we would have to significantly extend
the period of time over which the solution is evaluated to show convergence of the solution
to [IVPA] onto the travelling front structure u∞(ξ, y). Similar behaviour to the large uc
limit is observed for smaller values of Da. As Da→ 0+, a much larger domain is necessary
and we have to extend the period of time over which the solution is evaluated in order
to observe convergence of the solution. This corresponds to the computational time to
obtain c∞(uc) in the combined limit of uc → 1− and Da→ 0+ being extremely extensive
and beyond the scope of this thesis. The limits of small Da and large uc correspond to a
weaker reaction and we expect it is the strength of this reaction that drives the evolution
of u(x, y, t) and s(y, t)− s0(t) onto their permanent form structures in large-time.
We conclude that the numerical solution of [IVPA], and hence, [QIVPA], involves the
formation of a permanent form travelling wave-front as t → ∞, which has propagation
speed ṡ0(t) → c∞(uc) as t → ∞. A graph of numerically calculated values of c∞(uc)
for selected values of Pe, Da and uc ∈ (0.05, 0.8) is given in Figure 7.12 which indicates
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uc









Figure 7.12: A plot of c∞(uc) obtained numerically for selected values of uc ∈ (0.05, 0.8).
Results for Pe = 1 and Da = 1/25 are shown in black, Pe = Da = 1/10 are shown in red
and Pe = 1/25 and Da = 1 are shown in blue.
that for fixed Pe and Da, c∞(uc) is monotone decreasing with uc ∈ (0.05, 0.8). We expect
that this monotonicity property will hold for all uc ∈ (0, 1). With this is mind, the next
chapter focuses on the asymptotic solution to [QIVPA] in a homogenisation limit where
asymptotic results follow from the solution to [QIVP].
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CHAPTER 8
TRAVELLING WAVE-FRONT SOLUTIONS TO
[QIVPA]
In this chapter we study permanent form travelling wave-front solutions to [QIVPA].
8.1 Travelling Wave-Fronts
We anticipate that as t→∞, a permanent form travelling wave-front solution will develop
in the solution to [QIVPA], advancing with a (non-negative) propagation speed, allowing
for the transition between the fully reacted state, u = 1 as ξ → −∞, to the unreacted
state, u = 0 as ξ →∞. Therefore, in this section we focus attention on the possibility of
[QIVPA] supporting permanent form travelling wave-front solutions (henceforth referred
to as PTWF solutions). To establish the existence and uniqueness of a permanent form
travelling wave solution to [QIVP], we considered the equivalent dynamical system and
proved the existence of a heteroclinic connection orbit in phase space. Such an approach
is not possible in higher dimensions when we have space-dependent coefficients. Instead,
guided by numerical simulations and results for closely related problems where the reaction
function is of ignition type (see, for example, Berestycki and Hamel [6]), we will assume
the existence and uniqueness of a PTWF solution to [QIVPA] for each fixed uc ∈ (0, 1),
denoting the unique propagation speed by c∗(uc).
A PTWF solution to [QIVPA], with constant speed of propagation c∗(uc) > 0, is a
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steady state solution to [QIVPA] with u : Ω × R → R, s0 : R+ → R and φ : [0, π] → R
such that
u(ξ, y, t) = U(ξ, y) ∀ (ξ, y, t) ∈ Ω× R+, (8.1.1)
ṡ0(t) = c
∗(uc) ∀ t ∈ R+, (8.1.2)
s(y, t)− s0(t) = φ(y) ∀ (y, t) ∈ [0, π]× R+, (8.1.3)
for domain Ω = R × (0, π). Here U ∈ C1(Ω) ∩ C2(Ω \ S), c∗(uc) > 0 and φ ∈ C1([0, π])

















1, as ξ → −∞,
0, as ξ →∞,






(ξ, π) = 0, ξ ∈ R, (8.1.4c)
U(ξ, y) ≥ uc for ξ ≤ φ(y), U(ξ, y) ≤ uc for ξ ≥ φ(y), y ∈ [0, π], (8.1.4d)
U(φ(y), y) = uc, y ∈ [0, π], (8.1.4e)
∂nU |(φ(y)+,y) = ∂nU |(φ(y)−,y), y ∈ (0, π), (8.1.4f)
where b(y) is a shear flow that satisfies
b ∈ C1([0, π]) and
∫ π
0
b(y)dy = 0. (8.1.5)
The set of points which form the level curve U = uc is given by
S = {(ξ, y) ∈ R× [0, π] : ξ = φ(y)}, (8.1.6)
with φ(0) = 0 fixed through our choice of coordinate ξ = x− s0(t) and with the following
147














In this chapter we focus on flows that vary on a much faster scale than the width of the
PTWF. In this case, one can upscale the faster scale to obtain an effective wave-front.
This is achieved by the method of homogenisation (see, for example, Lions et al [1] and
Pavliotis and Stuart [49]). Heinze, Papanicolaou and Stevens [53] were the first to employ
this method in the context of wave-fronts and describe the effective wave-front for a large
class of reactions for which a unique PTWF solution exists. However, all of their reaction




for some small parameter ε which represents the ratio between characteristic length scale
of the background flow and the largest length scale of the problem. To emphasize this
re-scaling we let U ε(ξ, y) = U(ξ/ε, y) with this choice of re-scaling meaning the effective
speed of propagation of the PTWF solution is re-scaled as follows,
c∗(uc) 7−→ cε = εc∗(uc). (8.2.2)
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ε) = 0, (ξ, y) ∈ Ω \ Sε, (8.2.3a)
b ∈ C1([0, π]) and
∫ π
0





1, as ξ → −∞,
0, as ξ →∞,






(ξ, π) = 0, ξ ∈ R, (8.2.3d)
U ε(ξ, y) ≥ uc for ξ ≤ εφ (y) , U ε(ξ, y) ≤ uc for ξ ≥ εφ (y) , y ∈ [0, π], (8.2.3e)
U ε (εφ (y) , y) = uc, y ∈ [0, π], (8.2.3f)
∂nεU
ε|(εφ(y)+,y) = ∂nεU ε|(εφ(y)−,y), y ∈ (0, π), (8.2.3g)
φ(0) = 0, (8.2.3h)
where the set of points which form the level curve U ε = uc is given by
Sε = {(ξ, y) ∈ R× [0, π] : ξ = εφ(y)}, (8.2.4)













We now use a multiple scales approach to obtain an effective medium equation for the
boundary value problem (8.2.3). This relies on two scales, one slow (macroscopic) scale
and one fast (microscopic) scale. It is clear, for ε = o(1), that the variable y changes
rapidly in comparison to the variable ξ and therefore, ξ represents the slow scale and y
the fast scale. We treat the variables as independent. This is one of the fundamental
assumptions of homogenisation theory (see, for example, Pavliotis and Stuart [49]).
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In multiple scales form, U ε ∈ C1(Ω) ∩ C2(Ω \ S̃) where the set of points which form
the level curve U ε = uc is simply
S̃ = {(0, y) : y ∈ ×[0, π]}. (8.2.6)
Thus































= LU ε(0+, y), (8.2.8a)
where the operator L is given by


































Therefore, in multiple scales form, equations (8.2.3f) and (8.2.3g) become
U ε(0, y) + εφ(y)
∂U ε
∂ξ
(0, y) + o(ε) = uc, y ∈ [0, π], (8.2.9)
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and
LU ε(0+, y) = LU ε(0−, y), y ∈ [0, π]. (8.2.10)










ε) = 0, (ξ, y) ∈ Ω \ S̃, (8.2.11a)
b ∈ C1([0, π]) and
∫ π
0





1, as ξ → −∞,
0, as ξ →∞,






(ξ, π) = 0, ξ ∈ R, (8.2.11d)
U ε(ξ, y) ≥ uc for ξ ≤ 0, U ε(ξ, y) ≤ uc for ξ ≥ 0, y ∈ [0, π], (8.2.11e)
U ε(0, y) + εφ(y)
∂U ε
∂ξ
(0, y) + o(ε) = uc, y ∈ [0, π], (8.2.11f)
LU ε(0+, y) = LU ε(0−, y), y ∈ [0, π], (8.2.11g)
φ(0) = 0, (8.2.11h)
where the set of points which form the level curve U ε = uc is simply
S̃ = {(0, y) : y ∈ ×[0, π]}. (8.2.12)
8.2.1 Asymptotic solution for Pe = O(1) and Da = O(ε2)
We examine the boundary value problem (8.2.11) for the specific regime of Pe and Da
where Pe = O(1) and Da = O(ε2), where, without loss of generality, we set
Da = γε2, (8.2.13)
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= 0, (ξ, y) ∈ Ω \ S̃, (8.2.14a)
b ∈ C1([0, π]) and
∫ π
0





1, as ξ → −∞,
0, as ξ →∞,






(ξ, π) = 0, ξ ∈ R. (8.2.14d)
U ε(ξ, y) ≥ uc for ξ ≤ 0, U ε(ξ, y) ≤ uc for ξ ≥ 0, y ∈ [0, π], (8.2.14e)
U ε(0, y) + εφ(y)
∂U ε
∂ξ
(0, y) + o(ε) = uc, y ∈ [0, π], (8.2.14f)
LU ε(0+, y) = LU ε(0−, y), y ∈ (0, π), (8.2.14g)
φ(0) = 0. (8.2.14h)
We take power series asymptotic expansions of the form
U ε(ξ, y) = U0(ξ, y) + εU1(ξ, y) + ε
2U2(ξ, y) +O(ε
3), (ξ, y) ∈ Ω, (8.2.15a)
c∗(uc) = c0(uc) +O(ε), (8.2.15b)
φ(y) = φ0(y) + εφ1(y) +O(ε
2), y ∈ [0, π], (8.2.15c)
which we substitute into the boundary value problem (8.2.14) to obtain a sequence of
problems at three successive orders of ε which we solve in turn. We take the shear flow










1, as ξ → −∞,
0, as ξ →∞,






(ξ, π) = 0, ξ ∈ R, (8.2.16c)
U0(ξ, y) ≥ uc for ξ ≤ 0, U0(ξ, y) ≤ uc for ξ ≥ 0, y ∈ [0, π], (8.2.16d)
U0(0, y) = uc, y ∈ [0, π], (8.2.16e)
L0U0(0+, y) = L0U0(0−, y), y ∈ (0, π). (8.2.16f)
In equation (8.2.16a), y is a variable and ξ is just a parameter. Hence, we conclude that





1, as ξ → −∞,
0, as ξ →∞,
(8.2.17a)
U0(ξ) ≥ uc for ξ ≤ 0, U0(ξ) ≤ uc for ξ ≥ 0, (8.2.17b)















, (ξ, y) ∈ Ω \ S̃, (8.2.18a)






(ξ, π) = 0, ξ ∈ R, (8.2.18c)
U1(ξ, y) ≥ −φ0(y)
dU0
dξ
(ξ) for ξ ≤ 0, y ∈ [0, π], (8.2.18d)
U1(ξ, y) ≤ −φ0(y)
dU0
dξ
(ξ) for ξ ≥ 0, y ∈ [0, π], (8.2.18e)
U1(0, y) = −φ0(y)
dU0
dξ












, y ∈ [0, π], (8.2.18g)
φ0(0) = 0. (8.2.18h)
On applying the Fredholm Alternative, we find this is a well-posed problem, admitting a
unique solution which can be determined once the right-hand side of equation (8.2.18a)
is known. Equation (8.2.18a) allows us to compute the function U1(ξ, y) in terms of the
function U0(ξ). As there are only derivatives of U1(ξ, y) with respect to y present, we
conclude U1(ξ, y) must be separable and we seek a solution to (8.2.18) of the form
U1(ξ, y) = χ1(y)
dU0
dξ
+ g(ξ), (ξ, y) ∈ Ω. (8.2.19)
On substitution of (8.2.19) into (8.2.18), we obtain the following boundary value problem
for the function χ1(y),
d2χ1
dy2






(π) = 0, (8.2.20b)
154
where we take the function to have zero mean value without loss of generality,
∫ π
0
χ1(y)dy = 0, (8.2.20c)
to ensure uniqueness of the solution χ1(y). In homogenisation theory this is referred to
as the first cell problem. Moreover, we obtain the boundary φ0(y) as
φ0(y) = χ1(0)− χ1(y), y ∈ [0, π], (8.2.21)
and, in addition, the function g(ξ) must satisfy the conditions




(ξ) for ξ ≤ 0, g(ξ) ≤ −χ1(0)
dU0
dξ






























+ Peγfc(U0), (ξ, y) ∈ Ω \ S̃, (8.2.23a)






(ξ, π) = 0, ξ ∈ R, (8.2.23c)












(ξ), for ξ < 0, y ∈ [0, π], (8.2.23d)






































, y ∈ [0, π], (8.2.23f)
φ1(0) = 0. (8.2.23g)
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On substitution of the expansion (8.2.19) and equation (8.2.21) into the boundary value

















+ Peγfc(U0), (ξ, y) ∈ Ω \ S̃, (8.2.24a)































































, y ∈ [0, π], (8.2.24f)
φ1(0) = 0. (8.2.24g)
Let us assume that the equation (8.2.24a) is well posed, and therefore possess a unique
solution. As there are only derivatives of U2(ξ, y) with respect to y present in equation







χ1(y), (ξ, y) ∈ Ω \ S̃. (8.2.25)
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On substitution of the expansion (8.2.25) into (8.2.24), we find that the function χ2(y)
satisfies the second cell problem
d2χ2
dy2






(π) = 0, (8.2.26b)
∫ π
0
χ2(y)dy = 0, (8.2.26c)
where the constant A0 represents the homogenised diffusion coefficient and we take the
zero mean value condition (8.2.26c) to hold, without loss of generality, to ensure unique-
ness of the solution χ2(y). The right-hand side of equation (8.2.24a) has zero average over
y ∈ [0, π], and thus, there exists a unique solution to (8.2.24), provided U0(ξ) satisfies







+ Peγfc(U0) = 0, ξ ∈ R \ {0}. (8.2.27)
It then follows from the already established properties of U0(ξ), given by (8.2.17), that










and letting U0(ξ) = UT (x − v∗(uc)t), we can relate the leading order solution to (8.2.14)
to the PTW solution to [QIVP]. On integrating equation (8.2.26a) once, we obtain the







which, via the first cell problem (8.2.20), simplifies to






























, y ∈ [0, π], (8.2.31)















provided χ1(0) 6= 0.
In summary, on collecting expressions (8.2.15a), (8.2.19), and (8.2.25), we have estab-
lished that
















with U0(ξ) = UT (x− v∗(uc)t) and ε = o(1). Similarly, on collecting expressions (8.2.15c),
(8.2.21) and (8.2.31), we have deduced



















for y ∈ [0, π]. Finally, on collecting expressions (8.2.15b) and (8.2.28), we obtain the






The asymptotic expression (8.2.35) can be explicitly stated in the limits of small and large
cut-off uc, via the asymptotic predictions (4.3.27) and (4.4.17) of v
∗(uc), with numerical
predictions for obtained in Section 4.5 for all uc ∈ (0, 1), for the specific case of cut-off
Fisher reaction function (3.0.1).
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8.2.2 Numerical Example
In this section we compare asymptotic predictions of φ0(y) and c
∗(uc) against the corre-
sponding values φ∞(y) and c∞(uc) obtained from the numerical evaluation of [IVPA] in
the homogenisation limit of small Da and Pe = O(1). We focus on the particular case of
the cut-off Fisher reaction function (3.0.1) for fixed cut-off threshold uc ∈ (0, 1) and shear
flow
b(y) = sin(2y). (8.2.36)




















, y ∈ [0, π]. (8.2.38)
The asymptotic structure of c∗(uc) relies on the constant A0 which we determine for the
particular shear flow (8.2.36) as




and thus, via the scaling (8.2.2), our asymptotic prediction for the propagation speed











as Da→ 0+. Numerical results are obtained via numerical solution of the fractional-step
method described in detail in Section 7.1.
In Figure 8.1 we compare asymptotic and numerical predictions for the profile of
the level curve U = uc. We observe that (8.2.40) strongly agrees with the numerically
determined value of φ∞(y) in the large-time solution of [IVPA] obtained for uc = 0.1,






















Figure 8.1: Comparison between asymptotic and numerical results of the boundary φ0(y)
for uc = 0.1 and Pe = 1. Numerical solutions derived from the large-time solution to
[IVPA] are shown as solid lines with dashed lines representing the asymptotic prediction
(8.2.38). Results are obtained for (a) Da = 1/25 and (b) Da = 1/50.
expression (8.2.40), based on the numerical evaluation of v∗(uc) for uc ∈ (0, 1), obtained
in Section 4.5, against the numerically determined solution c∞(uc) to [IVPA] in large-time
for a selection of cut-off values. It is clear that the expansion (8.2.40) provides an excellent
approximation to the asymptotic speed of propagation for arbitrary uc.
8.3 Discussion and Conclusions
In chapters 6 - 8 of this thesis we have considered an evolution problem for a reaction–
diffusion process in the presence of a shear flow and where the reaction function is of
cut-off KPP-type for arbitrary fixed cut-off uc ∈ (0, 1). In Chapter 6 we formulated this
evolution problem in terms of an initial moving boundary problem [IVPA] and, equiva-
lently, [QIVPA]. In Chapter 7 we obtain a numerical solution to [IVPA] for the particular
case of the cut-off Fisher reaction function (3.0.1) for arbitrary uc ∈ (0, 1), Pe and Da.
Focussing on the specific case of a shear flow (8.2.36), we illustrate the formation of a
PTWF in the large-time solution. We observe that the rate of convergence of the solution
onto the permanent form travelling wave solution was strongly influenced by the values of
Pe, Da and uc. In particular, we find that the rate of convergence decreases considerably
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uc









Figure 8.2: Comparison between asymptotic and numerical results of the speed for selected
cut-off values uc ∈ (0, 1) and Pe = 1. Numerical solutions of c∞(uc) derived from the large-
time solution to [IVPA] are shown as circles with dashed lines representing the asymptotic
prediction (8.2.40) of c∗(uc). The top plot is obtained for parameters Da = 1/25 and the
bottom plot for Da = 1/50.
as uc increases and Da decreases. In Chapter 8 we have developed the asymptotic struc-
ture of the PTWF for the specific case of Pe = O(1), small Da and arbitrary uc ∈ (0, 1).
It would be interesting to extend the analysis in Section 8.2 to obtain explicit results for
the PTWF solution for a wider range of parameters Pe and Da. Chapter 7 showed that
the behaviour of the PTWF can drastically vary depending on whether PeDa is small or
large.
Exploration of a wider range of parameter values would be facilitated by a more
straight forward way to obtain the large-time solution to [IVPA]. Alternatively, since
we are interested in PTWF solutions we may focus on determining the solution to the
nonlinear boundary value problem (8.1.4) numerically.
We could extend the analysis in Chapter 8 further by considering the effect of different
types of shear flow on PTWF solutions. For example plane Couette flow b(y) = y and
plane Poiseuille flow b(y) = π2/3− y2.
Finally, in comparing the theory for the two-dimensional reaction–diffusion–advection
problem with shear flow, and the associated one-dimensional reaction–diffusion problem,
we make the observation that, in the absence of flow, the rate of convergence onto the
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PTW solution is linearly exponentially slow in t with the leading order exponent given by
−v∗(uc)2t/4. Guided by numerical solutions and asymptotic predictions for the speed, we
expect that the rate of convergence of the solution to [IVPA] onto the PTWF solution will
be exponentially slow with the leading order exponent −Ac∗(uc)2t, where A is dependent




In this thesis we have studied two intimately related problems. The first problem concerns
the evolution of PTW solutions arising in a class of scalar homogeneous reaction–diffusion
equations that are characterised by an arbitrary cut-off uc ∈ (0, 1) in a KPP-type reac-
tion function. The second problem considers the impact of a heterogeneous environment
enforced by a background shear flow on these PTW structures. With regards to the
first problem, there are a number of closely related problems which would provide com-
pelling extensions. Firstly, it would be interesting to contrast the results presented here
against those obtained when an arbitrary cut-off uc ∈ (0, 1) is introduced into other types
of reaction–diffusion models, such as the Nagumo model [44] with a bistable reaction
function given by
f(u) = u(1− u)(u− θ), (9.0.1)
with parameter θ ∈ (0, 1). The initial-boundary value problem (1.1.4) for the Nagumo
equation has a unique permanent form travelling wave solution which propagates with




2θ. The existence and uniqueness of a front solution when a Heaviside
cut-off is introduced into the reaction function was established by Dumortier, Popović
and Kaper [20] via a rigorous phase plane type analysis. Furthermore, for θ ∈ (0, 1/2)
(corresponding to positive speed values when uc = 0), Dumortier, Popović and Kaper [20]
find that the speed of propagation tends to the speed of propagation in the absence of
a cut-off algebraically as uc → 0+ (the exact form depending on the value of θ). This is
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significantly faster than for the cut-off KPP-type reaction function. It remains an open
problem to establish the existence and uniqueness of a PTW solution and its propagation
speed for arbitrary uc ∈ (0, 1). Moreover, it would be interesting to examine the rate of
convergence of the solution onto a PTW structure.
Another interesting topic of future work concerns the stochastic randomly perturbed
KPP equation, whose dimensional form was given by equation (1.1.28) for the specific
case of a Fisher reaction. Results regarding the large-time solution to (1.1.28) have
recently been obtained by Mueller, Mytnik and Quastel [42] who proved that the speed











ln | ln ûc|
| ln ûc|3
)]
, as ûc → 0+. (9.0.2)
The difference between the non-dimensional speed ṽ(ũc) =
√
τ/κf ′(0)v̂(ûc) obtained from
this model and v∗(uc) obtained from the deterministic cut-off model [QIVP], on taking
ũc ∼ uc, only arises in the order of the error as both uc and ũc → 0+. The two models
behave very differently when uc and ũc can no longer be regarded as small, as might be
anticipated. In this case, Doering, Mueller and Smereka [18] conjectured that the speed of
propagation is given by ṽ(ũc) ∼ 2/ũc, as ũc →∞. The behaviour in this limit should be
contrasted against expression (4.4.17) obtained for uc → 1−. A comparison suggests that
ũc and uc may in this case be related according to ũc ∼ 2/(1− uc) as uc → 1−. However,
it remains to determine how the asymptotic structure of the solution to (1.1.28) evolves in
time and, in particular, what is the rate of convergence onto the travelling front solution
in large-time.
With regards to the second problem, the effect of introducing a background flow on
PTW solutions to reaction–diffusion models with cut-off type reaction functions is a new
topic and, as such, there are many questions that remain to be investigated. To begin, a
rigorous proof of the existence and uniqueness of a PTWF solution in the presence of a
background shear flow is required. We have already mentioned the need to investigate a
165
wider range of parameter values and shear flows as an immediate extension to Chapter 8.
Furthermore, it would be interesting to examine the rate of convergence of the solution
onto the PTWF.
Advection by a shear flow is the simplest example of the impact of a heterogeneous
environment on a PTW solution to a homogeneous reaction–diffusion equation. We antic-
ipate that the approach developed in this thesis will be readily adaptable when the shear
flow is replaced by more complicated spatially periodic flow such as the ones considered
in the review by Majda and Kramer [38]. For such periodic flows, we have to replace the
notion of PTWF solutions by pulsating front solutions which change periodically with
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