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Abstract. By constructing an infinite dimensional KAM theorem of the normal frequencies being dense at finite-
point, we show that some shallow water equations such as Benjamin-Bona-Mahony equation and the generalized
d-Dim. Pochhammer-Chree equation subject to some boundary conditions possess many (a family of initial values
of positive Lebesgue measure of finite dimension) smooth solutions which are quasi-periodic in time.
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1
1 Statement of the main result
The general problem discussed here is the persistency of quasi-periodic solutions of linear or integrable
partial differential equations (PDEs) after Hamiltonian perturbation, which is closely related to the well-known
Kolmogorov-Arnold-Moser (KAM) theory of finite (lower) dimensional invariant tori in smooth infinite dimen-
sional dynamical systems. In this setting the considered PDEs can be written as an infinite dimensional Hamil-
tonian in the (exterior or interior ) parameter dependent normal form H0 subject to a Hamiltonian perturbation
R
H = H0+R= (ω
0(ξ ),y)+ ∑
j∈Zd
λ j(ξ )z j z¯ j+ 〈B0(ξ )z, z¯〉+R(x,y,z, z¯; ξ ) (1.1)
with the symplectic structure
dy∧ dx+ i ∑
j∈Zd
dz¯ j ∧ dz j, i2 =−1 (1.2)
where ξ is in some parameter set O0 of positive Lebesgue measure, and (x,y,z, z¯) is in the domainDp(s0,r0) which
is to be specified later. The tangent frequencies ω0 = (ω01 , · · · ,ω0N) and the normal frequencies λ j ( j ∈ Zd) and
the linear operator B0 depend on N dimensional parameter vector ξ ∈ O0 ⊂ RN . Let
Λ = Λ(ξ ) = diag(λ j(ξ ) : j ∈ Zd).
Then the Hamiltonian equations of motion of H0 with symplectic structure dy∧dx+ idz¯∧dz are
x˙= ∂yH0 = ω
0(ξ ), y˙=−∂xH0 = 0, z˙= i(Λ(ξ )+B0(ξ ))z, ˙¯z=−i(Λ(ξ )+B0(ξ ))z¯. (1.3)
Hence, for each ξ ∈ O0, there is an invariant N-dimensional torus
T
N
0 = T
N ×{y= 0}×{z= 0}×{z¯= 0} (1.4)
with rotational frequencies ω0(ξ ). The main aim of KAM theory is to prove the persistence of the torus T N0 , for
“most” (in the sense of Lebesguemeasure) parameter vector ξ ∈O0, under small perturbationR of the Hamiltonian
H0. Here we give a brief, but not complete at all, history for the infinite dimensional KAM theory to deal with lower
dimensional invariant tori. In that direction, Kuksin [29]-[32] and Wayne [44] initiated KAM theory to deal with
some partial differential equations of spatial dimension d= 1 such as 1 dimensional nonlinear Schro¨dinger equation
([30],[33]) and 1 dimensional nonlinear wave equation ( [42], [44]). Bourgain[11]-[16] developed a new method
initiated by Craig-Wayne[19] to deal with the KAM tori for the PDEs in high spatial dimension, based on the
Newton iteration, Fro¨hlich-Spencer techniques, harmonic analysis and semi-algebraic set theory (see [16]). This is
called Craig-Wayne-Bourgain (C-W-B) method. We also mention the work by Eliasson-Kuksin[22] and Eliasson-
Gre´bert-Kuksin[23] where the classical KAM theorem is extended in the direction of [21], [29]-[32], [41] and [44]
to deal with higher spatial dimensional nonlinear Schro¨dinger equation by introducing elegant analysis of To¨plitz-
Lipschitz operator. The obtained KAM tori by [22] is linear stable. In addition, the KAM theory is also developed
to deal some 1 dimensional PDEs of unbounded perturbation. See, for example, [2, 3, 4, 7, 8, 24, 27, 31, 35, 36]
and [46], for the details. In all works mentioned as the above, a basic assumption is that the normal frequencies
λ j’s cluster to infinity, that is, for some κ > 0,
λ j ≈ | j|κ → ∞, as | j| → ∞.
We will construct a KAM theorem for
λ j ≈ ϖ + | j|−κ → ϖ 6= ∞, as | j| → ∞
where ϖ is a finite real number.
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The present work will contain the first result on the persistency of quasi-periodic solutions and KAM tori
for those PDEs with λ j’s clustering to a finite limit-point. As for totally new applications of the KAM theorem,
we will show that there are many (finite dimensional initial value set of positive Lebesgue measure) KAM tori
and quasi-periodic solutions for some kinds of shallow water equations such as Benjamin-Bona-Mahony (BBM)
equation (with ϖ = 0):
ut + ux+ uux− uxxt = 0, x ∈ some compact domain in R
and the generalized Pochhammer-Chree (gPC) equation (with ϖ = 1)
utt −∆utt−∆u+∆u3 = 0, x ∈ some compact domain in Rd , d ≥ 1.
In order to state our results, let us introduce some notations. Denote by d ≥ 1 the spatial dimension of those
partial differential equations to be considered. For a d-dimensional integer vector j = ( j1, ..., jd) ∈ Zd , define
| j|= | j1|+ · · ·+ | jd |. For x ∈RN or x ∈CN , we also by |x| denote the Euclidean norm of x. Given p> d/2,κ > 0,
let q= p+κ . For p˜ ∈ {p,q}, define
h p˜ = {z= (z j ∈ C : j ∈ Zd) : ||z||2p˜ = ∑
j∈Zd
|z j |2| j|2 p˜},
where we take | j|= 1 as j = 0 for convenience. This is a Hilbert space with a natural inner product corresponding
to the norm || · || p˜. Given an integer N > 0, let TNs be the complexization of TN = RN/(2piZ)N with width s> 0:
TNs = {x ∈ CN/(2piZN) : |ℑx| ≤ s}.
For given s0 > 0 define
P
p˜ = TNs0 ×CN× h p˜× h p˜, p˜ ∈ {p,q}.
Take P p as phase spaces. Denote by L (h p˜,hq˜) the set consisting of all bounded linear operator from h p˜ → hq˜
where p˜, q˜ ∈ {p,q}. Introduce a Dp(s0,r0)-neighborhood of the torus TN ×{0}×{0}×{0} in the phase space
P p:
Dp(s0,r0) = T
N
s0
×{y ∈CN : |y|< r20}×{z ∈ hp : ||z||p < r0}×{z¯∈ hp : ||z¯||p < r0}.
By XG denote the Hamiltonian vector field for a Hamiltonian function G defined in Dp(s0,r0) or some sub-domain
of Dp(s0,r0) The phase space P
p endowed with (1.2) is a symplectic space. For two vectors b,c ∈ Cι or Rι , we
write (b,c) = ∑ιj=1 b jc j if ι < ∞. If the index j ∈ Zd , we write 〈b,c〉= ∑ j∈Zd b jc j.
Assumption A: (Non-degeneracy.) Assume that ω0(ξ )= (ω01 (ξ ), ...,ω
0
N(ξ )) : O0⊂RN→RN is real continuously
differentiable in ξ ∈O0 in the sense of Whitney.1 And assume there are two absolute constants c1,c2 > 0 such that
inf
ξ∈O0
|det ∂ξ ω0(ξ )| ≥ c1, (1.5)
sup
ξ∈O0
|∂ξ ω0(ξ )| ≤ c2. (1.6)
Remark 1. Let ω0(ξ )=ω . By AssumptionA, we can regardω as parameter, and ξ =(ω0)−1(ω) : ω0(O0)→O0.
Or assuming ω(ξ )≡ ξ without loss of generality.
1In the following arguments, the differentiability with respect to the parameter ξ is always in the sense of Whitney. We will not mention it
again. An alternative way is replacing the Whitney smoothness by Lipschitzian continuity.
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Assumption B (The normal frequencies clustering at the origin 0 ∈ R, i.e. ϖ = 0.) Assume λ j = λ j(ξ )’s are real
and continuously differentiable in ξ ∈ O0. Assume that there exist constants c11,c12,c13 > 0 and κ > 0 such that
c11| j|−κ ≤ λ j(ξ )≤ c12| j|−κ , ∀ ξ ∈ O0, j ∈ Zd (1.7)
and
sup
ξ∈O0
|∂ξ λ j(ξ )| ≤ c13 | j|−κ , j ∈ Zd . (1.8)
And assume for every 0 6= k ∈ Zn and i, j ∈ Zd ,
d∗
dω
((k,ω)±λi)> 0, d
∗
dω
((k,ω)± (λi+λ j)> 0, (1.9)
where λi= λi(ξ (ω))= λi((ω
0)−1(ω)) and d
∗
dω is the directional derivative along the direction such that
d∗
dω (k,ω)≥
1.
Remark 2. Note that d
∗
dω (k,ω) ≥ 1. By Assumption A and (1.8), there is j0 > 0 such that, for all i, j ∈ Zd with
|i|, | j| ≥ j0, the inequality (1.26) holds true automatically, and there is a constant c∗ > 0 such that
d∗
dω
((k,ω)±λi)> c∗, d
∗
dω
((k,ω)±λi±λ j)> c∗. (1.10)
In addition, if c13 is small enough, the inequality (1.26) holds true automatically, too.
Remark 3. By (1.7) and q= κ + p, we have that for any linear operator A : hp→ hq
||A ||hp→hq ≤C||Λ−1A ||hp→hp , ||Λ−1A ||hp→hp ≤C ||A ||hp→hq , ||A Λ−1||hq→hq ≤C ||A ||hp→hq .
We will consider a Hamiltonian perturbation R0 of the integrable Hamiltonian H0. In order to define the size
of the perturbation R0, we need to introduce some norms. Arbitrarily take s and r with s0 ≥ s > 0,r0 > r > 0,
p˜, q˜ ∈ {p,q}, and arbitrary take a subset O ⊂ O0. For a map f (x,ξ ) : TNs ×O →CN , define
| f |2s,O = sup
ξ∈O
∑
k∈ZN
| f̂ (k,ξ )|2e2|k|s,
where f̂ (k,ξ ) is the k-Fourier coefficient of f (x,ξ ) in x ∈ TN . For a map f : TNs ×O → h p˜, define
|| f ||2p˜,s,O = sup
ξ∈O
∑
k∈ZN
|| f̂ (k,ξ )||2p˜ e2|k|s, p˜ ∈ {p,q}.
Consider a map f : D p˜(s,r)×O → hq˜ with p˜, q˜ ∈ {p,q}. For (x,y,z, z¯) ∈D p˜(s,r), write f into Fourier series in x:
f (x,y,z, z¯;ξ ) = ∑
k∈ZN
f̂ (k;y,z, z¯;ξ ) ei (k,x).
Define
|| f (·,y,z, z¯;ξ )||2q˜,s := ∑
k∈ZN
e2|k|s || f̂ (k;y,z, z¯;ξ )||2q˜. (1.11)
The bound || f (·,y,z, z¯;ξ )||q˜,s < ∞ implies that f (x,y,z, z¯;ξ ) as a function of x with its range in hq˜ is analytic in
|ℑx|< s and continuous in |ℑx|= s. Let
|| f || p˜,q˜,s,r,O := sup
ξ∈O,|y|<r2,||z|| p˜<r,||z¯|| p˜<r
|| f (·,y,z, z¯;ξ )||q˜,s. (1.12)
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For f : D p˜(s,r)×O → CN , define
| f | p˜,s,r,O := sup
ξ∈O,|y|<r2,||z|| p˜<r,||z¯|| p˜<r
√
∑
k∈ZN
| f̂ (k;y,z, z¯;ξ )|2e2|k|s. (1.13)
For a map
W = (X ,Y,Z, Z¯) : D p˜(s,r)×O ⊂P p˜×O →P q˜,
define
|W|q˜,Dp˜(s,r)×O :=
√
|X |2p˜,s,r,O + |Y |2p˜,s,r,O + ||Z||2p˜,q˜,s,r,O + ||Z||2p˜,q˜,s,r,O . (1.14)
Following [5] with a minor modification, we introduce the modulus of a function ( vector, matrix or operator). For
a scalar complex value function defined on D p˜(s0,r0)×O0, p˜ ∈ {p,q},
f (x,y,z, z¯;ξ ) = ∑
k∈ZN ,γ∈ZN+α ,β∈ZZ
d
+
fk,γ,α ,β (ξ )e
i(k,x) yγ zα z¯β ,
we define
⌊ f ⌉= ⌊ f (x,y,z, z¯;ξ )⌉= ∑
k∈ZN ,γ∈ZN+α ,β∈ZZ
d
+
∣∣ fk,γ,α ,β (ξ )∣∣ ei(k,x) yγ zα z¯β ,
where Z+ consists of all non-negative integers. For a vector
f (x,y,z, z¯;ξ ) = ( f j(x,y,z, z¯;ξ ) ∈C : j ∈ Zd or a subset of Zd),
define
⌊ f ⌉= (⌊ f j(x,y,z, z¯;ξ )⌉ : j ∈ Zd or a subset of Zd)).
For an operator or matrix
f (x,y,z, z¯;ξ ) = ( fi j(x,y,z, z¯;ξ ) ∈ C : i, j ∈ Zd or a subset of Zd),
define
⌊ f (x,y,z, z¯;ξ )⌉= (⌊ fi j(x,y,z, z¯;ξ )⌉ : i, j ∈ Zd or a subset of Zd).
In the whole of this paper, we denote by C a universal constant which may be different in different places and
which is independent of the steps of KAM iterations.
Assumption C: (Regularity.) Assume the perturbation term R0(x,y,z, z¯;ξ )which is defined on the domainDp(s0,r0)×
O0 is analytic in the space coordinates (x,y,z, z¯) andC
1-smooth in ξ of the parameter vector ξ ∈O0, and for each
ξ ∈ O0, the modulus ⌊XR0⌉ of its Hamiltonian vector field
XR0 := (R
0
y ,−R0x , i ∂z¯R0,−i ∂zR0),
defines a analytic map
⌊XR0⌉ : Dp(s0,r0)⊂P p →Pq
satisfying
|⌊XR0⌉|q,Dp(s0,r0)×O0 ≤Cε0, |⌊∂ξ XR0⌉|q,Dp(s0,r0)×O0 ≤Cε0. (1.15)
Assumption D: (Reality.) The Hamiltonian functions H0(x,y,z, z¯;ξ ) and R
0(x,y,z, z¯;ξ ) are real when x and y are
real and z¯ is the complex conjugate of z.
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Remark 4. This condition implies that ω0(ξ ) and λ j(ξ )’s are real and that B
0(ξ ) is self-adjoint in the square-
summable space ℓ2 and
R0(x,y,z, z¯;ξ ) = R0(x,y, z¯,z;ξ ).
Assumption E: For any ξ ∈O0, the modulus of the operator B0 is relatively small with respect to q= p+κ in the
following sense:
sup
ξ∈O0
||⌊B0(ξ )⌉||hp→hq ≤Cε0, sup
ξ∈O0
||⌊∂ξ B0(ξ )⌉||hp→hq ≤Cε0.
Remark 5. If the modulus ⌊B⌉= (|Bi j| : i, j ∈ Zd) of a linear operator B is bounded from hp→ hq, it implies that
B is absolutely bounded. See [25] for the notation “absolute boundedness”.
Theorem 1.1. (ϖ = 0). Suppose that the Hamiltonian H = H0 +R
0 obeys the assumptions A,B,C,D,E. Then
there is a sufficiently small ε∗ = ε∗(N, p,q,d,O0)> 0 such that for any 0 < ε0 < ε∗ there is a subset O ⊂ O0 and
a function γ = γ(ε0) with
MeasO ≥ (MeasO0)(1−O(γ(ε0))), lim
ε0→0
γ(ε0) = 0, (1.16)
and there is a symplectic coordinate change
Φ : Dp(
s0
2
,
r0
2
)×O ⊂P p→ Dp(s0,r0)×O0 ⊂P p, (1.17)
such that H = H0+R
0 is changed into
H∞ := H ◦Φ = (ω(ξ ),y)+ ∑
j∈Zd
λ j(ξ )z j z¯ j+ 〈B∞(ξ )z, z¯〉+R, (1.18)
where
R= O(|y|2+ |y|||z||p+ ||z||3p), (1.19)
|⌊XR⌉|q,Dp(s0/2,r0/2)×O ≤Cε0, |⌊∂ξ XR⌉|q,Dp(s0/2,r0/2)×O ≤Cε0, (1.20)
and for any ξ ∈ O , the operator B∞(ξ ) obeys
||⌊B∞(ξ )−B0(ξ )⌉||hp→hq ≤Cε0, ||⌊∂ξ (B∞(ξ )−B0(ξ ))⌉||hp→hq ≤Cε0, (1.21)
and ω : O → RN with
sup
ξ∈O
|ω−ω0| ≤Cε0, sup
ξ∈O
|∂ξ (ω −ω0)| ≤Cε0. (1.22)
Remark 6. The function γ = γ(ε0) can be improved to γ(ε0) = ε
1/3
0 when the measure of the set O0 is independent
of ε0. When O0 depends on ε0, we consider O0 = [0,
√
ε0]
N , for example. Then γ(ε0) = 1/| log ε0|, and at the same
time, (1.20) should be replaced by
|⌊XR⌉|q,Dp(s0/2,r0/2)×O ≤Cε0, |⌊∂ξ XR⌉|q,Dp(s0/2,r0/2)×O ≤C
√
ε0, (1.23)
Thus we always have that limε0→0 MeasO =MeasO0.
Assumption B⋆ Let ϖ 6= 0 be a finite real number. Assume λ j = λ j(ξ )’s are real and continuously differentiable
in ξ ∈ O0. Assume that there exist constants c11,c12,c13 > 0 and κ > 0 such that
c11| j|−κ ≤ |λ j(ξ )−ϖ | ≤ c12| j|−κ , ∀ ξ ∈ O0, j ∈ Zd (1.24)
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and
sup
ξ∈O0
|∂ξ (λ j(ξ )−ϖ) | ≤ c13 | j|−κ , j ∈ Zd . (1.25)
And assume for every 0 6= k ∈ Zn and i, j ∈ Zd , there is a constant c⋆ such that∣∣∣∣ d∗dω ((k,ω)±λi)
∣∣∣∣> c⋆, ∣∣∣∣ d∗dω ((k,ω)± (λi+λ j)
∣∣∣∣> c⋆, (1.26)
where λi= λi(ξ (ω))= λi((ω
0)−1(ω)) and d
∗
dω is the directional derivative along the direction such that
d∗
dω (k,ω)≥
1.
Theorem 1.2. (ϖ 6= 0). Suppose that the Hamiltonian H = H0 +R0 obeys the assumptions A,C,D,E and B⋆.
Then the result of Theorem 1.1 holds true.
Corollary 1. For any ξ ∈O , Φ(T0) = Φ(TN×{y= 0}×{z= 0}×{z¯= 0}) is an invariant torus with rotational
frequency ω for the original Hamiltonian H = H0+R
0. The torus carries quasi-periodic solutions with frequency
ω for H.
Corollary 2. The obtained KAM tori and quasi-periodic solutions are linearly stable.
Remark 7. Since we can by the symplectic transformation Φ eliminate the quadratic terms (linear part in vector
field) 〈Rzz(x,ξ )z,z〉+ 〈Rz¯z¯(x,ξ ) z¯, z¯〉 and reduce 〈Rzz¯(x,ξ )z, z¯〉 to 〈B∞(ξ )z, z¯〉 where B∞(ξ ) is independent of angle
variable x,, all the obtained KAM tori are linearly stable. However, Not all the persisted tori by KAM technique are
linearly stable for PDEs of high spatial dimension d ≥ 2 when λ j → ∞. Recently, Eliasson-Grebert-Kuksin[23]
construct explicit examples of partially hyperbolic KAM tori for d ≥ 2 dimensional beam equation where the
nonlinear perturbation is of the very general form, especially depending on the spatial variable x ∈ Td . Those
hyperbolic KAM tori are situated in the neighborhood of the origin and create around them some local instabili-
ties. It seems possible that the local instabilities lead global instabilities (chaotic motion) by searching for Smale
horseshoes via the partially hyperbolic KAM tori.
While constructing the (classical) lower dimensional KAM tori, one always needs the first Melnikov condi-
tions
∆k j := 〈k,ω〉+λ j 6= 0, ∀ k ∈ ZN , ∀ j ∈ Zd
and the second Melnikov conditions
∆ki j := 〈k,ω〉+λ j−λi 6= 0, ∀ k ∈ ZN , ∀ i 6= j ∈ Zd .
Refer to [37] for the Melnikov conditions. Due to the analyticity of the perturbation, one can assume
|k| ≤ K = Km ≈ 2m
where m is the step number of the Newton iteration.
• For nonlinear Shro¨dinger equation, the normal frequencies
λ j = λ
NLS
j = | j|2, j ∈ Zd ,
for example. When | j|>CK with C≫ |ω |, we have∣∣∆k j∣∣> λNLSj −|〈k,ω〉|>C| j|2−|ω |K > 1,
which is not small.Thus the number of small divisors ∆k j is finite in the first Melnikov conditions. It is worth
to point out that the first Melnikov conditions are unavoidable in both the classical KAM theory for the lower
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dimensional invariant tori and the KAM developed by Craig-Wayne-Bourgain. On the other hand, for BBM
and gPC equations, λ j = λ
shallow
j = ϖ + | j|−κ with κ > 0. At this time, the normal frequencies λ shallowj
cluster to a finite point ϖ . We have
∆k j = 〈k,ω〉+λ shallowj → 〈k,ω〉+ϖ , as | j| → ∞.
Note that zero is a limit point of the set {〈k,ω〉+ϖ : k ∈ ZN}. Thus, the number of small divisors ∆k j is
infinite in the first Melnikov conditions for BBM and gPC equations.
• For NLS, the frequencies λNLSj has the gap property in sense that there is a constant C such that |λNLSi −
λNLSj |>C when λNLSi 6= λNLSj . Clearly, for BBM and gPC, the gap property does not hold true, since
λ shallowj −λ shallowi → 0, as |i|, | j| → ∞.
Incidentally, the gap property does not hold true for nonlinear wave equation of spatial dimension d ≥ 2.
Thus it is an open problem that whether or not there is classical KAM tori which are linearly stable for the
nonlinear wave equation with d ≥ 2.
2 Solution of linear equation for the first Melnikov conditions
For a vector (or matrix) value function f defined in TNs and a large number K > 0, introduce a cut-off operator
Γ = ΓK as follows:
(Γ f )(x) = (ΓK f )(x) := ∑
|k|≤K
f̂ (k)ei(k,x), (2.1)
where f̂ (k) is the k-Fourier coefficient of f (x).
Lemma 2.1. Replacing O0, ω
0 and B0 by O , ω and B. Assume ω = ω(ξ ), λ j = λ j(ξ ) (here j ∈ Zd) defined in O
satisfy Assumptions A, B, respectively. And assume B satisfies Assumptions E. In addition, assume
R(x,ξ ) : TNs ×O → hq (2.2)
is analytic in x ∈ TNs , C1 in ξ ∈O, and the average∫
TN
R(x,ξ )dx= 0, ∀ ξ ∈O. (2.3)
Then there is a subset O1 ⊂ O with
Meas O1 = (Meas O)(1−O(K−C)) (2.4)
such that for any ξ ∈ O1, the homological equation
Γ((iω ·∂x+Λ+B(ξ ))F(x,ξ )) = (ΓR)(x,ξ ) (2.5)
has unique solution
F(x,ξ ) : TNs′ ×O1 → hq (2.6)
with ΓF = F and
||⌊F⌉||q,s′,O1 ≤ KC||⌊R⌉||q,s,O (2.7)
and
||⌊∂ξF⌉||q,s′′,O1 ≤ KC(||⌊R⌉||q,s,O + ||⌊∂ξR⌉||q,s,O), (2.8)
where 0< s′′ < s′ ≤ s.
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Proof: By passing (2.5) to Fourier coefficients, we have
(−(k,ω)+Λ+B)F̂(k) = R̂(k), ∀ k ∈ ZN , 0< |k| ≤ K, (2.9)
where (k,ω) = (k,ω)E with E being the identity from hq → hq. In the following, we always by 1 instead of E
denote the identity from h p˜ to h p˜ ( p˜∈{p,q}) or from some finite dimensional space to itself, and write Ex= 1x= x.
According to Assumption A, assume ω(ξ ) = ξ without loss of generality. In standard procedure, it can be
easily proved that there is a subset O1 ⊂ O of Meas(O1)≤ K−c20 with constant c20 > 0 such that
|(k,ω(ξ ))| ≥ K−c21 , 0< |k| ≤ K,ξ ∈O \O1, (2.10)
with constant c21 = c20+N. Recall the Assumption B:
c11| j|−κ ≤ λ j ≤ c12| j|−κ . (2.11)
So we choose a constant c22 with c22 ≫ c21 such that
|λ j| ≤ c12K−κ c22 ≪ K−c21 , for | j| ≥ Kc22 . (2.12)
Using Kc22 , we partition Λ as follows:
Λ = Λ(1)⊕Λ(2) =
(
Λ(1) 0
0 Λ(2)
)
,
where Λ(1) = diag(Λ j : | j|< Kc22), Λ(2) = diag(Λ j : | j| ≥ Kc22). In such way, we partition B :
B=
(
B(11) B(12)
B(21) B(22)
)
,
where
B(11) = (Bi j : |i|< Kc22 , | j|< Kc22), B(21) = (Bi j : |i| ≥ Kc22 , | j|< Kc22),
B(12) = (Bi j : |i|< Kc22 , | j| ≥ Kc22), B(22) = (Bi j : |i| ≥ Kc22 , | j| ≥ Kc22)
with Bi j = Bi j(ξ ) being the elements of matrix B= B(ξ ). Again in such way, partition the k-Fourier coefficients
F̂(k) of F(x) and R̂(k) of R(x):
F̂(k) =
(
F(1)
F(2)
)
, R̂(k) =
(
R(1)
R(2)
)
,
where F(1) = (F̂j(k) : | j| < Kc22) and F (2) = (F̂j(k) : | j| ≥ Kc22) and so on. And we split hp = h01p ⊕ h02p , hq =
h01q ⊕ h02q and ℓ2 = ℓ012 ⊕ ℓ022 by advantage of Kc22 . For example,
h01p = {z= (z j ∈C) : j ∈ Zd , | j|< Kc22}
with
||z||2
h01p
= ∑
j∈Zd ,| j|<Kc22
|z j|2| j|2p,
and
h02p = {z= (z j ∈C) : j ∈ Zd , | j| ≥ Kc22}
with
||z||2
h02p
= ∑
j∈Zd ,| j|>Kc22
|z j|2| j|2p.
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Therefore, by the partition as the above, we write
− (k,ω)+ (Λ+ B̂(k)) =
( −(k,ω)+Λ(1)+B(11) B(12)
B(21) −(k,ω)+Λ(2)+B(22)
)
. (2.13)
Let
B1 := B
(11)−B(12)B−12 B(21), (2.14)
B2 :=−(k,ω)+Λ(2)+B(22). (2.15)
Then by (2.9)
F (1) = (−(k,ω)+Λ(1)+B1)−1(R(1)−B(12)B−12 R(2)), (2.16)
F(2) = B−12 R
(2)−B−12 B(21)F(1). (2.17)
In view of Assumption E by replacing B0 by B and using Remark 3, one has
sup
ξ∈O
||Λ−1B||hp→hp ≤ sup
ξ∈O
||Λ−1⌊B⌉||hp→hp ≤Cε0. (2.18)
Similarly,
sup
ξ∈O
||Λ−1 ∂ξ B||hp→hp ≤ sup
ξ∈O
||Λ−1 ⌊∂ξ B⌉||hp→hp ≤Cε0. (2.19)
It follows by Lemma 12.1 in the Appendices, that for i, j ∈ {1,2},
sup
ξ∈O
||(Λ(i))−1B(i j)||
h0ip→h0 jp ≤Cε0, (2.20)
sup
ξ∈O
||(Λ(i))−1∂ξ B(i j)||h0ip→h0 jp ≤Cε0. (2.21)
By (2.12) and (2.20), we have∣∣∣∣Λ(2)+B(22)∣∣∣∣
h02p →h02p =
∣∣∣∣Λ(2)(1+(Λ(2))−1B(22))∣∣∣∣
h02p →h02p
≤
∣∣∣∣Λ(2)∣∣∣∣
h02p →h02p
(
1+
∣∣∣∣(Λ(2))−1B(22)∣∣∣∣
h02p →h02p
)
≤ CK−κ c22(1+ ε0).
(2.22)
By κ c22 ≫ c21 and |(k,ω)| ≥ K−c21 , it follows that there does exist the inverse of B2:
B
−1
2 =
(
−(k,ω)+Λ(2)+B(22)
)−1
=
−1
(k,ω)
(
1− 1
(k,ω)
(
Λ(2)+B(22)
))−1
(2.23)
and ∣∣∣∣B−12 ∣∣∣∣h02p →h02p ≤C 1|(k,ω)| ≤CKc21 . (2.24)
Moreover, by noting ||(Λ(2))−1B(22)||h02p →h02p ≤Cε0 and
∣∣∣∣Λ(2)∣∣∣∣
h02p →h02p ≤CK
−κ c22 ≪ K−c21 ,
||((Λ(2))−1B−12 Λ(2))||h02p →h02p = ∣∣∣∣ −1(k,ω) (1− 1(k,ω) (1+(Λ(2))−1B(22)) Λ(2))−1 ∣∣∣∣h02p →h02p
≤ CKc21 .
(2.25)
By (1.8) in Assumption B, ∣∣∣∣∂ξ Λ(2)∣∣∣∣h02p →h02p ≤C ∣∣∣∣Λ(2)∣∣∣∣h02p →h02p ≤ K−κ c22 ≪ K−c21 . (2.26)
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Note ∣∣∂ξ (k,ω)∣∣ ≤ K.
By (2.21), (2.23), (2.24) and (2.26), we have∣∣∣∣∂ξ B−12 ∣∣∣∣h02p →h02p = ∣∣∣∣B−12 (∂ξ B2)B−12 ∣∣∣∣h02p →h02p ≤CK2c21+1. (2.27)
In addition,∣∣∣∣B(12)∣∣∣∣
h02p →h01p ≤Cε0,
∣∣∣∣B(21)∣∣∣∣
h01p →h02p ≤
∣∣∣∣Λ(2)∣∣∣∣
h02p →h02p
∣∣∣∣(Λ(2))−1B(21)∣∣∣∣
h01p →h02p ≤Cε0K
−κ c22 (2.28)
and∣∣∣∣∂ξ B(12)∣∣∣∣h02p →h01p ≤Cε0, ∣∣∣∣∂ξ B(21)∣∣∣∣h01p →h02p ≤ ∣∣∣∣Λ(2)∣∣∣∣h02p →h02p ∣∣∣∣(Λ(2))−1∂ξ B(21)∣∣∣∣h01p →h02p ≤Cε0K−κ c22 . (2.29)
Applying (2.20), (2.21), (2.23), (2.28) and (2.29) to (2.14), we have
sup
ξ∈O
∣∣∣∣∂ tξ B1∣∣∣∣h01p →h01p ≤Cε0, t = 0,1. (2.30)
Since B is self-adjoint in ℓ2, it is easy to see that B1 is Hermitian. Thus, by (12.1) in Appendices,
||B1||ℓ012 →ℓ012 ≤ ||B1||h01p →h01p ≤Cε0, (2.31)
and
||∂ξ B1||ℓ012 →ℓ012 ≤ ||∂ξ B1||h01p →h01p ≤Cε0, ξ ∈ O \O1. (2.32)
Choose ξˆ to be a direction such that the directional derivative ∂
ξˆ
(k,ω) = |k|. (Recall that we have assumed that
ω(ξ )≡ ξ ). Then by (1.10),
− ∂
ξˆ
(
−(k,ω)+Λ(1)+B1
)
≥ c∗−Cε0 ≥ c∗/2, (2.33)
where X ≥Y means that X−Y is positive for Hermitian matrices X and Y . By the variation principle of eigenvalue
of matrix (See [28]), any eigenvalue, say µ = µ(ξ ), of (−〈k,ω〉+Λ(1)+B1) satisfies
|∂
ξˆ
µ(ξ )| ≥ c∗−Cε0 ≥ c∗/2,
where and in the following C is a general constant which might depends on N,s0,τ and which may be different
in different places. Therefore, there is a subset O2 ⊂ O \O1 with measO2 = O(K−C0/2) such that for ∀ξ ∈
O \ (O1∪O2),
||((−(k,ω)+Λ(1)+B1))−1||ℓ012 →ℓ012 ≤ K
C0 , (2.34)
whereC0 is chosen such thatC0−c22 >C0/2. By (2.11) and (2.12), we can write B1 = (B1(i, j) : |i|, | j| ≤ Kc22),
where B1(i, j) is the matrix elements of B1. Therefore,
||((−(k,ω)+Λ(1)+B1))−1||h01p →h01p ≤ K
pc22KC0 := KC1 . (2.35)
Note that ||(Λ(1))−1||h01p →h01p ≤ Kκ c22 . It follows from (2.35), (2.24) and (2.16) that
||(Λ(1))−1F (1)||h01p ≤ K
C(||(Λ(1))−1R(1)||h01p + ||(Λ
(2))−1R(2)||h02p )≤ K
C||Λ−1Rˆ(k)||hp , (2.36)
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whereC≫ c22 and Rˆ(k) = Rˆ(k,ξ ) depends ξ . Moreover, by (2.17), (2.25), (2.20) and (2.36),
||(Λ(2))−1F (2)||h02p = ||
(
(Λ(2))−1B−12 Λ
(2)
)
(Λ(2))−1R(2)||h02p
+||((Λ(2))−1B−12 Λ(2))((Λ(2))−1B(21))(Λ(1))((Λ(1))−1F(1))||h02p
≤ C1Kc21 ||(Λ(2))−1R(2)||h2p +C2K
c21 · ε0 · ||(Λ(1))−1F (1)||h01p (2.37)
≤ KC ||Λ−1Rˆ(k)||hp .
By (2.36) and (2.37),
||Fˆ(k)||hq = ||Λ−1Fˆ(k)||hp ≤ KC||Λ−1Rˆ(k)||hp , ξ ∈ Om \ (O1∪O2), 0< |k| ≤ K. (2.38)
Note ||F̂(k)||hq = ||⌊F̂(k)⌉||hq and ||R̂(k)||q = ||⌊R̂(k)⌉||q. By (2.38),
||⌊F⌉||2q,s′,O1 = ∑
0 6=k∈ZN
||F̂(k)||2q · e2|k|s
′
≤ K2C ∑
0 6=k∈ZN
||⌊R̂(k)⌉||2q · e2|k|s
= (KC||⌊R⌉||q,s,O)2.
It follows that
||⌊F⌉||q,s′,O1 ≤ KC||⌊R⌉||q,s,O .
This proves (2.7).
Applying ∂ξ to both sides of (2.5), we have
Γ((iω ·∂x+Λ+B)∂ξF) = Γ(∂ξR)−Γ((∂ξ (iω ·∂x+Λ+B))F).
Repeating the previous procedure, we can prove (2.8).
3 Solution of linear equation for the second Melnikov conditions
Lemma 3.1. Assume O , ω = ω(ξ ), λ j’s satisfy Assumptions A, B, accordingly, by replacing O0, ω
0 by O , ω .
Assume both B and B˘ are self-adjoint in the square summable space ℓ2(Z
d) and satisfy Assumption E. And assume
the operator-value function Λ−1R obeys that
Λ−1⌊R(x,ξ )⌉ : TNs ×O →L (hp,hp) (3.1)
is analytic in x ∈ TNs , C1 in ξ ∈O . Then there is a subset O2 ⊂ O with
Meas O2 = (Meas O)(1−O(K−N)) (3.2)
such that for any ξ ∈ O2, the homological equation
Γ((−iω ·∂x± (Λ+B))F)±Γ
(
F(Λ+ B˘)
)
= (ΓR)(x,ξ ) (3.3)
has unique solution
F = F(x,ξ ) = F̂(0,ξ )+ ∑
0 6=k∈ZN,|k|≤K
F̂(k,ξ )ei(k,x) := F̂(0,ξ )+ F˜(x,ξ )
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fulfilling
F˜ : TNs ×O2 →L (hp,hq) (3.4)
and
sup
x∈TNs˜ ,ξ∈O2
||⌊F˜⌉||hp→hq ≤
1
(s− s˜)N K
C sup
x∈TNs ,ξ∈O
||⌊R⌉||hp→hq , 0< s˜< s, (3.5)
sup
x∈TNs˜ ,ξ∈O2
||⌊∂ξ F˜⌉||hp→hq ≤
1
(s− s˜)N K
C sup
x∈TNs ,ξ∈O
(||⌊R⌉||hp→hq + ||⌊∂ξR⌉||hp→hq), 0< s˜< s, (3.6)
sup
ξ∈O2
||⌊F̂(0,ξ )⌉||h p˜→h p˜ ≤ KC sup
ξ∈O
||⌊R̂(0,ξ )⌉||hp→hq , p˜ ∈ {p,q}, (3.7)
sup
ξ∈O2
||⌊∂ξ F̂(0,ξ )⌉||h p˜→h p˜ ≤ KC sup
ξ∈O
(
||⌊R̂(0,ξ )⌉||hp→hq + ||⌊∂ξ R̂(0,ξ )⌉||hp→hq
)
, p˜ ∈ {p,q}, (3.8)
where we require that ∫
TN
R(x,ξ )d x= 0, ∀ ξ ∈O (3.9)
when the sign ± in (3.3) appears in the form
±(Λ+B)F±F(Λ+ B˘) =±((Λ+B)F−F(Λ+ B˘)) .
Proof: By passing to Fourier coefficients, we get
((k,ω)± (Λ+B))F̂(k)± F̂(k)(Λ+ B˘) = R̂(k), k ∈ ZN , |k| ≤ K. (3.10)
Case 1. k 6= 0.
In order to partition the operator B, we need the following lemma.
Lemma 3.2. There are a large constant c and a subset O4 ⊂ O with meas(O4)≤ K−N such that
|(k,ω)±λ j| ≥ 1
2
K−c, for k ∈ ZN , 0< |k| ≤ K, j ∈ Zd , ξ ∈O \O4, (3.11)
Proof. By Assumption A, assume ω(ξ )≡ ξ without loss of generality.
Part I: Let y= (3d/κ)+ 3> 3. Choose a constant c> 0 such that
c>
c
y
> 100N(1+κ + d) (3.12)
and
c(1− 3d
yκ
)> 100N(1+κ+ d). (3.13)
By (3.12), there is a subset O41 ⊂ O with
meas(O41)≤ K−N (3.14)
such that for any ξ ∈ O \O41,
|(k,ω)| ≥ K− cy > K−c. (3.15)
Note c11| j|−κ ≤ λ j ≤ c12| j|−κ . For simplicity, we assume c12 = 1 here. So we have
|(k,ω)±λ j| ≥ K−
c
y −|λ j|
≥ K− cy −| j|−κ (3.16)
≥ (1/2)K−c,
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if
| j| ≥ (2Kc/y)3/κ = (2 1κ K cκy )3 := K2. (3.17)
In addition, by the definition of K2,
|λ j|< (1
2
K−c/y)3, | j|> K2.
Remark 8. If without assuming c12 = 1 , one can take K2 = (2c
−1
12 K
c/y)3/κ .
Part II: Consider j with | j|< K2. Let
O42 :=
⋃
0<|k|<K
| j|<K2
{ξ ∈ O : |(k,ω)±λ j|< K−c}. (3.18)
Then by (1.10)
measO42 ≤ CK−cKN · (2
1
κ K
c
κy )3d
= C2
3d
κ K
−(1− 3dκy )c+N
(by (3.13)) ≤ CK−N . (3.19)
By (3.14) and (3.19), letting O4 = O41∪O42, then
measO4 ≤CK−N , (3.20)
and using (3.16) and (3.18), one has
|(k,ω)±λ j| ≥ 1
2
K−c, for ξ ∈ O \O4, j ∈ Zd , |k| ≤ K. (3.21)
This completes the proof.
Lemma 3.3. Assume that there are real numbers µ j = µ j(ξ )’s with j ∈ Zd and | j| ≤ K2 which satisfy
|∂ξ µ j(ξ )| ≪ 1.
Then there is a subset O ′4 ⊂ O with meas(O ′4)≤ K−N such that
|(k,ω)± µ j| ≥ K−c, for k ∈ ZN , 0< |k| ≤ K, j ∈ Zd , | j| ≤ K2, ξ ∈ O \O ′4. (3.22)
Proof. The proof is the same as Part II in the proof of Lemma 3.2.
We are now prepared to partition the matrices Λ and B. To this end, let
K3 =max
{
K
100(N+1)κ y
2 , 2
1/κ K
100(1+ p+κκ y )
c
κ
}
, (3.23)
where K2 is defined in (3.17). By the definition of K3, we have
|λ j|<min{K−100c,K−102 }, if | j|> K3. (3.24)
Recall Λ = diag(λ j : j ∈ Zd). Write
Λ = Λ(1)⊕Λ(2) =
(
Λ(1) 0
0 Λ(2)
)
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with Λ(1) = diag(λ j : | j| ≤ K3),Λ(2) = diag(λ j : | j|> K3).
According to the partition of Λ, we partition B as follows
B=
(
B(11) B(12)
B(21) B(22)
)
,
where B(11) = (Bi j : |i| ≤ K3, | j| ≤ K3), B(12) = (Bi j : |i| ≤ K3, | j| > K3), B(21) = (Bi j : |i| > K3, | j| ≤ K3) and
B(22) = (Bi j : |i|> K3, | j| > K3). Similarly,
B˘=
(
B˘(11) B˘(12)
B˘(21) B˘(22)
)
, R̂(k) =
(
R(11) R(12)
R(21) R(22)
)
, F̂(k) =
(
F (11) F (12)
F (21) F (22)
)
.
Again according to the partition of Λ, split hp = h
1
p⊕ h2p, and ℓ2(Zd) = ℓ12⊕ ℓ22, corresponding. It follows,
from Assumption E and Lemma 12.1 in the Appendices, that for b ∈ {B, B˘},
||(Λ(i))−1⌊b(i j)⌉||
hip→h jp ≤ ε0, ||∂ξ
(
(Λ(i))−1⌊b(i j)⌉
)
||
hip→h jp ≤ ε0, i, j ∈ {1,2}. (3.25)
And we have that for i, j ∈ {1,2},
||(Λ(i))−1⌊R(i j)⌉||
hip→h jp ≤ ||Λ
−1⌊R⌉||hp→hp , ||(Λ(i))−1 ⌊∂ξ R(i j)⌉||hip→h jp ≤ ||Λ
−1 ⌊∂ξ R⌉||hp→hp . (3.26)
With the above notations, the homological equation (3.10) becomes(
(k,ω)± (Λ(1)+B(11)) B(12)
B(21) (k,ω)± (Λ(2)+B(22))
)(
F (11) F (12)
F (21) F (22)
)
±
(
F (11) F (12)
F (21) F (22)
)(
Λ(1)+ B˘(11) B˘(12)
B˘(21) Λ(2)+ B˘(22)
)
=
(
R(11) R(12)
R(21) R(22)
)
. (3.27)
For brevity, let
M(11) = (k,ω)± (Λ(1)+B(11)), M(22) = (k,ω)± (Λ(2)+B(22)), M(12) =±B(12), M(21) =±B(21), (3.28)
N(11) =±(Λ(1)+ B˘(11)), N(22) =±(Λ(2)+ B˘(22)), N(12) =±B˘(12), N(21) =±B˘(21). (3.29)
Then (3.27) becomes
M(11)F (11)+F(11)N(11)+M(12)F(21)+F(12)N(21) = R(11), (3.30)
M(22)F (21)+F(21)N(11)+M(21)F(11)+F(22)N(21) = R(21), (3.31)
M(11)F (12)+F(12)N(22)+M(12)F(22)+F(11)N(12) = R(12), (3.32)
M(22)F (22)+F(22)N(22)+M(21)F(12)+F(21)N(12) = R(22). (3.33)
Denote by X = G22(Y ) the unique solution of the operator equation
M(22)X+XN(22) = Y.
That is to say, we formally denote by G22 the Green function:
G22(·) =
(
M(22)(·)+ (·)N(22)
)−1
, (3.34)
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where (
M(22)(·)+ (·)N(22)
)
X =M(22)(X)+ (X)N(22).
Then by (3.33),
F (22) = G22(R
(22))−G22(M(21)F (12))−G22(F(21)N(12)). (3.35)
Similarly, let the Green function G21 be formally defined by
G21(·) =
(
M(22)(·)+ (·)N(11)−G22((·)N(12))N(21)
)−1
. (3.36)
Then by inserting (3.35) into (3.31),
F (21) =−G21(M(21)F (11))+G21
(
G22(M
(21)F(12))N(21)
)
+ R˜(21), (3.37)
where
R˜(21) = G21
(
R(21)−G22(R(22))N(21)
)
. (3.38)
Inserting (3.37) into (3.35), we get
F (22) = G22(R
(22))−G22(M(21)F(12))+G22
(
G21(M
(21)F (11))N(12)
)
−G22
(
G21
(
G22(M
(21)F (12))N(21)
)
N(12)
)
−G22(R˜(21)N(12)). (3.39)
Inserting (3.39) into (3.32), one has
M(11)F (12)+F(12)N(22)+M(12)G22
(
G21(M
(21)F(11))N(12)
)
+F(11)N(12)
−M(12)
(
G22(G21(G22(M
(21)F(12))N(21))N(12))+G22(M
(21)F (12))
)
(3.40)
=−M(12)
(
G22(R
(22))−G22(R˜(21)N(12))
)
+R(12).
Let the Green function G12 be formally defined by
G12(·) =
(
M(11)(·)+ (·)N(22)−M(12)
(
G22
(
G21(G22(M
(21)(·))N(21))N(12)+(M(21)(·))
)))−1
. (3.41)
It follows from (3.40) that
F (12) = L (F (11))+ R˜(12), (3.42)
where
L (F (11)) :=−G12
(
M(12)G22
(
G21(M
(21)F (11))N(12)
)
+F(11)N(12)
)
, (3.43)
R˜(12) :=−G12
(
M(12)
(
G22(R
(22))−G22(R˜(21)N(12))
)
−R(12)
)
. (3.44)
Inserting (3.42) into (3.37), we have
F(21) = −G21(M(21)F (11))+G21
(
G22(M
(21)
L (F (11)))N(21)
)
+G21
(
G22(M
(21)R˜(12))N(21)
)
+ R˜(21). (3.45)
Finally, inserting (3.42) and (3.45) into (3.30), we have
M(11)F (11)+F(11)N(11)+L1(F
(11)) = R(11), (3.46)
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where
L1(F
(11)) := M(12)G21
(
−M(21)F (11)+G22(M(21)L (F(11)))N(21)
)
−G12
(
M(12)
(
G22(G21(M
(21)F (11))N(12))+F(11)N(12)
))
N(21) (3.47)
and
R
(11) := R(11)−M12G21
(
G22(M
(21)R˜(12))N(21)
)
−M(12)R˜(21)− R˜(12)N(21). (3.48)
Our strategy is as follows:
1. to find F (11) by solving (3.46);
2. to find F (12) by solving (3.42);
3. to find F (21) by solving (3.37);
4. to find F (22) by solving (3.35).
In order to solve (3.46), we need a more explicit form of L1(F
(11)). To this end, we introduce the following
notations.
Let H1 and H2 be Hilbert spaces. For each φ1 ∈H1, φ2 ∈H2, let φ1⊗φ2 denote the conjugate bilinear form
which acts on H1×H2 by
(φ1⊗φ2)〈ψ1,ψ2〉= (ψ1,φ1)(ψ2,φ2), ∀ ψ1 ∈H1,ψ2 ∈H2, (3.49)
where (ψi,φi) is the inner product of φi and ψi in Hi (i = 1,2). Let E be the set of finite linear combinations of
such conjugate linear forms. We define an inner product (·, ·) on E by
(φ ⊗ψ ,η⊗ µ) = (φ ,η)(ψ ,µ) (3.50)
and extending it by linearity to E . By Proposition 1 in pp.49-50 of [43], (·, ·) is really an inner product. We define
H1⊗H2 to be the completion of E under the inner product (·, ·). Let X and Y be densely defined operators on
Hilbert spaces H1 and H2 respectively. Let D(X) ∈ H1 and D(Y ) ∈ H2 be the definition domains of X and Y ,
respectively. Denote by D(X)⊗D(Y ) the set of finite linear combinations of vectors of the form φ ⊗ψ where
φ ∈ D(X) and ψ ∈ D(Y ). Then D(X)⊗D(Y) is dense in H1⊗H2. We define X⊗Y on D(X)⊗D(Y) by
(X⊗Y )(φ ⊗ψ) = Xφ ⊗Yψ (3.51)
and extend it by linearity. Then the operator X ⊗Y is well defined. If X and Y are bounded operators on Hilbert
space H1 and H2, respectively, then
||X⊗Y ||= ||X ||||Y ||, (3.52)
where the || · || of ||X ⊗Y || is the operator norm from H1⊗H2 to itself and the || · || of ||X || (and ||Y ||) is the
operator norm from H1 (and H2) to itself . See Chapter VIII.10 in [43] for the details. By (3.51) one see that if
write X = (Xi j) then
X⊗Y = (Xi jY ), (3.53)
where Xi j’s are the matrix elements of X under the basis of H1. In partitioned multiplication of matrix, we
immediately get
(X⊗Y )(U⊗V ) = (XU)⊗ (YV ) (3.54)
if the operation above is reasonable. Moreover,
(X ⊗Y)−1 = X−1⊗Y−1 (3.55)
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if the inverses exist. In addition, we see from (3.53) that
(X⊗Y )∗ = X∗⊗Y ∗, (·)∗ = adjoint operator of (·). (3.56)
For a matrix X = (Xi j ∈ C : i, j ∈ Zd), write X = (...,X1,X2, ...,X j, ...) with X j’s are column vectors of X . Then
formally,
Vec X =

...
X1
...
X j
...

.
In partitioned multiplication of matrix, then the following holds true formally
Vec (XUY ) = (YT ⊗X)VecU (3.57)
for the three linear operators X ,Y,U .
With those notations above, by applying “Vec” to (3.46) we get(
1⊗M(11)+N(11)T ⊗ 1+ 1⊗L1
)
VecF (11) = VecR(11). (3.58)
By (3.48),
VecR(11) = VecR(11)+Vec
(
−M(12)G21(G22(M(21)R˜(12))N(21))−M(12)R˜(21)− R˜(12)N(21)
)
. (3.59)
By applying “Vec” to both left sides and right sides of (3.30)-(3.33), we have formally that
1⊗M(11)+N(11)T ⊗ 1 1⊗M(12) N(21)T ⊗ 1 0
1⊗M(21) 1⊗M(22)+N(11)T ⊗ 1 0 N(21)T ⊗ 1
N(12)T ⊗ 1 0 1⊗M(11)+N(22)T ⊗ 1 1⊗M(12)
0 N(12)T ⊗ 1 1⊗M(21) 1⊗M(22)+N(22)T ⊗ 1
 ·

VecF (11)
VecF (21)
VecF (12)
VecF (22)
=

VecR(11)
VecR(21)
VecR(12)
VecR(22)
 . (3.60)
It follows that (
1⊗M(11)+N(11)T ⊗ 1+A
)
VecF (11) = VecR(11)+R, (3.61)
where
A =−(1⊗M(12) N(21)T ⊗ 1 0) ·Q−1 ·
 1⊗M(21)N(12)T ⊗ 1
0
 , (3.62)
Q=
 1⊗M(22)+N(11)T ⊗ 1 0 N(21)T ⊗ 10 1⊗M(11)+N(22)T ⊗ 1 1⊗M(12)
N(12)T ⊗ 1 1⊗M(21) 1⊗M(22)+N(22)T ⊗ 1

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and
R=−(1⊗M(12) N(21)T ⊗ 1 0) ·Q−1 ·
VecR(21)VecR(12)
VecR(22)
 . (3.63)
In priori, assume that there exist the inverse of 1⊗M(11)+N(11)T ⊗ 1+ 1⊗L1 and 1⊗M(11)+N(11)T ⊗ 1+A .
Regard R(i j) (i, j ∈ {1,2}) as “variables” in the left-hand sides of both (3.58) and (3.61). Then comparing (3.58)
and (3.61), we get
1⊗L1 = A =
(
1⊗M(12) N(21)T ⊗ 1 0) ·Q−1 ·
1⊗M(21)N(21)⊗ 1
0
 . (3.64)
Using 1⊗L1 = A and comparing (3.58) and (3.61) again, we get
R= Vec
(
−M12G21(G22(M(21)R˜(12))N(21))−M(12)R˜(21)− R˜(12)N(21)
)
. (3.65)
We are now in position to prove that A is a self-adjoint operator (i.e., Hermitian matrix) from ℓ12 to ℓ
1
2.
Actually, it is obvious. Recall that B is self-adjoint in ℓ2. So we have
M(i j)∗ =M( ji), N(i j)∗ = N( ji), i, j ∈ {1,2},
where the operation ∗ = the complex conjugate plus transpose of matrix. And note that (X ⊗Y )∗ = X∗⊗Y ∗. It
follows that Q∗ = Q. Moreover, A ∗ = A if there exists the inverse of Q. Now let us prove that there does exist
the inverse of Q. Let
H =
h1p⊗ h2ph2p⊗ h1p
h2p⊗ h2p
= (h1p⊗ h2p)⊕ (h2p⊗ h1p)⊕ (h2p⊗ h2p). (3.66)
For (x,y,z)T ∈H , define
||(x,y,z)T ||H =
√
||x||2
h1p⊗h2p + ||y||
2
h2p⊗h1p + ||z||
2
h2p⊗h2p .
Then H is a Hilbert space with an inner product corresponding to || · ||H .
By (3.25), (3.28), (3.29) and using Lemma 12.1 in the Appendices,
||⌊M(i j)⌉||
hip→h jp ≤ ||Λ
(i)||hip→hip ||(Λ
(i))−1⌊M(i j)⌉||
hip→h jp ≤ ε0, i 6= j ∈ {1,2}, (3.67)
||⌊∂ξM(i j)⌉||hip→h jp ≤ ||Λ
(i)||hip→hip ||(Λ
(i))−1⌊∂ξ M(i j)⌉||hip→h jp ≤ ε0, i 6= j ∈ {1,2}, (3.68)
||⌊N(i j)⌉||
hip→h jp ≤ ε0, ||⌊∂ξN
(i j)⌉||
hip→h jp ≤ ε0, i 6= j ∈ {1,2}, (3.69)
||⌊M(ii)− ((k,ω)±Λ(i))⌉||hip→hip ≤ ε0, ||⌊∂ξ (M
(ii)− ((k,ω)±Λ(i)))⌉||hip→hip ≤ ε0, i ∈ {1,2}, (3.70)
||⌊N(ii)∓Λ(i)⌉||hip→hip ≤ ε0, ||⌊∂ξ (N
(ii)∓Λ(i))⌉||hip→hip ≤ ε0, i ∈ {1,2}. (3.71)
By Assumption B,
||Λ||hp→hp ≤C. (3.72)
By (3.67)-(3.72) and noting that ||X⊗Y ||= ||X || ||Y ||, we get that each of Q and ∂ξ Q is a bounded linear operator
from H to H .
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Lemma 3.4. (i). The operator
1⊗M(22)+N(11)T ⊗ 1 : h1p⊗ h2p→ h1p⊗ h2p
has a unique bounded inverse with
||⌊(1⊗M(22)+N(11)T ⊗ 1)−1⌉|| ≤ K p+
d
2
2 ·Kc ·K2c/y := K4, (3.73)
where || · || is the operator norm from h1p⊗ h2p to h1p⊗ h2p.
(ii). The operator
1⊗M(11)+N(22)T ⊗ 1 : h2p⊗ h1p→ h2p⊗ h1p
has a unique bounded inverse with
||⌊(1⊗M(11)+N(22)T ⊗ 1)−1⌉|| ≤ K4, (3.74)
where || · || is the operator norm from h2p⊗ h1p to h2p⊗ h1p.
(iii). The operator
1⊗M(22)+N(22)T ⊗ 1 : h2p⊗ h2p→ h2p⊗ h2p
has a unique bounded inverse with
||⌊(1⊗M(22)+N(22)T ⊗ 1)−1⌉|| ≤ K4, (3.75)
where || · || is the operator norm from h2p⊗ h2p to h2p⊗ h2p.
Proof. We give the proof only for the case (ii). The remaining proofs are similar.
By (3.28) and (3.29),
1⊗M(11)+N(22)T ⊗ 1= 1⊗ ((k,ω)± (Λ(1)+B(11)))± (Λ(2)+ B˘(22))⊗ 1.
Since B is self-adjoint operator from ℓ2 to ℓ2 and Λ are real diagonal matrix, the matrix Λ
(1)+B(11) is Hermitian
(or self-adjoint in ℓ12). Make a finer partition of Λ
(1)+B(11) as follows:
Λ(1) =
(
Λ
(1)
1 0
0 Λ
(1)
2
)
(3.76)
with Λ
(1)
1 = diag (λ j : | j| ≤ K2) and Λ(1)2 = diag (λ j : K2 < | j| ≤ K3). See (3.17) for K2 and see (3.23) for K3. In
this principle as above, make partition
B(11) =
(
B
(11)
11 B
(11)
12
B
(11)
21 B
(11)
22
)
(3.77)
and
h1p = h
11
p ⊕ h12p , ℓ12 = ℓ112 ⊕ ℓ122 , h1q = h11q ⊕ h12q .
With those partitions, one has a formal equality:(
1 −B(11)12 B−1
0 1
)
((k,ω)± (Λ(1)+B(11)))
(
1 0
−B−1B(11)21 1
)
=
(
(k,ω)+C 0
0 B
)
, (3.78)
where
B = (k,ω)± (Λ(1)2 +B(11)22 ),
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C =±
(
Λ
(1)
1 +B
(11)
11
)
−B(11)12
(
(k,ω)± (Λ(1)2 +B(11)22 )
)−1
B
(11)
21 . (3.79)
By (3.25),
||⌊B(11)22 ⌉||h12p →h12p ≤ ||Λ
(1)
2 ||h12p →h12p · ||(Λ
(1)
2 )
−1⌊B(11)22 ⌉||h12p →h12p
≤ sup{λ j : | j| ≥ K2}||Λ−1⌊B⌉||hp→hp
≤ ((1/2) K−c/y)3ε0.
Moreover,
||⌊Λ(1)2 +B(11)22 ⌉||h12p →h12p ≤ sup| j|>K2
{λ j}+ ||⌊B(11)22 ⌉||h12p →h12p ≤ (1/8)(1+O(ε0))K
−3c/y. (3.80)
Recall that |(k,ω)| ≥ |K|−c/y. Using Neumann series and Lemma 12.3, we get
||⌊B−1⌉||h12p →h12p = ||⌊((k,ω)± (Λ
(1)
2 +B
(11)
22 ))
−1⌉||h12p →h12p
= || 1|(k,ω)|⌊
(
1± 1
(k,ω)
(Λ
(1)
2 +B
(11)
22 )
)−1
⌉||h12p
= || 1|(k,ω)|⌊∑∞j=0
(
± 1(k,ω) (Λ
(1)
2 +B
(11)
22 )
) j
⌉||h12p
≤ 1|(k,ω)| ∑∞j=0
(
1
|(k,ω)| (||⌊Λ
(1)
2 +B
(11)
22 ⌉||h12p )
) j
≤ Kc/y∑∞j=0( 1+O(ε0)2 ) j
≤ 3Kc/y.
(3.81)
Again by (3.25) for t = 0,1,
||⌊∂ t
ξ
B
(11)
21 ⌉||h11p →h12p ≤ ||Λ
(1)
2 ||h12p →h12p · ||(Λ
(1)
2 )
−1⌊∂ t
ξ
B
(11)
21 ⌉||h11p →h12p
≤ sup| j|≥K2{λ j}||Λ−1 ⌊∂ tξ B⌉||hp→hp
≤ (1/8)ε0 K−3c/y,
(3.82)
and, similarly,
||⌊∂ tξB(11)12 ⌉||h12p →h11p ≤ sup
j∈Zd
{λ j}||Λ−1 ⌊∂ tξ B⌉||hp→hp ≤Cε0, t = 0,1. (3.83)
Therefore,
||⌊∂ tξ
(
B
(11)
12
(
(k,ω)± (Λ(1)2 +B(11)22 )
)−1
B
(11)
21
)
⌉||h11p →h11p ≤Cε
2
0 K
2c/yK−3c/yK ≤ ε0 ≪ 1. (3.84)
By applying (3.25) and (3.84) to (3.79),
||⌊∂ξ C ⌉||h11p →h11p ≤Cε0 ≪ 1. (3.85)
Since B is self-adjoint in ℓ2, it is easy to verify that C is Hermitian. Thus, by (12.1),
||∂ξ C ||ℓ2→ℓ2 ≤ ||∂ξ C ||h11p →h11p ≤ ||⌊∂ξ C ⌉||h11p →h11p ≤Cε0 ≪ 1. (3.86)
And since C is Hermitian, there are a unitary matrix U = U(ξ ) and a diagonal matrix M = diag (µ j(ξ ) : j ∈
Zd , | j| ≤ K2) such that
C =U∗M U (3.87)
where the star ∗ is the complex conjugate plus transpose. By variation principle of eigenvalues and (3.85),
|∂ξ µ j| ≤Cε0 ≪ 1.
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By Lemma 3.3, therefore, there is a subset O ′4 with its measure≤ K−N such that for ξ ∈ O \O ′4,
||diag ((k,ω)+ µ j : | j| ≤ K2)−1||ℓ112 →ℓ112 ≤ K
c. (3.88)
Note that ||U∗||ℓ112 →ℓ112 = ||U ||ℓ112 →ℓ112 = 1. It follows that
||((k,ω)+C )−1||ℓ112 →ℓ112 ≤ K
c. (3.89)
Let Ci j’s be the elements of C . By the definition of C ,
|i| ≤ K2, | j| ≤ K2.
Thus,
||((k,ω)+C )−1||h11p →h11p ≤ K
p
2 K
c.
Moreover, by Lemma 12.4,
||⌊((k,ω)+C )−1⌉||h11p →h11p ≤ K
p
2 K
d/2
2 K
c < K4. (3.90)
By applying (3.81), (3.82), (3.83) and (3.90) to (3.78), we have
||⌊
(
(k,ω)±
(
Λ(1)+B(11)
))−1
⌉||h1p→h1p ≤ K4.
So
||⌊(1⊗M(11))−1⌉||h2p⊗h1p→h2p⊗h1p = ||⌊1⊗ (M(11))−1⌉||h2p⊗h1p→h2p⊗h1p
= ||⌊(M(11))−1⌉||h1p→h1p
= ||⌊((k,ω)± (Λ(1)+B(11)))−1⌉||h1p→h1p
≤ K4.
(3.91)
Noting N(22)T = N(22). Again by (3.25) and (3.23),
||⌊N(22)T )⊗ 1⌉||h2p⊗h1p→h2p⊗h1p = ||⌊Λ(2)+ B˘(22)⌉||h2p→h2p
≤ ||Λ(2)||h2p→h2p · ||(Λ(2))−1 ⌊B˘(22)⌉||h2p→h2p
≤ sup| j|≥K3{λ j}||Λ−1 ⌊B˘⌉||hp→hp
≤ ε0K−κ3 .
(3.92)
Finally, the proof is finished by using Neumann series, (3.91) and (3.92):
||⌊(1⊗M(11)+N(22)T ⊗ 1)−1⌉|| ≤ ||⌊(1⊗M(11))−1⌉||||⌊(1+(1⊗M(11))−1(N(22)T ⊗ 1))−1⌉||
≤ ||⌊(1⊗M(11))−1⌉||∑∞j=0 ||⌊((1⊗M(11))−1(N(22)T ⊗ 1))⌉|| j
≤ K4 ∑∞j=0(K4K−κ3 ε0) j
≤ 2K4,
where || · ||= || · ||h2p⊗h1p→h2p⊗h1p . This completes the proof of the lemma.
By (3.23) ( the definition of K3) and (3.25),
|⌊|N(12)T ⊗ 1⌉||h1p⊗h2p→h2p⊗h2p = ||⌊N(12)T ⌉||h1p→h2p = ||⌊N(21)⌉||h1p→h2p
≤ ||Λ(2)||h2p→h2p ||(Λ(2))−1⌊N(21)⌉||h1p→h2p
≤ ε0K−κ3 .
(3.93)
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Similarly,
||⌊1⊗M(21)⌉||h2p⊗h1p→h2p⊗h2p ≤ ||⌊M
(21)⌉||h1p→h2p ≤ ε0K
−κ
3 . (3.94)
By (3.25),
||⌊N(21)T ⊗ 1⌉||h2p⊗h2p→h1p⊗h2p = ||N
(12)||h2p→h1p ≤ ε0 (3.95)
and
||⌊1⊗M(12)⌉||h2p⊗h2p→h2p⊗h1p ≤ ||⌊M
(12)⌉||h2p→h1p ≤ ε0. (3.96)
In order to see that Q is invertible, we can partition Q= Q1+Q2 with
Q1 =
 1⊗M(22)+N(11)T ⊗ 1 0 N(21)T ⊗ 10 1⊗M(11)+N(22)T ⊗ 1 1⊗M(12)
0 0 1⊗M(22)+N(22)T ⊗ 1

and
Q2 =
 0 0 00 0 0
N(12)T ⊗ 1 1⊗M(21) 0
 .
By (3.93) and (3.94),
||⌊Q2⌉||H →H ≤ ε0K−κ3 .
And note that Q1 is upper triangle matrix and
Q0Q1 =
 1⊗M(22)+N(11)T ⊗ 1 0 00 1⊗M(11)+N(22)T ⊗ 1 0
0 0 1⊗M(22)+N(22)T ⊗ 1
 ,
where
Q0 =
 1 0 −(1⊗M(22)+N(22)T ⊗ 1)−1(1⊗N(21)T )0 1 −(1⊗M(22)+N(22)T ⊗ 1)−1(1⊗M(12))
0 0 1
 .
Also note
Q
−1
0 =
 1 0 (1⊗M(22)+N(22)T ⊗ 1)−1(1⊗N(21)T )0 1 (1⊗M(22)+N(22)T ⊗ 1)−1(1⊗M(12))
0 0 1
 .
In view of (3.95), (3.96) and Lemma 3.4,
||⌊Q−11 ⌉||H →H ≤ K24 .
Note that K24 ≪ Kκ3 . In view of (3.93), (3.94) and using Neumann series, it is easy to get
||⌊Q−1⌉||H →H = ||⌊Q−11 (1+Q−11 Q2)−1⌉||H →H ≤CK24 . (3.97)
By (3.25),
||⌊∂ξ Q⌉||H →H ≤CK. (3.98)
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In view of (3.25), (3.64), (3.97) and (3.98),
||⌊∂ξ (1⊗L1)⌉||h1p⊗h1p = ||⌊∂ξ A ⌉||h1p⊗h1p
≤ ||⌊∂ξ Q−1⌉||H →H
(
||(Λ2)−1⌊M(21)⌉||h1p→h2p + ||(Λ
2)−1⌊N(21)T ⌉||h1p→h2p
)
sup
| j|>K3
|λ j| (3.99)
≤ ε0CKK44 K−κ3 ≪ K−c.
By (12.1) in Appendices,
||∂ξ (1⊗L1)||ℓ12→ℓ12 = ||∂ξ A ||ℓ12→ℓ12 ≤ ||⌊∂ξ A ⌉||h1p→h1p ≤ K
−c ≪ ε0. (3.100)
Note
1⊗M(11)+N(11)T ⊗ 1+A = 1⊗ ((k,ω))± 1⊗B(11)± B˘(11)T ⊗ 1+A .
By (1.10), (3.25) and (3.100), we have
∂k(ξ )(1⊗M(11)+N(11)T ⊗ 1+A )≥ c∗−Cε0 > c∗/2> 0, (3.101)
where k(ξ ) is the direction derivative such that (k(ξ ) ·∂ξ )((k,ξ )) = |k|. (We have used the notation X ≥ Y when
X −Y is a Hermitian positive definite matrix for Hermitian matrices X and Y . ) In addition, 1⊗M(11)+N(11)T ⊗
1+A is obviously Hermitian, since B is self-adjoint in ℓ2. Let µ = µ(ξ ) be any eigenvalue of 1⊗M(11)+N(11)T ⊗
1+A . Then ∣∣∂k(ξ )µ(ξ )∣∣≥ c∗/2,
by the variation of eigenvalues for Hermitian matrix. Moreover, there is a subset O2 ⊂ O with Meas O2 ≤ K−N
such that for any ξ ∈ O \O2,
||(1⊗M(11)+N(11)T ⊗ 1+A )−1||ℓ12⊗ℓ12→ℓ12⊗ℓ12 ≤ K
C, (3.102)
whereC is chosen large enough such that K−C ·Kd3 < K−N . Thus, by (3.58),
||Vec F (11)||ℓ12⊗ℓ12 ≤ K
C ||R(11)||ℓ12⊗ℓ12 .
Now we are in position to estimate ||R(11)||ℓ2 . To that end, we introduce some notations. For p˜, q˜ ∈ {p,q},
let h
i j
p˜,q˜ = L (h
i
p˜ → h jq˜) be the set of all the bounded linear operators from hip˜ to h jq˜, (recalling h p˜ = h1p˜⊕ h2p˜), and
for any X ∈ hi jp˜,q˜, define
||X ||
h
i j
p˜,q˜
= ||X ||
hip˜→h jq˜
.
Then (hi jp˜,q˜, || · ||hi jp˜,q˜) is a Banach space for i, j ∈ {1,2}, p˜, q˜ ∈ {p,q}.
Lemma 3.5. (i). Arbitrarily take ⌊Y⌉ ∈ h22p,q (it follows (Λ(2))−1⌊Y⌉ ∈ h22p,p and ⌊Y⌉(Λ(2))−1 ∈ h22q,q). Then
⌊G22(Y )⌉ ∈ h22p,p∩h22q,q and
||(Λ(2))−1⌊G22(Y )⌉||h22p,p ≤ 2K
c||(Λ(2))−1 ⌊Y⌉||h22p,p , ||⌊G22(Y )⌉(Λ
(2))−1||h22q,q ≤ 2K
c||⌊Y⌉(Λ(2))−1||h22q,q .
(ii). Arbitrarily take ⌊Y⌉ ∈ h12p,q ( it follows (Λ(2))−1⌊Y⌉ ∈ h12p,p and ⌊Y⌉(Λ(1))−1 ∈ h12q,q ). Then ⌊G21(Y )⌉ ∈
h12p,p∩h12q,q and
||(Λ(2))−1⌊G21(Y )⌉||h12p,p ≤ K5||⌊Y⌉||h12p,q , ||⌊G21(Y )⌉(Λ
(1))−1||h12q,q ≤ K5||⌊Y⌉||h12p,q , K5 := K
4cq.
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(iii). Arbitrarily take ⌊Y⌉ ∈ h21p,q (it follows (Λ(1))−1⌊Y⌉ ∈ h21p,p and ⌊Y⌉(Λ(2))−1 ∈ h21q,q). Then ⌊G12(Y )⌉ ∈ h21p,p∩
h21q,q and
||⌊G12(Y )⌉(Λ(2))−1||h21p,p ≤ K5 ||⌊Y⌉||h21p,q , ||(Λ
(1))−1⌊G12(Y )⌉||h21q,q ≤ K5 ||⌊Y⌉||h21p,q .
Proof. Recall |λ j| ≤ K−1/κ3 for | j|> K3. By Assumption E,
||⌊b(22)⌉||h22p,p ≤ sup| j|>K3
|λ j| ||(Λ(2))−1 ⌊b⌉||h22p,p ≤ ε0K
−κ
3 , b ∈ {B, B˘}, (3.103)
||⌊b(22)⌉||h22q,q ≤ sup| j|>K3
|λ j| ||⌊b⌉(Λ(2))−1||h22q,q ≤ ε0K
−κ
3 , b ∈ {B, B˘},
||⌊Λ(2)+ b(22)⌉||h22p,p ≤CK
−κ
3 , ||⌊Λ(2)+ b(22)⌉||h22q,q ≤CK
−κ
3 , b ∈ {B, B˘}. (3.104)
Proof of (i). Consider the operator equation with the unknown variable X :
M(22)X+XN(22) = Y. (3.105)
Recall (3.28),
M(22) = (k,ω)± (Λ(2)+B(22)), N(22) =±(Λ(22)+ B˘(22)).
Let
Nl =±(Λ(2)+B(22)), Nr =±(Λ(22)+ B˘(22)).
Note that the (k,ω) in the linear operatorM(22) is a product by a scalar (k,ω) and an identity map. So the equation
(3.105) can be rewritten as (
(k,ω)
2
+Nl
)
X+X
(
(k,ω)
2
+Nr
)
= Y.
Without loss of generality, we can assume (k,ω) > 0. Thus, by (3.15), we have (k,ω) > K−c/y > 0. According to
(3.104),
||Nl ||22h p˜, p˜ <CK−κ3 , ||Nr||22h p˜, p˜ <CK−κ3 , p˜ ∈ {p,q}.
Note K−κ3 ≪ K−c/y. Thus for any t > 0,
||⌊exp(−t( (k,ω)
2
+Nl))⌉||h p˜, p˜ ≤ e−
t
2 (K
−c/y−K−κ3 ) ≤ e−(t/4)K−c/y
and
||⌊exp(−t( (k,ω)
2
+Nr))⌉||h p˜, p˜ ≤ e−
t
2 (K
−c/y−K−κ3 ) ≤ e−(t/4)K−c/y .
Thus
X =
∫ ∞
0
exp(−t( (k,ω)
2
+Nl))Y exp(−t( (k,ω)
2
+Nr))dt
is well-defines and solves (3.105). Moreover,
(Λ(2))−1X =
∫ ∞
0
exp(−t( (k,ω)
2
+(Λ2))−1Nl Λ(2)))((Λ(2))−1Y ) exp(−t( (k,ω)
2
+Nr))dt.
Thus,
||(Λ(2))−1⌊X⌉||hp,p ≤ ||(Λ2))−1⌊Y⌉||hp,p
∫ ∞
0
e−
t
2K
−c/y
dt = 2Kc/y ||⌊Y⌉||hp,q ≤ 2Kc ||⌊Y⌉||hp,q .
Similarly,
||⌊X⌉(Λ2))−1||hp,p ≤ 2Kc ||⌊Y⌉||hp,q .
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This completes the proof of (i).
Proof of (ii). By the definition of G21 (See (3.36)), the operator valued equation G21(Y ) = X reads
± (Λ(2)+B(22))X+X
(
(k,ω)± (Λ(11)+B(11))
)
−G22(X(±B˘(12)))(±B˘(21)) = Y, (3.106)
where we used (k,ω)X = X (k,ω). Set I := (k,ω)± (Λ(11)± B˘(11)). By (3.78) and (3.87), one has
I
−1 =
(
1 B˘
(11)
12 B
−1
0 1
)(
U 0
0 1
)(
((k,ω)+M )−1 0
0 B−1
)(
U∗ 0
0 1
)(
1 0
B−1B˘(11)21 1
)
, (3.107)
where B = (k,ω)± (Λ(1)2 + B˘(11)22 ) and the star ∗ means complex conjugate plus transpose.
In view of the partition (3.76) and (3.77), and using Lemma 12.1 in the Appendices, and Assumption E, we
have that for p˜ ∈ {p,q} and b ∈ {B, B˘},
||⌊b(11)22 ⌉||h12p˜ →h12p˜ , ||⌊b
(11)
12 ⌉||h12p˜ →h11p˜ , ||⌊b
(11)
21 ⌉||h11p˜ →h12p˜ ≤ ||⌊b
(11)⌉||h11p˜ →h11p˜ ≤ ε0, (3.108)
||⌊Λ(1)2 + b(11)22 ⌉||h12p →h12p ≤ ||Λ
(1)
2 ||h12p →h12p + ||Λ
(1)
2 ||h12p →h12p ||(Λ
(1)
2 )
−1⌊b(11)22 ⌉||h12p →h12p
≤ (1+ ε0)sup| j|≥K2 |λ j| ≤ (1+ ε0)K−κ2
≤ 1
2
(1+ ε0)K
−c/y
(3.109)
and
||⌊Λ(1)2 + b(11)22 ⌉||h12q →h12q ≤ ||Λ
(1)
2 ||h12q →h12q + ||Λ
(1)
2 ||h12q →h12q ||⌊b
(11)
22 ⌉(Λ(1)2 )−1||h12q →h12q
≤ (1+ ε0)sup| j|≥K2 |λ j|
≤ (1+ ε0)( 12K−c/y).
(3.110)
Write
B = (k,ω)
(
1+
1
±(k,ω) (Λ
(1)
2 + B˘
(11)
22 )
)
.
Recall |(k,ω)| ≥ K−c/y. By Neumann series and using (3.110),
||⌊B−1⌉||h12p˜ →h12p˜ ≤ K
c/y
∞
∑
j=0
(
|| 1|(k,ω)| ⌊(Λ
(1)
2 + B˘
(11)
22 )⌉||h12p˜ →h12p˜
) j
≤ 2Kc/y. (3.111)
SinceU is unitary, so ||U ||ℓ122 →ℓ120 = 1, and furthermore,
||U ||h12p˜ →h12p˜ = ||diag(| j|
p˜ : | j| ≤ K2)Udiag(| j|− p˜ : | j| ≤ K2)||ℓ122 →ℓ122 ≤ K
p˜
2 ||U ||ℓ122 →ℓ122 ≤ K
3cq/y.
By Lemma 12.4, moreover,
||U ||h12p˜ →h12p˜ ≤ K
3cq/yK
d/2
2 . (3.112)
By (3.22) and noting M is diagonal,
||⌊((k,ω)+M )−1⌉||h˜2p˜→h˜2p˜ = ||((k,ω)+M )
−1||h˜2p˜→h˜2p˜ ≤ K
c. (3.113)
Consequently,
||⌊I −1⌉||h11p˜, p˜ ≤C(K
c+Kcq/y)3 < K5 ≪ K3. (3.114)
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Let ±=+ without loss of generality in (3.106). Construct a Picard sequence as follows:
X0 = YI
−1,
Xν+1 = X0−
(
(Λ(2)+B(22))Xν +(G22(Xν B˘
(12)))B˘(21))
)
I −1, ν = 0,1,2, .... (3.115)
It follows
(Λ(2))−1Xν+1 = (Λ(2))−1YI −1
−
(
(1+(Λ(2))−1B(22))Λ(2)((Λ(2))−1Xν)
)
I −1
+
((
(Λ(2))−1(G22(Xν B˘(12)))
)
Λ(2)((Λ(2))−1 B˘(21))
)
I −1.
By (3.25),
||(Λ(2))−1⌊B(22)⌉||h2p→h2p ≤ ε0, ||(Λ
(2))−1⌊B˘(21)⌉||h1p→h2p ≤ ε0.
By (i) of this Lemma,∣∣∣∣∣∣(Λ(2))−1⌊(G22(Xν B˘(12)))⌉∣∣∣∣∣∣
h2p→h2p
≤ 2Kc
∣∣∣∣∣∣(Λ(2))−1 ⌊Xν B˘(12)⌉∣∣∣∣∣∣
h2p→h2p
≤ 2Kcε0
∣∣∣∣∣∣(Λ(2))−1 ⌊Xν⌉∣∣∣∣∣∣
h1p→h2p
.
By the definition of K3, ||Λ(2)||h2p→h2p ≤ K
−κ
3 . Consequently
||(Λ(2))−1 ⌊Xν+1⌉− (Λ(2))−1 ⌊Xν⌉||h12p,p
≤ ((1+ ε0)K5K−κ3 + 2) ||(Λ(2))−1 ⌊Xν⌉− (Λ(2))−1 ⌊Xν−1⌉||h12p,p
≤ ε0 ||(Λ(2))−1 ⌊Xν⌉− (Λ(2))−1 ⌊Xν−1⌉||h12p,p.
It follows that (Λ(2))−1Xν is convergent to (Λ(2))−1X in the norm ||⌊·⌉||h11p,p , and
||(Λ(2))−1⌊X⌉||h1p→h2p ≤ K5||(Λ
(2))−1⌊Y⌉||h1p→h2p .
Similarly,
||⌊X⌉(Λ(1))−1||h1q→h2q ≤ K5||⌊Y⌉(Λ
(1))−1||h1q→h2q .
We omit the detail. This completes the proof of (ii).
Proof of (iii). The proof is similar to that of (ii). We omit it here.
Recall that
||Λ−1⌊R⌉||hp→hp ≤ ||⌊R⌉||hp→hq , ||⌊R⌉Λ−1||hq→hq ≤ ||R||hp→hq ,
||Λ−1⌊B⌉||hp→hp ≤ ||B||hp→hq ≤Cε0, ||⌊B⌉Λ−1||hq→hq ≤ ||⌊B⌉||hp→hq ≤Cε0
and
N(21) =±B(21), ||⌊N(21)⌉||h1p→h2p ≤ ||Λ
(2)||h2p→h2p ||(Λ
(2))−1⌊N(21)⌉||h1p→h2p ≤ ε0K
−κ
3 .
By (i) of Lemma 3.5, one has
||(Λ(2))−1⌊G22(R(22)N(21))⌉||h1p→h2p ≤ K2c||(Λ(2))−1⌊R(22)⌉||h2p→h2p ||⌊N(21)⌉||h1p→h2p
≤ ε0K2cK−κ3 ||⌊R⌉||hp→hq .
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By applying Lemma 3.5 to (3.38), one has
||(Λ(2))−1⌊R˜(21)⌉||h1p→h2p = ||(Λ
(2))−1G21(R(21)−G22(R(22))N(21))||h1p→h2p
≤ K5||⌊R(21)−G22(R(22)N(21))⌉||h1p→h2q ≤ K5(||⌊R
(21)⌉||h1p→h2q + ||⌊G22(R
(22)N(21))⌉||h1p→h2q)
= K5||⌊R(21)⌉||h1p→h2q +K5||(Λ
(2))−1⌊G22(R(22)N(21))⌉||h1p→h2p
≤ K5||⌊R(21)⌉||h1p→h2q +K5K
c||(Λ(2))−1⌊(R(22)N(21))⌉||h1p→h2p
≤ K5||⌊R(21)⌉||h1p→h2q +K5K
cε0||⌊R(22)⌉||h2p→h2p
≤ 2ε0KcK5 ||⌊R⌉||hp→hq .
Moreover, applying Lemma 3.5 to (3.44), one has
||(Λ(1))−1⌊R˜(12)⌉||h2p→h1p = ||(Λ
(1))−1⌊G12
(
M(12)
(
G22(R
(22))−G22(R˜(21)N(12))
)
−R(12)
)
⌉||h2p→h1p
≤ K5||(Λ(1))−1
(
M(12)
(
G22(R
(22))−G22(R˜(21)N(12))
)
−R(12)
)
||h2p→h1p
≤ K5||(Λ(1))−1⌊M(12)⌉||h2p→h1p · ||Λ
(2)||h2p→h2p · ||(Λ
(2))−1⌊G22(R(22)− (R˜(21)N(12)))⌉||h2p→h2p
+K5||(Λ(1))−1R(12)||h2p→h1p
≤ K5 ε0K−κ3 ||(Λ(2))−1⌊R(22)− R˜(21)N(12)⌉||h2p→h2p +K5 ||⌊R⌉||hp→hq
≤ K5 ε0K−κ3 (||⌊R(22)⌉||h2p→h2q + ||(Λ
(2))−1⌊R˜(21)⌉||h1p→h2p · ε0)+K5 ||⌊R⌉||hp→hq
≤ 2K5 ||⌊R⌉||hp→hq .
Finally, applying Lemma 3.5 to (3.48), one has
||⌊R(11)⌉||h11p,p ≤ K
2
5 ||⌊R⌉||hp→hq . (3.116)
Note that we can write R(11) = (R
(11)
i j : |i| ≤ K3, | j| ≤ K3). So
||VecR(11)||ℓ12⊗ℓ12 ≤ ||VecR
(11)||h1p⊗h1p ≤CK
d
3 K
2
5 ||⌊R⌉||hp→hq . (3.117)
By (3.102) and (3.117) to the equation (3.58), one gets
||Vec F(11)||ℓ12⊗ℓ12 ≤ K
C||⌊R⌉||hp→hq ,
whereC is a constant large enough such that KC > Kd3 K
2
5 . Noting that we can write F
(11) = (F
(11)
i j : |i| ≤ K3, | j| ≤
K3), we have
||⌊F (11)⌉||h1p→h1q ≤ K
5C||⌊R⌉||hp→hq . (3.118)
By (3.118) and applying Lemma 3.5 to (3.37), (3.39) and (3.42), one has
||⌊Fˆ(k)⌉||hp→hq = ||⌊Λ−1Fˆ(k)⌉||hp→hp ≤ K5C||⌊Rˆ(k)⌉||hp→hq , ∀ 0< |k|< K. (3.119)
It follows (3.5) for k 6= 0. Applying ∂ξ to both sides of equation (3.3) and using (3.5), we can prove (3.6). Here we
omit the detail.
Case 2. k = 0.
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At this case, the sign ± take +. So we can rewrite (3.10):
(Λ+B)F+F(Λ+ B˘) = R, (3.120)
where F := F̂(0),R := R̂(0). Consider the equation with the unknown variable X :
ΛX+XΛ = Y. (3.121)
Set
g= (Λ(·)+ (·)Λ)−1 .
Then g(Y ) = X . Writing (3.121) in its elements of matrix
Xi j =
Yi j
λi+λ j
, i, j ∈ Zd . (3.122)
Moreover,
Xi j = αi j Y˜i j = βi jY˘i j, i, j ∈ Zd , (3.123)
where
αi j =
λi
λi+λ j
, βi j =
λ j
λi+λ j
, Y˜i j = λ
−1
i Yi j, Y˘i j = Yi jλ
−1
j . (3.124)
Note that 0< αi j < 1 and 0< βi j < 1. Thus, |Xi j| ≤ |Y˜i j| and |Xi j| ≤ |Y˘i j|. Moreover,
||⌊g(Y )⌉||hp→hp = ||⌊X⌉||hp→hp ≤ ||⌊Y˜⌉||hp→hp = ||⌊Y⌉||hp→hq (3.125)
and
||⌊g(Y )⌉||hq→hq = ||⌊X⌉||hq→hq ≤ ||⌊Y˘⌉||hq→hq = ||⌊Y⌉||hp→hq . (3.126)
For an operator X with ⌊X⌉ ∈L (hp → hp) and ⌊X⌉ ∈L (hq → hq), we call that X is a τ− approximate solution
of equation (3.120), if
||⌊(Λ+B)X+X(Λ+ B˘)−R⌉||hp→hq ≤ τ.
Let X0 = g(R). By (3.125) and (3.126), we obtain
||⌊X0⌉||hp→hp ≤ ||⌊R⌉||hp→hq , δ , ||⌊X0⌉||hq→hq ≤ ||⌊R⌉||hp→hq = δ .
Then
||⌊(Λ+B)X0+X0(Λ+ B˘)−R⌉||hp→hq = ||⌊(ΛX0+X0Λ−R)+BX0+X0B˘⌉||hp→hq
= ||⌊BX0+X0B˘⌉||hp→hq ≤ ||⌊X0⌉||hp→hp · ||⌊B⌉||hp→hq + ||⌊B˘⌉||hp→hq · ||⌊X0⌉||hq→hq
≤ 2ε0δ . (3.127)
That implies X0 is a 2ε0δ− approximate solution of (3.120). Let X = X0+Y and insert it into (3.120). Then
(Λ+B)X0+X0(Λ+ B˘)−R+ΛY+YΛ+BY +YB˘= 0. (3.128)
Consider
ΛY +YΛ = R− ((Λ+B)X0+X0(Λ+ B˘)) := R1. (3.129)
Then
Y = g(R1).
By (3.127), we have
||⌊Y⌉||hp→hq ≤ 2ε0δ , ||⌊Y⌉||hq→hq ≤ 2ε0δ . (3.130)
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Let X1 = Y and X
(1) = X0+X1. By (3.128) and (3.130), we have
||⌊(Λ+B)X (1)+X (1)(Λ+ B˘)−R⌉||hp→hq = ||⌊BX1+X1B˘⌉||hp→hq
≤ ||⌊X1⌉||hp→hp ||⌊B⌉||hp→hq + ||⌊B˘⌉||hp→hq ||⌊X1⌉||hq→hq ≤ (2ε0)2δ .
Thus X (1) is (2ε0)
2δ− approximate solution of (3.120).
Assume that
X (m) = X0+X1+ · · ·+Xm−1
is a (2ε0)
m+1δ− approximate solution of (3.120). Thus
Rm := R− ((Λ+B)X (m)+X (m)(Λ+ B˘))
satisfies
||⌊Rm⌉||hp→hq ≤ (2ε0)m+1δ .
Take Xm = g(Rm). That means ΛXm+XmΛ = Rm. Then
||⌊Xm⌉||hp→hp ≤ ||⌊Rm⌉||hp→hq ≤ (2ε0)m+1δ ,
||⌊Xm⌉||hq→hq ≤ ||⌊Rm⌉||hp→hq ≤ (2ε0)m+1δ .
(3.131)
Let
X (m+1) = X0+X1+ · · ·+Xm−1+Xm = X (m)+Xm.
Then It follows (3.131) that
||⌊(Λ+B)X (m+1)−X (m+1)(Λ+ B˘)−Rm⌉||hp→hq
= ||⌊ΛXm−XmΛ−Rm+BXm+XmB˘⌉||hp→hq
= ||⌊BXm+XmB˘⌉||hp→hq ≤ ||⌊Xm⌉||hp→hp ||⌊B⌉||hp→hq + ||⌊B˘⌉||hp→hq ||⌊Xm⌉||hq→hq
≤ (2ε0)m+2δ .
Thus X (m+1) is a (2ε0)
m+2δ− approximate solution.
By induction, we can assume
∞
∑
m=0
Xm = X , in || · ||hp→hp ,
∞
∑
m=0
Xm = X˜ , in || · ||hq→hq .
For any L> 0 andM = (mi j ∈ C : i, j ∈ Zd), define
ML = (mi j ∈C : |i| ≤ L, | j| ≤ L).
Similarly, we can define hLp and h
L
q . By Lemma 12.1, we have
∞
∑
m=0
XLm = X
L, in || · ||hLp→hLp ,
∞
∑
m=0
XLm = X˜
L, in || · ||hLq→hLq .
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By dimXL < ∞ and dim X˜L < ∞, we have XL = X˜L. Since L> 0 is arbitrary, we have X = X˜ = F̂(0,ξ ). Therefore,
X =
∞
∑
m=0
Xm
solves (3.120) and
||⌊X⌉||hp→hp ≤ δ +
∞
∑
m=0
(2ε0)
m+1δ ≤ 2δ , ||⌊X⌉||hq→hq ≤ δ +
∞
∑
m=0
(2ε0)
m+1δ ≤ 2δ . (3.132)
This completes the proof of (3.7). Applying ∂ξ to both sides of (3.120), we can prove (3.8) similarly.
Up to now, the proof of Lemma 3.1 is completed.
Remark 9. Comparing (3.132) and (3.119), we find that F̂(k) with k 6= 0 is of regularity of order κ , while F̂(0)
has no regularity.
4 Iterative Lemma
Before giving the iterative lemma, we need the following iterative constants and domains:
• m - number of the iterative steps;
• C,C1,C2, ...- positive constants which arrive in estimates. They are independent of ε0 andm, maybe different
in different position of the text;
• εm = ε(1+ρ0)
m
0 , which measures the size of the perturbation in the m
th iteration, m= 1,2, ..., where ρ0 > 0 is
an absolute constant;
• em = 1−2+2−2+···+m−22(1−2+2−2+···) (so 0< em < 12 for all m);
• sm = s0(1− em) (so sm > 12 s0 for all m), which measure the width of the angle variable x in the mth iteration,
here s0 > 0 is an absolute constant;
• rm = r0(1− em) (so rm > 12 r0 for all m), which measure the radius of the action variable y as well as the
normal coordinate (z, z¯) in the mth iteration, r0 > 0 is an absolute constant;
• s jm = (1− j6 )sm+ j6 sm+1, ( j = 0,1, ...,6) which is a bridge between sm and sm+1;
• r jm = (1− j6 )rm+ j6 rm+1, ( j = 0,1, ...,6) which is a bridge between rm and rm+1;
• Km = 2s5m−s6m | logεm| which truncates a periodic function into essential part and unessential one in the term of
its Fourier coefficient;
• C(m),C1(m), ... functions of m and of the formC1mC2 orC12Cm;
• Dp(sm,rm) = {(x,y,z, z¯)∈P p : |ℑx|< sm, |y|< r2m, ||z||p < rm, ||z¯||p < rm}, which denotes a complexificated
neighborhood of the torus
T0 := T
N×{0}×{0}×{0}⊂P p.
Obviously,
Dp(s0,r0)⊃ D(s1,r1)⊃ ·· · ⊃ Dp(sm,rm)⊃ ·· · ⊃ Dp( s0
2
,
r0
2
);
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• TNsm = {x ∈ Cn/(2piZ)n : |ℑx| ≤ sm}, which is a complixificated neighborhood of TN with strip width sm.
Obviously,
TNs0 ⊃ TNs1 ⊃ ·· · ⊃ TNsm ⊃ ·· · ⊃ TNs0/2.
The proof of Theorem 1.1 will be completed by m→+∞ in the following lemma:
Lemma 4.1. Let ω0,λ j’s and B
0 obey the assumptions A, B and E in Theorem 1.1, respectively. Suppose that we
have had m+ 1 Hamiltonian functions
H(l) = H
(l)
0 +R
(l)+P(l), l = 0,1, · · · ,m, (4.1)
where
H
(l)
0 = (ω
(l)(ξ ),y)+ ∑
j∈Zd
λ j(ξ )z j z¯ j+ 〈B(l)zz¯(ξ )z, z¯〉. (4.2)
And suppose that there are m+ 1 closed parameters sets
RN ⊃ O0 ⊃ O1 ⊃ ·· · ⊃ Om (4.3)
and m+ 1 domains
Dp(s0,r0)⊃ ·· · ⊃ Dp(sl ,rl)⊃ ·· ·Dp(sm,rm)⊃ Dp(s0/2,r0/2) (4.4)
such that
(1)l
ω(l) = ω0+
l
∑
j=1
ω( j), l = 1,2, · · · ,m, ω(0) = ω0, (4.5)
where the function ω( j) = ω( j)(ξ ) : O j →RN is smooth, and
sup
ξ∈O j
|ω( j)| ≤C( j− 1)ε j−1, sup
ξ∈O j
|∂ξ ω( j)| ≤C( j− 1)ε j−1, j = 1, · · · , l; (4.6)
(2)l
B(l)zz¯ =
l
∑
j=0
Bzz¯( j), j = 1, · · · , l, Bzz¯(0) = B0, (4.7)
where the operator-value functions ⌊Bzz¯( j)⌉= ⌊Bzz¯( j)(ξ )⌉ : O j →L (hp,hq) is smooth in ξ ∈O j with
sup
ξ∈O j
||⌊Bzz¯( j)(ξ )⌉||hp→hq ≤C( j− 1)ε j−1, j = 1, ..., l, (4.8)
sup
ξ∈O j
||⌊∂ξ (Bzz¯( j)(ξ ))⌉||hp→hq ≤C( j− 1)ε j−1, j = 1, ..., l; (4.9)
(3)l For l= 0,1, ...,m, the vector fields XR(l) : Dp(sl ,rl)×Ol ⊂P p×Ol →Pq are analytic in (x,y,z, z¯)∈Dp(sl ,rl)
for fixed ξ ∈ Ol and smooth in Ol for fixed (x,y,z, z¯) ∈ Dp(sl ,rl), and
|⌊XR(l)⌉|q,Dp(sl ,rl)×Ol ≤C(l)εl , |⌊∂ξ XR(l)⌉|q,Dp(sl ,rl )×Ol ≤C(l)εl ; (4.10)
(4)l For l = 0,1, ...,m, the vector fields XP(l) : Dp(sl ,rl)×Ol ⊂P p×Ol →Pq analytic in (x,y,z, z¯) ∈ Dp(sl ,rl)
for fixed ξ ∈ Ol and smooth in Ol for fixed (x,y,z, z¯) ∈ Dp(sl ,rl), and
P(l) = O(|y|2+ |y|||z||p+ ||z||3p) (4.11)
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and
|⌊X
P(l)
⌉|q,Dp(sl ,rl)×Ol ≤C, |⌊∂ξ XP(l)⌉|q,Dp(sl ,rl)×Ol ≤C; (4.12)
(5)l The Hamiltonian functions H
(l)
0 and R
(l) and P(l) are real when (x,y) are real and z¯ is the complex conjugate
of z, for (x,y,z, z¯;ξ ) ∈ Dp(sl ,rl)×Ol.
Then there exists a subset Om+1 ⊂ Om with
Meas Om+1 = (Meas Om)(1−O(K−Cm )) (4.13)
and a symplectic transformation
Ψm : Dp(sm+1,rm+1)×Om+1→ Dp(sm,rm)×Om (4.14)
such that
Hm+1 := Hm ◦Ψ = N(m+1)+R(m+1)+P(m+1) (4.15)
satisfies the above conditions (1)l–(5)l with l = m+ 1.
5 Derivation of homological equations
Step 1: Splitting the perturbation.
In the iterative lemma, the step number l = 0,1, · · · ,m. Consider the perturbation R(l) with l =m. Decompose
R(m) into
R(m) = R(2m)+R(3m)
with
R(2m) = Rx(x,ξ )+ (Ry(x,ξ ),y) (5.1)
+〈Rz(x,ξ ),z〉+ 〈Rz¯(x,ξ ), z¯〉 (5.2)
+〈Rzz(x,ξ )z,z〉+ 〈Rzz¯(x,ξ )z, z¯〉+ 〈Rz¯z¯(x,ξ )z¯, z¯〉 (5.3)
and
R(3m) = R(m)−R(2m) = O(|y|2+ |y|||z||p+ ||z||3p),
where we can assume R̂x(0,ξ ), the 0-Fourier coefficient of Rx(x,ξ ), vanishes, since it does not affect the dynamics.
Lemma 5.1. Let u,v ∈ {z, z¯}. The terms Rx(x,ξ ), Ry(x,ξ ), Ru(x,ξ ) and Ruv(x,ξ ) are analytic in x ∈ TNsm for fixed
ξ and smooth in ξ ∈ Om for fixed x, and obey the following estimates
(i)
|⌊Rx⌉|sm,Om ≤C(m)εm, |⌊∂ξRx⌉|sm,Om ≤C(m)εm, (5.4)
|⌊Ry⌉|sm,Om ≤C(m)εm, |⌊∂ξRy⌉|sm,Om ≤C(m)εm, (5.5)
(ii)
||⌊Ru⌉||q,sm,Om ≤C(m)εm, ||⌊∂ξRu⌉||q,sm,Om ≤C(m)εm, u ∈ {z, z¯}, (5.6)
(iii) for u,v ∈ {z, z¯},
sup
TNsm×Om
||⌊Ruv(x,ξ )⌉||hp→hq ≤C(m)εm, sup
TNsm×Om
||⌊∂ξ Ruv(x,ξ )⌉||hp→hq ≤C(m)εm. (5.7)
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(iv) The perturbation R(3m) is analytic in (x,y,z, z¯) ∈ Dp(sm,rm) for fixed ξ and smooth in ξ ∈ Om for fixed
(x,y,z, z¯) ∈ Dp(sm,rm), and real when x and y are real and z¯ is the complex conjugate of z, and obeys the
following estimates
|⌊X
R(3m)
⌉|q,Dp(sm,rm)×Om ≤C(m), |⌊∂ξXR(3m)⌉|q,Dp(sm,rm)×Om ≤C(m). (5.8)
Proof. The proofs for (5.4), (5.5) and (5.6) and (5.8) are trivial or simpler than that of (5.7). We give only the proof
for the first inequality in (5.7) with u= z,v= z¯. Note that
⌊Rzz¯(x,ξ )⌉=
(
∂z⌊∂z¯R(m)⌉
)∣∣∣
z=z¯=0
, (5.9)
where ⌊∂z¯R(m)⌉ is one entry of the modulus ⌊XR(m)⌉. By Cauchy’s estimate,
sup
TNsm×Om
||⌊Rzz¯(x,ξ )⌉||hp→hq ≤
1
rm
|⌊X
R(m)
⌉|q,Dp(sm,rm)×Om ≤
1
rm
εm ≤ 4
r0
εm ≤C(m)εm, (5.10)
where (4.10) is used in the second inequality.
Step 2. New form of Hamiltonian H(m). Let
ω−m := R̂y(0,ξ ). (5.11)
By (5.5),
sup
ξ∈Om
|ω−m (ξ )| ≤C(m)εm, sup
ξ∈Om
|∂ξ ω−m (ξ )| ≤C(m)εm. (5.12)
Let
ω˜(m+1) = ω(m)+ω−m , (5.13)
B˜(m+1) = B(m)+ R̂zz¯(0,ξ ). (5.14)
And set
H˜
(m+1)
0 = (ω˜
(m+1),y)+ 〈Λz, z¯〉+ 〈B˜(m+1)(ξ )z, z¯〉, (5.15)
Ry∗(x,ξ ) = R
y(x,ξ )− R̂y(0,ξ ), (5.16)
Rzz¯∗ (x,ξ ) = R
zz¯(x,ξ )− R̂zz¯(0,ξ ) (5.17)
and
R
(2m)
∗ = Rx(x,ξ )+ (Ry∗(x,ξ ),y) (5.18)
+〈Rz(x,ξ ),z〉+ 〈Rz¯(x,ξ ), z¯〉 (5.19)
+〈Rzz(x,ξ )z,z〉+ 〈Rzz¯∗ (x,ξ )z, z¯〉+ 〈Rz¯z¯(x,ξ )z¯, z¯〉, (5.20)
where R̂x(0,ξ ) = 0, R̂y∗(0,ξ ) = 0 and R̂zz¯∗ (0,ξ ) = 0.
Consequently, the Hamiltonian H(m) takes on a new form
H(m) = H˜
(m+1)
0 +R
(2m)
∗ +R(3m)+P(m). (5.21)
Step 3. Derivation of homological equations. Suppose the to-be-specified Hamiltonian F is of the same form as of
R
(2m)
∗ :
F = Fx(x,ξ )+ (Fy(x,ξ ),y) (5.22)
+〈Fz(x,ξ ),z〉+ 〈F z¯(x,ξ ), z¯〉 (5.23)
+〈Fzz(x,ξ )z,z〉+ 〈F zz¯(x,ξ )z, z¯〉+ 〈F z¯z¯(x,ξ )z¯, z¯〉 (5.24)
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with
F̂x(0,ξ ) = 0, F̂y(0,ξ ) = 0, F̂zz¯(0,ξ ) = 0
and it is expected that
F = O(εm).
Let
H(m+1) =H(m) ◦X tF |t=1, (5.25)
where X tF is the flow of Hamiltonian vector field XF with Hamiltonian F with the symplectic structure (1.2). By
Taylor’s formula,
Hm+1 = H(m)+ {H(m),F}+
∫ 1
0
∫ t
0
{{H(m),F},F} ◦X τFdτdt (5.26)
= H˜
(m+1)
0 +R
(2m)
∗ +R(3m)+P(m)+ {H˜(m+1)0 ,F}+ {R(2m)∗ ,F}
+{R(3m)+P(m),F}+
∫ 1
0
∫ t
0
{{H(m),F},F} ◦X τFdτdt,
where {·, ·} is the Poisson bracket with the symplectic structure (1.2), that is, for any two Hamiltonian functions f
and g of (x,y,z, z¯),
{ f ,g}= ∂x f ·∂yg− ∂yg ·∂x f + i〈∂z f ,∂z¯g〉− i〈∂z¯ f ,∂zg〉.
Set
H˜0 := H˜
(m+1)
0 , B= B˜
(m+1), ω = ω˜(m+1). (5.27)
By calculation,
{H˜0,F} = ∂xH˜0 ·∂yF− ∂yH˜0 ·∂xF− i〈∂z¯H˜0,∂zF〉+ i〈∂zH˜0,∂z¯F〉
= −ω ·∂xFx− (ω ·∂xFy,y)−〈ω ·∂xF z,z〉− 〈ω ·∂xF z¯, z¯〉
−〈ω ·∂xF zzz,z〉− 〈ω ·∂xF z¯z¯z¯, z¯〉− 〈ω ·∂xFzz¯z, z¯〉
+i
(〈(Λ+B)F z¯, z¯〉+ 〈(Λ+B)Fzz¯z, z¯〉+ 〈(Λ+B)F z¯z¯z¯, z¯〉+ 〈F z¯z¯(Λ+BT )z¯, z¯〉)
−i(〈(Λ+BT )F z,z〉+ 〈Fzz¯(Λ+B)z, z¯〉+ 〈(Λ+BT)F zzz,z〉+ 〈F zz(Λ+B)z,z〉) ,
(5.28)
where T denotes the transpose of matrix. By Taylor’s formula, decompose {R(3m)+P(m),F} into the lower order
terms R
(2m)
+ and the higher order terms R
(3m)
+ :
{R(3m)+P(m),F}= R(2m)+ +R(3m)+ , (5.29)
where
R
(2m)
+ = R
x
+(x,ξ )+ (R
y
+(x,ξ ),y)+ (5.30)
〈Rz+(x,ξ ),z〉+ 〈Rz¯+(x,ξ ), z¯〉+ (5.31)
〈Rzz+(x,ξ )z,z〉+ 〈Rz¯z¯+(x,ξ )z¯, z¯〉+ (5.32)
〈Rzz¯+(x,ξ )z, z¯〉, (5.33)
R
(3m)
+ = O(|y|2+ |y|||z||p+ ||z||3p). (5.34)
Noting that
P˜(m) := R(3m)+P(m) = O(|y|2+ |y|||z||p+ ||z||3p). (5.35)
By calculation, we have
Rx+(x,ξ )≡ 0, (5.36)
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R
y
+(x,ξ ) =− ∂y
(
∂yP˜
(m) ·∂xFx− i〈∂z¯P˜(m),F z〉+ i〈∂zP˜(m),F z¯〉
)∣∣∣
y=0,z=z¯=0
, (5.37)
Rz+(x,ξ ) =− ∂z
(
∂yP˜
(m),∂xF
x
)∣∣∣
y=0,z=z¯=0
, (5.38)
Rz¯+(x,ξ ) =− ∂z¯
(
∂yP˜
(m),∂xF
x
)∣∣∣
y=0,z=z¯=0
, (5.39)
Rzz+(x,ξ ) = ∂z∂z
(
∂yP˜
(m) ·∂x
(〈F z,z〉+ 〈F z¯, z¯〉)+ i〈∂zP˜(m),F z¯〉− i〈∂z¯P˜(m),F z〉)∣∣∣
y=0,z=z¯=0
, (5.40)
Rz¯z¯+(x,ξ ) = ∂z¯∂z¯
(
∂yP˜
(m) ·∂x
(〈F z,z〉+ 〈F z¯, z¯〉)+ i〈∂zP˜(m),F z¯〉− i〈∂z¯P˜(m),F z〉)∣∣∣
y=0,z=z¯=0
, (5.41)
Rzz¯+(x,ξ ) = ∂z∂z¯
(
∂yP˜
(m) ·∂x
(〈F z,z〉+ 〈F z¯, z¯〉)+ i〈∂zP˜(m),F z¯〉− i〈∂z¯P˜(m),F z〉)∣∣∣
y=0,z=z¯=0
. (5.42)
Let
R
(2m)
+,∗ := R
(2m)
+ − (R̂y+(0,ξ ),y)−〈R̂zz¯+(0,ξ )z, z¯〉. (5.43)
As a whole, the homological equation obeyed by F reads:
Γ
(
{H˜0,F}+R(2m)∗ +R(2m)+,∗
)
= 0. (5.44)
Let
B(m+1) := B˜(m+1)+ R̂zz¯+(0,ξ ) = B
(m)+ R̂zz¯(0,ξ )+ R̂zz¯+(0,ξ ), (5.45)
ω(m+1) := ω˜(m+1)+ R̂y+(0,ξ ) = ω
(m)+ R̂y(0,ξ )+ R̂y+(0,ξ ). (5.46)
In view of (5.27), (5.28) and (5.44), we get
H(m+1) = H
(m+1)
0 +R
(m+1)+P(m+1), (5.47)
where
H
(m+1)
0 = (ω
(m+1),y)+ ∑
j∈Zd
λ j z j z¯ j+ 〈B(m+1)z, z¯〉, (5.48)
R(m+1) = (1−Γ)
(
{H˜(m+1)0 ,F}+R(2m)∗ +R(2m)+,∗
)
(5.49)
+{R(2m)∗ ,F} (5.50)
+
∫ 1
0
∫ t
0
{{H(m),F},F} ◦X τF dτdt, (5.51)
P(m+1) = R(3m)+P(m)+R
(3m)
+ = O(|y|2+ |y|||z||p+ ||z||3p). (5.52)
Recall
ω = ω˜(m+1). (5.53)
Writing (5.44) explicitly, we have the following homological equations:
ω ·∂xFx = ΓRx, (5.54)
ω ·∂xFy = Γ(Ry− R̂y(0,ξ )+Ry+− R̂y+(0,ξ )), (5.55)
Γ(ω ·∂xFz+ i((Λ+BT )F z)) =−Γ(Rz+Rz+), (5.56)
Γ(ω ·∂xF z¯− i((Λ+B)F z¯)) =−Γ(Rz¯+Rz¯+), (5.57)
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Γ
(
ω ·∂xFzz+ i
(
(Λ+BT )F zz+Fzz(Λ+B)
))
=−Γ(Rzz+Rzz+), (5.58)
Γ
(
ω ·∂xF z¯z¯− i
(
(Λ+B)F z¯z¯+F z¯z¯(Λ+BT )
))
= Γ(Rz¯z¯+Rz¯z¯+), (5.59)
Γ
(
ω ·∂xF zz¯− i
(
(Λ+B)Fzz¯−Fzz¯(Λ+B)))= Γ(Rzz¯+Rzz¯+)− R̂zz¯(0,ξ )− R̂zz¯+(0,ξ ), (5.60)
where ΓFx = Fx, ΓFy = Fy, ΓF z = Fz, ΓF z¯ = F z¯, ΓF zz = F zz, ΓF z¯z¯ = F z¯z¯, ΓF zz = F zz and F̂ zz¯(0,ξ ) = 0.
Finally, we point out that B is self-adjoint in ℓ2. By Assumption D, 〈Bz, z¯〉 is real when z¯ is regarded as the
complex conjugate of z. Thus,
〈Bz, z¯〉= 〈Bz, z¯〉= 〈B¯z¯,z〉 = 〈z¯, B¯T z〉= 〈B¯T z, z¯〉,
where the bar is the complex conjugate. It follows that B is self-adjoint in ℓ2(Z
d), that is, BT = B¯.
6 Solutions to the homological equations
We will solve those homological equations (5.54)-(5.60) in the following order:
(5.54)⇒ (5.56) and (5.57)⇒ (5.55)⇒ (5.58) and (5.59) and (5.60).
Recall
ω = ω˜(m+1) = ω(m)+ R̂y(0,ξ ), (6.1)
by (5.27) and (5.13) and (5.11). In view of (5.5) and (4.5) and (4.6),
∂ξ ω = ∂ξ ω
0+O(ε0).
Using Assumption A, the map ω : Om → ω(Om) is a diffeomorphism between Om and its image ω(Om) and∣∣∣∣det ∂ω∂ξ
∣∣∣∣≥ c1/2> 0.
Therefore, we assume ω(ξ )≡ ξ without loss of generality. In this section , we always let K = Km.
Lemma 6.1. (Solutions to (5.54)) There a subset O1m ⊂ Om with
Meas O1m = (Meas Om)(1−O(K−C)),
such that for any ξ ∈O1m, Eq. (5.54) has a unique solution Fx(x) : TNs1m ×O1m →C
N which is analytic in x ∈ TN
s1m
and smooth in ξ ∈ O1m and obeys
|⌊Fx⌉|s1m,O1m ≤C(m)εm, |⌊∂ξF
x⌉|s1m,O1m ≤C(m)εm. (6.2)
Proof. Note (5.4). The proof is finished by a standard argument in KAM theory. We omit it here.
Lemma 6.2. (Solutions to (5.56) and (5.57)) Let u= z or u= z¯. There a subset O2m ⊂ Om with
Meas O2m = (Meas Om)(1−O(K−C))
such that for any ξ ∈ O2m, each equation of (5.56) and (5.57) has a unique solution Fu(x) = F u1 (ξ )+F u2 (x,ξ ),
where F u1 (ξ ) : O2m → hp is smooth in ξ ∈ O2m and obeys
sup
ξ∈O2m
||⌊F u1 (ξ )⌉||p ≤ KCεm, sup
ξ∈O2m
||⌊∂ξ F u1 ⌉||p ≤ KCεm (6.3)
and where F u2 : T
N
s2m
×O2m → hq which is analytic in x ∈ TNs2m and smooth in ξ ∈ O2m and obeys
||⌊F u2 ⌉||q,s2m,O2m ≤ K
Cεm, ||⌊∂ξ F u2 ⌉||q,s2m,O2m ≤ K
Cεm. (6.4)
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Proof. We point out that for any vector function f (x,ξ ), || f ||q,s,O = ||⌊ f ⌉||q,s,O . Recall that P˜(m) = R(3m)+P(m).
By (5.8) and (4.12) with l = m,
|⌊X
P˜(m)
⌉|q,Dp(sm,rm)×Om ≤C(m), |⌊∂ξXP˜(m)⌉|q,Dp(sm,rm)×Om ≤C(m). (6.5)
Applying (6.2) and (6.5) to (5.38) and (5.39), we get
||⌊Ru+⌉||q,s1m,O1m ≤C(m)εm, ||⌊∂ξ R
u
+⌉||q,s1m,O1m ≤C(m)εm. (6.6)
Set Ru = Ru+Ru+. By (6.6) and (5.6),
||⌊Ru⌉||q,s1m,O1m ≤C(m)εm, ||⌊∂ξ R
u⌉||q,s1m,O1m ≤C(m)εm. (6.7)
Decompose Fu = F u1 (ξ )+F
u
2 (x,ξ ) with
F
u
1 (ξ ) = F̂
u(0,ξ ), F u2 (x,ξ ) = ∑
0<|k|≤K
F̂u(k)ei〈k,x〉,
and decompose Ru = Ru1(ξ )+R
u
2(x,ξ ) in the same way as done in F
u. When k = 0, by (5.56) and (5.57),
F̂u(0,ξ ) = i(Λ+B)−1(R̂u(0,ξ ))
= i(1+Λ−1B)−1(Λ−1R̂u(0,ξ )).
Note ||Λ−1B||hp→hp = ||B||hp→hq ≤ ε0 and
||Λ−1R̂u(0,ξ )||p ≤ ||⌊Ru⌉||q,s1m,O1m ≤C(m)εm,
||Λ−1∂ξ R̂u(0,ξ )||p ≤ ||⌊∂ξ Ru⌉||q,s1m,O1m ≤C(m)εm.
So
||F̂u(0,ξ )||p ≤ ||(1+Λ−1B)−1||hp→hp ||Λ−1R̂u(0,ξ )||p ≤C(m)εm, ||∂ξ F̂u(0,ξ )||p ≤C(m)εm. (6.8)
Considering the decompositions Fu = F u1 +F
u
2 and R = R
u
1 +R
u
2 , we see that F2 obeys
Γ(ω ·∂xF u2 ± i((Λ+B)F u2 ) = ΓRu2 , (6.9)
where
R
u
2 = R
u(x,ξ )+Ru+(x,ξ )− R̂u(0)− R̂u+(0),
∫
TN
R
u
2(x,ξ )dx= 0.
By Lemma 2.1, one gets that there exists a subset O2m ⊂ Om with
measure O2m = (measure Om)(1−K−Cm )
such that
||⌊F u2 ⌉||q,s2m,O2m ≤ KC||⌊Ru2⌉||q,sm,O1m ≤ KCεm,
||⌊∂ξ F u2 ⌉||q,s2m,O2m ≤ KC(||⌊Ru2⌉||q,s2m,O1m + ||⌊∂ξRu2⌉||q,s2m,O1m)≤ KCεm.
(6.10)
This completes the proof of this lemma.
Remark 10. Although ||F̂u(0,ξ )||p is small, the norm ||F̂u(0,ξ )||q may be infinite, which is precarious. Fortu-
nately the vector Fˆu(0,ξ ) is independent of variables (x,y,z, z¯), and ||F̂u(k,ξ )||q is small for k 6= 0. By (6.3) and
(6.4), we have ||⌊Fu⌉||p,s2m,O2m ≤ Kcεm, ||⌊∂ξFu⌉||p,s2m,O2m ≤ Kcεm.
38
Lemma 6.3. (Solution to (5.55)) There a subset O3m ⊂ Om with
Meas O3m = (Meas Om)(1−O(K−C))
such that for any ξ ∈ O3m, the equation (5.55) has a unique solution Fy(x,ξ ) : TNs3m ×O3m → C
N is smooth in
ξ ∈ O3m and obeys
|Fy(x,ξ )|s3m,O3m ≤ K
Cεm, |∂ξFy(x,ξ )|s3m,O3m ≤ K
Cεm. (6.11)
Proof. Applying (6.2),(6.3),(6.4),(6.5) to (5.37), one gets
|⌊Ry+⌉|s2m,O2m ≤C(|⌊∂xFx⌉|s2m,O2m + ||⌊Fz⌉||p,s2m,O2m + ||⌊F z¯⌉||p,s2m,O2m)≤ KCεm,
|⌊∂ξRy+⌉|s2m,O2m ≤C(∑1t=0 |⌊∂ tξ ∂xFx⌉|s2m,O2m + ||⌊∂ tξF z⌉||s2m,O2m + ||⌊∂ tξF z¯⌉||s2m,O2m)≤ KCεm.
(6.12)
By (6.12) and (5.5), the proof is completed by standard KAM procedure. We omit it.
Lemma 6.4. (Solutions to (5.58) and (5.59) and (5.60)) Let u,v ∈ {z, z¯}. There a subset O4m ⊂ Om with
Meas O4m = (Meas Om)(1−O(K−C))
such that for any ξ ∈ O4m, each of equations (5.58) and (5.59) and (5.60) has a unique solution
⌊Fuv(x,ξ )⌉ : TN
s4m
×O4m→L (hp,hq)
is smooth in ξ ∈ O4m and analytic in x ∈ TNs4m and obeys
supTN
s4m
×O4m ||⌊Fuv(x,ξ )− F̂uv(0,ξ )⌉||hp→hq ≤ KCεm,
supTN
s4m
×O4m ||⌊∂ξ
(
Fuv(x,ξ )− F̂uv(0,ξ )
)
⌉||hp→hq ≤ KCεm
(6.13)
and
sup
O4m
||⌊F̂uv(0,ξ )⌉||h p˜→h p˜ ≤ KCεm, sup
O4m
||⌊∂ξ F̂uv(0,ξ )⌉||h p˜→h p˜ ≤ KCεm, p˜ ∈ {p,q}. (6.14)
Proof. We firstly give the estimates of Ruv+ with u,v∈ {z, z¯} which are defined in (5.40), (5.41) and (5.42). Without
loss of generality, we only give the estimate of Rzz+ defined in (5.40). According to the decomposition in Lemma
6.2, write Fu = F u1 (ξ )+F
u
2 (x,ξ ) where u ∈ {z, z¯}. A key observation is
∂xF
u
1 (ξ )≡ 0.
Thus
∂yP˜
(m) ·∂x
(
∂z(〈F z,z〉+ 〈F z¯, z¯〉)
)
= ∂yP˜
(m) ·∂xF z2 . (6.15)
By (6.4) and (6.5),
∂yP˜
(m) ·∂xF z2 : Dp(s2m,r2m)×O2m → hq
with
sup
Dp(s2m,r
2
m)×O2m
||⌊∂yP˜(m) ·∂xF z2⌉||hq ≤C(m)εm, sup
Dp(s2m,r
2
m)×O2m
||⌊∂ξ (∂yP˜(m) ·∂xF z2)⌉||hq ≤C(m)εm. (6.16)
Set
A1 = ∂z
(
∂yP˜
(m) ·∂xF z2
)∣∣
y=0,z=z¯=0.
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By the Cauchy estimate and using (6.16),
sup
TN
s4m
×O2m
||⌊A1⌉||hp→hq ≤C(m)εm, sup
TN
s4m
×O2m
||⌊∂ξA1⌉||hp→hq ≤C(m)εm. (6.17)
By (6.5) and using the Cauchy estimate, we have that ∂ 2z P˜
(m) : hp → hq with
sup
Dp(sm,rm)×Om
||⌊∂ 2z P˜(m)⌉||hp→hq ≤C
1
rm− r2m
||⌊XP˜(m)⌉||hp→hq ≤C(m). (6.18)
Using (6.3) and (6.4),
||⌊Fu⌉||p,s2m,O2m ≤ K
Cεm, ||⌊∂ξ Fu⌉||
p,s2m,O2m
≤ KCεm, u ∈ {z, z¯}, (6.19)
where we have usedC(m)KC ≤ KC by enlarging the last C. Combining the last two inequalities, we have
||⌊
(
∂ 2z P˜
(m)
)
Fu⌉||q,s2m,O2m ≤ K
Cεm, ||⌊∂ξ
(
∂ 2z P˜
(m)
)
Fu⌉||q,s2m,O2m ≤ K
Cεm. (6.20)
Let
A2 :=−∂z∂z
(
〈∂zP˜(m),F z¯〉+ 〈∂z¯P˜(m),F z〉
)∣∣
y=0,z=z¯=0.
By Cauchy inequality and using (6.20),
sup
TN
s4m
×O2m
||⌊A2⌉||hp→hq ≤C(m)KCεm ≤ KC εm, sup
TN
s4m
×O2m
||⌊∂ξA2⌉||hp→hq ≤≤C(m)KCεm ≤ KCεm (6.21)
where the last constantC in each inequality is enlarged. By (5.40) , we have Rzz+ = A1+A2. It follows from (6.21)
and (6.17) that
sup
TN
s4m
×O2m
||⌊Rzz+⌉||hp→hq ≤ KCεm, sup
TN
s4m
×O2m
||⌊∂ξRzz+⌉||hp→hq ≤ KCεm, (6.22)
where C is enlarged again. Similarly, the last inequality holds true for Rzz¯ and Rz¯z¯, too. Noting (5.7), (6.22) and
using Lemma 3.1, we finish the proof of this lemma.
7 Estimates for new perturbation
Note Dp(s
i
m,r
i
m) ⊂ Dp(sm+1,rm+1) for i = 1,2,3,4. Let Om+1 = O ∩O1m ∩O2m ∩O3m ∩O4m. By Lemmas 6.1,
6.2, 6.3 and 6.4,
Meas Om+1 = (Meas Om)(1−O(K−Cm )).
Recall that F is defined in (5.22),(5.23) and (5.24). The Hamiltonian vector field XF reads
(∂yF(w),−∂xF(w), i∂z¯F(w),−i∂zF(w)) ,
where (w,ξ ) = (x,y,z, z¯;ξ )∈Dp(sm+1,rm+1)×Om+1. Note that the tangent space TwP p =P p and TwPq =Pq.
Denote by V p˜ all functions which map
Dp(sm+1,rm+1)×Om+1→ TwP p˜, p˜ ∈ {p,q}.
Recall (1.14),
|XF|q,Dp(s,r)×O =
√
|∂yXF |2p,s,r,O + |∂xXF |2p,s,r,O + ||∂z¯XF ||2p,q,s,r,O + ||∂zXF ||2p,q,s,r,O ,
where s= sm+1,r = rm+1 and O = Om+1. Since sm+1,rm+1,Om+1 and the domain Dp(sm+1,rm+1) are fixed in this
section, we write | · |q,Dp(s,r)×O as | · |q. Similarly, we write | · |p := | · |p,Dp(s,r)×O . We will denote by || · || p˜,q˜ the
operator norm from V p˜ to V q˜ where p˜, q˜ ∈ {p,q}.
40
Lemma 7.1. For (w,ξ ) = (x,y,z, z¯;ξ ) ∈ Dp(sm+1,rm+1)×Om+1, we have
||⌊DXF(w,ξ )⌉||q,q ≤ (N+ 1)||D⌊XF(w(θ(t)),ξ )⌉||q,q
and
||⌊DXF(w,ξ )⌉||p,p ≤ (N+ 1)||D⌊XF(w(θ(t)),ξ )⌉||p,p.
Proof. Note
DXF(w,ξ ) = (∂xXF ,∂yXF ,∂zXF ,∂z¯XF) =

∂x∂yF ∂y∂yF ∂z∂yF −∂z¯∂yF
−∂x∂xF −∂y∂xF −∂z∂xF ∂z¯∂xF
i∂x∂z¯F i∂y∂z¯F i∂z∂z¯F i∂z¯∂z¯F
−i∂x∂zF −i∂y∂zF −i∂z∂zF −i∂z∂z¯F
 , (7.1)
and
D⌊XF(w,ξ )⌉ = (∂x ⌊XF⌉,∂y ⌊XF⌉,∂z ⌊XF⌉,∂z¯ ⌊XF⌉)
=

∂x⌊∂yF⌉ ∂y⌊∂yF⌉ ∂z⌊∂yF⌉ ∂z¯⌊∂yF⌉
∂x⌊∂xF⌉ ∂y⌊∂xF⌉ ∂z⌊∂xF⌉ ∂z¯⌊∂xF⌉
i∂x⌊∂z¯F⌉ i∂y⌊∂z¯F⌉ i∂z⌊∂z¯F⌉ i∂z¯⌊∂z¯F⌉
−i∂x⌊∂zF⌉ −i∂y⌊∂zF⌉ −i∂z⌊∂zF⌉ −i∂z⌊∂z¯F⌉

=

1 0 0 0
0 1 0 0
0 i 0
0 0 0 −i


∂x⌊∂yF⌉ ∂y⌊∂yF⌉ ∂z⌊∂yF⌉ ∂z¯⌊∂yF⌉
∂x⌊∂xF⌉ ∂y⌊∂xF⌉ ∂z⌊∂xF⌉ ∂z¯⌊∂xF⌉
∂x⌊∂z¯F⌉ ∂y⌊∂z¯F⌉ ∂z⌊∂z¯F⌉ ∂z¯⌊∂z¯F⌉
∂x⌊∂zF⌉ ∂y⌊∂zF⌉ ∂z⌊∂zF⌉ ∂z⌊∂z¯F⌉

:= Ξ0 Θ.
Note that Ξ0 is a unitary operator from V
q to V q. Thus
||D⌊XF(w,ξ )⌉||q,q = ||Θ||q,q.
If we write
XF = ∑
k,α ,β ,γ
Ckα β γ e
i(k,x) yγ zα z¯β ,
we find that the indices α, β , γ of z, z¯, y are non-negative integer vector, except for the index k of x. So we have
⌊DXF(w,ξ )⌉=

⌊∂x⌊∂yF⌉⌉ ∂y⌊∂yF⌉ ∂z⌊∂yF⌉ ∂z¯⌊∂yF⌉
⌊∂x⌊∂xF⌉⌉ ∂y⌊∂xF⌉ ∂z⌊∂xF⌉ ∂z¯⌊∂xF⌉
⌊∂x⌊∂z¯F⌉⌉ ∂y⌊∂z¯F⌉ ∂z⌊∂z¯F⌉ ∂z¯⌊∂z¯F⌉
⌊∂x⌊∂zF⌉⌉ ∂y⌊∂zF⌉ ∂z⌊∂zF⌉ ∂z¯⌊∂zF⌉
 .
We see that all entries ofD⌊XF(w,ξ )⌉ and ⌊DXF(w,ξ )⌉ are the same except those entries in the first columns of them.
Thus we partition ⌊DXF(w,ξ )⌉ :=̥1+̥2, where
̥1 =

⌊∂x⌊∂yF⌉⌉ 0 0 0
⌊∂x⌊∂xF⌉⌉ 0 0 0
⌊∂x⌊∂z¯F⌉⌉ 0 0 0
⌊∂x⌊∂zF⌉⌉ 0 0 0
= N∑
j=1
⊕

⌊∂x j⌊∂yF⌉⌉ 0 0 0
⌊∂x j⌊∂xF⌉⌉ 0 0 0
⌊∂x j⌊∂z¯F⌉⌉ 0 0 0
⌊∂x j⌊∂zF⌉⌉ 0 0 0
 := N∑
j=1
⊕̥1 j,
and
̥2 =

0 ∂y⌊∂yF⌉ ∂z⌊∂yF⌉ ∂z¯⌊∂yF⌉
0 ∂y⌊∂xF⌉ ∂z⌊∂xF⌉ ∂z¯⌊∂xF⌉
0 ∂y⌊∂z¯F⌉ ∂z⌊∂z¯F⌉ ∂z¯⌊∂z¯F⌉
0 ∂y⌊∂zF⌉ ∂z⌊∂zF⌉ ∂z¯⌊∂zF⌉
 .
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We see that
Θ = ˜̥ 1+̥2,
where
˜̥ 1 =

∂x⌊∂yF⌉ 0 0 0
∂x⌊∂xF⌉ 0 0 0
∂x⌊∂z¯F⌉ 0 0 0
∂x⌊∂zF⌉ 0 0 0
= N∑
j=1
⊕

∂x j⌊∂yF⌉ 0 0 0
∂x j⌊∂xF⌉ 0 0 0
∂x j⌊∂z¯F⌉ 0 0 0
∂x j⌊∂zF⌉ 0 0 0
 := N∑
j=1
⊕ ˜̥ 1 j.
By Lemma 12.1, we have
||̥2||q,q ≤ ||Θ||q,q.
In order to compute ||̥1||q,q, we write
∂uF = ∑
k
ei(k,x) ∑
α β ,γ
Ck,α ,β ,γ;u y
γ zα z¯β , u ∈ {x,y,z, z¯}.
Then
∂x j ⌊∂uF⌉= ∑
k
(ik j)e
i(k,x) ∑
α β ,γ
∣∣Ck,α ,β ,γ;u∣∣ yγ zα z¯β := ∑
k
(ik j)e
i(k,x) ∑
α β ,γ
gku, u ∈ {x,y,z, z¯}
and
⌊∂x j ⌊∂uF⌉⌉= ∑
k
|k j|ei(k,x) ∑
α β ,γ
∣∣Ck,α ,β ,γ;u∣∣ yγ zα z¯β = ∑
k
|k|ei(k,x)gku.
It follows that
˜̥ 1 j = ∑
k
(ik j)e
i(k,x)

gky 0 0 0
gkx 0 0 0
gkz¯ 0 0 0
gkz 0 0 0
 , ̥1 j = ∑
k
|k j|ei(k,x)

gky 0 0 0
gkx 0 0 0
gkz¯ 0 0 0
gkz 0 0 0
 .
Let g1 j = (g
y
1 j, g
x
1 j g
z¯
1 j, g
z
1 j)
T (g˜1 j, respectively) be the first column of the operator ̥1 j ( ˜̥ 1 j , respectively). Note
that all columns of ̥1 j ( ˜̥ 1 j , respectively) are zero vectors except g1 j (g˜1 j, respectively). Thus
|| ˜̥ 1 j||q,q = |g˜1 j|q, ||̥1 j||q,q = |g1 j|q.
By the definition of | · |q,
|g1g|2q = |gy1 j|2p,s,r,O + |gx1 j|2p,s,r,O + ||gz¯1 j||2p,q,s,r,O + ||gz1 j||2p,q,s,r,O
= supξ∈O,|y|≤r2,||z||p≤r,||z¯||p≤r ∑k |k j|2
(|gky|2+ |gkx|2+ ||gkz¯||2q+ ||gkz||2q)
= |g˜1g|2q.
It follows
||̥1 j||q,q = || ˜̥ 1 j||q,q.
Note that ˜̥ 1 j is a column of Θ. By Lemma 12.1, we have
||̥1 j||q,q = || ˜̥ 1 j||q,q ≤ ||Θ||q,q.
Consequently,
||⌊DXF(w,ξ )⌉||q,q ≤ (N+ 1)||D⌊XF(w,ξ )⌉||q,q.
In the proof above, by change q by p we have
||⌊DXF(w,ξ )⌉||p,p ≤ (N+ 1)||D⌊XF(w,ξ )⌉||p,p.
This completes the proof.
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Lemma 7.2. For (w,ξ ) = (x,y,z, z¯;ξ ) ∈ Dp(sm+1,rm+1)×Om+1,
||⌊DXF(w,ξ )⌉||p,p ≤ KCmεm, ||⌊DXF(w,ξ )⌉||q,q ≤ KCmεm (7.2)
and
||⌊∂ξ DXF(w,ξ )⌉||p,p ≤ KCmεm, ||⌊∂ξ DXF(w,ξ )⌉||q,q ≤ KCmεm. (7.3)
Proof. Let
f u = 〈Fz(x,ξ ),z〉+ 〈F z¯(x,ξ ), z¯〉,
f u0 := 〈F̂ z(0),z〉+ 〈F̂ z¯(0), z¯〉
and
f˜ u := 〈F z(x,ξ ),z〉+ 〈F z¯(x,ξ ), z¯〉− f u0 = f u− f u0 .
By Lemma 6.2 (i.e., (6.4)),
||⌊X f˜ u⌉||p,q,s2m,r2m,O2m ≤ K
C
m εm. (7.4)
Note s4m− sm+1 > 1Cm2 , r4m− rm+1 > 1Cm2 . By the Cauchy’s estimate,
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f˜ u⌉||p,q ≤ KCm εm. (7.5)
Another important observation is
DX f u0 ≡ 0.
So
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f u⌉||p,q ≤ KCmεm. (7.6)
Note hq ⊂ hp. By (7.6), we have
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f u⌉||p,p ≤ KCmεm, sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f u⌉||q,q ≤ KCmεm. (7.7)
Let
f uu := 〈(F zz(x,ξ )− F̂zz(0,ξ ))z,z〉+ 〈Fzz¯(x,ξ )z, z¯〉+ 〈(F z¯z¯(x,ξ )− F̂ z¯z¯(0,ξ ))z¯, z¯〉.
Note F̂ zz¯(0,ξ ) = 0. By (6.13) in Lemma 6.4 and Cauchy’s inequality,
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f uu⌉||p,q ≤ KCmεm.
Thus
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f uu⌉||p,p ≤ KCmεm, sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f uu⌉||q,q ≤ KCmεm. (7.8)
Let
f uu(0) := 〈F̂ zz(0,ξ )z,z〉+ 〈F̂ z¯z¯(0,ξ )z¯, z¯〉.
Then
DX f uu(0) =

0 0 0 0
0 0 0 0
0 0 0 i F̂ z¯z¯(0,ξ )
0 0 −i F̂zz(0,ξ ) 0
 ,
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which is independent of (x,y,z, z¯). By (6.14) in Lemma 6.4, we have
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f uu(0)⌉||p,p ≤ KCmεm, sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f uu(0)⌉||q,q ≤ KCmεm. (7.9)
Let
f x,y := Fx(x,ξ )+ (Fy(x,ξ ),y).
By Lemmas 6.1, 6.3 and Cauchy’s inequality,
sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f x,y⌉||p,p ≤ KCmεm, sup
Dp(sm+1,rm+1)×Om+1
||D⌊X f x,y⌉||q,q ≤ KCmεm. (7.10)
Consequently,
sup
Dp(sm+1,rm+1)×Om+1
||D⌊XF⌉||p,p ≤ KCmεm, sup
Dp(sm+1,rm+1)×Om+1
||D⌊XF⌉||q,q ≤ KCmεm. (7.11)
We proves (7.2) by using Lemma 7.1. By applying the method as above to ∂ξXF , we can finish the proof of (7.3).
We omit the detail. This completes the proof of this lemma.
Let X t
F(w(t)) = w(t) be the flow of the Hamiltonian vector field XF . Then
w(t)−w(0) =
∫ t
0
X sF(w(s),ξ )d s.
Thus, for t ∈ [0,1],
|w(t)−w(0)|p ≤
∫ t
0 |XF(w(s),ξ )−XF(w(0),ξ )|p+
∫ t
0 |XF(w(0),ξ )|p d s
≤ Kmεm+
∫ t
0 ||DXF(w(θ(s)),ξ )||p,p|w(s)−w(0)|p d s,
(7.12)
where θ (s) ∈ [0,1] is a function of s, and D is the tangent map of XF .
By Lemma 7.2 and Gronwall’s inequality,
|w(t)−w(0)|p ≤ KCm εm exp
(∫ 1
0
||DXF(w(θ(s)),ξ )||p,pd s
)
≤ KCm εm, (7.13)
where (w(0),ξ ) ∈ Dp(sm+1,rm+1)×Om+1 and we have used that ||DXF(w(θ(s)),ξ )||p,p ≤ ||⌊DXF(w(θ(s)),ξ )⌉||p,p.
Note that rm+1 +K
C
mεm < rm, sm+1 +K
C
mεm < sm. The inequality (7.13) implies that there does exist the
solution w(t) for t ∈ [0,1] and that Ψm := w(1) obeys
|Ψm(w,ξ )−w|p ≤ KCmεm, (w,ξ ) ∈ Dp(sm+1,rm+1)×Om+1
and
Ψm : Dp(sm+1,rm+1)×Om+1→ Dp(sm,rm)×Om.
This actually proves (4.14).
We are now in position to estimate (5.50). Recall that R
(2m)
∗ is defined in (5.18), (5.19) and (5.20). By
Lemma 5.1,
|⌊X
R
(2m)
∗
⌉|q,Dp(sm,rm) ≤C(m)εm, |⌊∂ξ XR(2m)∗ |q,Dp(sm,rm) ≤C(m)εm. (7.14)
Combining Lemma 7.2 and (7.14), we have
|⌊X{R(2m)∗ ,F}⌉|q,Dp(sm+1,rm+1) ≤ ||⌊D XR(2m)∗ ⌉||p,q|XF|p+ ||⌊DXF⌉||q,q|⌊XR(2m)∗ ⌉|q
≤ 2εmKCmεm ≤ εm+1
(7.15)
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and
|⌊∂ξ X{R(2m)∗ ,F}|q,Dp(sm+1,rm+1)
≤ sup(||⌊∂ξ D XR(2m)∗ ⌉||p,q)|⌊XF⌉|p+ sup(||⌊D XR(2m)∗ ⌉||p,q)|⌊XF⌉|p (7.16)
+sup(||⌊∂ξ D XF⌉||q,q)|⌊XR(2m)∗ ⌉|q+ sup(||⌊D XF⌉||q,q)|⌊∂ξ XR(2m)∗ ⌉|q
≤ 4εmKCmεm ≤ εm+1,
where the “sup” runs over Dp(sm+1,rm+1)×Om+1.
Recalling λ j ≈ | j|−κ and Assumption E and using (4.7)-(4.12), we have
|⌊X
H(m)
⌉|q,Dp(sm,rm) ≤C(m), |⌊∂ξ XH(m)⌉|q,Dp(sm,rm) ≤C(m). (7.17)
Combining Lemma 7.2 and (7.17), we have
|⌊X{H(m),F}⌉|q,Dp(s5m,r5m) ≤ sup ||⌊D XH(m)⌉||p,q|XF|p+ ||⌊DXF⌉||q,q|⌊XH(m)⌉|q
≤C(m)KCm εm
(7.18)
and
|⌊∂ξ X{H(m),F}⌉|q,Dp(s5m,r5m)
≤ sup(||⌊∂ξ D XH(m)⌉||p,q)|⌊XF⌉|p+ sup(||⌊D XH(m)⌉||p,q)|∂ξ XF|p
+sup(||⌊∂ξ D XF⌉||q,q)|⌊XH(m)⌉|q+ sup(||⌊D XF⌉||q,q)|⌊∂ξ XH(m)⌉|q (7.19)
≤ C(m)KCm εm,
where the “sup” runs over Dp(s
5
m,r
5
m)×Om+1. Repeating the last procedure, we have
|⌊X{{H(m),F},F}⌉|q,Dp(sm+1,rm+1) ≤ ||⌊D X{H(m),F}⌉||p,q|⌊XF⌉|p+ ||⌊DXF⌉||q,q|⌊X{H(m),F}⌉|q
≤C(m)KCm ε2m < εm+1
(7.20)
and
|⌊∂ξ X{{H(m),F},F}⌉|q,Dp(sm+1,rm+1)
≤ sup(||⌊∂ξ D X{H(m),F}⌉||p,q)|⌊XF⌉|p+ sup(||⌊D X{H(m),F}⌉||p,q)|⌊∂ξ XF⌉|p
+sup(||⌊∂ξ D XF⌉||q,q)|⌊X{H(m),F}⌉|q+ sup(||⌊D XF⌉||q,q)|⌊∂ξ X{H(m),F}⌉|q
≤C(m)KCm ε2m ≤ εm+1,
(7.21)
where the “sup” runs over Dp(sm+1,rm+1)×Om+1. By applying (7.20), (7.21) and (7.13) to (5.51), we have
|⌊X(5.51)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1, |⌊∂ξ X(5.51)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1. (7.22)
By the definition of ΓKm , we have immediately
|⌊X(5.49)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1, |⌊∂ξ X(5.49)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1. (7.23)
By (7.15), (7.16), (7.22) and (7.23), we have
|⌊X
R(m+1)
⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1, |⌊∂ξ XR(m+1)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1)εm+1. (7.24)
This proves (3)l with l = m+ 1 in Lemma 4.1.
By a similar way,
|⌊X
P(m+1)
⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1), |⌊∂ξ XP(m+1)⌉|q,Dp(sm+1,rm+1)×Om+1 ≤C(m+ 1). (7.25)
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This proves (4)l with l = m+ 1 in Lemma 4.1.
Finally, let us verify thatH
(m+1)
0 , R
(m+1) and P(m+1) are real when (x,y) are real and z¯ is the complex conjugate
of z for (x,y,z, z¯;ξ ) ∈ Dp(sm+1,rm+1)×Om+1. Note that R2m is real when (x,y) are real and z¯ is the complex
conjugate of z. We assume x is real until the end of this section. It follows that Rzz¯(x,ξ ) is real symmetric operator
and Rx(x,ξ ), Ry(x,ξ ) are real vectors, and
Rz(x,ξ ) = Rz¯(x,ξ ), Rzz(x,ξ ) = Rz¯z¯(x,ξ ).
By (5.54), Fx(x,ξ ) is real. By (5.38) and (5.39), Rz+ = R
z¯
+. Note B
T = B¯. Perform the complex conjugate “bar” in
both sides of (5.57) and (5.58), we get
Fz(x,ξ ) = F z¯(x,ξ ). (7.26)
Furthermore, by (5.37) and (7.26), we have that R
y
+(x,ξ ) is real. It follows from (5.55) that F
y(x,ξ ) is real. By
(7.26) and (5.40), (5.41) and (5.42), we get
Rzz+(x,ξ ) = R
z¯z¯
+(x,ξ ), R
zz¯
+(x,ξ ) = R
zz¯
+(x,ξ ). (7.27)
Noting (7.27) and performing the complex conjugate “bar” in both sides of (5.58), (5.59) and (5.60), we get
Fzz(x,ξ ) = F z¯z¯(x,ξ ), Fzz¯(x,ξ ) = F zz¯(x,ξ ). (7.28)
Consequently, F defined by (5.22), (5.23) and (5.24) is real when (x,y) are real and z¯ is the complex conjugate of
z. Arbitrarily take two Hamiltonian functions F1 and F2 defined by (5.22), (5.23) and (5.24). And assume F1 and
F2 are real when (x,y) are real and z¯ is the complex conjugate of z. Then it is easy to prove that the Poisson bracket
{F1,F2} is also real. It follows furthermore that H(m+1)0 , R(m+1) and P(m+1) are real when (x,y) are real and z¯ is the
complex conjugate of z for (x,y,z, z¯;ξ ) ∈ Dp(sm+1,rm+1)×Om+1. This proves (5)l with l = m+ 1 in Lemma 4.1.
By (5.6), (5.46) and (6.12), we have
sup
ξ∈Om+1
|∂ tξ (R̂y(0,ξ )+ R̂y+(0,ξ ))| ≤ KCεm ≤C(m)εm, t = 0,1.
This proves (1)l with l = m+ 1 in Lemma 4.1.
By (5.7), (5.45) and (6.22), we obtain
||∂ tξ (R̂zz¯(0,ξ )+ R̂zz¯+(0,ξ ))||hp→hq ≤ KCεm ≤C(m)εm.
This proves (2)l with l = m+ 1 in Lemma 4.1.
Up to now, we have verified all the assumptions are fulfilled for l = m+ 1. Thus the proof of the iterative
lemma is complete.
8 Proof of the main Theorems
Proof of Theorem 1.1.
Let
O = ∩∞j=0O j,
ω(ξ ) = ω0+
∞
∑
m=1
ωm,
Bzz¯ = Bzz¯0 +
∞
∑
m=1
Bzz¯m .
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And note
Dp(s0,r0)⊃ Dp(s0,r0)⊃ ·· ·Dp(sm,rm)⊃ ·· · ⊃ Dp(s0/2,r0/2).
Using the iterative lemma and let m→ ∞, the proof of the main theorem is finished in the standard procedure in
KAM theory. Here we omit the detail.
Proof of Corollary 1. Since T0 is invariant for the flow of XH∞ , the pull-back tori Φ(T0) is invariant for the flow
of the original Hamiltonian vector field Φ∗XH∞ = XH , too.
Proof of Corollary 2. Consider a linear Hamiltonian system with Hamiltonian
H = ∑
j∈Zd
λ j z j z¯ j+ 〈B0(ξ )z, z¯〉+ 〈Rzz(x,ξ )z,z〉+ 〈Rzz¯(x,ξ )z, z¯〉+ 〈Rz¯z¯(x,ξ )z¯, z¯〉
where (x,y,z, z¯) ∈ Dp(s0/2,r0/2) and ξ ∈ O . Using Theorem 1.1, there is a symplectic transformation such that
H is reduced to
H∞ = 〈(Λ+B∞(ξ ))z, z¯〉
by digging a subset of O with small Lebesgue measure. Multiplying z¯ in both sides of the equation
z˙= i(Λ+B∞(ξ ))z, z ∈ hp,
one gets
∑
j∈Zd
z˙ j z¯ j = i 〈(Λ+B∞(ξ ))z, z¯〉.
Recall that 〈(Λ+B∞(ξ ))z, z¯〉 is real for any z∈ hp, when z¯ is the complex conjugate of z. Write z=(| j|pw j : j ∈Zd)
where w= (w j : j ∈ Zd) ∈ ℓ2. So one gets
1
2
d
dt
∑
j∈Zd
| j|2p|w j |2 = 1
2
d
dt
∑
j∈Zd
|z j(t)|2 = ∑
j∈Zd
ℜz˙ j z¯ j = 0, while z(t) ∈ hp.
It follows that ||z(t)||p ≡ constant. This completes the proof.
Proof of Theorem 1.2. In order to distinguish the normal frequencies λ j’s in Theorem 1.1 and the λ j’s in Theorem
1.2, we denote by λ ′j the normal frequencies λ j’s in Theorem 1.2. By Assumption B
⋆, we can write
λ ′j = ϖ +λ j, j ∈ Zd
where λ j’s satisfy Assumption B. Thus the homological equation (2.9) should be replaced by
(ϖ − (k,ω)+Λ+B)F̂(k) = R̂(k), ∀ k ∈ ZN , 0< |k| ≤ K, (8.1)
where Λ = diag (λ j : j ∈Zd) and ϖ− (k,ω) = (ϖ− (k,ω))E with E being an identity from hp to hp. (at this time,
p= q.) Moreover, (2.10) should be replaced by
|ϖ − (k,ω(ξ ))| ≥ K−c21 , 0< |k| ≤ K,ξ ∈ O \O1. (8.2)
And (3.10) should be replaced by
((k,ω)± (ϖ +Λ+B))F̂(k)± F̂(k)(ϖ +Λ+ B˘) = R̂(k), k ∈ ZN , |k| ≤ K. (8.3)
Moreover, (8.4) should be replaced by
|((k,ω)±ϖ)±λ j| ≥ 1
2
K−c, for k ∈ ZN , 0< |k| ≤ K, j ∈ Zd , ξ ∈ O \O4. (8.4)
After finishing the replacements as above, we can construct Lemmas 2.1 and 3.1 for theorem 1.2. The remaining
proof for theorem 1.2 is similar to that of Theorem 1.1. We omit it here.
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9 Application to Benjamin-Bona-Mahony (BBM) equation
Benjamin-Bona-Mahony (BBM) equation: was studied in 1972 by Benjamin, Bona, and Mahony[6] as an im-
provement of the Korteweg-de Vries equation (KdV equation) for modeling long surface gravity waves of small
amplitude - propagating uni-directionally in 1+ 1 dimensions. Also see [1], [26] and [9] for the related topics.
Consider BBM equation subject to periodic boundary condition
ut − uxxt + ux+ uux = 0, u(t,0) = u(t,T ). (9.1)
This equation can be written as a Hamiltonian system
ut =−(1− ∂xx)−1∂x∇uH(u) (9.2)
with Hamiltonian function
H(u) =
1
2
∫ T
0
u2dx+
1
6
∫ T
0
u3dx, (9.3)
and the symplectic structure −(1− ∂xx)−1∂x and the working space
u ∈H p00 = {u ∈H p0(T : R) :
∫ T
0
udx= 0},
where H p0(T) is the usual Sobolev space with some p0 > 0.
Let Z¯= Z\ {0} and set τ = 2pi
T
. Denote by hp0 the discretization of H
p0
0 , i.e.
hp0 := {z= (z j ∈ C) : ‖z‖2p = ∑
j∈Z¯
|z j |2 j2p0 < ∞}.
Make Fourier transform F : u 7→ z= (z j ∈C : j ∈ Z¯) by
u= ∑
j∈Z¯
δ j z jφ j, φ j =
1√
T
eiτ j·x, δ j =
√
τ | j|
1+ τ2 j2
. (9.4)
Note that z¯ j = z− j if and only if u ∈ R. Then F is isometry from H p0 to hp0+ 12 = hp (with p0+ 1/2= p) and
(9.2) is changed into a Hamiltonian system with its symplectic structure−i ∑ j≥1dz j ∧ dz− j:
i z˙ j =
∂ H
∂ z¯ j
, −i ˙¯z j = ∂ H
∂ z j
, z¯ j = z− j, (9.5)
where
H(z, z¯) = ∑
j≥1
λ jz j z− j+
1
6
√
T
∑
j+k+l=0, j,k,l∈Z¯
δ jδkδlz j zk zl := H0+R (9.6)
and
λ j =
τ j
1+ τ2 j2
, |λ j| ≈ | j|−κ , κ = 1. (9.7)
Let
Λ = diag (λ j : j ∈ Z¯) (9.8)
and
R= ∑
j+k+l=0, j,k,l∈Z¯
R jklz j zk zl , G jkl =
δ jδkδl
6
√
T
. (9.9)
By XR denote the Hamiltonian vector filed of R with symplectic structure −i ∑ j≥1 dz j ∧ dz− j:
XR = (iσ j
∂R
∂ z− j
: j ∈ Z¯), σ j = sign j.
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Lemma 9.1. The function H(z, z¯) is real when z¯ j is the complex conjugate of z j for each j ∈ Z¯. The Hamiltonian
vector field XR of the perturbation R is analytic from hp to hq with q= p+κ and κ = 1. Moreover,
||⌊XR⌉||q ≤C ||z||2p. (9.10)
Proof. Observe that δ j ≈ | j|−1/2 and note that
∂R
∂ z− j
= 3δ j ∑
k+l= j
δkδl zk zl .
Hence, ∣∣∣∣ ∂R∂ z− j
∣∣∣∣≤ 3δ j ∑
k+l= j
δkδl |zk| |zl |= 3δ j · (w∗w) j,
where w= (w j : j ∈ Z¯) with w j = |δ j z j | and w∗w is the convolution of w and w. It follows that
||⌊XR⌉||q ≤ ||w∗w||q− 12 ≤C||w||
2
q− 12
=C||w||2
p+ 12
=C||z||2p.
The remaining statements are obvious.
Fix two integers N and N˜ with 0< N ≤ N˜. Let
J = {1≤ j1 < jt < · · ·< jN ≤ N˜ : jt ∈ N for 1≤ t ≤ N}.
Split z= (z j) j∈Z¯ = (z˜, zˆ) with z˜= (z j1 , · · · ,z jN , z− j1 , · · · ,z− jN ) and zˆ= z⊖ z˜.
Lemma 9.2. Assume the number τ = 2pi/T is transcendental. There exists a real analytic symplectic coordinate
transformation Φ which maps the neighborhood of the origin of hp to hp such that the Hamiltonian H defined by
(9.6) is changed into a partial Birkhoff normal form up to order four. More precisely,
H ◦Φ = H0+ G¯+ Gˆ+ R˜, (9.11)
where
G¯= ∑
k,l≥1,{k,l}∩J 6= /0
G¯kl |zk|2|zl |2 (9.12)
with
G¯kl =
{
− 1
T
τ2kl
[τ2(k2+kl+l2)+3][τ2(k2−kl+l2)+3] , k 6= l,
1
12T
1
τ2k2+1
, otherwise,
(9.13)
and
||⌊XGˆ⌉||q = O(‖zˆ‖3p), ‖⌊XR˜⌉‖q = O(‖z‖4p). (9.14)
In order to prove the last lemma, we need the following lemmas.
Lemma 9.3. Assume the number τ = 2pi/T is transcendental. (1) For any j,k, l ∈ Z¯ with j+ k+ l = 0, one has
λ j+λk+λl 6= 0;
(2) For any j,k, l,m ∈ Z¯ with j+ k+ l+m= 0 and ( j+ k)( j+ l)( j+m) 6= 0, one has
λ j+λk+λl+λm 6= 0.
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Proof. Recall λ j =
τ j
1+τ2 j2
for all j ∈ Z¯. In view of j+ k+ l = 0, by calculation,
λ j+λk+λl =−
(
j k l τ3
(
3+
(
k2+ k l+ l2
)
τ2
)
(1+ j2 τ2) (1+ k2 τ2) (1+ l2 τ2)
)
.
That is,
λ j+λk+λl =±δ 2j δ 2k δ 2l (3+ τ2(k2+ kl+ l2)). (9.15)
Noting k2+ kl+ l2 > 0. It follows λ j+λk+λl > 0.
When j+ k+ l+m= 0, by calculation one has that
τ−3(
(
1+ j2 τ2
) (
1+ k2 τ2
) (
1+ l2 τ2
) (
1+m2 τ2
)
)(λ j+λk+λl+λm)
= 3 (k+ l) (k+m) (l+m)+ (k+ l) (k+m) (l+m)
(
k2+ l2+ l m+m2+ k (l+m)
)
τ2
+k l (k+ l)m (k+m) (l+m) (k+ l+m) τ4.
Since kl (k+ l) (k+m) (l+m) 6= 0 and that τ is transcendental, λ j+λk+λl+λm 6= 0.
Lemma 9.4. Assume the number τ = 2pi/T is transcendental. Set
∆3 = {( j,k, l) ∈ Z¯3 : j+ k+ l = 0, min{| j|, |k|, |l|} ≤ N˜},
∆4 = {( j,k, l,m) ∈ Z¯4 : j+ k+ l+m= 0, ( j+ k)( j+ l)( j+m) 6= 0, min{| j|, |k|, |l|, |m|} ≤ N˜}.
Then there exists a constant C =C(N˜)> 0 depending on only N˜ such that
inf
( j,k,l)∈∆3
|λ j+λk+λl| ≥C(N˜); (9.16)
and
inf
( j,k,l,m)∈∆4
|λ j+λk+λl+λm| ≥C(N˜). (9.17)
Proof. We give the proof only for (9.16) with | j| ≤ N˜ and |k| ≤ N˜ and l ∈ Z¯. The others are similar. Clearly, there
is a constantC2 =C2(N˜)> 0 such that
inf
∆2
|λ j+λk| ≥C2(N˜), here ∆2 = {( j,k) ∈ Z¯2 : j+ k 6= 0, max{| j|, |k|} ≤ N˜}.
Note lim|l|→∞ λl = 0. So there is a constant M = M(N˜) > 0 depending on N˜ such that |λl | ≤ C2(N˜)/4 when
|l| ≥M(N˜). Thus, for |l| ≥M(N˜),
inf
( j,k,l)∈∆3
|λ j+λk+λl|> inf
( j,k)∈∆2
|λ j+λk|−C2(N˜)
4
≥ C2(N˜)
2
.
When | j| ≤ N˜, |k| ≤ N˜ and |l| ≤M(N˜), using Lemma 9.3, there is a constant C˜3(N˜) = C˜3(N˜,M(N˜))> 0 such that
inf
( j,k,l)∈∆3
|λ j+λk+λl| ≥ inf
j+k+l=0,| j|+|k|+|l|≤2N˜+M(N˜)
|λ j+λk+λl| ≥ C˜3(N˜).
The inequality (9.16) with | j| ≤ N˜, |k| ≤ N˜ and l ∈ Z¯ is proved by letting
C(N˜) =min{C2(N˜)/2,C˜3(N˜)}.
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Proof of Lemma 9.1. Let Ψ(3) = X1
F(3)
be the time-1-map of the flow of the hamiltonian vector field X
F(3)
given by the hamiltonian
F (3) = ∑
j,k,l∈Z¯, j+k+l=0
F
(3)
jkl z j zk zl
with coefficients
iF
(3)
jkl =
{
R jkl
λ j+λk+λl
, j+ k+ l = 0,
0, otherwise.
Recall that λ j+λk+λl 6= 0, when j+ k+ l = 0. So F (3)jkl is well defined in the last formula.
By (9.15) and (9.9) we have that the j-th entry of the vector field X
F(3)
is
± i ∂F
(3)
∂ z− j
=
1
2
√
Tδ j
∑
k+l= j
zk zl
δk δl (τ2(k2+ l2+ k l)+ 3)
.
Define a vector field ⌊X
F(3)
⌉ with its j-th entry being
⌊X
F(3)
⌉ j = 1
2
√
Tδ j
∑
k+l= j
|zk| |zl |
δk δl (τ2(k2+ l2+ k l)+ 3)
.
Observe that
k2+ k l+ l2 = (k+ l)2− k l ≥ 1
2
(k+ l)2 =
1
2
j2.
So
⌊X
F(3)
⌉ j ≤C| j|−3/2 ∑
k+l= j
√
|k| |l||zk| |zl |.
Let w= (wk : k ∈ Zd) with wk =
√|k||zk|. Then, noting q= p+ 1,
||⌊X
F(3)
⌉||q ≤C||w∗w||p− 12 ≤C||w||
2
p− 12
=C||z||2p.
ThereforeX
F(3)
is a real analytic vector field which maps a small neighborhood of the origin in hp to hq. And hence
Ψ(3) is a real analytic, symplectic change of coordinates defined at least in a neighborhood of the origin in hp.
Expanding at t = 0 and using Taylor’s formula we have
H ◦Ψ(3) = H ◦X t
F(3)
|t=1
= H+ {H,F(3)}+ ∫ 10 (1− t){{H,F(3)},F(3)} ◦X tF(3) dt
= H0+R+ {H0,F(3)}
+{R,F(3)}+ ∫ 10 (1− t){{H,F(3)},F(3)} ◦X tF(3) dt.
(9.18)
By calculation, we obtain
R+ {H0,F (3)}= 0. (9.19)
Again using Taylor’s formula in the last term in (9.18) and noting (9.19), we have
H ◦Ψ(3) = H0+ 1
2
{R,F(3)}+ 1
2
∫ 1
0
(1− t2){{R,F(3)},F (3)} ◦X t
F(3)
dt. (9.20)
By direct calculation, we have
R4 : = 1
2
{R,F(3)}
= 1
2 ∑ j∈Z¯
∂ R
∂ z j
(−iσ j) ∂ F(3)∂ z− j
= 1
8T ∑
′
k+l+m+n=0
δk δl
σm σnδm δn(τ2(m2+mn+n2)+3)
zk zl zm zn
:= ∑′k+l+m+n=0Rklmnzk zl zm zn,
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where ∑′k,l,m,n runs over the set {(k, l,m,n) ∈ Z¯4} and σk is the sign of k, i.e. σk = 1 if k> 0 and σk =−1 if k< 0.
So the j-th entry of the vector field XR4 is
±i ∂R4∂z− j = δ j ∑
′
l+m+n= j
δl
4T σm σnδm δn(τ2(m2+mn+n2)+3)
zl zm zn
+∑′k+l+m= j
δk δl
4T σm σ jδm δ
2
j (τ
2(m2−mj+ j2)+3)zk zl zm.
Note that
m2+mn+ n2+ 3≥ |mn|, m,n ∈ Z¯.
Then
|4T σm σnδm δn(τ2(m2+mn+ n2)+ 3)| ≥ 1
C
√
|m||n|
and
|4T σm σ jδm δ 2j (τ2(m2−mj+ j2)+ 3)| ≥
1
C
√
|m|.
Thus, ∣∣∣∣∣±i ∂R4∂−z j
∣∣∣∣∣≤C 1√| j|
′
∑
l+m+n=− j
|zl |√
|l|
|zm|√
|m|
|zn|√
|n| .
Let w= ( |zl |√|l| : l ∈ Z¯). Then
||⌊XR4⌉||q = ||⌊XR4⌉||p+1 ≤ ||w∗w∗w||p+ 12 ≤ ||w||
3
p+ 12
= ||z||3p. (9.21)
Let
Ξ≤ = {(k, l,m,n) ∈ Z¯4 : k+ l+m+ n= 0, (k+ l)(k+m)(l+m) = 0, J∩{|k|, |l|, |m|, |n|} 6= /0},
Ξ> = {{(k, l,m,n) ∈ Z¯4 : k+ l+m+ n= 0, J∩{|k|, |l|, |m|, |n|}= /0}.
Then we can write
R4 =
′
∑
k,l,m,n
Rklmnzk zl zm zn (9.22)
= ∑
Ξ≤
Rklmnzk zl zm zn+∑
∆4
Rklmnzk zl zm zn+∑
Ξ>
Rklmnzk zl zm zn (9.23)
:= R4(1)+R
4
(2)+R
4
(3). (9.24)
By direct calculation,
R4(1) = ∑
Ξ≤
Rklmn = ∑
k≥1, l≥1
G¯kl |zk|2|zl |2,
where G¯kl is defined by (9.13). Let X
t
F(4)
be the flow of the Hamiltonian vector field with Hamiltonian F(4) :
F (4) = ∑
k,l,m,n∈Z¯
F4klmnzk zl zm zn,
where
iF4klmn =
{
1
λk+λl+λm+λn
Rklmn, (k, l,m,n) ∈ ∆4,
0, otherwise.
By (9.17), we have
|iF4klmn| ≤C|Rklmn|. (9.25)
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By (9.25) and (9.21),
||⌊X
F(4)
⌉||q ≤C||⌊XR4⌉||q ≤C||z||3p. (9.26)
Let Ψ(4) = X t
F(4)
|t=1. Thus,
H ◦Ψ(3) ◦Ψ(4) = H0+ {H0,F (4)}+R4 (9.27)
+
∫ 1
0
(1− t){{H0,F (4)},F(4)} ◦ X tF(4) dt (9.28)
+
∫ 1
0
{R4,F (4)} ◦ X t
F(4)
dt (9.29)
+
(∫ 1
0
(1− t2){{R,F(3)},F(3)} ◦X t
F(3)
dt
)
◦Ψ(4). (9.30)
By direct calculation,
{H0,F(4)}+R4 = R4(1)+R4(3) = G¯+O(||zˆ||4p).
Note that all of ⌊XR⌉, ⌊XR3⌉, ⌊XR4⌉, ⌊XF(3)⌉, ⌊XF(4)⌉ are in hq. It is easy to verify that (9.28)= O(||z||6p) and
(9.29)= O(||z||6p) and (9.30)= O(||z||5p). The proof of Lemma 9.2 is finished.
Restrict |z˜| ≤ ε1/40 and ||zˆ||p ≤ ε1/30 . Then
||⌊XGˆ+R˜⌉||q ≤C(|z˜|4+ ||zˆ||3p)≤Cε0. (9.31)
Introduce action-angle variables (y,x) by z jk =
√
ζk+ yk e
−ixk , z− jk =
√
ζk+ yk e
ixk , k = 1, ...,n, jk ∈ J,
z j = z j, z− j = z− j, j ∈ Z¯\ J,
(9.32)
where ζ = (ζ1, ...,ζn) ∈Rn+ and ε1/20 < |ζ | ≤ 2ε1/20 . Then
H0 = ∑
1≤k≤N
τ jk
1+ τ2 j2k
(ζk+ yk)+ ∑
Z¯\J
τ2 j
1+ τ2 j2
z j z− j
and
G¯ = ∑
1≤k,l≤N
G¯ jk lk(ζk+ yk)(ζl + yl)+ ∑
1≤k≤N, l∈Z¯\J
G¯ jk l(ζk+ yk)zl z−l (9.33)
+ ∑
k∈Z¯\J,1≤l≤N
G¯k jl (ζl + yl)zkz−k. (9.34)
Thus, up to a constant depending on ζ ,
H0+ G¯= ∑
1≤ j≤N
ω0j (ζ )y j+ ∑
j∈Z¯\J
Ω0j(ζ )z j z− j,
where
ω0(ζ ) = λ (N)+B ζ , Ω0(ζ ) = λ ∞ + Sζ (9.35)
with
λ (N) =
(
τ j1
1+ τ2 j21
, ...,
τ jN
1+ τ2 j2N
)
, λ ∞ = (
τ j
1+ τ2 j2
: j ∈ Z¯\ J) (9.36)
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and B = (Bkl : k, l ∈ J) with matrix elements
Bkl =
 −
2
T
τ2 jk jl
(τ2( j2k+ jk jl+ j
2
l
)+3)(τ2( j2k− jk jl+ j2l )+3)
, k 6= l,
1
6T
1
τ2 j2
k
+1
, k= l,
and S= (Skl : k ∈ Z¯\ J, l ∈ J) with matrix elements
Skl =− 2
T
τ2k l
(τ2(k2+ kl+ l2)+ 3)(τ2(k2− kl+ l2)+ 3) . (9.37)
Let M = diag( 1
6T
1
τ2 j2
k
+1
: k = 1, ...,N, jk ∈ J). Clearly, there does exist M−1 and the matrix elements of the
matrixM−1B are
(M−1B)kl =
{
−3 (τ2 j2k+1)(τ2 jk jl)
(τ2( j2k+ jk jl+ j
2
l
)+3)(τ2( j2k− jk jl+ j2l )+3)
, k 6= l,
1, k = l.
Thus we see that
det(M−1B) =
F(τ)
G(τ)
,
where F(τ) andG(τ) are polynomials of integral coefficients in τ and they have no common factor, i.e. (F,G) = 1.
Observe that det(M−1B) = 1 when τ = 0. In view of the assumption that τ is transcendental, we have that
det(M−1B) 6= 0. So det(B) 6= 0. Take Π¯ = [0, ε1/20 ]N . Then MeasureΠ¯ = εN/20 and DiameterΠ¯ = ε1/20 . Define
Φ : ζ 7→ ξ by
λ (N)+B ζ = ξ .
And let Π = Φ(Π¯). Thus,
1
C
ε
N/4
0 ≤ MeasureΠ≤CεN/40 ,
1
C
ε0 ≤ DiameterΠ≤Cε0,
and
ω0(ζ ) = ξ , Ω0(ξ ) = λ ∞− SB−1λ (N)+ SB−1 ξ . (9.38)
Observe that |Skl | ≤C/|k|2 for k ∈ Z¯\J, l ∈ J. It follows that the AssumptionsA and (1.7) and (1.8) of Assumption
B are fulfilled with taking κ = 1. Arbitrarily take an infinite dimensional integer vector l = (l j ∈ Z : j ∈ Z\J) with
1 ≤ |l| ≤ 2 (here |l| = ∑ j∈Z\J |l j|). Observe that where 0 6= k ∈ ZN , the function (k,ξ ) + 〈l,Ω0(ξ )〉 is a affine
function of ξ . Thus, letting ξ0 is the direction such that
d
dξ0
(k,ξ ) = |k| along the direction, then
d
d ξ0
(
(k,ξ )+ 〈l,Ω0(ξ )〉)= (k,ξ0)+ 〈l,Ω0(ξ0)〉.
And note that the affine function can be written as F(τ)/G(τ) where F,G are polynomials of integral coefficient
in τ . And note that when τ = 0
(k,ξ0)+ 〈l,Ω0(ξ0)〉= (k,ξ0) = |k| 6= 0.
Thus
(∗) := d
d ξ0
(
(k,ξ )+ 〈l,Ω0(ξ )〉)= (k,ξ0)+ 〈l,Ω0(ξ0)〉 6= 0.
From (9.37) and the fact |Skl | ≤C/|k|2 for any k ∈ Z¯ \ J, l ∈ J, it follows that there are a constant C0 > 0 and an
integer j0 ∈ Z¯\ J such that
|〈l,Ω0(ξ0)〉| ≤C0/| j0|.
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We can choose J such that | j0| large enough with C0/| j0| < 1. Thus there is c0 > such that (∗) > c0 > 0. This
verifies (1.26). Let
Dp := Dp(ε0) = {(x,y, zˆ, ¯ˆz) ∈ CN/(2piZ)N×ZN× hp× hp : |ℑx| ≤ s0, |y| ≤ ε0, ||zˆ||p ≤ ε1/30 , ||zˆ||p ≤ ε1/30 }.
By (9.31), we verify Assumption C and
|⌊XGˆ+R˜⌉|q,Dp×Π ≤Cε0, |⌊∂ξ XGˆ+R˜⌉|q,Dp×Π ≤C
√
ε0. (9.39)
In (9.4), u is real if z− j is the complex conjugate of z j. It follows that AssumptionD holds true. Finally, Assumption
E holds true clearly, since B= 0.
By Theorem 1.1 we have the following theorem.
Theorem 9.5. Assume 2pi
T
is transcendental. Around the neighborhood of u = 0, BBM equation (9.40) has many
(the initial value set of N-dimensional positive Lebesgue measure) smooth solutions which are quasi-periodic in
time, linear stable and of zero Lyapunov exponent. More exactly, there exists ε∗0 = ε
∗
0 (N,τ,J) > 0 depending on
N,τ,J such that for any 0< ε0 < ε
∗
0 there is a subset Π˘ of the initial value set Π0 := [
√
ε0,2
√
ε0]
N with
Leb Π˘ = (LebΠ0)
(
1−C 1| log ε0|
)
and for any ξ = (ξl : l = 1, ...,N) ∈ Π˘, BBM equation has a quasi-periodic solution u(t,x) of frequency ω ∈ RN
in time t
u(t,x) = ∑
k∈ZN , j∈Z\{0}
uˆ(k, j) ei(k,ω) ei jτ x
satisfying
|ω−ω0| ≤C
√
ε0, ω ∈ RN , ω0 = ( τ jl
1+ τ2 j2
l
: jt ∈ J) ∈ RN ,
|uˆ(el , jl)− ξl |<Cε1/30 , el− lth unit vector of ZN , jl ∈ J, l = 1, ...,N,
and
∑
(k, j)/∈S
|uˆ(k, j|2 e|k|s0+2a | j|| j|2p <Cε1/30 , S = (el , jl) : l = 1, ...,N,
where some constants s0 > 0,a> 0 and p> 1/2.
Remark 11. Theorem 1.1 applies to more general BBM equation:
ut − uxxt + ux+F(u)ux = 0, u(t,0) = u(t,T ), (9.40)
and Hirota-Satsuma equation
ut − uxxt + ux−F(u)ut − ux∂−1x ut = 0, u(t,0) = u(t,T ), (9.41)
where F(u) = u+∑ j≥2 c j u j is an analytic function of u with c j ∈R.
Remark 12. We are glad to mention a recent paper [34], where the linear stability of traveling wave solution of
BBM is studied among the other things.
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10 Application to d-dimensional generalized Pochhammer-Chree equa-
tion
The Pochhammer-Chree (gPC) equation represents a nonlinear model of longitudinal wave propagation of elastic
rods[18, 40]. See also [10, 17, 38, 39], for example. Consider a d-dimensional generalized Pochhammer-Chree
(gPC) equation {
utt −∆u−∆utt+∆(u3) = 0, x ∈Ω⊂ Rd ,
u|∂Ω = 0, (10.1)
where Ω = Πdj=1[0,Tj] with Tj > 0.
Let
φk(x) = sink1τ1x1 · · ·sinkdτdxd , k ∈ Zd+, τ j =
2pi
Tj
(10.2)
with Zd+ = {k= (k1, · · · ,kd) | k j ∈ Z+, j = 1, · · · ,d}, where Z+ = {1,2,3, · · ·} is the set of all positive integers.
Let
u(t,x) = ∑
k∈Zd+
uk(t)φk(x) (10.3)
and put (10.3) into (10.1). Then we have
u¨k+ ‖ k ‖2 uk+ ‖ k ‖2 u¨k+ ‖ k ‖2 G˜k(u) = 0, k ∈ Zd+, (10.4)
where
‖ k ‖2= τ21 k21+ · · ·+ τ2dk2d , k = (k1, · · · ,kd), (10.5)
G˜k(u) = ∑
m,n,l∈Zd+
C˜mnlkumunul , (10.6)
and
C˜mnlk =
∫
Ω
φmφnφlφkdx, m,n, l,k ∈ Zd+. (10.7)
Rewrite (10.4) as
u¨k+λkuk+λkG˜k(u) = 0, k ∈ Zd+, λk =
‖ k ‖2
1+ ‖ k ‖2 . (10.8)
Let
uk =
1
4
√
λk
wk, u˙k =
4
√
λkvk, k ∈ Zd+.
Then (10.8) reads {
w˙k =
√
λkvk,
v˙
k
=−
√
λkwk−Gk(w),
(10.9)
where
Gk(w) =
λk
4
√
λk
G˜k(u) =
λk
4
√
λk
∑
m,n,l∈Zd+
C˜mnlk
wmwnwl
4
√
λm
4
√
λn
4
√
λl
(10.10)
= λk ∑
m,n,l∈Zd+
C∗mnlkwmwnwl ,
C∗mnlk =
1
4
√
λm
4
√
λn
4
√
λl
4
√
λk
∫
Ω
φmφnφlφkdx. (10.11)
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We write Gk(w) in the form of gradient:
Gk(w) = λk ∑
m,n,l
C∗mnlkwmwnwl (10.12)
=
1
4
(λm ∑
n,l,k
C∗mnlkwnwlwk+λn ∑
m,l,k
C∗mnlkwmwlwk
+λl ∑
m,n,k
C∗mnlkwmwnwk+λk ∑
m,n,l
C∗mnlkwmwnwl)
= ∂wkG(w), (10.13)
where
G(w) = ∑
m,n,l,k
Cmnlkwmwnwlwk, (10.14)
Cmnlk =
λm+λn+λl+λk
4 4
√
λmλnλlλk
∫
Ω
φmφnφlφkdx. (10.15)
By (10.2), we have
Cmnlk = 0, unless there is a combination of + and − such that m± n± l± k= 0. (10.16)
Now (10.9) can be written as a Hamiltonian system
w˙k =
∂H
∂vk
,
v˙k =− ∂H∂wk , k ∈ Z
d
+,
(10.17)
where
H = ∑
k∈Zd+
1
2
√
λk(w
2
k + v
2
k)+G(w), (10.18)
G(w) = ∑
m±n±l±k=0
Cmnlkwmwnwlwk. (10.19)
Lemma 10.1. Let ∂wG= (∂wkG : k ∈ Zd+). Then
‖ ⌊∂wG⌉ ‖p≤ c ‖ w ‖3p .
Proof. Recall (10.14) and (10.16). Then
∂wkG= Gk(w) = λk ∑
±m±n±l=k
Cmnlkwmwnwl .
Thus
⌊∂wkG⌉ ≤C ∑
±m±n±l=k
|wm||wn||wl |=C(w∗w∗w)(k)
where ∗ is the convolution in ℓ2(Zd+). So
‖ ⌊∂wG⌉ ‖p≤C ‖ w ‖3p .
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Let
zk =
1√
2
(wk+
√−1vk), zk = 1√
2
(wk−
√−1vk), k ∈ Zd+.
This is a symplectic transformation, which changes (10.18) into
H = ∑
k
√
λkzkzk+G(z,z), (10.20)
where the symplectic structure is
√−1d z¯∧d z, and
G(z,z) = G(w) = ∑
m±n±l±k=0
1
4
Cmnlk(zm+ zm)(zn+ zn)(zl + zl)(zk+ zk). (10.21)
A polynomial of degree n of d-dimension variable x= (x1, ...,xd) can be written as
P(x) = ∑
α∈Nd ,|α |≤n
Cα x
α , xα = xα11 · · ·xαdd , α = (α1, ...,αd)
where Cα ’s are coefficients and there is α with |α| = n such that Cα 6= 0. We call that P(x) is a polynomial
with coefficients in the field of the rational numbers, if all coefficients Cα ’s are in Q. By Qn[x] denote the set of
all polynomials of degree n with coefficients in the field of the rational numbers. Let Q[x] =
⋃
n∈N Qn[x] where
N = {1,2, ...}. Clearly, the set Q[x] is countable. For any P ∈ Q[x], let SP be the set of all solutions to the
polynomial equation P(x) = 0. Let Θ = [1,2]d . We claim that the Lebesgue measure of SP
⋂
Θ is zero. In fact, the
result is clear when the dimension d = 1. The proof for d ≥ 2 can be finished by Fubini Theorem and mathematical
induction. Let
S=
⋃
P∈Q[x]
(SP
⋂
Θ).
Considering that Q[x] is countable, we have that Leb S = 0. Define Θ˜ = Θ \ S. When τ ∈ Θ˜, we call τ is typical.
At this time, LebΘ˜ = 1. Therefore, for any P ∈Q[x] and any τ ∈ Θ˜, we have P(τ) 6= 0.
Fix arbitrarily integer N which denotes the number of the incited oscillators. Let
J = { j1, · · · , jN | L< | j1|< | j2|< · · ·< | jN |, jt ∈ Zd+, t = 1,2, · · · ,N},
where L is supposed to be large L≫ 1 and L≫ N. The large L≫ 1 means that the incited oscillators are of
high frequency. Here it should be pointed out that the assumption L≫ 1 is just for simplifying the following
computation. Split z= (z j : j ∈ Zd+) = (z˜, zˆ) with
z˜= (z j1 , · · · ,z jN ), zˆ= z⊖ z˜.
We will eliminate those terms of lower frequencies in G(z, z¯) , which involve z˜, as many as possible by Birkhoff
normal form. To this end we need the following lemma.
Lemma 10.2. Assume that τ = (τ1, · · · ,τd) is typical, i.e.,τ ∈ Θ˜.
(1) If m± n± k± l= 0 and {m, l} 6= {n,k}, then√
λm−
√
λn+
√
λl−
√
λk 6= 0;
(2) If m± n± k± l= 0, then
±(
√
λm+
√
λn+
√
λl+
√
λk) 6= 0, ±(
√
λm+
√
λn+
√
λl−
√
λk) 6= 0;
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(3) √
λm±
√
λn±
√
λl + p 6= 0, p= 0,±1, · · · ;
(4) √
λm±
√
λn+ p 6= 0, p= 0,±1,±2,
where m 6= n for√λm−
√
λn+ p.
Proof. We give the proof for only case (1). The remaining is similar. Recall that λm is a function of τ and
λm = λm(τ) =
‖ m ‖2
1+ ‖ m ‖2 =
τ21m
2
1+ · · ·+ τ2dm2d
1+ τ21m
2
1+ · · ·+ τ2dm2d
, ∀m= (m1, ...,md) ∈ Zd+.
Write m = (m1, ...,md) ∈ Zd+, etc. Since {m, l} 6= {n,k}, we can assume that m1 6= n1 or l1 6= k1 without loss of
generality. For τ = (τ1,τ2, ...,τd) ∈ Rd , let τ(1) = (τ1,0, ...,0). Then
λm(τ
(1)) =
τ21m
2
1
1+ τ21m
2
1
=
m21
τ−21 +m
2
1
=
m21
s+m21
:= λm(s), here s= τ
−2
1 .
Set
Γ(s) =
√
λm(s)−
√
λn(s)+
√
λl(s)−
√
λk(s)
Then by a simple computation we have
−2dΓ
d s
|s=0 =
1
m21
− 1
n21
+
1
l21
− 1
k21
:= (∗)
and
4
3
d2Γ
d s2
|s=0 =
1
m41
− 1
n41
+
1
l41
− 1
k41
:= (∗∗).
By m1±n1± k1± l1 = 0 and m1 6= n1 or l1 6= k1, we get that either (∗) 6= 0 or (∗∗) 6= 0. It follows that there exists
a s0 ∈ R such that Γ(s0) 6= 0. Moreover, there exists a τ0 ∈Rd such that
γ(τ0) :=
√
λm(τ0)−
√
λn(τ0)+
√
λl(τ0)−
√
λk(τ0) 6= 0
If
√
λm−
√
λn+
√
λl−
√
λk = 0 where λm = λm(τ), etc., then
√
λm+
√
λl =
√
λn+
√
λk. It follows
[(λm+λl−λn−λk)2− 4(λnλk+λmλl)]2− 64λmλnλkλl = 0. (10.22)
Multiplying (10.22) by (1+ ‖ m ‖2)4(1+ ‖ n ‖2)4(1+ ‖ k ‖2)4(1+ ‖ l ‖2)4, and noting m± n± k± l = 0, we
get
P(τ) := ∑
10≤ |α| ≤ 26
α ∈ Zd+
Cα τ
α = 0
whereCα ∈ Z. By γ(τ0) 6= 0, we get that there exists a coefficientCα 6= 0. Thus, P(x) ∈Q[x]. Thus P(τ) 6= 0 when
τ ∈ Θ˜, which is contradictory to (10.22). This completes the proof.
Lemma 10.3. Assume τ ∈ Θ˜. If m± n± k± l = 0, and {m,n,k, l}∩ J 6= /0. Let △ = √λm±
√
λn±
√
λk±
√
λl
(excluding ∆ =
√
λm−
√
λn +
√
λl −
√
λk with {m, l} = {n,k}). Then there exists a constant C > 0 such that
|△|>C > 0.
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Proof. We give proof for only the most difficult case
△=
√
λm−
√
λn+
√
λl−
√
λk,
where there is a combination of + and − such that m± n± l± k= 0, and {m, l} 6= {n,k}, and assuming
m,n ∈ J.
Let N˜ > 0 be a large number which is to be specified later. If |l| ≤ N˜ (or |k| ≤ N˜), by m±n±k± l= 0 andm,n∈ J,
we have that there existsC1 =C1(N˜)> 0 such that |k| ≤C1(N˜). Recall that m,n ∈ J implies |m|+ |n| ≤ 2(L+ jN).
So by taking N˜ > L+ jN and using Lemma 10.2 there is a constantC2 =C2(N˜)> 0 such that
|∆| ≥C2(N˜)> 0.
Now we assume |l|> N˜ and |k|> N˜. Then
|∆| = |
√
λm−
√
λn+
√
λl−
√
λk|
=
∣∣√λm−√λn+
√
1− 1
1+ ‖ l ‖2 −
√
1− 1
1+ ‖ k ‖2
∣∣
≥ |
√
λm−
√
λn|− C0
N˜2
, (10.23)
whereC0 =C0(Θ)> 0 is a constant. Sincem 6= n, andm,n∈ J, we have that there exists a constantC3 =C3(L+ jN)
such that
|
√
λm−
√
λn| ≥C3(L+ jN).
Choose N˜ large enough such that
C3− C0
N˜2
≥ C3
2
.
Then by (10.23),
|∆| ≥ C3
2
.
Consequently, let C4 =C4(N, N˜) =min{C2(N˜), 12C3(N)}. Then |∆| ≥C4(L,N, N˜)> 0.
Lemma 10.4. Assume τ ∈ Θ˜. There exists a symplectic Φ = Id.+O(||z||p) such that
H ◦Φ = ∑
k∈Zd+
√
λkzkzk+G+ Ĝ+ G˘, (10.24)
where
G= ∑
k, l ∈ Zd+
{k, l}∩ J 6= /0
Gkl |zk|2|zl |2,
Gkl =

( 3
8
)dT1 · · ·Td
√
λk, k = l,
1
2 ∑1≤p≤d
(
d
p
)
( 1
4
)p( 3
8
)qT1 · · ·Td(
√
λk+
√
λl), k 6= l,
‖ X
Ĝ
‖p≤C ‖ zˆ ‖3p, ‖ XG˘ ‖p≤C ‖ z ‖5p .
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Proof. Decompose G(z,z) in (10.21) as follows
G(z,z) = G(1)(z,z)+G(2)(z,z)+G(3)(z,z),
G(1)(z,z) = ∑
{m,k}⋂J 6= /0Cmmkkzmzmzkzk,
G(2)(z,z) = ∑
m± n± l± k= 0
{m,n, l,k}∩ J 6= /0
1
4
Cmnlk(zm+ zm)(zn+ zn)(zl + zl)(zk+ zk)−G(1)(z,z),
G(3)(z,z) = ∑
m± n± l± k= 0
{m,n, l,k}∩ J = /0
1
4
Cmnlk(zm+ zm)(zn+ zn)(zl + zl)(zk+ zk).
By (10.15), then
Gkl :=Ckkll =
1
2
λk+λl√
λkλl
∫
Ω
φ2k φ
2
l dx.
By (10.2), we have
Gkl =
1
2
(
√
λk/λl+
√
λl/λk)
d
∏
j=1
∫ Tj
0
sin2 k jτ jx j sin
2 l jτ jx jdx j
=

( 3
8
)d T1T2 · · ·Td , k= l,
1
2 ∑ p+ q= d
p≥ 1
(
d
p
)
( 1
4
)p( 3
8
)qT1 · · ·Td(
√
λk/λl+
√
λl/λk), k 6= l.
Rewrite
G(2)(z,z) = ∑
1
4
Cmnlkzmznzlzk+∑
1
4
Cmnlkzmznzlzk+ ∑
{m,n}6={k,l}
1
4
Cmnlkzmznzlzk
+∑
1
4
Cmnlkzmznzlzk+∑
1
4
Cmnlkzmznzlzk
where the sum runs over m,n,k, l ∈ Zd+ with some m± n± k± l = 0. Let F = F(z, z¯) be of the same form as
G(2)(z,z):
F = F(z,z) = ∑
Cmnlk zm zn zk zl
4i(
√
λm+
√
λn+
√
λl+
√
λk)
+∑
Cmnlk zm zn zk z¯l
4i(
√
λm+
√
λn+
√
λl−
√
λk)
+∑
Cmnlk zm zn z¯k z¯l
4i(
√
λm+
√
λn−
√
λl−
√
λk)
+∑
Cmnlk zm z¯n z¯k z¯l
4i(
√
λm−
√
λn−
√
λl−
√
λk)
(10.25)
+∑
Cmnlk z¯m z¯n z¯k z¯l
−4i(√λm+
√
λn+
√
λl+
√
λk)
where the sum runs over the same set as G(2)(z,z). By Lemma 10.3, it is easy to get
‖ ⌊XF⌉ ‖p≤C ‖ z ‖3p .
Moreover, Ψ := X tF |t=1= Id.+O(||z||3p) maps a neighborhood of z = 0 in lp into another neighborhood of z = 0
in lp, and
H ◦Ψ = ∑
k∈Zd+
√
λkzkzk+G+ Ĝ+ G˘,
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where G= G(1), Ĝ= G(3),
R˘=
∫ 1
0
∫ t
0
{{ ∑
k∈Zd+
√
λkzkzk,F},F} ◦X τFdτdt+
∫ 1
0
{G,F} ◦X tFdt.
It is easy to check
‖ ⌊X
Ĝ
⌉ ‖p≤C ‖ zˆ ‖3p, ‖ ⌊XG˘⌉ ‖p≤C ‖ z ‖5p .
As in Section 9, restrict | z˜ |<Cε1/40 and ‖ zˆ ‖p≤Cε1/30 . Then
‖ ⌊X
Ĝ+G˘
⌉ ‖p≤C(‖ zˆ ‖3p + ‖ z ‖
5
p)≤Cε0. (10.26)
Introduce action-angle variables (y,x) by
z jk =
√
ζk+ yke
−ixk , z¯ jk =
√
ζk+ yke
ixk , k = 1,2, · · · ,N, jk ∈ J (10.27)
where ζ = (ζ1, ...,ζn) ∈Rn+ and
ε
1/2
0 < |ζ | ≤ 2ε1/20 . (10.28)
Then
∑
j∈Zd+
√
λ jz jz j =
N
∑
k=1
√
λ jkζk+
N
∑
k=1
√
λ jkyk+ ∑
j∈Zd+\J
λ jz jz j (10.29)
and
G¯ = ∑
1≤k,l≤N
G¯ jklk (ζk+ yk)(ζl + yl)+ ∑
1≤k≤N, l∈Zd+\J
G¯ jkl(ζk+ yk)zl z¯l (10.30)
+ ∑
k∈Zd+\J,1≤l≤N
G¯k jl (ζl + yl)zk z¯k. (10.31)
Let
G˘(x,y, zˆ, zˆ;ζ ) = G˘(z˜, z˜, zˆ, zˆ) (10.32)
where (z˜, z˜) are defined by (10.27). Let
ω0(ζ ) = λ (N)+TBζ , Ω0(ζ ) = λ ∞ +TSζ , T = T1 · · ·Td ,
where
λ (N) =
(√
‖ j1 ‖2
1+ ‖ j1 ‖2 , · · · ,
√
‖ jN ‖2
1+ ‖ jN ‖2
)
, j1, · · · , jN ∈ J,
λ ∞ =
{√
λ j =
√
‖ j ‖2
1+ ‖ j ‖2 : j ∈ Z
d
+ \ J
}
,
B= (Bkl : k, l ∈ J),
Bkl =

a, k = l, k ∈ J,
1
2
b(
√
λk/λl+
√
λl/λk), k 6= l, k, l ∈ J,
a= (
3
8
)d , b= ∑
1≤p≤d
(
d
p
)
(
1
4
)p(
3
8
)d−p = (
5
8
)d− a,
S = (Skl : k ∈ Zd+ \ J, l ∈ J),
Skl = Gkl =
1
2
b(
√
λk+
√
λl), k ∈ Zd+ \ J, l ∈ J.
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Then, up to a constant depending on ζ , the Hamiltonian H ◦Φ in (10.24) can be written as
H = H0+R
0
with
H0 =
N
∑
j=1
ω0j (ζ )y j + ∑
j∈Zd+\J
Ω0j(ζ )z jz j, (10.33)
R0 = ∑
1≤k,l≤N
G¯ jklk yk yl + ∑
k∈Zd+\J,1≤l≤N
G¯k jl yl zkz¯k+ Gˆ(zˆ, zˆ)+ G˘(z˜, z˜, zˆ, zˆ;ζ ). (10.34)
Let us write the matrix B explicitly:
B=

a 1
2
b(
√
λ j1/λ j2 +
√
λ j2/λ j1) · · · 12b(
√
λ j1/λ jN +
√
λ jN/λ j1)
1
2
b(
√
λ j2/λ j1 +
√
λ j1/λ j2) a · · · 12b(
√
λ j2/λ jN +
√
λ jN/λ j2)
...
...
. . .
...
1
2
b(
√
λ jN/λ j1 +
√
λ j1/λ jN )
1
2
b(
√
λ jN/λ j2 +
√
λ j2/λ jN ) · · · a

where jp ∈ J, p= 1,2, · · · ,N. Recall
√
λ j =
√
‖ j‖2
1+‖ j‖2 . (Note ‖ j ‖=
√
τ21 j
2
1 + · · ·+ τ2d j2d ∼ | j|.) So
√
λ j =
√
1− 1
1+ ‖ j ‖2 = 1+O(
1
L2
), j ∈ J. (10.35)
It follows that
B=

a b · · · b
b a · · · b
...
...
. . .
...
b b · · · a
+O( 1L2 ).
Then
detB = (a− b)N−1(a+ 4b)+O(N
L2
) 6= 0, L≫ N,
and
B−1 =
1
(a− b)(a+(N− 1)b)

a+(N− 2)b −b · · · −b
−b a+(N− 2)b · · · −b
...
...
. . .
...
−b −b · · · a+(N− 2)b
+O( NL2 )
:= B−10 +O(
N
L2
). (10.36)
That is, ‖ B−1−B−10 ‖≤ CL , whereC=C(N) depends on N. Take Π¯ = [
√
ε0, 2
√
ε0]
N . Then MeasureΠ¯ = ε
N/2
0 and
DiameterΠ¯ = ε
1/2
0 . Define Φ : ζ 7→ ξ by
TBζ = ξ .
And let Π = Φ(Π¯). Thus,
1
C
ε
N/4
0 ≤ MeasureΠ≤CεN/40 ,
1
C
ε0 ≤ DiameterΠ≤Cε0,
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and
ω0(ξ ) = λ (N)+ ξ , (10.37)
Ω0(ξ ) = λ ∞ + SB−1ξ := (Ω0j(ξ ) : j ∈ Zd+ \ J), (10.38)
H0 = (ω
0(ξ ),y)+ ∑
j∈Zd+\J
Ω0j(ξ )zz z¯ j . (10.39)
By (10.37), Assumption A is obviously fulfilled. Recall
S =
(
sil =
b
2
(
√
λi/λl+
√
λl/λi) : i ∈ Zd+ \ J, l ∈ J
)
, (10.40)
where k denotes the row index of S and l the column index of S and recall
λ ∞ =
(√
λ j =
√
|| j||2
1+ || j||2 = 1−O(
1
| j|2 ) : j ∈ Z
d
+ \ J
)
(10.41)
Write B−1 = (bkl : k, l ∈ J). By (10.38), (10.40) and (10.41), we have
Ω0j = ϖ +O(| j|−κ), κ = 2, ϖ = 1+
b
2
∑
k,l∈J
bklξl .
This verifies that (1.24) and (1.25) of Assumption B⋆ hold true.
For a matrix X , by X(k) denote the k−th row of X . Then by (10.35),(10.36) and(10.40), we get
(SB−1)(i) = (SB−10 )(i)+O(
N
L2
)
=
b(λi+ 1)
2
√
λi


1 · · · 1
1 · · · 1
...
. . .
...
1 · · · 1
...
...
...
B
−1
0
(i)+O(
N
L2
)
=
b(1+λi)
2
√
λi (a− b)(a+(N− 1)b)
(−b(N− 1)+ a+(N− 2)b, · · · ,−b(N− 1)+ a+(N− 2)b)+O( N
L2
)
=
b(1+λi)
2
√
λi (a+(N− 1)b)
(1, · · · ,1)+O( N
L2
), (10.42)
where we have used
√
λl = 1+O(
1
L2
)with l ∈ J. For any k∈ZN \{0},we assume k1 6= 0 without loss of generality.
Arbitrarily take an infinite dimensional integer vector l = (l j ∈ Z : j ∈ Zd+ \ J) with |l| = ∑ j∈Zd+\J |l j| ≤ 2. Let
〈l,Ω0(ξ )〉= ∑ j∈Zd+\J l jΩ
0
j(ξ ). Then
∣∣∣∣ ddξ1 (〈k,ω0(ξ )〉+ 〈l,Ω0(ξ )〉)
∣∣∣∣=
∣∣∣∣∣∣k1+ ∑j∈Zd+\J l j
b2(1+λ j)
2
√
λ j (a+(N− 1)b)
∣∣∣∣∣∣+O( NL2 ).
Note || j||2 = τ21 j21 + · · ·+ τd j2d ≥ 1. So∣∣∣∣∣∣ ∑j∈Zd+\J l j
b(1+λ j)
2
√
λ j (a+(N− 1)b)
∣∣∣∣∣∣≤ 12
√
7
2
b
a+(N− 1)b <
b
a+(N− 1)b .
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Assume N ≥ 2.We have∣∣∣∣ ddξ1 (〈k,ω0(ξ )〉+ 〈l,Ω0(ξ )〉)
∣∣∣∣ ≥ 1− ba+(N− 1)b +O( NL2 )
≥ a+(N− 2)b
a+(N− 1)b +O(
N
L2
)
≥ C(N)> 0, for L≫ N. (10.43)
This verifies condition (1.26) of Assumption B⋆. Let q= p> d/2 and
Dp := Dp(ε0) = {(x,y, zˆ, ¯ˆz) ∈ CN/(2piZ)N×ZN× hp× hp : |ℑx| ≤ s0, |y| ≤ ε0, ||zˆ||p ≤ ε1/30 , ||zˆ||p ≤ ε1/30 }.
By (10.26), (10.27), (10.28) and (10.34) we verify Assumption C and
|⌊XR0⌉|q,Dp×Π ≤Cε0, |⌊∂ξ XR0⌉|q,Dp×Π ≤C
√
ε0. (10.44)
It follows from (10.21), (10.25) and (10.27) that Assumption D holds true. Finally, Assumption E holds true
clearly, since B= 0. Using Theorem 1.2 we have
Theorem 10.5. Assume ( 2pi
Tj
: j ∈ Zd+) is in Θ˜. Around the neighborhood of u= 0, gPC equation (10.1) has many
(the initial value set of N-dimensional positive Lebesgue measure) smooth solutions which are quasi-periodic in
time, linear stable and of zero Lyapunov exponent. More exactly, there exists ε∗0 = ε
∗
0 (N,τ,J) > 0 depending on
N,τ,J such that for any 0< ε0 < ε
∗
0 there is a subset Π˘ of the initial value set Π0 := [
√
ε0,2
√
ε0]
N with
Leb Π˘ = (LebΠ0)
(
1−C 1| log ε0|
)
and for any ξ = (ξl : l = 1, ...,N) ∈ Π˘, gPC equation has a quasi-periodic solution u(t,x) of frequency ω ∈RN in
time t
u(t,x) = ∑
k∈ZN , j∈Z\{0}
uˆ(k, j) ei(k,ω) φ j(x)
with
φn(x) = sinn1τ1x1 · · · sinndτdxd , ∀ n= (n1, ...,nd) ∈ Zd+,
satisfying
|ω −ω0| ≤C
√
ε0, ω ∈ RN , ω0 =
(√
|| jl ||2
1+ || jl||2
: jl ∈ J
)
∈RN ,
|uˆ(el , jl)− ξl |<Cε1/30 , el− lth unit vector of ZN , jl ∈ J, l = 1, ...,N,
and
∑
(k, j)/∈S
|uˆ(k, j|2 e|k|s0+2a | j|| j|2p <Cε1/30 , S = (el , jl) : l = 1, ...,N,
where some constants s0 > 0,a> 0 and p> d/2.
Remark 13. Theorem 1.2 applies to more general PC equation:{
utt −∆u−∆utt+F(u,∆u) = 0, x ∈Ω⊂ Rd ,
u|∂Ω = 0, (10.45)
where F(u) = ∑ j+ j≥3 ci j ui (∆u) j is an analytic function of u and ∆u with ci j ∈ R.
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11 Final Remark on global solutions to BBM and gPC
Up to now there have been a lot of works on the existence and long-time asymptotic behavior as well as traveling
solutions for BBM and gPC where the spatial variable is in the whole space Rd . See [47, 48, 49, 50, 51] for BBM
and [52, 53, 54, 55] for gPC and the references therein. According to our knowledge, there is not any results on
the existence of solutions, let alone long-time behavior of solutions, for BBM and gPC when the spatial variable x
is in some compact space, Td , say.
By Theorems 9.5 and 10.5, 1-dimensional BBM and d-dimensional gPC equations subject to typical peri-
odic boundary conditions (the spatial variable in compact space) have many quasi-periodic solutions with ini-
tial values of positive finite dimensional Lebesgue measure. These quasi-periodic solutions are of course global
and of recurrent property. As done in [56], Those solutions whose initial date close to any quasi-periodic solu-
tion are almost global, that is, assuming u0(t,x) with initial datum u0(0,x) is a quasi-periodic solution for BBM
or gPC equation subject the typical boundary conditions, then any solution u(t,x) with initial value satisfying
||u(0,x)− u0(0,x)||p < δ with any 0< δ ≪ 1 obeys that the solution u(t,x) exists for time |t|< Lδ−1 and
||u(t, ·)− u0(t, ·)||p ≤Cδ , ∀ |t|< δ−1.
12 Appendices
Let p˜, q˜ > d/2. For a linear operator L : h p˜ → hq˜, denote by Li j’s the matrix elements of L. Given an index set
I ⊂ Zd . Partition L as follows
L=
(
L(11) L(12)
L(21) L(22)
)
,
where
L(11) = (Li j : i ∈ I, j ∈ I), L(12) = (Li j : i ∈ I, j ∈ Zd \ I),
L(21) = (Li j : i ∈ Zd \ I, j ∈ I), L(22) = (Li j : i ∈ Zd \ I, j ∈ Zd \ I).
Expand L(i j) (i, j ∈ {1,2}) to L˜(i j) as follows
L˜(11) =
(
L(11) 0
0 0
)
, L˜(12) =
(
0 L(12)
0 0
)
, L˜(21) =
(
L(21) 0
0 0
)
, L˜(22) =
(
0 0
0 L(22)
)
.
Define
||L(i j)||
hip˜→h jq˜
= ||L˜(i j)||h p˜→hq˜ .
According to the partition of L, split the space h p˜:
h p˜ = h
1
p˜⊕ h2p˜,
where h1p˜ = {(z j ∈ C : j ∈ I)} and h2p˜ = {(z j ∈ C : j ∈ Zd \ I)}. And define
||z||2
h1p˜
= ∑
j∈I
| j|2 p˜|z j|2, z ∈ h1p˜,
and
||z||2
h2p˜
= ∑
j∈Zd\I
| j|2 p˜|z j |2, z ∈ h2p˜.
Lemma 12.1. For any p˜, q˜ ∈ {p,q= p+κ} and any i, j ∈ {1,2}, we have
||L(i j)||
hip˜→h jq˜
≤ ||L||h p˜→hq˜ .
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Proof. The proof can be found in P. 104, [45].
Lemma 12.2. Assuming that X is self-adjoint in ℓ2 and assuming that Dim X < ∞ , we have
||X ||ℓ2→ℓ2 ≤ ||X ||hp→hp , ∀ p > 0. (12.1)
Proof. Let λ be any eigenvalue of X and x0 be the eigenvector with the eigenvalue λ . Since X is self-adjoint,
||X ||ℓ2→ℓ2 = sup{|λ |}. Write X = (Xi j : i, j ∈ Ξ). Let I = diag(| j|p : j ∈ Ξ). Then
||X ||hp→hp = sup
x6=0
||X x||hp
||x||hp
= sup
x6=0
||I X x||ℓ2
||I x||ℓ2
≥ ||I X x0||ℓ2||I x0||ℓ2
=
||I λ x0||ℓ2
||I x0||ℓ2
= |λ |.
Thus
||X ||hp→hp ≥ sup{|λ |}= ||X ||ℓ2→ℓ2 .
Lemma 12.3. Assume ⌊X⌉ and ⌊Y⌉ are two bounded operator from h p˜ to hq˜ where p˜, q˜ ∈ {p,q,0}. Then
||⌊X+Y⌉||h p˜→hq˜ ≤ ||⌊X⌉||h p˜→hq˜ + ||⌊Y⌉||h p˜→hq˜
and
||⌊XY⌉||h p˜→h p˜ ≤ ||⌊X⌉||h p˜→h p˜ ||⌊Y⌉||h p˜→h p˜
Proof. The proof is easily verified by the definitions of || · ||h p˜→hq˜ and ⌊·⌉. We omit it.
Lemma 12.4. For a finite dimensional matrix X = (Xi j : i, j ∈ Zd , |i|, | j| ≤ Γ), where Γ is a fixed constant, then
||⌊X⌉||h p˜→hq˜ ≤ Γd/2 ||X ||h p˜→hq˜ ,
where h p˜ is a space of finite dimensional vectors:
h p˜ = {z= (z j ∈ C : j ∈ Zd , | j| ≤ Γ)}
with
||z||2h p˜ = ∑
| j|≤Γ
| j|2 p˜|z j|2.
Proof. Introducing a weight wi j = |i| p˜| j|−q˜. Let X˜i j = wi jXi j. Then
||X˜ ||h0→h0 = ||X ||h p˜→hq˜ , ||⌊X˜⌉||h0→h0 = ||⌊X⌉||h p˜→hq˜ .
Let δ = ||X˜ ||h0→h0 . Then
max
|i|≤Γ ∑| j|≤Γ
|X˜i j|2 ≤ δ 2, max| j|≤Γ ∑|i|≤Γ
|X˜i j|2 ≤ δ 2.
For any u= (u j : | j| ≤ Γ) with ||u||h0 = 1,
||⌊X u⌉||2h0→h0 = ∑|i|≤Γ
∣∣∑| j|≤Γ |X˜ik|u j∣∣2
≤ ∑|i|≤Γ
(
∑| j|≤Γ |X˜i j|2
)(
∑| j|≤Γ |u j|2
)
≤ ∑|i|≤Γ δ 2
≤ Γd δ 2.
This completes the proof.
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