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Entwicklung von Regularisierungsverfahren und zusammengesetzten Ähnlich-
keitsmaßen für die multimodale Bildregistrierung in der medizinischen Physik
Ziel dieser Arbeit ist die Untersuchung und Weiterentwicklung von Ähnlichkeitsmaßen
zur Registrierung von multimodalen medizinischen Bilddaten wie sie zum Beispiel in der
Planung und Diagnose von klinischen Eingriﬀen zum Einsatz kommen.
Hierbei wird zunächst eine Methode mit einem anisotropen Regularisierungsterm zur elas-
tischen Registrierung von EPI-Daten vorgestellt, der speziell für das zu Grunde liegende
Problem entwickelt wurde und dadurch genauere Registrierungsergebnisse ermöglicht.
Außerdem werden anhand von rigiden Problemstellungen zwei Konzepte zur Registrierung
entwickelt, bei denen zwei Maße zur Messung der Ähnlichkeit kombiniert werden. Durch die
vorgestellte Linearkombination zweier Maße, die auf verschiedenen Bildmerkmalen beru-
hen, wird ein Ähnlichkeitsmaß erzeugt, das vielseitiger einsetzbar ist als die einzelnen Maße.
Durch das in dieser Arbeit entwickelte Konzept einer Homotopie von Ähnlichkeitsmaßen,
bei dem die Maße durch eine dynamische Gewichtungsfunktion verknüpft werden, lassen
sich dagegen die Stärken zweier Maße kombinieren, die diese in unterschiedlichen Phasen
der Optimierung aufweisen. Im hier präsentierten Fall kann somit eine kürzere Laufzeit
und eine erhöhte Robustheit gegenüber Fehlregistrierungen bei gleicher Genauigkeit erzielt
werden.
Für die Evaluation der elastischen Registrierungsmethoden wird in dieser Arbeit zusätzlich
ein neues Maß entwickelt und diskutiert, das durch eine automatische und damit objekti-
ve Auswertung der Registrierungsergebnisse einen Vergleich der Ergebnisse verschiedener
Methoden ermöglicht.
Development of regularization methods and composite similarity measures for
multimodal image registration in medical physics
The aim of this thesis is to investigate and further develop similarity measures for the
registration of multimodal medical image data as used in the planning and diagnosis of
clinical surgeries, for example.
First a method with an anisotropic regularization term for the elastic registration of EPI
data is presented which was developed especially for the underlying problem and thus
enables more accurate registration results.
Besides, on the basis of rigid problems two concepts for registration are developed which
combine two similarity measures. Through the presented linear combination of two similari-
ty measures which are based on diﬀerent image features, a similarity measure is generated,
which is more versatile than the individual measures. The second concept is a homotopy
of similarity measures, which links the measures by a dynamic weighting function. This
allows to combine the strengths of two measures which they have in diﬀerent phases of the
optimization. In the case presented, a shorter runtime and an increased robustness against
false registrations can be achieved with the same accuracy.
For the evaluation of the elastic registration methods a new measure is developed and
discussed in this work, which enables a comparison of various registration results by the
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Medizinische Bildregistrierung ist in den vergangenen Jahrzehnten zu einem elemen-
taren Bestandteil des klinischen Alltags geworden, sei es in der Diagnostik oder in
der Planung chirurgischer Eingriﬀe. Unterschiedliche Bildgebungssysteme wie CT
oder MRT und die Vielzahl an Aufnahmesequenzen ermöglichen eine Kombination
der Informationen aus verschiedenen Bildgebungsverfahren. Eine solche Kombinati-
on verschiedener Aufnahmen erfordert jedoch immer zunächst eine Korrelation der
Aufnahmen, um zugehörige Informationen in den Bildern an gleicher Stelle anzeigen
zu können. Die Ermittlung der Parameter von Transformationen, die die Informa-
tionen eines Bildes denen eines zweiten zuordnen, heißt Bildregistrierung. In dieser
Arbeit wird das Thema Bildregistrierung im Kontext von medizinischen Bilddaten
behandelt.
Ein Beispiel für eine Anwendung im klinischen Alltag ist der Vergleich mehrerer
Aufnahmen des gleichen Objekts, die zu verschiedenen Zeitpunkten aufgenommen
wurden. Bewegungen des Patienten zwischen den Aufnahmen führen zu unterschied-
lichen Positionen der zueinander gehörigen Informationen in den Bilddaten. Bildda-
ten, die mit dem gleichen Aufnahmesystem generiert wurden, werden monomodal
genannt. Ein anderes Beispiel ist die Kombination von Aufnahmen aus verschie-
denen Bildgebungssystemen in den Bereichen der Diagnostik und Planung. Solche
Bilddaten werden auch multimodal genannt. Ein Grund für die Nutzung multi-
modaler Bilddaten ist, dass unterschiedliche Bildgebungssysteme unterschiedliche
Informationen in den Bildern hervorheben. Da jedoch die Aufnahmen in der Regel
nicht gleichzeitig gemacht werden, müssen auch hier die Informationen in den Bild-
daten zunächst korreliert werden. Eine solche Kombination von Aufnahmen wird
zum Beispiel im Bereich der Planung von chirurgischen Eingriﬀen eingesetzt. Ein
anderer Fall für die Registrierung von Bilddaten ist die Zuordnung von Röntgenbil-
dern aus unterschiedlichen Perspektiven wie sie bei zahnärztlichen Untersuchungen
erfolgt. Die im klinischen Bereich am häuﬁgsten vorkommenden Bildgebungen sind
Computer-Tomographie (CT), Magnet-Resonanz-Tomographie (MRT), Positronen-
Emissions-Tomographie (PET) und Röntgenaufnahmen.
Nur in dem sehr speziellen Fall, dass die Koordinatensysteme zweier Aufnahmesys-
teme bei der Messung genau kalibriert sind, kann durch eine einfache Koordinaten-
umrechnung ein Bild in das System des anderen Bildes überführt werden. In der
Regel ist jedoch eine direkte Umrechnung nicht möglich, sondern die Parameter, die
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1. Einleitung
die Transformation zwischen zwei Datensätzen beschreiben, müssen durch ein Opti-
mierungsverfahren ermittelt werden. Bildregistrierung ist daher das inverse Problem
der Transformation eines Bildes mit gegebenen Parametern.
Ein solches inverses Problem wird in der Regel durch die Optimierung einer Kosten-
funktion gelöst, die das Problem beschreibt. Dabei deﬁniert die Kostenfunktion die
Ähnlichkeit zweier Datensätze. Forschungspunkte im Bereich Bildregistrierung sind
daher zum einen die Deﬁnition geeigneter Kostenfunktionen sowie Verbesserungen
der Optimierungsstrategien. Das Ziel hierbei ist einerseits, die Genauigkeit beste-
hender Methoden zu verbessern, und andererseits insbesondere im medizinischen
Bereich, die Methoden zu beschleunigen.
Ein wichtiges Kriterium bei der Konzeption des Registrierungsalgorithmus ist das
betrachtete Objekt. Kann man den Schädel eines Menschen in der Regel gut als
starres Objekt beschreiben, so ist das bei Organen im Brustkorb aufgrund der At-
mung nicht gegeben. Die Möglichkeiten des betrachteten Objekts, seine Geometrie
zu verändern, haben einen Einﬂuss auf die Komplexität der Transformation, die die
Bewegung zwischen den Bildern modelliert. Mehr Freiheitsgrade in der Bewegung
führen zu mehr Parametern, die die Transformation beschreiben und im Rahmen
der Registrierung ermittelt werden müssen, und erhöhen somit die Dimension des
Parameterraums, der bei der Suche nach der optimalen Lösung betrachtet werden
muss.
Für objektive, schnelle Methoden ist eine automatische Registrierung mit möglichst
geringer Nutzerinteraktion wünschenswert. In der Regel wird diese jedoch im klini-
schen Bereich anschließend von einem geschulten Experten auch visuell kontrolliert.
Diese visuelle Kontrolle zeigt eine weitere Problematik der Registrierung als inverses
Problem. Da die durch die Registrierung generierten Parameter für die Transforma-
tion durch eine Optimierung ermittelt werden, kann nicht garantiert werden, dass
es sich dabei tatsächlich um die Parameter handelt, die die Eingangsdaten ideal
einander zuordnen. Insbesondere bei komplexen Systemen ist es sogar eher unwahr-
scheinlich, dass die bestmöglichen Parameter ermittelt werden. Die Ergebnisse der
Registrierung haben somit in der Regel einen Fehler, der bei der Interpretation der
Ergebnisse berücksichtigt werden muss. Die Ermittlung eines Maßes für diesen Feh-
ler ist je nach zu Grunde liegender Problemstellung mehr oder weniger komplex.
Der Fokus dieser Arbeit liegt auf der Untersuchung und Weiterentwicklung von
Kostenfunktionen für die medizinische Bildregistrierung multimodaler Daten. Da
anhand der Kostenfunktion die Parameter ermittelt werden, die die Transformation
zwischen den Bilddaten beschreiben, ist diese für die Bildregistrierung von entschei-
dender Bedeutung. Kriterien bei der Beurteilung der neu entwickelten Kostenfunk-
tionen im Vergleich zum bisherigen Stand der Technik sind die generelle Eignung
der Funktionen, die Daten zu registrieren, die Genauigkeit der Registrierung sowie
deren Laufzeit.
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Die in dieser Arbeit entwickelten Algorithmen werden anhand von multimodalen
Aufnahmen des Kopfes getestet. Registrierungen von Kopfdaten werden in der Re-
gel mit Hilfe von rigiden oder aﬃnen Transformationen durchgeführt, da hier nicht
von einer Deformation des Gewebes auszugehen ist, wie es zum Beispiel im Brust-
raum aufgrund von Atmung der Fall ist. Eine Ausnahme hiervon stellt der in Ka-
pitel 6 vorgestellte Fall dar. Die hier auftretenden Deformationen basieren auf der
Bildgebungsmethode und sind in der Literatur bereits durch ein physikalisches Mo-
dell beschrieben worden. Der Schwerpunkt dieses Kapitels liegt auf der Entwicklung
eines anisotropen Regularisierungsterms für die Kostenfunktion, der an die Pro-
blemstellung angepasst ist. Ein Regularisierungsterm wird in Verbindung mit einem
Ähnlichkeitsmaß in einer Kostenfunktion verwendet, um bestimmte Lösungen im Pa-
rameterraum gegenüber anderen zu bevorzugen und so den Optimierer in bestimmte
Richtungen zu lenken. Ein Beispiel hierfür ist die Forderung, dass bei einem Trans-
formationsfeld, bei dem jeder Gitterpunkt den Transformationsparameter an der
zugehörigen Position im Bild deﬁniert, der Gradient in diesem Transformationsfeld
möglichst gering sein soll.
In den darauf folgenden Kapiteln wird anhand von klassischen Problemstellungen
zur Registrierung multimodaler Kopfdaten, wie sie zum Beispiel in der Strahlenthe-
rapie vorliegen, der Schwerpunkt auf das Ähnlichkeitsmaß gelegt. Hierbei werden
mehrere Ähnlichkeitsmaße kombiniert, um eine Funktion zu erhalten, deren Eigen-
schaften in Bezug auf die Registrierung besser sind als die der einzelnen Terme.
Diese Kombination erfolgt zum einen durch eine Linearkombination zweier Ähn-
lichkeitsmaße mit einer konstanten Gewichtung der Terme. Dadurch können zwei
Maße gleichzeitig bei der Optimierung berücksichtigt und deren Einﬂuss anhand
der Gewichtung festgelegt werden. Zum anderen wird das Konzept einer Homo-
topie von Ähnlichkeitsmaßen präsentiert, bei dem zwei Ähnlichkeitsmaße in einer
Kostenfunktion durch eine dynamische Gewichtung kombiniert werden, die einen
kontinuierlichen Übergang von dem einen Ähnlichkeitsmaß zum anderen Maß im
Verlauf der Optimierung ermöglicht. Dadurch lassen sich die Stärken ausnutzen, die
die einzelnen Maße in unterschiedlichen Phasen der Optimierung haben.
Neben der Entwicklung der Algorithmen zur Registrierung der Bilddaten sind im
Rahmen dieser Arbeit auch zwei Verfahren zur Evaluation von Registrierungsergeb-
nissen entwickelt worden, die bei der Auswertung der Methoden genutzt wurden.
Der eine Algorithmus wurde für die Evaluation der Ergebnisse der deformierbaren
Registrierung in Kapitel 6 verwendet, der andere Algorithmus für die Evaluation
der Ergebnisse in Kapitel 7.
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1. Einleitung
1.1. Gliederung der Arbeit
Die Arbeit gliedert sich in folgende Abschnitte. In Kapitel 2 werden die Grundlagen
der medizinischen Bildregistrierung vorgestellt. Zusätzlich werden die medizinischen
Bildgebungsverfahren beschrieben, die für diese Arbeit von Bedeutung sind. Im An-
schluss wird in Kapitel 3 der für diese Arbeit relevante Stand der Technik vorgestellt.
Die in dieser Arbeit verwendeten Daten werden in Kapitel 4 beschrieben.
In Kapitel 5 werden die im Rahmen dieser Arbeit entwickelten Verfahren zur Eva-
luation der Genauigkeit der Registrierungsverfahren präsentiert. Dazu gehört die
Methode Outer Structure Shape (OSS), ein Verfahren zur Evaluation der Ergebnisse
einer elastischen Registrierung, sowie ein Maß für den Fehler einer rigiden Registrie-
rung bei gegebenen idealen Parametern. Die OSS-Methode wird im Folgenden für die
Evaluation der Ergebnisse von elastischen Registrierungen in Kapitel 6 verwendet.
Die im Rahmen dieser Arbeit entwickelten Registrierungsalgorithmen werden in den
Kapiteln 6-8 präsentiert. In Kapitel 6 wird ein Algorithmus für eine elastische Re-
gistrierung mit einer anisotropen Regularisierung vorgestellt und die generierten
Ergebnisse werden mit den Ergebnissen von bestehenden Softwareprodukten vergli-
chen. Die Besonderheit liegt hierbei in den verwendeten Bilddaten, die neben einer
speziellen geometrischen Verzerrung auch eine Verzerrung der Bildintensitäten auf-
weisen.
Ein Anwendungsbeispiel für die Kombination zweier Ähnlichkeitsmaße wird in Ka-
pitel 7 präsentiert. Ziel der Methode ist es, eine bezüglich der Beschaﬀenheit der
genutzten Daten vielseitiger einsetzbare Kostenfunktion für die Registrierung zu
generieren.
Im Anschluss wird in Kapitel 8 eine komplexere Kombination von Maßen in Form ei-
ner Homotopie von Ähnlichkeitsmaßen vorgestellt. Hierbei werden die Ähnlichkeits-
maße nicht durch eine statische Gewichtung in der Kostenfunktion kombiniert, son-
dern durch eine dynamische Gewichtungsfunktion, die die einzelnen Gewichtungs-
faktoren der Maße während der Optimierung anpasst. Am Ende jedes dieser drei
Kapitel ﬁndet auch eine Diskussion der Ergebnisse statt.
Den Abschluss der Arbeit bildet eine Zusammenfassung mit einem Ausblick auf




Die Ergebnisse dieser Arbeit wurden bereits in verschiedenen Fachzeitschriften oder
auf Konferenzen vorgestellt.
In Zeitschriften erschienen sind:
• Daniel Glodeck, Jürgen Hesser, and Lei Zheng. Distortion correction of epi
data using multimodal nonrigid registration with an anisotropic regularization.
Magnetic Resonance Imaging, 34(2):127 - 136, 2016. [1]
• Daniel Glodeck, Jürgen Hesser, and Lei Zheng. Potential of metric homotopy
between intensity and geometry information for multi-modal 3d registration.
Zeitschrift für Medizinische Physik, 2018. [2]
Als Posterbeitrag für eine Konferenz ist erschienen:
• Glodeck D, Zheng L, Hesser J. Verwendung mehrerer Bildmerkmale mit Mutu-
al Information in der multimodalen Bildregistrierung. In: 47. Jahrestagung der
DGMP und 19. Jahrestagung der ISMRM-DS. 47. Jahrestagung der DGMP
und 19. Jahrestagung der ISMRM-DS. Würzburg; 2016. [3]
Das Evaluierungsverfahren für elastische Registrierungsmethoden, das in Kapitel 5
vorgestellt wird, und der Registrierungsalgorithmus aus Kapitel 6 sind Inhalt der
Publikation [1].
Das Verfahren zur Kombination von Ähnlichkeitsmaßen, das in Kapitel 7 präsentiert
wird, wurde als Poster auf der 47. Jahrestagung der DGMP und 19. Jahrestagung
der ISMRM-DS vorgestellt [3].
Das Konzept der Homotopie von Ähnlichkeitsmaßen und die in Kapitel 8 vorgestell-
ten Ergebnisse sind Thema der Publikation [2].
Inhalte dieser Publikationen wie zum Beispiel Ergebnisse, Abbildungen, Formulie-
rungen und Formeln in exakter oder geänderter Form werden daher in dieser Arbeit




Dieses Kapitel umfasst die Grundlagen der medizinischen Bildregistrierung. Medi-
zinische Bildregistrierung wird eingesetzt im Bereich der Diagnostik, Planung und
Evaluierung insbesondere im Bereich der Strahlentherapie [4].
Da zeitgleich mit der Entstehung dieser Arbeit auch die Anleitung für den Versuch
FP-95 für ein Fortgeschrittenenpraktikum von mir erstellt wurde [5], können im Ka-
pitel Grundlagen beider Arbeiten ähnliche Abschnitte enthalten sein. Im Folgenden
wird hier an entsprechenden Stellen nur die ursprüngliche Quelle zitiert, auf der die
Inhalte beruhen, da die Inhalte der angeführten Anleitung sich im Laufe der Zeit
noch ändern können.
2.1. Medizinische Bildregistrierung
Ziel der Bildregistrierung ist die Bestimmung der Transformationsparameter, mit
denen sich zwei Bilder für ein vorgegebenes Modell einer Transformation bestmöglich
überlagern lassen. Anders als bei dem Problem der Transformation eines Bildes
mit gegebenen Parametern, bei der die Zielkoordinaten der Bildpunkte berechnet
werden müssen, ist bei diesem Problem die Ausgangslage und die Endlage der Daten
bekannt, jedoch nicht die Transformation, die zu diesem Ergebnis geführt hat. Da
die optimalen Parameter für dieses Problem oftmals nicht direkt berechnet werden
können, müssen sie durch ein Optimierungsverfahren ermittelt werden. Diese Art
der Problemstellung wird auch als inverses Problem bezeichnet, wobei in diesem
Fall die Anwendung der Transformation das Vorwärtsproblem beschreibt.
Die Ähnlichkeit der Bilddaten wird dabei durch eine Kostenfunktion deﬁniert und
diese Ähnlichkeit wird anschließend durch Variation der Transformationsparameter
maximiert. Die allgemeine Form der Problemstellung kann beschrieben werden als
u¯ = arg max
u
(C(u)), (2.1)
wobei C(u) die Kostenfunktion beschreibt, u den zu optimierenden Parametervektor
und u¯ den Parametervektor, der die optimale Transformation beschreibt. Hierbei




In Gleichung 2.1 zeigt sich bereits die Bedeutung von drei Kernkomponenten der
Registrierung: Das Modell der Transformation, das bestimmt, wie viele und welche
Arten von Transformationsparametern im Vektor u für die Veränderung der Daten
zugelassen sind, das Ähnlichkeitsmaß, das in der Funktion C(u) enthalten ist und
der verwendete Optimierungsalgorithmus.
Ausgangspunkt für eine Registrierung ist ein Bild B, das auf ein Bild A registriert
werden soll. Hierbei wird das Bild A im Folgenden als das Referenzbild bezeichnet,
B als das bewegte Bild. Im Falle von dreidimensionalen Problemen wird anstelle
des Wortes Bild auch der Begriﬀ Volumen verwendet. Ein Bild oder Bildvolumen
kann als Zuordnung von Koordinaten auf Intensitäten interpretiert werden. Diese
Funktion ist jedoch aufgrund der Pixel oder Voxel diskretisiert und nur im Blickfeld
der Bildes (Field of View - FOV) deﬁniert. Dieses Blickfeld wird auch als die Domäne
Ω des Bildes bezeichnet. Diese Zuordnung von Koordinaten xA eines Bildes A zu
Intensitätswerten A(xA) kann beschrieben werden als [6]
A : xA ∈ ΩA 7→ A(xA). (2.2)
Analog wird die gemeinsame Domäne zweier Bilder A und B wird mit ΩA,B bezeich-
net.
Die Transformation zwischen den Koordinatensystemen beider Bilder kann über eine
geometrische Transformation T beschrieben werden als [6]
T : xA 7→ xB ⇐⇒ T (xA) = xB (2.3)
Für den Vergleich des bewegten Bildes mit dem Referenzbild muss das bewegte Bild
in das System des Referenzbildes übertragen werden. Hierfür müssen die Intensitä-
ten des bewegten Bildes in das Koordinatensystem des Referenzbildes transformiert
werden. Da dabei in der Regel Intensitäten von Positionen des Bildes bestimmt wer-
den müssen, die zuvor nicht mit den Positionen der Voxel übereinstimmten, wird das
Ergebnis dieser Transformation auch von der Wahl des Bildinterpolationsverfahrens
beeinﬂusst. Die Transformation eines Bildes in ein anderes System wird daher mit
T bezeichnet, um die Abhängigkeit des resultierenden Bildes vom gewählten Bildin-
terpolationsverfahren zu verdeutlichen. Im Folgenden wird das Referenzbild mit IR
und das bewegte Bild mit IM bezeichnet. Das transformierte bewegte Bild in der
Domäne des Referenzbildes wird mit ITM bezeichnet und ist gegeben durch
ITM(xR) = IM(T (xR)) = IM(xM) mit xR ∈ ΩIR,ITM . (2.4)
In der Literatur werden oft ähnliche Darstellungen für die Verbindung der Kompo-
nenten eines Registrierungsframeworks [7, 8] verwendet. In Abbildung 2.1 sind die















Abbildung 2.1.: Darstellung der Komponenten eines Registrierungsframeworks. Aus
dem bewegten Bild wird mit Hilfe der aktuellen Transformations-
parameter mit einem Interpolierer das transformierte Bild im Koor-
dinatensystem des Referenzbildes bestimmt. Mit dem Ähnlichkeits-
maße kann der Funktionswert berechnet werden, anhand dessen mit
Hilfe eines Optimierers die idealen Parameter ermittelt werden.
Neben den zuvor genannten Komponenten Ähnlichkeitsmaß, Optimierer und Trans-
formation wird hier auch die Rolle des Interpolierungsverfahrens deutlich. Aus der
Transformation mit den aktuellen Parametern und dem bewegten Bild wird zunächst
das transformierte Bild ITM in der Domäne ΩR des Referenzbildes ermittelt. Da das
bewegte Bild nicht zwingend überall in ΩR deﬁniert ist, kann ITM nur in der ge-
meinsamen Domäne beider Bilder, also dem Bereich, in dem die Bilder überlappen,
bestimmt werden. Die initialen Parameter, mit denen die Registrierung gestartet
wird, können dabei entweder ein Vektor mit Nullen sein oder für den Fall, dass
Vorinformationen für das Problem gegeben sind, eine erste Schätzung der idealen
Parameter.
Mit dem Referenzbild IR und dem transformierten Bild ITM wird dann der Wert
des Ähnlichkeitsmaßes ermittelt. Da ITM von den für die Transformation genutz-
ten Parametern u abhängig ist, ist der ermittelte Wert ebenfalls von u abhängig.
Mit Hilfe des Optimierers wird der Parametervektor u so lange optimiert, bis der
Funktionswert des Ähnlichkeitsmaßes sein Optimum erreicht.
Bei der Implementierung der einzelnen Komponenten können noch weitere Konzepte
genutzt werden, um die Qualität oder die Laufzeit der Registrierung zu verbessern.
Die einzelnen Komponenten werden in den folgenden Abschnitten noch näher be-
schrieben. Zunächst werden die einzelnen Kriterien vorgestellt, nach denen unter-





Die Art der Transformationsparameter, die im Rahmen einer Registrierung ermittelt
werden sollen, hängt vom Typ der zu Grunde gelegten Transformation ab. Hierbei
beeinﬂusst die Anzahl der Parameter sowohl die möglichen Registrierungsergebnisse
und die Fähigkeit des Modells, bestimmte Transformationen oder Verzerrungen in
den Daten zu berücksichtigen, als auch die Laufzeit des Algorithmus, da diese von
der Anzahl der zu optimierenden Parameter abhängt.
Im Folgenden werden verschiedene Typen für Transformationen vorgestellt und ihre
Einsatzmöglichkeiten diskutiert.
2.2.1. Rigide Transformation
Eins der einfachsten Modelle einer Transformation ist die rigide Transformation.
Diese berücksichtigt nur eine globale Translation und Rotation aller Bildpunkte zu-
sammen. Folglich ist eine wesentliche Eigenschaft der rigiden Transformation, die
auch starre Transformation oder Euklidische Transformation genannt wird, dass
sich die Abstände zwischen einzelnen Punkten im Bild durch die Transformation
nicht ändern. Die Parameter, durch die die Transformation beschrieben wird, unter-
teilen sich in Translationsparameter und Rotationsparameter, wobei für jede Raum-
richtung jeweils ein Translations- und ein Rotations-Parameter benötigt wird. Die















mit einem dreidimensionalen Translations-Vektor t und einer 3×3 Rotations-Matrix













 cosα2 0 sinα20 1 0
− sinα2 0 cosα2
 , (2.8)
R(3) =





wobei R(i) eine Rotation des Bildes um die i-te Achse um den Winkel αi bewirkt.
Eine zusätzliche Einschränkung der rigiden Transformation stellt eine Beschränkung
auf entweder nur Rotationen oder nur Translationen dar. Translation und Rotation
sind in Abbildung 2.2(a,b) dargestellt.
2.2.2. Aﬃne Transformation
Neben Translationen und Rotationen können auch Scherungen und Skalierungen
in den Bilddaten auftreten. Um auch solche Änderungen bei der Transformation
berücksichtigen zu können, benötigt man zusätzlich jeweils einen Parameter pro
Raumrichtung für jede dieser Eigenschaften der Transformation. Zusammen mit
den Parametern für Translation und Rotation erhöht sich somit die Gesamtzahl der
Parameter für die aﬃne Transformation auf 12. Diese können in einer 4x4 Matrix
als globale Transformation geschrieben werden, die auf jeden Bildpunkt angewendet
wird.
Die einzelnen Elemente einer aﬃnen Transformation sind in Abbildung 2.2 darge-
stellt.
2.2.3. Elastische Transformation
Elastische Registrierung, auch deformierbare Registrierung genannt, wird in der
medizinischen Bildanalyse eingesetzt, wenn von einer Deformation des aufgenom-
menen Objektes zwischen den betrachteten Aufnahmen oder von einer Verzerrung
eines der Bilddatensätze ausgegangen werden muss. Beispiele für eine Deformati-
on des aufgenommenen Objektes gibt es zum Beispiel bei der Untersuchung von
Lungendaten, da es hier zu atmungsbedingten Veränderungen der Organgeometrie
kommt. Verzerrungen von Bilddaten treten außerdem zum Beispiel bei der Echo-
Planar-Bildgebung (Echo-Planar-Imaging - EPI) auf. Bei dieser speziellen Sequenz
der Magnet-Resonanz-Bildgebung (MRI) kommt es aufnahmebedingt sowohl zu geo-
metrischen Verzerrungen als auch zu Intensitätsverzerrungen, die durch die schnellen
Änderungen des magnetischen Feldes verursacht werden.
Im Vergleich zu globalen Registrierungen wie zum Beispiel aﬃnen Registrierungen,
bei denen jeder Punkt anhand der gleichen Parameter transformiert wird, kann bei
einer elastischen Registrierung jeder Punkt individuell transformiert werden. Um
nicht für jeden Punkt die Transformationsparameter ermitteln zu müssen, werden
diese in der Regel nur für Knotenpunkte auf einem Gitter bestimmt und dann für
alle anderen Punkte durch Interpolation ermittelt. Abbildung 2.3 zeigt ein Beispiel





























































Abbildung 2.2.: Darstellungen der möglichen Transformationen einer aﬃnen Trans-
formation. Das hellblaue Rechteck bezeichnet hierbei das Ausgangs-
bild und die dunkelblaue Fläche das transformierte Bild. (a) Trans-
lation, (b) Rotation, (c) Skalierung, (d) Scherung. Im Falle der ri-


















Abbildung 2.3.: Darstellung einer elastischen Transformation.
2.3. Ähnlichkeitsmaße
Abhängig von der Problemstellung werden unterschiedliche Ähnlichkeitsmaße in der
Bildregistrierung eingesetzt. Die erste elementare Unterscheidung ist, ob man für die
Bestimmung der Ähnlichkeit Intensitäten nutzt oder die räumliche Anordnung von
Landmarken vergleicht. Bei der Nutzung von Intensitäten ist die nächste Unter-
scheidung, ob diese direkt zwischen den betrachteten Bilddaten verglichen werden
können oder ob nur eine Korrelation zwischen den Intensitäten erwartet wird. Ers-
teres ist im monomodalen Fall zu erwarten, wohingegen bei der Betrachtung von
multimodalen Daten oftmals nur von Letzterem ausgegangen werden kann.
In der Literatur und in Software-Frameworks werden die in der Bildregistrierung
verwendeten Ähnlichkeitsmaße oft auch als Metriken bezeichnet. Diese Bezeichnung
ist in Bezug auf einige der in diesem Bereich gebräuchlichen Maße zutreﬀend, die
tatsächlich die Eigenschaften einer Metrik erfüllen, es gibt jedoch auch Maße, die
nicht die Eigenschaften einer Metrik aufweisen. Hier wird die Deﬁnition aus dem
Buch 'Topologie' von Klaus Jänich verwendet, die eine Metrik deﬁniert als eine
reelle Funktion d : X ×X → R, für die gilt [9]:
• d(x, y) ≥ 0 für alle x, y ∈ X, und d(x, y) = 0 genau dann, wenn
x = y
• d(x, y) = d(y, x) für alle x, y ∈ X
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• d(x, z) ≤ d(x, y) + d(y, z) für alle x, y, z ∈ X ("Dreiecksunglei-
chung").
In den folgenden Abschnitten werden einige Ähnlichkeitsmaße vorgestellt, die in den
verschiedenen Fällen genutzt werden können.
2.3.1. Merkmalbasierte Messung der Ähnlichkeit
Iterative Closest Point
Iterative Closest Point (ICP) wurde von Chen und Medioni [10] und Besl und
McKay [11] entwickelt. ICP wird noch heute standardmäßig zur Anpassung der Lage
von Punktwolken verwendet und bietet sich somit insbesondere für die Registrierung






||lA − lB||, (2.10)
wobei lA und lB die Landmarken in den Punktesets LA und LB sind und ||.|| die
Euklidische Norm beschreibt.
Root Mean Square Metrik
Die Root Mean Square Metrik (RMS) ist ein weiteres Maß für die Distanz zweier




||lA,i − lB,i||2, (2.11)
wobei n die Anzahl Punkte in den Landmarken-Sets und lA,i (lB,i) der i-te Punkt
im Landmarken-Set lA (lB) ist. Abhängig davon, ob die Funktion maximiert oder
minimiert werden soll, wird auch die negative Form der Metrik verwendet [12]. Die
RMS-Metrik und ihre negative Variante können dann eingesetzt werden, wenn es
eine Zuordnung zwischen den Punkten in den Sets lA und lB gibt.
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2.3.2. Intensitätsbasierte Messung der Ähnlichkeit
Metriken mit direktem Vergleich der Intensitäten
Metriken, die zur Ermittlung der Ähnlichkeit zweier Bilder deren Intensitätswerte
direkt miteinander vergleichen, können nur eingesetzt werden, wenn die Intensitäten
beider Bilder bei korrekter Zuordnung bis auf ein eventuelles Rauschen gleich sind.
Dies ist im Fall von monomodalen Problemen gegeben, in der Regel jedoch nicht
bei multimodalen Bilddaten. In einigen Fällen lässt sich durch eine Normierung der
Bilddaten aus einem multimodalen Problem ein monomodales Problem annähern,
wodurch die Metriken in diesen Fällen auch eingesetzt werden können.
Eine Metrik zur Messung der Ähnlichkeit von Bilddaten anhand ihrer Intensitäten
ist die Summe der Quadratischen Abweichungen (Sum of Squared Distances (SSD))
oder auch Mittlere Quadratische Abweichung (Mean Squared Diﬀerence (MSD)).







Hierbei ist ΩA,B die Überlappungs-Domäne der Bilder A und B, T die Transforma-
tion, die das bewegte Bild in das System des Referenzbildes transformiert, und N
die Anzahl Voxel in der Domäne ΩA,B. Ein Nachteil dieser Metrik ist, dass durch
die quadratische Gewichtung einzelne Ausreißer einen starken Einﬂuss auf den Wert
der Metrik haben. Alternativ zu SSD kann auch die Summe der Absoluten Abwei-







Die Wahl zwischen diesen Metriken ist abhängig vom angenommenen Rauschen in
den Bilddaten [14].
Ähnlichkeitsmaße mit Intensitäts-Korrelationen
Ähnlichkeitsmaße, die Intensitäts-Korrelationen nutzen, basieren auf der Annah-
me einer linearen Abhängigkeit zwischen den Intensitäten der Bilder [6]. Cross-
Correlation ist deﬁniert als das Skalarprodukt zweier Vektoren A und B, welche im









Die auf einen Mittelwert von 0 und eine Standardabweichung von 1 normierte Ver-
sion von C wird auch correlation coeﬃcient (CC) [15, 16] oder Normalized Cross-








Die vorherigen Benennungen sind in der Literatur nicht immer eindeutig. So wird
zum Beispiel in Avants et al. das Quadrat des Ausdrucks aus Gleichung 2.15 als
Cross-Correlation bezeichnet [17].
Entropiebasierte Ähnlichkeitsmaße
Ein Ansatz, der nicht auf einer direkten oder linearen Abhängigkeit der Intensitäten
in den betrachteten Bilddaten beruht, geht zurück auf ein 1928 von Hartley et al.
entwickeltes Maß für den Informationsgehalt von Daten [18]. Für eine Nachricht von
n Zeichen, wobei es für jedes dieser Zeichen s gleich wahrscheinliche Möglichkeiten
gibt, sollte ein Maß H entwickelt werden, dass zwei Anforderungen genügt [19]. Zum
einen sollte H linear mit der Anzahl Zeichen wachsen, zum anderen sollte H für zwei
Nachrichten gleich sein, wenn deren Anzahl möglicher Nachrichten gleich ist, also
sn11 = s
n2
2 gilt. Das gilt für das Maß von Hartley [18]
H = n · log(s) = log(sn). (2.16)
Das heute gebräuchlichste Maß für den Informationsgehalt in der Signal- und Da-




pi · log(pi), (2.17)
die nicht voraussetzt, dass alle Symbole in einer Nachricht und somit alle Nach-
richten mit fester Länge gleich wahrscheinlich sind. Statt dessen wird bei dieser
Deﬁnition jedem möglichen Ereignis eine Wahrscheinlichkeit pi zugewiesen. Im Fal-
le, dass alle Ereignisse gleich wahrscheinlich sind, also für pi = 1sn , entspricht die
















· log(sn) = log (sn) . (2.18)
Die Shannon Entropie kann auch als Maß der Unbestimmtheit interpretiert werden,
da sie maximal wird, wenn alle Wahrscheinlichkeiten gleich groß sind, also man keine
Information darüber hat, welches Ereignis bzw. welche Nachricht eintreten wird [19].
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Im Bereich der Bildregistrierung betrachtet man bei der Berechnung der Shannon
Entropy die Verteilung der Intensitätswerte in den Bildern. Diese kann durch ein
Histogramm aller vorkommenden Intensitätswerte bestimmt werden, das anhand




pA(a) log (pA(a)) , (2.19)
wobei pA(a) die Wahrscheinlichkeit für das Auftreten der Intensität a im Bild A
beschreibt. Wenn die Intensitäten in den Bildern nicht als ganze Zahlen, sondern
als reelle Zahlen vorliegen, wird häuﬁg ein sogenanntes Binning der Intensitäten
vorgenommen, bei dem alle Werte in einem festgelegten Intervall bei der Bildung
des Histogramms zu einem Eintrag im Histogramm zusammengefasst werden.
Als Maß für die Ähnlichkeit von Bilddaten wurde zunächst die Shannon Entropie für
eine gemeinsame Verteilung von zwei Datensätzen verwendet [21]. Die gemeinsame






pA,B(a, b) log(pA,B(a, b)), (2.20)
wobei pA,B(a, b) die Wahrscheinlichkeit für das Auftreten des Paares (a, b) an einer
Position in den Daten A und B beschreibt.
Auf Basis der gemeinsamen Entropie wurde Mutual Information (MI) entwickelt mit
der Form [22, 23]





pA,B(a, b) · log( pA,B(a, b)
pA(a) · pB(b)).
(2.21)
Bei diesem Maß werden neben der gemeinsamen Entropie der Daten auch noch
ihre jeweiligen individuellen Entropien betrachtet. MI kann alternativ auch deﬁniert
werden als [19]
SMI(A,B) = H(B)−H(B|A), (2.22)
wobei H(B|A) die bedingte Entropie beschreibt, die auf der bedingten Wahrschein-
lichkeit p(b|a) beruht.
Die Eigenschaften von Mutual Information sind [19]:
1. Symmetrie bezüglich der Bilder: SMI(A,B) = SMI(B,A).
2. Die gemeinsame Information eines Bildes mit sich selbst entspricht der Entro-
pie des Bildes: SMI(A,A) = H(A).
3. Die gemeinsame Information der Bilder ist nie negativ. SMI(A,B) ≥ 0.
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4. Die gemeinsame Information kann nie größer sein als die Informationen der
einzelnen Bilder SMI(A,B) ≤ H(A), SMI(A,B) ≤ H(B)




Abbildung 2.4.: Darstellung von Mutual Information als Venn-Diagramm. Blauer
Kreis: Information aus Bild A. Grauer Kreis: Information aus Bild
B. Die Schnittﬂäche aus den Kreisen bildet die Mutual Information.
(siehe: Vergara et al. verändert [24])
In der Literatur hat sich gezeigt, dass es bei großer Fehlregistrierung, die zu ei-
nem verkleinerten Überlappungs-Bereich der Bilddaten führt, zu einem Anstieg des
Wertes von MI kommen kann. Zur Lösung dieses Problems, dass als Überlappungs-
Problem in der Literatur diskutiert wird [25, 19, 16], wurden normierte Ähnlichkeits-
maße basierend auf Mutual Information eingeführt. Die gebräuchlichste normierte
Variante von Mutual Information bildet Normalized Mutual Information (NMI), die










der sich jedoch auch durch NMI ausdrücken lässt durch [19]





Eine Erweiterung von Mutual Information durch zusätzliche Gradienteninformation-
en wurde von Pluim et al. vorgeschlagen [27]. Für jeden betrachteten Punkt x im
einen Bild und seinen zugehörigen Punkt x′ im zweiten Bild werden die Intensitäts-
Gradienten durch eine Faltung des Bildes mit einem Gauß-Filter der Größe σ be-




|∇x(σ)| · |∇x′(σ)| , (2.26)
wobei | · | für den Betrag steht. Da bei multimodalen Bilddaten auch bei optimaler
Zuordnung der Bilder die Gradienten entgegengesetzt zueinander stehen können,
wurde eine Gewichtung eingeführt, die Winkel von 0 bzw. 180 Grad zwischen den





Das Gradientenmaß wird deﬁniert als die Summe aller minimalen Gradienten an





w(αx,x′(σ)) ·min(|∇x(σ)|, |∇x′(σ)|). (2.28)
Als Kostenfunktion für die Bildregistrierung wird von Pluim et al. eine Kombination
dieses Gradientenmaßes mit MI vorgeschlagen in der Form [27]
SI(A,B) = SG(A,B) · SMI(A,B). (2.29)
Von den vorgestellten intensitätsbasierten Ähnlichkeitsmaßen erfüllen SSD und SAD
die Anforderungen an eine Metrik, die korrelationsbasierten Maße und entropieba-
sierten Maße erfüllen diese jedoch nicht. Insbesondere die Bedingung
• d(x, y) = 0 genau dann, wenn x = y
wird von Cross Correlation und Mutual Information nicht erfüllt. Melbourne et al.
präsentierten in diesem Zusammenhang eine Variante von MI, die die Eigenschaften
einer Metrik aufweist [28].
Sampling-Ansätze für die Auswertung von intensitätsbasierten
Ähnlichkeitsmaßen
Die Berechnung der Ähnlichkeit kann abhängig von der Größe der Input-Daten sehr
aufwendig sein. Da im Rahmen der Registrierung die Werte der Ähnlichkeitsmaße
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sehr häuﬁg berechnet werden müssen, um die optimalen Transformationsparameter
zu ermitteln, wurden Ansätze präsentiert, um diese Berechnung zu beschleunigen.
Einer dieser Ansätze sieht vor, nicht alle Bildpunkte bei der Berechnung des Funk-
tionswertes zu verwenden, sondern nur einen Subset dieser Punkte. Dieses Vorgehen
wird Sampling genannt. Für die Auswahl der Sample-Punkte gibt es verschiedene
Ansätze.
Ein einfacher Weg zur Reduzierung der Anzahl der Punkte liegt darin, ein regel-
mäßiges Gitter über die Daten zu legen und nur die Gitterpunkte für die Berech-
nung zu verwenden. Die Auﬂösung des Gitters bestimmt in diesem Fall die Anzahl
Datenpunkte, die für die Berechnung verwendet werden, und somit auch den zu
erwartenden Zeitaufwand.
Untersuchungen haben gezeigt, dass ein regelmäßiges Gitter in vielen Fällen zu
schlechteren Ergebnissen führt als eine zufällige Auswahl an Datenpunkten [29, 30].
Im Rahmen der zufälligen Auswahl von Sample-Punkten können auch Punkte au-
ßerhalb des Voxel-Gitters ausgewählt werden, um sogenannte Gitter-Artefakte zu
reduzieren [30].
Statt einer rein zufälligen Auswahl von Punkten für die Berechnung des Ähnlich-
keitswertes gibt es auch Ansätze, die Punkte je nach Signiﬁkanz für die Berechnung
auswählen. Ein solcher Ansatz nutzt die Intensitäts-Gradienten in den Bildern für
die Auswahl des Sample-Sets [31, 32].
2.4. Verwendete Optimierungsverfahren
Sotiras et al. kategorisierten die für die Bildregistrierung verwendeten Optimierungs-
verfahren nach der Art der zu optimierenden Variablen in kontinuierliche und dis-
krete Methoden sowie sonstige Methoden [14]. Bei der Bildregistrierung ist es in der
Regel sinnvoll, von kontinuierlichen Parametern für die Beschreibung der Transfor-
mation auszugehen. Diese haben die Form [14]
ut+1 = ut + αtgt(ut), (2.30)
wobei u den Parametervektor beschreibt, t den Index der Iteration, α die Schritt-
weite, die für die Änderung der Parameter in jeder Iteration verwendet wird und g
die Richtung der Parameteränderung.
Die in diesem Kontext von Sotiras et al. aufgeführten Methoden sind Gradient De-
scent Methoden, Stochastic Gradient Descent, Conjugate Gradient Methoden, Po-
well's Conjugate Direction Methode, Quasi-Newton Methoden und der Levenberg-




Bei der Gradient Descent Methode erfolgt die Optimierung durch die Änderung der
Variablen entlang der Richtung des negativen Gradienten [33, 14]
g = −∇u(S) (2.31)
beziehungsweise des normierten Gradienten ∇u(S)||∇u(S)|| , wobei S die zu optimierende
Funktion beschreibt.
Die Conjugate Gradient Methode nutzt nicht nur die Richtung des aktuellen Gra-
dienten, sondern auch die Richtung des Gradienten aus der letzten Iteration bei
der Anpassung der Parameter in jedem Schritt. Die Richtungen der verschiedenen
Gradienten werden dabei in der Regel durch eine Linearkombination miteinander
verknüpft [14].
Mit der von Powell entwickelten Methode ist es möglich, die Parameter ohne Gradi-
enteninformationen zu optimieren. Dabei werden konjugierte Richtungen zur Suche
verwendet und die einzelnen Suchrichtungen im eindimensionalen Fall optimiert. Ei-
ne häuﬁg zur eindimensionalen Suche der Optima verwendete Methode ist die Brent
Methode [34, 26].
Quasi-Newton Methoden nutzen Informationen aus den vorherigen Iterationen, um
die inverse Hesse-Matrix, die für die Suchrichtung g verwendet wird, näherungsweise
zu bestimmen und so eine aufwendige Berechnung dieser Matrix zu vermeiden. Zu
diesen Methoden zählen der Davidon-Fletcher-Powell-Algorithmus (DFP) und der
Broyden-Fletcher-Goldfarb-Shanno-Algorithmus (BFGS) [14].
Mehrstuﬁge Optimierung
Um die Optimierung robuster gegen lokale Optima oder ein frühzeitiges Konvergie-
ren aufgrund von kleinen Gradienten-Werten weit entfernt von der optimalen Lösung
zu machen, kann die Optimierung in mehreren Stufen erfolgen.
Zu diesem Zweck kann die Registrierung entweder mit unterschiedlichen Auﬂösun-
gen der zu registrierenden Bilder durchgeführt werden oder im Falle der elastischen
Registrierung mit unterschiedlichen Auﬂösungen des Deformationsfeldes.
2.5. Interpolationsverfahren
Bei der Transformation eines Bildes müssen in der Regel auch Intensitätswerte von
Punkten bestimmt werden, die nicht auf dem Voxelgitter liegen. Hierfür ist eine
Interpolation der Intensitätswerte notwendig, die die diskreten Voxelinformationen
in ein kontinuierliches Bild überführt [35]. Ein weiteres Anwendungsgebiet ist die
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Darstellung von Bilddaten in anderen Auﬂösungen, die je nach Umrechnungsfaktor
ebenfalls Interpolationen erfordert.
Die Konstruktion eines kontinuierlichen Signals s(x, y) anhand von diskreten Ab-







s(k, l) · h2D(x− k, y − l), (2.32)
mit s, x, y ∈ R und k, l ∈ N0. h2D(x− k, y − l) ist ein zweidimensionaler kontinuier-
licher Filter. Zur Verringerung der Komplexität werden in der Regel symmetrische
und separierbare Filter verwendet mit der Form [35]
h2D(x, y) = h(x) · h(y). (2.33)
In der Literatur werden verschiedene Funktionen als Filter für die Interpolation
vorgeschlagen, deren Wahl die Rechenzeit für die Interpolation und die Genauigkeit
des Ergebnisses beeinﬂusst. Eine der einfachsten Funktionen zur Interpolation ist die
Nearest Neighbor Interpolation, bei der jedem Ort im Bild der Wert seines nächsten
deﬁnierten Abtastpunktes zugeordnet wird [35].
Etwas genauer sind Interpolationsfunktionen höherer Ordnung wie lineare oder qua-
dratische Interpolationen, die die Werte mehrerer Abtastpunkte für die Berechnung
des zu interpolierenden Wertes berücksichtigen. Darüber hinaus werden auch B-
Spline Funktionen häuﬁg zur Bildinterpolation eingesetzt, insbesondere kubische
B-Splines [35].
2.6. Bildgebungsverfahren
Zwei entscheidende Bildgebungstechniken im klinischen Alltag sind die Magnetreso-
nanztomographie (MRT, auch: Magnetic Resonance Imaging (MRI)) und die Com-
putertomographie (CT). Da man mit den verschiedenen Bildgebungstechniken un-
terschiedliche Informationen hervorheben kann, ist die Wahl des Aufnahmesystems
abhängig von der Fragestellung. In diesem Abschnitt sollen insbesondere die Moda-
litäten MR-T1, MR-T2 und CT erläutert werden, da die Registrierungsalgorithmen
in dieser Arbeit anhand dieser Modaliäten evaluiert werden. Die folgenden Grund-
lagen zur MRI-Bildgebung sind dem Buch Wie funktioniert MRI? von Weishaupt




Entscheidend für die Magnetresonanztomographie sind die Kerne von Wasserstoﬀa-
tomen, die Protonen, und ihre Eigenschaft des Spins. Als rotierende Massen verfügen
sie über einen Drehimpuls und als Ladungsträger über ein magnetisches Moment.
Somit haben sie sowohl Eigenschaften eines Kreisels als auch eines Magneten. Wie
bei einem Kreisel versucht das Proton die Lage seiner Rotationsachse beizubehal-
ten und ist dabei wie ein Magnet durch andere Magnetfelder beeinﬂussbar. Wie bei
Magneten kann daher auch durch Bewegungen des Protons eine Spannung in einer
Empfangsspule induziert werden. Somit können sowohl der Magentfeldvektor, also
die Lage der Rotationsachse des Protons, beobachtet werden als auch eine Änderung
von dessen Ausrichtung, durch die in einer Empfangsspule eine messbare Spannung
induziert wird.
In einem äußeren Magnetfeld B0 richtet sich ein Magnet (wie zum Beispiel bei ei-
nem Kompass) entlang des Magnetfeldes aus. Da das Proton jedoch aufgrund seines
Drehimpulses die Lage seiner Drehachse beibehalten will, führt es in einem äuße-
ren Magnetfeld B0 eine Präzessionsbewegung aus. Diese hat eine charakteristische
Frequenz, die Larmorfrequenz
ω0 = γ0 ·B0, (2.34)
die proportional zum angelegten Magnetfeld ist. Hierbei ist ω0 die Larmorfrequenz
in MHz, γ0 ist das gyromagnetische Verhältnis, eine materialspeziﬁsche Konstante,
und B0 die Stärke des Magnetfeldes in Tesla [T].
In einem äußeren Magnetfeld in z-Richtung erfolgt allmählich eine Ausrichtung der
Spins. Bei dieser Ausrichtung ist sowohl eine parallele als auch eine antiparalle-
le Ausrichtung möglich, wobei die parallele Ausrichtung energetisch günstiger ist.
Daraus, dass mehr Spins parallel als antiparallel ausgerichtet sind, resultiert eine
kleine messbare Längsmagnetisierung MZ , die umso größer ist, je größer das ange-
legte Magnetfeld ist. Will man nun Energie in dieses System einbringen, so kann dies
mit einer elektromagnetischen Welle erfolgen, die die gleiche Frequenz hat wie die
Präzession der Spins im Magnetfeld, also die Larmorfrequenz. Durch diese Anregung
kippen die Drehachsen der Spins wieder aus der z-Richtung heraus. Mit einem präzi-
sen Hochfrequenzpuls mit bestimmter Leistung und Dauer können so die Drehachsen
gezielt um einen bestimmten Winkel wie z.B. 90◦ bzw. 180◦ gekippt werden. Bei ei-
nem 90◦-Puls kippt die Magnetisierung M von der z-Richtung in die x-y-Ebene und
dreht sich dort mit der Larmorfrequenz, wodurch eine Wechselspannung mit dieser
Frequenz in den Empfangsspulen induziert wird. Diese Spannung ist das MR-Signal,
auf dem die MRT-Bildgebung beruht.
Das allmähliche Zurückfallen der Spins aus den angeregten Zuständen in den stabilen
Ausgangszustand und der damit verbundene Abbau der transversalen Magnetisie-
rung in der x-y-Ebene erfolgt aufgrund der Spin-Gitter-Wechselwirkung und der
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Spin-Spin-Wechselwirkung. Diese Prozesse werden auch als T1- bzw. T2-Relaxation
bezeichnet.
Durch die Abgabe von Energie an die Umgebung richten sich die Spins mit der
Zeit wieder entlang des Magnetfeldes aus, wodurch die transversale Magnetisierung
abnimmt und die longitudinale Magnetisierung MZ wieder zunimmt. Daher wird
dieser Vorgang als Spin-Gitter- oder longitudinale Relaxation bezeichnet. Die Zeit-
konstante T1 für diesen Vorgang ist abhängig von der Magnetfeldstärke und von
der inneren Bewegung der Moleküle, also materialabhängig. Bei einem angelegten
Magnetfeld der Stärke 1,5 T liegt sie für Körpergewebe in der Größenordnung von
einer halben bis mehreren Sekunden.
Neben der Energieabgabe an die Umgebung zerstört noch ein zweiter Eﬀekt die
transversale Magnetisierung. Direkt nach der Anregung präzedieren alle Spins syn-
chron, haben also die gleiche Phase. Durch Energieaustausch von Spins untereinan-
der verursacht von rasch wechselnden lokalen Magnetfeldänderungen durch benach-
barte Spins zerfällt die Phasenkohärenz. Dadurch heben sich die Magnetvektoren
teilweise auf, anstatt sich zu addieren, und die transversale Magnetisierung nimmt
ab. Man spricht hierbei von der Spin-Spin-Wechselwirkung. Sie hat die Zeitkonstante
T2. Neben der Beeinﬂussung durch andere Spins führen auch Inhomogenitäten des
äußeren Magnetfeldes zu einer Dephasierung der Spins. Verursacht werden diese In-
homogenitäten von dem Gerät selbst sowie vom untersuchten Objekt im Magnetfeld,
also z.B. einem menschlichen Körper. Diese zusätzliche Dephasierung der Spins hat
die Zeitkonstante T2* , die in der Regel kürzer ist als die Spin-Spin-Relaxationszeit
T2. Der T2*-Eﬀekt in den Messungen kann durch Spin-Echo-Sequenzen unterdrückt
werden. Die Spin-Gitter-Wechselwirkung und die Spin-Spin-Wechselwirkung laufen
gleichzeitig und unabhängig voneinander ab. Da jedoch die T2-Zeit viel kürzer ist
als die T1-Zeit, verschwindet die messbare transversale Magnetisierung schon lange
bevor sich die Längsmagnetisierung wieder aufgebaut hat.
Drei Gewebeparameter bestimmen die Intensität, mit der das Gewebe in einem
MRT-Bild dargestellt wird: Zum einen die Protonendichte, also der Anzahl anreg-
barer Spins pro Volumeneinheit, dann die T1-Zeit, also die Zeit, bis sich die Spins
nach einer Anregung wieder entlang des Magnetfeldes ausgerichtet haben, und zu-
letzt die T2-Zeit, also die Zeit, bis das Signal nach einer Anregung abklingt aufgrund
der aus der Phase laufenden Spins. Je nachdem, welche Eigenschaft in einem Bild
hervorgehoben wird, spricht man von protonengewichteten, T1-gewichteten bzw.
T2-gewichteten MR-Bildern. Ein Beispiel für die so gewichteten Bilder ist in Abbil-
dung 2.5 gezeigt. Die Bilder entstammen dabei alle dem gleichen Datensatz aus der
RIRE-Datenbank.
Im Rahmen der Ortsauﬂösung sind mehrere Anregungen derselben Schicht notwen-




Abbildung 2.5.: Darstellung verschiedener MR-Modalitäten des gleichen Datensat-
zes: (a) MR-T1, (b) MR-T2, (c) MR-PD. Die Abbildungen wur-
den anhand des Trainings-Datensatzes aus der RIRE-Datenbank
erstellt (siehe Kapitel 4). Es ist erkennbar. dass gleiche Strukturen
in den Bilddaten je nach Modalität durch unterschiedliche Intensi-
täten dargestellt werden.
länger man zwischen zwei Anregungen wartet, umso mehr Spins richten sich wie-
der entlang des Magnetfeldes aus und können bei der nächsten Anregung wieder
zum Signal beitragen. Eine kurze Repetitionszeit bedeutet, dass je nach Gewebe die
Spins unterschiedlich stark relaxieren konnten, bevor es zu einer neuen Anregung
kommt. Dadurch liefern unterschiedliche Stoﬀe unterschiedliche Intensitäten abhän-
gig von ihrer T1-Zeit. Wird TR jedoch sehr lang gewählt, haben die Spins in allen
Geweben die Zeit sich wieder abzuregen, wodurch der Bildkontrast nicht mehr von
den T1-Zeiten der Gewebe abhängig ist. Eine weitere Zeit, die den späteren Bild-
kontrast bestimmt, ist die Echozeit (TE), die Zeit zwischen der Anregung der Spins
und deren Messung. Das Ein- und Ausschalten der Gradientenspulen im Rahmen
der Ortskodierung erzeugt Inhomogenitäten im Magnetfeld, die die T2- und T2*-
Eﬀekte verstärken. Bei einer sehr kurzen Echozeit verglichen mit den T2-Zeiten der
untersuchten Gewebe sind die T2- und T2*-Eﬀekte noch gering und kaum mess-
bar. Erst wenn die Echo-Zeit in der Größenordnung der vorkommenden T2-Zeiten
gewählt wird, sind die Signalunterschiede zwischen den verschiedenen Geweben si-
gniﬁkant und man erhält eine starke T2-Gewichtung. Durch die Zeiten TR und TE
kann also die Gewichtung des Bildes bestimmt werden. Der Zusammenhang ist in
Tabelle 2.1 zusammengefasst.




Tabelle 2.1.: Bildgewichtung durch die Wahl von TR und TE.
Die Ortskodierung der MR-Information erfolgt nicht direkt wie bei einer Kamera,
sondern mit Hilfe der Larmorfrequenz. Um ein dreidimensionales Bild aufnehmen zu
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können, müssen den MR-Signalen Koordinaten zugeordnet werden, es muss also klar
sein, von wo im Körper sie ausgegangen sind. Für die Auﬂösung der z-Koordinate
verwendet man eine zusätzliche Magnetspule, die dem Magnetfeld einen Gradienten
in z-Richtung gibt. Da die Larmorfrequenz abhängig von der Stärke des äußeren
Magnetfeldes ist, unterscheiden sich die Larmorfrequenzen der Spins anschließend
in z-Richtung. Dadurch wird immer nur eine Schicht im Körper mit einer Frequenz
angeregt. Durch einen starken Gradienten kann man somit feine Schichten auﬂösen,
wohingegen man bei einem schwachen Gradienten nur grobe Schichten auﬂösen kann.
Für die Auﬂösung in y-Richtung, die Phasenkodierung, wird ein zusätzlicher Gra-
dient in y-Richtung angelegt. Hierdurch ist die Larmorfrequenz im oberen Bereich
der betrachteten Schicht etwas höher als im unteren, wodurch die Spins im oberen
Bereich schneller kreisen als die im unteren Bereich. So kommt es zu einer Phasenver-
schiebung der Spins. Schaltet man die Spule für den Phasengradienten kurz danach
wieder ab, bewegen sich alle Spins wieder gleich schnell, können aber anhand ihrer
Phase bzgl. ihrer y-Position zugeordnet werden. Mit einem Gradienten in x-Richtung
erreicht man, dass die Spins in dem Bereich mit dem höheren Magnetfeld schneller
präzedieren als in dem Bereich mit dem niedrigeren Magnetfeld. Dadurch hat das
MR-Signal nicht mehr nur eine Frequenz, sondern ein Frequenzspektrum, bei dem
die Höhe der Frequenz die Information über den Ursprung des Signals liefert. Die
Frequenzen können durch eine Fourier-Transformation analysiert werden. Zur Ana-
lyse der Phaseninformation ist jedoch eine Messung nicht ausreichend, sondern es
müssen mehrere Messungen mit unterschiedlichen Phasenkodierungen durchgeführt
werden. Auf diese Weise kann man aus den Ergebnissen die Phaseninformationen
mit Hilfe einer weiteren Fourier-Transformation dekodieren. Die Zeit zwischen diesen
Messungen ist die bereits eingeführte Repetitionszeit TR.
2.6.2. Artefakte in MR-Bildern
Bei der Aufnahme von MR-Bildern können verschiedene Bildstörungen, sogenann-
te Artefakte, auftreten [36]. Dazu gehören Bewegungsartefakte, die durch Bewe-
gungen des aufgenommenen Objekts entstehen und durch die lange Aufnahmezeit
der Bilddaten begünstigt werden, aber auch Artefakte, die durch die Methode der
Ortskodierung durch Magnetgradienten selbst entstehen, wie zum Beispiel Suszep-
tibilitätsartefakte, die an Übergängen zwischen Stoﬀen beziehungsweise Geweben
aufgrund der unterschiedlichen Magnetisierbarkeit der Stoﬀe auftreten können. Ein
weiteres Beispiel sind Ströme, die durch schnelles An- und Abschalten der Gradi-
entenspulen ungewollt induziert werden, sogenannte Eddy Currents, und zu einem
Signalabfall am Bildrand führen können. Im folgenden Abschnitt wird ein physika-




2.6.3. Physikalisches Modell der Deformation von EPI-Daten
In der dreidimensionalen Echo-Planar-Bildgebung werden Bilder schichtweise in z-
Richtung generiert. Die Koordinaten in den einzelnen Schichten sind die phasenko-
dierte Richtung y und die Ausleserichtung x. Für die Modellierung der geometri-
schen Verzerrungen und der daran gekoppelten Verzerrungen der Intensitäten, die
auf Störungen des magnetischen Feldes ∆B0(x, y, z) beruhen, wird in dieser Arbeit
die Theorie von Jezzard et al. und Studholme et al. verwendet [37, 38].
Die geometrische Transformation der Koordinaten im unverzerrten Bild (x, y, z) zu
den Koordinaten im verzerrten Bild (xE, yE, zE) ist gegeben durch T : R3 → R3 mit
der Abbildung (x, y, z) 7→ (xE, yE, zE) = (x, y, z) + v(x, y, z). Hierbei ist v der die















Hierbei bezeichnet Gx den Gradienten des Feldes in der Ausleserichtung, Gy den
Gradienten in der phasenkodierten Richtung und Gz beschreibt den Gradienten in
der Schichtrichtung. t beschreibt die aktive Zeit des Gradienten in der Auslese-
richtung, τ die aktive Zeit des Gradienten in der phasenkodierten Richtung und N
gibt die Anzahl der phasenkodierenden Schritte entlang des betrachteten Blickfeldes
(Field of View - FOV) an.
Die geometrischen Verzerrungen führen zusätzlich zu Verzerrungen der Intensitäten,
da größere Signale und damit höhere Bildintensitäten gemessen werden, wenn ein
höherer Anteil der Spins einem kleineren räumlichen Bereich zugeordnet wird als
das tatsächlich der Fall ist. Die Änderung des Intensitätswertes iE im EPI-Bild an
den Koordinaten (xE, yE, zE) zu dem Intensitätswert i im unverzerrten Bild an den
Koordinaten (x, y, z) wird beschrieben durch [38]
i(x, y, z) = iE(T (x, y, z)) · J(x, y, z), (2.36)
wobei J(x, y, z) = |∇T | die Jacobi-Determinante der Transformation zwischen dem
Koordinatensystem des Referenzbildes zu dem des EPI-Bildes beschreibt.
Durch die Annahme N ·t
τ
 1 [38] bezüglich der Parameter der Bildaufnahme können
die Beiträge vx und vz vernachlässigt werden, wodurch der Vektor v durch den
Beitrag vy beschrieben werden kann. Dadurch reduzieren sich die zu betrachtenden
Verzerrungen auf Verzerrungen in der phasenkodierten Richtung y. Diese Annahme
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ist in der Literatur häuﬁg zu ﬁnden, zum Beispiel in [38, 39, 40] und wird auch in
dieser Arbeit verwendet. Die Jacobi-Determinante kann geschrieben werden als
J(x, y, z) ≈ ∂yE
∂y
(2.37)
und die Deformation v hat nur in der y-Komponente einen Eintrag ungleich Null.
Somit reduziert sich das ursprüngliche Vektorfeld zur Beschreibung der Deformation
auf ein skalares Feld v = vy, das im Verlauf der Registrierung ermittelt werden muss.
2.6.4. CT-Bildgebung
Aufgrund ihrer Eigenschaft, überlagerungsfreie Schichtbilder der Anatomie eines
Objektes erstellen zu können, hat sich die Computertomographie zu einem unver-
zichtbaren Diagnoseinstrument im klinischen Alltag entwickelt [41]. Die folgenden
Grundlagen zur CT-Bildgebung sind dem Buch Wie funktioniert CT? von Alkadhi
et al. entnommen [41].
Ein Computertomograph besteht aus einer Röntgenröhre, Blenden, einem Liege-
tisch und einem Detektor. Für die Berechnung eines Bildes aus den Detektordaten
sind zudem eine Recheneinheit nötig sowie Bedien- und Anzeigevorrichtungen. Mit
Hilfe der Blenden wird sichergestellt, dass die in der Röntgenröhre erzeugte Strah-
lung kontrolliert durch den zu untersuchenden Körper strahlt und danach auf den
Detektor triﬀt, der die ankommende geschwächte Strahlung misst. Anhand mehre-
rer Messungen aus verschiedenen Richtungen kann so ermittelt werden, an welchen
Stellen die Intensität der Strahlen auf ihrem Weg durch Gewebe geschwächt wur-
de. Dadurch entsteht ein Bild, dessen Kontrast durch die Absorptionsfähigkeit der
darauf dargestellten Materialien deﬁniert wird. Heutige Geräte nehmen etwa 1000
Projektionen aus leicht unterschiedlichen Winkeln vom gleichen Objekt auf [41]. Aus
diesen Projektionen wird mit Hilfe der Recheneinheit ein 3D-Volumen rekonstruiert.
Die Grau-Werte im resultierenden Bild werden in Hounsﬁeld-Einheiten (HU) gemes-
sen
I = 1000 · µ− µw
µw
, (2.38)
wobei I der Intensitäts-Wert im CT-Bild, µ der Absorptionskoeﬃzient des dargestell-
ten Gewebes und µw der Absorptionskoeﬃzient von Wasser ist. Die CT-Werteskala
erstreckt sich von -1024 HU bis 3071 HU, wobei Wasser immer den Wert 0 HU
und Luft den Wert -1000 HU hat [41]. Knochen kann mit Werten bis zu 2000 HU
dargestellt werden.
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Medizinische Bildregistrierung ist seit Jahren ein aktives Forschungsthema. Dabei
wurden in frühen Publikationen auch andere Begriﬀe wie zum Beispiel 'image mat-
ching', also sinngemäß Bildabgleich, anstelle des Begriﬀs Registrierung benutzt [42].
Oliveira et al. haben einige der Begriﬀe, die in der Literatur ersatzweise für Bild-
registrierung verwendet werden, näher eingeordnet. So wird mit Bildfusion ('image
fusion') der Prozess der Kombination von Bildern zu einem Bild bezeichnet, mit
Bildabgleich ('image matching') die Ermittlung des Zusammenhangs zwischen den
Bilddaten ohne Anpassung der einzelnen Bilder, und mit Bildverzerrung ('image
warping') die Anpassung eines Bildes anhand einer Transformation [43].
Eine umfangreiche Klassiﬁzierung von Registrierungsmethoden geht zurück auf eine
Einteilung von van den Elsen et al. [42], die später von Maintz et al. erweitert
wurde [4]. Im Jahr 2016 prüften Viergever et al. die Einteilung von 1998 erneut
auf ihre Zweckmäßigkeit mit dem Ergebnis, dass die Einteilung auch zur Abbildung
des heutigen Standes der Technik geeignet ist und in ähnlicher Form auch in [44]
verwendet wird [45]. Die verwendeten Kategorien sind [4]:
1. Dimensionalität
2. Art der Registrierungsbasis
3. Art der Transformation
4. Domäne der Transformation
5. Interaktion




Bei der Dimensionalität wird primär unterschieden, ob es sich um Daten mit aus-
schließlich räumlichen Dimensionen handelt oder um Bildserien, die über eine Zeit-
spanne aufgenommen wurden und somit eine zusätzliche zeitliche Dimension besit-
zen. Bei den räumlichen Dimensionen der zu registrierenden Daten unterscheidet
man hauptsächlich zwischen den Fällen 2D-2D, 3D-3D, und 2D-3D.
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Bei der Art der Registrierungsbasis unterscheidet man primär zwischen extrinsischen
und intrinsischen Problemstellungen [4]. Zu den extrinsischen Problemen gehören
zum Beispiel invasive Systeme mit Stereotaktischen Rahmen, Markierungen auf der
Haut oder andere Systeme, die am Körper des Patienten angebracht werden, um
anhand der zusätzlichen Markierungen eine Registrierung durchzuführen. Zu den
intrinsischen Problemen gehören landmarkenbasierte Registrierungen anhand von
anatomischen oder geometrischen Merkmalen, intensitätsbasierte Registrierungen
und auf Bildsegmentierung basierende Registrierungen. Neben extrinsischen und in-
trinsischen Problemen können zudem noch nicht-bildbasierte Registrierungen zum
Beispiel bei der Zuordnung von kalibrierten Koordinatensystemen betrachtet wer-
den.
Art und Domäne der Transformation deﬁnieren, in welcher Form Anpassungen des
bewegten Bildes zulässig sind, um dieses mit dem Referenzbild zu korrelieren. Hierbei
unterscheidet man bei der Domäne der Transformation zwischen lokalen und glo-
balen Transformationen. Bei globalen Transformationen können die gleichen Trans-
formationsparameter auf alle Punkte im betrachteten Bild angewendet werden. Bei
lokalen Transformationen werden für verschiedene Bereiche im Bild unterschiedli-
che Parameter bestimmt. Bei der Art der Transformation unterscheidet man nach
der Anzahl der Freiheitsgrade der Transformation. Hierbei wird in der Arbeit von
Maintz et al. zwischen rigiden, aﬃnen, projektiven und frei deformierbaren Pro-
blemen unterschieden [4]. Die einzelnen Transformationen werden in den folgenden
Abschnitten genauer vorgestellt.
Die Interaktion gibt an, welchen Einﬂuss der Anwender auf die Registrierung hat.
Hierbei werden drei Fälle unterschieden. Im interaktiven Fall mit oder ohne Para-
meterinitialisierung führt der Anwender die Registrierung unter Assistenz von vi-
suellen oder numerischen Informationen durch die Software selbst durch. Bei der
semi-automatischen Registrierung wird zwischen einer Nutzerinteraktion durch die
Initialisierung des Algorithmus und der Interaktion durch die Bewertung des Er-
gebnisses unterschieden. Die Registrierung wird hierbei nicht vom Nutzer, sondern
durch einen Registrierungsalgorithmus durchgeführt. Im automatischen Fall stellt
der Nutzer dem Algorithmus nur die Bilddaten und vorhandene Informationen zur
Bildakquisition zur Verfügung, damit der Algorithmus die Transformationsparame-
ter selbstständig ermittelt. Auch wenn eine automatische und damit objektive Re-
gistrierung im Rahmen automatischer Prozesspipelines und zur Evaluierung der Al-
gorithmen notwendig ist, haben semiautomatische Prozesse den Vorteil, dass durch
Nutzerinteraktion oﬀensichtliche Fehlregistrierungen vermieden werden können oder
die Laufzeit durch eine manuelle Einschränkung des Parameterraums reduziert wer-
den kann.
Bei der Art der Optimierung wird zwischen der direkten Berechnung der Transfor-
mationsparameter und der Ermittlung der Parameter durch einen Optimierungsal-
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gorithmus unterschieden. Bei der Registrierung von Punktwolken mit einer geringen
Anzahl an Punkten oder der Zuordnung von verschiedenen kalibrierten Koordina-
tensystemen ist eine direkte Berechnung der Parameter möglich. Bei den meisten
Registrierungsproblemen ist jedoch eine direkte Berechnung der Parameter nicht
möglich oder aufgrund der Komplexität nicht sinnvoll. In diesen Fällen können die
idealen Parameter nur ermittelt werden durch die Optimierung einer Kostenfunk-
tion, die die Ähnlichkeit der Daten durch eine mathematische Funktion bewertet.
Einige solcher Ähnlichkeitsmaße wurden bereits in den Grundlagen eingeführt.
Bei den involvierten Bildmodalitäten der Problemstellung kann zwischen monomo-
dalen Zuordnungen, multimodalen Zuordnungen, der Zuordnung von einer Modalität
zu einem Modell und der Zuordnung von einem Patienten zu einer Modalität unter-
schieden werden [4]. Bei monomodalen Problemen, bei denen die zu registrierenden
Daten mit dem gleichen Aufnahmesystem aufgenommen wurden, ist ein direkter
Vergleich der Intensitäten in den Bilddaten möglich. Im Gegensatz dazu werden im
multimodalen Fall Daten von unterschiedlichen bildgebenden Systemen verglichen.
Anstelle einer zweiten Aufnahme des Patienten kann auch eine Aufnahme zu einem
allgemeinen Modell registriert werden. Der Fall der Registrierung von Modalität zu
Patient ﬁndet nahezu ausschließlich im intra-operativen Fall statt [4]. Ein Beispiel
hierfür ist die Patientenpositionierung.
Bei der Kategorie Subjekt wird zwischen Intra-Subjekt, Inter-Subjekt und Atlas-
Registrierungen unterschieden [4]. Bei einer Intra-Subjekt-Registrierung werden alle
zu registrierenden Bildaufnahmen von dem gleichen Patienten gewonnen, wohinge-
gen bei der Inter-Subjekt-Registrierung Aufnahmen von unterschiedlichen Patienten
zueinander registriert werden. Bei der Registrierung zu einem Atlas wird nach der
Deﬁnition von Maintz et al. eine von einem Patienten gewonnene Aufnahme zu ei-
nem aus den Informationen einer Datenbank generierten Atlas registriert [4]. Die
Kategorie Objekt speziﬁziert den Bereich des Körpers, von dem die zu registrieren-
den Daten aufgenommen wurden. Mögliche Objekte sind hierbei zum Beispiel der
Kopf, die Brust oder einzelne Organe.
Die in dieser Arbeit präsentierten Methoden sind für die Registrierung von Daten
gleicher Dimensionalität wie 2D-2D und 3D-3D entwickelt worden. Hierbei wird von
intrinsischen Problemstellungen ausgegangen, bei denen keine zusätzlichen Informa-
tionen vorliegen. Bezüglich der Transformation werden in dieser Arbeit verschiede-
ne Problemstellungen behandelt, bei denen rigide oder elastische Transformationen
eingesetzt werden. Um Fehler durch Nutzerinteraktionen zu vermeiden, wurden im
Rahmen dieser Arbeit Algorithmen entwickelt, die eine automatische Registrierung
ermöglichen. Bezüglich der Daten können die präsentierten Methoden als multimo-
dale intra-subjekt Registrierungen von Kopfdaten eingeordnet werden.
In der aktuellen Forschung zur Bildregistrierung liegt der Schwerpunkt auf intrinsi-
schen Methoden, auch wenn im klinischen Alltag auch extrinsische Verfahren zum
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Einsatz kommen. Bei den intrinsischen Registrierungsmethoden verlagerte sich der
Schwerpunkt von konturbasierten Methoden hin zu intensitätsbasierten Methoden,
wobei auch landmarkenbasierte Methoden noch verwendet werden [45]. Weil in vie-
len klinischen Untersuchungen Daten von unterschiedlichen Modalitäten verwendet
werden [46], sind dabei vor allem Algorithmen zur multimodalen Bildregistrierung
wichtig. Ein wichtiges Anwendungsgebiet dafür ist die Strahlentherapie, in der Bild-
registrierung in Bereichen wie Patienen-Positionierung, Planung und Diagnostik ein-
gesetzt wird [45]. Die für die Bildregistrierung verwendeten Ähnlichkeitsmaße werden
hierbei in die Kategorien merkmalbasiert und intensitätsbasiert unterteilt, wobei ei-
nige Ähnlichkeitsmaße in beiden Bereichen eingesetzt werden können [43].
In der merkmalbasierten Registrierung sind SSD und ICP häuﬁg eingesetzte Ähn-
lichkeitsmaße [43]. Mit ihnen wird die Distanz zwischen zueinander gehörigen Merk-
malen in den Bilddaten minimiert, um die optimale Lösung zu erhalten. Intensi-
tätsbasierte [43] oder auch voxelbasierte [4] Methoden sind abhängig von der Art
und den Modalitäten der vorliegenden Daten. So können SSD oder seine normierten
Varianten eingesetzt werden, wenn die Intensitäten in den Bilddaten gleich sind [43].
Dies ist bei monomodalen Daten der Fall, in der Regel jedoch nicht bei multimoda-
len Bilddaten. Die Annahme, die Cross Correlation und seinen Varianten zugrunde
liegt, ist ein linearer Zusammenhang zwischen den Intensitäten in den betrachteten
Bilddaten [16]. Auch diese Annahme wird jedoch in der multimodalen Bildregistrie-
rung oft nicht erfüllt. SSD und Cross Correlation sowie ihre Varianten sind daher
vor allem für die monomodale Bildregistrierung geeignet [43]. Einen entscheidenden
Beitrag daran, dass intensitätsbasierte Registrierung zur Methode der Wahl im Be-
reich der multimodalen Bildregistrierung geworden ist, leistete laut Viergever et al.
das Ähnlichkeitsmaß Mutual Information [45].
Das aus der Informationstheorie übernommene Maß MI wurde von Gruppen aus
den USA und Belgien unabhängig voneinander für die multimodale Bildregistrie-
rung vorgeschlagen [6]. Hierbei arbeiteten am MIT die Forscher Viola und Wells mit
ihren Kollegen [22, 47] und in Belgien die Forscher Collignon und Maes mit ihren
Kollegen [23, 26] [6]. Studholme et al. untersuchten die Abhängigkeit von MI von der
überlappenden Region der Bilder [25]. Ist die Region, in der die Bilder überlappen,
klein und fällt auf homogene Regionen der Bilder wie zum Beispiel den Hintergrund-
bereich, so erreicht der Funktionswert von MI ein Maximum, obwohl die Bilder nicht
korrekt überlagert sind. Als Lösung für dieses Überlappungsproblem schlagen sie als
Maß NMI anstatt von MI vor [25], die als Quotient aus der Summe der marginalen
Entropien und der gemeinsamen Entropie berechnet wird. Darüber hinaus wurde
auch das Fehlen von lokalen Informationen bei der Berechnung von MI vielfach dis-
kutiert. Daraus resultierten Varianten von MI, die aus einer Kombination von MI
mit zusätzlichen lokalen Informationen bestehen. Beispiele hierfür sind Localized
Mutual Information [48] und Regional Mutual Information [49].
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Einen Überblick über Ansätze, die mehr als eine Methode für die Registrierung nut-
zen, bietet das Review zur medizinischen Bildregistrierung von Oliveira et al. [43].
Die häuﬁgste Strategie zur Kombination einer merkmalbasierten Methode mit einer
intensitätsbasierten Methode liegt nach der Arbeit von Oliveira et al. darin, zu-
nächst mit Hilfe von extrahierten Merkmalen eine grobe Registrierung und dann im
Anschluss eine intensitätsbasierte Registrierung durchzuführen, um eine genauere
Lösung zu erzielen [50, 51, 52, 53]. Im Gegensatz dazu wird in der Arbeit von Auer
et al. zunächst mit MI eine intensitätsbasierte Registrierung durchgeführt und deren
Ergebnis im Anschluss mit einer punktbasierten Registrierung verfeinert [54].
Kim et al. präsentierten eine Kombination aus merkmalbasierten Termen und inten-
sitätsbasierten Termen in einer Kostenfunktion [55]. Hierbei wurde die Kostenfunk-
tion als eine Linearkombination aus einem merkmalbasierten Term, einem intensi-
tätsbasierten Term sowie einem Term zur Regularisierung mit konstanten Gewich-
tungsparametern aufgebaut.
Insbesondere im Bereich der deformierbaren Registrierung ist es üblich, neben dem
Term zur Deﬁnition der Ähnlichkeit einen Regularisierungsterm in die Kostenfunk-
tion zu integrieren [6]. Dieser soll zu einer Bevorzugung von Lösungen führen, die
bestimmte Eigenschaften des Deformationsfeldes aufweisen, zum Beispiel bezüglich
der Gradienten. Dies kann ein Term wie Total Variation (TV) wie in der Arbeit
von R. Tao et al. sein [40] oder auch die zweite Ableitung des Deformationsfeldes
betreﬀende Terme wie in C. Bhushan et al., der ein 3D-Äquivalent der Bindungs-
energie von dünnen Metallplatten für die Regularisierung verwendete [39]. Neben
diesen Termen, die die Ableitung des Deformationsfeldes betreﬀen, gibt es auch An-
sätze, die die von M. Heinrich et al. präsentierte Selbst-Ähnlichkeit (self similarity)
[56, 57] oder die damit gewichtete α-MI [58] für die Regularisierung verwenden.
In der Literatur wurden unterschiedliche Methoden zur Ermittlung der korrekten
Transformationsparameter verwendet. Maes et al. verwendeten Powell's Methode
zur Optimierung [26], die ohne die Ableitung der Kostenfunktion auskommt. Die-
se gilt als sehr robust, jedoch auch als langsamer als viele andere Methoden [59].
Oftmals schneller sind Methoden, die die Ableitung der Kostenfunktion verwenden,
um deren Extremwert zu ﬁnden. Aus diesem Bereich sind zum Beispiel Gradient
Descent und Quasi-Newton Methoden zu nennen [60, 30]. Quasi-Newton Metho-
den verzichten auf eine direkte Berechnung der inversen Hesse-Matrix wie sie bei
Newton-Methoden stattﬁndet und ermitteln stattdessen iterativ eine gute Näherung
der Matrix, wodurch die Laufzeit verkürzt werden kann [61]. Zu den Quasi-Newton
Methoden gehören unter anderem die Broyden-Fletcher-Goldfarb-Shanno (BFGS)
Methode und die Limited Memory BFGS Methode (LBFGS), die eine bessere Per-
formance bei hohem Speicherbedarf gegenüber BFGS hat, was bei einer großen An-
zahl zu optimierender Parameter relevant sein kann [62]. Neben diesen klassischen
Ansätzen wurden auch Partikel-Schwarm-basierte Optimierungsmethoden für MI
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vorgestellt [63] sowie Multistart-Methoden [64, 65]. Ziel dieser Algorithmen ist es,
mit Hilfe einer Suchstrategie von mehreren Startpunkten aus ein Konvergieren gegen
nur lokale Optima zu vermeiden.
Relevant für die Optimierung der Transformationsparameter anhand von MI ist
auch, dass MI abseits der optimalen Lösung im Parameterraum relativ ﬂach ist und
keine starken Gradienten hin zur Lösung bietet [66]. Ein Ansatz, die Optimierung
robuster gegen lokale Optima zu machen und schneller in die Nähe der gesuchten
Lösung zu gelangen, ist es, die Optimierung auf mehreren Auﬂösungen durchzu-
führen [6, 61, 59, 19, 67, 59, 68]. Hierbei wird die Optimierung zunächst auf einer
groben Auﬂösung der Bilddaten durchgeführt und anschließend werden die dar-
aus ermittelten Parameter als Startwerte für die Optimierung der Parameter auf
der nächstfeineren Auﬂösung verwendet. Die Optimierung auf mehreren Auﬂösun-
gen durchzuführen kann das Problem der lokalen Optima jedoch nicht vollständig
lösen [6]. Alternativ gibt es insbesondere im Falle der rigiden Registrierung oder
Vorregistrierung Ansätze, bei denen die Parameter durch manuelle Überlagerung
der Bilddaten bzw. durch z.B. landmarkenbasierte Ansätze zunächst grob geschätzt
werden und dann die geschätzten Parameter als Startwerte für die Optimierung ver-
wendet werden. Eine Methode zur Bestimmung ungefährer Landmarken, die dann
zur Ermittlung von Startwerten für eine intensitätsbasierte Registrierung verwendet
werden können, wurde von Neu et al. mit der Software LONI ICE ('It's Close Enuf')
bereitgestellt [69].
Alternativ zur mehrstuﬁgen Optimierung, bei der die Auﬂösung der Bilddaten va-
riiert wird, kann auch eine mehrstuﬁge Optimierung genutzt werden, bei der die
Auﬂösung des Gitters für die Bestimmung des Deformationsfeldes stufenweise ver-
feinert wird. Auf diese Weise müssen zu Beginn der Optimierung nur eine vergleichs-
weise geringe Anzahl von Parametern optimiert werden, und erst wenn für diese eine
Lösung gefunden wurde, wird das Deformationsfeld stufenweise verfeinert [39, 33].
Neben dem Stand der Technik, der durch neue Methoden in der Literatur stetig
erweitert wird, ist auch von Bedeutung, welche Software-Anwendungen in diesem
Bereich der medizinischen Bildregistrierung für Nutzer frei zur Verfügung stehen.
Hier bietet die Publikation von András P. Keszei et al. [12] einen aktuellen Über-
blick mit Fokus auf nicht rigide Registrierungs-Frameworks. Dieser spezielle Fokus
führt jedoch nur zum Ausschluss einer einzigen von 22 von den Autoren gefunde-
nen Anwendungen (das Tool Functional Resonance Imanging of the Brain - FMRIB
wurde von den Autoren nicht weiter betrachtet), wodurch die Übersicht auch als
allgemeine Übersicht über aktuelle Frameworks genutzt werden kann. Wegen nicht
Verfügbarkeit wurden noch drei weitere Tools ausgeschlossen, was zu einer Analyse
von 18 frei verfügbaren Software-Anwendungen auf dem Gebiet der Bildregistrie-
rung geführt hat [12]. Die von András P. Keszei et al. gefundenen Anwendungen
sind [12]:
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• Automated Image Registration (AIR) [70]
• Advanced Normalization Tools (ANTS) [17]





• Flexible Algorithms for Image Registration (FAIR) [75]
• FMRIB's Non-Linear Image Registration Tool (FNIRT) [76]
• Tool of Gilles [77]
• Hierarchical attribute matching mechanism for elastic registration
(HAMMER) [78]
• The Medical Image Registration Toolkit (MIRTK) [33, 79]
• Tool of Kroon [80]
• NiftyReg [81]
• Plastimatch [82]
• Symmetric Log-Domain Diﬀeomorphic Registration (SLDIR) [83, 84]
• Statistical Parametric Mapping (SPM) [85]
• 3D Slicer [86]
Von den von Keszei et al. untersuchten Anwendungen bieten 13 die Möglichkeit
der multimodalen Bildregistrierung, 10 davon verfügen über eine Implementierung
von Mutual Information oder Normalized Mutual Information [12]. MI zählt damit
zusammen mit SSD zu den am häuﬁgsten implementierten Ähnlichkeitsmaßen in
den untersuchten Registrierungsanwendungen [12].
Betrachtet man die den Anwendungen zu Grunde liegenden Software-Plattformen,
so ﬁndet man vier auf dem Insight Segmentation and Registration Toolkit (ITK)
basierende Anwendungen, zwei auf Matlab basierende Anwendungen und eine auf
dem Simulation Open Framework Architecture (SOFA) basierende Anwendung. Ins-
gesamt sind 14 der 18 untersuchten Programme in C bzw. C++ programmiert, 3 in
Matlab und eine Anwendung in Java [12]. Dies zeigt, dass die Programmiersprache
C++ zum Mittel der Wahl bei der Programmierung von Registrierungsanwendun-
gen geworden ist. Als in aktiver Entwicklung und mit aktivem Support zum Beispiel
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durch ein aktives Forum oder eine aktive Mailing-Liste werden in der Analyse von
Keszei et al. die Anwendungen ANTS, Elastix, MIRTK, Plastimatch und 3D-Slicer
aufgeführt [12]. Diese Programme sind alle in C++ bzw. C geschrieben und sind
mit Ausnahme von MIRTK alle mit Hilfe von ITK erstellt.
Empfohlen werden in der Arbeit von Keszei et al. die Anwendungen Elastix und
Plastimatch, jedoch mit dem Hinweis, dass auch bei dieser Empfehlung die Wahl
der Registrierungsmethode und somit des genutzten Frameworks immer von der
vorliegenden Problemstellung abhängig ist [12].
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4. Verwendete Daten
4.1. Datensätze zum Test der Methode der
elastischen Registrierung mit
Intensitätskorrektur
Für die Evaluierung dieser Methode werden drei verschiedene Datensätze verwendet.
Die SPM-Phantom-Daten und die SPM-Subjekt-Daten werden bereitgestellt von
der Statistical Parametric Mapping (SPM) Gruppe des Wellcome Trust Centre for
Neuroimaging.
Das dritte Datenset wird auf der Website des Brainsuite Projektes als Trainingsset
bereitgestellt. Das Datenset ist Teil des Beijing Enhanced Datensets veröﬀentlicht
von der Beijing Normal University als Teil der International Neuroimaging Data-
sharing Initiative (INDI) unter der Creative Commons Attribution-NonCommerical
3.0 Unported Lizenz (CC-BY-NC).
Die folgenden Informationen zu den Datensets sind der Beschreibung der Datensätze
auf den zugehörigen Webseiten entnommen.
4.1.1. SPM-Phantom-Daten
Die SPM-Phantom-Daten wurden mit einem Gel-Phantom aufgenommen mit einer
manuell in phasenrichtung verzerrten Scheibe. Die Aufnahme erfolgte mit einem 3T
Ganzkörperscanner (Magnetom TIM Trio, Siemens Healthcare, Erlangen, Germa-
ny) mit 12-Kanal RF Kopf-Empfangsspule und RF Körper-Übertragungs-Spule. Die
zugehörigen Feld-Karten wurden mit einer Siemens Feld-Karten Sequenz mit kurzer
TE = 10,0 ms und langer TE = 12,36 ms aufgenommen. Die EPI-Daten wurden





Die SPM-Subjekt-Daten aus der SPM-FieldMap-Toolbox wurden anhand eines ver-
zerrten EPI, einer Feld-Karte und einem anatomischen Bild, bei dem der Schä-
del nach einer Segmentierung entfernt wurde, erstellt. Die Daten wurden wie auch
die Phantom-Daten mit einem 3T Ganzkörperscanner (Magnetom TIM Trio, Sie-
mens Healthcare, Erlangen, Germany) mit 12-Kanal RF Kopf-Empfangsspule und
RF Körper-Übertragungs-Spule aufgenommen. Die zugehörigen Feld-Karten wurden
mit einer Siemens Feld-Karten Sequenz mit kurzer TE = 10,0 ms und langer TE =
12,36 ms aufgenommen. Die EPI-Daten wurden mit einer Matrixgröße von 64× 64
erstellt mit einer Auslesezeit von 32,0 ms und Blip-Richtung -1.
4.1.3. BrainSuite-Trainingsdaten
Die in dieser Arbeit genutzten BrainSuite-Trainingsdaten entstammen den Daten
2467264.nii.gz, 2467264.dwi.nii.gz, 2467264.dwi.bvec, und 2467264.dwi.bval. Diese
Daten sind Teil des Beijing Enhanced dataset.
Das Referenzbild ist mit T1-gewichteter MP-Rage (3D magnetization prepared ra-
pid gradient echo) Sequenz aufgenommen und umfasst das gesamte Gehirn. Die
Aufnahmeparameter sind TR = 2530 ms, TE = 3,39 ms, Schichtdicke = 1,33 mm,
Flip-Winkel = 7◦, Umkehrzeit = 1100 ms Blickfeld (Field of View - FOV) = 256
mm×256 mm.
Das bewegte Bild wurde mit einer Einzelbild EPI-basierten Sequenz erzeugt. Es
besteht aus 49 Schichten mit 2,5 mm Dicke. Die Aufnahmeparameter sind TR =
7200 ms, TE = 104 ms, b = 0 (keine Diﬀusionsgewichtung), Aufnahme-Matrix =
128×128 und FOV = 230 mm×230 mm.
4.2. Datensätze zum Test von rigiden
Registrierungsansätzen
Zum Testen der rigiden Registrierungsmethoden wurden die Daten des Retrospecti-
ve Image Registration Evaluation Project, Version 2.0 (RIRE) [87] verwendet. Auf
der Homepage des Projekts beﬁndet sich ein Datensatz mit verschiedenen Modalitä-
ten zum Training, wobei die Idealtransformation für diese Daten bereitgestellt wird.
Außerdem werden eine Reihe von Testdaten bereitgestellt, für die die Transforma-
tion nicht mitgeliefert wird. Durch Einreichen der resultierenden Transformationen
aus eigenen Registrierungen auf der Homepage des Projekts kann man sich für diese
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Daten den Registrierungsfehler angeben lassen. Die Evaluation ist somit für die Test-
daten vorgegeben und macht die Ergebnisse verschiedener Publikationen, die diese
Daten verwenden, aufgrund der automatisierten Evaluation einfach vergleichbar. In
dieser Arbeit werden nur die CT-Daten und MR-T2-Daten für die Registrierung
verwendet.
Von den Testdaten wurden die Sets der Patienten 101-109 verwendet, wobei der
Patient 103 aufgrund von fehlenden MR-T2-Daten ausgeschlossen werden musste.
Die Anzahl Voxel und Anzahl Schichten variieren geringfügig zwischen den Daten-
sätzen, wohingegen die anderen Aufnahmeparameter gleich bleiben. Als Beispiel für
die Parameter werden die Werte für den Patienten 101 in den Tabellen 4.1 und 4.2
präsentiert.
Parameter Wert








Pixelgröße 0,45 mm × 0,45 mm;
Schichtdicke 3,0 mm;




Wiederholungszeit (TR) 3000 ms;






Pixelgröße 0,86 mm × 0,86 mm;
Schichtdicke 3,0 mm;




Ein wichtiger Bestandteil bei der Entwicklung neuer Algorithmen in der medizi-
nischen Bildregistrierung ist die Wahl der Evaluierungsverfahren, mit denen diese
Algorithmen getestet werden. Im Idealfall sind dabei die optimalen Transformati-
onsparameter bekannt, wodurch das vom neu entwickelten Algorithmus ermittelte
Ergebnis mit diesen optimalen Parametern verglichen werden kann. Bei nicht simu-
lierten medizinischen Daten ist die korrekte Transformation zwischen den betrachte-
ten Volumen jedoch in der Regel nicht bekannt. In diesem Fall müssen die Ergebnisse
der Registrierungsalgorithmen auf andere Weise beurteilt werden.
Für diese Beurteilung gibt es zwei Möglichkeiten. Einerseits können die Ergebnisse
der Registrierungen von geschulten Ärzten bewertet werden. Auf diese Weise können
Fehler erkannt werden, die im für den Arzt sichtbaren Bereich liegen. Insbesondere
bei Analysen der Genauigkeit im Subvoxelbereich, also unterhalb der Auﬂösung der
verwendeten Bilddaten, ist eine visuelle Begutachtung nicht sinnvoll, um die Unter-
schiede in den Ergebnissen verschiedener Algorithmen zu vergleichen. Ein weiterer
Nachteil der visuellen Begutachtung ist, dass die Analyse immer eine subjektive
Komponente enthält und verschiedene Experten zu unterschiedlichen Ergebnissen
kommen können.
Statt einer subjektiven Begutachtung der Ergebnisse kann eine automatisierte Ana-
lyse der Ergebnisse durchgeführt werden. Voraussetzung hierfür ist, dass die Bild-
daten mit einem Maß evaluiert werden können, das nicht für die Registrierung ver-
wendet wurde. Der Vorteil dieser Methode ist, dass die Ergebnisse eines solchen
Evaluierungsverfahrens nachvollziehbar und reproduzierbar sind und die subjektive
Komponente entfällt.
Die Registrierung von multimodalen Bilddaten wird durch die unterschiedlichen In-
tensitäten und Bildinformationen in den zu vergleichenden Bilddaten erschwert. Die-
se Problematik verschärft sich zusätzlich bei der Analyse der Qualität der Registrie-
rung und dem Vergleich von Ergebnissen aus unterschiedlichen Registrierungsansät-
zen. Eine einfache Regel ist, dass zur Evaluierung der Ergebnisse nicht das Ähnlich-
keitsmaß eingesetzt werden soll, das für die Registrierung verwendet wurde. Da für
multimodale Daten MI und ihre Varianten oftmals für die Registrierung verwendet
werden, ist ein Vergleich anhand der MI-Werte in diesen Fällen nicht besonders aus-
sagekräftig. Stattdessen können die Ergebnisse anhand einzelner Landmarken, die
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von Experten wie zum Beispiel Ärzten deﬁniert werden, analysiert werden. Dies er-
weist sich insbesondere bei einer elastischen Registrierung jedoch als schwierig, da in
diesem Fall eine hohe Anzahl an markanten Punkten zuverlässig erkannt und präzise
markiert werden müssten, was einen hohen Aufwand bedeuten würde. Außerdem ist
es fraglich, inwieweit sich die Ergebnisse von zwei oder mehr Ärzten bei der Analyse
unterscheiden würden.
Die in dieser Arbeit entwickelten Registrierungsalgorithmen werden mit multimoda-
len Bilddaten evaluiert. Hierbei werden sowohl elastische als auch rigide Problem-
stellungen untersucht. Für die Evaluierung der Ergebnisse wurden zwei Verfahren
entwickelt. Die Outer Structure Shape Evaluation (OSS) wird als Maß für die Genau-
igkeit der Ergebnisse der elastischen Registrierungsalgorithmen genutzt. Außerdem
wird in dieser Arbeit ein Maß eingeführt, das den Fehler eines Registrierungser-
gebnisses einer rigiden Transformation bei gegebenen optimalen Parametern angibt.
Dieses Maß kann bei der Arbeit mit den Trainingsdaten der RIRE-Datenbank ge-
nutzt werden. Für die Evaluation der Testdaten der RIRE-Datenbank wird das
Evaluationssystem auf der Website des RIRE-Projekts genutzt.
5.1. Outer Structure Shape Methode
Die Outer Structure Shape Methode wurde im Rahmen dieser Arbeit für die Eva-
luierung der EPI-Registrierungsergebnisse entwickelt, die in Kapitel 6 präsentiert
werden. Hierbei handelt es sich um Ergebnisse aus einer elastischen multimoda-
len Registrierung von MRI-Kopfdaten. Wie zuvor erläutert ist hier eine Evaluation
anhand einzelner Landmarken nicht sinnvoll, da viele kleine lokale Deformationen
betrachtet werden müssen und daher eine sehr große Anzahl an korrespondierenden
Landmarken deﬁniert werden müssten. Anstelle einzelner Landmarken werden die
äußeren Konturen der Gehirndaten beider Bilder als Kriterium für die Evaluation
genutzt, da diese zuverlässig extrahiert werden können, wenn in den Bilddaten zuvor
Knochen und Gehirn akkurat segmentiert wurden. Auf die Nutzung von Gyri und
anderen Strukturen innerhalb des Gehirns wird bei dieser Methode verzichtet, da
aufgrund von Abweichungen in den Grauwerten der Bilddaten diese nicht immer
zuverlässig sowohl im Referenzbild als auch im bewegten Bild detektiert werden
können.
Um die Korrektur der Verzerrungen in y-Richtung zu evaluieren, werden die Daten
bei der OSS-Methode schichtweise analysiert. Für die Berechnung der Ähnlichkeit
der äußeren Konturen in zwei Bildern werden die Konturen punktweise miteinander
verglichen. Hierdurch erhält man ein Maß für die globale Ähnlichkeit zweier Kon-
turen, anstatt nur die minimale bzw. maximale Distanz zwischen den Konturen zu
vergleichen.
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Extraktion der a¨ußeren Kontur
Unterteilung der a¨ußeren Kontur
Diskretisierung der Kontur
Berechnung der Distanz d
d(r,m) d(r, c)
dstandardized(r,m, c)
Abbildung 5.1.: Ablauf der OSS-Evaluierungsmethode für zwei Bilder
Der Ablauf des OSS-Algorithmus ist in Abbildung 5.1 dargestellt. Die einzelnen
Schritte der Methode werden im Folgenden beschrieben. Die Methode wurde in
Matlab (Version R2013a (8.1.0.604). The MathWorks Inc., 2013) implementiert.
Bei der Speicherung von PDF-Graﬁken in Matlab können weiße Ränder auftreten,
da die Speicherung in A4-Format erfolgt. In diesen Fällen wurden diese Ränder
mit der Software Inkscape entfernt, um die Abbildungen platzsparend in die Arbeit
einfügen zu können. Der Inhalt der Abbildungen wurde dabei nicht verändert.
5.1.1. Bild-Vorverarbeitung und Extraktion der äußeren
Kontur
Bevor die Extraktion der äußeren Kontur durchgeführt wird, müssen die Bilddaten
vorverarbeitet werden. Um unterschiedliche Intensitätsverteilungen in den Daten
zu kompensieren, werden die Intensitäten der Bilder auf den Mittelwert 0, 0 und
die Standardabweichung 1, 0 normalisiert. Anschließend wird die Separation von
Vordergrund und Hintergrund durch Isokonturen mit dem Level 0, 0 durchgeführt.
Die äußere Kontur wird aus den erkannten Konturen identiﬁziert als die Kontur mit
der größten umschlossenen Fläche. In diesem Schritt werden kleinere Strukturen
innerhalb des Gehirns oder Artefakte außerhalb aussortiert.
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5.1.2. Unterteilung und Diskretisierung der äußeren Kontur
Für den punktweisen Vergleich der Konturen müssen diese zunächst diskretisiert wer-
den. Eine Möglichkeit hierfür wäre die äquidistante Plazierung von Punkten auf der
Kontur. Betrachtet man jedoch eine Kontur, bei der in einem Bild ein Gyrus erkannt
und im zweiten Bild nicht erkannt wurde, würden bei dieser Konstruktion Punkte
mit gleichen Indizes auf den Konturen nicht zu korrespondieren geometrischen Po-
sitionen gehören. Um die Methode robuster gegenüber diesen lokalen Strukturen
zu machen, werden die Konturen zunächst in Segmente unterteilt. Dazu stellt man
die Punkte auf den Konturen in Polarkoordinaten (r, φ) dar, wobei man den Mas-
senschwerpunkt der Referenzkontur als Ursprung für das Koordinatensystem wählt
(siehe Abb. 5.2). Der Winkelbereich wird unterteilt in gleich große Segmente mit
der Segmentgröße ∆α. Somit kann jedem Kontursegment ein Winkelintervall zu-
geordnet werden. Korrespondierende Kontursegmente der Bilddaten werden durch
Polygonzüge mit der gleichen Anzahl NS an Punkten dargestellt,
Ns = f ·max(N rs , Nms ), (5.1)
wobei N rs und N
m
s die Anzahl Punkte im s-ten Segment in korrespondierenden
Konturen des Referenzbildes und bewegten Bildes sind. f > 1 ist eine Konstante,
die reguliert, wie fein die Kontursegmente abgetastet werden sollen.
α α
(a) (b)
Abbildung 5.2.: Konturen unterteilt in Winkel-Segmente mit dem Schwerpunkt der
Referenzkontur als Ursprung des Polar-Koordinatensystems. (a) Re-
ferenzbild, (b) Bewegtes Bild. Korrespondierende Kontur-Segmente
sind in (a) und (b) in der gleichen Farbe dargestellt.
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5.1.3. Abstandsberechnung
Die Konturdistanz d zwischen zwei Konturen r und c ist deﬁniert als die mittlere
Euklidische Distanz zwischen korrespondierenden Konturpunkten, wobei zwei Kon-








|prs,i − pcs,i|, (5.2)
mit der Anzahl Segmente S, der Anzahl Punkte im s-ten Segment Ns und der
Gesamtzahl N =
∑S




s,i sind die Positionen des
i-ten Punktes im s-ten Segment in den zugehörigen Konturen aus dem Referenzbild
und bewegten Bild.
Für den Vergleich der Ergebnisse der Registrierung wird zunächst die Distanz zwi-
schen der Kontur r des Referenzbildes und der Kontur c des Registrierungsergebnis-
ses berechnet. Um die Verbesserung des Ergebnisses in Bezug auf das ursprüngliche
bewegte Bild beschreiben zu können, wird außerdem noch die Standardisierte Kon-
turdistanz (SCD) berechnet als Verhältnis zwischen der Konturdistanz d(r, c) von
Referenzkontur r und der Kontur des Registrierungsergebnisses c und der Kontur-






5.1.4. Analyse der Abhängigkeit der Methode von der Anzahl
der Segmente
Abbildung. 5.3 zeigt den Einﬂuss der Anzahl Segmente S bei der Kontursegmen-
tierung anhand der BrainSuite-Trainingsdaten, die auch bei der Registrierung der
EPI-Daten in Kapitel 6 verwendet werden. Bei einer kleinen Anzahl an Segmenten
führen unterschiedliche Konturen schnell zu einer Zuordnung von Punkten in den
Segmenten, die geometrisch nicht korrespondieren. Dieser Eﬀekt wird durch die Ver-
wendung einer größeren Anzahl Segmente reduziert. Für die Evaluation in Kapitel 6
werden 36 Segmente verwendet, was einem Winkelintervall von ∆α = 10◦ entspricht.
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Abbildung 5.3.: Darstellung der Konturdistanz d zwischen dem Referenzbild und
dem initialen bewegten Bild für eine Schicht in Abhängigkeit von
der für die Berechnung verwendeten Anzahl an Segmenten S.
5.2. Vergleich von rigiden Transformationen
Für die Berechnung des Fehlers eines rigiden Registrierungsergebnisses bei bekann-
ten idealen Transformationsparametern wird der Einﬂuss der unterschiedlichen Trans-
formationen auf die Transformation der Vordergrundvoxel xv, also der Voxel mit
sichtbarer Information, untersucht. Hierfür wird zunächst ein Intensitätsgrenzwert
tM zwischen Vordergrund- und Hintergrund-Intensitäten ermittelt und anschließend
werden anhand dieses Grenzwertes die Voxel bestimmt, die eine höhere Intensität
haben als der Hintergrund
IM(xv) > tM . (5.4)
Für die Grenzwertbestimmung in den bewegten Bildern wird in dieser Arbeit die








wobei Nv die Anzahl Vordergrundvoxel im bewegten Bild ist und u¯ den idealen
Transformationsparameter-Vektor beschreibt, der im Fall der RIRE Daten aus den





In diesem Kapitel wird ein Spezialfall der elastischen Registrierung untersucht, bei
dem deformierte EPI-Daten anhand von Referenzdaten, die keine Verzerrungen auf-
weisen, korrigiert werden sollen. Bei der Korrektur dieser Daten ist besonders zu be-
achten, dass durch die Art der Aufnahme bei ihnen neben der geometrischen Defor-
mation auch eine damit verbundene Änderung der Bild-Intensitäten auftritt [38, 37].
Das hierzu verwendete Modell wurde in Abschnitt 2.6.3 vorgestellt. Diese speziellen
Eigenschaften der Verzerrungen werden daher bei der Konzipierung der Registrie-
rungsmethode in diesem Kapitel berücksichtigt, um die Methode an das Problem
anzupassen.
Für die Generierung der unverzerrten Referenzdaten muss eine andere Aufnahmese-
quenz verwendet werden als für die EPI-Daten. Daher ist es notwendig, dass der für
die Registrierung entwickelte Algorithmus auf multimodale Bilddaten angewendet
werden kann. Dies schränkt, wie in den Grundlagen beschrieben, die Auswahl der
geeigneten Ähnlichkeitsmaße für die Bilddaten ein. Eine Registrierung anhand von
gemeinsamen Landmarken in den Bilddaten erfordert eine zuverlässige Erkennung
einer großen Anzahl von markanten Punkten in beiden Bilddaten, was durch die
Verzerrungen der Intensitäten in den EPI-Daten verfälscht werden könnte. Daher
bietet sich hier eine intensitätsbasierte Registrierung an, bei der die Intensitäten
in den EPI-Daten zusammen mit den geometrischen Verzerrungen korrigiert wer-
den. Da es sich bei den Verzerrungen in den EPI-Daten um lokale Deformationen
handelt, ist der Ansatz einer elastische Registrierung mit einer hohen Anzahl an
Freiheitsgraden für die Registrierung erforderlich, wodurch eine große Anzahl von
Parametern optimiert werden muss. Diese Problemstellung erfordert eine robuste
Optimierungsmethode, weil sich während der Optimierung die Intensitäten in den
EPI-Daten ändern können, anhand derer die Ähnlichkeit der Bilddaten bestimmt
wird.
Neben der Registrierung der Bilddaten wird in diesem Zusammenhang auch die Eva-
luierung einer elastischen Registrierung untersucht und diskutiert. Dazu wurde in
Kapitel 5.1 ein neues Verfahren zur Bestimmung der Qualität der Registrierung ent-
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wickelt, das am vorliegenden Beispiel der elastischen Registrierung von EPI-Daten
eingesetzt wird.
6.1. Stand der Technik
Echo-Planar-Bildsequenzen (EPI) gehören zu den schnellen Standard-Aufnahme-
sequenzen in der MRI-Bildgebung [89]. Ein Nachteil dieser Sequenzen sind geome-
trische Verzerrungen sowie damit verbundene Verzerrungen der Intensitäten bedingt
durch Inhomogenitäten des magnetischen Feldes [38, 39, 90].
Zur Korrektur der Verzerrungen in EPI-Daten werden verschiedene Ansätze ver-
folgt. Hier sind zum einen rein bildbasierte Ansätze zu nennen, die auf dem Konzept
der Bildregistrierung basieren, zum anderen Ansätze, die zusätzliche Aufnahmen
zur Messung des Magnetfeldes verwenden, sogenannte FieldMap-basierte Ansätze.
In einem Vergleich dieser Ansätze kamen M. Wu et al. zu dem Ergebnis, dass die
Ansätze, die auf der Bild-Registrierung beruhen, im Allgemeinen denen überlegen
waren, die die gemessenen Magnetfeld-Informationen zur Korrektur der Verzerrun-
gen nutzten, auch wenn in einigen lokalen Bildbereichen letztere Ansätze zu besseren
Ergebnissen führten [91].
Zur Registrierung multimodaler Daten hat sich Mutual Information im Laufe der
Zeit aufgrund der Nutzung von Intensitätskorrelationen anstatt eines direkten In-
tensitätenvergleichs als bevorzugtes Ähnlichkeitsmaß etabliert [23, 22, 92, 6, 19]. Im
Bereich der bildbasierten Korrektur der Verzerrungen in EPI-Daten wurden in der
Vergangenheit bereits einige Ansätze publiziert. Ein früher Ansatz von R. Tao et al.
verwendete die Summe der Quadratischen Abweichungen (SSD) der Bildintensitä-
ten als Ähnlichkeitsmaß, um monomodale Bilddaten zu korrigieren [40]. Ein Nachteil
dieser Methode ist, dass sie sich nicht auf den multimodalen Fall anwenden lässt, der
häuﬁg gegeben ist, da ein verzerrungsfreies Referenzbild meist eine andere Modalität
aufweist als die verzerrten EPI-Daten. C. Bhushan präsentierte eine Methode, die
als Ähnlichkeitsmaß mit Parzen Windows berechnete NMI verwendete und das De-
formationsfeld durch ein mit B-Splines interpoliertes Gitter darstellte [39]. In ihren
Ergebnissen nennen sie einen Fehler von 1-3mm für ihre Methode in den meisten
Bereichen des Gehirns. Sie weisen aber auch darauf hin, dass kleine lokale Verzer-
rungen, wie sie durch plötzliche Änderungen des magnetischen Feldes hervorgerufen
werden, nicht mit einem groben Kontrollpunkte-Gitter korrigiert werden können. In
einer späteren Arbeit präsentieren die Autoren eine Methode zur Korrektur der B0-
Feldverzerrungen, bei der anhand mehrerer Aufnahmen mit unterschiedlichen Pha-
senkodierungen die unverzerrten Daten rekonstruiert werden [93]. Dieses Verfahren
unterscheidet sich von den zuvor genannten dadurch, dass es zusätzliche Daten für
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die Korrektur der Verzerrungen benötigt, die nicht in allen Fällen gegeben sind. Ins-
besondere bei alten Daten und Daten aus fremden Quellen ist unsicher, ob solche
zusätzlichen Informationen zur Verfügung stehen. In diesen Fällen haben Methoden,
die ohne zusätzliche Informationen auskommen, einen klaren Vorteil.
6.2. Methode
Das in diesem Kapitel behandelte Registrierungsproblem beinhaltet sowohl eine geo-
metrische Verzerrung als auch eine daran gekoppelte Verzerrung der Bildintensitä-
ten. Die geometrischen Verzerrungen werden durch eine elastische Transformation
mit einer großen Anzahl von Parametern modelliert, um auch kleine Deformationen
korrigieren zu können. Um die Eigenschaften des Deformationsfeldes beeinﬂussen zu
können, das von den Parametern deﬁniert wird, wird neben dem Ähnlichkeitsmaß
ein Regularisierungsterm in der Kostenfunktion verwendet. Als Ansatz zur Lösung
der vorliegenden Problemstellung wird dieses als inverses Problem formuliert
v¯ = arg min
v
(−S(IA, IE(v)) +R(v)) , (6.1)
mit dem Maß S zur Bestimmung der Ähnlichkeit der Bilddaten IA und IE(v). IA
bezeichnet hierbei das Referenzbild, dessen Geometrie und Intensitäten unverzerrt
sind, und IE(v) bezeichnet das verzerrte EPI-Bild. R(v) ist der Regularisierungsterm
und v beschreibt das Transformationsfeld, welches gemäß dem physikalischen Modell
auf die y-Richtung beschränkt ist.
Aufgrund der multimodalen Problemstellung ist die in [40] verwendete Metrik SSD
hier nicht sinnvoll anwendbar. Stattdessen bietet sich MI oder eine ihrer Varianten
wie NMI an, wie sie in [39] in diesem Kontext verwendet wird. In der in diesem Ka-
pitel präsentierten Methode wird NMI eingesetzt, wobei auch MI geeignet wäre, da
der Überlappungsbereich der Daten bei der Korrektur der Verzerrungen kein Pro-
blem darstellt. Gemäß der Deﬁnition von NMI (siehe Gleichung 2.23) muss für die
Bestimmung des Funktionswertes zunächst die gemeinsame Entropie H(A,B) der
Bilddaten bestimmt werden, aus der anschließend die einzelnen Bild-EntropienH(A)
und H(B) berechnet werden können. Unter Berücksichtigung der Problemstellung
wird hier eine spezielle Konstruktion des gemeinsamen Histogramms zur Berech-
nung der Entropie verwendet. Die Methode wurde in C++ unter Benutzung der
ITK-Bibliothek implementiert. Da das zu Grunde liegende physikalische Modell nur
Deformationen in y-Richtung berücksichtigt, ist bei dieser Methode gegebenenfalls
eine rigide Vorregistrierung notwendig, um mögliche Verschiebungen der Datensätze
zuvor zu korrigieren.
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6.2.1. Konstruktion des gemeinsamen Histogramms
Die Berechnung der Bild-Entropie erfolgt anhand von diskretisierten Bilddaten in
Form von Pixeln beziehungsweise Voxeln. Eine Möglichkeit, die Histogramme zu
glätten, ist die Nutzung von Parzen Windows bei der Berechnung des gemeinsamen
Histogramms. Bhushan et al. nutzten kubische B-Splines als Parzen Windows für
die Berechnung einer diﬀerenzierbaren Kostenfunktion [39]. Mit der Ordnung der
verwendeten Splines erhöht sich jedoch auch die Glättung der Histogrammeinträge,
wodurch einige Informationen aus den ursprünglichen Daten verloren gehen können
und die Kostenfunktion abgeﬂacht wird. Dies ist hier besonders zu berücksichtigen,
da sich gemäß dem physikalischen Modell die Bildintensitäten im Verlauf der Opti-
mierung ändern. Für die Optimierung soll in dieser Methode ein robuster Optimierer
verwendet werden, der keine diﬀerenzierbare Kostenfunktion benötigt, wodurch auf
eine Berechnung eines analytischen Gradienten verzichtet werden kann.
Aus diesem Grund wird hier eine Strategie mit linearen Splines gewählt, die ei-
ne einfache und schnelle Berechnung ermöglichen und dabei eine geringe Glättung
der Information bieten, was die Optimierung vereinfacht. Die Bin-Einträge Ba,b des

































falls |imk − bma,b| ≤ lm
, (6.4)
wobei N die Anzahl der Voxel des Referenzbildes und (bra,b,b
m
a,b) die Position des
Bins im gemeinsamen Histogramm ist. Die Distanzen zwischen benachbarten Bins
werden bezeichnet als lr und lm und die Voxel-Intensitäten des Voxels vk als irk
und imk . Der Index r steht hierbei immer für das Referenzbild und der Index m für
das bewegte Bild. Wie auch bei einem klassischen Histogramm ist die Summe aller
Beiträge eines Voxelpaars zum Histogramm immer 1,0, wobei ein Paar von Voxeln
anhängig von ihren Intensitäten Beiträge zu bis zu vier Bins des Histogramms liefern







a,b) zur Berechnung bei (siehe Abb. 6.1(a)).
Ein einfaches Beispiel für zwei unterschiedliche Konstruktionen von Histogrammen
ist in Abbildung 6.1(b)-(d) dargestellt. In (b) werden die Positionen von vier be-
nachbarten Histogramm-Bins dargestellt sowie die Intensitätspaare von drei Vo-
xeln mit Kreuzen in diese eingetragen. (c) zeigt das Ergebnis nach der klassischen
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Histogramm-Konstruktion ohne Interpolation. In diesem Fall haben die Bins, die
eines der Intensitätspaare enthalten, den Wert 1 und das leere Bin den Wert 0.
Das Ergebnis des Histogramms mit der hier verwendeten Methode zur Histogramm-
Konstruktion ist in (d) präsentiert.




























Abbildung 6.1.: Darstellung der vorgeschlagenen Histogramm-Konstruktion. (a)
Beitrag eines Voxel vk zum marginalen Histogramm mit den beiden
Anteilen f(ik, ba) =
q
l und f(ik, ba+1) =
p
l und p+ q = l, (b) Positi-
on der drei Intensitätspaare im gemeinsamen Histogramm, (c) Er-
gebnis einer Standard-Histogramm-Konstruktion, (d) Ergebnis der
vorgeschlagenen Histogramm-Konstruktion
6.2.2. Technik für eine mehrstuﬁge Optimierung
Die statistische Ähnlichkeitsbestimmung durch MI, die einen Vergleich multimoda-
ler Bilddaten ermöglicht, hat den Nachteil, dass sie nicht nur ein Extremum besitzt,
sondern mehrere lokale Optima besitzen kann. Um dennoch eine Optimierung durch-
führen zu können, die zu dem gewünschten Optimum führt, ist es sinnvoll, die Op-
timierung in mehreren Schritten mit unterschiedlichen Auﬂösungen durchzuführen.
Hierfür wurden in der Vergangenheit zwei Ansätze verfolgt.
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Der eine Ansatz sieht eine Skalierung und Glättung der Bilddaten in den verschie-
denen Stufen vor [61], bei dem zweiten Ansatz wird dagegen das Deformationsfeld
in verschiedenen Auﬂösungen behandelt [19].
In der hier entwickelten Methode wird der Ansatz einer mehrstuﬁgen Verfeinerung
des Deformationsfeldes im Optimierungsverlauf verwendet, um eine Konvergenz des
Optimierers gegen ein lokales Optimum zu vermeiden. Hierfür wird die Optimierung
zunächst mit einer geringen Anzahl von Parametern in der ersten Stufe gestartet und
dann wird die Anzahl der Parameter schrittweise erhöht. In der ersten Stufe wird
nur ein Kontrollpunkt in der Phasenrichtung verwendet. Da den Kontrollpunkten
entsprechend dem Modell der Deformation aus Abschnitt 2.6.3 nur eine Bewegung
in y-Richtung erlaubt ist, entspricht das einer rigiden Registrierung in y-Richtung.
In der nächsten Stufe werden zwei Kontrollpunkte verwendet, was eine Translation
und eine Skalierung zulässt. In jeder weiteren Stufe wird jeweils ein neuer Kontroll-
punkt zwischen zwei existierende benachbarte Kontrollpunkte eingefügt. Die Anzahl
Kontrollpunkte in den Stufen ist somit gegeben durch
nC(l) =
{
2l−1 + 1 if l > 0
1 if l = 0
, (6.5)
wobei l der aktuellen Stufe der Verfeinerung des Deformationsfeldes entspricht (star-
tend bei 0).
Für die Optimierung wird die ableitungsfreie Powell-Methode der ITK Bibliothek
verwendet [23][21][26]. Diese ist zwar vergleichsweise langsam, bietet aber eine hohe
Robustheit [59], was bei dieser Methode im Vordergrund steht. Die Schrittweite
der Optimierung und der Grenzwert für die Schrittweite werden in jeder Stufe um
den Faktor 2 verglichen mit der vorherigen Stufe reduziert. Auf diese Weise sollen
zunächst große Deformationen korrigiert und in folgenden Stufen nur noch kleinere
Deformationen betrachtet werden. Die Optimierung stoppt in jeder Stufe, wenn die
Änderung des Wertes der Kostenfunktion oder die Schrittweite einen festgelegten
Grenzwert unterschreitet oder wenn eine maximale Anzahl Iterationen erreicht wird.
Die gesamte Optimierung endet, wenn eine festgelegte Anzahl an Stufen erreicht
wurde oder die Änderung des Wertes der Kostenfunktion zwischen zwei aufeinander
folgenden Stufen einen gegebenen Grenzwert unterschreitet.
6.2.3. Deﬁnition des Regularisierungsterms
Ohne Regularisierung haben MI und ihre Varianten im Bereich der elastischen Re-
gistrierung den Nachteil, dass sie nicht nur die Verzerrungen korrigieren, sondern
aufgrund der großen Anzahl an Freiheitsgraden auch physikalisch nicht sinnvolle
Korrekturen durchführen, um die Ähnlichkeit zu erhöhen [39]. Dies beruht darauf,
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dass bei MI nur globale statistische Informationen über die Intensitätsverteilun-
gen genutzt werden und keine lokalen Informationen. Im Zusammenhang mit der
Korrektur von EPI-Verzerrungen wurden in der Vergangenheit verschiedene Regu-
larisierungsansätze eingesetzt.
Bhushan et al. benutzten die 3D-Variante der 2D-Bindungsenergie von dünnen Me-



































mit dem Regularisierungsparameter λ. Tao et al. verwendeten bei ihrem Ansatz für






|∇v|2 dx dy dz. (6.7)
Bei der Verwendung von Regularisierungstermen müssen zwei Eﬀekte ausbalanciert
werden. Eine starke Regularisierung führt zu einer starken Glättung des Deforma-
tionsfeldes, was wiederum die Korrektur von kleinen lokalen Deformationen unter-
drückt. Eine zu schwache Regularisierung dagegen führt wie bereits einleitend erklärt
zu einer Überkorrektur des Deformationsfeldes, bei der nicht mehr nur tatsächliche
Deformationen, sondern auch kleinste Intensitätsänderungen in den Bildern durch
eine Anpassung des Deformationsfeldes korrigiert werden. Da bei dem hier verwen-
deten Modell eine geometrische Deformation an eine Verzerrung der Intensitäten
gekoppelt ist, ist das Risiko besonders hoch, dass Intensitätsschwankungen vom Al-
gorithmus als Folge einer geometrischen Verzerrung betrachtet und korrigiert wer-
den.
Für die Konstruktion des zu entwickelnden Regularisierungsterms wird diese Be-
sonderheit berücksichtigt, die durch das physikalische Modell der Deformation ge-
gebenen ist. Da die geometrischen Verzerrungen primär in Phasenrichtung erwartet
werden, ist das Risiko, dass der Algorithmus nicht zutreﬀende geometrische Ver-
zerrungen annimmt, um Intensitäten im bewegten Bild an die des Referenzbildes
anzupassen, in dieser Richtung besonders hoch. Daher wird der Regularisierungs-
term so aufgebaut, dass er die y-Richtung separat zu den anderen Achsen gewichten
kann. Dies erfolgt durch die Kombination von zwei Regularisierunsparametern λ
und β, wobei λ die Stärke der gesamten Regularisierung kontrolliert und mit dem
Parameter β mit 0 ≤ β ≤ 1 die Regularisierung in x- und z-Richtung reduziert












dx dy dz, (6.8)
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wobei N die Anzahl der Voxel ist und für die Normierung des Terms genutzt wird.
Betrachtet man den Regularisierungsterm in zwei Dimensionen, entfällt der Term
∂v
∂z
in Gleichung 6.8. Ein Vergleich einer isotropen Regularisierung mit β = 1 und
der vorgeschlagenen anisotropischen Regularisierung folgt im Abschnitt 6.3.1.
6.3. Ergebnisse
Bei der Auswertung der Ergebnisse werden Mittelwert und Standardabweichung der
Standardisierten Konturdistanz SCD in der Form SCD±σ(SCD) für die Evaluierung
der Schichten eines Datensets verwendet. Die schichtweise Evaluierung der Daten ist
möglich, da die Deformationen gemäß dem physikalischen Modell nur innerhalb einer
Schicht in y-Richtung auftreten und keine Deformation in z-Richtung auftritt.
6.3.1. Untersuchung der Eigenschaften der
Registrierungsmethode
Histogramm-Konstruktion
Die Histogramm-Konstruktion beeinﬂusst die Berechnung der NMI und damit auch
die Ergebnisse der Registrierung. Um diesen Eﬀekt zu demonstrieren, wird die Re-
gistrierung der SPM-Subjekt-Daten einmal mit einem klassischen Histogramm ohne
Interpolation und einmal mit der in dieser Arbeit vorgestellten Methode durchge-
führt. In Abbildung 6.2 ist eine Schicht der Daten zum visuellen Vergleich dargestellt.
Es wird hier deutlich, dass die vorgeschlagene Methode (Abb. 6.2,d) insbesondere
im oberen Bereich des Bildes bessere Ergebnisse liefert als die Methode mit einem
klassischen Histogramm (Abb. 6.2,c).
Abbildung 6.3 zeigt eine Darstellung der Konturdistanz-Werte aller betrachteten
Schichten. Auch hier ist zu sehen, dass die in dieser Arbeit genutzte Methode die
besseren Ergebnisse liefert. Die SCD für die klassische Konstruktion beträgt 0, 81±
0, 10 und für die vorgestellte Methode 0, 60± 0, 13.
Untersuchung des Einﬂusses der Regularisierungsmethode
Um den Einﬂuss des anisotropen Regularisierungsterms zu evaluieren, wurden die
SPM-Subjekt-Daten sowohl mit der vorgestellten anisotropen Regularisierung regis-
triert als auch mit isotropen Regularisierungen mit unterschiedlichem Werten des
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(a) (b) (c) (d)
Abbildung 6.2.: Registrierungsergebnis für die SPM-Subjekt-Daten. Die OSS des
Referenzbildes ist rot dargestellt. (a) Referenzbild, (b) bewegtes
Bild, (c) Registrierungsergebnis mit einem Histogramm ohne In-
terpolation, (d) Registrierungsergebnis mit einem Histogramm, das
mit der vorgeschlagenen Interpolation erstellt wurde.
Parameters λ. Die isotrope Regularisierung erhält man durch die Festsetzung von
β = 1, 0 in Gleichung (6.8). Für die anisotrope Regularisierung wurde β = 0, 2 und
λ = 0, 9 verwendet. Zum Vergleich wurde der Parameter λ für die isotrope Regu-
larisierung einmal auf den gleichen Wert wie bei der anisotropen Regularisierung
gesetzt, was zu λ = 0, 9 führt, einmal auf den Wert von β, was zu λ = 0, 2 führt,
und einmal auf den Wert λ = 0, 6 dazwischen. Abbildung 6.4 zeigt den Vergleich
von verschiedenen Schichten zwischen der anisotropen und der isotropen Regulari-
sierung.
Bei der Evaluation sollen drei verschiedene Aspekte besonders berücksichtigt werden.
Diese sind die Korrektur der Verzerrungen, die Überkorrektur durch den Algorith-
mus und Artefakte, die durch die Registrierung entstanden sind. Für jede Art der
Regularisierung werden die SCD-Werte der Registrierung unter der entsprechenden
Abbildung angegeben.
Die Abbildungen 6.4 (a-d) zeigen die Ergebnisse der Registrierung einmal mit der
anisotropen Regularisierung und einmal mit einer isotropen Regularisierung mit glei-
chem λ. Die SCD-Werte und eine visuelle Betrachtung des oberen Bildbereichs zeigt,
dass die Korrektur der Deformationen im Fall der isotropen Regularisierung geringer
ausfällt als bei der Anwendung der anisotropen Regularisierung. Hierbei wird das
Potential der anisotropen Regularisierung gegenüber der isotropen Regularisierung
deutlich, kleine lokale Verzerrungen zu korrigieren.
Zur Untersuchung des zweiten Aspekts wird für die isotrope Regularisierung der
Wert von β aus der anisotropen Regularisierung für die isotrope Regularisierung
verwendet, also λ = 0,2, wodurch der Einﬂuss des Regularisierungsterms im Ver-
gleich zum vorherigen Test reduziert wird. In den Abbildungen 6.4 (e-h) ist dieser
Fall exemplarisch dargestellt. Hier sieht man insbesondere in der oberen Hälfte von
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Abbildung 6.3.: Ermittelte Konturdistanz der Registrierungsergebnisse für die
mittleren Schichten der SPM-Subjekt-Daten bei unterschiedlicher
Histogramm-Erstellung.
(g) eine Überkorrektur, durch die die Strukturen im Gehirn nicht mehr klar zu er-
kennen sind. Auch wenn der SCD-Wert in diesem Fall besser ist als für die anisotrope
Regularisierung in (d), ist dieses Verhalten der Registrierung nicht gewünscht.
Mit der Korrektur der Deformationen durch die Registrierung kann bei dieser Form
der elastischen Registrierung je nach Wahl der Regularisierungsparameter auch die
Entstehung von Artefakten einhergehen. Dies wird durch die Koppelung von Kor-
rekturen der Intensitäten an die Korrektur von geometrischen Deformationen be-
günstigt. In den Abbildungen 6.4 (i-l) ist dieser Fall bei der Wahl von λ = 0,6 im
Fall der isotropen Regularisierung im unteren rechten Bereich von (k) am Rande
der Gehirnstruktur gezeigt. Hier führen starke lokale Gradienten in y-Richtung im
Deformationsfeld zu einem Paar aus hohen und niedrigen Intensitäten in den korri-
gierten Daten. Diese Artefakte sind ein Indikator dafür, dass das Deformationsfeld
in diesem Bereich nicht physikalisch sinnvoll ermittelt wurde.
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Referenzbild Bewegtes Bild isotrope anisotrope
Regularisierung Regularisierung
(a) (b) (c) (d)
λ = 0,9, λ = 0,9,
SCD: 0, 70± 0, 12 SCD: 0, 60± 0, 13
(e) (f) (g) (h)
λ = 0,2, λ = 0,9,
SCD: 0, 49± 0, 11 SCD: 0, 60± 0, 13
(i) (j) (k) (l)
λ = 0,6, λ = 0,9,
SCD: 0, 64± 0, 13 SCD: 0, 60± 0, 13
Abbildung 6.4.: Vergleich der Registrierungsergebnisse mit einer isotropen (β = 1, 0)
und der vorgeschlagenen anisotropen (β = 0, 2) Regularisierung.
Die SCD wurde berechnet für die Schichten von 21 bis 43 der SPM-
Subjekt-Daten. Eine Schicht pro Beispiel ist gezeigt.
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6.3.2. Evaluation der Registrierungsergebnisse
Die in diesem Kapitel vorgestellte Methode zur Korrektur der geometrischen Ver-
zerrungen sowie der Intensitäten wurde mit den drei Datensets evaluiert, die in Ab-
schnitt 4.1 aufgeführt wurden. Hierbei wurden die SPM-Phantom-Daten für einen
Methodenvergleich im monomodalen Fall genutzt, die SPM-Subjekt-Daten und die
BrainSuite-Trainingsdaten wurden für den Vergleich im multimodalen Fall einge-
setzt.
Als Vergleichsmethoden zu der hier präsentierten Methode werden im monomoda-
len Fall die von Tao et al. präsentierte Methode auf Basis der Metrik SSD [40]
und die SPM-FieldMap-Korrektur [94][37][95][96] verwendet. Im multimodalen Fall
werden als Vergleichsmethoden die SPM-FieldMap-Korrektur und die Methode von
Bhushan et al. [39], die zur Intensitätskorrektur in der Software BrainSuite verwen-
det wird, genutzt.
Für die in diesem Kapitel vorgestellte Methode wurden die Parameter λ = 0, 9
und β = 0, 2 für die Regularisierung verwendet. Bei der mehrstuﬁgen Optimierung
wurden 7 Stufen für die SPM-Daten und 8 Stufen für die BrainSuite-Daten ver-
wendet. Die initiale Schrittgröße der Optimierung beträgt etwa die halbe Größe des
bewegten Bildes in y-Richtung. Zur Evaluierung wurde die OSS-Methode mit 36
Segmenten für die multimodalen Datensets genutzt und mit 18 Segmenten im Fall
der Phantom-Daten. Der Faktor f in Gleichung (5.1) wurde auf 10 gesetzt.
Evaluation im monomodalen Fall
Anhand der SPM-Phantom-Daten soll die hier vorgestellte Methode im monomo-
dalen Fall mit zwei bestehenden Methoden verglichen werden. Die Ergebnisse der
Registrierung sind für eine exemplarische Schicht in Abbildung 6.5 gezeigt. Hierbei
fällt auf, dass bei dem Ergebnis der SPM-FieldMap-Methode in Abbildung 6.5(c)
die globale Skalierung vollständig korrigiert wurde, wohingegen lokale Deformatio-
nen kaum korrigiert werden konnten. Das Ergebnis der SSD-basierten Methode von
Tao et al. [40] ist in Abbildung 6.5(d) gezeigt. Hierbei wurde eine Normalisierung
der Intensitätswerte zwischen dem Referenzbild und dem bewegten Bild durchge-
führt, damit die Daten als monomodal angenommen werden konnten. Das Ergebnis
zeigt, dass mit dieser Methode sowohl die globalen als auch lokale Verzerrungen
korrigiert werden konnten. Das Ergebnis der hier entwickelten Methode ist in Abbil-
dung 6.5(e) dargestellt. Auch hier konnte die globale Skalierung zuverlässig korrigiert
werden und es kann auch eine bessere Korrektur der lokalen Deformationen beob-
achtet werden als bei der SPM-FieldMap-Methode. Dennoch kann man erkennen,




(a) (b) (c) (d) (e)
Abbildung 6.5.: Ergebnisse der Registrierung der SPM-Phantom-Daten. Die OSS
des Referenzbildes ist rot dargestellt. (a) Referenzbild (b) verzerrtes
bewegtes Bild (c) SPM-Ergebnis* [94] (d) SSD-Ergebnis [40] (e)
eigenes Ergebnis. *: Das Ergebnis wird mit den Daten bereitgestellt.
Für die Evaluation mit der OSS-Methode wurden einige Schichten am Rand des Vo-
lumens aufgrund von hohem Rauschen nicht berücksichtigt. Die mittleren Schichten
des Volumens wurden mit der in Abschnitt 5 deﬁnierten OSS-Methode für die Er-
gebnisse der drei betrachteten Methoden ausgewertet. Die Konturdistanzen für die
einzelnen Schichten sind in Abbildung 6.6 für die verschiedenen Methoden präsen-
tiert. Von besonderem Interesse sind hierbei die mittleren Schichten des Volumens,
die neben der globalen Deformation die lokale Deformation enthalten, die im oberen
Bereich der Bilder in Abbildung 6.5 zu sehen ist.
Eine Übersicht über die SCD-Werte der einzelnen Methoden beﬁndet sich am Ende
dieses Abschnitts in Tabelle 6.1 zusammen mit den Ergebnissen der multimodalen
Registrierungen. Wie bereits in Abbildung 6.5 zu erkennen war, liefert die SSD-
basierte Methode die besten Ergebnisse für dieses Datenset gefolgt von der hier
präsentierten Methode, die vor allem in Bereichen mit starken lokalen Deformationen
etwas schlechtere Ergebnisse liefert. Das schlechteste Ergebnis liefert hier der SPM-
FieldMap-Ansatz.
Evaluation im multimodalen Fall
Im multimodalen Fall werden die SPM-Subjekt-Daten und die BrainSuite-Trainings-
daten zur Evaluation verwendet. Da in diesem Fall eine einfache Normalisierung der
Intensitäten nicht ausreicht, damit die Daten mit einer SSD-basierten Methode sinn-
voll registriert werden können, kann die Methode von Tao et al. [40] auf diese Daten
nicht angewendet werden. An dieser Stelle erweist sich die Limitierung auf mono-
modale Bilddaten als entscheidender Nachteil dieser Methode. Da die verwendeten
Datensätze Beispieldaten zu bestehenden Methoden sind, ist hier ein Vergleich mit
den Ergebnissen der zugehörigen Methoden naheliegend.
Abbildung 6.7 enthält einen Vergleich der Ergebnisse der SPM-Subjekt-Daten an-
hand einer der mittleren Schichten. Hierbei wird das Ergebnis der SPM-FieldMap-
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Abbildung 6.6.: Konturdistanz d für die mittleren Schichten des SPM-Phantom-
Datensatzes.
Methode in Abbildung 6.7 (c) gezeigt und das Ergebnis der hier präsentierten Me-
thode in Abbildung 6.7 (d). Es ist zu erkennen, dass die hier präsentierten Methode
bei der Korrektur der lokalen Deformationen am oberen Rand der Bilder besse-
re Ergebnisse liefert als die SPM-FieldMap-Methode. Da der Versuch, die SPM-
Subjekt-Daten mit der BrainSuite bdp13 Software zu verarbeiten, keine messbaren
Korrekturen der Verzerrungen lieferte, wurde dieser Test nicht weiter evaluiert.
Neben der bereits im monomodalen Fall diskutierten Einschränkung der OSS-Metho-
de auf Schichten mit einem hohen Signal-zu-Rausch-Verhältnis kommt im multimo-
dalen Fall noch eine weitere Einschränkung der Anwendbarkeit der OSS-Methode
hinzu. Für die Evaluierung der Ergebnisse mit der OSS-Methode können nur Schich-
ten mit einer ähnlichen äußeren Struktur im Referenzbild und im bewegten Bild
verglichen werden. Aus diesem Grund wurden für die Evaluierung nur die mittleren
Schichten verwendet und insbesondere die Schichten ausgenommen, die die Augen
enthalten. Die Ergebnisse der OSS-Evaluierung der beiden Methoden für die ein-
zelnen Schichten sind in Abbildung 6.8 gezeigt. Hierbei wird deutlich, dass die hier
präsentierte Methode deutlich bessere Ergebnisse bei der Korrektur der lokalen De-
formationen liefert als die SPM-Methode. Die Konturdistanz ist bei allen Schichten
im Fall der eigenen Methode geringer. Die SCD-Werte für die beiden Methoden
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werden ebenfalls am Ende dieses Abschnitts in Tabelle 6.1 aufgeführt.
Neben den SPM-Subjekt-Daten werden für den multimodalen Fall auch die Trai-
ningsdaten der BrainSuite-Software verwendet. Die BrainSuite-Software Version 13a4
nutzt für die Korrektur der geometrischen Verzerrungen und der Intensität die Me-
thode von Bhushan et al. [39]. Da diese Methode auf Grundlage des gleichen physi-
kalischen Modells entwickelt wurde, ist ein Vergleich der Ergebnisse dieser Software
mit denen der hier präsentierten Methode besonders interessant.
Die Ergebnisse der Registrierungen beider Methoden sind in Abbildung 6.9 für eine
der mittleren Schichten gezeigt. Besonders von Interesse sind auch hier die lokalen
Deformationen, die im oberen Bildbereich am Rand der Gehirnstrukturen erkennbar
sind.
Die Konturdistanz der einzelnen Schichten ist in Abbildung 6.10 dargestellt. Auch
hier wurden für die Evaluation nur die mittleren Schichten des Volumens verwendet.
Es ist erkennbar, dass die Ergebnisse der hier vorgestellten Methode insgesamt besser
sind als die der BrainSuite-Software, auch wenn die Ergebnisse in einigen Schichten
sehr ähnlich sind. Insbesondere in den letzten evaluierten Schichten ohne große lo-
kale Deformationen sind fast keine Abweichungen in den Konturdistanz-Werten der
beiden Methoden erkennbar. Die SCD-Werte für beide Methoden sind in Tabelle 6.1
zusammen mit den Werten der anderen Vergleiche aufgeführt.
SPM-Phantom- SPM-Subjekt- BrainSuite-
Daten Daten Trainingsdaten
SSD [40] 0.10 ± 0.04 - -
SPM-FieldMap [94] 0.39± 0.14 0.96± 0.11 -
BrainSuite [39] - - 0.92± 0.07
hier entwickelte Methode 0.15± 0.06 0.60 ± 0.13 0.78 ± 0.11
Tabelle 6.1.: SCD±σ(SCD) der präsentierten Schichten. Die besten Werte für jedes
Set sind fett gedruckt.
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(a) (b) (c) (d)
Abbildung 6.7.: Ergebnisse der Registrierung der SPM-Subjekt-Daten. Die OSS des
Referenzbildes ist rot dargestellt. (a) Referenzbild (b) verzerrtes
bewegtes Bild (c) SPM-Ergebnis* [94] (d) eigenes Ergebnis. *: Das
Ergebnis wird mit den Daten bereitgestellt.























Abbildung 6.8.: Konturdistanz d der mittleren Schichten der SPM-Subjekt-Daten
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(a) (b) (c) (d)
Abbildung 6.9.: Ergebnisse der Registrierung der BrainSuite-Daten. Die OSS des
Referenzbildes ist rot dargestellt. (a) Referenzbild (b) verzerrtes
bewegtes Bild (c) BrainSuite-Ergebnis [39] (d) eigenes Ergebnis.






















Abbildung 6.10.: Konturdistanz d der mittleren Schichten der BrainSuite-Daten.
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6.4. Diskussion
In diesem Kapitel wurde eine Methode zur Korrektur von geometrischen Verzer-
rungen und damit verbundenen Verzerrungen der Intensitäten in EPI-Daten für
multimodale Bilddaten vorgestellt. Die Methode wurde konzipiert, um auch klei-
ne lokale Verzerrungen korrigieren zu können. Dabei wurde ein in diesem Kontext
häuﬁg verwendetes physikalisches Modell benutzt [38, 37], um die Verzerrungen zu
modellieren, die durch Änderungen im magnetischen Feld bei EPI-Aufnahmen ent-
stehen.
Die Innovation der vorgestellten Methode liegt vor allem in dem für diesen spezi-
ellen Fall konzipierten Regularisierungsterm sowie in der Konzeption der Methode
zur Optimierung der Kostenfunktion. Um die entwickelte Methode mit existieren-
den Methoden aus aktuellen Softwarepaketen vergleichen zu können, wurden sowohl
monomodale als auch multimodale Datensätze verwendet, für die bereits Referenz-
ergebnisse von anderen Methoden zum Vergleich vorliegen.
Für die monomodalen Testdaten zeigte sich, dass die Methode vergleichbare Ergeb-
nisse zu der SSD-basierten Methode lieferte, wie sie auch von Tao et al. verwendet
wurde [40], wobei die Ergebnisse der SSD-basierten Methode etwas genauer waren.
Im multimodalen Fall lieferte die hier präsentierte Methode genauere Ergebnisse als
die Referenzmethoden, die in den Software-Anwendungen SPM-FieldMap [94] und
BrainSuite [39] verwendet werden.
Die Ergebnisse zeigen, dass die Möglichkeit, die Intensitäten an den einzelnen Bild-
positionen direkt zu vergleichen, der SSD-basierten Methode im monomodalen Fall
einen Vorteil bezüglich der Genauigkeit bietet gegenüber der hier entwickelten Me-
thode, die auf dem statistischen Maß MI basiert. Dagegen kann die SSD-basierte
Methode im Gegensatz zu der hier entwickelten Methode im multimodalen Fall nicht
sinnvoll eingesetzt werden. Da im Bereich der Strahlentherapie häuﬁg multimodale
Problemstellungen vorliegen, haben hier MI-basierte Methoden einen entscheiden-
den Vorteil gegenüber SSD-basierten Methoden.
Die Ergebnisse der multimodalen Auswertungen zeigen auch, dass ein an die Pro-
blemstellung angepasster Regularisierungsterm wie in diesem Fall der anisotrope
Regularisierungsterm zu Verbesserungen bezüglich der Genauigkeit führen kann.
Gleichzeitig kann jedoch gegebenenfalls dadurch das Anwendungsgebiet für die Me-
thode durch die bei der Konzeption der Methode vorausgesetzten Eigenschaften des
Problems eingeschränkt werden. Für die in diesem Kapitel diskutierte Problemstel-
lung wurde gezeigt, dass der Einsatz einer anisotropen Regularisierung, bei der die
Regularisierung der phasenkodierten Richtung von den anderen Raumrichtungen
entkoppelt wurde, bessere Ergebnisse lieferte als die Registrierung mit einem iso-
tropen Regularisierungsterm. Bei der Verwendung eines isotropen Regularisierungs-
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terms werden dagegen weniger Annahmen bezüglich der konkreten Problemstellung
getroﬀen, wodurch die Methode vielseitiger einsetzbar ist.
Da es keine Standardmethode gibt, Ergebnisse einer elastischen Registrierung von
multimodalen Daten zu vergleichen, und da in der Regel keine Idealtransformation
zu solchen Daten vorliegt, musste für die Evaluierung der hier betrachteten Kopf-
daten zusätzlich eine Methode entwickelt werden, die automatisiert die Ergebnisse
bewertet und ihren Registrierungsfehler bestimmt. Die hier verwendete Methode
beschränkt sich für ihre Bewertung auf die Information über die äußere Kontur
der Bilddaten, was insofern naheliegend ist, da die Deformationen am Übergang
zwischen den Gewebetypen, also vor allem auch am Rand des Gehirns in der pha-
senkodierten Richtung auftreten. Nicht berücksichtigt werden hierbei kleinere Arte-
fakte in den Bilddaten bzw. eine Überkorrektur der Bildintensitäten im Inneren des
Gehirns. Diese können nur durch eine zusätzliche visuelle Begutachtung beurteilt
werden. Um mehr geometrische Informationen aus dem inneren Bereich des Gehirns
berücksichtigen zu können, wäre eine landmarkenbasierte Evaluation von Vorteil,
bei der markante Punkte im Gehirn in den Datensätzen erkannt und deren Positio-
nen anschließend verglichen werden. Dies erfordert jedoch entweder eine manuelle
Analyse, was hier vermieden werden sollte, um subjektive Fehler zu umgehen, oder
setzt eine sehr präzise Detektions- beziehungsweise Segmentierungsmethode voraus,
die hier nicht gegeben war. Bei der hier entwickelten Methode ist das Ergebnis nur
abhängig von der Genauigkeit, mit der die äußere Kontur der Gehirne segmentiert
werden kann, was einfacher ist als auch kleinere Konturen innerhalb des Gehirns
zu segmentieren. Eine fehlerhafte Erkennung der Kontur, bei der Teile des Schädels
dem Gehirn zugeordnet werden, führt hierbei zu einer erhöhten Konturdistanz.
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7. Multimodale Bildregistrierung mit
einer Linearkombination von
Ähnlichkeitsmaßen
Im Bereich der elastischen Bildregistrierung werden Regularisierungsterme primär in
Kostenfunktionen eingesetzt, um Lösungen zu favorisieren, die zu einem glatten De-
formationsfeld führen. Dies ist insbesondere bei der Nutzung von Ähnlichkeitsmaßen
in der Kostenfunktion hilfreich, die wie MI zu vielen Lösungen mit ähnlichen Funk-
tionswerten führen können. Durch eine geeignete Wahl der Regularisierung können
hierbei bestimmte physikalisch sinnvolle Lösungen begünstigt werden.
Auch abseits der elastischen Bildregistrierung besteht das Problem, dass Ähnlich-
keitsmaße in der Regel nur unter bestimmten Voraussetzungen zu guten Ergebnis-
sen in der Registrierung führen und sich in anderen Fällen als komplett ungeeignet
herausstellen. Ein Beispiel hierfür wurde bereits in Kapitel 6 gezeigt. Hier ist die
Methode von Tao et al. [40] die beste Methode im Test, solange es um monomodale
Registrierungen geht. Aufgrund der Nutzung von SSD ist sie jedoch für multimodale
Daten ungeeignet.
Eine Möglichkeit, die Methoden allgemeiner einsetzbar zu machen, ist die Kombi-
nation mehrerer Ähnlichkeitsmaße in einer Kostenfunktion, um aus ihnen ein viel-
seitiger einsetzbares Ähnlichkeitsmaß zu erzeugen. Dies ist das Thema dieses und
des nächsten Kapitels. Anhand der Fragestellung in diesem Kapitel soll hierbei ein
Beispiel für den sinnvollen Einsatz einer Kombination zweier Ähnlichkeitsmaße prä-
sentiert werden, bevor in Kapitel 8 anhand einer allgemeineren Fragestellung dieses
Konzept um das neue Konzept einer Homotopie von Ähnlichkeitsmaßen erweitert
wird.
Als Daten werden in diesem Kapitel die Trainingsdaten der RIRE-Datenbank ver-
wendet. Hiervon werden das CT- und das MR-T2-Volumen verwendet, wobei zu-
sätzlich ein weiteres Volumen erzeugt wird, das dem MR-T2-Volumen einen Inten-
sitätsgradienten in y-Richtung überlagert. Dieser Intensitätsgradient simuliert ein
aufnahmebedingtes Artefakt in den Bilddaten, das zu einer Veränderung der Inten-
sitätsverteilung in einem Datensatz führt, die in dem zweiten bei der Registrierung
verwendeten Datensatz nicht erkennbar ist. Da MI auf Basis der Intensitätsvertei-
lungen in den Bilddaten die Ähnlichkeit ermittelt, ist dieses simulierte Datenset eine
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besondere Herausforderung für die Nutzung von MI, welche ansonsten für den Ein-
satz bei multimodalen Daten konzipiert ist. Das Ziel ist es, durch die Kombination
von MI-Termen auf Basis von Gradienten- und Intensitätsinformationen eine robus-
te Registrierung sowohl für die Originaldaten als auch für die simulierten Daten mit
Intensitätsgradienten zu ermöglichen.
7.1. Stand der Technik
Zum Vergleich multimodaler Bilddatensätze hat sich Mutual Information (MI) als
Ähnlichkeitsmaß in der medizinischen Bildregistrierung etabliert. Mutual Informa-
tion ist ein statistisches Maß, das über die gemeinsame Entropie zweier Datensätze
anhand eines Bildmerkmals deﬁniert ist. Pass et al. [97] untersuchten in ihrer Ar-
beit verschiedene Pixeleigenschaften, die für die Erstellung von Histogrammen als
Ähnlichkeitsmaße in Frage kommen. Zu diesen Eigenschaften gehören unter ande-
rem Farbe/Intensität, Gradientenmagnitude und Kanten-/Eckeneigenschaften. Die
Berechnung von MI anhand der Intensitätswerte hat den Nachteil, dass keine lokalen
Bildinformationen genutzt werden. Um dies auszugleichen wurde in der Vergangen-
heit eine Kombination von MI mit einem kanten-/eckenbasierten Regularisierungs-
term [98, 46] vorgeschlagen, der jedem Voxelpaar eine Gewichtung im gemeinsamen
Histogramm aufgrund ihrer Kanteneigenschaften gibt. In diesem Kapitel wird die
Nutzung der Gradientenmagnituden als zusätzliche Bildeigenschaft untersucht, auf
die MI angewendet werden kann. Hierbei wird insbesondere der Einﬂuss von In-
tensitätsinhomogenitäten auf die Registrierungsergebnisse betrachtet, wie sie zum
Beispiel bei MR-Bias-Feldern auftreten.
Die Anwendung von MI auf Gradientenbilder wurde zuvor von Pluim et al. disku-
tiert [27]. In ihrer Arbeit rieten sie von diesem Ansatz mit der Begründung ab, dass
in diesem Fall die Informationen der Intensitäten teilweise verloren gingen und zu
erwarten sei, dass der Bereich im Parameterraum, in dem das Extremum von MI
ausgeprägt ist, sehr klein sei. Statt dessen präsentierten sie eine Methode, bei der
MI mit Gradienteninformationen kombiniert wird, um lokale Informationen in MI
zu integrieren (siehe Gleichung 2.29). Durch diese Methode wird die Berechnung der




7.2.1. Generierung der simulierten Daten
In diesem Kapitel werden CT-Volumen und MR-T2-Volumen aus den Trainingsda-
ten der Retrospective Image Registration Evaluation Project Version 2.0 Datenbank
(RIRE) verwendet. Zur Simulation eines Gradientenartefakts in den Bilddaten wur-
de das MR-T2-Volumen mit einem zusätzlichen homogenen Intensitätsgradienten
in y-Richtung (Phasenrichtung) überlagert. Ein 2D-Schnitt der Daten ist in Abbil-
dung 7.1 zu sehen. Der verwendete Gradient ist so schwach gewählt, dass die eigent-
lichen Strukturen im MR-T2-Volumen klar erkennbar bleiben. Im direkten Vergleich
zwischen den Originaldaten in Abbildung 7.1(b) und den modiﬁzierten Daten mit
hinzugefügtem Intensitätsartefakt in Abbildung 7.1(c) ist der Unterschied zwischen
den Daten jedoch auch visuell erkennbar.
(a) (b) (c)
Abbildung 7.1.: 2D-Schnitte der verwendeten 3D-Datenvolumen. (a) CT-Volumen,
(b) MR-T2-Volumen, (c) MR-T2-Volumen mit überlagertem
Intensitätsgradienten.
7.2.2. Deﬁnition des Ähnlichkeitsmaßes
Für die Messung der Bildähnlichkeit werden in diesem Kapitel zwei Maße eingesetzt.
Betrachtet man die unveränderten Datensätze, steht man vor einer klassischen Pro-
blemstellung der Bildregistrierung wie sie auch in Kapitel 8 behandelt wird. Hierbei
sollen zwei multimodale Bilddatensätze rigide registriert werden, um die idealen
Transformationsparameter zu bestimmen. In diesem Fall hat sich MI als Ähnlich-
keitsmaß bewährt.
Dies ändert sich, wenn Daten betrachtet werden, die neben der eigentlichen Infor-
mation einen zusätzlichen Intensitätsgradienten enthalten. In diesem Fall ist die bei
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MI vorausgesetzte Annahme, dass die einzelnen Stoﬀe in den jeweiligen Bildmoda-
litäten durch einheitliche Intensitäten dargestellt werden, nicht mehr erfüllt. Durch
den Gradienten werden die Stoﬀe und Strukturen hier abhängig von ihrer Position
im Bild durch unterschiedliche Intensitäten dargestellt.
Da der zusätzliche Intensitätsgradient homogen ist, resultiert aus diesem ein Oﬀset
in den Amplituden der Bildgradienten zwischen den modiﬁzierten Daten und den
Originaldaten. Daher kann dieses Merkmal prinzipiell sowohl für die Originaldaten
als auch für die Daten mit Intensitätsgradienten verwendet werden, wobei anzuneh-
men ist, dass das Ergebnis für die Originaldaten schlechter ist als bei Anwendung
von klassischer MI. Bei den modiﬁzierten Daten ist dagegen anzunehmen, dass die
Verwendung der Gradientenbilder für die Berechnung der MI bessere Ergebnisse lie-
fert als die Nutzung der direkten Bilder. Die Ähnlichkeitmaße können geschrieben
werden als (siehe auch Gleichung 2.21)
CIntensität(IR, IM) = SMI(IR, IM)
= H(IR) +H(IM)−H(IR, IM)
(7.1)
und
CGradient(|∇IR|, |∇IM |) = SMI(|∇IR|, |∇IM |)
= H(|∇IR|) +H(|∇IM |)−H(|∇IR|, |∇IM |),
(7.2)
wobei CIntensität(IR, IM) die klassische MI beschreibt und CGradient(|∇IR|, |∇IM |) die
Gradientenamplituden in den Bilddaten zur Berechnung von MI verwendet. IR und
IM sind hierbei die Intensitäten des Referenzbildes und des bewegten Bildes und
|∇IR| und |∇IM | bezeichnen die Gradientenamplituden des Referenzbildes und des
bewegten Bildes.
Neben der Auswertung der Registrierungergebnisse mit diesen beiden Maßen wird
zusätzlich analysiert, welche Ergebnisse eine Kombination dieser beiden Maße liefert.
Hierfür werden beide Maße durch einen konstanten Gewichtungsfaktor λ miteinan-
der verknüpft, der den Einﬂuss der Gradienteninformation während der Registrie-
rung bestimmt. Die Kostenfunktion aus den kombinierten Termen hat die Form
CKombiniert(IR, IM , |∇IR|, |∇IM |) = (1−λ) · CIntensität(IR, IM)
+λ · CGradient(|∇IR|, |∇IM |).
(7.3)
Mit allen drei Kostenfunktionen wird eine mehrstuﬁge Optimierung durchgeführt,
um ein Konvergieren des Optimierers gegen ein lokales Extremum vor dem Errei-
chen des gesuchten Optimums zu vermeiden. Hierfür werden drei Stufen mit un-
terschiedlichen Kombinationen aus Bildauﬂösungen und Bildglättungen verwendet.
Als Optimierungsmethode wird eine Methode basierend auf dem BFGS-Algorithmus
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genutzt. Zusätzlich wurde ein Random-Sampling-Ansatz für die Berechnung von MI
verwendet, um die Laufzeit zu verkürzen.
Für die Evaluierung der Registrierungsgenauigkeit wurde die in Abschnitt 5.2 be-
schriebene Methode zur Bestimmung des Registrierungsfehlers bei rigiden Trans-
formationen genutzt. Hierbei wurden die vorgegebenen Transformationsdaten des
RIRE Trainingssets als Referenz für die optimale Transformation verwendet. Die
Algorithmen zur Registrierung und Evaluierung der verwendeten Methoden wurden
in C++ mit ITK 4.9.0 implementiert.
7.3. Ergebnisse
Um den Einﬂuss der Kombination der beiden Terme CIntensität und CGradient auf
das Registrierungsergebnis analysieren zu können, wurde die Registrierung sowohl
mit jedem der beiden Termen einzeln als auch mit der Kombination CKombiniert als
Ähnlichkeitsmaß durchgeführt. Hierbei wurde der Parameter λ auf 0,5 gesetzt, wo-
durch beide Bildmerkmale das gleiche Gewicht bekommen. In allen Fällen wurde
die Registrierung sowohl für die Originaldaten als auch für die simulierten Daten
durchgeführt.
Da das Ergebnis der Registrierung aufgrund des Sampling-Verfahrens bei der Berech-
nung von MI nicht immer gleich ausfällt, wurde die Registrierung für jeden betrach-
teten Fall 20-mal durchgeführt und der Mittelwert und die Standardabweichung
der ermittelten Registrierungsfehler wurden als Fehler für jeden der untersuchten
Fälle angegeben. Die so ermittelten Registrierungsfehler für die drei betrachteten
Kostenfunktionen sind in Tabelle 7.1 zusammengefasst.
Es fällt auf, dass die größte Streuung der Ergebnisse im Falle der Kombination beider
Merkmale auftritt. Beachtet man, dass die Größe eines Voxels bei den Daten etwa
4 mm beträgt, so liegt das Ergebnis für die Kostenfunktion CIntensität bei den simu-
lierten Daten deutlich oberhalb der Voxelgröße und kann somit als Fehlregistrierung
betrachtet werden. Für die Originaldaten liefert diese Kostenfunktion gleichzeitig
die besten Ergebnisse. CGradient hat sich in diesem Test als sehr robust gegen das
simulierte Intensitätsartefakt gezeigt. Bei Originaldaten und simulierten Daten sind
hier die ermittelten Fehler etwa gleich groß und die Standardabweichung ist gering.
Die Verwendung von CKombiniert führt bei beiden Datensätzen zu geringeren Fehlern
als die Nutzung von CGradient. Die Kombination der beider Terme führte in diesem
Fall zu einer Kombination der Genauigkeit des einen Maßes mit der Robustheit
des anderen Maßes bezüglich des Intensitätsartefaktes. In Abbildung 7.2 werden die
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Registrierungsergebnisse anhand einer der mittleren Schichten des Volumens dar-
gestellt. In der Abbildung wird das grau dargestellte CT-Volumen durch das rot
dargestellte MR-T2-Volumen überlagert.
Kostenfunktion Originaldaten simulierte Daten
CIntensität(IR, IM) 1,55 ± 0,07 mm 27,14 ± 0,13 mm
CGradient(|∇IR|, |∇IM |) 4,82 ± 0,03 mm 4,69 ± 0,04 mm
CKombiniert(IR, IM , |∇IR|, |∇IM |) 2,67 ± 0,67 mm 3,45 ± 1,10 mm
Tabelle 7.1.: Registrierungsfehler x± σ(x) für die Originaldaten und die simulierten
Daten mit überlagertem Intensitätsgradienten.
7.4. Diskussion
In diesem Kapitel wurde die Möglichkeit untersucht, durch eine Linearkombinati-
on zweier Ähnlichkeitsmaße in einer Kostenfunktion eine Registrierungsmethode zu
entwickeln, die vielseitiger eingesetzt werden kann als ein Registrierungsalgorithmus,
der auf einem der beiden Maße basiert.
Die in diesem Kapitel getroﬀene Annahme war, dass bei Bilddaten mit einem zusätz-
lichen globalen Intensitätsgradienten eine Registrierung, die klassische MI deﬁniert
über die Bildintensitäten als Ähnlichkeitsmaß einsetzt, keine guten Ergebnisse lie-
fert. Stattdessen ist hier ein Vergleich der Intensitätsgradienten sinnvoller, weswegen
zusätzlich MI deﬁniert über die Gradientenamplituden als Ähnlichkeitsmaß verwen-
det wurde. Um diese Annahme zu testen, wurden Daten simuliert, bei denen ein
Intensitätsgradient einem MR-Bild überlagert wurde.
Bei der Registrierung der Originaldaten lieferte die Verwendung von klassischer MI
die besten Ergebnisse mit Fehlern in der Größenordnung einer halben Voxelgröße.
Der Einsatz von MI deﬁniert über die Gradientenamplituden als Bildeigenschaft
lieferte für diese Daten etwas schlechtere Ergebnisse, die etwa in der Größenordnung
eines Voxels lagen. Die Fehler der Registrierung mit der kombinierte Kostenfunktion
waren etwas größer als beim Einsatz der klassischen MI und deutlich kleiner als beim
Einsatz der gradientenbasierten MI. Die Streuung der Fehler zwischen den einzelnen
Registrierungsergebnissen war hier jedoch deutlich größer als bei der Nutzung der
einzelnen Ähnlichkeitsmaße.
Bei der Verwendung der simulierten Daten ergab der Einsatz von klassischer MI als
Ähnlichkeitsmaß keine zufriedenstellende Registrierung. Der Einsatz des gradienten-
basierten Maßes führte zu einem Fehler, der mit dem Fehler bei der Evaluation der
Originaldaten vergleichbar war und in der Größenordnung eines Voxels lag. Der Ein-
satz des kombinierten Maßes ergab im Mittel den geringsten Registrierungsfehler,
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(a) CIntensität Originaldaten (b) CIntensität simulierte Daten
(c) CGradient Originaldaten (d) CGradient simulierte Daten
(e) CKombiniert Originaldaten (f) CKombiniert simulierte Daten
Abbildung 7.2.: Ergebnisse der Registrierung der Originaldaten und der simulierten
Daten mit unterschiedlichen Kostenfunktionen. In den Abbildungen
wird das grau dargestellte CT-Volumen durch das rot dargestellte
MR-T2-Volumen überlagert.
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wobei auch hier die Streuung der Fehler größer war als beim Einsatz der einzelnen
Maße.
Wird eine Methode für den Einsatz bei beiden Arten von Daten gesucht, so zeigen
die Ergebnisse, dass dann nur die Maße CGradient und CKombiniert in Frage kommen.
Da die Fehler von CKombiniert unabhängig von der Wahl der Daten geringer sind als
die von CGradient und für die Originaldaten nur wenig größer als bei Verwendung von
klassischer MI als Ähnlichkeitsmaß, ist der Einsatz der Kostenfunktion CKombiniert
empfehlenswert, wenn beide Arten von Daten vorliegen können. Wie die in der Ar-
beit von Pluim et al. vorgeschlagene Methode [27] kombiniert die hier entwickelte
Methode Intensitäts- und Gradienteninformationen, wobei hier nur einmal die Gradi-
entenmagnituden in den Bildern berechnet werden müssen und keine Berechnungen
der Winkel zwischen den Gradientenvektoren in jeder Iteration notwendig sind.
Nicht näher untersucht wurde in diesem Kapitel, inwieweit durch die Anpassung
des Wertes des Parameters λ die Ergebnisse der Registrierung verbessert werden
können. Hier ist zu erwarten, dass bei starken Bildartefakten in Form eines Inten-
sitätsgradienten eine stärkere Gewichtung des gradientenbasierten Terms sinnvoll
wäre und somit ein größerer Wert für λ. Falls keine Intensitätsgradienten in den
Bilddaten vorliegen, zeigen die Resultate dagegen, dass der gradientenbasierte Term
das Ergebnis nicht verbessert und somit der Wert von λ möglichst klein sein sollte.
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In Kapitel 7 wurde die Kombination zweier Ähnlichkeitsmaße mit einem festen Ge-
wichtungsfaktor diskutiert und an einem konkreten Beispiel getestet. Dabei wurde
deutlich, dass die lineare Kombination der Maße zwar Vorteile bringt, jedoch nicht
unbedingt unter allen Bedingungen bessere oder zumindest gleich gute Ergebnisse
liefert in Bezug auf die Genauigkeit. Zudem kommt durch die Linearkombination
der Maße ein Parameter zur Gewichtung hinzu, dessen optimaler Wert nicht immer
auf triviale Weise anhand der Daten bestimmt werden kann.
In diesem Kapitel wird die Kombination von zwei Ähnlichkeitsmaßen betrachtet,
die in verschiedenen Phasen der Registrierung unterschiedliche Eigenschaften in Be-
zug auf Genauigkeit und Robustheit aufweisen. Durch eine Kombination der Terme
soll ein Ähnlichkeitsmaß konstruiert werden, das die Stärken beider Maße in Bezug
auf das vorliegende Registrierungsproblem ausnutzt und dabei die Schwächen der
einzelnen Maße bestmöglich kompensiert. Hierfür wird ein anderes Konzept als in
Kapitel 7 für die Gewichtung beider Maße eingeführt, das Konzept einer Homotopie
von Ähnlichkeitsmaßen.
8.1. Stand der Technik
In der Literatur dominieren zwei grundlegende Konzepte zur Bestimmung der Ähn-
lichkeit von Bilddaten. Im einen Fall wird die Ähnlichkeit anhand von geometri-
schen Informationen wie zum Beispiel von detektierten Kanten und Ecken oder von
manuell selektierten Landmarken ermittelt, im anderen Fall wird die Ähnlichkeit
anhand der Intensitätsinformationen der Bilddaten bestimmt. Insbesondere im Be-
reich der elastischen Bildregistrierung gibt es dann noch Mischformen, bei denen die
intensitätsbasierte Registrierung mit Nebenbedingungen verknüpft wird, die über
geometrische Informationen deﬁniert sind.
Ein Nachteil einer landmarkenbasierten Registrierung ist ihre Abhängigkeit von der
Qualität der Landmarkendetektion. Ungenau oder falsch detektierte Landmarken
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reduzieren hier die Genauigkeit der Registrierung. In einer 2D-3D-Studie mit klini-
schen Daten kamen McLaughlin et al. zu dem Ergebnis, dass der von ihnen genutzte
intensitätsbasierte Algorithmus genauere Ergebnisse bei der Registrierung lieferte
als der landmarkenbasierte Algorithmus [89].
In diesem Zusammenhang erklärten die Autoren Viergever et al. erst vor kurzem,
dass intensitätsbasierte Algorithmen zur Methode erster Wahl in der multimodalen
Bildregistrierung geworden sind [45]. Nach ihrer Einschätzung hatte Mutual Infor-
mation hieran einen großen Anteil.
Doch auch wenn MI als Methode der Wahl häuﬁg im Bereich der multimodalen
Bildregistrierung eingesetzt wird [23, 22, 92, 99, 26, 100], hat sie auch ihre Nach-
teile. So ist die bereits zuvor erwähnte Eigenschaft der multiplen lokalen Extrem-
werte ein Problem im Rahmen der Optimierung [6] und die Berechnung von MI ist
verglichen mit landmarkenbasierte Ansätzen sehr zeitaufwendig [101]. Neben einer
Vielzahl von Varianten von MI, die ihre Robustheit gegenüber lokalen Optima bei
der Optimierung erhöhen sollen [102, 27], haben sich in diesem Zusammenhang ins-
besondere mehrstuﬁge Optimierungen durchgesetzt [19, 67, 59, 68]. Dabei wird die
Optimierung auf unterschiedlichen Auﬂösungen durchgeführt, wobei zunächst mit
einer groben Auﬂösung gestartet und diese dann schrittweise weiter verfeinern wird.
Die ermittelten Parameter der vorherigen Stufe werden dabei als Startwerte für die
Optimierung der nächsten Stufe verwendet. Sowohl die Erweiterungen von MI als
auch die mehrstuﬁge Registrierung haben jedoch den Nachteil eines erhöhten Be-
rechnungsaufwands, der sich in einer längeren Laufzeit der Registrierung auswirkt.
Darüber hinaus kann auch die mehrstuﬁge Optimierung nicht die Konvergenz ge-
gen das gesuchte Optimum garantieren, sondern lediglich die Chance erhöhen, nicht
vorzeitig gegen ein lokales Extremum zu konvergieren.
Zur Reduktion der Laufzeit der Registrierung haben sich Sampling-Strategien für
die Berechnung von MI durchgesetzt, bei denen nur noch eine kleine Auswahl an
Punkten für die Berechnung der MI genutzt wird und nicht mehr alle Informatio-
nen [30]. Ein derzeit aktiv genutztes Software-Framework, das sowohl mehrstuﬁge
Optimierungen als auch Sampling-Strategien für die Registrierung mit MI oder NMI
bietet, ist Elastix [48]. Aktuelle Publikationen, die dieses Framework verwenden, sind
z.B. [103, 104, 105, 101, 106].
Kombinationen aus landmarkenbasierten und intensitätsbasierten Termen in der
Kostenfunktion sind in der Literatur bisher hauptsächlich im Bereich der elastischen
Registrierung zu ﬁnden. Hierbei wird oftmals angenommen, dass die Landmarken
exakt bestimmt sind und das Deformationsfeld somit nur unter der Bedingung op-
timiert wird, dass die zugehörigen Landmarken ideal überlagert sind [107, 108].
Alternativ dazu ﬁndet man eine Kombination beider Terme über eine konstante
Gewichtung [109].
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Die Innovation der hier präsentierten Methode ist, dass die Kombination der land-
markenbasierten und intensitätsbasierten Terme durch eine Homotopie von Ähn-
lichkeitsmaßen erfolgt. Dieses Konzept setzt nicht voraus, dass die Landmarken
perfekt manuell oder automatisch bestimmt wurden, sondern basiert im Gegenteil
auf der Annahme, dass auch die Landmarken fehlerbehaftet sind. Das ist in vielen
Fällen insbesondere bei schnellen automatischen Landmarkenerkennungen anzuneh-
men. Durch die Konstruktion der Gewichtungsfunktion ist es zudem möglich, den
Einﬂuss der fehlerhaften Landmarken nahe der idealen Lösung verschwinden zu las-
sen, wodurch deren Fehler nicht zwingend das Endergebnis beeinﬂusst, wie es bei
einer konstanten Gewichtung der Fall ist. Durch die Einführung einer dynamischen
Gewichtung der Terme während der Optimierung können die individuellen Eigen-
schaften der Ähnlichkeitsmaße zu verschiedenen Zeitpunkten des Optimierungspro-
zesses genutzt werden. Soweit mir bekannt ist, wurde das Konzept der Homotopie
im Bereich der Bildregistrierung bislang nur zur Lösung von Diﬀerentialgleichungen
im Rahmen der Optimierung verwendet [110].
Das Konzept der Homotopie von Ähnlichkeitsmaßen, das in diesem Kapitel einge-
führt und an einem Beispiel diskutiert wird, ermöglicht in dem präsentierten Fall
eine Verkürzung der Laufzeit bei Erhaltung der Genauigkeit der Registrierung im
Vergleich zu der rein intensitätsbasierten Registrierung. Durch die Kombination des
intensitätsbasierten mit dem landmarkenbasierten Term wird der Bereich des Pa-
rameterraums vergrößert, von dem aus der Optimierer erfolgreich gestartet werden
kann. Dadurch ist es möglich, auf eine mehrstuﬁge Optimierung zu verzichten und so
die Laufzeit zu verkürzen. Außerdem wird bei der Implementierung dieser Methode
wie in vergleichbaren Methoden eine Sampling-Strategie für die Berechnung von MI
verwendet, um die Laufzeit weiter zu verkürzen.
Die Methode wird hier anhand einer rigiden Registrierung von CT- und MR-T2-
Kopfdaten demonstriert. Wie im späteren Verlauf noch diskutiert wird, ist das Kon-
zept jedoch weder auf den rigiden Fall beschränkt noch auf die speziﬁschen Ähnlich-
keitsmaße, die in diesem Kapitel genutzt werden. Da eine rigide Registrierung ein
wesentlicher Bestandteil jedes Registrierungsframeworks ist, ist hier die Reduktion
der Laufzeit bei gleichzeitigem Erhalt der Genauigkeit der Registrierung insbeson-
dere für klinische Anwendungen von entscheidender Bedeutung.
8.2. Einführung des Begriﬀs der Homotopie
An dieser Stelle wird die Deﬁnition der Homotopie von Jänich aus dem Lehrbuch
Topologie verwendet [111]:
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Zwei stetige Abbildungen f, g : X → Y zwischen topologischen Räumen
heißen homotop, f ' g wenn es eine Homotopie h zwischen ihnen gibt,
d.h. eine stetige Abbildung h : X × [0, 1] → Y mit h(x, 0) = f(x) und
h(x, 1) = g(x) für alle x ∈ X.
In Anlehnung an diese Deﬁnition wird zur Kombination von Ähnlichkeitsmaßen eine
Kostenfunktion C(x, λ) gesucht, sodass für zwei Maße S und R und eine Gewichtung
λ gilt: C(x, 0) = S(x) und C(x, 1) = R(x). Eine Funktion, die diese Forderung
erfüllt, hat die Form
C(x, λ) = (1− λ) · S(x) + λ ·R(x) (8.1)
mit λ ∈ [0, 1].
8.3. Methode
Das Konzept der Homotopie von Ähnlichkeitsmaßen soll anhand eines rigiden Re-
gistrierungsproblems diskutiert werden. Hierfür wird für einen Vektor u eine Trans-
formation Tu : R3 → R3 mit Tu(xR) = xM deﬁniert, die einen Punkt xR aus dem
Koordinatensystem des Referenzbildes in den Punkt xM im Koordinatensystem des
bewegten Bildes transformiert. Das in das Koordinatensystem des Referenzbildes
transformierte bewegte Bild wird mit ITuM bezeichnet.
Die Kostenfunktion soll als Kombination eines landmarkenbasierten Maßes und eines
intensitätsbasierten Maßes konstruiert werden. Die Kombination soll dabei nicht wie
in Kapitel 7 durch eine konstante Gewichtung erfolgen, sondern durch eine dyna-
mische Gewichtungsfunktion. Dadurch kann ausgenutzt werden, dass die beteiligten
Maße ihre Stärken in unterschiedlichen Phasen der Optimierung aufweisen.
Hierfür wird eine Gewichtungsfunktion λ(·) mit einem Wertebereich im Intervall
[0, 1] konstruiert, die die einzelnen Terme gewichtet.
Mit dem intensitätsbasierten Term S(IR, I
Tu
M ) und dem landmarkenbasierten Term
R(Tu(LR), LM) wird die Homotopie der Ähnlichkeitsmaße so angesetzt:
C(u) = (1− λ(·)) · S(IR, ITuM ) + λ(·) ·R(Tu(LR), LM), (8.2)
wobei IR und IM die jeweiligen Bildvolumen und LR ∈ R3 und LM ∈ R3 die Position
der zugehörigen Landmarken sind.
Aus der Deﬁnition der Kostenfunktion ist leicht erkennbar, dass für λ(·) = 0 die
Kostenfunktion die Form C(u) = S(IR, I
Tu





Da in dieser Arbeit primär multimodale Problemstellungen betrachtet werden, wird
zur Konstruktion der Homotopie Mutual Information als intensitätsbasiertes Maß
verwendet. Allerdings wird hier die negative MI, −SMI, eingesetzt, weil die Kosten-
funktion später minimiert werden soll. Somit erhält der Term S(·) der Kostenfunk-
tion gemäß Gleichung 2.21 die Form
S(IR, I
Tu





Als Methode der Wahl für die Registrierung von Punktwolken und Landmarken wird
hier der Iterative Closest Point (ICP) [112] Algorithmus als merkmalbasiertes Maß
eingesetzt (siehe Gleichung 2.10)
R(Tu(LR), LM) = SICP(Tu(LR), LM). (8.4)
8.3.2. Konstruktion der Gewichtungsfunktion
Für die Konstruktion der Homotopie ist es notwendig, dass die dynamische Gewich-
tungsfunktion λ(·) einen Wertebereich im Intervall [0,1] besitzt. Mit dieser Gewich-
tungsfunktion sollen die beiden Terme so kombiniert werden, dass abhängig von
den Werten von λ ein kontinuierlicher Übergang von einem Ähnlichkeitsmaß zum
anderen stattﬁndet. Anhand der Eigenschaften der einzelnen Terme in Bezug auf
die gegebene Problemstellung ergeben sich zusätzliche Bedingungen an die Gewich-
tungsfunktion λ(·).
Betrachtet man zunächst die Optimierung an einem Punkt im Parameterraum weit
entfernt von der optimalen Parameterkonﬁguration, so ist eine Schwäche von MI,
dass sie in diesem Fall oftmals noch keinen starken Gradienten aufweist und nur
schwer zur gesuchten Lösung hin optimiert werden kann. Durch lokale Optima [6,
19, 113] ist es zudem möglich, dass der Optimierer konvergiert lange bevor er die
ideale Parameterkonﬁguration gefunden hat. Dem gegenüber haben landmarken-
basierte Ähnlichkeitsmaße wie ICP einen starken Gradienten, der dem Optimierer
eine klare Richtung hin zu der Parameterkonﬁguration weist, die den Landmarken-
abstand minimiert. Nahe der optimalen Lösung bestimmt hier die Präzision der
Landmarkenerkennung, wie gut der landmarkenbasierte Ansatz die Bilddaten im
besten Fall überlagern kann. Fehler bei der Positionsbestimmung der Landmarken
oder falsch detektierte Landmarken pﬂanzen sich in das Registrierungsergebnis fort
und verringern die mögliche Genauigkeit des Registrierungsframeworks. Hier haben
intensitätsbasierte Ansätze den Vorteil, dass sie durch die Nutzung der Vielzahl an
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Intensitätsinformationen zu genaueren Ergebnissen gelangen können, wenn sie nahe
der optimalen Lösung sind. Eine Kombination dieser Ähnlichkeitsmaße soll nun also
die Robustheit des Algorithmus weit entfernt der idealen Parameterkonﬁguration
gewährleisten und gleichzeitig die Genauigkeit nahe der idealen Lösung erhalten.
Durch ein hohes λ beim Start der Optimierung werden zunächst die Eigenschaften
des landmarkenbasierte Maßes hervorgehoben und durch λ = 0 wird am Ende der
Optimierung nur die Intensitätsinformation berücksichtigt und die Ungenauigkeiten
der Landmarken haben keinen Eﬀekt mehr.
Der Wert der Gewichtungsfunktion ist somit direkt abhängig von der aktuellen Di-
stanz zum Optimum. Ein solches Distanzmaß, das in dieser Methode in jedem Schritt
berechnet werden muss, ist der Wert R(Tu(LR), LM). Verwendet man diesen berech-
neten Wert auch hier, kann λ geschrieben werden als
λ(·) = λ(R(Tu(LR), LM)). (8.5)
Hierbei muss allerdings beachtet werden, dass dieses Maß nicht die Distanz zwi-
schen der aktuellen Position des Optimierers im Parameterraum und der idealen
Parameterkonﬁguration abbildet, die zum Zeitpunkt der Optimierung unbekannt
ist, sondern nur die Distanz von der aktuellen Position zu der Position im Parame-
terraum misst, die das Landmarkenproblem minimiert. Um das zu berücksichtigen,
wird ein weiterer Parameter tL eingeführt, der angibt, in welchem Umkreis von der
Lösung des Landmarkenproblems die optimale Lösung des Registrierungsproblems
zu erwarten ist. tL ist somit eine Schätzung des maximalen Fehlers, der durch die
landmarkenbasierte Registrierung entsteht. Da die Distanz, die in der Funktion λ
als Parameter genutzt wird, keine datenunabhängige obere Beschränkung hat, muss
auch deﬁniert werden, ab welchem Wert λ den Wert 1 annehmen soll. Hierfür wird
ein Parameter tH eingeführt.
Auch wenn das für die Konstruktion der Homotopie selbst nicht notwendig ist, wird
hier als zusätzliche Nebenbedingung an die Gewichtungsfunktion gestellt, dass sie
diﬀerenzierbar ist und die folgenden Bedingungen erfüllt:
(I) λ(k) = 1, falls k > tH
(II) λ(k) = 0, falls k < tL
(III) ∂λ(k)
∂k
= 0, falls k = tH
(IV) ∂λ(k)
∂k
= 0, falls k = tL,
(8.6)
wobei 0 ≤ tL < tH und k ∈ R und k ≥ 0 gilt. Hierdurch wird auch die Kostenfunk-
tion diﬀerenzierbar, wenn die Maße S und R diﬀerenzierbar sind.
Für die Konstruktion der Gewichtungsfunktion wurde ein Polynom dritter Ordnung
im Intervall [tL, tH ] gewählt. Aus den geforderten Bedingungen der Stetigkeit und
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tL = 3 mm
tH = 20 mm
Abbildung 8.1.: Darstellung der Gewichtungsfunktion λ(k) mit tH = 20 mm und
tL = 3 mm.
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Insgesamt kann die Funktion λ(k) damit deﬁniert werden als:
λ(k) =

0 falls k < tL
1 falls k > tH
w(k) sonst.
(8.8)
Die Kostenfunktion kann somit mit den Deﬁnitionen R(u) = R(Tu(LR), LM) und
S(u) = S(IR, I
Tu
M ) umgeformt werden zu:
C(u) = (1− λ(R(u))) · S(u) + λ(R(u)) ·R(u). (8.9)
Ein Beispiel für die Gewichtungsfunktion λ bei gegebenen tL und tH ist in Abbil-
dung (8.1) dargestellt. Anhand von Gleichung (8.2) und Abbildung (8.1) kann das
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Verhalten der Kostenfunktion abhängig von den Paramtern tL und tH betrachtet
werden.
Im Fall tL = 0 und tH → 0 führt dies zu C(u) → R(Tu(LR), LM), sodass bei der
Optimierung nur der landmarkenbasierte Term berücksichtigt wird. Für tL → ∞
und tH → ∞ folgt dagegen C(u) → S(IR, ITuM ), sodass nur der intensitätsbasierte
Term bei der Optimierung berücksichtigt wird. Einen weiteren Spezialfall bildet die
Kombination 0 < tL <∞ und tH → tL, bei der zunächst nur anhand des landmar-
kenbasierten Maßes optimiert wird, bis der Landmarkenfehler den Wert tL erreicht,
und ab diesem Punkt nur noch das intensitätsbasierte Maß für die Optimierung
berücksichtigt wird. Falls R(Tu(LR), LM) konvergiert, bevor der Wert tL erreicht




8.3.3. Normalisierung der Terme der Kostenfunktion
Betrachtet man die Einheiten und die Wertebereiche der beteiligten Maße, zeigt es
sich, dass eine direkte Kombination der Terme wie bisher diskutiert nicht sinnvoll
ist. MI ist einheitenlos oder wird in der Informationstheorie teilweise mit der Einheit
Bit versehen, die den Informationsgehalt in einer Menge analysiert. ICP dagegen
misst eine physikalische Distanz bzw. Länge und hat daher die Einheit m (bezie-
hungsweise mm). Bevor die Terme addiert werden können, müssen sie zunächst
einheitenlos gemacht werden. Ein weiterer Grund für die Normierung der Terme
ergibt sich aus ihren unterschiedlichen Wertebereichen. Während MI Werte in der
Größenordnung von 1 annimmt, kann die von ICP gemessene Distanz je nach Daten
mehrere Größenordnungen höher sein. Unnormiert würde ICP daher MI auch bei
geringerer Gewichtung durch die Funktion λ in der Kostenfunktion stark dominie-
ren. Aus diesen Gründen werden die einzelnen Terme der Kostenfunktion zunächst
normiert, was zu der Form
C(u) = (1− λ(R(u))) · S(u)
nS
+ λ(R(u)) · R(u)
nR
(8.10)
für die Kostenfunktion führt. nS und nR sind hierbei zwei Konstanten für die Nor-
mierung der Terme.




von 1 ist. Da der maximale MI-Wert erst nach der Optimierung bekannt ist, ist
eine Normierung auf exakt 1 nicht möglich, allerdings auch nicht notwendig. Um nS
sinnvoll wählen zu können, muss die Methode zur Berechnung von MI betrachtet
werden, da einzelne Parameter wie die Wahl des Histogramm-Binnings Einﬂuss auf
den Wertebereich von MI haben. Ein geeigneter Wert für nS kann in der Regel jedoch
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leicht geschätzt werden und ist bei gleichbleibender Berechnungsmethode von MI
auch auf mehrere Datensets mit vergleichbarem Inhalt anwendbar. Die Konstante
nR kann direkt aus nR = R(u0) berechnet werden, wobei u0 der Parametervektor
zum Start der Optimierung ist, der ausschließlich Nullen enthält.
8.3.4. Datenvorverarbeitung und Optimierung
Auch bei diesem Ansatz ﬁndet eine Vorverarbeitung der Daten statt. In diesem Fall
werden die Bilddaten mit einem Gaussﬁlter geglättet, um den Einﬂuss von Rauschen
auf die intensitätsbasierte Registrierung zu verringern.
Um die Optimierung zu beschleunigen, werden zur Berechnung des MI-Wertes nicht
alle Voxel verwendet. Stattdessen wird ein zufällig selektiertes Set von N Punkten
aus dem physikalischen Koordinatensystem des Referenzvolumens gewählt. Die Op-
timierung wird hier mit dem ITKQuasiNewtonOptimiererv4 aus der ITK Bibliothek
durchgeführt. Dieser nutzt für die Berechnung der neuen Parameter in jedem Schritt
den BFGS-Algorithmus [114, 115, 116, 117].
Die Abbruchbedingungen für den Optimierer sind hierbei:
• Der Optimierer stoppt spätestens nach einer vorher festgelegten Anzahl an Ite-
rationen. Auf diese Weise wird garantiert, dass der Optimierer immer gestoppt
wird und keine Endlosschleife entsteht. Die maximale Anzahl Iterationen be-
trägt hier 500.
• Der Optimierer stoppt nach einer vordeﬁnierten Anzahl an Iterationen, bei
denen der Funktionswert nicht verbessert wurde. Da die Implementation des
Quasi-Newton-Optimierers nicht garantiert, dass sich der Funktionswert in je-
dem Schritt verbessert, ist dies sinnvoll, um zu verhindern, dass der Optimierer
lange weiterläuft ohne eine Verbesserung zu erzielen. Die Anzahl ist hier auf
100 festgelegt.
• Der Optimierer prüft die Konvergenz durch den Fit der Funktionswerte als
Energieproﬁl der Kostenfunktion. Die Anzahl Funktionswerte, die für den Fit
genutzt werden, ist hier auf 30 gesetzt. Als Wert für die Konvergenz der Funk-
tionswerte wird 10−8 verwendet.
8.3.5. Deﬁnition und Detektion der Landmarken
Zum Test der beschriebenen Registrierungsmethode mit einer Homotopie von Ähn-
lichkeitsmaßen sind neben den Bilddaten auch deﬁnierte Landmarken erforderlich.
Da das Konzept der vorgestellten Methode darauf ausgelegt ist, auch mit ungenau
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(a) (b) (c) (d)
(e) (f) (g) (h)
Abbildung 8.2.: Beispiel der Strukturen, die als Landmarken detektiert werden.
(a),(e): Linkes Auge, (b),(f): Rechtes Auge, (c),(g): Nasenbrücke,
(d),(h): Keilbeinhöhle (Sphenoidal Sinus). Die Positionen sind mit
einem roten Kreis markiert. Zu beachten ist, dass nur eine ungefähre
Schätzung der Position der gesuchten Struktur durch die Methode
ermittelt werden kann. Daher liegt die ermittelte Position der Land-
marke nicht immer im Zentrum der gesuchten Struktur.
erkannten Positionen der Landmarken arbeiten zu können, ist für dieses Verfahren
eine präzise Detektion nicht notwendig. Dies ermöglicht es auf automatische De-
tektionsverfahren zurückzugreifen, die auf eine Benutzerinteraktion verzichten und
schnell sind.
Für die Landmarkendetektion wird in dieser Arbeit das Programm LONI-ICE ver-
wendet, das von Scott C. Neu und Arthur W. Toga entwickelt wurde [69]. Dieses
Programm wurde extra so konzipiert, dass es schnell die ungefähren Positionen von
vorher trainierten Strukturen in einem Bild ﬁnden kann. Ursprünglich sollten die-
se Positionen dann für eine erste Schätzung der Parameter vor einer Registrierung
genutzt werden.
Das Programm steht online zusammen mit drei Beispielnetzwerken zur Erkennung
von den Positionen des rechten und linken Auges sowie der Nasenbrücke zur Ver-
fügung. Diese Netzwerke wurde dabei mit einer großen Datenmenge verschiedener
Modalitäten so trainiert, dass sie sowohl für die Erkennung der Positionen in CT-
als auch in MR-T2-Daten verwendet werden können. Die Nähe dieser drei Punkte
zueinander und ihre Lage nahezu auf einer Geraden führt zu dem Problem, dass
die Registrierung dieser drei Landmarken allein nicht zu einem eindeutigen Ergeb-
nis führt. Eine Lösung hierfür ist die Hinzunahme einer weiteren Landmarke, die
weiter von den bisherigen entfernt ist und nicht auf dieser Geraden liegt. Hierfür
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wird in dieser Arbeit die Keilbeinhöhle (Sinus sphenoidalis) gewählt. Mit den vor-
liegenden Daten wurden Netzwerke zur Erkennung dieser Position trainiert. Dabei
wurde immer der Datensatz, für den die Position später erkannt werden soll, nicht in
den Trainingsdaten zur Erstellung des Netzwerkes verwendet. Wegen der geringen
Anzahl an Trainingsdaten und um die Netzwerke einfach zu halten wurden Netz-
werke für die CT-Daten und für die MR-T2-Daten separat erstellt. Somit wurden
16 Netzwerke (8 für die Positionen im CT und 8 für die Positionen im MR-T2)
für die Detektion der Positionen der Keilbeinhöhle in den Daten erzeugt. Generell
wäre es jedoch mit einer größeren Menge an Trainingsdaten und durch Methoden
der Software zur Klassiﬁzierung der Modalität möglich, wie auch bei den anderen
Netzwerken nur ein Netzwerk zur Erkennung der Keilbeinhöhle zu verwenden.
Ein Beispiel für die Positionen der Landmarken in einem CT-Bild ist in Abbil-
dung 8.2 zu sehen. Die ermittelten Landmarken-Positionen sind in Tabelle 8.1 auf-
geführt.
8.4. Ergebnisse
8.4.1. Ergebnisse der landmarkenbasierten Registrierung
In Tabelle 8.2 werden die ICP-Werte vor der Registrierung (Rinitial) und nach der
Registrierung (Rﬁnal) aufgelistet. Zudem wurde evaluiert, wie lange die landmarken-
basierte Registrierung dauert. Jede Registrierung wurde 10-mal durchgeführt und
der Mittelwert der Laufzeiten angegeben, um Schwankungen in der Laufzeit zu be-
rücksichtigen.
Die Werte nach der Registrierung enthalten nie den Wert 0, wie es bei einer opti-
malen Registrierung mit optimalen Landmarken der Fall wäre. Die meisten Werte
liegen in der Größenordnung von einem bis zwei Voxel, was auf die Genauigkeit
der Detektion der Landmarken zurückzuführen ist. Eine Ausnahme bildet hierbei
das Ergebnis für Patient 106, bei dem auch nach der Registrierung der Fehler noch
überdurchschnittlich hoch ist. Dieses Ergebnis bietet die Möglichkeit zu prüfen, ob
sich der Fehler in der Landmarkendetektion später durch die neu eingeführte Kos-
tenfunktion kompensieren lässt.
8.4.2. Evaluation der hier entwickelten
Registrierungsmethode
Die Implementierung des Registrierungsalgorithmus erfolgte in C++ unter Benut-
zung des Insight Toolkit mit der Version 4.9.0. Hierbei wurde für die MI-Berechnung
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CT MR-T2
Patient linkes Auge (x | y | z) [mm] linkes Auge (x | y | z) [mm]
101 (65,20 | 43,20 | 30,50) (80,08 | 43,08 | 50,00)
102 (65,52 | 42,52 | 29,50) (80,96 | 35,96 | 42,00)
104 (62,40 | 38,40 | 28,50) (68,84 | 39,84 | 38,00)
105 (67,49 | 44,49 | 23,00) (82,08 | 39,08 | 61,00)
106 (72,73 | 42,73 | 21,00) (77,96 | 45,96 | 50,00)
107 (71,90 | 41,90 | 32,50) (69,08 | 44,08 | 52,00)
108 (65,90 | 35,90 | 35,00) (81,96 | 34,96 | 53,00)
109 (66,50 | 36,50 | 40,50) (81,96 | 46,96 | 62,00)
Patient rechtes Auge (x | y | z) [mm] rechtes Auge (x | y | z) [mm]
101 (136,20 | 37,20 | 35,50) (149,08 | 43,08 | 51,00)
102 (133,52 | 39,52 | 28,50) (146,96 | 38,96 | 42,00)
104 (124,40 | 41,40 | 32,50) (130,84 | 40,84 | 38,00)
105 (129,49 | 38,49 | 24,00) (143,08 | 41,08 | 66,00)
106 (143,73 | 43,73 | 18,00) (138,96 | 43,96 | 46,00)
107 (145,90 | 44,90 | 36,50) (133,08 | 47,08 | 52,00)
108 (135,90 | 29,90 | 39,00) (143,96 | 36,96 | 52,00)
109 (134,50 | 36,50 | 40,50) (142,96 | 48,96 | 59,00)
Patient Nasenbrücke (x | y | z) [mm] Nasenbrücke (x | y | z) [mm]
101 (100,20 | 11,20 | 35,50) (111,08 | 16,08 | 48,00)
102 (99,52 | 12,52 | 25,50) (113,96 | 10,96 | 43,00)
104 (94,40 | 18,40 | 24,50) (99,84 | 13,84 | 26,00)
105 (97,49 | 18,49 | 22,00) (110,08 | 11,08 | 66,00)
106 (108,73 | 11,73 | 33,00) (108,96 | 20,96 | 48,00)
107 (112,90 | 13,90 | 47,50) (100,08 | 19,08 | 56,00)
108 (99,90 | 4,90 | 42,00) (113,96 | 8,96 | 49,00)
109 (102,50 | 16,50 | 47,50) (111,96 | 22,96 | 57,00)
Patient Keilbeinhöhle (x | y | z) [mm] Keilbeinhöhle (x | y | z) [mm]
101 (104,20 | 84,20 | 21,50) (112,08 | 84,08| 32,00)
102 (101,52 | 79,52 | 23,50) (109,96 | 78,96 | 28,00)
104 (97,40 | 79,40 | 25,50) (100,84 | 74,84 | 39,00)
105 (109,49 | 86,49 | 16,00) (119,08 | 82,08 | 47,00)
106 (102,73 | 92,73 | 12,00) (104,96 | 82,96 | 41,00)
107 (114,90 | 83,90 | 26,50) (106,08 | 90,08 | 43,00)
108 (108,90 | 69,90 | 25,00) (109,96 | 77,96 | 41,00)
109 (100,50 | 73,50 | 22,50) (107,96 | 86,96 | 44,00)
Tabelle 8.1.: Detektierte Positionen der Augen, Nasenbrücke und Keilbeinhöhle in
den CT- und MR-T2-Daten.
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Patient Fehler Rinitial [mm] Fehler Rﬁnal [mm] Laufzeit [s]
101 18.98 3.66 0.02
102 18.08 2.38 0.02
104 10.49 3.26 0.02
105 39.43 2.11 0.10
106 27.41 9.12 0.09
107 19.14 4.20 0.02
108 18.62 3.85 0.13
109 24.02 3.74 0.06
Tabelle 8.2.: ICP-Werte vor der Registrierung (Rinitial) und nach der Registrierung
(Rﬁnal) der Landmarken. Die angegebene Laufzeit ist ein Mittelwert aus
jeweils 10 Evaluierungen.
die Klasse MattesMutualInformationv4 verwendet, basierend auf [118, 68]. Für die
folgenden Evaluierungen wurde dabei die Anzahl Samples N , die zur Berechnung
der MI benutzt wurde, in allen implementierten Methoden auf 750.000 gesetzt. Die
Anzahl Histogramm-Bins wurde auf 50 gesetzt und die Standardabweichung des
Gaussﬁlters für die Bildglättung auf s = 1 mm.
Zur Evaluation der entwickelten Methode wird ein Vergleich mit mehreren Standard-
methoden durchgeführt. Hierfür wird zum einen eine rein intensitätsbasierte Regis-
trierung durchgeführt, die keine Landmarkeninformationen nutzt, und zum anderen
eine intensitätsbasierte Registrierung, die als Startposition für die Optimierung die
Ergebnisse einer landmarkenbasierten Registrierung nutzt, wie vorgeschlagen in [69].
Die rein intensitätsbasierte Registrierung wird einmal auf einer Auﬂösung durchge-
führt und einmal mit drei Kombinationen für die Auﬂösungs- und Glättungspara-
meter.
Für alle implementierten Methoden werden die mittleren Registrierungsfehler und
die mittlere Registrierungszeit verglichen. Die Registrierungszeit wird dabei wie zu-
vor als Mittelwert von 10 Evaluierungen gebildet. Die Ergebnisse sind für jedes der
genutzten Datensets in Abbildung 8.3 gezeigt. Ein zusätzlicher Vergleich, der auch
Ergebnisse von Methoden aus der Literatur enthält, wird in Tabelle 8.8 präsentiert.
Die mittleren Fehler, die maximalen Fehler und die median Fehler der Registrierung
werden hierbei direkt über die Evaluationsmethode auf der Hompage des RIRE-
Projekts ermittelt. Bei dieser Evaluationsmethode werden die Registrierungsfehler
in 10 Volumen von Interesse (VOI) einzeln angegeben sowie der mittlere, maximale
und median Fehler daraus bestimmt. Für die Angaben in Tabelle 8.8 werden hier
immer alle betrachteten Datensets gemeinsam ausgewertet.
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MI-Registrierung ohne Landmarkeninformation
In diesem Abschnitt werden zunächst die beiden Ansätze betrachtet, die keine Land-
markeninformationen benutzen. Der erste Ansatz arbeitet mit nur einer Auﬂösung
für die Optimierung und ohne eine Initialisierung der Parameter. Die Ergebnisse
der Methode sind in Tabelle 8.3 aufgelistet. Bei den Ergebnissen fällt auf, dass für
Patient mittlerer Fehler[mm] max. Fehler [mm] median Fehler [mm] Zeit [s]
101 8,017 12,975 6,915 4,24
102 9,620 15,482 9,559 4,02
104 1,537 1,892 1,613 6,84
105 16,301 27,424 17,704 7,66
106 6,659 10,200 6,275 6,45
107 1,221 1,812 1,181 11,44
108 1,250 1,319 1,257 11,33
109 1,844 2,456 1,970 10,49
Tabelle 8.3.: Ergebnisse der Registrierung mit MI auf einer Auﬂösung ohne Initia-
lisierung der Parameter. Für die betrachteten Patienten wurden der
mittlere Fehler, der maximale Fehler und der mediale Fehler der 10
VOI der RIRE Evaluationsseite präsentiert. Außerdem ist die Laufzeit
der Optimierung aufgeführt. Die zugehörige RIRE Methoden-ID ist:
185916
die Daten 101,102,105 und 106 die Fehler weit oberhalb der Voxelgröße liegen und
somit die Registrierung als unbrauchbar angesehen werden muss. Da das 50 % der
betrachteten Fälle betriﬀt, ist die Methode ohne eine Initialisierung nur unter be-
sonderen Bedingungen nutzbar, z.B. wenn die zu registrierenden Daten nur einen
geringen Unterschied aufweisen.
Beim zweiten Ansatz wird die Optimierung in drei Stufen mit unterschiedlichen
Auﬂösungen und Bildglättungsparametern durchgeführt. Die Konﬁguration für die
jeweiligen Stufen ist in Tabelle 8.4 aufgelistet.





Tabelle 8.4.: Konﬁguration für die Auﬂösungen bei mehreren Optimierungsstufen
Die Fehler der mit dieser Methode durchgeführten Registrierung für die einzelnen
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Patient mittlerer Fehler[mm] max. Fehler [mm] median Fehler [mm] Zeit [s]
101 2,367 3,334 2,252 17,07
102 1,716 2,384 1,620 16,08
104 1,524 1,850 1,602 15,97
105 2,188 2,478 2,207 17,36
106 2,216 3,636 2,196 18,52
107 1,218 1,820 1,167 16,49
108 1,258 1,369 1,269 17,04
109 1,814 2,397 1,931 21,19
Tabelle 8.5.: Ergebnisse der Registrierung mit MI optimiert mit einem 3-stuﬁgen
Auﬂösungs-Framework. Für die betrachteten Patienten wurden der
mittlere Fehler, der maximale Fehler und der mediale Fehler der 10
VOI der RIRE Evaluationsseite präsentiert. Außerdem ist die Laufzeit
der Optimierung aufgeführt. Die zugehörige RIRE Methoden-ID ist:
185917
Datensets sind in Tabelle 8.5 gezeigt. Ein Vergleich der beiden Methoden zu der in
dieser Arbeit entwickelten Methode ist in Abbildung 8.3 gezeigt.
Beim zweiten Ansatz weist die Registrierung in allen betrachteten Fällen einen Feh-
ler in der Größenordnung eines Voxels auf. Diese Ergebnisse sind brauchbar, um
mit den registrierten Daten arbeiten zu können. Beim Vergleich der Laufzeit beider
Ansätze zeigt sich, dass die Optimierung mit mehreren Auﬂösungen deutlich länger
braucht als die Optimierung mit einer Auﬂösung. Dieser Vergleich ist jedoch nur bei
Datensätzen sinnvoll, bei denen beide Methoden eine gutes Ergebnis lieferten.
MI-Registrierung mit Startparametern, die durch eine landmarkenbasierte
Registrierung ermittelt wurden
Als Anwendung der genutzten Landmarkendetektion wird in der Arbeit von Neu et
al. vorgeschlagen, zunächst eine Registrierung anhand der Landmarken durchzufüh-
ren und anschließend die daraus resultierenden Werte der Transformationsparame-
ter als Startwerte für eine weitere Registrierung zu nutzen [69]. In dieser Methode
werden daher zunächst mit ICP die Landmarken registriert, um dann die daraus ge-
wonnenen Parameterwerte als Startwerte für die Optimierung von MI zu nutzen. Bei
gut detektierten Landmarken ist zu erwarten, dass die intensitätsbasierte Registrie-
rung bereits nahe der optimalen Lösung startet und nur noch kleine Veränderungen
erfolgen müssen. Dies ermöglicht theoretisch eine genaue und schnelle Registrierung.
Die Ergebnisse der Registrierung sind in Tabelle 8.6 aufgeführt und werden eben-
falls in Abbildung 8.3 mit den Ergebnissen der anderen implementierten Methoden
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verglichen.
Patient mittlerer Fehler[mm] max. Fehler [mm] median Fehler [mm] Zeit [s]
101 2,580 3,651 2,464 4,99
102 1,640 2,511 1,495 5,06
104 1,537 1,920 1,648 5,32
105 2,382 2,719 2,443 6,22
106 5,519 6,873 5,562 4,57
107 1,586 2,440 1,571 8,22
108 1,141 1,229 1,121 5,19
109 1,870 2,450 1,999 5,38
Tabelle 8.6.: Ergebnisse der MI-basierten Registrierung initialisiert mit den Ergeb-
nissen der ICP-basierten Registrierung der Landmarken. Für die be-
trachteten Patienten wurden der mittlere Fehler, der maximale Fehler
und der mediale Fehler der 10 VOI der RIRE Evaluationsseite prä-
sentiert. Außerdem ist die Laufzeit der Optimierung aufgeführt. Die
zugehörige RIRE Methoden-ID ist: 185946
Bei den Ergebnissen fällt vor allem die kurze Laufzeit verglichen mit der MI-Methode
mit mehreren Auﬂösungen auf. Außerdem ist zu erkennen, dass für das Datenset 106,
bei dem die Landmarkendetektion den größten Fehler aufweist, der Registrierungs-
fehler signiﬁkant größer ist als bei der mehrstuﬁgen Optimierung mit MI. Dieser
Fehler, der weit oberhalb der Voxelgröße liegt, zeigt, dass die Methode nur dann
eingesetzt werden sollte, wenn man von präzise detektierten Landmarken ausgehen
kann.
Bestimmung der Parameter und Evaluation der vorgestellten Methode
Die zuvor präsentierte Kostenfunktion enthält einige Konstanten, deren Werte vor
der Nutzung der Methode festgelegt werden müssen, nämlich die Schwellenwerte tL
und tH und die Werte für die Normierung nR und nS. Damit die Methode einfach
auf mehrere Datensätze angewendet werden kann, ist es sinnvoll, die Werte der
Parameter entweder direkt aus den Eingangsdaten zu ermitteln oder Werte zu ﬁnden,
die auf eine Vielzahl von Datensets anwendbar sind.
nS soll die Werte von MI in die Größenordnung von 1 bringen. Da bei der gewählten
Konﬁguration die Werte im Bereich von 0, 5 lagen, wurde nS für die Evaluation
aller Datensätze auf 0,5 gesetzt. Zu beachten ist, dass die Implementierung von MI
und die Konﬁguration zum Beispiel bezüglich der Anzahl Histogramm-Bins einen
großen Einﬂuss auf die Werte von MI haben. Daher hängt der Wert von nS mehr
von der Implementierung und Konﬁguration von MI ab als von den betrachteten
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Daten, vorausgesetzt, dass die Daten das gleiche Objekt darstellen wie in diesem
Fall den Kopf. Gegebenenfalls müsste bei Aufnahmen von anderen Körperbereichen
ein anderer Normierungsfaktor gewählt werden. Der Wert für nR kann direkt aus
der Tabelle 8.2 entnommen werden. Da für die Normalisierung der größte Wert des
landmarkenbasierten Maßes gesucht wird, entspricht das dem jeweiligen initialen
Fehler Rinitial des zu registrierenden Datensatzes, den man direkt durch die Abfrage
des initialen Wertes von ICP erhält.
Die Ermittlung geeigneter Werte für die Parameter tL und tH ist etwas komplizierter.
Der Wert von tH in Gleichung (8.8) kontrolliert, ab welchem Wert von ICP MI
einen Beitrag zur Kostenfunktion liefert. tL dagegen kontrolliert, ab welchem Wert
von ICP die Landmarkeninformationen keinen Beitrag mehr zur Kostenfunktion
beisteuern. Ein kleiner Wert von tL erhöht den Einﬂuss der Landmarken auf das
Ergebnis der Registrierung, zumal das Risiko besteht, dass die Landmarken nie
komplett unberücksichtigt bleiben, falls tL kleiner gewählt wird als Rﬁnal. Geht man
von größeren Ungenauigkeiten der Positionen der Landmarken aus, so sollte auch tL
größer gewählt werden. Da diese Überlegungen zeigen, dass die Wahl von tL abhängig
ist vom Landmarkenfehler, für den Rﬁnal ein Indikator ist, wird ein neuer Parameter
eingeführt, der unabhängig vom Landmarkenfehler ist, um tL zu beschreiben. Hierfür
wird tL ausgedrückt durch
tL = Rﬁnal + d0, (8.11)
wobei d0 eine Konstante ist, die die Unsicherheit der Detektionsmethode für die
Landmarken beschreibt. Diese muss vom Benutzer festgelegt werden, sollte aber
von den Datensätzen unabhängig sein.
Um tH ebenfalls unabhängig von den Datensätzen zu machen, wird dieses an den
initialen Landmarkenfehler Rinitial gekoppelt. Dies erfolgt in der Form
tH = d1 ·Rinitial, (8.12)
wobei d1 kontrolliert, ab welcher Distanz der Landmarken zueinander und in welcher
Stärke MI Einﬂuss auf die Kostenfunktion nimmt. d1 > 1 stellt sicher, dass das
intensitätsbasierte Maß zu jedem Zeitpunkt der Optimierung einen Beitrag zum
Wert der Kostenfunktion liefert.
Auf diese Weise können die datenabhängigen Parameter tL und tH durch die da-
tenunabhängigen Parameter d0 und d1 ersetzt werden. Anhand der Ergebnisse der
Landmarkendetektion wurden die Werte d0 = 5 mm und d1 = 3, 66 gewählt. Die
Ergebnisse der Registrierung sind in Tabelle 8.7 aufgelistet.
Man sieht, dass die Ergebnisse bezüglich der Genauigkeit mit den Ergebnissen der
mehrstuﬁg optimierten MI vergleichbar sind (siehe Tabelle 8.5), wobei die Laufzeit
deutlich kürzer ist und eher mit der Methode vergleichbar, bei der MI mit den
Landmarkeninformationen initialisiert wird (siehe Tabelle 8.6).
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Patient mittlerer Fehler[mm] max. Fehler [mm] median Fehler [mm] Zeit [s]
101 2,652 3,624 2,568 4,60
102 1,627 2,180 1,586 4,37
104 1,492 2,019 1,576 4,62
105 2,401 2,766 2,453 7,99
106 2,160 3,487 2,185 5,28
107 1,449 2,255 1,404 5,64
108 1,153 1,262 1,133 5,71
109 1,871 2,509 1,978 5,74
Tabelle 8.7.: Ergebnisse der vorgestellten Registrierungsmethode. Für die betrach-
teten Patienten wurden der mittlere Fehler, der maximale Fehler und
der mediale Fehler der 10 VOI der RIRE Evaluationsseite präsentiert.
Außerdem ist die Laufzeit der Optimierung aufgeführt. Die zugehörige
RIRE Methoden-ID ist: 187304
8.4.3. Vergleich der eigenen Ergebnisse mit Ergebnissen aus
der Literatur
Neben dem Vergleich mit selbst implementierten Methoden wird in diesem Abschnitt
auch ein Vergleich mit Ergebnissen anderer Autoren durchgeführt. Das ist möglich,
da das verwendete Datenset oﬀen zugänglich ist und im Laufe der Zeit von vie-
len Wissenschaftlern für ihre Forschung verwendet wurde. Auch wenn die Autoren
teilweise andere Subsets der Datensätze als die in dieser Arbeit genutzten Daten
verwendet haben [119, 120], sind die Ergebnisse für einen Vergleich nutzbar. Über
die ebenfalls auf der RIRE-Webseite beﬁndlichen Tabellen der jeweiligen Ergebnisse
können zudem auch einzelne Ergebnisse bezüglich bestimmter Patienten-IDs vergli-
chen werden. Die hier präsentierte Methode wird mit dem Markov Random Fields
(MRF) Ansatz [119] und der Elastix Software [30] verglichen, wobei die Werte für
beide Ansätze aus der Arbeit von Zikic et al. stammen [119]. Beide Ansätze nut-
zen für die Optimierung mehrere Auﬂösungen. Das Ähnlichkeitsmaß, das bei der
Open Source Software Elastix [30] verwendet wird, ist NMI [25]. Zudem wird die
Methode SymMirror zum Vergleich benutzt, die auf einer robusten Block-Matching
Optimierung basiert [120]. Dieser Algorithmus wurde mit einem mehrstuﬁgen An-
satz implementiert, um ihn robuster gegen lokale Optima zu machen. Die Registrie-
rungsfehler der Methoden sind in Tabelle 8.8 zusammen mit den Ergebnissen aus
den selbst implementierten Methoden dargestellt. In diesem Fall sind die Werte eine
Zusammenfassung der Ergebnisse einer Methode über alle betrachteten Datensätze
und nicht für einen einzelnen Datensatz. Die Zeit ist ebenfalls als Mittelwert der ein-
zelnen Laufzeiten der Registrierung der Datensätze angegeben. Für die Methoden
aus der Literatur sind keine Laufzeiten angegeben, da hier ein Laufzeitenvergleich
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aufgrund unterschiedlicher Hardware keinen Sinn ergibt.
Methode mittlerer max. median Zeit
Fehler[mm] Fehler [mm] Fehler [mm] [s]
Elastix [119] 2,085 4,192 1,950 -
MRF [119] 1,856 3,647 1,853 -
SymMirror [120] 2,582 6,014 2,536 -
MI mit einer Auﬂösung 5,806 27,424 2,365 7,81
MI mit mehreren Auﬂösungen 1,788 3,636 1,742 17,47
MI mit Vorinformation 2,282 6,873 1,896 5,62
Neu entwickelte Methode 1,851 3,624 1,770 5,49
Tabelle 8.8.: Vergleich der Ergebnisse der vorgestellten Methode zu selbst-
implementierten Standardmethoden und zu externen Ergebnissen aus
der Literatur. Die besten Werte sind fett gedruckt. MI mit Vorinfor-
mation bezeichnet hierbei die Methode, bei der die Ergebnisse einer
landmarkenbasierten Registrierung als Startparameter für die Optimie-
rung von MI verwendet werden. In [119, 120] wurde ein anderes Subset
der Datenbank genutzt.
Der Vergleich der Werte der eigenen Methoden ist in Abbildung 8.3 gezeigt. Hier
kann man erkennen, dass die neu entwickelte Methode und MI mit mehrstuﬁger Op-
timierung vergleichbare Ergebnisse im Bereich der Genauigkeit aufweisen, die Lauf-
zeit der neu entwickelten Methode jedoch deutlich kürzer ist als bei der mehrstuﬁgen
Optimierung von MI. Bei der Optimierung von MI mit nur einer Auﬂösung treten
dagegen die meisten klaren Fehlregistrierungen auf. Eine vergleichbare Laufzeit und
in den meisten Fällen auch eine vergleichbare Genauigkeit bietet die sequentiel-
le Registrierung, bei der die Ergebnisse der landmarkenbasierten Registrierung als
Startwerte für die Optimierung von MI benutzt werden. Hier fällt nur der bereits
diskutierte Fall von Patient 106 aus dem Rahmen, bei dem die Landmarken keine
gute Startposition ergaben.
8.5. Diskussion
In diesem Kapitel wurde ein neues Konzept zur multimodalen Bildregistrierung prä-
sentiert, das eine Kombination unterschiedlicher Ähnlichkeitsmaße in einer Kosten-
funktion mittels einer dynamischen Gewichtung vorsieht. Das Ziel war, die Kosten-
funktion so zu konzipieren, dass ihre Optimierung robuster bezüglich lokaler Extrem-
stellen von MI und gleichzeitig schneller wird. Für die Kostenfunktion wurde hierfür
eine Homotopie von Ähnlichkeitsmaßen konstruiert, die einen kontinuierlichen Über-
gang zwischen zwei Ähnlichkeitsmaßen während der Optimierung ermöglicht und
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(e) Patient 106 (f) Patient 107 (g) Patient 108 (h) Patient 109
Abbildung 8.3.: Darstellung der Fehler und der Laufzeit der Registrierung für die
8 genutzten Datensets. Die Barplots zeigen die mittleren Fehler
und die zugehörige Standardabweichung für die 10 VOI der RIRE-
Evaluationsseite. Die mittlere Laufzeit der Registrierung ist als ge-
strichelte Linie abgebildet. Die Methoden sind bezeichnet mit: M1:
MI optimiert mit einer Auﬂösung, M2: MI optimiert mit mehre-
ren Auﬂösungen, M3: MI-Registrierung mit Landmarkeninformati-
on, M4: Neu entwickelte Methode.
dabei die individuellen Stärken der einzelnen Terme zu verschiedenen Zeitpunkten
der Optimierung ausnutzt. In diesem Kapitel wurden hierbei Mutual Information
und Iterative Closest Point als Ähnlichkeitsmaße verwendet.
Eine wichtige Eigenschaft der dynamischen Gewichtungsfunktion, die den Über-
gang der Maße kontrolliert, ist ihre Unabhängigkeit von den einzelnen Schritten des
Optimierers, die teilweise auch als Zeitschritte bezeichnet werden. Eine solche Ab-
hängigkeit würde die Methode stark abhängig von der Wahl des Optimierers und
dessen benötigter Anzahl Schritte für die Optimierung machen. Stattdessen wurde
in diesem Kapitel eine Abhängigkeit der Gewichtungsfunktion vom Funktionswert
eines der Terme vorgestellt, die das Verfahren weitgehend unabhängig von der Wahl
des Optimierers macht.
Der Verlauf der Gewichtungsfunktion λ, die abhängig ist vom Funktionswert von
ICP, wird zusätzlich kontrolliert durch die Parameter tH und tL. Hierbei bestimmt
der Wert von tL, in welchem Gebiet um die idealen Parameter des landmarken-
basierten Maßes R(u) im Parameterraum die Gewichtung von R(u) Null ist, und
somit den Übergang der Kostenfunktion von einer rein intensitätsbasierten Kosten-
funktion zu einer hybriden Kostenfunktion, die beide Terme berücksichtigt. Da die
Landmarken nicht länger berücksichtigt werden, wenn der Optimierer ein Gebiet
mit Radius tL um die Idealposition der Landmarken im Parameterraum erreicht,
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sollte der Wert des Parameters tL abhängig von der angenommenen Ungenauigkeit
der Landmarken bei der Problemstellung festgelegt werden. Bei exakt detektierten
Landmarken könnte man tL = 0 setzten. Da man in dem vorgestellten Anwen-
dungsfall von deutlich größeren Ungenauigkeiten der Landmarken ausgehen musste,
wurde tL > 0 gewählt, sodass am Ende der Optimierung nur die Intensitätsinforma-
tion für die Suche nach den optimalen Parametern für die Transformation genutzt
wurde. Der Parameter tH kontrolliert, ab welcher Distanz zu der erwarteten Lage
des Optimums intensitätsbasierte Informationen in der Kostenfunktion berücksich-
tigt werden. Ein kleineres tH kann die Laufzeit verkürzen, da in diesem Fall der Wert
von MI im Verlauf der Optimierung erst deutlich später berechnet werden muss. Da
die intensitätsbasierten Informationen jedoch auch schon in den ersten Schritten
der Optimierung unterstützend wirken können, kann auch ein höherer Wert von tH
sinnvoll sein, um ein besseres Ergebnis zu erzielen.
Die Parameter tL und tH sind davon abhängig, wie stark die Bilddaten im Verlauf
der Registrierung verändert werden müssen. Diese Änderung wird ausgedrückt durch
den Wert Rinitial des Maßes R vor der Optimierung und den Wert Rﬁnal nach der
Optimierung. Beide Werte können zwischen unterschiedlichen Datensätzen stark
variieren, wodurch tL und tH für jeden verwendeten Datensatz einzeln bestimmt
werden müssen. Um die Abhängigkeiten der Parameter tL und tH zu reduzieren,
wurden diese durch neue Parameter d0 und d1 substituiert. Die neuen Parameter
haben hierbei den Vorteil, dass ihre Werte vom Nutzer ohne Kenntnis über die
Landmarken und die ursprüngliche Transformation zwischen den Bilddaten gewählt
werden können und aufgrund ihrer hohen Unabhängigkeit von den Bilddaten auf
eine Vielzahl von Datensätzen anwendbar sind.
Für die Deﬁnition von d0 ist nur eine ungefähre Schätzung der Genauigkeit der De-
tektionsmethode zur Bestimmung der Landmarken erforderlich. Falls hier kein Wert
geschätzt werden kann, kann als Schätzung ein Wert in der Größenordnung von ein
bis zwei Voxeln für d0 verwendet werden. d1 kann frei gewählt werden, wobei ein
Wert kleiner 1, 0 in den ersten Schritten der Optimierung eine reine landmarken-
basierte Registrierung bedeutet. Insbesondere bei Optimierern, die die Parameter
unter Nutzung von ICP in wenigen Schritten in die Nähe der optimalen Lösung
führen, ist hier ein Wert größer als 1, 0 nützlich, um bereits frühzeitig auch Inten-
sitätsinformationen in die zu optimierende Kostenfunktion einﬂießen zu lassen. Die
für die Berechnung von tL und tH benötigten Werte Rinitial und Rﬁnal können einer
zuvor durchgeführten rein landmarkenbasierten Registrierung entnommen werden.
Wie die Ergebnisse der Zeitmessung zeigen, kann die hierfür zusätzlich benötigte
Zeit im Vergleich zur Gesamtlaufzeit der Registrierung vernachlässigt werden.
Bei der hier vorgestellten Methode ermöglicht es die Konstruktion der Kostenfunk-
tion, auf eine mehrstuﬁge Registrierung zu verzichten, die in diesem Kontext stan-
dardmäßig eingesetzt wird, um eine vorzeitige Konvergenz gegen eine lokale Extrem-
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stelle des Maßes während der Optimierung zu vermeiden. Der Anwender muss sich
daher keine Gedanken über die genaue Konﬁguration und Anzahl der Auﬂösungen
machen, was im Vorfeld der Registrierung oftmals keine einfache Entscheidung ist.
Durch die Wahl von wenigen Auﬂösungen kann man gegebenenfalls Zeit einsparen,
riskiert dabei jedoch, mit den Parametern nicht in das Gebiet des Parameterraums
zu gelangen, in dem der Optimierer das gewünschte Optimum erreicht.
Beim Vergleich der vorgestellten Methode mit selbst implementierten Standardan-
sätzen ist erkennbar, dass die neu entwickelte Methode den Ansatz von MI mit
mehrstuﬁger Optimierung um mehr als einen Faktor drei in der Geschwindigkeit der
Registrierung schlägt und dabei eine vergleichbare Genauigkeit liefert. Im Vergleich
zu dem Ansatz, bei dem die Ergebnisse der landmarkenbasierten Registrierung als
Startparameter für die intensitätsbasierte Registrierung genutzt werden, erhält man
eine vergleichbare Laufzeit, was daran liegt, dass in beiden Fällen MI nur noch auf
einer Stufe optimiert wird. Es zeigt sich hier aber, dass die Genauigkeit der Regis-
trierung bei Verwendung der vorgestellten Homotopie von Ähnlichkeitsmaßen höher
ist als bei der sequentiellen Registrierung mit den einzelnen Termen. Insbesondere
bei den Daten von Patient 106 zeigt sich, dass im Falle einer schlechten Detektion
der Landmarken die vorgestellte Methode bessere Ergebnisse liefert als der sequen-
tielle Ansatz. Im Vergleich zu einer rein intensitätsbasierten Registrierung mit MI,
bei der auf nur einer Auﬂösung optimiert wird, erweist sich wie erwartet, dass die
Qualität der rein intensitätsbasierten Registrierung hier deutlich schlechter ist als
bei den anderen Ansätzen. Wenn die Optimierung auf nur einer Auﬂösung durchge-
führt werden soll und größere Werte für die Transformationsparameter zu erwarten
sind, ist eine Schätzung der optimalen Transformationsparameter als Startwerte für
die Optimierung von MI notwendig. Der neu entwickelte Ansatz bietet dagegen auf-
grund seiner verhältnismäßig kurzen Laufzeit bei vergleichbarer Genauigkeit eine
gute Alternative zu dem Ansatz, MI auf mehreren Auﬂösungen zu optimieren. Ein
Vergleich mit Ergebnissen aus anderen Publikationen zeigt auch, dass die Ergebnisse
der selbst implementierten Methoden in Bezug auf die Genauigkeit der Registrierung
mit anderen publizierten Methoden konkurrieren können. Da die Ergebnisse aus der
Literatur mit anderer Hardware getestet wurden, wurde hier von einem Vergleich
der Laufzeiten abgesehen.
Für eine kritische Betrachtung der Gründe, wann die entwickelte Methode fehlschla-
gen könnte, müssen zunächst die einzelnen Terme der Kostenfunktion betrachtet
werden. Im Falle von ICP entsteht ein oﬀensichtliches Problem, wenn die gewählten
Landmarken nicht zu einer eindeutigen Lösung führen. Das geschieht zum Beispiel,
wenn man nur die Augen und den Nasenrücken als drei Landmarken deﬁniert. Da
diese nahezu auf einer Geraden liegen, kämen für die Lösung hier unendlich viele Pa-
rameterkonﬁgurationen in Frage, bei denen der Kopf um die zuvor genannte Gerade
rotiert. Dieses Problem lässt sich dadurch vermeiden, dass man weitere Landmarken
hinzunimmt, die zu einer eindeutigen Lösung führen. Auch bei einem geeigneten Set
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von Landmarken können sehr große Fehler bei der Detektion der Landmarken da-
zu führen, dass der Registrierungsalgorithmus von dem landmarkenbasierten Term
nicht in die gewünschte Richtung geleitet wird und der Algorithmus wie im Fall der
intensitätsbasierten Registrierung auf einer Auﬂösung bei einem nur lokalen Opti-
mum endet und somit kein brauchbares Ergebnis liefert. Bezüglich MI kann hohes
Rauschen in den Bilddaten eine mögliche Ursache für eine geringere Registrierungs-
qualität sein sowie ein allgemein schlechter Kontrast in den Bilddaten.
Für eine Verbesserung der vorgestellten Methode wäre zudem ein Training der Soft-
ware zur Detektion der Landmarkenpositionen mit einer größeren Anzahl an Da-
tensätzen sinnvoll, um die Qualität der Landmarkendetektion zu verbessern. Eine
mögliche zukünftige Fragestellung könnte hier sein, ob die Ersetzung von MI durch
ein Maß mit zusätzlichen lokalen Informationen oder Gradienteninformationen wie
zum Beispiel in Pluim et al. [27] vorgestellt eine zusätzliche Verbesserung der Re-
gistrierungsgenauigkeit liefern kann.
Das Konzept der Homotopie von Ähnlichkeitsmaßen kann auch für zwei andere Ähn-
lichkeitsmaße eingesetzt werden, falls diese bestimmte Eigenschaften haben. Die An-
forderungen an diese Maße sind, dass anhand eines der Maße eine robuste Optimie-
rung möglich ist, wobei dieses Maß keine hohe Genauigkeit haben muss. Wie zu-
vor diskutiert kann mit dem Parameter d0 die erwartete Genauigkeit berücksichtigt
werden, die sich mit dem Maß erzielen lässt. Anhand des zweiten Maßes muss eine
genaue Registrierung möglich sein, wenn der Optimierer in der Nähe der gesuchten
Lösung im Parameterraum ist. Es ist jedoch nicht erforderlich, dass eine Optimie-
rung dieses Maßes beginnend an einer beliebigen Position im Parameterraum zur
gesuchten Lösung führt. Anhand des Parameters d1 kann vorgegeben werden, ob




9. Zusammenfassung und Ausblick
Ziel dieser Arbeit war die Entwicklung neuer Kostenfunktionen zur multimodalen
medizinischen Bildregistrierung basierend auf dem Ähnlichkeitsmaß Mutual Infor-
mation. Diese sind ein entscheidender Teil von Algorithmen zur Bildregistrierung, die
in der Regel bestehen aus einer Transformation, die die Freiheitsgrade der Problem-
stellung beschreibt, einer Kostenfunktion, anhand der die Transformationsparameter
optimiert werden, und einem Optimierungsverfahren. Zusätzlich werden Interpola-
tionsverfahren eingesetzt, um Intensitätswerte von Punkten zu ermitteln, die nicht
auf dem diskreten Voxelgitter liegen. Als Anwendungsbeispiel wurden dabei Kopf-
aufnahmen verschiedener Modalitäten betrachtet.
In der Regel kann die Registrierung von Kopfdaten als rigides Problem angesehen
werden, da im Gegensatz zu Aufnahmen von Organen im Brustraum hier kaum
innere Bewegungen wie zum Beispiel durch Atmung auftreten. Die in Kapitel 6 prä-
sentierte Problemstellung bietet eine Ausnahme, da hier aufnahmebedingte Verzer-
rungen in den Bilddaten gegeben sind. Die dort vorgestellte Methode ist daher dem
Bereich der elastische Registrierung zuzuordnen. Die Besonderheit der zu Grunde lie-
genden Fragestellung ist, dass der Algorithmus nicht nur geometrische Verzerrungen
ausgleichen muss, sondern auch an den Gradienten der geometrischen Deformation
gekoppelte Verzerrungen der Intensitäten. Für das zur Bestimmung der Bildähnlich-
keit verwendete intensitätsbasierte Maß wurde zusätzlich ein problemspeziﬁscher
anisotroper Regularisierungsterm entwickelt, um einzelne Lösungen während der
Optimierung zu favorisieren oder zu unterdrücken. Da zur Korrektur kleiner lokaler
Verzerrungen eine große Anzahl Kontrollpunkte für die Berechnung des Deforma-
tionsfeldes notwendig ist, müssen eine Vielzahl an Parametern optimiert werden.
Hierfür wurde ein spezieller Ansatz zur mehrstuﬁgen Optimierung vorgestellt.
Der Algorithmus lieferte bessere Ergebnisse als die Programme, die zum Vergleich
für die Evaluierung herangezogen wurden. Kritisch betrachtet werden muss hierbei
die Freiheit des Algorithmus, das Deformationsfeld anzupassen. Bei keiner oder einer
zu geringen Regularisierung tendieren Algorithmen mit elastischen Transformatio-
nen zu Lösungen, die nicht physikalisch sinnvoll sind. Die Wahl der Regularisierung
beeinﬂusst daher stark die vom Optimierer gefundene Lösung. Zusätzliche Informa-
tionen über die gesuchte Lösung, zum Beispiel die Positionen von Landmarken in den
Bilddaten, können hier die Optimierung unterstützen. Hierzu wurden im Abschnitt
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'Stand der Technik' von Kapitel 8 bereits einige Methoden erwähnt, die zusätzliche
Landmarken nutzen und deren Positionen exakt überlagern, wodurch die Freiheits-
grade des Deformationsfeldes eingeschränkt werden. Eine solches exaktes Matching
ist jedoch nur dann sinnvoll, wenn die Landmarken selbst exakt detektiert werden
können. Dies ist bei einer automatischen Detektion immer fraglich, da weder die
Genauigkeit noch die Korrektheit garantiert werden kann. Eine manuelle Bestim-
mung der Positionen von Landmarken ist in ihrer Genauigkeit vor allem durch die
Auﬂösung der Bilddaten und die Fähigkeit des Experten limitiert, der die Positionen
ermittelt. Auch die Wahl der Landmarken kann hier einen Einﬂuss haben, da einige
Positionen leichter in verschiedenen Modalitäten ermittelt werden können als ande-
re. Die Nachteile einer manuellen Detektion sind die Notwendigkeit einer geschulten
Person sowie der erhebliche Zeitaufwand zur genauen Bestimmung der Positionen,
der mit der Anzahl der Landmarken stark ansteigt.
Für die Evaluation der Ergebnisse unterschiedlicher elastischer Registrierungsmetho-
den wurde die in Kapitel 5 vorgestellte konturbasierte Methode entwickelt. Solche
automatisiert gefundenen Konturpunkte könnten auch als Landmarken bei einer Re-
gistrierung verwendet werden. Dies hätte den Vorteil, dass keine Nutzerinteraktion
benötigt würde und die Detektionszeit deutlich geringer wäre als bei einer manuel-
len Positionsbestimmung. In diesem Fall wäre jedoch die Annahme nicht zutreﬀend,
dass die Positionen der Landmarken exakt bestimmt sind und eine 1-1-Zuordnung
in den Bilddaten haben. Die Landmarken müssten somit als fehlerbehaftet in der
Registrierung berücksichtigt werden.
In Kapitel 7 wird der Vorteil der Kombination zweier Ähnlichkeitsmaße in der multi-
modalen Bildregistrierung an einem Beispiel demonstriert. Durch eine einfache Line-
arkombination zweier Maße, die unterschiedliche Merkmale berücksichtigen, konnte
der Anwendungsbereich der so konstruierten Kostenfunktion gegenüber dem der
einzelnen Maße erweitert werden. Ein Nachteil dieser Methode ist, dass durch die
konstante Gewichtung der Maße neben den Stärken der Maße auch immer deren
Schwächen kombiniert werden.
Ein Ansatz für die Kombination eines intensitätsbasierten Maßes mit einem land-
markenbasierten Maß, bei dem berücksichtigt wird, dass die Landmarkenpositionen
fehlerbehaftet sein können, wird in Kapitel 8 präsentiert. Um bei dieser Metho-
de nicht wie in Kapitel 7 neben den Stärken auch die Schwächen der Methoden zu
kombinieren, wird der Übergang von landmarkenbasierter zu intensitätsbasierter Re-
gistrierung mit dem Konzept einer Homotopie von Ähnlichkeitsmaßen konstruiert.
Aufgrund ihrer verschwindenden Gewichtung im Verlauf der Registrierung wird für
diesen Ansatz nicht verlangt, dass die Position der Landmarken genau ist, sondern
nur, dass sie die Optimierung in die Nähe der optimalen Lösung im Parameterraum
führt. Die in dieser Arbeit präsentierten Ergebnisse für rigide transformierte Bildda-
ten zeigen, dass die Methode durch den Verzicht auf eine mehrstuﬁge Optimierung
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über eine kurze Laufzeit verfügt und dabei auch im Fall von ungenau detektierten
Landmarken gute Registrierungsergebnisse liefert, die mit denen von Standardme-
thoden auf diesem Gebiet vergleichbar sind. Aufgrund der dynamischen Gewichtung
der beiden Maße können bei dieser Methode die jeweiligen Stärken der genutzten
Ähnlichkeitsmaße in den verschiedenen Phasen der Optimierung genutzt werden.
Neben der Laufzeitverkürzung, die im Falle der rigiden Fragestellung in Kapitel 8
den entscheidenden Vorteil des Konzepts der Homotopie von Ähnlichkeitsmaßen
gegenüber den Standardansätzen darstellt, könnte das Konzept auch auf Problem-
stellungen mit elastischen Transformationen angewendet werden, bei denen man
durch die Detektion von gemeinsamen Konturen in den Bilddaten eine Vielzahl an
Landmarken generiert, deren einzelne Positionen jedoch nicht unbedingt präzise er-
kannt werden. In diesem Fall könnte die Kombination der Intensitätsinformationen
mit den Landmarkeninformationen zur Erhöhung der Robustheit bei der Optimie-
rung der großen Anzahl von Parametern beitragen und so schneller in die Nähe
der korrekten Lösung im Parameterraum führen. Der in Kapitel 6 vorgeschlage-
ne Regularisierungsterm kann bei diesem Konzept entweder einem der Terme der
Kostenfunktion zugeordnet werden und somit dessen dynamischer Gewichtung un-
terliegen, wobei der Regularisierungsterm auch in diesem Fall zusätzlich noch über
konstante Gewichtungsparameter verfügt (siehe Gleichung 6.8), oder als allgemeiner
Regularisierungsterm unabhängig von den dynamischen Gewichtungen der landmar-
kenbasierten und intensitätsbasierten Terme in die Kostenfunktion integriert wer-
den. Letzteres ist hierbei zu bevorzugen, da die Regularisierung eingesetzt wird, um
unabhängig vom eingesetzten Ähnlichkeitsmaß bestimmte Lösungen für das Defor-
mationsfeld entsprechend einem zu Grunde liegendem Modell zu bevorzugen. Auf
diese Weise könnte man die Methoden aus Kapitel 6 und Kapitel 8 kombinieren und
so das vorgestellte Konzept der Homotopie von Ähnlichkeitsmaßen im Bereich der
elastischen Registrierung anwenden.
Generell ist das in Kapitel 8 vorgestellte Konzept sehr viel allgemeiner einsetzbar
als die Methode aus Kapitel 6, die speziell für den Fall konstruiert ist, dass geo-
metrische und intensitätsbedingte Verzerrungen in den Bilddaten gemäß einem spe-
ziellen physikalischen Modell aneinander gekoppelt sind. Die Problemstellung, auf
die das Konzept der Homotopie von Ähnlichkeitsmaßen anwendbar ist, lässt sich
allgemein formulieren als ein Problem, bei dem ein Ähnlichkeitsmaß zu Beginn der
Optimierung, also weit weg von der idealen Lösung, zu favorisieren ist, wohinge-
gen ihm ein zweites Ähnlichkeitsmaß nahe der optimalen Lösung überlegen ist. Die
in dieser Arbeit präsentierte Kombination von Mutual Information und Iterative
Closest Point ist ein Beispiel für eine Homotopie von Ähnlichkeitsmaßen, andere
Anwendungsfelder wären Kombinationen von zwei intensitätsbasierten Maßen mit
unterschiedlichen Eigenschaften oder Maßen, die Intensitäts- und Gradienteninfor-
mationen nutzen. Hierfür müssen zunächst die Eigenschaften der Ähnlichkeitsmaße
bezüglich ihrer Optimierbarkeit abhängig von der Distanz zur optimalen Lösung im
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9. Zusammenfassung und Ausblick
Parameterraum untersucht werden, um geeignete Paarungen zu ﬁnden. Das Poten-
tial der vorgestellten Methode geht somit weit über das hinaus, was in dieser Arbeit
präsentiert beziehungsweise diskutiert wurde.
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