In many real-world applications such as condition monitoring of technical facilities or vehicles the amount of data to process and analyze has steadily increased during the last decades. In this paper a novel approach to data compression is presented, namely the multivariate representative of the Perceptually Important Points algorithm. Furthermore, approaches are given on how multivariate data should be dealt with to preserve all relevant multivariate information during a lossy data compression. This involves an extensive analysis of the stochastic dependencies of the process data. On the one hand the presented algorithm is able to compress the multivariate time series and on the other hand the algorithm can be easily extended to reflect a model of the original time series. It is shown that suggested multivariate compression algorithm outperforms its univariate equivalent.
INTRODUCTION
The digitalization of sensor equipment and the integration of these sensors into communication networks have immensely increased the amount of data available for various kinds of processes. For utility companies these large data streams are of particular concern. For example, as a regulated industry, the power industries in most western countries are obliged to collect extensive information on their power production processes. Emissions and a diverse number of thermodynamical and mechanical process variables are usually collected at a rate of one value set per second. Since modern power plants can have value sets with over 5000 different readings, a direct evaluation of this incoming data flood is not possible, and data compression and organization methods become urgent. In general data compression is of interest, if the quantity of collected data is too large for given performance in terms of processing time and storage. This paper gives a summary of state-of-the-art algorithms used in modern data historians in section 2 and demonstrates their shortcomings considering the requirements of typical condition monitoring software and methods of empirical fault analysis on the example of 'Perceptually Important Points'. In section 4 a first simple example is given. In the following two section datasets with a more complex structure are studied under the same premise. Based on these considerations an improved procedure for multivariate time series compression is suggested in section 7.
PROBLEM DESCRIPTION
The initial situation of how data is collected and what it is used for varies greatly from industry to industry. In the following the focus is put on the power producing industry since companies in this industry already have extensive sensory equipment installed and exhibit capabilities of collecting data in central nodes in each of their power plants. This is partially due to the aforementioned regulations enforced on these utility companies.
A primary purpose for data collection is of course to control the power plant based on this information. Additionally some form of data processing and storage will be used. In the most basic variation of data processing all incoming data is stored on a digital storage device which is archived when it is full. This usually fulfills regulation requirements, but valuable information is lost.
With typical computational power steadily increasing and becoming ever more affordable at the same time, new plausible paths open up. The collected data can be used to feed condition monitor software (e.g. refer to (Chevalier et al., 2009) ) which is a key factor to reducing risks, as emerging damages can be detected long before they become serious threats. These potentials are frequently recognized by the operator of the equipment. Unfortunately the statistical and physical knowledge to process the data is not always present in the concerning IT departments. A variety of 'Off-the-Shelf' data historians are available which assist the data collection process, but the implemented algorithms are usually only designed to quickly store away data and do not incorporate concerns about advanced data evaluation techniques, e.g. condition monitoring with anomaly detection algorithms, such as Auto-Associative Kernel Regression, refer to (Chevalier et al., 2009) .
A survey of the current state-of-the-art time series data compression algorithms, such as SwingingDoor-Compression, e.g. refer to (Fu, 2010) , (Thornhill et al., 2004) , (Bristol, 1990) , and PerceptuallyImportant-Points (PIP), e.g. refer to (Fu, 2010) , , , or compression based on Fast-Fourier-Transformation, e.g. refer to (Fu, 2010) , (Stoffer, 1999) , (Press et al., 2007) , Wavelet-Transformations, e.g. refer to (Fu, 2010) , (Chen et al., 2004) , (Press et al., 2007) , or Chebyshev polynomials (Hawkins III et al., 2003) , (Eruhimov et al., 2008) , shows that current techniques focus on univariate compression. These approaches neglect any correlations between different sensor readings which lead to a suboptimal compression of the process data as shown in the remaining paper.
NOVEL APPROACH ON MULTIVARIATE DATA COMPRESSION
The current paper concentrates on the development of a multivariate variant of the PIP algorithm. Hence, its univariate representative is introduced first. The aim of the algorithm can be summarized as approximating historical time series T = {x i } by piecewise linear functions, where i ∈ {1, . . . , n} is the time index. The result is a set P of the so called perceptually important points. Figure 1 gives an example of an approximation. Note that linear functions are defined by two sequent perceptually important points.
The algorithm is initialized with P = {x 1 , x n }, refer to figure 1. Following, the next 'important' point of T /P is determined via its Euclidian distance to its corresponding approximation. As shown in figure 1, adding points to P changes the approximation of T . The procedure of determining the next 'important' point terminates, if a criteria for convergence is fulfilled. This can be a certain compression ratio or a global mean squared error, to name a few possible criteria.
In the following, the univariate PIP compression algorithm is extended to its multivariate representative. This influences the estimation of the next 'important' point as well as performance requirements or convergence criteria. As with the univariate representative the first and last point of the time series are used for initialization. Figure 2 depicts a typical situation during the approximation procedure. The points at times 0, 1 and n already have been selected. The index τ * of the next point added to the approximation is identified via
where p * (t) is the linear approximation of the point p(t) given the current selection of PIPs. 
AN INTRODUCTORY EXAMPLE
Beginning with artificial data, statistical properties of the univariate and multivariate compression algorithms are compared. A test on artificial data is shown in figure 3 and 4. The compression algorithm used in this example is a univariate and multivariate perceptual importance algorithm, e.g. compare (Fu, 2010) , , and . Considering the two dimensional goodness of fit, measured by the mean squared error ( fig. 4) , it can be seen that the multivariate algorithm outperforms the univariate equivalent. To understand this, one has to bear in mind that compressing a two dimensional or any higher dimensional time series in a univariate fashion generally results in PIPs not being aligned in the time domain. This can lead to an inferior compression.
Figure 3: Two dimensional time series consisting of a sine and cosine dependent on a parameter t with equal phase, frequency and amplitude. The result in two dimensional space is a helix.
COMPRESSION RATIO VS. COMPRESSION QUALITY
The analysis of the multivariate PIP algorithm is continued by considering three artificial datasets. The artificial datasets are chosen so that the statistical properties, especially in terms of stochastic dependence, are fully established. The first dataset consists of ten independent Ornstein-Uhlenbeck processes (Gillespie, 1996) and (Uhlenbeck and Ornstein, 1930 ) each given by the equation:
where dW t is the increment of a Wiener process. The processes are initialized by random values distributed
processes are chosen since they closely resemble the dynamics of a real system (Feller, 2009 ). The two additional datasets are also generated via OrnsteinUhlenbeck processes. In case of the second and third dataset the processes are not independent any more. A correlation is introduced by a system of differential equations that drive the underlying dynamics of the observed process and a observer equation. The system of differential equations is in the form of
where Ψ is a symmetrical matrix and Θ is a diagonal matrix with the elements θ i . For the first dataset Ψ is an identity matrix. For the second example Ψ has block diagonal structure and for the third random correlations are chosen on initialization. The observer equation is given by
where Y t is the observed signal vector. For the first dataset Y t ≡ X t . For the second dataset X t has 6 and for the third 2 dimensions. The dimension of Y t is always 10. The dimensions of A vary correspondingly. Figure 5 shows an example for the non-linear correlation between the parameters of each dataset type. The correlations were calculated from one sample. In this figure green colors depict a low correlation and red colors stand for a high correlation.
In figure 6 the compression results for the three datasets are shown. In the graphs the logarithm of MSE is shown versus the number of dimensions compressed and the number of PIPs selected for linear approximation. In order to smooth out any random effect the analysis was repeated with 100 different datasets each.
The results for the compression of one dimension is similar for all datasets.
From figure 6 it can be seen, that with increasing dimensions the amount of PIPs required to achieve the same goodness of fit is exponentially larger in the case of the independent processes.
CONDITION MONITORING CASE STUDY ON TWO REAL DATASETS
Considering datasets from real systems it is important to keep the findings of the previous section in mind. It is crucial only to compress multivariate datasets if the individual signals have significant stochastic dependencies with each other. In case these stochastic dependencies do not exist, it is possible to isolate groups of highly dependent signals. In this manner a dataset can be split into a number of subset datasets which each contain the required amount of data. These groups of dependent signals are also very beneficial for the application of a condition monitoring software . The multivariate extension of the perceptually important points algorithm was applied to two case study datasets. The first dataset originates from a gas turbine and the second comes from an agricultural vehicle. The dataset from the gas turbine consists of 5000 samples, each containing 120 different parameters. The parameters include mechanical and thermodynamical variables. The dataset from the agricultural vehicle contains 3750 samples, each with 130 different parameters. The parameters primarily contain mechanical variables, such as vibrations. Figure 8 summarizes the compression progress for both datasets. The figure shows the mean squared error as well as the maximum error. The maximum error is simply the largest Euclidean distance between the current approximation and any point. Both datasets can be approximated very well with the PIP algorithm, even at high compression ratios. Figure 7 shows the application of the multivariate PIP algorithm in combination with a data driven condition monitoring algorithm. The algorithm used is based on an autoassociative kernel regression (AAKR) algorithm (Hines and Garvey, 2006) . For evaluation purposes the original datasets were split into two equally large sets. The first part served as training for the data driven algorithm and was compressed via PIP previous to training. The second part of the dataset was used as validation for the anomaly detection. Figure 8 was derived from the first halves and figure 7 was derived from the second halves of the datasets.
FURTHER CONSIDERATIONS
In the previous section a lossy compression of multivariate datasets using the perceptually important points algorithm was considered. As this algorithm contains no optimization in terms of preserving statistical properties such as mean and variance of the original dataset, additional steps have to be taken to preserve these. Information about the multivariate statistics can be preserved e.g. by combining the lossy compression with a kernel density estimation (Jones et al., 1996) technique. In this configuration the dataset is compressed first through the PIP algorithm. In a second step a kernel density estimation (KDE) with the selected PIP utilized as centers for the kernels is applied. The kernel parameters are then adjusted to fit the original dataset. In a decompression stage the likelihood for the current state being in each PIP is calculated and stochastic properties are simulated through the weighted density estimation.
With this procedure the compression reflects a model of the original time series. It can be ensured that relevant statistical properties of the process data The two graphs show the mean squared error (MSE) as well as the maximum error for anomaly detection on the validation set for each dataset versus the number of PIPs used. The original datasets were split into two halves. The first halves were compressed via the multivariate PIP algorithm and then used as training data for the AAKR algorithm. The second halves of the original datasets, called validation sets, were then evaluated with the trained AAKR algorithms. For the agricultural vehicle both error types quickly drop to very low levels. This suggests that the training contains only few different states. A compression ratio of 1 : 4 seems as an acceptable choice for this type of system. The gas turbine shows a similar behavior. Here a compression ratio of 1 : 3 seems to be an adequate choice.
are not lost during compression, although the exact occurrence of the original dataset is lost. The combination of these two approximation algorithms conserves the time dependencies as well as statistical properties of the original process.
CONCLUSION
It was shown that datasets exhibiting strong stochastic dependencies can be efficiently compressed by a multivariate compression algorithm. On the example of a simple artificial dataset it was demonstrated that especially in the domain of high compression ratios the multivariate compression algorithm outperforms its univariate equivalent.
In extension to condition monitoring, utility companies are beginning to build fault diagnosis data bases to diagnose upcoming critical events through empirical fault diagnostic algorithms, refer to . These efforts require optimized longterm compression techniques which are able to sep- The two graphs show the mean squared error (MSE) of compression versus the number of PIPs selected by the algorithm for the two training sets. The original datasets were split into two halves. The first halves were compressed via the multivariate PIP algorithm and the used as training data for the AAKR algorithm. The second halves of the original datasets, called validation sets, were then evaluated with the trained AAKR algorithms. For the first training set (agricultural vehicle) and the second training set (gas turbine) the approximation error quickly converges to zero. This suggest that both datasets are well suited for compression through a multivariate compression algorithm.
arate relevant from non relevant information in high dimensional process data. The introduced multivariate compression algorithm is able to provide the necessary features.
