ABSTRACT In this paper, we propose a significance test-based change detection method that can automatically discriminate between changed and unchanged pixels in the difference image. The method adaptively considers the local contextual information, which is contained in the neighborhoods of each pixel, to derive the decision threshold. In our method, a significance test algorithm based on maximuming a posteriori estimate is constructed; then, a weight to each pixel in the block is imposed to increase the change detection accuracy. In our proposed method, the distribution of the difference image satisfying Laplace model also leads to good precision. For the experimental component, two types of images were tested. And experimental results proved the effectiveness of the significance test method when compared with four state-of-the-art change detection methods.
I. INTRODUCTION
Owing to frequent and repetitive satellite coverage, the past decades have witnessed a boom in remote sensing images covering the same areas. Thus, the question arises as to whether we can identify land cover changes on the land surface given a series of remote sensing images within certain intervals. Change detection a process of identifying differences in the state of an object or phenomenon by observing it at different times [1] - [3] , [32] . In the field of remote sensing, the diverse applications of change detection include landcover transition detection, monitoring of forest defoliation, damage assessment, and so on [4] , [5] , [30] , [33] .
Change detection algorithms offer the potential to analyze which areas have been changed [6] - [9] . When presented with two preprocessed images, the goal is to identify the set of pixels that exhibit significant changes; these pixels comprise the change mask. For example, the widely used technique of change vector analysis (CVA) generates the difference image by considering several spectral channels [10] . PCA (Principal Component Analysis), which has long been used as a change detection tool [11] , [12] , [34] , reduces the data redundancy effectively, and emphasizes the different information in the derived components. However, the two methods mentioned above only represent the change intensity for each pixel and cannot provide detailed change/no-change labels. Consequently, the critical step relies on selecting appropriate threshold values in the lower and upper tails of the histogram representing values of change [13] , [14] . How to explore the samples' information for classification is also important. [5] for the first time effectively fuses both informativeness and representativeness with very novel triple measures by exploring a radial basis function together with the estimated probabilities, and proves promising in classification problem.
Various automated threshold selection algorithms have also been proposed [13] , [15] - [20] . The EM algorithm makes use of the Bayes decision theory, which requires the estimation of a prior probabilities and the conditional density functions for the classes associated with the unchanged and changed pixels in the change mask in order to minimize the overall error probability [15] . The OTSU algorithm is an automatic threshold selection method which maximizes the separability of the changed/unchanged classes in the change mask [16] , [29] . Algorithm fusion techniques can be used to select an appropriate threshold decision function. This techniques can be applied to change detection when change and no-change are treated as a binary classification problem [19] . However, there is one major drawback to the aforementioned methods: they only consider the changed/unchanged information within a single pixel, even if its neighbors exhibit significant correlation. Markov Random Field (MRF) is an effective threshold method which uses the local neighborhood information of each pixel to analyze the difference image and identify changes [17] . The MRF model determines the class of the change by minimizing the energy function [21] . The energy of the context is calculated based on the label of the neighboring pixels. However, each image pixel with a neighborhood of eight has ten possible cliques. We usually consider the five simplest clique types in the experiment, so that the clique types will become more complex as the neighborhood size increases.
Different from all the state-of-the-art methods mentioned above, we consider the change detection methods from a statistical view in this paper. The decision rule in change detection can be cast as a statistical significance test [22] , [31] . The key idea behind significance test is to determine whether the pixel under observation is changed or not via choosing from the following hypothesis: the null hypothesis or the alternative hypothesis, corresponding to unchanged and changed decisions, respectively. An optional significance test approach is to use Bayesian theory to estimate the posteriori probability of the pixels in the difference image, resulting in the posteriori probability is maximizing. In our proposed method, this leads to the decision whether a pixel is labelled as changed or unchanged by computing its priori probability and conditional probability in a small block of pixels.
In this paper, we propose a novel unsupervised change detection method with significance test in bi-temporal satellite images. This method is able to achieve change detection [35] , [36] by considering the correlation of difference image elements. Weights for each pixel are added in the neighborhood automatically into provide a more effective spatial relationship. At the same time, different distributions can be employed to model the difference image, including Laplace distribution and Gaussian distribution.
The rest of the paper is organized as follows. Section II presents the proposed significance test-based algorithm for automatic change detection in terms of Bayesian theory. The experiments are detailed in Section III, together with analysis of the results. Finally, discussion and conclusions can be found in Section IV. 
II. METHODOLOGY
Let Y 1 and Y 2 denote two multispectral images that are acquired in the same geographical area at two different times. We can assume that the two image sequences have been co-registered. Our goal is to treat the change-detection problem as a binary classification that includes changed and unchanged areas. The general methodological flowchart is presented in Fig. 1 . The proposed method is principally composed of two steps: 1) generation of the difference image from two multispectral images; 2) generation of the change map with significance test, considering the spatial information in the neighborhood of each pixel. These steps are explained in more detail below.
A. PREPROCESSING
The goal of preprocessing is to obtain the difference image D = {d(i)} by means of change vector analysis (CVA), which represents the spectral feature of one pixel as a vector and provides change magnitude information based on vector differences and the L2-norm. Under ideal conditions, such as perfect image registration and normalization, the magnitude of the unchanged pixels must be equal to zero, while the other pixels with non-zero magnitudes can be labeled as changes. However, this is not the case in practice. Therefore, thresholding must be applied to the change magnitude to enable identification of real changed pixels.
B. SIGNIFICANCE TEST
In order to distinguish changed pixels from unchanged ones, we here propose the significance test thresholding technique. The change mask Q is viewed as a random vector in which q(i) represents a binary label for each pixel i on the difference image. When q(i) takes the value q(i) = u ('unchanged'), d(i) is characterized as the null hypothesis H 0 . This is because, in the absence of any change, the difference between image intensities can be assumed to be due to camera noise only. When q(i) takes the value q(i) = c ('changed'), d(i) is as the alternative hypothesis H 1 . In summary:
As a special case of a Bayesian estimate, we try to estimate the change mask Q such that the posteriori probability Pr(Q|D) given by the difference image D is maximized [23] . The decision rule is carried out as bellow:
The change mask resulting in q(i) = u is termed Q i u , while that produced by q(i) = c is denoted by Q i c ; t is a decision threshold. The formula above means that if the left-hand side of (2) exceeds t, the decision is q(i) = u, otherwise it is q(i) = c. When t = 1, the change mask Q i u and Q i c that one with a higher posteriori probability comes to the decision.
In order to analyze the difference image on the basis of the Bayes theory, the main problems to be solved are the estimations of both the probability density functions p(D|Q i u ) and p(D|Q i c ), and the a priori probabilities Pr(Q i u ) and Pr(Q i c ) of the classes Q i u and Q i c , respectively [24] . The decision rule can thus be rewritten as:
It is known that the difference in the changed areas can be regarded as independent, the unchanged areas where the differences are recognized as being caused by camera noise alone. Accordingly, we can assume that the pixels in the difference image are independent, namely,
. Based on the assumption above, we can
with p(d(i)|Q i u ) denoting the probability density function for the unchanged class, with respect to pixel i, so as to arrive at the function p(d(i)|Q i c ). Since a pixel in the difference image is often surrounded by pixels belonging to the same class, it is common for the change detection to be carried out in the neighborhood of the given pixel. By taking the spatial-contextual information into account, change-detection decision-making can be made more reliable and accurate. Accordingly, the grey level difference d(i) at pixel i should be replaced by a small block of samples d i . We assume that this block contains N w pixels. d i represents all N w pixels in the block at the location of the center pixel i. To facilitate inserting the sample d i into the formula (4), the formula is slightly modified to
In practice, the conditional densities p(d i |Q i u ) and p(d i |Q i c ) can be calculated based on the distribution of the difference image. In the Gaussian case, we assume that the grey level differences obey zero mean and variance σ 2 0 and σ 2 1 estimated from the unchanged and changed regions of the difference image, respectively. Accordingly, the above decision rule (5) can be rewritten, as follows:
with¯ 2 i being the normalized square sum of grey level differences d i in the block of all the N w pixels as
with w i being the neighborhood centered at location i. The resulting non-adaptive technique is associated with the occurrence of smooth regions. In this case, we use an adaptive algorithm that gives a weight to all N w pixels in the block except for the center pixel i. So (7) is thus slightly modified, as below:
Here, w(i) denotes the weight given to elements in the size of the window w i . The weight w(i) is equal to the reciprocal of the distance between the center pixel and the adjoining pixel in the block. As the distance is zero at the center location, we add a small number which can be negligible to all the N w pixels. The algorithm can thus be rewritten, as below:
Here, d(c) is the grey value of the center pixel in the block.
In our experiments, the value of δ is 10 −6 . As the variance σ 2 0 is caused by camera noise alone, while the variance σ 2 1 is caused by change areas, the magnitude of σ 2 1 is much larger than σ 2 0 . We estimate that σ 2 1 > 100σ 2 0 , so that σ 2 0 /σ 2 1 may be dropped. The algorithm (6) thus be modified, as follows:
As we have no prior information about the difference image, we thus also do not know which priori probability is higher among the change masks. We therefore assume that Pr(Q i u ) = (Pr(Q i c ), such that the right-hand side of (10) remains the decision threshold ts. Here, the normalized square sum˜ 2 i has a χ2 distribution with N w degrees of freedom under the null hypothesis H 0 . The χ2 distribution can be used to determine the decision threshold ts for a desired false alarm rate α, which is termed the significance. equation can thus be formed as follows:
The desired false alarm rate α can be chosen from the ranges between 10 −2 and 10 −6 . The final decision rule may be written as˜
When we assume that the grey level differences obey a Laplacian distribution, the conditional densities are alerted. In this case, the precision of the detection algorithm is higher [25] . The normalized square sum˜ 2 i˜ 2 i is replaced by the absolute sum:
which, obeys the χ 2 distribution with 2N w degrees of freedom under the null hypothesis. A similar framework for the decision rule may be computed as a Laplacian random variable.
III. EXPERIMENTS
Three pairs of images, with two change types used for for the experiments in this paper [38] . The first are bi-temporal hyperspectral images, which cover an agriculture area the city [26] . False color composite multi-temporal data and ground truth can be seen in Fig. 2 . In the Fig. 2 (a) and (b), the land-cover mainly includes farmland and soil; and during the study period, the farmland vegetation changes. Fig. 2 (c) presents the ground truth. In the experiment, we generate the change magnitude information by pixel-wise radiometric comparison using CVA. The change vector magnitude image, which can be used for change and no-change separation, is provided in Fig. 3 (a) below. We first normalize the grey magnitude image, then make the datasets obey zero-mean. In Fig. 3 (b) , we can see a bimodal distribution with two single peaks. Fig. 3 (b) also presents that the value approximating zero represents no changes, while the value approximating to tails of both sides represents changes; we can also see that the changed areas occupy a certain proportion of in the intensity map. The method OTSU is appropriate for the bimodal distribution data; however, when the dataset has a single peak, the precision is not as high as that of the proposed method.
Based on the difference image, thresholding is then applied to produce a mask for pixels of change. In the experiment, we choose some typical unsupervised algorithms to compare with our proposed method: namely, k-means [27] , Expectation-Maximization (EM) [15] , OTSU [28] and the Markov Random Field model [17] . The result maps are presented in Fig. 4 below. At the same time, we also compare the weighted significance test method with the normal case to demonstrate the advantages of using weights. The white regions indicate changes while the black regions indicate VOLUME 6, 2018 no change. In the result maps of Fig. 4 (a) and (b), too many unattached pixels are being detected, which causes a higher average error rate for these algorithms than the proposed method. For Markov Random Field, we employ the SA (Simulated Annealing) algorithm to converge to one of the possible solutions. In Fig. 4 (d) and (e), it can be seen that while misclassified pixels are rarer, the changed areas are too smooth. As is generally known, data of this kind with two single peaks is suitable for the method OTSU, which is why it performs better than any other method except ours. In reality, we are not interested in single pixels in the image and consider these as changes of no significance caused by illumination, atmospheric conditions or other noise. Accordingly, we draw the ground truth manually in Fig. 2 (c) , and use it to evaluate the threshold algorithms listed above. There are 16565 changed pixels and 47435 unchanged pixels in the bi-temporal hyperspectral images. In order to quantify the performance, we use four performance indicators to compare the aforementioned threshold algorithms: namely, detection rate, false alarm rate, error rate, and kappa coefficient. The detection rate is defined as the total number of correctly detected changed and unchanged sites, divided by the total number of sites in the image, while the false alarm rate is defined as the total number of unchanged sites that are declared to be changed sites, divided by the total number of unchanged sites. The error rate is given by the total number of misclassified sites (i.e. changed sites that are declared unchanged and vice versa) divided by the total number of sites in the image [17] , [37] . The kappa coefficient is a kind of overall accuracy measure that ranges from zero to one; the closer the result is to one, the higher the precision of the corresponding method. The performance of the algorithms is presented in Table 1 . The highest accuracy is obtained by our proposed method, which is highlighted in bold. It is worth noting that the weighted significance test has the highest overall accuracy, the highest detection rate and the lowest error rate when the difference image satisfies Gaussian distribution, and the window size is simultaneously set at five. The significance test series has both the lowest false alarm rate and the lower error rate, which represents the number of mislabeled pixels that should be labeled as changed pixels are rarer. Although the kappa coefficients of OTSU and the weighted significance test are nearly equal, our method performs better both in detection and mislabeled circumstance.
FIGURE 5. Estimations for datasets in Laplace or
Gaussian distributions for all window sizes (3, 5, 7, 9) .
The significance test method decides on the label for each pixel by computing the test statistic (square sum∆ 2 i or absolute sum∆ i followed by a count of pixels in the neighborhood. The window size may be altered from 3 to 9. As the optimum size for the window will differ between datasets, we calculate the kappa coefficient by taking all the window sizes into consideration. At the same time, we assume that the dataset employes either a Laplacian or Gaussian distribution, and we compare the two circumstances in our experiment. The result are presented in Fig. 5 . We can conclude that when we employ the weighted significance test methodology in the experiment, the optimum window size is five and the Gaussian distribution results in the highest precision, while in the case of the normal significance test, the optimum window size is seven. This means that the weights and the distribution both have influence on the precision but the advantage attributable to weights has a greater influence. In the experiment, the precision of the weighted significance test method is higher than that of the normal significance test; however, the question of which distribution is the fittest depends on the dataset. 
B. EXPERIMENTS WITH MULTI-SPECTRAL IMAGES (I)
The second dataset is a pair of TM images acquired on March 17, 2000 and February 6th, 2003 , in the city of Taizhou, Jiangsu province, China. The images are 100*100 pixels with six spectral bands. False color composite bi-temporal data with band 4 to red, band 3 to green, band 2 to blue, and ground truth are presented in Fig. 6 . In the Fig. 6 (a) and (b) , the main type of change is city expansion. During the study period, we can see the construction of roads and buildings obviously. Fig. 6 (c) presents the ground truth. First, we use the CVA technique to generate the difference image. The small grey-level values represent unchanged areas, whereas the large values represent changed areas (presented in Fig. 7 (a) ). Moreover, as can be seen in Fig. 7 (b) , the distribution of the difference image has a single peak this time. This means that in this difference image, the ratio of the unchanged pixels is far greater than that of the changed pixels. While the threshold selection method of OTSU can produce the final change detection image to a certain extent, its accuracy cannot yet keep up with our proposed method. In the thresholding process, we also use four algorithms (k-means, EM, OTSU and Markov Random Field) to compare with our proposed method on this TM experimental data. The binary images are presented in Fig. 8 below. The result images of the significance test and the weighted significance test in Fig. 8 present the best performance, as the result image is affected by the window size. In this experiment, we use an iteration method called Iterated Conditional Model (ICM) in the Markov Random Field to provide coverage for one of the results, since ICM yields a better result. The result images in Fig. 8 (a) and (b) show too many small, scattered changed pixels that should be unchanged ones. Morever, the result image in Fig. 8 (d) produces smooth boundaries; the pixels in the red circle should not be detected as changed regions at the same time. The result image in Fig. 8 (e) also presents smoothly shaped regions, and the numbers of changed pixels are not detected. However, the result images in Fig. 8 (c) and (f) perform well in the experiment. Fig. 8 (f) is better than (c) with respect to some details, such as the regions in the green circle. In this TM data, there are 986 changed pixels and 9014 unchanged pixels as reference. We also use the aforementioned four measurements to evaluate the threshold methods. The performance of the algorithms is detailed in Table 2 . Our method performs best in the condition of Laplace distribution when the window size is five. The Markov Random Field model performs better than pixel-level threshold methods such as k-means and EM, since it takes the local information into account. The significance test and the weighted significance test both have a low false alarm rate and error rate, since they both consider the neighboring pixels. However, each pixel in the block has a different influence on the center pixel. As a result, accuracy is improved significant when weights are added to all the pixels. There are only ten thousand pixels in the TM bi-temporal images. Accordingly, in the following analysis, we change the window size which can affect the precision of the final result from 3 to 7. The result is presented in Fig. 9 . In the case of Laplace distribution, the optimum window size is five in the weighted significance test and three in the normal VOLUME 6, 2018 significance test, while for the in Gaussian distribution, the optimum window size is five the weighted significance test and three in the normal significance test. In both image distribution conditions, the weighted significance test obtains a higher precision of up to 0.9. Although in both original and weighted method, the result under the assumption of Laplace distribution gets lower accuracy than that under Gaussian distribution, the highest accuracy in both cases is obtained by those with Laplace distribution. 
C. EXPERIMENTS WITH MULTI-SPECTRAL IMAGES (II)
The third dataset was acquired on February 8, 2002, and February 11, 2003 , in a village close to Beijing, China. This pair of TM images contains 642*576 pixels with six bands, as presented in Fig. 10 (a) and (b) . The main change between the two images is the plastic film, which is applied in agriculture to keep the crop warm; and we can easily see that there are plastic films in Fig. 10 (a) but no films in (b). The ground truth is presented in Fig. 10 (c) . We use CVA to generate the gray level image, as presented in Fig. 11 . In Fig. 11 (a) , we can see that the lighter area represents changes (plastic film) and the darker area represents the unchanged area. When we normalize the grey level image, the distribution of the difference image is presented in Fig. 11 (b) . There are two obvious single peaks in this distribution, and as is widely known, the k-means algorithm is used to cluster the nearest mean. In this distribution, we can easily obtain two centers to separate the changed areas and the unchanged areas. This bimodal distribution also suits for OTSU algorithm as the same as our method. In the third experiment, we also use the five methods mentioned above to produce the binary image presented in Fig. 12 . The k-means algorithm, OTSU and our method all perform well, and our method preserves the details better than k-means. Moreover, it is evident that when we add weights to the significance test method, we can obtain a more accurate result, which is better than that of other unsupervised threshold algorithms. We use the ICM algorithm to converge the Markov Random Field, since this method can obtain the correct result rapidly. It can be seen that while MRF avoids a lot of unattached pixels, there are also many changed areas that cannot yet be detected. For the EM method, we obtain more fragmented pixels that should not be detected. Table 3 details the statistical accuracy of the comparison methods and our proposed method. The weighted significance test algorithm produces the best accuracy, although other methods (including k-means and OTSU) show similar results. In this case, Markov Random Field obtains the lowest false alarm rate but the highest error rate, meaning that it detects fewer changed pixels than other methods. In short, Table 3 illustrates that our method has the best ability to detect change and avoid noise at the same time. The final accuracies at different distributions and a window sizes are presented in Fig. 13 . In Fig. 13 , the highest accuracy is produced by the weighted a Gaussian distribution at window size of seven. When we assume the difference image satisfies Gaussian distribution, the precision curve rises steadily, but for the case of the Laplace distribution, the curve is steep. As for different images, we can obtain different distributions that is suitable for the binary image. In this case, the most suitable distribution is the Gaussian distribution; however, the precision of the Laplace distribution is essentially the same.
IV. DISCUSSION AND CONCLUSION
In this paper, an adaptive change detection technique via significance test is proposed for bi-temporal remote sensing images. This model is based on the Bayesian theory under the maximum a posteriori (MAP) estimate. It is a kind of threshold selection method that operates by discriminating between changed and unchanged pixels in terms of their contextual properties rather than the grey-level values of a single pixel. The effectiveness of the proposed method was proven by experiments on both hyperspectral and multispectral images. The results presented that significance testing produces the most accurate change map when compared with k-means, EM, OTSU and Markov Random Field algorithms.
The effectiveness of the significance test method is influenced by both window size and the distribution of data. When we assume the difference image satisfies the Laplace distribution, the block size is stable at 5 in these three experiments. It is worth noting that although many algorithms operate under the assumption that the data can be modeled by the Gaussian distribution, the method Laplace distribution also seems to be a reasonable approximation under our method in the significance test.
The curve of Laplace distribution is steeper and there is an obvious peak value. For the Gaussian distribution, the precision is stable when the window size reaches 5. This is the case because when the block is 3*3, the size is not large enough to represent the character of the center pixel. From another point of view, the tail of the curve represents the change pixels; as the Laplace distribution has a fatter tail than the Gaussian, the window size has a greater influence on the Laplace distribution.
In a conclusion, this study demonstrates that significance testing is a universal method that is appropriate for different distributions. Considering neighborhood information in the block and giving added weight to every pixel can result in higher precision.
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