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11 
第1章 序論 
Java言語[5]は 1995年に Sun Microsystems社が発表したオブジェクト指向プログラミング言語であ
る。Java 言語は、プラットフォーム独立性やプログラムの安全性に優れているため、広く受け入れ
られ普及した。ごく初期の Java 言語の実行環境は主にインタプリタ上の実行であった。しかし、実
行速度の遅さが問題となり、現在では Just-In-Time(JIT)コンパイラ[34]と呼ばれる動的コンパイラを
使って実行する方法が主流である。Java の最適化には、大域的なコード移動を行わないものと、行
うものが提案されている。たとえば、前者の例としてメソッドインライニング[63][31][4]、仮想メソ
ッド呼び出しの高速化[2][17][32][63][33]、null チェックの最適化[63][4][67][33]、配列境界チェックの
除去[63]、メモリアクセスの最適化[18]、依存関係がない複数の命令の合成[3][16][50][61]、符号拡張
命令の最適化などが挙げられる。後者の例として、Lazy Code Motion[46]に代表されるような部分冗
長性除去法を用いた計算式の最適化が挙げられる。最適化としては、大域的な移動を行った方が当然
効率は上がる。そこで本論文では、従来 Java 向けのコンパイラで大域的なコード移動を行ってこな
かった最適化の中で、null チェック、メモリアクセス命令、符号拡張命令に対して、コード移動を行
う方法を提案する。符号拡張命令は 64 ビットアーキテクチャ上で特に頻繁に必要となる命令である。
さらに、null チェックやメモリアクセスはアーキテクチャによらず Java プログラム中に頻繁に現れ
る。そのため、これらの命令を最適化することは性能向上に大きく貢献する。 
Java 言語は優れた例外処理機構を持っており、これはエラー処理、プログラムの制御、安全性の
向上などに役立つ。しかし、例外を起こしうる命令は制御を変更する命令となるために、プログラム
をコンパイルする際の最適化を抑制する。Java 言語で書かれたプログラムは、一般的に例外を起こ
しうる命令を多く含み、これらの命令はコード移動の際に障害となり、最適化の範囲を非常に狭める。
中でも null ポインタチェックはインスタンス変数、メソッド呼び出し、配列に対するアクセスにつ
いて必要であり、これらの命令は通常の Java のプログラムで非常に多く使われる。null チェックの
実装方法として、ハードウェアや OS の機能を利用し、null チェックを行うためのコードを生成しな
い方法[63][4][67]が一般的である。最近の OS は最初のページ（アドレス 0）に対してメモリアクセ
スを行うと、アクセスしたアプリケーションに対して例外を通知する機構が備わっているため、明示
的な命令を生成せずに、null ポインタをチェックすることができる。しかし、このような実装を用い
ても、null チェックの除去は次の 2 つの点で重要である。1 つめはこのような実装を用いても、null
チェックは最適化を行う際の障害となり、最適化の範囲を非常に狭めるという点である。2 つめはす
べての null チェックについて、ハードウェアのサポートを頼れない場合があるという点である。例
えば、ある OS ではオブジェクトが null の時の、メモリをアクセスする際のオフセットが、ある値よ
りも大きいと例外を起こさない。また、AIX はアドレス 0 に対しての read アクセスは例外を起こさ
ない。従来の null チェックの最適化の流れは、まず前進データフロー解析(forward data-flow analysis)
を使ってオブジェクトが null では無い範囲を求め、null チェックを行わなければならない命令につい
て実際にチェックが必要かどうかを記録していた。そしてコード生成を行う時点で実際に null チェ
ックが必要な命令について、ハードウェア trap で代用できないものは明示的なチェックを行う命令
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を生成していた。Java では、型安全性を保障するための例外チェックは、言語仕様上要求されてい
るものであり、バイトコードの中間コード上では元々表現されていない。従来は null チェックと元
の命令を分離し、別々に移動するということは行っていなかったため、例外を起こす命令がインス
タンス変数や配列などのグローバルなエリアに対するアクセスを最適化する際の障害となり、最適化
の効果を抑制する。本論文では、元の命令と null チェックを中間コード上で分離して、別々に移動
を行う。Java では言語仕様上、例外発生の順番や例外発生した時点でのプログラムの状態を、最適
化によって振舞いを変えてはならないと規定されている。本論文では、移動によって振舞いを変える
ような条件を定義し、nullチェックを大域的に移動する方法を提案する。 
一般的に Java のようなオブジェクト指向言語は、カプセル化（encapsulation）の特長により、デー
タをオブジェクト内に閉じ込められるという利点があるが、その反面オブジェクト内のメモリアクセ
スが多くなるという傾向がある。これらの多くのメモリアクセスはパフォーマンスの低下を引き起こ
す。この問題を解決するために、Fink らによって Java 言語に対してインスタンス変数や配列などの
グローバルなエリアに対するアクセスを、メソッド内のローカルなエリア（例えばローカル変数）に
対するアクセスに置き換える最適化[18]（以下 scalar replacement と呼ぶ）が提案されている。この方
法でも効果があるが、彼らの方法はロード命令やストア命令の移動を行っていないため、これらの
命令をより実行頻度の低い場所に移動することにより、さらに改善することができる。ロード命令や
ストア命令といったメモリアクセス命令に対する大域的なコード移動を困難にしていた大きな原因は、
前述した型安全性を保障するための例外チェックの存在である。彼らの方法は、元の命令と null チ
ェックを分離していなかったため、保守的に移動を行わない最適化を適用していた。 
本論文で述べる scalar replacement によるメモリアクセス命令の最適化は、メモリアクセス命令を
実行頻度がより低い基本ブロックに移動することにより、各メモリアクセス命令の実行回数を減らし、
性能を上げようという試みである。しかし、実行頻度がより低い場所に移動されたとしても最適化の
機会はまだ残されている。例えば、IA-64 などのアーキテクチャが持っているペア・ロード命令[30]
を利用することにより、隣接する 2つのメモリスロットを一度にロードすることが可能となる。命令
合成(instruction combining[54])はある命令列を、同じ結果が得られかつ効果が高い命令に置き換える最
適化である。従来の命令合成は大きく分けると 2つのカテゴリーに分類される。ひとつめのカテゴリ
ーは、依存関係がある（本論文では、true dependenceを指す）複数の命令を合成する方法である。こ
のカテゴリーで行われてきた方法は大域的なコード移動(global code motion)を行うが、一部のパスに
沿って命令を合成するようなことは今まで行われていなかった[54][55]。もうひとつのカテゴリーは、
依存関係がない複数の命令を合成する方法である。このカテゴリーで行われてきた方法は、ループの
誘導変数（induction variable）の性質に特化したものしかなかった[3][16][50][61]。そのため、誘導変
数とは関連しない多くの命令については、「コード移動を行って命令をできるだけ集め、命令合成
をする」ということは行われていなかった。本論文では、コード移動によってロード命令の合成の
機会を増やす方法を提案する。本論文で提案するコード移動のアルゴリズムは、ロード命令だけでは
なく他の多くの命令合成に対して応用可能である。 
コンパイラでプログラムをコンパイルする際に、プログラム中でアーキテクチャのレジスタサイ
ズよりも小さいサイズとして定義されている値は、レジスタサイズに補正し、それから計算するのが
一般的である。例えば、64 ビットアーキテクチャではレジスタイメージは 64 ビットのため、プログ
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ラム中の 32, 16, 8ビットの符号付の値は 64ビットに符号拡張して計算する必要がある。さらに、ま
だ世の中のシステムやアプリケーションの多くは 32 ビットアーキテクチャを前提として設計されて
いる。例えば Javaの言語仕様[20]では、もっとも多く使われる int型を 32ビットと規定している。そ
のようなプログラムは、ほとんどのデータサイズが 32 ビットのため、多くの整数型命令に対して符
号拡張命令が必要となり、プログラムの実行速度を下げる。基本的に、符号拡張命令は「入力が必ず
符号拡張されている場合」、または「符号拡張命令の出力結果を使用する全ての場所で、符号拡張し
ようとするデータサイズ以下で使われている場合」のどちらかの条件が満たされたときに除去できる。
我々が最初に符号拡張命令の除去を実装した時には、前者の性質を符号拡張命令の生成時に判断し、
後者の性質を後進データフロー解析（backward data-flow analysis）で解析し、除去を行った。しかし、
この方法を実装してみたところ、3 つの問題がわかった。一番大きな問題は、ループの誘導変数が配
列のインデックスとして使われている場合、ループ内のその変数に対する符号拡張命令は、多くの場
合除去できない点である。この理由は配列アクセスのアドレス計算そのものはレジスタサイズで計算
されるため、後進データフロー解析では除去できないからである。その結果、符号拡張命令がループ
内に残ってしまう。一般的に配列アクセスはループ内にあることが多く、配列のインデックスに対す
る符号拡張命令を除去することはプログラムの高速化に大きく貢献する。2 つ目の問題は、ループの
外側・内側のどちらか片方しか符号拡張命令を除去できない状況下では、データフロー解析を使った
除去では、選択的に有利なほうを除去することができない点である。前進データフロー解析を使った
除去法では、実行方向に情報を伝えていくために、実行順で先のものが残る傾向にある。後進データ
フロー解析を使った除去法では、実行順で後のものが残る傾向にある。このため、消す順番を考慮し
ないとループの内側の符号拡張命令が残る場合がある。3 つ目の問題は、ループ内では符号拡張が必
要ないのにもかかわらず、ループ外で符号拡張が必要なため、ループ内に符号拡張命令が残る点であ
る。これは、符号拡張命令の移動を行っていないためである。 
以上、null チェックの最適化、メモリアクセスの最適化、命令合成の最適化、符号拡張命令の最適
化の 4つについて従来の手法およびその問題点を簡単に述べた。この 4つの最適化に対する従来の手
法の共通する問題は、大域的な命令の移動を行っていないという点である。本論文で述べる最適化は、
従来の手法では行っていなかった大域的な命令の移動を行う手法であるという点が 1つの特徴である。 
さらに、JIT コンパイラの持つ問題点としてコンパイル時間が全体の実行速度に直接影響する点が
あげられる。このため、JIT コンパイラだけを使って全てのメソッドをコンパイル・実行する方法で
は、強力な最適化をなかなか適用することができなかった。この問題を解決するために、個々の最適
化のコンパイル時間をできるだけ減らすという取り組みは当然行うが、別の方法として 1つのメソッ
ドを実行頻度によって多段階の最適化レベルで実行する方法が提案されている。例えば、IBM の
Java仮想機械や Sunの HotSpotは個々のメソッドについて最初はインタプリタで実行させ、ある程度
頻繁に実行されると判断できるメソッドについて JIT コンパイラでコンパイル・実行を行っている
[27][63][64]。IBMの Java仮想機械は JITコンパイラ内でも複数の最適化レベルを使っている[64]。 
多段階の最適化レベルによる実行性能差が顕著でかつメソッド内にループを含むような場合には、
メソッドの途中であっても早い段階で高いレベルに遷移したほうが全体のパフォーマンスは向上する。
そこで、ループのバックエッジでもカウンタを更新し、ループの途中でインタプリタから JIT コンパ
イラに実行を遷移する手法が行われている[27][63]。これを本論文では「メソッドの途中遷移」と呼
14 第 1章 序論 
ぶ。しかし途中遷移を仮定して最適化すると、遷移前および遷移後のコードに対して最適化が抑制さ
れるという問題が新たに発生する。この理由は、異なるコード間を遷移する場合には、一般的に遷移
先や遷移元のコードがどのようになっているかわからないためである。遷移先のコードを最適化する
際には、遷移元の変数の定義状況がわからないため、遷移の合流点ですべての変数が定義されている
と仮定する必要がある。この合流点における仮定的な変数定義によって、大域的なコード移動や複写
伝播などの最適化が抑制されてしまう。本論文では、実行されるプログラムが遷移前と遷移後で変わ
らないという性質を利用して、遷移先の実行環境で最適化が抑制されてしまう問題を解決する方法を
提案する。 
1.1 研究目的 
本論文の研究目的は、Java 言語の特徴に起因する null チェック、メモリアクセス命令、符号拡張
命令に対して JITコンパイラ向けの効果的な最適化手法を示すことである。本論文の成果は、IBMの
IBM Developers Kit, Java Technology Editionで実際に使用され、大きな性能向上を遂げてきた要因とな
っている。本論文で述べる最適化は、次のような特徴を持つ。 
! 大域的なコード移動を行う最適化。大域的なコード移動を行う主目的は、実行頻度が高い領
域内に存在する命令を実行頻度がより低い領域内に移動することによって、命令の実行回数
を減らし、性能を向上させようというものである。本論文で行う大域的なコード移動は部分
冗長性除去法(partial redundancy elimination, PRE)[53][46][48]を元に、最適化対象の命令に合わ
せて拡張を行ったアルゴリズムである。 
! 実行履歴情報の利用。JIT コンパイラの長所として、実行中に条件分岐の分岐確立の統計を取
得し、その情報を最適化の際に有効利用できるという点が挙げられる。本論文では、第 3 章
と第 5章で述べる 2つの最適化が実行履歴情報を利用している。 
! 短いコンパイル時間。JIT コンパイラに要求される条件として、短いコンパイル時間で最適化
処理を終わらせなければならないという点が挙げられる。これは、コンパイル時間も全体の
実行時間に含まれてしまうためである。 
表 1.1は本論文で述べる最適化におけるコード移動の特徴をまとめたものである。表内には特に記
述していないが、コード移動の基本方針は、実行頻度ができるだけ低い場所に移動するというもので
ある。この表内で、移動方向が上・下とは、実行とは逆方向・順方向への移動をそれぞれ意味する。
Nullチェックについては、新たな一時変数を必要とせず最適化できるため、レジスタプレッシャを増
やすことはない。さらに例外チェックはメモリアクセス等の最適化を抑制するため、できるだけ遠く
に移動し、広い範囲で他の最適化を適用できるようにするという戦略をとっている。例外チェック以
外の命令については、移動先で値を保存するのに新たな一時変数を必要とするため、この一時変数に
よるレジスタプレッシャの増加をできるだけ減らしたい。そのため、実行頻度が低い領域内で元の命
令から一番近い場所に移動させるという戦略をとっている。これによって、一時変数の生存区間をで
きるだけ短くしている。 
本論文では、前述したように多くの最適化で部分冗長性除去法を基礎としている。1.1.1節では、
部分冗長性除去法の概略を説明する。本論文では、提案する最適化手法を実装するコンパイラとして、
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IBM Developers Kit, Java Technology Editionに含まれる IBM Java JIT Compilerを用いた。1.1.2節では、
IBMの Java 仮想機械および JIT Compilerの構成について述べる。 
表 1.1: 本論文で述べる最適化におけるコード移動の特徴 
最適化対象の命令 移動方向 特徴 
Nullチェック(1段階目) 上 できるだけ遠くに移動。 
Nullチェック(2段階目) 下 できるだけ遠くに移動。OSのページ保護機構を利用。 
Load命令 上 実行頻度情報を使い投機的にフローの分岐点を越えて移動。
レジスタプレッシャをできるだけ下げるように移動。 
Store命令 下 
Load命令の最適化結果と実行頻度情報を使い投機的にフロー
の合流点を越えて移動。レジスタプレッシャをできるだけ下
げるように移動。 
命令の合成 上 合成対象の命令がまとまるように移動。レジスタプレッシャ
をできるだけ下げるように移動。 
符号拡張命令 上 実行頻度情報を使い投機的にフローの分岐点を越えて移動。
レジスタプレッシャをできるだけ下げるように移動。 
1.1.1 部分冗長性除去法 
a = ...
= a + b
= a + b
a) PREアルゴリズムによって最適化が行える例
a = ...
T = a + b
= T
T = a + b
移動
a = ...
= a + b
b) 投機的なPREアルゴリズムだけが最適化できる例
= a + b
990
980
10
20
a = ...
T = a + bT = a + b
= T
990
980
10
20
(1)
(2) (3)
(4)
(5) (6)
(1)
(2) (3)
(4)
(5) (6)
(1)
(2) (3)
(4)
(1)
(2) (3)
(4)
下線の数字は実行頻度を示す  
図 1.1: 部分冗長性除去法による最適化 
部分冗長性除去法（partial redundancy elimination, PRE）は実行方向とは逆向きに計算式を移動させ
ることによって、共通部分式の除去（common sub-expression elimination, CSE）とループ不変式のルー
プ外への移動（loop-invariant code motion）を行う最適化である。さらに、一部のパス上で冗長性があ
る（部分冗長性と呼ぶ）ような式についても、最適化を行うことができる。図 1.1(a)は部分冗長性な
式を含む例である。ブロック(4)内のa + bという式は右側のパスでは冗長だが、左側のパスでは冗長
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ではない。これを PRE アルゴリズムを使って最適化すると、図 1.1(a)の右に示すようにどちらのパ
スでも 1回だけ実行されるように変形される。 
PREのアルゴリズムは、投機的ではないアルゴリズムと投機的なアルゴリズムの、2つのカテゴリ
に分けることができる。本論文では「投機的」という用語を、式を「条件によって実行されるパス」
から「無条件に実行されるパス」へ移動させるときに使う[22]。本論文では、投機的ではないアルゴ
リズムとして主に Lazy Code Motion[46][48]を基礎にしている。このアルゴリズムは、実行方向とは
逆向きに式を移動させた上で、レジスタ・プレッシャーの増加を抑えるために、実行回数を増やさな
い範囲内で実行方向に再移動させ、最終的な挿入場所を決定する。投機的ではないアルゴリズムの問
題点として、保守的なコード移動であるという点が挙げられる。これらのアルゴリズムは、式 eをブ
ロック p に移動させる条件として、p から生じる全てのパス上で e を評価するような場合に限定され
ている[26]。例えば図 1.1(b)を例に取ると、a+bという式は(4)から(5)のパスに存在しないため、投
機的ではないアルゴリズムでは(6)のa+bを(4)より上に移動させることができない。しかし、ブロッ
ク(3)と(6)の実行頻度がブロック(2)と(5)に比べて高いとわかれば、a+bを図 1.1(b)の右に示すように
最適化すると全体の性能が向上する。 
投機的な PRE アルゴリズムはこの問題を解決する。これらのアルゴリズムはまずある式を冗長に
するための cost と benefit を実行頻度を元に計算する。次に、benefit が cost よりも上回っている場合
に限り、変形を行う。cost は新たに式を挿入する場所の実行頻度の合計となる。benefit は冗長な式が
ある場所の実行頻度の合計となる。図 1.1(b)の例では、costはブロック(2)の実行頻度、benefit はブロ
ック(6)の実行頻度となる。benefit（ブロック(6)の頻度: 980）のほうが cost（ブロック(2) の頻度: 
10）よりも上回っているため、この例は図 1.1(b)の右に示すように最適化される。 
投機的な PRE アルゴリズムとしては、Path profile を使うもの[22]、Edge profile を使うもの[26]、
Node profileを使うもの[52]の 3つが知られている。これらは全て、各種 profileの情報を用い、costと
benefit の解析を行い、最終的な挿入場所を決定する。Path profile を使ったアルゴリズムは Edge pro-
file を使うものよりも効果があるが、コンパイル時間が非常に大きい。そのため、このアルゴリズム
は JITコンパイラで使うには実用的ではない。Edge profileを使ったアルゴリズムは Node profileを使
うものよりも効果があり、コンパイル時間もほぼ同等である。そのため、本論文では投機的なアルゴ
リズムとして Edge profile を使ったアルゴリズム[26]を用いている。投機的なアルゴリズムは、投機
的ではないものと比べて、効果は大きいが個々の式について Cost と Benefit を求めなければならない。
これらの計算は、bit vector を使って解くことができないため、複数の式を最適化する場合、コンパ
イル時間がかかるという欠点がある。 
1.1.2 Java 仮想機械と JIT コンパイラの全体構成 
IBM の Java 仮想機械および JIT Compiler の全体構成を図  1.2に示す。Java 仮想機械は、
MMI(Mixed Mode Interpreter)と呼ばれるインタプリタを持つ。MMIは、実行されたプログラム内のル
ープを検出する機能や分岐命令の実行履歴を記録する機能を持つ。分岐命令の実行履歴情報は JIT コ
ンパイラに渡され、最適化を行う際のヒントとして用いられる。例えば、分岐確立を元に各ベーシッ
クブロックの実行頻度を求めることができる[65]。この実行頻度を利用した最適化は第 3 章と第 5 章
で述べる。このような、実行履歴情報を使った最適化は JITコンパイラならではのものといえる。 
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太字は本論文と直接関係がある処理を意味する
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実行の遷移
 
図 1.2: Java仮想機械・Java JITコンパイラの構成 
MMI はバイトコードを読み込みながら実行を続け、メソッドの呼び出し回数とループの実行回数
を元に実行頻度が高いメソッドを見つける[64]。そして、この実行頻度が高いメソッドを JIT コンパ
イラでコンパイルし、ネイティブコードを生成する。JIT コンパイラの持つ問題点としてコンパイル
時間が全体の実行速度に直接影響する点があげられる。このため、JIT コンパイラだけを使って全て
のメソッドをコンパイル・実行する方法では、強力な最適化をなかなか適用することができなかった。
このように頻度が高いメソッドだけを厳選して JIT コンパイラ上で処理を行うことにより、コンパイ
ル時間が必要となる多くの強力な最適化を実装することができるようになった。 
さらに、JIT コンパイラに制御を移す際に、ループの実行回数を元に実行頻度が高いと判定された
場合には、メソッドの途中で実行を JIT コンパイラに遷移する。これを本論文では、メソッドの途中
遷移と呼ぶ。メソッドの途中遷移によって、ループを含むメソッドはメソッドの実行終了を待たずに、
もっと早い段階で実行性能が高い JIT コンパイラ上でコンパイル・実行することができる。しかし、
遷移先メソッドをコンパイルする際には、合流点に飛びこむ制御フローのエッジを考慮する必要があ
り、このエッジが合流点をまたいだ最適化を妨げることがある。 
第 6 章では、この途中遷移による最適化の抑制およびその解決法[42]について述べる。最初に合流
点以前の 2つの異なるレベルのコード領域が意味上は同じであることを利用して、最適化の抑制を解
消する方法[42]を提案する。続いて、この手法と補償コードを生成する手法を組み合わせることによ
り、複写伝播(copy propagation)の抑制を解消する方法[42]を提案する。 
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JIT コンパイラは、Java バイトコードを入力として、内部表現に変換し最適化を行い、ネイティブ
コードを生成する。IBM Java JIT Compilerは、IA-32、IA-64、PowerPC、System 390と 4つの CPUア
ーキテクチャに対応した最適化されたネイティブコードを生成することができる。 
コンパイラの内部表現は、拡張バイトコード、４つ組、非循環有効グラフ（Directed Acyclic Graph、
DAG）の３種類を持つ。拡張バイトコード上で行われる最適化としてはメソッドインライニングな
どがある。DAG 上で行われる最適化としては、ループの最適化が主なものである。４つ組は、命令
コード、命令の 2入力オペランド、命令の出力オペランドをフィールドとして持つ構造体である。本
論文で述べる最適化は４つ組上で行われるものである。次の1.1.3節では、４つ組上で行われる最適化
の中で、本論文で述べる最適化がどのような役割を担っているかについて述べる。 
1.1.3 ４つ組上の最適化 
START
複写伝播および不要コード除去
制御フロー上の合流点を除去
脱出解析(Escape Analysis)
Nullチェックの最適化
(アーキテクチャ独立)
配列境界チェックの最適化
Scalar Replacement
(演算式の最適化もこの
フェーズで同時に行う)
複写伝播および不要コード除去
UD/DU-chainの作成
符号拡張命令の除去
END
1
1
2
2
太枠は本論文で詳細に述べる最適化を意味する
Nullチェックの最適化
(アーキテクチャ依存)
クラスフロー解析
(1)
(2)
(3)
(5)
(6)
クラスの初期化チェックを除去
大域コード移動による
命令合成 (4)
 
図 1.3: 4つ組上の最適化 
４つ組上で行われる最適化の流れを図 1.3に示す。まず最初に、複写伝播(copy propagation)と不要
コード除去(dead code elimination)を行い、余分な複写命令を除去する。次に、データフロー解析を用
いた最適化を効率的に適用するために、制御フロー上の合流点を取り除く最適化[45]を行う。 
次に、前進データフロー解析を使って、冗長な「クラスの初期化チェック」を除去する。クラス
の初期化チェックは、対象のクラスが初期化されていないと判断された場合には、初期化するための
メソッドを呼び出す。そのため、クラスの初期化チェックは基本的にメソッド呼び出しとして扱う必
要があり、そしてメソッド呼び出しは多くの最適化を抑制する。そのため、早めにクラス初期化チェ
ックを除去することは重要である。 
次に、スレッド外や大域変数へアクセスすることなく、スレッド内に閉じて使用されるオブジェ
クトを検出する脱出解析[14]を行う。この解析で、スレッド内に閉じて使用されると検出されたオブ
ジェクトについては、スタック上にオブジェクトを割り付けることが可能となり、さらにはオブジェ
クト内の各要素をローカル変数へ割り付ける（scalar replacement of aggregates[54]と呼ばれる）ことも
 19 
 
可能となるほか、スレッド間の同期除去などを行うことができるようになる。実際のプログラムでは、
スレッド内に閉じて使用されると検出されるようなオブジェクトはそれほど多くはないが、検出され
れば最適化の効果は大きい。 
クラスフロー解析では、前進データフロー解析を使ってメソッド内の変数に流れてくるクラス情
報を求める。この結果を使って、仮想メソッド呼び出しを変形する際に生じるバックアップパスの削
除、冗長な型検査の除去などの最適化を行う。メソッド呼び出しや例外を起こしうる型検査は、null
チェックやメモリアクセス命令を移動する際の障害となるため、これらの命令の最適化（図 
1.3(1)(2)）の前段階でクラスフロー解析を行う。 
nullチェックの最適化は 2段階に別れる[36][37]。1段階目はアーキテクチャと独立した最適化（図 
1.3(1)）、2 段階目はアーキテクチャ依存の最適化（図 1.3(5)）である。従来の null チェックの最適
化の流れは、まず前進データフロー解析(forward data-flow analysis)を使ってオブジェクトが null では
無い範囲を求め、null チェックを行わなければならない命令について実際にチェックが必要かどうか
を記録していた。しかし、従来の方法では null チェックの移動を行っていないため、例外を起こす
命令がメモリアクセス命令の最適化を行う際の障害となり、最適化の範囲を非常に狭めるため、最適
化の効果を抑制する。 
本論文で述べるアーキテクチャと独立した最適化(1)では、PRE を用いて null チェックを実行とは
逆向きに移動することによる副作用が観測できない範囲内で、null チェックを大域的に移動させる。
また、この最適化によって後続する配列境界チェックの最適化や scalar replacement(2)の最適化の機会
を増やす。ここで scalar replacement[13]とは、インスタンス変数や配列などのグローバルなエリアに
対するアクセスを、メソッド内のローカルなエリア（例えばローカル変数）に対するアクセスに置き
換える最適化を意味する。また、配列境界チェックの最適化や scalar replacementの最適化も nullチェ
ックの最適化(1)の機会を増やす。そのため、繰り返し(3)を行うことによって最適化の効果をさらに
高めることができる。これにより最適化するプログラムによっては非常に効果的に作用する。 
nullチェックの最適化の 2 段階目は、アーキテクチャ依存の最適化(5)である。この最適化は、1 段
階目の最適化で残った null チェックの実行コストを最小限にするために逆向きに PRE を使い、null
チェックを実行方向に大域的に移動させ、ハードウェア例外を利用した暗黙的な null チェックに置
き換える。第 2章では nullチェックの最適化（図 1.3(1)(5)）を述べる。 
第 3 章ではオブジェクト指向言語の特徴であるカプセル化によって生成される多くのメモリアク
セス命令を減らす最適化である scalar replacement（図 1.3(2)）について述べる。本論文では、PRE の
手法を使い、Java 言語の特徴である型安全性を存分に利用して、投機的にコントロールフローの制
御を越えてメモリアクセス命令の移動を行うアルゴリズム[40]を提案する。null チェックなどの型安
全性を保障するための例外検査は実行時にコストがかかるため、C などの型安全性を保障しない言語
と比べて速度を落とす要因となっていた。本手法はこれらの例外検査を積極的に利用することにより、
すべてのアーキテクチャ上で適用可能な、メモリアクセス命令を投機的にコントロールフローの制御
を越えて大域的に移動させる方法を提案する。 
scalar replacement によるメモリアクセス命令の最適化（図 1.3(2)）は、メモリアクセス命令を実行
頻度がより低い基本ブロックに移動することにより、各メモリアクセス命令の実行回数を減らし、性
能を上げようという試みである。繰り返し(3)を終えた後では、個々の命令については実行頻度が低
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い場所に移動されている。たとえ、実行頻度がより低い場所に移動されていても最適化の機会はまだ
残されている。それは複数の命令に対して、命令合成を行うことによる実行コストの軽減（図 
1.3(4)）である。例えば、IA-64 などのアーキテクチャが持っているペア・ロード命令[30]を利用する
ことにより、隣接する 2つのメモリスロットを一度にロードすることが可能となる。この命令を利用
することにより、メモリアクセスの回数を減らすことが可能となる。オブジェクト指向言語は、デー
タのカプセル化により、隣接したスロットへのインスタンス変数アクセスが同じメソッド内に多く現
れる。そのため、この最適化はオブジェクト指向言語に適しているともいえる。 
第 4 章では、PRE の手法を使いコード移動と命令合成（instruction combining[54]）を行うアルゴリ
ズム[41]を提案する。これによって、複数の命令に対して、命令合成を行うことによる実行コストの
軽減（図 1.3(4)）を行うことができる。このアルゴリズムの特徴は、命令合成ができるだけ行われる
ように、命令を移動するという点である。また、本論文では特にメモリロードを中心に説明を行うが、
このアルゴリズムの適用範囲はメモリアクセス命令だけにとどまらず、多くの命令の合成に対しても
有効であることを示す。 
４つ組上で行われる最適化の最後では、Use-Definition chain（以下 UD-chain と呼ぶ）と Definition-
Use chain（以下 DU-chain と呼ぶ）を作成し、これらの情報を使った最適化を行う。本論文では、
UD/DU-chain を使った最適化のうち、符号拡張命令の除去（図 1.3(6)）について第 5 章で述べる。
Java 言語は、もっとも多く使われる int 型を 32 ビットと規定している[20]。このようなプログラムを
64 ビットアーキテクチャ上で実行させるには、多くの整数型命令に対して 32 ビットから 64 ビット
への符号拡張を行う命令が必要となり、プログラムの実行速度を下げる。本論文では、効果的に符号
拡張命令の除去と移動を行うアルゴリズム[38][39]を提案する。本論文では、特に Java 言語に対する
実装手法について述べているが、他の言語でも実装可能である。本手法の最大の特徴は、配列に関す
る言語仕様を符号拡張命令の除去に利用している点である。これによって、劇的に符号拡張命令を除
去することが可能となった。また本手法は、図 1.3 (2)の演算式の最適化処理で符号拡張命令をより
実行頻度の少ない場所に移動させ、さらにより多く実行される場所から順に、変数の依存関係を利用
して除去を行う。 
1.2 本論文の構成 
本論文の以下の構成は次のようになっている。第 2 章では、冗長な null チェックの削減法につい
て述べる。第 3章では、冗長なメモリアクセスの削減法について述べる。第 4章では、大域的なコー
ド移動を使った命令合成法について述べる。第 5章では、冗長な符号拡張命令の削減法について述べ
る。第 6章では、実行環境が異なる 2つのコード間の遷移を行う際に生じる最適化の抑制の解消法に
ついて述べる。最後に、第 7章で、本論文の研究成果をまとめる。 
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第2章 冗長な Null チェックの削減 
2.1 関連研究 
いくつかの JIT コンパイラ、例えば Jalapeño Dynamic Optimizing Compiler[4]、LaTTe JIT com-
piler[67]、IBM の JIT コンパイラ[63][31]は、ハードウェアと OS の機能を利用した null チェックの実
装を行っている。Jalapeño のオブジェクトレイアウトは、彼らのターゲットアーキテクチャ(AIX、
PowerPC)が最初のページに対しては、メモリ書き込みしかハードウェアで検出できないため、メモ
リの読み書き両方で検出できるように以下の工夫を施している。Jalapeño はオブジェクトの内容にア
クセスする際に、オブジェクトのポインタアドレスから負のオフセットを使ってアクセスする。彼ら
は AIX 上では最後のページに対するメモリ読み書き両方が、ハードウェアで検出できることを利用
している。LaTTe(彼らのターゲットアーキテクチャは SPARC) は null ポインタのときのすべてのオ
ブジェクトアクセスは、ハードウェアで検出できることを利用している。Jalapeñoと LaTTeは共にす
べての null チェックがハードウェア trap で代用できることを仮定している。しかし、devirtualization
によるメソッドインライニングなどのコードの変形を行うことにより、このような仮定ができない場
合がある。このような場合は、null チェックを行うためのコードを明示的に生成しなければならない。
そのために、実行速度が遅くなることが問題となる。本手法で行っている null チェックの実装方式
については2.2.2.1節で詳しく述べる。 
以前の JITコンパイラ、例えば Jalapeño[66]や以前の IBMの JITコンパイラ[63][31]は、前進データ
フロー解析を使って null ポインタチェックを除去していた。このアルゴリズムは、データフローに
沿って既にチェックを行った null チェックを除去する。しかし、この手法は次の 2 つの問題点があ
った。 
! このアルゴリズムではループ不変の null チェックを移動できない。例えば、最初のオブジェ
クトアクセスがループ内にある場合には、その null チェックはループ内に残ることになる。
このような nullチェックは他の最適化の障害となり、最適化の範囲を非常に狭くする。 
! このアルゴリズムはハードウェアサポートの利用を考慮に入れていない。 
2.2 本手法の概略 
本手法では2.1節で述べた問題点を解決するために、nullチェックの最適化を 2段階で行う。1段階
目はアーキテクチャと独立した最適化である。本来、Java の null チェックによる例外は、null チェッ
クを行わなければならない命令で発生する。本手法では null チェックの移動を行えるように、中間
コード上で null チェックを行わなければならない命令と null チェックを分割している。この最適化
は、partial redundancy elimination (PRE) [53][46][48]を用いて、nullチェックを実行とは逆向きに移動す
ることによる副作用が観測できない範囲内で、null チェックを移動させる。副作用が生じる例として
は、null チェックの対象変数への書き込み、他の種類の例外、メモリへの書き込みなどの命令を越え
て null チェックを移動した場合が挙げられる。このような null チェックの最適化によって、他の最
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適化がより広い範囲に対して適用できるようになる。また、scalar replacement の最適化を行うと、
null チェックの移動を阻害する null チェックの対象変数への書き込みがプログラム内から除去される
ため、null チェックの最適化の機会が増える。そこで、null チェックの最適化と他の最適化を繰り返
して実行させることにより、お互いの最適化効果を最大限に高めることができる。 
null チェックの最適化の 2 段階目はアーキテクチャに依存した最適化である。この最適化は、1 段
階目の最適化で残った null チェックの実行コストを最小限にするために逆向きに PRE を使い、null
チェックを実行方向に移動させ、nullチェックをハードウェアの trapで代用する。 
本手法の特徴は次の 3点である。 
! PREを利用した、より強力な nullチェックの最適化を行う。 
! nullチェックの最適化と他の最適化を繰り返して実行させることにより、お互いの最適化効果
を最大限に高める。 
! ハードウェアのサポートを存分に利用し、nullチェックの実行コストを最小限にする。 
2.2.1節では2.1節で述べた最初の問題を解決する「アーキテクチャと独立した最適化」の概略につ
いて述べる。2.2.2節では2.1節の 2 つめで述べた問題を解決する「アーキテクチャに依存する最適
化」の概略について述べる。 
2.2.1 アーキテクチャと独立した最適化 
本手法では、冗長な null チェックの除去や null チェックをループの外に移動させるために、PRE 
[53][46][48]を利用している。 
図 2.1は部分的冗長性を持つ null チェックを最適化した場合の例を示している。図 2.1(1)内の 2 つ
の null チェックは従来の前進データフロー解析では、右側のパスが null チェックを含んでいないた
め、最適化できなかった。この最適化は、まず null チェックを実行とは逆方向に移動できる領域を
求める。この時移動の障害となる命令としては、null チェックの対象変数への書き込み、他の種類の
例外、メモリへの書き込みがある。次に nullチェックの挿入点を求める。あるベーシックブロック B
の終わりの点が、ある null チェック C の移動可能な領域内にあり、B の直前のベーシックブロック
の終わりの点が領域外の時は、ベーシックブロック B の終わりの点を null チェック C の挿入点とす
る。例えば、図 2.1(1)に適用すると図 2.1(2)の領域、および挿入点が求まる。次に、挿入点に null チ
ェックを挿入した場合を仮定し、オブジェクトが null では無いと判断できる領域を求める。そして、
その領域内にある null チェックおよび挿入点の除去を行う。図 2.1(2)に適用すると図 2.1(3)の領域が
求まり、左側のパス内にある挿入点、およびパスの合流点にある null チェックが除去される。最後
に残った挿入点に null チェックを挿入する。そして、図 2.1(4)の最適化結果が求まる。図 2.1(1)と図 
2.1(4)を比べると、図 2.1(4)のほうが左側のパスについて null チェックの実行回数が 1 回減っている
ことが分かる。 
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図 2.1: 部分的な冗長性を持つ nullチェックの最適化 
図 2.2: アーキテクチャ独立な nullチェックの最適化と Scalar replacementの協調 
図 2.2は図 1.3(3)の繰り返しによって、アーキテクチャと独立した null チェックの最適化と scalar 
replacement がお互いに助け合う例である。図 2.2(2)内の最初の nullcheck a はループの外側に null チ
ェックを含んでいないため、前進データフロー解析のような以前の手法では除去できない。一方、本
手法では図 2.2(3)のように nullcheck aをループの外へ移動させる。nullチェックはそれに関連したメ
モリアクセス命令の移動にとって障害となるため、図 2.2(4)の結果は null チェックの最適化結果(3)
 
1) 元のプログラム 
 
 
do { 
  i += a.b.c + a.b.d; 
} while(some cond); 
2) 中間表現 
 
 
do { 
    nullcheck a 
    T1 = a.b 
    nullcheck T1 
    T2 = T1.c 
 
    nullcheck a 
    T3 = a.b 
    nullcheck T3 
    T4 = T3.d 
 
    i += T2 + T4 
}while(some cond) 
3) Nullチェック 
  最適化後 
 
nullcheck a 
do { 
    T1 = a.b 
    nullcheck T1 
    T2 = T1.c 
 
 
    T3 = a.b 
    nullcheck T3 
    T4 = T3.d 
 
    i += T2 + T4 
} while(some cond) 
4) Scalar 
  Replacement後 
 
nullcheck a 
Tb = a.b 
do { 
    nullcheck Tb 
    T2 = Tb.c 
 
 
 
    nullcheck Tb 
    T4 = Tb.d 
 
    i += T2 + T4 
} while(some cond) 
5) Nullチェック 
  最適化後 
 
nullcheck a 
Tb = a.b 
nullcheck Tb 
do { 
    T2 = Tb.c 
 
 
 
 
    T4 = Tb.d 
 
    i += T2 + T4 
} while(some cond) 
6) Scalar 
  Replacement後 
 
nullcheck a 
Tb = a.b 
nullcheck Tb 
Tc = Tb.c 
Td = Tb.d 
do { 
 
 
 
 
 
    i += Tc + Td 
} while(some cond) 
(仮定：a及び iはローカル変数) 
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を基にしなければ得られない。また、null チェックの対象となる変数への書き込みは、その null チェ
ックのコード移動にとって障害となる。そのため、図 2.2(3)に対して nullチェックの最適化を行って
も、T1 や T3 に対する null チェックを移動する際に、直前のそれぞれの変数への書き込みが移動の
障害となるため、ループ内の null チェックは最適化されない。よって、図 2.2(5)の結果は、図 2.2(4)
の scalar replacementの最適化結果を基にしなければ得られない。このように、図 1.3(3)の繰り返しに
よる最適化はループ不変の命令移動に対して特に効果が大きい。 
2.2.2 アーキテクチャ依存の最適化 
この節では、アーキテクチャに依存する null チェックの最適化について述べる。2.2.2.1節では、
nullチェックの実装方式について説明する。2.2.2.2節では、最適化の概要について述べる。 
2.2.2.1 暗黙的な null チェックと明示的な null チェック 
本節では null チェックの実装方式について説明する。本手法では次の 2 つの実装方式を使ってい
る。 
! Implicit Nullcheck: ハードウェア trapに頼ることにより、コード生成が不要な nullチェック命
令。 
! Explicit Nullcheck: コード生成が必要な nullチェック。Implicit Nullcheckで実装できないとき
には、この Explicit Nullcheckを生成する。 
nullチェックを実装する際には、極力 Implicit Nullcheckを使う。しかし、Javaの言語仕様を維持す
るために、Explicit Nullcheck を生成しなければならない場合がある。例えば、null チェックを必要と
する命令がハードウェア trapを起こさないとき、その nullチェックは Explicit Nullcheckでなくてはな
らない。 
Hardware Trap
Area only
for Write
2) OSがメモリ書き込みの時だけtrapを起こす
  (プログラム)
explicit_nullcheck a;
i = a.field1;
implicit_nullcheck b;
b.field2 = i;
Hardware Trap
Area for
Read and Write
NULL
1) オブジェクトがNullの時のメモリアクセスが
  trapエリアの中に無い
  (プログラム)
implicit_nullcheck a;
i = a.SmallOffset;
explicit_nullcheck b;
b.BigOffset = i;
SmallOffset
BigOffset
NULL
 
図 2.3: Explicit Nullcheckが必要な例 
図 2.3は Explicit Nullcheckを生成しなければならない例である。図 2.3(1)の b.BigOffsetのように、
オブジェクトが null の時のメモリアクセスがハードウェア trap を起こす範囲内に無い場合には、そ
の null チェックは Explicit Nullcheck として生成しなければならない。幸運にも Java 言語ではこのよ
うなケースはまれである。Java 言語では、すべての配列アクセスは配列境界チェックのために、配
列の長さが先に必要となる。オブジェクトレイアウトによるが、配列の長さはオブジェクトからのオ
フセット 0の所に入っている。そのため、配列アクセスは問題にはならない。インスタンス変数のア
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クセスについても、多くの場合は trap の範囲内にインスタンス変数に対するメモリアクセスは収ま
る。オブジェクトのポインタからのインスタンス変数のオフセットが最大となるケースを考えた場合、
オフセットは約 512KB（Java Virtual Machine Specification[51]によると 65534 * 8 = 524272）となるの
で、システムによっては trap の範囲内にオブジェクトからのオフセットが収まらない場合がある。
また、一般のオブジェクトのポインタは通常 0番地付近に取られることはないが、その可能性がある
場合は、アロケートされうる範囲をハードウェア trap を起こさない範囲として扱う。IBM の Intel 
IA32上の JITコンパイラは nullチェックについて、Explicit Nullcheckと Implicit Nullcheckの両方の実
装を行っている。 
図 2.3(2)は OS がメモリ書き込みだけについて、trap を起こす場合である。この場合には、メモリ
読み込みについては Explicit Nullcheckを生成しなければならない。しかし、このような OSに対して
はコンパイラがメモリ読み込みに対して speculation を適用できるという利点がある。もし、null ポイ
ンタの時のメモリ読み込みがハードウェア trap を起こさないことが保証されているならば、そのメ
モリ読み込みは投機的にそれに関する null チェックを越えて移動することができる。これは、メモ
リ読み込みを null チェックを越えて移動させても、外部から越えたことによる影響が観測できない
ためである。speculation を行うことにより、メモリ読み込みを null チェックを越えて、ループ不変の
命令としてループの外に出すこともできる。 
図 2.4: speculationの例 
図 2.4はそのような例である。図 2.4(2)内の「boundcheck index, len」は配列の境界チェックを行う
中間コードで、0 [ index < len の条件を満たさないときに例外を起こす命令を意味する。また、
arraylength b は配列 b の長さを返す命令を意味する。例外が起きる命令をメモリへの書き込み命令を
越えて移動することによって、例外が起きた場合に副作用が起きる可能性がある。そのため、例外を
起こす命令の移動の際に、メモリへの書き込み命令を越えることはできない。よって、図 2.4(2)内の
nullcheck b は、メモリ書き込み a.I = T2 を越えて移動できない。次に scalar replacement による
arraylength bの移動について考えると、bが nullの時に arraylength bが trapを起こすならば、nullcheck 
 
 
 
 
 
 
 
 
 
 
(仮定: a, b, totalはローカル変数) 
3) 最適化結果 
 
explicit_nullcheck a 
Ti = a.I 
Tbl = arraylength b 
do { 
   T1 = Ti 
   Ti = Ti + 1 
   a.I = Ti 
 
   explicit_nullcheck b 
 
   boundcheck T1, Tbl 
   T4 = b[T1] 
   total += T4 
} while(some cond) 
2) 中間表現
 
 
do { 
   nullcheck a 
   T1 = a.I 
   T2 = T1 + 1 
   nullcheck a 
   a.I = T2 // nullチェックを 
//移動する際の障害
   nullcheck b 
   T3 = arraylength b 
   boundcheck T1, T3 
   T4 = b[T1] 
   total += T4 
} while(some cond) 
1) 元のプログラム 
 
 
do { 
   total += b[a.I++]; 
} while(some cond); 
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b を越えて移動することはできない。しかし、OS がメモリ読み込みに対して trap を起こさなければ、
arraylength b は nullcheck b を越えて移動させることができる。この例では図 2.4(3)に示すように
arraylength bをループの外に移動することができる。IBMの AIX上の JITコンパイラは Explicit Null-
check の実装に conditional trap 命令（指定した条件を満たすと trap を起こす）を使っている[33]。ま
た、scalar replacement の際にメモリ読み込みに対して speculation を適用し、null チェックを越えて移
動可能として扱っている。conditional trap命令は trapを起こさないときは 1 サイクルで実行可能であ
り、実行コストが小さいため、speculationを適用したほうが効果が大きい場合も多い。 
図 2.5: メソッドインライニングにともなう Explicit Nullcheck 
もう一つ別な例を挙げると、devirtualization によるメソッドインライニングを適用して、バーチャ
ルメソッドをインラインするときには、図 2.5(2)に示すように Explicit Nullcheckを生成する必要があ
る。仮に、図 2.5(2)内の explicit_nullcheck を implicit_nullcheck で置き換えるとすると、obj が null ポ
インタかつ a が負の値だった場合には、obj の内容がアクセスされないため、例外が発生せずに実行
が継続してしまう。これは Java の言語仕様に違反する。メソッドインライニングに伴う Explicit 
Nullcheck は普通の Java プログラム内に頻繁に現れるため、Explicit Nullcheck に対する最適化は効果
が大きい。obj が null の時に、obj.field のアクセスがハードウェア trap を起こす場合は、本手法を適
用すると図 2.5(3)に示すように、nullチェックの実行コストを最小限にすることができる。 
2.2.2.2 アーキテクチャ依存の最適化の概要 
図 2.6を使ってこの最適化の説明を行う。図 2.6(1)内の null チェックは、Implicit Nullcheck として
実装すると、右側のパスではオブジェクト aにアクセスされないために、このままでは Explicit Null-
check として実装を行わなければならない。本手法ではハードウェア trap を利用し、null チェックの
実行コストを最小限にするために、逆向きに PRE を利用している。この最適化は最初に、メソッド
内の null チェックに対して実行方向に移動できる領域を求める。この時移動の障害となる命令とし
ては、null チェックの対象変数の書き込み、他の種類の例外、メモリへの書き込み、そしてオブジェ
クトが null の時に null チェックの代用となるハードウェア trap を起こすメモリアクセスがある。次
に null チェックの挿入点を求める。あるベーシックブロック B の最初の点が移動可能な領域内にあ
り、 B の直後のベーシックブロックの最初の点が領域外の時は、ベーシックブロック B 内の領域の
境界点を挿入点とする。例では図 2.6(1)の領域、および挿入点が求まる。次に、null チェックの挿入
 1) インライン前 
 
result = obj.func(a); 
 
int func(int s1) { 
  if (s1 < 0){ 
    return s1; 
  } else { 
    return this.field; 
  } 
} 
2) インライン後 
 
explicit_nullcheck obj;
if (a < 0){ 
  result = a; 
} else { 
  result = obj.field; 
} 
3) 最適化結果 
 
if (a < 0){ 
  result = a; 
  explicit_nullcheck obj; 
} else { 
  implicit_nullcheck obj; 
  result = obj.field; 
} 
(Italicは実際に例外が起きる場所を示す) 
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を行うが、挿入する null チェックは挿入点の次の命令によって 2 種類ある。挿入点の次の命令が、
オブジェクトが null の時に null チェックの代用となるハードウェア trap を起こすメモリアクセス命
令の時は、Implicit Nullcheck を挿入し、それ以外の時は Explicit Nullcheck を挿入する。例では a が
nullの時に a.field1が trapを起こすとすると、図 2.6(2)のように挿入される。Implicit Nullcheckの次の
命令は実際に例外が起きる場所なので、この命令をコンパイラ内で例外発生点として記録しなければ
ならない。これはマシン命令レベルの最適化(例えばコードスケジューリング)が例外発生点を越えて、
間違ったコード移動を行うのを防ぐためである。次に後続する null チェックによって、null チェック
を代用できる領域を求め、その領域内の nullチェックを除去する。例では図 2.6(3)のように領域が求
まり、1番上の Nullcheck aが除去される。最終的には図 2.6(4)となり、図 2.6(1)と比べると、左側の
パスについて実行コストが減っている。 
t += a.field1
1) 最適化前
Nullcheck a
4) 最適化結果
implicit_nullcheck a
t += a.field1
2) Nullチェックの挿入
explicit_nullcheck a
Nullcheck a
3) Nullチェックの除去
implicit_nullcheck a
t += a.field1 explicit_nullcheck a
Nullcheck a
後続する a に対する
Nullチェックで
代用可能な領域
除去される
implicit_nullcheck a
t += a.field1 explicit_nullcheck a
(Italicは実際に例外が起きる場所を示す）
実行方向に
Nullcheck a を
移動できる領域
(      は挿入点 )
 
図 2.6: アーキテクチャ依存の最適化 
他の例として、図 2.2(6)に対してこの最適化を適用した場合には、2.2.2.1節の Implicit Nullcheckの
条件を満たしていれば、すべての nullチェックは Implicit Nullcheckに置き換えられる。 
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2.3 アルゴリズム 
本節では null チェックの最適化のアルゴリズムについて述べる。2.3.1節ではアーキテクチャと独
立した最適化のための 2つの変形方法について述べる。2.3.2節ではアーキテクチャ依存の最適化のた
めの 2 つの変形方法について述べる。なお、以下のアルゴリズム内で「他の種類の例外を起こす命
令」とは、NullPointerException 以外の例外を起こす可能性があるすべての命令を示す。また、「メモ
リ書き込みを行う命令」とは、グローバルなエリアへのメモリ書き込みを行う可能性があるすべての
命令を示す。また、Gen(n), Kill(n), In(n), Out(n)、InnerBBの各集合については各小節で再定義を行っ
ている。 
2.3.1 アーキテクチャと独立した最適化 
2.3.1.1節では null チェックの挿入点を求め、2.3.1.2節では null チェックの除去及び挿入の処理を行
う。 
2.3.1.1 Null チェックの挿入点を求めるためのアルゴリズム 
ここでの目的は、null チェックが実行とは逆方向に移動できる範囲の最初の点を求めることである。
Out(n)はメソッド内に含まれる null チェックを実行とは逆方向に移動させた場合に、ベーシックブロ
ック n の最後へ移動可能な null チェックの集合である。この集合は次の後進データーフロー解析
(backward dataflow analysis)を使うことによって求められる。 
∏
∈
−+−=
Succ(n)m
)n)Try(m,)Gen(m))Kill(m)Out(m)(((Out(n)  
ここで Gen、Kill、Tryは次のような集合を意味する。 
Gen(n) : ベーシックブロック n内の nullチェックについて、ベーシックブロック nの先頭に移動でき
る nullチェックの集合。 
Kill(n) : ベーシックブロック nを越えて、実行とは逆方向に移動できない nullチェックの集合。ベー
シックブロック n内のすべての命令に対して、次のアルゴリズムによりこの集合 Kill(n)を求める。 
Kill(n) = φ 
for (n内のすべての命令 Iについて){ 
  if (Iは他の種類の例外を起こす || Iはメモリ書き込みを行う || 
       (nは try領域内 && Iはローカル変数の書き込みを行う)){ 
    Kill(n) = すべての nullチェック 
    break; 
  } else if (Iは変数への書き込みを行う){ 
    C = その変数に対する nullチェック 
    Kill(n) = Kill(n) + C 
  } 
} 
Try(m,n) : ベーシックブロック m からベーシックブロック n のエッジを移動できない null チェック
の集合。ベーシックブロック mとベーシックブロック nが同じ try領域内に無い場合には全ての
nullチェックがこの集合に含まれる。 
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次に、null チェックが実行とは逆方向に移動できる範囲の境界が、ベーシックブロック n となる
nullチェックの集合 Earliest(n)を次の式を使って求める。 
Out(n)Out(m))Earliest(n
Pred(n)m
•







= ∑
∈
 
Earliest(n)はベーシックブロック n の最後に挿入する null チェックの集合となる。この挿入により、
部分的冗長性を持つ null チェックやループ内の null チェックが除去できるようになる。次の最適化
が null チェックの挿入点を除去するため、ここの処理ではまだ null チェックの挿入は行わず、次の
最適化の最後で挿入する。 
2.3.1.2 Null チェックの除去及び挿入アルゴリズム 
ここでの目的は、対象オブジェクトが null では無いと判断できる null チェックを除去し、最後に
null チェックの挿入処理を行うことである。In(n),Out(n)はそれぞれベーシックブロック n の先頭、最
後で、対象オブジェクトが null では無いと判断できる null チェックの集合である。この集合は次の
前進データーフロー解析を使うことによって求められる。 
Gen(n))Kill(n)In(n)(Out(n)
)n),Non_null(m)Earliest(mOut(m)(In(n)
Pred(n)m
+−=
++= ∏
∈  
ここで Gen,Earliest,Kill,Non_nullは次のような集合を意味する。 
Gen(n) : ベーシックブロック n 内の null チェックやオブジェクトの内容にアクセスする命令や new
などの命令によって、ベーシックブロック n の最後で null では無いと判断できる null チェック
の集合。 
Earliest(n) : 2.3.1.1節で求めた、ベーシックブロック nの最後に挿入する nullチェックの集合。 
Kill(n) : ベーシックブロック nを越えることによって、nullでは無いと判断できなくなる nullチェッ
クの集合。n内の変数への書き込みに対する nullチェックがこの集合に含まれる。 
Non_null(m, n) : 元の Javaプログラム内に存在する条件分岐や thisオブジェクトなどから、ベーシッ
クブロック m からベーシックブロック n のエッジ上で null では無いと判断できる null チェック
の集合。具体的には、次の nullチェックが、この集合に含まれる。 
! ifnull, ifnonnull, instanceof の結果による if などの条件分岐により、mから n のエッジでは null
では無いと判断できる nullチェック 
! バーチャルメソッド内の thisオブジェクトに対する nullチェック 
集合 In(n)が求まったら、次のアルゴリズムを使って、ベーシックブロック内の null チェックを除
去する。ベーシックブロック n内の各命令について、null では無いと判断できる null チェックの集合
を In(n)より求め、nullでは無いと判断できる nullチェックを除去する。 
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InnerBB = In(n) 
for (n内の初めから終わりまでの命令 Iについて){ 
  if (Iは nullチェック){ 
    if (I ∈ InnerBB){ 
      Iを除去 
    } else { 
      InnerBB = InnerBB + I 
    } 
  } else if (Iはオブジェクトの内容をアクセスする){ 
    C = Iのための nullチェック 
    InnerBB = InnerBB + C 
  } else if (Iは変数への書き込みを行う){ 
    C = 変数に対する nullチェック 
    if (newなどにより書き込み元が nullでは無いと判断できる){ 
      InnerBB = InnerBB + C 
    } else { 
      InnerBB = InnerBB - C 
    } 
  } 
} 
次に、null チェックを挿入する。Earliest(n)内の冗長な挿入点を次の式を使って除去し、除去後の
Earliest(n)を基にベーシックブロック nの最後に nullチェックを挿入する。 
Earliest(n) = Earliest(n) - Out(n) 
2.3.2 アーキテクチャ依存の最適化 
まず、この最適化の入力コード内の nullチェックはすべて Explicit Nullcheckとして扱う。2.3.2.1節
では Explicit Nullcheckまたは Implicit Nullcheckの挿入処理を行い、2.3.2.2節では Explicit Nullcheckの
除去処理を行う。以下のアルゴリズム内に書かれている「null の時に trap を起こす命令」は2.2.2.1節
で述べた Implicit Nullcheckの条件を満たす、オブジェクトの内容にアクセスしオブジェクトが nullの
時に trap を起こす命令を意味する。この命令は、実装するアーキテクチャによって異なるが、この
ような命令が存在しないアーキテクチャの場合には、本節の最適化は行わないものとする。 
2.3.2.1 Null チェックの挿入アルゴリズム 
ここでの目的は、null チェックが実行方向に移動できる領域の最後の点を求めることである。In(n)
はメソッド内に含まれる null チェックを実行方向に移動させた場合に、ベーシックブロック n の先
頭へ移動可能な null チェックの集合である。この集合は次の前進データーフロー解析を使うことに
よって求められる。 
∏
∈
−+−=
Pred(n)m
)n)Try(m,)Gen(m))Kill(m)In(m)(((In(n)  
ここで Genと Killは次のような集合を意味する。 
Gen(n) : ベーシックブロック n内の nullチェックについて、ベーシックブロック nの最後に移動でき
る nullチェックの集合。 
Kill(n) : ベーシックブロック nを実行方向に越えることができない nullチェックの集合。ベーシック
ブロック n内のすべての命令に対して、次のアルゴリズムによりこの集合 Kill(n)を求める。 
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Kill(n) = φ 
for (n内のすべての命令 Iについて){ 
  if (Iは他の種類の例外を起こす || Iはメモリ書き込みを行う || 
       (nは try領域内 && Iはローカル変数の書き込みを行う)){ 
    Kill(n) = すべての nullチェック 
    break; 
  } else if (Iは変数への書き込みを行う){ 
    C = 変数に対する nullチェック 
    Kill(n) = Kill(n) + C 
  } else if (Iは nullの時に trapを起こす){ 
    C = Iのための nullチェック 
    Kill(n) = Kill(n) + C 
  } 
} 
次に、nullチェックが実行方向に移動できる範囲の境界がベーシックブロック nとなる nullチェッ
クの集合 Latest(n)を次の式を使って求める。 
In(n)In(m)Latest(n)
Succ(n)m
•







= ∑
∈
 
Latest(n)はベーシックブロックの先頭に挿入可能な null チェックの集合である。ベーシックブロッ
クｎ内の挿入処理は、Latest(n)を基に次のアルゴリズムによって行われる。この処理によって、
Explicit Nullcheckまたは Implicit Nullcheckが挿入される。 
InnerBB = Latest(n) 
for (ｎ内の初めから終わりまでの命令 Iについて){ 
  if (Iが nullチェック){ 
    InnerBB = InnerBB + I 
  } else { 
    if (Iは nullの時に trapを起こす){ 
      C = Iのための nullチェック 
      if (C ∈ InnerBB) { 
        Iの直前に Implicit Nullcheck Cを挿入 
        Iを例外発生点としてコンパイラ内で記録 
        InnerBB = InnerBB - C 
      } 
    } 
    if (Iが他の種類の例外を起こす || Iがメモリ書き込みを行う || 
         (nは try領域内 && Iはローカル変数の書き込みを行う)){ 
      for (each C ∈ InnerBB) { 
        Iの直前に Explicit Nullcheck Cを挿入 
      } 
      InnerBB = φ 
    } else if (Iが変数への書き込みを行う){ 
      C = 変数のための nullチェック 
      if (C ∈ InnerBB) { 
        Iの直前に Explicit Nullcheck Cを挿入 
        InnerBB = InnerBB - C 
      } 
    } 
  } 
} 
for (each C ∈ InnerBB) { 
  nの最後に Explicit Nullcheck Cを挿入 
} 
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2.3.2.2 Explicit Nullcheck の除去アルゴリズム 
ここでの目的は、後続する Explicit Nullcheck または Implicit Nullcheck で代用できる Explicit Null-
check を除去することである。このような性質を持った Nullcheck を以下「代用可能」と呼ぶことに
する。Out(n)はメソッド内に存在する null チェックによって、ベーシックブロックｎの最後の点で代
用可能と判断できる null チェックの集合である。この集合は次の後進データフロー解析を使うこと
によって求められる。 
∏
∈
−+−=
)n(Succm
))n,m(Try))m(Gen))m(Kill)m(Out((()n(Out  
こで Genと Killは次のような集合を意味する。 
Gen(n) : ベーシックブロック n 内の null チェックや null チェックの代用となる trap を起こす命令に
よって、ベーシックブロック nの先頭で代用可能と判断できる nullチェックの集合。 
Kill(n) : 2.3.2.1節の Kill(n)と同じ。 
次にベーシックブロック n 内の各命令について、次のアルゴリズムを使って代用可能な null チェ
ックの集合を Out(n)より求め、n内の代用可能な Explicit Nullcheckを除去する。 
InnerBB = Out(n) 
for (n内の終わりから初めまでの命令 Iについて){ 
  if (Iが nullチェック){ 
    if (I ∈ InnerBB){ 
      /* Iは必ず Explicit Nullcheckとなる */ 
      Iを除去 
    } else { 
      InnerBB = InnerBB + I 
    } 
  } else if (Iは他の種類の例外を起こす || Iはメモリ書き込みを行う || 
               (nは try領域内 && Iはローカル変数の書き込みを行う)){ 
    InnerBB = φ 
  } else if (Iは変数への書き込みを行う){ 
    C = 変数に対する nullチェック 
    InnerBB = InnerBB - C 
  } else if (Iは nullの時に trapを起こす){ 
    C = その命令に対する nullチェック 
    InnerBB = InnerBB - C 
  } 
} 
2.4 実験結果 
本節では jBYTEmark version 0.9と SPECjvm98[62]の 2つのベンチマークを測定し、本アルゴリズム
の評価を行う。それぞれのベンチマークプログラムの説明を表 2.1に示す。SPECjvm98 の測定方法
は test mode(SPEC-compliant modeではない)、countは 100で行った。2.4.1節から2.4.2節までの実験結
果は IBM IntelliStation M Pro(Pentium III 600MHz、メモリー384MB)、Windows NT 4.0Service Pack 5、
IBM Developer Kit for Windows、Java Technology Editionバージョン 1.2.2を使って測定した。2.4.3節の
実験結果は PowerPC 604e 332MHz、メモリー128 MB、AIX4.3.1を使って測定した。 
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表 2.1: ベンチマークプログラムの説明 
ベンチマーク プログラムの説明 
jBYTEmark  
Numerical sort 32-bit integer型の配列のソート。 
String sort 可変長文字列型の配列のソート。 
Bitfield いろいろなビット演算を実行。 
FP Emulation 浮動小数点のエミュレーションを行うプログラム。 
Fourier 波形の解析ルーチン。 
Assignment "Quantitative Decision Making for Business (Gordon, Pressman, and Cohn; Pren-tice-Hal)”に書かれているタスク・アロケーション・アルゴリズム。 
Huffman Compression ハフマン圧縮法 
IDEA encryption ブロック暗号アルゴリズム。 
Neural Net ネットワーク・シミュレータ。 
LU Decomposition LU分解 
SPECjvm98  
mtrt ２つのスレッドが走るレイトレーシングプログラム。size=100で実行。 
jess NASAの CLIPSエキスパートシステム。size=100で実行。 
compress LZW法を用いた圧縮・展開プログラム。size=100で実行。 
db データ管理プログラム。size=100で実行。 
mpegaudio MP3のデータを伸長するプログラム。size=100で実行。 
jack パーサジェネレータ。size=100で実行。 
javac JDK 1.0.2の java classファイルを生成するコンパイラ。size=100で実行。 
2.4.1 本アルゴリズムによるパフォーマンスの向上 
次の 4つの版を作成し、パフォーマンスの向上度合いを調べた。 
最適化なし、Explicit : すべての nullチェックの最適化を無効にし、すべての nullチェックを Explicit 
Nullcheckとして生成するようにした版。この版をベースラインとした。 
最適化なし、Implicit : すべての null チェックの最適化を無効にし、ハードウェア trap を利用する版。 
以前の手法 : IBMの以前の JIT[31][63]で行っていたWhaleyのアルゴリズム[66]を実装した版。 
本アルゴリズム : 本章で述べた全ての手法を適用した版。 
図 2.7は、jBYTEmark についてベースライン(最適化なし、Explicit)からの実行速度の向上割合を示
したものである。なお、本論文では「速度向上率」を（ベースラインによる実行時間÷測定対象によ
る実行時間 － １）として計算した。つまり、50%向上したということは 1.5 倍速くなったことを意
味し、100%向上したということは 2 倍速くなったことを意味する。調査の結果、アーキテクチャと
独立した最適化が、Assignment, Neural Net, LU Decompositionのベンチマークについて非常に効果が大
きかったことがわかった。これらのベンチマークでは多次元配列を使っており、null チェック最適化、
配列境界チェック最適化、scalar replacementの 3 つがそれぞれ助け合い、いくつかのループ不変な配
列アクセスがループの外に移動し、大きくパフォーマンスが向上した。 
34 第 2章 冗長な Nullチェックの削減 
図 2.7: jBYTEmarkで得られた速度向上率 
図 2.8: SPECjvm98で得られた速度向上率 
図 2.8は、SPECjvm98 についてベースラインからの速度向上の割合を示す。調査の結果、アーキ
テクチャ依存の最適化が、mtrt のベンチマークについて非常に効果が大きかったことがわかった。こ
のベンチマークでは、クラス内のデーターをアクセスするための小さなメソッドがあり、それらのメ
ソッドが多くの場所で用いられていた。これらのメソッドをインラインする際に、関連する Explicit 
Nullcheck が多く生成され、アーキテクチャ依存の最適化によって Implicit Nullcheck に変形され、パ
フォーマンスが向上した。 
2.4.2 JIT のコンパイル時間 
本節では、以前の手法と比べた本手法のコンパイル時間の増加について比較する。SPECjvm98 を
使ってコンパイル時間と実行時間の比率を測定した。SPECjvm98 の最速の実行時間にはコンパイル
時間が含まれないと仮定し、SPECjvm98 の最初の実行時間と最速の実行時間の差が、実質的なコン
パイル時間であると仮定した。 
図 2.9は SPECjvm98 における最初の実行時間に対する IBM の JIT のコンパイル時間の占める割合
を示す。javacは一番 JITのコンパイル時間の占める割合が高いベンチマークであることがわかる。 
さらに、トレースツールを用いて JIT のコンパイル時間の内訳を測定した。図 2.10にその結果を
示す。図 2.10内に書かれている比率は、すべて本アルゴリズムを使った最初の実行時間を 100%とし
て計算しており、90%以下の部分は省略してある。compress、db、mpegaudio のベンチマークについ
(バーが高いほど良い。50%は1.5倍、100%は2倍速いことを意味する)
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ては、コンパイル時間が短いためこれらの合計時間について調査を行った。平均を取ると、本アルゴ
リズムは以前の手法と比べて、約 2.3%程度全体のコンパイル時間が増加することがわかった。「null
チェックの最適化」に費やされた時間は、以前の手法に比べて本アルゴリズムのほうが約 3倍コンパ
イル時間がかかっている。また、「その他」にかかる時間も若干増えている。これは、本アルゴリズ
ムによる nullチェックの最適化が、scalar replacementなどの他の最適化の機会を増やしているためと
考えられる。 
図 2.9: SPECjvm98におけるコンパイル時間の占める割合(100%=最初の実行時間) 
(100%=本アルゴリズム)
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図 2.10: JITのコンパイル時間の内訳(NEW=本アルゴリズム、OLD=以前の手法) 
2.4.3 Speculation と Implicit Nullcheck の効果の比較 
2.2.2.1節で述べたように、IBMの AIX (PowerPC)上の JIT コンパイラでは nullチェックを検出する
ために、conditional trap 命令を使っている。また、scalar replacement の際に、メモリ読み込みに対し
ては speculationを使っている。Speculationと Implicit Nullcheckの効果の比較を行うために、次の 4つ
の版を測定した。 
最適化なし、Explicit : すべての nullチェックの最適化を無効にし、すべての nullチェックを Explicit 
Nullcheckとして生成するようにした版。この版をベースラインとした。 
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Implicit Nullcheck : Intel上に適用している2.2.2節の「アーキテクチャ依存の最適化」を AIX上で適用
した版。なお、このモジュールは、NullPointerExceptionが正しく検出されないために、Java の言
語仕様に違反している。この版は、単に実験のために作成した。 
Speculation : Speculationを有効にした現状の JIT コンパイラ。nullチェックには conditional trap を使
っている。 
No Speculation : 現状の JITコンパイラから Speculationだけを無効にした版。 
(バーが高いほど良い。50%は1.5倍、100%は2倍速いことを意味する)
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図 2.11: AIX上で jBYTEmarkに対して得られた速度向上率 
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図 2.12: AIX上で SPECjvm98に対して得られた速度向上率 
図 2.11は jBYTEmark についてベースライン(最適化なし、Explicit)からの速度向上の割合を示す。
Neural Net のベンチマークについて、Speculation の効果が大きかったことがわかる。これは、
Speculation によって 4 命令が null チェックを越えて最内ループから外に移動したためと分かった。
Implicit Nullcheckについて、IA-32上でのパフォーマンス向上割合(図 2.7の「本アルゴリズム」)と比
べると、Neural Netだけが極端に効果が少ない。これは、nullチェックの最適化への入力コードが IA-
32 上と PowerPC 上で異なるためということが分かった。IA-32 上では、メソッド java.lang.Math.exp
はインラインされているが、PowerPC上ではインラインされていない。IBMの IA-32上の JIT コンパ
イラは、このメソッドを exponential 命令に変換している。しかし、PowerPC にはそのような命令が
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無いために、IBM の PowerPC 上の JIT コンパイラでは、そのような変換は行っていなかった。その
ため、このメソッド呼び出しが scalar replacementを行う際の障害となり、PowerPC上ではこのベンチ
マークプログラムが極端に効果が少なかった。 
図 2.12は SPECjvm98 についてベースラインからのパフォーマンス向上の割合を示す。Implicit 
Nullcheck が mtrt について、特に効果が大きかったことが分かる。これは、IA-32 上でも同じ傾向だ
が、効果は PowerPC上のほうが少ない。これは、PowerPC上では nullチェックに conditional trap命令
を使っており、 nullチェックの実行コストが Intel上よりも小さいためと考えられる。 
2.5 まとめ 
本章では、null ポインタチェックの除去についての新しいアルゴリズムを述べた。「アーキテクチ
ャと独立した最適化」は null チェックを実行とは逆方向に移動させ、冗長な null チェックを除去す
る。この最適化は、他の最適化と協調して実行させることにより、お互いの最適化の効果を最大限に
することができる。「アーキテクチャ依存の最適化」では null チェックをハードウェア trap に変換
する。この最適化は、null チェックの実行コストを最小限にする。これらの最適化を適用した結果、
従来の手法と比べて大きなパフォーマンスの向上が得られた。 
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第3章 冗長なメモリアクセスの削減 
3.1 関連研究 
Scalar replacementは、最初に Fortran言語向けに開発され[10][13]、次に C言語向けに拡張が行われ
た(register promotion と呼ばれている) [15][52]。Java 言語向けには、最近 Fink らによって、ポインタ
のエイリアスを考慮した scalar replacement[18]が提案された。しかし、Fink らの方法は命令の移動を
行わないため、メモリアクセス命令がループの外に出ない場合があり、まだまだ改良の余地がある。 
(1)
(2) do {
(3)     if ( . . . ){
(4)         b += a->f1;
(5)     }
(6) } while( . . . );
a) Cのサンプルプログラム b) 間違った変形
(1) T = a->f1;
(2) do {
(3)     if ( . . . ){
(4)         b += T;
(5)     }
(6) } while( . . . );
'a' は不正な
アドレスを
指している
可能性がある  
図 3.1: ロード命令の投機的な移動が正しく動作しない例 
図 1.1の例のように副作用を持たない式については、投機的に条件分岐の前に移動することは従来
提案されている。しかし、一般的な言語に対して投機的に全てのロード命令を条件分岐の前に移動さ
せるのは難しい問題である。例えば、図 3.1(a)の C プログラムを例に取ると、(b)のように(4)のロー
ド命令a->f1を(3)の if 文を越えて(1)に移動させることは間違った最適化結果となる。これは、変数
a が不正なアドレスを指していたときに、プログラムが異常終了する場合があるためである。C 言語
向けの投機的なメモリアクセス命令の最適化手法[52]は、このようなポインタ参照の間接メモリアク
セス命令を最適化対象から全て除外している。一般的には、不正なアドレスをアクセスする可能性
がある命令は、アーキテクチャが特殊な命令を持っていなければ、コントロールフローの制御を越え
て移動することはできない。例えば、IA-64 アーキテクチャは投機的なロード命令(ld.s)とその成否を
調べる命令(chk.s)が用意されており、これらを利用すると図 3.1の例に対しても、投機的にコントロ
ールフローの制御を越えるような最適化が行える[68]。しかし、このような専用命令を持っているア
ーキテクチャは少なく、多くのアーキテクチャ上では同様の方法を使うことはできない。 
その反面、Java 言語ではメモリアクセスに対して例外処理を行うことが決められているため、言
語仕様上メモリアクセスについて安全性が保障されている。一般的に、この安全性のことは「型安全
性」と呼ばれている。例えば、null ポインタに対するメモリアクセスは、NullPointerException という
例外を起こす。これらの例外処理を別命令に分離して、メモリを移動する際の防御壁として利用する
ことで、安全性を保ちながらコントロールフローの制御を越えて、投機的にメモリアクセス命令の最
適化を行うことができる。 
しかし、Java でも投機的にロード命令を移動する際に、特別な処理をしなければいけない場合が
ある。例えば、第 2章で述べた nullチェックの最適化を行った場合、if (a != null)のような条件分岐が
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あった場合、then節内の aの nullチェックは全て除去される。この状態でロード命令を投機的に移動
すると、防御壁として使っていた null チェックが除去されているために、間違った最適化結果とな
る場合がある。そのため、本手法ではこのような if 文のエッジ上にダミーの null チェックを挿入し、
これを防御壁として利用する。これについての詳細は3.2.3節で説明する。 
ストア命令を実行方向にコントロールフローの合流点を越えて、投機的に移動させる方法は、C
言語向けの投機的なメモリアクセス命令の最適化手法[52]内で提案されている。この方法は各メモリ
アクセス命令について、Node profileの結果を元に Cost-Benefit解析を行い、挿入する場所を決める。
Java でも、本章の3.2.4節で述べるストア命令の移動を妨げるような命令を適切に扱えば、この手法
は適用可能である。しかし Java では C とは違い、例外を起こしうる命令を、ストア命令の移動を妨
げる命令として扱わなければならない。Java では例外を起こしうる命令は非常に多くプログラム内
に現れるため、ストア命令はロード命令に比べると最適化される機会が少ない。そのため、本手法で
はストア命令の最適化では、コンパイル時間がかかる Cost-Benefit 解析を使わず、精度は落ちるが軽
い最適化方法を使って投機的にストア命令を移動している。 
Java 向けのエイリアス解析は Fink[18]らによって提案されている。この方法は、オブジェクト変数
を定義している命令を調べることによって、2 つのオブジェクト変数がエイリアスされているか否か
を判別している。しかし、彼らの解析方法はメソッド呼び出しに関しては、完全にメソッド間解析
(interprocedural analysis)の結果に頼っていた。しかし、Java では呼ばれるメソッド内に virtual method 
callが含まれると、メソッド間解析は通常失敗する。virtual methodは Javaのプログラム内で頻繁に現
れるため、メソッド間解析の効果は限定されている。それに対して本手法は、各オブジェクト変数が
new されてからエイリアスされるまでの領域を見つけることにより、メソッド間解析を行わずにメソ
ッド呼び出しを越えてメモリアクセス命令を移動することができる。これにより、最適化の効果が上
がるだけではなく、メソッド間解析を行う必要があるメソッドを絞り込むことができるため、コンパ
イル時間を削減することができる。 
1.1.1節で述べたように、本手法は投機的ではない PRE アルゴリズムとして Lazy Code Motion 
(LCM)[48]を、投機的なアルゴリズムとして Edge profile を使ったアルゴリズム[26]を用いている。投
機的ではない PRE アルゴリズムは、投機的なものよりも効果は落ちるが、bit vector を使って問題を
解くことができるため、コンパイル時間が短く JIT コンパイラ上でも積極的に適用できる。本手法は、
投機的ではないアルゴリズムと投機的なアルゴリズムを組み合わせることで、全体のコンパイル時間
を抑えつつ効果の高い最適化を行っている。 
Java のメモリアクセス命令に対してこれらの PRE アルゴリズムを適用するには、言語仕様（命令
の順序制約）に違反しないように注意しなければならない。本章で述べる最適化は、Java 上のメモ
リアクセス命令の移動を妨げる命令を正しく設定することにより、この問題を解決している。 
3.2 本手法 
本節では、部分冗長性除去法 (PRE)の手法を使い、Java 言語に対して投機的に、コントロールフ
ローの制御を越えてメモリアクセス命令の最適化を行う新しいアルゴリズムを提案する。本手法は最
初に、メモリ移動を妨げる命令をできるだけ減らすために、エイリアス解析を行う。この解析の結果、
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オブジェクト変数がエイリアスされない領域が求まる。次に、この領域を使ってすべてのメモリの移
動を妨げる可能性のある命令を見つける。本手法は、Java 言語に対する従来のメモリの最適化手法
[18]では述べられていなかった synchronization や例外を起こしうる命令を適切に扱い、正しくメモリ
アクセス命令の移動を行う。最後に、本手法ではメモリの移動を次の 3つのステップで行う。最初の
ステップでは、投機的ではない PREのアルゴリズム[48]を用いて、ロード命令と後続する演算命令等
を、実行とは逆向きに移動させる。第 2のステップでは、エッジの実行頻度情報を利用する投機的な
PRE のアルゴリズム[26]を用いて、一部のロード命令と後続する演算命令等を、条件分岐の制御を越
えて、実行とは逆向きに移動させる。第 3のステップでは、ロード命令の最適化結果とブロックの実
行頻度情報を利用することにより、ストア命令を実行方向にコントロールフローの合流点を越えて、
投機的に移動させる。このステップでは、投機的ではない PREのアルゴリズム[48]をストア命令の最
適化向けに変更し適用している。 
本手法の特徴は次の点である。 
! Java が持っている、型安全性(type-safety)を保障する例外処理を、メモリアクセス命令を移動
する際の防御壁として利用することにより、メモリアクセス命令を投機的にコントロールフ
ローの制御を越えて移動させる。本手法では、より広い範囲でメモリアクセス命令の移動を
行うために、これらの例外処理を明示的な命令として分離し最適化を行う。型安全性を保障
するための例外処理は実行時にコストがかかるため、型安全性を保障しない言語と比べて速
度を落とす原因となっていた。本章はこれらの例外処理を積極的に利用することにより、す
べてのアーキテクチャ上で適用可能な、メモリアクセス命令を投機的にコントロールフロー
の制御を越えて移動させる方法を提案する。 
! JIT コンパイラ向けに、次の 3 つの独自技術を考案し利用することで、コンパイル時間を抑え
つつ効果の高い最適化を行う。 
" エイリアス解析によって、時間のかかるメソッド間解析を極力行わずに、メソッド呼び
出しを越えてメモリアクセス命令の移動を行うことができる。 
" 実行頻度の高いロード命令に限定して、コンパイル時間がかかる投機的な PRE のアルゴ
リズムを適用している。 
" ストア命令を投機的に移動する手法として、bit vector を利用可能なアルゴリズムを適用
している。 
図 3.2の例を使って本手法の最適化を簡単に説明する。test 内のメソッド呼び出し a.f(i)はオーバー
ライド(override)されている可能性があるため、単純にクラス sumup 内の f( )をインラインすることが
できない。そこで、 (b)のように devirtualization[2][17][32][63]を行い、 (2)の if 文でガードして
sumup.f()のメソッドをインラインする。ここではこのように変形することにより、インラインしたパ
スが頻繁に実行されると仮定する。なお、(b)では Loop inversion[54]（while ループを do-while ループ
にする変形）および第 2 章で述べた null チェックの最適化も適用している。型安全性を保障しない
言語では、変数 aが不正なアドレスを指す可能性があるため、インラインされたパス内のロード・ス
トア命令を(2)の if 文を越えて移動させることはできない。しかし、Java では(b)(1)に null チェックが
あるために、(1)以降の領域では a に対して投機的なメモリアクセス命令の最適化を行うことができ
る。(b)に対して最適化を行うと、(c)のようにインラインされたパス内のロード・ストア命令を(2)の
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if 文を越えて、ループの外に移動させることができる。この時、インラインされなかったパス内のメ
ソッド呼び出しでは、この中でメモリ上の値が参照または変更される可能性があるので補償コードが
必要となる。ロード命令の補償コードは、メモリアクセス命令の移動を妨げる命令を適切に設定し、
投機的な PRE のアルゴリズムを使うことにより、挿入すべき場所を求めている。ストア命令の補償
コードは、挿入するロード命令をストア命令と仮定し、メモリアクセス命令の移動を妨げる命令を適
切に設定し、LCMアルゴリズムを逆向きに使うことにより、挿入すべき場所を求めている。 
static void test()
{
  sumup a = (sumup)pointer;
  nullcheck a;
  int T_num = a.num;
  if (0 < T_num){
    int T_total = a.total;
    do {
      if (a.f == sumup.f){
        T_total += i; // Frequent
      } else {
        a.total = T_total;
        a.f(i);
        T_num = a.num;
        T_total = a.total;
      }
    } while(++i < T_num);
    a.total = T_total;
  }
}
static void test()
{
  sumup a = (sumup)pointer;
  nullcheck a;   　　- (1)
  if (0 < a.num){
    do {
      if (a.f == sumup.f){    - (2)
        T_total = a.total;
        T_total += i; // Frequent
        a.total = T_total;
      } else {
        a.f(i); // Rare
      }
    } while(++i < a.num);
  }
}
a) 元のプログラム
class sumup {
  int total;
  int num;
  static Object pointer;
  void f(int index){ total += index; }
  static void test()
  {
     sumup a = (sumup)pointer;
     for (int i = 0; i < a.num; i++){
        a.f(i);
     }
  }
}
b) Devirtualization &
   Loop inversion &
   Null check elimination
c) 本章で述べる最適化後
補償コード
（T_で始まる変数はコンパイラが作成したローカル変数）
 
図 3.2: 本章で述べる最適化を適用した例 
表 3.1: メモリアクセス命令に対する組の、各フィールドの意味 
 opcode src1 src2 misc. 
Static変数 StaticAccess 定数アドレス 0（使用せず） シグニチャと名前 
Field変数 FieldAccess オブジェクト変数 定数オフセット シグニチャと名前 
配列 ArrayAccess オブジェクト変数 オフセット 
（定数または変数） 型（int, byte, ） 
この最適化では、算術演算及びメモリアクセス命令を一度に同じ枠組みで最適化する。この最適
化では全ての式を{ opcode, src1, src2, misc }の組で表現し、これを各ビットに割り振ってデータフロー
解析を行っている。通常の演算命令は最初の 3つを使えば表現できる。ロード命令およびストア命令
は、各フィールドに表 3.1に示すものがそれぞれセットされる。見ればわかるように、この表現上で
はロード・ストアの区別はしていない。 
図 3.3に本章で述べるメモリアクセス命令の最適化の流れを示す。まず最初にオブジェクト変数の
エイリアス解析(1)を行う。ロード命令の最適化は、投機的ではない最適化(2)を基本とし、効果的で
あると思われるロード命令を限定して投機的な最適化(3)を行う。 
このようなデザインにしているのはコンパイルタイムの増加をできるだけ抑えるためである。(2)
の最適化では、LCM[48]を用いている。これは、bit vectorを使って問題を解くことができるため、コ
ンパイル時間が短く JIT コンパイラ上でも積極的に適用できる。投機的な最適化(3)は Cost-Benefit 解
析に基づく PRE[26]を用いている。このアルゴリズムは問題を解くためにエッジの頻度情報を元に計
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算を行う。これは bit vector を使って表現できないため、個々のロード命令に対して毎回解析を行わ
なければならない。そのため、複数の式を最適化する場合、このアルゴリズムは LCM に比べて非常
に遅い。例えば、64-bit アーキテクチャで 64 個の式を最適化することを考えてみると、一つの
dataflow 解析に必要な時間は、bit vector が使えないアルゴリズムは使えるアルゴリズムより 64 倍以
上必要となる。そこで、本手法では実行頻度が高いロード命令や演算命令に限定して投機的な最適化
(3)を適用している。 
投機的ではない
ロード命令の最適化
投機的な
ロード命令の最適化
ストア命令の最適化
bit vectorを利用
bit vectorが
利用不可能
bit vectorを利用
(2)
(3)
(4)
エイリアス解析(1)
コード変形(5)
 
図 3.3: 本章で述べるメモリアクセス命令の最適化の流れ 
ストア命令の最適化(4)については、3.1節で述べたように、ストア命令の移動を妨げる命令が Java
では非常に多いために、コンパイル時間のかかる Cost-Benefit解析を使わず、LCMアルゴリズムを変
更して適用することによって、投機的にストア命令を移動している。 
以上の説明を擬似コードで書いたアルゴリズムを図 3.4に示す。以下の節では、図 3.4の各行の記
号や処理内容について順次説明していく。 
1: ScalarReplacement() { 
 2:    Insert dummy exception checks; 
 3:    NoAliasPos = AliasAnalysis(); 
 4:    /* Load Optimization */ 
 5:    Compute TRANSPL, N_COMPL, X_COMPL using NoAliasPos; 
 6:    X_INSERTL = LazyCodeMotion(TRANSPL, N_COMPL, X_COMPL); 
 7:    HIGHLEVEL-TGT={frequently executed load instructions and computations}; 
 8:    if (HIGHLEVEL-TGT != ∅) 
 9:        X_INSERTL ∪= CoseBenefitPRE(TRANSPL, N_COMPL, X_COMPL, HIGHLEVEL-TGT); 
10:    N_AVAILL = ComputeReachForward(TRANSPL, X_INSERTL); 
11:    /* Store Optimization */ 
12:    Compute TRANSPS, N_COMPS, X_COMPS using NoAliasPos; 
13:    N_INSERTS = StoreOptimization(TRANSPS, N_COMPS, X_COMPS, X_INSERTL); 
14:    X_REACHS = ComputeReachBackward(TRANSPS, N_INSERTS); 
15:    /* Code Transformation */ 
16:    CodeTransformation(X_INSERTL, N_AVAILL, N_INSERTS, X_REACHS); 
17:} 
図 3.4: 本章で述べるメモリ最適化のアルゴリズム 
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Java 言語では、マルチスレッドの環境を仮定しており、それをサポートするために volatile 変数と
synchronization という 2 つの仕組みを提供している。Java の言語仕様[20]によると、volatile 変数をロ
ード・ストアするたびに、volatile変数の shared memoryとプログラム内のローカル変数を一致させな
ければならないと規定されている。 
そこで、本手法では volatile 変数と synchronization を scalar replacement の対象から除くと共にメモ
リアクセス命令を移動させる際のバリアとして扱っている。さらに、あるメモリ上の変数が resolve
されていない時には、この変数が volatile かどうかを判別することができない。そのため、本手法で
は resolveされていない変数も volatile変数として扱っている。 
3.2.1 オブジェクト変数のエイリアス解析 
この解析の目的は、scalar replacementを行う際のバリアとなる命令をできるだけ減らすことである。
この節では、次の 2つの関数を定義する。 
MayAlias(q, pos)  ― メモリアクセス命令 qは posの場所でエイリアスされている可能性がある。 
MayAlias2Mems(q, r, pos)  ―  2つのメモリアクセス命令 q, rは posの場所で互いにエイリアスされ
ている可能性がある。 
まず最初にベーシックブロック n の先頭で、決してエイリアスされることがないオブジェクト変
数の集合 NoAlias(n)を、前進データフロー解析を使って、次のように求める。 
∏
∈
+−=
)n(edPrm
))m(Gen))m(Kill)m(NoAlias(()n(NoAlias  
ここで、Gen, Killは次のような集合を意味する。 
Gen(n): ブロック n内で new等によって作成され、ブロック nの終わりでまだエイリアスされていな
いと判断できる変数の集合。 
Kill(n):  ブロック n 内でエイリアスされていないと判断できなくなる変数の集合。具体的には次の
ような変数が対象となる。 
" メソッドの引数になっている変数。 
" メモリに書き込まれた変数。 
" コピー元の変数。 
" 代入が行われた変数。 
NoAlias(n)を使って各ブロック内を Kill となる命令を考慮して１命令ずつ検査していくことにより、
各命令 posの場所で決してエイリアスされることがないオブジェクト変数の集合 NoAliasPos(pos)を求
めることができる(図 3.4, 3 行目)。最後に、MayAlias, MayAlias2Mems をそれぞれ図 3.5, 図 3.6に示
すように定義する。 
   MayAlias(q, pos) { 
      if (q.src1が定数) return TRUE; 
      return !(変数 q.src1 ∈ NoAliasPos(pos)); 
   } 
図 3.5: 関数MayAlias() 
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MayAlias2Mems(q, r, pos) { 
  if (q.opcode == r.opcode && q.misc == r.misc){ 
     if (q.src1 == r.src1 && q.src2 == r.src2) 
        return FALSE; /* 完全に同じ組 */ 
     if ((q.opcode == FieldAccess || q.opcode == ArrayAccess) && 
          ((q.src1 == r.src1 || 
(MayAlias(q, pos) && MayAlias(r, pos))) && 
           (q.src2 == r.src2 || q.src2は変数 || r.src2は変数))) 
        return TRUE; 
  } 
  return FALSE; 
} 
図 3.6: 関数MayAlias2Mems() 
(1) a = new ...;
(2)
(3) for ( . . . ){
(4)     a.I = a.I + f( );   //  a.I はループ外に移動可能
(5) }
(6)
(7) b.object = a;       //  変数 'a' はこれ以降aliasされる可能性がある
(8) for ( . . . ){
(9)     a.I = a.I + f( );   //  a.I はループ外に移動不可能
     }
IsAliasPos("a.I", pos) == FALSE
の領域
a) 最適化前
b) 最適化後
(1) a = new ...;
(2) T = a.I;
(3) for ( . . . ){
(4)     T = T + f( );      //  a.I はループ外に移動可能
(5) }
(6) a.I = T;
(7) b.object = a;       //  変数'a'はこれ以降aliasされる可能性がある
(8) for ( . . . ){
(9)     a.I = a.I + f( );   //  a.I はループ外に移動不可能
     }
 
図 3.7: エイリアス解析が効果的な例 
3.1節で述べたように、このエイリアス解析はメソッド呼び出しに対して効果的である。図 3.7に
そのような例を示す。この例で変数 a について(1)から(4)までが、決してエイリアスされることがな
い領域となる。そのため、最初のループでは、(3)の f(t)がどんなメソッドであっても、オブジェクト
a 内のメモリは変更されることが無いため、a.I をループの外に移動させることができる。しかし、2
つめのループでは、(6)の f(t)内で(4)の b.obj を経由して、オブジェクト a 内のメモリを変更すること
が可能となる。そのため、任意の f(t)について、a.Iをループの外に移動させることはできない。 
3.2.2 投機的ではないロード命令の最適化 
本手法ではロード命令に対するコード移動のアルゴリズムとして、Lazy Code Motion (LCM)[48]を
使っている。このアルゴリズムは、TRANSP, N_COMP, X_COMP という 3 つの集合を入力として、
X_INSERT という集合を最終的には求める。これら 4 つの集合はそれぞれ次のような意味である。
（なお、N_ は entry、X_ は exitを意味している。） 
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TRANSP(n) ブロック n内を通過することのできる、メソッド内の式の集合 
N_COMP(n) ブロック nの先頭に移動できる、ブロック n内の式の集合 
X_COMP(n) ブロック nの最後に移動できる、ブロック n内の式の集合 
X_INSERT(n) ブロック nの最後に挿入する式の集合 
本章では、ロード命令に関するこれら 4 つの集合をそれぞれ TRANSPL, N_COMPL, X_COMPL, 
X_INSERTLと表す。LCM アルゴリズムは計算式を最適化対象としたアルゴリズムのため、計算式に
含まれる変数に対する書き込みのみを、式の移動を妨げるような命令として扱っている。しかし、
Java でメモリアクセス命令を移動させる際には、言語仕様に違反しないようにしないように、移動
を妨げる命令を正しく定義する必要がある。表 3.1で示した{ opcode, src1, src2, misc }の組に対応する、
あるロード命令 qについて、ブロック n内の移動を妨げる命令としては次の命令が挙げられる。 
ロード命令 qについて移動を妨げる命令: 
! q.src1や q.src2の変数に対する書き込み。 
! q.src1の変数に対する nullcheck。ただし、オブジェクト変数が nullの場合に、ロード命令 qが
副作用を起こさないとわかる場合は除く。 
! 配列のロード命令に関しては、q.src1, q.src2に対する配列の境界チェック。 
! 同期を取る命令(monitorenter, monitorexit) Bについて MayAlias(q, Bの場所)が成り立つ場合。 
! volatile変数や unresolved変数についてのロードやストア命令 B について、MayAlias(q, B の場
所)が成り立つ場合。 
! ストア命令 Biについて、MayAlias2Mems(q, B, Bの場所)が成り立つ場合。 
! メソッド呼び出し Bについて、次のどちらの条件も満たす場合。 
" MayAlias(q, Bの場所)が成り立つ。 
" qが B内で変更されないことがメソッド間解析(interprocedural analysis)や field analysis[19]
により判別できない。 
TRANSPL(n)は、各ロード命令 qについてブロック n内に移動を妨げる命令がまったくなければ、q
を集合に追加するという処理をすることにより作成できる。N_COMPL(n), X_COMPL(n)は、ブロック
n 内に含まれるロード命令 q について、n 内に前述の移動を妨げる命令が q の場所より前・後になけ
れば、qを N_COMPL(n), X_COMPL(n)にそれぞれ追加するという処理をすることにより作成できる(図 
3.4, 5行目)。 
TRANSPL, N_COMPL, X_COMPLの 3 つの集合が正しく求まれば、LCM アルゴリズム[48]を通常の
計算式の移動と同様に適用できる。このアルゴリズムを解くと、各ブロック nの最後の点に挿入を行
うロード命令の集合 X_INSERTLが求まる(図 3.4, 6行目)。 
                                                           
i 厳密に言えば、memory coherenceの仮定を持つ現在の Java memory model (JMM)の仕様からすると、
「ロード命令 B」もバリアとしてここに加える必要がある[60]。しかし、この仕様は Java 
Specification Request(http://jcp.org/jsr/detail/133.jsp)で今修正される方向で話が進んでいるため、ここに
は加えなかった。 
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3.2.3 投機的なロード命令の最適化 
型安全性を持つ Java においても、投機的なロード命令の最適化を行うには特別な処理が必要とな
る。これは、例外除去処理がコントロールフローの条件を利用して、例外チェック命令を除去する場
合があるためである。 
a) Nullチェックの例
 (1)   if (a != null){
 (2)       nullcheck a;
 (3)       t = a.f1;
 (4)   }
b) 配列境界チェックの例
 (1)   nullcheck a;
 (2)    boundcheck 0, a[];
 (3)    a[0] = 0;
 (4)    if (0 <= i && i < a.arraylength){
 (5)        nullcheck a;
 (6)        boundcheck i, a[];
 (7)        t = a[i];
 (8)    }
間違った
コード移動
間違った
コード移動
 
図 3.8: コントロールフローの条件によって除去される例外チェック 
図 3.8に投機的に最適化を行う際に問題が起きる場合を示す。(a)は(1)の if 文によって(2)が除去さ
れ、(b)は(4)の if 文によって(6)の配列境界チェックが除去される。このように除去された状態で、
(a)(3)や(b)(7)のロード命令を(a)(1)や(b)(4)の if 文を越えて移動すると型安全性が保障されなくなって
しまう。 
if (a != null)
yes no
エッジ上に
nullcheckが
あるものと
仮定する
if (a != null)
nodummy_nullcheck a
 
図 3.9: ifnonnullに対する処理例 
そこで、例外除去処理を行う際に、コントロールフローの条件によってメモリアクセス命令に関
連する例外チェックが除去される可能性があるコントロールフローのエッジを特定する。例えば、
nullcheck が除去される可能性があるエッジは ifnull, ifnonnull, instanceof-if のバイトコードによってオ
ブジェクト変数が null ではないと判断できるエッジとなる。また、配列の境界チェック（以下
boundcheck と呼ぶ）に関しては、arraylength との比較命令によって boundcheck が除去される可能性
があるエッジが対象となる。 
次に、メモリアクセス命令を投機的にコントロールフローの制御を越えて移動させる最適化では、
例外除去処理で特定したエッジ上に除去対象となる例外があるものと仮定し、最適化を行う。図 3.9
に ifnonnull に対する処理例を示す。図 3.9内の条件分岐が成り立つパス内では、a に対する null チェ
ックが除去される可能性がある。そこで、a が null ではないとわかるエッジ上に、a に対して dummy
の nullチェックを挿入する(図 3.4, 2行目)。dummyの命令は、基本的には NOP(no-operation)命令とし
て扱うが、投機的にメモリアクセス命令をコントロールフローの制御を越えて移動させるような最適
化は、dummyではない命令とみなして処理を行う。 
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例外除去処理が特定したエッジ上に例外チェック命令があると仮定することにより、ロード命令
も通常の計算式と同様に、エッジの実行頻度情報を使って Cost-Benefit 解析を行う PRE[26]を用いる
ことで最適化が行える(図 3.4, 9行目)。 
a) 元のプログラム
     private int scanToken(int startPos) {
         int position = startPos;
         while (position < this.maxPosition) {
             char c = this.str.charAt(position);
             if ((c <= this.maxDelimChar) &&
                  (this.delimiters.indexOf(c) >= 0))
                 break;
             position++;
         }
b) charAtをインラインし loop inversionを適用した状態
   private int scanToken(int startPos) {
       int position = startPos;
       if (position < this.maxPosition) {
           do {
               char c;
               nullcheck this.str;   // メソッドcharAtのためのnullcheck
               if ((position < 0) || (position >= this.str.count)) {
                   throw new StringIndexOutOfBoundsException(position);
               } else {
                   c = this.str.value[position + this.str.offset]
                   if ((c <= this.maxDelimChar) &&
                       (this.delimiters.indexOf(c) >= 0))
                        break;
                   position++;
               }
           } while (position < this.maxPosition);
        }
c) 投機的ではないロード命令の最適化の適用後
   private int scanToken(int startPos) {
       int position = startPos;
       T_maxPosition = this.maxPosition;
       if (position < T_maxPosition) {
           T_str = this.str;
           nullcheck T_str;
           do {
               char c;
               if ((position < 0) || (position >= T_str.count)) {     --- (1)
                   throw new StringIndexOutOfBoundsException(position);
               } else {
                   c = T_str.value[position + T_str.offset]
                   if ((c <= this.maxDelimChar) &&
                       (this.delimiters.indexOf(c) >= 0))
                       break;
                   position++;
               }
           } while (position < T_maxPosition);
       }
d) 投機的なロード命令の最適化の適用後
   private int scanToken(int startPos) {
       int position = startPos;
       T_maxPosition = this.maxPosition;
       if (position < T_maxPosition) {
           T_str = this.str;
           nullcheck T_str;
           T_value = T_str.value;
           T_offset = T_str.offset;
           T_count = T_str.count;
           T_maxDelimChar = this.maxDelimChar;
           do {
               char c;
               if ((position < 0) || (position >= T_count)) {         --- (1)
                   throw new StringIndexOutOfBoundsException(position);
               } else {
                   c = T_value[position + T_offset]
                   if ((c <= T_maxDelimChar) &&
                        (this.delimiters.indexOf(c) >= 0))                --- (2)
                       break;
                   position++;
               }
           } while (position < T_maxPosition);
       }
T_ではじめる変数はコンパイラが作成した一時変数
最適化しないことに決めた
 
図 3.10: ループ不変のメモリアクセス命令に対する scalar replacement 
投機的なロード命令の最適化は図 3.2のような devirtualization の例にとどまらず、ループ不変のメ
モリアクセス命令のコード移動にも効果的である。図 3.10は java/util/StringTokenizer.scanToken の一
部分に対して最適化を行った場合を示している。元のプログラム(a)に対して、charAt のインライン
及び loop inversion を適用すると、(b)のように変形される。(b)に対して投機的な最適化を止めた場合
には、(c)のようにループ内は this.str を置き換えただけで終わってしまう。これに対して投機的な最
適化を行った場合には、(d)のように(1)の if 文を越えて新たに 4 つのメモリアクセス命令がループの
外に移動できる。興味深いことに、(d)(2)の this.delimiters はループ不変のメモリアクセス命令だが、
Cost-Benefit 解析により、ループ外に移動しても効果はないと判断され、ループ内にとどまった。な
お、IBMの JITコンパイラは小さなメソッドに対して、メソッド間解析を行っている。これにより、
(d)(2)の indexOf メソッド内では、メモリへの書き込みがまったくないことを判別したため、この例
では補償コードは生成されなかった。 
投機的ではないロード命令の最適化と投機的なロード命令の最適化のアルゴリズムの出力は、共
にブロック nの最後に挿入するロード命令の集合である。そこで、図 3.4の 6, 9行目に示すように、
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この 2 つの集合の和集合を X_INSERTL(n)とする。ロード命令の最適化の最後の処理として、各ベー
シックブロックの先頭に到達可能なロード命令の集合 N_REACHL(n)を求め、N_REACHL を使って各
ベーシックブロック内の最適化を行う。図 3.4の 10 行目 ComputeReachForward は次の前進データフ
ロー方程式を解く処理を意味する。 
∏
∈
•+=
)n(edPrm
LLLL ))m(TRANSP)m(REACH_N)m(INSERT_X()n(REACH_N  
図 3.4の 16行目 CodeTransformationの処理で集合 N_REACHL及び X_INSERTLを使って各ブロック
内の冗長な式の除去と式の挿入を行う。 
3.2.4 ストア命令の最適化 
本手法ではストア命令の最適化のために Lazy Code Motionアルゴリズム[48]を逆向きに適用してい
る。さらに、ロード命令の最適化と node profile の結果を利用することにより、より効果的にストア
命令の最適化を行っている。 
T_total = a.total
T_total += i
a.total = T_total
a.f(i)
(1)
(2)
(3) (4)
(5)
(6)
rarefrequent
: ロード命令 (T_total = a.total)の挿入点
ストア命令
(a.total = T_total)が
移動可能な領域
T_total = a.total
T_total += i
a.total = T_total
a.f(i)
(1)
(2)
(3) (4)
(5)
(6)
rarefrequent
a) 投機的なロード命令の最適化前 b) 投機的なロード命令の最適化後
ストア命令 (a.total = T_total)は
(6)に移動できない : ストア命令 (a.total = T_total)の挿入点  
図 3.11: 投機的なストア命令の最適化例 
図  3.11は図  3.2(b)のプログラムを図で表したものである。ロード命令の最適化を行う前(図 
3.11(a))では、(3)に含まれるストア命令a.total = T_total;は(6)に移動することができない。一方、ロ
ード命令の最適化を行った後(図 3.11(b))では、(4)の灰色の三角で示した場所にストア命令の補償コ
ードを挿入することで、(3)のストア命令を(6)に移動することができるようになる。この変形は、ロ
ード命令T_total = a.total;が(1)と(4)の灰色の丸で示した場所に挿入されるために、正しく行うことが
できる。ただし、このような変形を行うと場合によっては遅くなる場合がある。例えば、ブロック
(2)からのエッジの頻度が逆の場合には、このような変形はストア命令の実行回数を増やしてしまう。
この問題を解く方法としては、3.1節で述べたように、Cost と Benefit を計算する方法[52]が考えられ
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る。しかし、本手法ではコンパイル時間と効果を考慮して、精度は落ちるが軽い最適化方法を使って
いる。 
ストア命令に対する最適化も3.2.2節のロード命令の最適化と同様に、TRANSP, N_COMP, X_COMP
という 3つの集合を入力として計算する。出力に関しては、Lazy Code Motionを逆向きに適用するた
めに、ブロック nの最初に挿入する式の集合 N_INSERT(n)が結果となる。 
本章では、ストア命令に関するこれら 4 つの集合をそれぞれ TRANSPS, N_COMPS, X_COMPS, 
N_INSERTSと表す。入力の 3 つの集合を求めるためには、各ストア命令についてブロック n の通過
を妨げるかどうかを正しく判別する必要がある。表 3.1で示した{ opcode, src1, src2, misc }の組に対応
する、あるストア命令 qについて、ブロック n内の移動を妨げる命令としては次のようなものが挙げ
られる。 
ストア命令 qについて移動を妨げる命令・条件: 
! q.src1や q.src2の変数に対する書き込み。 
! 任意の例外を起こしうる命令 Bについて、(Bは tryブロック内)または(MayAlias(q, Bの場所))
のどちらかが成り立つ場合。 
! 同期を取る命令(monitorenter, monitorexit) Bについて MayAlias(q, Bの場所)が成り立つ場合。 
! volatile変数や unresolved変数についてのロードやストア命令 B について、MayAlias(q, B の場
所)が成り立つ場合。 
! ロードまたはストア命令 Bについて、MayAlias2Mems(q, B, Bの場所)が成り立つ場合。 
! メソッド呼び出し Bについて、次のどちらの条件も満たす場合。 
" MayAlias(q, Bの場所)が成り立つ。 
" q が B 内でアクセスされないことがメソッド間解析や field analysis[19]により判別できな
い。 
! q ∈ X_INSERTL(n)が成り立つ場合には、nの最後の点。 
TRANSPS(n)は、各ストア命令 qについてブロック n内に移動を妨げる命令がまったくなければ、q
を集合に追加するという処理をすることにより作成できる。N_COMPS(n), X_COMPS(n)は、ブロック
n 内に含まれるストア命令 q について、n 内に前述の移動を妨げる命令が q の場所より前・後になけ
れば、qを N_COMPS(n), X_COMPS(n)にそれぞれ追加するという処理をすることにより作成できる(図 
3.4, 12行目)。 
これら 3 つの集合を出発点として、図 3.12の方程式を解く。これらの方程式はストア命令を実行
方向に移動させるため、LCM アルゴリズム[48]の各解析の方向を逆向きに変え、さらにロード命令
の最適化結果を利用する処理を追加している。この中で、ロード命令の最適化結果を利用している部
分は、X_USAFES(n)を求めている部分である。n が頻繁に実行されないときに限り、ロードの最適化
の処理で求めた X_INSERTL(n)を加えることによって、先ほど述べた実行回数が増加する問題を解決
している。なお、ストア命令の投機的な移動を止めた版を作成するには、常に全ての nが頻繁に実行
すると仮定することにより作成できる（すなわち、X_INSERTL(n)を加えない）。 
図  3.12の方程式を解いた結果、各ブロック n の最初の点に挿入を行うストア命令の集合
N_INSERTSが求まる(図 3.4, 13 行目)。図 3.4の 14 行目 ComputeReachBackward は図 3.12の 7 に示し
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た後進データフロー解析を解く処理を意味する。これを解くことにより、各ベーシックブロックの最
後に到達可能なストア命令の集合 X_REACHS(n)が求まる。 
 
図 3.12: ストア命令の最適化アルゴリズム 
最後に、図 3.4の 16 行目の処理で集合 X_REACHS及び N_INSERTSを使って各ブロック内の冗長
なストア命令の除去とストア命令の挿入を行う。 
3.3 実験結果 
本節では、jBYTEmark と SPECjvm98[62]の２つのベンチマークを測定し、本アルゴリズムの評価
を行う。全ての測定結果を同じ環境で行うために、コマンドラインからベンチマークを個別に実行さ
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せた。jBYTEmark の測定方法は問題の大きさをそれぞれ固定して実行させた。SPECjvm98 の測定方
法は問題の大きさを 100 にして実行させた。すべての測定結果は、POWER3 400MHz、メモリ 768 
MB、AIX4.3.3、IBM Developer Kit for AIX、Java Technology Editionに変更を加えて測定した。 
IBM の Java 仮想機械ではインタープリタとダイナミック・コンパイラを組み合わせて使っている
[64]。まず、インタープリタでメソッドを実行し、頻繁に実行されると判断するとダイナミック・コ
ンパイラに遷移してコンパイル・実行を行う。この組み合わせは、コンパイル時間を減らすだけでは
なく、resolve されていない変数やクラスの初期化チェックを減らすことにも貢献している。さらに、
IBM の Java 仮想機械ではインタープリタ上で条件分岐に関して統計をとっている。この条件分岐に
関する統計を基に、各エッジの分岐確立を求めて、投機的なロード命令の最適化を行っている。 
3.3.1 本アルゴリズムによる効果 
本アルゴリズムの比較を行うために、次の版を作成し測定を行った。 
Baseline : こード移動を止めて scalar replacement を行う版。従来の Fink[18]らの方法を想定しており、
コード移動を止める以外の処理は有効にしている。 
Non-spec. : 投機的な scalar replacement（図 3.3(3)）を止めた版。 
Speculative : 本章のすべての処理を有効にした版。 
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図 3.13: jBYTEmark上で除去できたメモリアクセス命令の実行回数の割合 
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図 3.14: SPECjvm98上で除去できたメモリアクセス命令の実行回数の割合 
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図 3.13, 図 3.14に Baselineの実行回数に対して、jBYTEmarkと SPECjvm98上で除去できた割合を
示す。これは、コンパイルされたコード内にメモリアクセスを行う命令を生成する際に、回数を数え
るコードも同時に生成させて得たものである。この結果、本手法は Baseline で実行されたメモリアク
セス命令の実行回数のうち、jBYTEmarkでは平均 38%、SPECjvm98では平均 8%減らすことができた。 
(バーが高いほど良い。50%は1.5倍、100%は2倍速いことを意味する)
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図 3.15: jBYTEmarkに対する速度向上率 
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図 3.16: SPECjvm98に対する速度向上率 
図 3.15, 図 3.16に Baseline と比較して、それぞれ jBYTEmark と SPECjvm98 上で達成できた速度
向上率を示す。本手法によって jBYTEmark では平均 41%、SPECjvm98 では平均 5%速度を向上させ
ることができた。投機的ではない scalar replacement（Non-spec.）はほとんどのベンチマークで効果が
認められた。投機的な scalar replacement（Speculative）は LU Decomposition で特に効果が認められた。
このベンチマークを調べた結果、次のようなことがわかった。まず、多次元配列のアドレスを持つイ
ンスタンス変数のアクセスが、投機的な最適化によって条件分岐を越えてループ外に移動した。これ
によって、この多次元配列に対するアクセスのいくつかがループ不変となり、null チェック、配列境
界チェック、scalar replacement 等の最適化が効果的に適用できるようになり、速度が大きく向上した。 
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3.3.2 JIT のコンパイル時間 
本節では、本手法がどの程度、JIT のコンパイル時間に影響を与えているかについて述べる。図 
3.17, 図 3.18に jBYTEmark と SPECjvm98 上で増加したコンパイル時間の割合を示す。これは、AIX
上で利用可能なトレースツールを用いて、JIT のコンパイル時間を測定したものである。本手法は
jBYTEmarkでは平均 3.0%、SPECjvm98では平均 2.6%コンパイル時間を増加させることがわかった。 
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図 3.17: jBYTEmarkに対するコンパイル時間の増加 
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図 3.18: SPECjvm98に対するコンパイル時間の増加 
3.4 まとめ 
本章では、Java 言語に対して投機的に、コントロールフローの制御を越えてメモリアクセス命令
の最適化を行うアルゴリズムについて述べた。ロード命令を投機的に移動する際には、例外除去処理
が指定したコントロールフロー上のエッジに例外処理命令があると仮定して最適化を行う。また、オ
ブジェクト変数のエイリアス解析により、メソッド呼び出し等の命令に対しても一部のメモリアクセ
ス命令の移動は妨げられなくなった。ストア命令の最適化では、ロード命令の最適化の結果を利用し
て実行することにより、より多くのストア命令をループの外に移動させることが可能となった。この
手法は Java 言語に限らず、メモリアクセスについて例外処理により言語仕様上安全性が保障されて
いる言語に対して適用可能である。 
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4.1 関連研究 
命令合成(instruction combining[54])はある命令列を、同じ結果が得られかつ効果が高い命令に置き
換える最適化である。従来の命令合成は大きく分けると 2つのカテゴリーに分類される。 
ひとつめのカテゴリーは、依存関係があるii複数の命令を合成する方法(表 4.1(1))である。このカ
テゴリーで行われてきた方法は大域的なコード移動(global code motion)を行うが、一部のパスに沿っ
て命令を合成するようなことは今まで行われていなかった[54][55]。もうひとつのカテゴリーは、依
存関係がない複数の命令を合成する方法(表 4.1(2))である。このカテゴリーで行われてきた方法は、
ループの誘導変数（induction variable）の性質に特化したものしかなかった[3][16][50][61]。そのため、
誘導変数とは関連しない多くの命令については命令合成の機会を逃していた。 
表 4.1は従来の命令合成法((1)と(2))と本手法(3)の比較を表にしたものである。(1)の手法はある命
令を依存関係があるもうひとつの命令の直後に移動させ、次にこれら 2つの命令を合成するものであ
る[54][55]。この方法は、移動を行う際に命令間に存在するデータ依存に頼っているため、依存関係
がない命令は合成することができなかった。この手法は大域的なコード移動を行うが、一部のパスに
沿って命令を合成するようなことはできなかった（例えば図 4.12で示すような例）。 
表 4.1: 命令合成を行う 3種類の方法の比較 
(1) 命令の間に存在するデータ依存を利用して合成を行う方法 
(2) ループをアンロールして、反復間の配列アクセスを合成する方法 
(3) 本手法 
 大域的なコード
移動を行う 
一部のパスに沿って
命令を合成可能 
依存関係がある
命令を対象 
依存関係がない
命令を対象 
(1) ○ × ○ × 
(2) × × × ○ 
(3) ○ ○ ○ ○ 
 
(2)の手法は、ループをアンロールして、反復間の配列アクセスを合成する方法である。これは、
ループ内の配列アクセスについて、ループのアンローリングを行い、反復間のメモリアクセス命令を
合成する方法[3][16][50][61]である。しかし、これらの方法は大域的なコード移動(global code motion)
を行っていないため、ブロック内で閉じた最適化だった。そのため、これらの手法は適用可能な対象
が限定されていた。 
本手法(3)は、表 4.1の 4 つの特徴を全て持っている。そのため、依存関係がある命令・ない命令
どちらも合成可能であり、さらには4.2節で述べる図 4.2の例のように、一部のパスで合成可能な命令
                                                           
ii 本論文では、true（flow）dependenceを指す。 
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を扱うこともできる。また、本手法はメモリアクセス命令の最適化だけにとどまらず、4.2.3節に示す
ように、命令の合成を行う多くの最適化に対して適用可能である。 
演算強度軽減法(strength reduction[54])は、命令合成に似た最適化であるが、この手法は実行コスト
の大きい命令（例えば掛け算）をより実行コストの小さい命令（例えば足し算）に置き換える最適化
である。過去に PRE の手法を用いた演算強度軽減法はいくつか提案されている[24][43][47]。基本的
に、これらの手法はある命令を依存関係があるもうひとつの命令の直後に移動させ、次にこの 2つの
命令によって演算強度を軽減できるとわかれば変形を行う。つまり、これらの手法も依存関係がある
命令を対象にしており、依存関係がない命令は最適化できなかった。 
4.2 本手法 
本節では、大域的なコード移動を行い、依存関係がある命令・ない命令のどちらでも命令合成を
行えるような新しいアルゴリズムについて述べる。このアルゴリズムは、一部のパス上で合成可能な
複数の命令をコード移動により合成することも可能である。 
本手法では、コード移動の基本アルゴリズムとして、Lazy Code Motion（LCM）[48]を用いる。こ
のアルゴリズムに「合成することにより効果がある命令の集合」という概念を組み込み、合成しよ
うとする命令ができるだけまとまるようにコード移動を行い、まとまった命令について合成を行う。
さらに本手法は、LCMと同様に bit vectorを使ったアルゴリズムのため、高速に問題を解くことがで
きる。 
命令2命令1
本手法は、2つの命令を合成可能かつ実行頻度
が低い領域の最後に移動させる
移動可能
な領域
命令を実行とは逆方向にできるだけ移動させた場合の移動先
元の命令があった場所
合成可能な
領域
実行頻度が
低い領域
最終的なコード移動先
b) 本手法で提案するコード移動
命令2命令1
移動可能
な領域
合成可能な
領域
実行頻度が
低い領域
a) 元のLazy Code Motion
このアルゴリズムは、合成可能性を考慮してい
ないため、それぞれの命令を独立に移動する
 
図 4.1: 依存関係がない命令に対するコード移動 
依存関係がある 2 つの命令を 1 箇所にまとめることは比較的容易である。しかし、依存関係がな
い命令を考えてみると、ある 1命令を移動させたとき依存関係がない命令を越えて移動することがで
きるため、1 箇所にまとめることは難しい。図 4.1は、依存関係がない命令に対して Lazy Code Mo-
tion(LCM)[48]アルゴリズムと本手法で提案するコード移動をそれぞれ適用した場合の比較を示したも
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のである。LCM はコード移動の際に合成可能性を考慮していないため、(a)に示すように命令をそれ
ぞれ独立に移動させる。それに対して、本手法で提案するコード移動は(b)に示すように 2 つの命令
を共に合成可能かつ実行頻度が低い領域の最後に移動させる。これにより、この 2つの命令は 1箇所
にまとまるため、合成させることが可能となる。 
EA = a + 12
f1 = ldfs(EA)
EA = a + 8
f2 = ldfs(EA)
従来の手法による最適化結果（変形できず）
EA = a + 8
f2, f1 = ldfps(EA)
本章で述べる最適化による結果
EA = a + 8
f2 = ldfs(EA)
ldfs: 単精度浮動小数点型のロード命令
ldfps: 単精度浮動小数点型のペア・ロード命令
EA = a + 8
T = ld8(EA)
t1 = extract(T, 32, 32)
t2 = extract(T, 0, 32)
EA = a + 12
t1 = ld4(EA)
t1 = extend(t1)
EA = a + 8
t2 = ld4(EA)
t2 = extend(t2)
従来の手法による最適化結果（変形できず） 本章で述べる最適化による結果
EA = a + 8
t2 = ld4(EA)
t2 = extend(t2)
ld4: 32-bit整数ロード命令
ld8: 64-bit整数ロード命令
extend: 符号拡張命令
extract: 符号拡張付きextract命令
            (extract(T, 0, 32)はTの0ビットから32ビット分(下32bit)を抜き出し，符号拡張を行う)
a) 2つの32-bit整数ロード命令の合成
b) 2つの単精度浮動小数点型ロード命令の合成
 
図 4.2: IA-64向けに本章で述べる最適化を適用した例 
図 4.2の 2つの例を使って本章で述べる最適化を説明する。(a)は 2つの 32-bit整数型ロード命令を
組み合わせる例を示している。IA-64 では、隣接する 2 つの領域に対する 32-bit の整数型ロード命令
を合成して、64-bit ロード命令とそれぞれの 32-bit データを符号拡張つき extract 命令で抜き出す処理
に変形することができる。この結果、(a)の左のパスでは 4～6 命令必要だった処理（符号拡張命令は
第 5章で述べる最適化により除去される可能性がある）を 4命令に減らすことができる。世の中のシ
ステムやアプリケーションの多くはまだ 32-bit アーキテクチャを前提として設計されているため、
32-bit のデータ型はプログラム内に多く現れる。例えば Java の言語仕様[20]では、もっとも多く使わ
れる int 型を 32-bit と規定している。そのため、(a)のような最適化は 64-bit アーキテクチャでは効果
がある。 
(b)は 2つの浮動小数点型のロード命令を組み合わせる例を示している。IA-64は浮動小数点に関し
てペア・ロード命令を持っており、これを利用すると隣接する 2つの領域から一度に 2つのレジスタ
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にロードを行うことができる。これを利用して本章の最適化を利用すると、(b)の左のパスでは 4 命
令必要だった処理を 2命令に減らすことができる。なお、ペア・ロード命令を使う際には、奇数番号
と偶数番号のレジスタの組が左辺にくる必要があるが[30]、これは制約を考慮したレジスタ割付法
[44]を適用することにより達成できる。 
さらに、このような命令の合成を最適化の視野に入れると、部分的な合成可能性が新たに発生す
る。例えば図 4.2の(a)(b)は共に、左側のパスでは合成の機会があるが、右側のパスでは合成の機会
がない。そこで、本手法では PRE の技術を応用して組み合わせることにより、一部のパスで合成可
能な複数の命令に対してもうまく最適化できるようにしている。 
なお、(a)(b)の最適化を行う際にはアラインメント（alignment）に注意しなければならない。(a)(b)
の例は共に 64-bitデータをロードする処理となるため、最適化対象となる 2つのロード命令の対象ア
ドレスは共に 64-bitでアラインされた領域に入っている必要がある。 
以下、4.2.1節ではアルゴリズムについて述べ、4.2.2節では図 4.2の例を使った具体例を示す。4.2.3
節ではほかの最適化への応用例を示す。 
4.2.1 アルゴリズム 
合成対象の式の集合を求める(1)
データフロー解析の入力となる5つの集合を求める(2)
(2)の集合を使ってデータフロー解析を行う(3)
ブロック内の式を変形する(4)
変形が行われたか？
複写伝播, 不要コード除去, PREを行う
(5)
(6)
START
END
はい
いいえ
本章の中心
となる処理
後処理
 
図 4.3: 本章ののアルゴリズムの流れ 
この節では、合成対象となる命令をできるだけ 1 箇所にまとめる枠組みについて説明する。図 4.3
に本アルゴリズムの流れを示す。図 4.3で(1)～(4)は本章の中心となる処理、(5)と(6)は本章の最適化
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によって発生した冗長なコードについての後処理となる。以下では、(1)～(4)の 4 つのステップにつ
いて、順に説明していく。 
まず最初のステップでは、プログラム内の「合成することにより効果がある命令の集合」GROUP
を求める。本手法では、次の 3つの条件全てを満たすものをこのような集合として扱っている。 
! 複数の命令を合成したコード片 Cを定義できる。 
! C からそれぞれの命令の結果を作成することができる。なお、C からそれぞれの命令の結果
を作成するためのコードは必ずしも必要ではない。 
! この変形によって、最終的な結果が良くなる可能性がある。 
次に各命令に対応する集合 GROUP の情報をセットする。集合 GROUP は各命令を bit に割り当て
た bit vector で表現できる。例えば、5 つ命令があり、bit0 と bit1 に対応する命令が同じグループ、
bit2と bit4 に対応する命令が同じグループとする。この場合、bit0と bit1に対応する命令に対応する
グループは{11000}と表現され、bit2 と bit4 に対応する命令に対応するグループは{00101}、bit3 に対
応する命令に対応するグループは{00000}（空集合）と表現される。なお、この節では 1 つの命令が
1 つのグループのみ含まれるという単純なケースを想定して説明を行う。図 4.2の 2 つの例は連続す
る 2 つのメモリエリアが 64 ビット境界になければならないという条件があるため、この仮定に該当
する（つまり、合成対象の命令は必ず 1 つのグループだけに属する）。4.2.3.1節では、1 つの命令が
複数のグループに含まれる場合の解決策について述べる。 
LCM アルゴリズム[48]は、TRANSP、N_COMP、X_COMP という 3 つの集合を入力として、
N_INSERT、X_INSERT という集合を最終的には求める。これら 5 つの集合はそれぞれ次のような意
味である（なお、N_は entry、X_は exitを意味している）。 
TRANSP(n) ブロック n内を通過することのできる、メソッド内の命令の集合 
N_COMP(n) ブロック nの先頭に移動できる、ブロック n内の命令の集合 
X_COMP(n) ブロック nの最後に移動できる、ブロック n内の命令の集合 
N_INSERT(n) ブロック nの先頭に挿入する命令の集合 
X_INSERT(n) ブロック nの最後に挿入する命令の集合 
2 番目のステップでは、入力となる 3 つの集合をまず求め、次に N_COMP(n)、X_COMP(n)に集合
GROUPの要素を加えた N_COMPG(n)、X_COMPG(n)を図 4.4のアルゴリズムで作成する。 
for (each n ∈ 全てのベーシックブロック){ 
   N_COMPG(n) = N_COMP(n) 
   for (each e ∈ N_COMP(n)){ 
      g = eに対応するグループ 
      N_COMPG(n) ＋= gに含まれる全ての命令 
   } 
   X_COMPG(n) = X_COMP(n) 
   for (each e ∈ X_COMP(n)){ 
      g = eに対応するグループ 
      X_COMPG(n) ＋= gに含まれる全ての命令 
   } 
} 
図 4.4: N_COMPG(n)、X_COMPG(n)の集合を求めるアルゴリズム 
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3 番目のステップでは、2 番目のステップで求めた TRANSP、N_COMP、X_COMP、N_COMPG、
X_COMPGの 5 つの集合を入力として、データフロー解析を行い、命令の挿入点及び挿入する命令が
有効な範囲を求める。 
LCM アルゴリズムは、各命令を実行とは逆向きにできるだけ遠くへ移動させる Busy Code Motion
（BCM）[48]パート、次にレジスタプレッシャや不必要な移動を減らすために実行方向へ移動させる
Lazy パートの 2 つに分かれる。BCM パートについてはそのまま適用しているため、各命令の実行回
数に関する最適化性能は BCMと同等である。本手法の変更点は、命令を実行方向へ移動させる Lazy
パートで、グループ内に含まれる命令のどれかが現れた点で移動が止まるようにした点である。これ
によって、図 4.1(b)で示したようにグループ内の命令ができるだけまとまるような移動を行うことが
できる。 
(a) Busy Code Motion [48]を行う。入力となる集合は TRANSP, N_COMP, X_COMPの 3つである。出
力となる集合は N_EARLIESTと X_EARLIESTの 2つである。 
(b) Delayability Analysis: 
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(d) Isolation Analysis: 
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図 4.5: LCMアルゴリズムの変更点（Bold体が変更または追加した点） 
図 4.5に LCM アルゴリズムに対する詳細な変更点を示す。Bold 体で書かれている部分が変更もし
くは追加した部分である。図 4.5(1)の BCM によって、N_EARLIEST、X_EARLIEST の 2 つの集合が
求まる。これらの集合は、命令を実行方向とは逆向きにできるだけ遠くに移動させた場合の命令の挿
入点を意味する。 
図  4.5(2)～ (4)内の処理で LCM では元々N_COMP(n)と X_COMP(n)を使っていた部分を
N_COMPG(n)と X_COMPG(n)に変えたことにより、グループ内に含まれる命令のどれかが現れた点で
移動が止まるようになる。まず、(2)では N_EARLIEST, X_EARLIESTに含まれる命令を実行方向に移
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動させ、実行頻度を増やさない領域かつグループ内の命令が最初に現れるまでの領域 DELAYED を
求める。N_DELAYED(n), X_DELAYED(n)は、ブロック nにおける、領域 DELAYEDに含まれる命令
の集合を意味する。 
次に、(3)では領域 DELAYED の中で一番最後の場所である LATEST を求める。N_LATEST(n)、
X_LATEST(n)は、ブロック nにおける、LATESTに含まれる命令の集合を意味する。LATESTに含ま
れる命令が移動先の候補となる。 
しかし、単に LATEST の場所に移動を行うと、実行回数（コスト）が変わらないのにもかかわら
ず、元の命令の位置よりも前に移動する場合がある。このような移動は、レジスタプレッシャを高め
てしまうため、実行回数が変わらない場合には移動を行わないほうが望ましい。そのため、LCM は
元々命令の冗長性を解析している。例えば、あるパス上に同じ命令が 2つ以上あれば、下にある命令
は上の命令の場所まで冗長性があることになる。(4)では、このような命令の冗長性がない領域
ISOLATED を求める。N_ISOLATED(n)、X_ISOLATED(n)は、ブロック n における、領域 ISOLATED
に含まれる命令の集合を意味している。 
元々の LCM アルゴリズムは、まずブロック内の冗長性を取り除き、この状態を出発点として、次
にデータフロー解析を行ってブロック間の冗長性を解消する。すなわち、2 回コードの変形を行う必
要がある。個々の命令を独立に最適化する場合には、この方法でもかまわないが、複数の命令を関連
付けて最適化する場合には、コードの変形を最後にまとめて行うやり方が効率が良い。そのための処
理として図 4.5(5)を変更し、(6)で「ブロック n に X_INSERT(n)内の命令を挿入したことによって、
これ以降で冗長であると判断できる領域 REACH」を求める。これによって、X_INSERT(n)内の命令
の結果を挿入場所でテンポラリ変数にキャッシュしておけば、領域 REACH 内の命令はそのテンポラ
リ変数で置き換えることができる。N_REACH(n)、X_REACH(n)は、ブロック n における、領域
REACHに含まれる命令の集合を意味している。 
4 番目のステップでは、3 番目のステップで求まった X_INSERT(n)と N_REACH(n)を用いて、各ブ
ロック内の変形を行う。図 4.6にブロック n 内を変形するアルゴリズムを示す。このアルゴリズムは
大きく分けると 2つの部分に分かれる。最初の部分ではブロック n内の命令を実行方向にスキャンし、
集合 N_REACH(n)を元にブロック n内のローカルな最適化を行う。次の部分はブロック n内のスキャ
ン後に、集合 X_INSERT(n)に含まれる命令の挿入を行う。なお、図 4.6で集合 inner は、テンポラリ
変数 T[ ]に置き換えることができる命令（言い換えると冗長な命令）の集合を意味している。またア
ルゴリズムの説明では、この配列を使う際に``T[それぞれの命令]''のようにインデックスを命令で表
している。実際の実装では、各命令に対応するビットの場所などを配列のインデックスとして使えば
これは実現可能である。また、テンポラリ変数の配列 T[ ]の要素は、図 4.6のアルゴリズムを実行す
る前に変数番号で初期化されているものと仮定している。 
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inner = N_REACH(n); 
for (each I ∈ ブロック n内の先頭から最後までの命令){ 
   R = Iの右辺式; 
   for (each e ∈ 最適化対象となっている全ての命令) 
 if (Rは eの移動を妨げる) inner -= e; 
   if (Rは最適化対象) { 
      if (R ∈ inner){ 
         if (ブロック内の I以前に Rと同一の命令が存在する && 
 Rの結果は変数 T[R]に代入されていない) 
            その場所に Rを変数 T[R]に代入するコードを生成; 
         Rをテンポラリ変数 T[R]で置き換える; 
      } else { 
         g = Rに対応する GROUP; 
         if (ブロック内の I以前に R以外の gに含まれる命令が存在する && 
             Rはその場所に移動可能){ 
            その場所に「gに含まれる命令を合成した命令 C」を挿入; 
            Cの後に「Cの結果から gに含まれる命令の結果をテンポラリ変数 
           T[それぞれの命令]に代入するコード」を生成; 
            inner += gに含まれる命令; 
            Rをテンポラリ変数 T[R]で置き換える; 
         } 
      } 
      inner += R; 
   } 
   for (each e ∈ 最適化対象となっている全ての命令) 
      if (Iの変数定義は eの移動を妨げる) inner -= e; 
} 
  
// X_INSERT(n)に含まれる命令を挿入 
insert = X_INSERT(n); 
for (each e ∈ insert){ 
   e_g = eに対応する GROUP * X_INSERT(n); 
   if (e_gに含まれる複数の命令どうしを合成可能 && 
       e_g内の命令で innerに含まれていないものがある){ 
      P = ブロック nの最後; 
      if (ブロック内に e_gに含まれる命令が存在する) P = その場所; 
      Pの場所に「e_gを合成した命令 C」を挿入; 
      Cの後に「C の結果から e_gに含まれる命令の結果をテンポラリ変数 
                T[それぞれの命令]に代入するコード」を生成; 
      inner += e_gに含まれる命令; 
      insert -= e_gに含まれる命令; 
   } else if (eが innerに含まれない) 
      ブロック nの最後に eをテンポラリ変数 T[e]に代入するコードを生成; 
   else if (ブロック内に元々eと同一の命令が存在する) 
      その場所に eをテンポラリ変数 T[e]に代入するコードを生成; 
} 
図 4.6: ブロック n内の変形アルゴリズム 
4.2.2 具体例 
図 4.2の(a)(b)の例に最初のステップの条件をあてはめると、図 4.7に示すようになる。なお、図 
4.7の「(a)の例:」内の「C から ld4(...)の結果を作成するためのコード片」で共に、符号拡張命令
（extend）を生成するようにしている。直前の extract 命令の結果は必ず符号拡張された状態になるた
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め、これらの符号拡張命令は明らかに冗長である。冗長な命令をわざわざ生成している理由は、後続
する符号拡張命令を効果的に最適化するためである。詳しくは図 4.9で説明する。 
 (a)の例： 
! ld4(a+8)と ld4(a+12)を合成したコード片 C: { EA=a+8; T=ld8(EA); } 
! Cから ld4(a+12)の結果を作成するためのコード片: { T1=extract(T, 32, 32); T1=extend(T1); } 
! Cから ld4(a+8)の結果を作成するためのコード片: { T2=extract(T, 0, 32); T2=extend(T2); } 
! この変形によって、後続する符号拡張命令（extend）を除去できる可能性がある。 
 
(b)の例： 
! ldfs(a+8)と ldfs(a+12)を合成したコード片 C: { EA=a+8; T2,T1=ldfps(EA); } 
! Cから ldfs(a+8)の結果を作成するためのコード片: { φ } 
! Cから ldfs(a+12)の結果を作成するためのコード片: { φ } 
! この変形によって、4命令が 2命令に減る。 
図 4.7: 図 4.2(a)(b)の例に対応する最初のステップの条件 
EA = a + 12
t1 = ld4(EA)
t1 = extend(t1)
EA = a + 8
t2 = ld4(EA)
t2 = extend(t2)
BB1 BB2
BB3
BB1:
N-COMP X-COMP
bit0: ld4(a + 8) 対応するグループ　{11}
bit1: ld4(a + 12) 対応するグループ　{11}
BB2:
BB3:
01
00
10
01
00
10
N-COMPG
11
00
11
X-COMPG
11
00
11
TRANSP
00
00
00
BB1:
N-REACH
BB2:
BB3:
00
00
10
X-INSERT
11
10
00
STEP2
STEP3
 
図 4.8: 図 4.2(a)に 2・3番目のステップを適用した状態 
図 4.2(a)の例に 2 番目・3 番目のステップを適用した状態を図 4.8に示す。図 4.2(b)については、
図 4.8内の ld4を ldfsと読み替えれば同様の結果となる。 
2 番目のステップを適用すると集合 TRANSP、N_COMP、X_COMP、N_COMPG、X_COMPG は図 
4.8の STEP2 で示すように求まる。第 3 章でロード命令について入力となる 3 つの集合（TRANSP、
N_COMP、X_COMP）の求め方を述べた。本章の最適化も、第 3章で求めた 3つの集合を使う。 
次にこれら 5 つの集合を元に 3 番目のステップとして図 4.5のアルゴリズムを適用すると、図 4.8
の STEP3 で示すように X_INSERT、N_REACH の集合が求まる。なお、図 4.5内のアルゴリズムで
N_COMPG、X_COMPG を使わずに、仮に従来のように N_COMP、X_COMP を使うと、X_INSERT、
N_REACHの計算結果は全てのブロックで{00}となる。 
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EA = a + 8
T = ld8(EA)
T1 = extract(T, 32, 32)
T1 = extend(T1)
t1 = T1
T2 = extract(T, 0, 32)
T2 = extend(T2)
EA = a + 8
t2 = T2
t2 = extend(t2)
EA = a + 8
T2 = ld4(EA)
BB1
BB2
BB3
a) 4番目のステップを適用した直後
b) (a)に複写伝播、不要コード除去
   を適用した状態
EA = a + 8
T = ld8(EA)
T1 = extract(T, 32, 32)
t1 = extend(T1)
T2 = extract(T, 0, 32)
T2 = extend(T2)
t2 = extend(T2)
EA = a + 8
T2 = ld4(EA)
BB1
BB2
BB3
 
図 4.9: 図 4.8に 4番目のステップを適用した状態 
図 4.8の結果に 4 番目のステップを適用した直後の状態を、図 4.9(a)に示す。図 4.6のアルゴリズ
ムを適用する際には、図 4.7で示したコード片を用いる。図 4.9(a)が本章の最適化が終わった直後の
出力コードとなる。 
次に、図 4.9(a)に対して複写伝播と不要コード除去を適用した状態を(b)に示す。図 4.7の説明で、
後続する符号拡張命令を効果的に最適化するために冗長な符号拡張命令をわざわざ生成していると述
べた。この例では、BB1 に冗長な符号拡張命令を生成したおかげで、BB3 にあるextend(T2)が部分
的に冗長となっている。そこで、図 4.9(b)にもう一度 PREを適用すると、BB3内にある extend(T2)が
BB2 に移動する。さらに、第 5 章で述べる符号拡張命令の除去、複写伝播と不要コード除去等の最
適化を適用すると、最終的には図 4.2 (a)の最適化結果のように変形される。図 4.2(b)についても、
図 4.7で示したコード片を用いれば、(a)の例と同様に最適化が行える。 
4.2.3 その他の最適化への応用 
前節では、IA-64 アーキテクチャを例にとり、本章のアルゴリズムを使った最適化例を 2 つ述べた。
この節では、その他の最適化への応用について述べる。 
図 4.2(a)の例を応用すると、32-bitアーキテクチャに対しても 8-bitや 16-bitの複数のロード命令を
合成し、32-bitのロード命令と、ロードした結果から 8-bitや 16-bit単位で抜き出すコードを生成する
ような最適化を行うことができる。例えば、IBM のネットワークプロセッサ PowerNP は 32-bit レジ
スタを 8-bitや 16-bit単位でアクセスすることが可能である。この性質を利用すれば、32-bitでロード
した結果から 8-bit や 16-bit 単位で抜き出すコードは、複写伝播を行うことにより、最終的には多く
の場合明示的なコピー命令を生成せずに行うことができる。 
図 4.2(b)の例を応用すると、S390や PowerPCの Load Multiple命令を利用することによって、入力
コード内に含まれる複数の整数ロード命令を合成することができる。 
以下の項では、4.2.1節で述べたアルゴリズムに、追加処理を行うことによって達成できるいくつ
かの最適化について述べる。4.2.3.1項では 1 つの命令が複数のグループに含まれる場合の最適化につ
いて述べる。4.2.3.2項では依存関係を持つ命令の最適化について述べる。4.2.3.3項ではループ変形と
の組み合わせによる最適化について述べる。 
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4.2.3.1 １つの命令が複数のグループに含まれる場合 
この項では、1 つの命令が複数のグループに含まれる場合の対処方法について述べる。図 4.2の 2
つの例は 64-bit のアラインメントの制約があるため、1 つの命令が複数のグループに含まれることは
なかった。しかし、一般的には 1つの命令が複数のグループに含まれる場合がある。 
例えば、図 4.10の例で命令 0,1、命令 1,2、命令 2,3 がグループ化可能であるとする。もっとも簡
単な解決方法は、図 4.10(a)のように 1 つの命令は必ず 1 つのグループだけ対応する（この例では、
GROUP2 を除外する）ように設定する方法が考えられる。このようにすれば、図 4.10の BB5 内の命
令 2 は BB1～4 に移動し、BB4 内で命令 0,1 と命令 2,3 について合成が行われる。しかし、この方法
は命令 1,2 をグループ化する機会を逃してしまう結果となり、最適化の効果が少なくなる。この例で
は、BB3,BB4内の命令 1と命令 2を合成する機会が失われる。 
     対応するグループ
命令0: {1100}            (GROUP1)
命令1: {1100}, {0110}  (GROUP1,2)
命令2: {0110}, {0011}  (GROUP2,3)
命令3: {0011}            (GROUP3)
(a) 必ず1つのグループに属するように設定
     対応するグループ
命令0: {1100}          (GROUP1)
命令1: {1100}          (GROUP1)
命令2: {0011}          (GROUP3)
命令3: {0011}          (GROUP3)
(b) 複数のグループを設定
命令0,1はグループ化可能 (GROUP1)
命令1,2はグループ化可能 (GROUP2)
命令2,3はグループ化可能 (GROUP3)
命令2
命令0 命令1
命令0
命令1
命令3
BB1 BB2 BB3 BB4
BB5
 
図 4.10: 1つの命令が複数のグループに含まれる場合の最適化 
そこで、図 4.10(b)のように 1 つの命令に対して複数のグループを対応付けられるようにする。こ
のように設定した場合にも、(a)と同様に BB5 内の命令 2 は BB1～4 に移動する。この場合の問題点
は、重複している命令を含む複数のグループが 1つのブロック内で同時に変形対象となった時に、重
複している命令をどのように扱うかという点である。図 4.10の例では BB4 内に変形対象となってい
るグループが 3 つ（GROUP1、GROUP2、GROUP3）あり、重複している命令 1 と命令 2 をどうする
かという問題となる。 
この解決方法としては、重複している命令を含むグループに効果が大きい順に優先順位をつけ、
優先度の高いグループから変形を行い、優先度の低いグループについては、前の変形結果を考慮して
変形を行う・行わないを決定するという方法が考えられる。例えば、図 4.10の例で GROUP2、
GROUP1、GROUP3 の順で優先度が高いと仮定する。その場合には、GROUP2 の変形をまず行い、
GROUP1 については重複していない命令 0 について GROUP2 の変形結果も考慮して合成可能であれ
ば合成し、合成できなければ命令 0 のまま残す。その次に GROUP3 の変形を試み、GROUP2 の変形
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結果後の命令 2の状態と命令 3を考慮し合成可能であれば合成し、合成できなければ命令 3のまま残
すということになる。 
PowerPC上では，32bit定数ロードは，上16ビットと下16ビットの値をセットする２命令が必要となる．
また，レジスタと符号付16bit定数の足し算を行うことができる．
r2=0x0002A800
r0=0x0001C800 r1=0x00023800
r0=0x0001C800
r1=0x00023800
r3=0x00031800
BB1 BB2 BB3 BB4
BB5
命令0: 0x0001C800
命令1: 0x00023800
命令2: 0x0002A800
命令3: 0x00031800
a) 最適化前
r2=0x0002A800
r0=0x0001C800
r2=0x0002A800
r1=0x00023800
r2 = r1 + 0x7000
r1=0x00023800
r2 = r1 + 0x7000
r0 = r1 - 0x7000
r3 = r2 + 0x7000
BB1 BB2 BB3 BB4
BB5
b) 最適化後
命令0,1はグループ化可能 (GROUP1)
命令1,2はグループ化可能 (GROUP2)
命令2,3はグループ化可能 (GROUP3)
 
図 4.11: PowerPC向けの定数ロードの最適化 
図 4.11は図 4.10に対応する具体的な例を示している。この例は、PowerPC 向けの 32-bit 定数ロー
ドの最適化を示している。一部の値を除いて、PowerPC上では 32-bit の定数ロードは、上下 16-bit ず
つ値をセットするため 2命令必要となる。しかし、演算命令を利用することで、これを 1命令に減ら
すことが可能となる。 
図 4.11の例は BB4 内を GROUP2、GROUP1、GROUP3 の順で変形した場合の結果を示している。
この場合には、GROUP2内の命令 1,2の合成をまず行う。次に、GROUP1の重複していない命令 0に
ついて考えてみると、命令 1 の結果から再計算可能なため、命令 0 の変形を行う。次に、GROUP3
の重複していない命令 3について考えてみると、変形後の命令 2の結果からも再計算可能なため、命
令 3の変形を行う。もし仮に、命令 0や命令 3が合成できなければ、変形せずにそのまま残すことに
なる。 
4.2.3.2 依存関係を持つ命令の最適化 
本章で述べる最適化は、互いに依存関係のない命令の合成が可能なことを特徴としているが、依
存関係を持つ 2 つの命令を最適化することも可能である。図 4.12は PowerPC 向けに依存関係を持つ
命令を最適化した例を示している。左ローテート・マスク命令を使うことにより、従来(a)のように
左のパスでは 2命令必要だったものが、t1が dead store となっていれば、(b)のように左のパスでは 1
命令に減らすことができる。 
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依存関係を持つ 2 つの命令を合成する場合には、命令の順序を考慮する必要がある。ここで、合
成する 2 つの命令のうち、先行する必要がある命令を first、後続する必要のある命令を second と呼
ぶことにする。図 4.12の例では、firstは「t1 = a >> 16」、secondは「t2 = t1 & 0xff」となる。命令の
順序を考慮しつつ合成を行うためには、second→first という順番の時に間違って最適化することを防
ぐ必要がある。そのためには、first の直前に、first の移動を妨げる命令があると仮定して、本章で述
べた最適化を行うことにより、この問題は回避できる。 
t1 = a >> 16
t2 = t1 & 0xff
a) 最適化前
t1 = a >> 16
t2 = rlwinm(a, 16, 24, 31)
b) 本章で述べる最適化の結果
t2 = t1 & 0xff
t1がdead storeならば
除去できる
rlwinm: 左ローテート・マスク命令
　　　　　(rlwinm(a, 16, 24, 31)はaを左16bitローテートし，
            24bit目から31bit目までをマスクする)
a: 0t2:
 
図 4.12: 依存関係を持つ命令への適用例 
4.2.3.3 ループ変形との組み合わせによる最適化 
ループアンローリング・ループバージョニングといったループの変形手法と本章の最適化を組み
合わせて利用することで、ループ内の配列アクセスについて、反復間のメモリアクセス命令を合成す
ることが可能となる。 
アラインメント
とエイリアス
チェック
アンロールした
ループボディ
元々のループ
ボディ
元々のループ
ボディ
n mod unroll
繰り返す
n / unroll
繰り返す
OKNG
ここに本章の
処理を適用
 
図 4.13: ループ変形との組み合わせによる最適化 
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文献[16]には、反復間のメモリアクセス命令を合成するためのループの変形方法が書かれてある。
この変形は図 4.13のように、まず最初に 1 つのループをアラインメントとエイリアスチェックの成
否によって、2 つのバージョンに分岐するように変形する。次に、アラインメント等のチェックが成
功するバージョンでは、ループアンローリングを行う。 
このように変形を行っておけば、アンロールしたループボディについて、ループ内の連続した配
列アクセスをグループ化し本章の処理を行えば、従来の反復間のメモリアクセス命令を合成する最適
化と同様の結果を得ることができる。 
4.3 実験結果 
本節では、SPECjvm98[62]のベンチマークを測定し、本アルゴリズムの評価を行う。全ての測定結
果は、IA-64 向けの IBM Java JIT Compiler に本章で述べた図 4.2の 2 つの最適化を実装し、IBM In-
telliStation Z Pro model 689412X (Itanium 800MHz 2個, 2GB RAM)上で測定した。全ての測定結果を同
じ環境で行うために、コマンドラインからベンチマークを個別に実行させた。SPECjvm98 の測定方
法は問題の大きさを 100にして実行させた。 
4.3.1 本アルゴリズムによる効果 
本アルゴリズムの比較を行うために、次の版を作成し測定を行った。なお、IBM の JIT Compiler
ではコードサイズやコンパイル時間を大きく増やす図 4.13で述べたループの変形は行っていない。
そのため、ループ反復間のメモリアクセス命令を合成するような最適化はどちらの版でも行っていな
い。 
Baseline コード移動を行わずに、図 4.2の 2 つの最適化を行う版。図 1.3で述べたの他の最適化は全
て有効にしている。 
Our approach Baselineに加えて、コード移動を行って図 4.2の 2つの最適化を行う版。 
(バーが高いほど良い。50%は1.5倍、100%は2倍速いことを意味する)
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図 4.14: SPECjvm98の速度向上率 
図 4.14に Baseline と比較して、SPECjvm98 上で達成できた速度向上率を示す。本手法は幾何平均
で 1.77%程度、SPECjvm98の速度向上を達成することができた。また、compressと mpegaudioの 2つ
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のベンチマークで大きな効果が見られた。これらのベンチマークを調べた結果、compressベンチマー
クについては図 4.2(a)の整数ロード命令の合成、mpegaudio については図 4.2(b)の浮動小数点ロード
命令の合成が効果があることがわかった。 
4.3.2 JIT のコンパイル時間 
本節では、本手法がどの程度 JIT のコンパイル時間に影響を与えているかについて述べる。
SPECjvm98 について測定した、本手法に対するコンパイル時間の比率を図 4.15に示す。これは、IA-
64 上で利用可能なトレースツールを用いて、JIT のコンパイル時間の内訳を測定したものである。本
手法は、JIT のコンパイル時間のうち、幾何平均で 0.55%程度占めていることがわかった。本手法に
対するコンパイル時間の比率は 0.47%～0.72%とベンチマークにかかわらず、ばらつきが少なかった。 
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図 4.15: 本手法に対するコンパイル時間の比率 
4.4 まとめ 
本章では、コード移動を行うことにより、複数の命令を合成する新しいアルゴリズムについて述
べた。本手法は、PREの 1手法である Lazy Code Motionアルゴリズム[48]に、「合成することにより
効果がある命令の集合」という概念を組み込み、合成しようとする命令ができるだけまとまるように
コード移動を行い、まとまった命令について合成を行う。これによって、依存関係を持つ命令だけで
はなく、依存関係がない複数の命令も合成できるようになった。また、本アルゴリズムを使って命令
の合成を行う具体例として、2 つの最適化を実装し評価を行った。この結果、わずかなコンパイル時
間の増加でパフォーマンスを向上させることができた。 
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5.1 従来の手法 
a) Implicit sign extension (PPC64: lwa)
031
s
0313263
s s          s s s
lwa
(Load Word Algebraic命令)
b) Explicit sign extension (PPC64: exts, IA64: sxt)
i = mem;            - (1)
i = i + 1;            - (2)
i = extend(i);       - (3)  // explicit sign extensionが必要
t = (double) i;      - (4)  // i は符号拡張しなければならない
(extend( )は32-bitから64-bitへの符号拡張を意味する)  
図 5.1: 2種類の符号拡張 
符号拡張命令の実装方法として、アーキテクチャによってはメモリからのロード・符号拡張を同
時に行う命令が利用できる。例えば PowerPCの Instruction Set Reference[29]を見ると、load word alge-
braic (lwa)と呼ばれる命令が利用できる（図 5.1(a)）。以下、このように暗黙的に符号拡張を行うよ
うな命令を Implicit Sign Extensionと呼ぶ。 
PowerPC でも、レジスタのサイズとプログラム中で定義されている変数のサイズが異なる場合に
は、符号拡張は計算中に必要となってくる。例えば、図 5.1(b)では(1)で Implicit Sign Extensionを行っ
ているのにもかかわらず、(4)の直前で符号拡張が必要となってくる。以下、このように明示的に符
号拡張を行う命令を Explicit Sign Extensionと呼び、extend()と記述する。Explicit Sign Extension の命
令としては、PowerPCでは extend sign (exts)命令、IA-64[30]では sign extend (sxt)命令が用意されてい
る。 
IBMの IA32や PowerPC上の 32ビットアーキテクチャ向けの JITコンパイラ[31][63]では、16, 8ビ
ットの値について Implicit Sign Extensionを行う命令を単純に使っているだけで、符号拡張命令を消す
処理は行っていなかった。64 ビットアーキテクチャで、Java などの 32 ビットを演算の中心とする言
語をコンパイルしようとすると、ほとんどの整数型命令に対して符号拡張が必要となる。さらに、
IA-64 アーキテクチャなどは、Implicit Sign Extension を行う命令を持っていないため、特に符号拡張
命令の除去が重要となる。 
5.2 本手法の概略 
本章ではどのような方法で、符号拡張命令を除去しているかを述べる。5.2.1節では、我々が最初
に実装した除去手法について簡単に述べる。5.2.2節では、最初に実装した除去手法で見つけた問題点
をどのように解決しているかを述べる。 
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5.2.1 最初に実装した単純な除去法 
基本的に、符号拡張命令は「入力が必ず符号拡張されている場合」、または「符号拡張命令の出
力結果を使用する全ての場所で、符号拡張しようとするデータサイズ以下で使われている場合」のど
ちらかの条件が満たされたときに除去できる。我々が、最初に符号拡張命令の除去を実装したときは、
次のような流れで行った。 
1. レジスタサイズより小さいデータサイズ（32,16,8 ビット）の変数の値を定義する命令につい
て、直後に符号拡張命令を生成する。ただし、変数の値を定義する命令の出力結果が、必ず
符号拡張された状態になっているとわかるような命令に関しては、生成しない。このような
命令の例としては（実装に依存するが）arraylength などが挙げられる。これにより、「符号拡
張命令の入力が必ず符号拡張されている場合」の解析を行っている。 
2. 後進データフロー解析を使って、符号拡張命令の出力結果が、使われる全ての場所で、符号
拡張しようとするデータサイズ以下で使われているかどうかの情報を求め、該当するならば
除去する。 
5.2.1.1 単純な除去法の問題点 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
i = extend(i); - (1)（除去可能） 
do { 
  i = i - 1; - (2) 
  i = extend(i); - (3) 
  j = a[i]; - (4) 
  j = extend(j);  - (5)（除去可能） 
  t += j; - (6) 
  t = extend(t);  - (7) 
} while(i > start); 
// tに対して符号拡張必要 
d = (double)t; - (8) 
（extend( )は 32ビットから 64ビットへの符号拡張を意味する） 
図 5.2: 単純な符号拡張除去法の問題点 
5.2.1節で実装した手法では、図 5.2の例に対して適用した場合、(1)と(5)の符号拡張しか除去でき
なかった。これは次の点が問題となっていたためである。 
! ループの誘導変数が配列のインデックスに使われている場合、ループ内のその変数に対する
符号拡張命令（図 5.2の例では(3)）は除去できない。この理由は、配列アクセスのアドレス
計算そのものはレジスタサイズで計算されるためである。例えば、要素のサイズが 4 バイト
の a[i]という配列アクセスがあったとき、有効アドレスは a + (i << 2)で計算される。このとき
i がレジスタサイズに符号拡張されていなければ、間違ったアドレスを指してしまう。一般的
に配列アクセスはループ内にあることが多く、配列のインデックスに対する符号拡張命令を
除去できない場合にはパフォーマンスが悪くなる。 
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! 符号拡張命令の生成時のみ「入力が必ず符号拡張されている場合」を調べるのは不十分であ
る。それは他の最適化の結果により、新たに符号拡張命令の除去機会が生まれる場合がある
からである。例えば、a = b & c というビット演算があり、bか cのどちらかに定数が伝播さ
れた場合、その定数値（例えば 0xff）によっては、a を使用している命令の種類にかかわらず、
a に対する符号拡張命令は除去できる。このように符号拡張命令の除去機会を増やす最適化の
例として、複写伝播、共通部分式除去、scalar replacement、value range analysis[9][23]などが挙
げられる。 
! ループの外側・内側のどちらか片方しか符号拡張命令を除去できない状況下では、データフ
ロー解析を使った除去法では、必ず有利なほうを除去できるとは限らない。後進データフロ
ー解析を使った後向きの除去法では、実行順で後のものが残る傾向にあり、前進データフロ
ー解析を使った前向きの除去法では実行順で先の物が残る傾向にある。このため、消す順番
を考慮しないとループの内側の符号拡張命令が残る場合がある。例えば、図 5.2内に i に関す
る符号拡張命令は(1)と(3)の 2 個所ある。もし(1)か(3)どちらか片方しか除去できない場合は、
ループ内の(3)を除去したほうが効果が大きい。しかし、データフロー解析を使った除去では、
必ず(3)が除去されるという仮定をすることができない。 
! 符号拡張命令がループ内にしか含まれていない場合、ループ内では符号拡張が必要ないが、
ループ外で符号拡張が必要な場合がある。このようなときは、5.2.1の方法ではループ内に符
号拡張命令が残ってしまう。図 5.2の例では、(7)はループ外の(8)が符号拡張を必要とするた
めに除去することができない。 
5.2.2 最終的な除去法 
本節では、前節で述べた問題点をどのように解決しているかを述べる。本手法の特徴は次の 4 点
である。 
! 配列に関する言語仕様を符号拡張命令の除去に利用し、単純には除去できない配列アクセス
のアドレス計算のための、配列インデックスに対する符号拡張命令を除去する。 
! ブロックの実効頻度情報を使って、多く実行されると予想される頻度順に、符号拡張命令の
除去を行う。 
! 上の 2 つの特徴をもつ除去法を可能にするために、UD/DU chain（使用-定義連鎖、定義-使用
連鎖）[54]を利用し、符号拡張命令の除去を行う。 
! 符号拡張命令の除去の前処理として、符号拡張命令の挿入を行う。これと除去の組み合わせ
により、符号拡張命令をより実行頻度の少ない場所に移動させることができる。 
5.2.2.1 符号拡張命令の最適化の流れ 
符号拡張命令の最適化は次の 3つのステップからなる。 
1. 符号拡張命令の挿入：符号拡張が必要な全ての命令の直前に符号拡張命令を挿入する。この
処理と除去の組み合わせで、符号拡張命令を実行頻度がより低い基本ブロックに移動させる
ことができる。 
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2. 除去順の決定：実行頻度の高い場所から符号拡張命令を優先的に除去するために、除去順を
決定する。 
3. 符号拡張命令の除去：2.で決定された除去順にしたがって、UD,DU-chain を使った符号拡張命
令の除去を行う。 
この 3 つの組み合わせにより、5.2.1.1節で述べた問題点を解決することができる。5.2.2.2節では符
号拡張命令の挿入処理、5.2.2.3節では除去順の決定処理、5.2.2.4節では符号拡張命令の除去につい
て述べる。最後に5.2.2.5節では、本手法の最大の特徴である配列のインデックスに対する符号拡張
命令の除去について述べる。 
5.2.2.2 符号拡張命令の挿入処理 
図 5.3: 符号拡張命令の挿入により効果があがる例 
図 5.4: 図 5.3に対する除去処理 
符号拡張命令の挿入処理では、2 種類の符号拡張命令を挿入する。1 種類はループから符号拡張命
令を効率的に除去するために挿入するものである。図 5.3の例では、(8)が t について符号拡張が必要
(a) 挿入処理前 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
i = extend(i); - (1) 
do { 
  i = i - 1; - (2) 
  i = extend(i); - (3) 
  j = a[i];  - (4) 
  j = extend(j);  - (5) 
  t += j;  - (6) 
  t = extend(t);  - (7) 
} while(i > start); 
// tに対して符号拡張必要 
d = (double)t; - (8) 
(b) 挿入処理後 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
i = extend(i); - (1) 
do { 
  i = i - 1;  - (2) 
  i = extend(i); - (3) 
  j = a[i];  - (4) 
  i = just_extend(i) - (10) 
  j = extend(j);  - (5) 
  t += j;  - (6) 
  t = extend(t);  - (7) 
} while(i > start); 
// tに対して符号拡張必要 
t = extend(t); - (9) 
d = (double)t; - (8) 
 (a) 挿入処理を行わず 
    に除去した結果 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
do { 
  i = i - 1; - (2) 
  j = a[i];  - (4) 
  t += j;  - (6) 
  t = extend(t);  - (7) 
} while(i > start); 
// tに対して符号拡張必要 
d = (double)t; - (8) 
(b) 挿入処理を行って 
    除去した結果 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
do { 
  i = i - 1; - (2) 
  j = a[i];  - (4) 
  t += j;  - (6) 
 
} while(i > start); 
// tに対して符号拡張必要 
t = extend(t); - (9) 
d = (double)t; - (8) 
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な命令となる。もし、挿入を行わずに除去を行うと、図 5.4(a)に示すように t に対する符号拡張命令
(7)がループ内に残ってしまう。このような状況を避けるために、符号拡張が必要な全ての命令の直
前に符号拡張命令を挿入する（ただし、対象となる変数が明白に符号拡張されているとわかる場合は
除く）。コンパイル時間と効果のバランスをとるために、本手法ではループを含むメソッドだけにこ
の挿入処理を行っている。 
また、符号拡張の挿入を行うもうひとつの試みとして、partial dead code elimination (PDE)[49]のア
ルゴリズムを使った挿入法を行った。これは、符号拡張命令を実行方向にどこまで遅らせることがで
きるかを解析し、境界点に符号拡張命令を挿入するというものである。しかし、5.3節の実験結果で
述べる表 5.1と表 5.2のall, using PDE (reference)とnew algorithm (all)を比較すると、シンプルな挿
入アルゴリズムは PDE を使ったものよりも、効果的であるという結果となった。そこで、本手法で
はシンプルな挿入アルゴリズムを使うことに決定した。 
挿入するもう 1 種類の符号拡張命令は、配列アクセスに関する符号拡張命令を除去するために挿
入するダミーの符号拡張命令である。先ほど述べたように、配列アクセスの実行アドレス計算は配列
インデックスが符号拡張されていないと正しく計算が行えない。言い換えると、配列アクセスの直後
では、インデックスは必ず符号拡張された状態になっているはずである(i = a[i]のようにインデック
ス変数がすぐに上書きされてしまう場合は除く)。そこで、「配列アクセスの直後でインデックスが
符号拡張されている」と最適化に明示的に伝えるために、図 5.3(b)(10)のようにダミーの符号拡張命
令を挿入する。 
2 種類の符号拡張命令の挿入が終わった状態が図 5.3(b)である。この後、5.2.2.4節の除去処理を行
うと図 5.4(b)のようになる。この結果、図 5.4(a)と比較すると(7)の符号拡張命令はループの外(9)に
移動し、挿入処理を行わない場合と比べて性能が向上することがわかる。 
5.2.2.3 除去順の決定処理 
除去順を決定する理由は、実行頻度の高い場所から符号拡張命令を優先的に除去するためである。
例えば、配列アクセスのアドレス計算に対する符号拡張命令は配列インデックスにかかわる計算の 1
箇所で行えばよい場合が多い。そのため、ある場所で除去した符号拡張命令の影響で、他の符号拡張
命令が除去できなくなる場合がある。そのため、配列インデックスにかかわる定義に関する符号拡張
命令がループの外側・内側にある時、順番によってはループの外の符号拡張命令が除去され、その結
果ループ内の符号拡張命令が除去できない場合がある。例えば IA-64 アーキテクチャでは、図 5.3(b)
に対して、(1)→(3)の順番で除去を行うと(2)の式によっては、(1)が除去される影響で(3)が除去されな
い場合がある。 
前節で述べた挿入処理は除去できる候補を複数作り出すための処理である。そのため、除去順に
より効果が大きく異なる。言い換えると、挿入処理は本節の除去順の決定処理を仮定しているともい
える。例えば、図 5.3(b)に対して、(9)→(7)の順番で除去を行うと(9)が除去される影響で(7)が除去さ
れなくなってしまう。 
そのため、実行頻度が高いと予想される部分から順番に除去を行うことが必要となる。実行頻度
を決める方法として、次の 3つが考えられる。これらの情報を組み合わせてプログラム内の各符号拡
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張命令の実行頻度の見積もりを決定し、除去順序を決める。実行頻度が同じ時には実行順で後のほう
から除去順を設定する。 
! ループの中: ループのネストが深くなればなるほど、多く実行される可能性が大きい。 
! 条件によって実行されるベーシックブロック: 一般的にプログラム内の条件分岐が行われるご
とに、分岐先のブロックが実行される確立は低くなり、コントロールフローの合流が行われ
るごとにそれ以降のブロックの実行確立は高まる。各分岐確立をもとに、各ブロックの実行
される頻度を予測することができる[65]。 
! 実行時のプロファイル情報の利用: 上の 2つはプログラムを静的に解析しているが、実行時の
プロファイル情報[6]を使うことができれば、頻繁に実行されるベーシックブロックをより正
確に見つけることができる。また、ほとんど実行されないブロックという情報も重要で、こ
のようなブロックがループ内に存在する場合もある[45]。 
5.2.2.4 符号拡張命令の除去処理 
ここでの処理は、5.2.2.3節の処理で決めた順番に、1 つずつ UD,DU-chain を使って符号拡張命令の
解析及び除去を行う。図 5.5の EliminateOneExtendは 1つの符号拡張命令 EXTの除去処理のアルゴリ
ズムである。なお、以下のアルゴリズム内では、1命令ごとに USE, DEF, 配列のアドレス計算をすで
に解析したかどうかの 3つの情報を持っていることを仮定している。これを「解析済みフラグ」と呼
ぶことにする。 
EliminateOneExtend(EXT) { 
  全命令の USE,DEF,ARRAYの解析済みフラグの初期化 
  required = FALSE 
  for (I ∈ EXTの出力変数を使用する全ての命令){ /* DU-chainを使う */ 
    required = AnalyzeUSE(EXT, I, TRUE) 
    if (required) break; 
  } 
  if (required){ 
    for (I ∈ EXTの入力変数を定義する全ての命令){ /* UD-chainを使う */ 
      required = AnalyzeDEF(I) 
      if (required) break; 
    } 
  } 
  if (!required) EXTを除去 
} 
図 5.5: 1つの符号拡張命令の除去アルゴリズム 
基本的に、符号拡張命令は「入力が必ず符号拡張されている場合」、または「符号拡張命令の出
力結果を使用する全ての場所で、符号拡張しようとするデータサイズ以下で使われている場合」のど
ちらかの条件が満たされたときに除去できる。図 5.6の AnalyzeDEF は前者の条件を解析する処理で
ある。図 5.6の中で、「I の出力結果が必ず符号拡張された状態であるとわかる命令」の代表的な例
としては、AND を取る命令で片方のオペランドが負ではないことが保証されている場合などが挙げ
られる。また、「I の入力変数が符号拡張されていれば I の出力結果も符号拡張されていると判断で
きる命令」の代表的な例としてはコピー命令が挙げられる。この処理で、5.2.1.1節で述べた 2 番目の
問題点を解決できる。 
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/* FALSEを返せば Iについて符号拡張不要 
   TRUEを返せば Iについて符号拡張必要 */ 
AnalyzeDEF(I) { 
  if (Iは DEFについて解析済み) return FALSE; 
  Iを DEFについて解析済みとして記録 
  switch(I){ 
  case Iの出力結果が必ず符号拡張された状態であるとわかる命令： 
    return FALSE; 
   
  case Iの入力変数が符号拡張されていれば Iの出力結果 
        も符号拡張されていると判断できる命令： 
    for (J ∈ Iの入力変数を定義する全ての命令) /* UD-chainを使う */ 
       if ( AnalyzeDEF(J) ) return TRUE; 
    return FALSE; 
  } 
  return TRUE; 
} 
図 5.6: 符号拡張命令の入力変数に対する解析 
/* FALSEを返せば Iについて符号拡張不要 
   TRUEを返せば Iについて符号拡張必要 */ 
AnalyzeUSE(EXT, I, DO_ARRAY) { 
  if (Iは USEについて解析済み) return FALSE; 
  Iを USEについて解析済みとして記録 
  switch(I){ 
  case Iは使用される変数の上 32ビットに影響を受けない命令： 
    return FALSE; 
  case 配列のアドレス計算： 
    if (DO_ARRAY) return AnalyzeARRAY(EXT, I); 
    break; 
  case Iの出力結果について「符号拡張必要なし」と判断できれば 
Iの入力変数も必要無しと判断できる命令： 
    if (Iを経由すると配列のアドレス計算に対する解析が不可能) 
       DO_ARRAY = FALSE; 
    for (J ∈ Iの出力変数を使用する全ての命令) /* DU-chainを使う */ 
       if ( AnalyzeUSE(EXT, J, DO_ARRAY) ) return TRUE; 
    return FALSE; 
  } 
  return TRUE; 
} 
図 5.7: 符号拡張命令の出力変数に対する解析 
図 5.7の AnalyzeUSE は符号拡張命令を除去できる条件の後者の条件を解析する処理である。図 
5.7の中で、「I は使用される変数の上 32 ビットに影響を受けない命令」の代表的な例としては、32
ビット以下のサイズのメモリへの書き込み命令が挙げられる。また、「I の出力結果について符号拡
張必要なしと判断できれば I の入力変数も必要無しと判断できる命令」の代表的な例としては、コピ
ー命令や足し算・引き算などが挙げられる。図 5.7内の AnalyzeARRAYは配列のアドレス計算につい
て解析する処理である。この処理については次の節で説明する。 
符号拡張命令除去処理の最後の処理では、挿入処理で挿入された全てのダミー符号拡張命令を除
去する。 
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5.2.2.5 配列インデックスに対する符号拡張命令の除去 
5.2.1節の除去法の最大の問題点は、配列のアドレス計算のための配列インデックスに対する符号
拡張命令が除去できない点である。だが、言語仕様により負のインデックスを使って配列をアクセス
してはいけないと定められている言語では、負の配列インデックスを使ってメモリアクセスが行われ
ないと仮定することで除去を行うことができる場合がある。 
例えば、Java 言語では負のインデックスを使って配列をアクセスすると、配列境界チェックによ
って例外をおこす。このため、メモリアクセス命令の時点では配列インデックスに必ず負の値がこな
いと仮定できる。なお、この配列境界チェックを実装するために符号拡張を必要とする可能性がある
が、レジスタの下 32ビットどうしを比較する命令を持っている 64ビットアーキテクチャでは、符号
拡張することなく配列境界チェックを実現することができる。PPC64や IA-64 などはこのような命令
を持っているため[29][30]、この仮定はそれほど特別なものではないと思われる。 
言語仕様により、負の配列インデックスを使ってメモリアクセスが行われないと仮定することで
次の定理 1～4 が導き出せる。なお、定理内の前提条件で値の取りうる範囲を制限しているものがあ
るが、これは値が定数の場合はもちろん、変数の場合であっても値の範囲分析（value range analysis）
[9][23]を行うことにより、条件を満たすかどうかをコンパイル時に検出することができる。 
定理１ 変数 i について次の 2 つの条件が共に満たされるならば、i を配列インデックスとしてア
クセスする配列のアドレス計算には、iに対して 32ビットから 64ビットの符号拡張は必要ない。 
! iの上 32ビットが 0で初期化されている。 
! 言語仕様により、配列インデックス i の下 32 ビットについて、0 [ i の下 32 ビット [ 
0x7fffffffが成り立つ。 
証明 1,2番目の条件により、0 [ i [ 0x7fffffffとなり、iは符号付 32ビット表現で負の値にはならな
いため、すでに符号拡張された状態になっている。そのため、符号拡張は必要ない。□ 
 
定理２ 変数 i, j について次の 3 つの条件がすべて満たされるならば、i+j を配列インデックスと
してアクセスする配列のアドレス計算には、i+j に対して 32 ビットから 64 ビットの符号拡張は必要
ない。 
! i, jは両方ともすでに符号拡張されている。 
! i, jどちらかの値が 0以上 0x7fffffff以下の範囲内にある。 
! 言語仕様により、配列インデックス i+j の下 32 ビットについて、0 [ (i+j)の下 32 ビット [ 
0x7fffffffが成り立つ。 
証明 i+jについて iと jは交換可能なため、iが 2番目の条件に合うときのみ証明できれば、j 
が 2番目の条件に合うときも同様に証明できる。 
0 [ i [ 0x7fffffffのとき 
! 0 [ j [ 0x7fffffffのとき i+jの上 32ビットについて 0が保証されているので、定理１より証明
可能。 
! 0xffffffff80000000 [ j [ 0xffffffffffffffffのとき 0xffffffff80000000 [ i+j [ 0xffffffffffffffffまたは 0 [ 
i+j [ 0x7ffffffeが成り立つ。3番目の条件により 0 [ i+j [ 0x7ffffffeとなり、符号付 32ビット表現
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で i+j は負の値にはならないため、すでに符号拡張された状態になっている。そのため、符号拡
張は必要ない。□ 
 
また、配列の大きさの上限が、ある値に制限されている（または制限できる）場合や配列の大き
さがコンパイル時に分かる場合は、定理 2を拡張した次の定理 3が導き出せる。 
 
定理３ 次の 4 つの条件がすべて満たされるならば、i+j を配列インデックスとしてアクセスする
配列のアドレス計算には、i+jに対して 32ビットから 64ビットの符号拡張は必要ない。 
! 配列の大きさの上限が maxlenで与えられ、0 [ maxlen [ 0x7fffffffが成り立つ。 
! i, jは両方ともすでに符号拡張されている。 
! i, jどちらかの値が(maxlen-1)-0x7fffffff以上 0x7fffffff以下の範囲内にある。 
! 言語仕様により、配列インデックス i+j の下 32 ビットについて、0 [ (i+j)の下 32 ビット < 
maxlen [ 0x7fffffffが成り立つ。 
証明 i+jについて iと jは交換可能なため、iが 3番目の条件に合うときのみ証明できれば、j 
が 3番目の条件に合うときも同様に証明できる。 
0 [ (i または j) [ 0x7fffffffのとき 定理２より、符号拡張不要可能なことは証明可能。 
(maxlen-1)-0x7fffffff [ i [ 0xffffffffffffffff かつ 0xffffffff80000000 [ j [ 0xffffffffffffffff のとき 
0xffffffff00000000+maxlen [ i+j [ 0xfffffffffffffffeが成り立ち、maxlen [ (i+j)の下 32ビット [ 0xfffffffe
となる。ところが、この場合は 4番目の条件を満たすことはないため条件外となる。□ 
 
なお、定理 2, 3は i-kのような引き算の場合についても、jを(-k)と置き換えることで、定理の前提
条件を満たす kの範囲を求めることにより、適用することができる。 
定理 3 を利用すると、片方が負の値の足し算式であっても、符号拡張命令の除去を行うことがで
きる。例えば、Java では、言語仕様上の配列の大きさの最大値は 0x7fffffff となるので、i または j の
どちらかの値が-1～0x7fffffff の範囲内にあり、i, j の両方が符号拡張されていれば、配列インデック
ス i+jでアクセスされる配列のアドレス計算には、i+jに対して符号拡張は不要となる。定理 2の前提
条件と比べると、-1 を許すか許さないかの差だけのように思えるが、増分が-1 の count down ループ
などはよく使われることを考えると、実用上この差は大きい。例えば、図 5.3に対して適用すると、
定理 3より(3)は除去することができる。 
また、別の例を挙げると、言語処理システムの実装上の制限等により、配列の大きさの最大値が
例えば 0x7fff0001 に制限できる場合は、i または j のどちらかの値が -65536～0x7fffffff の範囲内にあ
り、i, jの両方が符号拡張されていれば、配列インデックス i+jでアクセスされる配列のアドレス計算
には、i+jに対して符号拡張は不要となる。 
図 5.8に配列の大きさによっては符号拡張命令を除去できる例を示す。図 5.8は図 5.3(a)(2)を i = i 
- 2;と変更した例である。この例で、memが符号付 32 ビットの最小値 0x80000000 だったと仮定する
と、最初の配列アクセス時には iの下 32ビットは 0x7ffffffeとなり、配列 aの大きさが 0x7fffffffのと
きには a[i]はアクセス可能である。この場合には iの上 32ビットを補正しなければならないために、
(3)の符号拡張命令は除去できない。配列 a の大きさが 0x7ffffffe 以下の場合は a[i]は不正なアクセス
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となり、プログラム上の間違いとなる。これは「iの下 32ビット(0x7ffffffe) < 配列 aの大きさ」が成
り立たないためである。そのため、配列 a の大きさが 0x7ffffffe 以下ということがコンパイル時に判
断できる場合は、a[i]のアドレス計算のための符号拡張(3)は不要となる。 
int j; // jは 32bit変数 
int t = 0; // tは 32bit変数 
int i = mem; // iは 32bit変数 
i = extend(i);  - (1) 
// ここで i = 0xffffffff80000000と仮定する。 
do { 
  i = i - 2;  - (2) 
  // i == 0xffffffff7ffffffeとなる。 
  i = extend(i);  - (3) 
  // i == 0x7ffffffeとなり配列の大きさによってはアクセス可能 
  j = a[i];  - (4) 
  j = extend(j);   - (5) 
  t += j;  - (6) 
  t = extend(t);   - (7) 
} while(i > start); 
// tに対して符号拡張必要 
d = (double)t;  - (8) 
図 5.8: 配列の大きさによっては符号拡張命令を除去できる例 
また、次の定理 4 を使えば、引き算式について更に拡張が行える。IA-64 はメモリロードの際にゼ
ロ拡張が行われるため、定理 4 を使うことができる機会が多い。図 5.3に対して定理 4 を適用すると
IA-64の場合でも(1)を除去することができる。 
 
定理４ 次の 3 つの条件がすべて満たされるならば、i-j を配列インデックスとしてアクセスする
配列のアドレス計算には、i-jに対して 32ビットから 64ビットの符号拡張は必要ない。 
! iの上 32ビットが 0で初期化されている。 
! jの値が 0以上 0x7fffffff以下の範囲内にある。 
! 言語仕様により、配列インデックス i-j の下 32 ビットについて、0 [ (i-j)の下 32 ビット [ 
0x7fffffffが成り立つ。 
証明 i のとりうる範囲は、0 [ i [ 0xffffffff。 i-j のとりうる範囲は 0xffffffff80000001 [ i-j [ 
0xffffffffffffffffまたは 0 [ i-j [ 0xffffffffである。3番目の条件から、0 [ i-j [ 0x7fffffffが成り立ち、符
号付 32ビット表現で i-j は負の値にはならないため、すでに符号拡張された状態になっている。その
ため、符号拡張は必要ない。□ 
 
これらの定理を利用して、配列のアドレス計算に対して符号拡張が必要かどうかの解析及び除去
を行う。図 5.9の AnalyzeARRAYは配列のアドレス計算について解析する処理である。この処理は、
EXT の入力変数を定義する全ての命令の出力変数について、定理 1,2,3,4 のどれかが成り立てば、配
列のアドレス計算命令 AOP について符号拡張命令は不要と判断している。この処理で、5.2.1.1節で
述べた 1番目の問題点を解決できる。 
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/* FALSEを返せば AOPについて符号拡張不要 
   TRUEを返せば AOPについて符号拡張必要 */ 
AnalyzeARRAY(EXT, AOP) { 
  if (配列のアドレス計算命令 AOPの出力変数を使用する命令が全て配列アクセスの時){ 
    for (D ∈ EXTの入力変数を定義する命令){ 
      if (Dは ARRAYについてまだ解析していない){ 
        Dを ARRAYについて解析済みとして記録 
        required = TRUE; 
        switch(D){ 
        case Dの出力変数の上 32ビットは必ず 0で初期化されている: /* 定理 1 */ 
          required = FALSE; 
          break; 
 
        case 引き算命令: 
        case 足し算命令: 
          if (Dのオペランドについて定理 2,3,4のどれかの前提条件が成り立つ) 
            required = FALSE; 
          break; 
 
        case コピー命令: 
          for (J ∈ Dの入力変数を定義する全ての命令) /* UD-chainを使う */ 
            if ( AnalyzeARRAY(J, AOP) ) return TRUE; 
          required = FALSE; 
          break; 
        } 
        if (required) return TRUE; 
      } 
    } 
    return FALSE; 
  } 
  return TRUE; 
} 
図 5.9: 配列のアドレス計算に対する解析 
5.3 実験結果 
本節では jBYTEmark と SPECjvm98[62]の２つのベンチマークを測定し、本アルゴリズムの評価を
行う。全ての測定結果を同じ環境で行うために、コマンドラインからベンチマークを個別に実行させ
た。jBYTEmark の測定方法は問題の大きさをそれぞれ固定して実行させた。SPECjvm98 の測定方法
は問題の大きさを 100にして実行させた。全ての測定結果は、IA-64向けの IBM Java JIT Compilerに
実装し、IBM IntelliStation Z Pro model 689412X (Itanium 800MHz 2個, 2GB RAM)上で測定した。IA-64
アーキテクチャが持つ符号拡張に関連した特長は次の通りである[30]。 
! レジスタの下 32 ビットどうしを比較する命令を持っている。そのため、符号拡張することな
く配列境界チェックを行うことができる。 
! メモリからのロード・ゼロ拡張を同時に行う命令を持っている。そのため、5.2.2.5節で述べた
定理１、定理４を使うことができる機会が多い 
5.3.1 本アルゴリズムの効果 
次のアルゴリズムのバリエーションを作成し、測定を行った。 
disable opt: 符号拡張命令の最適化を止めた版。 
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baseline: コード生成のフェーズで、符号拡張が必要な全ての命令の直前に、符号拡張命令を生成す
る版。 
first algorithm(bwd flow): 我々の最初の手法。後進データフロー解析を使って除去を行う。 
basic ud/du: insert,sort,arrayの 3つの最適化を止めた版。変数の定義・使用を解析することにより除去
を行う。 
insert: basic ud/duに加えて、符号拡張命令の挿入を行った版。 
order: basic ud/duに加えて、除去順序の決定を行った版。 
insert, order: insert, orderの組み合わせ。 
array: basic ud/duに加えて、配列のアドレス計算に関する除去処理を行った版。 
array, insert: array, insertの組み合わせ。 
array, order: array, orderの組み合わせ。 
all, using PDE (reference): 本章で述べた全ての処理を行うが、挿入アルゴリズムを PDE をベースに
したアルゴリズムに変えた版。 
new algorithm (all): 本章で述べた全ての処理を行った版。 
ベースラインとして、コード生成のフェーズで、符号拡張が必要な全ての命令の直前に、符号拡
張命令を生成する方法を用いた。これは、最適化を行わずに達成できるもっとも簡単で効果的な方法
である。また、除去順序の決定を行わない版では、深さ優先探索（depth first search）の逆順、すなわ
ち後進データフロー解析で解析した場合の順と同じにした。 
表 5.1と表 5.2に jBYTEmark と SPECjvm98 に対する符号拡張命令の実行回数およびベースライン
からの比率を示す。これは、コンパイルされたコード内に符号拡張命令を生成する際に、回数を数え
るコードも同時に生成させて得たものである。これらの表で、白丸は改善された項目、黒丸は悪化し
た項目を示す。また、影をつけた項目は比較の上で重要な版、それ以外はアルゴリズムの組み合わせ
による版を示している。 
全体としてみると、本手法（new algorithm (all)）はベースラインから 60.96%～99.99%の符号拡張
命令を除去することができた。first algorithm (bwd flow)と basic ud/duの差は5.2.1.1節の 2番目の問題
点の解決、すなわち他の最適化が除去機会を増やした効果と考えられる。配列のアドレス計算に関す
る除去効果は、全てのベンチマークで大きく表れた。除去順の決定と符号拡張命令の挿入に関しては、
次のような興味深い結果がわかった。 
! 「除去順の決定」を行う場合は、「配列のアドレス計算に関する除去」または「符号拡張命
令の挿入」と組み合わせることにより、除去効果をより高めることができる。 
! 「符号拡張命令の挿入」を行う場合には、「除去順の決定処理」との組み合わせは必須であ
る。 
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表 5.1: jBYTEmarkに対する符号拡張命令の実行回数（○：改善、●：悪化） 
 Numeric Sort String Sort Bitfield FP Emu. Fourier Assignment IDEA Huffman Neural Net LU Decom. average 
3758195644 998928087 1449826010 1714076540 14430930 1531993239 1458959514 1143451491 324884747 738877762disable opt. 
(203.53%) (244.20%) (175.51%) (829.37%) (100.04%) (103.25%) (210.26%) (155.66%) (93.63%) (34.87%) (215.03%)
1846480139 409059333 826057022 206672979 14424738 1483839474 693886034 734563912 346982678 2118828282baseline 
(100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%)
1113353493 366540417 413060614 229190109 98150 1064297572 709112140 653693676 321123167 738398682first algorithm 
(bwd flow) ○  (60.30%) ○  (89.61%) ○  (50.00%) ● (110.90%) ○ (0.68%) ○  (71.73%) ● (102.19%) ○  (88.99%) ○ (92.55%) ○  (34.85%) ○(70.18%)
1004325701 366876481 413057597 1129233 95474 861401297 341860302 444498974 320996644 738370555basic ud/du 
○  (54.39%) (89.69%) (50.00%) ○   (0.55%) (0.66%) ○  (58.05%) ○  (49.27%) ○  (60.51%) (92.51%) (34.85%) ○(49.05%)
1004329535 367129292 413039165 1128654 94863 861403261 341859947 444498283 320996048 738568088insert 
(54.39%) ●  (89.75%) (50.00%) (0.55%) (0.66%) (58.05%) (49.27%) (60.51%) (92.51%) ●  (34.86%) (49.05%)
1004325701 366876481 413057597 1129232 95474 861401297 341860299 444498974 320996644 738370555order 
(54.39%) (89.69%) (50.00%) (0.55%) (0.66%) (58.05%) (49.27%) (60.51%) (92.51%) (34.85%) (49.05%)
1004320308 366867867 413052165 1123692 90139 860117895 341854867 444477957 320991237 738365142insert, order 
(54.39%) (89.69%) (50.00%) ○   (0.54%) ○ (0.62%) ○  (57.97%) (49.27%) (60.51%) (92.51%) (34.85%) ○(49.03%)
466217696 32825823 412965502 37083 58188 1433880 20496734 114906 814294 53711array 
○  (25.25%) ○   (8.02%) ○  (49.99%) ○   (0.02%) ○ (0.40%) ○   (0.10%) ○   (2.95%) ○   (0.02%) ○  (0.23%) ○   (0.00%) ○ (8.70%)
466217905 31422376 412997440 1082443 54158 1432224 20492756 110281 810069 247626array, insert 
(25.25%) ○   (7.68%) ●  (50.00%) ●   (0.52%) ○ (0.38%) (0.10%) (2.95%) (0.02%) (0.23%) ●   (0.01%) ● (8.71%)
466213149 32821279 412960937 32095 53855 1429335 20492173 109923 809749 49152array, order 
(25.25%) (8.02%)  (49.99%)  (0.02%) ○ (0.37%) (0.10%) (2.95%) ○   (0.01%) (0.23%) (0.00%) (8.70%)
466212816 31167734 412960608 31756 17543 151010 20491806 104414 808814 48826all, using PDE 
(reference) (25.25%) ○   (7.62%) (49.99%) (0.02%) ○ (0.12%) ○   (0.01%) (2.95%) (0.01%) (0.23%) (0.00%) ○ (8.62%)
466205975 31158251 412953766 24770 10759 144163 20484964 87114 802576 41980new algorithm 
(all) (25.25%) ○   (7.62%) (49.99%) ○   (0.01%) ○ (0.07%) ○   (0.01%) (2.95%) (0.01%) (0.23%) (0.00%) ○ (8.62%)
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図 5.10: jBYTEmarkに対する符号拡張命令の実行回数（100%=baseline） 
前者に関しては、「配列のアドレス計算に関する除去」または「符号拡張命令の挿入」を適用し
た場合には、どこか 1個所で符号拡張を行っていれば良いという状況が頻繁に発生する。そのため、
選択的に有利な順に除去を行う効果が大きく表れると考えられる。実験結果を見ても、「除去順の決
定処理」単独で効果が出ているのは javac だけである。さらにほとんどのベンチマークプログラムで、
array, insert, orderの 3つの処理全てがそろわないと除去できない多くの符号拡張命令が観測された。 
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表 5.2: SPECjvm98に対する符号拡張命令の実行回数（○：改善、●：悪化） 
 mtrt jess compress db mpegaudio jack javac average 
19162530 165578180 1831002215 298338613 807174869 95753436 234753067 disable opt. 
(140.70%) (193.42%) (284.42%) (140.73%) (189.30%) (175.38%) (174.85%) (185.54%)
13619419 85606229 643756102 211989358 426398800 54596337 134261024 baseline 
(100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%) (100.00%)
8800008 65389295 632370673 162360645 358862336 43946795 105245327 first algorithm 
(bwd flow) ○  (64.61%) ○  (76.38%) ○  (98.23%) ○  (76.59%) ○  (84.16%) ○  (80.49%) ○  (78.39%) ○  (79.84%)
8042506 64268121 572297310 157713624 237743297 38839843 93920998 basic ud/du 
○  (59.05%) ○  (75.07%) ○  (88.90%) ○  (74.40%) ○  (55.76%) ○  (71.14%) ○  (69.95%) ○  (70.61%)
8091775 64282490 582159879 180226907 238661074 39919110 93400183 insert 
●  (59.41%) ●  (75.09%) ●  (90.43%) ●  (85.02%) ●  (55.97%) ●  (73.12%) ○  (69.57%) ●  (72.66%)
7962959 64268123 572297310 157713624 237743297 38839851 90060780 order 
○  (58.47%)  (75.07%) (88.90%) (74.40%) (55.76%) (71.14%) ○  (67.08%) ○  (70.12%)
7702613 58537108 571386557 157417853 237099838 37781407 86758551 insert, order 
○  (56.56%) ○  (68.38%) ○  (88.76%) ○  (74.26%) ○  (55.61%) ○  (69.20%) ○  (64.62%) ○  (68.20%)
1961456 21544766 262105810 33105544 56354143 27999218 47560306 array 
○  (14.40%) ○  (25.17%) ○  (40.72%) ○  (15.62%) ○  (13.22%) ○  (51.28%) ○  (35.42%) ○  (27.98%)
1997325 21330983 262095499 31514492 56287323 29245657 46826978 array, insert 
●  (14.67%) ○  (24.92%) ○  (40.71%) ○  (14.87%) ○  (13.20%) ●  (53.57%) ○  (34.88%) ●  (28.12%)
1815980 21451357 252222150 10557513 54729584 21714796 35732666 array, order 
○  (13.33%) ○  (25.06%) ○  (39.18%) ○   (4.98%) ○  (12.84%) ○  (39.77%) ○  (26.61%) ○  (23.11%)
1811531 21249333 251323510 7794544 53638690 21533665 33544130 all, using PDE 
(reference) ○  (13.30%) ○  (24.82%) ○  (39.04%) ○   (3.68%) ○  (12.58%) ○  (39.44%) ○  (24.98%) ○  (22.55%)
816153 12104429 251303625 7472849 53079482 18844058 29942890 new algorithm (all) 
○   (5.99%) ○  (14.14%) ○  (39.04%) ○   (3.53%) ○  (12.45%) ○  (34.52%) ○  (22.30%) ○  (18.85%)
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図 5.11: SPECjvm98に対する符号拡張命令の実行回数（100%=baseline） 
後者に関しては、「除去順の決定処理」を行わずに「符号拡張命令の挿入」だけを行うと、不利
なほうが残ってしまう可能性が増えるためと考えられる。実験結果を見ても、mtrt や jack について
は除去順の決定処理と組み合わせずに挿入処理を行うと逆に悪い結果となり、insert と order との組
み合わせが必須であることが分かる。5.2.2.2節で述べたように、PDE を使った挿入アルゴリズムにつ
いても実験を行った。表 5.1と表 5.2の all, using PDEとnew algorithm (all)を比べると、全てのベ
ンチマークでシンプルな挿入アルゴリズムが良い結果を出していることがわかる。図 5.12に PDE と
我々の手法の違いを示す。(a)に示すように、PDE は(3)にある符号拡張命令を(5)には移動できない。
一方、我々の手法は(b)に示すように、最初に(5)に符号拡張命令を挿入して、次に頻度に応じて(3)か
(5)の符号拡張命令が除去される。そのため、ループ内のブロック(3)の実行頻度がブロック(5)よりも
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高ければ、(3)の符号拡張命令は除去される。このことから、シンプルな挿入アルゴリズムの方が
PDEアルゴリズムよりも効果が高いという結果となったと思われる。 
d = (double)t
t = extend(t)
(1)
(2) (3)
(4)
(5)
(3)の符号拡張命令を(5)に
移動できない
t = extend(t)
d = (double)t
t = extend(t)
(1)
(2) (3)
(4)
(5)
(a) PDEの問題点 (b) 我々の手法
実行頻度に応
じてどちらか
が除去される
 
図 5.12: PDEと我々の手法の違い 
図 5.13に jBYTEmark と SPECjvm98 に対する速度向上率を示す。本手法によって全てのベンチマ
ークに対して性能向上を行うことができた。特に、Huffmanと compressベンチマークでは大きな性能
向上を行うことができた。 
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図 5.13: jBYTEmarkと SPECjvm98に対する速度向上率（0%=baseline） 
5.3.2 JIT のコンパイル時間 
本節では、符号拡張命令の最適化がどの程度 JITのコンパイル時間に影響を与えているかについて
述べる。IA-64上で利用可能なトレースツールを用いて JITのコンパイル時間の内訳を測定した。 
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表 5.3に JITのコンパイル時間の内訳を示す。符号拡張除去処理と UD/DU chainの作成時間の合計
時間は JIT のコンパイル時間を平均 3.03%増やすことがわかった。IBM の JIT コンパイラは UD/DU 
chain を他の最適化にも使っているため、符号拡張除去処理を行わなくても UD/DU chain の作成は必
要である。UD/DU chain の作成時間を除外すると、符号拡張除去処理は平均 0.11%という非常に短い
コンパイル時間で図 5.13に示すような大きな性能向上を行うことができる。 
表 5.3: JITのコンパイル時間の内訳 
 全ての符号拡張除去処理 UD/DU chainの作成 その他 
mtrt 0.20% 2.31% 97.49% 
jess 0.20% 2.44% 97.36% 
compress 0.13% 3.05% 96.82% 
db 0.08% 2.56% 97.35% 
mpegaudio 0.10% 2.41% 97.49% 
jack 0.10% 2.53% 97.37% 
javac 0.13% 2.52% 97.35% 
Num. sort 0.09% 3.14% 96.77% 
Str. sort 0.09% 2.63% 97.28% 
Bitfield 0.10% 3.56% 96.34% 
FP emu. 0.07% 3.19% 96.73% 
Fourier 0.11% 3.51% 96.38% 
Assignment 0.10% 3.30% 96.61% 
IDEA 0.13% 3.23% 96.64% 
Huffman 0.10% 3.32% 96.58% 
Neural net 0.08% 2.97% 96.95% 
LU Decom. 0.09% 2.92% 96.99% 
average 0.11% 2.92% 96.97% 
 
5.4 まとめ 
本章では、符号拡張命令の除去についての新しいアルゴリズムを述べた。符号拡張命令の挿入処
理によって、ループ中の符号拡張命令をループの外に移動することができる。配列に関する言語仕様
を利用することによって、単純には除去できない配列アクセスのアドレス計算のための配列インデッ
クスに対する符号拡張命令を除去する。符号拡張命令の除去順の決定を行うことにより、多く実行さ
れると予想される頻度順に、符号拡張命令の除去を行う。これらの最適化を適用した結果、わずかな
コンパイル時間の増加で多くの符号拡張命令を除去することができた。 
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6.1 はじめに 
JIT コンパイラの持つ問題点としてコンパイル時間が全体の実行速度に直接影響する点があげられ
る。このため、JIT コンパイラだけを使って全てのメソッドをコンパイル・実行する方法では、強力
な最適化をなかなか適用することができなかった。 
この問題を解決するために、1 つのメソッドを実行頻度によって多段階の最適化レベルで実行する
方法が提案されている。例えば、IBM の Java 仮想機械や Sun の HotSpot は個々のメソッドについて
最初はインタプリタで実行させ、ある程度頻繁に実行されると判断できるメソッドについて JIT コン
パイラでコンパイル・実行を行っている[27][63][64]。さらに、IBM の Java 仮想機械は JIT コンパイ
ラ内でも複数の最適化レベルを使っている[64]。 
多段階の最適化レベルを使って実行することにより、コンパイル時間が必要となる多くの強力な
最適化を実装することができるようになった。また、これらの方法はコンパイル時間の削減だけにと
どまらず、最適化にとってもメリットがある。例えば、図 1.3の説明で述べたようにクラスの初期化
チェックは、基本的にはメソッド呼び出しとして扱う必要があるため、メモリの最適化を抑制する。
多段階の最適化レベルを使うことにより、低い最適化レベルのコードで constant pool の resolution や
クラスの初期化を行うことができるため、高い最適化レベルでは resolution やクラスの初期化が行わ
れた状態でメソッドのコンパイルを行うことができるといった利点がある。 
最初の多段階の最適化レベルとして、インタプリタと JITコンパイラの組み合わせを実装した際に、
メソッドの入り口にカウンタを設け、そのメソッドがある閾値以上呼ばれた時に JIT コンパイラに遷
移するという方法を実装した[63]。しかし、この方法はメソッドが終了するまでは実行がインタプリ
タ上で行われてしまうという欠点があった。そのため、科学計算処理等の深いネストを持つループを
含むプログラムでは、深刻なパフォーマンスの低下を引き起こしていた。これは、インタプリタとコ
ンパイルされたコードの速度性能の差が 6倍から 10倍[64]と大きく異なるためである。 
この問題を解決するために、ループのバックエッジでもカウンタを更新し、ループの途中でイン
タプリタから JIT コンパイラに実行を遷移するように変更を行った[63]。同様の方法は、HotSpot も
使っている[27]。この方法によって、インタプリタ上で長い間プログラムが実行され続けるという問
題は解決された。一般的にいうと、低い最適化レベルから高い最適化レベルへ遷移する際に、この 2
つのレベルの実行性能が大きく異なる場合には、途中遷移を行って高い最適化レベルに移行したほう
が全体のパフォーマンスが向上する。インタプリタからコンパイラへの遷移は、この 2つのレベルの
実行性能が大きく異なる典型的な例である。 
また、JIT コンパイラならではの最適化技術として、仮定に基づく最適化(assumption based optimi-
zation)がある。例えば、仮想メソッドの呼び出し（invokevirtual）をインラインする方法として、(1)
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ガードつきでインラインする方法[31]、(2)コンパイル時のクラス階層を仮定して、ガードなしでイン
ラインし、仮定が崩れたときに再コンパイルするという方法[27]がある。後者の方法を採用したとき
には、メソッドがオーバーロードされた場合などはコンパイルした時点の仮定が崩れるため、正しさ
を保障するためにメソッドの途中であっても新しい仮定でコンパイルされたコードに遷移しなければ
ならない。 
別の例を挙げると、第 3 章で述べた実行時のプロファイル情報を使った最適化を適用する場合に
は、コンパイルした時点のプロファイル情報が時間の経過と共に不正確になっていくことがある。こ
の状態を放置するとパフォーマンスが徐々に低下していく。パフォーマンスの低下が大きくなったと
きには、本来の最適化性能であるコードにできるだけ早く遷移するためにメソッドの途中で再コンパ
イルして遷移を行ったほうがよい。 
このように、JIT コンパイラを用いる際に非常に重要となる技術が、メソッドの途中で実行環境が
異なる 2 つのコード間の遷移（以下、メソッドの途中遷移と呼ぶ）である。今までの話をまとめる
と、メソッドの途中遷移が必要となる場合は次の 2種類ある。 
! 仮定に基づく最適化の正しさを保障するため 
! 実行性能が高いコードにできるだけ早く遷移するため 
遷移前のコード
すべての変数
は使用される
と仮定
遷移後のコード
すべての変数
は定義される
と仮定
すべての変数
は使用される
と仮定
すべての変数
は定義される
と仮定
遷移先・遷移元のコードがわからないため，
最適化が抑制される
遷移
（　：遷移可能点）
 
図 6.1: メソッドの途中遷移の問題点 
このような場合にメソッドの途中遷移は必要となるが、途中遷移を仮定して最適化すると、遷移
前および遷移後のコードに対して最適化が抑制されるという問題が新たに発生する。この理由は、異
なるコード間を遷移する場合には、一般的に遷移先や遷移元のコードがどのようになっているかわか
らないためである。図 6.1の「遷移前のコード」では、遷移先の変数の使用状況がわからないため、
すべての変数が使用されると仮定する必要がある。また、「遷移後のコード」では、遷移元の変数の
定義状況がわからないため、すべての変数が定義されていると仮定する必要がある。 
遷移前のコードと遷移後のコードに対する最適化に対する影響度という意味では、遷移後のコー
ドに対する影響度のほうが大きい。これは、複写伝播や共通部分式の除去といった多くの最適化は、
遷移可能点での仮定的な変数定義によって最適化が止まるためである。これらの仮定的な変数定義が、
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遷移元からの合流エッジに沿って流入してくるために、多くの最適化を抑制する。しかし、実行され
るプログラムが遷移前と遷移後で変わらないという性質を利用すると、最適化の抑制を解決すること
ができる。本章では、遷移後の実行環境で最適化が抑制されてしまう問題を解決する方法を提案する。 
6.2 関連研究 
実行環境が異なる 2 つのコード間の遷移を行う方法として、Hölzle らはプログラムのデバッグの
ために脱最適化（Deoptimization）[25]を提案している。この方法は、最適化されたコードと最適化さ
れていないコードの 2つのバージョンを用意して、通常は最適化されたコードが実行されるようにす
る。デバッグのためにユーザーがインタラプトを発生させると、あらかじめ決められた遷移可能点ま
で実行を継続し、そこで最適化されていないコードに遷移することにより、ソースレベルのデバッグ
が可能となる。遷移可能点はメソッドの入り口とループのバックエッジが対象となっている。最適化
されたコード内では、遷移可能点では必ずソースコードとの整合性が取れている状態になっている。
Hölzle らの手法は、遷移先が「最適化されていないコード」という、途中遷移の形態の中でも特殊な
ケースを扱っているため、遷移によって遷移先の最適化が抑制されてしまう問題そのものが存在しな
い。問題としては、遷移前の最適化が抑制されるという点だが、現実的には先ほど述べたように、遷
移前の最適化が抑制される問題はそれほど大きなものではないと考えられる。 
IBM の Java 仮想機械は、選択的コンパイルを行うために JIT コンパイラとインタプリタを組み合
わせている。さらに、JIT コンパイラ向けのコンパイル方法として、複数の最適化レベルでメソッド
をコンパイルする方法を提案している[64]。この方法は、インタプリタから遷移した場合には、その
メソッドをまず低い最適化レベル（文献[64]上の Quick に対応）で 1 回コンパイルする。そして、こ
の版に対してプロファイルをとり、頻繁に実行されると判断されたメソッドについては、高い最適化
レベル（文献[64]上の Full に対応）で再コンパイルを行い、前の版と置き換える。これにより、この
メソッドの次の実行からは、より強力な最適化を行った版が実行される。さらには、メソッドの特
殊化（specialization）を行うこともできる。 
この方法の長所は、高い最適化レベルでメソッドをコンパイルした版には遷移可能点が含まれて
いないため、メソッドの途中遷移の問題が低い最適化レベルでコンパイルされた版に閉じるという点
である。そのため、高い最適化レベルで再コンパイルされたコードについては、本章で述べる最適化
手法は影響を与えない。しかし、この方法の短所としてはメソッドが複数回呼ばれることを前提にし
ている点とアップグレードが行われることを前提にしている点があげられる。科学計算処理などの 1
つのメソッドが長時間実行されるようなプログラムでは、この方法だけではパフォーマンスが悪くな
る場合がある。また、プログラムによっては明確なホットスポットが存在せず、プログラム全体が平
均的に実行されるようなものも存在する。このようなプログラムに対しては、アップグレードコンパ
イルがまったく行われない場合も多い。このようなときには、やはりこの方法だけではパフォーマン
スが悪くなる。 
IBM の Java 仮想機械では、低い最適化レベルでもいくつか最適化を行っているために、低い最適
化レベルと高い最適化レベルの実行性能の差は平均すると 15%程度[64]にとどまっている。しかし、
例えばまったく最適化を行わない実行環境を低い最適化レベルとするような場合には、メソッドによ
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っては高い最適化レベルとの実行性能が大きく異なってくる（我々の実験では平均約 2 倍[64]）。最
適化レベルによって実行性能が大きく異なるようなメソッドについては、先ほど述べたように途中遷
移を行って高い最適化レベルに移行したほうがパフォーマンスが向上する。このようなときには、や
はり途中遷移によって最適化が抑制されるため、本章で述べる最適化が必要になってくる。 
また、文献[64]の再コンパイルの手法はコンパイラのデバッグをより困難にする点も、実用上は重
要な問題となる。この一番大きな原因は、アップグレードコンパイルを決定するプロファイリングを
タイマーを使って非同期に取得しているために、問題が起きた場合にその発生した状況をなかなか再
現できない場合があるためであるiii。6.4節の実験結果では、タイミングによって再コンパイルの挙動
が変わるケースを紹介する。 
6.3 本手法 
この節では、どのようにメソッドの途中遷移の問題を解決しているかについて説明する。なお以
下の説明では、主にインタプリタからの遷移についての問題点と解決法について述べているが、「イ
ンタプリタ」という言葉を「遷移元」と読み替えれば、インタプリタからの遷移に限らず、異なる 2
つの実行環境間を遷移する場合一般に対して適用可能である。 
6.3.1 式を後方移動させる際の考慮点 
nullcheck a;
t += a.F;
a)途中遷移なし
nullcheck a;
t += a.F;
Interpreter
b)途中遷移あり
nullcheck a;
T = a.F;
t += T;
変形できず
Tはコンパイラが作成した変数
Interpreter上の
変数のコピー
点線は最適化処理から見た暗黙的な処理
遷移点
 
図 6.2: メソッドの途中遷移によって最適化が抑制される例 
図 6.2にメソッドの途中遷移を行う際に最適化が抑制される例を示す。図 6.2(a)の途中遷移が行わ
れない場合には、ループ不変の「nullcheck a」及び後続するメモリアクセス命令「a.F」はループの外
に移動する。 
一方、図 6.2(b)の途中遷移が行われる場合には、このような変形を行うことはできない。仮に、
図 6.2(a)のように変形を行うと、インタプリタ上では「a.F」の結果を保持している変数 T の定義が
ないため、遷移したときに間違った結果となる。そのため、メソッドの途中遷移を行う場合には、遷
移可能点を持つループについて図 6.2(a)のような変形を行うことができなくなる。 
式を実行とは逆向きに移動させる際に移動が阻害される問題は、図 6.3のようにループ本体に合流
する直前に補償コード用のブロックを挿入することにより回避できる。このブロックを挿入すること
                                                           
iii 本論文を書いた時点では、我々の JIT コンパイラはオプションを明示的に指定しない限り、文
献[64]の手法は有効にならない。 
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により、第 2 章や第 3 章で述べた手法を使うことにより、図 6.3のように「nullcheck a」や「a.F」を
ループ外に移動させることができる。 
Interpreter
ブロックを挿入
nullcheck a;
T = a.F;
Interpreter上の
変数のコピー
Interpreter
Interpreter上の
変数のコピー
nullcheck a;
t += a.F;
nullcheck a;
T = a.F;
t += T;
 
図 6.3: 図 6.2(b)の問題点の解決方法 
6.3.2 前進データフロー解析への考慮点 
この節では、メソッドの途中遷移が前進データフロー解析（forward dataflow analysis）を使った最
適化に悪影響を及ぼす問題を考える。 
6.3.2.1 冗長な例外チェックの除去 
図 6.3の例は、補償コード用のブロックを挿入することで解決できたが、ブロックの挿入だけでは
解決できない場合がある。第 2 章で述べたように、null チェックの最適化は実行とは逆向きにコード
移動を行い挿入点を求めるフェーズ（2.3.1.1節）と、前進データフロー解析を使って冗長な null チェ
ックを除去するフェーズ（2.3.1.2）の 2 つに分かれる。ここで問題となるのは、実行とは逆向きにコ
ード移動を行う場合に移動を止めなければならない条件と、冗長性を実行方向に伝播する場合に伝播
できなくなる条件が違うという点である。 
Interpreter
Interpreter上の
変数のコピーnullcheck aa.F = f()
b[0] = ...
nullcheck a
t += a.F
"nullcheck a"はメモリ
書き込み"b[0] = ..."を
超えて移動できない
BB1
BB3
BB2
このエッジが冗長な
"nullcheck a"の除去
を抑制する
 
図 6.4: nullチェック除去が抑制される例 
図 6.4に nullチェックの除去が抑制される例を示す。Java言語に対して例外を起こす命令を移動す
る場合には、多くの命令が移動を阻害する。例えば、メモリ書き込みなどを越えて null チェックを
移動することはできない。そのため、この例では補償コード用のブロックへ BB3の「nullcheck a」を
移動することができない。この例で問題がさらに深刻なのは、BB3 の「nullcheck a」がループ内に残
ることによって後続するループ不変のメモリロード「a.F」もループ内に残ってしまう点である。 
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一方、仮にメソッドの途中遷移がなければ、BB1 の null チェックで変数 a について null ではない
ことが保障されているために、BB3の「nullcheck a」や後続するメモリロード「a.F」は除去すること
ができる。しかし、メソッドの途中遷移がある場合には単純に冗長性を実行方向に伝播すると、BB2
から BB3のパスに「nullcheck a」という式が含まれていないため、BB3内に aが非 nullであるという
情報が伝播されない。つまりこれは、BB2 の前にある仮定的な変数定義「Interpreter 上の変数のコピ
ー」によって、a の値に関する情報が BB2 に伝播されていないため、最適化が抑制されていること
を意味している。 
しかしここでの重要な観察は、インタプリタ上でも遷移前に BB1内の「nullcheck a」という式は実
行されているという事実である。そのため、この例ではインタプリタから遷移するパスにおいても、
aは nullではないことが実際には保障されている。 
entry entry
インタプリタ最適化されたコード
補償コード
ブロック
Loop body
入力データが同じならば，
合流点でliveな変数については，
どちらのパスでも値が同じはず
合流点
 
図 6.5: 途中遷移における性質 
T = a.F
Interpreter
Interpreter上
の変数のコピー
nullcheck a
T = f()
a.F = T
b[0] = ...
t += T
BB1
BB3
BB2
前進データフロー解析
ではこのエッジを無視
 
図 6.6: 図 6.4に対する最適化結果 
もっと一般的にいうと、図 6.5に示すように、入力データがまったく同じときには、合流点で live
な変数についてはインタプリタ・コンパイルされたコードどちらの entry からの実行でも、同じ値に
なるはずであるということである。 
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よって、例外チェックの最適化では、合流点においてインタプリタからのパスを無視することに
より、最適化の抑制を防ぐことができる。図 6.4の例では、BB2 から BB3 のエッジを無視して最適
化することにより、BB3 の「nullcheck a」を除去することができる。その結果、ループ内のメモリロ
ード「a.F」も PRE を使うことによって、最終的には図 6.6のようにメソッドの途中遷移がない状態
と同等に最適化を行うことができる。 
6.3.2.2 複写伝播 
前節で合流点においてインタプリタからのパスを無視することによって、最適化の抑制を防ぐこ
とができる例を説明した。この節では、単純にインタプリタからのパスを無視すると間違った最適化
を行ってしまう例及びその解決方法について述べる。 
Interpreter
T2 = c.F;
T1 = a+b;
f(T1);
j = 0;
k = T1;
T2 = c.F;
t += T2;
t += j;
t *= k;
T2 = c.F;
T1 = a+b;
f(T1);
j = 0;
k = T1;
T2 = c.F;
t += T2;
t += 0;
t *= T1;
Interpreter上の
変数のコピー
Interpreter
Interpreter上の
変数のコピー
このエッジがコピー伝
播を抑制する
BB1
BB2
BB3
BB1
BB2
BB3
Tで始まる変数はコンパイラが作成した変数
f(a+b);
j = 0;
k = a+b;
t += c.F;
t += j;
t *= k;
Interpreter
Interpreter上の
変数のコピー
BB1
BB2
BB3
遷移点
a) 元のプログラム
b) PREを適用
c) BB2->BB3のエッジを無視したコピー伝播
間違った最適化
 
図 6.7: 複写伝播が抑制される例 
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図 6.7に複写伝播が抑制される例を示す。図 6.7(b)で、仮にメソッドの途中遷移がなければ、(c)の
ように BB1 に含まれる 2 つのコピー命令は BB3 内に伝播される。しかし、メソッドの途中遷移があ
る場合には単純に複写伝播を行うと、BB2から BB3のパスで BB1に含まれる 2つのコピー命令が含
まれていないため、BB3内に伝播されない。 
この問題を前節のように、BB2 から BB3 のエッジを無視して最適化すると、k = T1のコピーが
伝播されることによって、図 6.7(c)のように誤った最適化結果を生み出す。これは、インタプリタか
らのパスでは T1が初期化されていないためである。 
ここでの重要な観察は、図 6.5で議論したように、入力データがまったく同じときには、変数 j, k
の値はインタプリタ・コンパイルされたコードどちらの entryからの実行でも同じ値（j=0, k=a+b）に
なるという点である。問題は、T1 という変数はインタプリタ上では存在しないという点である。そ
のため、「j = 0」は伝播してもかまわないが、「k = T1」は単純には伝播できない。 
Interpreter
T2 = c.F;
T1 = k;
T1 = a+b;
f(T1);
j = 0;
k = T1;
T2 = c.F;
t += T2;
t += 0;
t *= T1;
Interpreter上
の変数のコピー
BB1
BB2
BB3
a) 改良したコピー伝播を適用
Interpreter
T2 = c.F;
T1 = k;
T1 = a+b;
f(T1);
T2 = c.F;
t += T2;
t *= T1;
Interpreter上
の変数のコピー
BB1
BB2
BB3
b) 最終結果
補償コードと共に伝播
 
図 6.8: 図 6.7の解決方法 
本手法では、「k = T1」が伝播しない問題を、図 6.8(a)に示すように、BB2に補償コードを生成す
ることにより BB3 に伝播することを可能にしている。別の言い方をすると、変数 k にはインタプリ
タからきたパスでも、正しい値が入っていることを利用して「T1 = k」というコピー命令を補償コー
ドとして生成することにより伝播させても正しく動作させることができる。具体的には、図 6.9のア
ルゴリズムで示すように、まずインタプリタからのパスを無視して複写伝播を行って、次に合流点の
先頭で求まる伝播したコピーの集合を使って必要な補償コードを生成する。 
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＜インタプリタからのパスを無視して複写伝播を行う。＞ 
MERGE_IN = 合流点の先頭で求まる伝播したコピーの集合 
for (each C ∈ MERGE_IN){ 
   if (Cの出力 ∈ インタプリタ上に存在する変数 && 
       Cの入力 ∈ インタプリタ上に存在しない変数){ 
      ＜合流点に対応する補償コード用ブロックの最後に 
       Cの入力と出力を反転させたコピー命令を生成＞ 
   } 
} 
図 6.9: 複写伝播の補償コードの生成アルゴリズム 
一般的には、変数の live range を実行方向に伸ばす最適化に対しては、コンパイラが作成した変数
の live range が最適化後に合流点をまたぐ場合に、その変数に対して正しい値を代入する補償コード
を生成することにより、最適化を抑制する問題を解決することができる。それ以外の前進データフロ
ー解析を使った最適化は、前節で述べたように単純にインタプリタからのパスを無視して最適化すれ
ば、最適化を抑制する問題を解決することができる。 
6.3.2.3 そのほかの考慮点 
a = インタプリタ上のa
b = インタプリタ上のb
j = インタプリタ上のj
j = extend( j )
k = インタプリタ上のk
c = インタプリタ上のc
f(a+b);
j = 0;
k = a+b;
t += c.F;
j = extend(j);
t += j;
t *= k;
Interpreter
BB1 BB2
BB3
遷移点
a, b, kはfloat型
cはオブジェクト型
jはint型
extend: 符号拡張命令
 
図 6.10: Interpreter上の変数のコピーの明示的な生成 
この節では、そのほか考慮しなければいけない問題について述べる。実装によっては、今までの
例で暗黙的な処理として扱ってきた仮定的な変数定義「Interpreter 上の変数のコピー」を、最適化処
理に対して明示的な命令として表したほうが都合が良い場合がある。 
例えば、「Interpreter 上の変数のコピー」は変数の型（float, int, object, ...）によって生成する命令
が異なる。図 6.10は 64-bit アーキテクチャに対して変数のコピーを明示的に生成した例を示す。こ
の例で、変数 a、b、k は float 型なので float のコピー（ロードも含む）命令を、変数 c はオブジェク
ト型なので整数型のコピー命令を、変数 j は int 型なので整数型のコピー命令と符号拡張命令を BB2
に生成する必要がある。 
変数の型を見つけるためにはいくつか実装方法が考えられる。1 例を挙げると初期状態では変数の
型は未定義で仮のコピー命令を BB2に生成し、その後 DU chainを作成し使用される変数の型を元に
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BB2 内のコピー命令の変更を行う方法などが考えられる。このような実装形態の場合には、補償コ
ードブロック内にコピー命令を明示的な命令として生成したほうが都合が良い。IBMの IA-64向けの
JIT コンパイラでは、このような変数のコピーを明示的な命令として表し、そのほかのアーキテクチ
ャ向けの JITコンパイラでは明示的な命令として表していない。 
さらには、明示的に命令を生成したおかげで「Interpreter 上の変数のコピー」を行う命令を減らせ
る可能性がある。例えば、補償コードブロック内の符号拡張命令(extend)は場合によっては除去でき
る場合がありiv、合流点以降で使われない変数のコピー命令も除去することができるようになる。 
しかし、補償コードブロック内に変数の定義が明示的に見えることで、最適化が抑制される場合
がある。例えば、図 6.10に対して6.3.2.2節で述べた複写伝播を使わずに UD chain を使って定数伝播
を行う例を考えてみる。この場合、BB3内の j の定義は BB1と BB2内に 2 つあり、BB1 内の定義値
は 0 とわかるが BB2 内の定義値は変数のため特定できない。しかし、図 6.5での議論を踏まえると、
BB2内の jの定義値も 0のはずである。 
この問題を解決するためには、「Interpreter 上の変数のコピー」を行う命令を、「変数定義を無視
できる命令」として扱えるようにすれば良い。図 6.10を例にとると BB2 内の a の変数定義から c の
変数定義までの命令全てに「変数定義を無視できる命令」というフラグを立て、最適化はこのフラグ
を見て無視することが可能かを判断すればよい。 
このような処理を行うと、先ほどの UD chain を使った定数伝播の例では、j の BB1 内の定義値は
0とわかり、BB2内の定義値は無視できるとわかる。その結果、BB3の j の値は 0 と判断できるため
0と置き換えることができる。念のために言っておくと、図 6.8(b)の BB2内の命令のように、最適化
によって生成された補償コードの変数定義は無視してはいけない。そのために「変数定義を無視でき
る命令」というフラグはブロックに設定するのではなく、命令ごとに設定する必要がある。 
6.4 実験結果 
本手法の評価を行うために CaffeineMark 3.0[58], jBYTEmark, SPECjvm98[62]の 3つのベンチマーク
と一太郎 Ark[35]、Java 2 SDK 1.2.2に含まれる Java2Demoの 2つのアプリケーションを使って測定を
行った。全ての測定結果は、IA-64向けの IBM Java JIT Compilerに最適化を実装し、IBM IntelliStation 
Z Pro model 689412X (Itanium 800MHz 2個, 2GB RAM)上で測定した。測定方法はベンチマークやアプ
リケーションを複数回独立に実行させ、それらのスコアの平均を最終的な結果とした。本章で測定し
た結果はベースラインと比べて、速くなるものと遅くなるものが混在している。そこで、本節で示す
以下のグラフでは今までの章で使ってきた速度向上率ではなく、ベースラインである JIT Only を
100%とした場合の相対的なパフォーマンスの比率を示す。すなわち、200%とは 2 倍速くなったこと
を意味し、50%とは 2 倍遅くなったことを意味する。本章で述べた手法の比較を行うために、次の版
を作成し測定を行った。それぞれの版の最適化レベルは、再コンパイルを行う版の低い最適化レベル
は文献[64]の Quickに対応し、それ以外は文献[64]の Fullに対応する。 
                                                           
iv 図 6.10の例では5.2.2.3節で述べた「除去順の決定処理」により、実際には BB3 内（ループ内）
の符号拡張命令が除去され、BB2内の符号拡張命令については除去されない。 
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JIT Only： インタプリタでの実行を止めて、全ての実行を JIT 上で行う版。つまり、メソッドの途
中遷移は起こらず、合流点も存在しない。なお、この版では6.1章で述べたように、クラスの初
期化チェック等によって最適化が抑制されている可能性がある。 
Mixed： インタプリタから JIT へメソッドの途中で遷移を行うが、本章で述べた手法は行わない版。
遷移点は、最初にインタプリタから遷移をしてきた 1箇所のみ作成する。仮に、複数のスレッド
からほぼ同時に遷移してきた場合には、最初に処理を行ったスレッド以外はインタプリタに実行
を戻し、次にそのメソッドが呼ばれたときにコンパイルされたコードに移る。 
Mixed+New Dataflow： Mixedに加えて、本章で述べた手法を行う版。 
Recomp.： Mixed に加えて、複数の最適化レベルで再コンパイルさせる版。文献[64]で提案されてい
る方法。なお、IA-64向けの再コンパイルによるメソッドの特殊化はまだ実装されていない。 
Recomp.+New Dataflow： Recomp.に加えて、本章で述べた手法を行う版。 
6.4.1 CaffeineMark の測定結果 
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図 6.11: CaffeineMarkに対する相対的なパフォーマンス (JIT Only=100%) 
CaffeineMark には通常版とグラフィックベンチマークを除いた Embedded 版があるが、今回の測定
では JIT による性能比較のため Embedded 版を用いて測定した。図 6.11に JIT Onlyを 100%としたと
きの、CaffeineMark に対するそれぞれの版の相対的なパフォーマンスを示す。再コンパイルを行う方
法は再コンパイルを行わないものよりもパフォーマンスが悪いという結果になった。 
この原因は、基本的には最初に低い最適化レベルでメソッドをコンパイルし、再コンパイルされ
ずにそのコンパイルされたコードが測定時間の大部分の間実行されたためと考えられる。ただし、特
に CaffeineMarkでは、再コンパイルを行う 2つの版についてスコアに大きなばらつきが見られた。 
図 6.12に CaffeineMark を 753 回独立に実行させ、Overall のスコアについて結果が良い順にソート
して値をプロットしたグラフを示す。先ほど述べたように、図 6.11の比較はこの 753 回の平均を元
に計算したものである。独立な実行を繰り返しているため、理想的にはスコアは全ての実行で同じ値
になるはずである。図 6.12のグラフを見ると、再コンパイルをしない 3 つの版については、それほ
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どばらつきが見られないが、再コンパイルを行う 2つの版はスコアに大きなばらつきがあることがわ
かる。 
この原因を調べてみたところ、タイミングによって再コンパイルが行われる場合と行われない場
合があることがわかった。これは、タイマーを使ったプロファイル収集を行っているためと考えられ
る。典型的な例として、図 6.13に CaffeineMark の中の Logic ベンチマークについて、図 6.12と同様
の方法でスコアをプロットしたグラフを示す。このグラフをみると、再コンパイルを行う 2 つの版
（Recomp.と Recomp.+New Dataflow）は、スコアが主に 2 つの値に分かれていることがわかる。この
2 つの値は、それぞれ再コンパイルが行われない場合と行われた場合のスコアを示している。また、
本章で述べた手法によって、再コンパイルが行われなかった場合（低いスコア）について改善されて
いることもわかる。この結果から、複数回呼ばれる頻度が高いメソッドであっても、タイミングによ
ってはアップグレードされない場合があることがわかる。 
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図 6.12: CaffeineMarkの Overallのスコアを良い順にソートした結果 
（太線は本章の手法を使っている版） 
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図 6.13: CaffeineMarkの Logicのスコアを良い順にソートした結果 
（太線は本章の手法を使っている版） 
図 6.11の overall を比較すると、本章で述べた手法は、再コンパイルしない場合・する場合共に
20%程度パフォーマンスを改善することがわかる。また、Mixed+New Dataflowだけが JIT Onlyとほ
 99 
 
ぼ同等のパフォーマンスを得られた。これらの結果は、再コンパイルの手法が万能ではないことを示
している。 
6.4.2 jBYTEmark の測定結果 
1回目の実行、100%=JIT Only，　バーが高いほど良い
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図 6.14: jBYTEmarkの 1回目の実行時間に対する相対的なパフォーマンス 
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図 6.15: jBYTEmarkの最終スコアに対する相対的なパフォーマンス 
jBYTEmark は、1 回の独立な実行につき、測定用のプログラムを何回か連続で実行を行ってそれ
らの結果からスコアを計算している。6.2節で述べたように、高い最適化レベルで再コンパイルされ
た後のコードには本論文の手法は影響を与えない。しかし、数値計算のようなプログラムは、実際の
用途では 1 つのメソッドを 1 回だけ実行して、ループを長時間実行するようなものが多い。一方、1
回しか実行されないようなメソッドについては、再コンパイルの手法では低い最適化レベルの状態で
実行され続けてしまうという問題点がある。jBYTEmark は数値計算を行うプログラムが多いことか
ら、1 回しか実行されないような状況を想定して、1 回目の実行時間についても計測を行った。また、
各ベンチマークのサイズはそれぞれ値を明示的に指定した。 
図 6.14に、jBYTEmark の 1 回目の実行時間に対するそれぞれの版の相対的なパフォーマンスを示
す。幾何平均を見ると、CaffeineMark の時と同様の理由で、再コンパイルを行う方法は再コンパイル
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を行わないものよりもパフォーマンスが悪くなった。また、本章で述べた手法は、再コンパイルしな
い場合・する場合共にパフォーマンスを改善した。 
図 6.15に、jBYTEmark の最終的なスコアに対するそれぞれの版の相対的なパフォーマンスを示す。
幾何平均を見ると、本章で述べた手法は、再コンパイルしない場合のみパフォーマンスを改善させた。
再コンパイルする版では、実行頻度が高いメソッドの多くが再コンパイルされたため、本章で述べた
手法によってパフォーマンスが改善されなかったと考えられる。最終的なスコアは、Mixed 以外の 3
つの版について JIT Only とほぼ同等の結果を得られた。このことは、jBYTEmark においては再コン
パイルの手法も効果的だったことを示している。 
6.4.3 SPECjvm98 の測定結果 
SPECjvm98 は、コマンドラインから 7 つのベンチマークを個別に実行させた。また、1 回の独立
な実行につき、問題の大きさを 100にして連続で 10回ずつ実行させて測定を行ったv。 
図 6.16に、SPECjvm98 の 1 回目の実行時間に対するそれぞれの版の相対的なパフォーマンスを示
す。幾何平均を見ると、前の 2つのベンチマークと傾向が異なり、再コンパイルしない場合・する場
合共に、JIT だけで実行する場合と比べてパフォーマンスが向上している。さらに再コンパイルを行
う方法は再コンパイルを行わないものよりもパフォーマンスの向上率が高い。中でも、jess と javac
については大きく改善している。再コンパイルを行う方法は、多くのメソッドを低い最適化レベルで
コンパイルし、実効頻度が高い一部のメソッドだけを時間がかかる高い最適化レベルでコンパイルす
る。そのため、ある程度大きなプログラムでは、再コンパイルを行う方法は他の版と比べて、全体の
コンパイル時間が短くなることが多い。このことから推測すると、この 2つのベンチマークは他のベ
ンチマークと比べて JITOnly のコンパイル時間が全体の実行時間に大きく影響していると考えられる。 
図 6.17に、SPECjvm98 の各ベンチマークを連続で 10 回実行した中のベストタイムに対するそれ
ぞれの版の相対的なパフォーマンスを示す。幾何平均を見ると、1 回目の実行時間での傾向とは異な
り、再コンパイルを行う方法は再コンパイルを行わないものよりも若干パフォーマンスが悪くなって
いる。中でも、jack ベンチマークは再コンパイルを行う方法によって大きくパフォーマンスを悪くし
ている。この原因を調べた結果、再コンパイルの決定を行うために必要なプロファイルの取得のオー
バーヘッドが、パフォーマンスの悪化に大きく影響していることがわかった。 
図 6.18に、各ベンチマークを連続で 10回ずつ実行した時の 7つのベンチマークの幾何平均の変化
の様子を示す。再コンパイルする版は、初回のパフォーマンスを大きく改善させているが、2 回目の
実行は JIT のみの版と比べて相対的に大きくパフォーマンスが悪くなる。さらに、定常状態にはなか
なかならず、10 回目の実行を終えてもまだ収束する気配がないことがわかる。また、本章で述べた
本手法は再コンパイルする版ではほとんど改善が見られなかった。これは、実行頻度が高いメソッド
の多くが再コンパイルされたためと思われる。 
次に、再コンパイルしない版だが、本章で述べた本手法は 1 回目から 10 回目の実行を通じて、常
に 5%程度パフォーマンスを改善することがわかる。また、再コンパイルしない版は、このベンチマ
ークでは 4回目の実行でほぼ定常状態になることがわかった。 
                                                           
v java -ms96m -mx96m -noclassgc SpecApplication -m10 -M10 -g a -s100 各ベンチマーク 
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1回目の実行、100%=JIT Only，　バーが高いほど良い
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図 6.16: SPECjvm98の 1回目の実行時間に対する相対的なパフォーマンス 
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図 6.17: SPECjvm98のベストスコアに対する相対的なパフォーマンス 
-15%
-10%
-5%
0%
5%
10%
15%
1 2 3 4 5 6 7 8 9 10
実行回数（回目）
パ
フ
ォ
ー
マ
ン
ス
向
上
率
（0
%
=J
IT
 O
n
ly
）
Mixed
Mixed+New Dataflow
Recomp.
Recomp.+New Dataflow
 
図 6.18: SPECjvm98の各ベンチマークを 10回ずつ実行した時の 7つのベンチマークの幾
何平均の変化の様子 
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6.4.4 アプリケーションの起動時間 
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図 6.19: 2つのアプリケーションの起動時間に対する相対的なパフォーマンス 
ベンチマークの測定結果を見ると、ベースラインである JIT Only の版はかなり良い結果を出して
いることがわかる。しかし、JIT Onlyはすべてのメソッドを高い最適化レベルでコンパイルするため、
コンパイル時間がかかり、通常のアプリケーションでは実用的にはならないほど遅くなるようなケー
スが多い。この節では、アプリケーションの起動時間を測定することにより、JIT Onlyが他の版に比
べてどの程度遅いかを検証する。 
一太郎 Ark と Java2Demo の測定方法は共に、コマンドを実行してから初期画面が表示され、入力
待ちとなるまでの起動時間を測定した。図 6.19に、2つのアプリケーションの起動時間に対するそれ
ぞれの版の相対的なパフォーマンスを示す。 
再コンパイルしない版・する版共に、JIT だけを使った方法と比べて大きくパフォーマンスが向上
した。特に再コンパイルする版では、起動時間が約 6分の 1にまで短縮している。このことは、これ
らのアプリケーションの起動時間の大部分が、コンパイル時間で費やされていたことを意味している。 
本章で述べた最適化手法は再コンパイルしない版・する版共に 3%程度パフォーマンスを向上させ
た。ベンチマークの測定結果を見ればわかるように、再コンパイルが頻繁に起きているとすれば向上
の度合いが減ると考えられる。そのような現象は起きていないことから、アプリケーションの起動中
にはあまり再コンパイルが行われていないと考えられる。 
6.4.5 実験結果の考察 
3つのベンチマークと 2 つのアプリケーションを測定した結果、再コンパイルしない版・する版に
ついて次のような考察を得られた。 
再コンパイルしない版： 
! 本章で述べた最適化の手法は、多くのプログラムについてパフォーマンスを改善するため、
必須の処理と思われる。 
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! 数値計算のように、1つのメソッドを長く実行するようなプログラムに対して有効。 
 
再コンパイルする版： 
! 本章で述べた最適化の手法は、再コンパイルしない版に対して適用した場合と比べると、幾
分限定的ではあるがやはり有効。 
! コンパイル時間を大きく削減するため、クライアント向けのプログラムに対して非常に有効。 
! プログラムによっては、プロファイルの取得のオーバーヘッドによるパフォーマンスの悪化
が見られる。 
! パフォーマンスが定常状態となるまでには、長時間の実行が必要となる。 
本章で述べた最適化の手法の効果は、再コンパイルする版では幾分限定的であった。しかし、ベ
ンチマーク上での最大性能を比較すると（図 6.11、図 6.15、図 6.17）、全体的に再コンパイルしな
い版のほうがする版よりも勝っており、再コンパイルする版が必ずしも優れているとは言えない。そ
のため、再コンパイルしない版も、なお使う必要性はあると考えられる。例えば、それぞれの版の長
所を生かし、再コンパイルする版は最大パフォーマンスよりもコンパイル時間の削減を重視するクラ
イアントプログラム向け、再コンパイルしない版はそれ以外のプログラム向けに使用するといった利
用法が良いと考えられる。 
6.5 まとめ 
本章ではインタプリタと JITコンパイラを組み合わせたときに生じる問題点とその解決法について
述べた。式を実行とは逆向きに移動させる際に移動が阻害される問題は、ループ本体に合流する直前
に補償コード用のブロックを挿入することにより回避できる。また、変数の live range を実行方向に
伸ばす最適化に対しては、コンパイラが作成した変数の live range が最適化後に合流点をまたぐ場合
に、その変数に対して正しい値を代入する補償コードを生成することにより、最適化を抑制する問題
を解決することができる。それ以外の前進データフロー解析を使った最適化は、単純にインタプリタ
からのパスを無視して最適化すれば、最適化を抑制する問題を解決することができる。本章で述べた
遷移による最適化が抑制される問題は、インタプリタと JIT コンパイラの組み合わせだけの問題では
なく、実行環境が異なる 2つのコード間の遷移を行う際には一般的に起こる問題である。 
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第7章 結論 
本論文では、Java JIT Compiler向けの大域的なコード移動を使った効果的な最適化手法について述
べた。Java 言語の特徴である型安全性とカプセル化がもたらす、高頻度の例外検査とメモリアクセ
スによって発生する実行時オーバーヘッドを削減する最適化手法について述べた。また、これから普
及するであろう 64 ビットアーキテクチャ上で Java の 32 ビットデータを扱うときに高頻度で実行さ
れる符号拡張命令を除去する最適化手法について述べた。これらの最適化は、最適化対象の命令に合
わせたコード移動を行い、さらに実行時に取得した実行頻度情報を利用することにより効果を高めて
いる。さらに、JIT コンパイラならではの「仮定に基づく最適化」の正しさを補償するために必要な、
メソッドの途中遷移の際に、最適化が抑制されてしまうという問題を解決した。 
本論文における研究成果を以下にまとめる。 
! 型安全な言語における、オブジェクトが null かどうかを検査する例外検査を行う命令を、実
行とは逆向きに副作用が観測できない範囲内で大域的に移動させることによって後続する最
適化を広い範囲で適用できるようにし、さらに実行方向へ例外検査を行う命令を大域的に移
動させハードウェア例外を利用した暗黙的な例外検査に置き換えるという 2 段階の最適化手
法を提案し、性能向上が得られることを示した。 
! 型安全性を保障する例外処理を、メモリアクセス命令を移動する際の防御壁として利用し、
さらに実行頻度情報を利用することにより、メモリアクセス命令を投機的にコントロールフ
ローの制御を越えて大域的に移動させる最適化手法を提案し、性能向上が得られることを示
した。 
! 複数の命令を、大域的なコード移動を行うことによってできるだけ合成するような最適化手
法を提案し、性能向上が得られることを示した。 
! 64ビットアーキテクチャ上で 32ビットデータを扱うときに必要な符号拡張命令について、特
に実行頻度順の除去と配列インデックスに対する符号拡張命令の除去を大きな特徴に持つ最
適化手法を提案し、性能向上が得られることを示した。 
! 実行環境が異なる 2 つのコード間の遷移を行う際に生じる最適化の抑制を、合流点以前の 2
つの異なるレベルのコード領域が意味上は同じであることを利用して、最適化の抑制を解消
する手法を提案し、性能向上が得られることを示した。 
本論文の成果は、IBMの IBM Developers Kit, Java Technology Editionで実際に使用され、大きな性
能向上を遂げてきた要因となっている。特に、本論文で述べた実行時情報を利用した最適化は従来の
プログラミング言語の主流であった C 言語や C++言語当の静的なコンパイルを行う処理系では困難
であった。本論文で述べた最適化の多くはアーキテクチャに依存せず、対象となる言語についても型
安全な言語であれば応用可能である。本論文で述べた手法の重要性がますます高まることを期待して
いる。 
106 第 7章 結論 
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