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In recent years, M2M (Machine-to-Machine) applications have become more diverse and 
widespread because of a reduction in price and growth in the capacity of network 
infrastructures, and because of the miniaturization of communication devices. M2M 
applications are those applications that use communication between machines. In 
addition, there is a growing recognition of the need for horizontal-integrated platforms 
that allow M2M applications to share common functions, devices, and data. Horizontal-
integrated platforms allow a reduction in the cost and time required to implement such 
M2M applications. 
In order to accelerate the spread of M2M applications, this study aims to realize the data 
search function that is one of the basic functions in horizontal-integrated platforms. 
Indexing technology is necessary for the efficient search of big data. In addition, 
appropriate indexes vary according to data and queries. Therefore, the goal of this study 
is to establish new indexing technologies suited to M2M data, and query of M2M 
applications. The search function requires rapidity and scalability for both insert process 
and search process as significant amount of data are accumulated; furthermore, the 
search function is required to execute several search processes concurrently. The more 
frequently a search condition is used, the more efficiently the search condition should be 
processed. However, it is impossible to predict the frequency of each search condition in 
advance because M2M applications can use various search queries; therefore, the 
frequency can change dynamically. It is difficult to determine which and how many 
search conditions should be processed efficiently. Therefore, the search function requires 
load adaptability to allow such function to be flexible with changes in the input data and 
search queries. 
In this study, search requests from M2M applications are listed and classified first. As a 
result, we find that there are five search patterns and that one of these patterns is used 
most frequently. This pattern is a two-dimensional search query that uses the search 
condition that specifies two dimensions (attributes) of “ID” of the device and 
measurement “time” by the device. However, from the aspect of indexing technologies, 
we find that the search pattern classified as “other multidimensional search pattern,” 
which includes various multidimensional search queries on various M2M data, cannot 
be processed with the aforementioned requirements, that is, rapidity, scalability, and 
load adaptability through conventional indexing technologies. M2M data includes many 
dimensions, such as “ID,” “time,” and “location.” The multidimensional search query is 
the query that specifies search conditions regarding multiple dimensions. The “other 
multidimensional search pattern” can be divided into multidimensional exact match 
search and multidimensional range search. The former is the search that specifies 
several attributes of things, such as “’red’ ‘bag’ made in ‘2014’ by ‘X Company’.” The latter 
is the search that specifies several dimension value-ranges, such as time, location, sensor 
value, and so on, for example, “list of trucks whose truckload is ‘equal to or lower than 
0.5 ton’ in the ‘Kanto area’ ‘now’.” In the conventional method for both searches, the 
conventional one-dimensional index is used to retrieve the intermediate results that 
satisfy the one-dimensional condition in the multidimensional condition. Then, the 
intermediate results are verified individually to determine whether each result satisfies 
other dimensional conditions. The conventional method cannot always accelerate the 
search process because it often receives a significant amount of intermediate results. A 
method has been proposed to use a number of conventional multidimensional indexes to 
accelerate multidimensional range searches; however, the method has insufficient 
scalability because it requires significant computation costs to build and maintain 
indexes. 
Therefore, pseudo-candidate key indexing is proposed as a new indexing technology for 
multidimensional exact match searches. Pseudo-candidate key indexing is a method that 
indexes AND conditions, and the corresponding results are provided in advance in order 
to return search results against AND conditions rapidly. However, there are as many 
AND conditions as the number of attribute combinations, and such number is immense. 
The important point of the proposed method is to invent a new way for selecting AND 
conditions to index in such a way that more AND conditions than necessary are not 
indexed. From the evaluation results, it is confirmed that the proposed method 
accelerates search queries using AND conditions independently of the amount of M2M 
data. It is also confirmed that the communication volume and amount of memory for the 
proposed method is in the logarithmic order of the amount of M2M data; thus, the 
proposed method has enough scalability. In addition, the load-adaptive algorithm is 
invented. The algorithm changes the indexed AND conditions adaptively according to 
updated M2M data. 
Furthermore, UBI-Tree is proposed as a new indexing technology for multidimensional 
range searches. UBI-Tree is based on R-Tree, which is a conventional indexing method 
for multidimensional range searches, and it is modified to index various data that have 
various types and numbers of dimensions. From the evaluation results, it is confirmed 
that the proposed method can accelerate multidimensional range searches compared to 
the conventional method. Furthermore, the Load-Adaptive UBI-Tree is proposed. The 
Load-Adaptive UBI-Tree changes the way in which data is classified adaptively 
according to the history of search queries. From the evaluation results, it is confirmed 
that the proposed method improves average latency and throughput by improving the 
efficiency of frequently used search queries. In addition, the dynamic-help method is 
proposed as a new load-distribution method for the scalability of UBI-Tree. From the 
evaluation results, it is confirmed that the proposed method has scalability against an 
increasing load. 
As described above, two new indexing technologies are established in this study as 
elemental technologies that can help make multidimensional searches efficient for the 
search function on horizontal-integrated platforms. For future work aimed at practical 
use, a total system design of horizontal-integrated platforms that include other indexing 
technologies and functions, full-scale implementation, and confirmation of validity 


















































た点が本技術の重要な部分である．評価の結果，AND 条件においても M2M データ数に
関わらず高速な検索が実現でき，またインデキシングのための通信量や記憶量は M2M デ
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年の M2M 市場は 1 兆円を超えると見積もられている [1]．現在全デバイスの 99.4%は未接
続であるが，さらに今後加速度的に接続数は増加し，100 億デバイスが接続されて IoT
（Internet of Things），すなわちモノのインターネットが形成され，2020 年には 500 億デ
バイスが接続され，IoE（Internet of Everything）が形成されると予測されている [2]． 
 
1.1.2 M2Mアプリケーション例 








で緊急通報を行うシステムである．欧州においては，2015 年 10 月より自動車への搭載が
義務化される予定となっている [3]．またブラジルにおいても，M2M を利用した盗難車両
追跡システムの導入が進められている． 
この他，国内においても建設機械管理 [4]，自動販売機管理 [5]，農業支援 [6]，プローブ
情報を用いた交通管理 [7] [8]等が実用化されている． 












 このため，近年では M2M アプリケーションのための水平統合型プラットフォームの必
要性が広く認識されつつある. 水平統合型プラットフォームにより，多くの共通的な機能が




て設立された oneM2M [9] においても，水平統合型プラットフォームに関する標準化が進
められつつある．oneM2M では，図 1 に示すようにアプリケーション関連の機能（AE: 
Application Entity）とネットワーク関連の機能（NSE: Network Serice Entity）との間に




ム機能の中心である CSE には，図 1 に示される 12 の基本機能が含まれており，デバイス
の発見や管理，アプリケーションの管理，M2M サービス中のデータの管理や認証やセキュ
リティに関する機能などが提供される [10]．また，既に商用の水平統合型プラットフォー
ムも現れ始めている [6] [11] [12]． 
 また一方，最近では新しい M2M データ収集方法として「参加型センシング」が注目を集





































Mca (M2M Communication with AE) 参照点
Mcn (M2M Communication with NSE) 参照点



































































の 1 つである． 
 本節では，数あるインデックスのうち，最もよく使われている代表的なインデックスとし








 ハッシュテーブルの構造を図 2 に示す．図 2 は，従業員番号をキーとし，従業員名を検
索可能としたハッシュテーブルの例である．ハッシュ関数には，従業員番号を 7 で割った
余りを返す関数を用いている．例えば従業員番号が 1320 の従業員名を検索する場合，図に





































複数の枝が伸びる木である．各ノードが最大 m 本の枝を持つ場合，これをオーダ m の B-
Tree と呼ぶ．また B-Tree は平衡木（またはバランス木），すなわちどのリーフノードも，
同じ高さになるようにデータが格納された木である．これにより，格納したどのデータを検
索する場合にも，同じ処理コストで実行可能となる．n 個のデータを格納した場合，1 つの
データを検索するのに要する処理コストは，どのデータについても O(logm n)である． 
 B-Tree の構造を図 3 に示す．図 3 は，ハッシュテーブルの例と同様に，従業員番号をキ
ーとし，従業員名を検索可能とした B-Tree の例である．オーダ 3 の B-Tree であり，各ノ





が 1320 の従業員名を検索する場合，まずルートノードを参照し，キー値 1230 が格納され
ていることを確認する．検索するキー値 1320 は 1230 よりも大きいことから，キー値 1230











887 1097 1219 1235 1241 1320 1610 1617
887、斉藤 1097、鈴木 1230、木村 1320、吉田1241、川本 1610、加藤


















ネジメントシステム（DBMS; Database Management System）と呼ぶ．最も広く利用され
ているデータベースであるリレーショナルデータベース（RDB）の DBMS，すなわち
RDBMS は，インデキシング技術の代表的な適用先と言える．RDBMS の一般的な機能要

























 図 4 に示した RDBMS を構成する各機能の概要はそれぞれ以下の通りである． 
 




















































書き（Put，Get）程度の API のみをサポートし，複雑な SQL の構文解析は不要である場
合が多い．またパーソナルユースのデータベースにおいては，同時実行制御機能は不要であ
るため実装されていない場合もある．また性能を重視し，トランザクション管理を敢えて完
全には行わない DBMS もある． 







































来の 1 次元インデキシング技術であるハッシュテーブルや B-Tree を用いて多次元検索を
12 
 




























図 5 多次元完全一致検索技術における準候補キーインデキシング技術の位置づけ 
 
また第 4 章では，多次元範囲検索に対する新しいインデキシング技術として提案する，
UBI-Tree 技術について述べる．UBI-Tree は，多次元範囲検索のための従来技術である R-
Tree をベースとするが，多様なデータ形式（スキーマ）のデータを含む M2M データ（ス
キーマレスデータ）と，M2M データに対する多様な範囲検索条件に対応できるよう拡張






タベースとして CouchDB や MongoDB が注目を集めている．これらのデータベースで









































図 6 多次元範囲検索技術における UBI-Tree 技術の位置づけ 
 













































まず，電気通信大学 市川研究室において検討が進められてきた M2M アプリケーション
である蓄電池管理アプリケーションを例題として，検索機能への要求条件を検討し，次にそ




ることにより，電力網を敷設することなく BoP(Bottom Of Pyramid; 開発途上地域に多く













いないため，携帯回線や手持ち運搬により多様な M2M データを集約し，蓄電池（BMU; 
Battery Management Unit）の充電率予測など各種用途に活用する． 


































2.2 その他 M2Mアプリケーション 
 蓄電池管理アプリケーションにおける考察に倣い，運送・物流，ビル，ユーティリティ，
農業など各業界において想定される M2M データを活用する M2M アプリケーションそれ
ぞれについても，必要とする M2M データと，その検索のために用いる検索条件を検討し














表 1 各種 M2M アプリケーションが必要とする M2M データと，その取得のために用いる検索条件 
 
 



































危険物配送トラックの事故速報 危険物配送トラック 事故を起こしたトラックのID,位置、積載物、状態（映像） 5



































給排水設備故障監視、貯水池濃度監視 給排水設備、貯水池 故障を起こした設備のＩＤ、異常値を示した貯水池のＩＤ 5
特定の設備・貯水池の状態（温度、貯水量など） 現在 2





車などの電柱への衝突検知 電柱 衝突された電柱のＩＤ、位置、映像、状態 5













































































































































道路監視（路面凍結） 道路（路面温度センサ） 特定の道路の現在の路面状況 現在 2
特定の道路の特定日時の路面状況ログ 一時点 2
ある地域内にある道路のうち、凍結している道路のIDと場所情報 現在 4
















自動車、オートバイ 特定の車両の現在の位置 現在 2








製造 集中管理された工場でのメンテナンス 製造装置、製造機械、建設機械 特定の装置の現在の状況（ON／OFF、温度、位置など） 現在 2
特定の装置の指定した期間での指定した間隔での状況 範囲 2
ある条件を満たす装置の中で異常値があったもののID、期間、値のリスト 4





異常通報 汚水処理装置など ある条件を満たす装置の中で異常値があったもののIDリスト 4
土壌地下水汚染のリアルタイム監視 工場・廃棄物処分施設 特定の施設の現在の状態（汚染物質の濃度など） 現在 2
特定の施設の特定の時間、特定の間隔での状態値リスト 範囲 2
ある条件を満たす施設の中で異常値があったもののIDリスト 4








ポット、仏壇、灯明 特定の器具からの情報 現在 2
















不法投棄場所（センサ） ある期間内に廃棄物が投棄されたときの映像リスト 範囲 4










建設・土木 工事現場の工事状況監視、危険予知 工事現場（雨量センサ、風速センサ） 特定の工事現場の現在の状態値リスト（雨量、風速など） 現在 2
異常値を示しているメーターのIDリストと異常値 4
その他 貴重品管理（物品の開封の通知・証跡） 貴重品 特定の貴重品の現在の場所 現在 2
特定の貴重品の開封 5































る．2.1，2.2 より，各 M2M アプリケーションは種類によって様々な検索条件により検索を
行うため，各検索パターンに対し，高速性とスケール性を合わせ持つ検索機能を実現する必











ン 1，2 に対する検索機能は実現可能であろう．また検索パターン 3 は位置や時間を指定す
る検索であり，こちらは時空間データベースの分野で多くの検討がなされている [20] [21]．
水平統合型プラットフォームにおいても，やはりこれらの技術を適用することで実現可能





















なお，検索パターン 5 については，従来 RDB におけるトリガ機能やアプリケーション














て考察し，これに倣いさらに 14 分野，計 58 種の M2M アプリケーションについて検索要

























ーとして利用することが可能となる．RFID タグやセンサには，一意の ID が割り当てられ
ていると想定されるため，検索キーとして ID を用いることもできるが，ユーザが個々の ID
を覚えていると考えるのは非現実的である．不特定多数の中から，何らかの条件を満たすリ
ソースを探す場合も多い．従って，意味のない ID ではなく，リソースを直接表現する属性
情報を用いて検索できることが重要となる（ID を指定する場合は検索パターン 1 や 2 と同
様の方法で実現可能である）． 
 前述した通り，水平統合型プラットフォーム上の検索機能には，高速性に加えてスケール









けることができる．階層型としては DNS（Domain Name System）や ePC グローバル [26]











1 つはインデックスをリソース単位で分割するもの，もう 1 つはキーワード単位で分割する
ものである．クエリルーティングの方式から，前者はフラッディングベースの P2P 検索シ
ステム，後者は DHT（Distributed Hash Table）ベースの P2P 検索システムと呼ばれるこ
ともある．DHT とは，ハッシュテーブルを複数のピア（ホスト）で分散管理する技術であ




ディングよりも DHT が適していると考えられる．しかしながら，DHT ベースの P2P 検索
システムでは，キーワード単位でインデックスが分割されているため，複数の属性情報を含
むような複雑な検索クエリになるほど多くのピア間通信が必要となり，検索処理に要する




AND 条件（AND 演算子で結んだ論理式による検索条件．以後，AND 演算子を∧で表現す
る）を用いた場合にも高速に検索結果を返却できるよう，AND 条件とそれに該当する検索
結果リソース集合も予めインデックスに入れておく手法である．準候補キーインデキシン



























































3.2.1 DHTベース P2P検索システムにおける問題 
例として，X 社製のネットワークカメラを検索するために，「X 社製」と「ネットワーク




















































デックス量の爆発という新たな問題が発生する．例えば，「X 社製 ∧ ネットワークカメラ」
という AND 条件が一定数以下に絞られる場合，「X 社製 ∧ ネットワークカメラ ∧ ○年




「X 社製 ∧ ネットワークカメラ ∧ ○年○月製造」という AND 条件で検索された場合











●条件 1 該当するリソース数が T 個以下に絞られる 


























図 8 準候補キーインデキシング技術を用いたシステムの概要 
 
システムの概要を図 8 に示す．様々なリソースは，一意の ID を持ち，またそれぞれ様々
な属性情報を持つことを前提とする．図 8 に示したように，こうしたリソース群の情報を
保持する巨大なハッシュテーブル（以下，単に表と呼ぶ）を，複数のピアが DHT を形成し，
分散管理する．本システムでは，2 種類の巨大な表を DHT により分散管理する．1 つはリ
ソース ID をキーとするインデックスを持ち，値としてそのリソースの属性情報群を持つ表
（これを順リソース表（forward resource table）と呼ぶ），もう 1 つはリソースの属性情報
群から得られた準候補キーをキーとするインデックスを持ち，値としてその準候補キーに




ース表には，各キーに対する値となる ID の数に閾値（T）が設けられており，それ以上 ID
を保持することは許されない．準候補キーの条件 1 に反するためである．図 9 では，T=3
の場合を示した．各タプル（行）には「溢れフラグ（overflow flag）」のためのデータ領域







product name: umbrella 
country of manufacture: Italy
resource ID: 83473





①: forward resource table


















図 10 に示すように，ID が 01234 であり，product category：CD player，manufacturer：
resource ID attribute
74839
product name = color TV,   date manufactured = 2014/5/7
location of manufacture = abc factory
30991
product name = color TV,   date manufactured = 2014/5/7
country of manufacture = Japan,   weight = 12.4 kg
attribute resource ID
product name = color TV 0 0 74839 30991 69022
date manufactured = 2014/5/7 1 0
location of manufacture = abc factory 0 0 74839 20478
country of manufacture = Japan 1 0
weight = 12.4 kg 0 0 30991 83165 24751
date manufactured = 2014/5/7
∧
country of manufacture = Japan
0 0 30991 03211
overflow flag under reregistration flag
35 
 
xxx corp.，date manufactured：2014/10/27 という 3 つの属性情報を持つリソースを登録
することを考える．以下，簡単のため，3 つの属性情報をそれぞれ A，B，C と表記する．





り，ここでは A，B，C，A ∧ B，A ∧ C，B ∧ C，A ∧ B ∧ C の 7 つである．登録代
行ピアは，まず，このうち 1 要素から成る，A，B，C の 3 つについて，逆リソース表への
登録を試行する（図 10-b）．該当するタプルに，既に T 個以上のリソースが登録されてい
た場合には，準候補キーの条件 1 を満たさないために登録が許されず，そうでない場合に
は，準候補キーであるために登録できる．この例では，T=2 であるとし，B への登録は成功
するが，A と C のタプルには既に 2 つ以上のリソースが登録されており，登録できなかっ

























































































図 10 登録処理 
 
ここまでで，先に挙げた 7 つの候補のうち，1 要素から成る 3 つの候補については準候補
キーであるか否かの判別を完了した．これらの結果は，次に判別を行う 2 要素から成る候
補の判別に役立つ．例えば A ∧ B は，B が準候補キーであるため，A という条件が欠けて
も該当リソースは 2 個以内であることが保障される．すなわち，準候補キーであるための
条件 2 に反する．B ∧ C についても同様である．一方，準候補キーでなかった A，C を要
素とする候補 A ∧ C については，準候補キーであるための条件 2 は満たすが，条件 1 に
ついては不明であるため，実際に登録を試みる必要がある（図 10-d）．残った候補 A ∧ B 






登録したいリソースが保持する M 個の属性情報について，1≦i≦M を満たす全ての整数 i


















前述のように，図 10-b においては，既に C のインデックスには T と同じだけのリソー
スが登録されており，新たなリソースの登録により「溢れ」が発生するが，これは新たな登
録により，準候補キーでなくなることを意味する．このようなとき，多くの場合，C と他の
属性情報を AND 演算子で結びつけた，新しい準候補キーが発生する（例えば A ∧ C．今
までは C だけで T 個以下に絞られたので準候補キーではなかった）．こうした新しい準候


















次に準候補キーでなかった 2 要素からなる AND 条件をキーとして，そのタプルからの削除






























3) ある検索条件をキーとするタプルが存在しない場合，その条件は，それに含まれる 1 つ





を見つけ出すことができる．以下，例として A ∧ B ∧ C ∧ D ∧ E を検索する場合の









iii) 存在しない場合，検索条件は強過ぎることを意味する．手順 2 へ 
 
【手順 2】 A，B，C，D，E の中からランダムに一つ選んで（例えば C とする）検索条件
から外し，残りの属性情報から成る条件（ABDE）をキーとするタプルを調べ
る 
i) 存在し，溢れていない場合（準候補キー発見），登録されているリソース ID の
（条件 C に対する）検査を行い，検査に合格したものが検索結果となる 
ii) 溢れていた場合，C は必ず条件に含めていなければならないことが判明（C を
外すと条件が弱くなり過ぎる）．手順 3 へ 
iii) 存在しない場合，C は検索条件に含める必要がないことが判明（C を外しても
まだ条件は強過ぎる）．手順 4 へ 
 
【手順 3】 A，B，D，E の中からランダムに一つ選んで検索条件から外し，残りの属性情
報と C とから成る条件をキーとするタプルを調べる 
 















OR や NOT を使った検索については，通信量の上限値を抑えることができない．そのた
め，システムを設計・実現するという観点からは，そうした検索については許可しない，と
いう立場をとることが最もシンプルである．しかしながら，OR 検索を行いたい場合，例え
ば A or B という検索条件の場合には，A，B それぞれについて前記の検索方法で検索した
後，その論理和をとれば良い．or で結ばれた条件それぞれが，準候補キーであれば検索は
可能である．また，NOT 検索を行いたい場合，例えば not A という検索条件については，
A が準候補キーであれば，まず A を検索条件として検索を行い，検索結果に含まれていな
いリソースを順リソース表から全て集めれば not A に該当するリソースを全て抽出できる．
しかしながら，その該当数は膨大になりやすく，それに比例して処理負荷も膨大となる．not 















































update or deletion process
time
Resource registration process from
other peers’ forward resource table
Resource registration process to















Resource registration process from























るだけなので，1 つの通信パケットの大きさは数十～数百 byte である．これを m とする．
またオーバーレイネットワーク上でのルーティングは DHT のアルゴリズムに依存するが，







入るだけなのでサイズは m で近似する．検査対象のリソースは最大で T 個であるから，検





検査結果はやはり T 個以下のリソース ID であり，リソース ID1 つを m で近似すると最
大で mT の通信量を要する． 
以上より，検索処理全体で要する通信量は最大 m(a+1)(p+1)+mTp+mT=m(p+1)(a+1+T)と
なる．a はユーザが指定する属性情報数なのでそれほど大きくならないと考えられる．また





















図 12 リソース数と属性情報種類数の関係 
 
T=1000，M=20 とし，リソース数 N を様々に変化させた場合の，準候補キー数の変化と，
1 リソースあたりの登録試行数をそれぞれ図 13，図 14 に示す．実験に際しては，3.3.3 で







やかになることが分かる．図 14 中の 11 点の実測値に対し単回帰分析を行い，回帰式を 
 
y = 𝑐0 ln(𝑁 + 𝑐1) + 𝑐2 (1) 
 
とすると，決定係数は 0.9997 と高い値を示した．ただし，このとき N はリソース数，y は
1 リソースあたりの登録試行数，偏回帰係数はそれぞれ c0=21.94622，c1=3913.928，c2=-

















































































10,000 40,000 70,000 100,000 
made up of 5 attributes
made up of 4 attributes
made up of 3 attributes
made up of 2 attributes
































































今，登録処理，更新処理，削除処理がそれぞれ毎秒 Q 回ずつ行われ，常に N 個のリソー
スが登録されている状態を考える．登録処理 1 回の通信コストを C とおくと，削除処理も
ほぼ同じだけのコストがかかるため，更新処理，削除処理にはそれぞれ 2C，C の通信コス
トがかかると言える．すなわち，登録／更新／削除処理のために毎秒４QC だけの通信コス
トがかかることになる．一方，毎秒 2Q 回の更新処理，削除処理が行われるため，N 個のリ
ソースのうち 80％が削除，もしくは更新されるのに要する時間は 0.8N/2Q 秒となる．これ

















T=1000，M=20 とし，リソース数 N を様々に変化させた場合の，1 リソースあたりの重
複登録数を図 16 に示す．パラメータの変化のさせ方は 3.4.1.2 の場合と同様である．重複
登録数は，あるリソースが何箇所のタプルに重複して登録されたかを示しており，リソース













10,000 30,000 50,000 70,000 90,000 



























図 16 リソース数 N と重複登録数の関係 
 
3.4.3 閾値 Tの設定方法について 
閾値 T の値はシステム設計者が設定することを想定しているため，設計する際の指針に
ついて明らかにする必要がある． 
N=10000，M=20 とし，閾値 T を様々に変化させた場合の，1 リソースあたりの登録試































































































































































Reynolds らは中間解を Bloom Filter 化し，これを送ることで通信量の圧縮を行うことを
提案している [35]．Li らは，Reynolds らの技術も含め，既存技術を調べた結果，クラスタ
リング，Gap Compression [36]，Adaptive Set Intersection [37]の 3 つを組み合わせる手
法が最も検索の通信量を削減できると述べている [38]．しかしながら，それらを組み合わ
















無駄なインデックスを生成しない：例えば A1 ∧ A2という検索条件に対し，A1もしくは A2
が準候補キーである場合，提案方式ではその準候補キーに結び付けられたリソース群を取






































第 3 章では，M2M データの多次元完全一致検索のための新しいインデキシング技術「準










































































CouchDB や MongoDB が注目を集めている．これらのデータベースでは，1 次元範囲検












図 6（再掲）多次元範囲検索技術における UBI-Tree 技術の位置づけ 
 
本章の構成は以下の通りである．4.2 では，UBI-Tree の基本的アルゴリズムを提案する．














































である．B-Tree は 1 次元インデックスであるが，しばしば多次元検索にも用いられる．B-
Tree を用いて多次元検索を実行する 1 つの手法は以下の通りである．事前に，検索条件に
用いられる次元の 1 つを B-Tree によりインデキシングしておく．検索時には，まず B-Tree
を用いてその 1 次元によりデータを絞り込んで中間解を取得し，さらに中間解から他の次
元について条件に合致しないデータをフィルタリングすることで最終的な検索結果を得る．





















































































る．これに対し UBI-Tree で用いる 2 つのコストは，異種異数次元を含むデータ集合間でも
定義することができる． 
UBI-Tree は R-Tree と同様に，木を構成する各ノードは 1 つ以上のエントリを含む．リ
ーフノードにおいてはエントリはデータである．インナーノードにおいてはエントリは子
ノードへのポインタとその子ノードの MBR 情報のセットである．MBR 情報は，そのノー
ド，あるいはそのノードより下位にあるノードが保持するデータに含まれる各次元の値範
囲の情報を含む．R-Tree と UBI-Tree の違いを図 19 に示す．UBI-Tree は多様なデータを
インデキシングするため，UBI-Tree のエントリは多様な次元をもつ．挿入時には，検索時
と同様にルートノードから枝を辿っていく点は R-Tree と同様であるが，辿る枝を選ぶため
















time = 637 
deviceID = c22
rainfall = 12
time = 1032 
deviceID = b25
rainfall = 30
time = 637 ~ 1032 
deviceID = b25 ~ c22
rainfall = 12 ~ 30
Pointer to N3
time = 2237 ~ 3391 
deviceID = b11 ~ b75
rainfall = 17 ~ 20
Pointer to N4
time = 3391 
deviceID = b11
rainfall = 17
time = 2237 
deviceID = b75
rainfall = 20
time = 637 ~ 3391 
deviceID = b11 ~ c22











time = 2029 
deviceID = d33
rainfall = 15
time = 2029 ~ 3872
deviceID = a00 ~ d33
rainfall = 10 ~ 15
Pointer to N3
time = 2736 ~ 4603
position = 102 ~ 102 
temperature = 18 ~ 27
Pointer to N4
time = 3391 
position = 102
temperature = 18
time = 2237 
temperature = 27
time = 2029 ~ 4603
position = 102 ~ 102 
deviceID = a00 ~ d33
rainfall = 10 ~ 15















CS1  「次元種類数」の増加が最小となる子ノードを選択する 




SP1  分割後の 2 つのノードの「次元種類数」の和がなるべく小さくなるように分割
する 



















ただし，Tsは次元集合 S を含む蓄積データの部分集合を表し，tsは Tsの要素である．また𝑉𝑡𝑠
は tsに含まれる次元種類数であり，Mは蓄積データ数を表わす．例えば，5件のデータ[x=1]，
[x=2]，[x=3, y=4]，[y=5]，[x=6, y=7]が蓄積されている場合，各次元が検索条件に用いられ

































































ただし，Dmin～Dmaxは D の定義域を表し，α～βはノード N の MBR が D において占める領
域を表す．ここで x～y は x から y までの閉区間を表わしている． 
式 (4) は以下の考え方に基づいている．D の値が Dstart以上 Dend以下であるという検索条
件を「D = Dstart～Dend」で表す．このとき，(Dstart, Dend)を 2 次元座標空間上の点と考えると，
D に関するすべての検索条件は図 20 に示した上三角形領域内の点としてプロットするこ
とができる [56]．これらの点が上三角形領域内に限定されるのは，以下 3 つの式が一般に
成り立つからである． 
 
𝐷𝑠𝑡𝑎𝑟𝑡 ≤ 𝐷𝑒𝑛𝑑 
𝐷𝑠𝑡𝑎𝑟𝑡 ≥ 𝐷𝑚𝑖𝑛 





図 20 次元 D に関する範囲検索条件 
 
ノード N の MBR が D についてα～βを占める場合，図 20 に示した斜線領域τ内にプロ





















がアクセスされる確率を「τの面積 / 上三角形全体の面積」で見積もることが可能となる． 




















1 つ目の改善は，式 (6) の計算の速度向上である．まず，式 (6) に含まれる式 (2) (Pc(S))
において，S の種類数は蓄積データに出現する次元の組合せの数だけ存在するため，全ての
S について式 (2) を計算するのは計算量が大き過ぎる．そこで，1 つの次元のみを含む S に
ついて式 (2) を計算し，それらから複数次元を含む S の要素に対する式 (2) を近似的に算
出することとする．例えば Pc(x, y)は Pc(x)・Pc(y)で近似する．次に，本近似値を用いて式 (6) 
を計算すると，複数次元を含む S に対応する項の値は小さくなるため，これを無視しても大
きく特性は変わらないと考えられる．そこで，複数次元を含む S に対応する項を 0 で近似














検索効率を実現するためには Emaxは 20 程度とする必要があるため，総当たりで調べる方法
では非常に計算コストが高い．最適に近い分割方法を近似的に見つけ出す方法が求められ




クセスされる確率が増加してしまう 2 つのエントリを選出する．その後，選出した 2 つの
エントリをそれぞれ分割後の新たなノード 2 つに 1 つずつ挿入し，さらに残りのエントリ
を 1 つずつどちらかのノードに振り分ける．このとき，どちらのノードに振り分けるかに
より，コストの増加に最も大きな差異がある順に振り分ける．以下，アルゴリズム詳細を示
す．ただし，E(node)はノード node のエントリ数を示す． 
 
ノード分割アルゴリズム詳細 (Split Detail)： 
SPD1  新しい 2 つのノードを作成し，それぞれ N1，N2 と呼ぶ．また分割すべきノ
ードを N と呼ぶ．  
SPD2  初期エントリ選択アルゴリズム（PickSeeds）を用いて選択した 2 つのエン
トリを N から取り出し，それぞれ N1，N2 に挿入する． 
SPD3  (𝐸𝑚𝑖𝑛 − 𝐸(𝑁1)) ≥ 𝐸(𝑁) となる場合は，N 内の残りのエントリを全て取り出
し，N1 に挿入する． 
SPD4  (𝐸𝑚𝑖𝑛 − 𝐸(𝑁2)) ≥ 𝐸(𝑁) となる場合は，N 内の残りのエントリを全て取り出
し，N2 に挿入する． 
SPD5  N 内にエントリが残っている場合，次回エントリ選択アルゴリズム
（PickNext）を用いて選択したエントリを N から取り出し，同じく次回エン
トリ選択アルゴリズムにより選択した挿入先の N1 または N2 に挿入する． 
SPD6  N 内にエントリが残っている場合，SPD3 に戻る． 








ペアを全て見つけ出し，リスト L1 に保持する． 




最大となるペアが複数存在する場合には，そのうち任意の 1 つを選択する． 
 
次回エントリ選択アルゴリズム (PickNext)： 




が小さいかを示すノード情報 T（N1 または N2）を，当該エントリと合わせてリ
スト L2 に保持する． 
PN2  リスト L2 に含まれる全エントリについて，「（（当該エントリをノード T に挿
入した場合の，当該ノードが検索時にアクセスされる確率の増加量）－（当該エ
ントリを T でないノード（例えば T=N1 の場合であれば N2）に挿入した場合の，
当該ノードが検索時にアクセスされる確率の増加量））」を算出し，その値が最小
となるエントリを選択する．最小となるエントリが複数存在する場合には，その















データ構造を図 21 に示す．データ挿入 / 検索時には，各ノードの範囲表を参照し，前述し
たアルゴリズムに従って子ノードを選択しながらルートノードからリーフノードへ木を辿
っていく．例えば温度が 10 のセンサデータを検索する場合，まず行番号表（Line number 
table）から温度の値範囲情報が各範囲表の 3 行目に記載されていることを確認し，ルート
ノードから検索を開始する．このとき，各ノードの範囲表を確認しつつ，求めるデータを含
みうる枝だけを辿っていく．例えばノード N0 の範囲表を確認すると，ノード N1 の温度の
値範囲は「15～23」であるため，ノード N1 以下に温度が 10 のデータは存在しないためノ





































している．このため，R-Tree と同様のデータ構造で UBI-Tree を構築した場合，図 22 に示
すように，リーフノードに近づくにつれ各ノードが保持する次元の種類が特定のものだけ











































図 23 簡約化したデータ構造を用いた UBI-Tree 
 
4.2.3 評価 























1 - 8 -
- - 7 -
1.5 - -0.4 -
N1 N2
2～5 1 1～8 1
1～2 2 7～7 2
15～23 3 - -
62～85 4 - -
- - -0.4～1.5 3
Range table





ることができる．比較のため，UBI-Tree と同様に R-Tree [43]でも測定を行った． 








セット 1 とデータセット 2 はその一方を 0％または 100％にしたケースであり，実際のセン
サデータセットはそれらの中間的な性質をもつと考えられる． 
データセット 1，2 はそれぞれ，全体で 700 次元を含み，10000 個のデータを含む．各デ
ータは 7 次元を含む．R-Tree は同種同数次元のデータセットを扱うため，R-Tree でインデ
キシングする場合には，各データが 700 次元全てをもつよう，存在しない次元を補完した． 
補完した次元の値は一律に 0 とした．R-Tree のノード分割アルゴリズムには Quadratic-




次元種類数は 700（ai; i = 1, …, 700）とする．各次元はデータ内にランダムに出現す
るが，同じ次元が 1 つのデータに複数回出現することはない．各次元の値は 0～1000
からランダムに選ぶ．例を図 24 に示す． 
 
図 24 データセット 1 の例 
 
データセット 2： 
次元種類数は 700，データ種別数は 100（ai; i = 1, …, 100）とする．同じデータ種別の
[a698=488, a552=213, a417=978, a179=740, a80=108, a110=298, a671=327] 
[a575=698, a525=317, a104=593, a191=443, a302=894, a446=19, a637=789] 
[a56=512, a646=100, a617=581, a37=28, a152=130, a641=983, a461=963] 
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データは同じ 7 次元をもつ（𝑎𝑖𝑗; j = 1, …, 7）．ある次元が複数のデータ種別のデータ




図 25 データセット 2 の例 
 
各データセットに合わせて 3 種類の検索条件セットを用いた．検索条件セット 1 はデー
タセット 1 用，検索条件セット 2-1 と 2-2 はデータセット 2 用である．各検索条件セット




各検索条件について，データセット 1 に含まれる 700 次元から 3 つをランダムに選択
し，検索条件に用いる．0～1000 からランダムに 2 つの値を選択し，小さい方を範囲検
索条件の始点，大きい方を範囲検索条件の終点とする．例を図 26 に示す． 
 
 
図 26 検索条件セット 1 の例 
 
検索条件セット 2-1： 
各検索条件について，データセット 2 の 100 種のデータ種別からランダムに 1 つのデ
ータ種別を選択し，さらにそのデータ種別が含む 7 つの次元からランダムに 3 つの次
元を選択し，検索条件に用いる．値範囲の決め方は検索条件セット 1 と同様である．例
[𝑎370=655, 𝑎371=378, 𝑎372=640, 𝑎373=450, 𝑎374=553, 𝑎375=83, 𝑎376=953] 
[𝑎210=79, 𝑎211=200, 𝑎212=353, 𝑎213=217, 𝑎214=62, 𝑎215=372, 𝑎216=346] 
[𝑎370=451, 𝑎371=12, 𝑎372=796, 𝑎373=744, 𝑎374=201, 𝑎375=864, 𝑎376=790] 
[a257=587~768, a328=373~661, a437=271~990] 
[a263=16~154, a611=419~746, a127=238~795] 
[a640=358~757, a546=122~190, a697=429~570]  
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を図 27 に示す． 
 
 




0~1000 に固定する．例を図 28 に示す． 
 
 
図 28 検索条件セット 2-2 の例 
 
4.2.3.1.2 実験結果と考察 
データセット 1，データセット 2 を挿入した後の，木の各高さ（lv）の平均次元種類数を
それぞれ図 29，図 30 に示す．これらの図において，lv0 はリーフノードの高さであり，
lv4 はルートノードの高さである． 
 
[a214=19~746, a211=641~682, a215=278~880] 
[a761=394~405, a763=504~792, a765=42~708] 
[a615=50~948, a613=129~864, a616=363~413] 
[a214=0~1000, a211=0~1000, a215=0~1000] 
[a761=0~1000, a763=0~1000, a765=0~1000] 









図 30 データセット 2 挿入後の次元種類数 
 
図 29，図 30 から分かるように，R-Tree ではリーフノードでも次元種類数は大きい．こ
れは，R-Tree における各データは存在しない次元も補完されているためである．一方，UBI-
Tree の次元種類数は期待通りリーフノードに近づくにつれて減少することがわかる．図 29






























データセット 1 に対して検索条件セット 1 で検索した場合のアクセスノード数を図 31


























Search Condition Set 2-1





























枯れた従来技術の実装の 1 つとして PostgreSQL を比較対象とし，挿入 / 検索処理の実時
間上での性能確認を行った． 












それぞれにおける挿入 / 検索性能を測定した． 
実験には，なるべく現実的な状況を模擬するため，これまで実証実験等で扱った種々のセ
ンサデータに基づき設計した，表 3 に示すデータセット 3 を用いた．例を図 33 に示す．
データセット 3 は，50 種のデータ種別が混在している．subject と type の 2 つの次元の値
の組み合わせが 50 種類存在し，各データ種別に対応している．個々のデータは 10～13 個
の次元をもち，そのうち 8 つの次元はどのデータ種別にも共通して出現する次元（共通次
元），残りの次元はデータ種別固有の次元（非共通次元）である．データセット 3 は，全次




擬している．全体では 258 次元を含むデータセットであり，データ 1 つの平均サイズは
293byte である．なお，UBI-Tree の実装は C++で行い，Boost ライブラリを用いた． 
 
表 3 データセット 3 
 







_cdate int Increase by 1 from 1000000001 Inert time 
_userial int 1 user ID 
address Strin
g 
Format is “0x000…12345 (48 figures.) Last 5 figures 
are randomly selected from 10001 to 20000.” 
device ID 
date int Same as _cdate Measurement time 










One of ten types of strings*1 Sensor type 
type Strin
g 







Normal distribution with mean ranging from 5000 to 
29500 and standard deviation 1500 
 
Dimensions specific 





*1 The strings are randomly selected in advance from /usr/share/dict in Linux.  
*2 (type) and (subject) are the mean values of type and subject. The number of uncommon dimensions are randomly 







図 33 データセット 3 の例（次元は辞書順に整列されている） 
 
4.2.3.2.2 UBI-Treeパラメータ変更に関する実験 
Emax，Emin を Emax=2*Emin という条件下で変化させた場合の，50 万データ挿入に要する時
間と，50 万データ挿入後のメモリ消費量，50 万データ挿入後に行うヒット数 1 の検索 1000
回に要する時間を図 34 に示す．検索条件には，ヒット数が 1 となるよう値範囲を調整した
positionx，positiony の 2 次元範囲検索を用いた．また UBI-Tree は Intel Core 2 Quad 
3.00GHz，4GB Memory，CentOS 6.0 の計算機上で動作させた．図 34 から分かるように，




ったが，[10, 5]，[15, 7]，[20, 10]においても最小に近い値となっている．また，Emax=2*Emin
という条件を外し，[20, 5]で計測したところ，挿入性能，検索性能，メモリ消費量ともに悪
化することが確認された．総合して，[20, 10]が最も良いパラメータセッティングの 1 つで
あると考え，以降の実験はこのセッティングを用いて行った． 
 
[_cdate=i:1000000001, _userial=i:1, address=s:0x000000000000000000000000000000000000000000018518, 
b_decompressing_chariotway=i:663, date=i:1000000001, positionx=i:9840, positiony=i:8045, 
subject=s:chariotway, type=s:decompressing, u_decompressing_chariotway=i:8239, 
z_decompressing_chariotway=i:8061] 
 
[_cdate=i:1000000002, _userial=i:1, address=s:0x000000000000000000000000000000000000000000013315, 
b_saccharometabolism_glove=i:5081, date=i:1000000002, h_saccharometabolism_glove=i:20, positionx=i:6029, 
positiony=i:1660, subject=s:glove, type=s:saccharometabolism, u_saccharometabolism_glove=i:7719] 
 
[_cdate=i:1000000003, _userial=i:1, address=s:0x000000000000000000000000000000000000000000015511, 




     




UBI-Tree のメモリ消費量とデータ挿入に要する時間をそれぞれ図 35，図 36 に示す．この




































図 35 各データ構造を用いた場合のメモリ消費量 
 
 































4.2.3.2.4 PostgreSQL との挿入/検索性能比較実験 
これまでの評価結果から，最適なパラメータとして[Emax, Emin] = [20, 10]，また最適なデ
ータ構造として簡易化したデータ構造を用いた UBI-Tree と，PostgreSQL それぞれの挿入 
/ 検索性能を測定した結果を図 37～図 43 に示す．このとき UBI-Tree や PostgreSQL は
Intel Core 2 Duo 3.16GHz，3.7GB Memory，CentOS 6.0 の計算機上で動作させた．
PostgreSQL のバージョンは 8.4.9 である．PostgreSQL を用いる場合，50 種のデータ種別
のデータは通常それぞれ別のテーブルに挿入するものと思われる．ただし，共通次元で検索
する場合，複数テーブルから検索しなければならないため，性能的に不利になる可能性があ
る．例えば x 個のデータを y 分割し，y 個の B-Tree を用いて検索する場合には計算量オー
ダは O(ylogx)となるが，分割せずに 1 つの B-Tree を用いて検索する場合には O(logxy)とな
る．そこで基本的に PostgreSQL を用いる場合には，50 種のデータ種別ごとにテーブルを
分けた場合と，全データ種別を 1 つのテーブルに入れる場合の 2 つのパターンで測定を行
った．また PostgreSQL で使用するインデックスパターンとして，インデックスを全く付
与しないパターン（インデックスなし），全カラムにデフォルトのインデックスを付与する
パターン（B-Tree パターン），date，positionx，positiony の 3 次元には汎用検索木 GiST
インデックス [55]の cube モジュールを用い，残りの全カラムにはデフォルトのインデック
スを付与するパターン（GiST パターン）の 3 つを用いた．なお，UBI-Tree は，挿入時に
メモリ上でインデキシングを行うとともに，ジャーナルファイルへの書き込みを行ってい
るが，性能を重視するために同期書き込みは行わず，1 秒に 1 回 fsync を実行する．そこで
PostgreSQL のパラメータ設定においても，fsync=off とした．他はデフォルトのままであ
る．このとき，PostgreSQL のブロックサイズは 8192byte であった． 
図 37，図 38 に UBI-Tree と PostgreSQL における，データ挿入に要する時間を示す．






い場合，所要時間は挿入データ数に比例するが，GiST パターンや B-Tree パターンでは挿
入データ数に対して線形以上の速度で所要時間が増加してしまうことが分かる．データ数
が増加すると木構造も大きくなり，挿入処理のコストが高くなるためと考えられる．これに









図 37 挿入性能（PostgreSQL は 50 テーブル使用） 
 
   
図 38 挿入性能（PostgreSQL は 1 テーブル使用） 
 
図 39～図 43 は，UBI-Tree と PostgreSQL の検索性能を示す．図 39～図 42 は，検索
条件に含まれる次元数を 1 に固定し，検索にヒットするデータの割合（ヒット率）を変化さ
せた場合の検索時間である．検索時の蓄積データ数は 65 万件とした．また PostgreSQL は
50 テーブルを用いた場合の検索性能である．1 テーブルを用いた場合，共通次元，0.1％ヒ
ット率の検索において 50 テーブルの場合よりも若干良い検索性能を示したが，他のケース
では 50 テーブルの場合の方が良い検索性能を示したため，50 テーブルの場合のみを掲載
した．図 39，図 40 は共通次元（positionx）1 次元で検索した場合の検索時間，図 41，図 
42は非共通次元1次元で検索した場合の検索時間である．表 3に記載したように，positionx，


































図 40，図 42 は正規分布の端の方（それより外側に存在する値の数が全体の 5％となる値
を中央とする値範囲）とした場合の結果である．各測定においては，目的のヒット率となる
よう予め値範囲の調整を行った． 
図 39～図 42 より，1 次元の検索において，概ねどの場合にも PostgreSQL に対し UBI-
Tree は優れた性能を示すことが分かる．1 次元の検索では，本来 B-Tree は UBI-Tree より




る．逆にヒット率が十分に小さい場合には，B-Tree を用いた PostgreSQL の方が UBI-Tree
よりも良い性能となることが分かる． 
図 43 は，ヒット率を固定し，検索条件に含まれる次元数を変化させた場合の検索性能で
ある．このとき，なるべく PostgreSQL に有利な条件となるよう，ヒット率を 0.01％と小
さい値に固定した．またデータ種別は 1 種のみを用い，PostgreSQL は 1 テーブルに全デー
タを格納することとした．これにより 50 テーブルから結果を集約する処理を不要とし，ま
たカラム数の多いスパースな 1 テーブルから検索することも不要とした．UBI-Tree が得意
とするスパース性・多様性を含まないデータセットとも言えるが，多次元をひとまとめに検
索する UBI-Tree の多次元インデックスとしての効果を確認することができる．蓄積データ
数は 10 万件とした．検索条件には次元を poxitionx, positiony, date の順で含めていくこと
で次元数を増やしていき，その後は非共通キーを 1 つずつ含めていくこととした．また多
次元範囲検索において，各次元の値範囲が検索結果を絞り込む割合は等しくなるようにし
た．例えば 2 次元範囲検索の場合，positionx，positiony それぞれによるヒット率は 0.1％
ずつとし，AND をとることで最終的なヒット率が 0.01％となるようにした．また
PostgreSQL においては，B-Tree パターンを用いた． 
 

















































































    
 
図 43 検索性能（多次元） 
 
図 43 より，PostgreSQL は検索条件に含まれる次元数が増えるに従い，検索時間が増加
するが，UBI-Tree は多次元検索においても，検索性能を維持できることが分かる．1 次元
の検索では UBI-Tree，PostgreSQL ともに同程度の性能であるから，前述した PostgreSQL
のオーバーヘッドは本実験では十分に小さいと考えられ，多次元検索における性能の差異
はアルゴリズムの差異によるものと考えられる．PostgreSQL の EXPLAIN コマンドによ
り実行プランを調べたところ，2 次元検索の場合には 2 つのインデックスを用いて結果をマ
ージし，3 次元以上の検索の場合には 1 つのインデックスを用いて中間解を取得し，その後






































湿度の次元に比べて降雨量，計測時間，計測位置（緯度 / 経度）の 4 次元の方が蓄積デー
タ内に多く含まれるのであれば，当該 4 次元を用いたクエリが多用されると予測し，温度













以下，4.3 の構成は次の通りである．4.3.1 で従来の UBI-Tree や関連技術における問題点
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4.3.1.1 UBI-Tree インデキシング技術の問題 
UBI-Tree は R-Tree をベースとした木構造インデキシング技術である．図 19 に示した
ように，R-Tree と異なり，UBI-Tree は多様なデータをインデキシングするため，各ノード

































ただし，Tsは次元集合 S を含む蓄積データの部分集合を表し，tsは Tsの要素である．また𝑉𝑡𝑠
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は ts に含まれる次元種類数であり，M は蓄積データ数を表わす．式 (2) は，蓄積データに
多く出現する次元ほど検索条件として多く用いられやすいという仮定に基づき，検索条件
に次元集合 S が用いられる確率 Pc(S)を蓄積データの統計情報から推定する式である．  
これら 2 つの指標は，次元の数や種類が異なるデータが混在した場合にも定義可能であ








しかしながら，以上述べた UBI-Tree の基本的アルゴリズムだけでは，2 つの問題により
検索効率の低下を招く恐れがある． 
 





































また UBI-Tree がベースとしている多次元インデキシング技術 R-Tree において，クエリ
に応じてデータ分類方法を変更する手法も提案されている [57]．しかしながら，R-Tree や
k-d Tree [46]，あるいはその派生技術 [47] [48] [49]など従来の多次元インデキシング技術
は，前述の通り，そもそも異種異数次元を含むデータをうまく扱うことができない． 
 
4.3.2 提案手法「Load-Adaptive UBI-Tree」 
4.3.2.1 基本的アイデア 
以上述べた従来の問題を鑑み，実際の負荷に応じて適応的にデータ分類方法を変更する
新しい UBI-Tree（Load-Adaptive UBI-Tree）を提案する． 
新しい UBI-Tree は，蓄積データの統計情報だけでなく，クエリ履歴の統計情報を用いて






























[CS1]  次元種類数を無効化するか否かを示す「無効化フラグ」が OFF の場合，CS2
へ．ON の場合，CS4 へ 
[CS2]  「次元種類数」の増加が最小となる子ノードを選択する 
[CS3]  CS2 で該当する子ノードが複数存在する場合には，さらにその中から P'の増
加が最小となる子ノードを選択し，処理を戻す 
[CS4]  P'の増加が最小となる子ノードを選択し，処理を戻す 
 
ノード分割アルゴリズム（Split）： 
[SP1]  「無効化フラグ」が OFF の場合，SP2 へ．ON の場合，SP4 へ 




[SP3]  SP2 で該当する分割方法が複数存在する場合には，さらにその中から分割後
の 2 つのノードの P'の和がなるべく小さくなる分割方法を選び，分割を実
行し，処理を戻す 

































ただし，Qsは次元集合 S を含む過去クエリの部分集合を表し，qsは Qsの要素である．また
𝑉𝑞𝑠は qsに含まれる次元種類数であり，Q は蓄積データ数を表わす．式 (10) は，過去に用い
られたクエリに多く含まれる次元ほど今後も検索条件として多く用いられやすいという仮
定に基づき，検索条件に次元集合 S が用いられる確率を推定する式である． 







[ID1]  Pc'(S)を重みとして，各次元集合 S が蓄積データに含まれる割合(％)の重み付
き平均を算出する． 
[ID2]  ID1 で算出した重み付き平均が C を超える場合，共通次元で検索する確率が
十分に高いと判定して無効化フラグを ON に設定し，そうでない場合には無
効化フラグを OFF に設定する 
 







UBI-Tree においては，従来の UBI-Tree と異なりクエリ履歴の保存が必要となる． 
 
4.3.3 評価 






である PostgreSQL でも同様に計測を行った． 
 
4.3.3.1 実験条件  
実験には，想定センサデータセットとして表 3 に示したデータセット 3 を用いた．挿入
性能としては，50 万件のセンサデータを含むデータセット 3 を挿入するのに要する時間を
計測した．また検索性能としては，頻度の高いクエリ（FQ）と頻度の低いアドホッククエ
リ（AQ）の実行に要する時間をそれぞれ計測した．提案手法の効果を確認しやすくするた
め，クエリ履歴には FQ のみが記録されている状態でデータを 50 万件挿入し，その後各種




うでない AQ に対しては性能が劣化すると予測される．FQ は＜address, date＞の 2 次元
範囲条件をもつクエリ 1種とし，AQは＜date, positionx, positiony＞，＜date, non-common 
dimension＞，＜positionx, positiony, uncommon dimension＞の 3 種の 2 ないし 3 次元範
囲条件をもつクエリとした（＜X, Y＞は，X と Y の 2 次元範囲条件を表す）．FQ とした＜




個々の蓄電池の SOC(State Of Charge)推定のために最も頻繁に用いられる検索条件である．
一方，安全点検のために異常な温度となった蓄電池を検索する検索条件＜date, positionx, 
positiony, temperature＞等は，これに比べて低い頻度で用いられる． 
計測パターンは表 4 に示す 8 パターンとした．計測パターン 1～4 は UBI-Tree を用いた
計測である．計測パターン 1（P1）は，A=0, C=100 であり，クエリ履歴を考慮せずまた次元
種類数が必ず有効になるパラメータセッティングであるため，従来の UBI-Tree と等価であ
る．計測パターン 2（P2），計測パターン 3（P3）は，A の値がそれぞれ 50，100 であり，
クエリ履歴を重視する度合いが順に強くなる．特に計測パターン 3 は蓄積データの統計情
報を無視し，クエリ履歴のみを考慮したデータ分類を行う．また計測パターン 4（P4）は，
A の値は計測パターン 2 と同じであるが，C=0 であり，次元種類数が必ず無効となるセッ





ターン 7,8）と，全データ種別を 1 つのテーブルに入れる場合（計測パターン 5,6）でそれ
ぞれ測定を行った．また PostgreSQL におけるインデックス設計として，頻出クエリに用
いられる次元，すなわち address と date のカラムにだけデフォルトのインデックス B+-
Tree を付与するインデキシング設計 1（計測パターン 5,7）と，全カラムに B+-Tree を付与









表 4 計測パターン 
 
Pattern name Measurement pattern 
P1 UBI-Tree (A=0, C=100) 
…従来の UBI-Tree と等価 
P2 UBI-Tree (A=50, C=100) 
…クエリ履歴重視度合い：中 
P3 UBI-Tree (A=100, C=100) 
…クエリ履歴重視度合い：強 




PostgreSQL (a table, with B+-Tree 
indexes to dimensions in FQ) 
P6 
PostgreSQL (a table, with B+-Tree 
indexes to all dimensions) 
P7 
PostgreSQL (50 tables, with B+-Tree 
indexes to dimensions in FQ) 
P8 
PostgreSQL (50 tables, with B+-Tree 
indexes to all dimensions) 
 
なお，UBI-Tree や PostgreSQL は Intel Core 2 Duo 3.16GHz，3.7GB Memory，CentOS 
6.0 の計算機上で動作させた．また UBI-Tree の実装は C++で行い，Boost ライブラリを用
いた．高速化のため，UBI-Tree においては 4.2.2.2.2 で述べた改善を行った．また UBI-Tree
において Emax=20，Emin=10 とした．なお，UBI-Tree は，挿入時にメモリ上でインデキシン
グを行うとともに，ジャーナルファイルへの書き込みを行っているが，性能を重視するため
に同期書き込みは行わず，1 秒に 1 回 fsync を実行する．そこで PostgreSQL のパラメータ
設定においても，fsync=off とした．また PostgreSQL の性能向上のためパラメータ設定は
shared_buffers=100000 ， effective_cache_size=262144 ， random_page_count=3 ，
log_min_duration_statement=0 とし，残りのパラメータ値はデフォルトのままとした．
PostgreSQL のバージョンは 8.4.17 である． 
 
4.3.3.2 実験結果 
図 44 に，50 万件のデータ挿入に要する時間を計測した結果を示す．参考として，
PostgreSQL においてインデックスを全く付与しないパターン（インデックスなし）でも計
測を行った．クエリ履歴を考慮する新しい UBI-Tree（P1～P4）のデータ挿入性能は，従来












図 44 データ挿入性能 
 
























































































図 45 (a) より，FQ＜address, date＞で検索した場合には，期待通り従来手法（P1）に
比べ，提案手法（P2～P4）の検索効率が向上していることが分かる．クエリ履歴と同じク
エリでの検索であるため，P2 に比べ，クエリ履歴をより重要視する P3 の検索効率の方が
高い．さらに，本 FQ の検索条件に含まれる次元は全て共通次元であるため，次元種類数を
無効化した P4 の検索効率が最も高くなったものと考えられる．PostgreSQL の結果（P5～
P8）を見ると，1 テーブルの場合（P5,P6）に比べて 50 テーブルの場合（P7,P8）の検索効
率の方が低い．これは 50 テーブルの場合，50 テーブルそれぞれを別々に検索しているため
であると考えられる． 




法（P2, P4）は P3 に比べ良い性能が得られている．AQ での検索のため性能が従来手法よ
り劣化する場合であっても，クエリ履歴の統計情報だけでなく蓄積データの統計情報を併
用することにより劣化度合いを低く抑えられることが分かる．なお P2 は P1 よりも若干高
速化しているが，これは P2 では FQ に含まれない次元を全て軽視した分，FQ に含まれる
date 次元については P1 よりも重要視することとなり，date 次元での絞り込みがよく効い
たためと考えられる． 
図 45 (c) より，AQ＜date, uncommon dimension＞で検索した場合には，従来手法（P1）
に比べ，提案手法（P2～P4）の検索効率が向上することが分かる．提案手法ではより date
次元を重要視しており，date 次元での絞り込みがうまく効いているためであると考えられ
る．PostgreSQL では 1 テーブルよりも 50 テーブルの方が高速になっているが，これは当
該 AQ に非共通次元が含まれるために，データ量が全体の 1/50 しか含まれていない 1 テー
ブルのみを検索すれば済むためであると考えられる． 
図 45 (d) より，AQ＜positionx, positiony, uncommon dimension＞で検索した場合には，
従来手法（P1）に比べ，提案手法（P2～P4）の検索効率が低下することが分かる．これは，
当該 AQ が，提案手法において重要視される FQ に含まれる次元を全く含まないためであ
ると考えられる．しかしながら M2M アプリケーションにおいては，通常，時間やデバイス
ID など共通的なメタデータのいずれかを検索条件に含めると想定されるため，当該 AQ の
ような検索を効率化する重要性は低いと考えられる．また P4 は P2，P3 に比べ特に性能劣
化が大きいが，これは P4 においては次元種類数を無効化するため，uncommon dimension
での次元の種類による絞り込みができないためと考えられる．次元種類数を無効化した場
合，図 45 (a) のように共通次元のみで検索する場合には性能を向上させることができるが，
非共通次元を含む検索においては性能劣化するというトレードオフが存在していることが










ープットを改善させることができると言える．また PostgreSQL に対し，UBI-Tree は挿入 
/ 検索ともに概して優れた性能を示すことを確認することができた． 
 
4.3.4 Load-Adaptive UBI-Treeまとめ 







 4.2 ではスキーマレス検索を高速化するインデキシング技術 UBI-Tree を提案し，4.3 で




uTupleSpace の研究開発が進められている [59]．UBI-Tree は，他のデータストアでも使用
可能ではあるが，元々uTupleSpace に用いるために設計されてきたインデキシング技術で









以下，4.4 の構成は次の通りである．4.4.1 で uTupleSpace におけるスケール性実現の問





4.4.1.1 uTupleSpace におけるスケール性実現の問題 
 データ共有機構 uTupleSpace は水平統合型プラットフォームのためのデータストアであ







 uTupleSpace は，並列コンピューティングにおいて用いられる通信モデルである tuple 
space をベースにしている [60]．tuple space は，共有メモリ空間に対して actual（あるい
は entry）と formal（あるいは template）と呼ばれる 2 種類のデータ（タプル）を読み書
きすることによって，多対多の通信を行う通信モデル，あるいは当該共有メモリ空間を指す．
これらを一般的な DBMS の概念に置き換えれば，actual はデータそのもの，formal は検索









がなされている．DHT は uTupleSpace のスケール性を実現する技術として強いポテンシ
ャルを持っていると考えられる． 



























 4.4 で述べる uTupleSpace のための新しい負荷分散手法は，1 つのハッシュ値に関係づけ












tuple space は 1 つの共有メモリ空間に通信が集中するモデルであるため，スケール性を
持たせることは簡単ではない．tuple space のスケール性を実現するため，多くの研究がな
されてきた． 
 TinyLIME [61]と TeenyLIME [62]は，ローカルな無線通信接続を用いて利用可能な端末
間でアドホックな tuple space を形成する．W4TupleSpace [63]は，タプルを W4（Who, 
What, Where and When）と呼ばれる統一形式に変換し，地理的，あるいはトピックによっ
て分割した tuple space の 1 つに格納する．Agimone [64]は 2 つのシステム，すなわち，無
線センサネットワーク（WSNs; Wireless Sensor Networks）のための Agilla [65]と，IP ネ
ットワークのための Limone [66]を統合する技術である．Agimone は各 WSN において
tuple space を形成し，事前に設定した tuple space 間でのみ通信することを可能とする．
これらの手法は地理的範囲やネットワークの接続性により予め定められた単位で tuple 





 De et al. [67]は，tuple space を分割する代わりにマッチングプロセスを高速化すること
により，スケール性を実現しようとするものである．しかしながら，検索時間はタプルの数
に比例し，十分なスケール性を確保できたとは言い難い． 
 DTuples [68]と BISSA [69]は各タプルに subject キーまたは message キーを含ませ，そ
れを分散キーとして用い，DHT により巨大な tuple space を構築する．これらのシステム
の負荷分散手法は，用いる DHT に依存する． 




ルサーバを管理するかに焦点を当てている [70] [71] [72]． 
 A. Rao et al. [70]は，過負荷となったピアで動作しているバーチャルサーバをより負荷の
小さなピアへ再配置する手法を提案している．バーチャルサーバの再配置に伴うデータ移
動プロセスは計算量的コストが高いため，技術的問題は負荷の均等性を損なうことなくい
かにそのコストを抑えるかということになる．この問題を解決するため，S. Surana et al. 
[71]や C. Chen et al. [72]では，中央管理サーバがピア間でのバーチャルサーバの再配置を


















4.4.2 提案手法「Dyamic-Help Method」を用いた uTupleSpace 
 本節では，提案手法，すなわち，動的に負荷を分散し，uTupleSpace のスケール性を実現









る．また，付録 B にて，更なる性能向上のための手法について議論する． 
 
4.4.2.1 uTupleSpace モデル 
 uTupleSpace モデルでは，タプルにメタデータフィールドが導入されている．








uTupleSpace において用いられるタプルの形式を uTuple と呼び，uTuple はメタデータ










 uTupleSpace モデルは 2 種の通信，すなわち選択的読み出しを行うイベント通信と，選
択的書き込みを行うコマンド通信をサポートする．uTupleSpace モデルを図 46 に示す．イ
ベント通信が tuple space モデルに元々存在する通信であるのに対し，コマンド通信は





Metadata Address Identifier of sensor / actuator 
Time Time when data were stored by sensor / actuator 
Position Position (latitude and longitude) of sensor / actuator 
Subject Type of sensor / actuator 






図 46 uTupleSpace モデル 
 












 uTuple が uTupleSpace に登録された際，当該 uTuple はカウンターパートとなる uTuple
群と照合される（マッチングプロセス）．もし当該 uTuple が EA の場合，カウンターパー
トは EF である．CA の場合，カウンターパートは CF である．また同様に，EF に対して
は EA，CF に対しては CA がそれぞれカウンターパートとなる．マッチングプロセスにお
いて EA や CA が EF や CF とマッチした場合（つまり，CA や EF に含まれる検索条件を














































4.4.2.2 Dynamic-Help Methodの基本的アイデア 
 サーバ A の計算負荷が過剰になった場合，次のように提案手法を用いてその負荷の一部
を負荷の軽いサーバ B に担わせる． 
センサプログラムは，それまでサーバ A に登録すべきであった EA を，それ以降は A，B
のどちらかにだけ登録することで，A の負荷の一部を B に移す．しかしながら，アプリケ
ーションプログラムは，それまで A に登録すべきであった EF を，それ以降は A と B 両方
に登録する．これは，もし A か B のどちらかにだけ EF を登録してしまうと，センサプロ
グラムと十分に通信すること，つまり，EF とマッチする EA を漏れなく読み出すことがで
きなくなってしまう．これでは，プログラム開発者が意図した動作を実現することができな
い． 
EF を 1 つのサーバにのみ登録し，EA を両方のサーバに登録しても，通信の完全性は実
現できる．しかしながら，効率的な負荷分散を実現するには，EF を両方のサーバに登録し，
EA を 1 つのサーバにのみ登録すべきである．なぜなら，ほとんどの M2M 環境において，
センサデータは通常大量となる一方，検索クエリの数はずっと少ない傾向にあるためであ
る．つまり，センサプログラムにより登録される EA の数は，アプリケーションプログラム
により登録される EF の数よりずっと大きい．M2M 環境におけるこの特徴により，提案手
法は高い負荷分散効率を達成することができ，またタプルの複製によるオーバーヘッドを
小さくすることができる． 
提案手法は，同様の考察を CF と CA についても適用するが，完全に同じように適用する
ことはできない．なぜならば，EA の蓄積数と EF の蓄積数の関係は，EA の登録頻度と EF
の登録頻度の関係と同様，すなわち，EA 蓄積数 ≫ EF 蓄積数 と EA 登録頻度 ≫ EF 登
録頻度 という関係であるのに対し，CF と CA では異なる傾向にあるためである．すなわ
ち，CF 蓄積数 ≫ CA 蓄積数 である一方，CF 登録頻度 ≪ CA 登録頻度 という関係があ
る．この理由は次の通りである． 
第一に，アクチュエータデバイスは 1 回以上操作される．これはつまり，アクチュエータ
デバイスは 2 回以上の CA を受信することを意味する．また，CF の数はアクチュエータデ





ときにだけ操作する．このため，ほとんどの CA は Address フィールドに特定のデバイス
ID を設定され，また有効期間は 0 を設定される（以降，この単純な CA を sCA（simple 
CA）と呼ぶこととする）．sCA の登録において永続化プロセスはスキップされる．それゆ
え，CF 蓄積数 ≫ CA 蓄積数 が成り立つ．CF と CA が持つこの特徴のため，EA / EF の
場合と同じように，CF を A か B のどちらかにだけ登録し，CA を A，B 両方に登録すると
いう単純な手法では，CA の大きな負荷が A，B 両方にかかってしまうという問題が発生す
る． 
そのため，sCA の処理に特化したサーバを提案手法では新たに導入する．このサーバを
sCA サーバと呼ぶ．CF が登録された場合，CF を複製し，1 つは EA と同様に A または B
のどちからにだけ登録する．もう 1 つは sCA とマッチングプロセスを行うため sCA サーバ
に登録する． 
CA が登録された場合，まず当該 CA が sCA かどうかを検査する．もし sCA でないので
あれば，EF と同様に A と B 両方に登録する．もし sCA の場合には，sCA サーバに登録し，
そこに蓄積された CF とマッチングプロセスを実行する．sCA サーバでは，マッチングプ
ロセスは uTuple の 3 つのフィールド，すなわち，Subject / Type / Address において，両




のを分散キーとして用いた従来の DHT の負荷分散手法が有効に機能するであろう． 
サーバ A の記憶負荷が過剰になった場合には，その負荷の一部を負荷の軽いサーバ B に
担わせる．この場合，これ以上 A に uTuple を登録することができない．しかしながら，も
し全ての uTuple を B だけに登録すると，通信の完全性が損なわれてしまう（それまで A
に登録されていた uTuple とのマッチングプロセスが実行されない）．このため，アプリケ
ーションプログラムは EF / CA を B だけでなく A にも登録し，A への登録においては
uTuple の有効期間を 0 に設定することで永続化プロセスをスキップさせる．また，それま
でに A に蓄積されていた EF / CA は B にコピーする．これにより，それまで A に登録され
ていた EF / CA と新たに登録される EA / CF とのマッチングプロセスが確実に実行される
ようになる．蓄積された EF の数は EA を継続的に検索するアプリケーションの数に等し
く，蓄積された CA の数は sCA でない CA の数に等しいため，蓄積された EF / CA の数は
ともに比較的少なく，EF / CA のコピーに伴うオーバーヘッドも小さい． 
 
4.4.2.3 システム概要 






図 47 システム概要 
 
 uTuple サーバ（uTupleServer）はマッチングプロセスの実行と uTuple の蓄積を行う．
負荷監視サーバ（Load Monitoring Server）は各 uTuple サーバの負荷を監視し，必要に応
じてそのバランスをとる．分担管理サーバ（Assignment Manager Server）は，どの uTuple
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サーバへの登録に加え，クライアントプログラムは sCA サーバへも登録を行う．sCA を登
録する際には，クライアントプログラムは uTuple サーバへの登録を行わず，sCA サーバに
のみ行う． 
 uTuple サーバへの登録においては，uTuple をどの uTuple サーバに登録するかを決定す







２．負荷監視サーバは，uTuple サーバ群の中から，その時点で負荷が最も軽い uTuple サ
ーバ B を，uTuple サーバ A の負荷を分担するサーバ（ヘルパーサーバ）として選出す
る． 
３．負荷監視サーバは，それまでに uTuple サーバ A に蓄積した EF と CA を uTuple サー
バ B にコピーするよう uTuple サーバ A に指示する．uTuple サーバ A はコピーを実行
する． 
４．負荷監視サーバは，分担表の中で uTuple サーバ A のアドレスが含まれる行に，uTuple
サーバ B のアドレスを追加するよう分担管理サーバに指示する．分担管理サーバは追
加を実行する．追加後の分担表を図 48 に示す．図中の「1」は，蓄積可能フラグは ON
に設定されていることを示している． 
５．クライアントプログラムは，uTuple サーバ A が担当しているハッシュ区間に関係づけ
られる分散キーを用いて DHT に問合せた際，分担管理サーバから uTuple サーバ A，
110 
 
B 両方のアドレスを取得する．アプリケーションプログラムが EF または CA を登録す
る際には，uTuple サーバ A，B 両方に登録する．デバイスプログラムが EA または CF
を登録する際には，uTuple サーバ A，B のどちらかをランダムに選び，選んだ方へ EA








２．負荷監視サーバは，uTuple サーバ群の中から，その時点で負荷が最も軽い uTuple サ
ーバ B を，uTuple サーバ A の負荷を分担するヘルパーサーバとして選出する． 
３．負荷監視サーバは，それまでに uTuple サーバ A に蓄積した EF と CA を uTuple サー
バ B にコピーするよう uTuple サーバ A に指示する．uTuple サーバ A はコピーを実行
する． 
４．負荷監視サーバは，分担表の中で uTuple サーバ A の蓄積可能フラグを全て OFF に設
定するとともに，uTuple サーバ A のアドレスが含まれる行に，uTuple サーバ B のア
ドレスを蓄積可能フラグを ON で追加するよう分担管理サーバに指示する．分担管理
サーバは設定・追加を実行する．設定・追加後の分担表を図 49 に示す． 
５．クライアントプログラムは，uTuple サーバ A が担当しているハッシュ区間に関係づけ
られる分散キーを用いて DHT に問合せた際，分担管理サーバから蓄積可能フラグが
OFF になった uTuple サーバ A のアドレスと，蓄積可能フラグが ON の uTuple サー
バ B のアドレスを取得する．アプリケーションプログラムが EF または CA を登録す
る際には，uTuple サーバ A へ有効期間 0 で登録するとともに，uTuple サーバ B へ
元々の有効期間で登録する．デバイスプログラムが EA または CF を登録する際には，
蓄積可能フラグが ON である uTuple サーバ B にのみ登録する． 
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図 49 記憶負荷の動的分散による分担表更新の例 
 
4.4.2.6 uTupleSpace への新しい uTupleサーバ増設 
負荷が増加し，既設の uTuple サーバ群の容量の限界にまで達した場合，新しい uTuple
サーバを uTupleSpace に増設しなければならない．新しい uTuple サーバは，既設の uTuple




特に EA や CF については数が多く，その移し替えに伴うコストが極めて高いからである．
本手法の例を以下に示す． 
１．新しい uTuple サーバ Z は，負荷監視サーバにサーバ追加要求を送信する． 
２．負荷監視サーバは，uTuple サーバ群の中から，その時点で負荷が最も重い uTuple サ
ーバ A を選出する．負荷監視サーバは，分担管理サーバに指示し，uTuple サーバ A に
より管理されるハッシュ区間を分割させる．具体的には，まず uTuple サーバ A に，蓄
積した uTuple の中からランダムに 1 つ選ばせ，負荷監視サーバにそのハッシュ値を通
知させる．次に，負荷監視サーバは分担監視サーバに，uTuple サーバ Z に対応する新
しいピアを起動し，当該ハッシュ値と，uTuple サーバ A と Z のアドレスをパラメータ
として DHT に加えるよう指示する．分担管理サーバは新しいピアを起動し，DHT に
追加する．追加時，当該ハッシュ値を含むハッシュ区間を担当するピアは，当該ハッシ
ュ区間を半分に分割し，一方を自身で担当するとともに，他方を新しいピアに担当させ，
また当該ハッシュ区間を担当する uTuple サーバのリストを新しいピアにコピーする． 
３．負荷監視サーバは，それまでに uTuple サーバ A に蓄積した，新しいピアが担当するハ
ッシュ区間に関係づけられる分散キーをもつ EFと CA を uTupleサーバ Zにコピーす
るよう uTuple サーバ A に指示する．uTuple サーバ A はコピーを実行する． 
４．負荷監視サーバは，分担表の中で uTuple サーバ A の蓄積可能フラグを全て OFF に設
定するとともに，uTuple サーバ A のアドレスが含まれる行に，uTuple サーバ B のア
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 スループットと記憶容量の観点から性能評価を行うため，まず uTuple サーバ上でマイク
ロベンチマークを実行した．次に，マイクロベンチマークの結果から，想定アプリケーショ
ンの負荷に対するシステム全体の性能を見積もった． 
 提案手法により uTuple サーバの数に比例して uTupleSpace の性能が向上すれば理想的
であるが，実際には性能は負荷の分散状況に依存する．もし負荷がハッシュ空間上で均一に
分散するのであれば，つまり各ハッシュ値に関係づけられるデータ量およびアクセス量が
均等であれば，動的負荷分散をせずとも DHT によって uTuple サーバ間で負荷は均等に分
散され，uTupleSpace は理想的な性能を示すであろう（以降，このような状況を「最良の状
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 uTuple サーバは Xserve（Quad-Core Intel Xeon 2.8GHz，2GB メモリ）上で動作させ
た．uTuple サーバには EF，EA，CF を事前に登録しておき，その状態で EA，EF，CA の
uTuple を登録する際の性能をそれぞれ測定した． 
 事前に登録しておく uTuple の数を変化させた場合の，uTuple の登録に要する実行時間
の変化を図 51 に示す．このとき各登録においては，uTuple はマッチングプロセスで他の
1 つの uTuple とマッチするようにした．また，蓄積している EA と EF に消費しているメ
モリサイズを計測した結果を図 52 に示す．各 EA は，後述するアプリケーション A およ
び B で想定される少量のデータを Body フィールドに含ませた． 






































(A) Registration of EAs (B) Registration of EFs













(A) Registration of EAs (B) Registration of EFs
















 マイクロベンチマークテストの結果に基づき，2 つ以上の uTuple サーバを含むシステム
全体の性能を見積もった．このとき，表 6 に示す 2 種の典型的な M2M アプリケーション











表 6 想定アプリケーションの負荷 
 






# of registered EAs 350D 720D 
# of registered EFs D / 10000 D / 10000 
EA registration freq. 50D (per day) [1] 12D (per day) [1] 









# of registered CFs 0 D 
# of registered CAs 0 0 
CF registration freq. 0 1 (per sec) [0] 
CA registration freq. 0 12D (per day) [1] 
D: # of devices, [●]: # of matched uTuples in each registration 
 
 これら想定負荷に対するシステム全体のスループット（1 秒間に登録可能な uTuple 数）
と蓄積可能な uTuple 数を図 53 に示す．図 53 は，最良の状況（Best condition），最悪の
状況（Worst condition）それぞれにおいて，従来手法（existing method）と提案手法





況においては，従来手法でも提案手法でも，uTuple 群により生じた負荷は uTuple サーバ
群に均等に分散する．一方，uTuple 群の全ての分散キーが同一である状況が最悪の状況で
ある．この状況においては，従来手法では uTuple 群の負荷は 1 つの uTuple サーバに集中
してしまう．提案手法では，全ての EF と CA が全 uTuple サーバに複製される．これによ
り，EF と CA により発生する記憶負荷の増加と，EA と CF を登録する際のマッチングプ
ロセスにおける計算負荷の増加が発生する．これら増加した負荷は全体スループットと蓄
積可能 uTuple 数に影響を及ぼす．影響の大きさは図 51 と図 52 から決定することができ
る．全体スループットと蓄積可能 uTuple 数の見積もりにおいては，図 51 と図 52 に示さ
れる結果が線形であり，各種 uTuple は計算リソースおよび記憶リソースをそれぞれ独立に
消費し，種類の異なる uTuple が混在した場合にも消費量は各種 uTuple による消費量を足
し合わせただけでそれ以上の増加も減少もしないものとした．例えば，EA の登録に
200msec を要し，EF の登録に 100msec を要する場合，EA と EF の登録に要する時間は
300msec であると見積もった．また，各 uTuple サーバは 140GB の記憶容量があると想定
し，EF や CA の複製に伴う計算負荷やネットワーク遅延は無視できるものとした．前述し
たように，分担管理サーバ上で動作する DHT は，各ピアがメモリアクセスのみでクエリ処










ある．uTuple サーバの性能は，他の uTuple サーバの性能や負荷に依存しない．それゆえ，
1 つの uTuple サーバ上のマイクロベンチマークの結果から，定常状態における全体スルー












 以上より，提案手法は 2 つの典型的な M2M アプリケーションの負荷に対し，たとえ 1 つ


































Worst condition (proposed method)























 センサデバイスは 1 日につき 1 万台増加し，3 年後には 1000 万台に達する． 





 システムは 10 台の uTuple サーバで運用を開始する． 
 システム管理者は，毎日，過去 1 週間の負荷変化から線形予測を行い，60 日
後の負荷を予測する． 




 シミュレーションの結果を図 54 に示す．グラフは上記運用ルールに従った運用シミュレ
ーションにおける，平均リソース使用率と uTuple サーバの数の変化を示している．図 54
から分かるように，uTuple サーバの数は少しずつ増加し，センサデバイス数が 1000 万台
に達する 1000 日目には，uTuple サーバは 50 台に達する．そしてその間，記憶リソース使
用率も計算リソース使用率も 50%から 90%の範囲に収まり，平均約 70%を維持している．









図 54 運用シミュレーションにおける平均リソース使用率と uTuple サーバ数 
 
4.4.4 Dynamic-Help Methodまとめ 
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uTupleSpace における新しい動的負荷分散手法，Dynamic-Help Method を提案し，M2M
アプリケーションの負荷に対して良いスケール性を実現できることを示した． 



























要求について考察し（2.1），これに倣いさらに 14 分野，計 58 種の M2M アプリケーショ
ンについて検索要求を検討・整理した．この結果，M2M アプリケーションの検索要求に



























検索結果数が閾値 T 個を越えない AND 条件であり，かつ条件が 1 つでも欠けると検索結
果数が T 個以下に絞れない AND 条件を準候補キーと呼び，準候補キーをインデキシング




ための通信量や記憶量は M2M データ数に対して log オーダとなり，スケール性があるこ




●UBI-Tree（第 4 章） 
第 4 章では，多次元範囲検索について，高速性，スケール性，負荷追従性を実現する新





















Dynamic-Help Method を提案した．uTupleSpace は負荷分散のために DHT ベースの






















は制限されてしまう．また検索結果が T 個以下となる AND 条件である必要があることも，





こともできると言える．AND 検索の検索結果が T 個以下でなくとも検索可能であるという
利点がある一方，検索結果が膨大となる場合にはそれだけ処理コストは大きくなってしま
い，高速性が保証されないという問題がある． 
また，2.3 で述べたように，ID など 1 次元だけで十分に検索結果を絞り込める次元を検
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 動的負荷分散により，各 uTuple サーバが担当するハッシュ区間の数は増加する．
uTupleSpace に登録される uTuple の数やデータ種別が継続的に変化し，頻繁に動的負荷分
散が起きると，それぞれの uTuple サーバがハッシュ空間の全区間を担当することにもなり
得る（これが「最悪の状況」である）．最悪の状況においては，全ての EF および CA が全
uTuple サーバに複製されるため，オーバーヘッドは最大に達してしまう． 




手法 1：分担管理サーバは同じハッシュ区間を既に担当している uTuple サーバを優先的に
ヘルパーサーバとして選ぶ 
Dynamic-Help Method では，一つのハッシュ区間を，蓄積可能フラグ OFF の 0 台以上
の uTuple サーバと，蓄積可能フラグ ON の 1 台以上の uTupe サーバが担当する．これら
の uTuple サーバのうち，いずれかが過負荷状態となった場合，同ハッシュ区間を担当する
別の uTuple サーバの負荷が軽く，ヘルパーサーバとなり得る場合には，分担管理サーバは
当該 uTuple サーバを別のハッシュ区間を担当している uTuple サーバよりも優先的にヘル
パーサーバとして選出する．これにより，動的負荷分散によって担当ハッシュ区間が増加す
る uTuple サーバが発生することを抑えることができる．例えば，同ハッシュ区間を担当す
る別の蓄積可能フラグ ON の uTuple サーバの負荷が十分に低ければ，過負荷となった

















手法 3：負荷監視サーバは uTuple サーバがハッシュ空間の各区間を担当する必要があるか
否かを確認する 
 蓄積可能フラグが OFF となっている uTuple サーバには，新たに uTuple が蓄積される
ことはない．また前述のように，各 uTupleには有効期間が設けられ，有効期間切れの uTuple
はガベージコレクションによって uTuple サーバから削除される．そのため，uTuple サー
バに蓄積された uTuple は時間の経過とともに有効期間切れとなって削除され，いずれ全て
消えてしまう．こうなると，もはや uTuple サーバ上に EF や CA のマッチング対象はなく
なる．つまり，当該 uTuple サーバは，当該ハッシュ区間の担当を継続する必要がなくなる．
そこで，負荷監視サーバは，uTuple サーバに問い合わせ，uTuple が存在しない担当ハッシ
ュ区間の有無を確認する．そのようなハッシュ区間がある場合には，負荷監視サーバは当該
uTuple サーバを当該ハッシュ区間の担当から外す．つまり，分担表の当該行から当該
uTuple サーバのアドレスを削除する． 
 
