Abstract-In the UK, periodic assessment of research in universities has taken place since 1986. The most recent took place during 2014 with the results being published at the end of the year.
I. INTRODUCTION
The UK has had periodic research evaluation exercises from 1986 onwards, and approximately every five years, on behalf of the four UK higher education funding councils (H EFCE , SH EFC, HEFCW, DE LNI). Submissions from each subject area (or "unit of assessment") were given a quality ranking by a subject specialist peer review panel composed of experts in the field. The rankings were used to inform the allocation of quality weighted research funding (QR ) that higher education institutions might receive (if their outcomes were above a threshold) from their national funding council for each of the years between research assessments [1] .
Over the period of the assessments the formula for allocation of QR has resulted in the funding becoming more selective. Following the assessment in 2008, the ratio of the subsequent QR funding allocation across 4* , 3* , 2* , and 1 * rankings was 7 : 3 : 1 :0. From 2012 the ranking of 2 * no longer received any financial allocation, so funding was limited to those areas with 4 * and 3 * rankings and the ratio of funding was 3 : 1. It was replaced by the Research Ex cellence Framework (R EF) in 2014, though the method of assessment has produced similar results to those in earlier evaluations. The funding formula for QR following REF2014 was announced as 4 : 1 (ratio of 4* to 3* ) by the funding council in February 2015, and will determine the distribution of approximately £1.6 billion of research funding annually from the UK funding councils starting with 2015-16. Thus selectivity in funding has been increased though it has been argued that because of the overall rise in 4 * and 3 * research, the changing of the ratio for funding would have minimum effect.
II . ASSESSING RESEARCH QUALITY

A. Research Quality
The primary criteria used in the evaluation of research quality in REF2014 were originality, significance and rigour. In general, these are accepted internationally as key measures of research excellence. These criteria were used to assess the quality of the research outputs (generally the four works submitted for full-time faculty for the period 1 January 2008 to 31 December 2013). Research outputs contributed 65% to the overall quality profile. Further components in the evaluation were the impact (based on a selected number of submitted case studies) and environment (based on the characteristics of the area in the institution where the research was done). Impact counted 20% and environment 15% [2] . Impact was a new category introduced in this assessment and, prior to the publication of the outcomes, was the subject of considerable discussion and disagreement on the part of researchers ; subsequently, the criticisms have been much more muted.
B. Research Outputs
Research outputs in the majority of the discipline areas were predominantly publications in the open literature. It is generally accepted that the extent of the peer reviewing involved in such publications may contribute in some degree to their quality. However, neither the impact factor of the researcher nor the impact factor of the publication vehicle were formally taken into account in the evaluation. The publication was evaluated by a number of expert reviewers on the panel and then ranked by agreement across the reviewers. However, it is clear that it would be difficult for such reviewers to be unaware of the status of the researcher or the publication vehicle, as blind reviewing was not used. Subject panels had international representation for the purposes of benchmarking the UK evaluation.
In creative discipline areas, the types of research outputs accepted as being valid to be awarded high scores (4* and 3* ) were much wider, in particular including creative artefacts and art exhibitions, although evidence of international significance and of the intellectual aspect of the creative process were normally required for high scores to be awarded.
The ranking of each output was according to the definitions in Table 1 . These rankings were then included in a profile distribution of all outputs within a particular submission. Thus it is not possible to determine from the published results which output (and therefore which member of staff) contributed to each rank. In this sense therefore, the results are essentially anonymised. However, if a submission only contained a small number of people, then it could be possible to identify which person contributed to high ranked outputs and which to low rankings -as all the outputs (i. e. the reference data for the published paper or book) are included in the published results for REF2014. One exception is where the output contained infonnation of commercial sensitivity which was submitted in confidence by the institution and which was then evaluated in confidence. Not to be able to include such work would have disadvantaged institutions with significant commercial contracts and where it was not possible to publish the results of the work in the open literature.
The criteria for assessing the quality of outputs are 'originality, significance and rigour' as summarised in Table 1 . Attention in recent years by funding bodies has not only been on research, but also on assessing the extent to which the results of the research have subsequently been utilised by companies, public bodies, and the wider society beyond the academy. This could be in terms of the beneficial impact on industry, particularly if the research has led to new patents, products, processes or procedures which have improved business efficiency and effectiveness or improved the position of UK businesses in world markets, or else verifiable social benefits in health, well-being, employment, etc. Such assessment of impact was not confined to business or industry but included all forms of societal and cultural value. The latter have special relevance for the arts and humanities.
The evaluation of impact [2] was done using the case studies and measured the degree of reach and significance of the work included in each of the case studies submitted. This implies that the research outputs included within each case study had to have a degree of applicability to, and recognition by, one or more aspects of the wider business and societal environment. Thus for art and design, such case studies included creative works in a variety of fonns including exhibitions, installations, applications, media works, collaborations, etc. The case studies had to have a research content of at a rank of at least 2 *. Again the results are anonymised since it is not possible to determine the score for a particular case study (unless only one was submitted). Thus there is no opportunity to challenge the evaluation sUbsequently.
515
The ranking of the impact in the case studies was according to the definitions in Table 2 . PrevIOus research assessments dId not mclude nnpact per se, but used a less verifiable concept of 'esteem', which may be said to equate to direct and indirect measures of impact such as could be accomplished by evaluating such aspects as patents, citations in news media, industrial recognition, and economic significance. To provide greater externality at REF2014, evaluations of impact in art and design were also performed by key representatives of local government, publishing, arts non governmental organisations, the design industries and the public museum service. However, it is still not certain how accurate or useful such measures are when determining the longer term value of research, particularly pure research, when the measurement is done on a short term basis. However, this point has been raised in the context of discussions about future assessments , where it could be possible to track how far these same areas have increased their impact over time, essentially giving a longer time frame for overall assessment.
With regard to the research environment, the reviewers assessed this in terms of its vitality and sustainability [2] including its contribution to the vitality and sustainability of the wider discipline or research base. The ranking of research environment was according to the defmitions in Table 3 . 
Ranking Specification
Four star An environment that is conducive to producing research of world-leading quality, in terms of its vitality and sustainability.
Three star
An environment that is conducive to producing research of internationally excellent quality, in tenns of its vitality and sustainability.
Two star
An environment that is conducive to producing research of internationally recognised quality, in terms of its vitality and sustainability.
One star
An environment that is conducive to producing research of nationally recognised quality, in tenns of its vitality and sustainability. Unclassified
An environment that is not conducive to producing research of nationally recognised quality.
III . RESULTS OF THE EVALUATION
The submissions and the results for Art and Design were published online [3, 4] . The Times Higher Ed ucation lists the results by the overall performance of institutions and also by subject .
[5]. The profile of outputs is not untypical of other disciplines. However, the scores for both impact and environment are si � n! fican � ly higher than those for outputs in the 4* category.
Slmilar differences occurred in most disciplines. The overall impact across all disciplines scored an average of 3.24 (out of 4) compared with an average of 2.90 for outputs. One possible cause of this is that as the case studies were only four pages long, they were easier to assess. A further possibility is that some reviewers of case studies could have graded more leniently than for outputs in order to seek to influence funders and politicians in favour of their discipline [7 ] . Many of the outputs as published papers containing the detailed results of research would take a substantial amount of review time. This in turn would give more scope for reviewers to find questions or issues with regard to the published work and, if in doubt, mark it down a grade.
However, it has been noted that one case study was required per 10 faculty submitted, so the lower number of case studies submitted compared to outputs could give a higher margin for error. The difference between a 4 * and a 3 * rating for one case study could be significant in terms of its overall effect o � the grade. In addition, because the scores for impact and envrronment show a wider variation than for outputs, they count more than their specified weighting in determining the overall score. On this basis impact counted overall for 29 % (rather than 20%) and outputs 47 % (rather than 65%) across all disciplines. This also explains the large numbers of REF submissions across all subjects that contain staff numbers just below the threshold required for submitting an extra case study. This could have had a distorting effect not only on the results of the REF, but also on the future careers of those staff who were excluded. In other words, what is being measured may not reflect the reality on the ground in the institution in terms of overall research culture and research strength. This could be used as an argument in future to require the inclusion of all eligible staff in the submission for assessment, which would avoid strategies that institutions clearly adopted with regard to the .
� umbers of staff included, in an attempt to optimise the pOSItIOn of the institution and its discipline areas in league tables.
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The Research power is an alternative metric derived from the results and includes both the quality of the research and the number of staff submitted, thus it is a measure of the volume factor in the research. It has been argued that this favours large departments (who may have still omitted staff from the submission) and a more accurate measure would be to use the proportion of eligible staff submitted. This would give an intensity-weighted GP A. Tables have been also published using this methodology [8 ] .
The results are broadly comparable with Table 5 but it does cause some institutions to drop out of the top 15 and others to enter where the proportion of submitted staff (compared to total eligible staff) was relatively low.
The number of PhDs completed may be used as a measure of research culture, though other factors could be used such as total research and contract income for the period. It can be argued that PhD completions also includes an element of impact since the training received by PhD students is then used by � he fio1 � ubseq � e � tly in a variety of external contexts beyond therr ongmal trammg. The well-established centres for Art and Design in the UK did well on both PhD completions and also total research income (Table 6 ). 
IV. LESSONS FROM THE OVERVIEW REpORTS
The overview report from the sub-panel responsible for art and design detailed a number of the significant features of the submissions [9 ] .
These are s umm arised below in three categories -strengths, weaknesses, and observations.
A. Strengths
There was an increased proportion of innovative and productive interdisciplinary research compared to 2008, particularly within areas of product and digital design, film, curatorship, media studies, conceptual and performance-based art practice. The majority of the interdisciplinarity resulted from collaborations with disciplines outside art and design and included engineering, physical sciences, computer science, health, medical, languages, drama, dance and performing arts. Practice-based research is a key feature of art and design and the submissions confirmed that the sector is a leader in this area of research activity, and in the elaboration of emergent approaches to knowledge. There was also growth at the interface between traditional practice and the innovative use of digital technology. Collaboration between practitioners and museums has led to advances in archival environments. Ex hibitions and conservation studies were evident across all subject areas and demonstrated strength.
B. Weaknesses
The intellectual and theoretical underpinning of graphic and communication design was regarded as weak. There was evaluative commentary on esteem, impact and status of the outputs, such as by reviews and publicity materials, rather than providing an explanation of the significance of the research. This was felt to be a deficiency. Some of the output portfolios contained highly disparate materials without explanation or elaboration, which again was regarded as weak.
C. Observations
Contemporary art featured prominently as expected. However, art history outputs showed the continuing importance of work in earlier periods including Byzantine, Medieval and Renaissance studies.
Cross-cultural and interdisciplinary studies reflected a dynamic expansion of the frontiers of the discipline. All forms of publications (books, journals, etc) comprised 57 % of the outputs across art history and art and design practice, whereas artefacts only comprised 11 %. There was an increased range of exhibition activity compared to 2008, including museums, galleries, festivals and local authorities. Social and economic impact of the work was substantial with 81% being judged at the highest quality levels. In addition, 81 % of the research environment described by submitted institutions was judged to be world-leading and/or internationally excellent. Some institutions had obtained large amounts of funding during the period and had also been very successful in large numbers of PhD completions.
V. DISCUSSION
A number of points arise from this consideration. These include the degree of reach of the assessment (as all academic 517 staff are not included because each institution makes a selection according to how it perceives the way to obtain the best result), other methods of evaluation, the cost effectiveness of the evaluation, and opportunities lost due to the time and money spent on the evaluation. These points would apply to all disciplines in the assessment, not just art and design. In areas where art and design raise separate issues with regard to the points raised these are noted.
A. Staff selection
The selective inclusion of staff, as noted earlier, can have a distorting effect not only on the results of the REF, but also on the future careers of those staff who were excluded. In other words, what is being measured is only a sub-section of a department or institution. Additional measures calculated and published by other bodies such as research-power, or research intensity, are seeking to make the research culture and research strength of a department more explicit. These measures may be of more interest to potential PhD students or potential members of staff, and even funding bodies. This can be used as an argument to require the inclusion of all eligible staff in future submissions.
B. Use of metrics
It has been observed from the start of periodic research assessments that other proxies could be used to measure research quality, including research grants, individual and departmental H-index, and PhD completions. The advantage of these is that their data is already in the system and would not involve the generation of any new data (which costs time and money).
Research grants are peer reviewed and are increasingly competitive, so this element of peer review is already in the system. An early evaluation was done in a previous RAE on research grants alone for the engineering area, and the difference between the rankings obtained by detailed review of outputs as in REF2014 compared to the ranking based on research grants alone was less than 0.1 %. In the past, using this proxy has been resisted because there was no research council to award grants in the arts and humanities, but now there is -and so this argument is weakened. Also, it is recognised that significant advances in the arts and humanities may be less dependent on large grants since there is less dependence on research laboratories and high-cost specialist equipment. Individual H-index measures both the productivity and citation impact of a person's body of work and is therefore much more wide-ranging than just selecting 4 publications. It has been argued that this metric favours more mature scholars who have been able to build up a substantial body of work over time and therefore younger scholars fare less well on this metric. However , it is the same situation for everyone in all the submissions. It has also been argued that overall it probably gives a more accurate assessment of the quality of published work than, say, two panel members reading 4 publications of a scholar and then giving these a score. If the original papers were submitted to an international journal, they would probably have been more widely read and assessed by international reviewers before publication than they were in the REF.
Questions could be asked about the refereeing process essentially being duplicated when it is known to be prone to possible differing judgements, or errors, if the expertise of the panel reviewer is not sufficiently close to the research area of the publication [10, 11] . This is particularly critical at the 4* /3* and 3* /2* boundaries simply because of the potential fmancial implications. Since 2* research is no longer funded any output ranked below 3* will receive no funding. The anonymity of the results prevents the panel members coming under subsequent legal challenge if their evaluation of a publication differs significantly from what the previous reviewing prior to publication had indicated. There is a similar situation with regard to the measurement of impact in the case studies. These are aggregated so it is not possible to determine the rank given for a particular case study. This lack of full openness and transparency in the evaluation of outputs and case studies is out of synchronisation with the requirements of modern methods of assessment. Using departmental H-index (rather than individual) would be equivalent to issuing the results in profile form, and would preserve anonymity, if this requirement were to continue.
Preliminary results have already been published comparing the use of metrics (e. g. such as the Departmental or Research Group H-index for a particular research area) with the results of the peer reviewed research assessments in the UK at 2008 and 2014. For the latter, more work is still to be done but initial results present a fair degree of overall correlation between the use of metrics and the results published from REF2014 in core science and technology areas [12] .
It has been noted that the use of H-index in the arts and humanities is less well-accepted, simply because the nature of publication is different. For example, it has been argued that the wide variety of outputs at varying time intervals does not lend itself to citation to the same extent as the more regular publications in science and engineering. However, it was noted in section 4. 3 that in the outputs submitted to the REF, 57 % corresponded to traditional forms of publication (books, journals, etc), whereas artefacts only comprised 11 %. Thus it is possible for the 57 % to be evaluated by means of metrics ; with the remainder being evaluated by a peer review process. HEFCE is currently carrying out an independent review of the role of metrics in research assessment, which is due to report in Spring 2015 [13] . It is intended that this will inform the funding council and other UK higher education funding bodies with regard to future iterations of national research assessment.
HEFCE is also currently carrying out a review ofREF2014 which will inform policy development for the future [14] . This review includes an evaluation of impact of research, assessing multidisciplinary and interdisciplinary research, and the cost of the REF.
C. Cost-benefit analysis
Finally, the opportunity-cost in the evaluation is substantial. Es timates of the cost of the assessment vary from £400 million to £1 billion. The question has been raised as to whether this is a wise use of resource that could otherwise have been spent in supporting new research. It has been estimated that academic and professional staff in institutions spent up to a year or more preparing their submissions. Panel members spent a year in analysing the submissions and preparing the results for 518 publication. There are also the research opportunities lost by both of these parties essentially taking 2 years out of continuous research. Although the wide-ranging nature of the assessment provides testimony to its fairness and objectivity, if data is already in the system which could be used to give the same results to within 0.1 %, then questions need to asked about the overall cost-benefit balance of the process.
VI . CONCLUSIONS
As noted in section 5.2, HEFCE is currently carrying our reviews of REF2014, and the use of metrics in research assessment.
In 2010, a system for Ex cellence in Research in Australia (ERA) was devised based primarily on the ranking of journals and conferences on a scale A *, A, B, and C [15]. The latter were based broadly on impact factors of the publication vehicles and also peer review of the vehicles, and were approximately equivalent to 4* , 3* , 2* and 1 * in the UK. The databases on ranked journals and conferences are no longer available for inspection [16] . It could be argued that ranking a publication solely on the basis of this database could be inaccurate for those papers that were of excellent quality but were published in lower ranked journals. These databases were no longer used after 2011 and a range of metrics is now used including citation profiles of papers and peer review. The data submitted by universities includes all eligible researchers, and the indicators used have been developed in close consultation with the research community [17] . It is also aimed to minimise the resourcing burden of ERA for Government and universities in order to accomplish the research assessment, and it is clear that the UK also needs to give greater priority to this factor in order to minimise the cost of the REF.
The academic community in the UK recognises the importance of producing internationally leading outputs. It is expected that research selectivity will continue to increase, and the future of research in most institutions other than those with the highest proportion of 4* and 3* research is unclear given that their QR funding is likely to decrease over time. It is clear that tactical decisions will continue to be made on whether to submit a selection of staff designed to maximise QR funding or reputation (highest possible scores). It takes time and resource in order to make tactical decisions, and this cost has to be added to the overall cost of the process.
Given that measures of impact may have been higher than expected, it is possible that in future more formal methods may be devised to evaluate impact more systematically on a rolling basis.
Art and Design has a degree of overlap with Communications, Culture and Media Studies (Uo A 36 ) and some institutions may have chosen to submit Art and Design work in this category, especially if it was part of a larger research area in media or communications. Thus even with cross-referencing between panels, it is unclear whether it is better to submit a larger submission in one area (for volume) or divide into smaller, more disciplinary-specific, submissions.
