Introduction
Class imbalance has been an ongoing issue the field of Machine Learning and Classification. As the availability of raw data grows at an exponential rate, there is a great deal of motivation in many engineering and science fields to construct artificially intelligent learning systems to sort through the immense quantities of data. However, as data availability increases, it is common to be faced with complex unbalanced data structures during classification processes. Many solutions have been proposed in previous research to address the class imbalance problem, such as oversampling and undersampling, cost-sensitive weighting sampling, and kernel-based and active learning methods [1] . In more recent studies, empirical evidence suggest machine learning techniques with an active learning framework can achieve higher and more efficient prediction performances on significantly unbalanced data [2] .
In this paper, we present the applications of machine learning with active learning to address the class imbalance problem of Interstitial Lung Disease (ILD) of Scleroderma in the field of Radiological Sciences. Interstitial Lung Disease refers to the collection of lung disorders characterized by abnormal tissue growth (fibrosis) and/or inflammation [3] . Using high resolution computed tomography (CT) scans of lungs, radiologists can detect one common and one less common category of ILD patterns: Lung Fibrosis (LF) and Honeycomb (HC).
Lung Fibrosis is identified by large amounts of visible tissue scarring in the CT images, while
Honeycomb is characterized by honeycomb-shaped cysts that thicken the walls of the lung (Figure 1 .1).
Computerized classification techniques have been introduced in ILD research to aid radiologists in the efforts to classify large amounts of CT image data [4] . However, these 1 techniques still require further development when building an artificially intelligent learner due to the class imbalance problem, such as between Lung Fibrosis and Honeycomb. Due to the rarity of honeycomb patterns in the lung, recent studies have shown an imbalance ratio of 10 to 1 between Lung Fibrosis and Honeycomb categories [5] .
Prior research suggests machine learning models called Support Vector Machines (SVM) paired with active learning can offer a fast and computationally attractive way to classify unbalanced data categories without sacrificing prediction performance [2] . Our research examines the capabilities of SVM with active learning to investigate the unbalanced data classification problem between Lung Fibrosis and Honeycomb. Four different approaches to SVM with active learning are proposed and assessed using classification rates of a training 2 and test set, and also visually through comparisons of G-means plots.
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Summary
Support Vector Machines (SVM) have been shown to perform well in medical imaging studies [9, 10] , more specifically in the field of pattern recognition of interstitial lung disease [11] . In addition, we applied this method not only due to its popularity and efficiency, but also due to its strong regard for unbalanced data problems using active learning properties [2] . With Active Learning (AL), Support Vector Machines are able to iteratively extract the most informative training instances and carefully build a classifier using a more balanced training sample. Using these ideas, we ran four variations of SVM with AL to assess their capabilities to accurately predict both rare and overall classifications. In this section, we also discuss feature selection methods to select the most important texture features as predictor variables to generate a more parsimonious classification model. All analyses are run using R programming language.
Support Vector Machines (SVM)
Support Vector Machines (SVM) [12] are among the most popular supervised learning methods due to their simplicity and efficiency in classification and prediction. The foundation of a Support Vector Machine model is an optimal hyperplane that linearly separates the data into two categories by the largest margins. This method can also be extended to situations where the original data is not linearly separable, by implementing a kernel function that maps the input data into a higher dimensional new space called the feature space. The 4 hyperplane is obtained by minimizing the following objective function:
where w is the norm of the hyperplane, b is the offset, y i are the labels, Φ(·) is the mapping from the input space to the feature space, and ξ i are the slack variables that permit the non-separable case by allowing misclassification of training instances. The objective function is often solved by optimizing the dual cost function:
where y i are the labels, Φ(·) is the mapping function from the input space to the feature space, K(x i , x j ) = Φ(x i ), Φ(x j ) is the kernal matrix, and the α i 's are the Lagrange multipliers which are non-zero only for the training instances which fall on the margin.
The instances that fall on the margins that separate the data are called Support Vectors.
Due to this relationship between the Support Vectors and the margins, only the Support
Vectors have an effect on the solution of the Support Vector Machine. This fact leads to the idea that instances have different levels of informativeness, depending on their distance to the hyperplane [2] .
However, we have not only chosen to implement Support Vector Machines due to its high prediction performance and efficiency, but because of its approach to dealing with classification on unbalanced data. We applied a variation of Support Vector Machines called Support
Vector Machines with Active Learning.
Support Vector Machines with Active Learning (AL)
Support Vector Machines with Active Learning are developed using the idea that not all instances are equally important when creating a Support Vector Machine model [2] . The most informative instances are believed to be the ones closest to the hyperplane. The farther an instance is from the hyperplane, the more the classifier is confident about its classification prediction, thus provides no additional information for the SVM. Hence, the closer an instance is to the hyperplane, the more informative is that instance to build an accurate classifier. In Ertekin's article, she uses this method to address the unbalanced ratio problem with the idea that the unbalanced ratio of instances within the margin is much smaller than the unbalanced ratio of the entire dataset. A classification technique that samples from the instances in the margin will likely obtain a more balanced class distribution than of the entire input dataset.
The basic steps of SVM with active learning is to run an SVM on an initial small pool of training instances, select the closest instance to the hyperplane from the remaining pool of instances, include the selected instance in the small pool, and train the SVM again. This process iterates until there is a convergence in the number of Support Vectors or the G-means performance. This means that the inclusion of additional training instances will not improve the Support Vector Machine classifier.
In our research, we used the 59 trick to determine the sample size to select the most informative instances for each iteration [13] . The 59 trick states that a sample size of 59
is the optimal sample size to select one instance from it, based on the condition that this selected instance has the shortest distance from the hyperplane. This stems from the fact that in order to obtain an instance that has a 95% probability that it is the top 5% closest instances to the hyperplane, the random sample will need to be of size [log 0.05 / log 0.95] = 59. Previous literature suggests that this algorithm not only reduces training time but it also does not decrease the quality of the classifier. 6 
Four SVM with AL Methods
Using this idea of informativeness and active learning, we investigated and assessed four variations of SVM with AL. These methods incorporate the concepts and techniques of active learning in slightly different ways.
1) The first method begins the Active Learning algorithm by generating an initial SVM pool by randomly sampling 300 instances from the training set. Then the Active Learning algorithm is run using the 59 trick and the classifier is generated.
2) The second method implements weighted sampling by doubling the number of Honeycomb instances in the training set to decrease the imbalance ratio before sampling the initial pool. The initial SVM pool is generated by randomly sampling 300 training instances, and the Active Learning algorithm is run using the 59 trick to generate the classifier. Due to the intensity of the overall imbalance ratio of 10:1, weighting the Honeycomb instances higher to reduce the imbalance ratio to 4:1 will aid the classifier in strengthening its prediction capabilities for the rare category.
3) The third method begins the Active Learning algorithm by generating an initial SVM pool by randomly sampling 150 training instances from the Honeycomb category and 150 training instances from the Lung Fibrosis category to create a balanced initial SVM pool.
Then the Active Learning algorithm is run using the 59 trick and a classifier is generated.
This technique is derived from the idea of aiding the SVM classifier towards the balance before the algorithm begins.
4) The fourth method begins the Active Learning algorithm by generating an initial SVM pool by randomly sampling 150 training instances from the Honeycomb category and 150
training instances from the Lung Fibrosis category to create a balanced initial SVM pool.
Then, the Active Learning algorithm is run using a stratified sampling technique to add 7 a constraint of maintaining the 1:1 balanced ratio throughout the entire AL algorithm to generate the classifier.
Performances of these four methods are assessed by reviewing the sensitivity, specificity, and accuracy rates of the training and testing, set as well as referring to the G-means plots for visual comparison.
Feature Selection
Feature selection, also known as variable selection, is the process of selecting the important and relevant variables from the dataset to construct a more parsimonious model for analysis and prediction. With parsimony, models will be simpler and will have better prediction performances because the classifiers determined by the models will not be overly dependent on the composition of the training set. In our research, we used Logistic Regression Backwards
Stepwise Selection to identify the statistically significant variables relevant to predicting the lung disease patterns as accurately as possible. We chose this method due to its simplicity and ease of implementation. The variables selected from this selection process will be used to generate classification models using Support Vector Machines with Active Learning.
Logistic Regression Backwards Stepwise Selection
Logistic Regression Stepwise Selection is an automatic feature selection method under the branch of Logistic Regression Models [14] . This feature selection process involves selecting the most important variables in a dataset that will accurately predict a categorical, in most cases binary, response variable. This is appropriate for our research because our interest is finding a classifier to accurately to predict the classification of two Scleroderma Lung Disease types, Honeycomb and Lung Fibrosis. Stepwise selection is also advantageous in that it focuses on reducing multicollinearity among the variables. This is a key point in building our classifier due to the large number of predictor variables that we have to start with in our 8 lung disease classification study.
There are three approaches to this selection process: forward, backward, and bi-directional.
In to compose the test set. Note that the selection of ROIs from each patient ranged from 1 to 11. Within each ROI, grid sampling of 4 x 4 pixel squares was implemented to generate pixel instances [5] . Using this technique, a total of 3,557 pixels (3,009 LF, 348 HC) were extracted to produce the training set and 3,001 (2,665 LF, 291 HC) instances for the test set. From these datasets, we observed an imbalance ratio of about 10:1 (LF:HC). 
Image Denoising
Image noise has been a common issue in the field of pattern recognition and computer vision.
Image noise are random, unwanted signals that affect the clarity of the picture and hinder the amount of information that can be retrieved from it [6] . In our study, images are denoised using a modified variation of Aujols algorithm with an added constraint in the parameters (Figure 3 .1) [5] . We will present the results of our investigations using both the original and denoised datasets. 
Texture Features
A total of fifty-six texture features were investigated in the SLS study for both the original and denoised datasets, including 9 statistical features, 27 texture features from co-occurrence 11 matrix, and 20 acquisition length texture features [5, 7, 8] . Among these features, the original dataset was reduced to 45 texture features due to missing data. Similarly, the denoised dataset was reduced to 38 features. can be found in the data section. We will conduct the remaining of our analyses with these selected variables.
Results of Method 1 on Original Training Dataset
We began our classification analyses by presenting a model using simply Support Vector
Machines with Active Learning with an initial pool of 300 randomly sampled instances. This will act as a baseline to compare the efficiency of our three methods of interest.
We ran SVM with Active Learning with an initial pool of 300 randomly selected training instances, and ran the Active Learning algorithm for a total of 350 iterations of our Active
Learning algorithm. The performance metrics of the model are presented in The model began with a sensitivity of 0.826 and a specificity of 0.980 before starting the Active Learning algorithm. This is a drastic increase in sensitivity, compared to the sensitivity that we began with in method 1 (0.679). After running the Active Learning algorithm for 350 iterations, the final SVM model classifier produced a sensitivity of .902, a specificity value of .897, and an overall accuracy of .898. These values imply stabilized sensitivity and specificity rates across the Active Learning algorithm, which we will also observe in the G-means plots latter in the section. From comparing these results to Table   4 .1 of method 1, we observed the sensitivity rate increased from 0.457 to 0.902.
Results of Method 3 on Original Training Dataset
In method 3, the efficiency of beginning the Active Learning algorithm using a balanced initial pool of 150 randomly selected Honeycomb instances and 150 randomly selected Lung
Fibrosis instances was investigated. The performance metric results of this method are provided in Table 4 The balanced initial pool provided high percentages for sensitivity (0.987) while maintaining a high specificity rate (0.963) before beginning the Active Learning algorithm. After running the algorithm for 350 iterations, we observed a sensitivity rate of 0.505 and a specificity rate of 1.0. Similar to method 1, the sensitivity value slowly diminishes as the number of iterations increase. Specificity maintained at a high rate of 1.0 throughout the algorithm which produced an accuracy rate of 0.837. Although we start with a balanced initial pool, along the algorithm, the SVM goes back to the nature of the imbalance.
Results of Method 4 on Original Training Dataset
Method 4 investigates using a balanced initial pool and an Active Learning algorithm that maintains the balance throughout all the iterations. The results are provided in Table   4 with a high G-means value at the beginning of the algorithm, shows a gradually decreasing G-means performance as the number of iterations increase. This reflects that although we start with a balanced initial pool for the AL algorithm, the SVM tends to revert back to the nature of the imbalance between the two categories. This is also shown in the performance metrics of the training dataset in Table 4 .3. Method 4 provides not only the highest G-means performance above the 0.9 line across the iterations, but it also the most stable SVM model with narrow error bounds. These figures suggest Method 4 presents the best prediction performances simultaneously in sensitivity and specificity among the four methods.
Original Test Dataset Results
Results conducting predictions on the test dataset using the four SVM model classifiers are produced in 
Denoised Dataset 4.2.1 Logistic Regression Backwards Stepwise Selection
For the de-noised dataset, when we ran logistic regression variable selection, we reduced the number of predictor variables from 38 variables to 19, using the same selection scheme as we did for the original dataset. First, we applied logistic regression backwards stepwise selection, and then incrementally removed variables in the logistic regression model according to largest p-value. At the end of the selection process, we kept only the statistically significant predictors that remained in the final model (p-value ¡ 0.05). Details and descriptions of these variables can be found in the data section. The SVM models will be built solely on these selected variables. Table 4 .6 is a report of the performance metrics across all four methods on the denoised training dataset. We observed similar patterns to that of the original dataset. In Method 1, we note that the random initial pool begins with a ratio that reflects the overall training dataset of about 10:1. Then, as the algorithm iterates, sensitivity decreases and specificity is maintained around 1.0. Method 2, which uses weighted sampling, maintains a high sensitivity rate around .90 throughout the AL algorithm. However, specificity gradually decreases but stays fairly high above .90. In method 3, similar to the results of the original dataset, the balanced initial pool shows very high performance metrics but the SVM returns to the nature of the imbalance as the iterations are run. Method 4 shows the best results compared to all the methods in terms of prediction performance on the denoised training dataset.
Results of
The SVM model for method 4 maintained high sensitivity and specificity values from the 20 beginning to end of the AL algorithm, around .98 and .94 respectively. This also led to the highest accuracy value of the final SVM model classifier of 0.967 compared to the other SVM methods. This leads up to believe maintaining a balanced sample when building an SVM classifier will provide the best prediction performances even on an unbalanced dataset. However, one caveat of our research is that although the fourth method produced the best results in terms of predicting Honeycomb Lung classification compared to the other methods, we still observed fairly low sensitivity values for both the original and denoised test sets (0.735 and 0.701 respectively). This is largely due to the violation of the independence assumption of the Support Vector Machine model. In our case, because the instances were multiple pixels extracted from the same limited number of ROI samples, many of the pixels were not independent from one another. This could have affected the outcome of the predictive power of our SVM models. Further research should be conducted to investigate this issue
G-means Performance
and delve into more analysis on the technique of reducing the imbalance ratio by maintaining a balanced training dataset while building the SVM model.
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CHAPTER 6
Conclusions & Future Work
Unbalanced data classification has been a long standing issue in the field of Medical Vision Science and Classification. In our research in particular, we were interested in how we could apply Machine Learning methods to accurately distinguish unbalanced Scleroderma Lung
Diseases categories: one common pattern, Lung Fibrosis, and one uncommon, Honeycomb.
Ertekin shed light on a technique using Support Vector Machines with Active Learning for accurate classification of unbalanced data in her article [2] . A technique was built based on the idea that the ratio between two unbalanced categories is less unbalanced within the margins of the SVM hyperplane than the ratio of the entire data. Thus, she implemented an AL sampling algorithm to only sample the most informative training instances closest to the hyperplane to actively build the SVM classifier as new incoming data were presented.
Using this information, we implemented and assessed four methods of SVM with Active Learning for our study. Method 1, which we referred to as our baseline, drew a random sam- In our results, we found that maintaining a balanced ratio in the sampled training instances provided the highest prediction performances for the rare lung category. Results
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from Method 4 and method 2, which also reduced the imbalance in the training dataset, suggests it is useful to try and reduce and even eliminate the imbalance ratio of the training set while building the classifier to provide more predictive power for the more rare categories.
In our case, we eliminated the imbalance between the two categories while building the SVM model by adding a constraint of keeping the 1:1 balance in the AL algorithm while adding new training instances. The results from the original dataset and the de-noised dataset agreed in conjunction to these conclusions. We found the method 4 provided the highest test sensitivity values above 0.70 for both the original and denoised dataset. However, the performance of accurately predicting Lung Fibrosis was sacrificed, with test specificity rates decreasing to 0.941 and 0.917 in the original and denoised dataset respectively, compared to the test specificity of the other methods, ranging from around 0.97 to 0.99. However, due to the significant increase in the prediction rates of the rare category, Honeycomb, tied with fairly high specificity rates above 0.90 in the test set, we believe maintaining a balanced ratio while building the SVM model is the optimal technique to address the unbalanced data classification issue.
Limitations of our research include finding a more efficient and reliable way of selecting the significant predictors to use in our classification models. Although logistic regression is a classic method for variable selection, we are interested in investigating advanced techniques in the field of Machine Learning or other methods such as Spike and Slab regression that not only produce more optimal models to better assess overall significance, but also increases computational efficiency. Another issue we came across was the limitations of our software. Ertekin used an online tool called LASVM to implement SVM with Active Learning. Because we did not have access to this programming instrument, we ran all of our analyses using the provided SVM functions in R. Lastly, our biggest concern was dealing with the violation of the independence assumption of Support Vector Machines. Because of this violation, the prediction performance of our SVM models suffered. We would like to find a Machine Learning system that deals with dependent training instances or find a way to extract independent pixels from the CT image data.
In future research, we hope to further investigate the cause and effects of reducing the 26 imbalance ratio of the training set while building classifiers to improve the classifications of the more rare categories. More emphasis can be placed on strengthening the classification of the rare categories, such as Honeycomb Lung, due to the already existing high classification rates of the more common categories, such as Lung Fibrosis. We would also like to extend this research into classifying a broader range of lung disease patterns, such as two types of Ground-glass patterns and including a category for normal non-disease lungs. This paper provided key analyses in addressing the unbalanced data classification issue that can be extended to a more complete set of lung disease classifications in future studies.
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