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Matrix Completion with Prior Information via
Maximizing Correlation
Xu Zhang, Wei Cui, and Yulong Liu
Abstract—This paper studies the problem of completing a low-
rank matrix from a few of its random entries with the aid of
prior information. We suggest a strategy to incorporate prior
information into the standard matrix completion procedure by
maximizing the correlation between the original signal and the
prior information. We also establish performance guarantees
for the proposed method, which show that with suitable prior
information, the proposed procedure can reduce the sample com-
plexity of the standard matrix completion by a logarithmic factor.
To illustrate the theory, we further analyze an important practical
application where the prior subspace information is available.
Both synthetic and real-world experiments are provided to verify
the validity of the theory.
Index Terms—Matrix completion, prior information, maximiz-
ing correlation.
I. INTRODUCTION
Recovering a structured signal from a relatively small
number of linear measurements has received a great deal
of attention during the past few decades [1]–[5]. Typical
examples of structured signals include sparse vectors and low-
rank matrices. This problem arises in an incredibly wide range
of applications throughout signal processing and machine
learning, such as medical imaging [6], radar imaging [7],
communication systems [8], pattern recognition [9], collab-
orative filtering [10] and so on. Since this problem is highly
ill-posed in general, a popular recovery procedure is to seek
the solution with the desired structure that is consistent with
the observations, leading to
min
x
‖x‖sig s.t. y = Ax, (1)
where y stands for the measurements,A denotes the measure-
ment matrix, and ‖·‖sig is a suitable norm (or convex function)
which promotes the structure of the signal.
However, in many practical applications of interest, we can
also acquire other prior knowledge of the desired signal in
addition to structural information. For instance, in compressed
sensing, besides the sparsity constraint, we might have access
to the support information [11], the weights of the components
of the desired signal [12]–[17], or a similar copy of the original
signal [18]–[21]. While in matrix completion, certain subspace
information of the desired low-rank matrix might be available
to us [10], [22]–[25]. In these scenarios, a key question to
ask is how to use side information to improve the recovery
performance of structured signals.
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Recently, the present authors suggested a unified framework
to incorporate prior information into structured signals recov-
ery via maximizing the correlation between the desired signal
x⋆ and the prior information φ in [21], [26]
min
x
‖x‖sig − λ〈x,φ〉 s.t. y = Ax, (2)
where φ is some kind of prior information of the desired sig-
nal, 〈·, ·〉 denotes the inner product, and λ ≥ 0 is the tradeoff
parameter. The motivation behind this approach is very natural
since if φ is similar to x⋆, then they may be highly correlated.
We also theoretically demonstrate that, under sub-Gaussian
measurements, this approach (2) can greatly outperform the
standard structured signal recovery procedure (1) when the
prior information is reliable.
When specialized this framework to low-rank matrices, the
recovery procedure (2) becomes
min
X∈Rn×n
‖X‖∗ − λ 〈Φ,X〉 s.t. y = A(X), (3)
where ‖·‖∗ is the nuclear norm, 〈Φ,X〉 = tr(ΦTX) denotes
the matrix inner product, and A : X → ∑mj=1 〈Aj ,X〉 ej
is the measurement operator. Here, e1, . . . , em denote the
standard basis vectors in Rm and A1, . . . ,Am ∈ Rn×n are
measurement matrices. Although the theory developed for (3)
under sub-Gaussian measurements (i.e., {Aj} are independent
sub-Gaussian matrices) is very informative, it might be far
from the type of observations we often encounter in practice.
The following are some typical practical applications where
{Aj} are highly structured (i.e., Aj has only a single nonzero
value of 1 corresponding to the row and column of the
observed element) and some prior information is available:
• Semi-supervised clustering [27], [28]. Semi-supervised
clustering is an important machine learning problem,
which is to find a good clustering such that similar
items belong to the same cluster based on a relatively
small amount of labeled data. One promising approach
is to construct a similarity matrix with missing entries
by using the labeled data and then complete the partial
similarity matrix via matrix completion. In addition, the
data attributes can be collected as side information, which
represent the similarity among items.
• Collaborative filtering [29]–[31]. Collaborative filtering
is another promising machine learning problem, which
is to predict new ratings based on a limited number of
ratings for different movies from different users. One
popular scheme is to construct a partial rating matrix
based on the known ratings and then complete the par-
tial user-item rating matrix by using matrix completion.
Moreover, user attributes and item attributes can serve
as prior information. Here, user attributes denote the
similarities among users while item attributes illustrate
the similarities among items.
• Dynamic sensor network localization [32]–[34]. Dy-
namic sensor network localization is a key technology
in sensor wireless network, which helps the battery-
powered system to improve the location accuracy and
network efficiency. Due to the limit of resources, only
a few sensors know their location. One typical approach
to locate sensors is to complete the current incomplete
distance matrix via matrix completion. In particular, when
the sensor position changes slowly, the previous distance
matrix is very similar to the current one, which can be
used as prior information.
Motivated by the above examples, it is highly desirable to
utilize side information to improve the performance of matrix
completion.
In this paper, we naturally generalize the recovery procedure
(3) to integrate prior information into matrix completion
min
X∈Rn×n
‖X‖∗ − λ 〈Φ,X〉 s.t. Y = Rp(X), (4)
where Y ∈ Rn×n is the matrix of measurements and Rp(·)
denotes the Bernoulli sampling operator which is defined as
Rp(X) =
n∑
i,j=1
δij
pij
〈
eie
T
j ,X
〉
eie
T
j . (5)
Here {δij} are i.i.d. Bernoulli random variables which take 1
with probability pij and 0 with probability 1 − pij . It is not
hard to see that we can observe m =
∑n
i,j=1 pij elements
in expectation. We then establish performance guarantees
for this approach. Specifically, we show that with suitable
side information, this approach (4) can decrease the sample
complexity by a logarithmic factor compared with the standard
matrix completion procedure. It is worth pointing out that the
extension of our theory from matrix recovery (3) to matrix
completion (4) is not straightforward and requires totally
different analytical techniques.
A. Related Works
Matrix completion refers to recovering a low-rank matrix
from a small number of its random entries. To complete the
matrix, the standard way is to solve the following nuclear norm
minimization problem [35], [38], [39]
min
X
‖X‖∗ s.t. Y = Rp(X). (6)
The related performance guarantees for (6) have been exten-
sively studied in the literature, see e.g. [35], [37], [40]–[48]
and references therein. The theoretical results indicate that
O(rn log2 n) samples are sufficient to accurately complete the
matrix for an incoherent rank-r matrix.
Matrix completion with different kinds of prior subspace
information has also been studied recently. For instance, with
perfect s-dimensional subspace information (s > r), the
Inductive Matrix Completion (IMC) is suggested in [23], [36]
to obtain a better recovery performance than the standard
matrix completion procedure. A following work with imper-
fect s-dimensional subspace information, named Dirty IMC,
is proposed in [24], where the original matrix is completed
by splitting it into a low-rank estimate in the subspace and a
low-rank perturbation outside the subspace.
Another line of work takes advantage of r-dimensional
imperfect subspace information to improve the performance
of matrix completion. In [10], [22], [37], [49], the authors
propose a diagonal weighted matrix completion (DWMC)
method
min
X
‖RXC‖∗ s.t. PΩ(X) = PΩ(X⋆), (7)
where R = diag{r1, . . . , rn} and C = diag{c1, . . . , cn} are
the diagonal weighted matrices respectively determined by the
leverage scores of prior subspace information U˜r and V˜r, Ω is
a random index set with
[PΩ(X)]ij =
{
Xij , (i, j) ∈ Ω,
0, (i, j) /∈ Ω.
The theoretical results presented in [37] have shown that by
choosing proper weights, the approach (7) can outperform the
standard low-rank matrix completion procedure.
In [25], Eftekhari et al. propose a weighted matrix comple-
tion method (WMC) with the aid of prior subspace information
U˜r and V˜r
min
X
∥∥∥QU˜r ,τ ·X ·QV˜r,ρ∥∥∥∗ s.t. Y = Rp(X), (8)
where QU˜r,τ and QV˜r ,ρ are defined as
QU˜r,τ = τ · PU˜r + PU˜⊥r ∈ R
n×n,
and
QV˜r,ρ = ρ · PV˜r + PV˜⊥r ∈ R
n×n.
Here τ and ρ are some weights and PU˜r and PU˜⊥r denote
the orthogonal projections onto U˜r and U˜⊥r , respectively. PV˜r
and PV˜⊥
r
are defined likewise. Their results have shown that
with suitable side information, this approach can decrease the
sample complexity by a logarithmic factor compared with the
standard procedure.
Table I provides a summary for the above methods. It
is not hard to find that when prior information is reliable,
our approach can achieve the state-of-the-art performance. In
addition, as shown in the simulation, the proposed method (4)
outperforms others for relatively unreliable prior information.
B. Organization
The paper is organized as follows. We introduce some useful
preliminaries in Section II. Performance guarantees for matrix
completion with prior information via maximizing correlation
are presented in Section III. A practical application where
the prior subspace information is available is analyzed in
Section IV. Simulations are included in Section V, and the
conclusion is drawn in Section VI. The proofs are postponed
to Appendices.
II. PRELIMINARIES
In this section, we provide some helpful notations, defini-
tions and propositions which will be used later.
TABLE I: Summary of different matrix completion approaches with side information. The parameters α, β, and θ are related
to the quality of side information.
Approach Sample complexity Quality of side information Dimension of subspace side information Reference
MC O(rn log2 n) None None [35]
IMC O(rn logn) Perfect s > r [36]
Dirty IMC O(rn3/2 logn) Imperfect s > r [24]
DWMC O(βrn log2 n) Imperfect s = r [37]
WMC O(rn logn log θn) Imperfect s = r [25]
Ours O(rn logn log(αn/ logn)) Imperfect s = r This paper
A. Convex Geometry
The subdifferential of a convex function g : Rn → R at x⋆
is defined as
∂g(x⋆) = {u ∈ Rn : g(x⋆ + d) ≥ g(x⋆) + 〈u,d〉
for all d ∈ Rn}.
Let X⋆ = UrΣrV
T
r be the compact SVD of the rank-r
matrix X⋆ with Ur ∈ Rn×r,Vr ∈ Rn×r and Σr ∈ Rr×r.
The subdifferential of ‖X⋆‖∗ is given by [50], [51]
∂ ‖X⋆‖∗ = UrV Tr
+
{
W :W TUr = 0,WVr = 0, ‖W ‖ ≤ 1
}
.
Let the subspace T be the support of X⋆ and T ⊥ be its
orthogonal complement. Then for any matrix X ∈ Rn×n, the
orthogonal projection onto T is
PT (X) = UrUTr X +XVrV Tr −UrUTr XVrV Tr , (9)
and the orthogonal projection onto T ⊥ is
PT ⊥(X) =X − PT (X).
B. Two Useful Definitions
We then review two definitions which are useful for the
analysis of matrix completion.
Definition 1 (Leverage scores). Let the thin SVD for a rank-r
matrix X ∈ Rn×n be UrΣrV Tr and define Ur = span{Ur}
and Vr = span{Vr}. Then the leverage scores µi(Ur) with
respect to the i-th row of X , and νj(Vr) with respect to the
j-th column of X are defined as
µi = µi(Ur) , n
r
∥∥UTr ei∥∥22 , i = 1, 2, . . . , n, (10)
νj = νj(Vr) , n
r
∥∥V Tr ej∥∥22 , j = 1, 2, . . . , n. (11)
Then the coherence parameter [35] of X can be expressed
as
η(X) = max
i,j
{µi(Ur), νj(Vr)}.
It is not hard to verify that η(X) ∈ [1, nr ]. Moreover,
when η(X) is small, i.e., Ur and Vr are spanned by vectors
with nearly equal entries in magnitude, we call that X is
incoherent; when η(X) is large, i.e., Ur or Vr contains a
“spiky” basis, we call that X is coherent.
For convenience, we define the diagonal matrices M =
diag{µ1, . . . , µn} and N = diag{ν1, . . . , νn}.
The following two norms measure the (weighted) largest
entry and largest ℓ2 norm of the rows or columns of a matrix,
respectively.
Definition 2 (µ(∞) norm and µ(∞, 2) norm, [37]). For a
rank-r matrix X ∈ Rn×n, we set
‖X‖µ(∞) =
∥∥∥∥∥
(
rM
n
)− 1
2
X
(
rN
n
)− 1
2
∥∥∥∥∥
∞
= max
i,j
√
n
µir
· |eTi Xej | ·
√
n
νjr
,
where ‖A‖∞ returns the largest entry of matrix A in magni-
tude. Moreover, for a rank-r matrix X ∈ Rn×n, we define
‖X‖µ(∞,2)
=
∥∥∥∥∥
(
rM
n
)− 1
2
X
∥∥∥∥∥
(∞,2)
∨
∥∥∥∥∥
(
rN
n
)− 1
2
XT
∥∥∥∥∥
(∞,2)
=
(
max
i
√
n
µir
∥∥XT ei∥∥2) ∨ (maxj
√
n
νjr
‖Xej‖2
)
,
where a ∨ b = max{a, b} and ‖X‖(∞,2) denotes the largest
ℓ2 norm of the rows of X .
C. Related Results
For the convenience of comparison, we introduce the fol-
lowing theoretical result for the standard matrix completion
procedure.
Proposition 1 (Theorem 2, [37]). Let X⋆ ∈ Rn×n be a rank-
r matrix, and Y = Rp(X⋆) ∈ Rn×n denote the matrix of
measurements. Let µi and νj be the leverage scores as defined
in Definition 1. If
1 ≥ pij & (µi + νj) r log
2 n
n
,
for all i, j = 1, . . . , n, then with high probability, X⋆ is the
unique solution for program (6). Here, f & g means that f is
greater than g up to a universal constant.
From the result of Proposition 1, we can conclude that for
an incoherent rank-r matrix, we need O(rn log2 n) samples
to accurately complete the matrix.
III. PERFORMANCE GUARANTEES
In this section, we present a theoretical analysis for the
proposed procedure (4). The results demonstrate that with
suitable prior information, the proposed program only requires
O(rn log n) samples to correctly complete the matrix for
incoherent low-rank matrices, which outperforms the standard
matrix completion program (6) and reaches the state-of-the-art
performance. The proof of the result is included in Appendices
A and B.
Theorem 1. Let X⋆ = UrΣrV
T
r be the thin SVD of the
rank-r matrix X⋆ ∈ Rn×n with Ur ∈ Rn×r,Vr ∈ Rn×r and
Σr ∈ Rr×r. Let µi and νj be the leverage scores as defined
in Definition 1. If
1 ≥ pij & max
{
log
(
α21n
r logn
)
, 1
}
· (µi + νj) r log n
n
·max
{
(2ξ1 + ξ2)
2
, 1
}
for all i, j = 1, . . . , n, and
α2 <
15
16
,
then with high probability, we can achieve exact recovery of
X⋆ by solving the program (4), where
α1 =
∥∥UrV Tr − λPT (Φ)∥∥F ,
α2 = ‖λPT ⊥(Φ)‖ ,
ξ1 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞) ,
and
ξ2 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞,2) .
Remark 1 (No prior information). If there is no prior informa-
tion, i.e., λ = 0, then the proposed procedure (4) reduces to
the standard one (6). In this case, simple calculations lead to
α1 =
√
r, α2 = 0, ξ1 ≤ 1, and ξ2 = 1. According to Theorem
1, the bound of sample probability becomes
1 ≥ pij & (µi + νj) r logn · log (n/ logn)
n
.
This result implies that for incoherent matrices, O(rn log2 n)
samples are needed to complete the matrix correctly, which
agrees with the result of the standard matrix completion
procedure as shown in Proposition 1.
Remark 2 (Reliable prior information). If Φ is approximately
equal to UrV
T
r , i.e., PT (Φ) is close toUrV Tr and ‖PT ⊥(Φ)‖
is small, then we have α1 → 0, α2 → 0, ξ1 → 0, ξ2 → 0,
and log
(
α2
1
n
r logn
)
. 1 by setting λ = 1. This means that for
incoherent matrices, m = O(rn log n) samples are sufficient
to complete the matrix in this case, which reduces the sample
complexity of the standard matrix completion procedure by a
logarithmic factor.
Remark 3 (Choice of Φ). Actually, the recovery procedure
(4) provides a general framework for matrix completion with
prior information via maximizing correlation. In practice, we
need to choose a suitable Φ which encodes available prior
information effectively. Generally speaking, the choice of
Φ is problem-specific and usually determined by the prior
information in hand. In the subsequent section, we will demon-
strate how to choose a suitable Φ when the prior subspace
information is accessible, and present a theoretical analysis
for this application. Another example can be found in [52].
The above main result can be naturally extended the noisy
case.
Corollary 1. Let X⋆ = UrΣrV
T
r be the thin SVD of the
rank-r matrix X⋆ ∈ Rn×n with Ur ∈ Rn×r,Vr ∈ Rn×r
and Σr ∈ Rr×r. Consider the noisy observation Y = X⋆ +
N , where the entries of the noise N is bounded. Let µi and
νj be the leverage scores as defined in Definition 1. For the
noisy version of matrix completion with prior information via
maximizing correlation
min
X
‖X‖∗ − λ 〈Φ,X〉 s.t. ‖Rp(Y −X)‖F ≤ ε, (12)
where ε denotes the upper bound (in term of Frobenius norm)
of Rp(N). If
1 ≥ pij & max
{
log
(
α21n
r logn
)
, 1
}
· (µi + νj) r logn
n
·max
{
(2ξ1 + ξ2)
2
, 1
}
for all i, j = 1, . . . , n, and
α2 <
7
8
,
then with high probability, by solving the program (12), the
solution X˘ obeys∥∥∥X⋆ − X˘∥∥∥
F
≤
[
2 + 32
√
1 +
2n
r logn
· (√n+ ‖λΦ‖F )
]
· ε,
where
α1 =
∥∥UrV Tr − λPT (Φ)∥∥F ,
α2 = ‖λPT ⊥(Φ)‖ ,
ξ1 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞) ,
and
ξ2 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞,2) .
IV. CASE STUDY: PRIOR SUBSPACE INFORMATION
In this section, we study a typical example where the
desired low-rank matrix is symmetric and its corresponding
prior subspace information is available to us. This model has
many potential applications in machine learning such as semi-
supervised clustering [27], [28] and link prediction [53], [54].
Let Ur = span(Ur) denote the r-dimensional column
space of X⋆ and U˜r be the corresponding prior subspace
information. To leverage the prior subspace information, we
modify matrix completion procedure (4) as follows
min
X∈Rn×n
‖X‖∗ − λ 〈Φ,X〉 s.t. Y = Rp(X), (13)
where Φ = U˜rU˜
T
r , the columns of U˜r ∈ Rn×r constitute the
orthonormal bases of the subspace U˜r, and λ ∈ [0, 1] is the
tradeoff parameter. Define the leverage scores of the subspace
U˘ = span([Ur , U˜r]) as follows
µ˘i , µi(U˘), i = 1, 2, . . . , n.
Then we have the following result. The proof is included
in Appendix C where an arbitrary low-rank matrix X⋆ (not
limited to symmetric matrices) is considered.
Theorem 2. Let X⋆ = UrΣrU
T
r be the thin SVD of
the rank-r matrix X⋆ ∈ Rn×n with Ur ∈ Rn×r. Denote
the column subspace of X⋆ by Ur = span(Ur) and its
corresponding r-dimensional prior subspace information by
U˜r. Define Γ = diag (γ1, . . . , γr) ∈ Rr×r whose entries are
the principal angles between Ur and U˜r. Let µi and µ˘i be the
leverage scores defined as before. If
1 ≥ pij & max
{
log
(
α21n
r logn
)
, 1
}
· µir logn
n
·max{α23β2, 1}
for all i, j = 1, . . . , n, and
α2 <
15
16
,
then with high probability, we can achieve exact recovery of
X⋆ by solving the program (13), where
α21 = λ
2
[
r −
r∑
i=1
sin4 γi
]
− 2λ
r∑
i=1
cos2 γi + r,
α2 = λ max
i
{sin2 γi},
α3 = max
i
{1− λ cos2 γi}+ 2λ max
i
{cosγi sin γi},
and
β = 1 ∨
√
2max
i
µ˘i
µi
.
Remark 4 (Choice of λ). Clearly, the sample complexity is
influenced by parameters α1, α2, α3, and β. However, it is not
hard to find that α21 is the deciding factor. Thus we can choose
λ⋆ =
∑r
i=1 cos
2 γi
r −∑ri=1 sin4 γi (14)
such that α21 achieve its minimum
α21 = r −
[∑r
i=1 cos
2 γi
]2
r −∑ri=1 sin4 γi ,
which will lead to the optimal sample complexity. In particular,
when the prior subspace information is close to the original
subspace, the best choice of λ is λ⋆ ≈ 1.
V. SIMULATIONS AND EXPERIMENTS
In this section, we verify the validity of our theoretical re-
sults by both synthetic simulations and real-world applications.
A. Synthetic Simulations
LetX⋆ ∈ Rn×n be the original rank-r matrix. We construct
X⋆ as follows: generate two independent Gaussian matrices
G1,G2 ∈ Rn×r; let Ur ∈ Rn×r and Vr ∈ Rn×r be the basis
matrices of subspaces Ur = span{G1} and Vr = span{G2},
respectively; then we constructX⋆ = UrΣrV
T
r , where Σr =
diag{ 1√
r
, . . . , 1√
r
}. The prior information is the perturbed
matrix Xˆ =X⋆ + σZ ∈ Rn×n, where the entries of Z obey
i.i.d. standard normal distribution and σ > 0 is an absolute
constant. By taking truncated rank-r SVD for Xˆ , we obtain
the prior matrix Φ = UˆrVˆ
T
r .
We set n = 32, r = 4, and tol = 10−3 in these synthetic
experiments. For a specific sampling probability p, we make
50 trials, count the number of successful trials, and calculate
the related probability. If the solution X˘ satisfies
‖X⋆ − X˘‖F
‖X⋆‖F
< tol,
then the trial is successful, otherwise it fails. Let p increase
from 0 to 1 with step 1/n, we can obtain the simulation results.
We consider two kinds of prior information: standard
prior information (σ = 0.01) and weaker prior information
(σ = 0.1). For each kind of prior information, we com-
pare the performance of four methods: the standard matrix
completion approach (6), the proposed procedure (4), the
diagonal weighted matrix completion (7) and the weighted
matrix completion (8) 1. For the proposed approach (4), λ
is chosen by following Remark 5. For WMC (8), we set
w , τ = ρ. As suggested in [25], the proper choice of w
is w2 =
√
tan4 θ + tan2 θ − tan2 θ, where θ is the largest
principal angle. In addition, we run some simulations for (4)
under different weights λ.
The results of matrix completion under standard prior
information (σ = 0.01) are shown in Fig. 1. Fig. 1(a) presents
the comparisons for the four methods. The results illustrate
that the proposed approach achieves the best performance. Al-
though the diagonal weighted matrix completion has a worse
performance than the proposed approach and the weighted
approach, it performs much better than the standard one. Fig.
1(b) shows the performance of the proposed approach under
different weights λ. The results indicate that the integration
of side information can reduce the sample complexity of
the standard matrix completion (λ = 0). Furthermore, with
reliable prior information, the larger the parameter λ, the better
the performance. The optimal λ calculated by Eq. (24) is
λ⋆ = 0.9895, which is very close to 1 and coincides with
the simulation results.
In Fig. 2, we repeat the simulations under weaker prior
information (σ = 0.1). In Fig. 2(a), the performance of the
proposed, weighted and diagonal method deteriorates sharply
compared with the plots in Fig. 1(a). The results show the
proposed method has the best performance. We also see
that the proposed method and the weighted method slightly
outperform the standard matrix completion while the diagonal
method underperforms the standard one. In Fig. 2(b), all the
results for different λ almost coincide together, showing a
slightly improvement than the standard matrix completion.
B. Real-world Experiments
Semi-supervised clustering is an important machine learning
problem which can be transformed into a low-rank matrix
completion problem. Let S denote the similarity matrix to
be completed, where Sij = 1 if item i and j are similar, 0
if dissimilar, and ? if similarity is unclear. Let Z denote the
side information (feature matrix). Our goal is to find a good
1Here, we only compare the methods which work with r-dimensional
subspace information. It seems unfair to compare with IMC and noisy IMC
since they require higher dimensional subspace information (s > r).
0 0.2 0.4 0.6 0.8 1
Sampling probability
0
0.2
0.4
0.6
0.8
1
R
at
e 
of
 su
cc
es
sf
ul
 re
co
ns
tru
ct
io
n
MC
Ours
WMC
DWMC
(a)
0 0.2 0.4 0.6 0.8 1
Sampling probability
0
0.2
0.4
0.6
0.8
1
R
at
e 
of
 su
cc
es
sf
ul
 re
co
ns
tru
ct
io
n
=1
=0.8
=0.6
=0.4
=0.2
=0
(b)
Fig. 1: Rate of successful reconstruction v.s. sampling probability for matrix completion with prior information. (a) Comparisons
for MC, our approach, WMC and DWMC. (b) Matrix completion via maximizing correlation with different weights λ.
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Fig. 2: Rate of successful reconstruction v.s. sampling probability for matrix completion with weaker prior information. (a)
Comparisons for MC, our approach, WMC and DWMC. (b) Matrix completion via maximizing correlation with different
weights λ.
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Fig. 3: Relative reconstruction error v.s. sampling probability for different datasets: (a) Wine (b) Iris.
TABLE II: Statistics of datasets. θ1, θ2, and θ3 denote the
principal angles between subspaces.
Dataset
No. of
Classes
No. of
items
No. of
features
θ1 θ2 θ3
Wine 3 178 13 0.13 0.44 0.65
Iris 3 150 4 0.12 0.38 1.44
clustering such that similar items belong to the same cluster,
i.e., to label the unknown similarity to promote the low-
rankness of the similarity matrix by using the side information.
The experiments are made by using two real-world datasets,
wine and iris [55]. The statistics of the two datasets are shown
in Table II. We compare the performance of three schemes:
the standard matrix completion, the proposed method, and the
weighted matrix completion. Augmented Lagrange Multiplier
(ALM) method is used to solve the models [56]. The subspace
information Uˆr is extracted from the feature matrix, where
Uˆr is the left singular matrix generated from the truncated
rank-r SVD of Z. We set Vˆr = Uˆr since the similar matrix
S are symmetric. The samples are chosen randomly and
symmetrically. For each sampling probability, we make 50
trials and calculate the average of relative reconstruction error
‖X⋆−X˘‖F/ ‖X⋆‖F, where X˘ denotes the recovered solution.
The results are presented in Fig. 3. The parameter λ is cho-
sen according to Eq. (14) and w is set as before. Both Fig. 3(a)
and Fig. 3(b) show that the proposed method achieves the best
performance and WMC shows a better performance than the
standard MC. The results illustrate that our procedure seems
more robust than the weighed method in this application.
VI. CONCLUSION
In this paper, we have suggest a strategy to complete
a low-rank matrix from a small collections of its random
entries with the aid of prior information. We have established
the performance guarantees for the proposed method. The
results have illustrated that with reliable side information, the
proposed method can decrease the number of measurements
of the standard matrix completion procedure by a logarithmic
factor. We also have presented a typical example in which the
prior subspace information is available to us. The choice of
the tradeoff parameter has also been considered. Numerical
experiments have been provided to verify the theoretical
results.
In terms of future work, it is worthwhile to study how
to choose the suitable function Φ in Eq. (4) based on the
available prior information to improve the performance of
the proposed approach. Besides, it is interesting to present
some theoretical insights why the proposed approach has more
robust performance than the weighted algorithm.
APPENDIX A
PROOF OF THEOREM 1
Before proving Theorem 1, we require some lemmas, in
which Lemma 3 is proved in Section B.
Lemma 1 (Lemma 9, [37]). For probabilities {pij} ⊂ (0, 1],
consider the measurement operator Rp(·) defined in (5) and
projection operator PT defined in (9). Then, except with a
probability of at most n−20,
‖(PT − PTRpPT ) (·)‖F→F ≤
1
2
,
provided that
(µi + νj) r logn
n
. pij ≤ 1, ∀i, j ∈ [1 : n], (15)
where ‖A(·)‖F→F = sup‖X‖F≤1 ‖A(X)‖F , and (AB)(·) =
A(B(·)).
Lemma 2 (Lemma 13, [37]). If the projection operator PT
satisfies ‖(PT − PTRpPT ) (·)‖F→F ≤ 12 , then we have
‖PT (Z)‖F ≤
(
max
i,j
√
2
pij
)
‖PT ⊥(Z)‖F ,
∀Z ∈ {Z : Rp(Z) = 0}.
Lemma 3. Let X⋆ = UrΣrV
T
r be the compact SVD of
the rank-r matrix X⋆. Let the subspace T be the support
of X⋆ and T ⊥ be its orthogonal complement. Let µi and νj
be the leverage scores as defined in Definition 1. Let l−1 is
polynomial in n. If
1 ≥ pij & max
{
log
(α1
l
)
, 1
}
· (µi + νj) r logn
n
·max
{
(2ξ1 + ξ2)
2 , 1
}
for all i, j = 1, . . . , n, and
α2 <
15
16
,
then with high probability, there exists Y ∈ range(Rp)
satisfying
‖λPT ⊥(Φ) + PT ⊥(Y )‖ <
1
32
+ α2,
and ∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F ≤ l32√2 ,
where
α1 =
∥∥UrV Tr − λPT (Φ)∥∥F , α2 = ‖λPT ⊥(Φ)‖ ,
ξ1 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞) ,
and
ξ2 =
∥∥UrV Tr − λPT (Φ)∥∥µ(∞,2) .
Now we are ready to prove Theorem 1. Consider any
feasible solution (X⋆+Z) to problem (4) for non-zero matrix
Z ∈ {Z : Rp(Z) = 0}. Let W ∈ Rn×n be a matrix
satisfying W ∈ {W :W TUr = 0,WVr = 0, ‖W ‖ ≤ 1}
and 〈W ,PT ⊥(Z)〉 = ‖PT ⊥(Z)‖∗. Then we have W =
PT ⊥(W ) and UrV Tr +W ∈ ∂ ‖X⋆‖∗. According to the
definition of subdifferential, for any non-zero matrix Z ∈
ker(Rp), we have
‖X⋆ +Z‖∗ − λ 〈Φ,X⋆ +Z〉
≥ ‖X⋆‖∗ − λ 〈Φ,X⋆〉+
〈
UrV
T
r +W − λΦ,Z
〉
(16)
Let Y ∈ range(Rp), then we have 〈Y ,Z〉 = 0 and
‖X⋆ +Z‖∗ − λ 〈Φ,X⋆ +Z〉
≥ ‖X⋆‖∗ − λ 〈Φ,X⋆〉+
〈
UrV
T
r +W − λΦ− Y ,Z
〉
Using Holder’s inequality and the properties of W yields〈
UrV
T
r +W − λΦ− Y ,Z
〉
=
〈
UrV
T
r − λPT (Φ)− PT (Y ),PT (Z)
〉
+ 〈W − λPT ⊥(Φ)− PT ⊥(Y ),PT ⊥(Z)〉
≥ −
∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F ‖PT (Z)‖F
+ (1 − ‖λPT ⊥(Φ) + PT ⊥(Y )‖) ‖PT ⊥(Z)‖∗
≥ − ∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F ‖PT (Z)‖F
+ (1 − ‖λPT ⊥(Φ) + PT ⊥(Y )‖) ‖PT ⊥(Z)‖F .
where the second inequality follows from ‖PT ⊥(Z)‖∗ ≥
‖PT ⊥(Z)‖F .
Suppose the assumptions of Lemma 3 is satisfied, using
Lemma 3 yields〈
UrV
T
r +W − λΦ− Y ,Z
〉
≥ − l
32
√
2
‖PT (Z)‖F +
(
31
32
− α2
)
‖PT ⊥(Z)‖F
(17)
> − l
32
√
2
‖PT (Z)‖F +
1
32
‖PT ⊥(Z)‖F ≥ 0, (18)
where the last inequality applies Lemma 2, and mini,j pij ≥
l2. Here, we assign
l2 ,
r logn
n
,
and the corresponding bound of probability becomes
1 ≥ pij & max
{
log
(
α21n
r logn
)
, 1
}
· (µi + νj) r log n
n
·max
{
(2ξ1 + ξ2)
2 , 1
}
By incorporating (17) into (16), we have
‖X⋆ +Z‖∗ − λ 〈Φ,X⋆ +Z〉 > ‖X⋆‖∗ − λ 〈Φ,X⋆〉
for any non-zero matrix Z ∈ {Z : Rp(Z) = 0}, which
completes the proof.
APPENDIX B
PROOF OF LEMMA 3
In this section, we use the golfing scheme to construct the
dual certificate by following [25], [37], [40]. Before proving
Lemma 3, let’s review some useful lemmas which will be used
in the proof.
Lemma 4 (Lemma 10, [37]). Consider a fixed X ∈ Rn×n.
For some universal constant ∆ ≥ 1, if
∆2 (µi + νj) r logn
n
. pij ≤ 1, ∀ i, j ∈ [1 : n],
holds, then
‖(Rp − I) (X)‖ ≤ 1
∆
(‖X‖µ(∞) + ‖X‖µ(∞,2)) ,
except with a probability of at most n−20. Here, I(·) is the
identity operator.
Lemma 5 (Lemma 11, [37]). Consider a fixed matrix X ∈
T ⊂ Rn×n (i.e., PT (X) =X). Then except with a probabil-
ity of at most n−20, it holds that
‖(PT − PTRpPT ) (X)‖µ(∞,2)
≤ 1
2
‖X‖µ(∞) +
1
2
‖X‖µ(∞,2),
as long as (15) holds.
Lemma 6 (Lemma 12, [37]). Consider a fixed matrix X ∈
T ⊂ Rn×n. Then except with a probability of at most n−20,
it holds that
‖(PT − PTRpPT ) (X)‖µ(∞) ≤
1
2
‖X‖µ(∞),
as long as (15) holds.
Armed with these lemmas, we are ready to prove Lemma 3.
In order to measure X⋆, we use K independent measurement
operator Rq(·) instead of Rp(·), which means the probability
pij and qij satisfies
(1− qij)K = 1− pij , i, j = 1, . . . , n, (19)
for given K .
Define W0 = UrV
T
r − λPT (Φ) and set Yk =∑k
j=1Rq(Wj−1), Wk = UrV Tr − λPT (Φ) − PT (Yk) for
k = 1, . . . ,K . Then for k = 1, . . . ,K , we have
Wk = UrV
T
r − λPT (Φ)− PT (Yk−1 +Rq(Wk−1))
= UrV
T
r − λPT (Φ)− PT (Yk−1)− PT (Rq(Wk−1))
=Wk−1 − PT (Rq(Wk−1))
= (PT − PTRqPT ) (Wk−1).
According to Lemma 1, we have
‖Wk‖F = ‖(PT − PTRqPT ) (Wk−1)‖F ≤
1
2
‖Wk−1‖F ,
except with a probability of at most n−20, as long as
(µi + νj) r logn
n
. qij ≤ 1, ∀i, j ∈ [1 : n].
By iteration, we obtain
‖WK‖F ≤ 2−K ‖W0‖F ,
except with a probability of at most Kn−20,
Let Y = YK , then
‖WK‖F =
∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F
≤ 2−K ‖W0‖F ,
except with a probability of at most Kn−20. Let
K = max
{
log
(
32
√
2α1
l
)
, 1
}
,
where l−1 is polynomial in n. Then we have∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F ≤ 2−K ‖W0‖F
= 2−Kα1 ≤ l
32
√
2
,
except with a probability of at most
Kn−20 = O(log(α1n)) · n−20 = o(n−19).
From the triangle inequality, we have
‖λPT ⊥(Φ) + PT ⊥(Y )‖ ≤ ‖PT ⊥(Y )‖+ ‖λPT ⊥(Φ)‖ .
(20)
From Lemma 4, except with a probability of at mostKn−20 =
o(n−19), we have
‖PT ⊥(Y )‖ ≤
K∑
j=1
‖PT ⊥Rq(Wj−1)‖
=
K∑
j=1
‖PT ⊥ (Rq(Wj−1)−Wj−1)‖
≤
K∑
j=1
‖(Rq − I)Wj−1‖
≤ 1
∆
K∑
j=1
(‖Wj−1‖µ(∞) + ‖Wj−1‖µ(∞,2)) ,
as long as
∆2 (µi + νj) r logn
n
. qij ≤ 1, ∀i, j ∈ [1 : n].
The second line holds since Wj−1 = PT (Wj−1) and the
third line holds since ‖PT ⊥(X)‖ ≤ ‖X‖ for anyX ∈ Rn×n.
Using Lemma 6 leads to
‖Wj−1‖µ(∞) = ‖(PT − PTRqPT ) (Wj−2)‖µ(∞)
≤ 1
2
‖Wj−2‖µ(∞) ,
except with a probability of at most n−20, as long as
(µi + νj) r logn
n
. qij ≤ 1, ∀i, j ∈ [1 : n].
By iteration, we obtain
‖Wj−1‖µ(∞) ≤
1
2j−1
‖W0‖µ(∞)
except with a probability of at most o(n−19), since j ≤ K .
By using Lemma 5, we obtain
‖Wj−1‖µ(∞,2) = ‖(PT − PTRqPT ) (Wj−2)‖µ(∞,2)
≤ 1
2
‖Wj−2‖µ(∞) +
1
2
‖Wj−2‖µ(∞,2),
≤ j − 1
2j−1
‖W0‖µ(∞) +
1
2j−1
‖W0‖µ(∞,2),
except with a probability of at most o(n−19) due to the fact
j ≤ K .
It follows that
‖PT ⊥(Y )‖ ≤
1
∆
K∑
j=1
j
2j−1
‖W0‖µ(∞)
+
1
∆
K∑
j=1
1
2j−1
‖W0‖µ(∞,2)
<
1
∆
(
4 ‖W0‖µ(∞) + 2 ‖W0‖µ(∞,2)
)
,
where
∑K
j=1 j · 2−(j−1) < 4 and
∑K
j=1 2
−(j−1) < 2 for finite
K .
Then except with a probability of at most o(n−19),
‖PT ⊥(Y )‖ <
4ξ1 + 2ξ2
∆
=
1
32
,
provided that
∆2 (µi + νj) r logn
n
. qij ≤ 1, ∀i, j ∈ [1 : n].
where we set ∆ = 128ξ1 + 64ξ2.
So we conclude that if
max
{
(2ξ1 + ξ2)
2 , 1
}
· (µi + νj) r logn
n
. qij ≤ 1,
we have
‖λPT ⊥(Φ) + PT ⊥(Y )‖ <
1
32
+ α2
and ∥∥UrV Tr − λPT (Φ)− PT (Y )∥∥F ≤ l32√2 ,
except with a probability of at most o(n−19). Finally, accord-
ing to (19), if {qij} are small enough, which means n is large
enough, we have
pij = 1− (1 − qij)K & Kqij
& max
{
log
(α1
l
)
, 1
}
· (µi + νj) r logn
n
·
max
{
(2ξ1 + ξ2)
2
, 1
}
.
APPENDIX C
PROOF OF A GENERAL CASE OF THEOREM 2
Here, we consider a non-symmetric desired matrix X⋆. Let
Ur = span(Ur) and Vr = span(Vr) denote the r-dimensional
column and row spaces of X⋆, respectively. Assume that the
prior subspace information of the r-dimensional column and
row spaces of X⋆, denoted by U˜r and V˜r respectively, is
available to us. By leveraging the prior subspace information,
we modify matrix completion procedure (4) as follows
min
X
‖X‖∗ − λ 〈Φ,X〉 s.t. Y = Rp(X), (21)
where Φ = U˜rV˜
T
r , U˜r ∈ Rn×r and V˜r ∈ Rn×r are the
orthonormal bases for subspaces U˜r and V˜r respectively, and
λ ∈ [0, 1] is a tradeoff parameter.
We first introduce an important result in matrix analysis
[25], [57]. Throughout the paper, In ∈ Rn×n denotes identity
matrix and 0n ∈ Rn×n denote all-zero matrix. A simple
extension of [25, Lemma 3] achieves the following general
result.
Lemma 7. Consider a rank-r matrix X ∈ Rn×n. Let Ur
and U˜r ∈ Rn×r be orthonormal bases for r-dimensional sub-
spaces Ur = span(X) and U˜r, respectively. And let the SVD of
UTr U˜r = LL cos(Γ)R
T
L , where LL ∈ Rr×r and RL ∈ Rr×r
are orthogonal matrices, Γ = diag{γ1, . . . , γr} ∈ Rr×r is a
diagonal matrix, which contains the principal angles between
Ur and U˜r with π/2 ≥ γ1 ≥ γ2 ≥ · · · ≥ γr ≥ 0. The diagonal
matrix cos(Γ) is defined as
cos(Γ) , diag{cosγ1, cos γ2, . . . , cos γr} ∈ Rr×r,
and sin(Γ) ∈ Rr×r is defined likewise. Then, there exist
U ′r , U˜
′
r ∈ Rn×r, and U ′′n−2r ∈ Rn×(n−2r) such that
BL =
[
Ur U
′
r U
′′
n−2r
] LL LL
In−2r

︸ ︷︷ ︸
,CL
∈ Rn×n,
B˜L =
[
U˜r U˜
′
r U
′′
n−2r
] RL RL
In−2r

︸ ︷︷ ︸
,DL
∈ Rn×n,
are orthonormal bases for Rn. Furthermore, we have
BTL B˜L =
 cos(Γ) sin(Γ)− sin(Γ) cos(Γ)
In−2r
 .
For r-dimensional subspaces Vr = span(XT ) and V˜r, let
Vr and V˜r ∈ Rn×r be orthonormal bases for Vr and V˜r,
respectively. Let the SVD of V Tr V˜r = LR cos(H)R
T
R with
orthogonal matrices LR,RR ∈ Rr×r and diagonal matrix
H ∈ Rr×r, we use the same way to construct the orthonormal
bases
BR =
[
Vr V
′
r V
′′
n−2r
] LR LR
In−2r

︸ ︷︷ ︸
,CR
∈ Rn×n,
B˜R =
[
V˜r V˜
′
r V
′′
n−2r
] RR RR
In−2r

︸ ︷︷ ︸
,DR
∈ Rn×n,
such that
BTRB˜R =
 cos(H) sin(H)− sin(H) cos(H)
In−2r
 .
Similarly, the diagonal matrixH = diag{η1, . . . , ηr} ∈ Rr×r
contains the principal angles between Vr and V˜r in a non-
decreasing order.
Define the leverage scores of subspace U˘ = span([Ur , U˜r])
and V˘ = span([Vr, V˜r]) as follows
µ˘i , µi(U˘), i = 1, 2, . . . , n, (22)
ν˘j , νj(V˘), j = 1, 2, . . . , n. (23)
Under the assumptions of Lemma 7, we can give the bound
(or value) of α1, α2, ξ1 and ξ2 by using the following notations
Acc = LL cos(Γ)R
T
LRR cos(H)L
T
R,
Acs = LL cos(Γ)R
T
LRR sin(H)L
T
R,
Asc = LL sin(Γ)R
T
LRR cos(H)L
T
R,
Ass = LL sin(Γ)R
T
LRR sin(H)L
T
R.
Lemma 8. For W0 = UrV
T
r − λPT (U˜rV˜ Tr ) and
PT ⊥(U˜rV˜ Tr ), it holds that
‖W0‖F = α1,
∥∥∥λPT ⊥(U˜rV˜ Tr )∥∥∥ = α2,
‖W0‖µ(∞,2) ≤ α3β, ‖W0‖µ(∞) ≤ α3β,
where
α21 = ‖Ir − λAcc‖2F + ‖λAcs‖2F + ‖λAsc‖2F
α2 = ‖λAss‖ , α3 = ‖Ir − λAcc‖+ ‖λAsc‖+ ‖λAcs‖ ,
and
β = 1 ∨
√
2max
i
µ˘i
µi
∨
√
2max
j
ν˘i
νi
.
The proof of Lemma 8 is deferred to Appendix D.
Remark 5. In this case, the optimal choice of λ is
λ⋆ =
tr(Acc)
‖Acc‖2F + ‖Acs‖2F + ‖Asc‖2F
, (24)
which will achieve the minimum of α21
α21 = r −
tr2(Acc)
‖Acc‖2F + ‖Acs‖2F + ‖Asc‖2F
.
A direct corollary of Lemma 8 for symmetric low-rank
matrices is as follows.
Lemma 9. For W0 = UrU
T
r − λPT (U˜rU˜Tr ) and
PT ⊥(U˜rU˜Tr ), it holds that
‖W0‖F = α1,
∥∥∥λPT ⊥(U˜rV˜ Tr )∥∥∥ = α2,
‖W0‖µ(∞,2) ≤ α3β, ‖W0‖µ(∞) ≤ α3β,
where
α21 = λ
2
[
r −
r∑
i=1
sin4 γi
]
− 2λ
r∑
i=1
cos2 γi + r,
α2 = λ max
i
{sin2 γi},
α3 = max
i
{1− λ cos2 γi}+ 2λ max
i
{cosγi sin γi},
and
β = 1 ∨
√
2max
i
µ˘i
µi
.
Proof: For symmetric matrix, we have RTLRR = Ir, and
then
Acc = LL cos(Γ) cos(Γ)L
T
L ,Acs = LL cos(Γ) sin(Γ)L
T
L ,
Asc = LL sin(Γ) cos(Γ)L
T
L ,Ass = LL sin(Γ) sin(Γ)L
T
L .
By using the orthogonal invariance, we have
α21 = ‖Ir − λ cos(Γ) cos(Γ)‖2F + 2 ‖λ cos(Γ) sin(Γ)‖2F ,
α2 = ‖λ sin(Γ) sin(Γ)‖ ,
α3 = ‖Ir − λ cos(Γ) cos(Γ)‖ + 2 ‖λ cos(Γ) sin(Γ)‖ .
Incorporating the definition of Γ completes the proof.
Then by combining Theorem 1 and Lemma 8, we achieve
the following results.
Theorem 3. Let X⋆ ∈ Rn×n be a rank-r matrix with thin
SVD X⋆ = UrΣrV
T
r for Ur ∈ Rn×r,Vr ∈ Rn×r and Σr ∈
R
r×r. Let the column and row subspaces of X⋆ be Ur =
span(Ur) and Vr = span(Vr), respectively. Assume that the
r-dimensional prior subspace information U˜r about Ur and
V˜r about Vr is known beforehand. Let Γ ∈ Rr×r be diagonal
whose entries are the principal angles between Ur and U˜r and
H ∈ Rr×r be diagonal whose entries are the principal angles
between Vr and V˜r. Let µi, νj , µ˘i and ν˘j be the leverage
scores defined as before. If
1 ≥ pij & max
{
log
(
α21n
r logn
)
, 1
}
· (µi + νj) r log n
n
·max{α23β2, 1}
for all i, j = 1, . . . , n, and
α2 <
15
16
,
then with high probability, we can achieve exact recovery of
X⋆ by solving the program (13), where
α21 = ‖Ir − λAcc‖2F + ‖λAcs‖2F + ‖λAsc‖2F
α2 = ‖λAss‖ , α3 = ‖Ir − λAcc‖+ ‖λAsc‖+ ‖λAcs‖ ,
and
β = 1 ∨
√
2max
i
µ˘i
µi
∨
√
2max
j
ν˘i
νi
.
APPENDIX D
PROOF OF LEMMA 8
In this section, we will use principal angles between sub-
spaces to bound ‖W0‖F , ‖W0‖µ(∞) and ‖W0‖µ(∞,2) and
PT ⊥(U˜rV˜ Tr ), where W0 = UrV Tr − λPT (U˜rV˜ Tr ). Before
that, we give an alternative expression of W0 first. For
convenience, we review the definition
Acc = LL cos(Γ)R
T
LRR cos(H)L
T
R,
Acs = LL cos(Γ)R
T
LRR sin(H)L
T
R,
Asc = LL sin(Γ)R
T
LRR cos(H)L
T
R,
Ass = LL sin(Γ)R
T
LRR sin(H)L
T
R.
We know UTr U˜r = LL cos(Γ)R
T
L and V
T
r V˜r =
LR cos(H)R
T
R. Besides, Lemma 7 immediately implies that
Ur = BL
 LTL0r
0(n−2r)×r
 , U˜r = BL
 cos(Γ)RTL− sin(Γ)RTL
0(n−2r)×r
 ,
Vr = BR
 LTR0r
0(n−2r)×r
 , V˜r = BR
 cos(H)RTR− sin(H)RTR
0(n−2r)×r
 .
By incorporating the above expressions, we have
PT (U˜rV˜ Tr ) = UrUTr U˜rV˜ Tr + U˜rV˜ Tr VrV Tr
−UrUTr U˜rV˜ Tr VrV Tr
= BLC
T
L
 Acc −Acs−Asc 0r
0n−2r
CRBTR.
So we have
W0 = UrV
T
r − λPT (U˜rV˜ Tr )
= BLC
T
L
 Ir − λAcc λAcsλAsc 0r
0n−2r
CRBTR.
(25)
1) The new expression of ‖W0‖F . Expressing W0 by the
principal angles (25) yields
‖W0‖F
=
∥∥∥UrV Tr − λPT (U˜rV˜ Tr )∥∥∥
F
=
∥∥∥∥∥∥BLCTL
 Ir − λAcc λAcsλAsc 0r
0n−2r
CRBTR
∥∥∥∥∥∥
F
=
∥∥∥∥∥∥
 Ir − λAcc λAcsλAsc 0r
0n−2r

∥∥∥∥∥∥
F
=
∥∥∥∥[ Ir − λAcc λAcsλAsc 0r
]∥∥∥∥
F
where the third equality holds due to the rotational invariance.
2) The bound of ‖W0‖µ(∞). By using (25), the definition of
BL and BR and the triangle inequality, we have
‖W0‖µ(∞)
≤
∥∥∥∥∥
(
rM
n
)− 1
2
Ur · (Ir − λAcc) · V Tr
(
rN
n
)− 1
2
∥∥∥∥∥
∞
+
∥∥∥∥∥
(
rM
n
)− 1
2
U ′r · λAsc · V Tr
(
rN
n
)− 1
2
∥∥∥∥∥
∞
+
∥∥∥∥∥
(
rM
n
)− 1
2
Ur · λAcs · V ′r T
(
rN
n
)− 1
2
∥∥∥∥∥
∞
.
By using
‖XY ‖∞ ≤ ‖X‖(∞,2) ‖Y ‖(∞,2) (26)
and
‖XY ‖(∞,2) ≤ ‖X‖(∞,2) ‖Y ‖ , (27)
we have
‖W0‖µ(∞)
≤
∥∥∥∥∥
(
rM
n
)− 1
2
Ur
∥∥∥∥∥
(∞,2)
‖Ir − λAcc‖
∥∥∥∥∥
(
rN
n
)− 1
2
Vr
∥∥∥∥∥
(∞,2)
+
∥∥∥∥∥
(
rM
n
)− 1
2
U ′r
∥∥∥∥∥
(∞,2)
‖λAsc‖
∥∥∥∥∥
(
rN
n
)− 1
2
Vr
∥∥∥∥∥
(∞,2)
+
∥∥∥∥∥
(
rM
n
)− 1
2
Ur
∥∥∥∥∥
(∞,2)
‖λAcs‖
∥∥∥∥∥
(
rN
n
)− 1
2
V ′r
∥∥∥∥∥
(∞,2)
.
Then we can obtain
‖W0‖µ(∞) ≤ ‖Ir − λAcc‖+ ‖λAsc‖
√
2max
i
µ˘i
µi
+ ‖λAcs‖
√
2max
j
ν˘i
νi
≤ (‖Ir − λAcc‖+ ‖λAsc‖+ ‖λAcs‖) ·(
1 ∨
√
2max
i
µ˘i
µi
∨
√
2max
j
ν˘i
νi
)
,
where the first inequality applies the following properties∥∥∥∥∥
(
rM
n
)− 1
2
Ur
∥∥∥∥∥
(∞,2)
= 1,
∥∥∥∥∥
(
rN
n
)− 1
2
Vr
∥∥∥∥∥
(∞,2)
= 1,
∥∥∥∥∥
(
rM
n
)− 1
2
U ′r
∥∥∥∥∥
(∞,2)
≤
√
2max
i
µ˘i
µi
,
∥∥∥∥∥
(
rN
n
)− 1
2
V ′r
∥∥∥∥∥
(∞,2)
≤
√
2max
j
ν˘i
νi
, (28)
which are obtained by standard calculation [25].
3) The bound of ‖W0‖µ(∞,2). We recall the definition of
‖W0‖µ(∞,2) as follows
‖W0‖µ(∞,2)
=
∥∥∥∥∥
(
rM
n
)− 1
2
W0
∥∥∥∥∥
(∞,2)
∨
∥∥∥∥∥
(
rN
n
)− 1
2
W T0
∥∥∥∥∥
(∞,2)
.
Now we bound
∥∥∥(rM/n)−1/2W0∥∥∥
(∞,2)
first
∥∥∥∥∥
(
rM
n
)− 1
2
W0
∥∥∥∥∥
(∞,2)
=
∥∥∥∥∥∥
(
rM
n
)− 1
2
BLC
T
L
 Ir − λAcc λAcsλAsc 0r
0n−2r

∥∥∥∥∥∥
(∞,2)
,
where the above equality uses the rotational invariance. Using
triangle inequality yields∥∥∥∥∥
(
rM
n
)− 1
2
W0
∥∥∥∥∥
(∞,2)
≤
∥∥∥∥∥
(
rM
n
)− 1
2
Ur · (Ir − λAcc)
∥∥∥∥∥
(∞,2)
+
∥∥∥∥∥
(
rM
n
)− 1
2
U ′r · λAsc
∥∥∥∥∥
(∞,2)
+
∥∥∥∥∥
(
rM
n
)− 1
2
Ur · λAcs
∥∥∥∥∥
(∞,2)
.
By using (27) and (28), we obtain∥∥∥∥∥
(
rM
n
)− 1
2
W0
∥∥∥∥∥
(∞,2)
≤
∥∥∥∥∥
(
rM
n
)− 1
2
Ur
∥∥∥∥∥
(∞,2)
‖Ir − λAcc‖
+
∥∥∥∥∥
(
rM
n
)− 1
2
U ′r
∥∥∥∥∥
(∞,2)
‖λAsc‖
+
∥∥∥∥∥
(
rM
n
)− 1
2
Ur
∥∥∥∥∥
(∞,2)
‖λAcs‖
≤ ‖Ir − λAcc‖+ ‖λAsc‖
√
2max
i
µ˘i
µi
+ ‖λAcs‖ .
Similarly, we have the other bound∥∥∥∥∥
(
rN
n
)− 1
2
W T0
∥∥∥∥∥
(∞,2)
≤ ‖Ir − λAcc‖
+ ‖λAsc‖+ ‖λAcs‖
√
2max
i
ν˘i
νi
.
Therefore, we obtain
‖W0‖µ(∞,2) ≤ (‖Ir − λAcc‖+ ‖λAsc‖+ ‖λAcs‖) ·(
1 ∨
√
2max
i
µ˘i
µi
∨
√
2max
j
ν˘i
νi
)
.
4) The new expression of ‖λPT ⊥(Φ)‖. By applying rota-
tional invariance, we obtain∥∥∥PT ⊥(U˜rV˜ Tr )∥∥∥ = ∥∥∥U˜rV˜ Tr − PT (U˜rV˜ Tr )∥∥∥
=
∥∥∥∥∥∥BLCTL
 Acc −Acs−Asc Ass
0n−2r
CRBTR
−BLCTL
 Acc −Acs−Asc 0r
0n−2r
CRBTR
∥∥∥∥∥∥
=
∥∥∥∥∥∥BLCTL
 0r 0r0r Ass
0n−2r
CRBTR
∥∥∥∥∥∥
= ‖Ass‖ .
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