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Abstract
Let T⊂ R be a time-scale, with a = infT, b = supT. We consider the nonlinear boundary value
problem
−[p(t)u∆(t)]∆ + q(t)uσ (t) = λf (t, uσ (t)), on T, (1)
u(a) = u(b) = 0, (2)
where λ ∈R+ := [0,∞), and f :T×R→R satisfies the conditions
f (t, ξ) > 0, (t, ξ) ∈ T×R,
f (t, ξ) > fξ (t, ξ)ξ, (t, ξ) ∈ T×R+.
We prove a strong maximum principle for the linear operator defined by the left-hand side of (1),
and use this to show that for every solution (λ,u) of (1)–(2), u is positive on T \ {a, b}. In addition,
we show that there exists λmax > 0 (possibly λmax = ∞), such that, if 0  λ < λmax then (1)–(2)
has a unique solution u(λ), while if λ  λmax then (1)–(2) has no solution. The value of λmax is
characterised as the principal eigenvalue of an associated weighted eigenvalue problem (in this re-
gard, we prove a general existence result for such eigenvalues for problems with general, nonnegative
weights).
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1. Introduction
In this paper we investigate the structure of the solution set of a nonlinear Sturm–
Liouville boundary value problem defined on a time-scale. In order to state the problem
precisely we first briefly recall some basic definitions and results concerning time-scales.
Further details can be found in, for example, [2,12,17].
Let T⊂ R be nonempty, closed and bounded, and let a = infT, b = supT. Define the
jump operators σ,ρ :T→ T by
σ(t) := inf{s ∈ T: s > t}, ρ(t) := sup{s ∈ T: s < t},
for any t ∈ T (here we define inf∅ := b and sup∅ := a). A point t ∈ T is said to be left-
dense, left-scattered, right-dense, right-scattered if ρ(t) = t , ρ(t) < t , σ(t) = t , σ(t) > t ,
respectively. We endow T with the subspace topology inherited from R.
Now suppose that u :T→R. Continuity of u is defined in the usual manner. A function
u :T→R is said to be rd-continuous on T if it is continuous at all right-dense points in T
and has finite left-sided limits at all left-dense points. We let C0rd(T) (respectively C0(T))
denote the set of rd-continuous (respectively continuous) functions u :T→R, and let
|u|0,T := sup
{∣∣u(t)∣∣: t ∈ T}, u ∈ C0rd(T).
With this norm, the above spaces are Banach spaces.
Now define the sets
T
κ := T \ (ρ(b), b], Tκ2 := T \ (ρ2(b), b], T0 := T \ {a, b}.
The sets Tκ ,Tκ2 are closed (their construction successively removes isolated maximal
points from T), and to avoid trivial cases we suppose that Tκ2 \ {a} = ∅. Thus Tκ and Tκ2
are time-scales and so we can also define the above spaces and norms using Tκ and Tκ2
instead of T.
A function u :T→R is differentiable at t ∈ Tκ if there exists a number u∆(t) with the
following property: for any  > 0 there exists δ > 0 such that
s ∈ T and |t − s| < δ ⇒ ∣∣u(σ(t))− u(s) − u∆(t)(σ(t) − s)∣∣ ∣∣σ(t) − s∣∣.
We note the following:
(i) If b is left-scattered then this would not define u∆(b); however, this is exactly the case
for which b /∈ Tκ .
(ii) If b is left-dense then u∆(b) is, essentially, a left-derivative of u (likewise, u∆(a) is
a right-derivative of u, although this is well defined whether a is right-dense or right-
scattered).
If u is differentiable at every t ∈ Tκ then u is said to be differentiable. It can be shown
that if u is differentiable at t then u is continuous at t , and so, if u is differentiable then
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are differentiable and for which u∆ ∈ C0rd(Tκ ) (respectively u∆ ∈ C0(Tκ)). With the norm
|u|1,T := |u|0,T + |u∆|0,Tκ , u ∈ C1rd(T),
these spaces are again Banach spaces.
The second derivative of u at t ∈ Tκ2 is defined to be u∆∆(t) := (u∆)∆(t), and we
define the spaces C2rd(T), C
2(T), and a norm | · |2,T on these spaces, in a similar manner.
We consider the nonlinear boundary value problem
−[pu∆]∆(t) + q(t)uσ (t) = λf (t, uσ (t)), t ∈ Tκ2 , (1.1)
u(a) = u(b) = 0, (1.2)
where p ∈ C1(T), q ∈ C0rd(T), p(t) > 0 and q(t) 0 for t ∈ T, λ ∈R+ := [0,∞), uσ :=
u ◦ σ :T→R, and the function f :Tκ2 ×R→R is continuous (continuity on Tκ2 ×R is
defined in the obvious manner). We remark that the formulation of this problem appears
slightly different to that typically used in the existing literature. Specifically, the right-
hand boundary condition in (1.2) is imposed at b and Eq. (1.1) is assumed to hold in Tκ2 .
This formulation has been chosen to avoid any ambiguity about where (1.1) is assumed
to hold, and to ensure that we only assume that (1.1) holds at points where the required
derivatives exist—some previous papers on time-scale boundary value problems seem to
be ambiguous, or appear to require derivatives to exist at points where they are not well
defined.
Note that, in general, even if u ∈ C0(T), we only have uσ ∈ C0rd(T), and hence
f (·, uσ (·)) ∈ C0rd(Tκ
2
), so a solution of the problem (1.1)–(1.2) will be defined to be a pair
(λ,u) ∈ R+ × C2rd(T) satisfying (1.1) at each t ∈ Tκ
2
, and satisfying (1.2). By a positive
solution, we mean a solution (λ,u) for which u(t) > 0, t ∈ T0.
In addition, we assume throughout that
f (t, ξ) > 0, (t, ξ) ∈ Tκ2 ×R, (1.3)
and also that f has a continuous partial derivative fξ on Tκ
2 ×R+, which satisfies
f (t, ξ) > fξ (t, ξ)ξ, (t, ξ) ∈ Tκ2 ×R+. (1.4)
It will be seen below that (1.3) ensures that only positive solutions of (1.1)–(1.2) occur, so
beyond this the behaviour of f (t, ξ) when ξ < 0 is irrelevant.
The study of positive solutions of nonlinear Sturm–Liouville boundary value problems
on time-scales has received some attention over recent years, see Chapter 7 of [3] for
a review and also the recent paper [13]. Existence, nonexistence and multiplicity results
have been obtained by imposing a variety of conditions on f , similar to those given above.
In particular, [11] considers more general boundary conditions and supposes that f (t, ξ)
cξ , (t, ξ) ∈ Tκ2 ×R+, for some constant c > 0. It is then shown that there exists numbers
λ1  λ0 > 0 such that if 0 < λ < λ0 then (1.1)–(1.2) has at least one positive solution u,
while if λ  λ1 then (1.1)–(1.2) has no positive solution. The general method of proof of
these results is to use a fixed point theorem for positive cones.
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maximum principle for the linear operator defined by the left-hand side of (1.1), and a
general existence result for principal eigenvalues of weighted eigenvalue problems as-
sociated with this operator, with general, nonnegative weights. Weaker forms of these
results have been proved previously, see below for references. Using these results (and
assuming (1.3)–(1.4)), we show in Section 3 that u is positive on T0 for every solution
(λ,u) ∈ R+ × C2rd(T) of (1.1)–(1.2). Furthermore, the set of all such solutions forms
a C1 curve in R+ × C2rd(T), emanating from (λ,u) = (0,0) and parameterised by λ on
some maximal interval [0, λmax) (λmax may be ∞). In particular, for every λ ∈ [0, λmax)
the problem (1.1)–(1.2) has a unique solution u(λ) and, if λmax < ∞, then no solutions
exist for λ  λmax. In addition, λmax is shown to be the principal eigenvalue of an as-
sociated weighted eigenvalue problem, where the weight function is given by the limit
limξ→∞ f (·, ξ)/ξ .
In the usual differential equation case (that is, with T = [a, b]) this problem has
been considered in many papers, for example, [4,5,7,14–16,19]. Detailed results have
been obtained in [4] and [16] by using quadrature to derive an explicit formula for so-
lutions (λ(p),u(p)) ∈ R+ × C2(T ) as functions of the parameter p = |u(p)|0. Results
on the shape of the curve of solutions can then be obtained by investigating the func-
tion p → λ(p). Such a formula for the solutions is not readily available in the general
time-scale case (or even in the differential equations case when f depends on t). Similar
results have also been obtained in Section 4 of [5], and in [14,15,18], where the strategy
is to use the implicit function theorem to construct a solution curve in R × C2(T), and
then investigate the structure of this curve directly. The approach we adopt is similar to
this.
The condition (1.4) seems somewhat restrictive, but it is known that in the differential
equation case, under additional convexity conditions on f , this condition is necessary and
sufficient for the uniqueness of the solutions for all λ ∈ [0, λmax) (see Theorem 3.2 of [16]
and the discussion in [4], or [18]). We do not impose any convexity or monotonicity con-
ditions on f , beyond condition (1.4). In fact, if f is decreasing then (1.4) is automatically
satisfied. Therefore, although the main aim of this paper is to study (1.1)–(1.2) on times
scales, our results also extend those for the differential equation case. Additionally, in Re-
mark 3.9 below we observe that, for certain types of time-scales, if the strict inequality in
(1.4) is relaxed to allow equality then the solution curve may have ‘vertical’ portions, so
that the uniqueness of solution (for λ ∈ [0, λmax)) is lost and the main result of the paper
no longer holds. The behaviour described in this remark only occurs for certain types of
time-scales, and cannot occur in a differential equation problem.
2. General results on time-scales
Basic results on differentiation and integration on time-scales are described and proved
in [12]. Lemma 2.1 in [8] summarises the results that we will require below. The following
result is the time-scale analogue of the strong maximum principle for ordinary differential
equations. The weak form of this result is proved in [10], but we will require the strong
counterpart.
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conditions hold:
(i) u is not constant on T;
(ii) l(u) := −[pu∆]∆ + quσ exists and l(u) 0 on Tκ2 .
Then, defining m(u) := min{0, u(a), u(b)}, the following results hold:
(I) u(t) > m(u), t ∈ T0;
(II) if u(a) = m(u) then u∆(a) > 0; if u(b) = m(u) then u∆(ρ(b)) < 0.
Proof. Suppose there exists t0 ∈ T0 such that u(t0)  m(u). Then we may also suppose
that u(t0) = min{u(t): t ∈ T0}m(u) 0. Clearly, u∆(t0) 0. We consider three cases.
(a) Suppose that t0 is left-scattered. Then u∆(ρ(t0)) 0 and ρ(t0) ∈ Tκ2 so l(u)(ρ(t0))
 0, and hence
0−q(ρ(t0))u(t0) + l(u)(ρ(t0))= −[pu∆]∆(ρ(t0))
= −p(t0)u
∆(t0) − p(ρ(t0))u∆(ρ(t0))






(b) Suppose that t0 is left and right-dense. A similar argument shows that the analogues
of (2.1) and (2.2) again hold (at t0 = ρ(t0) ∈ Tκ2 ).
(c) Suppose that t0 is left-dense and right-scattered. If u∆(t0) > 0 then, since u ∈ C1(T),
u∆(t) > 0 for t in a left neighbourhood of t0 in T0. But this would contradict the minimality
of u at t0, so we must have u∆(t0) = 0, and hence u(σ(t0)) = u(t0). If σ(t0) < b then we
may replace t0 with σ(t0) and suppose instead that case (a) holds. Thus, case (c) reduces
to the situation σ(t0) = b, with u(t0) = u(b) = m(u).
We now observe that if l(u) > 0 on Tκ2 then cases (a) or (b) cannot hold, since this
would contradict (2.1), or its analogue in case (b). To exploit this observation we introduce
the following definitions. For α ∈ R and  > 0, let ψ(t) := 1 − exp(α(t − t0)), t ∈ T, and




Now suppose that u(t0) < m(u). Then case (a) or (b) must hold, and we can choose
 > 0 so that u(t0) < m(u). However, applying the above observation to the function u
shows that this cannot be true, so we conclude that u(t)m(u), t ∈ T0. Thus, the ‘weak
maximum principle’ holds for u (that is, (I) holds with  instead of >). Note that we have
not used hypothesis (i) to prove this result.
We now prove the strong maximum principle. Suppose that u(t0) = m(u). Since u is
nonconstant on T0 there exists t1 ∈ T0 such that u(t1) > m(u). Suppose first that t1 > t0
(and hence, case (c) does not hold). Choose α > 0 as above and  > 0 so that u(t1) >
u(t0) = m(u). Applying the weak maximum principle to u on the time-scale [t0, t1] ∩T
yields u(t)  min{0, u(t0)} = u(t0) on [t0, t1] ∩ T. Hence, u∆ (t0)  0, which implies
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Now suppose that t1 < t0 and choose α < 0 as above. A similar argument now shows that
u(t)  u(t0) on [t1, t0] ∩ T. Hence, in cases (b) and (c), we obtain u∆(t0) < 0 (using
continuity of u∆ at t0 in case (c)). This contradicts the results stated above in these cases.
In case (a) we deduce that u∆(ρ(t0)) < 0, which contradicts (2.2). This completes the proof
of (I), and these arguments also prove (II) (by replacing t0 with a or b). 
If q ≡ 0 then the inequalities in (2.1) do not depend on the sign of u(t0), so the above
proof yields the following strengthened result.
Theorem 2.2. If q ≡ 0 then Theorem 2.1 holds with m(u) := min{u(a),u(b)}.
We now describe some other preliminary results that will be required below. The fol-
lowing result is Lemma 2.2 in [8].
Lemma 2.3. The embeddings Ci+1rd (T) ↪→ Ci(T), i = 0,1, are compact.
Remark 2.4. In [8] it is assumed that neither a nor b is isolated in T, and some of the
main results of [8] depend on this assumption. However, the results that we quote from
[8] do not depend on this assumption and hold in the present setting (the proofs of these
results simply rely on standard time-scale analysis and are independent of the structure of
the underlying time-scale).
We now introduce some further Banach spaces. Let
X := {u ∈ C2rd(T): u satisfies (1.2)}, Z := C0rd(Tκ2),
with the norms | · |X := | · |2,T, | · |Z := | · |0,Tκ2 , respectively. We also define Iσ :C0rd(T) →
C0rd(T) by I
σ u = uσ for u ∈ C0rd(T). The operator Iσ is linear and, for u ∈ C0rd(T),





so Iσ is bounded. We will also regard Iσ as acting in subspaces of C0rd(T) (in particular,
Iσ :X → Z)—the context will make it clear what spaces we regard Iσ as acting in, so we
will not use a specific notation for this.
Lemma 2.5. The operator Iσ :X → Z is injective and compact.
Proof. We can regard Iσ :X → Z as the composition of the compact embedding X ↪→
C0rd(T) (by Lemma 2.3) with the bounded operator Iσ :C0rd(T) → C0rd(T) and the bounded
embedding C0rd(T) ↪→ Z defined by restriction to Tκ
2
. Hence Iσ :X → Z is compact.
Now suppose that there exists 0 = u ∈ X such that Iσ u ≡ 0 on Tκ2 . Then there exists
t0 ∈ T0 such that u(t0) = 0. If ρ(t0) < t0 then ρ(t0) ∈ Tκ2 and Iσ u(ρ(t0)) = u(t0) = 0,
which contradicts our choice of u. If ρ(t0) = t0 then t0 is left-dense and, by continuity,
there exists δ > 0 such that if t ∈ T and t0 − δ < t < t0 then t ∈ Tκ2 and u(t) = 0, and
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u(τ )v(τ )∆τ, u, v ∈ C0rd(T)
(the definition of the integral of C0rd functions over time-scales is described in [12]). We
note that, by definition, if ρ(b) < b then the values u(b), v(b) do not contribute to 〈u,v〉
(there is a contribution of the form u(ρ(b))v(ρ(b))(b − ρ(b))). Thus we can also define
〈u,v〉 for u,v ∈ C0rd(Tκ ), using the same definition.
We now define L :X → Z by
Lu := −[pu∆]∆ + quσ , u ∈ X.
Basic properties of L are given in the following lemma.
Lemma 2.6. The operator L is nonsingular (that is, it has a bounded inverse), and there
exist positive constants b1, b2, c such that, for all u,v ∈ X,
〈Lu,vσ 〉 = 〈uσ ,Lv〉, 〈Lu,uσ 〉 c〈uσ ,uσ 〉, (2.4)
b1|u|X  |Lu|Z  b2|u|X. (2.5)
Furthermore, L has a unique principal eigenvalue ω0 > 0, with a corresponding positive
eigenfunction φ0 ∈ X (that is, Lφ0 = ω0φσ0 ).
Remark 2.7. At first sight, the integrals in (2.4) do not appear to be well defined if ρ2(b) <
ρ(b), since Lu and Lv will then not be defined at ρ(b). However, the integrals in (2.4) only
contain products of the form (Lu)vσ and uσ (Lv), and by (1.2) the functions uσ , vσ are
zero at ρ(b), so we may define the values of these products to be zero at ρ(b). The integrals
are then well defined, by the remark following the definition of 〈· , ·〉. This procedure will
also be used below when taking inner products. The properties in (2.4) can now be obtained
using integration by parts. Of course, it is necessary to check the consistency of the above
definition with the integration by parts process.
Proof of Lemma 2.6. We sketch the details of the proof of the second inequality in (2.4).
Suppose that ρ2(b) < ρ(b) < b. The other cases are similar and more straightforward. We
now extend the domain of the function u∆ to T by assigning an arbitrary finite value to u∆
at b (this does not affect the values of u on T, and is equivalent to the process described in
the previous paragraph; the extended value of u∆ will not actually appear anywhere since
it will always be multiplied by zero). By the product rule for time-scale differentiation we
now have
(pu∆u)∆ = (pu∆)∆uσ + (pu∆)u∆, on Tκ . (2.6)
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tain 〈
(pu∆)∆,uσ
〉− 〈pu∆,u∆〉 = −(pu∆u)(b)+ (pu∆u)(a) = 0,
and hence
〈Lu,uσ 〉 = 〈quσ ,uσ 〉 + 〈pu∆,u∆〉 〈pu∆,u∆〉.
Now, if u = 0, we have 〈pu∆,u∆〉 > 0, so the desired result follows. The equality in (2.4)
can be proved similarly (see also [1]).
Now suppose that L is singular. Then it follows from Lemma 3.5 and Corollary 3.6 in
[8] that there exists a nonzero u ∈ X such that Lu = 0, and hence
0 = 〈Lu,uσ 〉 c〈uσ ,uσ 〉 > 0
(by Lemma 2.5). This contradiction proves that L is nonsingular. The inequalities (2.5)
follow immediately from this.
Finally, the existence of a principal eigenvalue follows from arguments similar to those
used in [6] (see also [1]). 
We also have the following corollary of Theorem 2.1.
Corollary 2.8. If u ∈ X and Lu 0 on Tκ2 , then either u ≡ 0 or u is positive on T0. In the
latter case, u∆(a) > 0, u∆(ρ(b)) < 0.
We now consider the following weighted eigenvalue problem:
Lv = λγ vσ , (2.7)
with a nonnegative weight function γ ∈ C0(Tκ2). The following theorem on the existence
of a principal eigenvalue for this problem is similar to Theorem 3.1 of [6] (which deals
with the case of a strictly positive weight function γ ).
Theorem 2.9 (Existence of principal eigenvalue). Suppose that γ ∈ C0(Tκ2) satisfies
γ  0 and γ ≡ 0 on Tκ2 . Then the eigenvalue problem (2.7) has a unique principal eigen-
value λ = ω0(γ ) (that is, there is a corresponding positive eigenfunction φ0(γ ) ∈ X). Also,
ω0(γ ) > 0.
Proof. We first prove uniqueness. Suppose that Lv = λγ vσ , Lw = µγwσ , with v,w pos-
itive. Then,
λ〈γ vσ ,wσ 〉 = 〈Lv,wσ 〉 = 〈vσ ,Lw〉 = µ〈γ vσ ,wσ 〉.
Since v,w are positive on T0, it follows from our assumptions on γ that 〈γ vσ ,wσ 〉 > 0.
Hence, we must have λ = µ.
We now prove existence.
Lemma 2.10. Suppose that there exists a constant δ > 0 such that γ (t) δ, t ∈ Tκ2 . Then
the result of Theorem 2.9 holds.
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However, the result can be proved in the same manner as in [6], using Corollary 2.8 to yield
the required positivity results (these results are obtained in [6] by using the explicit form
of the Green’s function for L; since we are using a more general L, this is not available
here). 
Remark 2.11. Apart from strict positivity, it is not clear what conditions are imposed on
the weight function in [6], but at least some measurability type condition is necessary for
the integral operators used there to be defined. To prove Lemma 2.10 it suffices to assume
that γ ∈ C0rd(Tκ
2
), however, our proof of Theorem 2.9 requires γ ∈ C0(Tκ2).
Now, for each integer n 1, define γn ∈ C0(Tκ2) by γn(t) := max{γ (t), n−1}, t ∈ Tκ2 .
Clearly, γn → γ in C0(Tκ2), and each γn satisfies the conditions of Lemma 2.10, so
the problem Lv = λγnvσ has a principal eigenvalue λn > 0 and a corresponding positive
eigenfunction φn ∈ X, satisfying |φn|X = 1.
Lemma 2.12. There exists a constant K > 0 such that λn K for all n 1.
Proof. Suppose that γ > 0 on an interval of nonzero length. Then we can obtain the re-
quired result by applying the standard Sturm comparison theorem for second order ordinary
differential equations on this interval.
Suppose now that γ is not strictly positive on any interval. Then there exists a point
t0 ∈ Tκ2 which is isolated in Tκ2 and has γ (t0) > 0. Since t0 ∈ Tκ2 is isolated, t0 < ρ(b).
Suppose now that t0 > a, and let t−1 = ρ(t0), t1 = σ(t0), and φn,i = φn(ti), i = −1,0,1.
From the eigenvalue problem, at t−1, we see that
c−1φn,−1 + c0φn,0 + c1φn,1 = λnγn(t−1)φn,0,
for some constants ci , independent of n, with c0 > 0 and c±1 < 0. Since φn is positive, we
must have
λnγ (t−1) λnγn(t−1) c0,
for all n 1, which proves the result in this case.
A similar argument also proves the result if t0 = a and γ ≡ 0 on Tκ2 \ {a}, which
completes the proof of the lemma. 
Now, by Lemmas 2.3 and 2.12, we may suppose that there exists λ∞ ∈ R+ and
φ∞ ∈ C0(T) such that λn → λ∞ and φn → φ∞ in C0(T). By restriction to Tκ2 we can
also say that φn → φ∞ in Z (we will not introduce a particular notation for the restricted
functions—a similar argument will be used below without further comment). Hence, by
taking limits in the eigenvalue problems and using (2.5), we see that φn → φ∞ in X,
Lφ∞ = λ∞γφσ∞, and
0 < b1  λn
∣∣γnφσn ∣∣ → λ∞∣∣γ∞φσ∞∣∣ .Z Z
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positive, φ∞  0 on T so, by Corollary 2.8, φ∞ is positive. Thus λ∞ > 0 is a principal
eigenvalue. This completes the proof. 
3. Main results
For any u ∈ X, let f (·, uσ ) ∈ Z denote the function t → f (t, uσ (t)). Then the problem
(1.1)–(1.2) can be rewritten as
Lu = λf (·, uσ ), (λ,u) ∈R× X. (3.1)
Let S denote the set of solutions (λ,u) of (3.1) in R+ × X. Since L is nonsingular, the
only solution of (3.1) with λ = 0 is (0,0). Let S0 denote the connected component of S
which contains (0,0).
We can now start to prove our results regarding S .
Theorem 3.1. For any (λ,u) ∈ S \ {(0,0)}, the function u is positive.
Proof. If u ≡ 0 then it follows from (1.3) and (3.1) that λ = 0. Now suppose that u ≡ 0
and λ > 0. Then (1.3) and Corollary 2.8 imply that u is positive. 
Lemma 3.2. If (λ,u) ∈ S then the operator L − λfu(·, uσ )Iσ :X → Z is nonsingular.
Proof. Suppose that L− λfu(·, uσ )Iσ is singular. Since this operator is a compact pertur-
bation of the nonsingular operator L, this implies that the equation
Lw = λfu(·, uσ )wσ , w ∈ X, (3.2)
must have a nontrivial solution w. Also, by uniqueness of solutions of initial value prob-
lems, we must have w∆(a) = 0. Thus, without loss of generality, we may assume that
w∆(a) > 0, and define
t0 := sup
{
t ∈ T: w(s) > 0 for s ∈ (a, t]}> a,
W(t) := −p(t)[u∆(t)w(t) − u(t)w∆(t)], t ∈ Tκ .
By continuity, w(t0) 0, and by (1.2), W(a) = 0. Also, if b is left-scattered then t0 < b (by
(1.2)), so [a, t0)∩T= [a, t0)∩Tκ2 . Thus, by the definition of t0 and (1.4), if t ∈ [a, t0)∩T
then
W∆(t) = wσ (t)Lu(t) − uσ (t)Lw(t)
= λwσ (t)(f (t, uσ (t))− fu(t, uσ (t))uσ (t)) 0,
and W∆(a) > 0. Hence, W(t0) > 0.
Now suppose that w(t0) = 0. Then t0 must be left-dense and w∆(t0)  0, so that 0 <
W(t0) = p(t0)u(t0)w∆(t0) 0, and hence this case cannot occur.
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0 < W(t0) = −p(t0)
(
w(t0)
u(σ (t0)) − u(t0)
σ (t0) − t0 − u(t0)
w(σ(t0)) − w(t0)
σ (t0) − t0
)
= −p(t0)






and hence this case also cannot occur. This proves the lemma. 
The proof of the above lemma is similar to the proof of Theorem 3.13 in [9], but the
result does not follow from that theorem.
Theorem 3.3. The set S0 is a C1 curve with a parameterisation λ → (λ,u(λ)) : [0, λmax) →
[0, λmax) × X, on some maximal interval [0, λmax) in R+, such that u(0) = 0 and either
λmax = ∞ or, if λmax < ∞, then limλ→λmax |uσ (λ)|Z = ∞.
Proof. Define a C1 mapping F : (0,∞)× X → Z by F(λ,u) = Lu − λf (·, uσ ), (λ,u) ∈
R× X. Clearly, S \ {0,0} = F−1(0). Also, at any (λ,u) ∈ S \ {(0,0)} the Fréchet deriv-
ative, DuF(λ,u) = L − λfu(·, uσ )Iσ is nonsingular by Lemma 3.2. Thus, by the stan-
dard implicit function theorem between Banach spaces (see, e.g., [20]), near any point
(λ,u) ∈ S \ {(0,0)} the set S is a C1 curve in R+ ×X with a local parameterisation of the
form described. It follows readily that S0 is a C1 connected curve with a parameterisation
of the above form, defined on a maximal interval (0, λmax) in (0,∞) (the implicit func-
tion theorem construction also holds at the point (0,0), so the parameterisation extends
smoothly through λ = 0—we are ‘artificially’ truncating the parameterisation at this point
since we are only interested in solutions with λ 0).
Suppose that λmax < ∞, and suppose that there exists a sequence (λn) in [0, λmax) such
that λn → λmax and the sequence (|u(λn)|X) is bounded. Then, by Lemma 2.3, u(λn) →
u∞ in C0(T) (after taking a subsequence if necessary), and hence, by (3.1), u(λn) → u∞
in X, and (λmax, u∞) ∈ S0. But now, by the implicit function theorem, the parameterisation
can be extended to the right of λmax, which contradicts the maximality of the interval
[0, λmax) and shows that we must have limλ→λmax |u(λ)|X = ∞. Hence, by (2.5) and (3.1),
we have limλ→λmax |uσ (λ)|Z = ∞. 
Remark 3.4. It is not clear if limλ→∞ |uσ (λ)|Z = ∞, in general, when λmax = ∞. How-
ever, this is true if f (t, ξ) δ > 0 for all (t, ξ) ∈ Tκ2 ×R+. To see this, choose a positive
function φ ∈ X, and observe that〈
uσ (λ),Lφ
〉= 〈Lu(λ),φσ 〉= λ〈f (·, uσ (λ)), φσ 〉 δλ〈1, φσ 〉 → ∞.







= fξ (t, ξ)ξ − f (t, ξ)
ξ2
 0, ξ > 0, (3.3)
by (1.4), so the limit
γ∞(t) := lim f (t, ξ)/ξ  0 (3.4)ξ→∞
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η(ξ) := ∣∣f (·, ξ) − γ∞(·)ξ ∣∣Z.
It follows from the continuity of f that η :R+ →R+ is continuous, and from (3.3) that the
function ξ → η(ξ)/ξ is decreasing. We will suppose from now on that
lim
ξ→∞η(ξ)/ξ = 0. (3.5)
This assumption is a uniformity condition on the limit in (3.4). In particular, it implies
that γ∞ ∈ C0(Tκ2) and so, by (3.4), if γ∞ ≡ 0 on Tκ2 then γ∞ satisfies the hypotheses of
Theorem 2.9, and so the principal eigenvalue ω0(γ∞) exists.
Theorem 3.5. Suppose that (3.5) holds. If γ∞ ≡ 0 on Tκ2 then λmax = ω0(γ∞). If γ∞ ≡ 0
on Tκ
2
then λmax = ∞.
Proof. Suppose that γ∞ ≡ 0 on Tκ2 . Then f (t, ξ) γ∞(t)ξ for all (t, ξ) ∈ Tκ2 ×R+. For
simplicity we now write ω∞ := ω0(γ∞) and φ∞ := φ0(γ∞). Suppose that (λ,u) ∈ S , and
define W := −p[u∆φ∞ − uφ∆∞] on Tκ (see the proof of Theorem 3.2). Then W(a) = 0














W∆ = λφσ∞f (·, uσ ) − uσω∞γ∞φσ∞  (λ− ω∞)γ∞uσφσ∞, on Tκ
2
.
Since u and φ∞ are positive, it follows from the conditions on γ∞ that these results are
inconsistent if λ− ω∞ > 0. Hence, λmax < ∞.
Next, suppose that λmax < ∞ and hence |uσn |Z → ∞ by Theorem 3.3. Let (λn) be a
sequence in [0, λmax) with λn → λmax, and let un := u(λn), wn := un/|uσn |Z , for each
n 1. Then, by (2.5), b1|wn|X  λmax|f (·, uσn )|Z/|uσn |Z , so (|wn|X) is bounded. Thus, by
Lemma 2.3, we may suppose that wn → w∞ in C0(T), with |wσ∞|Z = 1 so that w∞ = 0.
We will show below that also∣∣f (·, uσn )/∣∣uσn ∣∣Z − γ∞wσ∞∣∣Z → 0. (3.6)
Hence, taking the limit in (3.1) shows that w∞ ∈ X, and w∞ is a nontrivial solution of
the equation Lw∞ = λmaxγ∞wσ∞, which implies that γ∞ ≡ 0 on Tκ2 (since L :X → Z
is nonsingular). Furthermore, since w∞  0 on T, we have Lw∞  0 on Tκ2 , so w∞ is
positive, by Corollary 2.8, and hence λmax = ω∞, by Theorem 2.9.
Finally, we prove (3.6). For any t ∈ Tκ2 , using (2.3), we obtain,∣∣∣∣f (t, uσn (t))|uσn |Z − γ∞(t)wσ∞(t)
∣∣∣∣
 |γ∞|Z
∣∣∣∣uσn (t)|uσn |Z −wσ∞(t)
∣∣∣∣+













 , U = −1 sup{η(ξ): 0 ξ  ξ0}.











 , if uσn (t) > ξ0.
These results prove (3.6), which completes the proof of the theorem. 
Remark 3.6. If γ∞  δ, for some constant δ > 0, then we have λmax < ∞, without assum-
ing that (3.5) holds (and without any continuity conditions on γ∞). To see this, we observe





〉= 〈uσ ,Lφ0〉 = 〈Lu,φσ0 〉= λ〈f (·, uσ ),φσ0 〉 δλ〈uσ ,φσ0 〉,
and hence λ ω0/δ.
We can now show that there is in fact only one curve of solutions.
Theorem 3.7. Suppose that f satisfies (1.3) and (1.4), but not necessarily (3.5). Then
S = S0.
Proof. Suppose, on the contrary, that there exists a solution (λ1, u1) ∈ S \ S0. By suit-
ably redefining f on the set Tκ2 × [ξ0,∞), for sufficiently large ξ0 > |u1|0,T (which does
not affect the solution (λ1, u1)), we may suppose that, for the modified problem, γ∞ 
δ > 0, (3.5) holds and (λ1, u1) ∈ S \ S0. Now, the method of proof of Theorem 3.3 shows
that there is a connected C1 solution curve S1 ⊂ R+ × X, with (λ1, u1) ∈ S1, having a
parameterisation of the form λ → (λ, u˜(λ)) defined on a (nonempty) maximal interval
(λ−, λ+). Also, by the implicit function theorem construction, S1 must be bounded away
from the point (0,0) ∈ S0. The proof of Theorem 3.5 now shows that λ+ < ∞, and also
that λ± = ω∞(γ∞). This contradicts the nonemptiness of the interval of definition of S1,
which shows that (λ1, u1) cannot exist. 
We summarise the above results in the following theorem.
Theorem 3.8. Suppose that f satisfies (1.3) and (1.4). Then there exists λmax ∈ (0,∞]
such that, if 0  λ < λmax then (3.1) has a unique solution u(λ), while if λ  λmax then
(3.1) has no solution. The solution u(λ) is positive when λ > 0. If, in addition, f satisfies
(3.5) then λmax = ω0(γ∞).
Remark 3.9. In the general time-scale case it turns out that the strictness of the inequal-
ity (1.4) is necessary for Theorem 3.8 to hold. As an example of how Theorem 3.8 can
fail if we allow equality in (1.4), consider a function f satisfying the following condition:
there exists ξ0 > 0 such that (1.4) holds on the set Tκ2 × [0, ξ0], while on Tκ2 × [ξ0,∞)
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in T. Then, by a similar proof to that of Theorem 3.5, it can be shown that for any solution
(λ,u) with |u|X sufficiently large we have u(t) > ξ0, t ∈ T0, and hence (λ,u) actually
satisfies the weighted eigenvalue problem Lu = λγ∞uσ (that is, u ‘jumps’ over the region
T
κ2 ×[0, ξ0] where f is nonlinear and is only influenced by the linear portion of f ). Hence,
λ = ω0(γ∞) and u = sφ0(γ∞), for some s > 0. Conversely, (λ,u) = (ω0(γ∞), sφ0(γ∞))
is a solution for all sufficiently large s > 0. Thus the solution curve S contains a ‘vertical’
line over the point ω0(γ∞) on the λ-axis. Similarly, by considering functions f which are
linear (with gradients γj ) on regions of the form Tκ2 × Ij , where Ij , j = 1,2, . . . , are
suitable intervals, one could construct examples where the curve S contains several ‘ver-
tical’ portions, over the eigenvalues ω0(γj ). This type of behaviour can only happen for a
suitable time-scale, not for a differential equation problem, where the solution will always
be influenced by the nonlinear part of f .
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