For years computer-based stochastic simulation has been a commonly used tool in the performance evaluation of various systems. Unfortunately, the results of simulation studies quite often have little credibility, since they are presented without regard to their random nature and the need for proper statistical analysis of simulation output data.
INTRODUCTION
Computer-based stochastic simulation, traditionally regarded as a last resort tool (if analytical methods fail), has become a valid and commonly used method of performance evaluation. This popularity is due to the continuing development of more powerful and less expensive computers, as well as significant achievements in software engineering. One can observe a trend toward integrating simulation methodology with concepts and methods of artificial intelligence [Artificial Intelligence 19881. Various user-friendly simulation packages offer visual interactive capabilities; traditional discrete-event simulation modeling is more and more frequently supported by object and logic-oriented programming and various concepts of artificial intelligence [Bell and O'Kneefe 1987; Gates et al. 1988; Jackman and Medeiros 1988; Kerckhoffs and Vansteenkiste 1986; Knapp 1986; Oren and Zeigler 1987; Reedy 1987 Stairmand and Kreutzer 1988; Zeigler 19871 . All of these developments offer users increasingly powerful and versatile techniques for performance evaluation, leading toward automatic, knowledge-based simulation packages. Simulation programming techniques and languages are discussed in numerous publications including textbooks by Bulgren [ 19821, Kreutzer [ 19861, Law and Kelton [1982a] , and Payne [1982] .
Applying simulation to the modeling and performance analysis of complex systems can be compared to using the surgical scalpel [Shannon 19811 , whereby "in the right hand [it] can accomplish tremendous good, but it must be used with great care and by someone who knows what they are doing." One of the applications in which simulation has become increasingly popular is the class of dynamic systems with random input and output processes, represented for example by computer communication networks. In such cases, regardless of how advanced the programming methodology applied to simulation modeling is, since simulated events are controlled by random numbers, the results produced are nothing more than statistical samples. Therefore, various simulation studies, frequently reported in technical literature, can be regarded as programming exercises only. The authors of such studies, after putting much intellectual effort and time into building simulation models and then writing and running programs, have very little or no interest in a proper analysis of the simulation results. It is true that "the purpose of modeling is insight, not numbers" [Hamming 19621 , but proper insight can only be obtained from correctly analyzed numbers. Other modes of presenting results, for example, animation, can be very attractive and useful when the model is validated, but nothing can substitute the need for statistical analysis of simulation output data in studies aimed at performance analysis; see also Schruben [ 19871. In the stochastic simulation of, for example, queuing systems "computer runs yield a mass of data but this mass may turn into a mess." If the random nature of the results is ignored, "instead of an expensive simulation model, a toss of the coin had better be used" [Kleijnen, 19791. Statistical inference is an absolute necessity in any situation when the same (correct) program produces different (but correct) output data from each run. Any sequence x1, x2, . . . , x, of such output data simply consists of realizations of random variables X1, X2, , . . , X,. Examples illustrating this fact may be found in Kelton [ 19861, Law [ 19831, Law and Keiton [1982a] , and Welch [1983, Sec. 6.11 .
The simplest objective of simulation studies is the estimation of the mean CL, of an analyzed process from the sequence of collected observations 3tl, x2, . . . , x,, by calculating the average as follows: X(n) = ,il ;.
(1)
Such an average assumes a random value, which depends on the sequence of observations. The accuracy with which it estimates an unknown parameter px can be assessed by the probability where A, is the half-width of the confidence interval for the estimator and (1 -cy) is the confidence level, 0 < cy < 1. Thus, if the width 2A, of the confidence interval is found for an assumed confidence level of (1 -a) and the simulation experiment were repeated a number of times, the interval (X(n) -A,, X(n) + A,) would contain an unknown average II, in lOO( 1 -cy)% of cases and would not in lOOcu% of cases. It is well known that if observations x1, x2, . . . , x, can be regarded as realizations of independent and normally distributed random variables X1, X2, . . . , X,, then where A, = tn-pa,z~[%)l, (3) n {xi -X(n))" ~2E(~)l = c n(n _ 1) (4) i=l is the (unbiased) estimator' of the variance of X(n), and tn-1,1-,/2 is the upper (1 -a/2) critical point obtained from the t-distribution with (n -1) degrees of freedom. In other words, for given 1 -(~12, assuming the t-distribution for the random variable T,-, = (X(n) -pJ/G[X(n)], we get PITnpl 5 t] = 1 -CY/~ for t = tn-l,l--a,2; see Figure 1 and Appendix A. For this reason, tn--l,l--a,2 is also called the (1 -a/2) quantile, or percentile, of the t-distribution with (n -1) degrees of freedom. For ' Following standard notation, 6 means an estimator of the parameter a. n > 30, the t-distribution can be replaced by the standard normal distribution.
In that case tn-1,1-,/2 in Equation (3) should be replaced by .21--a/21 which is the upper (1 -CY/~) critical point obtained from the standard normal distribution or, equivalently, the (1 -01/2) quantile of the standard normal distribution; see Appendix A. Commonly used values of tn-l,l-,~2 and 21-,/Z have been tabularized and can be found in many textbooks; see, for example, Trivedi [1982, Appendix 3, and p. 4891. (Warning: The definitions used for obtaining tabularized values should always be checked. For example, t,,-l,l-,12 and 21-,/Z are sometimes denoted as tn-l,u,2 and z,,/~, respectively.) Equation (3) can also be applied if the observations x1, 1c2, . . . , 3c, represent random variables that are not normally distributed. That is, if the observations are realizations of independent and identically distributed (i.i.d.) random variables X,, X2, . . . , X,,, then according to the central limit theorem (see Appendix A), the distribution of the variable x(n) tends to the normal distribution as the number of collected observations n increases. In practice, Equation (3) gives a good approximation for n > 100. Results obtained from Equations (1) and (3) are called point and interval estimates, respectively. Both of them are important:
The former characterizes the system analyzed, and the latter states the accuracy of the obtained characteristics.
If observations lcl, x2, . . . , x, cannot be regarded as realizations of i.i.d. random l Krzysztof Pawlikowski variables, we have to consider some modifications to the above estimators. This raises the problem of measuring the quality of estimators. There are three common measures of estimator effectiveness:
(1) The bias, which measures the systematic deviation of the estimator from the true value of the estimated parameter; for example, in the case of X(n),
(2) The uariance, which measures the mean (squared) deviation of the estimator from its mean value; that is,
(3) The mean square error (MSE) of the estimator, defined as MSE[X(n)] = E@?(n) -~zl~).
Note that from these definitions,
MSE[R(n)]
= {Bias[X(n)]12 + a2[X(n)].
The main analytical problem encountered in the analysis of simulation results is that they are usually highly correlated and thus do not satisfy the precondition of statistical independence. If observations lcl, x2, ..-, n, represent an autocorrelated and stationary sequence of random variables Xl, x2, f. *, X,, then the variance of X(n) is given by the formula a2[X(n)] = R(0) + 2 * ;< (1 -$W]/n, (') where is the autocovariance of order k (the lag k component of the autocorrelation function (R(k))) of the sequence. The autocovariantes defined in Equation (10) are independent of the index i because of the assumed stationarity of the analyzed processes. Note that the variance a2[X(n)] can be reduced to R(O)/n, and consequently could be estimated by Equation (4), if and only if the observations are uncorrelated. Neglecting the existing statistical correlation is equivalent to removing all the components except R(0) from Equation (9) . Such an approximation is usually unacceptable. For example, in an M/M/l queuing system with 90% utilization, the variance of the mean queue length calculated according to Equation (9) is 367 times greater than that from Equation (4) [Blomqvist 19671 ; see Kelton [1982a, p. 1461 for another example. Any variance analysis disregarding correlations among the observations would lead either to an excessively optimistic confidence interval for Pi, in the case of positively correlated observations, or to an excessively pessimistic confidence interval for pux, in the case of negatively correlated observations; see Equation (3). A positive correlation between observations is typical in simple queuing systems without feedback connections and is stronger for higher system utilization; see, for example, Daley [1968] for correlation analysis of the M/M/l queue. Generally, the analysis of variance of correlated processes, and the analysis of their autocorrelation functions in particular, is a complex statistical problem and therefore creates a major difficulty in the statistical analysis of simulation output data. In terminating (or finite-horizon) simulation used for studying the behavior of systems during specified intervals of time, the above problem can be overcome by making a number of independent replications of the simulation experiment. In that case the means of individual observations collected during different simulation runs can be regarded as a sequence of independent (secondary) output data, and Equation (4) can be applied. Exhaustive discussions on the statistical analysis of output data from terminating simulation can be found, for example, in Kleijnen [1979, 19871, Law [ 19801, and Kelton [1982a, Sec. 8.51 .
In this paper, we discuss steady-state (infinite-horizon) simulation, aimed to give insight into the behavior of queuing processes after a long period of time. The methodology for this kind of simulation study is complicated. After launching, a queuing process is initially in a nonstationary phase (warm-up period) . Then, if the process is stable, it moves asymptotically toward a steady state (statistical equilibrium), although different parameters usually tend to the steady state with different rates. Since observations gathered during the initial transient periods do not characterize the steady state, a natural idea is to discard all such observations before further analysis. This requires an estimation of the effective length of the initial transient period. Ignoring the existence of this period can lead to a significant bias of the final results. On the other hand, the removal of any observations increases the variance of estimates, which in turn can increase the value of the mean-square error [Donnelly and Shannon 1981; Fishman 1972; Turnquist and Sussman 1977; Wilson and Pritsker 1978a] . Thus, a decision of whether to delete or not to delete initial observations depends on the assumed criterion of goodness of the estimators. This also affects methods used to collect observations, which are discussed in Section 1. These and other aspects of the problem of initialization are presented broadly in Section 2.
Several methods of data collection and analysis have been proposed to overcome the theoretical problems that arise from the correlated nature of observations collected during steady-state simulation. We survey these methods in Section 1. They are distinguished by the way they estimate the variance of observed processes; the estimate is needed for determining the width of the confidence intervals. Usually, the methods impose special requirements on how the output data from simulation experiments should be collected and preprocessed, which depends on whether they attempt to weaken or even remove statistical dependencies among observations or take the actual correlations among observations into consideration.
The following methods can be distinguished: analysis of simulation output data may bias both point and interval estimates. For example, the final confidence interval should theoretically contain the true value of the estimated parameter with probability (1 -CY) or, equivalently, if an experiment is repeated many times, in (1 -cr)lOO% of cases; but various difficulties in satisfying theoretical assumptions can cause the real rate of the confidence intervals containing the true parameter to differ significantly from (1 -CX). The robustness of the above methods of data collection and analysis is usually measured by the coverage of confidence intervals, defined as the frequency with which the intervals (X(n) -A,, X(n) + A,) contain the true parameter pcL, at a given confidence level (1 -CY), 0 < CY < 1; see Figure 2 . Thus, the coverage analysis can be applied only to systems with theoretically well-known behavior, since the value of pX has to be known. Any analyzed method must be applied in a statistically significant number of repeated simulation experiments (usually 200 or more replications) to determine the fraction of experiments producing the final confidence intervals covering the true mean value of the estimated parameter.
The coverage error and its main sources were theoretically analyzed by Glynn l Krzysztof Pawlikowski [ 19821, Kang and Goldsman [1985] , and Schruben [1980] . Generally, a given method of data collection and analysis can be considered as producing valid lOO(1 -a)% confidence intervals (for, say, the mean delay) if the upper bound of the confidence intervals for the coverage is at least (1 -LY). Otherwise, confidence intervals for the estimated parameter should be regarded as invalid and the method as inaccurate. A few additional measures for the effectiveness of methods used for data collection and analysis were proposed in Schruben [ 19811. The weakest point of such an approach is that there is no theoretical basis for extrapolating results found for simple, analytically tractable systems to more complex systems, which are the real subjects of simulation studies; see Fox [1978] .
Some conclusions on the quality of the methods can be also obtained from the analysis of the asymptotic properties of the variance estimators ~'[X(IZ)] used by particular methods for determining the width of confidence intervals. Namely, the quality of various variance estimators can be compared by comparing the limit values of their bias,
and variance, Var{a2[X(n)]), as the number of observations tends to infinity; that is, as n 3 ~0; see Goldsman and Meketon [1985] and Goldsman et al. [1986] . Alternatively, Schmeiser [ 19821 proposed studying the asymptotic properties of the expected values and variances of the halfwidth of confidence intervals A, generated by a method; see also Glynn and Iglehart [1985] and Goldsman and Schruben [ 19841. Following such criteria, one can say that the method using the variance estimator with the smallest bias and smallest variance, or using the estimator of the width of confidence interval having the smallest expected value and smallest variance, is (asymptotically) superior to others. Unfortunately, these criteria are not universal since a small bias can be accompanied by large variance or vice versa. In terms of confidence intervals, it can mean wide and very variable confidence intervals giving good coverage, or, conversely, stable and narrow confidence intervals giving poor coverage.
Even if we were able to collect independent and identically distributed output data from simulation runs, we cannot be fully protected from erroneous conclusions because of inherent variations of simulation output data caused by the pseudorandom nature of input data; see Pidd [1984, Sec. 8.4 .21 for a more detailed discussion. Certainly, one of the most important issues of any simulation experiment is to use proper input data. In the case of queuing processes this usually means selecting a good generator of uniformly distributed (pseudo)random numbers. The state of art in this area is summarized in Park and Miller [ 19881. The experimental accuracy of simulation can be further improved by using variance reduction techniques (VRT) developed for reducing the variance of recorded results without affecting their mean values. Surveys of variance reduction techniques may be found in Bratley et al. [1983 , Sec. 21, Cheng [1986 , Frost et al. [1988] , Kleijnen [1974 , Chap. 31, Law and Kelton [1982a , Chap. 111, Nelson and Schmeiser [1986 , Wilson [1983, 19841 . Although all of these techniques can be applied to the method of independent replications, only some of them can be fitted into other methods of data collection and analysis. Two VRTs, known as the method of control variables (or control variates) and importance sampling, seem to be the most frequently advocated; see, for example, Anonuevo and Nelson [ 19861, Frost et al. [ 19881, Izydorczyk et al. [1984] , Lavenberg and Welch [1981] , Lavenberg et al. [1982] , and Venkatraman and Wilson [1985] , for discussion of these methods and their applications. Unfortunately, despite the fact that various VRTs have been extensively studied theoretically since the beginning of digital simulation [Harling 19581 , most of them have found only limited practical application. The reason is that they can be difficult to implement in simulation studies of even moderately complex systems, since they are strongly model dependent and/or require a substantial amount of computing resources. The simplest VRT in the context of queuing processes [Law 19751 , consists of a direct estimation of the mean time in queue (without service time), since this estimator usually has a smaller variance than (direct) estimators of the mean time in the system or the mean queue length. Next, the estimates of the latter group of parameters can be obtained indirectly by applying, for example, Little's formula. The efficiency of this approach has been proved for G/G/c queuing systems [Carson and Law 19801 . A variance reduction as high as 90% has been reported, although generally the reduction tends to 0 as the system utilization tends to 100%. Indirect estimation has been found justifiable even for more complex queuing systems, provided that the interarrival and waiting times are negatively correlated [Glynn and Whitt 19891 . Another VRT, for achieving more stable confidence ktervals by reducing the variance
has been proposed by Meketon and Schmeiser [1984] . They showed that the variance reduction can be achieved by calculating estimators from overlapping subsequences of output data; see the method of overlapping batch means in Section 1.
The methods for data collection and analysis can be used either in their fixedsample-size versions or in their sequential versions. In the former case, statistical analysis is performed once at the end of the simulation experiment when a predetermined number of observations, assumed to be sufficient to get results of a required accuracy, has been collected. The present survey of methods for data collection and analysis, used in steady-state simulation, focusses on their sequential versions, in which the length of simulation is increased sequentially from one checkpoint to the next until a prespecified accuracy of the point estimators is obtained. Such procedures, which automatically control the length of simulation experiments, are very desirable in user-friendly simulation packages. Sequential statistical analysis is also more efficient, since it is usually difficult to determine a priori the length of simulation needed by a fixed-size procedure that would be sufficient to obtain a required width of confidence intervals at the assumed level of confidence [Law and Kelton 198213, 19841 .
Among the few possible criteria for stopping the simulation, probably the most useful one is based on the relative (half) width of the confidence interval at a given confidence level (1 -a) defined as the ratio
c.f. Equation (2). The above ratio is also called the relative precision of the confidence interval. The simulation experiment is stopped at the first checkpoint for which E 5 E,,,, where emax is the required limit relative precision of the results at the lOO( 1 -LY) % confidence level, 0 < E,,, < 1. Note that if l-a! 5 P[IX(n) -P,I 5 EIXbdIl, (13) then, for pL, # 0,
+~li.hIl, and, finally,
I CL, I
-1-c '
is called the relative error of the confidence interval. Sequential reasoning about the statistical accuracy of results is particularly advisable if higher precision is required. There is a danger, however, since when precision requirements are increased, the resulting confidence intervals have a greater chance of not containing the true value of parameters (the narrower the confidence interval, the worse the coverage effect). One can also l Krzysztof Pawlikowski expect that lower coverage is more probable in the case of negatively correlated observations for which it is more likely to get an underestimated value of their variance. Higher accuracy requirements can also unacceptably lengthen simulation runs controlled by a sequential procedure. In this context, any variance reduction technique can be regarded as a technique for speeding up the simulation, since any decrease in the value of the variance decreases the width of the resulting confidence intervals, and a specified accuracy can be met more quickly.
The sequential approach is regarded by some as the only alternative to steadystate simulation; see Bratley et al. [1983 Bratley et al. [ , p. 1011 . Some statisticians believe that it is possible to devise a procedure that would automatically conduct data collection and analysis using a sequential rule for assessing the accuracy of estimates; however, a fully acceptable solution has not yet been invented.
Relatively few commercially available simulation packages offer some degree of automation of statistical analysis; c.f. Catalog of Simulation Software [ 19871. For example, sequential procedures, automated to some extent and based on independent replications, regenerative, and spectral methods of data collection and analysis are implemented in Research Queuing Package (RESQ), [MacNair 1985; Sauer et al. 19841 , and in its networkoriented extension Performance Evaluation Tool (PET) [Bharath- Kumar and Kermani 19841 . A method of batch means is incorporated in SIMSCRIPT II.5 [Mills 19871 and its specialized variations such as Network II.5 and COMNET 11.5. Partial automation of data analysis is also offered in Queuing Network Analysis Package Version 2 (QNAP2) [Potier 1984, 19861 .
The effectiveness of proposed methods generally depends on the level of a priori knowledge of the system's behavior. Successful fully automated implementations have been reported only for some restricted classes of queuing processes. A fully automated procedure that could be used in stochastic simulation studies of a broader class of systems by users having little knowledge or interest in the statistical analysis of the output data is a matter for future investigation. The quality of presently known methods depends on the selection of values for the various parameters involved, which requires some knowledge of the analyzed systems' dynamics. In Section 3 we present details of two sequential procedures for data collection and analysis that were implemented in simulation studies of data communication protocols reported in Asgarkhani and Pawlikowski [1989] and Pawlikowski and Asgarkhani [ 19881. This report is not addressed to statisticians. We avoid the strict mathematical formulation of the problems and use basic statistical terminology.
Readers are referred to the references for more details.
METHODS OF DATA COLLECTION AND ANALYSIS
During the last 25 years of discussion on the methodology of statistical analysis of output data from steady-state simulation, initiated by Conway's [1963] "Some Tactical Problems in Digital Simulation," a variety of methods for data collection and analysis has been proposed to circumvent the nonstationarity of simulated queuing processes (especially the initial nonstationarity caused by the existence of the initial transient period) and the autocorrelation of events (correlations among collected observations). As has been mentioned, these methods either try to weaken (or remove) autocorrelations among observations or to exploit the correlated nature of observations in analysis of variance needed for determining confidence intervals for the estimated parameters.
In the method of replications, adopted from terminating simulation, the problem with the autocorrelated nature of the original output data is overcome in a conceptually simple way: The simulation is repeated a number of times, each time using a different, independent sequence of random numbers, and the mean value of observations collected during each run is computed. These means are used in further statistical analysis as secondary, evidently independent and identically distributed output data. 
which are used to obtain the point and interval estimates of the process. Namely, adopting Equations (l)- (4), we get the estimator of the mean pcL, as
b& 1 which for n = kbm is numerically equivalent to x(n). We also set the lOO(1 -a)'% confidence interval of pL, as
where
ig the estimator of the variance of X(kb, m), and tkb-l,l--a/2, for 0 C (Y < 1, is the upper (1 -a/2) critical point from the t-distribution with kb -1 degrees of freedom.
There are different opinions on the effectiveness of this method as compared to other methods of data collection and analysis, all of which are based on a single (longer) run of the simulation experiment. Arguments defending the method of replications are provided by the results of Kelton and Law [1984] , Lavenberg [1981, p. 1141, and Turnquist and Sussman [ 19771, which reveal that better accuracy of the point estimator measured by its MSE [see Equation (7)] can be achieved if the simulation is run a few times rather than if it is run only one time. But Cheng 119761 argues that such a policy cannot always be correct; see also Madansky [1976] . On the other hand, the method of replications appears to be much more sensitive to the nonstationarity of observations collected during the initial transient period than methods based on single simulation runs, since any new replication begins with a new garm-up period. If the bias of the estimator X(kb, m) is our main concern, then data collected during the initial transient period should be discarded (see Section 2), and in Equation (17) 
where n,i is the number of observations discarded from the ith replication. Thus, the total number of initial observations discarded from kb replications would be about kb -1 times larger than in corresponding single run methods. In the sequential version of the method, new replications are generated until the required accuracy is reached. It was found that proper estimation of the length of the initial transient period can significantly improve the final coverage of confidence intervals obtained by the method of replications. There is a trade-off between the number of replications and their length for achieving a required accuracy of estimators. Fishman [1978 Fishman [ , p. 1221 suggests using at least 100 observations in each replication (i.e., mn,; 2 100) to secure normality of the replication means. Moreover, results of Law [1977] and Kelton and Law [1984] show that it is better to keep replications longer than to make more replications, since that will usually improve the final coverage too.
All other methods of data collection and analysis have been developed for obtaining steady-state estimators from single simulation runs rather than from multiple replications. In the method of batch means, first mentioned by Blackman and Tuckey [1958] and Conway et al. [1959] , the recorded sequence of n original observations Xl, 3c2, . . . , x, is divided into a series of nonoverlapping batches (xll, x12, . . . , x~, , J, (x2, , xz2, . . . , xZm) , . . . , of size m, and batch means Xl(m), x2(m), . . . , xk,(m) corresponding to the means over replications from Equation (16) Brillinger [1973] for a formal justification. By the central limit theorem (see Appendix A), batch means can also be regarded as approximately normally distributed, which justifies the application of Equation (18). If the bias of the estimator g(kb, m) is our main concern, then again the effective length of the initial transient period should be determined (see Section 2), and the first n, observations collected during this period should be deleted. Thus, the division of observations into kb batches of size m should begin with setting xl1 = x,~+~.
Selection of a batch size that ensures uncorrelated batch means appears to be the main problem associated with this method. Another problem is selecting a suitable length of the initial transient period. A natural solution is to estimate correlation between batch means starting from an initial batch size ml, and if the correlation cannot be ignored, increase the batch size and repeat the test. At this stage, the method in its sequential version requires two procedures: the first sequentially testing for an acceptable batch size and the second sequentially testing the accuracy of estimators.
Correlation between the means of batches of size m can be measured by estimators of the autocorrelation coefficients @k, m)
where Adam [1983] and Welch [1983, p. 3061 . The main analytical problem is caused by the fact that i(k, m)'s of higher order are less reliable since they are calculated from fewer data points.' The higher the lag of an autocovariance, the fewer the observations available to estimate this autocovariance within a batch. Usually it is suggested to consider autocovariances of the lag not greater than 25% of the sample size [Box and Jenkins 1970, p. 331 or even of &lo% (c.f., Geisler [1964] ). Law and Carson [1979] have proposed a procedure for selecting the batch size for processes with autocovariances monotonically decreasing with the value of the lag; see also Law and Kelton [1982a] . In such a case, only the lag 1 autocorrelations has to be taken into account. In this procedure three types of behavior of i(1, m) as a function of m are distinguished.
In the same class of processes Fishman [1978b] has proposed testing batch means against autocorrelation using von Neumann's [ 19411 statistic. One version of Fishman's procedure can be applied to processes with positive values of i(1, m), which decrease monotonically with m, whereas another includes cases when i(1, m) is a function oscillating in a damped harmonic fashion, assuming both positive and negative values [Fishman 1978 [Fishman , p. 2401 . A sequential procedure using the former version together with the control variates variance reduction technique is presented in Anonuevo and Nelson [1986] . ' The variance of the estimator R (k, m) is reduced if the factor l/(k, -k) in Equation (22) is replaced by l/kb. But this variance reduction is followed by an increase of the bias of the estimator; see Parzen [1961] .
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In this procedure observations are batched not by count but by time, that is, over equal time intervals, whose length is specially selected, giving uncorrelated sequence of time means over the intervals.
Procedures proposed for selecting the batch size m* use various statistical techniques and various criteria, hence they usually lead to very different batch sizes. The statistical tests involved typically require many more batch means to be tested against autocorrelation than is needed for getting results with a required precision. Consequently, it has been reported that some of these procedures can lead to interval estimates with very poor coverage, caused, among other reasons, by accepting batch sizes that are too small. For example, the above-mentioned Fishman's procedures can select batches of as few as eight observations. Law [1983] refers to simulation studies of M/M/l queues in which the method of batch means with the procedure proposed in Law and Carson [1979] was used. Using kb = 10 batches of size m = 32, for system utilization p = 0.9, and 500 repeated simulation experiments, the achieved coverage of the nominal 90% confidence intervals was only 63%. For these reasons, Kleijnen et al. [1982] suggest the use of a modified Fishman's procedure accepting batches at least 100 observations long, whereas Welch [1983, p. 3071 recommends constructing batches at least five times larger than the size m* given by a test against autocorrelation, provided that at least 10 such batches can be recorded.
Schmeiser [ 19821 theoretically analyzed the trade-off between the number of batches, the batch size, and the coverage of confidence intervals. The results show that usually the number of batches used in the analysis of confidence intervals should be not less than 10, and need not be greater than 30, if the simulation run is long enough to secure an adequate degree of normality and independency of batch means. This means that having determined a batch size that gives negligibly correlated and approximately normal batch means (which can sometimes require even a few hundred batches to be tested), there is no need to use more than kb = 30 batches to obtain confidence intervals with a good coverage. Thus, confidence intervals can be analyzed by constructing a smaller number of longer batches. Such a transformation improves the normality and independence of batch means and, as such, usually yields better coverage of the confidence intervals. Although the problem of selecting a suitable batch size has not yet been satisfactorily solved, the above method of batch means generally behaves better than the method of replications [Law 19771 and is quite often applied in practice. An example of its sequential version, offering automated analysis of simulation output data, is presented in Section 3.
As mentioned in the introduction, to generate short and stable confidence intervals an estimator of variance g2[X(n)] should have a small variance itself. The theory of statistics says that this requirement is equivalent to using variance estimators with high degrees of freedom, since the number of degrees of freedom is inversely proportional to the variance of such estimators. Meketon and Schmeiser have shown that the variance of the variance estimator can be reduced by introducing overlapping batches of observations [Meketon 1980; Meketon and Schmeiser 19841 . This solution is applied in the method of overlapping batch means, a modification of the previous method, which in this context is known as the method of nonoverlapping batch means.
Following Meketon and Schmeiser, the variance of X(n) is estimated as
where (23) ( 24) is the batch mean of size m beginning with the observation xj, and X(n) is the overall mean, averaged over all observations, [see [Meketon and Schmeiser 19841 . The bias of both variance estimators remains practically the same [Goldsman et al. 19861 . It has been shown that even overlapping batches only by half of their size gives an asymptotic variance of &[X(n)] equal to 75% of the variance of the estimator calculated from nonoverlapping batches with the same batch size [Welch 19871 . An important feature of this technique is that it makes it possible to increase the size of batches within a given length of simulation run without decreasing the number of batches. All of this makes the estimator given by Equation (23) quite attractive, despite it being computationally more complex, although it remains computationally tractable. The optimal batch size for this estimator (and for others), in terms of its asymptotic mean square error, was analyzed by Goldsman and Meketon [1989] and Song [ 19881. Since the method of batch means was originally invented to obtain less correlated data, discarding some observations between consecutive batches should be a natural and effective way to obtain additional decrease in the correlation between batch means. An extreme solution is applied in the method of uncorrelated sampling in which only single observations, each of v observations apart, are retained and all other observations are discarded; see Schmidt and Ho [1988] and Solomon [1983 Solomon [ , p. 2001 . The distance between consecutive retained observations should be selected large enough to make the correlation between them negligible. When this is done and the initial n, observations from the transient period are discarded, the sequence of K retained observations xn +I, x, +"+I, . . . , h,+(~-~)~+l contains real&ationl of (almost) independent and identically distributed random variables. Thus, the mean pL, can be estimated by -%W) = ; ;Y1 %o+i"+l. (26) , 0
Its confidence interval is -%,(K) + tK-l,l-n,2~us[~~s(K)l, (27) where and tK-l,l--a,2 is the upper (1 -cu/2) critical point obtained from the t-distribution with (K -1) degrees of freedom. The size v of separating intervals can be selected sequentially, applying the same tests as for determining the batch size in the method of (nonoverlapping) batch means, although one can expect that the size of intervals used for removing correlations between individual observations will usually be smaller than the batch size required for making batch means uncorrelated. In the example considered in Solomon [ 19831, the separating intervals of length v = 25 were selected by applying the Spearman rank correlation test. No results on effectiveness of this method are available, but some consider that it wastes too many observations. In fact, as shown by Conway 119631, the benefit of introducing the separating intervals is doubtful since it increases the variance of estimates. Let us also note that one of the reasons for batching observations is to make them more normally distributed. Thus, Equation (27) can give quite a poor approximation to the confidence interval if the analyzed process is not a normal one.
In the regenerative method observations are also grouped into batches, but the batches are of random length, determined by successive instants of time at which the simulated process starts afresh (in the probabilistic sense), that is, at which its future state transitions do not depend on the past. In the theory of regenerative processes (see, e.g., Shedler [1987] ), which gives the theoretical support for this method, such instants of time are called regeneration points, and the states of the processes at these points are called regeneration states. The special nature of the process behavior after each regeneration point-its fresh rebirth-causes batches of observations collected during different regenerative cycles (i.e., within periods of time bounded by consecutive regeneration points) to be statistically independent and identically distributed. So are the means of these batches. For example, the regeneration points in the behavior of simple singleserver queuing systems are clearly the time instants at which newly arriving customers find the system empty and idle. From any such moment on, no event from the past influences the future evolution of the system. More examples are given in Welch [1983, p. 3171 and Shedler [1987, Sec. 2.11 . Note that usually a few, or even infinitely many, different sequences of regeneration points (for different types of regeneration states) can be distinguished in the behavior of a system.
As a consequence of the identical distributions of output data collected within consecutive regenerative cycles, the problem of initialization vanishes if a simulation experiment commences from a selected regeneration point. The regenerative method was first suggested by Cox and Smith [1961, p. 1361, then independently developed by Fishman [1973b , 19741, and by Crane and Iglehart [1974 , 1975a . Because of the random length of batches, these methods require special estimators, usually in the form of a ratio of two variables. In particular, if observations x1, x2, . . . , x, are collected during N consecutive regenerative cycles, then the mean pcL+ of the observed process is estimated by
where y(N)= ; 3,
In the above equations, Ti = ni+l -n; (32) is the length of the ith regenerative cycle or, equivalently, the number of observations collected during the cycle i; ni is the serial number of an observation collected at the ith regeneration point, and (34) where z1--a/2 is the upper (1 -a/2) critical point from the standard normal distribution, and
It can be shown that xre(N) given by Equation (29) is a biased estimator of pL, (the mean value of the ratio of two variables is approximated by the ratio of their mean values, which generally is not correct), although it is a consistent estimator, which means that x,,(N) tends to CL, with probability 1, as N + 03. Additionally, the asymptotic normality of the ratio estimator l Krzysztof Pawlikowski x&V), on which the formula given by Equation (34) is based, is questionable even for relatively large N. Thus, this method eliminates the bias of initialization but introduces new sources of systematic errors caused by special forms of estimators. Some efforts have been made to obtain less biased estimators than those of Equations (29) and (34). Less biased estimators of pcL, have been proposed in Fishman [1977] (Tin's estimator), [Iglehart 19751 (the "jackknife" estimator) and Minh [ 19871. Comparative studies reported in Gunther and Wolff [1980] , Iglehart [1975, 19781, and Kelton [1982b] show that using the jackknife approach for the mean and variance estimation can significantly improve the accuracy of the estimates, although some question the generality of these results [Bratley et al. 1983, p. 921 . In some reported cases, especially if a small number of regenerative cycles is recorded, the performance of the regenerative method appears to be poor indeed, worse than that of the method of (nonoverlapping) batch means (see Law and Kelton [ 1982b, 19841) .
An effective sequential, regenerative procedure for output data analysis has been proposed by Fishman [ 19771. Because of reservations about the appropriateness of the assumption of the approximate normality of xr,(N), the procedure is equipped with a statistical test for normality of the collected data (the Shapiro-Wilk test; see Shapiro and Wilk [1965] or Bratley et al. [1983, App. A] ). This normality test requires grouping output data (means over observations collected during consecutive regenerative cycles) into fixed size batches. Fishman [1977] proposed using batches containing data collected during at least 100 cycles and increasing the size of batches if the normality test fails. Results presented in Law and Kelton [1982b] show that this method, although rather more complicated numerically because of testing for normality, produces more accurate results in comparison with both a sequential "plain" regenerative method proposed by Lavenberg and Sauer [1977] and a sequential method of (nonoverlapping) batch means proposed by Law and Carson [ 19791. A sophisticated modification of the regenerative method was also proposed by Heidelberger and Lewis [ 19811, who suggest interactive intervention by users in the process of data collection and analysis for achieving better accuracy. The regenerative method of data collection and analysis requires a regeneration state to be well chosen so as to ensure that a sufficient number of output data can be collected for statistical analysis. To satisfy this requirement, a few approximations to the method have been proposed; see Crane and Iglehart [1975b] , Crane and Lemoine [1977] , Gunther and Wolff [ 19801, Heidelberger [ 19791. Gunther and Wolff [ 19801 proposed replacing single regeneration states by sets of states and defining (almost) regenerative cycles bounded by entries of the simulated process to such sets of states rather than to a single regeneration state as in the original method. Such modification can lead to even better accuracy of results than that obtained by the original (accurate) regenerative method, at least in the cases reported in Gunther and Wolff [1980] . But users must still select a proper set of (almost) regenerative states, which can sometimes involve substantial preparatory work. This approach certainly deserves to be more thoroughly compared with others. On the other hand, selecting the most frequently occurring regeneration states does not guarantee the best quality of the estimator. For example, Calvin [ 19881 has shown that such a selection may even result in the estimator with the largest variance. Thus, a general criterion for selecting regeneration states still remains an open question. The random length of regenerative cycles makes the control of the accuracy of results more difficult, since stopping the simulation at a nonregenerative point can cause a substantial additional bias [ Meketon and Heidelberger 19821 . Any variant of the regenerative method offers very attractive solution to the main "tactical" problems of stochastic simulation, but it requires a deeper a priori knowledge of the simulated processes.
As has been said, one can also try to take into account the correlated nature of observations when the variance, needed for the analysis of confidence intervals, is estimated. The simplest, but usually heavily biased, estimator of the variance a'[X(n)] can be obtained directly from Equation (9). Namely,
* ji+, 1% -X(n)l[Gk -X(41, for 0 5 lz 5 n -1. This estimator can be improved by discarding R(K)'s of higher order since, as has been mentioned discussing the problem of selecting the batch size in the method of batch means, they are less reliable because they are calculated from fewer data points. Since the above formulas assume that the analyzed observations are taken from a stationary process, the estimation should be forwarded by detecting the effective length of the initial transient period to discard initial nonstationary data. The serial correlation of observations collected during simulation experiments is more effectively exploited in the method based on spectral analysis, first proposed by Fishman [ 19671 and Fishman and Kiviat [1967] . The method assumes that observations represent the stationary and autocorrelated sequence X,, X2, . . . , X,,, and shifts their analysis into the frequency domain by applying a Fourier transformation to the autocorrelation function {R(k)], k = 0, 1, 2, , . . , yielding the spectral density function
j=l for --03 5 f I +w [Brillinger 1981; Jenkins and Watts 19681. Note that because of the randomness of the collected observations, the spectral density function is a random function too. Comparing Equations (41) and (9) one can see that, for sufficiently large n, &c(n)] E p,(o). n Thus, the estimator of a2[X(n)] can be obtained from an estimator px( f ) at f = 0. Several techniques have been proposed for obtaining good estimators of the spectral density function px( f ). Most of them follow classical techniques of spectral estimation based on the concept of spectral windows (special weighting functions introduced for lowering the final bias of the estimators) [Fishman 1973a [Fishman , 1987a Jenkins and Watts 1968; Marks 19811 . It can be shown that applying a modification of the so-called Bartlett window gives an estimator of the variance from Equation (42) equivalent to that from the overlapping batch means [Damerdji 1978; Welch 19871 . The best results in the sense of coverage were reported by applying the so-called Tukey-Hanning window [Jenkins and Watts 1968; Law and Kelton 19841 . Using this approach, one can determine the confidence interval of CL,
assuming (43) and Ll-,p as the upper (1 -a/2) critical point of the t-distribution with K degrees of freedom. The value of K depends here on the ratio of n/k,,,, where k,,, is the value of the upper lag considered in the autocorrelation function (R(k)) [Bratley et al. 1983, p. 97; Fishman 1973a] . This approach can sometimes produce quite accurate final results (see Law and Kelton [1984] ), but it cannot be regarded as a good candidate for a more user friendly implementation because of its rather sophisticated nature. In particular, there is no definitive method for choosing the parameter K [Bratley 1983, p. 97; Fishman 1978a, p. 265; Law and Kelton 19841 .
The usefulness of spectral windows in reducing the bias of the estimate fix(O) has been questioned in Duket and Pritsker [ 19781, Heidelberger and Welch [1981a, 1981b] , Wahba [1980] . The last three 
To find an unbiased estimate of p,(O) the periodogram is transformed into a smoother function, namely, into the logarithm of the averaged periodogram
for f; = (4j -1)/n. Next, this smoother function (but still not the smoothest one) is approximated by a polynomial to get its value at zero. The whole approach is discussed in detail in Heidelberger and Welch [1981a] together with a method for calculating K, the number of degrees of freedom needed in Equation (43); see also the Appendix B. Despite a number of approximations involved, the method produces quite accurate results, in particular in terms of coverage. Heidelberger and Welch [1981a] proposed a sequential version of their method that uses a limited number of (aggregated) output data points instead of a growing number of individual observations, since, as they show, both individual observations and their batch means (of arbitrary size) can be used in the variance analysis. Namely, if n observations are grouped into b batches4 of m observations each, then for n=bm
where, for --03 5 f 5 +w,
is the spectral density function of the autocorrelation function {R(k, m)) (k = 0, 1, 2, . . .) of the batch means; see Equation (22) . This insensitivity of the method to batching the observations allows the batch size to be increased dynamically (starting from m = l), keeping in memory only a limited number of the batch means. A special batchinglrebatching procedure is presented in Welch [1981a, 1981b] . It appears to be an efficient way of limiting the required memory space. A modified version of this method is presented in Section 3. The method has demonstrated a good coverage of confidence intervals in various applications, even if data are collected asynchronously in time [Asgarkhani and Pawlikowski 19891 , despite claims based on the basic assumption of discrete Fourier transformation that it should be applied only in simulation experiments in which observations are collected at equally spaced time intervals [Bratley et al. 1983, p. 961. Another approach for estimating the variance of correlated observations collected during a single simulation run is applied in the method based on autoregressive representation developed by Fishman [1971 Fishman [ , 1973a Fishman [ , 1978a . Again it is assumed that after having decided about observations gathered during the initial transient period, the analyzed sequence of observations 3c1, x2, . . . , x, represents a stationary process. The main assumption of the method is that such a sequence of originally correlated observations can be 3 The symbol i has this special meaning only in Equa-4 The symbol b, instead of kb, is used here to emphasize the insensitivity of the method to the number of tion (46) 
where C = co + cl + . . . + c,, co = 1. a2[P(n -q)], as the variance of the mean of i.i.d. random variables, can be estimated using Equation (4), provided the coefficients q, c,, c2, . . . , c, are known. The correct autoregressive order q can be determined by examining the convergence of the distribution of a test statistic to an F distribution (also known as the Fisher distribution, or the Snedecor distribution, or the variance-ratio distribution) [Bratley 1983; Hannan 1970, p. 3361 or to a x2 distribution [Fishman 1978a, p. 251; Hannan 1970, p. 3361 . Having selected q, the estimates of the coefficients of c, , c2, . . . , cq can be found from a set of q linear equations of the form
i=l for k = 1, 2, . . . , q, where R(k) is the estimate of the lag k autocovariance from the sequence of original observations x1, 22, . . . ) X, [Fishman 1978a [Fishman , p. 2491 . Next, having determined G"[ P(n -q)], one can find the estimate of the variance of X(n), since from Equation (54),
Finally, assuming that the variable & (
is governed by the t-distribution with
degrees of freedom (see arguments given in Fishman [1978a, p. 252] ), the resulting confidence interval of pL, is determined as
The main restriction of the last method seems to be the required existence of an autoregressive representation of the simulated process. Results of empirical studies of the method's efficiency published in Fishman [ 19711 were not very encouraging, since the final coverage was frequently below 80%. These results were, however, achieved in short simulation runs. Andrews and Schriber, in their studies of the autoregressive method reported in Andrews and Schriber [ 19781 and Schriber and Andrews [1979, 19811 , observed a significant variability in the average widths of confidence intervals in simulation experiments. Law and Kelton [ 19841, after comparative studies of different fixed-size methods of data analysis, also found that the autoregressive approach does not offer better results than other, computationally simpler methods of data analysis. And, in contrast to both the method of batch means and the method of spectral analysis, the improvement of the final coverage when increasing the number of collected observations was very slow. Continuous execution of the test for determining the autoregressive order q and solving the sets of equations for determining the coefficients cl, c2, . . . , c, can be time consuming in a sequential version, especially if longer sequences of observations have to be collected.
The method of standardized time series, originally proposed by Schruben [1983, 19851 , relies on the convergence of standardized random processes to a Wiener random process with independent increments, also known as a Brownian bridge process. It is an application of the theory of dependent random processes [Billingsley 1968, Chaps. 20 and 211 and its functional central limit theorem, which is a generalization of the (scalar) central limit theorem l Krzysztof Pawlikowski presented in Appendix A. According to this approach, an analyzed sequence of observations is first divided into subsequences (batches) of observations, and each of them is transformed into its standard form required by the functional central limit theorem. Next, various functions of the transformed sequence can be analyzed to construct the confidence interval of X(n). The method requires that the analyzed process be stationary; thus, initial observations representing its nonstationary warm-up period should be discarded before the sequence of n remaining observations is divided into kb nonoverlapping batches, each of size m. The ith batch, containing the observations X(i-i)m+l, X(i-l)m+z, . . . , X(i-l)m+m, i = 1, 2, . . . , kg, is transformed into the standardized process Ti(t), 0 5 t 5 1, where
is the location of the (first if ties occur) maximum of Z'i(k/m) as a function of k, Goldsman and Schruben [ 19841, and gives the confidence interval of vcL,,
where the constant t3kb,1--a/2 is from the tdistribution with 3kb degrees of freedom. The latter function is used in the area estimator
(65) for 0 < t 5 1 (La1 denotes the greatest j=l integer not greater than a), and Ti(0) = 0. [Song 19881 . It gives the confidence In this formula, interval
is the cumulative average of the first k observations in the ith batch, and G2[X(m)] is the variance estimator of the ith batch mean. The functional central limit theorem says that in the limit, as m + 03, any standardized process Ti(t)p 0 5 t 5 1, for i = 1, 2, . . . . becomes the Brownian bridge process (a mathematical model of Brownian motion on the [0, l] interval [Billingsley 19681 ). This fact has been used by Schruben [ 19831, who proposed to use two functions of Ti(t) to estimate the variance of X(n):*(i) the maximum of Ti(t), 0 5 t 5 1, and (ii) the sum of Ti(k/m), from k = 1 to m. The former function is used in the maximum estimator of
X(n) + tkb.I-,,2(TdX(n)I.
(66) Goldsman and Schruben [1984] showed that the former estimator is asymptotically superior to the later one in the sense that as m + 03, it produces narrower and more stable confidence intervals. On the other hand, it can perform poorly when batches are short. They also showed that if m is large, the method of standardized time series is superior to the method of nonoverlapping batch means. Another positive feature of this method is that despite the sophisticated statistical techniques involved, the estimators have simple numerical forms. For a further improvement of their quality, Damerdji [1987] proposed to use overlapping batches of observations as is done in the method of overlapping batch means, and Foley and Goldsman [1988] have modified Equation (59) [Song 19881 .
The estimators of variance that have been presented in this section require various, more or less complex ways of data collection. They also have their own statistical strengths and weaknesses. This has led to the idea of finding a robust method of simulation output data analysis by combining different estimators of variance a2[X(n)] into a composite estimator, since, by theoretical arguments, combinations of independent variance estimators should have a smaller variance and, consequently, give better coverage of confidence intervals than its components. Such an effect has been achieved by Schruben [1983] , with a linear combination of the area estimator (64), or the maximum estimator (61), and the estimator calculated from nonoverlapping batch means; see results of the quality analysis in [Goldsman and Schruben 1984; Goldsman et al. 1986; Song 19881 . The first of these two combined estimators has been applied in a sequential procedure for the analysis of simulation output data described in Duersch and Schruben [1986] . More sophisticated linear combinations of estimators are discussed in Schmeiser and Song [1987] and Song and Schmeiser [ 19881. Research in the area of variance estimation continues. The diversity of existing methods of data collection and analysis, and the variance estimators they use, requires a more thorough comparison of their quality. Some results of comparative studies can be found in Glynn and Iglehart [1985] , Meketon [1985, 19891, Goldsman and Schruben [1984] , Goldsman et al. [1986] , Kang and Goldsman [1985] , and Song [1988] . Readers interested in current developments in this area are encouraged to browse through recent publications in, for example, "Operations Research, " "Management Science,"
and the annual Proceedings of the Winter Simulation Conference.
PROBLEM OF INITIALIZATION
It is well known that just after initialization any queuing process with nondeterministic, random streams of arrival and/or random service times is in a transient phase, during which its (stochastic) characteristics vary with time. This is caused by the fact that, like any (stochastic) dynamic system, such queuing systems or networks initially "move" along nonstationary trajectories. After a period time, the system approaches its statistical equilibrium on a stationary trajectory if the system is stable, or remains permanently on a nonstationary trajectory if the system is unstable.5 Note that in practice only queuing systems with infinite populations of customers and unlimited queue capacities can never enter a stationary trajectory, and this happens if the average request for service is equal to or greater than the average supply of service; that is, if
where X is the mean arrival rate, l/p, is the mean service time, and c is the number of service facilities. In such a case, the queues will eventually increase in length with time and the system becomes permanently congested. On the other hand, queuing systems with limited queue capacities always reach an (inner) statistical equilibrium, even if the system's load expressed by the traffic intensity p = A/cpCL, is much greater than 1. In such a case, internally stationary queuing systems are in the nonstationary environment of streams of rejected customers. Of course, output data collected during transient periods do not characterize steady-state behavior of simulated systems, so they can cause quite significant deviation of the final "steady-state" results from their true values. Although it seems quite natural that the deletion of untypical initial observations should result in better .
Krzysztof Pawlikowski steady-state estimators, the problem to delete or not to delete is a perennial dilemma of stochastic simulation practice. Each of these two alternatives has its advocates. The answer depends on the assumed measure of goodness and the resource limitations of simulation experiments (the maximum possible number of recorded observations). The influence that the initial transient data can have on the final results is a function of the strength of the autocorrelation of collected observations. With no restrictions imposed on the length of the simulation run, this influence can be arbitrarily weakened by running the simulating program sufficiently longer. But in most practical situations simulation experiments are more or less restricted in time, and that time can be more or less effectively used to calculate estimators. If all initial output data are retained, the bias of the point estimator X(n) is greater than if they were deleted.
Contrary opinions on the usefulness of deletion are caused by the fact that it increases the variance of the point estimator [Fishman 1972 ,1973a Turnquist and Sussman 19771 and, in effect, can increase its MSE; see Equation (8). Let us note that an increase of the variance can be compensated for by applying one of the variance reduction techniques. Deletion of initial observations seems to be justified if the variance of the estimator is smaller than the squared bias and/or if observations are strongly correlated (the initial conditions have a longer effect on the evolution of the system in time). On the other hand, Blomqvist [1970] showed that for long run simulations of GI/G/l queuing systems the minimum MSE of the mean delay usually occurs for the truncation point n, = 0, which supports the thesis that no initial observations need to be deleted. Results of experiments conducted by Turnquist and Sussman [ 19771 and Wilson and Pritsker [1978b] provide the same argument.
The usefulness/uselessness of data deletion also depends on methods used for data collection and analysis. Independent replications give much more "contaminated" data than methods of data collection based on single runs, since each replication begins with a new initial transient period. Consequently, data deletion seems to be more crucial for plurality of transient periods than for just one transient period in one long run. In an example discussed in Kelton and Law [ 19831 the estimator of mean delay in an M/M/l queue obtained from replications of 500 observations, without initial deletions, was biased -43.2%, for p = 0.95. In the case of higher accuracy requirements, a significant bias of estimators will normally increase their chances of being outside the theoretical confidence intervals, thus it will decrease the coverage of confidence intervals. Law [ 19831 and Kelton and Law [ 19841 analyzed the influence of initial data deletion on the coverage of the final results in the case of the method of independent replications and stated a clear improvement of the actual coverage (experimental values of confidence levels) to levels near nominal theoretical values (1 -a), without unduly widening confidence intervals, especially if replications were not too long and/or not too many observations were deleted. In methods of data analysis based on single runs and an assumption that the observed process is stationary, deletion of data from the initial nonstationary period improves approximate stationarity of the remaining process.
The nature of the convergence of simulated processes to steady state depends on many factors; the initial conditions of simulation are one of them. Conway [1963] advised a careful selection of starting states (typical ones for steady state of the simulated process) to shorten the duration of the initial transient phase. Since then many trials have been undertaken to determine the optimal initial conditions in the sense that they would cause the weakest influence of the transient phase on the steady-state results, but ambiguous conclusions have been reached. Madansky [1976] proved that the MSE of the mean queue length in simulation studies of M/M/l queuing systems (without data deletion) can reach its minimum value if they are initialized as empty and idle, that is, in their modal states. Wilson and Pritsker [ 1978b] , having examined a slightly broader class of queuing processes, concluded that the optimal (in the MSE sense) initial state is the most likely state in statistical equilibrium (the mode of the steady-state distribution) if it differs from the emptyand-idle state. Moreover they found that a judicious selection of initial conditions can be more effective than the deletion of initial data. Similar conclusions were reached by Donnelly and Shannon [ 19811 after a more methodical investigation. Following this line of reasoning, Murray and Kelton [1988] proposed to use the method of independent replications with randomly selected initial states taken from an initial state distribution. Such a distribution could be constructed during the first k, replications (the pilot phase of the simulation experiment) and used during the remaining kb -kO replications (the productive phase). Results reported in Murray and Kelton [1988] show that such an approach can be effective both for reducing the bias of point estimates and for increasing the coverage of confidence intervals, without unduly increasing the variance or mean square error of estimates.
On the other hand, Kelton and Law showed experimentally by investigating queuing systems with exponential and Erlangian distributions of interarrival and service times that the shortest transient periods occur if the simulated processes start from states slightly larger than their steady-state means [Kelton 1985; Kelton and Law 19851 . For example, in the M/M/l queue the mean delay reaches its steady state in the shortest time (with accuracy +O.Ol, p = 0.9) if the initial queue length is 15, while the steady-state mean queue length equals 9. These results were theoretically justified by Abate and Whitt [1987b] , who indicated that the optimal initial state when the mean value is estimated is about one-and-a-half times the steady-state mean. It was also shown that starting from a state much larger than the mean can result in a very long transient period. Thus, because in real situations the steady-state mean is unknown, it is much safer to initialize systems as empty and idle, particularly if the bias of an estimator concerns us more than its MSE.
Having decided to discard data collected during transient periods, we face the next problem: how long such periods last. In simulation practice we can encounter both very short initial transient effects and t.ransient effects that are spread over tens of thousands of observations [Heidelberger and Welch 19831. 
Duration of the Initial Transient Period
The problem of determining the duration of the initial transient period in simulation runs appears to be complicated, even if we restrict ourselves to estimators of means values only. The first rules of thumb were proposed by Conway [1963] and Tocher [ 19631. Conway suggested the following rule:
Rl. In a time series of observations x1, x2, . . . ) x, the initial transient lasts until the first of the series is neither the maximum nor minimum of the rest.
This rule of thumb, associating the beginning of steady state with the occurrence of the first "typical" observation, appears to give a poor approximation of the duration of the initial transient. As was shown in Gafarian et al. [1978] , using this rule we can significantly overestimate the length of the initial transient for small p and underestimate it for high p; see also [Wilson and Pritsker 1978b] .
The performance of a system can be regarded as a cyclic evolution of system's basic operations. For this reason, Tocher [1963 Tocher [ , p. 1761 No results concerning the effectiveness of this rule are available. The duration of the initial transient period is also analyzed in the queuing theory. It has been shown that the rate at which the mean queue lengths or the mean delays tend to their steady state is, after some period of time, dominated by a term of the form exp(-t/T), where T is called the relaxation time of the queue. Thus, the constant r l Krzysztof Pawlikowski may be used for specifying an upper bound on the length of time after which the influence of the initial state is negligible. For example, one can conclude this rule:
R3. The initial transient period is over after the time to = -r In @, where p is the permissible relative residue of the initial state, 0 < /3 < 1.
Thus, assuming /3 5 0.02, at t = 47 we find that the queue characteristics are within 2% of their steady-state values; or in other words, output data collected from that point of time should be biased by initial states by less than 2%. The analysis of relaxation times was initiated by Morse ww, who considered the correlation function of the M/M/l queue length. Cohen [ 19821 analyzed transient distributions of queue lengths and determined the relaxation time for GI/G/l queuing systems. These appear to be from 9 to 2 times greater than Morse's results for M/M/l systems, as p changes from 0.1 to 1.0. This diversity of results has stimulated search for approximate formulas for relaxation times, such as Newell's result for GI/G/l under heavy traffic queues [Newell 19711 and results for Markovian queuing systems obtained by Odoni and Roth [1983] . The latter, having studied various Markovian systems, proposed to approximate the relaxation times by c:+c:
where CX and CI are the coefficients of variation for the interarrival and service times, respectively, and l/pus is the mean service time. The usefulness of the last formula in simulation has been studied in the case of M/M/l and M/Ek/l queuing systems [Roth 1985; Roth and Rutan 19851 . More detailed analysis of the transient behavior of some stochastic processes has been reported by Whitt [1987a, 198713, 1987c, 19881 , who analyzed the relaxation times in the M/M/l queues and Brownian motion processes (the latter are used to approximate queuing processes in a heavy traffic scenario [Kleinrock 19761 ). All these results show that more heavily loaded systems tend more slowly to their statistical equilibrium. Abate and Whitt have also proved that higher moments of queue parameters have longer relaxations times than corresponding lower moment [Abate and Whitt 1987a] . Thus, mean values tend to a steady state faster than, for example, variances.
Relaxation times have also been analyzed theoretically for some simple queuing networks; for example, Blanc [1985a] analyzed the relaxation time in an open network of K service centers with a Poisson arrival stream, an unlimited number of servers at each center, general distribution of service times, and a homogenous transition matrix. He showed that the relaxation time in such a network has an upper limit, namely,
Equality occurs for tandem connections of queuing systems. The case of two queuing systems in series has been analyzed in more detail in Blanc [1985b] . In addition, a conjectural relaxation time for Jacksonian queuing networks with K single server centers has been proposed. For more complex queuing networks the relaxation times have not yet been theoretically determined. But the usefulness of even known formulas for relaxation times can be questioned in simulation studies. They can be used only as first approximations of the duration of simulated initial transients, since it has been shown that estimators of the mean values from simulation tend to their steady state more slowly than exponentially;
for example, Anderson [ 19851 showed that in queuing systems with limited queue capacities the rate at which the estimator of mean queue length tends to its steady state eventually becomes inversely proportional to time. It has also been shown that the standard deviation of estimators converges even more slowly, namely, in inverse proportion to the square root of time [Anderson 1985; Fishman 19671 . Both of these facts have found application in various heuristic rules proposed for determining the duration of the initial transient period.
Studying the convergence of a moving average of output data to determine a possible end of the initial transient period is attributable to Gordon [1969 , p. 2851 and Emshoff and Sisson [1970 ; see Solomon [1983 Solomon [ , p. 1951 . The simplest way would be to find an instant of time at which the running mean X(n) [Equation (l)] approaches a constant level with a given accuracy 6, 6 > 0. Thus, we can assume the following rules:
R4. In a time series of observations xl, x2, e.0) Xi, easy the initial transient period is over after n, observations if k consecutive values of the running mean x(i) recorded after the observation n, differ less than 1006% from X(n, -t k); that is, for all i, n, < i I n, + k,
The stabilization of X(n) should be tested over a sufficiently long sequence of observations, so the parameter k should be large (in the statistical sense); that is, k 2 30. The above rule has two weaknesses. First, as has been indicated by Conway [ 19631, accumulative statistics such as running means usually stabilize very slowly with time, and therefore usually give overestimated values of n,. Second, fluctuations of the running mean x(n), calculated over data collected during a single simulation run, can continue for a long time. For these reasons the above rule and its various modifications are usually used with the method of replications, and the inequality (70) is applied to the running mean after having additionally smoothed it by averaging over replications.
Despite this, the resulting length of the initial transient period is still usually overestimated [Gafarian et al. 1978; Roth 1985; Roth and Rutan 1985; Wilson and Pritsker 1978a] . Welch proposed a special technique for smoothing running mean that uses the concept of a moving window within which mean values over replications are additionally averaged, producing a smoother (but still highly correlated) process [Welch 1983 [Welch , p. 2931 R5. The initial transient period is over after n, observations if the time series x1, x2, . . . , x,,~ crosses the mean X(q) k times.
This rule is sensitive to the value of k [Gafarian et al. 19781 . Too large a value will usually lead to an overestimated value of n,, regardless of system's utilization, whereas too small a value can result in an underestimated n, in more heavily loaded systems. In Gafarian et al. [1978] , k = 25 was recommended for M/M/l/w queuing systems, whereas in Wilson and Pritsker [1978b] k = 7 was chosen for the M/M/1/15 system. The system-dependent selection of the parameter k in rule R5 seems to be too arduous for potential users.
Yet another approach, which Solomon [1983] attributes to Emshoff and Sisson [1970] , is based on the x2 goodness-of-fit test applied for selecting a time from which the numbers of observations below and above the running mean are equal (in the statistical sense). According to this test, the sequence of observations should be partitioned into batches of at least m, = 10 observations each (Solomon selected m, = 30). Then one can conclude the following rule:
R6. In a time series of observations x1, x2, . ..) x, the initial transient is over after n, observations if the x2 goodness-of-fit test confirms that in the batch of observations Xn,+1, xno+2, * * * , &lo+m, following the observation n, the numbers of observations above and below the running mean X(q) are about the same.
Rule R6 seems to be quite simple and independent of any system-related is to select a batch size that gives the desired data reduction while retaining the stabilizing trend of the original sequence. After the batch size m, is selected, the sequence of batch means X,(m,), X2(m0), . . . , can be tested in a similar way to the sequence of the original observations.
For example, Wilson and Pritsker [1978a] formulated the following rule, which they attributed to Schriber [1974] (Solomon [1983 (Solomon [ , p. 1951 This rule, like rule R4, is sensitive to the value of the parameter k, which should depend on the variability of the observed process. A small value for k, for example k = 2, as was assumed in [Wilson and Pritsker [1978a] and Solomon [1983 Solomon [ , p. 1961 , can lead to an underestimation of n,, since the difference between averages, having dropped only k times below &, can easily rise again to an unacceptable level, as in an example considered in Solomon [1983 Solomon [ , p. 1971 For further data reduction and additional smoothing of the tested sequence, Kelton and Law [1983] proposed applying such a batching technique in connection with the method of independent replications; see Section 1. Namely, they batched the sequence of mean observations (means over replications) and then analyzed the sequence of the means of these batches, assuming rule R8:
R8. In a time series xl(m,), x.Jrn,), . . . , the initial transient period is over after the batch b,, that is, after n, = mob0 observations, if the sequence of the batch means after the batch b, can be approximated by a straight line with zero slope.
Rule R8 can be applied only in the case of monotonic convergence to steady state but, as was proved by Kiefer and Wolfowitz [1955] , in any stable, initially empty-andidle GI/G/c queuing system the mean delay in queue grows monotonically in time. Kelton and Law [1983] proposed testing the slope of the regression line backwards after collecting an assumed number of observations. The test for zero slope is over a fixed number of batch means (if zero slope is confirmed, the test is repeated over an earlier sequence of batch means to find whether the initial transient period had expired earlier). If the test fails at the beginning, a new checkpoint is chosen after gathering further output data from the simulation. Note that this requires that the process of collecting new observations in all previously stopped replications be continued again. Because correlations between batch means can still be significant, they are approximated by a straight line using a generalized least-squares procedure proposed by Amemiya [ 19731, which allows for autocorrelation of the analyzed data. For additional saving of memory space, the number of batches could be kept constant by allowing the size of batches to grow when simulation runs are continued. The procedure implementing rule R8 appears to be quite effective, especially in lowering the MSE of estimators [Roth 1985; Roth and Rutan 19851. Rules R4-R8 are based on the convergence of the mean of observations to its steady-state value. Other criteria of convergence are also possible. For example, because the variance of the mean of observations taken from a stationary process is approximately inversely proportional to the number of observations [Fishman 1973a, p. 281; Gafarian et al. 19781 ; that is, (72) [cf., Equation (9)J where C, is a positive constant and n is the number of observations, Gordon [1969] proposed rule R9: R9. Inatimeseriesx,,xz ,..., x, the initial transient is over after the observation n, if the graph (log n, log &[X(n)]), becomes approximately linear with slope -0.5 from this observation on.
To smooth variations of the analyzed curve, Gordon [ 19691 proposed analyzing the variance of the mean of observations averaged over a number of replications. This rule was analyzed in Gafarian et al. [1978] and Wilson and Pritsker [1978a] , using Equation (4) Fishman [1971, p. 291 proposed equating the variance of the mean of autocorrelated observations with the variance of the mean of a hypothetical sequence of independent observations to find the number of collected (autocorrelated) observations equivalent, in the above sense, to one independent (hypothetical) observation. After some simplification we get the following rule:
RlO. In a time series of observations x1, x2, . . . ) x,, . . . , the initial transient is over after (73) observations, where fi(k) is the estimator of the autocorrelation of the lag k, 0 5 k 5 n -1; see Equation (40).
The sequence of observations collected after the observation n, should be (approximately) independent of the initial conditions. The autocovariance estimators R(k) should be analyzed with caution; see the comments after Equation (22) . Comparing this with the results given for the example in Roth and Rutan [1985] , one can state that Rule RlO usually gives underestimated values of n,; no exhaustive comparisons of this rule with other rules are available.
As an example of more sophisticated truncation rules let us mention the rule proposed in Beall [1982] based on the analysis of the convergence of the distribution functions to their steady-state forms. The rule has been analyzed in the context of autoregressive moving average (ARMA) processes [Brockwell and Davis 1987, Chap. 31. All the above-mentioned rules proposed for determining the length of the initial transient periods are either quite elaborate and, as such, do not ensure an accurate control of the initialization bias, or can determine precisely the length of the initial transient period but only for restricted classes of simulated processes and/or by applying sophisticated techniques to collect and analyze the output data. This can unnecessarily lengthen the time of simulation experiments, especially if the required accuracy is tested sequentially; cf. rule R8. Usually the effectiveness of these rules also strongly depends on the specific parameters they use, but little or no guidance is available on how to select values for these parameters. Some of the rules have been implemented as built-in options offered in simulation packages such as GPSS, SLAM, and SIMSCRIPT II.5 [Law and Kelton 1982a] . Thus, potential users should be aware of their limitations.
A promising approach for detecting the expiration of the initial transient period is offered by statistical stationarity tests based on the theory of dependent stochastic processes developed by Billingsley [ 19681. According to this approach, we have the following rule: Rll: R 11. The initial transient data have been removed from a given sequence of observations if the (standardized) sequence determined over the remaining observations behaves in a way consistent with a standard (stationary) stochastic process. ' 
Krzysztof Pawlikowski
Such tests were first invented by Schruben [1982] and Schruben et al. [1983] as a special application of the same theory that is applied in the method of standardized time series for generating confidence intervals; see Section 1. These tests are based on the high sensitivity of the sequence of partial sums Sk = X(n) -x(k), (74) k = 0, 1, 2, . . . , and So = S, = 0, to the presence of initialization bias in X(n); X(n) and x(k) are means over n and k first observations, respectively; see Equation (1). Following this phenomenon, tests proposed in Schruben [1982] and Schruben et al. [1983] analyze the convergence of a standardized sequence (T(t)), 0 I t 5 1, to the Brownian bridge process with zero mean and variance equal 1. The sequence (T(t)) is the standardized sequence of the partial sums Sk, namely,
for 0 < t I 1 (where LaJ denotes the greatest integer not greater than a), and T(0) = 0. Heidelberger and Welch [1983] listed a few other standardized sequences that can be used to find statistics for the above rule. Rejection or acceptance of the hypothesis that a given subsequence of observations is stationary or, equivalently, that the initial transient period is not included in the observations, depends on the probability characterizing the scalar value calculated from the considered sequence. Despite the sophisticated theory hidden behind these tests, they appear to be simple numerically and can be applied to a wide class of simulated processes. A sequential version of one of the tests proposed by Schruben et al. [1983] is presented in Section 3. The main practical problem with their implementations is that they require a priori knowledge of the variance estimator G" [x(,)] of the simulated process in steady state. To estimate this variance, one can use a sequence of observations collected at some distance from an assumed truncation point, assuming that the process is then at least closer to steady state. Schruben [1982] 
SEQUENTIAL PROCEDURES FOR STEADY-STATE SIMULATION: EXAMPLES
This section presents in detail two sequential procedures for stopping the simulation experiment when the required relative precision of confidence intervals is achieved. The first procedure is based on the method of spectral analysis; the second applies the method of the nonoverlapping batch means. Since both of these procedures require the analyzed sequence of observations to be stationary, each of them has to be preceded by a sequential procedure for detecting the length of the initial transient (nonstationary) period. Thus, when these procedures are applied, simulation experiments comprise two stages: stage 1 for determining the length of the initial transient period and stage 2 during which the steadystate behavior is simulated and analyzed, as illustrated in Figure 3. 
Detecting the Length of the Initial Transient Period
The sequential procedure presented here is based on a stationarity test proposed by Schruben et al. [1983] . It is used to test the hypothesis that a sufficient number of initial transient data has been (or has not been) discarded. As in any statistical test, the value of a chosen statistic calculated from the tested sequence of observations is compared with the corresponding value from a standard sequence, and the decision about rejection or acceptance of the hypothesis is taken at an assumed significance level Q, 0 < CY~ < 1. The significance level can be regarded as the probability of erroneously rejecting the hypothesis that the tested process is stationary. To get a first approximation for the truncation point, n,*, we can use one of the heuristic rules Rl-RlO presented in Section 2. For example, in simulation studies of data communication protocols [Pawlikowski and Asgarkhani 19881 rule R5 was applied (assuming k = 25). A flow chart of the procedure is given in Figure 4 .
The problem encountered during testing a sequence of n, observations for stationarity is that the steady-state estimator for the variance a2[X(n)], and the number K of degrees of freedom for its x2 distribution, has to be known earlier than we know that the process has entered the stationary region. To get a robust estimate of that variance, the estimation should be done using only a subsequence of the last n, observations from the sequence of n, observations tested for stationarity; that is, taking n, 2 yvnv, where yV (7" > 2) is the "safety" coefficient for the variance estimator to represent the steady state. Assuming larger value of yV, the last n, of n, observations are more likely to be from the stationary region, even if the truncation point of the initial transient period has been initially underestimated. Both the value of n, and n, should be selected after having taken into account the minimum sample sizes required by the method of variance analysis and the stationarity test. Heidelberger and Welch [1983] assumed n, 2 100, yV = 2. Having assumed such value of n,,, we should have at least n, = 200 observations stored in a buffer for testing against nonstationarity, which is the size of the sample assumed by Schruben [1982] . Since the number of observations tested for stationarity should be larger if longer transient Having estimated the variance, which by assumption represents steady state of the process, we can start testing the first n, observations for stationarity.
If the test accepts the hypothesis that the end of the initial transient has been detected correctly and the process has already entered its the allowed maximum length of the simulation run is too short or the system is unstable. periods are suspected, one can assume that Summing, up, the procedure requires the
following parameters:
where rnt is the smallest length of one step nmax The maximum allowed length of the in sequential testing for stationarity for a simulation run measured in the number given n,*, y > 0.
of recorded observations (to be decided Thus, after having discarded n,* obserin advance. In simulation studies revations, the next n, observations are colported in Asgarkhani and Pawlikowski lected and the last nv observations are used [ 19891 and Pawlikowski and Asgarkhani to find G2[x(n)] and K. The variance and [ 19881 nmax was not less than 100,000); the degrees of freedom of its x2 distribution kmax The maximum allowed length of the can be estimated using a few differinitial transient period (the default value ent methods, presented, for example, in is no,msx = 0.5%& Fishman [1973a, p. 2891, Heidelberger and  n, The length of the sequence used for Welch [1981a] , and Schruben [1982] . The estimating the steady-state variance method described by Heidelberger and a2[X(n)] (the default value is n, = 100).
n, The length of the sequence tested for stationarity; see Equation (76). LY~ The significance level of the stationarity test (0 < olt < 1; the default value is q = 0.05).
yV The "safety" coefficient for the estimator of variance a'[X(n)] to represent the steady state (yy z 2; the default value is yV = 2). y The "exchange" coefficient, determining the number of new observations included in each sequential test for stationarity (y > 0; the default value is y = 0.5).
The procedure can be described as follows:
procedure DetectInitial Transient; {determine the length of the initial period applying the Schruben's test preceded by an heuristic rule of truncation)
Step 1 Start the simulation run from the empty-andidle state; apply one of the heuristic deletion rules RlRlO (see Section 2) to determine n,*; (no* is the first approximation of the number of observations to be deleted) if (the initial transient period embraces more than no.max observations) then goto Step 6 else n, := n,*; discard first n, observations endif; if yvn,, 2 ynz then nt := yvn, else n, := -ynX endif; A, := yn,*; (n, observations will be tested for stationarity, A,, old observations will be replaced by new ones) at, := a,; (the initial value of significance level of the test for stationarity; see Step 4 )
Step 2
If n, + n, 5 qmax then append A,, observations to the tested sequence; (some of these observations may have been already collected when the heuristic deletion rule was applied) got0
Step 3 else (if n, + nt > nO,m.xl goto
Step 6 endif;
Step 3 Determine the variance ? [X(n,)] and K, the degrees of freedom of the variance distribution, using the last n, collected observations starting from the observation (n, + n, -n, + 1); (for example, apply the procedure SpectralVariance Analysis described in Appendix B, assuming I, = x,~+ n,--ny +s, for s = 1, 2, . . . , n,)
Step 4 (the test for stationarity [Schruben et al. 1983, p. 117311 Take all n, observations, starting from the observation (n, + l), and calculate the test statistic
",-tL where x(i) = C ?; j=no+l 1 if (a negative bias of the mean X(n,) is suspected) then goto
Step 5 elsif (a positive bias is suspected) then T := -T (the reason for considering bias of an assumed sign is that one-sided tests are usually more powerful than their two-sided correspondents) else (if a sign of the initial bias is difficult to predict, then prepare data for a two-sided test) T:= 1 TI; atI := a,/2 endif;
Step 5 if T 5 t,,l-,,, then k-a,, is the upper (1 -a,J critical point from the t-distribution with K degrees of freedom) write ('the initial transient period is not longer than n, observations'); start sequential analysis of confidence intervals (call one of procedures presented in Section 3.2) else {if T > tx.l-n,,l discard first rn$ observations from the tested sequence; no := n, + yn,*; A,, := yn,*; goto Step 2 endif
Step 6 (if the initial transient period embraces more than no,max observations) stop the simulation run; write ('the initial transient period embraces more than no,mex observations, or the simulated process is unstable ') end DetectInitialTransient. Both sequential procedures for stopping a simulation experiment that are presented here require the analyzed sequence of observations to be representative of steady state, so no observations representing the initial transient period have to have been discarded beforehand. The first procedure is a modified version of the spectral method of analysis proposed by Welch [1981a, 1981b, 19831 . Its simplified flow chart is given in Figure 5 . As mentioned in Section 1, the method allows the reduction of the number of individual data items stored in memory during a simulation experiment by batching individual observations into batches of size 2m, m = 1,2, . . . , and replacing them with 2m. Subsequent observations are lumped into M successive batches of size 2m. If utive checkpoints, one can assume w1 = more than M such new batches are needed, max(2M, 2nJ and a constant value for the the rebatching procedure is repeated. Thus, step between checkpoints above a threshold the buffer AnalysedSequence can be implepoint. Following a different reasoning, semented simply as a one-dimensional array lection of the value of u1 satisfying the of size 2M. The accuracy of estimators is inequality measured by the relative precision E of confidence intervals, defined in Equation (12), and the simulation is stopped if E % emax, where t,,, is the acceptable maximum value of the relative precision of the final results.
The current values of 6 are evaluated at consecutive checkpoints wk (k = 1, 2, . . . ; Ok 5 nmax); that is, each time (wk+l -wk) new observations have been collected. To limit the number of possible checkpoints, one can assume that they are geometrically distributed; that is, for a given wi, where k = 1,2, . . . ; L3cJ denotes the greatest integer not greater than x and y. > 1. To avoid too large a distance between consec-
LO.l(n,,, -n,)l + n, 5 01 5 LO.2(12,,, -n,)J + n,
was suggested in Heidelberger and Welch [1983] . The estimator of variance a2[X(n)]
n,, and the number K of its degrees of freedom needed in analysis of confidence intervals
The number of discarded initial obserare calculated here using the procedure SpectralVarianceAnaiysis. It requires at vations (determined by the procedure least n, > 100 batch means to be available (see Appendix B). This approach is deDetectInitialTransient).
scribed below by a pseudocode procedure that uses the following parameters:
nmax The maximum allowed length of the simulation run, measured in the number of recorded observations (nmax 2 max(3n,, n, + 2M); to be decided in advance). n, The length of the sequence used for estimating the variance 02[X(n)]
(G 2 100; the default value is n, = 100). ya The checkpoint incremental coefficient for sequential testing for accuracy (ya > 1; the default value is ya = 1.5).
(1 -a) The assumed confidence level of the final results (0 < 01 < 1; the default value is 01 = 0.05). t,,,
The maximum acceptable value of the relative precision of confidence intervals (0 < emax < 1; the default value is: emax = 0.05). The next sequential procedure for stopping simulation experiments when the required precision of results is reached is based on the method of nonoverlapping batch means. Its simplified flow chart is given in Figure 6 (only the main loops of computations are depicted). As in the case of the procedure SpectralAnalysis, the initial nonstationary sequence of n, observations should have been discarded earlier, applying, for example, the procedure DetectInitialTransient.
For weakening serial correlations of analyzed output data, individual observations are replaced here by the less correlated means of their batches. Thus, the problem of direct analysis of confidence intervals from correlated observations is replaced by the problem of determining the batch size m*, such that batch means are (almost) uncorrelated at a given level of significance. Generally, in a sequence of correlated data the autocorrelation coefficients of lag k, k = 1, 2, . . . , [see Equations (21) and (22)] are not necessarily decreasing as the lag increases, although all autocorrelation coefficients are zero if the sequence contains uncorrelated observations. For this reason, we follow the test proposed by Adam [1983] : A given batch size can be accepted as the batch size for approximately uncorrelated batch means if all L autocorrelation coefficients of lag k (k = 1, 2, . . . , L) are statistically negligible at a given significance level Pk, 0 c /3k < 1. The analytical problems encountered during estimation of the autocorrelation coefficients suggest that the number of considered lags should be limited to L = 0.1 kbo, where kbo is the number of batch means tested for autocorrelation; see comments in Section 1. The autocorrelation coefficients can be better estimated by the so-called jackknife estimators [Miller 19741 , which are usually less biased than the ordinary estimators defined by Equations (21) and (22) . A jackknife estimator of autocorrelation coefficient of lag k for a sequence of batch means of size m is calculated from the following formula:
where the estimators on the right-handside are calculated like ordinary estimators of autocorrelation coefficients [see Equations (21) and (22)], except that i(k, m) is the estimator over all kbo batch means, whereas i'(k, m) and i"(k, m) are estimators over the first and the second half of the analyzed sequence of kbo batch means, respectively.
Let us note the following:
(i) To get acceptable estimators of the autocorrelation coefficients, at least 50 batch means should be available [Box and Jenkins 1970, p. 331 ; thus, in the case of jackknife estimators one should assume kbO 2 100.
(ii) To ensure approximate normality of batch means, the size of considered batches should not be less than 50 [Adams 19831. (iii) To get an acceptable overall significance level p when testing the value of L autocorrelation coefficients of lag k (k = 1, 2 > .-., L), each at the significance level Pk, we have to assume PC c Pk, k=l hence in practice L should not be too large. This restriction is irrelevant if the autocorrelation coefficients decrease monotonically with the value of the lag, since then only F(1, m) has to be considered. To avoid wastefully collecting an exces-(s = 1, 2, . . .), formed from the batch means sive number of observations, especially kept in the Referencesequence. Thus, since when testing batch sizes, the procedure the number of data items collected in the BatchMeansAnalysis uses two buffers for Referencesequence grows in time during a storing batch means: A buffer called simulation run, a linked list of batch means Referencesequence is used to store the seems to be a proper data structure for this batch means X(m,), x2(mO), . . . of a batch buffer. The number of data items in the srze m,, and a buffer AnalysedSequence is AnalysedSequence is limited to kbo, so used for storing an assumed number kbo of it can be implemented as an ordinary batch means over batches of size m, = sm, one-dimensional array. By selecting m, . Krzysztof Pawlikowski properly, we can secure a sequential increase of tested batch sizes slower than in the batching schemes proposed in Adam [ 19831, Fishman [1973a] , Law and Carson [1979] to reduce the resultant simulation run length. For neutralizing the observed randomness of the estimators of correlation coefficients, m* = m, is selected as the final batch size of weakly correlated means iff the hypothesis of all zero autocorrelation coefficients is accepted in two succesive tests, both for the batch size rnSml and m,.
Having selected the batch size m*, one can sequentially analyze the accuracy of results by calculating confidence intervals from Equations (18) and (19), which are valid for independent and identically distributed batch means. The sequence of batch means for batch size m* kept in the buffer ReferenceSequence can be sequentially appended by new batch means if more observations are needed to improve the accuracy of results. As mentioned in Section 1, Schmeiser [1982] showed that using 10 to 30 batch means over longer batches can give more accurate results (and a better coverage of the estimators) than using more batch means over smaller batches. Following these recommendations, when the accuracy test of the estimator from kbe batch means stored in the ReferenceSequence fails, these kbe batch means are used to form kbo = 30 batch means in the AnalysedSequence buffer for the additional accuracy test. Such a test is done before a new batch mean is appended to the ReferenceSequence.
The whole method can be summarized by the following pseudocode procedure, which requires these parameters: rz, The number of discarded initial observations (determined by the procedure DetectInitialTransient). nmax The maximum allowed length of the simulation run, measured as the number of recorded observations (r~,~, > n, + m,kbo; to be determined in advance).
1-CY
The assumed confidence level of the final results (0 < cy < 1; the default value is o( = 0.05).
emax The maximum acceptable value of the relative precision of confidence intervals (0 < t,,, < 1; the default value is Emax = 0.05).
The initial values of other parameters are given in the procedure. In practice, the last procedure often uses a sequential search for the batch size of uncorrelated batch means rather than the sequential stopping rule for the simulation run (sequential testing the precision of estimates). This happens because usually many more batch means have to be tested during the first stage (testing against autocorrelation) than during the second stage (testing the precision of the results). The number of observations recorded, kbom*, when the mean and the width of confidence intervals are to be calculated for the first time is usually much larger than is required for obtaining the required level of accuracy [Schmeiser 19821 . From this point of view, the spectral method of analysis is more thrifty. On the other hand, the method of batch means uses a very simple estimator of the variance when the width of confidence intervals is analyzed. Exhaustive comparative studies of both procedures have not been performed yet, but the reported results indicate that the spectral method is usually more efficient, both in the sense of the coverage recorded in reference experiments and in the sense of the final simulation run lengths for obtaining the required accuracy of the results, at least in investigated classes of processes [Pawlikowski and Asgarkhani 19881. 
SUMMARY AND GENERAL COMMENTS
We have discussed in detail methods for dealing with the main phenomena encountered in steady-state simulation of queuing processes: the inherent initial nonstationarity and the permanent autocorrelation of collected observations. The emphasis is on methods for the sequential analysis of simulation output data, bearing in mind their possible implementation in user-friendly simulation packages, which would produce results automatically.
In such a context, methods of analysis based on single simulation runs seem to be more attractive than the methods of independent replications. This survey has been limited to analysis of a single measure of performance, namely, the point and interval estimates of the sample mean. Nevertheless, this methodology can easily be modified to estimate other performance measures, as long as their estimators are based on cumulative statistics. For example, sequential analysis of simulation output data can easily be applied to estimate the variance, or the probability that the analyzed variate lies in some fixed interval [Welch 1983, Sec. 6.31 . It cannot be applied directly to estimate quantiles, since their estimators require that sequences of collected observations be presorted and as such are not amenable to cumulative statistics calculated while the simulation is in progress. Estimation of quantiles by using the method of spectral analysis is discussed in Heidelberger and Lewis [1984] ; the same application of the regenerative method is considered in Iglehart [1976] and Seila [1982a] . Computational problems associated with quantile estimation are discussed in Jain and Chlamtac [ 19851 and Raatikainen [ 1987, 19881. The methodology of simultaneous analysis of more than one measure of performance during one simulation experiment is much less advanced than the methodology of univariate estimation discussed in this paper. The main theoretical problems of multivariate estimation and the methods that can be used for determining the confidence regions in such multiresponse simulation experiments are discussed in Charnes and Kelton [1988] , Chen and Seila [ 19871, Friedman [ 19841, Law and Kelton [1982a, p. 3081, and Seila [1982b, 19831. The initialization bias in multiresponse simulation can be controlled by applying a statistical test proposed by Schruben [ 19811. Various variance reduction techniques that are applicable in this kind of simulation experiments are discussed in Bauer et al. [ 19871, Rubinstein and Marcus [ 19851, Venkatraman and Wilson [ 19861, and Yang and Nelson [ 19881. Specific statistical problems accompanying comparative simulation studies of alternative systems are surveyed in Law and Kelton [1982a, Chap. 91 ; see also Balmer [ 19871, Clark [1986] , Friedman and Friedman [ 19861, and Goldsman [ 1983, 19861. (Note that in these applications the bias of estimators is not important, as long as the estimators are equally biased.) Stochastic simulation is also used for sensitivity analysis of performance measures and optimization of various systems and processes under uncertainty. Special methods for estimating the gradient of a performance measure with respect to a selected input l Krzysztof Pawlikowski parameter (e.g., the changes of the mean delay of messages in a communication network with respect to the mean message length) during a single simulation run are discussed in [Ho 1987; Reiman and Weiss 1986; Rubinstein 1989; Suri and Zazanis 19881. This paper is restricted to the statistical analysis of simulation output data, but practitioners are aware that that is not the only problem that must be overcome in obtaining useful results. Before observations are collected, the processes for which performance is to be investigated have to be properly modeled, and each model should be validated and verified to make the simulation experiments credible. Various aspects of the validation and verification of simulation models are discussed in [Banks and Carson 1984; Bulgren 1982; Law and Kelton 1982a; Sargent 1986; Shannon 1981; Velayas and Levary 19871. Having presented methods of data collection and analysis that are used in stochastic steady-state simulation, one can conclude that no definite conclusions can be made about their applicability. The need for more exhaustive comparative studies expressed by Schriber and Andrews [ 19811 still seems to be a live issue.
The length of simulation runs remains a critical issue, especially in the case of simulation studies of complex systems, which often can be performed only if a technique for speeding up the process of data collection is applied. In this context an important role could be played by the variance reduction techniques, which, by reducing the variance, narrow confidence intervals and consequently reduce the number of steps needed by sequential procedures for reaching the required accuracy of results. But, as was mentioned in the Introduction, practical implementations of variance reduction techniques have been reported infrequently. Among the recently published ones are those in Izydorczyk et al. [1984] and Walrand [ 19881. Another area in which the duration of simulation can be very critical is the analysis of performance measures that depend on events occurring infrequently. Some techniques proposed for speeding up rare events simulation are discussed in Cottrell [1983] , Parekh and Walrand [1989] , and Shahabuddin et al. [1988] . Performance evaluation studies based on simulation experiments can be accelerated by the decomposition of analyzed systems into subsystems, which are modeled separately, applying both simulation and analytical models, mutually interacting if necessary. The efficiency of such an approach was studied extensively in Blum et al. [ 19851 in the context of queuing network models of computer systems. A survey of hybrid techniques can be found in Shanthikumar and Sargent [ 19831; see also Frost et al. [1988] and Kurose and Mouftah [1988] . The time needed for simulation studies can also be significantly reduced in multiprocessor systems. In such an environment individual processors can be used for running independent replications of one simulation experiment, or, in a more sophisticated solution, logical processes occurring during one simulation run can be executed in parallel by different processors. The main problem encountered in the latter case is the synchronization among processes run on different processors. There exists a danger that the contribution of large synchronization overheads will actually slow the simulation experiment. Various techniques of distributed and parallel simulation are discussed in Chandy and Misra [ 19811, Fujimoto [ 19881, Misra [ 19861, Nicol [1988a, 1988b] , Reynolds [ 19881, Unger [ 19881, and Wagner and Lazowsa [1989] . See also Baik and Zeigler [ 19851, DeCegama [ 19871, Krishnamurthy et al. [ 19851, Kumar [ 19861, and Kurose and Mouftah [ 19881. Specific problems relating to the statistical analysis of output data that accompany distributed simulation are discussed in Heidelberger [ 19861. The diversity of methodological approaches and the complexity of some statistical techniques used in simulation output analysis has motivated attempts to develop expert systems that give advice on selecting the best simulation methodology for accomplishing the required statistical computations; see, for example, Haddock [ 19871, Hahn [ 19851, Hand [ 19851, Nielsen [ 19861, and O'Keefe [ 19861. One of the first Simulation of Queueing Processes l 161 statistical expert systems specifically oriented toward steady-state simulation is discussed in Mellichamp and Park [1989] . It is hoped that further developments in the area of expert systems and applied statistics will make it possible to design fully automated, knowledge-based simulation packages.
APPENDIX A. ELEMENTARY STATISTICAL CONCEPTS
Appendix A contains elementary statistical concepts needed to understand the problems discussed in this paper. A deeper and more detailed discussion of the subject can be found in the numerous textbooks such as [Trivedi 19821 on applied probability theory and statistics.
Stochastic simulation involves experiments that mimic various events by means of numbers generated by (pseudo)-random numbers generators. Therefore, it is natural that the analysis of the output data should be based on the methods of statistical inference. These methods are applied to estimate the characteristics and/or parameters of simulated processes. Accepting the random nature of simulation output data, one should consider any sequence x1, x2, -.*, x, of observations collected during such experiments as the sequence of realizations of random variables X, , XZ, . . . , X,, sampled from a stochastic process X(t) at instants of time t = ti, i = 1, 2, . . . , n. If the process X(t) is stationary, which means that its stochastic characteristics are time invariant, then the random variables X1, x2, ***, X,, have the same (but unknown) probability distribution.
In the context of this paper, the process is stationary if it enters its steady-state region, and steadystate simulation is concerned with modeling and analysis of such processes only.
Any function f (X, , X2, . . . , X,) of random variables X,, X2, . . . , X, is called a statistic. A statistic 0(X,, X,, . . . , X,) used for estimating a parameter 0 of the distribution of the analyzed process X(t) is called an estimator of 0. The number of independent random variables used in the definition of a statistic is called its number of degrees of freedom or, simply, its degrees of freedom. The value 0 (x,, x2, . . . , x,) , that is, the value of function 0(X,, X2, . . . , X,) for a given sequence of observations x1, x2, . . . , x, is known as an estimate of 8. It means that estimators, as functions of random variables, are random variables themselves, and estimates are simply realizations of these random variables.
A good estimator should be unbiased; see [Trivedi 19821 for other desired properties of estimators. If the estimator e^* = 6*(X1, x2, * * . , X,) of the parameter 0 is unbiased, then its statistical average E[$*(X,, X,, . . . , X,)] = 0. (Al) For example, it can be shown that the estimator it(n) given in Equation (1) is an unbiased estimator of the averageHpx of a stationary process X(t), since E[X(n)] = px. Similarly, one can show that if random variables X1, X2, . . . , X,, are independent and identically distributed, then the unbiased estimator of the variance u"[X] of the stationary process X(t) is n (Xi -X(n))2 G"[X] = c (-42) i=l n-l ' while the unbiased estimator of the variance of the estimator w(n) is G" [X] G2[X(n)] = -* n ' (-43) see Equation (4).
Theoretical justification for using X(n) as the estimator of y, is provided by the law of large numbers, which states that if observations xl, x2, . . . , x, are realizations of independent random variables, taken from a stationary process X(t), then lim P[] X(n) -pz 1 I C] = 1, (A4) n-m for any c > 0.
To construct confidence intervals for X(n), we have to assume a probability distribution for X(n). If x(n) is the weighted sum of independent and normally distributed random variables Xi, i = 1, 2, . . . , n, with unknown variance u" [X] , then it can be proved that the statistic T _ = x(n) -P., has the standard (Student) t-distribution with (n -1) degrees of freedom. Using this distribution, one can easily find the value t = tn--l,l--ai2 for it, given 01, 0 < o( C 1, W-tn-p-n,2 -( Tn-, 5 tn--l,wd = 1 -a!.
(A@ Consequently, the confidence interval of p, at the (1 -a) confidence level is given by RX(n) -LI,I-,,2m~)l 5 Px 5 X(n) + t,-l,J-,,~cqX(n)]) = 1 -a; b47)
see Figure 1 . The limiting t-distribution for n + ~0 is the standard normal distribution described by the density function 1 I&) = E exp(-z2).
(A@ In practice, the approximation of a tdistribution by the normal distribution is already acceptable for samples of n > 30 observations. In such cases, one can easily find the value z = z~-,/~ from the standard normal distribution for which 5 X(n) + Z1--n,2G[x(n)]) = 1 -Ly. 649) which is a good approximation for the confidence interval of pu, at the (1 -01) confidence level if n > 30. In the case of multivariate estimation, confidence intervals are replaced by confidence regions (rectangles, etc.) .
A justifi@ion of the assumption that the estimator X(n) is a normal random variable even if observations x1, x2, . . . , x, are not is given by the central limit theorem. This theorem says that the sums of independent and identically distributed random variables tend to be normally distributed, even though the components are not, if n + to. From this theorem, one can show that the limit distribution (for n + 03) of the random variable is given by Equation (A8). Note that it requires the variance u'[X] of the random variables Xi, X2, . . . , X,, to be known.
Since this is not the case in practice, if X1, x2, .*-, X,, are not normally distributed, the limiting distribution of the statistics T,-* can only be approximately normal (even if the variables are statistically independent). The quality of this approximation depends on the accuracy of the variance estimator. APPENDIX 6. SPECTRAL ANALYSIS OF VARIANCE
As was mentioned in Section 1, Heidelberger and Welch [1981a Welch [ , 1981b proposed estimating the variance of the estimator of mean in an autocorrelated sequence of observations from the smoothed averaged periodogram of this sequence; see Equations (45)-(50). The series of approximations they propose can be summarized as follows.
Procedure
SpectralVarianceAnalysis;
(Preconditions: Xl, x2,. . ., X"" A sequence of n, observations taken from a stationary process (n, 2 100, the default value: n, = 100). rzap The number of points of the averaged periodogram used to fit it to a polynomial by applying the least squares procedure (tzsp 5 rz,/4, the default value nap = 25). 6 The degree of the polynomial fitted to the logarithm of the averaged periodogram (the default value 6 = 2). C, A normalizing constant, chosen to make 6,(O) approximately unbiased (for the default values of nap and 6, take C, = 0.882 [Heidelberger and Welch 1981, Table 11 , where these constants are denoted as K, d, and C1(K, d), respectively) ]
Step 1 Calculate 2nnP values of the periodogram of the sequence x1, x2, . . . , x,": Step 3
Apply the least squares extrapolation procedure {see, for example, Press et al. [1986, p. 5091) (the degrees of freedom K for the x2 distribution of G&[X(n,,)], for given nap and 6, are given in Heidelberger and Welch 11981, Table 11 and denoted there by C,(K, d ); for n, = 100, nap = 25 and 6 = 2: K = 7) end SpectralVarianceAnalysis.
If an analyzed sequence of output data consists of n, batch means XI(m), x,(m), . . . ) X,," (m), each over m observations, instead of n, individual observations x1, x2, . . . , x,," as above, the batch means should replace individual observations in Equation (B7) n,
The degrees of freedom can be determined as in the previous case; see the comment in
Step 4 of the procedure.
