In this paper we prove existence of multiple-front solutions in a class of coupled reaction-di usion equations with a small parameter. By a travelling wave Ansatz we reduce the problem to a four-dimensional system of ordinary di erential equations and prove existence of a large variety of n-jump homoclinic and heteroclinic solutions, n = 1; 2; 3; : : : using geometric singular perturbation theory and Poincar e maps. Numerical simulations of the reaction-di usion equations indicate that several of the multi-front type waves can be stable.
Introduction
In this work we consider the existence problem for travelling`localized' structures in a class of singularly perturbed reaction-di usion equations. These systems of two reactiondi usion equations can be reduced to a certain type of four-dimensional ows by a travelling wave Ansatz. The starting point of this research was the study of travelling structures in Ginzburg-Landau (GL) and Nonlinear Schr odinger type of modulation equations. There, a priori, one would also expect a reduction to a four-dimensional system, but owing to a phase invariance one ends up with a three dimensional reduced ordinary di erential equation (ODE). In the GL context, existence and bifurcations of homoclinic solutions are extensively studied; see for instance 5] and references there. They are also studied in model problems in 9, 8, 13, 1] . These solutions correspond to an overwhelming richness of travelling localized structures that connect one or two di erent`basic' patterns. These localized structures may take the form of a front, a pulse, or a multi-front (i.e. a travelling solution with N layers). As the three-dimensional phase space for the travelling wave problem in the GL equation, the model problems contain a one-dimensional slow manifold, possibly with xed points on it, and a perturbed homoclinic manifold. The studies of these problems made clear that the ow on the slow manifold has an essential in uence on the existence of orbits homoclinic to that slow manifold.
In the present work we show, that the methods developed in 9, 8, 13] can also be applied to four-dimensional systems. As in these papers, we use a combination of topological and analytical, asymptotic methods to study existence of homoclinic and heteroclinic Mathematical Institute, Utrecht University, P.O. Box 80.010, 3508 TA Utrecht, The Netherlands. Email:hek@math.uu.nl solutions. We will again nd that the ow on the slow manifolds plays a signi cant rôle in the existence of homoclinic and heteroclinic solutions. Since the slow manifolds are two-dimensional in this case, the so-called slow ow is less trivial than in the problems in 9, 8, 13] and may allow an even richer structure than the structures found there.
The most general form of the systems we study in the current paper is U t = U xx + F(U; P) + "G(U; U x ; P; P x ); " P t = P xx + " K(U; U x ; P; P x ):
(1.1)
For " = 0, ; > 0, this problem reduces to U t = U xx + F(U; P); P = P 0 ; (1.2) in the space of bounded, continuous functions. Thus, (1.1) can be interpreted as a`standard' scalar nonlinear di usion equation, of which the coe cients have become functions that vary slowly in space and time. This variation is then prescribed by the full system (1.1). For = 0, > 0, the " = 0 limit is U t = U xx + F(U; P); P t = P xx : (1. 3)
The motivation to study these systems is mostly a mathematical one, but of course the di usion and reaction terms have a physical interpretation in many problems in for instance chemistry and biology. In the form (1.1) the function G is a small`convection' term, it may for instance also contain a chemotactic coupling @ @x (U x H(U; P)), H > 0, between U and P (see for instance 20] ). The theory we develop can also be applied in this case, since expansions in the small parameter " yield a system that is, in essence, of the form (1.7) that we derive here.
From a mathematical point of view we show how geometrical methods, that are developed for singular perturbations of three-dimensional systems possessing a homoclinic manifold, can be applied to four-dimensional systems.
We choose F such that (1.2) possesses two asymptotically stable, stationary states U ? and U + for a continuous family of P 0 , so F(U ; P 0 ) = 0 and @ @U F(U ; P 0 ) < 0 by a linear stability analysis. For simplicity we choose F to be a cubic polynomial in U, satisfying these conditions. In general (1.2) would then permit one front solution, travelling with a unique constant speed c 6 = 0, connecting U ? with U + . For this xed c this gives the opportunity to jump either from U ? to U + in terms of heteroclinic orbits, or from U + to U ? . In this paper we want to focus on the case in which orbits can jump back as well, since this may give rise to multi-jump orbits in the perturbed system as described below. We therefore impose that F is symmetric, and we make the explicit choice F(U; P) = f(P)(U ? U 3 ); (1.4) where f(P) > 0 for P 2 R. Hence U ? = ?1 and U + = +1, independent of P 0 . This choice does not in uence the essence of our results.
By this choice the resulting ODE we derive has an integrable limit as " # 0, which possesses two planes U = ?1 and U = +1 lled with saddle equilibria and two heteroclinic manifolds consisting of families of orbits that connect saddle points on both planes. For " > 0 but small, the planes U = 1 turn into normally hyperbolic slow manifolds, and by a Melnikov method primary heteroclinic orbits that survive the perturbation can be found. These basic, primary heteroclinic orbits form a framework on which more complicated orbits can be built. These orbits consist of fast jumps that follow one of the primary heteroclinic orbits, and trajectories along both slow manifolds that connect the fast jumps to each other. This basic framework is determined by the fast ow, but whether or not the jumps can be connected is very much in uenced by the ow on the slow manifolds.
In sections 3 and 4 we prove for arbitrary n > 0 that, under certain conditions on the parameters, rich classes of such complicated orbits with n jumps through the fast eld exist.
The models that are developed and studied in 9, 8, 13, 1] are perturbations of a three-dimensional ow possessing a line of saddle-points and a homoclinic manifold that connects the saddle-equilibria to themselves. In the perturbed systems the axis of saddle points becomes a hyperbolic slow manifold and the occurrence of cascades of homoclinic bifurcations or even explosions of homoclinic orbits to this manifold is proved. These orbits all make their fast loops close to two primary 1-loop homoclinic orbits. For certain systems of the type _ x = y; _ y = x ? x 2 + "F 1 (x; y; z; q); _ z = "F 2 (x; y; z; p); (1.5) where _ = d dt and p; q are parameters, existence of a horseshoe and an uncountable set of homoclinic orbits that make as many circuits through the fast eld as one wishes are proved in 13]. In the original partial di erential equations (PDEs) such orbits correspond to travelling orbits with arbitrarily many pulses. In GL context the primary, 1-loop homoclinic orbits are unstable 12], so multi-circuit homoclinic orbits built on them are likely unstable as well.
Here we however study systems that give rise to families of heteroclinic rather than homoclinic solutions in the unperturbed (" = 0) case. If multi-jump homoclinic or heteroclinic orbits in the full singularly perturbed problem exist, it follows from the general theory developed in 2] that their spectrum will be close to that of the two primary heteroclinic connections of the scalar equation (1.2) . Here`close' means that it will merge with that of the scalar problem in the limit " ! 0. Since the two fronts in (1.2) with (1.4) are stable 14], it can be expected that at least some of the multi-jump patterns constructed in this paper will be stable. Indeed, numerical simulations in section 5 of this paper suggest that certain n-front solutions of a PDE of the type (1.1) are stable, or meta-stable. Remark 1.1 The recent results on the ODE derived from a GL perturbation of the defocusing nonlinear Schr odinger equation in 18] show that heteroclinic connections corresponding to a stable`dark' solitary wave can exist as solution to the original PDE. This stable structure can possibly be used as the`building blocks' with which multi-circuit homoclinic orbits close to the heteroclinic cycle, maybe corresponding to stable solutions to the PDE, can be constructed.
The solutions we consider are either stationary or travelling with a constant speed " c, 0. We therefore start with the travelling wave Ansatz and put U = u( ), P = p( ) with = x ? " ct to reduce (1.1) to u = f(p)(u 3 ? u) ? " cu ? "G(u; u ; p; p ); p = ?" K(u; u ; p; p ) ? " + cp :
The function K is supposed to be the term that determines the main character of the slow ow, therefore we set + . With the de nitions u = v and p = " =2 q we obtain the following system of ordinary di erential equations u = v v = f(p)(u 3 ? u) ? " cv ? "g(u; v; p; q) p = " =2= ?" =2 k(u; v; p; q)? " + cq; (1.6) where the functions g and k are the equivalents of G and K. The O(" =2 ) term is the leading order term in the equation for q .
Finally, we make assumptions on the scaling of the perturbation terms. When = 0 the " = 0 fast subsystem of (1.6) is either a forced or a damped oscillator, that does not exhibit any heteroclinic connections for c 6 = 0. However, when > 0 the " = 0 fast subsystem does exhibit heteroclinic connections between the two steady states u = ?1 and u = 1 for all c. Moreover, if the wave speed is of the same order as other perturbations, in other words if = 1, then the small forcing or damping " cv can be balanced by other mechanisms. Thus, we choose = 1. Note, that this scaling should be changed if G only contains terms with factors P x and the lowest order of the perturbation is smaller than O(").
To obtain equal lowest orders of perturbation in all equations, we choose = 2 and end up with u = v; v = f(p)(u 3 ? u) ? "cv ? "g(u; v; p; q); p = "q; q = ?"k(u; v; p; q) ? " 1+ cq:
We show that the approach developed in 8] and 13] can be extended and applied to this model problem. In this, we focus on the in uence of the extra (fourth) dimension on the methods, since the geometric ideas behind these methods were, a priori, strictly threedimensional. The global behaviour of the systems (1.7) appears to be very complicated, and di cult to describe in such a general context. Therefore we do not study (1.7) in its full generality, but choose to focus on simple explicit examples. However, since the methods are mainly of a geometrical nature, they can also be applied to the general model, and to other classes of singularly perturbed ODEs.
In the rst example the equations for p and q decouple, but even in this very simple case we prove the existence of four families of n-jump homoclinic and heteroclinic orbits for arbitrary n > 0. These results are formulated in Theorems 3.2 and 3.8. In the papers 8, 13] it was shown that so-called counteracting e ects gave rise to the above mentioned existence of a horseshoe and an uncountable set of homoclinic orbits. Here we nd that the fourth dimension immediately implies some counteracting behaviour, independent of the parameters, and yields two sets of 4n?2 n-jump orbits; see Theorem 3.10. Finally, we show that the second example, in which the equations are no longer decoupled, exhibits even richer counteracting behaviour, and richer classes of homoclinic and heteroclinic orbits.
The paper is organized as follows. We extend the theory developed in 8] and 13] in section 2 and apply it to an example in sections 3 and 4. Section 5 is devoted to some numerical simulations of front-type solutions that correspond to homoclinic and heteroclinic solutions found in sections 3 and 4. The results and relation to other work are discussed in the last section.
2 Global geometry for " = 0 and " > 0
The slow limit of (1.7), obtained by letting " ! 0 in that system, de nes two-dimensional invariant planes fu = +1; v = 0g, fu = ?1; v = 0g and fu = 0; v = 0g. By the assumptions on F(U; P) the rst two, M def = fu = 1; v = 0g; are lled with hyperbolic equilibria, and are thus normally hyperbolic. We impose this condition on g, since this provides us with exact expressions for M " that will be convenient to describe the slow ow in x2:2.
For small " > 0 the manifolds M " no longer consist of xed points, but are slow manifolds. The slow ow on M " is determined by the function k(u; p) . We come back to this later. By Fenichel 11] 
where the wedge product represents the scalar cross-product in the plane. The solutions In earlier work, the relative positions of the stable and unstable manifolds and the relative directions of the slow and the fast ows appeared to strongly in uence the existence of higher order (n-loop) orbits connecting a slow manifold to itself. We refer to 9, 19] where the relative position of stable and unstable manifolds (`inner' and`outer' case) played a rôle, and to 8] and 13] where the relative directions of ows (`cooperating' and`counteracting') were important. We rst explain the notion of cooperating and counteracting ows in a three-dimensional system and then extend it to the present type of systems.
Consider the system (1.5) with F 1 (0; 0; z; q) = 0 and, for simplicity, F 2 (0; 0; z; p) > 0. This system possesses a normally hyperbolic slow manifold fx = y = 0g that is for " = 0 connected to itself by a homoclinic manifold H lled with families of periodic orbits. Since the perturbed (" > 0) ow is O(") close to the " = 0 ow, the ow inside H is still almost periodic and returns from fy = 0; x > 1g to itself.
To de ne cooperating and counteracting ows we compare the ow on the slow manifold and the averaged ow in the fast eld. The ow on the slow manifold is _ zj x=y=0 > 0. To quantify the contribution of the fast eld to the change in z, we de ne the averaged change in z during one fast excursion from fy = 0; x > 1g back to itself as
where (x " (t); y " (t); z " (t)) is a solution of (1.5) with return time T " . Approximating the solution (x " (t); y " (t); z " (t)) by an O(") close solution (x 0 (t); y 0 (t); z 0 ) of the " = 0 problem and T " by its period T 0 , we obtain Clearly 4Z f depends on z 0 . It also depends on the integral E = 1 2 y 2 0 ? 1 2 x 2 0 + 1 3 x 3 0 of the unperturbed orbit. In the limit E " 0 we approach the unperturbed homoclinic manifold and the integration interval becomes (?1; 1).
We now consider an orbit, parameterized by z 0 , E and p; q, that follows the slow ow on fx = y = 0g during a time T s and makes a loop through the fast eld afterwards. During the time T s z changes with an amount 4Z s = R Ts 0 _ zj x=y=0 dt > 0. Depending on z 0 , E and p, 4Z f (z 0 ; E; p) may be positive or negative. In the former case both 4Z s > 0 and 4Z f > 0, which excludes for instance periodic behaviour. Both elds cooperate in this case. In the latter case 4Z s > 0 but 4Z f < 0, so the slow and fast ows might balance each other and allow for a periodic orbit. Here the ows counteract. It has been shown in 8, 13 ] that this distinction is crucial for the complexity of solutions of (1.5).
We note here, that the expression 4Z s is not known in general, since we cannot control the ow near the slow manifold. We however can exploit the fact that orbits exponentially close to a hyperbolic slow manifold follow the ow on this manifold during a time T s = O( 1 " ) before jumping o . This makes 4Z s (z 0 ; E; p; q) = O(1) for such orbits.
The closer an orbit comes to the slow manifold, the longer it follows the ow on it, and thus this O(1) change in z can be arbitrarily large. This is made more explicit in Lemma 2.6.
We now return to system (1.7 If sign 4 P f (p; q; E) = ?sign 4 P s j M and sign 4 Q f (p; q; E) = ?sign 4 Q s j M , a balance between both ows, possibly allowing for periodic orbits, can occur. In both the p and the q direction the fast ow is opposite to the ow on both slow manifolds.
Therefore this clearly is a counteracting situation. We will see that many more homoclinic or heteroclinic orbits than in a cooperating situation can exist here. See also 8] and 13].
It is important to notice that the de nition of cooperating and counteracting ows in 8] and 13], which we explained for (1.5), was simple since the system there possessed only one hyperbolic slow manifold and this manifold was one-dimensional. However, here there are two such manifolds M , which can either contain identical ows (or at least ows in the same direction), or ows in di erent directions. In the latter case the fast ow always cooperates with the ow on the one slow manifold when it counteracts to the ow on the other. Depending on the strength of the ows a balance might be possible.
Since M are two-dimensional, the slow ow might cooperate with the fast ow in one direction but counteract in the other direction. Of course periodic orbits cannot exist then, but a system with this behaviour can still possess many more homoclinic and heteroclinic orbits than a fully cooperating system. We will illustrate this with examples in sections 3 and 4. 
Basic tools to further describe the structure of the phase space
In the present subsection we introduce some basic tools that will be applied in the rest of the paper. These tools will be used to construct further heteroclinic or homoclinic orbits with more than one jumps through the fast eld. These orbits will be referred to as higher order connections.
Since the unperturbed ow contains families of periodic orbits inside H + H ? , a Poincar e return map for the part of the perturbed ow inside an O(") neighbourhood of H + H ? can be de ned, as we in essence already sketched in x2:2. The planes are both candidates for the Poincar e cross section to the ow.
We concentrate on + and de ne the Poincar e return map P + : + ! + as P + (E; p; q) = (E + 4E(E; p; q); p + 4P(E; p; q); q + 4Q(E; p; q)):
Note that points on + are de ned by their coordinates (E; p; q), where E, p and q are the integrals of (1.7). Since the map is only de ned in an O(") neighbourhood of the region inside H + H ? , E must satisfy E 2 (0; 1 4 f(p)+O(")). in the same way.
These Poincar e maps will only be useful to construct orbits that take o from M ? , pass + , make several circuits through the fast eld back to + , and nally touch down on M + (or take o from M + and touch down on M ? ). To investigate homoclinic orbits, that take o from and touch down on one and the same slow manifold, we also need to map from + to ? or vice versa. Therefore we introduce the`half' Poincar e maps The neighbourhood B is determined by the Fenichel normal form for the system and can be chosen to be a box in the fast Fenichel coordinates (a and b, see (2.9)), say B = f(a; b; w)j0 a ; 0 b g where 1 " > 0 is a constant independent of ", chosen such that the fast ow in (2.8) is O(1) with respect to . This normal form is used to study the behaviour inside B (see for instance 15]). We here derive the Fenichel normal form for equation (2.8) . The eigenvalues in the fast directions (so O(1) with respect to ") for the linearization about a point (u; v; w) 2 ? " are with + > 0 and ? < 0 since ? " is normally hyperbolic. According to Fenichel 11] C r coordinate transformations exist, such that locally (within B) the stable and unstable manifolds correspond to the coordinate axes in the stable and unstable directions and (2. 3 Global geometry, a`trivial' example
In this section we analyse one of the simplest models of the form (1.1) with F as in (1.4) to illustrate our theory. It has a perturbation G that is quadratic in P and is reminiscent of the perturbation in the _ y-equation of the systems studied in 8, 13] . The reaction term K in the equation for P is constant. We will conclude that the simplest choice K = 1 already leads to very complicated behaviour. The system of our concern is U t = U xx ? U 3 + U ? "U x (P 2 + a); P t = P xx ? " 2 ; Note, that we chose = 0 in (1.1) and that a choice > 0 would have lead to a higher order term in the q equation. The slow ow in this system is completely decoupled and is always given by p = "q; q = "(1 ? cq): (3.3) This means in particular, that the ows on the manifolds M are identical, and that the orbits in M are determined by dp dq = q 1?cq . Another consequence is, that for c 6 = 0 the hyperplane fq = 1 c g is invariant under the ow.
Filling in the choices for f, g and k in (2.4) and straightforward integration give the To nd a complete global structure we need to apply both Q + and Q ? since multi-jump orbits cross both + and ? and make full circuits through the fast eld. The above identity however enables us to restrict our investigations to one of them.
4W (0; p 0 ; q 0 ; c) = 0 for p 0 = p c ? a (c?a 0), which implies that for " > 0, small enough, and c ? a > 0 the manifolds W u (M ? ) and W s (M + ), respectively W u (M + ) and W s (M ? ), intersect in a 2-dimensional, transverse way, O(") close to the hyperplanes fp 0 = p c ? ag. These intersections correspond to families of heteroclinic orbits h ( : q) and~ h ( ; q) that make a jump through the fast eld near one of the intersection planes. These families are parameterized by q. See Figure 1 . In the original PDE context each heteroclinic orbit corresponds to a front that connects U = ?1 with U = +1 and travels with a speed c; see (1 ? cq " )d ; where (u " ; v " ; p " ; q " ) is the solution of (3.2) with the above initial data. We derive an expression for 4E approximating (u " ( ); v " ( ); p " ( ); q " ( )) by (u 0 ( ); v 0 ( ); p 0 ; q 0 ), the solution of the fast reduced limit problem (i.e. " = 0 in (3.2)) with the same initial data. These expressions provide us with approximations for the Poincar e maps P + (2.7) and P ? near H + and H ? .
From these approximations it is immediately clear that periodic orbits do not exist in (3.2), since T 0 (E) 6 = 0 and hence 4P = 4Q = 0 is not possible.
Existence of n-jump homoclinic or heteroclinic orbits
We investigate the global geometry of the manifolds W u;s (M ) in (3.2). The geometry in the invariant hyperplane fp = 1 c g (c 6 = 0) will be useful to illustrate the geometry of the full system. The orbits in fq = 1 c g form a three-dimensional sub-system by the invariance of that hyperplane. To study this sub-system we consider a xed speed c > 0 and vary a. Applying Q + to points on Q(? ? ) in its domain, and using Corollary 2.4 and Lemma 2. . Combining the conclusions for these di erent sets of points on Q(? ? ) and appealing to continuity, we nd that Q 2 (? ? ) is a tongue in ? as in Figure 2( 8] that the procedure can be continued to obtain curves Q n (? ) for all n = O(j log "j); the same can be proved here. Figure 2 shows part of the structure we described above. By the above arguments we know that both intersections consist of exactly two points, one near p = p + and the other near p = p ? . Thus there are four n-jump heteroclinic orbits for each odd n. The application of Q + to + or Q ? to ? shows that all points are mapped to corresponding intersections Q k (? ) \ Q ?l (? ) with n = k + l ? 1 that all lie in the neighbourhood of p = p + . Hence the result is proved for n odd. The case n even follows analogously. We have already de ned the primary bifurcation value c (a; q) = a+c(q) Since we consider the xed hyperplane fq = 1 c g here, it is more convenient so view a as the bifurcation parameter that depends on c, and use a (c) rather than c (a) for the primary bifurcation near c ? a = 0. (The c we chose also determines the parameter q = 1 c in c (a; q).) As a increases from a (c), the new multiple-jump homoclinic and heteroclinic orbits are created in a sequence of secondary bifurcations a n depending on c. Property 3.6 For xed c 6 = 0 the bifurcation values a n (c) satisfy: 2. For each c xed there exists a sequence of values a n with a n+1 > a n for n > 1 and a 2 > a , at which a pair of n-jump orbits asymptotic to ? ? for ! ?1 and a pair asymptotic to ? + for ! ?1 are created in a saddle-node bifurcation. For n odd, two pairs of intersection points Q ?n (? ) \ Q(? ) exist for a > a n , while they do not exist for a < a n . These intersections correspond to heteroclinic connections ? ! ? . For n even, there are two intersections Q ?n (? ? )\Q(? ? ) and two intersection points Q ?n (? + ) \ Q(? + ) for a > a n , that do not exist for a < a n . These intersections correspond to homoclinic orbits connecting ? to themselves.
3. For n = O(1), a n+1 ? a n = O(" 2 (log ") 2 ), and the bifurcations satisfy the iterative process a n+1 = a n + O(a n ) for all n.
We neither prove these properties here, nor explain the bifurcation mechanisms. A complete description of these mechanisms is given in section 4 of 8], and the proof of Property 3.6 follows immediately from the proofs there. To study the action of Q + on Q(M ? ) q , we can apply Corollary 2.4 and Lemma 2.6 as in the three-dimensional sub-system, however, 4Q 6 = 0 now. 4Q(p; q; E) = O(") as long as q = O(1), 4E(p; q; E) di ers only O(" 2 ) from 4E(p; 1 c ; E), and 4P(p; q; E) di ers O(") from and has the same sign as 4P(p; 1 c ; E); see (3.9), (3.10) and (3.11), and recall that we took c; q > 0. We apply this to prove the following theorem: Repeating these arguments, we nd a collection of two-dimensional gullies Q n (M ? ) that lie in + for n odd, in ? for n even. Each of them intersects either Q ?1 (M + ) or Q ?1 (M ? ) in two curves near p = p + . These intersection curves represent families of n-jump homoclinic or heteroclinic orbits, parameterized by the base-points q, where q 0. They connect M ? with itself (n even) or M + (n odd). Symmetric counterparts Q n (M + ) and corresponding families of n-jump orbits are found by applying I + or I ? to Q n (M ? ). This completes the proof for q 0.
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Note, that we proved the existence by only determining the structure of W u (M ) and intersections Q ?1 (M ) \ Q n (M ). For 0 k < n the (n ? k)th jump of each orbit whose existence we proved crosses + or ? in a point in Q n?k (M ) \ Q ?1?k (M ). If we also know the global structure of W s (M ), or in other words all preimages Q ?n (M ) of Q ?1 (M ), we can locate all these intersections and the corresponding jumps, as we did in Theorem 3.2 for the sub-system. We will not go into the details of this structure, but it can be found by arguments similar to those in the present and the next sections.
The main reason why the arguments used to nd W u (? ) also apply to W u (M )j q 0 is that _ p has a de nite sign that does not change along orbits in this region (in forward time). For this reason it is clear, that each section Q ?1 (M + ) q only contains orbits that travel upwards with respect to p, which basically gives the gully-structure. However, the sign of _ p changes along forward orbits with initial points in q < 0. This is the reason that we did not address q < 0 in the proof of Theorem 3.2 yet. In the next section we address the e ects of a changing _ p (or _ q) sign along orbits, corresponding to certain counteracting e ects.
Remark 3.9 Not only the structure of the full two-dimensional gullies Q n (M ) in q > 0 (and of Q ?m (M ) in q > 1 c { we did not show this) is reminiscent of the structure of Q n (? ) and Q ?m (? ), but also the bifurcation mechanism by which they are created is similar to the mechanism in the three-dimensional sub-system. This means, that the fourth dimension does not cause signi cant new behaviour in this region, but merely forms an extension of the three-dimensional problem: the phase space for q 1 c is isomorphic to the product of the phase space restricted to fq = 1 c g and R 1=c .
In the next subsection and in section 4 we will encounter more complicated behaviour, caused by signi cant in uence of the fourth dimension on the global structure. (1) amount, which we exploited in the previous subsection. If q 0 < 0, then the p-coordinate will decrease as long as q stays negative, but might increase afterwards, depending on the time the orbit spends exponentially close to M + and on the orbit in M it follows. In Figure 4 (a) we schematically show some orbits with di erent initial The families with q < 0 mentioned in Theorem 3.8 are precisely the two families in Theorem 3.10 that exist for all q. We rst investigate the images of curves Q(M ? ) q with q < 0 and then prove Theorem 3.10. Consider the curve Q(M ? ) q in a section + q with q < 0. Following the above reasoning for q > 0 we nd that Q + maps the part of Q(M ? ) q that is O(") away from Q ?1 (M + ) to a curve inside and O(") away from Q(M + ). Points x 1 2 Q(M ? ) q exponentially close to Q ?1 (M + ) lie on orbits that follow the ow on M + for an O(1) distance. Depending on the length of the trajectory close to M + , _ p can stay negative, or may change sign. In the former case 4P s < 0 clearly, but in the latter case the nal increment of the pcoordinate may be larger than the rst decrement, which makes a positive 4P s possible. The images of the points x 1 form two tongues exponentially close to Q(M + ) as in the three pictures in Figure 5(a) , the upper consisting of images of points close to p = p + ( q) and the lower of images of points near p = p ? ( q). These tongues both extend to p = +1 and are asymptotic to q = 1 c by the slow ow (3.3). We call them`thin' tongues, since they are only exponentially thin with respect to the v-coordinate, but note that they are O(1) wide with respect to the q-coordinate. Combining From the ow on M + and in the fast eld we know, that the parts to the left of the minima of the thin tongues (with Figure 5 (a) as reference picture) lie in the region q > 0, as illustrated by the projections in Figure 5 (b). Hence _ q > 0 on the further forward trajectories. Since these parts also lie exponentially close to Q(M + )j 0<q<1=c , repeated application of Q ? and Q + maps these parts exponentially close to the consecutive images of Q(M + )j 0<q<1=c . Therefore, the forward images of the parts 1?2 and 4?5 (the latter if it exists) form tongue-like curves Q n (Q(M ? ) q ), n > 1, around the gullies Q n (M + )j 0<q<1=c , and thus each of these curves intersects Q ?1 (M ) twice, giving rise to two (n + 1)-jump orbits. See Figure 6 If the upper thin tongue does not extend to p = p ? (q), then the part between its minimum and the point 4 has images that lie along Q n (M + )j 0<q<1=c , but do not form full tongues around them. They intersect Q ?1 (M ) only once. See Figure 6(a) .
However, the parts of Q + (Q(M ? ) q ) to the right of the minima of the thin tongues (with respect to Figure 5 (a)) still lie in the q < 0 region, so again counteracting e ects can occur along the forward trajectories of these parts. The largest part in q < 0 inside Q ?1 (M ? ) is O(") away from Q ?1 (M ? ) and is thus just mapped over an O(") distance by Q ? (and O("j log "j) with respect to p and q). Its image is simply a copy of the original curve. This is clearly illustrated by the image of 3?6 in Figure 6 Proof of Theorem 3.10. We determine the number of n-jump homoclinic or heteroclinic orbits that exist by induction. We consider a curve Q(M ? ) q + , and apply Q repeatedly to obtain image curves. Label the number of intersection points that these curves make with Q ?1 (M ) and that correspond to n-jump orbits by C n . Among these intersection points there are A n with q-coordinate q > 0, and B n with q-coordinate q < 0. 4 Coupled slow and fast ows: more counteracting e ects
Although the example in the previous section might a priori have seemed rather trivial, we have seen that it exhibits very rich behaviour. The structures of the intersections of stable and unstable manifolds of M will become yet more complicated when we choose di erent, less trivial and perhaps more realistic, functions G and K. In this section we extend the example with a coupling term in perturbation K. We choose a coupling that is quadratic in U, since such term preserves the symmetry (3.4) . Since this symmetry is broken by linear or, in general, odd terms, the quadratic coupling is the simplest one in a sense. The example we take is U t = U xx ? U 3 + U ? "U x (P 2 + a); P t = P xx ? " 2 (1 + b(U 2 ? 1)); Note that we write 1 + b(U 2 ? 1) instead of bU 2 +b. In this form the equation is a clear perturbation of (3.1), and the additional perturbation term is equal to zero on the slow manifolds and non-zero in the fast eld. We will exploit this in the study of more counteracting e ects in this example. Clearly, the extra term does not change the behaviour of the fast eld, so the Melnikov calculations do not change. However, the integral 4Q gets an extra term and becomes 4Q(E; p; q) = "(1 ? cq)T 0 (E) ? "bT 2 (E) + O(" 2 ):
Together with (3.9) and (3.10) this yields the following conditions on periodic orbits in Higher order intersections in the region q < 0 arise by the following mechanism. Consider an orbit ( ) that comes exponentially close to M + and follows the ow on M + , until it leaves the neighbourhood of M + with q-coordinate 0 < q 0 < 1 c . Assume that it passes ? at = 1 in ( 1 ) ; p 1 ; q 1 ) < q 0 and q 2 < 0 is possible for q 0 = O("j log "j).
We will use these observations to prove the occurrence of additional homoclinic saddlenode bifurcations for b >. As in section 6 of 8], the mechanisms behind these counteracting bifurcations are rather complicated, and iterative processes create more and more di erent types' of n-jump homoclinic and heteroclinic orbits. We do not attempt to describe every single process and bifurcation in detail, but rather prove one general property. j q ? q 00 b j = O("j log "j), then at least one of these intersection points lies O("j log "j) close to q = 0.
As above, the symmetry yields that the fast eld contributes to the change in the q-coordinates induced by mapping from ? to + with 1 and thus the families of 2-jump orbits described in Theorem 3.10, will stay for increasing b. However, if Q ? (Q(M ? ) q )j b=0 contained intersection points with small q > 0 as described in the last paragraph, these intersection points can be translated to q < 0 for large enough b. This yields the existence of one or more additional higher order intersections (here Q ? (Q(M ? ) q ) \ Q ?1 (M + ), corresponding to 2-jump orbits) in the region fq < 0g.
Such intersection points induce three, instead of one, 3-jump orbits in the next iteration. The recursive relation in the proof of Theorem 3.10 now immediately implies additional n-jump orbits with n 3 as well. Moreover, among the new intersection points there are points with small q > 0 again, so the above arguments can be applied to prove the existence of even more additional n-jump orbits. All these orbits are asymptotic to M ? as ! ?1.
If b increases, the region that will be translated from q > 0 to q < 0 is enlarged. Therefore this mechanism applies to a wider range of curves Q(M ? ) q ? (with q farther from q 0 b or q 00 b ) and the families of new n-jump homoclinic or heteroclinic orbits become larger.
All arguments can also be applied to curves in Q(M + ), and doing so the same result is obtained for orbits that are asymptotic to M + as ! ?1. The above calculations show that for b < 0 the slow and fast ows in the region 1 ? cq < 0 counteract. However, the sign of _ p still does not change along orbits, which prevents any bifurcation of additional n-jump orbits in this region.
For b = O(j log "j) and b negative enough, 4Q can become positive enough to carry orbits from the q < 0 to the q > 0 region, and let part of the n-jump families of Theorem 3.10 disappear. In a sense, this mechanism is the inverse of the mechanism in the proof of Property 4.1.
Numerical simulations
In this section we study the behaviour of (1.1) by numerical simulations. The goals of the numerical simulations are to nd out whether the n-jump orbits constructed in the previous sections can be observed as travelling front solutions of (3.1), and to see which speed is selected as`most stable' speed, that is, with which speed the observed solutions travel. The numerical code should select one speci c speed, since, given any value of a, the analysis in sections 3 and 4 guarantees existence of n-jump homoclinic and heteroclinic orbits that travel with any speed bigger than some critical speed c n (a).
The numerical code
We used a so-called moving-grid code to integrate (4.1). This code by Blom and Zegeling is described in detail in 4], and applied intensively to reaction-di usion systems in for instance 10, 6, 22] . The code is designed to numerically solve systems of time-dependent PDEs in one space dimension having solutions with steep gradients in space and time, so the homoclinic and heteroclinic solutions constructed in the previous sections can perfectly be studied with this code. In order to do numerical simulations the space variable x has to be restricted to a bounded interval. To ensure that the boundaries of this interval do not (essentially) in uence the dynamics this interval must be large enough. For the simulations presented here we xed the length of the interval on x 2 0; 200]. We investigated intervals of di erent lengths and chose the interval so large that enlarging did not in uence the front-type behaviour of solutions with only a small number of fronts. 
Simulations and observations
Independent of the initial condition for P, our simulations suggested that the velocity of the selected U-solution satis es c a. Therefore we put C = 2" a (and D = 0) together with P(0; 0) = ? 2 a and P(1; 0) = 2" a in (5.1), or P 0 if " a was very small. We investigated solutions with 1-4 initial fronts and di erent values ", a and b and running times T. For the simulations with 1,2 fronts 100 moving grid points were su cient, for more fronts we used 200 grid points.
A representative example with one front is plotted in Figure 7 . As initial condition we took U(x; 0) = 2 arctan(x ? 80) and P(x; 0) as above with a = 3, " = 0:02. The front clearly moves with a positive speed, that approximately satis es "c = x= t 60=1000 = 0:06. Since " = 0:02 this corresponds to c 3 = a.
The second example shows a solution with three fronts for a = ?4. Initially the fronts lay at x = 90, x = 115 and x = 130, but they immediately moved to respectively x 93, x 115 and x 133 as one can see from the right picture in Figure 8 . In simulations with di erent initial conditions the fronts analogously moved to a con guration that likely corresponds to a solution of (4.1). After this initial adjustment all three fronts moved with about the same speed ?0:04, since the dense parts of the grid are parallel (up to the current precision). Since " = 0:01 this corresponds to c ?4 = a. From the analysis in the previous sections we know that n-jump orbits exist whenever c ? a = O(1). For the sub-system with P = "q = " c the information is more detailed: for all n = O(j log "j) there are n-jump orbits that travel with speed c c n (a). From Property 3.6 we know that c n (a) = O(" 2 (log ") 2 ) for all n = O(1), or, in other words, that c n (a) = a + O(" 2 (log ") 2 .
The simulations here clearly show that the solution to which the integration converges travels with a speed that satis es c a. This suggests that the solution that is selected by the numerical code satis es c = c n (a), in other words, the simulations strongly suggest that for every n the solution with the lowest possible speed is the`most stable' one. Such a selection of the bifurcation speed as the most stable speed also occurs in other systems. As an example we mention the well-known Kolmogorov-Petrovsky-Piscounov (KPP) equation U t = U xx + U ? U 2 (x 2 R, t > 0), where for any c 2 travelling waves with velocity c exist, and the wave with velocity c = 2 is generally selected as most stable one; see x5:4 of 14].
Discussion
The work in this paper mainly consisted of an extension of the methods of 9, 8, 13] to four-dimensional systems. The most important conclusion is that the global behaviour of systems as (1.7) is still largely determined by the ow on the slow manifold. With the extra dimension we nd that even the simplest equations (3.2) exhibit very complicated behaviour.
Fenichel's persistence theory can only be applied to compact subsets of the unperturbed normally hyperbolic manifold M 0 . The two examples considered in this paper generate a (slow) ow on M " that will leave any bounded O(1) region for j j 1 " . Moreover, p and q will eventually become so large that (1.6) can no longer be considered as a perturbation problem. This is not a special feature of the four-dimensional problem. The work by Ai 1] on the three-dimensional problem proposed in 8] for instance shows that n-pulse orbits `homoclinic' to a slow manifold do not remain close to that manifold for jtj 1 " . To avoid problems with perturbations in (1.6) that become 1 one must either compactify M (see 8, 13] ) or`repair' the perturbations for p, q large, such that they remain small (see 9]).
By the structure of the originating PDE neither of these approaches can be applied to the p , q equations in (1.6). However, since the region p; q = O(1) is the only relevant part of the phase space in which one can nd intersections of the manifolds W u;s (M ), we do not really need to adapt the ow as sketched above. Homoclinic or heteroclinic orbits we nd may not remain close to one of the slow manifolds for j j 1 " , but this would not in uence the`jumping structure' of the orbit.
By the numerical simulations we are sure that at least some of the orbits we construct are observed in the dynamics of the PDE for long periods of time. Moreover, the problems on the slow manifold for p; q 1 are implicitly caused by the simplicity of the examples considered in this paper. Less`trivial' examples will not have only unbounded solutions on the slow manifold M " . On the contrary, a slow ow with critical points is certainly more realistic. In such a realistic situation the homoclinic and heteroclinic solutions will become connections between these critical points (on the slow manifolds) instead of only connections between the manifolds. As a consequence, the solutions will remain in a bounded region of the phase space and none of the`problems' sketched above will arise.
Nevertheless, in this paper we decided not to consider a more realistic example with critical points on M , but to focus on two simpler examples and take the possible`undesired behaviour' for j 1 for granted. Certainly, more realistic examples can also be studied by the methods presented in this paper, but their phase structure will be harder to unravel.
Both the Gray-Scott model for auto-catalysis 10] and a large family of generalized Gierer-Meinhardt-like systems 7] have been studied with methods that are in essence the same as the ones presented here. These systems generate slow manifolds that do have a critical point. However, their phase structure is signi cantly less complicated than the structures here, since there is a reversibility symmetry owing to the absence of`convective' terms. The proof of the existence of n-pulse homoclinic orbits in 10, 7] is largely based on this symmetry and is, for that reason, relatively simple compared to the proof of Theorem 3.8 here. On the other hand, the reversibility symmetry in these models gives the phase space so much structure that one cannot expect to have phenomena as exciting as the homoclinic explosions and subshift dynamics of 9] and 13]. Our analysis of two trivial examples of equation (1.6) , an equation that includes`convective' e ects, has shown that such phenomena may be observed in systems of this type.
We stress once more, that the methods presented in this paper are applicable to a very general class of four-dimensional systems of ODEs with two slow and two fast variables and a heteroclinic or homoclinic manifold in the fast limit. Hence, the methods presented here are of a more general interest than only for the type of equations derived for PDEs as (1.1). Although we only worked out the details of two explicit examples it follows from these examples that the general idea of the methods developed in 9, 8, 13] also applies to many four-dimensional singularly perturbed systems.
We cannot claim anything about the stability of the numerically observed orbits. The simulations strongly suggest that at least some of the multi-front orbits can be stable, or meta-stable, as solutions to the PDE. Recently, a number of new methods to study the stability of multi-pulse solutions to (singularly perturbed) systems of reaction-di usion equations were developed; see 23, 6, 7] . These methods might be useful for the stability analysis of the patterns constructed in this paper. It follows immediately that R 1 = R 3 = 0, or, in other words, the expressions in the integrals R 1 and R 3 are exact di erentials. We solve the system (A.9) to obtain expressions for R 0 and R 2 The discriminant of the polynomial f(p)T 2 + (8E ? 2f(p))T + (f(p) ? 4E) is 16E(4E ? f(p)) < 0 for 0 < E < f(p)
