Abstract: Discovering sequential patterns is a rather well-studied area in data mining and has been found many diverse applications, such as basket analysis, telecommunications, etc. In this article, we propose an efficient algorithm that incorporates constraints and promotion-based marketing scenarios for the mining of valuable sequential patterns. Incorporating specific constraints into the sequential mining process has enabled the discovery of more user-centered patterns. We move one step ahead and integrate three significant marketing scenarios for mining promotion-oriented sequential patterns. The promotion-based market scenarios considered in the proposed research are 1) product Downturn, 2) product Revision and 3) product Launch (DRL). Each of these scenarios is characterized by distinct item and adjacency constraints. We have developed a novel DRL-PrefixSpan algorithm (tailored form of the PrefixSpan) for mining all length DRL patterns. The proposed algorithm has been validated on synthetic sequential databases. The experimental results demonstrate the effectiveness of incorporating the promotion-based marketing scenarios in the sequential pattern mining process. 
Introduction
Data mining has attracted a great deal of attention in the information industry in recent years due to the wide availability of huge amounts of data and imminent need for turning such data into useful information and knowledge [12] . Data mining is a part of the overall process of Knowledge Discovery in Databases (KDD). The accessibility and abundance of information makes data mining a matter of considerable importance and necessity [20] . Data mining has been defined as the non-trivial extraction of implicit, previously unknown and potentially useful information from data [6] . The development of data mining techniques has focused on efficiently discovering hidden information from large databases that is useful for corporate decision-makers [16, 17] . The data mining techniques include association rules mining, classification, clustering, mining time series, and sequential pattern mining, to name a few [7, 10, 13] . Among others, finding sequential patterns has attracted a significant amount of research attention [15] . Sequential pattern is a sequence of itemsets that frequently occur in a specific order, and all items in the same itemset are supposed to have the same transaction [33] . Each sequence corresponds to a temporally ordered list of events, where each event is a collection of items (itemset) occurring simultaneously. The temporal ordering among the events is induced by the absolute timestamps associated with the events [24] . Usually, all the transactions of a customer are together viewed as a sequence, called customer-sequence, where each transaction is represented as an itemset in that sequence and all the transactions are listed in a certain order with regard to the transaction-time [29] . The mining process of sequential pattern is very difficult and time-consuming due to several factors. First, the formation of a pattern is not limited to single items but itemsets. Second, neither the number of itemsets in a pattern nor the number of items in an itemset is known a priori. Third, patterns could be formed by any permutation, of any combination of possible items in the database [19] . Sequential pattern mining [22] is an important data-mining method for determining time-related behavior in sequence databases [8] . The sequential pattern mining was first introduced by Agrawal and Srikant in [1] : Given a set of sequences, where each sequence consists of a list of elements and each element consists of a set of items, and given a user-specified min_support threshold, sequential pattern mining is to find all frequent subsequences, i.e., the subsequences whose occurrence frequency in the set of sequences is no less than min_support [25] . In their subsequent work, Agrawal et al. have discussed the introduction of constraints to the mined sequences, and have proposed an improved algorithm, GSP [32] . Following their work, many innovative and efficient algorithms have been presented for effective sequential pattern mining in the recent years. Sequential pattern mining algorithms, in general, can be categorized into three classes [27] :
• Apriori-based [1] , horizontal formatting method, with GSP Srikant and Agrawal [32] as its representative;
• Apriori-based [1] , vertical formatting method, such as SPADE [34] • Projection-based pattern growth method, such as PSP [26] and SPAM [4] .
In general, several sequential pattern mining algorithms have been designed for discovering sequential patterns. In recent years, researchers have recognized that frequency is not the best measure to use in determining the significance of a pattern in many applications. When using the single frequency constraint, the traditional mining method often generates a huge number of patterns and rules, but most of them are not useful. Due to its inefficiency and ineffectiveness, the importance of constraint-based pattern mining has been emphasized [8] . The inability to focus the discovery process on user expectations and background knowledge, has lead to a process that is, in many cases, prohibitively expensive and very difficult to deal. The treatment of sequential data (the analysis of frequent behaviors, for example) is a particular case of pattern mining, usually known as sequential pattern mining, and suffers from the same drawbacks. In order to minimize this problem, sequential pattern mining algorithms use constraints to restrict the number and scope of discovered patterns [3] . In constraint-based sequential pattern mining, the following classes of constraints are identified: database constraints, pattern constraints, and time constraints. Database constraints are used to specify the source dataset. Pattern constraints specify which patterns are interesting and should be returned by the query. Finally, time constraints influence the process of checking whether a given data-sequence contains a given pattern [23] . Constraints make it possible to focus the mining process into areas or sub-spaces where useful information is likely to be gained [3, 5] . It is obvious that additional constraints can be verified in a post-processing step, after all patterns exceeding a given minimum support threshold have been discovered. Nevertheless, such a solution cannot be considered satisfactory since users providing advanced pattern selection criteria may expect that the data mining system will exploit them in the mining process to improve performance. It has been shown that pushing constraints deep into the mining process can reduce processing time by more than an order of magnitude [11, 21, 23] . In this paper, we incorporate two constraints, namely item and adjacency in addition to frequency, for discovering interesting and valuable sequential patterns from sequential databases. Incorporating the constraints and the marketing scenarios into the original PrefixSpan algorithm [25] , we develop a novel DRL-PrefixSpan algorithm for generating all DRL sequential patterns from the sequential database. The DRL-PrefixSpan algorithm discovers the complete set of patterns employing a divide-and-conquer strategy. The novel algorithm first mines the 1-DRL patterns by considering the DRL scenarios and then builds upon the projected database corresponding to the mined 1-DRL patterns. Subsequently, 2-DRL patterns are mined from the projected database and the process is applied recursively until all length DRL patterns are mined. The discovered DRL sequential patterns signify valuable information on customer purchasing behavior and would be a good indicator for promotion-based managerial decision-making. The main contribution of the paper is given as,
• Develop a novel DRL-PrefixSpan algorithm to generate DRL sequential patterns from the sequential database.
• Consider three promotion-based conditional scenarios presented in a dynamic marketing environment namely, product Downturn, product Revision and product Launch (DRL) in the sequential pattern mining process.
• Analyze the novel algorithm with the synthetic data to prove the performance.
The rest of the paper is organized as follows: Related research is discussed in Section 2. The problem statement and abstract algorithm are given in Section 3. The proposed constraint-based sequential pattern mining algorithm for handling marketing uncertainties is presented in Section 4. The experimental result of the proposed algorithm is given in Section 5. The conclusion is made in Section 6.
Review of related papers
A significant number of techniques for mining sequential patterns from a database are available in the literature. Here, candidate sequence and projection-based methods are widely used for mining sequential patterns. But, MingYen Lin and Suh-Yin Lee [18] have proposed DELISP (delimited sequential pattern) approach in reducing the size of projected databases by bounded and windowed projection techniques. Bounded projection keeps only time-gap valid subsequences and windowed projection saves non-redundant subsequences by satisfying the sliding time-window constraint. Furthermore, the delimited growth technique directly generated constraint-satisfactory patterns and sped up the pattern growing process. The comprehensive experiments conducted showed that DELISP has good scalability and outperformed the well-known GSP algorithm in the discovery of sequential patterns with time constraints. Jian Pei et al. [27] have developed a framework for constraint-based sequential pattern mining. Their study showed that constraints can be effectively and efficiently pushed deep into the sequential pattern mining under the framework. Moreover, the framework can be extended to constraint-based structured pattern mining as well. After that, time constrains are effectively incorporated into the sequential pattern mining algorithm. Accordingly, Ya-Han Hu et al. [14] have developed two efficient algorithms, called the MI-Apriori and MI-PrefixSpan algorithms to mine a variant of timeinterval sequential patterns, called multi-time-interval sequential patterns, which revealed the time-intervals between all pairs of items in a pattern. The experimental results showed that the MI-PrefixSpan algorithm was faster than the MI-Apriori algorithm, but the MI-Apriori algorithm has better scalability in long sequence data. Again, the problem of discovering sequential patterns by handling time constraints is done by F. Masseglia et al. [21] who, proposed an efficient algorithm, called GTC (Graph for Time Constraints) for mining such patterns in very large databases. One of the most significant features of the approach was that handling of time constraints can be easily taken into account in traditional level-wise approaches since it was carried out prior to and separately from the counting step of a data sequence (frequency computation). Their test showed that the algorithm performed significantly faster than a state-of-the-art sequence mining algorithm. Instead of time constraints, some of the authors utilized the multiple constraints into the sequential pattern mining framework. Similar type of research works have been discussed in [8, 9, 30] . Jiadong Ren et al. [30] have incorporated recency and compactness constraints for frequent patterns mining. To mine more efficiently in the incremental database, two concepts of recency and compactness were introduced into sliding-window filtering (denoted as SWF). By employing SWF with constraints of compactness and recency, user satisfactory CFR-patterns (compactness, frequency and recency) were discovered. Yen-Liang Chen and Ya-Han Hu [8] have developed a CFR-PostfixSpan algorithm. They incorporated two concepts namely, recency and compactness, into pattern growth methodology. Yen-Liang Chen et al. [9] have incorporated the recency, frequency, and monetary (RFM) concept presented in the marketing literature to define the RFM sequential pattern and developed an algorithm for generating all RFM sequential patterns from customers' purchasing data. Using the algorithm, they proposed a pattern segmentation framework to generate valuable information on customer purchasing behavior for managerial decision-making. The major difference between the proposed work with the works available in [8, 9, 30] is that the proposed work utilized the "product life cycle"-based conditional scenarios as three constraints in mining sequential behavior using pattern growth methodology. In the existing works [8, 9, 30] , they have used the compactness, monetary as well as recency constraints in mining sequential patterns using pattern growth methodology.
Problem statement and abstract algorithm

Sequential pattern
The sequential pattern mining problem is to find the complete set of sequential patterns with respect to a given sequence database S and a support thresholdmin _ sup. Let I = { 1 z } be a set of items. An itemset is a non-empty subset of items, and an itemset with items is called a -itemset. A sequence α = Z 1 Z is an ordered list of item-sets. An itemset Z (1 ≤ ≤ ) in a sequence is called a transaction, a term originated from analyzing customers' shopping sequences in a transaction database, such as in [31] . A transaction Z may have a special attribute, time-stamp, denoted as Z which registers the time when the transaction was executed. As a notational convention, for a sequence 
, where is a sequence-id and α a sequence. A tuple ( α) in a sequence database S is said to contain a sequence γ if γ is a subsequence of α. The number of tuples in a sequence database S containing sequence γ is called the support of γ, denoted as sup(γ). Given a positive integer min _ sup as the support threshold, a sequence γ is a sequential pattern in sequence database S if sup(γ) ≥ min _ sup [28] .
Constrained sequential pattern
Despite the conceptual simplicity of sequential pattern mining, the existing approaches suffer from two major drawbacks. Disproportionate computational cost for selective users: Given a database of sequences and a fixed value for the minimum support threshold, the computational cost of the pattern mining process is fixed for any potential user. Ignoring user focus can be extremely unfair to a highly selective user that is only interested in patterns of a very specific form.
Overwhelming volume of potentially useless results:
The lack of tools to express user focus during the patter mining process means that selective users will typically be swamped with a huge number of frequent patterns, most of which are useless for their purposes. The above discussion clearly demonstrates the need for novel pattern mining solutions that enable the incorporation of user-controlled focus in the mining process. The two main constraints that signify the user need are, Constraint 1 (Item constraint): An item constraint specifies subset of items that should or should not be present in the patterns. It is in the form of cu, or
where V is a subset of items, Ψ ∈ {∀ ∃} and θ ∈ {⊆ ⊆ ⊇ ⊇ ∈ / ∈}. For the sake of brevity, we omit the strict operators (e.g., ⊂ ⊃) in our discussion here. However, the same principles can be applied to them. Constraint 2 (Adjacency constraint): An adjacency constraint is defined only in a sequence database where each transaction in every sequence has a time-stamp. It requires that the sequential patterns in the sequence database must have the property such that the time-stamp of item in the sequential pattern must not be greater or lesser than a predefined threshold. Formally, an adjacency constraint is in the form of,
where θ ∈ {≤ ≥} and is a given integer.
Promotion-based conditional scenarios
Businesses should manage their products carefully over time to ensure that they deliver products that continue to meet customer needs. The process of managing groups of brands and product lines is called portfolio planning. The stages in the product life cycle are generally initiated by three possible cases, downturn of products in the market, release of incremental products and launch of new or breakthrough products. Outdated products are archaic products that are of least value to the business and not anymore the taste of the clients. Mining sequences containing archaic items is not going to improve the productivity of the business. Incremental products are generally considered to be cost reductions, improvements to existing product lines, additions to existing platforms and repositioning of existing products introduced in markets well known to the company, with well identified customer needs using technology in which the company already has expertise. Incremental products, if successful, gradually decline the existing product lines, and if not, they gradually end up in the market being unable to catch-up with the existing product lines. So, hereby it is more intricate to emphasize either on the incremental product or the existing product lines. Breakthrough products (i.e. new to the company or new the world) typically begin either with a strategic vision or are identified and persevered by an individual/product champion. The breakthrough products have to be carefully monitored and nurtured to ensure that they start to grow.
Sequence mining algorithm
PrefixSpan is the most promising of the pattern-growth methods and is based on recursively constructing the patterns. In general, several algorithms have been developed based on Apriori (E.g. GSP algorithm) and pattern growth (E.g.
PrefixSpan algorithm) method for effective sequential pattern mining. Apriori-based algorithms encounters some problems such as, (1) Potentially huge set of candidate sequences, (2) Multiple scans of database, (3) Difficulties at mining long sequential patterns. PrefixSpan algorithm was developed to solve the problems encountered by the Apriori-based methods. The idea behind the Pattern-growth is to avoid the candidate generation step altogether, and to focus the search on a restricted portion of the initial database [2] . The PrefixSpan algorithm is shown in Figure 2 . 
Proposed constraint-based sequential pattern mining algorithm for handling marketing uncertainties
Constraints, which represent user's interest and focus, are useful for discovering the interesting and useful patterns that provide valuable information for improving the business. In analyzing business promotion, it is necessary to understand the fact that current purchase behavior of customers is a better indicator for effectual discovery of sequential patterns rather than the entire set of customer buying patterns. Constraints facilitate the aforesaid scenario by prioritizing those high impact patterns essential for business promotion. In the proposed algorithm, we make use of the item and timing constraints to provide a greater emphasis on the recent purchasing trend of the customers. The constraints are named as follows:
• Item
• Adjacency
The constraints such as item and adjacency are closely related to each other and also interdependent. The itemset to be discarded or included into the sequence is decided by the timestamp associated with it (adjacency). There have been papers in the literature that perform sequential pattern mining based on item and timing constraints. But, there has not been many works that perform sequential pattern mining by taking into account the various marketing uncertainties and scenarios. This is chiefly because of the dynamicity associated with the marketing environment. Here, we consider the marketing scenarios caused by product downturn, product revision and product launch. The products corresponding to each of the scenarios are termed as outdated products, incremental products and breakthrough products. The following set of definitions will provide good insight into the proposed approach for sequential pattern mining, Definition 1 (Product downturn): It refers to the set of outdated products that are of least significance to the business. The product should be eliminated when it no longer provides a strategic, economic, or competitive advantage for the company.
Definition 2 (Product revision):
It refers to the set of incremental products that amend the existing product lines. The incremental product or the existing product line should be eliminated by determining a drift ratio that measures the significance of the product in the market. Definition 3 (Product Launch): It refers to the set of breakthrough products that are of future significance to the business. The product should be included irrespective of its strategic, economic, or competitive advantage for the company.
Definition 4 (Drift ratio):
Drift ratio is the measure of the relative significance of the incremental item to the existing product line. It can be defined as
where, C 2 → Frequency of the incremental product in D. C 1 → Frequency of the existing product line after product revision. C 1 → Frequency of the existing product line before product revision. D → Drift ratio.
DRL-PrefixSpan algorithm
We incorporate the item and the adjacency constraints into the PrefixSpan algorithm and the promotion-based marketing scenarios namely product Downturn, product Revision and product Launch, to arrive at significant DRL-sequential patterns. The DRL-PrefixSpan algorithm (shown in Figure 3 ) is an extension of the well-known PrefixSpan algorithm. The major steps of the DRL-PrefixSpan algorithm are given as follows:(1) Find 1-DRL patterns, (2) Divide search space, and (3) Find subsets of sequential patterns. Each step is explained in further detail below.
Step 1: Find 1-DRL patterns We mine 1-DRL pattern (1-length DRL patterns) from the sequential database by scanning the database once. The patterns mined are tailored with respect to the three different marketing scenarios (Product downturn, Product revision and Product launch). Each of these scenarios correspond to different timing constraints and item constraints contained in the context table C T . The context table C T contains the adjacency and the entity information associated with the individual items in the sequential database D. For determining 1-DRL patterns, the algorithm checks with C T and,
• If the item is outdated (Def. 1), exclude the item from the 1-DRL patterns generated.
• For a breakthrough item (Def. 3) , include the item into 1-DRL patterns generated.
• For incremental items (Def. 2 & 4) , the incremental or the existing product lines are included or excluded based on the drift equation.
Example 1: Let D be a sequence database (Table 1 ) and C T be the context table (Table 2) . We scan the sequence database D once to count the support of individual items present in it [(a→5), (b→5), (c→4), (d→5), (e→5), (f→4), (g→3)]. The set of 1-length frequent patterns generated with min _ sup = 3is {a, b, c, d, e, f, g}. FromC T , we determine that, 'g' is an outdated product, 'd' is a breakthrough product, 'e' and 'f ' are the incremental products of existing product lines 'a' and 'b' respectively. So, the outdated product 'g' is excluded from the generated 1-length frequent patterns and breakthrough product'd' must be included into the 1-length frequent patterns irrespective of its frequency. Regarding incremental products, the drift ratio D of 'e' w.r.t 'a' and 'f' w.r. Step 2: Divide search space The projection set is then used to construct the projected database, which consists of non-empty (postfix) subsequences having patterns in the projection set as their prefix. Let 1 2 be the complete set of one length patterns in the projection set. We can obtain disjoint subsets from the complete set of 1-length patterns in the projection set. The th subset (1 ≤ ≤ )is the set of sequential patterns with prefix . Example 2: We partition the database into five subsets: (1) with prefix 'a' (a-projected database), (2) ,8), (b,8) . Similarly, we project for the entire sequence and finally yielding a's projected databases. The aforesaid procedure is repeated to build the projected database for all other patterns in the projection set. Table 3 shows the projected database of all one length patterns in the projection set. Table 3 . Projected database for 1-DRL pattern.
<a> < (e,5), (b,5), (e,6), (a,6), (d,7), (e,7), (f,7) , (e, Step 3: Find subsets of sequential patterns The subsets of 1-DRL patterns can be mined from the corresponding set of projected databases and the process is done recursively. The mined DRL patterns are shown in Table 4 . The projected databases for all qualified 1-length patterns are listed in Table 3 and the mining process is discussed as follows. First, we discover the DRL patterns having prefix . The sequences containing prefix should be identified from the projected database. By scanning the -projected database once, we determine the locally frequent items namely, a →3, b → 5, c → 3, d → 4 and e → 5. Thus, all the 2-length sequential patterns prefixed with are discovered from the -projected database. They are: {aa, ab, ac, ad, ae}. Since, 'a' is the existing product line of the incremental product 'e', by prefix drift property, we replace 'a' with 'e'. The 2-DRL patterns thus obtained are {ee, eb, ec, ed, ee}. Again, -projected database can be divided into 5 subsets: (1) those with prefix , (2) those with prefix , (3) those with prefix , (4) those with prefix , and (5) those with prefix . The 3-DRL patterns with prefix , , , , are mined from the respective projected databases by scanning the database once and the prefix drift property is applied to each of the patterns. Recursively, we do this process to discover all length DRL patterns with prefix . The above procedure is repeated for other 1-DRL patterns , , and . The mined DRL-patterns are shown in Table 4 .
Results and discussion
The results and the discussion of the proposed DRL-PrefixSpan algorithm for effectual sequential pattern mining are presented in this section. The DRL-PrefixSpan algorithm has been implemented in Java (jdk 1.6).
Experimental results
The sample sequential database taken for experimentation is given in Table 1 . The context table containing entity and adjacency information presented in Table 2 . The projected database for the 1-DRL patterns is given in Table 3 . The discovered DRL patterns are given in Table 4 . The sequential patterns mined by the actual PrefixSpan algorithm are given in Table 5 . The number of sequential patterns generated for different pattern lengths using the PrefixSpan algorithm and DRL-PrefixSpan algorithm is presented in Table 6 . 
Performance analysis
The performance of the novel algorithm of mining sequential pattern from the database is analyzed using the synthetic data. The synthetic data used in the performance analysis contains 25,000 sequences of records with 16 items. We use two measures for performance evaluation: (1) number of sequential patterns mined and (2) computation time. Number of sequential patterns mined: Initially, input data comprising 25,000 sequences are given to the DRL-prefixspan algorithm which produces a number of sequential patterns. The number of sequential patterns generated from Prefixspan and DRL-prefixspan algorithm is computed by inputting the various support values as a percentage and the graph is plotted in Figure 4 . From Figure 4 , we can analyze that the number for patterns mined for proposed algorithm is less than with the traditional algorithm. Also, the number of patterns mined from the database is reduced whenever the support value is increased. For the support percentage of 50, the novel algorithm produced only 9100 patterns which is less than with the patterns produced by the PrefixSpan algorithm (16, 200) . This signifies that the constraint patterns are mined from the sequential database using the DRL-PrefixSpan algorithm. The scalability issue in terms of number patterns mined is analyzed in Figure 5 . Here, the graph is plotted for the various number of sequence records in the database. For the various numbers of records, the sequential patterns are mined for the support of 50% and the corresponding changes in the results are analyzed. Here, whenever the database size is increased, the number of patterns mined from the database is also increased slightly. In prefixspan, 2000 patterns are additionally obtained whenever the database size is increased from 10,000 to 25, 000. In addition, the proposed algorithm mined the same number of patterns for the different database sizes. 
Computation time:
The computation time of both algorithm is analyzed for the input data of having 25,000 sequences. For various support values, the computation time needed to mine the sequential patterns using PrefixSpan and DRL-PrefixSpan algorithm is computed and the graph is plotted in Figure 6 . From Figure 6 , we can analyze that the computation time of proposed algorithm is less compared with the traditional algorithm. For the support percentage of 40, the novel algorithm takes 2700 seconds which is less than with the PrefixSpan algorithm (8,200 seconds). The scalability issue for the various database sizes is evaluated in Figure 7 . Here, for the different database sizes, the computation time is taken for the support of 50% and the performance in the results is analyzed. The computation time needed to mine patterns from the database is increased whenever the database size is also increased. The changes of proposed algorithm from 10,000 to 25, 000 is only 1800 seconds but, the traditional algorithm takes more time of 3000 seconds. 
Conclusion
We have developed a novel algorithm, DRL-PrefixSpan algorithm, for generating all DRL sequential patterns from the sequential database. The DRL-PrefixSpan algorithm is a pattern-growth methodology that discovers patterns by employing a divide-and-conquer strategy. We have used two constraints: namely, item and adjacency, in addition to frequency for discovering interesting and valuable sequential patterns from the sequential database. We have also considered the promotion-based marketing scenarios: product Downturn, product Revision and product Launch (DRL) to derive the sequential patterns. In the novel algorithm, the sequence database has been recursively projected into a set of smaller projected databases, and DRL patterns have been discovered in each projected database by exploring only locally frequent fragments. The experimental results have demonstrated the effectiveness of incorporating the promotion-based marketing scenarios in the sequential pattern mining process.
