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Neural networks configured with winner-take-all (WTA) competition and
N-methyl-D-aspartate receptor (NMDAR)-mediated synaptic dynamics are endowed
with various dynamic characteristics of attractors underlying many cognitive functions.
This paper presents a novel method for neuromorphic implementation of a two-variable
WTA circuit with NMDARs aimed at implementing decision-making, working memory
and hysteresis in visual perceptions. The method proposed is a dynamical system
approach of circuit synthesis based on a biophysically plausible WTA model.
Notably, slow and non-linear temporal dynamics of NMDAR-mediated synapses
was generated. Circuit simulations in Cadence reproduced ramping neural activities
observed in electrophysiological recordings in experiments of decision-making, the
sustained activities observed in the prefrontal cortex during working memory, and
classical hysteresis behavior during visual discrimination tasks. Furthermore, theoretical
analysis of the dynamical system approach illuminated the underlying mechanisms of
decision-making, memory capacity and hysteresis loops. The consistence between
the circuit simulations and theoretical analysis demonstrated that the WTA circuit
with NMDARs was able to capture the attractor dynamics underlying these cognitive
functions. Their physical implementations as elementary modules are promising for
assembly into integrated neuromorphic cognitive systems.
Keywords: neuromorphic engineering, winner-take-all, attractor dynamics, decision making, working memory,
hysteresis
INTRODUCTION
Winner-take-all (WTA) competition is an important computational principle in the brain, by which
neurons can compete for activation. Through configuration of its network parameters, the WTA
neural network can achieve various dynamic characteristics of attractors that underlie many brain
cognitive functions. For instance, decision-making, a central cognitive process involving selection
of an action or an option amongst a set of two or more alternatives, is correlated with neural
computation, as reflected by the ramp-up activities in monkeys’ lateral intraparietal cortexes (LIP)
(Shadlen and Newsome, 2001). If configured with hard WTA, which allows only the neuron or
the neural population with the highest activation to stay active, the WTA neural network can
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implement decision-making (Wang, 2002; Wong and Wang,
2006; You and Wang, 2013). Working memory, the ability to
internally maintain information, is manipulated by the sustained
activities of cells of the prefrontal cortex during a memory period
(Fuster and Alexander, 1971). The WTA neural network also has
the capacity to carry out working memory tasks if configured
with multi-stable dynamics including the spontaneous attractor
and memory attractors (Durstewitz et al., 2000; Wei et al., 2012).
Another interesting phenomenon, hysteresis, which shows that
the perception change is behind the reversion of the sensory
input, has been extensively observed for many visual, auditory
and somatosensory perceptual tasks (Williams et al., 1986;
Kleinschmidt et al., 2002; Jackson et al., 2009). Similarly, the
WTA neural network can produce hysteresis in perception if it
is configured with multi-stable dynamics, but the spontaneous
attractor is not essential (You et al., 2011). In addition, there are
many other cognitive behaviors mediated by WTA competition,
such as resource allocations of attention (Lee et al., 1999;
Knudsen, 2007).
Synaptic excitation in neural networks is mainly mediated by
AMPARs (α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid receptors) and NMDARs. AMPAR-mediated synaptic
currents exhibit sudden increases after a presynaptic spike
and exponential decay with a short constant, whereas the
NMDAR-mediated synaptic currents have a smooth rising
phase and an exponential decay with a long time constant, thus
leading to a saturation effect of synaptic currents (Wang, 1999).
Experimental and theoretical studies have demonstrated that
NMDARs play a significant role in WTA competition. NMDARs
contribute not only to the slow time integration of sensory
evidence in decision-making tasks (Wang, 2002; Wong and
Wang, 2006) but also to the sustained activities during the delay
observed in working memory tasks (Lisman et al., 1998).
Recently, several WTA neuromorphic circuits and hardware
have implemented the above-mentioned cognitive functions,
which benefits the design of elementary neuromorphic modules
of many cognitive functions and the development of new
generation of technologies that carry out brain-like artificial
intelligence (Nere et al., 2012; Sandamirskaya, 2014) while
maintaining remarkable energy efficiency (Indiveri andHoriuchi,
2011). For example, forced two-choice decision tasks have
been implemented in a custom mixed signal analog/digital
neuromorphic chip containing an array of 58 analog leaky
integrate-and-fire (LIF) neurons and programmable synapses
with realistic dynamics (Corradi et al., 2015). The discrete
recurrent network configured in this chip is composed of two
excitatory and one inhibitory population of silicon neurons
coupled with local excitation and global inhibition, thus leading
hard WTA competition. In addition, these tasks, based on the
continuous recurrent network with local nearest neighboring
excitatory connectivity and global inhibition, have been achieved
in the LIF stop-learning WTA chip with 124 excitatory and
4 inhibitory neurons (Neftci and Indiveri, 2010; You, 2014).
For working memory, an on-chip network composed of two
excitatory and one inhibitory population of LIF neurons has
been found to reproduce persistent activities observed in
electrophysiological experiments (Giulioni et al., 2011). With
its architecture different from that of the discrete decision on-
chip network, this network has only one excitatory population
distinguished by strong synaptic self-excitation, which leads
to bistable attractor dynamics underlying meta-stable states
of high-firing memory activity and low-firing spontaneous
activity. Similarly, the continuous recurrent on-chip network
has also been constructed as state-holding elements through
proper configuration (Chicca et al., 2014). For hysteresis in the
perception, no emulation in neuromorphic networks has been
reported.
However, the non-linear dynamics of the NMDAR-mediated
synaptic current is not considered in these neuromorphic
systems; instead, saturation characteristics of silicon neurons and
AMPAR-mediated synaptic currents (Bartolozzi and Indiveri,
2007) with a long time constant are considered. Although the
decision tasks and working memory tasks can be implemented
in these neuromorphic systems, the range of neural coding by
the firing activity will become larger if the non-linearity of
the NMDARs itself is considered. Moreover, the handling of
mismatch and noise in the silicon is significant in neuromorphic
systems. The non-linearity of the NMDARs increases the stability
of attractor dynamics, especially the slow dynamics of ramp-up
activities relative to the evidence integration in decision making
and the stable dynamics of self-sustained activities in working
memory.
In this work, we developed a WTA circuit with NMDARs
by applying the dynamical system approach of circuit synthesis
according to the two-variable version of a plausible biophysical
WTA model, which was originally used for decision-making
(Wong and Wang, 2006; Wong et al., 2007), and for working
memory and hysteresis (You et al., 2011). In particular, we
provided a step-by-step demonstration of how to build the
NMDAR gating variable circuit, which is described by the
first-order kinetic equation of a reversible chemical reaction.
This circuit captured the non-linear dynamical characteristics of
NMDAR gating variables. We simulated the neuromorphicWTA
circuit for three WTA-related cognitive functions (decision-
making, working memory and hysteresis in visual perception)
in Cadence while analysing the WTA model through dynamical
system approaches for corresponding cognitive functions. We
compared the results between circuit simulations and theoretical
analysis to investigate (1) whether the WTA circuit could
implement decision tasks and reproduce gradually ramping
neural activities observed in the electrophysiological recording
in monkey experiments (Shadlen and Newsome, 2001) as
the attractor dynamics of the WTA model predicts, (2) the
sustained activities and the limited memory capacity in the WTA
circuit during working memory and corresponding dynamics
in the WTA model, and (3) whether the WTA circuit could
achieve the hysteresis observed in the visual perception and
operate according to the theoretical analysis for the WTA
model.
Some of these results, such as circuit simulations for decision-
making and corresponding theoretical analysis, have been
presented in a preliminary form (You and Wang, 2016). In the
current work, we more comprehensively demonstrate that the
WTA circuit that we built has attractor dynamics underlying
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WTA-related cognitive functions, including decision-making,
working memory and hysteresis behavior.
MATERIALS AND METHODS
The neuromorphic WTA circuit designed herein was derived
from a two-variable version of a biophysically realistic cortical
model elucidating the cellular and circuit basis of decision
making (Wong and Wang, 2006). In the previously reported
reduced model, excitatory reverberation primarily mediated
by NMDA receptors leads to the slow time integration of
the motion evidence, and two dynamical variables S1 and S2
represent averaged gating variables of two populations selective
for rightward and leftwardmotion directions. Our neuromorphic
WTA circuit is composed of two neural populations with
different preferences in some neural presentations (Figure 1A),
such as two directions of the saccade in the decision task, and
two spatial locations in the working memory task. In addition to
external synaptic inputs Isti,i(i = 1, 2), two populations receive
recurrent synaptic inputs including the self-excitation input with
the synaptic weight W+ and the mutual-inhibition input with
the synaptic weight W−. Experimental and theoretical research
has found that the NMDA receptors at recurrent synapses are
important to slow time integration in decision-making and
persistent activities in workingmemory (Wong andWang, 2006).
Therefore, the recurrent excitation in our circuit is mediated by
NMDARs, but could also be mediated by AMPARs if configured
properly.
For the sake of simplicity, we show only the neuromorphic
implementation of half of this WTA circuit in Figure 1B because
of the symmetry of the circuit. At the circuit level, the circuit
consists of three components: a linear-threshold unit circuit
(LTU), an NMDA synapse circuit (NMDA) and a synaptic
interaction circuit (Synaptic current). The LTU circuit realizes
the activation function of a neural population (Ir,i, i = 1, 2)
with its total synaptic input (Isyn,i). The NMDA synapse circuit
produces the gating variable of the NMDARs (Si = IS,i/Iref )
according to the neural activity of each population (Ir,i). The
synaptic interaction circuit achieves the functionality of the total
synaptic input (Isyn,i) from self-excitation and mutual-inhibition
(IS,1 and IS,2), and external sensory inputs (Isti,i). Details of these
neuromorphic implementations are shown in the following parts
of this section.
Neuromorphic Circuit of NMDAR Gating
Variable
The dynamics of the NMDAR gating variable is characterized by
a fast rise followed by a slow decay. When the presynaptic inputs
FIGURE 1 | Architecture of the Two-variable WTA Circuit. (A) The two-variable WTA circuit consists of two neural populations endowed with self-excitation and
effective mutual inhibition. (B) The block representation of the left half of the WTA circuit in (A).
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at a recurrent synapse in a neural population are described by
a Poisson spike train at a rate of r per cell, the slow dynamics
of the average NMDAR gating variable S is characterized by the
non-linear differential equation as follows (Wong and Wang,
2006):
dS
dt
= −
S
τ
+ (1− S)γr (1)
where τ is the decay time constant, and γ is a gain coefficient.
To implement the circuit of the NMDAR gating variable,
the corresponding mathematical expression is approximately
transformed into the following current-mode description:
CUT
d
dt
IS
Iref
= −Iτ
IS
Iref
+ (1−
IS
Iref
)
Iγ
Iref
Ir (2)
where dimensionless variables S and γ are replaced by two ratios
of currents ISIref
and
Iγ
Iref
, respectively. Because of the current-mode
design, we use a current Ir to represent “the firing rate” r in this
work, and we call Ir the neural activity in the remainder of this
paper. The time constant τ = CUTIτ .
We used a dynamic voltage-current circuit (DVI) originally
proposed for the log-domain circuit (Yu and Cauwenberghs,
2010) to achieve the derivative on the left side of Equation (2)
(Figure 2A). Since
IS
Iref
=
IM2
IM1
= e
VS−V0
UT (3)
the dynamics of the voltage difference VS − V0 has the following
relationship with IS/Iref :
d
dt
IS
Iref
=
1
UT
IS
Iref
d
dt
(VS − V0) (4)
By combining Equation (4) and Equation (2), we obtain the
following voltage-mode differential equation to characterize the
dynamics of S:
C
d
dt
(VS − V0) = −Iτ +
Iγ
IS
Ir −
Iγ
Iref
Ir (5)
According to the dynamical systems approach of circuit synthesis
(Arthur and Boahen, 2011), three currents are required to drive
the capacitor in the dynamic voltage-current circuit (Figures 2A,
3A): two currents decrease the capacitor voltage and one
increases it. The first current term Iτ corresponds to the time
constant of the circuit. The smaller its value is, the longer the time
constant. The second term equals the product of the gain current
Iγ and the activity current Ir , divided by the gating variable
current IS. This current is generated by a multiplier (Figures 2,
3) on the basis of the translinear principle for subthreshold
transistors (Gilbert, 1975; Papadimitriou et al., 2013). It indicates
that the driving force toward VDD decreases with increasing IS.
The third term corresponds to the driving force toward ground,
and can also be generated by a multiplier (Figure 3A). Because
both the second and third terms have the product of Iγ and Ir ,
their multiplier circuits can share a common left branch of the
multiplier in Figure 2B.
We concentrated on the steady state and the time constant
for a given configuration as major dynamic characteristics of this
circuit. From Equation (2), we obtain the steady state S¯ and the
time constant τ as follows:
S¯ =
Iγ
Iref
Ir
Iτ +
Iγ
Iref
Ir
, τ =
CUT
Iτ
(6)
FIGURE 2 | Schematics of (A) dynamic voltage-current unit (DVI) and (B) multiplier (M).
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FIGURE 3 | The block representations of the NMDAR gating variable circuit (A), the synaptic current circuit (B) and the linear threshold unit circuit (C).
Circuit simulations in Cadence in our previous work (You and
Wang, 2016) have demonstrated that the NMDAR gating variable
circuit can implement the major dynamics of its biological
counterpart characterized by Equation (6): S¯ increases with
increasing Ir and Iγ but decreases with increasing Iτ ; the time
constant of the circuit τ decreases with increasing Iτ but is
independent of Iγ and Ir .
Neuromorphic Implementation for a
Reduced Two-Variable WTA Model
For the sake of neuromorphic implementations, the original
reduced two-variable decision model (Wong and Wang, 2006) is
re-expressed in the current-mode description as follows:
CUT
d
dt
IS,i
Iref
= −Iτ
IS,i
Iref
+ (1−
IS,i
Iref
)
Iγ
Iref
Ir,i (7)
where i (= 1, 2) labels two selective populations. For simplicity,
we adopted the linear-threshold unit (LTU) to model the neural
activities of two populations Ir,i, which are given by the equation
as follows:
Ir,i = [
Irgain
Ir
ref
Isyn,i − I
r
thr]
+ (8)
where the dimensionless variable
Irgain
Ir
ref
is the gain of the neural
population, and
Ir
ref
Irgain
Ir
thr
is the threshold current. Isyn,i denotes
the corresponding synaptic current. [x]+ is equivalent to the
function max(x, 0). According to Equation (8), we require only
a multiplier and several current mirrors to realize the LTU
circuit (Figure 3C). However, the neural activity Ir of this LTU
circuit in circuit simulations increases smoothly, not suddenly,
as described by Equation (8) when the synaptic current Isyn
approaches the threshold current. Therefore, we chose a new
activation model instead of Equation (8) in the following system
approach analysis:
Ir,i =
Irgain
Ir
ref
Isyn,i − I
r
thr
1− exp[−g(
Irgain
Ir
ref
Isyn,i − I
r
thr
)]
(9)
where the parameter g tunes the smoothness of the activation
curve around the threshold current. Equation (9) is more
biophysically realistic for the response of neural populations.
The total synaptic currents of two selective populations Isyn,i
are given by the following equations:{
Isyn,1 = Iw+
IS,1
Iref
− Iw−
IS,2
Iref
+ I0 + Isti,1
Isyn,2 = Iw+
IS,2
Iref
− Iw−
IS,1
Iref
+ I0 + Isti,2
(10)
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where Isti,i represents the external sensory stimulus to the
population i, and I0 is the effective background input. Iw+
and Iw− are the effective self-excitation and mutual-inhibition
currents per unit (the gating variable) in the recurrent network,
respectively. The synaptic current block can also be realized
by two multipliers and several current mirrors (Figure 3B).
However, for this synaptic current circuit shown in Figure 3B,
Isyn is close to but still larger than 0 when Is1 < Is2, indicating that
our synaptic current circuit looks like a rectifier ([·]+). Although
this result is not consistent with the response determined by
Equation (10), it has little influence on the implementation of
attractor dynamics in the decision circuit, owing to the rectifying
effect of the LTU circuit.
We built the neuromorphic circuit of this two-variable WTA
model on the basis of Equation (7), (8), and (10). Figure 1B
shows the block representation of the WTA circuit.
Circuit Configurations of WTA-Related
Cognitive Functions
Configuring parameters of the simplified two-variable WTA
model described by Equations (7–10) allows implementation
of decision-making, working memory and hysteresis in visual
perception (Wong and Wang, 2006; You et al., 2011). In this
work, to test the responses of the neuromorphic WTA circuit
built in Cadence (Figure 1), we configured the circuit and design
simulation protocols for three cognitive tasks. Bias currents
configured in the circuit are as follows: Iτ = 5pA, Iγ = 10pA,
Iref = 100pA, I
r
gain = 100pA, I
r
thr
= 50pA, Ir
ref
= 100pA,
I0 = 15pA. The capacitance of the capacitors used in the circuit
of the NMDAR gating variable C = 20pF. The parameter g = 0.2
from simulations. We also used the above values as parameters in
the model for theoretical analysis. Furthermore, UT = 25mV in
the model. Bias currents Iw+ and Iw− are task specific.
Decision-Making
In discrimination tasks of coherent motion in random dots,
neurophysiologists have found that the neural activities in
monkeys’ lateral intraparietal cortexes (LIP) are related to neural
computation of decision-making (Shadlen and Newsome, 2001;
Shadlen and Kiani, 2013). This two-variable WTA model has
been proposed to explain the underlying mechanism of decisions
in LIP (Wang, 2002; Wong and Wang, 2006). Therefore, two
populations in the neuromorphic WTA circuit are set to prefer
two alternative directions of coherently moving dots. According
to this discrimination task (Figure 4A), the external sensory
stimuli (moving dots) to two populations are
{
Isti,1 = Isti(t)(1+ Coh)
Isti,2 = Isti(t)(1− Coh)
(11)
where the input strength of the stimuli Isti(t) is 0pA for t < 0
and 15pA for t ≥ 0. The coherence level Coh represents the
percentage of coherently moving dots toward one direction. After
the stimulus onset, the circuit is required to make its decision by
gradually ramping activity of either population.
Working Memory
Neurophysiological experiments on monkeys have reported that
persistent activities during delayed response tasks maintain
working memory information (Compte et al., 2003). Mnemonic
activity is thought to be sustained by synaptic reverberation
in a recurrent circuit, and its stability is achieved mainly by
NMDAR-mediated reverberation (Wang, 2001). Therefore, the
WTA model (Equation 7–10) endowed with NMDAR-mediated
reverberation has the ability of working memory. According to
the procedure of the delay response task (Figure 4B), one or
two gray circles are presented as the sensory stimuli to two
populations. Thus, during the cue presentation, either Isti,1 or Isti,2
is 70pA and the other is 0pA when the memory load is one, and
both of them are 50pA when the memory load is two. Isti,1 and
Isti,2 are also 0pA before the cue stimuli onset and after the cue
stimuli offset.
Hysteresis in Visual Perception
Hysteresis is a typical phenomenon that depends on previous
experiences in visual, auditory and somatosensory perceptions
(Williams et al., 1986; Kleinschmidt et al., 2002; Jackson et al.,
2009). Theoretical analysis has revealed that a neural model with
a similar structure to our neuromorphic circuit can implement
hysteresis in visual perception (You et al., 2011). Here, we chose
the discrimination task between the man’s face and the kneeling
girl as the prototype for our circuit simulation in Cadence
(Figure 4C). The first population in our circuit represented the
man’s face, and the other represented the kneeling girl. According
to this task, the sensory stimulus was presented only from 0s to
Ts, and the figure changed from the man’s face to the kneeling
girl. Therefore, we used the similar simulation protocol shown in
Equation (11), but with the constant Isti(t) and varying coherence
level Coh over time. Isti(t) is 15pA and Coh = 1− 2t/T. T = 20s.
RESULTS
Emulation of Decisions and Their Attractor
Dynamics in the Neuromorphic WTA
Circuit With NMDARs
We tested the responses of this decision circuit through
simulations given the stimulus with different coherence levels,
which were given after 0s (Figure 5A). Responses of both
populations stay at a low activity before the stimulus onset. After
the stimulus was presented, one of them exhibited a gradual
ramp-up activity, and the other exhibited a gradually decreasing
activity. According to the decision bound theory supported by
some observations in the monkey experiment (Kiani et al.,
2008), we set a fixed neural activity (corresponding to a fixed
Ir 50pA) as the decision threshold in our circuit simulations. A
decision is made once the activity of any population exceeds the
decision threshold, and corresponding time is measured as the
reaction time. The speed of the ramp-up activity increased with
increasing coherence of the stimulus, whereas the reaction time
decreased (Figure 5B); both these observations are consistent
with neural activities and behaviors observed with the monkey
experiments (Shadlen and Newsome, 2001). However, because
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FIGURE 4 | Cognitive tasks and corresponding circuit simulation protocols in Cadence. (A) Decision-making. In this task, the subject is required to fixate on
the center of the monitor, and two peripheral targets are presented (Top). After a delay, a fraction of dots move coherently toward one of the targets, while the
remaining dots move randomly. The subject is required to report the direction of the coherent motion by a saccade to one of the targets. The difficulty of this task is
determined by the fraction of coherently moving dots (the coherence level: Coh). In the circuit simulation in Cadence, the motion stimulus is presented during the
motion and saccade stages (Bottom). (B) Working memory. In this task, one or two gray circles as cues are presented during the cue stage, and the subject is
required to recall the locations of the cues during the delay stage. (C) Hysteresis in visual perception. In this task, the figures from left to right morph from a man’s face
to a kneeling girl, which is adapted from Haken (1983) and Chialvo and Apkarian (1993). The subject is required to report what was perceived. In both sequence trials
(left↔ right), a typical hysteresis loop of the subject’s perception is shown. Because the features of the man’s face and the kneeling girl change smoothly and in a
reverse manner, the sensory stimulus in the Cadence simulation is given in the same way during the presentation of the figures (Bottom).
our decision circuit is a noise-free system, the reaction time
had a linear relationship with the logarithm of the coherence
level (Figure 5B), as has been observed in previous studies (You,
2014).
These simulation results are consistent with results from a
phase-plane analysis of the model described by Equation (7),
(8), and (10) (Figure 5C). In the (S1,S2) phase space (decision
space), two lines called nullclines are plotted first by setting the
dynamical equations dS1/dt = 0 and dS2/dt = 0 (Equation
7). The intersections of two nullclines are steady states of
the model. The direction field in the phase space shows how
the system state will evolve. In the absence of a stimulus,
the two nullclines intersected with each other only once, thus
producing a stable steady state, that is, they function as an
attractor (Figure 5c1), thus explaining why the two populations
in the decision circuit had low spontaneous activities before
the stimulus onset. When an unbiased stimulus was presented
(Coh. = 0%), two nullclines intersected with each other three
times and produced a saddle-type unstable and two stable steady
states (Figure 5c2). They formed two basins of attraction around
different two attractors, representing two alternatives in the
decision. The system state was located in the vicinity of the
unstable steady state before the stimulus onset and then evolved
toward one of two attractors after the stimulus onset. This saddle
node structure determined the time course of neural activities
underlying the two-alternative decision. When a biased stimulus
was applied, the phase space was no longer symmetrical. As an
example of the biased stimulus Coh. = 12.8% (Figure 5c3),
the unstable steady state was closer to the attractor representing
the second alternative, thus indicating that the attractor state
responsible for the first alternative has a larger basin of attraction
than the other. After the onset of a biased stimulus, the
initial state of the system already lies within the basin of
the attractor of the first alternative, and the system state will
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FIGURE 5 | Decision-making and its attractor dynamics in the neuromorphic WTA circuit. (A) Firing activities in the decision task. The stimuli are presented to
the circuit after 0s. Colors indicate different coherence levels of the stimuli. Iw+ = 100pA, and Iw− = 60pA. (B) The decision time decreases as the coherence level
increases. (C) Phase-plane plot for two neural populations in the decision task, without external input (c1), in the presence of unbiased stimuli (c2:Coh. = 0%) or
biased stimuli (c3:Coh. = 12.8%). Solid dots denote stable steady states, and circles denote unstable steady states. Iw+ = 100pA, and Iw− = 60pA. The negative
regions in these phase-plane plots do not make sense biologically but are beneficial for showing attractor dynamics in the neuromorphic WTA circuit clearly.
evolve toward its favored attractor, especially in our noise-free
circuit.
The Dynamics of the Circuit is Consistent
with the Bifurcation Analysis of the WTA
Model in the Decision Task
Figure 6A shows the bifurcation diagram of a neural population
with the unbiased external stimulus Isti as a parameter in the
WTA model for the decision task and presents the relationship
between the steady states of the system and the stimulus strength.
In this bifurcation diagram, the gradually increasing middle
curve represents symmetric steady states, and the upper and
lower curves represent asymmetric states. Blue solid curves and
red dashed curves denote stable and unstable steady states,
respectively. The neuromorphic WTA circuit shows spontaneous
activities at a low rate when the stimulus is small (Figure 6CI)
in the decision task, because there is only one stable steady
state for the weak stimulus (the region I in Figure 6A). As
the external stimulus increases further, the system has three
stable steady states (two asymmetric and one symmetric) and
two unstable steady states (asymmetric). In this case, the
system shows stronger spontaneous activities. For the stronger
external stimulus, however, the system will develop one unstable
symmetric steady state and two stable asymmetric steady states
in the phase space (regions II–IV in Figure 6A), thus leading
to WTA behavior (Figures 6CII–IV). The time constant of the
unstable manifold of this symmetric state is very large and
decreases with increasing stimulus strength for low strength in
this region, but increases again for high strength (Figure 6B).
The simulation results of the circuit were also consistent with the
prediction of its bifurcation analysis for the WTA model. The
divergence speed of neural activities for the stimulus strength
around regions II and IV is larger than that around region
III (Figures 6CII–IV). When the stimulus strength further
increases, and the symmetric steady state becomes stable again,
the system has another two asymmetric stable steady states
and two asymmetric unstable steady states (Figure 6A). If the
stimulus strength is too large, the system has the sole steady state
that is stable. The system cannot develop the ramping-up activity
and make a decision (Figure 6CV).
Emulation of Working Memory and Its
Attractor Dynamics in the Neuromorphic
WTA Circuit
We concentrated on following aspects of working memory when
we performed this cognitive task in the neuromorphic WTA
circuit: the ability of working memory and the limitation of its
capacity. In circuit simulations, we verified the working memory
capacity limit under two circuit configurations (Iw+ = 240pA and
300pA). We also applied the stimuli with one or two items to the
circuit during the cue presentation according to the protocol of
working memory (Figure 4B).
The neural activity patterns of the circuit with Iw+ = 240pA
in the circuit simulations are shown in Figure 7A. Several
characteristics are worth noting. First, two neural populations
were spontaneously active at a low rate before the onset
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FIGURE 6 | Bifurcation diagram of a neural population with the unbiased stimulus Isti and neural responses to different Isti in the neuromorphic WTA
circuit. (A) Bifurcation diagram. Bold lines, stable steady states; dashed lines, unstable steady states. (B) Time constant. (C) Neural responses to different stimuli Isti
are consistent with expectations in the bifurcation analysis in the WTA circuit.
of the cue stimuli. Second, the neural populations, which
encoded the directions of the items that appeared during the
cue period, increased their neural activities. When only one
item was presented, only the corresponding neural population
fired (Figure 7a1). When two items appeared, both neural
populations developed strong activities (Figure 7a2). Third, the
strong activity persisted throughout the delay period when the
working memory load comprised one item (Figure 7a1), but
the strong activities decayed gradually when the load size was
two (Figure 7a2). The results from the above circuit simulations
revealed that theWTA circuit with Iw+ = 240pA could remember
only one item.
The results from the phase-plane analysis for the WTA model
were also able to account for these observations (Figure 7C).
For the system without the cue presentation (Figure 7c1), two
nullclines intersected with each other five times, thus producing
three stable steady states and two unstable steady states. These
three stable steady states, around which three basins of attraction
formed, were divided into two classes: one symmetric low state,
called the spontaneous state, and two asymmetric high states,
calledmemory states. TheWTA circuit stayed at this spontaneous
state before the cue presentation. After the onset of the cue,
if the memory load was one item, the system had only one
attractor (Figure 7c2), and then one population in the WTA
circuit evolved from its spontaneous state to the high activity
(Figure 7a1). If the memory load was two items, the system
had three attractors (Figure 7c3). Because the initial state of
the circuit was located in the attraction basin of the attractor
with two high values, the activities of both populations increased
(Figure 7a2). After the cancellation of the cue, the system evolved
from the attractor in Figure 7c2 to its closest memory state (the
south-east asymmetric attractor) in Figure 7c1 for one item, but
from the attractor with two high values in Figure 7c3 to the
spontaneous state in Figure 7c1 for two items. These results
illustrate why the WTA circuit could hold only one item in its
working memory.
When Iw+ was configured to be 300pA, all populations
subjected to the cue items, showed persistent activities after
the cue stimuli offset (Figure 7B). The memory capacity was
two in this configuration, which was also illustrated by the
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FIGURE 7 | Working memory capacity and its attractor dynamics in the neuromorphic WTA circuit. (A) Neural activities of two neural populations in the WTA
circuit with the self-excitation strength Iw+ = 240pA . Persistent activity shows after the cancellation of the stimulus for one item but not two items. (B) Neural
activation plot when Iw+ = 300pA . Persistent activities show during the delay for both one item and two items. (C,D) Phase-plane plot for two neural populations in
working memory tasks without external input (c1 and d1), in the presence of one item (c2 and d2) and two items (c3 and d3). Because of unprecise mapping of the
WTA model onto the WTA circuit, we set Iw+ as 200pA in (C) and 250pA in (D), which correspond to those in (A,B).
similar phase-plane analysis for the WTA model. Given the
cue stimuli with one item and two items, the dynamics of the
system characterized by Figures 7d2,d3 was similar to those of
Figures 7c2,c3. Therefore, the WTA circuit behaved similarly
during the cue presentation for both configurations of recurrent
excitatory connection strength (Figures 7A,B). However, two
nullclines intersected nine times, producing four basins of
attraction, among which there was a memory attractor with two
high values representing the memory of two items (Figure 7d1).
In the case of the stimuli with two items, the system state did
not evolve toward the spontaneous state but instead evolved
toward its closest memory state responsible for the memory of
two items. Thus, the WTA circuit was able to hold persistent
activities during the delay and remember two items (Figure 7b2).
Hysteresis in Visual Perception
Our previous work has revealed that hysteresis in visual
perception can be reproduced in the simulation of the two-
variable WTAmodel (You et al., 2011). In circuit simulations, we
applied the stimulus protocol of the discrimination task between
the man’s face and the kneeling girl to the neuromorphic WTA
circuit with three different Iw+ . Corresponding activity plots
are shown in Figure 8A. In the circuit simulation for Iw+ =
100pA (Figure 8a1), the activity of the population representing
the man’s face (solid curve) gradually decreased and that of
the kneeling girl (dashed curve) increases with the changing
stimulus. Notably, the crossover of two activities (15.5s) was
followed by the crossover of the stimulus to two populations
(10s). Thus, the circuit perceives the kneeling girl later than
the time at which its feature exceeds the feature of the man’s
face; that is, a hysteresis phenomenon in the visual perception
was observed. The corresponding hysteresis loop of neural
activity is shown in Figure 8. Similarly, a hysteresis phenomenon
was also observed for Iw+ = 80pA, but the corresponding
hysteresis effect weakened (Figures 8a2,b2). If Iw+ decreased
further, for example, 60pA, the hysteresis effect disappeared
(Figures 8a3,b3).
To compare the circuit simulation results and theoretical
analysis results, we calculated the steady states of the WTA
model with the variant parameter Iw+ and the increasing feature
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FIGURE 8 | Hysteresis in visual perception and its attractor dynamics in the neuromorphic WTA circuit. (A) The time course of activities of two neural
populations when Iw+ is 100pA (a1), 80pA (a2), and 60pA (a3), respectively. (B) The activity of the man’s face selective population exhibits hysteresis. The sequence
of Iw+ is the same as that in (A). The hysteresis effect decreases with decreasing Iw+ , and there is no hysteresis when Iw+ is small enough. (C) Bifurcation diagram of
a selective population with the feature coherence of figures Coh as parameter. Bold lines, stable steady states; dashed lines, saddle steady states. Because the
mapping of the WTA model onto the neuromorphic WTA circuit cannot be precise, Iw+ is 120pA, 100pA, and 80pA, respectively.
coherence Coh. However, because of the unprecise mapping of
the WTA model onto the neuromorphic WTA circuit, we chose
another set of Iw+s (120, 100, and 80pA) in the WTA model
for comparisons. When Iw+ = 120pA, the system had strong
self-excitation. Along with the increase in Coh, the number of
steady states of the system changed from one to three and then
to one (Figure 8c1). There was a Coh interval around 0, in which
the system had three steady states, including two stable and
one unstable. These steady states accounted for the hysteresis
in the visual perception (Figures 8a1,b1). If Iw+ decreased and
was equal to 100pA, the Coh interval with three steady states
decreases (Figure 8c2), thus revealing a weakened hysteresis
effect of the visual perception (Figures 8a2,b2). When Iw+ =
80pA, the Coh interval with three steady states disappeared and
the system had a single steady state (Figure 8c3). Thus, there was
no hysteresis in the visual perception (Figures 8a3,b3). Although
there was a slight mapping mismatch from the WTA model
onto the neuromorphicWTA circuit, the above circuit simulation
results and theoretical analysis results demonstrated that the
neuromorphic WTA circuit mimics hysteresis behavior in the
visual discrimination task.
CONCLUSIONS AND DISCUSSION
In this work, we designed a WTA circuit with NMDARs by using
a dynamical system approach of circuit synthesis according to
the two-variable version of a plausible biophysical WTA model
(Wong and Wang, 2006; Arthur and Boahen, 2011). Comparing
the results between circuit simulations of this neuromorphic
WTA circuit and theoretical analysis of the current-mode WTA
model, we demonstrated that the WTA circuit with NMDARs
was able to implement attractor dynamics underlying cognitive
functions, such as decision-making, working memory and
hysteresis in visual perception. For decision tasks, the WTA
circuit reproduced gradual ramp-up neural activities determined
by the saddle node structure and the slow integration of sensory
evidence. Furthermore, the divergence speed of neural activities
was also consistent with the prediction of the time constants
of corresponding saddle points. For working memory tasks, the
WTA circuit showed sustained activities determined by multi-
stable dynamics, that is, the spontaneous state and memory
states coexisted. More interestingly, the memory capacity of
the WTA circuit was able to be tuned by configuring the
recurrent excitatory connection strength, as has been discussed
in a continuous spiking network model (Wei et al., 2012). During
discrimination tasks between a man’s face and a kneeling girl, the
WTA circuit reproduced the typical hysteresis behavior observed
in visual, auditory and somatosensory perceptions (Williams
et al., 1986; Kleinschmidt et al., 2002; Jackson et al., 2009)
and predicted by bifurcation analysis with feature coherence
Coh as a parameter. Furthermore, the hysteresis effect was
able to be regulated by configuring the recurrent connection
strength in the WTA circuit. It was also critical to implement
the non-linear dynamics of the NMDAR-mediated synaptic
current in the WTA circuit for the above cognitive tasks.
These results demonstrated that our WTA circuit was able to
implement attractor dynamics underlyingWTA-related cognitive
functions.
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Quantitatively accurate neuromorphic mapping is important
for neuromorphic systems to emulate computations carried out
in the nervous system in VLSI hardware. In this study, we
designed and implemented a neuromorphic WTA circuit by
using a dynamical system design, which has been applied for
mapping of quantitative neuronal models onto neuromorphic
hardware (Takemoto and Kohno, 2007; Arthur and Boahen,
2011; Gao et al., 2012). However, imprecise mapping of the WTA
model onto the WTA circuit is inevitable because of factors
such as ideal modeling of transistors, inaccurate current replica.
Parameters configured for circuit simulations of the WTA circuit
in Cadence and theoretical analysis of the WTA model during
three cognitive tasks are not same but are similar. Thus, the
dynamical system approach of circuit synthesis in our work
was effective. The circuit simulation results demonstrated that
the WTA circuit produced behaviors that was predicted and
explained by the WTA model, such as the divergence speed of
neural activities predicted by the time constants of corresponding
saddle points in implementing decision tasks and the working
memory capacity determined by memory attractors in the phase-
plane analysis when implementing working memory tasks. In
addition, the mismatch is inevitable because identical devices
suffer from random mismatch, which stems from microscopic
fluctuations in dimensions, doping, oxide thickness and a host
of other causes (Hastings, 2005; Sun and Basu, 2011). The
mismatch can destroy the symmetry of the WTA circuit and
deteriorate performance during cognitive tasks. For example,
the probability of choosing either of two options will not be
50% for an unbiased stimulus (Coh. = 0%) during decision
tasks. However, weakly biased behavior is acceptable if the
asymmetry of the WTA circuit is not made severe by reducing its
mismatch.
The primary components of the networks in the brain are
neurons, which transfer information by digital means (the pulse,
called a “spike” or “action potential”) and process information by
analog means. Therefore, most neuromorphic systems are event
based. Hence massively parallel, low-power, and inexpensive
computing architectures are promising (Boahen, 2000; Liu et al.,
2015), such as neuromorphic systems from the COLAMN
project (Wijekoon and Dudek, 2012), NCS research project
(Qiao et al., 2015), the Neurogrid project (Benjamin et al.,
2014), the SpiNNaker project (Furber et al., 2014). Most silicon
neurons on hardware are built according to various spike neuron
models, such as leaky integrate-and-fire neurons (Indiveri et al.,
2006; Gao et al., 2012), Hodgkin-Huxley neurons (Saighi et al.,
2011), Izhikevich neurons (Mizoguchi et al., 2011) and other
two-variable neurons (Takemoto et al., 2011). Non-spiking
neurons, described by various activation transfer functions, are
used in convolutional and deep neural networks on hardware
(Krizhevsky et al., 2012; Chen et al., 2014; Luo et al., 2017).
In this study, the two-variable WTA model is the firing rate
model, not the spiking neuron model. Therefore, we developed
the WTA circuit in a current-mode manner, and the information
transfer in the WTA circuit operates in the analog mode. This
methodology is practical because the WTA circuit is small-scale
and does not have too much information transferred inside.
These independent cognitive modules can be configured for
some cognitive tasks and can be assembled to construct larger-
scale neuromorphic systems; moreover, communications among
the WTA circuits can be event based for high-efficiency and
low-power design.
Using the relationship between dynamic field theory (DFT)
and soft WTA networks, Sandamirskaya has systematically
revised and integrated DFT mechanisms that may be
implemented in neuromorphic devices to achieve working
memory, intentionality or autonomous learning (Sandamirskaya,
2014). The main characterizations of the dynamic neural
fields underlying the above cognitive functions are detection
instability, selection instability, working memory instability
and reverse detection instability. The WTA circuit can also
present the above characterizations, which were demonstrated
by circuit simulation and theoretical analysis results in this
study. Moreover, the WTA circuit displays rich repertories
of dynamics underlying cognitive behavior after being
configured with NMDARs. Therefore, the WTA circuit as a
basic cognitive module, together with other functions, such as
associative memory (Hu et al., 2015) and synaptic plasticity
(Fusi et al., 2000; Indiveri et al., 2010), may be extended and
assembled into the framework of higher neuromophic cognitive
systems. For instance, this WTA architecture, may be used
as state-holding elements to be assembled into finite state
machines (FSM) (Neftci et al., 2013), or as WTA elements to be
assembled into a sophisticated classifier network (Shim et al.,
2016).
Compared with continuous models of dynamic neural fields,
the two-variable WTA circuit is based on the discrete model, and
its neural coding ability determined by the state space is limited.
However, theoretical analysis reveals that the WTA model with
more than two populations also has similar dynamics to that
discussed above (McMillen and Holmes, 2006; Albantakis and
Deco, 2009). By using the dynamical system approach of circuit
synthesis, the WTA circuit could be constructed for a given
number of populations to implement more complex cognitive
behavior with more alternatives, memory items or classifiers.
However, the scale of the WTA circuit cannot be too large,
because the complexity of synaptic interactions on hardware
would grow according to n-squared with an increasing number
of populations.
AUTHOR CONTRIBUTIONS
HY, Designed the circuit, performed circuit simulations and
theoretical analysis, and wrote the manuscript. DW, Helped in
theoretical analysis, to evaluate and edit the manuscript.
ACKNOWLEDGMENTS
This work was supported by the Natural Science Foundations
of China (grant 31500863 to HY; grant 31671077 and 31271169
to DW); the Major State Basic Research project (grant
2013CB329401 to HY); the Fundamental Research Funds for the
Central Universities (to HY and DW).
Frontiers in Neuroscience | www.frontiersin.org 12 February 2017 | Volume 11 | Article 40
You and Wang Neuromorphic Implementation of a NMDAR-Mediated WTA Circuit
REFERENCES
Albantakis, L., and Deco, G. (2009). The encoding of alternatives in
multiple-choice decision making. BMC Neurosci. 10(Suppl. 1):P166.
doi: 10.1186/1471-2202-10-S1-P166
Arthur, J. V., and Boahen, K. (2011). Silicon-neuron design: a dynamical
systems approach. Circ. Syst. I Regul. Papers IEEE Trans. 58, 1034–1043.
doi: 10.1109/tcsi.2010.2089556
Bartolozzi, C., and Indiveri, G. (2007). Synaptic dynamics in analog vlsi. Neural
Comput. 19, 2581–2603. doi: 10.1162/neco.2007.19.10.2581
Benjamin, B. V., Gao, P., McQuinn, E., Choudhary, S., Chandrasekaran,
A. R., Bussat, J. M., et al. (2014). Neurogrid: A mixed-analog-digital
multichip system for large-scale neural simulations. Proc. IEEE 102, 1–18.
doi: 10.1109/JPROC.2014.2313565
Boahen, K. A. (2000). Point-to-point connectivity between neuromorphic chips
using address events. IEEE Trans. Circ. Syst. II Anal. Digit. Signal Process. 47,
416–434. doi: 10.1109/82.842110
Chen, Y., Luo, T., Liu, S., Zhang, S., He, L., Wang, J., et al. (2014). “DaDiannao:
a machine-learning supercomputer,” in 47th Annual IEEE/ACM International
Symposium onMicroarchitecture (MICRO) (Cambridge,UK;Washington, DC),
609–622. doi: 10.1109/micro.2014.58
Chialvo, D. R., and Apkarian, A. V. (1993). Modulated noisy biological dynamics:
three examples. J. Stat. Phys. 70, 375–391. doi: 10.1007/BF01053974
Chicca, E., Stefanini, F., Bartolozzi, C., and Indiveri, G. (2014). Neuromorphic
electronic circuits for building autonomous cognitive systems. Proc. IEEE 102,
1367–1388. doi: 10.1109/JPROC.2014.2313954
Compte, A., Constantinidis, C., Tegnér, J., Raghavachari, S., Chafee, M. V.,
Goldman-Rakic, P. S., et al. (2003). Temporally irregular mnemonic persistent
activity in prefrontal neurons of monkeys during a delayed response task. J.
Neurophysiol. 90, 3441–3454. doi: 10.1152/jn.00949.2002
Corradi, F., You, H., Giulioni, M., and Indiveri, G. (2015). “Decision making and
perceptual bistability in spike-based neuromorphic VLSI systems,” in 2015 IEEE
International Symposium on Circuits and Systems (ISCAS) (Lisbon), 2708–2711.
doi: 10.1109/ISCAS.2015.7169245
Durstewitz, D., Seamans, J. K., and Sejnowski, T. J. (2000). Neurocomputational
models of working memory. Nat. Neurosci. 3, 1184–1191. doi: 10.1038/81460
Furber, S., Galluppi, F., Temple, S., and Plana, L. A. (2014). The spinnaker project.
Proc. IEEE 102, 652–665. doi: 10.1109/JPROC.2014.2304638
Fusi, S., Annunziato, M., Badoni, D., Salamon, A., and Amit, D. J. (2000). Spike-
driven synaptic plasticity: theory, simulation, vlsi implementation. Neural
Comput. 12, 2227–2258. doi: 10.1162/089976600300014917
Fuster, J. M., and Alexander, G. E. (1971). Neuron activity related to short-term
memory. Science, 173, 652–654. doi: 10.1126/science.173.3997.652
Gao, P., Benjamin, B. V., and Boahen, K. (2012). Dynamical system
guided mapping of quantitative neuronal models onto neuromorphic
hardware. IEEE Trans. Circ. Syst. I Regular Papers 59, 2383–2394.
doi: 10.1109/TCSI.2012.2188956
Gilbert, B. (1975). Translinear circuits: a proposed classification. Electron. Lett. 11,
14–16. doi: 10.1049/el:19750011
Giulioni, M., Camilleri, P., Mattia, M., Dante, V., Braun, J., and Del Giudice,
P. (2011). Robust working memory in an asynchronously spiking
neural network realized with neuromorphic vlsi. Front. Neurosci. 5:149.
doi: 10.3389/fnins.2011.00149
Haken, H. (1983). Synergetics. An introduction Nonequilibrium Phase Transitions
and Self- Organization in Physics, Chemistry and Biology. Heidelberg: Springer.
Hastings, A. (2005). Art of Analog Layout, The International Edition. Lebanon, PA:
Prentice Hall.
Hu, S. G., Liu, Y., Liu, Z., Chen, T. P., Wang, J. J., Yu, Q., et al. (2015). Associative
memory realized by a reconfigurable memristive hopfield neural network. Nat.
Commun. 6:7522. doi: 10.1038/ncomms8522
Indiveri, G., Chicca, E., and Douglas, R. (2006). A vlsi array of low-power spiking
neurons and bistable synapses with spike-timing dependent plasticity. IEEE
Trans. Neural Netw. 17, 211–221. doi: 10.1109/TNN.2005.860850
Indiveri, G., and Horiuchi, T. K. (2011). Frontiers in neuromorphic engineering.
Front. Neurosci. 5:118. doi: 10.3389/fnins.2011.00118
Indiveri, G., Stefanini, F., and Chicca, E. (2010). “Spike-based learning with a
generalized integrate and fire silicon neuron,” in Proceedings of 2010 IEEE
International Symposium on Circuits and Systems (ISCAS) (Paris: IEEE),
1951–1954. doi: 10.1109/ISCAS.2010.5536980
Jackson, J. C., Windmill, J. F., Pook, V. G., and Robert, D. (2009). Synchrony
through twice-frequency forcing for sensitive and selective auditory processing.
Proc. Natl. Acad. Sci. U.S.A. 106, 10177–10182. doi: 10.1073/pnas.0901727106
Kiani, R., Hanks, T. D., and Shadlen, M. N. (2008). Bounded integration in
parietal cortex underlies decisions even when viewing duration is dictated
by the environment. J. Neurosci. 28, 3017–3029. doi: 10.1523/JNEUROSCI.
4761-07.2008
Kleinschmidt, A., Büchel, C., Hutton, C., Friston, K. J., and Frackowiak, R. S.
(2002). The neural structures expressing perceptual hysteresis in visual letter
recognition. Neuron 34, 659–666. doi: 10.1016/S0896-6273(02)00694-3
Knudsen, E. I. (2007). Fundamental components of attention.Annu. Rev. Neurosci.
30, 57–78. doi: 10.1146/annurev.neuro.30.051606.094256
Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012). “Imagenet classification
with deep convolutional neural networks,” in Advances in Neural Information
Processing Systems 25 (Lake Tahoe, NV), 1106–1114.
Lee, D. K., Itti, L., Koch, C., and Braun, J. (1999). Attention activates
winner-take-all competition among visual filters. Nat. Neurosci. 2, 375–381.
doi: 10.1038/7286
Lisman, J. E., Fellous, J. M., and Wang, X. J. (1998). A role for nmda-receptor
channels in working memory. Nat. Neurosci. 1, 273–275. doi: 10.1038/1086
Liu, S. C., Delbruck, T., Indiveri, G., Whatley, A., and Douglas, R. (2015). Event-
Based Neuromorphic Systems. Singapore: John Wiley & Sons, Ltd.
Luo, T., Liu, S., Li, L., Wang, Y., Zhang, S., Chen, T., et al. (2017). DaDianNao: a
neural network supercomputer. IEEE Trans. Comput. 66, 73–88. doi: 10.1109/
TC.2016.2574353
Mcmillen, T., and Holmes, P. (2006). The dynamics of choice among multiple
alternatives. J. Math. Psychol. 50, 30–57. doi: 10.1016/j.jmp.2005.10.003
Mizoguchi, N., Nagamatsu, Y., Aihara, K., and Kohno, T. (2011). A two-variable
silicon neuron circuit based on the izhikevich model. Artif. Life Robot. 16,
383–388. doi: 10.1007/s10015-011-0956-2
Neftci, E., Binas, J., Rutishauser, U., Chicca, E., Indiveri, G., and Douglasa, R. J.
(2013). Synthesizing cognition in neuromorphic electronic systems. Proc. Natl.
Acad. Sci. U.S.A. 110, E3468–E3476. doi: 10.1073/pnas.1212083110
Neftci, E., and Indiveri, G. (2010). “A device mismatch compensation method for
vlsi neural networks,” in Biomedical Circuits and Systems Conference (BioCAS),
2010 IEEE (Paphos: IEEE). 262–265.
Nere, A., Olcese, U., Balduzzi, D., and Tononi, G. (2012). A neuromorphic
architecture for object recognition and motion anticipation using burst-stdp.
PLoS ONE 7:e36958. doi: 10.1371/journal.pone.0036958
Papadimitriou, K. I., Stan, G. B., and Drakakis, E. M. (2013). Systematic
computation of nonlinear cellular and molecular dynamics with low-
power cytomimetic circuits: a simulation study. PLoS ONE 8:e53591.
doi: 10.1371/journal.pone.0053591
Qiao, N., Mostafa, H., Corradi, F., Osswald, M., Stefanini, F., Sumislawska, D., and
Indiveri, G. (2015). A reconfigurable on-line learning spiking neuromorphic
processor comprising 256 neurons and 128k synapses. Front. Neurosci. 9:141.
doi: 10.3389/fnins.2015.00141
Saighi, S., Bornat, Y., Tomas, J., Le Masson, G., and Renaud, S. (2011). A library
of analog operators based on the hodgkin-huxley formalism for the design of
tunable, real-time, silicon neurons. IEEE Trans. Biomed. Circ. Syst. 5, 3–19.
doi: 10.1109/TBCAS.2010.2078816
Sandamirskaya, Y. (2014). Dynamic neural fields as a step toward cognitive
neuromorphic architectures. Front. Neurosci. 7:276. doi: 10.3389/fnins.2013.
00276
Shadlen, M. N., and Kiani, R. (2013). Decision making as a window on cognition.
Neuron 80, 791–806. doi: 10.1016/j.neuron.2013.10.047
Shadlen, M. N., and Newsome, W. T. (2001). Neural basis of a perceptual decision
in the parietal cortex (area lip) of the rhesus monkey. J. Neurophysiol. 86,
1916–1936.
Shim, Y., Philippides, A., Staras, K., and Husbands, P. (2016). Unsupervised
learning in an ensemble of spiking neural networks mediated by itdp. PLoS
Comput. Biol. 12:e1005137. doi: 10.1371/journal.pcbi.1005137
Sun, S., and Basu, A. (2011). “Analysis and reduction of mismatch in silicon
neurons,” in Biomedical Circuits and Systems Conference (San Diego, CA),
257–260.
Frontiers in Neuroscience | www.frontiersin.org 13 February 2017 | Volume 11 | Article 40
You and Wang Neuromorphic Implementation of a NMDAR-Mediated WTA Circuit
Takemoto, T., and Kohno, T. (2007). Circuit implementation and dynamics of a
two-dimensional mosfet neuron model. Int. J. Bifurcat. Chaos. 17, 459–508.
doi: 10.1142/s0218127407017379
Takemoto, T., Kohno, T., and Aihara, K. (2011). Circuit implementation and
dynamics of a two-dimensional mosfet neuron model. Int. J. Bifurcat. Chaos
17, 459–508. doi: 10.1142/S0218127407017379
Wang, X. J. (1999). Synaptic basis of cortical persistent activity: the importance of
nmda receptors to working memory. J. Neurosci. 19, 9587–9603.
Wang, X. J. (2001). Synaptic reverberation underlying mnemonic persistent
activity. Trends Neurosci. 24, 455–463. doi: 10.1016/S0166-2236(00)01868-3
Wang, X. J. (2002). Probabilistic decision making by slow reverberation in cortical
circuits. Neuron 36, 955–968. doi: 10.1016/S0896-6273(02)01092-9
Wei, Z., Wang, X. J., and Wang, D. H. (2012). From distributed
resources to limited slots in multiple-item working memory: a spiking
network model with normalization. J. Neurosci. 32, 11228–11240.
doi: 10.1523/JNEUROSCI.0735-12.2012
Wijekoon, J. H., and Dudek, P. (2012). Vlsi circuits implementing computational
models of neocortical circuits. J. Neurosci. Methods 210, 93–109.
doi: 10.1016/j.jneumeth.2012.01.019
Williams, D., Phillips, G., and Sekuler, R. (1986). Hysteresis in the perception of
motion direction as evidence for neural cooperativity. Nature. 324, 253–255.
doi: 10.1038/324253a0
Wong, K. F., Huk, A. C., Shadlen, M. N., and Wang, X. J. (2007). Neural circuit
dynamics underlying accumulation of time-varying evidence during perceptual
decision making. Front. Comput. Neurosci. 1:6. doi: 10.3389/neuro.10.006.2007
Wong, K. F., and Wang, X. J. (2006). A recurrent network mechanism
of time integration in perceptual decisions. J. Neurosci. 26, 1314–1328.
doi: 10.1523/JNEUROSCI.3733-05.2006
You, H. (2014). Neural Dynamics of Perceptual Decision Making and Its Emulation
on Neuromorphic Chip. Ph.d thesis, Beijing Normal University.
You, H., Meng, Y., Huan, D., and Wang, D. H. (2011). The neural
dynamics for hysteresis in visual perception. Neurocomputing 74, 3502–3508.
doi: 10.1016/j.neucom.2011.06.004
You, H., and Wang, D. (2016). “Neuromorphic implementation of attractor
dynamics in decision circuit with nmdars,” 2016 IEEE International
Symposium on Circuits and Systems (ISCAS) (Montreal, QC), 2708–2711.
doi: 10.1109/iscas.2016.7527247
You, H., and Wang, D. H. (2013). Dynamics of multiple-choice decision
making. Neural Comput. 25, 2108–2145. doi: 10.1162/NECO_a_
00473
Yu, T., and Cauwenberghs, G. (2010). Analog VLSI biophysical neurons
and synapses with programmable membrane channel kinetics.
Biomed. Circ. Syst. IEEE Trans. 4, 139–148. doi: 10.1109/TBCAS.2010.
2048566
Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.
Copyright © 2017 You and Wang. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The
use, distribution or reproduction in other forums is permitted, provided the
original author(s) or licensor are credited and that the original publication in
this journal is cited, in accordance with accepted academic practice. No use,
distribution or reproduction is permitted which does not comply with these
terms.
Frontiers in Neuroscience | www.frontiersin.org 14 February 2017 | Volume 11 | Article 40
