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In the paper, we prove that the quotient of the polynomial repre-
sentation of the double affine Hecke algebra (DAHA) by the radical of
the duality pairing is always irreducible (apart from the roots of unity)
provided that it is finite dimensional. We also find necessary and suf-
ficient conditions for the radical to be zero, which is a q-generalization
of Opdam’s formula for the singular k-parameters with the multiple
zero-eigenvalue of the corresponding Dunkl operators.
Concerning the terminology, perfect modules in the paper are finite
dimensional possessing a non-degenerate duality pairing. The latter
induces the canonical duality anti-involution of DAHA. Actually, it
suffices to assume that the pairing is perfect, i.e. identifies the module
with its dual as a vector space, but we will stick to the finite dimensional
case.
We also assume that perfect modules are spherical, i.e., quotients
of the polynomial representation of DAHA, and invariant under the
projective action of PSL(2,Z).We do not impose the semisimplicity in
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contrast to [C3]. The irreducibility theorem from this paper is stronger
and at the same time the proof is simpler than those in [C3].
The irreducibility follows from the projectiv PSL(2,Z)-action which
readily results from the τ−-invariance. The latter always holds if q is
not a root of unity. At roots of unity, it is true for special k only. We
do not give in the paper necessary and sufficient conditions for the τ−-
invariance as q is a root of unity. Generally, it is not difficult to check
(if it is true).
The polynomial representation has the canonical duality paring. It
is defined in terms of the difference-trigonometric Dunkl operators,
similar to the rational case where the differential-rational operators
are used, and involves the evaluation at q−ρk instead of the value at
zero. The quotient of the polynomial representation by the radical
Rad of this pairing is a universal quasi-perfect representation. By the
latter, we mean a DAHA-module with a non-degenerate but maybe
non-perfect duality paring.
The polynomial representation, denoted by V in the paper, is quasi-
perfect and irreducible for generic values of the DAHA-parameters q, t.
It is also Y -semisimple, i.e., there exists a basis of eigenvectors of the
Y -operators, and has the simple Y -spectrum for generic q, t.
The radical Rad is nonzero when q is a root of unity or as t = ς qk
for special fractional k and proper roots of unity ς.
We give an example of reducible V which has no radical (Bn). The
complete list will be presented in the next paper.
Semisimplicity. Typical examples of Y -semisimple perfect repre-
sentations are the nonsymmetric Verlinde algebras, generalizing the
Verlinde algebras. The latter describe the fusion of the integrable rep-
resentations of the Kac-Moody algebras, and, equivalently, the reduced
category of representations of quantum groups at roots of unity. The
third interpretation is via factors/subfactors. Generally, these algebras
appear in terms of the vertex operators (coinvariants) associated with
Kac-Moody or Virasoro-type algebras.
There are at least two important reasons to drop the semisimplicity
constraint:
First, it was found recently that the fusion procedure for a certain
Virasoro-type algebra leads to a non-semisimple variant of the Verlinde
algebra. As a matter of fact, there are no general reasons to expect
semisimplicity in the massless conformal field theory.
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definite inner product in the Verlinde algebra, which guarantees the
semisimplicity, is given in terms of the masses of the points/particles.
Second, non-semisimple representations of DAHA are expected to
appear when the whole category of representations of Lusztig’s quantum
group at roots of unity is considered. Generally, non-spherical represen-
tations could be necessary. However the anti-spherical (Steinberg-type)
representations, which are spherical constructed for t−1 in place of t,
are expected to play an important role.
The simplest non-semisimple example at roots of unity (A1) is con-
sidered at the end of the paper in detail.
Concerning the necessary and sufficient condition for the radical of
V to be nonzero, it readily follows from the evaluation formula for
the nonsymmetric Macdonald polynomials [C2]. This approach does
require the q, t-setting because the evaluation formula collapses in the
limit. Cf. [DO], Section 3.2.
The method from [O2] (see also [DJO] and [J]) based on the shift
operator is also possible, and even becomes simpler with q, t than in
the rational/trigonometric case. It will be demonstrated in the next
paper. The definition of the radical of the polynomial representation
is due to Opdam in the rational case. See, e.g., [DO]. In the q, t-case,
the radical was introduced in [C1, C2].
Rational limit. Interestingly, the quotient of V by the radical is al-
ways irreducible for the rational DAHA. The justification is immediate
and goes as follows.
This quotient has the zero-eigenvalue (no other eigenvalues appear in
the rational setting) of multiplicity one. Any its proper submodule will
generate at least one additional zero-eigenvector, which is impossible.
The DAHA and its rational degeneration are connected by exp -
log maps of some kind [C4], but these maps are of analytic nature
in the infinite dimensional case and cannot be directly applied to the
polynomial representation.
Generally, the q, t-methods are simpler in many aspects than those
in the rational degeneration thanks to the existence of the Macdonald
polynomials and their analytic counterparts. It is somewhat similar
to the usage of the unitary invariant scalar product in the theory of
compact Lie groups vs. the abstract theory of Lie algebras. The q, t-
generalization of Opdam’s formula for singular k and the theory of
perfect representations are typical examples in favor of the q, t-setting.
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However, with the irreducibility of the universal quasi-perfect quotient
of the polynomial representation, it is the other way round.
My guess is that it happens because the q, t-polynomial representa-
tion contains more information than could be seen after the rational
degeneration. I mean mainly the semisimplicity which do not exist in
the rational theory and can be incorporated only if the rational DAHA
is extended by the ”first jet” towards q (not published).
It must be mentioned here that the rational theory is for complex
reflection groups. The q, t-theory is mainly about the crystallographic
groups. Not all complex reflection groups have affine and double affine
extensions.
I thank A. Garsia, E. Opdam, and N. Wallach for useful discussions.
I would like to thank UC at San Diego and IML (Luminy) for the kind
invitations.
1. Affine Weyl groups
Let R = {α} ⊂ Rn be a root system of type A,B, ..., F, G with re-
spect to a euclidean form (z, z′) on Rn ∋ z, z′, W the Weyl group gen-
erated by the reflections sα, R+ the set of positive roots (R− = −R+),
corresponding to (fixed) simple roots roots α1, ..., αn, Γ the Dynkin
diagram with {αi, 1 ≤ i ≤ n} as the vertices.
We will also use the dual roots (coroots) and the dual root system:
R∨ = {α∨ = 2α/(α, α)}.
The root lattice and the weight lattice are:
Q = ⊕ni=1Zαi ⊂ P = ⊕
n
i=1Zωi,
where {ωi} are fundamental weights: (ωi, α
∨
j ) = δij for the simple
coroots α∨i .
Replacing Z by Z± = {m ∈ Z,±m ≥ 0} we obtain Q±, P±. Note that
Q∩P+ ⊂ Q+.Moreover, each ωj has all nonzero coefficients (sometimes
rational) when expressed in terms of {αi}. Here and further see [B].
The form will be normalized by the condition (α, α) = 2 for the short
roots. Thus,
να
def
== (α, α)/2 is either 1, or {1, 2}, or {1, 3}.
We will use the notation νlng for the long roots (νsht = 1).
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Let ϑ ∈ R∨ be the maximal positive coroot. Considered as a root
(it belongs to R because of the choice of normalization) it is maximal
among all short positive roots of R.
Setting νi = ναi , νR = {να, α ∈ R}, one has
ρν
def
== (1/2)
∑
να=ν
α =
∑
νi=ν
ωi, where α ∈ R+, ν ∈ νR.(1.1)
Note that (ρν , α
∨
i ) = 1 as νi = ν. We will call ρν partial ρ.
Affine roots. The vectors α˜ = [α, ναj] ∈ R
n × R ⊂ Rn+1 for
α ∈ R, j ∈ Z form the affine root system R˜ ⊃ R (z ∈ Rn are identified
with [z, 0]). We add α0
def
== [−ϑ, 1] to the simple roots for the maximal
short root ϑ. The corresponding set R˜ of positive roots coincides with
R+ ∪ {[α, ναj], α ∈ R, j > 0}.
We complete the Dynkin diagram Γ of R by α0 (by −ϑ to be more
exact). The notation is Γ˜. One can obtain it from the completed
Dynkin diagram for R∨ from [B] reversing the arrows. The number of
laces between αi and αj in Γ˜ is denoted by mij .
The set of the indices of the images of α0 by all the automor-
phisms of Γ˜ will be denoted by O (O = {0} for E8, F4, G2). Let
O′ = r ∈ O, r 6= 0. The elements ωr for r ∈ O
′ are the so-called minus-
cule weights: (ωr, α
∨) ≤ 1 for α ∈ R+.
Given α˜ = [α, ναj] ∈ R˜, b ∈ B, let
sα˜(z˜) = z˜ − (z, α
∨)α˜, b′(z˜) = [z, ζ − (z, b)](1.2)
for z˜ = [z, ζ ] ∈ Rn+1.
The affine Weyl group W˜ is generated by all sα˜ (we write W˜ =
〈sα˜, α˜ ∈ R˜+〉). One can take the simple reflections si = sαi (0 ≤ i ≤ n)
as its generators and introduce the corresponding notion of the length.
This group is the semidirect product W⋉Q′ of its subgroups W =
〈sα, α ∈ R+〉 and Q
′ = {a′, a ∈ Q}, where
α′ = sαs[α,να] = s[−α,να]sα for α ∈ R.(1.3)
The extended Weyl group Ŵ generated by W and P ′ (instead of
Q′) is isomorphic to W⋉P ′:
(wb′)([z, ζ ]) = [w(z), ζ − (z, b)] for w ∈ W, b ∈ P.(1.4)
From now on, b and b′, P and P ′ will be identified.
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Given b ∈ P+, let w
b
0 be the longest element in the subgroupW
b
0 ⊂W
of the elements preserving b. This subgroup is generated by simple
reflections. We set
ub = w0w
b
0 ∈ W, πb = b(ub)
−1 ∈ Ŵ , ui = uωi, πi = πωi ,(1.5)
where w0 is the longest element in W, 1 ≤ i ≤ n.
The elements πr
def
== πωr , r ∈ O
′ and π0 = id leave Γ˜ invariant and
form a group denoted by Π, which is isomorphic to P/Q by the natural
projection {ωr 7→ πr}. As to {ur}, they preserve the set {−ϑ, αi, i > 0}.
The relations πr(α0) = αr = (ur)
−1(−ϑ) distinguish the indices r ∈ O′.
Moreover (see e.g., [C3]):
Ŵ = Π⋉W˜ , where πrsiπ
−1
r = sj if πr(αi) = αj , 0 ≤ j ≤ n.(1.6)
Setting ŵ = πrw˜ ∈ Ŵ , πr ∈ Π, w˜ ∈ W˜ , the length l(ŵ) is by
definition the length of the reduced decomposition w˜ = sil...si2si1 in
terms of the simple reflections si, 0 ≤ i ≤ n.
The length can be also defined as the cardinality |λ(ŵ)| of
λ(ŵ)
def
== R˜+ ∩ ŵ
−1(R˜−) = {α˜ ∈ R˜+, ŵ(α˜) ∈ R˜−}, ŵ ∈ Ŵ .
Reduction modulo W . The following proposition is from [C2]. It
generalizes the construction of the elements πb for b ∈ P+.
Proposition 1.1. Given b ∈ P , there exists a unique decomposition
b = πbub, ub ∈ W satisfying one of the following equivalent conditions:
i) l(πb) + l(ub) = l(b) and l(ub) is the greatest possible,
ii) λ(πb)∩R = ∅. Moreover, ub(b)
def
== b− ∈ P− = −P+ is a unique
element from P− which belongs to the orbit W (b). 
For α˜ = [α, ναj] ∈ R˜+, one has:
λ(b) = {α˜, (b, α∨) > j ≥ 0 if α ∈ R+,(1.7)
(b, α∨) ≥ j > 0 if α ∈ R−},
λ(πb) = {α˜, α ∈ R−, (b−, α
∨) > j > 0 if u−1b (α) ∈ R+,(1.8)
(b−, α
∨) ≥ j > 0 if u−1b (α) ∈ R−},
λ(ub) = {α ∈ R+, (b, α
∨) > 0}.(1.9)
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2. Double Hecke algebras
Bym, we denote the least natural number such that (P, P ) = (1/m)Z.
Thus m = 2 for D2k, m = 1 for B2k and Ck, otherwise m = |Π|.
The double affine Hecke algebra depends on the parameters q, tν , ν ∈
{να}. The definition ring is Qq,t
def
== Q[q±1/m, t±1/2] formed by the poly-
nomials in terms of q±1/m and {t±1/2ν }. We set
tα˜ = tα = tνα, ti = tαi , qα˜ = q
να, qi = q
ναi ,
where α˜ = [α, ναj] ∈ R˜, 0 ≤ i ≤ n.(2.1)
It will be convenient to use the parameters {kν} together with {tν},
setting
tα = tν = q
kν
α for ν = να, and ρk = (1/2)
∑
α>0
kαα.
For pairwise commutative X1, . . . , Xn,
Xb˜ =
n∏
i=1
X lii q
j if b˜ = [b, j], ŵ(Xb˜) = Xŵ(b˜).(2.2)
where b =
n∑
i=1
liωi ∈ P, j ∈
1
m
Z, ŵ ∈ Ŵ .
We set (b˜, c˜) = (b, c) ignoring the affine extensions.
Later Yb˜ = Ybq
−j will be needed. Note the negative sign of j.
Definition 2.1. The double affine Hecke algebra HH is generated over
Qq,t by the elements {Ti, 0 ≤ i ≤ n}, pairwise commutative {Xb, b ∈
P} satisfying (2.2), and the group Π, where the following relations are
imposed:
(o) (Ti − t
1/2
i )(Ti + t
−1/2
i ) = 0, 0 ≤ i ≤ n;
(i) TiTjTi... = TjTiTj ..., mij factors on each side;
(ii) πrTiπ
−1
r = Tj if πr(αi) = αj;
(iii) TiXbTi = XbX
−1
αi
if (b, α∨i ) = 1, 0 ≤ i ≤ n;
(iv) TiXb = XbTi if (b, α
∨
i ) = 0 for 0 ≤ i ≤ n;
(v) πrXbπ
−1
r = Xπr(b) , r ∈ O
′.

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Given w˜ ∈ W˜ , r ∈ O, the product
Tπrw˜
def
== πr
l∏
k=1
Tik , where w˜ =
l∏
k=1
sik , l = l(w˜),(2.3)
does not depend on the choice of the reduced decomposition (because
{T} satisfy the same “braid” relations as {s} do). Moreover,
TvˆTŵ = Tvˆŵ whenever l(vˆŵ) = l(vˆ) + l(ŵ) for vˆ, ŵ ∈ Ŵ .(2.4)
In particular, we arrive at the pairwise commutative elements
Yb =
n∏
i=1
Y lii if b =
n∑
i=1
liωi ∈ P, where Yi
def
== Tωi ,(2.5)
satisfying the relations
T−1i YbT
−1
i = YbY
−1
αi
if (b, α∨i ) = 1,
TiYb = YbTi if (b, α
∨
i ) = 0, 1 ≤ i ≤ n.(2.6)
The Demazure-Lusztig operators are defined as follows:
Ti = t
1/2
i si + (t
1/2
i − t
−1/2
i )(Xαi − 1)
−1(si − 1), 0 ≤ i ≤ n,(2.7)
and obviously preserve Q[q, t±1/2][X ]. We note that only the formula
for T0 involves q:
T0 = t
1/2
0 s0 + (t
1/2
0 − t
−1/2
0 )(qX
−1
ϑ − 1)
−1(s0 − 1),
where s0(Xb) = XbX
−(b,ϑ)
ϑ q
(b,ϑ), α0 = [−ϑ, 1].(2.8)
The map sending Tj to the formula in (2.7), and Xb 7→ Xb (see
(2.2)), πr 7→ πr induces a Qq,t-linear homomorphism from HH to the
algebra of linear endomorphisms of Qq,t[X ]. This HH -module, which
will be called the polynomial representation, is faithful and remains
faithful when q, t take any nonzero complex values assuming that q is
not a root of unity.
The images of the Yb are called the difference Dunkl operators.
To be more exact, they must be called difference-trigonometric Dunkl
operators, because there are also difference-rational Dunkl operators.
The polynomial representation is the HH -module induced from the
one dimensional representation Ti 7→ t
1/2
i , Yi 7→ Y
1/2
i of the affine Hecke
subalgebraHY = 〈T, Y 〉. Here the PBW-Theorem is used: for arbitrary
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nonzero q, t, any element H ∈ HH has a unique decomposition in the
form
H =
∑
w∈W
gw fw Tw, gw ∈ Qq,t[X ], fw ∈ Qq,t[Y ].(2.9)
The definition of DAHA and the polynomial representation are com-
patible with the intermediate subalgebras HH♭ ⊂ HH with P replaced
by any lattice B ∋ b between Q and P. Respectively, Π is changed to
the image Π♭ of B/Q in Π. From now on, we takeXa, Yb with the indices
a, b ∈ B. We will continue using the notation V for the B-polynomial
representation:
V = Qq,t[Xb] = Qq,t[Xb, b ∈ B].
We also set Ŵ ♭ = B ·W ⊂ Ŵ , and replace m by the least m˜ ∈ N
such that m˜(B,B) ⊂ Z in the definition of the Qq,t.
Automorphisms. The following duality anti-involution is of key
importance for the various duality statements:
φ : Xb 7→ Y
−1
b , Ti 7→ Ti (1 ≤ i ≤ n), .(2.10)
It preserves q, tν and their fractional powers.
We will also need the automorphisms of HH♭(see [C2],[C3]):
τ+ : Xb 7→ Xb, Yr 7→ XrYrq
− (ωr,ωr)
2 , πr 7→ q
−(ωr ,ωr)Xrπr,
τ+ : Yϑ 7→ q
−1XϑT
−1
0 Tsϑ, T0 7→ q
−1XϑT
−1
0 , and(2.11)
τ−
def
== φτ+φ, σ
def
== τ+τ
−1
− τ+ = τ
−1
− τ+τ
−1
− ,(2.12)
where r ∈ O′. They fix Ti (i ≥ 1), tν , q and fractional powers of tν , q.
Note that τ− = στ+σ
−1.
In the definition of τ± and σ, we need to add q
±1/(2m) to Qq,t.
The automorphism τ− acts trivially on {Ti(i ≥ 0), πr , Yb}. Hence it
naturally acts in the polynomial representation V. The automorphism
τ+ and therefore σ do not act in V. The automorphism σ sends Xb to
Y −1b and is associated with the Fourier transform in the DAHA theory.
Actually, all these automorphisms act in the central extension of the
elliptic braid group defined by the relations of HH , where the quadratic
relation is dropped. The central extension is by the fractional powers
of q.
The elements τ± generate the projective PSL(2,Z), which is isomor-
phic to the braid group B3 due to Steinberg.
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3. Macdonald polynomials
This definition is due to Macdonald (for ksht = klng ∈ Z+), who
extended in [M] Opdam’s nonsymmetric polynomials introduced in the
differential case in [O1] (Opdam mentions Heckman’s contribution in
[O1]). The general case was considered in [C2].
We continue using the same notation X, Y, T for these operators
acting in the polynomial representation. The parameters q, t are generic
in the following definition.
Definition 3.1. The nonsymmetric Macdonald polynomials {Eb, b ∈
P} are unique (up to proportionality) eigenfunctions of the operators
{Lf
def
== f(Y1, · · · , Yn), f ∈ Q[X ]} acting in Qq,t[X ] :
Lf (Eb) = f(q
−b♯)Eb, where b♯
def
== b− u−1b (ρk),(3.13)
Xa(q
b) = q(a,b) for a, b ∈ P, ub = π
−1
b b,(3.14)
where ub is from Proposition 1.1.
They satisfy
Eb −Xb ∈ ⊕c≻bQ(q, t)Xc, 〈Eb, Xc〉◦ = 0 for P ∋ c ≻ b,(3.15)
where we set c ≻ b if
c− − b− ∈ B ∩Q+ or c− = b− and c− b ∈ B ∩Q+.
The following intertwiners are the key in the theory:
Ψi = τ+(Ti) +
t
1/2
i − t
−1/2
i
Y −1αi − 1
, i ≥ 0, Pr = τ+(πr), r ∈ O
′,(3.16)
Ψŵ = PrΨil . . .Ψi1 for reduced decompositions ŵ = πrsil . . . si1 .
Note the formulas
τ+(T0) = X
−1
0 T
−1
0 , X0 = qX
−1
ϑ , τ+(πr) = q
−(ωr ,ωr)/2Xrπr.
The products Ψŵ do not depend on the choice of the reduced decompo-
sition, intertwine Yb, and transform the E-polynomials correspondingly.
Namely, for ŵ ∈ Ŵ ,
ΨŵYb = Yŵ(b)Ψŵ, where Y[b,j]
def
== Ybq
−j,(3.17)
Eb = ConstΨŵ(Ec) for Const 6= 0, b = ŵ((c)),
provided that πb = ŵπc and l(πb) = l(ŵ) + l(πc).
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Here we use the affine action of Ŵ on z ∈ Rn :
(wb)((z)) = w(b+ z), w ∈ W, b ∈ P,
sα˜((z)) = z − ((z, α) + j)α, α˜ = [α, ναj] ∈ R˜.(3.18)
The definition of the E-polynomials and the action of the intertwin-
ers are compatible with the transfer to the intermediate subalgebras
HH♭. Recall that the B-polynomial representation is
V = Qq,t[Xb]
def
== Qq,t[Xb, b ∈ B].
We note that the Ψ-intertwiners were introduced by Knop and Sahi in
the case of GLn.
The coefficients of the Macdonald polynomials are rational functions
in terms of qν , tν . The following evaluation formula holds:
Eb(q
−ρk) = q(ρk ,b−)
∏
[α,j]∈λ′(πb)
(1− qjαtαXα(qρk)
1− qjαXα(qρk)
)
,(3.19)
λ′(πb) = {[α, j] | [−α, ναj] ∈ λ(πb)}.(3.20)
Explicitly, (see (1.8)),
λ′(πb) ={[α, j] | α ∈ R+,(3.21)
− (b−, α
∨) > j > 0 if u−1b (α) ∈ R−,
− (b−, α
∨) ≥ j > 0 if u−1b (α) ∈ R+}.
Formula (3.19) is the Macdonald evaluation conjecture in the non-
symmetric variant from [C2].
Note that one has to consider only long α (resp., short) if ksht = 0
(resp., klng = 0) in the λ
′-set.
We have the following duality formula for b, c ∈ P :
Eb(q
c♯)Ec(q
−ρk) = Ec(q
b♯)Eb(q
−ρk), b♯ = b− u
−1
b (ρk).(3.22)
See [C2]. The proof is based on the anti-involution φ from (2.10).
The action of τ−. The authomorphism τ+ is a formal conjugation
by the Gaussian γ(qz) = q(z,z)/2 where we set Xb(q
z) = q(b,z). We treat
γ as an element in a completion of the polynomial representation with
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the extended action of HH. Actually, only the W -invariance of γ and
the relations
ωj(γ) = q
(ωi,ωi)/2X−1i γ for j = 1, . . . , n
are needed here. For instrance, one can (formally) take
γx
def
==
∑
b∈B
q−(b,b)/2Xb.(3.23)
Applying σ and using that τ− = στ
−1
+ σ
−1, we obtain that the auto-
morphism τ− in V is proportional to the multiplication by
γy
def
==
∑
b∈B
q(b,b)/2Yb(3.24)
provided that |q| < 1. We use that V is a union of finite dimensional
spaces preserved by the Y -operators. This observation is convenient,
although not absolutely necessary, to check the following proposition.
Proposition 3.2. i) For generic q, t or for any q, t provided that the
polynomial Eb for b ∈ B is well-defined,
τ−(Eb) = q
−
(b− , b−)
2
−(b− , ρk)Eb for P− ∋ b− ∈ W (b).(3.25)
ii) For arbitrary q, t,
τ−(Ti) = Ti, τ−(Ψi) = Ψi for i > 0,(3.26)
τ(τ+(πr) = q
(ωr ,ωr)/2Yrτ+(πr), τ−(τ+(T0)) = τ+(T0)
−1Y0,
τ−(Ψ0) = Ψ0Y0 = Y
−1
0 Ψ0, Y0 = q
−1Y −1ϑ .
iii) If q is not a root of unity and tν are arbitrary, then τ− preserves
any Y -submodule of V.
Proof. The first two claims are straightforward. As for (iii), since q
is generic one can assume that 0 < q < 1 and define τ˜− as the operator
of multiplication by C−1γy using (3.24) and taking
C =
∑
b∈B
q(b,b)/2Yb(1) =
∑
b∈B
q(b,b)/2q(b,ρk).
Then τ˜− coincides with τ− for generic k, when all E-polynomials exist
and the X-spectrum of V is simple, due to (i). This gives the coinci-
dence for any k. 
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4. The radical
Following [C1, C2], we set
{f, g} = {Lı(f)(g(X))} = {Lı(f)(g(X))}(q
−ρk) for f, g ∈ V,(4.1)
ı(Xb) = X−b = X
−1
b , ı(z) = z for z ∈ Qq,t ,
where Lf is from Definition 3.1. It induces theQq,t-linear anti-involution
φ of HH♭ from (2.10).
Lemma 4.1. For arbitrary nonzero q, tsht, tlng,
{f, g} = {g, f} and {H(f), g} = {f,Hφ (g)}, H ∈ HH♭.(4.2)
The quotient V ′ of V by the radical Rad
def
==Rad{ , } of the pairing { , }
is an HH♭-module such that
a) all Y -eigenspaces of V ′ are zero or one-dimensional,
b) E(q−ρk) 6= 0 if the image E ′ of E in V ′ is a nonzero Y -eigenvector.
The radical Rad is the greatest HH♭-submodule in the kernel of the
map f 7→ {f, 1} = f(q−ρk).
Proof. Formulas (4.2) are from Theorem 2.2 of [C2]. Concerning
the rest, let us recall the argument from [C3]. Since Rad{ , } is a
submodule, the form { , } is well defined and nondegenerate on V ′. For
any pullback E ∈ V of E ′ ∈ V ′, E(q−ρk) = {E, 1} = {E ′, 1′}. If E ′ is a
Y -eigenvector in V ′ and E(q−ρk) vanishes , then
{Qq,t[Yb](E
′),H♭Y (1
′)} = 0 = {E ′,V · H♭Y (1
′)}.
Therefore {E ′,V ′} = 0, which is impossible. 
In the following lemma, q is generic, but tν are not supposed generic.
The Macdonald polynomials Eb always exist for b = b
o, satisfying the
conditions
q−a♯ 6= q−b
o
♯ for all a ≻ bo.(4.3)
We call such bo primary. Sufficiently big b are primary.
Lemma 4.2. i) A Y -eigenvector E ∈ V belongs to Rad if and only
if E(q−ρk) = 0. The equality E(q−ρk) = 0 automatically results in the
equalities
E(q−b
o
♯ ) = 0 for all bo ∈ B⋆
def
== {bo ∈ B | Ebo(q
−ρk) 6= 0}.(4.4)
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ii) Let us assume that the radical is nonzero. Then for any constant
C > 0 (1 ≤ i ≤ n), there exists primary bo such that (αi, b
o) > C and
Ebo(q
−ρk) = 0, i.e., Ebo ∈ Rad.
Proof. The first claim follows from Lemma 4.1. If E ∈ Rad and
there is no such bo for certain C, then the number of common zeros of
the translations c(E) of E for any number of c ∈ B is infinite, which
is impossible because the degree of E is finite. 
We come to the following theorem generalizing the description of
singular k from [O2].
Theorem 4.3. Assuming that q is generic, the radical vanishes if and
only if Ebo(q
−ρk) 6= 0 for all sufficiently big primary bo, i.e., if the
product in the right-hand side of (3.19) is nonzero for all b ∈ B with
sufficiently big (b, αi) for i > 0. 
We can define quasi-perfect representations as HH♭-modules which
have a nondegenerate form { , } satisfying (4.2). Then the greatest
quasi-perfect quotient of the polynomial represntation is V/Rad. In-
deed, any quasi-perfect quotient V of V supplies it with a form {f, g}V
= {f ′, g′} for the images f ′, g′ of f, g in V. Then a proper linear com-
bination { , }o of { , } and { , }V will satisfy {1, 1}o = 0, which imme-
diately makes it zero identically.
5. The irreducibility
In this section q, t are arbitrary nonzero, including roots of unity.
Theorem 5.1. i) If the quotient V ′ of the polynomial representation
V by the radical Rad{ , } is finite dimensional and τ−-invariant, then
it is an irreducible HH♭-module. The radical is always τ−-invariant if q
is not a root of unity.
ii) At roots of unity, the τ−-invariance holds when the radical is HH
♭-
generated by linear combinations
∑
cbEb (provided that Eb exist) over
b with coinciding q−(b−,b−)/2−(b− ,ρk) from (3.25).
Proof. Using φτ−φ = τ+, the relation
{τ+f, g} = {f, τ−g} for f, g ∈ V
′
defines the action of τ+ in V
′ and therefore the action of σ there satis-
fying
τ+τ
−1
− τ+ = σ = τ
−1
− τ+τ
−1
− .
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The pairing {f, g}σ
def
== {σf, g} = {f, σ−1g} corresponds to the anti-
involution ♥ = σ · φ = φ · σ−1 of HH♭, sending
♥ : Ti 7→ Ti, πr 7→ πr, Yb 7→ Yb, Xb 7→ T
−1
w0
Xς(b)Tw0(5.1)
for 0 ≤ i ≤ n, b ∈ B.
It holds in either direction, from f to g and the other way round, but
the form {f, g}σ, generally speaking, could be non-symmetric. Actually
it is symmetric, but we do not need it for the proof.
Using this non-degenerate pairing, we proceed as follows. Any proper
HH♭-submodule V ′′ of V ′ contains at least one Y -eigenvector e′′, so
we can assume that V ′′ = HH♭e′′. The corresponding eigenvalue can-
not coincide with that of 1 thanks to the previous lemma. Therefore
{1′,V ′′}σ = 0 for the image 1
′ of 1 in V ′, and the orthogonal comple-
ment of V ′′ in V ′ is a proper HH♭-submodule of V ′ containing 1′, which
is impossible.
Using Proposition 3.2, we obtain (ii). 
Let us check that the pairing {f, g}σ is symmetric. First of all,
{τ+(1
′), 1′} = {1′, τ−(1
′)} = {1′, 1′} = 1⇒
{1′, 1′}σ = {σ(1
′), 1′} = {τ+(1
′), τ−(1
′)} = {τ+(1
′), 1′} = 1.
Then, {1′, f}σ − {f, 1
′}σ = {(σ − σ
−1)(1′), f} = {(1 − σ−2)(1′), f}σ.
However σ−2 coincides with Two up to proportionality in irreducible
HH -modules where σ acts (see [C3]). Thus (1−σ−2)(1′) is proportional
to 1′ and must be zero in V ′ due to the calculation above. We obtain
that 1′ is in the radical of the pairing {f, g}σ − {g, f}σ, which makes
this difference identically zero since 1′ is a generator.
The quotient V ′ is not τ−-invariant if q is a root of unity and k are
generic. In this case (see [C2, C3]), all Eb and Eb = Eb/Eb(q
−ρk) are
well defined. The radical is linearly generated by the differences Eb−Ec
when
ub = uc, b− = c− mod NA ∩ B for (A,B) = Z, q
N = 1.
The polynomials Eb and Eb are τ−-eigenvectors. Their eigenvalues are
q−(b−,b−)/2−(b− ,ρk). Therefore τ− does not preserve the radical.
An example of reducible V ′. For the root system Bn(n > 2), let
n ≥ l > n/2 + 1, r = 2(l − 1), klng = −
s
r
, l, s ∈ N, (s, r) = 1.
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We will assume that ksht is generic.
Then Theorem 4.3 readily gives that the radical is zero. Indeed, the
numerator of the formula from (3.19) is nonzero for all b because
qjαtαXα(q
ρk) = qj+kα+(α
∨,ρk)
α 6= 1 for any α ∈ R+, j > 0,(5.2)
and the denominator is nonzero because
qjαXα(q
ρk) = qj+(α
∨,ρk)
α 6= 1 for any α ∈ R+, j > 0.(5.3)
We use that (α∨, ρk) involves ksht unless α belongs to the root subsys-
tem An−1 formed by ǫl − ǫm in the notation of [B].
Thus all Macdonald polynomials Eb are well-defined and the Y -
action in V is semisimple. The semisimplicity results from (5.3).
The following relation holds:
qjαt
−1
α Xα(q
ρk) = qj−kα+(α
∨,ρk)
α = 1 for α = ǫl, j = 2(l − 1)s(5.4)
in the notation from [B]. Indeed, (α∨, ρk) = ksht + 2(l − 1)klng. Let
α˜• = [−α, ναj] = [−ǫl, 2(l − 1)s].
Here α is short, so να = 1.
Proposition 5.2. The polynomial representation has a proper submod-
ule V• which is the linear span of Eb for b such that λ(πb) contains α˜
•.
The quotient V/V• is irreducible.
Proof. This statement follows from the Main Theorem of [C3]. It
is easy to check it directly using the intertwiners from (3.17). Indeed,
given b, the linear span
∑
ŵΨŵ(Eb) is an HH
♭-submodule of V when all
ŵ ∈ Ŵ are taken, not only the ones satisfying l(ŵπb) = l(ŵ) + l(πb). If
πb contains α˜
• but ŵπc does not, then Ψŵ(Eb) = 0 because the product
ΨŵΨπb(1) can be transformed using the homogeneous Coxeter relations
to get the combination
· · · (τ+(Ti)− t
1/2
i )(τ+(Ti) + t
−1/2
i ) · · · (1)
somewhere. This combination is identically zero. 
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6. A non-semisimple example
Let us consider the case of A1 assuming that q
1/2 is a primitive 2N -th
root of unity. We set t = qk,
B = P = Z, Q = 2Z, X = Xω1 , Y = Yω1 , T = T1.
Thus the E-polynomials will be numbered by integers, and Y (Em) =
qλmEm for
λm = −m♯, m♯
def
== (m+ sgn(m)k)/2, sgn(0) = −1,
provided that Em exists. The λm are called weights of Em.
Note that π = sp in the polynomial representation V = Qq,t[X,X
−1]
for s(f(X)) = f(X−1), p(f(X))
def
== f(q1/2X). The definition ring is
Qq,t = Q[q
±1/4, t±1/2], where q1/4 is use to introduce of τ±. Otherwise
q1/2 is sufficient.
We will need the following lemma, which is similar to the consider-
ations from [CO].
Let V̂0 = Qq,t, V̂1 = Qq,tX, . . . ,
V̂−m = BmV̂m, V̂m+1 = A−mV̂−m, . . . ,
where m > 0, A−m = q
m/2Xπ, Bm is the restriction of the intertwiner
t1/2(T + t
1/2−t−1/2
Y −2−1
) to V̂m provided that q
2λm 6= 1 for λm = −m/2−k/2.
If q2λm = 1 and the denominator of Bm becomes infinity, then we set
Bm = t
1/2T, V̂−m = V̂m + T V̂m.
Lemma 6.1. i) The space V̂±m is one-dimensional or two-dimensional.
In the latter case, it is the Jordan 2-block satisfying (Y − q±λm)2V̂±m =
{0}. If dimV̂−m = 1 then dimV̂m+1 = 1 and the generators are
E−m = Bm−1 · · ·B1A0(1), Em+1 = A−mE−m.
If dimV̂−m = 2, then dimV̂m+1 = 2 and the E-polynomials E−m, Em+1
do not exist, although these spaces contain the E-polynomials of smaller
degree.
ii) Let us assume that either q2λm = t or q2λm = t−1. Then dimV̂−m =
1 and this space is generated by E−m. If V̂m is one-dimensional then
respectively (T + t−1/2)E−m = 0 or (T − t
1/2)E−m = 0. If dimV̂m = 2,
then respectively
(T + t−1/2)E−m or (T − t
1/2)E−m
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is nonzero and proportional to the (unique) E-polynomial which is con-
tained in the space V̂m. 
We are going to apply the lemma to integral k. In the range 0 < k <
N/2, the corresponding perfect representation is Y -semisimple. Using
the reduction modulo N (see [CO]), it suffices to consider the interval
−N/2 ≤ k < 0.
Proposition 6.2. i) For integral k such that −N/2 ≤ k < 0, the
quotient V2N+4|k|
def
== V/Rad by the radical of the pairing { , } is an
irreducible HH -module of dimension 2N + 4|k|.
ii) The polynomials Em exist and Em(q
−k/2) 6= 0 for the sequences:
m = {0, 1,−1, . . . ,−|k|+ 1, |k|},
m = {−2|k|, 2|k|+ 1, . . . ,−N + 1, N},
m = {−N,N + 1, . . . ,−N − |k|+ 1, N + |k|},
respectively with 2|k|, 2(N−2|k|), and 2|k| elements. They do not exist
for 2|k|+ 2|k| indices
m = {−|k|, |k|+ 1, . . . ,−2|k|+ 1, 2|k|},
m = {−N − |k|, N + |k|+ 1, . . . ,−N − 2|k|+ 1, N + 2|k|}.
iii) The Y -semisimple component of V2N+4|k| of dimension 2N −4|k|
is linearly generated by Em for
{m = −2|k|, 2|k|+ 1, −2|k| − 1, . . . , −N + 1, N}.
The corresponding Y -weights are
{λ =
|k|
2
,
−|k| − 1
2
,
|k|+ 1
2
, . . . ,
N − 1− |k|
2
,
|k| −N
2
}.
iv) The rest of V2N+4|k| is the direct sum of 4|k| Jordan 2-blocks
of the total dimension 8|k|. There are two series of the corresponding
(multiple) weights λ :
{
−|k|
2
,
|k| − 1
2
, . . . ,
−1
2
,
0
2
}, {
N − |k|
2
,
|k| −N − 1
2
, . . . ,
N − 1
2
,
−N
2
}.
Proof. We will use the chain of the spaces of generalized eigenvectors
V̂0 = Qq,t, V̂1 = Qq,tX, V̂−1, . . . , V̂m, . . .
from Lemma 6.1. Recall that m > 0. The following holds:
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0) the spaces V̂±m are all one-dimensional from 0 to m = |k|, i.e., in
the sequence V0, . . . , V−|k|+1, V|k|;
1) the intertwiner Bm becomes infinity at m = |k| (B|k| = t
1/2T ) and
dimV̂m = 2 in the range |k| < m ≤ 2|k|;
2) the intertwiner Bm kills 1 ∈ V̂m at m = 2|k|, and after this dimV̂m =
1 for 2|k| < m ≤ N ;
3) Bm is proportional to (T + t
−1/2) at m = N, E−N = X
N +X−N ,
and dimV̂m = 1 as N < m ≤ N + |k|;
4) the intertwiner Bm becomes infinity again at m = N + |k|, and
afterwards dimV̂m = 2 when N + |k| < m ≤ N + 2|k|;
5) Bm kills E−N at m = N+2|k|, and Bm(V̂m) is generated by E−N−2|k|
of same Y -eigenvalue as EN .
Concerning step (5), the polynomials E−N−2|k| and EN both exist,
there evaluations are nonzero, and the difference
E = EN/EN(q
−k/2)− E−N−2|k|/E−N−2|k|(q
−k/2)
belongs to the radical Rad, i.e., becomes zero in V2N+4|k|.
Note that (T + t1/2)E = 0, which is important to know to continue
the decomposition of V further. It follows the same lines.
We see that step (5) is the first step which produces no new elements
in V2N+4|k|. Namely:
BN+2|k|(V̂N+2|k|) = Qq,tEN in V2N+4|k|,
and we can stop here.
The lemma gives that between (2) and (3), the polynomials Em
exist, their images linearly generate the Y -semisimple part of V. It is
equivalent to the inequalities Em(q
−ρk) 6= 0 because they have different
Y -eigenvalues.
Apart from (2)-(3), there will be Jordan 2-blocks with respect to Y.
Let us check it.
First, we obtain the 2-dimensional irreducible representation ofHY =
〈T, Y, π〉 in the corresponding V̂ -space at step (1). Then we apply in-
vertible intertwiners to this space (the weights will go back) and even-
tually will obtain the two-dimensional V̂ -space for the starting weight
λ = −|k|/2. Note that E0 = 1 is not from the Y -semisimple component
of V2N+4|k|. It belongs to a Jordan 2-block.
Second, the intertwiner (2) makes the last space one-dimensional and
Y -semisimple (the corresponding eigenvalue is simple in V2N+4|k|). It
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will remain one-dimensional until (3). After step (3), we obtain the
Jordan blocks. The steps (4)-(5) are parallel to (1)-(2). 
The above consideration readily results in the irreducibility of the
module V2N+4|k|. Indeed, Lemma 6.1, (ii) gives that if a submodule of
V2N+4|k| contains at least one simple Y -eigenvector then it contains the
image of 1 and the whole space. Step (5) guarantees that it is always
the case, because we can obtain EN beginning with an arbitrary Y -
eigenvector.
The irreducibility and the existence of the projective PSL(2,Z)-
action in V2N+4|k| also follow from Theorem 5.1, (ii) because the radical
is generated by E which is a linear combination of the E-polynomials
with the coinciding τ−-eigenvalues.
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