Let y be a function of the independent variable x, and let Suppose that the numerical values of q be known for the n + 1 discrete values of x given by x = x0 + rh, where r runs through the integers from zero to n and h is some fixed increment. Let f(x) be some function of x chosen to coincide with q at these particular x-values. For convenience we shall denote q(xo + rh) by qr, with a similar convention for other functions. In order to obtain a numerical estimate of the increment of y over any chosen range of x, say yk -ym , one may then use the approximation *zt>+kk [za+kh (2) yk-Vm= qdx^ fdx, "XQ+mh Jxo+mh the accuracy of which will depend upon the choice of the function/(x).
Note that k and m may have any real values (positive, negative or zero) and, in particular, are not confined to the integers nor to the region from zero to n.
It is customary to take f(x) to be the lowest order polynomial satisfying the conditions specified above. As is well known, it is not then necessary to determine this polynomial, and it is possible to write If m = 0 and k = n, then this last procedure leads to the Newton-Cotes series of formulae, of which Simpson's rule (for n = 2) is probably the best known. If we put k -m + 1, and also let this quantity equal n + lorn, then we get, respectively, extrapolation and check formulae which may be used for step-by-step numerical integration of first order differential equations. Other combinations of m and k also lead to useful formulae, and a selection of these (for various values of n) is included in a paper by Bickley [1] .
It has been pointed out by Greenwood [2] and by Brock and Murray [3] , that a Received April 5, 1960.
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use polynomial form of f(x) does not always provide the best approximation to q(x). In particular, these authors give examples in which f(x) is better taken as a sum of exponential functions, in the form
where the a¿ are chosen to suit the problem concerned, and may be complex or zero.
Greenwood considers two particular forms of equation (5), both involving real values only of the a,. For his first type he puts a, = i; while, for the second, he puts a¿ = i -Jn where i, in both cases, runs through the integers from zero to n. The second (symmetric) case is only applied by Greenwood to even values of n. He also takes m = 0 and k = n, to produce formulae analogous to those of the Newton-Cotes series.
Brock and Murray are concerned with the step-by-step numerical integration of first order differential equations. They consider more general cases in which the a, are complex, and tailored to fit the particular problem to hand-with the help of earlier (and less accurate) solutions of the differential equations concerned.
The papers of Greenwood and Brock and Murray both contain practical examples of uses of the ideas expressed above, and discuss the magnitudes of the errors involved.
Using equation (5), with particular values given to the coefficients a,, we may obtain an equation of the form * XQ+kh n n (6) / fdx = 23 B(k, m, n; h, r)fr = 23 B(k, m, n; h, r)qr.
•>xo+mh r-a r-0
Unlike the corresponding equation (3), h does not occur naturally as a factor on the right hand side of this equation, and the coefficients B have to be recalculated for every change in this quantity. Incidentally, Brock and Murray, in their work, do take out a factor h-and consequently calculate coefficients equivalent to B/h in our notation. If one of the a, be zero, then we have the relationship (6). In previous applications of these ideas [2, 3] this step, or its equivalent, has been carried out numerically. It is therefore considered that there may be some interest in analytical formulae into which one might substitute directly in order to obtain the required coefficients B(k, m,n;h,r), such as those given below. For any value of n, it may be verified that the solution of these n + 1 equations leads to the following symbolic equations for the 6, :
il« a, -g>
where, after expansion, the powers of the q's are lowered to represent suffixes, and the term of the numerator originally independent of q is taken as the coefficient of Co. For example, if n = 2 we would have "-£:«£ = « (syndic*), which would be interpreted as giving , _ Mago -{k + k)qi + q2 (ti -to) (k -to) and similarly for bi and b*.
If, as in equation (8) Substituting into equation (13) "the values of 6, calculated from equations (12) leads immediately to the required form (6). It will be noted that the,6, do not involve k and m, so that they do not have to be recalculated if integrations are required over ranges corresponding to more than one pair of values of these parameters. If two of the ai be complex conjugates, then so also will be the corresponding terms of the summation on the right hand side of equation (13). Instead of calculating both those terms completely, it is therefore only necessary to find the real part of one of them and then to double it to obtain the sum of the two.
Equations (12) and (13) have been used to recalculate some of the coefficients quoted in the papers mentioned above. The first example taken was Greenwood's symmetrical case with n = 6. The second was taken from the paper by Brock and Murray, with n = 3 and the a, consisting of two pairs of complex conjugates. Using the full 10-figure capacity of a desk machine, cancellation reduced the accuracy of the results obtained to some four significant figures in the first example and six in the second. The procedure given here should, however, be readily adaptable to electronic digital computers, and the increased capacity of those machines should enable the coefficients B(k, m, n; h, r) to be calculated to any accuracy likely to be required in practice. Sevenoaks Kent, England
