We prove upper and lower bounds and give an approximation algorithm for the cover time of the random walk on a graph. We introduce a parameter M motivated by the well-known Matthews bounds on the cover time, C, and prove that M/2 5 C = O(M(lnlnn)2). We give a deterministic polynomial time algorithm to approximate M within a factor of 2; this then approximates C within a factor of O((lnlnn)2), improving the previous bound O(1nn) due to Matthews.
Introduction
Given a connected graph G on n vertices, for a vertex i E V ( G ) , C ( i ) denotes the cover time of the usual random walk on G, starting from i; that is, C(i) The requirement that the algorithm is deterministic is crucial and this makes the problem difficult. It is simple to provide a randomized algorithm which approximates C within a factor (1 + e ) for any positive constant 6, with high probability: just simulate the chain and take the average of the empirical cover times.
Prior to this paper, the best approximation factor we knew of was Inn. This factor can be achieved using the following fundamental result of Matthews
[3]. For any pair of vertices i , j E V ( G ) , let H ( i , j )
denote the hitting time from i to j , i.e., the expected number of steps before visiting j , when starting from
i (in particular, H ( i , i ) = 0). The average hitting time to j is defined by H ( l r , j ) = c i l r i H ( i , j ) .
We set and more generally, for every set S C V , we let hs = min H ( i , j ) .
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Let har(n) = l / i .
Theorem 1.1 (Matthews' theorem) For any G,
h,i,har(n) 5 C 5 h,,,har(n). The main goal of this paper is to improve the factor O(1nn) in both problems mentioned above to
More generally, for any subset S C V ( G ) with
The following variant of the augmented Matthews bound MO is a t the heart of our study. Let tc(i,j) = H ( i , j ) + H ( j , i ) be the commute time between i and j . For any S c V ( G ) , let and As the following proposition shows, M and M O are essentially equivalent; but due to the symmetry of IC, M will be easier to handle. An important property of M as an approximation of the cover time is that it is efficiently approximable: Theorem 1.5 M can be approximated within a factor of 2 by a deterministic polynomial algorithm.
The rest of the paper is divided into five sections. In Section 2, we describe an algorithm which computes M up to a factor of 2, proving Theorem 1.5. In Section 3, as preparation €or the proof of the lower bound in Theorem 1.3, we derive some formulas for the cover time, which may be interesting in their own right. In Section 4, we complete the proof of T h e e rem 1.4, and also prove Proposition 1.2. The proof of the upper bound in Theorem 1.3, which is the most substantial part of this paper, follows in Section 5. In the final Section 6 , we give constructions which show that both the upper and lower bounds in Theorem 1.3 can be attained.
Approximating M
Since the commute times tc(i,j) are polynomially computable, each quantity ICES is also polynomially computable for any set S c V ( G ) . However, the definition of M involves all (exponentially many) :jubsets of V ( G ) and it is not clear that one can compute M in polynomial time. In the following, we show that one can, at least, approximate M to within a factor of 2 in polynomial time. For each vertex x E R, there is a vertex y, E V,-l so that tc(x,yZ) 5 KV,. If y, E S for some z, then tcs 5 ~( x , y , ) 5 ~v , , a n d w e a r e d o n e . Ify, E V,-l\S for all x E R, then (using that IK-l\Sl = (s-1)-(s -T ) = T -1 < T ) the pigeon hole principle gives that there are x and x ' in R so that y, = yz1 = y. So by the triangle inequality
By definition K ( Z , I ' ) 2 K S and the proof is complete.
Remark. The only property of the commute times we use here is the triangle inequality. Therefore, our result holds in a more general setting. Consider a metric w on a finite set V of n points. For any subset S c V , let w s = mini,jES,i+jw(i,j) (if S has less than 2 elements, w s = 0). Define where f is any non-negative function defined on the set of non-negative integers.
Corollary 2.1 For any finite metric space and any

f, the above algorithm (with ~( i , j ) replaced by wij)
computes W within a factor of 2.
Formulas for the cover time
Fix a set S C V , I S 1 = s 2 2, and a starting node v. For a given random walk (v = vo,v1,v2,. . .), and a set T E S, let Z ( T ) denote the set of nodes of S not seen before T is first reached. Thus T 
Z ( T ) .
Define, for i,j E S, (this number depends on the walk), and let u ( i , j ) = E[A(i,j)]. Let t ( j ) be the probability that node j is seen last among the nodes in S (i.e., I Z ( j ) = 1). We and hence Summing over k gives
Taking expectation again, we get the lemma.
Using the identity 
H ( T , j ) -H ( T , i ) = H ( i , j ) -H ( j , i ) ,
we can derive the following lemma. Let l ( j ) be the probability that node j is seen last among the nodes in S. Let q n ( i , j ) be the expectation of q ( i , j ) , and & ( j ) the probability that node j is seen last among the nodes in S, when the starting node v is chosen at random from the stationary distribution. Averaging over v, the negative term in (7) cancels, and we get 
. Proof of the upper bound
We need a Chernoff type large deviation inequality, which will be shown using fairly standard arguments. + . -3.
Ti + T j
-
We may consider this very simple Markov chain to prove the lemma. Define Xk to be the number of visits to j during the kth return trip from i to itself, that is, Xk = wk+l-wk. 
It is clear that the
., n).
Recall that each i > 1 is a node farthest away from the set {1, ..., i-1} in distance n.
For each node i > 1, let i ' be a node with i ' 5 4
and n(i, i ' ) minimal. Clearly, the edges ii' form a tree
We consider 1 as the root of the tree. Let h ( i )
denote the distance of node i from the root. It is clear that the depth d of 7 is at most 1.5lnlnn.
Our next observation is that
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In i +,it) 5 -. If F(1) 5 0.9, then along the path from v to 1 there is an edge with property (C).
We call an edge satisfying any of (A)-(D) "bad".
To bound the probability that an edge is bad, we have to bound the probabilities of (A), (B), (C) and (D) separately. This is very similar in all cases, and we give the details for (A). Let k = yO.9. 
Sharpness of the Main Theorem
In this section we show that both the lower and upper bounds in Theorem 1.3 are sharp up to constant factors; that is, we give an example where B and C are of order O ( M ) and also one where B and C are of order O(M(lnlnn)2).
Matching the lower bound is easy: for the complete graph on n vertices, all of B , C and M are O(n1nn).
The construction to match to the upper bound is more complicated. It is a tree of depth d defined as follows. The root is at level 1 . Each vertex a t the ith level has 22' children, and the edge between the mother and a child has multiplicity 2'.
The number of vertices in the ith level is
The number of the vertices in the whole tree is
The number of edges between the ith and (i + l ) S t levels is Ei = 2'Ni+l = 22i+i-2. The total number of edges is
It is well-known that the commute time between two vertices x , y in a tree (possibly with multiple edges) is is the multiplicity of the edge V W . For a lower bound, consider the set S 2 of (four) vertices in level 2 . The commute time is 2E for any pair (by (9)), which gives M 2 2Eln4. For an upper bound, let S be a set of size a t least 2, and let io be maximum such that there is a vertex in level io having at least two descendants (including itself) in S. Since edge multiplicity increases geometrically as the level increases, (9) implies that the commute time of a pair with a common ancestor in level io is at most
Moreover, since no pair has a common ancestor in level io + 1, the number of vertices in S below level io is at most Niotl. Trivially, the number vertices of S above or in level io is at most Ni = o(Ni,+l). Thus IS1 = ( l + o ( l ) ) N i o + l and
In the rest of this section, we shall omit unnecessary floors and ceilings, for the sake of a clearer presentation. 
\i:
For a given finite walk started from the stationary distribution, let X i denote the minimum number of times any multi-edge from level i to level i + 1 is crossed.
We say that a walk is a Ti-walk if it stops when Xi = ai and denote by Ai the event that a z-walk covers the tree. Furthermore, let B be the event that a walk of length T satisfies xk 2 a k . Notice that P( A walk of length T covers the tree) 
It will be useful to think about the walk using a "balls and urns" model. Consider a vertex U on level i.
Attach to each neighbor of U an urn. Any time we exit node U , drop a ball into the corresponding urn. Then balls will be dropped into the urns independently, so that the urns corresponding to the children of U have the same probability, and the urn corresponding the parent of U has half this probability. Conversely, if for each node, we decide how to drop balls into the urns, then we determine a unique walk. It is important to notice that the number of times an edge is crossed depends only on the ball distributions corresponding to nodes above the edge. Assume that the multi-edge between U and its parent ZI is crossed z times; then the numbers of crossing of the multi-edges going down from U to its children are the same as the number of balls in the big urns at the moment the small urn first has E balls.
Using the balls and urns terminology, (10) follows from the following lemma. 
6-
one of the bzg urns has less than a' balls.
Proof. We use the following fact which is easy to verify. If X is sum of i.i.d. binary random variables with mean less than 1/2 and X has large expectation p , then for any 0 < L < p -1 1 10 -exp(-4~'/p) 5 P(X 5 p -I , ) 5 exp(-L'/;!p).
(12)
The constants in the above inequalities are not o p timal; however, since they suit our purpose perfectly, we make no attempt to optimize them.
To prove the lemma, we first show that with probability at least 1 -exp(ln2l3m), at the moment when the small urn first has a balls, the number of balls dropped is at most A = a(2m+ 1) + 4 m G / 3 .
To show this, it is enough to prove that if one drops A balls randomly into one small urn and m big urns, then with probability at least 1 -exp(-m) the small urn has at least a balls. The number of balls in the small urn can be expressed as the sum of A i.i.d. The claim follows directly from (12), with room to spare.
To finish the proof, we show that if we drop A balls into m identical (big) urns, then there is an urn with at most a' balls with probability at least 1 -exp(-m'/'+'(')). is "good" if it has at most a' balls and "bad" otherwise. Again by (12), the probability that a fixed urn is "good" is at least
So the probability that an urn is "bad" is at most 1-p. Observe that the events "urn U1 is bad" and "urn U2 is bad" are negatively correlated, for any two Here we need to use the condition k = 10lnlnd.
To prove ( l l ) , it suffices to prove show that if one drops balls into one small urn and mi = 2'"' big urns until the small urn has al 5 2'/10 balls, then with probability at least l -o ( l ) , there is an empty big urn. As in the proof of Lemma6.2, one can show that at the time when the small urn first has a1 balls, with probability 1 -o ( l ) , at most 3alml balls have been dropped (the constant 3 is generous). To conclude, we show that if we drop AI = 3a1m1 balls into m l identical urns, then with probability 1 -o ( l ) , there
2'+'
is an empty urn. Since al <_ 2'/10 and m l = 2 , A1 < ml lnml/6, and the claim follows by a standard coupon collector argument. In the case when we reset 0 bl = 0, al = 0 and the statement is trivial.
