Social media and social networking sites have become a global pinboard for exposition and discussion of news, topics, and ideas, where social media users increasingly form their opinion about a particular topic by learning information about it from her peers. In this context, whenever a user posts a message about a topic, we observe a noisy estimate of her current opinion about it but the influence the user may have on other users' opinions is hidden. In this paper, we introduce a probabilistic modeling framework of opinion dynamics, which allows the underlying opinion of a user to be modulated by those expressed by her neighbors over time. We then identify a set of conditions under which users' opinions converge to a steady state, find a linear relation between the initial opinions and the opinions in the steady state, and develop an efficient estimation method to fit the parameters of the model from historical fine-grained opinion and information diffusion event data. Experiments on data gathered from Twitter, Reddit and Amazon show that our model provides a good fit to the data and more accurate predictions than alternatives.
Introduction
Social media and social networking sites are increasingly used by people to express their opinions, give their "hot takes", on the latest breaking news, political issues, sports events, and new products. As a consequence, there has been an increasing interest on leveraging social media and social networking sites to sense and predict opinions as well as understand opinion dynamics. For example, political parties routinely use social media to sense people's opinion about their political discourse 1 ; quantitative investment firms measure and trade investor sentiment using social media [17] ; and, large corporations increasingly leverage brand sentiment, estimated from users' posts, likes and shares in social media and social networking sites, to design their marketing campaigns 2 . In this context, multiple methods for sensing opinions, typically based on sentiment analysis [25] , have been proposed in recent years [23, 26] . However, methods for predicting opinions are still scarce [6, 7] , despite the extensive literature on theoretical models of opinion dynamics [5, 8] .
In this paper, we aim at developing a realistic modeling framework of opinion dynamics that does not only fit fine grained opinion data from social media and social networking sites, but also provides accurate predictions of the individual social media users' opinions over time. To this end, we propose a model that captures two intuitive key processes driving opinion dynamics: informational influence and social influence. The former process accounts for the idea that the users may form or update their opinion about a particular topic by learning from the information and opinions that their friends/neighbors share. It has been one of the main underlying premises used by many well-known theoretical models of opinion dynamics [5, 8] . The latter process, i.e., social influence, accounts for the impact that different users have on the activity level in the network. In other words, some users may either express their opinions more frequently than others, or be more influential and thus trigger a greater number of follow-ups every time they express their opinion. However, despite its relevance on closely related processes such as information diffusion and social activity [10, 11, 18] , social influence has been surprisingly ignored by models of opinion dynamics [6] .
More in detail, we propose a novel continuous-time modeling framework of opinion dynamics in social networks, which accounts for both social influence and informational influence. The key idea behind our approach is to model each user's opinion as a continuous-time stochastic process, which is modulated over time by the opinions expressed asynchronously by her neighbors. The proposed formulation also captures characteristic properties of the opinion dynamics, previously studied in the literature [6] , such as stubbornness, conformity and compromise. Furthermore, for several instances of our modeling framework, we identify the conditions under which opinions converge to a steady state of consensus or polarization. In such cases, we derive a closed-form expression for the relationship between the users' steady state opinions and the initial opinions they start with. We then develop an efficient method to find the optimal model parameters that jointly maximize the likelihood of an observed set of opinions and information diffusion events. Finally, we experiment with both synthetic and real data gathered from Twitter, Reddit and Amazon, and show that our model provides a good fit to the data and more accurate predictions than several state of the art models of opinion dynamics [6, 7, 8, 13, 28] .
Further related work. There is an extensive line of work on theoretical models of opinion dynamics and opinion formation [1, 2, 5, 8, 13, 15, 28] . However, previous works typically share the following limitations: (i) they do not distinguish between opinion, which is a latent continuous quantity, and sentiment, which is a noisy (discrete, such as thumbs up/down, or continuous, such as text sentiment) observation of the opinion; (ii) they do not distinguish between informational and social influence; (iii) they focus on analyzing only the steady state of the users' opinion, neglecting the transient behavior of real opinion dynamics; (iv) their model parameters are difficult to fit from real fine-grained opinion data and instead are set arbitrarily; and, (v) they consider opinions to be updated sequentially in discrete time, however, opinions may be updated asynchronously, since opinions are expressed asynchronously [10] . More recently, there have been some efforts on designing models that overcome some of the above limitations and can be used for prediction [6, 7] , however, they do not distinguish between opinion and sentiment nor between information and social influence, and still consider opinions to be updated sequentially in discrete time. In this work, we introduce a modeling framework that overcomes the above limitations and, by doing so, achieves more accurate and fine-grained predictions than alternatives.
Proposed Model
In a social network, whenever a user posts a message about a topic, she is revealing a noisy estimate of her current (hidden) opinion about the topic. Here, we think of users' opinions as stochastic processes that may evolve over time, and think of the sentiment users express in each message as noisy samples from these stochastic processes localized in time. Our modeling framework aims to uncover the evolution of these processes by modeling two key phenomena: informational influence, by which a user's message may modulate other users' opinions, and social influence, by which a user's message may trigger additional messages or replies by others. We illustrate both processes in Figure 1 . Next, we formulate our generative model, starting from the data it is designed for.
Given a directed social network G = (V, E), we record each message as e := (u, m, t), where the triplet means that the user u ∈ V posted a message with sentiment m at time t. Given a collection of messages {e 1 = (u 1 , m 1 , t 1 ), . . . , e n = (u n , m n , t n )}, the history H u (t) gathers all messages posted by user u up to but not including time t, i.e.,
and H(t) := ∪ u∈V H u (t) denotes the entire history of messages up to but not including time t. We represent the users' opinions as a multidimensional (latent) stochastic process x * (t), in which the u-th entry, x u (t) ∈ R, represents the opinion of user u at time t. Here, the sign * means that the opinion x * u (t) may depend on the history H(t). Then, every time a user u posts a message at time t, we draw its sentiment m from a sentiment distribution p(m|x * u (t)). Further, we represent the message times by a set of counting processes. In particular, we denote the set of counting processes as a vector N (t), in which the u-th entry, N u (t) ∈ {0} ∪ Z + , counts the number of messages user u posted up to but not including time t. That is, N u (t) = |H u (t)| is the size of the history H u (t). Then, we can characterize the message rate of the users using their corresponding intensities as A user has a hidden opinion x * (t) and every time she posts a message i at time t i , we observe the sentiment m i expressed in the message, which depends on x * (t i ). When a user receives messages posted by her in-neighbors, she may update her opinion x * (t) by means of informational influence, and may be stimulated to post more messages through social influence. In the above example, user A updates her opinion, x * A (t) every time she reads a message posted by user B; and A and C stimulate each other to post more messages.
where dN (t) := ( dN u (t) ) u∈V denotes the number of message events per user in the window [t, t + dt) and λ * (t) := ( λ * u (t) ) u∈V denotes the vector of intensities associated to all the users, which may depend on the history H(t). Moreover, we denote the neighborhood of user u by N (u). Next, we specify the functional form of the intensity functions λ * (t), the users' opinions x * (t), and the sentiment distribution p(m|x * u (t)). Intensity for messages. We leverage the multivariate version of Hawkes processes [22] to model the message intensities, as in a number of recent works [4, 9, 16, 21] . In particular, each intensity λ * u (t) takes the following form:
where the first term, µ u ≥ 0, models the publication of messages by user u on her own initiative, and the second term, with b vu ≥ 0, models the publication of additional messages by user u due to social influence, i.e., the influence that previous messages posted by users that u follows has on her intensity. Here, κ(t) denotes a nonnegative triggering kernel, which models the decay of social influence over time, and denotes the convolution operation.
Stochastic process for opinion. The opinion x * u (t) of a user u at time t takes the following form:
where the first term, α u ∈ R, models the original opinion a user u starts with, and the second term, with a vu ∈ R, models updates in user u's opinion due informational influence, i.e., the influence that previous messages with opinions m i posted by users u follows has on her opinion. Here, g(t) denotes a nonnegative triggering kernel, which models the decay of informational influence over time, if any. Importantly, this functional form allows for stubbornness, conformity and compromise, which previous literature has identified as characteristic properties of opinion dynamics [6] . In particular, stubborn users do not update their opinions by means of informational influence, and can be characterized by a vu = 0 for all v; conforming users's opinion do not have an opinion at the beginning, and can be characterized by α u = 0; and compromised users have a starting opinion that updates over time by means of informational influence, and can be characterized by α u = 0 and a vu = 0 for some v.
Sentiment distribution. The particular choice of sentiment distribution p(m|x * u (t)) depends on the recorded data. In this paper, we allow for both continuous sentiment, m ∈ (−∞, ∞), and discrete binary sentiment, m ∈ {−1, 1}, and consider:
I. Gaussian Distribution The sentiment is assumed to be a real random variable m ∈ R, i.e., p(m|x
II. Logistic. The sentiment is assumed to be a binary random variable m ∈ {−1, 1}, i.e., p(m|x u (t)) = 1/(1 + exp(−m · x u (t))). However, our estimation method in Section 4 can be easily adapted to any log-concave sentiment distribution.
Model Properties
In this section we aim to identify under which conditions users' average opinion, E H(t) [x * (t)], converges to a steady state and, if so, find the steady state opinion lim t→∞ E H(t) [x * (t)]. Throughout this section (and in Appendices A-E), we assume the sentiment m ∈ R and the sentiment distribution satisfies that E[m|x *
, and we write H t = H(t) to lighten the notation. Additionally, we denote the eigenvalues of a matrix X by ξ(X).
Perhaps surprisingly, we can show that the behavior of the average opinion satisfies the following (proven in Appendix A): Lemma 1. The average opinion x * (t) in the model of opinion dynamics defined by Eqs. 3 and 4 with exponential triggering kernels with parameters ω and ν satisfies the following differential equation:
where
, and the sign denotes pointwise product. Moreover, if λ *
Then, Eq. 5 simplifies to:
, and
is a diagonal matrix with the elements of vector x in the diagonal.
A general analysis of convergence using Eq. 5 is, in general, difficult. Here, we consider three particular instances of our model under which such convergence analysis is feasible and then discuss the implications of our results at the end of this section.
I. Poisson intensity. Consider b vu = 0 for all v, u ∈ G, i.e., user's messages follow a Poisson process with rate λ * u (t) = µ u . Then, the average opinion E Ht [x * (t)] and the steady state average opinion lim t→∞ E Ht [x * (t)] are given by (proven in Appendices B and C): Theorem 2. Given the conditions of Lemma 1 and λ * u (t) = µ u for all u ∈ G, then,
Theorem 3. Given the conditions of Theorem 2, if Re[ξ(AΛ 1 )] < ω, then,
II. Univariate Hawkes intensities. 
If the transition matrix Φ(t) associated to the time-varying linear system described by Eqs. 6 satisfies that ||Φ(t)|| ≤ γe −ct ∀t > 0, where γ, c > 0, then,
III. Stubborn users. Consider x * v (t) = α v for all v ∈ G\{u} and x * u (t) is given by Eq. 4, i.e., all users except u are stubborn [27] . Then, the steady state average opinion of user u, lim t→∞ E Ht [x * u (t)], is given by (proven in Appendix E):
Theorem 5. Consider the model of opinion dynamics defined by Eq. 3 and 4 but assume that x *
where A u * denotes the u-th row of A and B = (b vu ) v,u∈G .
Implications. The above results do not only identify the conditions that ensure the existence of a steady state average opinion (I: Re[ξ(AΛ 1 )] < ω; II: ||Φ(t)|| ≤ γe −ct ; and III: Re[ξ(B)] < ν) but also provide a closed-form expression for its value (Eq. 8-10). Therefore, these results establish the foundations to investigate consensus and polarization in arbitrary networks as well as carrying out opinion shaping [9] , which are very interesting venues for future work. Additionally, if the user message times are Poisson, Theorem 2 allows for a fine grained analysis of the temporal evolution of average opinions over time, as illustrated in Figure 3 .
Model Parameter Estimation
Given a collection of messages H(T ) = {(u i , m i , t i )} recorded during a time period [0, T ) in a social network G = (V, E), our goal is to find the optimal parameters α, µ, A and B by solving a maximum likelihood estimation (MLE) problem. To this end, it is easy to show that the log-likelihood of the messages is given by
Then, we can find the optimal parameters (α, µ, A, B) using maximum likelihood estimation (MLE) as
Note that, as long as the sentiment distributions are log-concave, the MLE problem above is concave and thus can be solved efficiently. Moreover, the problem decomposes in 2|V| independent problems, two per user u, since the first term in Eq. 11 only depends on (α, A) whereas the last two terms only depend on (µ, B), and thus can be readily parallelized. The global optimum can be found by many algorithms. Here, in order to find (µ * , B * ), we use spectral projected gradient descent [3] , which we found that work well in practice. For finding (α * , A * ), we used a standard logistic regressor solver for logistic sentiment distributions, and a standard least-square solver for Gaussian sentiment distributions. Figure 2: Performance of model estimation for several 512-node kronecker networks in terms of mean squared error (MSE) between estimated and true parameters. As we feed more messages into the estimation procedure, the estimation becomes more accurate.
Experiments
We validate our model using both synthetic and real data gathered from Twitter, Reddit and Amazon. We first use synthetic data to show that our model is able to produce opinion dynamics that converge to a steady state of consensus and polarization, and our estimation method can accurately recover the true model parameters from recorded messages using synthetic data. We then use real data to show that our model can accurately predict users' opinions, significantly outperforming five state of the art methods [6, 7, 8, 13, 28] , and uncover users' opinions coevolution. Appendices F and G provide additional experimental results.
Experiments on synthetic data
Model parameters estimation. Here, we evaluate the accuracy of our model estimation procedure, described in Section 4. To this end, we generate three types of synthetic networks using a well-known model of directed social networks, the Kronecker graph model [19] . For each network, we draw the parameters µ and B from a uniform distribution U (0, 1), and the opinion parameters α and A from a Gaussian distribution N (µ = 0, σ = 1). We use exponential kernels with parameters ω = 100 and ν = 1, respectively, for opinions x * u (t) and intensities λ * (t), and experiment both with logistic and Gaussian sentiment distributions. We simulate from the model adapting an efficient implementation of Ogata's algorithm [24] . We evaluate the accuracy of our model estimation procedure in terms of mean squared error (MSE), between the estimated parameters (x) and the true parameters (x), i.e., E[(x −x) 2 ]. Figure 2 shows that as we feed more messages into the estimation procedure, the estimation becomes more accurate. Note that the MSE for (α, A) is larger than for (µ, B) because a ji ∈ (−∞, ∞) while b ji ∈ (0, 1). Appendix F contains additional experiments using Forest Fire networks [20] .
Consensus and polarization. In Section 3, we provided closed-form expressions of the steady state average opinion for several instances of our model. Here, we verify those results empirically by simulating our model on three different small networks using Gaussian sentiment distribution and Poisson intensities, i.e., λ * u (t) = µ u , µ ∼ U (0, 1). Figure 3 summarizes the results, which show that (i) the theoretical average opinions given in Eq. 7 closely match the empirical estimates and, (ii) our model is able to produce opinion dynamics that converge to negative consensus (G 1 ), positive consensus (G 2 ) and polarization (G 3 ). 
Experiments on real data

Temporal evolution
Initial state, t = 0 Transient state, t = T Steady state, t → ∞ Figure 3 : Opinion dynamics on three 50-node networks G 1 (top), G 2 (middle), G 3 (bottom). The first column shows the temporal evolution of the theoretical and empirical average opinions (in the third row, we compute the average separately for positive and negative opinions in the steady state). The second column shows the polarity of theoretical average opinion per user over time. The three right columns show three snapshots of the opinions in the networks at different times. The number of nodes with positive opinion (in red) and negative opinion (in blue) at time t = 0 is the same in all networks, however, at t → ∞, G 1 reaches positive consensus, G 2 reaches negative consensus and G 3 gets uniformly polarized, due to their model parameter values and network structure. In all three networks, the sentiment distributions are Gaussian and the intensities are Poisson.
and a dataset gathered from Reddit (Reddit) [7] . Statistics about these datasets are shown in Table 1 . Appendix F contains more detailed information about the way the Twitter datasets are build as well as a description of the current real-world events they correspond to.
Experimental setup. For each recorded message i, our model requires its timing t i , which is already explicit in the above datasets, and sentiment value m i , which we compute as follows. For the Twitter datasets, we compute each message sentiment m i using a popular sentiment analysis toolbox, specially designed for Twitter [12] , which returns values in (−1, 1). For the Amazon and Reddit datasets, we compute each message sentiment m i using a popular sentiment analysis toolbox, LIWC 4 , which returns values in (−1, 1) . We consider the sentiment polarity to be simply sign(m).
The Amazon and Reddit datasets do not explicitly provide a social network, which we build as follows. For the Amazon dataset, we assume two users follow each other if they have posted at least 15 reviews on the same type of food. For the Reddit dataset, we assume a user v follows a user u if v has posted a message within a week after u Table 2 : Sentiment prediction performance using a 10% held-out set for each dataset.
posted a message in the same Reddit group.
Sentiment prediction. For each dataset, we first estimate the parameters of our model, which we denote as HGOM, using messages from a training set (90% of the messages). Since the message sentiment m ∈ (−1, 1), we use Gaussian sentiment distributions. Moreover, κ(t) and g(t) are exponential triggering kernels, with decay parameters set by crossvalidation. Then, we predict the sentiment value m for each message in a held-out set (10% of the messages) using the trained HGOM model, and compare its performance with five state of the art opinion models: the asynchronous linear model (AsLM) [7] , DeGroot's model [8] , the voter model [28] , the biased voter model [6] , and the flocking model [13] . Here, we evaluate the performance by (i) computing the mean squared error (MSE) between the true (m) and the estimated (m) sentiment value for all messages in the held-out set, i.e., E[(m −m) 2 ], and (ii) computing the failure rate, defined as the probability that the true polarity sign (m) and the estimated polarity sign (m) do not coincide, i.e., P(sign(m) = sign(m)). Table 2 summarizes the results, using a 10% held-out set for each dataset. Our method consistently outperforms alternatives both in predicting sentiment polarity and sentiment value.
Then, we train our model, using also Gaussian sentiment distribution, for different training (held-out) set sizes and compare its performance with DeGroot's model and AsLM. Figure 4 summarizes the results, which show that our model outperforms competing methods for any training size and always benefit from increasing the training sets, in contrast with competing methods, which sometimes degrade its performance. Here, we only compare with DeGroot's model and AsLM since the other methods do not need to be trained since they base their predictions simply on previous events.
Finally, we investigate the predictive performance of our model for discrete-valued sentiment messages. To this end, for the Twitter and Reddit datasets, we only record the polarity of the sentiment provided by [12] and LIWC respectively; and for the Amazon dataset, since the sentiment provided by LIWC has almost always positive polarity, we consider all the review (message) scores equal to 5 (52.6% of the total ratings) to be positive, while scores below 5 are considered negative.
For each dataset, we first estimate the parameters of our model using messages from a training set (90% of the messages). In this case, since we only record sentiment polarity, we use logistic sentiment distributions, and denote our model as HLOM. We then compare our model with the Voter model in terms of sentiment polarity prediction. Table 3 summarizes the results, where we observe that our model outperforms the Voter model for all the datasets except for the "Tw: Movie", in which all the sentiments are positive and both models achieve the same perfect score.
Opinions co-evolution and informational influence. Figure 5 visualizes the opinions x * (t), as inferred by our model, for a user (A, in black) and two of the users she follows (B, in green; C, in red), picked at random. Here, it is apparent that users' opinions coevolve by means of informational influence and the users in red and green exert informational influence over the user in black. In particular, every time users B and C post a message with a sentiment m, user A updates her opinion, as shown in Panels (c, d). Here, note that user A also updates her opinion when additional people she follows, which we do not show in the figure, post messages. For clarity, we show only three nodes, however, we found qualitatively similar results across nodes.
Conclusions
We proposed a continuous-time modeling framework of opinion dynamics, naturally designed to fit fine-grained opinion data. The key innovation of our framework is distinguishing latent opinions from expressed opinions, and accounting for both informational and social influence. As a result, it predicts expressed opinions over time more accurately than previous state-of-the-arts. Our proposed model opens up many interesting venues for future work. For example, a general analysis of convergence in our model would be of great interest, since it would allow us to investigate the effect of complex communication patterns on the emergence of consensus and polarization. Moreover, it would Table 3 : Failure rate (FR) on sentiment polarity prediction using a 10% held-out set for each dataset. Here, HLOM and Voter only have access to the sentiment polarities to make predictions.
be interesting to leverage our framework to design opinion shaping algorithms and reason about large-scale opinion dynamics in large datasets.
A Proof of Lemma 1
Using
, we can compute the average opinion of user u across all possible histories from Eq. 4 as
and we can write the expectation of the opinion for all users in vectorial form as
where the sign denotes pointwise product. Then, by differentiating Eq 13, we obtain
Now, assume b vu = 0 for all v, u ∈ G, v = u. Then, λ * v (t) only depends on user v's history and, since x * v (t) only depends on the history of the user v's neighbors N (v), we can write
and rewrite Eq. 14 as
We can now compute E Ht [λ * (θ)] analytically as follows. From Eq. 3, we obtain 
whereλ(s) andκ(s) denote the Laplace transforms of E Ht [λ * (t)] and κ(t) respectively. Now, using that κ(t) = exp(−νt), we can writeλ
and obtain E Ht [λ * (t)] in time domain as
Finally, using Eq. 15, Eq. 18, and E Ht [x
B Proof of Theorem 2
Using Lemma 1 and λ * u (t) = µ u , we obtain
where Λ(t) = diag [µ] . Then, we apply the Laplace transform to the expression above and obtain
Finally, applying the inverse Laplace transform, we obtain the average opinion E Ht [x * (t)] in time domain as
C Proof of Theorem 3
Theorem 2 states that the average users' opinion E Ht [x * (t)] in time domain is given by
If Re[ξ(AΛ)] < ω, where ξ(X) denote the eigenvalues of matrix X, it easily follows that
D Proof of Theorem 4
where Λ(t) = e (B−νI)t + ν(B − νI) −1 e (B−νI)t − I µ. In such systems, solutions can be written as [14] 
where the transition matrix Φ(t) defines as a solution of the matrix differential equatioṅ
If Φ(t) satisfies ||Φ(t)|| ≤ γe −ct ∀t > 0 for γ, c > 0 then the steady state solution to Eq. 23 is given by [14] lim
µ.
E Proof of Theorem 5
By assumption, E Ht [m v |x v (t)] = α v for all v ∈ G\{u}. Then, the expected opinion of node u at time t is given by
Next, we will compute the Laplace transform of the above expression. We start by writing the average intensity for all users in vectorial form as
and then apply the Laplace transform and obtain,
whereκ(s) is the Laplace transform of the exponential kernel κ(t) = exp(−νt). Using Eq. 24 and Eq. 26, the Laplace transform of E Ht [x * u (t)] is given byx
where A u * is the u th row of A. Assuming an exponential kernel g(t) = exp(−ωt) and substitutingμ(s), we obtain
Then, if Re[ξ(B)] < ν, it easily follows that
F Additional experiments on synthetic data Parameter estimation. We evaluate the accuracy of our model estimation procedure, described in Section 4, in the same Kronecker networks as in Section 5.1 in terms of log-likelihood over a test set of messages, disjoint from the set of messages used for model estimation. Figure 6 shows that as we feed more messages into the estimation procedure, the test log-likelihood achieved by the estimated parameters becomes closer to the test log-likelihood achieved by the true parameters. As we feed more messages into the estimation procedure, the estimation becomes more accurate. In all three networks, we used p b = 0.3.
Additionally, we evaluate the accuracy of our model estimation procedure in Forest-Fire networks [20] . Figure 7 summarizes the results. We also observe that as we feed more messages into the estimation procedure, the mean squared error (MSE) becomes smaller and the test log-likelihood achieved by the estimated parameters becomes closer to the test log-likelihood achieved by the true parameters. 
