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ON A NONLOCAL CAHN-HILLIARD MODEL PERMITTING
SHARP INTERFACES
OLENA BURKOVSKA1 AND MAX GUNZBURGER2
Abstract. A nonlocal Cahn–Hilliard model with a nonsmooth potential of
double-well obstacle type that promotes sharp interfaces in the solution is
presented. To capture long-range interactions between particles, a nonlocal
Ginzburg-Landau energy functional is defined which recovers the classical (lo-
cal) model for vanishing nonlocal interactions. In contrast to the local Cahn–
Hilliard problem that always leads to diffuse interfaces, the proposed nonlocal
model can lead to a strict separation into pure phases of the substance. Here,
the lack of smoothness of the potential is essential to guarantee the aforemen-
tioned sharp-interface property. Mathematically, this introduces additional
inequality constraints that, in a weak form, lead to a coupled system of varia-
tional inequalities which at each time instance can be restated as a constrained
optimization problem. We prove the well-posedness and regularity of the semi-
discrete and continuous in time weak solutions, and derive the conditions under
which pure phases are admitted. Moreover, we develop discretizations of the
problem based on finite elements and implicit-explicit time stepping methods
that can be realized efficiently. Finally, we illustrate our theoretical findings
through several numerical experiments in one and two spatial dimensions that
highlight the differences in features of local and nonlocal solutions and also
the sharp interface properties of the nonlocal model.
1. Introduction
The Cahn-Hilliard model was proposed in [13] as the model to describe phase
separation of a binary alloy. Since then, the model and its variants have been widely
used in different areas of science such as, e.g., tumor growth, image segmentation
and copolymer melts, cf. [6, 25, 29, 38, 39, 42].
Given a bounded domain Ω ⊂ Rn, n ≤ 3, and a fixed final time T > 0, the
model is described by the following coupled system of equations:{
∂tu−∇ · (σ(u)∇w) = 0,
w = −ε2∆u+ F ′(u), in (0, T )×Ω, (1.1)
where u is an order parameter taking the values in [−1, 1] and is related to the con-
centration of a substance, w is a chemical potential, F (u) is a double-well potential,
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2σ(·) is the mobility, and ε > 0 is the interface parameter, which is proportional to
the thickness of the interface. The double-well potential promotes pure phases and
attains its minimum close to pure phases, i.e., when u = ±1. Typically, the regular
potential is employed in (1.1), given by the fourth-order polynomial
F (u) := 1/4(u2 − 1)2. (1.2)
Being the simplest choice, the regular potential (1.2) is not physically realistic, since
it may provide a non-feasible solution |u| > 1. In practice it serves as an approxi-
mation of the more complex, but physically more relevant, logarithmic potential
F (u) := ((1 + u) log(1 + u) + (1− u) log(1− u))− cFu2, u ∈ (−1, 1), cF > 1,
(1.3)
or the obstacle potential
F (u) :=
{
F0(u) if |u| ≤ 1
+∞ if |u| > 1
}
= F0(u) + I[−1,1](u), (1.4)
where I[−1,1] is the convex indicator function of the admissible range [−1, 1] and
F0(u) =
cF
2 (1 − u2), cF > 0. In contrast to (1.2), the logarithmic potential (1.3)
and obstacle potential (1.4) always provide a solution within an admissible range
|u| ≤ 1. However, the logarithmic potential does not allow u to attain pure phases,
i.e., u ∈ (−1, 1), whereas the obstacle potential promotes pure states in the model,
i.e., u = 1 or u = −1.
Mathematically, the Cahn-Hilliard model (1.1) can be derived as H−1-gradient
flow of the Ginzburg-Landau energy
E(u) = ε
2
2
∫
Ω
|∇u|2 dx+
∫
Ω
F (u) dx. (1.5)
The gradient square term in (1.5) represents short-range interactions between parti-
cles. To account for long-term interactions, Giacomin and Lebowitz in [30] derived
a nonlocal variant of the Cahn-Hilliard problem (1.1) given by{
∂tu−∇ · (σ(u)∇w) = 0,
w = cγu− γ ∗ u+ F ′(u),
in Ω × (0, T ), (1.6)
where Ω ≡ Tn is set to be n-dimensional torus and γ : Tn → R is a convolution
kernel that sets up the law for the nonlocal interactions. The kernel is assumed
to depend only on the distance |x − y|Tn on the torus, the convolution is defined
as (γ ∗ u)(x) = ∫Tn u(y)γ(x − y) dy, and cγ = ∫Tn γ(y) dy = (γ ∗ 1)(x), which is
independent of x. The corresponding nonlocal free energy functional has the form
E(u) = 1
4
∫
Tn
∫
Tn
(u(x)− u(y))2γ(x− y) dxdy +
∫
Tn
F (u) dx. (1.7)
In contrast to the derivation of the local counterpart (1.1), the authors in [30] (see
also [31]) provide a rigorous microscopic derivation of the nonlocal model (1.6).
More specifically, the macroscopic continuum model is obtained via a hydrodynamic
limit of particle models that are dynamic versions of lattice gases undergoing long
interactions. We note that the local model can be considered as an approximation
of the nonlocal model for vanishing nonlocal interactions (cf., e.g., [18, 22] and
references cited therein):
cγu− γ ∗ u ≈ −ε2∆u with ε2 = 1
2
∫
Ω
γ(ξ)|ξ|2 dξ. (1.8)
3An adoption of the Giacomin-Lebowitz (1.6) model to the case when Ω ⊂ Rn is
a bounded domain and not a torus is possible by setting w = BRu+ F ′(u), where
BRu(x) =
∫
Ω
(u(x)− u(y))γ(x− y) dy = cγ(x)u(x)− (γ ∗ u)(x), ∀x ∈ Ω. (1.9)
Here, the kernel γ : Rn → R is no longer defined on the torus (which corresponds to
a periodic function on Rn), but often depends on the distance in Rn, which implies
that cγ(x) = (γ ∗ 1)(x) =
∫
Ω
γ(x − y) dy is no longer constant. The operator BR
is often referred to as the regional nonlocal operator, since it restricts the nonlocal
interactions to the region of Ω, and has been the most analyzed in the context
of nonlocal Cahn-Hilliard models and their extensions; see, e.g., [5, 14, 16, 18,
26, 27, 28] and the references cited therein. While most of these works address
integrable kernels, which is also a subject of the current work, singular kernels
have also been investigated; see, e.g., [15, 17]. For an overview of early and recent
references and extensions of the nonlocal Cahn-Hilliard model, we refer interested
readers to [3, 37]. In terms of the notation, the present modification has only minor
differences to (1.6). However, it has direct implications on the properties of the
solutions, as will become apparent shortly.
In this work, we are interested in the model (1.6) posed on a bounded domain Ω
with cγ being constant throughout Ω. For this, we consider the modified chemical
potential w = BNu+ F ′(u), with
BNu(x) =
∫
Ω∪ΩI
(u(x)− u(y))γ(x− y) dy = cγu(x)− (γ ∗ u)(x), ∀x ∈ Ω, (1.10)
where cγ =
∫
Ω∪ΩI γ(x− y) dy for all x ∈ Ω and (γ ∗u)(x) =
∫
Ω∪ΩI u(y)γ(x− y) dy.
Here, ΩI is the so-called nonlocal interaction domain, that represents the extent of
nonlocal interactions outside of Ω, and is defined as
ΩI := {y ∈ Rn \Ω : γ(x, y) 6= 0, x ∈ Ω}.
To define (1.10), one must know the values of u also on the interaction domain ΩI .
Usually, the local Cahn–Hilliard model (1.1) is complemented with the homoge-
neous Neumann boundary condition (to guarantee the mass-conservation property),
and in the nonlocal setting considered here we impose a homogeneous nonlocal flux
condition for u on ΩI , which is analogous of the Neumann boundary conditions in
the local setting:
Nu(x) =
∫
Ω∪ΩI
(u(x)− u(y))γ(x− y) dy = 0 ∀x ∈ ΩI .
The type of the nonlocal operator BN (1.10) has gained significant attention recently
in the context of various applications, cf. [19, 21] and references cited therein. In
contrast to (1.9), here the nonlocal interactions are not limited to Ω and occur in
all of Ω∪ΩI . If the kernel has infinite support then Ω∪ΩI ≡ Rn, and the nonlocal
interactions occur on the whole of Rn.
1.1. Model setting. Finally, we present the model that encompasses both formu-
lations. We denote Ω˜ to be either Ω or Ω ∪ ΩI , and we employ a non-smooth
obstacle potential (1.4), and, for simplicity, consider a constant mobility σ(u) ≡ 1.
While the problem formulation (1.6) is appropriate for smooth potentials, the non-
smooth obstacle potential (1.4) requires to introduce the concept of subdifferentials
to define the derivative of I[−1,1]. In this case, F ′(u) should be replaced by a gen-
eralized differential of F , ∂F (u) = −cFu + ∂I[−1,1](u), where ∂I[−1,1](u) is the
4subdifferential of the indicator function,
∂I[−1,1](u) =

(−∞, 0] if u = −1,
0 for u ∈ (−1, 1),
[0,+∞) if u = 1.
(1.11)
Finally, the nonlocal model we are interested to study becomes{
∂tu−∆w = 0,
w = ξu− γ ∗ u+ λ, λ ∈ ∂I[−1,1](u),
(1.12)
where ξ(x) :=
∫
Ω˜
γ(x − y) dy − cF and γ ∗ u =
∫
Ω˜
u(y)γ(x − y) dy. Here, we
will already impose that ξ(x) ≥ 0 on Ω, which is required to obtain a well-posed
problem. We will show that ξ is an appropriate interface parameter in the nonlocal
model. We complement (1.12) with the local and nonlocal flux conditions
∂w
∂n
= 0 on ∂Ω, and Nu(x) =
∫
Ω˜
(u(x)− u(y))γ(x− y) dy = 0 on Ω˜ \Ω.
(1.13)
We note that, in the variational form the problem (1.12) can be restated as a
coupled system of equations involving variational inequalities. The corresponding
nonlocal free energy is given as
E(u) = 1
4
∫
Ω˜
∫
Ω˜
(u(x)− u(y))2γ(x− y) dxdy +
∫
Ω
F (u) dx (1.14)
where F is defined in (1.4).
Sharp interfaces. The choice of the obstacle potential in (1.12) is not only physi-
cally motivated, but brings an interesting insight into the mathematical properties
of the solution, such as the occurrence of sharp interfaces. In particular, as one of
the main contributions of this work, we demonstrate that the solution of (1.12) is
discontinuous and can admit sharp interfaces for some non-trivial and non-vanishing
nonlocal interactions. On the contrary, the local problem (1.1), which is a diffuse
interface model, does not allow appearance of sharp interfaces, other than in the
limiting case ε → 0 which corresponds to vanishing local interactions in (1.5). In
Figure 1 we illustrate the appearance of sharp interfaces for the local and nonlocal
solutions of (1.1) and (1.12) with the obstacle potential (1.4). Here, we compare the
solutions obtained with a nonlocal model (1.12) for ξ ≈ 0 to the local model (1.1),
where we have replaced BN with the Neumann Laplacian −ε2∆ according to (1.8).
We point out that, in contrast to the local model, we do not need to perform the
limit to obtain sharp interfaces in the nonlocal solution. Moreover, the sharp inter-
face case ξ = 0 for the nonlocal model is well-posed and can be solved numerically
with the same time-dsicretization as for ξ > 0, as we will discuss below.
Mathematically, the appearance of sharp interfaces in the nonlocal model (1.12)
is explained by realizing that the solution of (1.12) for ξ > 0 can be obtained as a
pointwise projection of g = w + γ ∗ u onto the admissible set,
u(t) = P[−1,1]
{
1
ξ
g(t)
}
in Ω × (0, T ), ξ > 0.
Note that, for ξ = 0, the above turns into
u(t) ∈ sign{g(t)} in Ω × (0, T ),
where sign(0) = [−1, 1], and if the level set of {g = 0} is of zero measure, this
implies that the solution can admit only pure phases u = 1 or u = −1. It becomes
apparent that ξ is not constant for the case of the regional operator (1.9), since
cγ is variable in Ω, and, hence, in general the corresponding solution does not
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Figure 1. Comparison of the local and nonlocal solutions in one-
and two-dimensions. The local and nonlocal solutions are initial-
ized with the same initial condition, cF , and plotted at the same
final time T . For the nonlocal model we consider the nonlocal
operator (1.10) with Gaussian type kernel (5.3). The interface pa-
rameter ε is given by (1.8), and with this choice the local model
corresponds to the local limit of the nonlocal model for vanishing
radius of interactions.
posses sharp interfaces, unless the obstacle potential is equipped with a spatially-
dependent cF (x).
1.2. Contribution and related works. One of the contributions of this work is
to propose a well-posed nonlocal model (1.12) that admits discontinuous solutions
with only pure phases, as described in the previous section. To the best of our
knowledge this is the first result in this direction. However, we note that the jump-
discontinuous behaviour of the solution closely resembles the bang-bang control
principle, where almost all values of the control function lie on the boundary of
the admissible set; see, e.g., [41]. Indeed, a single time-step of the model (1.12)
can be also understood as a variational inequality, which serves as a necessary
optimality condition for a specific bang-bang optimal control problem. Moreover,
discontinuous traveling waves for related Allen-Cahn phase transition models based
on the same Ginzburg-Landau energy as in (1.14) have already been address in,
e.g., [4, 24].
In addition to studying the properties of the solution, we provide a detailed
analysis of the nonlocal problem (1.12). First, we establish general well-posedness
results for an appropriate time-discrete formulation of (1.12) (Theorem 3.4–3.5),
where only integrability is required for the kernel. Moreover, we show that under
certain conditions the solution is given by an L2-projection on the admissible set.
This representation allows us to deduce improved regularity properties of the solu-
tion (Theorem 3.7) and the appearance of sharp-interfaces for ξ = 0. We derive a
convergence result towards a continuous in time formulation. As a consequence we
obtain well-posedness of the time continuous problem (Theorem 4.1–4.2), including
an existence result for ξ = 0. The latter is noteworthy since most of the available
results focus on the settings equivalent to ξ(x) ≥ ξmin > 0, which does not cover the
more delicate case of sharp interfaces, cf. [18, 27]. One of the works we are aware
of that covers the case ξ = 0 is [16], where a model similar to (1.12) is studied in an
abstract setting. However, there well-posedness is derived in the time-continuous
framework by performing a limit of an appropriate regularized problem. In contrast,
we do not regularize the non-smooth potential, but exploit its limited regularity to
characterize the fine properties of the solution, including sharp interfaces. For the
6analysis, we rely solely on the time discretization, which also serves as a basis for
the numerical realization introduced here, including the case ξ = 0.
In addition to the complete analysis of the model, we also discuss efficient
space and time approximations of the nonlocal solution based on the finite element
method which we complement with corresponding numerical results. Numerical
analysis of the local Cahn-Hilliard problem has been an active subject of research;
see, e.g., [7, 8, 9, 10, 11]. The approximation of the nonlocal diffuse interface prob-
lem has been addressed in, e.g., [1, 2, 22, 23], however mainly for smooth potentials.
An inclusion of the obstacle potential in the model leads to a non-smooth and non-
linear system involving variational inequalities. The solvability of such a system
can be realized by the semi-smooth Newton method [34] which has been addressed
in the Cahn-Hilliard setting in, e.g., [7, 35], and which we adopt here in nonlo-
cal setting. Lastly to mention, due to the complex structure of the Cahn-Hilliard
system, in general, there is great demand for the development of efficient approx-
imation techniques based on, e.g., Krylov solvers [10] or model order reduction
methods [32, 33].
The paper is organized as follows. In Section 2 we introduce appropriate func-
tional settings and the variational formulation of the problem we consider. Section 3
is devoted to the well-posedness analysis of the semi-discrete problem, improved reg-
ularity, and the derivation of the sharp-interface condition for the corresponding
solution. The respective results for the time-continuous problem formulation are
given in Section 4. Then, in Section 5 we discuss finite-element approximations
together with time-marching schemes for the nonlocal problem and provide various
numerical examples. Finally, we conclude the paper in Section 6.
2. Preliminaries
We denote by Lp(Ω), p ∈ [1,∞], the usual Lebesgue spaces and by W k,p(Ω),
k ∈ N, 1 ≤ p ≤ ∞, we mean the Sobolev space of all functions in Lp(Ω) having all
distributional derivatives up to order k and endowed with the norm ‖u‖pWp,k(Ω) =∑
|α|≤k ‖Dαu‖pLp(Ω). We denote by Lp(0, T ;X), 1 ≤ p ≤ ∞ the Bochner space of
all measurable functions u : [0, T ]→ X, for which the norms
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pX dt
)1/p
, p <∞, and ‖u‖L∞(0,T :X) = ess sup
t∈(0,T )
‖u(t)‖X .
are finite. If not specified, we often use the relation a ≤ Cb, with some generic
constant C > 0 that may be different in every instance, but is independent of a
and b.
2.1. Nonlocal operators. We introduce a kernel function γ : Rn → R+, which is
radial, has finite support and integrable, i.e.,
γ(x) = γˆ(|x|), γ ∈ L1(Rn),
with supp(γˆ) ⊂ (0, δ], δ > 0,
and there exists σ > 0, such that (0, σ) ⊂ supp(γˆ).
(H1)
While most of the results in this paper are valid under the above conditions, in
certain cases, we will need to require a higher regularity of the kernel, i.e.,
γ ∈W 1,1(Rn). (H2)
In the following we also employ (by a slight abuse of notation) the two-point version
of γ given by
γ(x, y) = γ(x− y), ∀x, y ∈ Rn,
which will be used as an integration kernel to define the nonlocal operator B.
7We define the nonlocal operator B that encompasses the definitions of the “Neu-
mann” (Case 1) (1.10) and “regional” (Case 2) (1.9) type of nonlocal operators
Bu(x) =
∫
Ω˜
(u(x)− u(y))γ(x, y) dy = cγ(x)u(x)− (γ ∗ u)(x), (2.1)
where Ω˜ = Ω (“regional”) or Ω˜ = Ω ∪ ΩI (“Neumann”). For convenience of
notation we suppose that u is extended by zero outside of Ω˜, and (γ ∗u)(x) denotes
the convolution on Ω˜ of γ with u, and we define
cγ(x) :=
∫
Ω˜
γ(x, y) dy, Cγ :=
∫
Rn
γ(x, y) dy, and Cˆγ := ‖∇γ‖L1(Rn), (2.2)
and note that 0 ≤ cγ(x) ≤ Cγ < ∞ for all x ∈ Ω. Since γ has finite support, Ω˜ is
a bounded domain, and for Ω˜ = Ω ∪ΩI , cγ is a constant for all x ∈ Ω and can be
computed explicitly as cγ =
2pin/2
Γ (n/2)
∫ δ
0
|ξ|n−1γˆ(|ξ|) dξ.
2.2. Probabilistic interpretation of the nonlocal boundary conditions. We
provide a heuristic probabilistic interpretation of the “regional” (1.9) and “Neu-
mann” (1.10) nonlocal operators equipped with the nonlocal flux condition Nu = 0
on Ω˜ \Ω, (1.13). For simplicity of presentation, we conduct our discussion on the
example of a different time-dependent nonlocal problem.
In particular, we consider the time-dependent nonlocal problem
∂tu+Bu = f, in Ω × (0, T ),
Nu = 0, in (Ω˜ \Ω)× (0, T ),
u(0) = u0, in Ω,
(2.3)
with B and N defined in (2.1) and (1.13), respectively. If ∫
Ω
u(x, 0) dx = 1, then
u(x, t) (2.3) at t > 0 represents the probability density function of the position
of a particle which is subject to a Le´vy jump process with the maximum length
bounded by δ > 0. The integral kernel is related to the probability density of having
a jump from x ∈ Rn to y ∈ Rn. From the probabilistic point of view, the boundary
conditions provide the information about what happens to a particle upon leaving
the domain Ω.
In particular, for the “Neumann” type nonlocal operator, when Ω˜ = Ω∪ΩI and
B = BN (see (1.10)), as soon as the particle jumps outside of Ω, then it continues
instantaneously to jump in ΩI according to the nonlocal process Nu = 0, until
it comes back again to Ω. Such boundary conditions have been proposed in [21],
however, to the best of our knowledge, have not been studied well in the literature.
A characterization of this condition in terms of Le´vy flights for unsteady fractional
Laplace equation has been studied in [20].
Concerning the “regional” nonlocal operator B = BR (1.9) we have that Ω˜ = Ω
and Ω˜ \Ω = ∅, and hence we do not allow for any movement of the particle outside
of Ω. In this case, the random process of the movement of the particle occurs solely
in Ω, and while in the “Neumann” case the particle is not allowed to leave Ω ∪ΩI ,
here, the particle is not allowed to jump out of Ω; this is referred to as a censored
process. Furthermore, in contrast to the “regional” case, the process described by
the “Neumann” operator in (2.3) consist of two different jump-diffusion processes:
the time-dependent process in Ω and the stationary one in ΩI .
Function spaces. We set VA := H
1(Ω), which is endowed with the usual H1-
norm, ‖v‖2VA := ‖v‖
2
H1(Ω) = |v|2H1(Ω)+‖v‖2L2(Ω), and |v|VA := |v|H1(Ω) = ‖∇v‖L2(Ω).
We also define the space of mean-free functions
VA0 := {v ∈ VA : (v, 1)L2(Ω) = 0},
8endowed with the same semi-norm as on VA. Thanks to the local Poincare´ inequality
‖u‖L2(Ω) ≤ C˜P |u|VA , ∀u ∈ VA0 , C˜P > 0, (2.4)
the seminorm on VA0 also defines a norm. We denote by V
′
A = (H
1(Ω))′ a dual
space of VA, and by 〈·, ·〉V ′A×VA a corresponding duality pairing, and for f ∈ V
′
A, we
denote
‖f‖V ′A := supv∈VA
‖v‖VA 6=0
〈f, v〉V ′A×VA
‖v‖VA
.
We introduce the dual space of VA0 , denoted by V
′
A0
= (VA0)
′, that consists of
functionals with mean-value zero:
V ′A0 :=
{
f ∈ V ′A : 〈f, 1〉V ′A×VA = 0
}
.
We note that for any f ∈ V ′A0 , we have that ‖f‖V ′A0 = ‖f‖V ′A . Indeed, for v ∈ VA,
such that ‖v‖VA 6= 0, we obtain
‖f‖V ′A = supv∈VA
|〈f, v〉V ′A×VA |
‖v‖VA
= sup
v∈VA0 , M
|〈f, v +M〉V ′A×VA |
(‖v‖2VA +M2)1/2
= sup
v∈VA0
|〈f, v〉V ′A×VA |
‖v‖VA
.
Let G denote a Green’s operator for the inverse of the Laplacian with zero Neu-
mann boundary conditions. That is, given f ∈ V ′A, we define Gf ∈ VA0 as the
unique solution of
(∇Gf,∇v)L2(Ω) = 〈f, v〉V ′A×VA , ∀v ∈ VA0 . (2.5)
We note that, if f ∈ V ′A0 , then (2.5) also holds true for all v ∈ VA:
(∇Gf,∇v)L2(Ω) = 〈f, v〉V ′A×VA , ∀v ∈ VA.
The existence and uniqueness of Gf follows from the Poincare´ inequality and the
Lax-Milgram lemma, and it holds that
‖f‖2V ′A = |Gf |
2
VA
= ‖∇Gf‖2L2(Ω) = 〈f,Gf〉V ′A×VA . (2.6)
If f ∈ V ′A ∩ L2(Ω), then ‖f‖2V ′A = (Gf, f)L2(Ω). Moreover, owing to (2.6), it also
holds that
〈f ′(t),Gf(t)〉V ′A×VA =
1
2
d
dt
‖f(t)‖2V ′A , for a.e. t ∈ (0, T ), ∀f ∈ H
1(0, T ;V ′A).
(2.7)
For the nonlocal space VB we distinguish between two cases:
VB :=
{{
v ∈ L2(Ω ∪ΩI) : N v = 0 on ΩI
}
, for Case 1 ,
L2(Ω), for Case 2 ,
where an inclusion of the nonlocal flux conditions in the function space setting in
Case 1 is important as it will shortly become apparent. We recall the generalized
nonlocal Green’s first identity [21]:
(v,Bu)L2(Ω) =
∫
Ω
v(x)
∫
Ω˜
(u(x)− u(y))γ(x, y) dy
=
1
2
∫
Ω˜
∫
Ω˜
(u(x)− u(y))(v(x)− v(y))γ(x, y) dy dx+
∫
Ω˜\Ω
v(x)Nu(x) dx. (2.8)
Next, we define the inner product and semi-norm on VB :
(u, v)VB :=
1
2
∫
Ω˜
∫
Ω˜
(u(x)− u(y))(v(x)− v(y))γ(x, y) dxdy, |v|2VB := (v, v)VB ,
9and endow VB with the norm ‖v‖2VB := |v|
2
VB
+ ‖v‖2L2(Ω). We also define a bilinear
from corresponding to the operator B:
b(u, v) := (u, v)VB . (2.9)
Proposition 2.1. For all u, v ∈ VB we obtain that
b(u, v) = (cγu, v)L2(Ω) − (γ ∗ u, v)L2(Ω), (2.10)
where cγ is defined in (2.2).
Proof. Using the symmetry of the kernel and (2.8), it follows that
b(u, v) = (cγu, v)L2(Ω) − (γ ∗ u, v)L2(Ω) +
∫
Ω˜\Ω
v(x)
∫
Ω˜
(u(x)− u(y))γ(x, y) dy dx,
where the last term vanishes thanks to (1.13). 
We recall the Young’s inequality for products:
ab ≤ 1
2
a2 +

2
b2, ∀a, b ≥ 0,  > 0, (2.11)
and also make use of the Young’s inequality for the convolution: letting f ∈ Lp(Rn)
and g ∈ Lq(Rn) with 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, and 1/r = 1/p + 1/q − 1 ≥ 0, then
f ∗ g ∈ Lr(Rn) and
‖f ∗ g‖Lr(Rn) ≤ ‖f‖Lp(Rn)‖g‖Lq(Rn). (2.12)
2.3. Exterior problem. We note that for Case 1 the nonlocal Neumann type
volume constraints could be considered as an “exterior” nonlocal problem posed
on ΩI with non-homogeneous Dirichlet-type volume constraints imposed on Ω. In
particular, we consider the problem
Nu(x) = 0 on ΩI ,
u = g on Ω.
(2.13)
We define a nonlocal space V 0B incorporating homogeneous volume constraints as
V 0B := {v ∈ L2(Ω ∪ΩI) : b(v, v) <∞, v = 0 on Ω}, |v|2V 0B := b(v, v),
where b(·, ·) is defined as in (2.9) with Ω˜ = Ω ∪ ΩI . For uˆ := u − g ∈ V 0B , where
g is extended by zero outside of Ω, and, by a slight abuse of notation, denoted
by the same symbol, we consider the corresponding weak formulation of the above
problem:
b(uˆ, v) = −(N g, v)L2(ΩI) ∀v ∈ V 0B . (2.14)
We recall a nonlocal Poincare´-type inequality (see, e.g., [36, Proposition 1]):
‖u‖L2(ΩI) ≤ CP |u|V 0B , ∀u ∈ V
0
B , (2.15)
with CP = CP (γ, Ω˜), and note that b(·, ·) is continuous and coercive on V 0B
b(u, u) ≥ C−2P ‖u‖2L2(ΩI), |b(u, v)| ≤ 4Cγ‖u‖L2(ΩI)‖v‖L2(ΩI), ∀u, v ∈ V 0B .
Then, by the Lax-Milgram argument there exist a unique solution of (2.14) with
‖u‖L2(ΩI) = ‖uˆ‖L2(ΩI) ≤ C2PCγ‖g‖L2(Ω), (2.16)
where the last inequality above has been obtained by using the definition ofN , (1.13),
Young’s inequality and the fact that g = 0 on Rn \Ω. Next, we show that, for both
cases Case 1 and Case 2, VB ∼= L2(Ω).
Proposition 2.2. The space
(
VB , ‖·‖VB
)
is a Hilbert space that is equivalent to L2(Ω).
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Proof. To show that VB is equivalent to L
2(Ω) (which immediately implies that
VB is a Hilbert space) it is suffices to show the norm equivalence between these
spaces. First, it is clear that ‖v‖L2(Ω) ≤ ‖v‖VB . On the other hand, for all u ∈ VB
using (2.10) and Young’s inequality (2.12) we obtain
‖u‖2VB = |u|VB + ‖u‖L2(Ω) = (cγu, u)L2(Ω) − (γ ∗ u, u)L2(Ω) + ‖u‖
2
L2(Ω)
≤ (Cγ + 1)‖u‖2L2(Ω) + Cγ‖u‖L2(Ω˜)‖u‖L2(Ω)
≤
(
(2Cγ + 1)‖u‖L2(Ω) + Cγ‖u‖L2(Ω˜\Ω)
)
‖u‖L2(Ω) ≤ C‖u‖VB‖u‖L2(Ω),
where in the last inequality we exploit the fact that for Case 2, Ω˜ \Ω = ∅, and for
Case 1, u ∈ VB is a solution of the exterior problem (2.13) and (2.16) holds true.
Then, dividing by ‖u‖VB concludes the proof. 
We denote by V ′B the dual space of VB , V
′
B = (VB)
′. Clearly, with the previous
result at hand, we obtain that the embedding
VB ↪→ L2(Ω) ↪→ V ′B
forms a Gelfand triple, i.e., it is continuous and dense.
2.4. Variational formulation. Now, we are ready to present a weak formulation
of the problem (1.12). To incorporate an inequality constraints |u| ≤ 1 in the
variational formulation, we introduce the set
K := {v ∈ VB : |v| ≤ 1 a. e. in Ω}, (2.17)
and the setKm := {v ∈ K : (v, 1)L2(Ω) = m} of functions with massm ∈ (−|Ω|, |Ω|).
We also define a positive cone
M = {v ∈ V ′B : v ≥ 0 a. e. on Ω}.
We introduce space-time cylinders Q := Ω × (0, T ) and Q˜ := Ω˜ × (0, T ), T > 0.
Then, we consider the following problem: Find u(t) ∈ K, w(t) ∈ VA such that〈
∂u(t)
∂t
, φ
〉
V ′A×VA
+ (∇w(t),∇φ)L2(Ω) = 0, ∀φ ∈ VA,
b(u(t), ψ − u(t)) + (F ′0(u(t))− w(t), ψ − u(t))L2(Ω) ≥ 0, ∀ψ ∈ K,
(P)
subject to u(0) = u0 ∈ Km. In many instances, it is convenient to work with
an equivalent formulation, where we eliminate the first equation in (P) by setting
w(t) = −G(∂tu(t))−µ(t), where G is a Green’s operator defined in (2.5) and µ(t) =
(w(t), 1)L2(Ω) ∈ R is a mass of w(t). In addition, to incorporate the inequality
constraints (2.17), we introduce additional Lagrange multipliers λ±(t) ∈ L2(Ω).
Then, we arrive at the following problem having a saddle point structure: Find
u(t) ∈ VB , λ(t) ∈ V ′B , λ(t) := λ+(t)− λ−(t), λ±(t) ∈M , µ(t) ∈ R such that
(G(∂tu(t)) +Bu(t) + F ′0(u(t)) + λ(t) + µ(t), ψ)L2(Ω) = 0, ∀ψ ∈ VB ,
(η − λ+(t), 1± u)L2(Ω) ≥ 0, ∀η ∈M.
(2.18)
We note that the inequalities in (2.18), which refer to complementarity conditions,
can be simplified further to
(η, u(t)± 1)L2(Ω) ≥ 0, (λ±(t), u(t)∓ 1)L2(Ω) = 0, ∀η ∈M. (2.19)
The above equations are obtained by simply taking η = 2λ±(t) and η = 0 in (2.18).
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We note that the problem (2.18) is also equivalent to its time-integrated version:
Find u ∈ L2(0, T ;K) such that
(G(∂tu) +Bu+ F ′0(u) + λ+ µ, ψ)L2(Q) = 0, ∀ψ ∈ L2(0, T ;VB),
(η − λ±, 1∓ u)L2(Q) ≤ 0, ∀η ∈ L2(0, T ;M),
(2.20)
where L2(0, T ;M) := {v ∈ L2(0, T ;V ′B) : v ≥ 0 a. e. in Q} and L2(0, T ;K) := {v ∈
L2(0, T ;VB) : |v| ≤ 1 a. e. in Q}.
3. Semi-discrete problem: Existence, uniqueness and a sharp
interface condition
In this section we present the semi-discretization of the problem (P) and establish
existence, uniqueness and the main properties of the solution. In the course of our
analysis we introduce and make use of different equivalent characterizations of the
problem.
For T > 0 and K ∈ N, we define τ = T/K and uk := u(tk), wk := w(tk) for
k = 1, . . . ,K. Following [9] we consider an implicit time stepping scheme. Given
u0 ∈ Km, we consider for k = 1, . . . ,K the following problem: Find (uk, wk) ∈
K × VA such that
1
τ
(uk − uk−1, φ)L2(Ω) + (∇wk,∇φ)L2(Ω) = 0, ∀φ ∈ VA,
b(uk, ψ − uk) + (F ′0(uk)− wk, ψ − uk)L2(Ω) ≥ 0, ∀ψ ∈ K.
(Pk)
We point out that the above scheme is mass conserving. Indeed, taking φ = 1
in (Pk) we obtain that (uk−1, 1) = (uk, 1) = m.
If uk ∈ Km is a solution of (Pk), then setting wk = −G(1/τ(uk − uk−1)) − µk,
µk ∈ R, and restricting the test functions to ψ ∈ Km, we can restate the coupled
system (Pk) as a single variational inequality: Given u0 ∈ Km, find uk ∈ Km such
that for k = 1, . . . ,K it holds that
1
τ
(G (uk − uk−1) , ψ − uk)
L2(Ω)
+b(uk, ψ−uk)+(F ′0(uk), ψ−uk)L2(Ω) ≥ 0, ∀ψ ∈ Km.
(Qk)
Furthermore, the above problem (Qk) can be equivalently posed as a system of
complementarity conditions: For a given u0 ∈ Km, find (uk, λk±, µk) ∈ VB ×M ×R
such that for k = 1, . . . ,K, it holds that
1
τ
(G(uk − uk−1) +Buk + F ′0(uk) + λk + µk, ψ)L2(Ω) = 0, ∀ψ ∈ VB ,
(η − λk±, 1∓ uk)L2(Ω) ≥ 0, ∀η ∈M.
(3.1)
The variational inequality has a direct connection to a minimization problem.
Minimization problem. For u ∈ VB we define the functional
Jk(u) :=
1
2
|u|2VB +
∫
Ω
F0(u) dx+
1
2τ
∥∥∇G(u− uk−1)∥∥2
L2(Ω)
=
1
2
(ξu, u)L2(Ω) − 1
2
(γ ∗ u, u)L2(Ω) + cF
2
|Ω|+ 1
2τ
∥∥u− uk−1∥∥2
V ′A
,
where ξ(x) := cγ(x)−cF . Then, we consider the following constrained minimization
problem:
min
u∈K
Jk(u) subject to
∫
Ω
udx = m, m ∈ (−|Ω|, |Ω|). (J k)
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Proposition 3.1. If uk ∈ Km is a solution of (J k), then it solves the variational
inequality (Qk). Conversely, if uk ∈ Km is a solution of (Qk) and the conditions
on the time step τ given in Theorem 3.5 hold true, then uk ∈ Km is also a solution
to (J k).
Proof. Since Jk is convex and Gaˆteaux differentiable in VB (see Theorem 3.5), it
follows that the variational inequality (Qk) is a necessary and sufficient first-order
optimality condition for the minimization problem (J k); see [41, Lemma 2.21]. 
Next, we state a useful property for the function belonging to the set K, which
will be used to prove the existence result in the next section.
Proposition 3.2 (Maximum principle). Let u ∈ K, then it follows that |u| ≤ 1 in
Ω˜, and hence u ∈ L∞(Ω˜).
Proof. The proof follows the same lines as in the proof of Theorem 4.4 in [12]. 
3.1. Existence and uniqueness. To show the existence and uniqueness of the
semi-discrete problem (Pk), we first discuss the existence and uniqueness of the so-
lution of (Qk), and then demonstrate the equivalence of problem formulations (Pk)
and (Qk).
We collect in Proposition 3.3 some properties of the kernel which will be useful
later.
Proposition 3.3. For the kernel γ satisfying (H1) the following properties hold
true.
(i) For η > 0 there exists a family of functions γη : Rn → R+ satisfying (H1)–
(H2), such that
‖∇γη‖L1(Rn) ≤ Cη, and ‖γ − γη‖L1(Rn) ≤ η, Cη > 0. (3.2)
(ii) The sequence γη ∗ u → γ ∗ u converges uniformly in L∞(Ω˜) for any u ∈
L∞(Ω˜), and the limiting function is continuous
γ ∗ u ∈ C(Ω˜), ∀u ∈ L∞(Ω˜). (3.3)
(iii) If, in addition, γ satisfies (H2), then
γ ∗ u ∈W 1,∞(Rn), ∀u ∈ L∞(Rn). (3.4)
Proof. The conditions (i) and (iii) follow directly by the density argument and
Young’s inequality (2.12), respectively. Then, using the properties (i), (iii), and
the fact that γ ∗ u = γη ∗ u − (γ − γη) ∗ u, we obtain that γη ∗ u ∈ W 1,∞(Rn) for
any u ∈ L∞(Rn), and
‖γ ∗ u− γη ∗ u‖L∞(Ω˜) ≤ ‖γ − γη‖L1(Rn)‖u‖L∞(Ω˜) ≤ η‖u‖L∞(Ω˜).
Now, letting η → 0 we obtain (ii) and conclude the proof. 
Next, we establish the existence and uniqueness of the solution of the semi-
discrete problem (Qk).
Theorem 3.4 (Existence). Let γ satisfy (H1) and let ξ(x) := cγ(x) − cF ≥ 0 for
all x ∈ Ω, then there exists a solution of (Qk).
Proof. To show the existence of the solution of (Qk), it is sufficient to show an
existence result for the solution of (J k), which can also be equivalently written
as minu∈Km Jk(u). Since u ∈ Km, and Km 6= ∅, it follows that u ∈ L∞(Ω) and
‖u‖2L2(Ω) ≤ |Ω|. Then, we have that Jk(u) ≥ 0 for all u ∈ Km, and there exists
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Jˆk ≥ 0 that realizes Jˆk = infu∈K Jk(u). Hence, there exists a minimizing sequence
{un}n∈N ⊂ Km for Jk(u) such that
Jk(un)→ Jˆk := inf
u∈Km
Jk(u), n→∞.
Since {un} ⊂ Km, it follows by Proposition 3.2 that un ∈ L∞(Ω˜). Then, by the
Banach-Alaoglu theorem, we can extract a weak*-convergent subsequence {unj}nj∈N ⊂
L∞(Ω˜):
unj
∗
⇀ uˆ, j →∞.
Since Km is convex and closed, it is weakly closed and uˆ ∈ Km. Next, we are going
to pass to the limit in Jk(unj ). Since ξ ≥ 0 and using expression (2.10), we can
write
Jk(unj ) =
1
2
‖
√
ξunj‖2L2(Ω) −
1
2
(γ ∗ unj , unj )L2(Ω) +
cF
2
|Ω|+ 1
2τ
∥∥unj − uk−1∥∥2V ′A ,
(3.5)
where the first and the last terms in the expression above are continuous and convex,
and, hence, weakly lower semi-continuous, i.e.,
‖
√
ξuˆ‖2L2(Ω) ≤ lim
j→∞
inf ‖
√
ξunj‖2L2(Ω),
∥∥uˆ− uk−1∥∥2
V ′A
≤ lim
j→∞
inf
∥∥unj − uk−1∥∥2V ′A .
Next, we consider the second term in (3.5). Let φnj := γ ∗ unj and φˆ := γ ∗ uˆ.
Since, uˆ, unj ∈ L∞(Ω˜), by Proposition 3.3 it follows that φnj , φˆ ∈ C(Ω˜). Then,
using the fact that unj
∗
⇀ uˆ, j →∞, and γ ∈ L1(Rn), we obtain that∫
Ω˜
unj (y)γ(|x− y|) dy →
∫
Ω˜
uˆ(y)γ(|x− y|) dy, j →∞,
that is, φnj (x) → φˆ(x), ∀x ∈ Ω. Then, by the Lebesgue dominated convergence
theorem, we obtain∫
Ω
unjφnj dx =
∫
Ω
unjφ dx+
∫
Ω
unj (φnj − φ) dx→
∫
Ω
uˆφˆ dx, j →∞.
Finally, taking the limit in Jk(unj ) we obtain
lim
j→∞
inf Jk(unj ) ≥
1
2
‖
√
ξuˆ‖2L2(Ω)−(uˆ, γ ∗ uˆ)L2(Ω)+
cF
2
|Ω|+∥∥uˆ− uk−1∥∥2
V ′A
= Jk(uˆ).
That is,
Jk(uˆ) ≤ lim
j→∞
inf Jk(unj ) = lim
n→∞ Jk(un) = infu∈Km
Jk(u) = Jˆk.
On the other hand, by a definition of Jˆk, it follows that Jˆk ≤ Jk(uˆ), and, hence
Jˆk = Jk(uˆ). 
Theorem 3.5 (Uniqueness). Let γ satisfy (H1) and ξ(x) := cγ(x) − cF > 0 for
all x ∈ Ω. Then, the solution of (Qk) is unique for τ < 4C−2η (ξ/(1 + C4PC2γ) −
η) (Case 1), and τ < 4(ξ − η)/C2η (Case 2), where Cη, 0 < η < ξ are as in
Proposition 3.3.
Proof. We prove it by contradiction. Let uk1 , u
k
2 ∈ Km be two solutions of (Qk),
and let θk := uk1 − uk2 ∈ K0. Taking an addition of (Qk) tested with ψ = uk2 , when
uk1 is a solution, and vice-versa, and using (2.10) we obtain
0 ≥ b(θk, θk)− cF ‖θk‖2L2(Ω) +
1
τ
(G(θk), θk)L2(Ω)
= (ξθk, θk)L2(Ω) − (γ ∗ θk, θk)L2(Ω) + 1
τ
∥∥θk∥∥2
V ′A0
.
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Invoking Proposition 3.3 and (2.12), we can estimate the second term above∣∣(γ ∗ θk, θk)L2(Ω)∣∣ ≤ ∣∣∣〈γη ∗ θk, θk〉VA×V ′A∣∣∣+ ∣∣∣((γ − γη) ∗ θk, θk)L2(Ω)∣∣∣
≤ ∥∥∇γη ∗ θk∥∥L2(Ω)∥∥θk∥∥V ′A + ‖γ − γη‖L1(Rn)∥∥θk∥∥2L2(Ω˜)
≤ Cη
∥∥θk∥∥
L2(Ω˜)
∥∥θk∥∥
V ′A
+ η
∥∥θk∥∥2
L2(Ω˜)
≤ (C2ητ/4 + η) ∥∥θk∥∥2L2(Ω˜) + 1τ ∥∥θk∥∥2V ′A ,
where the last estimate is obtained by using Young’s inequality (2.11) with  =
2/(Cητ). Since θ
k ∈ K0, we have that
∥∥θk∥∥
V ′A
=
∥∥θk∥∥
V ′A0
. By combining the
previous estimates we obtain
(ξθk, θk)L2(Ω) − (C2ητ/4 + η)
∥∥θk∥∥2
L2(Ω˜)
≤ 0. (3.6)
For Case 2, the above simplifies to ((ξ − C2ητ/4 − η)θk, θk)L2(Ω) ≤ 0, and, since
τ < 4(ξ− η)/C2η , it follows that θk = 0, and hence uk1 = uk2 . For Case 1, we denote
θkΩ := θ
k|Ω , and using the fact that θk ∈ VB , we obtain that θk solves the exterior
problem (2.14) on ΩI with g = θ
k
Ω on Ω, and from (2.16), we get∥∥θk∥∥
L2(ΩI)
≤ C2PCγ
∥∥θkΩ∥∥L2(Ω) = C2PCγ∥∥θk∥∥L2(Ω).
Then, the above estimate together with (3.6) brings us to((
ξ − (C2ητ/4 + η)(1 + C4PC2γ)
)
θk, θk
)
L2(Ω)
≤ 0,
which implies for τ < 4C−2η (ξ/(1+C
4
PC
2
γ)−η), that θk = 0, and hence uk1 = uk2 . 
Corollary 3.1. If under the assumptions of Theorem 3.5, the kernel γ additionally
satisfies (H2), then η = 0, Cη = Cˆγ , and the solution of (Qk) is unique if τ <
4ξ/(Cˆ2γ(1 + C
4
PC
2
γ)) (Case 1), and τ < 4ξ/Cˆ
2
γ (Case 2).
We have shown existence and uniqueness for (Qk). Next, we show that (Qk)
and (Pk) are equivalent.
Proposition 3.6. Under conditions of Theorem 3.5, problems (Qk) and (Pk) ad-
mit unique solutions and are equivalent.
Proof. Since the problems (Qk) and (J k) are equivalent, it suffices to show that (J k)
and (Pk) are equivalent. First, we show the existence of the Lagrange multiplier
µk ∈ R by verifying a constraint qualification condition [41, Theorem 6.3]. For
u ∈ K and m ∈ (|Ω|, |Ω|), we define the equality constraint G(u) = (u, 1) −m. If
uk ∈ Km is a unique minimizer of (J k), then G(uk) = 0, and we define the tangent
cone
C(uk) = {α(u− uk) : α ≥ 0, u ∈ K}.
Taking into account that G′(u) = 1, we derive that
S := G′(uk)C(uk) =
{
α
∫
Ω
(u− uk) dx, α ≥ 0, u ∈ K
}
.
Since u ∈ K and uk ∈ Km, it follows that S ≡ R, and the constraint qualification
is fulfilled, by [41, Theorem 6.3], there exist µk ∈ R such that
(∇uL(uk, µk), v − uk)L2(Ω) ≥ 0, ∀v ∈ K,
where L(u, µ) := Jk(u) + µG(u) is the Lagrange function, and
∇uL(uk, µ) = ∇Jk(uk) + µ∇G(uk) = Buk + F ′0(uk) +
1
τ
G(uk − uk−1) + µk.
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Setting wk := − 1τ G(uk−uk−1)−µk, and noting that 1τ G(uk−uk−1) ∈ VA0 , µk ∈ R,
we obtain that wk ∈ VA, and (uk, wk) ∈ K × VA is a solution of (Pk). 
3.2. Properties of the solution. In this section we prove that, under certain
conditions, the solution of the nonlocal Cahn-Hilliard problem (Pk) at each time
step admits discontinuous solutions that imply sharp interfaces in the model.
From (3.1) and (2.10) we obtain that the following relation holds for k = 1, . . . ,K
a.e. in Ω:
wk = Buk + F ′0(u
k) + λk = ξuk − γ ∗ uk + λk, (3.7)
where, we recall ξ(x) = cγ(x)− cF . We define gk := wk + γ ∗ uk for k = 1, . . . ,K,
and from (3.7) it follows that gk = ξuk + λk. Hence, for ξ(x) > 0, x ∈ Ω, at each
time step tk, uk can be considered as a pointwise projection of gk/ξ onto [−1, 1]:
uk = P[−1,1]
(
1
ξ
gk
)
=

1, if gk ≥ ξ,
−1, if gk ≤ −ξ,
gk/ξ, if gk ∈ (−ξ, ξ).
(3.8)
The projection formula (3.8) provides a crucial insight into the properties of the
solution, such as a regularity, stated below.
Theorem 3.7 (Improved regularity). Let (uk, wk) ∈ K × VA be the solution pair
of (Pk), and the kernel γ satisfies (H1)–(H2). If ξ(x) > 0 for all x ∈ Ω, then
uk ∈ H1(Ω), for all K = 1, . . . ,K, and∥∥∇uk∥∥
L2(Ω)
≤ ∥∥∇(ξ−1gk)∥∥
L2(Ω)
≤ C∥∥gk∥∥
H1(Ω)
, (3.9)
where C > 0 depends only on ξ and γ.
Proof. Since γ ∈W 1,1(Rn) and uk ∈ L∞(Rn) (by Proposition 3.2), invoking Propo-
sition 3.3 it follows that γ ∗ uk ∈ W 1,∞(Rn). Since wk ∈ H1(Ω), we obtain that
gk = wk + γ ∗ uk ∈ H1(Ω). Invoking the projection formula (3.8) and using the
stability of the L2-projection in H1, we obtain the following estimate∥∥∇uk∥∥
L2(Ω)
≤ ∥∥∇(ξ−1gk)∥∥
L2(Ω)
. (3.10)
We note that for Case 1, ξ(x) is constant for all x ∈ Ω. Therefore, from the above
estimate we immediately deduce that
∣∣uk∣∣
H1(Ω)
≤ C−1γ
∣∣gk∣∣
H1(Ω)
≤ C, and, hence,
u ∈ H1(Ω). For Case 2, since γ ∈ W 1,1(Rn), we have that ξ, ξ−1 ∈ W 1,∞(Ω).
Indeed, since ξ(x) > 0 in Ω, it follows that there exists ξmin > 0, such that ξ(x) ≥
ξmin > 0, and∥∥∇(ξ−1)∥∥
L∞(Ω) ≤ ξ−2min‖∇ξ‖L∞(Ω) ≤ ξ−2min‖∇γ‖L1(Rn) <∞. (3.11)
Then, using the product rule, the estimate (3.10) reduces to∣∣uk∣∣
H1(Ω)
≤ ∣∣ξ−1gk∣∣
H1(Ω)
≤ Cγ
∣∣gk∣∣
H1(Ω)
+
∥∥∇(ξ−1)∥∥
L∞(Ω)
∥∥gk∥∥
L2(Ω)
≤ C∥∥gk∥∥
H1(Ω)
,
and, thus, u ∈ H1(Ω). 
Corollary 3.2. Let γ satisfy (H1)–(H2). Then, for ξ(x) ≥ 0 for all x ∈ Ω, the
Lagrange multiplier in (3.1) fulfills λk ∈ H1(Ω), k = 1, . . . ,K.
In contrast to the previous result, we show next that if ξ = 0, the solution uk is
generally not smoother, and furthermore, it can posses jump-discontinuities, which
imply that the solution can admit only pure phases ±1.
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Theorem 3.8 (Sharp interfaces). Let (uk, wk) ∈ K × VA be the solution pair
of (Pk), and the kernel γ satisfies (H1). If ξ(x) := cγ(x) − cF = 0, ∀x ∈ Ω,
then it holds for all k = 1, . . . ,K a.e. in Ω:
uk ∈

{1}, if gk > 0,
{−1}, if gk < 0,
[−1, 1], if gk = 0,
(3.12)
where gk = wk + γ ∗ uk. Thus, in the case that the function gk assumes the values
zero only on a set of measure zero, i.e., |{gk = 0}| = 0, the variable uk assumes
only the extreme values −1 and 1 almost everywhere. That is, the solution uk,
k = 1, . . . ,K is discontinuous and consist only of pure phases uk = 1 and uk = −1.
Proof. We recall that from (3.7), gk = ξuk + λk, where λk = λk+ − λk−, λk± ≥ 0.
Then, if ξ = 0, we obtain that gk = λk, where we recall that for k = 1, . . . ,K
λk ∈ ∂I[−1,1](uk) =

(−∞, 0] if uk = −1,
0 for uk ∈ (−1, 1),
[0,+∞) if uk = 1.
(3.13)
Hence, if gk > 0 we get λk > 0 and uk = 1. Similarly, if gk < 0, then λk < 0
and uk = −1. Finally, for gk = 0 we obtain that λk = 0 and uk ∈ [−1, 1], and we
conclude the proof. 
Remark 3.1. There are settings for which we can guarantee that |{gk = 0}| = 0.
In particular, if we consider the steady state problem in Ω ⊂ R1, i.e., for K →∞,
wk → µˆ and uk → uˆ, where uˆ and µˆ are the steady state solution and mean-value,
respectively. Then, taking, e.g., an analytic convolution kernel γ we obtain that
gˆ := γ ∗ uˆ is analytic and not constantly equal to zero. Hence, |{gˆ = 0}| = 0 always
holds true and the solution admits only pure phases.
4. Continuous problem: Existence, uniqueness and a sharp interface
condition
In this section, we analyze the continuous in time problem (P). To derive the
corresponding existence and uniqueness results, we analyze the semidiscrete prob-
lem defined in the previous section by taking the limit as τ → 0. We demonstrate
that the projection formula (3.8) also remains valid for the continuous case.
4.1. Existence of a solution. Let X be either VB , L
2(Ω) or VA, and recall that
Q = (0, T ) × Ω and Q˜ = (0, T ) × Ω˜. Then, for K ∈ N, τ = T/K, T > 0, and
a given sequence of functions {zk}Kk=1 ⊂ X, we introduce piecewise constant and
piecewise linear interpolants:
zτ (t) := z
k, zτ (t) := z
k−1, t ∈ (tk−1, tk], k = 1, . . . ,K,
zˆτ (t) :=
t− tk−1
τ
zk +
tk − t
τ
zk−1, t ∈ [tk−1, tk], k = 1, . . . ,K.
(4.1)
In terms of the above notations, it follows that ∂tzˆτ = (z
k − zk−1)/τ , t ∈ [tk−1, tk],
k = 1, . . . ,K. Then by setting wτ (t) := −G(∂tzˆτ (t)) − µτ (t), the semi-discrete
problem (3.1) can be recast for a.e. t ∈ (0, T ) as follows:
(G(∂tuˆτ (t)) + ξuτ (t)− γ ∗ uτ (t) + λτ (t) + µτ (t), ψ)L2(Ω) = 0, ∀ψ ∈ VB , (4.2a)
(η − λ±,τ (t), 1∓ uτ (t))L2(Ω) ≥ 0, ∀η ∈M. (4.2b)
Next, we establish the existence result, and invoking the projection formula (3.8)
derive an improved regularity of the solution.
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Theorem 4.1 (Existence and improved regularity). Let γ satisfy (H1)–(H2), and
ξ(x) := cγ(x) − cF ≥ 0 for all x ∈ Ω, then there exists a solution pair (u(t), w(t))
of (P), such that
u ∈ L∞(Q˜), ∂tu ∈ L2(0, T ;V ′A), and w ∈ L2(0, T ;VA).
Moreover, if ξ(x) > 0 for all x ∈ Ω, then
u ∈W (0, T ) ∩ L∞(Q˜) and w ∈ L2(0, T ;VA),
where W (0, T ) :=
{
v ∈ L2(0, T ;VA) : ∂tv ∈ L2(0, T ;V ′A)
}
.
Proof. A priori estimates. Since |uτ (t)| ≤ 1 a.e. t ∈ (0, T ), it immediately
follows that u ∈ L∞(Q˜). Next, we show that ∂tuˆτ ∈ L2(0, T ;V ′A). From the
energy minimization (J k) and Proposition 3.1 it follows that Jk(uk) ≤ Jk(uk−1),
k = 1, . . . ,K. That is,
1
2τ
∥∥uk − uk−1∥∥2
V ′A
≤ 1
2
∣∣uk−1∣∣2
VB
− 1
2
∣∣uk∣∣2
VB
− cF
2
∥∥uk−1∥∥2
L2(Ω)
+
cF
2
∥∥uk∥∥2
L2(Ω)
.
Then, utilizing the above expression we deduce
‖∂tuˆτ‖2L2(0,T ;V ′A) =
∫ T
0
‖∂tuˆτ‖2V ′A dt =
K∑
k=1
∫ tk
tk−1
1
τ2
∥∥uk − uk−1∥∥2
V ′A
dt
≤ ∣∣u0∣∣2
VB
+ cF
∥∥uK∥∥2
L2(Ω)
≤ C. (4.3)
Case ξ > 0. We consider (4.2) with ψ = m−u(t) ∈ VB , where m = (u, 1)L2(Ω) ∈
(−|Ω|, |Ω|), and taking into account that (µ(t),m−u(t))L2(Ω) = 0 for a.e. t ∈ (0, T ),
we arrive at
−(G(∂tuˆτ (t)), uτ (t))L2(Ω) +
(
ξuτ (t)− γ ∗ uτ (t) + λτ (t),m− uτ (t)
)
L2(Ω)
= 0.
From the complementarity conditions (4.2b) it follows that uτ (t) = ±1 if λ±,τ (t) >
0. Then, using repeatedly Cauchy and Young’s inequalities, and (2.4), we obtain
0 ≤ (λ+,τ , 1−m)L2(Ω) + (λ−,τ (t), 1 +m)L2(Ω) = −(λτ (t),m− uτ (t))L2(Ω)
≤
∣∣∣〈G(∂tuˆτ (t)), uτ (t)〉VA×V ′A∣∣∣+ ‖ξuτ (t)− γ ∗ uτ (t)‖L2(Ω)‖m− uτ (t)‖L2(Ω)
≤ ‖G(∂tuˆτ (t))‖VA‖uτ (t)‖V ′A + C
(
‖ξuτ (t)‖L2(Ω) + ‖uτ (t)‖L2(Ω˜)
)
≤ ‖G(∂tuˆτ (t))‖2VA + C
(
‖uτ (t)‖2V ′A + ‖ξuτ (t)‖L2(Ω) + ‖uτ (t)‖L2(Ω˜)
)
≤ C
(
|G(∂tuˆτ (t))|2VA + 1
)
.
Now integrating the last expression from (0, T ) and invoking the estimate (4.3), we
obtain that∫ T
0
|λτ (t)|dt ≤
∫ T
0
(λ+,τ (t) + λ−,τ (t)) dt ≤ C
(∫ T
0
‖∂tuˆτ (t)‖2V ′A dt+ T
)
≤ C,
and, hence λτ ∈ L2(0, T ;L1(Ω)). Therefore, from (4.2a) it follows that µτ ∈
L2(0, T ;R), and, hence, G(∂tuˆτ ) + µτ =: wτ ∈ L2(0, T ;VA), with the uniform
bounds ‖µτ‖2L2(0,T ;R) ≤ C and ‖wτ‖2L2(0,T ;VA) ≤ C. From the derived regularity
estimates, and invoking again (4.2a), we immediately conclude that λτ ∈ L2(Q),
and
∥∥λτ∥∥L2(Q) ≤ C.
Next, we are going to invoke the higher regularity results from Theorem 3.7. We
introduce an interpolant of gk, defined in Section 3.2, gτ (t) = wτ (t) + γ ∗ uτ (t).
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From the projection formula (3.8), we obtain that uτ = P[−1,1](ξ−1gτ (t)) holds a.e.
t ∈ (0, T ), and from (3.9) it holds that
‖∇uτ (t)‖2L2(Ω) ≤ C‖gτ (t)‖2H1(Ω).
Integrating the above inequality from (0, T ), and invoking (4.3), (2.4), and (2.12),
leads to∫ T
0
‖∇uτ (t)‖2L2(Ω) dt ≤ C
∫ T
0
‖gτ (t)‖2H1(Ω) dt
≤ C
(∫ T
0
|G(∂tuˆτ (t))|2VA dt+
∫ T
0
‖uτ (t)‖2L2(Ω˜) dt+ ‖µτ‖2L2(0,T ;R)
)
≤ C
(
‖∂tuˆτ‖2L2(0,T ;V ′A) + ‖uτ‖
2
L∞(Q˜) + ‖µτ‖2L2(0,T ;R)
)
≤ C,
and, hence, uτ ∈ L2(0, T ;VA). Since, ξ ∈ W 1,∞(Ω) (3.11), it follows that ξuτ ∈
L2(0, T ;VA), and, hence, from (4.2) we immediately deduce that λτ ∈ L2(0, T ;VA).
Collecting the above estimates, we arrive at the following a priori energy bound
‖∂tuˆτ‖2L2(0,T ;V ′A) + ‖uτ‖
2
L2(0,T ;VA)
+
∥∥λτ∥∥2L2(0,T ;VA) + ‖µτ‖2L2(0,T ;R) ≤ C.
Case ξ = 0. Following the same steps as above we obtain that λτ ∈ L2(Q), µτ ∈
L2(0, T ;R), and wτ ∈ L2(0, T ;VA) with the corresponding uniform norm bounds.
However, in contrast to the the previous case, here the projection formula (3.8)
does not hold, and, in general, we can not expect a solution to have an improved
regularity. Nevertheless, we still can derive an improved regularity for the Lagrange
multiplier λτ . Indeed, using that γ ∗ uτ ∈ L2(0, T ;VA) for γ ∈ W 1,1(Rn), uτ ∈
L∞(Q˜), and G(∂tuˆτ ) ∈ L2(0, T ;VA), µτ ∈ L2(0, T ;R), we conclude from (4.2a),
that λτ ∈ L2(0, T ;VA), and we have the following estimate:
‖∂tuˆτ‖2L2(0,T ;V ′A) + ‖uτ‖
2
L2(0,T ;VB)
+
∥∥λτ∥∥2L2(0,T ;VA) + ‖µτ‖2L2(0,T ;R) ≤ C.
Limit. From the a priori estimates and the Banach-Alaouglu theorem, there
exist functions u, λ and µ such that
(ξ ≥ 0) uτ ⇀ u weakly-* in L∞(Q˜),
(ξ > 0) uτ ⇀ u weakly-* in L
∞(0, T ;VA),
∂tuˆτ ⇀ ∂tu weakly in L
2(0, T ;V ′A),
µτ ⇀ µ weakly in L
2(0, T ;R),
λτ ⇀ λ weakly in L
2(0, T ;VA),
as τ → 0 (or equivalently, as K →∞), where by a slight abuse of notation we keep
the same subscript for convergent sub-sequences. Next, we are going to pass to the
limit τ → 0 in an equivalent time-integrated variant of (4.2). That is, we consider
(G(∂tuˆτ ) + ξuτ − γ ∗ uτ + λτ + µτ , ψ)L2(Q) = 0, ∀ψ ∈ L2(0, T ;VB),
(η − λ±,τ , 1∓ uτ )L2(Q) ≥ 0, ∀η ∈ L2(0, T ;M),
(4.4)
where now, letting τ → 0 and using the linearity of the first equation in (4.4), we
obtain that the limiting functions u, λ and µ satisfy the first equation in (2.20).
To be able to pass to the limit in the inequality constraints (4.2), and to deal
with the induced nonlinearity, we need to upgrade a weak convergence to a strong
one. Using the Aubin-Lions compactness lemma we obtain that the embedding
L2(0, T ;L2(Ω)) ∩ H1(0, T ;V ′A) ↪→ L2(0, T ;V ′A) is compact, and hence, we obtain
that
uˆτ → u strongly in L2(0, T ;V ′A).
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Next, we show we show that uτ → u strongly in L2(0, T ;V ′A). First, we note
that the following estimate holds true for piecewise linear and piecewise constant
interpolants, see, e.g., [15, Proposition 3.9]:
‖uˆτ − uτ‖L2(0,T ;V ′A) ≤ Cτ‖∂tuˆτ‖L2(0,T ;V ′A).
Then, using the above estimate and a triangle inequality we arrive at
‖uτ − u‖L2(0,T ;V ′A) ≤ ‖uτ − uˆτ‖L2(0,T ;V ′A) + ‖uˆτ − u‖L2(0,T ;V ′A) → 0,
as τ → 0 (or equivalently, as K → ∞). Similarly as in (2.19) we can decompose
the complementarity conditions (4.4) as∫ T
0
(η(t), 1∓ uτ (t))L2(Ω) dt ≥ 0 and
∫ T
0
(λ±(t), 1∓ uτ (t))L2(Ω) dt = 0.
Now passing to the limit τ → 0 in the above expressions and using the fact that
the inner product of strong and weak convergences converges, we obtain
0 ≥ (η, uτ ∓ 1)L2(Q) → (η, u∓ 1)L2(Q),
0 =
〈
λ±,τ , 1∓ uτ
〉
L2(0,T ;VA)×L2(0,T ;V ′A)
→ 〈λ±, 1∓ u〉L2(0,T ;VA)×L2(0,T ;V ′A),
that leads that the limiting functions λ = λ+−λ− and u satisfy the complementarity
conditions in (2.20), and since the problems (2.20) and (P) are equivalent, this
concludes the proof. 
4.2. Uniqueness and continuous dependence result.
Theorem 4.2. Let γ satisfies (H1)–(H2), and ξ(x) := cγ(x)−cF > 0 for all x ∈ Ω,
then the solution u ∈ W (0, T ) ∩ L∞(Q˜) of the problem (P) is unique. Moreover,
if u1 and u2 are two solutions of (P) with the initial conditions u01 = u1(0) and
u02 = u2(0), respectively, then we have the following continuous dependence result
‖u1(t)− u2(t)‖2V ′A ≤ e
CT
∥∥u01 − u02∥∥2V ′A , for a.e. t ∈ (0, T ), (4.5)
where a constant C > 0 is independent of the initial condition.
Proof. Let (u1, w1) and (u2, w2) be two solutions of (P) with the corresponding
initial conditions u01 = u1(0) and u
0
2 = u2(0). We define u(t) := u1(t) − u2(t),
w(t) := w1(t)−w2(t) and u(0) = u1(0)−u2(0). Next, we consider (P) for solutions
(u1, w1) and (u2, w2). Taking a difference and choosing a test function φ = Gu(t),
noting that u(t) ∈ VB ⊂ V ′A, and exploiting (2.7), we arrive at
d
dt
‖u(t)‖2V ′A + (w(t), u(t))L2(Ω) = 0, for a.e. t ∈ (0, T ). (4.6)
We consider a second inequality in the problem (P) for (u1, w1) and (u2, w2) tested
with φ = u2 and φ = u1, respectively. Then, taking a difference of two inequalities
and accounting for (2.10) we obtain that
(ξu(t), u(t))L2(Ω) − (γ ∗ u(t), u(t))L2(Ω) − (w(t), u(t))L2(Ω) ≤ 0. (4.7)
Using similar techniques as in the proof of Theorem 3.5 we can estimate the second
term in the above inequality:∣∣(γ ∗ u(t), u(t))L2(Ω)∣∣ = ∣∣∣〈γ ∗ u(t), u(t)〉VA×V ′A ∣∣∣ ≤ ‖∇γ ∗ u(t)‖L2(Ω)‖u(t)‖V ′A
≤ Cˆγ‖u(t)‖L2(Ω˜)‖u(t)‖V ′A ≤ Cˆγ
(

2
‖u(t)‖2L2(Ω˜) +
1
2
‖u(t)‖2V ′A
)
≤ Cˆγ
2
(1 + C4PC
2
γ)‖u(t)‖2L2(Ω) +
Cˆγ
2
‖u(t)‖2V ′A , (4.8)
20
with  > 0. Since, ξ(x) ≥ 0 in Ω, we obtain that there exists ξmin > 0, such that
ξ(x) ≥ ξmin > 0. Then, combining (4.7) and (4.8) we obtain(
ξmin − Cˆγ
2
(1 + C4PC
2
γ)
)
‖u(t)‖2L2(Ω) −
Cˆγ
2
‖u(t)‖2V ′A − (w(t), u(t))L2(Ω) ≤ 0.
Choosing  = ξminCˆ
−1
γ (1 +C
4
PC
2
γ)
−1 and adding the above inequality to (4.6) leads
to
d
dt
‖u(t)‖2VA′ +
ξmin
2
‖u(t)‖2L2(Ω) ≤ C‖u(t)‖2V ′A .
Now, applying the Gronwall lemma we obtain the desired estimate and conclude
the proof. 
4.3. Properties of the solution. Similarly as in the time discrete case discussed
in Section 3.2, for ξ(x) > 0, ∀x ∈ Ω, we obtain the projection formula that holds
a.e. in (0, T )×Ω:
u(t) = P[−1,1]
(
1
ξ
g(t)
)
=

1, if g(t) ≥ ξ,
−1, if g(t) ≤ −ξ,
(1/ξ)g(t), if g(t) ∈ (−ξ, ξ),
(4.9)
where, we recall, g(t) := w(t) + γ ∗ u(t). Analogously, for ξ(x) = 0, x ∈ Ω, the
solution can admit sharp interfaces.
Theorem 4.3 (Sharp interfaces). Let (u(t), w(t)) be the solution pair of (P), and
γ satisfy (H1). If ξ(x) := cγ(x)− cF = 0, ∀x ∈ Ω, then it holds a.e. in (0, T )×Ω:
u(t) ∈

{1}, if g(t) > 0,
{−1}, if g(t) < 0,
[−1, 1], if g(t) = 0,
(4.10)
where g(t) = w(t) + γ ∗ u(t), and, if |{g(t) = 0}| = 0 a.e. t ∈ (0, T ), then u(t)
assumes only phases −1 and 1 a.e. in (0, T )×Ω.
5. Numerical results
In this section we present numerical experiments for one and two-dimensional
cases for the nonlocal operator (2.1) defined for Case 1 and Case 2.
5.1. Discretization. Let Ω ⊂ Rn, d ≥ 1, be a polygonal domain. We partition
Ω ∪ ΩI into a shape regular quasi-uniform triangulation {Th}h such that there
exists a proper triangulation {T ′h}h ⊂ {Th}h of Ω, that respects the boundary
of Ω. We denote by h the maximum diameter of the elements K ∈ Th and set
Ωh ∪ΩhI = ∪K∈ThK and Ωh = ∪K∈T ′hK.
We employ implicit Euler time stepping scheme with piecewise-linear continuous
finite elements for spatial discretization. We define
Sh = {vh ∈ C0(Ω) : vh|K ∈ P1(K), ∀K ∈ Th},
S˜h = {vh ∈ C0(Ω˜) : vh|K ∈ P1(K) ∀K ∈ Th}.
Let JΩh denote the set of nodes corresponding to the triangulation of Ω (including
the boundary nodes), J Ih the set of nodes in Ω∪ΩI \Ω, and J Ω˜h the set of all nodes.
Also, we set pj ∈ J ∗h , ∗ ∈ {Ω, I, Ω˜} to be the coordinates of the corresponding
nodes. Then, we can represent Sh = span{φp, p ∈ J Ωh } and S˜h = span{φp, p ∈
J Ω˜h }, where φi are the nodal Lagrange basis functions, φi(xj) = δi,j .
Similarly as in [7] we employ a mass-lumping approach, where by (·, ·)h and (·, ·)h˜
we denote a mass-lumped L2(Ω) and L2(Ω˜ \ Ω) inner products, respectively. To
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adapt the mass-lumping procedure for the nonlocal term, we employ the trapezoidal
quadrature rule to assemble b(·, ·). In this way, the resulting discretized bilinear
form preserves the mass-lumping property. Indeed, let Ixh [·] be the nodal interpolant
in direction x (respectively in y, Iyh) and let c
h
γ(x) :=
∫
Ω˜
Iyh [γ(x, y)] dy. For any
φ, ψ ∈ S˜h we introduce the discrete convolution
(γ ~ φ)(x) :=
∫
Ω˜
Iyh [γ(x, y)φ(y)] dy =
∑
k∈J Ω˜h
m˜kγ(x, yk)φ(yk), m˜k =
∫
Ω˜
φk(x) dx
and the bilinear form
bh(φ, ψ) :=
1
2
∫
Ω˜
∫
Ω˜
IxhI
y
h [(φ(x)− φ(y))(ψ(x)− ψ(y))] dxdy
=
∫
Ω
Ixh
[
chγφ(x)ψ(x)
]
dx−
∫
Ω
Ixh [ψ(x)(γ ~ φ)(x)] dx+
∫
Ω˜\Ω
Ixh [ψ(x)Nhφ(x)] dx
= (chγφ, ψ)h − (γ ~ φ, ψ)h + (Nhφ, ψ)h˜,
where
Nhφ(x) :=
∫
Ω˜
Iyh [(φ(x)− φ(y))γ(x, y)] dy = chγφ(x)− (γ ~ φ)(x).
From the above expression we see that mass-lumping for the nonlocal term holds
on the discrete level. Now, letting ψj ∈ S˜h to be the Lagrangian basis functions,
we obtain that bh(φ, ψj) = (c
h
γφ, ψj)h− (γ~φ, ψj)h for all j ∈ JΩh and bh(φ, ψj) =
(Nhφ, ψj)h˜ for all j ∈ J Ih .
Then, the fully discrete problem reads as follows: For a given u0h ∈ S˜h we seek
(wkh, u
k
h, λ
k
h) ∈ Sh × S˜h × Sh, k = 1, . . . ,K, such that the following holds
1
τ
(ukh − uk−1h , φ)h + (∇wkh,∇φ)L2(Ω) = 0, ∀φ ∈ Sh,
(wkh, ψ)h − bh(ukh, ψ) + cF (ukh, ψ)h − (λkh, ψ)h = 0, ∀ψ ∈ S˜h,
λkh = λ
k
h,+ − λkh,−, λkh,+ ≥ 0, λkh,− ≥ 0, |ukh| ≤ 1,
λkh,±(pj)(u
k
h(pj)∓ 1) = 0, ∀pj ∈ JΩh .
(5.1)
Thanks to the mass-lumping property of bh(·, ·), we can also obtain the projection
formula (4.9), for a fully discrete solution ukh ∈ S˜h:
ukh(pj) = P[−1,1]
(
1
ξh(pj)
gkh(pj)
)
, pj ∈ JΩh , k = 1, . . . ,K,
where ξh(pj) = c
h
γ(pj) − cF > 0 and gkh := wkh + γh ~ ukh. The availability of the
above formula is useful, as it provides an insight into the stability properties of the
discrete solution.
We note that the discrete system (5.1) is computationally demanding due to
the inclusion of the nonlocal term bh(·, ·) on the left-hand side of the equation.
This leads to inverting a large and dense matrix at each time step in (5.1). To
overcome it, one can consider instead an implicit-explicit time stepping scheme,
where we discretize the local part of bh(·, ·) implicitly, and the remaining nonlocal
part explicitly, i.e.,
bh(u
k
h, ψ) ≈ (chγukh, ψ)h − (γh ~ uk−1h , ψ)h. (5.2)
The discrete systems (5.1) can be solved by the primal-dual-active set strategy
(PDAS), which has been already successfully employed for local Cahn-Hilliard vari-
ational inequality problem; see, e.g., [7, 35]. Under suitable conditions, PDAS is
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equivalent to the semismooth Newton method, which converges locally superlin-
early; for more details, see [34].
Below we present several numerical examples which illustrate the behaviour of
the nonlocal solution of (5.1) and comparative study of the nonlocal vs. local solu-
tions of the Cahn-Hilliard variational inequality. By “local” we mean the solution
of (1.1) with the constant mobility and F defined in (1.4).
5.2. Numerical examples. The computational domain Ω is set to be the unit
cube, Ω = (0, 1)d, d = 1, 2 and is discretized with uniform mesh of mesh size
h = 1/N , with N ∈ N specified in each instance. For the choice of the kernel γ, we
consider a scaled Gaussian kernel, similar to the one defined in [22]:
γ(x, y) =
4ε2
pin/2(δ/3)n+2
e
−|x−y|2
(δ/3)2 , x ∈ Rn, δ > 0, (5.3)
with δ defining the extent of nonlocal interactions, and for δ → 0 the nonlocal
operator B recovers the Laplace operator −ε2∆, see, e.g., [22, 40]. For Case 1 the
constant cγ in (2.2) can be computed exactly and is given as cγ = 36ε
2/δ2. The
parameters ε, cF and δ are specified for each case separately.
Example 1a. Let Ω = (0, 1) and we consider the “Neumann” type nonlocal op-
erator B, defined as in Case 1. We set T = 2, τ = 2 · 10−4, δ = 0.25, and
ξ = cγ − cF = 0.008, that corresponds to ε2 = 0.00175 and cF = 1. The initial con-
dition is chosen as u0 = 0.1(sin(2pix)+sin(3pix)). In Figure 2 we depict the nonlocal
and local solutions of the Cahn-Hilliard variational inequality at different time in-
stances. We can clearly observe that the nonlocal solution has jump-discontinuities
t = 0.02 t = 0.03
t = 0.06 t = 2
Figure 2. Evolution of the nonlocal (Case 1) and local solutions
of the Cahn-Hilliard variational inequality at the different time
instances.
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(on the employed computational grid) and admits mostly pure states, while the
local solution also takes values in (−1, 1) even for large times. These observations
are in agreement with our theoretical results, where we know that for ξ = 0 the
solution can admit pure phases throughout the domain.
Example 1b. Next, we are going to investigate the behaviour of the solution
corresponding to the “regional” type nonlocal operator, defined in Case 2. We
keep the same settings as in the previous example, apart from ξ, which is no longer
constant in the present case. We set ξmin = min{ξ(x)} = 0.008, that corresponds
to ε2 = 0.00175 and cF = 0.4960. In Figure 3 we depict an evolution of the
solution at different time instances. In contrast to the previous example, we are no
longer observing sharp interfaces of the solution. This is explained by the fact that
ξ = ξ(x) is spatially dependent and does not vanish for all ξ ∈ Ω. Furthermore,
we observe steep gradients of the solution close to the boundary of Ω, which is
explained by the fact that ξ(x) is the smallest and equal to ξmin in the boundary
nodes.
t = 0.02 t = 0.03
t = 0.06 t = 2
Figure 3. Evolution of the nonlocal (Case 2) and local solutions
of the Cahn-Hilliard variational inequality at the different time
instances.
Next, we conduct a comparative study for two-dimensional examples.
Example 2. Now, let Ω = (0, 1)2 and consider the “Neumann” type nonlocal
operator B, defined as in Case 1, where we set T = 2, K = 1000, N = 43073,
δ = 0.1, ξ = 0.07, cF = 1, ε
2 = 0.0003. The initial condition u0 is chosen as
u0(x) = τ(x), where τ(x) is drawn from a uniform random distribution on [−1, 1]
at each grid point. In Figure 4 we plot the snapshots of the local and nonlocal
solutions at different time-steps. From these plots, we observe that similarly as in
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t = 0.01 t = 0.1 t = 0.4
t = 0.01 t = 0.1 t = 0.4
Figure 4. Evolution of the nonlocal (Case 1) (bottom) and local
(top) solutions of the Cahn-Hilliard variational inequality at the
different time instances for Example 2.
Example 1a, the proposed nonlocal model for Case 1 delivers sharp interfaces in
the solution.
Example 3. Next, we investigate the case of the “regional” nonolocal operator,
given as in Case 2. Since, now ξ is spatially dependent, and, in general, we can
not expect it to be constant in Ω, as illustrated in Example 1b, we are going to
consider the case when cF = cF (x) is a spatially dependent coefficient, such that
ξ(x) = cγ(x)− cF (x) is close to zero throughout a whole domain Ω. In particular,
we chose cF (x) := 0.9cγ(x) and obtain ξ(x) = 0.1cγ(x), which is positive but close
to zero in Ω. While such modification, allows us to get small values of ξ uniformly
in Ω, it modifies a potential, i.e., F0(u) = (cf (x)/2)(1−u2(x)), that, in turn, leads
to a modification of the underlying problem.
We set Ω = (0, 1)2, N = 4225, T = 1, K = 100, δ = 0.3, and ε2 = 0.004.
The initial condition u0 is chosen as u0(x) = τ(x), where τ(x) is drawn from a
uniform random distribution on [−1, 1] at each grid point. In Figure 5 we plot the
nonlocal and local solutions at different time instances. In this case, we can see
that the nonlocal solution differs completely from the local one, and, moreover, the
nonlocal solution has much sharper interfaces in contrast to the local solution. This
corresponds to the fact that ξ(x) is very small, much smaller than cγ(x).
6. Conclusions & further remarks
In this work we have presented a nonlocal Cahn-Hilliard model that permits
solutions to achieve only pure phases. We have performed a detailed analyses of
the well-posedness of the problem as well as for the regularity of solutions. We
have also provided an efficient discretization scheme, based on finite elements and
implicit/explicit time-stepping schemes, that are used in several numerical experi-
ments that illustrate the theoretical results.
Further study of efficient discretization and approximation techniques for the
model based on, e.g., explicit-implicit, cf. (5.2), or higher-order time-marching
schemes, or even model order reduction approaches, are interesting questions to
investigate and a subject of forthcoming research.
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t = 0.02 t = 0.5 t = 1
t = 0.02 t = 0.5 t = 1
Figure 5. Evolution of the nonlocal (Case 2) (bottom) and local
(top) solutions of the Cahn-Hilliard variational inequality at the
different time instances and with cF (x) = 0.9ε
2cγ(x) for Exam-
ple 4.
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