The electronic health records (EHR) are generating increasing quantities of data like never before. These extensive amount and large varieties of data provide valuable information and bring opportunities for researchers to study, thus to help clinical practice for clinicians and related decision-making for organizational managers, such as disease diagnosis and healthcare policy making. Cancer diagnosis is very important to patients because finding and treating cancer at an early stage can save lives. In this paper, we choose cancer classification as an example to demonstrate the usage of the EHR data. The data are collected and provided by clinics from private practices in New York City. We apply random forest method for cancer diagnosis. The experimental results of our preliminary work show its effectiveness, 68.5% accuracy in classifying 15 different types of cancers. Moreover, five of them are highly identified and classified, reaching the accuracy of 92.84%.
INTRODUCTION
The wide adoption of electronic health records (EHR) provides improved clinical practice. EHR systems collect patients' health information including diagnosis, lab tests, and medication, etc. The extensive use of these EHR data on one hand provides clinicians with convenience to store and quickly query patients' clinical records. On the other hand, these proliferate data can be used in clinical and translational research. Researchers use EHR data to identify patterns for some diseases and provide useful information for clinicians in their practice. Moreover, other organizations, such as healthcare service providers, can analyze abundant EHR records to facilitate policy making. Although many challenges still exist due to high dimensionality, temporality, sparsity, irregularity, and bias of EHR data (Cheng et al. 2016 ), a lot of MSM research scholars make great efforts to effectively utilize the EHR data in various aspects. These include risk prediction of patients, personalized treatment recommendation, and patient similarity evaluation Zhang et al. 2014; Wang, Sun, and Ebadollahi 2012) .
Data representation of EHR is a key step to their effective usage. The main data representation methods include vector based representation , tensor based representation (Ho et al. 2014) , sequence based representation (Gotz, Wang, and Perer 2014) , and temporal matrix based representation (Zhou et al. 2014) . Vector based representation and tensor based representation define each patient as a vector and a tensor with different modes respectively without considering the temporal features. Sequence based representation and temporal matrix based representation take temporality into consideration and construct a sequence and a matrix for each patient respectively. However, the temporal dimension increases the complexity of the data, resulting in the difficult pattern identification. The choice of data representation is important to meet the needs of different applications.
Many different approaches are adopted for the solution to various problems. To solve the classification problem, the used algorithms include K nearest neighbors (Ruiz 1986) , support vector machines (Suykens and Vandewalle 1999) , decision trees (Quinlan 1986) , random forest (Liaw and Wiener 2002) and Naive Bayes (Rish 2001) . In terms of deep learning methods, the widely used algorithm is convolutional neural networks (CNN), a neural network algorithm with multiple layers with filters applied to local features (Oquab et al. 2014) . CNN is one of the classic deep learning models and has great potentials to be used in deep learning of EHR data with rich temporal information (Cheng et al. 2016) . But deep learning methods require huge amount of data compared with traditional methods.
EHR data can be used for disease diagnosis, such as cancer classification. In 2012, cancer caused around 14.6 percent of human death . Therefore, its diagnosis and early treatment is very critical to patients' health and their improved survival. The chance of potential therapy can be reduced if there are any diagnosis delays or missed opportunities. EHR data can facilitate detecting potential delays in cancer diagnosis (Murphy et al. 2014) . This motivates us to apply machine learning techniques into cancer diagnosis to demonstrate the usage of EHR data. Towards this goal, we represent the EHR data from clinics in New York City as vectors and apply machine learning algorithms for cancer diagnosis. Through the example, we aim to show that EHR can be efficiently used in various occasions.
The rest of this paper is organized as follows. Section 2 briefly discusses existing work in EHR data and their usage and related methods. Section 3 introduces the used method in this paper and section 4 presents experiments settings and the experimental results. Section 5 draws conclusions and points out the future work.
RELATED WORK
Electronic health records have received much attention recently since they contain valuable information of patients. A lot of research has been done to study and translate those data. Choi et al. (2016) developed a predictive model Doctor AI to predict clinical events using recurrent neural networks. The model was tested by longitudinal time stamped EHR data to show its effectiveness. Henao et al. (2015) presented a multi-modality architecture for EHR analysis based on Poisson Factor Analysis. EHR of over 240,000 were used to examine the model and better mortality and morbidity predictions were achieved. Miotto et al. (2016) designed an unsupervised deep feature learning method to derive a patient representation from EHR data, thus to facilitate clinic predictive modeling. The method was evaluated by EHR data of 76,214 patients. Gary et al. (2016) used machine learning approaches to identify rare disease patients from EHR data. They targeted cardiac amyloidosis identification with the help of experienced cardiologists.
To effectively utilize EHR data, we need to represent the data using various data structures. This is called electronic phenotyping. represented each patient as a vector with linear combination of raw medical events and their related coefficients were decided by optimization methods. However, those events didn't have time stamps. Ho et al. (2014) constructed a tensor for each patient with different modes, each of which is corresponded to a specific type of medical entity. They explored the interactions among medical entities. It didn't consider the temporal factor either. Gotz, Wang, and Perer (2014) represented each patient as a sequence with time stamped events. It returned a large number of patterns and therefore, it is hard to identify useful patterns. Zhou et al. (2014) defined a patient as a two dimensional matrix with time and medical events to detect shift invariant patterns using EHR data. However, it needed to enumerate all the possible values and had low performance. Therefore, vectors and tensors are simple, but don't have temporal dimension. Sequences and temporal matrices incorporate time, but suffer from performance. Due to its simplicity, our example of EHR data usage in this paper will be based on vector representation.
Based on the data presentation of EHR, numerous approaches and methods are applied to analyze EHR data of patients. Gary et al. (2016) developed a bootstrap machine learning approach to identify rare diseases from EHR data. In the paper, they systematically compared various approaches including K nearest neighbor, support vector machines, naive Bayes, decision trees, random forest, and Adaboost. Among them, random forest achieved a high tenfold cross-validation F1 score of 0.98. Cheng et al. (2016) used deep learning methods for risk prediction from EHR data. Convolutional neutrual networks (CNN) was applied to apply EHR data of patients. Their deep learning framework showed the effectiveness by quality and quantity evaluations. Although other approaches, such as regression models, were utilized, machine learning and deep learning methods gain popularity and we will use random forest in our example of usage of EHR data in this paper.
A CASE STUDY FOR USE OF EHR DATA: CANCER CLASSIFICATION
In this section, we present a case of cancer classification using EHR data. A classification problem is categorizing a new observation based on a training set which contains observations with known membership. Thus, cancer diagnosis can be seen as a classification problem in the machine learning community (Guyon et al. 2002) . In cancer classification, the existing EHR data are treated as the training set. When given new EHR without diagnosis results, cancer diagnosis can be achieved by solving a classification problem. The new EHR data without diagnosis results are a testing set. There are two main steps in classification, feature extraction (also called phenotyping or data presentation) and data analytics. In feature extraction, the clinically relevant information from raw EHR data is selected for efficient use of future steps. In data analytics, based on the data presentation in feature extraction, various algorithms are applied to analyze the extracted data to achieve classification. The patients can be represented by vectors, tensors, sequences, or matrices for data analytics. Due to its simplicity and effectiveness, we adopt vector based representation, in which each patient is defined by a vector. We use random forest to analyze those vectors from EHR data. Random forest has two main steps, constructing decision trees and classifying the test case based on individual trees. We present them below.
EHR data can contain both categorical and continuous features, such as pain-level and globulin test. This makes it difficult to directly apply machine learning techniques. However, decision tree (Quinlan 1986 ) turns out to be a powerful classification algorithm with many good properties. It is suitable for multi-class tasks, able to handle mixture of categorical and continuous features, and able to measure importance of different features. Therefore, it is a popular choice for cancer diagnosis tasks. A decision tree is like a flow chart as shown in Figure 1 . In the figure, a node (display in ellipse) means testing on a feature and a branch represents the output. The leaf node (display in square) has no branches and stands for a certain diagnosis result. From the figure, we see that there exist three features, four outputs, and three diagnosis results. The path from the root to a leaf node means the classification strategy, or diagnosis strategy. The basic idea of determining branches is to make nodes within a branch have high purity, in other words, be of the same class as much as possible. This could be done according to some mathematical heuristics, for example, information gain. Let D represent the set of current observations, or samples, and A is the feature used to classify these observations. There are Y classes for these observations. The ratio of each class over D is k P , where A on the feature A. The greater information gain, the less entropy left for each division. As a result, it is assumed to have high purity for the classification. Features at the top of the tree contribute to a larger fraction of observations than those in the bottom. The expected fraction can be used as an estimate of the importance of the feature.
Based on constructed decision trees, random forest ensembles a set of them during training and takes the mode of classification results of these trees for testing. The training algorithm for random forest is bagging (Breiman 1996) , which uniformly samples from the training set with replacement. Each sample will be equally likely sampled and put into a bag to train a decision tree. Thus, the algorithm can form a forest with multiple decision trees. Moreover, during training, random selection of features is introduced to construct tree with controlled variance (Amit and Geman 1997) , in which instead of evaluating all features for branching, only part of features are selected for evaluation. In random forest, the feature importance can be calculated by the average of feature importance from those trees.
CASE STUDY EVALUATION AND RESULTS

Case Study Evaluation
In our case study, we processed the raw EHR data using vector based presentation and applied random forest to the processed data for cancer classification. The used EHR data are from some clinics in New York City which consist of prescriptions, diagnosis, laboratory tests and vital-signs. Each of them is stored separately as a table where each row represents a record and each column refers to an event. Each record has the patient ID and the visiting time. For cancer diagnosis, we take tables of diagnosis, laboratory tests and vital signs for evaluating the performance. We assume that the patient has the laboratory tests, vital-signs and the diagnosis on the same date. Thus, these tables can be combined based on the patient ID and their visiting time, which is often referred as an join operation in database. After the join, the patient ID and visiting time columns are dropped because we classify only according to clinical features which are seen as irrelevant to the date. Moreover, since there are 45 different cancers in the dataset, the joined table that contains other diseases will be filtered by these cancers that are encoded in ICD-9 or ICD-10. As a result, 9,052 cancer records are left where each has 522 features.
A threshold is then set as 100 for both cancers and each column. This is to make sure there are enough records for analyzing each cancer and each feature. More specifically, each row represents the record of a cancer patient on certain date. Cancers with less than 100 records will be filtered out. Similarly, columns with less than 100 records are also filtered out. This results in the data used for further analysis, as shown in Table 1 . From the table, we know that there are 8,607 records totally with 79 features on 15 different cancers. Two ways can be used to solve the imbalanced data problem, oversampling and undersampling, which make the data uniformly distributed by generating synthetic data or removing extra data, respectively. In this paper, we adopt the undersampling method so that all training data are from real world and with practical meaning. So we finally narrow down the data to 1,710 records for 15 cancers where each has 114 records.
Experimental Results
We use K-fold cross validation for assessing how random forest could perform on new EHR. In other words, our objective is to estimate how well the random forest could perform in practice. All experiments are conducted using the Python Scikit-learn Toolkit (Pedregosa et al. 2011 ) and averaged over 10 times.
In K-fold cross validation, the given data set is randomly partitioned into K subsets with equal size. Among the K subsets, there are K-1 subsets used as training data and the remaining one is for testing data. This process will be repeated K times to make each subset used exactly once as testing data. Finally K times evaluation performance will be averaged as the estimation of performance of the classifier. Based on K-fold cross validation, we report our findings below.
We classify 15 different cancers as listed in Table 1 with accuracy of 68.5% with 200 trees. Table 2 shows the top 10 important features in this classification for these 15 cancers. From the table, we see that the glucose is the most important feature in classifying these cancers. Figure 2 shows the confusion matrix for these cancers represented in their ICD codes. In the figure, the horizontal axis means diagnosis generated by the classifier while the vertical axis represents the ground-truth diagnosis of corresponding EHR. The element in the matrix means number of records that are classified as its horizontal axis but is actually diagnosed as its vertical axis. Thus, values in the diagonal mean the number of correctly diagnosed records. Since it is the averaged result, values in confusion matrix are not necessarily integer numbers. From the figure, we know that Adenocarcinoma of Small Bowel (ICD 152.9) has the most correctly classified records. According to the confusion matrix in Figure 2 , we focus on top five cancers that are highly classified including Renal Cell Carcinoma, Pancreatic Cancer, Adenocarcinoma of Small Bowel, Esoph Carcinoma and Ovarian. We use the same method to process the EHRs data of these five cancers to obtain 570 records, each of which has 34 features. We achieved 92.84% accuracy for classifying these 5 cancers. The confusion matrix and top 10 important features are shown in Table 3 and Figure 3 respectively. From the table, we see that glucose is still the most important feature. However, compared with the previous result in Table 2 , there are other new features ranked top 10, for example, the glomerular filtration rate cal. This feature actually measures the overall index of kidney function, which is related to some of these cancers. 
CONCLUSIONS AND FUTURE WORK
In this paper, we discussed the potential usage of EHR data and use cancer diagnosis to demonstrate its usage and effectiveness. The designed experiments show that an acceptable accuracy is achieved to evaluate 15 different cancers with 68.5% accuracy. Further, five of them can be identified with accuracy 92.84%. These promising results will provide guidelines for our future exploration to use EHR data, especially in disease diagnosis and healthcare policy making. Our future work will be in the following directions.
First, we will further analyze and evaluate the used method using more EHR data. Second, we plan to apply the method to other disease diagnosis. Finally, we will examine the effects of different methods on the diagnosis accuracy, for example Gradient Boosting.
