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EFFECTIVE MASS THEOREMS FOR NONLINEAR
SCHRO¨DINGER EQUATIONS
CHRISTOF SPARBER
Abstract. We consider time-dependent nonlinear Schro¨dinger equations sub-
ject to smooth, lattice-periodic potentials plus additional confining potentials,
slowly varying on the lattice scale. After an appropriate scaling we study the
homogenization limit for vanishing lattice spacing. Assuming well prepared
initial data, the resulting effective dynamics is governed by a homogenized
nonlinear Schro¨dinger equation with an effective mass tensor depending on
the initially chosen Bloch eigenvalue. The given results rigorously justify the
use of the effective mass formalism for the description of Bose-Einstein con-
densates on optical lattices.
version: August 26, 2018
1. Introduction
Recent experiments on Bose-Einstein condensates (BECs) study the influence of
optical lattices (or super-lattices) on the dynamics of the condensate, cf. [12, 14,
28, 32]. The theoretical description of such systems is usually based on the famous
Gross-Pitaevskii equation, i.e.
(1.1) ih¯∂tψ = −
h¯2
2m
∆ψ + V (x)ψ + U0(x)ψ +Nα0|ψ|
2ψ, x ∈ R3, t ∈ R,
where m is the atomic mass, h¯ is the Planck constant, N is the number of atoms
in the condensate and
(1.2) α0 =
4pih¯2a
m
,
with a ∈ R being the s-wave scattering length derived from the corresponding N -
particle theory, cf. [36]. Depending on the sign of a, the condensate is said to
be either repulsive (stable) or attractive (unstable). In the nonlinear Schro¨dinger
equation (NLS) (1.1) the potential U0(x) models some given external confinement,
whereas V (x) represents the lattice-potential, satisfying
(1.3) V (x+ γ) = V (x), ∀x ∈ R3, γ ∈ Γ,
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where Γ ≃ Z3 denotes some given regular lattice, generated through a basis {ζ
1
, ζ
2
, ζ
3
},
ζ
l
∈ R3, i.e.
(1.4) Γ =
{
γ ∈ R3 : γ =
3∑
l=1
γlζl, γl ∈ Z
}
.
Of course the nonlinear dynamics described by (1.1) can be highly involved. In the
physics literature it is therefore frequently proposed, cf. [27, 38, 41], to consider
the following simplifications: First it is assumed that the matter wave-field ψ(t)
can be characterized by a (fixed) central wave vector k0 ∈ R
3 and second one
tries to capture the rapid oscillations in the wave function ψ(t) by performing an
asymptotic expansion in terms of Bloch waves χn(y, k0) (see equation (2.4) below for
their precise definition). The center of mass of the wave function is then described
by a slowly varying envelope function f(t, x), the dynamics of which is formally
found to be governed by an effective-mass NLS. These types of approximations are
well known in solid-state physics [8], though mostly in a time-independent setting
[35], where one considers the motion of electrons in a crystal. It is the purpose
of this work to rigorously justify the described approach in particular within the
considered nonlinear context.
To this end we shall consider a more general NLS than originally proposed in (1.1),
namely
(1.5)
 ih¯∂tψ = −
h¯2
2m
∆ψ + V (x)ψ + U0(t, x)ψ + α|ψ|
2σψ, x ∈ Rd, t ∈ R,
ψ
∣∣
t=0
= ψI(x),
where α ∈ R, and σ ∈ N. To motivate the choice σ ≥ 1, we note that for d <
3 higher order nonlinearities are frequently used in the description of BECs, cf.
[26, 29]. Moreover different NLS type models of the form (1.5) also appear in
nonlinear optics and laser physics, cf. [42] (see also [24] for a rigorous derivation).
We assume ψI ∈ L
2(Rd) to be normalized such that
(1.6)
∫
Rd
|ψI(x)|
2dx = 1.
This normalization condition is henceforth conserved during the time-evolution.
Again V is assumed to be periodic w.r.t. to some regular lattice Γ ≃ Zd and
U0 denotes some, in general time-dependent, smooth external potential. Now, we
rescale the equation (1.5), in order to precisely identify the asymptotic regime we
shall be dealing with in the following. We have in mind a situation where the
potential U0 is slowly varying on the lattice-scale corresponding to V . Hence, there
are essentially two scales in this problem. First, the macroscopic length- and time-
scale, denoted L and T respectively, which are introduced via U0 by rewriting it in
the following dimensionless form
(1.7) U0(t, x) =
mL2
T 2
U(t/T, x/L).
In other words, the scaled potential U is such that a free particle of mass m under
the influence of U0 will travel the distance L in the time unit T . On the other hand
we can also introduce a couple of microscopic scales, λ and τ , via a rescaling of the
periodic potential V such that
(1.8) V (x) =
mλ2
τ2
VΓ(x/λ).
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The rescaled lattice Γ is henceforth generated through a basis {ζl}
3
l=1, where ζl =
ζ
l
/λ, and the microscopic time-unit τ is then given by
(1.9) τ =
mλ2
h¯
.
We consequently define two small dimensionless parameters, ε and δ respectively,
as being the length- and time-ratios, i.e.
(1.10) ε =
λ
L
, δ =
τ
T
.
In the following, both of them are assumed to be small, i.e. ε ≪ 1, δ ≪ 1, but in
general not necessarily equal. Next we introduce new space- and time-variables x˜
and t˜ via
(1.11) x˜ =
x
L
, t˜ =
t
T
,
and rescale the NLS (1.5) in dimensionless form. Having in mind the normalization
condition (1.6) we also need to rescale the wave function ψ by
(1.12) ψ˜(t˜, x˜) = Ld/2ψ(t, x).
After multiplying (1.5) by T 2/(mL2), we consequently arrive at the following di-
mensionless two-parameter model (where we again omit all ” ˜ ” for simplicity):
(1.13)
 ih∂tψ = −
h2
2
∆ψ +
h2
ε2
VΓ
(x
ε
)
ψ + U(t, x)ψ + κ |ψ|2σψ,
ψ
∣∣
t=0
= ψI(x).
Here we introduced two additional dimensionless parameters
(1.14) h :=
h¯T
mL2
, κ :=
αT 2
mLdσ+2
,
the former of which can be considered to be Planck’s constant in the macroscopic
variables. Note that the following important relation holds
(1.15) ε2 = hδ,
connecting the ratio of the length-scales ε with the corresponding time-scale ratio
δ. Finally, since we are aiming for nonlinearities of order O(1) we shall impose from
now on that
(1.16) |κ| ≡
|α|T 2
mLdσ+2
= 1, or, equivalently, T =
√
mLdσ+2
|α|
,
hence relating the macroscopic length- and time-scales in a specific way. We remark
that in the linear case a scaling analogous to (1.13) has been introduced in [37].
A brief discussion on several aspects of this scaling procedure is now in order: First
note that if we choose h = ε, hence, in view of (1.15), ε = δ, i.e. if we choose
the same ratio for both, the length- and the time-scales, then the equation (1.13)
simplifies to a one-parameter model given by
(1.17) iε∂tψ = −
ε2
2
∆ψ + VΓ
(x
ε
)
ψ + U(t, x)ψ + κ |ψ|2σψ.
This is nothing but the standard semi-classical scaling for (nonlinear) Schro¨dinger-
type equations including an additional highly oscillatory periodic potential VΓ. Re-
cently the rigorous study of the corresponding asymptotic regime ε→ 0, known as
the combined semi-classical and adiabatic approximation, attracted lots of interest.
In particular in the linear setting, i.e. κ = 0, different mathematical approaches
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are currently at hand, e.g., WKB-type expansions [6, 21], Wigner transformation
techniques [30, 18], and the so-called space-adiabatic perturbation theory [33, 44],
which gives the most sophisticated mathematical results so far. Including nonlin-
ear effects, the literature is not so abundant. To the author’s knowledge the only
result in this direction is a recent paper by R. Carles, P. Markowich, and the author
himself [11]. The results given there though are only valid for weak nonlinearities,
in the sense that we need to assume κ ∼ O(ε). Therefore a different rescaling of
the original NLS (1.5) has been introduced in [11].
Remark 1.1. Additionally there exists a related work on the semi-classical limit of
the so-called Schro¨dinger-Poisson system [5] in a crystal. There however additional
assumptions have to be imposed which are out of the realm of the present setting
(like truly mixed-state initial data).
In the following our focus is not on the semi-classical regime though. Rather we
shall study the asymptotic behavior of the scaled NLS (1.13) for ε ≪ 1 but with
a fixed h of order O(1). Note that, by (1.15), this implies δ ∼ O(ε2), hence we
are considering our system on a much larger macroscopic time-scale T than we
do by fixing a macroscopic length-scale L via (1.10). In particular we are dealing
with much larger times T as in the semi-classical studies described above. Roughly
speaking the semi-classical regime can be seen to be an asymptotic description for
ballistic scales, whereas we shall be dealing in the following with dispersive scales
(sometimes also called diffusive scales). As we shall see, this indeed turns out to be
the asymptotic regime where one can rigorously justify the effective-mass formalism
discussed at the beginning. Remark however that, in contrast to what is noted in
[3], the considered regime is not equivalent to the one obtained after rescaling time
in the semi-classical equation (1.17) by t → εt. The reason being the different
orders of magnitude in the external potential U and in the nonlinearity.
To have a more concrete feeling of the involved time- and length-scales we come
back to our original equation (1.1). Thus we consider (1.13) in d = 3, with σ = 1
and therefore κ = 4pih¯2aT 2/(mL5) by (1.14). A particular example for the periodic
potentials used in physical experiments is then given by [14, 36]
(1.18) V (x) =
3∑
l=1
h¯2ξ2l
m
sin2 (ξlxl) , ξl ∈ R,
where ξ = (ξ1, ξ2, ξ3) denotes the wave vector of the laser field which generates the
optical lattice. Hence we readily identify λ = (λ1, λ2, λ3) as λl = 1/ξl. Moreover
the slowly varying external potential U0 is usually modeled to be static and of
harmonic oscillator type (isotropic or anisotropic), i.e.
(1.19) U0(x) =
mω20
2
|x|2, ω0 ∈ R, x ∈ R
3.
In this case, a natural choice for the macroscopic length -scale is therefore given
by L = a0, where a0 denotes the length of the harmonic oscillator ground state
corresponding to U0(x), i.e.
(1.20) a0 :=
√
h¯
ω0m
.
The assumption ε≪ 1 is then of course equivalent to λ≪ a0. In an actual physical
experiment this requirement can be easily satisfied as a typical ground state length
would be a0 ≈ 10
−6[m], whereas the wave vectors ξl of the laser fields are usually
tuned from 106[1/m] to 109[1/m], the latter case therefore being suitable in our
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situation. The corresponding relation for the time-scales though is more subtle.
From the condition (1.16) we see that T has to be chosen such
T 2 =
a50m
2
4piN |a|h¯2
≫ τ2, since δ ≪ 1.
With τ given by (1.9) this finally leads to the requirement
a50
4piN |a|
≫ λ4.
In particular, in the so-calledmoderate interaction regime, characterized by the fact
that 4piN |a| ≈ a0 [4], this is again equivalent to a0 ≫ λ and in this case we compute
T 2 =
a0
4piN |a|ω20
≈
1
ω20
.
Note that this is precisely what one would get in the corresponding linear situation.
From a mathematical point of view the limit ε→ 0 with δ fixed, corresponds to the
so-called homogenization limit of (1.13). In view of the classical homogenization
results as described in, e.g. [6, 23], the main new difficulty, apart from the appearing
nonlinearity, stems from the large factor 1/ε2 in front of the periodic potential which
furnishes a highly singularly perturbed term. It is therefore not a surprise that,
even in the linear case, this type of homogenization problems have been rigorously
studied only very recently [2]. In particular, (linear) time-dependent Schro¨dinger-
type equations have been considered in [3] and in [37]. The latter result relies on the
use ofWigner measures, a technique which can not be applied in the given nonlinear
situation though. The former work is more closely related to ours, as it combines
classical homogenization techniques, most notably two-scale convergence methods
[1], with Bloch wave decomposition [13]. However, we want to stress the fact
that the nonlinear case we shall be dealing with, is by no means a straightforward
generalization of the linear results. More precisely, one should note that the scaling
of (1.13) in general prohibits the derivation of suitable, i.e. uniformly in ε, a-priori
estimates, except for the basic L2 estimate, corresponding to the conservation of
mass. In the majority of cases, the derivation of such uniform estimates is crucial
to gain sufficient control on the limiting behavior of the appearing nonlinearities,
a problem which can not be handled by using weak-convergence methods (such as
Wigner measures or two-scale convergence).
Remark 1.2. Also, by the same reasons, our results do not fit in the framework
of H-measures [43], or G-convergence [34].
We note that in [2, 3] the authors propose the usage of a factorization principle
in order to extend their results also to the nonlinear case. This approach though
remains unproven there and moreover it is known to be applicable only in situations
where the initial data ψI is concentrated at the minimum of the first Bloch band
(see [2, 3] for more details on this).
In comparison to that, the results given below are indeed independent of the number
of the Bloch band and also they do not require ψI to be concentrated at a local
minimum of the considered band. On the other hand we do need the initial data
ψI to be well-prepared in a sense to be made more precise below, cf. Assumption
4.3. Additionally we need to assume sufficient regularity on the potentials U, V
as well as on the initial data ψI . The reason for these assumptions is on the
one hand the fact that we shall use a more traditional multiple-scales expansion
method, similar to those introduced in [6]. This approach will allow us to obtain,
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in a rather transparent way, an asymptotic description of ψ(t) for small ε ≪ 1,
and also to determine the corresponding effective homogenized NLS. On the other
hand, in order to prove that the given asymptotic solution is indeed stable under the
nonlinear time-evolution governed by (1.13), we shall adapt an approach originally
introduced to prove the accuracy of nonlinear geometrical optics expansions, cf.
[15, 20, 39] for the most closely related results to the present work. The given proof
will then again heavily rely on the fact that we have sufficient regularity properties
and well prepared initial data. A similar strategy recently proved to be successful
when applied to the weakly-nonlinear semi-classical situation studied in [11]. The
main goal of this paper though is not the introduction of new methods but rather
a complete and correct treatment of the problem at hand. Moreover one should
keep in mind that for completely arbitrary initial data ψI ∈ L
2(Rd), one can not
expect an effective mass type dynamics to be valid. In other words, to obtain
an equation of the form (1.22) the initial data ψI needs to be (asymptotically) of
the same type as stated below, at least in leading order, and the additional well-
preparedness assumptions we shall need, only concern the higher order terms within
the asymptotic expansion. Remark that only in linear cases the superposition
principle allows for more general states ψI .
On the expense of not completely well defined assumptions (to be made precise
later on) let us now state the typical effective mass theorem we shall prove in the
following:
Theorem 1.3. Let VΓ and U be smooth, real-valued potentials, such that VΓ is
Γ-periodic and U is sub-quadratic. Assume that for some k0 ∈ R, the initial data
ψI is of the following form
ψI(x) = fI(x)χn
(x
ε
, k0
)
eik0·x/ε + εηε(x),
where fI ∈ S(R
d;C), χn(y, k) is an eigenfunction of Bloch’s spectral cell problem,
corresponding to a simple eigenvalue En(k), and the corrector η
ε ∼ O(1) is such that
ψI is well prepared, up to sufficiently large K ∈ N, in the sense of Assumption 4.3
below. Then there exists a ε0 > 0, such that for ε ≤ ε0 the following asymptotic
estimate holds
sup
t∈[−τ0,τ0]
‖ψ(t)− vε0(t)‖L2(Rd) = O(ε), τ0 < τ,(1.21)
where τ > 0 is the maximum existence-time for a smooth solution f(t, x) for the
homogenized NLS
(1.22) ih∂tf = −
h2
2
div(M∗∇)f + U(x)ψ + κ∗ |f |2σf,
with effective mass tensor M∗ = D2En(k0) and an effective coupling κ
∗ ∈ R, given
by (3.21) below. Moreover, the leading order approximate solution vε0 is found to be
(1.23) vε0(t, x) = f
(
t, x−
ht
ε
∇kEn(k0)
)
χn
(x
ε
, k0
)
eik0·x/εe−ihEn(k0)t/ε
2
.
Remark that the estimate (1.21) implies a strong two-scale convergence statement
as defined in [1, 2, 3]. Also note that, apart from the nonlinearity, our approach
represents a refinement of the classical multiple-scales expansions given in [6], in the
sense that we can include possibly appearing large drifts (clearly visible in (1.23) in
the second argument of f) in order to resolve the underlying dispersive behavior.
The possibility of large drifts present in the asymptotic solution can be seen as
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the aftermath of the ballistic regime known from the semi-classical situation, a fact
which has already been noticed in linear situations [3, 16].
The paper is now organized as follows: In Section 2 we collect some preliminary re-
sults and important notations used throughout this work. We then proceed similar
to [11] and first present in Section 3 the multiple scales expansion method, whereas
its nonlinear stability shall be proved in Section (4).
2. Preliminaries
For simplicity we restrict ourselves in this work to static external potentials U =
U(x), although all results could be generalized to the case of time-dependent po-
tentials U(t, x) which are smooth w.r.t. t ∈ R (indeed we could as well include
smoothly time-dependent coupling factors κ(t) ∈ R). Thus we study in the follow-
ing the asymptotic behavior as ε→ 0 of
(2.1)
 ih∂tψ = −
h2
2
∆ψ +
h2
ε2
VΓ
(x
ε
)
ψ + U(x)ψ + κ |ψ|2σψ,
ψ
∣∣
t=0
= ψI(x).
All results given below are then valid for potentials which satisfy the following basic
assumption.
Assumption 2.1. The potentials U and VΓ are such that i.e. VΓ, U ∈ C
∞(Rd;R),
and moreover they satisfy:
(i) VΓ is Γ-periodic: VΓ(x+ γ) = VΓ(x), ∀x ∈ R
d, γ ∈ Γ ≃ Zd.
(ii) U is sub-quadratic: ∂αU ∈ L∞(Rd), ∀α ∈ Nd, such that |α| ≥ 2.
Remark 2.2. Remark that these are the same assumptions as used in [11]. In
particular they include the cases of isotropic harmonic potentials U(x) = |x|2, as
well as those corresponding to anisotropic ones, like U(x) =
∑
ω2jx
2
j . Moreover we
can also take U to be identically zero, or include a linear component such as E · x,
E ∈ R, modeling constant electric fields for example.
We proceed by recalling Bloch’s famous eigenvalue problem [7].
2.1. Bloch’s eigenvalue problem. From now on we denote by C the elementary
lattice cell, i.e. the centered fundamental domain of the lattice Γ, i.e.
(2.2) C :=
{
γ ∈ Rd : γ =
d∑
l=1
γlζl, γl ∈
[
−
1
2
,
1
2
]}
,
whereas the corresponding basic cell of the dual lattice will be denoted by C∗. In
solid state physics C∗ is usually called the (first) Brillouin zone hence we shall also
write B ≡ C∗. Also let us introduce the so-called Bloch Hamiltonian (or shifted
Hamiltonian) given by
(2.3) HΓ(k) :=
1
2
(−i∇y + k)
2 + VΓ (y) , k ∈ R
d.
Then Bloch’s eigenvalue problem is given by the following spectral cell equation:
(2.4)
{
HΓ(k)χn(y, k) = En(k)χn(y, k), n ∈ N, y ∈ C,
χn(y + γ, k) = χn(y, k), for γ ∈ Γ.
and En(k) ∈ R, k ∈ B, is then called the n-th Bloch eigenvalue corresponding
to the potential VΓ. We shall now briefly collect some well known facts for this
eigenvalue problem, cf. [31, 40, 45]:
8 C. SPARBER
Since VΓ is smooth and periodic, HΓ(k), for every fixed k ∈ B, is self-adjoint on
H2(Td), Td = Rd/Γ, with compact resolvent. Hence its spectrum is given by
σ(HΓ(k)) = {En(k) ∈ R ; k ∈ B, n ∈ N
∗}.
The eigenvalues En(k) can then be ordered according to their magnitude and mul-
tiplicity, i.e.
E1(k) ≤ . . . ≤ En(k) ≤ En+1(k) ≤ . . .
Moreover every En(k) is periodic w.r.t. Γ
∗ and it holds En(k) = En(−k). The set
{En(k) ∈ R : En(k) ≤ En+1(k), k ∈ B}
is then usually named the nth-energy band (or Bloch band). The associated eigen-
function, the so-called Bloch waves, χn(y, k) form (for every fixed k ∈ B) a com-
plete orthonormal basis in L2(C) and are smooth w.r.t. y ∈ C. For the following
we choose the usual normalization
(2.5) 〈χn(·, k), χm(·, k)〉L2(C) ≡
∫
C
χn(y, k)χm(y, k)dy = δn,m, n, m ∈ N.
Regularity of the χn w.r.t. their dependence on k ∈ B is more subtle. It has
been shown [31] that for any n ∈ N there exists a closed subset A ⊂ B such that
En(k) is analytic. Similarly the eigenfunctions χn(·, k) are found to be analytic and
quasi-periodic in k, for all k ∈ O := B\A. Moreover it holds that
(2.6) En−1(k) < En(k) < En+1(k), ∀ k ∈ O.
If this condition is satisfied for all k ∈ B then En(k) is said to be an isolated Bloch
band [44]. Finally we remark that the set where one encounters the so-called band
crossings, is indeed of measure zero, i.e.
measA = meas {k ∈ B | En(k) = Em(k), n 6= m} = 0.
Remark 2.3. Note that in the case d = 1 all band crossings can be removed
through a proper analytic continuation of the bands, cf. [40].
From the eigenvalue equation (2.4) we obtain the following useful identities: Dif-
ferentiating the (2.4) w.r.t. to k (assuming for the moment that everything is
sufficiently smooth) yields
(2.7) (∇kHΓ(k)−∇kEn(k))χn + (HΓ(k)− En(k))∇kχn = 0.
Hence, taking the scalar product with χn, we obtain a formula for ∇kEn(k) by
(2.8)
〈χn, ∇kHΓ(k)χn〉L2(C) ≡ 〈χn, (−i∇y + k)χn〉L2(C)
=∇kEn(k),
since HΓ is self-adjoint. Similarly we obtain the following expression for the entries
of the Hessian matrix D2En(k)
(2.9)
∂2kjklEn(k) = δj,l + 〈χn, (−i∂yj + kj)χn〉+ 〈χn, (−i∂yl + kl)∂kjχn〉
− 〈χn, (∂klEn(k))∂kjχn + (∂kjEn(k))∂klχn〉,
where δj,l denotes the Kronecker symbol for j, l = 1, . . . , d. (Below we shall assume
En(k) to be a simple eigenvalue which implies sufficient regularity to justify all
differentiations above.)
NONLINEAR EFFECTIVE MASS THEOREMS 9
2.2. Existence of smooth solutions for NLS. As a final preparatory step we
state a basic existence and uniqueness result for NLS of the form (2.1) (see also
[9, 42] for a general introduction).
Lemma 2.4. Let Assumption 2.1 be satisfied, and let ψI ∈ S(R
d), the Schwartz
space. Let s > d/2. Then there exists t = t(ε, h) > 0 and a unique solution
ψ ∈ C(] − t, t[;Hs(Rd)) satisfying (2.1). Moreover, xαψ ∈ C(] − t, t[;Hs(Rd)) for
any α ∈ Nd, s ∈ N, and the following conservation law holds:
(2.10)
d
dt
‖ψ(t)‖L2 = 0 .
Proof. See the proof of Lemma 4.3 in [11]. 
Remark 2.5. In general, one cannot expect global-in-time existence for solutions
to NLS. For example, if κ is negative and if σ > 2/d, finite time blow-up may occur,
see e.g. [10, 42] (see also [9] for the case σ = 2/d).
3. Multiple scales expansion
We now establish the asymptotic behavior of ψ(t), solution to 2.1, for 0 < ε ≪ 1,
by means of a multiple scales expansion. In the following h > 0 is kept fixed,
though we shall not simply put it equal to 1, since we want to keep track of its
appearance in order to compare our results with the semi-classical situation of [11],
cf. Remark 3.9 below. Similar to [3], we shall first consider the easier situation
where no large drifts appear and then include them in a second step, using a more
general asymptotic expansion method.
3.1. Homogenization without drift. In this sub-section we seek an asymptotic
expansion for solutions to (1.13) in the following form:
(3.1)

ψ(t, x) = uε
(
t, x,
x
ε
)
exp
(
i
(
k0 · x
ε
+
βt
ε2
))
,
uε(t, x, y) ∼
∞∑
j=0
εjuj(t, x, y),
where k0 ∈ R
d is induced by the initial condition and β ∈ R is some arbitrary
constant to be determined below. The precise meaning of the symbol “∼” in terms
of an asymptotic series will be discussed in Section 4 below. Moreover we impose
that uε(t, x, y) ∈ C satisfies
uε(·, ·, y + γ) = uε(·, ·, y), ∀ y ∈ Rd, γ ∈ Γ,
in order to capture precisely those oscillations which are introduced via VΓ.
Remark 3.1. This particular form of a multiple-scale ansatz is suggested by the
linear results given in [2, 3]. Indeed one could have started with a more general
ansatz, imposing appropriate periodicity or quasi-periodicity assumptions. It then
turns out that one ends up with again the same form as given in (3.1). Also, the
ansatz (3.1) might not be so surprising when compared to the two-scale WKB-
approach used in [6, 11, 21] (see also the Remark 3.9 below).
As usual in asymptotic expansion methods we have to henceforth assume that the
initial condition ψI is compatible with (3.1).
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Assumption 3.2 (Well-prepared initial data I). The initial data ψI is assumed to
be of the following form:
(3.2) ψI(x) = u
ε
I
(
x,
x
ε
)
eik0·x/ε, for some given k0 ∈ R,
where uεI(x, y) is Γ-periodic w.r.t. to y and u
ε
I ∈ S(R
2d)1.
Assuming for the moment that uε is sufficiently smooth we (formally) plug the
ansatz (3.1) into (2.1) and compare equal powers in ε. This yields
(3.3)
1
ε2
L0u
ε +
1
ε
L1u
ε + L2u
ε + κ|uε|2σuε = 0,
where the linear differential operators L0 and L1 are defined by
(3.4)
L0u
ε := hβ + h2HΓ(k0),
L1u
ε := −h2∇x · ∇yu
ε + ih2k0 · ∇xu
ε,
with HΓ(k) being the Bloch Hamiltonian as given in (2.3). We also define
(3.5) L2u
ε := −ih ∂tu
ε −
h2
2
∆xu
ε + U(x)uε.
Since uε ∼
∑
εjuj we shall in the following expand equation (3.3) in powers of ε
and derive conditions on uj , such that all resulting terms are zero up to sufficient
high orders in ε.
Setting the leading order term, i.e. the term of order O(ε−2), equal to zero gives
(3.6) HΓ(k0)u0 +
β
h
u0 = 0,
from which we readily see that we need to choose
(3.7) β = −hEn(k0).
Now, if we assume that En(k0) is indeed a simple Bloch-eigenvalue then (3.6)
implies that u0 can be decomposed as
(3.8) u0(t, x, y) = f0(t, x)χn(y, k0), ∀ t ∈ R, x ∈ R
d,
with some yet undetermined function f(t, x) ∈ C. This now leads directly to the
following important assumption
Assumption 3.3 (Well-prepared initial data II). Initially, the leading order “am-
plitude” u0 is assumed to be concentrated in a single Bloch band En(k0) correspond-
ing to a simple eigenvalue of HΓ(k0), i.e.
(3.9) u0(0, x, y) ≡ f0(0, x)χn(y, k0),
where f0(0, ·) ≡ fI(·) ∈ S(R
d;C) is some given initial data.
An important consequence of En(k0) being simple is that that in this case it is
known to be infinitely differentiable in a vicinity of k0.
We have seen that in leading order ψ(t) can be written as
(3.10) ψ(t, x) ∼ f0(t, x)χn
(x
ε
, k0
)
eik0·x/εe−ihEn(k0)t/ε
2
+O(ε),
where the f0 is yet to be determined. To this end we proceed with our asymptotic
expansion by setting terms of order O(ε−1) equal to zero. This yields
(3.11) (HΓ(k0)− En(k0))u1 = ∇x · ∇yu0 − ik0 · ∇xu0,
1That is, uε
I
is smooth and rapidly decaying w.r.t. x and smooth w.r.t. y.
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which by inserting (3.8) can be rewritten as
(3.12)
(HΓ(k0)− En(k0))u1 = − i∇xf0 · (−i∇yχn + k0χn),
= − i∇xf0 · ∇kHΓ(k0)χn,
where the second equality follows from the definition of HΓ(k) (2.3). It remains to
be asked if this equation is solvable for u1. By Fredholm’s alternative the necessary
and sufficient condition to do so is that the right hand side is orthogonal (in L2(C))
to χn(y, k0). Hence we have to impose that
(3.13)
0 = − i∇xf0 · 〈χn, ∇kHΓ(k0)χn〉L2(C)
= − i∇xf0 · ∇kEn(k0),
where for the second equality we used the identity (2.8). Thus we are lead to the
restriction that k0 has to be a critical point of En(k), i.e.
(3.14) ∇kEn(k0) = 0.
This situation is analogous to the one discussed in the first part of [3], though the
arguments given there are different. Assuming that (3.14) indeed holds true, we get
from (3.12), together with (2.7), that the order O(ε)-corrector u1 in general can be
written in the following form
(3.15) u1(t, x, y) = −i∇xf0(t, x) · ∇kχn(y, k0) + f1(t, x)χn(y, k0),
for any given function f1. Remark that we can not choose u1(0, x, y) completely
arbitrary, once u0(0, x, y) is fixed, i.e. the initial data u
ε
I given in Assumption 3.2
(formally) has to be of the following form
(3.16) uεI(x, y) ∼ (f0(0, x)+εf1(0, x))χn(y, k0)−iε∇xf0(0, x)·∇kχn(y, k0)+O(ε
2),
in order to be consistent with our asymptotic description. In the following we shall
choose f1(0, x) ≡ 0 for simplicity.
Proceeding with our ε-expansion of (3.3), we next consider terms of order O(1) to
obtain the following equation:
(3.17) L0u2 + L1u1 + L2u0 + κ|u0|
2σu0 = 0.
Again, by Fredholm’s alternative, it can be solved for u2, iff
(3.18)
∫
C
χn(y, k0)
(
L1u1 + L2u0 + κ|u0|
2σu0
)
dy = 0.
Plugging into this identity the precise forms of u0 and u1, respectively defined in
(3.8) and (3.15), and using formula (2.9), given the fact that ∇kEn(k0) = 0, we
obtain after some lengthy but straightforward calculations the following solvability
condition:
(3.19)
 ih∂tf0 = −
h2
2
divx(M
∗∇x)f0 + U(x)f0 + κ
∗ |f0|
2σf0,
f0
∣∣
t=0
= fI(x).
This is nothing but the homogenized NLS, or the effective mass NLS, where the
so-called effective mass tensor M∗ ∈ Rd×d is defined by
(3.20) M∗j,l := ∂
2
kj ,klEn(k0), j, l = 1, . . . , d.
Moreover the effective coupling constant κ∗ ∈ R within the n-th Bloch band is
defined by
(3.21) κ∗(k0) := κ
∫
C
|χn (y, k0)|
2σ+2
dy.
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The effective NLS (3.19) describes the dispersive dynamics, as ε → 0, of (2.1)
for long macroscopic time-scales. However, it should not be confused with the so-
called effective Hamiltonian as determined in [31, 44]. Note that in general M∗ is
neither positive nor definite, thus equation (3.19) in general also includes the class
of so-called non-elliptic NLS [17, 25, 42].
Remark 3.4. The formulas (3.19)-(3.21) can be checked to be exactly the same as
in the physics literature [38, 41] and moreover simplify to the ones given in [3, 37]
in the linear case. IfM∗ is scalar its inversem∗ = 1/M∗ is called the effective mass.
In the next subsection we shall show how to get rid of the additional assumption
(3.14) that k0 is a critical point of En(k).
3.2. General situation including drifts. In order to generalize the expansion
to situations where ∇kEn(k) 6= 0 we have to modify our multiple-scales ansatz. It
turns out that instead of (3.1) we need to consider
(3.22) ψ(t, x) ∼ uε
(
t, x˜,
x
ε
)
exp
(
i
(
k0 · x
ε
−
hEn(k0)t
ε2
))
,
where uε ∼
∑
εjuj and the new spatial coordinate x˜ is given by
(3.23) x˜ := x−
h
ε
ω(k0)t, with ω(k0) := ∇kEn(k0).
Thus x˜ comprises a macroscopically large drift with a drift-velocity proportional
to ∇kEn(k0). Note that the fast scale x/ε remains unchanged, hence in situations
where ∇kEn(k) = 0 we are clearly back to our old situation. Similarly as before
we plug (3.22) into (2.1) which yields
(3.24)
1
ε2
L0u
ε +
1
ε
L˜1u
ε + L2u
ε + κ|uε|2σuε = 0,
where the linear differential operator L0, L2 are defined as in (3.4), (3.5), respec-
tively, but with x replaced by x˜. However instead of L1 we have
(3.25) L˜1u
ε := −h2∇x˜ · ∇yu
ε + ih2(k0 + ω(k0)) · ∇x˜u
ε,
Then, by exactly the same arguments as above we obtain that the leading order
amplitude is given by
(3.26) u0(t, x˜, y) = f0(t, x˜)χn(y, k0), ∀ t ∈ R, x ∈ R
d.
However, setting next the O(ε−1)-term equal to zero yields, instead of (3.12),
(3.27) (HΓ(k0)− En(k0))u1 = −i∇xf0 · (∇kHΓ(k0)χn − ω(k0)χn).
In this case, the solvability condition requires
(3.28)
0 = 〈χn, (∇kHΓ(k0)− ω(k0))χn〉L2(C)
=∇kEn(k0)− ω(k0),
where we have used the normalization 〈χn, χn〉L2(C) = 1. But (3.28) of course is
identically fulfilled by definition of ω(k0) := ∇kEn(k0). Thus, by identity (2.7), we
formally obtain the same O(ε)-corrector u1
(3.29) u1(t, x˜, y) = −i∇xf0(t, x˜) · ∇kχn(y, k0) + f1(t, x˜)χn(y, k0),
for any given function f1. (Like above we set f1 to be identically zero at t = 0, for
simplicity.) Thus by transforming the x-coordinate into x˜ by (3.23) we can now
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proceed with our asymptotic expansion, having gained the additional freedom to
include the case ∇kEn(k0) 6= 0. The equation of order O(1) now gives
(3.30) L0u2 + L˜1u1 + L2u0 + κ|u0|
2σu0 = 0.
It is clear now that as before, the corresponding solvability condition i.e.
(3.31)
∫
C
χn(y, k0)
(
L˜1u1 + L2u0 + κ|u0|
2σu0
)
dy = 0,
yields a homogenized NLS equation of the same form as in (3.19), namely
(3.32) ih∂tf0 = −
h2
2
div(M∗∇)f0 + U(x)f0 + κ
∗ |f0|
2σf0.
One can easily check that even though ∇kEn(k0) 6= 0 in this case, all additional
terms appearing in (3.31), cancel out identically, hence equation (3.32) remains.
Remark 3.5. In the physics literature [38, 41] the variable-transformation x →
x˜ := x − hω(k0)t/ε is sometimes reverted, leading to an additional convective
term on the left hand side of (3.32). This however can be considered only as a
formal statement since consequently the large factor ε−1 would appear then in the
homogenized NLS, a somewhat inconsistent formalism.
To prove the existence of smooth solutions for the homogenized NLS we shall impose
the following ellipticity-assumption:
Assumption 3.6 (Ellipticity). We assume that at k0 ∈ B it holds:
(3.33) ξTM∗ξ ≡
d∑
k,l=1
∂2kjklEn(k0)ξjξl ≥ C|ξ|
2, for ξ ∈ Rd, C > 0.
Clearly, condition (3.33) is valid if k0 ∈ B is indeed a local minimum of En(k). It
may very well be possible to relax the above assumption, cf. Remark 3.8 below.
Here we mainly introduced it for definiteness, since under the condition (3.33) it is
then straightforward to prove that the effective NLS (3.19) (or equivalently (3.32))
has a smooth solution, at least locally-in-time.
Lemma 3.7. Let the Assumptions 2.1 and 3.6 be satisfied, and let fI ∈ S(R
d).
Then there exists τ = τ(h) > 0 and a unique solution f0 ∈ C(]− τ, τ [;H
s(Rd)), s >
d/2, satisfying (3.19), or equivalently (3.32). Moreover, xαf0 ∈ C(]−τ, τ [;H
s(Rd))
for any α ∈ Nd, s ∈ N.
Proof. By Assumption (3.6) we have that − div(M∗∇) is uniformly elliptic and
since U is sub-quadratic the operator − div(M∗∇) + U is therefore well known to
be essentially self-adjoint on C∞0 (R
d), cf. [40]. The existence of a smooth solution
f0(t, ·) ∈ H
s(Rd), s > d/2, therefore follows by the same arguments as it does for
the standard NLS [9]. The higher order regularity is then also proved similarly to,
e.g., [9, 22] (see also the proof of Lemma 4.3 in [11] for the main strategy). 
Remark 3.8. Indeed one can expect similar existence results to be true under much
weaker conditions as given by (3.33), cf. [25]. It is beyond the scope of this work
though to study the weakest possible assumptions needed (including for example
also degenerate cases) but rather we refer the reader to [42] and the references given
therein. Here we only remark that in the case where M∗ is diagonal, the existence
of smooth local-in-time solutions is known even in the non-elliptic case [17].
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Thus, at least for t ∈] − τ, τ [, we have that u0, and hence also u1, is smooth w.r.t.
x, y and moreover in Hs(Rd) w.r.t. to x for any s ∈ N. It is clear that in general
we can not expect smooth global-in-time solutions of the effective NLS (3.19). A
situation though were one indeed has globally smooth solutions, i.e. τ = ∞, is
furnished by condition (3.33) together with assumption 2.1 and imposing that in
addition κ > 0.
Remark 3.9. Let us briefly compare the obtained leading order asymptotic de-
scription of ψ(t) with the one derived in [11] for the weakly nonlinear semi-classical
scaling: Indeed if we formally set h = ε in (3.10), (3.26), we obtain
(3.34) ψ(t, x) ∼ f0(t, x− ω(k0)t)χl
(x
ε
, k0
)
ei(k0·x−En(k0)t)/ε +O(ε),
which is exactly of the same form as the two-scale WKB-ansatz used in [11] (see also
[6, 21] for the linear case). In this case the highly oscillatory WKB-phase is simply
given by φ(t, x) = k0 · x − En(k0)t. Note that this φ solves the n-th band semi-
classical Hamilton-Jacobi equation with vanishing external field and plane wave
initial data, i.e.
(3.35)
{
∂tφ+ En(∇xφ) = 0,
φ
∣∣
t=0
= k0 · x.
Moreover with this choice of φ (and since U vanishes) one easily checks that the
transport equation for the leading order WKB-amplitude, as derived in [11], sim-
plifies to
(3.36)
{
∂tf0 + ω(k0) · ∇xf0 = 0,
f0
∣∣
t=0
= fI(x).
Clearly, the solution of (3.36) is then simply given by
(3.37) f0(t, x) = fI(t, x− ω(k0)t),
and hence consistent with our approach.
3.3. Higher order expansions. We can henceforth proceed with our ε-expansion
of equation (3.3). Denote the projector onto the nth-Bloch band corresponding to
a simple eigenvalue En(k) by
Pn(k) := |χn(y, k)〉〈χn(y, k)|,
(using the convenient Dirac notation) and moreover define
Qn(k) := id−Pn(k).
This operator is smooth in a vicinity of k0 and hence, by elliptic inversion, a partial
inverse for L0 ≡ L0(k0) can be defined on its range, i.e. L
−1
0 Q(k0) is well-defined,
and smooth. Coming back to equation (3.30) we can decompose u2 as
(3.38) u2(t, x, y) = f2(t, x)χn (y, k0)) + u
⊥
2 (t, x, y),
where the function f2 is yet unknown and u
⊥
2 is such that
Pn(k0)u
⊥
2 (t, x, ·) = 〈χn(·, k0), u
⊥
2 (t, x, ·)〉L2(C) = 0, ∀ (t, x) ∈]− τ, τ [×R
d.
Now, u⊥2 is determined by (3.30) via
(3.39) u⊥2 = −L
−1
0 Qn(k0)
(
L˜1u1 + L2u0 + κ|u0|
2σu0)
)
,
which implies u⊥2 ∈ C(] − τ, τ [;H
s(Rd)), since u0 and u1 respectively are, by
Lemma 3.7. As before, equation (3.39) henceforth induces a particular form of
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the O(ε2)-corrector in the initial amplitude uεI ∼
∑
εjuj. The next higher or-
der in ε leads us to the following linear problem (after a Taylor-expansion of the
nonlinearity around u0):
(3.40) L0u3 + L˜1u2 + L2u1 + κ
(
(2σ + 1)|u0|
2σu1 + 2σ|u0|
2σ−2u20u¯1
)
= 0.
The corresponding solvability condition then determines f1(t, x) ∈ C, i.e. the
amplitude correpsonding to the polarized part of the first order amplitude u1(t, x, y)
given in (3.15). This then leads to a homogenized linear Schro¨dinger-type equation
for f1(t, x), where we have the freedom to choose f1(0, x) = 0.
By this procedure, all higher order terms uj(t, x, y), j ≥ 1, of the asymptotic
solution (3.22) can be obtained and it is now clear that we can always choose
gj(0, x), i.e. the polarized part of uj(0, x, y), to be identically zero. In the globally
periodic case, i.e. U(x) = 0 and κ = 0, the non-vanishing higher order terms
u⊥j (t, x, y), j ≥ 1, are found to be combinations of higher order derivatives w.r.t. k
and x respectively. of χn and f0, cf. [6, 13]. Although this is no longer true in our
case we still have that uj ∈ C(]− τ, τ [;H
s(Rd)) for all j ≥ 1. At each step though,
an additional condition is imposed (recursively) for the initial data ψI . This can be
seen analogous to the situation encountered in [11] and can be understood in the
framework of so-called super-adiabatic subspaces as constructed in [33].
Remark 3.10. Note that the above given construction can be extended to the case
where En(k) is an m-fold degenerate family of eigenvalues, i.e.
En(k0) = E∗(k0), ∀n ∈ I ⊂ N, |I| = m,
under the additional assumption that there exists a smooth orthonormal basis
χl(y, k0), l = 1, . . . ,m, of ranPI(k), where PI(k0) denotes the spectral projec-
tor corresponding to E∗(k). In this case the leading order asymptotic description
would be
(3.41) ψ(t, x) ∼
m∑
l=1
f0,l(t, x˜)χl
(x
ε
, k0
)
eik0·x/εe−ihEn(k0)t/ε
2
+O(ε),
In this case however we would be forced to consider a coupled system of homog-
enized equations. The corresponding analysis is then analogous to the given one
but requires rather tedious computations, a situation which we wanted to avoid for
simplicity. For an extensive study of such situations in the linear case we refer to
the last section of [3].
4. Nonlinear stability of the asymptotic solution
To prove that the above given multiple-scale expansion indeed yields a good approx-
imation of the exact solution ψ(t) for ε≪ 1, a nonlinear stability result is needed.
Note that due to the scaling of (2.1) we can not hope for any uniform (w.r.t. ε)
bound in, say, Hs(Rd) for ψ(t). On the other hand the uniform L2 estimate (2.10)
is clearly not sufficient to pass to the limit in the nonlinearity. This motivates the
introduction of the following ε-scaled spaces:
Definition 4.1. For s ∈ N let
Y sε :=
{
f ε ∈ L2(Rd) ; sup
0<ε≤1
‖f ε‖Y sε
< +∞
}
,
where
‖f ε‖Y sε
:=
∑
|α|+|β|≤s
∥∥(εx)α(ε∂)βf ε∥∥
L2(Rd)
.
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Remark 4.2. Similar spaces, but without the extra weight εα have been used in
the semi-classical study given in [11]. Both variants can be seen as an extension of
the Hsε -spaces, defined by
(4.1) ‖f ε‖Hsε
:=
∑
|β|≤s
∥∥(ε∂)βf ε∥∥
L2(Rd)
.
which in the context of geometrical optics expansion have been first introduced in
[20] (see also [39] and the references given therein). In our case the additional factor
(εx)α is needed because we want to include sub-quadratic potentials U(x) (and due
to our scaling we can not work in the Xsε -spaces introduced in [11]). If we would
allow U(x) to grow only only sub-linearly we could as well work in Hsε .
Notation. Let (αε)0<ε≤1 and (β
ε)0<ε≤1 be two families of positive numbers. From
now on we shall write
αε . βε,
if there exists a C > 0, independent of ε ∈]0, 1] (but possibly dependent on other
parameters), such that
αε ≤ Cβε, for all ε ∈]0, 1].
Since for the following results the value of h, appearing in (2.1), is indeed irrelevant
we shall set h ≡ 1 throughout this section. Moreover, we shall no longer distinguish
between the usual spatial coordinate x and its shifted value x˜, since our results apply
in both situations.
Next, let us specify precisely the class of well-prepared initial data which we need
to consider.
Assumption 4.3 (Well-prepared initial data III). The initial data ψεI satisfies
Assumptions 3.2 and 3.3, such that for some K ∈ N, it holds
(4.2) uεI(x) =
K∑
j=0
εjuj(x, y)
∣∣∣
y=x/ε
+O
(
εK+1
)
, in Y sε for any s ∈ N.
Moreover, with u0, u1 given by (3.9), (3.16) respectively, and with F (z) := |z|
2σz,
the functions uj, j ≥ 2, are recursively given by
uj = −L
−1
0 Q(k0)
(
L˜1uj−1 + L2uj−2 + κ
dj−2
dsj−2
F
(
u0 +
j−2∑
l=1
slul
)∣∣∣
s=0
)
.
After what we have encountered in the construction of higher order asymptotic
solutions, this assumption should not come as a surprise. In the linear case the
Assumption 4.3 is needed if one aims for refined asymptotic estimates. As we shall
see, the inclusion of higher order asymptotics in our case is needed to control the
nonlinear term in the proof of the stability result. To this end we need the following
existence result for well prepared initial data:
Lemma 4.4. There exists ψI ∈ S(R
d) such that Assumption 4.3 holds true for any
K ∈ N.
Proof. The proof follows from Borel’s theorem, cf. Theorem 4.2 in [39]. 
For the following, define, the N -th order asymptotic solution by
(4.3) vεN (t, x) :=
 N∑
j=0
εjuj
(
t, x,
x
ε
) eik0·x/εe−ihEn(k0)t/ε2 ,
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and moreover let
(4.4) Hε := −
1
2
∆+
1
ε2
VΓ
(x
ε
)
+ U(x)
denote the linear part of the Hamiltonian operator. (Remark that the scaling of
(4.4) is different from the standard semi-classical one as used in [11, 33].) In the
foregoing section we obtained the following preliminary result:
Proposition 4.5. Let ψI satisfy Assumption 4.3 for any K ∈ N and τ > 0 be the
existence-time of smooth solutions to (3.32). Then for any N ∈ N, vεN (t) solves
(4.5)
{
i∂tv
ε
N −H
εvεN = κ|v
ε
N |
2σvεN + ε
NrεN ,
vεN
∣∣
t=0
= ψI + ε
N+1ηεN+1,
where rεN ∈ C(]−τ, τ [; H
s(Rd)), ηεN+1 ∈ S(R
d) are such that rεN ∈ L
∞
loc(]−τ, τ [;Y
s
ε )
and ‖ ηεN+1 ‖Y sε
= O(1) for any s ∈ N.
The main result we shall prove is then given by the following theorem:
Theorem 4.6. Let ψI satisfy Assumption 4.3 for any K ∈ N, τ > 0 be the
existence-time of smooth solutions to (3.32), and vεN given by (4.3). Then for
any τ0 < τ , there exists ε0 > 0 such that for 0 < ε ≤ ε0, the solution ψ(t) to (2.1)
is defined on the time-interval [−τ0, τ0] and moreover it holds
(4.6) sup
t∈[−τ0,τ0]
‖ψ(t) − vεN (t)‖Y sε
= O
(
εN+1
)
,
for any N ∈ N and s ∈ N.
The above given results shows that if f(t) does not blow up in finite time, then
neither does ψ(t), at least for ε sufficiently small. Further notice that if τ =∞, then
the above given estimate (4.6) holds for any bounded time-interval [τ0, τ0] ∈ Rt,
in contrast to the (nonlinear) semi-classical situation [11] where the appearance of
caustics usually causes the WKB-approach to break down in finite time. Note that
in this result, Assumption 4.3 on the initial data ψI has to be valid for any K ∈ N.
We shall show in Proposition 4.8 below how to relax this restriction.
Proof. The proof is similar to the one given in [11]. Due to the different scaling of
our equation, we shall present it here in more detail though, which moreover should
benefit the reader. Define the difference between the exact and the asymptotic
solution as
wεN (t, x) := ψ(t, x) − v
ε
N (t, x).
Then, from (2.1) and (4.5), wN solves
(4.7)
{
i∂tw
ε
N = H
εwεN + κ
(
|ψ|2σψ − |vN |
2σvN
)
− εNrεN ,
wεN
∣∣
t=0
= εN+1ηεN+1.
By Lemma 3.7 and the well known Gagliardo-Nirenberg inequality, we have that
vεN is uniformly bounded in L
∞([−τ0, τ0] × R
d). We shall prove now that wεN is
also bounded in L∞([−τ0, τ0] × R
d), by using a continuity argument which shows
that wNε is actually small in that space, for N sufficiently large. To this end we
first note that the following important relation holds
(4.8) ‖f ε‖Hs = ε
−d/2‖f ε‖Hsε . ε
−d/2‖f ε‖Y sε ,
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where the scaling factor ε−d/2 can be easily seen by Fourier transformation. This
then directly leads us to an ε-scaled Gagliardo-Nirenberg type inequality, i.e.
(4.9) ‖w‖L∞(Rd) . ‖w‖Hs(Rd) . ε
−d/2‖w‖Y sε , for s > d/2,
which we shall heavily use in the following.
Multiplying the equation (4.7) by wεN , integrating overR
d, and taking the imaginary
part yields
(4.10) ∂t‖w
ε
N (t)‖L2 .
∥∥ |ψ|2σψ − |vεN |2σvεN∥∥L2 + εN‖rεN (t)‖L2 ,
since Hε is self-adjoint and |κ| = 1 by (1.16). To proceed further we recall the
following Moser-type lemma, the proof of which is a straightforward generalization
of those given in [11, 39]:
Lemma 4.7. Let R > 0, s ∈ N, and F (z) = |z|2σz for σ ∈ N. Then there exists
C = C(R, s, σ, d) such that if v satisfies∥∥(εx)α(ε∂)βv∥∥
L∞(Rd)
≤ R for all |α|+ |β| ≤ s ,
and w satisfies ‖w‖L∞(Rd) ≤ R, then it holds∑
|α|+|β|≤s
∥∥(εx)α(ε∂)β (F (v + w) − F (v))∥∥
L2(Rd)
≤ C
∑
|α|+|β|≤s
∥∥(εx)α(ε∂)βw∥∥
L2(Rd)
.
We shall now use this lemma to factor out wεN in the right hand side of (4.10)
and then taking advantage of the smallness of the remainder. By construction,
wεN (0, x) = O
(
εN+1
)
in any Y sε . By Lemma 3.7 we can find for fixed τ0 < τ an
R > 0, such that if N + 1 > d/2, then
(4.11) ‖wεN (t)‖L∞ ≤ R,
for ε sufficiently small. Hence, as long as (4.11) holds, (4.10) and the above given
Lemma 4.7, with s = 0, imply
∂t‖w
ε
N (t)‖L2 ≤ C‖w
ε
N (t)‖L2 + Cε
N‖rεN (t)‖L2 .
Thus by a Gronwall type estimate, we get, as long as (4.11) holds, that
(4.12) ‖wεN (t)‖L2 . ε
N .
for t ≤ τ . Next we shall show how to obtain similar estimates for the momenta
and derivatives of wεN . Applying the operator ε∇x to (4.7) yields (where, as before,
F (z) := |z|2σz)
i∂t(ε∇xw
ε
N ) = H
ε(ε∇xw
ε
N ) + κ ε∇x (F (ψ)− F (v
ε
N ))
+ [ε∇x, H
ε]wεN − ε
N+1∇xr
ε
N ,
and hence we obtain the following energy estimate
(4.13)
∂t‖ε∇xw
ε
N (t)‖L2 . ‖ε∇x (F (ψ)− F (v
ε
N ))‖L2 + ‖[ε∇x, H
ε]wεN‖L2
+ εN‖ε∇xr
ε
N‖L2 .
On the other hand we compute from (4.4) that
[ε∇x, H
ε] =
1
ε2
∇xVΓ
(x
ε
)
+ ε∇xU(x).
Since ∇VΓ is bounded and ∇U is sub-linear, (4.13) consequently yields
∂t‖ε∇xw
ε
N (t)‖L2 . ‖ε∇x (F (ψ)− F (v
ε
N ))‖L2 +
1
ε2
‖wεN‖L2 + ‖εxw
ε
N‖L2
+ εN‖ε∇xr
ε
N‖L2 .
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Thus, using again Lemma 4.7 (with s = 1) together with Proposition 4.5 and the
estimate (4.12) we get
(4.14) ∂t‖ε∇xw
ε
N (t)‖L2 . ‖ε∇xw
ε
N‖L2 + ‖εxw
ε
N‖L2 + ε
N−2.
(Remark that the difference in the last term as compared to the semi-classical
estimate obtained in [11].) To obtain an estimate for ‖εxwεN‖L2 , we proceed anal-
ogously to obtain the following moment estimate:
(4.15)
∂t‖εxw
ε
N (t)‖L2 . ‖εx (F (ψ)− F (v
ε
N ))‖L2 + ‖[εx,H
ε]wεN‖L2
+ εN‖εx rεN‖L2 .
But, since [εx,Hε] = −ε∇x we get, as long as (4.11) holds
(4.16)
∂t‖εxw
ε
N (t)‖L2 . ‖εx (F (ψ)− F (v
ε
N ))‖L2 + ‖ε∇xw
ε
N‖L2 + ε
N ‖εx rεN‖L2
. ‖εxwεN (t)‖L2 + ‖ε∇xw
ε
N‖L2 + ε
N .
Putting (4.14) and (4.16) together, we have
∂t (‖ε∇xw
ε
N‖L2 + ‖εxw
ε
N (t)‖L2) . ‖ε∇xw
ε
N‖L2 + ‖εxw
ε
N (t)‖L2 + ε
N−2.
Hence a Gronwall lemma yields
(4.17) ‖wεN (t)‖Y 1ε
. εN−2,
as long as (4.11) holds and by induction one arrives at
(4.18) ‖wεN (t)‖Y sε . ε
N−2s .
For s > d/2, and as long as (4.11) holds, the Gagliardo–Nirenberg type inequality
(4.9) therefore implies
‖wεN (t)‖L∞(Rd) . ε
−d/2‖wεN (t)‖Y sε
. εN−2s−d/2.
Hence if indeed N − 2s − d/2 > 0 holds true, a continuity argument shows that
(4.11) is valid up to times |t| = τ , provided ε is sufficiently small. In particular,
wεN , and hence ψ, is well defined up to times |t| = τ0 < τ , for 0 < ε ≤ ε(τ).
It remains to prove the estimate (4.6). Fix s,N ∈ N and let s1 ≥ s be such that
s1 > d/2, as well as N1 ≥ 2s1 +N + 1. From (4.18) we conclude that
sup
t∈[−τ0,τ0]
∥∥wεN1(t)∥∥Y s1ε . εN1−2s1 . εN+1.
Since N1 > N , it is therefore straightforward, that
sup
t∈[−τ0,τ0]
∥∥vεN (t)− vεN1(t)∥∥Y s1ε . εN+1,
and hence, we deduce that (4.6) holds for any s,N ∈ N. 
In the above given proof, the initial data ψI is assumed to be well prepared up to
any order K ∈ N. Indeed this rather strong assumption can be relaxed as the next
result will show. To this end we introduce the following notation:
Notation. For every α ∈ R we denote by [α] ∈ N, the ceiling of α, i.e. the smallest
integer which is larger than or equal to α.
Proposition 4.8. Let ψ˜(t) be the solution of (2.1) corresponding to an initial
data ψ˜I , which satisfies Assumption 4.3 for any K ∈ N. On the other hand, let
ψ(t) be the solution corresponding to an initial data ψI , where ψI is such that
Assumptions 4.3 is satisfied for K ≥ [3d/2]. Then for any τ0 ∈]− τ, τ [, there exists
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ε0 > 0 such that for 0 < ε ≤ ε0, ψ
ε(t) is defined up to times |t| ≤ τ0 and moreover
it holds:
sup
t∈[−τ0,τ0]
∥∥∥ψ(t)− ψ˜(t)∥∥∥
Y sε
= O
(
εK+1−2s
)
, for s ≥ 0 .
Proof. Since the proof follows the lines of the one for Theorem 4.6, we shall be
rather brief. Similarly as before we introduce
w˜(t, x) := ψ(t, x)− ψ˜(t, x).
Then w˜(t) solves  i∂tw˜ = H
εw˜ + κ
(
|ψ|2σψ − |ψ˜|2σψ˜
)
,
w˜
∣∣
t=0
= O
(
εK+1
)
in Y sε for anys ∈ N.
(Note that there is no remainder rεN in this case.) We can then argue as in the
above given proof. We have that initially it holds
‖w˜(0, ·)‖L∞ . ε
−d/2‖w˜(0, ·)‖Y sε
. εK+1−d/2 , provided s >
d
2
.
With K+1 ≥ [3d/2]+1 > d/2, the same arguments as in the proof of Theorem 4.6
yield
‖w˜(t)‖Y sε
. εK+1−2s,
as long as (4.11) holds. Since K + 1 > d, we can choose s > d/2 such that
K + 1 − 2s > d/2, i.e. we can choose s such that K + 1 > [d/2 + 2s] = [3d/2].
Therefore the above given estimate and (4.9) show that (4.11) holds up to times
|t| = τ0, for ε≪ 1. 
Theorem 4.6 and Proposition 4.8 then finally lead to the following statement, prov-
ing also Theorem 1.3:
Corollary 4.9. If ψI satisfies Assumption 4.3 with K ≥ [3d/2], then there exists
ε0 > 0 such that for 0 < ε ≤ ε0, the solution ψ(t) to (2.1) is defined on the
time-interval [−τ0, τ0], for any τ0 < τ and the following estimate holds:
(4.19) sup
t∈[−τ0,τ0]
‖ψ(t)− vε0(t)‖L2(Rd) = O (ε) .
Additionally, if K > [3d/2], then we have
(4.20) sup
t∈[−τ0,τ0]
‖ψ(t)− vε0(t)‖L∞(Rd) = O (ε) .
Proof. From Proposition 4.8 we deduce that Theorem 4.6 holds with K ≥ [3d/2]
The L2 estimate (4.19) then is nothing but (4.6) with N = s = 0. The L∞ estimate
(4.20) follows similarly from Theorem 4.6 and (4.9). 
In other words we deduce that the solution of (2.1) can be, up to an error of
O(ε), approximated by the leading order asymptotic solution v0, obtained from
the multiple scales expansion, if the initial data is well prepared, i.e. including
correctors up to K = [3d/2], which is slightly stronger than what was required
for the semi-classical result given in [11]. There the analogous condition for the
correctors has been K ≥ d. On the other hand one might guess that the leading
order estimates (4.19), (4.20) are true even if the initial data is only “correct” up to
leading order. The techniques used in the above given proofs though, do not allow
the conclusion that this is indeed the case. Note however, that the higher order
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correctors in the initial data tend to zero, as ε→ 0, in practically every reasonable
sense.
Remark 4.10. Finally, let us remark that one could also study the semi-classical
asymptotic behavior of the homogenized NLS, i.e. the limit h → 0 of (3.19),
although, in view of the given scaling arguments and Remark 3.9, the word “semi-
classical” should rather be understood here in a purely mathematical sense. To
this end, the well known WKB-type method derived in [19] can be adapted under
suitable conditions onM∗. In this case however, one can only hope for local-in-time
results, i.e. results up to caustics. The combined limit ε/h → 0, h → 0 though,
seems to be more subtle, in particular due to the somewhat hidden dependence of
τ on h in the above given results.
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this work.
References
1. G. Allaire, Homogenization and two-scale convergence, SIAM J. Math. Anal. 23 (1992), no.
6, 1482–1518.
2. G. Allaire, Y. Capdeboscq, A. Piatnitski, V. Siess, and M. Vanninathan, Homogenization of
periodic systems with large potentials, Arch. Rat. Mech. Anal. 174 (2004), 179–220.
3. G. Allaire and A. Piatnitski, Homogenization of the for Schro¨dinger equation and effective
mass theorems, preprint (2004).
4. W. Bao, D. Jaksch, and P. Markowich, Numerical solution of the Gross-Pitaevskii Equation
for Bose-Einstein condensation, J. Comput. Phys. 187 (2003), no. 1, 318–342.
5. P. Bechouche, N. Mauser, and F. Poupaud, Semiclassical limit for the Schro¨dinger-Poisson
equation in a crystal, Comm. Pure Appl. Math. 54 (2001), no. 7, 851–890.
6. A. Bensoussan, J. L. Lions, and G. Papanicolaou, Asymptotic Analysis for Periodic Structures,
North-Holland Pub. Co. (1978).
7. F. Bloch, U¨ber die Quantenmechanik der Elektronen in Kristallgittern, Z. Phys. 52 (1928),
555–600.
8. J. Callaway, Quantum theory of the solid state, Academic press, New York (1991).
9. T. Cazenave, Semilinear Schro¨dinger equations, Courant Lecture Notes in Math. 10, New
York Univ. Courant Math. Institute (2003).
10. R. Carles, Remarks on nonlinear Schro¨dinger equations with harmonic potential, Ann. Henri
Poincare´ 3 (2002), no. 4, 757–772.
11. R. Carles, P. Markowich, and C. Sparber, Semi-classical asymptotics for weakly nonlinear
Bloch waves, J. Stat. Phys. 117 (2004), no.1/2, 369–400.
12. D. Choi and Q. Niu, Bose-Einstein condensates in an optical lattice, Phys. Rev. Lett. 82
(1999), 2022–2025.
13. C. Conca and M. Vanninathan, Homogenization of periodic structures via Bloch decomposi-
tion, SIAM J. Appl. Math. 57 (1997), no. 6, 1639–1659.
14. B. Deconinck, B. Frigyik, and J. Nathan Kutz, Dynamics and stability of Bose-Einstein
condensates: the nonlinear Schro¨dinger equation with periodic potential, J. Nonlinear Sci. 12
(2002), 169–205.
15. P. Donnat and J. Rauch Dispersive nonlinear geometrical optics, J. Math. Phys. 38 (1997),
1484–1523.
16. J. Garnier, Homogenization in a periodic and time-dependent potential SIAM J. Appl. Math.
57 (1997), no. 1, 95-111.
17. J. M. Ghidaglia, J. C. Saut, Nonelliptic nonlinear Schro¨dinger equations, J. Nonlinear Sci. 3
(1993), 169-195.
18. P. Ge´rard, P. Markowich, N. Mauser, and F. Poupaud, Homogenization Limits and Wigner
transforms, Comm. Pure and Appl. Math 50 (1997), 323–378.
19. E. Grenier, Semiclassical limit of the nonlinear Schro¨dinger equation in small time, Proc.
Amer. Math. Soc. 126 (1998), no. 2, 523–530.
20. O. Gue´s, De´veloppement asymptotique de solutions exactes de syste´mes hyperboliques
quasiline´aires, Asympt. Anal. 6 (1993), no. 3, 241–269.
21. J. C. Guillot, J. Ralston, and E. Trubowitz, Semiclassical asymptotics in solid-state physics,
Comm. Math. Phys. 116 (1998), 401–415.
22 C. SPARBER
22. N. Hayashi, N. Nakamitsu, M. Tsutsumi, Nonlinear Schro¨dinger equations in weighted Sobolev
spaces, Funkcial. Ekvac. 31 (1988), no. 3, 363–381.
23. V. Jikov, S. Kozlov, and O. Oleinik, Homogenization of differential operators and integral
functionals, Springer (1994).
24. J. L. Joly, G. Me´tivier, and J. Rauch, Diffractive nonlinear geometric optics with rectification,
Indiana Univ. Math. J. 47 (1998), no. 4, 1167–1241.
25. C. E. Kenig, G. Ponce, L. Vega, Smoothing effects and local existence theory for the generalized
nonlinear Schro¨dinger equations, Invent. Math. 134 (1998), 489–545.
26. E. B. Kolomeisky, T. J. Newman, J. P. Straley, and X. Qi, Low dimensional Bose liquids:
Beyond the Gross-Pitaevskii approximation, Phys. Rev. Lett 85 (2000), no. 6, 1146 –1149.
27. V. V. Konotop, M. Salerno, Modulational instability in Bose-Einstein condensates in optical
lattices, Phys. Rev. A 65 (2002), 21602-21606.
28. M. Kraemer, C. Menotti, L. Pitaevskii, and S. Stringari,Bose-Einstein condensates in 1D
optical lattices: compressibility, Bloch bands and elementary excitations, Eur. Phys. J. D 27
(2003), 247–263.
29. E. Lieb, R. Seiringer, and J. Yngvason, One-dimensional behavior of dilute, trapped Bose
gases, Comm. Math. Phys. 244 (2004), no. 2, 347–393.
30. P. A. Markowich, N. Mauser, and F. Poupaud, A Wigner-function approach to (semi)classical
limits: electrons in a periodic potential, J. Math. Phys. 35 (1994), no. 3, 1066–1094.
31. G. Nenciu, Dynamics of band electrons in electric and magnetic fields: rigorous justification
of the effective Hamiltonian, Rev. Mod. Phys. 63 (1991), no. 3, 547–578.
32. O. Morsch and E. Arimondo, Ultracold atoms and Bose-Einstein condensates in optical lat-
tices, in: T. Dauxois, S. Ruffo, E. Arimondo, and M. Wilkens (eds.), Dynamics and Thermo-
dynamics of Systems with Long Range Interactions, Lecture Notes in Physics 602, Springer
(2002).
33. G. Panati, H. Sohn, and S. Teufel, Effective dynamics for Bloch electrons: Peierls substitution
and beyond, Comm. Math. Phys. 242 (2003), 547–578.
34. A. Pankov, G-convergence and homogenization of nonlinear partial differential operators,
Mathematics and its Applications 422, Kluwer Academic Publishers (1997).
35. F. Pedersen, Simple derivation of the effective-mass equation using a multiple-scale technique,
Eur. J. Phys. 18 (1997), 43-45.
36. L. Pitaevskii and S. Stringari, Bose-Einstein condensation, Internat. Series of Monographs on
Physics 116, Clarendon Press, Oxford (2003).
37. F. Poupaud and , C. Ringhofer Semi-classical limits in a crystal with external potentials and
effective mass theorems, Comm. Part. Diff. Equ. 21 (1996), 1897–1918.
38. H. Pu, L. O. Baksmaty, W. Zhang, N. P. Bigelow, and P. Meystre, Effective-mass analysis of
Bose-Einstein condensates in optical lattices: Stabilization and levitation, Phys. Rev. A 67
(2003), 43605-43612.
39. J. Rauch, Lectures on Nonlinear Geometrical Optics, IAS/Park City Math. Series 5, AMS
(1999).
40. M. Reed, B. Simon, Methods of modern mathematical physics IV. Analysis of operators,
Academic Press (1978).
41. M. J. Steel and Weiping Zhang, Bloch function description of a Bose Einstein condensate in
a finite optical lattice, preprint, arXiv: cond-mat/9810284.
42. C. Sulem and P. L. Sulem, The nonlinear Schro¨dinger equation, Applied Math. Sciences 139,
Springer (1999).
43. L. Tartar,H-measures, a new approach for studying homogenisation, oscillations and concen-
tration effects in partial differential equations, Proc. Roy. Soc. Edinburgh Sect. A 115 (1990),
no. 3-4, 193–230.
44. S. Teufel, Adiabatic perturbation theory in quantum dynamics, Lecture Notes in Mathematics
1821, Springer (2003).
45. C. H. Wilcox, Theory of Bloch waves, J. d’Anal. Math. 33 (1978), 146–167.
(C. Sparber) Institut fu¨r Mathematik der Universita¨t Wien, Nordbergstraße 15, A-1090
Vienna, Austria
E-mail address: christof.sparber@univie.ac.at
