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Let E be a separable Fréchet space. The operators T1, . . . , Tm are disjoint hypercyclic
if there exists x ∈ E such that the orbit of (x, . . . , x) under (T1, . . . , Tm) is dense in
E × · · · × E . We show that every separable Banach space E admits an m-tuple of bounded
linear operators which are disjoint hypercyclic. If, in addition, its dual E∗ is separable, then
they can be constructed such that T ∗1 , . . . , T ∗m are also disjoint hypercyclic.
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1. Introduction
An operator T in a Fréchet space E is said to be hypercyclic if there exists x ∈ E such that its orbit
Orb(T ; x) := {T kx: k = 0,1,2, . . .}
is dense in E . This notion has been intensively studied during the last ﬁfteen years. There is a very recent book by Bayart
and Matheron [3] dedicated to the study of this idea and many of its variants and reﬁnements. Another book by Grosse-
Erdmann and Peris is also in the way. The existence of hypercyclic operators on separable inﬁnite-dimensional Banach
spaces was proved independently by Ansari [2] and by Bernal [4]. Ansari actually proved more: if E is locally convex and
complete, and supports a bounded, equicontinuous biorthogonal system, then E also supports a hypercyclic operator. (More
about biorthogonal systems in Section 3.) The general case for Fréchet spaces was later proved by Bonet and Peris [9].
The operators T1, . . . , Tm are disjoint hypercyclic if there exists x ∈ E such that
Orb
(
(T1, . . . , Tm); (x, . . . , x)
)= {(T k1, . . . , T km)(x, . . . , x): k = 0,1,2, . . .}
is dense in E × · · · × E . Therefore (T1, . . . , Tm) is hypercyclic and (x, . . . , x) is a hypercyclic vector. Thus this con-
cept is more restrictive than being hypercyclic since, in particular, (T , . . . , T ) can never be disjoint hypercyclic because
Orb((T , . . . , T ); (x, . . . , x)) is contained in the diagonal of E × · · · × E . This concept was independently introduced by Bès
and Peris [8] and Bernal [5]. But whereas the authors of [8] were more focused on the Banach space setting, the author of
[5] was almost exclusively focused on the Fréchet space setting. The following example is from [8] (Corollary 4.2):
Let B be the unweighted unilateral backward shift on the canonical basis of p(N) with 1 p < ∞ or c0(N). Suppose that
λ1, . . . , λm ∈ C \ {0} and 1 r1  · · · rm . Then λ1Br1 , . . . , λmBrm are disjoint hypercyclic if and only if 1< |λ1| < · · · < |λm|
and 1 r1 < · · · < rm .
In Section 2 we will prove a lemma which builds up on the calculations made in Lemma 3.2 [19]; in its proof a result
of Ostrowski [15] is fundamental.
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cyclic operators were studied by Petersson in [17], by the author [18,20,21], and by Montes-Rodríguez, Rodríguez-Martínez
and Shkarin in [14] where they show that dual hypercyclic operators are, in a sense, quite abundant.
In Section 3 we will show that for any separable Banach space E and any positive integer m there exist T1, . . . , Tm dis-
joint hypercyclic operators. If the dual E∗ is also separable, then T1, . . . , Tm can be chosen so that their adjoints T ∗1 , . . . , T ∗m
are also disjoint hypercyclic. In this last case T1, . . . , Tm are called dual disjoint hypercyclic operators. We will adapt the
method in Bernal’s [4] and in [19] and [20] to attain our goals.
In Section 4 we will show how to extend the results obtained in Section 3 to more general type of operators, make
some observations about the spectra of dual hypercyclic operators, and ask some questions. We should also mention that
Theorem 4.11 of [8] shows that on separable inﬁnite-dimensional Hilbert spaces there are T1, . . . , Tm such that they are
dual disjoint hypercyclic.
Let E be a separable complex Banach space. Let {xn: n ∈ Z} be a subset of E . For a subset A of the integers, the set
[x j: j ∈ A] denotes the closed subspace spanned by {x j: j ∈ A}. All the operators that will be considered are linear and
bounded.
2. The key lemma
Lemma 2.3 below is a key ingredient in the proof of our main results which are presented in the next section. Proposi-
tion 2.1 below and its corollary are used in the proof of Lemma 2.3.
A result of Ostrowski, formula (24) of [15], says that the determinant of an (m + 1) × (m + 1) matrix En = (et,s) with
entries
es,t =
(
n
ft − s
)
(s, t = 0,1, . . . ,m),
where 0 f0 < f1 < f2 < · · · < fm is a ﬁnite sequence of integers and n ∈ N is
∏
a<b
( fb − fa)
m∏
t=1
( ft − t)!
ft !
m∏
t=0
(
n +m − t
ft − t
)
,
which is a polynomial in n of degree
∑m
t=0( ft − t). (We are working with the transpose of the matrix that Ostrowski uses
because we want to apply his results to the matrix Cn which will be deﬁned in a moment, but recall that a matrix and its
transpose have the same determinant.)
In particular, for the k × k matrix Cn = (ci, j) with entries
ci, j =
(
n
k + j − i
)
,
we have that m + 1 = k and ft = k + t for 0 t < k.
Let Cn(i, j) be the matrix obtained after eliminating the ﬁle i and the column j from the matrix Cn .
Proposition 2.1. The detCn is a polynomial in n of degree k2 . The detCn(i, j) is a polynomial in n of degree at most k2 − k + i − j.
When i = k, the degree of the polynomial detCn(i, j) is exactly k2 − j.
Proof. The ﬁrst part follows at once from Ostrowski’s formula since
k−1∑
t=0
( ft − t) = k2.
The inequality is one of the facts proven in [19], but we repeat the argument for the sake of completeness. A typical
summand in detCn(i, j), except for its sign, is∏
t =i, σ (t) = j
(
n
k + σ(t) − t
)
where σ is a permutation of {1,2, . . . ,k}, and therefore detCn(i, j) is a polynomial in n of degree at most
∑
t =i, σ (i) = j
(
k + σ(t) − t)= k(k − 1) +
(
k∑
t=1
σ(t) − j
)
−
(
k∑
t=1
t − i
)
which is k2 − k − j + i, since ∑kt=1 σ(t) = (k+1)k =∑kt=1 t .2
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and therefore
k−2∑
t=0
( ft − t) = (k + 1)(k − 1) = k2 − 1.
When 1< j < k set ft = k + t for 0 t  j − 2 and ft = k + t + 1 for j − 1 t  k − 2. Therefore
k−2∑
t=0
( ft − t) = k( j − 1) + (k + 1)(k − j) = k2 − j.
Finally, when j = k set ft = k + t for 0 t  k − 2. Then
k−2∑
t=0
( ft − t) = k(k − 1) = k2 − k. 
An immediate and very useful consequence which will be used in the lemma below is:
Corollary 2.2. Let ai be a polynomial in n of degree at most k − i − 1 for 1 i  k − 1. Then
lim
n→∞
ai detCn(i, j)
detCn(k, j)
= 0
for j = 1,2, . . . ,k.
We are now ready to prove our lemma.
Lemma 2.3. Let F be a ﬁnite-dimensional Hilbert space with orthonormal basis {e j: 0  j  2k − 1}. Let w j and v j be non-
zero complex weights for j = 1,2, . . . ,k − 1. Let y, z and ζ be in [e0, . . . , ek−1] with 〈y, ek−1〉 = 0 but with 〈z, ek−1〉 = 0 and
〈ζ, ek−1〉 = 0.
Then for each triple δ > 0,  > 0 and ρ > 0 there exist an arbitrarily large n ∈ N, a vector x in [ek, . . . , e2k−1] with
‖x‖ < δ and operators L and T deﬁned by L(e0) = 0 and L(e j) = w je j−1 and T (e0) = 0 and T (e j) = v je j−1 , for 0 < j 
2k − 1.∥∥(I + L)n(y + x) − z∥∥< , (1)
and ∥∥(I + T )n(y + x) − ζ∥∥< . (2)
Furthermore, the absolute values of the new weights w j , v j for k j  2k − 1 are positive and smaller than ρ .
Proof. The case k = 1 is easy. In this case, however, we don’t have preexisting weights. Thus F = [e0, e1] and let z = z0e0
and ζ = ζ0e0 be non-zero vectors. Then for
(I + L)n =
(
1 nw1
0 1
)
and (I + T )n =
(
1 nv1
0 1
)
it is immediate, if n is large enough, how to get x = x1e1 with a small norm and also what is the relation between v1
and w1. If we choose nw1x1 = z0 and nv1x1 = ζ0, it follows that
v1 =
(
ζ0
z0
)
w1 and (I + L)n(x) − z = x = (I + T )n(x) − ζ.
In the case k = 2 the preexisting weights are w1 and v1 and the weights to be determined are w2, w3, v2 and v3.
The problem is that we want that the same x works for two different operators and different z and ζ .
Assume for a moment that we have found x and non-zero weights w j , v j with k  j  2k − 1 that satisfy (1) and (2).
We will see which relations they should have.
Let y = ∑k−2i=0 yiei . By applying the hypothesis we have that z = ∑k−1i=0 ziei with zk−1 = 0 and ζ = ∑k−1i=0 ζiei with
ζk−1 = 0, also x =∑ki=1 xiei+k−1.
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dwi, j =
k+ j−1∏
t=i
wt
(
n
k + j − i
)
,
and therefore
det Dwn =
(
k−1∏
s=−k+1
wk−|s|k+s
)
detCn. (3)
Let Dwn, j be obtained from replacing the j column in D
w
n by
⎛
⎜⎜⎜⎜⎝
a1
a2
...
ak−1
ak
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
z0 − (y0 +∑k−2p=1(∏pj=1 w j)(np)yp)
z1 − (y1 +∑k−2p=2(∏pj=2 w j)( np−1)yp)
...
zk−2 − yk−2
zk−1
⎞
⎟⎟⎟⎟⎟⎠ . (4)
Since 0 = 〈y, ek−1〉 = yk−1, we have that ai is a polynomial in n of degree at most k − 1− i if 1 i  k − 1. Since we want
‖(I + L)n(y + x) − z‖ to be small, we set the orthogonal projection of (I + L)n(y + x) − z on [e0, . . . , ek−1] to zero. But, by
Cramer’s rule, this is equivalent to setting
x j =
det Dwn, j
det Dwn
( j = 1, . . . ,k). (5)
By Proposition 2.1 and (3), det Dwn is a polynomial in n of degree k
2. We will show that det Dwn, j is a polynomial in n of
degree k2 − j. In order to see this, let Dwn (i, j) be the matrix obtained after eliminating the ﬁle i and the column j from
the matrix Dwn . (Equivalently after eliminating the ﬁle i and the column j from the matrix D
w
n, j .) Then
det Dwn (i, j) =
(
∏k−1
s=−k+1 w
k−|s|
k+s )∏k+ j−1
t=i wt
detCn(i, j) (6)
which, by Proposition 2.1, is a polynomial in n of degree at most k2 − k + i − j. Therefore when det Dwn (i, j) is multiplied
by ai , which is the i-th component of the vector given in Eq. (4), the resulting product is a polynomial in n of degree at
most (
k2 − k − j + i)+ (k − 1− i) = k2 − j − 1
when 1 i  k − 1. If i = k we are just multiplying by ak = zk−1 so, again by Proposition 2.1, the degree is k2 − j. Since
det Dwn, j = zk−1(−1)k− j det Dwn (k, j) +
k−1∑
i=1
ai(−1)i− j det Dwn (i, j), (7)
it follows that det Dwn, j is a polynomial in n of degree k
2 − j for 1  j  k. Therefore det Dwn, j = 0 if n is large enough.
Moreover since we have already seen that det Dwn is a polynomial in n of degree k
2, it follows that there is a positive M
such that
|x j| Mn− j ( j = 1, . . . ,k). (8)
For the corresponding weights v j , we have that
⎛
⎜⎜⎜⎜⎝
b1
b2
...
bk−1
bk
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
ζ0 − (y0 +∑k−2p=1(∏pj=1 v j)(np)yp)
ζ1 − (y1 +∑k−2p=2(∏pj=2 v j)( np−1)yp)
...
ζk−2 − yk−2
ζk−1
⎞
⎟⎟⎟⎟⎟⎠ , (9)
and
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k−1∑
i=1
bi(−1)i− j det Dvn (i, j) (10)
which also has degree k2 − j. Moreover, let’s assume that x j also satisﬁes
x j =
det Dvn, j
det Dvn
( j = 1, . . . ,k), (11)
and therefore (5) and (11) give
det Dwn, j
det Dwn
= det D
v
n, j
det Dvn
( j = 1, . . . ,k),
which means because of (3) and the equivalent equation for the weights v that
det Dwn, j∏k−1
s=−k+1 w
k−|s|
k+s
= det D
v
n, j∏k−1
s=−k+1 v
k−|s|
s+k
( j = 1, . . . ,k). (12)
By using (6) and the equivalent equation for the weights v and (7) and (10), we can factor out the inverse products of the
new weights(
1∏k+ j−1
t=k wt
)(
zk−1(−1)k− j detCn(k, j) +
k−1∑
i=1
ai(−1)i− j∏k−1
t=i wt
detCn(i, j)
)
=
(
1∏k+ j−1
t=k vt
)(
ζk−1(−1)k− j detCn(k, j) +
k−1∑
i=1
bi(−1)i− j∏k−1
t=i vt
detCn(i, j)
)
in the left- and right-hand side of (12), respectively, for j = 1, . . .k. Everything else in the above equality is known, including
the remaining weights wi , vi corresponding to 1 i < k. Thus, in the case j = 1, we have obtained an explicit linear relation
between wk and vk . For 2 j  k, we again can obtain the relations between the new weights wk+ j−1, vk+ j−1.
We may assume without lost of generality that |ζk−1||zk−1|  1. When n is very large and j = 1 we have, according to Corol-
lary 2.2, which can be used because yk−1 = 0 and the comment right after (4), that
vk 
ζk−1
zk−1
wk,
and for 2 j  k
vk+ j−1 
(
ζk−1
zk−1
)(∏k+ j−2
t=k wt∏k+ j−2
t=k vt
)
wk+ j−1  wk+ j−1.
Consequently when n is large enough we can choose the absolute values of the new weights w j , v j for k  j  2k − 1 in
the interval[ |ζk−1|
2|zk−1|ρ,ρ
]
.
Observe that the assumption zk−1 = 0 = ζk−1 has been crucial.
It remains to show that we can ﬁnd n large enough so that (1) and (2) hold. We will only prove that (1) is satisﬁed; in
a similar manner we can prove that (2) is also satisﬁed. Observe that by the way the x′i s are chosen we have that
∥∥(I + L)n(x+ y) − z∥∥=
∥∥∥∥∥
k∑
j=1
〈
(I + L)n(x), ek+ j−1
〉
ek+ j−1
∥∥∥∥∥

∥∥∥∥∥
k−1∑
j=1
(
x j +
k− j∑
r=1
(
n
r
)
x j+r
j+r−1∏
s= j
wk+s
)
ek+ j−1
∥∥∥∥∥+ ‖xke2k−1‖
 M
(
k∑
j=1
1
n j
+
k−1∑
j=1
k− j∑
r=1
nr
r!
1
n j+r
ρr
)
→ 0 when n → ∞,
where the last inequality follows because the absolute values of the new weights are at most ρ and the estimates of |x j |
given by (8). 
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(a) If the process starts out with m vectors η1, . . . , ηm instead of just z and ζ , then there will be m operators L1, . . . , Lm
such that∥∥(I + L j)n(y + x) − η j∥∥< 
and satisfy the other conditions in Lemma 2.3.
(b) Since F is ﬁnite-dimensional, all norms are equivalent. In the theorems in the next section, F is a subspace of an
inﬁnite-dimensional Banach space E and
‖I + L‖ = sup{∥∥(I + L)x∥∥: x ∈ F and ‖x‖ = 1}
where the norm above is just the norm in E . The same considerations apply to I + T .
(c) For j = k, . . . ,2k − 1 we may choose w j or v j to be positive, but the remaining one may even fail to be real.
(d) If zk−1 = ζk−1, then we may even get v j  w j for j = k, . . . ,2k − 1. So if in addition E is a real Banach space we may
also obtain the weights v j , w j ( j = k, . . . ,2k − 1) to be positive.
3. Existence of disjoint hypercyclic operators
In the following, we let I = N or Z. Recall that the system {(xn, x∗n): xn ∈ E, x∗n ∈ E∗, n ∈ I} is called biorthogonal if
x∗n(xm) = δmn . If, in addition, [xn: n ∈ I] = E and E∗ is the weak∗ closure of the linear span of {x∗n: n ∈ I}, then {xn: n ∈ I} is
called a Markushevich basis. Note that the (biorthogonal) functionals {x∗n: n ∈ I} are unique for such a basis {xn: n ∈ I}. In
[16], Ovsepian and Pelczyn´ski showed that every separable Banach space has a Markushevich basis in which
‖xn‖ = 1 for all n and sup
n∈I
∥∥x∗n∥∥< ∞. (OP)
Moreover, when E∗ is separable, {xn: n ∈ I} may be chosen so that [x∗n: n ∈ I] = E∗ , and we will do this in Theorem 3.4
for I = Z. Herzog [12] used this setting, for I = N, to show that given a separable Banach space E there exists a supercyclic
operator T on it; in other words, that there exists x ∈ E such that the set{
λTnx: λ ∈ C and n = 0,1,2, . . .}
is dense in E .
We will use the following proposition for the theorems in this section. If I = N we set x0 = 0. The case I = Z was proved
in Proposition 2.1 of [20] for positive weights. The case for complex non-zero weights and the case I = N can be proven in
a similar way. Recall that for y ∈ E and y∗ ∈ E∗ , the tensor product y∗ ⊗ y ∈ B(E) is deﬁned by y∗ ⊗ y(x) = y∗(x)y, and
‖y∗ ⊗ y‖ ‖y∗‖‖y‖. Also (y∗ ⊗ y)∗ = y ⊗ y∗ if we identify y with i(y) where i : E → E∗∗ is the canonical injection.
Proposition 3.1. Let I = N or Z, let E be a Banach space with Markushevich basis {xn: n ∈ I} which satisﬁes (OP). Let |wn| > 0 for all
n and
∑
n∈I |wn| < ∞. Then the “weighted shift” L =
∑
n∈I wnx∗n ⊗ xn−1 is compact and quasinilpotent, and its dual L∗ is given by∑
n∈I wnxn−1 ⊗ x∗n.
Theorem 3.2. Suppose that E is a separable Banach space with Markushevich basis {en: n ∈ N} which satisﬁes (OP). Let cn > 0 for all
1 n and
∑
1n cn < ∞. Then there exist disjoint hypercyclic operators
I +
∑
1n
wne
∗
n ⊗ en−1 = I + L
and
I +
∑
1n
vne
∗
n ⊗ en−1 = I + T
with 0< |wn| cn and 0< |vn| cn for all n 1. If, in addition, E is real, then each v j and w j may be take to be positive.
Proof. The hypotheses imply that L and T are “unilateral backward shifts”, that is, L(e0) = 0 and L(e j) = w je j−1 for 0 < j
and T (e0) = 0 and T (e j) = v je j−1 for 0 < j. The hypotheses and Proposition 3.1 imply that L and T will be bounded
operators. Moreover, the norms of I + L and I + T will not exceed
Q = 1+ sup
n∈N
∥∥e∗n∥∥∑ cn. (13)
n∈N
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(m)
∞
m=1 be decreasing to 0.
Assume that z1 and ζ 1 are in [e0, . . . , ek1−2] \ [e0, . . . , ek1−1]. Set y1 = 0 and apply Lemma 2.3 by considering c j = w j =
v j for 1 j  k1 − 1 and ρ1 = min{c j: k1  j  2k1 − 1}. In this way we have obtained L1 and T1 and x1 ∈ [ek1 , . . . , e2k1−1]
with ‖x1‖ < 2−1, and new weights w j , v j smaller than ρ1, and n1 such that∥∥(I + L1)n1(x1)− z1∥∥< 1 and ∥∥(I + T1)n1(x1)− ζ 1∥∥< 1.
Assume that we have already chosen x1, . . . , xm−1 such that x j ∈ [ek j , . . . , e2k j−1] for j m − 1, and wi, vi for 1  i 
2km−1 − 1, and n1 < · · · < nm−1, and 2k j < k j+1 for j + 1m − 1.
Thus we already have L1, . . . , Lm−1 and T1, . . . Tm−1. Assume further that∥∥x j∥∥ 1
2 j Q n j−1
for 1< j m − 1 and where Q is deﬁned in (13).
Let’s now consider zm and ζm which we may assume, perhaps after a tiny perturbation, that they are in [e0, . . . , ekm−1] \[e0, . . . , ekm−2]. Let y = x1 + · · · + xm−1 which is in [e0, . . . , e2km−1−1]. Without loss of generality we may also assume that
2km−1 < km and set w j = c j = v j for 2km−1  j < km and ρm = min{c j: km  j  2km − 1}. In this way y ∈ [e0, . . . , ekm−2],
and therefore we can apply Lemma 2.3. Thus we can obtain Lm and Tm and xm ∈ [ekm , . . . , e2km−1] satisfying∥∥xm∥∥ 1
2mQ nm−1
(14)
and ∥∥(I + Lm)nm(y + xm)− zm∥∥< m (15)
and ∥∥(I + Tm)nm(y + xm)− ζm∥∥< m (16)
for some nm greater than nm−1. After this process has ﬁnished, we have L such that L|[e0,...,e2km−1] = Lm and likewise for T .
Let x =∑∞j=1 x j . To show that (x, x) is hypercyclic for (I + L, I + T ), we see that
∥∥(I + L)nm (x) − zm∥∥ ∥∥(I + Lm)nm(x1 + · · · + xm)− zm∥∥+ ∞∑
j=m+1
∥∥(I + L)nm(x j)∥∥
 m +
∞∑
j=m+1
∥∥(I + L)nm∥∥ 1
2 j Q n j−1
which is at most m +∑∞j=m+1 2− j . The ﬁrst inequality is just the triangular inequality and the second one is due to (14)
and (15). Similarly, using inequalities (14) and (16), we have that
∥∥(I + T )nm (x) − ζm∥∥ m + ∞∑
j=m+1
2− j.  (17)
The following lemma is the “disjoint” version of Lemma 2.8 of [20], where only one weight is modiﬁed by being made
very small.
Lemma 3.3. Suppose that E is a Banach space with Markushevich basis {ep: p ∈ Z} which satisﬁes (OP). Let cp > 0 for all p and∑
p∈Z cp < ∞. For s ﬁxed, let y ∈ [es, . . . , es+k−2] and z, ζ ∈ [es, . . . , es+k−1] \ [es, . . . , es+k−2]. Let ws+ j and vs+ j be non-zero
complex weights with |ws+ j | cs+ j and |vs+ j | cs+ j for j = 1,2, . . . ,k − 1. Let A = {p: p < s} ∪ {p: s + 2k p}.
Then for each pair δ > 0 and  > 0 there exist an arbitrarily large n ∈ N, a vector x ∈ [es+k, . . . , es+2k−1] with ‖x‖ < δ, non-zero
complex weights ws+ j and vs+ j with |ws+ j | cs+ j and |vs+ j | cs+ j for j = 0 and j = k, . . . ,2k−1 such that the bilateral weighted
shifts
L =
∑
p∈A
c′pe∗p ⊗ ep−1 +
s+2k−1∑
p=s
wpe
∗
p ⊗ ep−1
and
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∑
p∈A
c′pe∗p ⊗ ep−1 +
s+2k−1∑
p=s
v pe
∗
p ⊗ ep−1
satisfy
∥∥(I + L)n(x+ y) − z∥∥<  and ∥∥(I + T )n(x+ y) − ζ∥∥< ,
whenever 0< |c′p| cp for p ∈ A.
Proof. Proposition 3.1 implies that L and T are bounded and the norms of I + L and I + T will not exceed
P = 1+ sup
p∈Z
∥∥e∗p∥∥∑
q∈Z
cq. (18)
For the ﬁnite-dimensional space [es+ j: j = 0, . . . ,2k − 1] we can ﬁnd by using Lemma 2.3 an arbitrary large n, a vector
x ∈ [es+k, . . . , es+2k−1] with ‖x‖ < δ and operators
L0 =
s+2k−1∑
p=s+1
wpe
∗
p ⊗ ep−1 and T0 =
s+2k−1∑
p=s+1
vpe
∗
p ⊗ ep−1
such that
∥∥(I + L0)n(x+ y) − z∥∥< 
2
and
∥∥(I + T0)n(x+ y) − ζ∥∥< 
2
.
Once n and x are ﬁxed, we can ﬁnish the proof by using an argument similar to the one used in Lemma 2.8 of [20] and
choosing 0< ws = vs < cs very small. 
Remark.
(a) In the proof of the next theorem, Lemma 3.3 will be applied not only to the “backward bilateral weighted shifts” but to
their duals which are “forward bilateral weighted shifts”.
(b) In the Hilbert space case when {en: n ∈ I} is an orthonormal basis there is no need for the weights in Lemma 2.3 to be
small; however, in Lemma 3.3 the weights ws = vs still need to be very small. The consequence of this is that in the
Hilbert space case we only need the sequence (cn)n∈Z to be bounded to ensure the continuity of L and T , and thus we
can have arbitrarily long and uniformly bounded below ﬁnite sequences of weights so L and T are not quasinilpotent.
Theorem 3.4. Suppose that E is a Banach space whose dual is also separable. Let {ep: p ∈ Z} be a Markushevich basis which satisﬁes
(OP) and [e∗p: p ∈ Z] = E∗ . Let cp > 0 for all p and
∑
p∈Z cp < ∞. Then there exist dual disjoint hypercyclic operators
I +
∑
p∈Z
wpe
∗
p ⊗ en−1 = I + L
and
I +
∑
p∈Z
vpe
∗
p ⊗ ep−1 = I + T
with 0< |wp| cp and 0< |vp| cp for all p ∈ Z.
Proof. We use a strategy similar to the one used in the proof of Theorem 3.1 of [20]; i.e., going back and forth in order to
obtain the weights, with Proposition 2.4 and Lemma 2.8 of [20] being replaced, respectively, by Lemma 2.3 and Lemma 3.3.
Thus Lemma 3.3 plays a fundamental role since then the “bilateral shifts” behave locally almost as “unilateral backward
shifts” and therefore the techniques of Theorem 3.2 can be imitated.
We will inductively construct two sequences of “bilateral backward shifts”(
L j =
∑
p∈Z
wp( j)e
∗
p ⊗ ep−1
)∞
j=1
and
(
T j =
∑
p∈Z
vp( j)e
∗
n ⊗ ep−1
)∞
j=1
such that for each p ∈ Z the sequences (wp( j))∞j=1 and (vp( j))∞j=1 are eventually constant and for j  1 the moduli of
wp( j) and vp( j) are in (0, cp]. We then consider
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∑
p∈Z
wpe
∗
p ⊗ ep−1 and T :=
∑
p∈Z
vpe
∗
p ⊗ ep−1,
where wp = lim j→∞ wp( j) and wp = lim j→∞ wp( j).
These condition, Proposition 3.1 and the convergence of
∑
p∈Z cp imply that L j → L and T j → T in the operator norm.
Now, let ( j)∞j=1 be decreasing to zero.
Step 1. Let s1 ∈ Z and k1 ∈ N. Assume that z1 and ζ 1 are in [es1 , . . . , es1+k1−1] \ [es1 , . . . , es1+k1−2]. Set y1 = 0 and apply
Lemma 3.3 by considering cp = wp(1) = vp(1) for s1 + 1  p  s1 + k1 − 1. In this way we obtain L1 and T1 and x1 ∈
[es1+k1 , . . . , es1+2k1−1] with ‖x1‖ < 2−1, and new weights ws1+ j(1) and vs1+ j(1) for j = 0 and j = k1, . . . ,2k1 − 1 and n1
such that∥∥(I + L1)n1(x1)− z1∥∥< 1 and ∥∥(I + T1)n1(x1)− ζ 1∥∥< 1. (19)
Step 2. Let s2 ∈ Z and k2 ∈ N such that
s2 − k2 + 1< s1 − n1 and s1 + 2k1 < s2.
Assume that z∗2 and ζ ∗2 are in [e∗s2−k2+1, . . . , e∗s2 ]\ [e∗s2−k2+2, . . . , e∗s2 ]. Set y∗2 = 0. By applying Lemma 3.3 again, we can obtain
x∗2 ∈ [e∗s2−2k2−1, . . . , e∗s2−k2 ] with∥∥x∗2∥∥< 122 ,
and n2 (with n1 < n2) and operators L∗2 and T ∗2 , which are “forward bilateral weighted shifts”, such that∥∥(I + L∗2)n2(x∗2)− z∗2∥∥< 2 and ∥∥(I + T ∗2)n2(x∗2)− ζ ∗2 ∥∥< 2.
Moreover, not only do we have that L1(et) = L2(et) and T1(et) = T2(et) for t = s1, . . . , s1 + 2k1 − 1; but
(I + L2)n1
(
x1
)= (I + L1)n1(x1) and (I + T2)n1(x1)= (I + T1)n1(x1) (20)
since in particular we have that wp(1) = wp(2) and vp(1) = vp(2) for s1 − n1  p  s1 + 2k1. Consequently Eq. (19) is also
satisﬁed if we replace L1 by L2 and T1 by T2.
Step 3. Assume that the following have been chosen:
x1, x3, . . . , x2m−1 ∈ E and x∗2, x∗4, . . . , x∗2m ∈ E∗.
As a consequence of the procedure each of the following will be true:
s2m−1 < · · · < s1 and s2 < · · · < s2m,
k1 < k2 < · · · < k2m−1 < k2m and n1 < n2 < · · · < n2m−1 < n2m.
The procedure results in the construction of the operators:
L1, L2, . . . , L2m and T1, T2, . . . , T2m
so that
L1(e j) = L2(e j) and T1(e j) = T2(e j) (s1  j  s1 + 2k1 − 1),
L2(e j) = L3(e j) and T2(e j) = T3(e j) (s2 − 2k2 + 1 j  s2),
...
L2m−1(e j) = L2m(e j) and T2m−1(e j) = T2m(e j) (s2m−1  j  s2m−1 + 2k2m−1 − 1).
We also assume that the following inequalities hold
s2m − k2m + 1< s2m−1 − n2m−1 and s2m−1 + 2k2m−1 < s2m.
We can now choose s2m+1 and k2m+1 such that
s2m+1 < s2m − 2k2m and s2m + n2m < s2m+1 + k2m+1 − 1.
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z2m+1, ζ 2m+1 ∈ [es2m+1 , . . . , es2m+1+k2m+1−1] \ [es2m+1 , . . . , es2m+1+k2m+1−2].
Set y =∑m−1j=1 x2 j−1. Applying Lemma 3.3 we obtain x2m+1 and n2m+1 satisfying the properties stated in Step 5. (In this way
y is in [es2m+1 , . . . , es2m+1+k2m+1−2].)
Step 4. This step is a combination of Step 2 and Step 3. We ﬁnd s2(m+1) , k(2m+1) and again applying Lemma 3.3 we obtain
x∗2(m+1) and n2(m+1) satisfying the properties below.
Step 5. Proceeding in this way we have obtained, for each m = 1,2,3,4, . . . vectors
x2m−1 ∈ [es2m−1+k2m−1 , . . . , es2m−1+2k2m−1−1]
and
x∗2m ∈ [es2m−2k2m+1, . . . , es2m−k2m ].
These vectors satisfy, with P deﬁned in (18),
∥∥x2m−1∥∥ 1
22m−1P2m−3
and
∥∥x∗2m∥∥ 122mP2m−2 .
The following inequalities are also true∥∥∥∥∥(I + L2m−1)n2m−1
(
x2m−1 +
m−1∑
j=1
x2 j−1
)
− z2m−1
∥∥∥∥∥< 2m−1,∥∥∥∥∥(I + T2m−1)n2m−1
(
x2m−1 +
m−1∑
j=1
x2 j−1
)
− ζ 2m−1
∥∥∥∥∥< 2m−1,∥∥∥∥∥(I + L∗2m)n2m
(
x∗2m +
m−1∑
j=1
x∗2 j
)
− z∗2m
∥∥∥∥∥< 2m,∥∥∥∥∥(I + T ∗2m)n2m
(
x∗2m +
m−1∑
j=1
x∗2 j
)
− ζ ∗2m
∥∥∥∥∥< 2m.
Because equalities of the type of (20), the inequalities also hold when replacing L2m−1, T2m−1, L∗2m and T ∗2m , respectively,
by L2m′−1, T2m′−1, L∗2m′ and T
∗
2m′ respectively and mm′ . Consequently the four inequalities also hold for L, T , L∗ and T ∗ .
Step 6. Assume also that {(z2m−1, ζ 2m−1): m = 1,2,3, . . .} is dense in E × E , and {(z∗2m, ζ ∗2m): m = 1,2,3, . . .} is dense in
E∗ × E∗ . Then a standard argument, as in the proof of the preceding theorem, or as in Theorem 3.1 of [20], shows that
x =∑∞m=1 x2m−1 is hypercyclic for I + L and I + T . Likewise x∗ =∑∞m=1 x∗2m is hypercyclic for I + L∗ and I + T ∗ . 
Remark.
(a) Similarly to the remark in the preceding section, Lemma 3.3 can also be extended to m vectors η1, . . . , ηm instead of
just z and ζ . Thus we can have the existence of m disjoint hypercyclic operators in both theorems.
(b) For the operators that we constructed in Theorem 3.2 the set{
x ∈ E: (x, x) is hypercyclic for (I + L, I + T )}
is dense in E . This is proved very easily since we can start the process for getting x with an arbitrary ys ∈ [es, . . . , eks−2]
and such that the resulting hypercyclic vector xs satisﬁes ‖ys − xs‖ δs . Since the set {(zm, ζm): m = s, s+ 1, s+ 2, . . .}
is also dense in E × E and we can also ask that {ys: s = 1,2,3, . . .} to be dense in E and δs → 0 when s → ∞, the
result follows. Thus I + L, I + T are densely disjoint hypercyclic using the terminology of [4]. The same holds true for
I + L, I + T and I + L∗, I + T ∗ in Theorem 3.4.
(c) If we were working with real Banach spaces, then all the weights can be chosen to be positive. This follows from
(Lemma 2.3) remark (d), as we can further assume in Step 6 of the proof that for each m  1 the last non-zero
coordinate of z2m−1 and ζ 2m−1 coincide and also the ﬁrst non-zero coordinate of z∗2m and ζ ∗2m coincide.
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Let T be the unit circle and α,β ∈ T. The results of this paper can be improved by considering the operators α I + L
and β I + T instead of I + L and I + T in Lemma 2.3, Theorem 3.2, Lemma 3.3 and Theorem 3.4. Thus the spectrum of the
operator (α I + L, β I + T ) on E × E in Theorem 3.2 (and also in Theorem 3.4) is {α,β}.
Let us see why the modiﬁcation of Lemma 2.3 is true. Instead of (1) and (2) we need the inequalities below. The proofs
of the new versions of Theorem 3.2 and Theorem 3.4 are basically the same since (13) and (18) are unaffected.∥∥(α I + L)n(y + x) − z∥∥= ∥∥(I + α−1L)n(y + x) − α−nz∥∥< 
and ∥∥(β I + T )n(y + x) − ζ∥∥= ∥∥(I + β−1T )n(y + x) − β−nζ∥∥< .
Thus we only need n large enough such that∥∥(1− α−n)z∥∥< 
2
and
∥∥(1− β−n)ζ∥∥< 
2
and ∥∥(I + α−1L)n(y + x) − z∥∥< 
2
and
∥∥(I + β−1L)n(y + x) − ζ∥∥< 
2
.
For the ﬁrst pair of inequalities: There is an arbitrarily large n such that αn and βn are arbitrarily near 1. This is
immediate if both are roots of unity. If α is not a root of unity but γ is and β = γ or β = γα, then it is a consequence of
a well-known result of Dirichlet that says that the set of powers of α is dense in the unit circle. The remaining case is a
consequence of Kroenecker’s theorem [11]. For the second pair of inequalities: We observe that α−1L and β−1T are ﬁnite
shifts satisfying the hypothesis of Lemma 2.3, since the only restriction for the weights is to be different from zero.
In the Hilbert space case (as well as in other classical Banach spaces) the above generalization of Theorem 3.4 implies
the existence of dual hypercyclic operators whose spectra is a ﬁnite union of closed discs centered at points of T. Moreover,
any K = ⋃ j∈ J α j + r jD can be the spectrum of a dual hypercyclic operator, where D is the open unit disc, J is ﬁnite
or denumerable, α j ∈ T, and sup{r j: j ∈ J } is bounded. (In particular, any closed subset of T when r j = 0 for all j ∈ J .)
The characterization of the spectra of dual hypercyclic operators is part of Problem 6.1 of [21].
The following theorem is a generalization of Theorem 4.1 of [20]. In it we may construct operators V and W in a way
similar to the way in which L and T were constructed in Theorem 3.4; see the remark (b) of Lemma 3.3.
Theorem 4.1. Let U be a bilateral backward weighted shift, with respect to the canonical orthonormal basis, on 2(Z), with positive
bounded weight sequence {un}. Let α,β ∈ T.
Then there exist other bilateral backward shifts V and W on 2(Z), with non-zero weight sequences {vn} and {wn} and A ⊂ Z
such that α I + V , β I + W are dual disjoint hypercyclic and
lim
| j|→∞
|v j| + |w j| = 0 for j ∈ A (21)
and
lim
| j|→∞
|v j − u j| + |w j − u j| = 0 for j /∈ A. (22)
Remark. Using an argument that was used in p. 150 of [21], we see that there are many different kinds of dual disjoint
hypercyclic operators. The bilateral shifts V and W are unitarily equivalent to bilateral shifts with positive weights, therefore
σ(V ) and σ(W ) are discs centered at the origin with radii equal to their spectral radii r(V ) = r(W ). Choosing U such that
un = 12 whenever n /∈ A implies that r(V ) = 1/2 since there are arbitrarily long ﬁnite sequences of weights near 12 which
means that ‖V n‖1/n goes to 12 . Therefore σ(I + V ) = {z: |z − 1|  12 } and σ((I + V )n) = σ((I + V )m) whenever n = m.
Moreover when n = 1 the spectrum σ((I + V )n) is no longer a disc. The same holds true for the powers of I + W and their
spectra. It easily follows from Ansari’s theorem [1] that the operators (I + V )n and (I + W )n are dual disjoint hypercyclic.
The dual disjoint hypercyclic operators in Theorem 4.11 of [8] are powers of an invertible bilateral shift and their spectra
are thick annuli centered at the origin.
Recall that a hypercyclic subspace for an operator T is an inﬁnite-dimensional closed subspace in which every non-
zero vector is hypercyclic for T . A good reference is the work of González, León-Saavedra and Montes-Rodríguez in [10].
Although we haven’t used the Hypercyclicity Criterion in either Theorem 3.4 or Theorem 4.1, the work of [13] suggests
that the operators obtained in both theorems satisfy the criterion. The following questions are for dual hypercyclic opera-
tors.
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(ii) Must they always satisfy the Hypercyclicity Criterion?
(iii) Must they always have hypercyclic subspaces?
If the answer to (i) and (ii) were aﬃrmative, then [10] would imply that the answer to (iii) would be also positive.
(iv) Let T1, T2 be disjoint hypercyclic operators on a Hilbert space H , so that the direct sum T1 ⊕ T2 is dual hypercyclic on
H ⊕ H . Must T ∗1 , T ∗2 be disjoint hypercyclic?
After seeing the ﬁrst version of this paper, Shkarin found short and elegant proofs of the main results, see [22]. For
results on disjoint mixing operators see [7].
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