ABSTRACT
Introduction
In most communication systems, designers are faced with issues such as capacity shortage and increase of interferences in a joint state. Applying smart antennas in wireless communication systems can decrease these problems. Smart antenna systems use an antenna array with the ability to process the digital signal in the receiver port as well as the transmitter port based on an adaptive manner [1, 2] . These systems have three major types; switched beam, fixed-beam, and adaptive array. In switched beam antenna array systems, some fixed radiation patterns with high resolution at specific predetermined directions are created. The essential goal of fixed beam methods is to locate the main lobe of the radiation pattern in the signal direction and set the radiation pattern to zero in the direction of interference signals [3] . In fixed-beam methods, statistically optimum weight vectors for beamforming can be calculated by Wiener's solution. However, the asymptotic second-order statistics of the signal and the interference-plus-noise should be known, a priori. These statistics are usually not known but can be estimated from the available data via the ergodicity assumption, where time average equals ensemble average. For time-variant signal environments, such as wireless cellular communication systems, statistics change with time as the source and interferers move around the cell. As for time-variant signal propagation environments, a recursive update of the weight vector is required to track a moving mobile such that spatial filtering adaptively steers the main beam to the target mobile's time-varying DOA, thus resulting in optimal transmission/reception of the desired signal. To solve the problem of time-varying statistics, weight vectors are typically determined by adaptive algorithms which adapt to the changing environment [4, 5] .
By changing the weights of an adaptive array, the radiation pattern can be formed and steered in the desired direction. There are two different types of adaptive weighting algorithm which are based on training sequences and blind estimation. Training based methods do not need to know the location of the source signal and will converge faster than blind algorithms. On the contrary, in blind methods, only the direction of arrival (DOA) of the main signal (source) is required and other information should be obtained from the received signal [6] [7] [8] [9] .
Reviewing recent research works on digital beamforming shows that the effect of the direction and velocity of the source has not been considered seriously. However, in cases where it has been used; calculations and computational complexity in the weighting step have increased.
Authors in [10] show that using an adaptive beamforming technique based on maximum likelihood estimation (MLE) can increase the robustness of algorithms against the effects of incorrect DOA estimation. The practical design of a smart antenna system based on DOA estimation and adaptive beamforming is the subject of [11] . In this paper, DOA estimation is based on multiple signal classification (MUSIC) algorithms and adaptive beamforming is achieved by using the LMS algorithm.
In [12] , the performance of LMS and recursive least square (RLS) algorithms for smart antennas in a wideband of code division multiple access (W-CDMA) mobile communication environments are discussed. Furthermore, beamforming algorithms based on Normalized least mean square (NLMS) and matrix inversion (MI) are processed in [13] . In [14] , a matrix inversion normalized least mean square (MI-NLMS) adaptive beamforming algorithm is described. Simulation results of this method show that the bit error rate (BER) improvement to be proportional to the number of antenna elements employed in the antenna array. The performance of constant modulus (CM), LMS, and RLS algorithms are discussed in [15] and a systematic comparison between them is obtained. In [16, 17] , the performance of blind adaptive beamforming algorithms for smart antennas in realistic environments with a constrained constant modulus (CCM) design criterion is described and used for deriving a RLS type optimization algorithm. In [18] the performance of different CCM-based adaptive beamforming algorithms has been compared.
In the present article, by using LMS and CM algorithms, a new method has been proposed that predicts the direction and velocity of source in a simple way. Compared to other algorithms and also previous research work being done relatively, it decreases the computational complexity.
The rest of this paper is organized as follows. In section 2, some important notes about adaptive antenna array systems are illustrated and two well-known algorithms, LMS and CM, are discussed in detail. Section 3 introduces the new proposed speed-sensitive algorithm which is based on prediction of the next location of the source and reducing the complexity of weighting process about 50%. In addition to simulation assumptions and related flowcharts, simulation results of conventional LMS and CM as well as proposed ones are described in section 4. Finally, section 5 concludes this article.
Adaptive Antenna Array Systems
The main feature of antenna array is the ability to separate signals in space. Signal separation in space means adjusting the main lobe of the antenna in the direction of desired signal and its nulls in the direction of undesired signals [3] . Several adaptive algorithms can be used in such way that the weight vector adapts to the time-varying environment at each sample. As depicted in Figure 1 , there are two major types of adaptive weighting algorithms, i.e., training-based methods and blind methods. In training-based methods, such as, LMS and RLS, one reference signal is required. In contrast, in blind methods, such as, CM, least squares (LS), decision directed (DD), and conjugate gradient (CG), only the DOA of the main signal is required and other information should be obtained from the received signal [19, 20] . In this investigation, LMS and CM algorithms are considered to evaluate the performance of the new speed-sensitive beamforming proposed.
LMS Algorithm
LMS algorithm uses minimum mean square error (MMSE) criterion for weight estimation. In MMSE, if
is considered as a function of w, then it has only one minimum. This minimum can be determined by solving the Wyner's optimization equation. The most common method to solve this problem is the steepestdescent scheme that can be summarized as follows:
where  is a coefficient that determines the conver- If we assume that 1 p  , the cost function has the form as in (11): In (5), we use the real-time value instead of the average value. This simplification is shown in (6) .
For discrete-time case, derivation can be substituted with subtraction as follows:
By rewriting the error signal in (10), (13) can be derived. Equation (7) shows that using real-time approximation instead of expected value can lead to an iterative algorithm with simpler implementation. However, some notes should be considered about convergence speed [21] . In this research, considering 0.5
, when the temporal mean value of that is equal to converges, the proper weights can be used for beamforming.
By updating the equation of weights we have the following updating equation:
CM Algorithm
The CM algorithm uses a constant envelope feature of frequency and phase modulated signals such as frequency shift keying (FSK) or phase shift keying (PSK). By calculating this envelope, adaptive beamforming algorithm can be managed. CM algorithm uses a cost function, named as diffraction function of order p, and after minimization, its optimum weights can be obtained. The Godard's cost function is shown in (8) .
As mentioned in the LMS algorithm, in the CM algorithm with 0.5
 
, when the temporal mean value of   2 n  converges and has small variations, the proper weights can be used for beamforming.
Despite slow convergence, CM algorithm is converged in most cases. It has been shown that the fastest convergence is obtained by using [22] . 1 p 
New Proposed Speed-Sensitive Weighting
Method
In our proposed algorithm, according to the direction and the velocity of the main source signal, the new location of user will be estimated. Then, instead of estimating all of the weights of the array antenna, some of them, in this investigation half of them will be calculated. In addition, according to the estimation of the new position of the source, the array weights will be changed and updated. By this simple estimation we can also speed up the DOA algorithm. The essential goals of these algorithms are to reduce the computational complexity and to speed up the weighting algorithm. Figure 2 shows the flowchart of the proposed new LMS-based/CM-based algorithm. After where are equal to 1 or 2. Godard showed that if , p q p R is defined as in (9), the slope of the cost function will be zero.
where   s n is the memoryless estimation of   y n and then the estimation error is: obtaining the output signal, array weights should be updated. This updating is essential for error propagation avoidance and increasing the accuracy of the proposed method.
For weighting a uniform 8-element linear array (ULA), considered in this investigation, three versions of new method are provided as follows: 1) Changing 4 important weights but fixing 4 other ones (4W-Notzero);
2) Changing 4 important weights but setting 4 other ones to zero (4W-Zero);
3) Changing 4 important weights but updating all weights between two sampling point (4W-Updating).
Details of the steps of new proposed algorithm are illustrated below:
1) At first, the weighting algorithm (LMS or CM) is applied for the first two points and the direction of arrival in two points 1  and 2  is determined and also proper weights are obtained. 2) The next location of the source is predicted ( or eq  ) by using the previous locations of the source. The relative velocity has some effects on the value of the angular locations 1 and 2. In this research the direction of the source motion has been considered in the simulations. Figure 3 shows the two cases. If the source moves in parallel with the main axis of the array, according to (15) the new angular location can be found.
3) The effective weights are found and also the value of effective weights for the next predicted location of source are estimated.
4) The radiation pattern is formed according to the estimated weights in step 3.
5) The exact angular location ( or eq  ) is found by using the LMS or CM algorithm and the weights are updated to avoid error propagation. The exact location is and new relative velocity of the source then determined. 6) Going to step 2 and doing the steps 2 to 6.
Simulation Results
In this section the numerical results of LMS and CM algorithms at different SNRs are proposed. For each method, the following scenarios are considered: noisy channel, channel with one interference signal in 0 degree, and channel with two interference signals in 0 and -40 degrees in both conventional and new proposed beamformers are shown. Here, the accuracy of source angle detection, root mean square error (RMSE) and output signal to noise plus interference ratio (SNIR) are the performance metrics. Different simulations have been done by a change in the angle of the source signal in the interval of [-80˚, 80˚]. The following three paths are considered: parallel to array, in the direction of nonzero angle with array, and random walk with constant velocity. In all simulations, the antenna array is an 8-element ULA, the average relative angular velocity is less than 5 degrees in a second and signals are modulated using minimum shift keying (MSK) constant envelope method. All simulations are done in MATLAB 7.5 package. As depicted in Figure 4 , the number of iterations to access acceptable results is 1000.
Simulation results show that the angular error of the proposed method is close to the ones of the conventional methods and acceptable SNIR will be obtained. Via an increase in the number of interferers the performance of both conventional and new LMS-based/CM-based algorithms is decreased. Figures 5-8 show the angular error of the proposed methods for 3 scenarios at low and high SNRs compared to conventional LMS-based and CMbased, respectively. As depicted in these figures, increasing the number of interference signals is a reason for decreasing the performance of these algorithms. It is also seen that the performance of 4W-Updating algorithm that updates their weights is close to the conventional LMS and CM performance. This can be seen well in low SNRs with higher interference signals. Tables 1 and 2 show the average output SNIR and angular error for proposed algorithms. According to the numerical results, 4W-Updating speed-sensitive LMSbased and CM-based algorithms offer higher performance with respect to other ones.
The number of iterations for weighting algorithms in each case for conventional and new proposed ones is the same. Prediction of the new location is very simple and computational complexity to do this function can be ignored with respect to required iterative weight updating algorithms. It means to compare the processing time of each method which equals the (Iteration × (Number of additions/subtractions and multiplications/divisions)) someone can compare the number of these instructions. Tables 3 and 4 show the required number of additions/subtractions and multiplications/divisions in the conventional and proposed 4W-Updating LMS-based and CM-based 8-element array algorithms, respectively. It shows lower complexity by a factor of 2. It should be noted that these simulations can be extended to other number of array elements and array configurations. It means there is no additional calculation for determining the array weights and so, new beamforming method offers lower complexity in weighting time.
Conclusions
In this paper a novel LMS-based/CM-based beamforming is proposed in order to estimate the weights of adaptive antenna array. According to these new beamforming schemes, the direction and the relative velocity of the source will be estimated based on the two previous points; hence, the new location of the source will be predicted. According to the predicted location, those weights that have higher effects on antenna pattern will be found. Simulation results at different SNRs show that the proposed speed-sensitive algorithms reduce the required processing time compared to the conventional methods. To prevent the error propagation, all the weights are updated in the time intervals between two consecutive points in an offline manner. Furthermore, it has been shown that the performance of 4W-Updating algorithm that updates only four of their weights is close to the conventional ones and has lower complexity and convergence time than the conventional LMS and CM algorithms.
