In recent years, several paradigms have been identified to simplify the design of fault-tolerant distributed applications in a conventional static system. Leader Election is among the most noticeable, particularly because it is closely related to group communication, which provides a powerful basis for implementing active replications among other uses. On the other hand, despite its usefulness, to our knowledge, no study has focused on this problem in a mobile computing environment. The aim of this paper was to propose an algorithm for the leader election protocol in a fixed station based wireless networks environment. The election algorithm is much more efficient than other election algorithms in terms of the fault tolerance.
Introduction
The wide use of small portable computers and the advances in wireless networking technologies have made mobile computing today a reality. There are different types of wireless media: cellar (analog and digital phones), wireless LAN, and unused portions of FM radio or satellite services. A mobile host can interact with the three different types of wireless networks at different point of time. Mobile systems are more often subject to environmental adversities which can cause loss of messages or data [8] . In particular, a mobile host can fail or disconnect from the rest of the network.
Designing fault-tolerant distributed applications in such an environment is a complex endeavor.
In recent years, several paradigms have been identified to simplify the design of fault-tolerant distributed applications in a conventional static system.
Election is among the most noticeable, particularly since it is closely related to group communication [7] , which (among other uses) provides a powerful basis for implementing active replications.
The Election problem [1] requires that a unique coordinator be elected from a given set of processes.
The problem has been widely studied in the research community [2] [3] [4] [5] [6] since one reason for this wide interest is that many distributed protocols need an election protocol. However, despite its usefulness, to our knowledge there is no work that has been devoted to this problem in a mobile computing environment.
The aim of this paper is to propose a solution to the election problem in a specific mobile computing environment. This solution is based on the Garcia's
Bully algorithm that is a classical one for synchronous distributed systems. The rest of this paper is organized as follows: in Section 2, a solution to the election problem in a conventional synchronous system, is presented. Section 3 describes the mobile system model we use. A protocol to solve the election problem in a mobile computing system is presented in Section 4. We conclude in Section 5.
Election in a Static System

Model and Definitions
We consider a synchronous distributed system composed of a finite set of process P = {p1,p2,.,Pn} completely connected. Communication is by message passing, synchronous and reliable. A process fails by simply stopping the execution (crashing), and the failed process does not recover. A correct process is the one that does not crash. Synchrony means that there is a bound on communication delays or process relative speeds. Between any two processes there exist two unidirectional channels. Processes communicate by sending and receiving messages over these channels.
The Election problem is specified as following two properties. One is for safety and the other is for liveness. The safety requirement asserts that all processes connected the system never disagree on a leader. The liveness requirement asserts that all processes should eventually progress to be in a state of normal operation in which all processes connected to the system agree to the only one leader. An election protocol is a protocol that generates runs that satisfy the Election specification.
Bully algorithm to solve Election
As a classic paper, Garcia-Molina specifies the leader election problem for synchronous distributed systems with crash failures and gives an elegant algorithm for the system; these algorithms are called the Bully Algorithm [2] . The basic idea in the Bully Algorithm is that the operational process with the highest priority becomes a leader. The bully algorithm is described as follows.
-Each process has a unique ID that is known by all processes. The leader is initially the process with the highest priority.
-If a process detects failure of its leader, it gets into the election status and checks whether processes with higher-priority than itself are operational.
-If some of them are operational, the process waits, giving those higher-priority processes a chance to become a leader.
-If none of them are operational, then the process becomes a new leader and informs the processes with low-priority of the fact that it is a new leader by sending them a message.
When a process receives such a message, the process adopts the newly elected leader as its own new leader. Message propagation delay on the wired network is arbitrary but finite and channels between aMSS and each of its local mobile hosts ensure FIFO delivery of messages.
Mobile System Model
Characteristics of Mobile Hosts
The bandwidth of the wireless link connecting a MH to a MSS is significantly lower than bandwidth of the links between static hosts [9] . In addition, mobile hosts have tight constraints on power consumption relative to desktop machines, since they usually operate on stand-alone energy sources such as battery cells. -Algorithm should be scalable with respect to the number of mobile hosts.
-Algorithm should be able to easily handle the effect of mobile host disconnections and connections.
Election in a Mobile System
In the following, we consider a broadcast group G = (G_MSS, G_MH) of communicating mobile hosts,
where G_MH and G_MSS are respectively a set of m mobile hosts roaming in a geographical area (like a campus area) covered by a fixed set of n MSSs. In so far, local mobile hosts of base station MSSi, which currently residing in MSSi cell, will refer to mobile hosts that belong to group G.
A mobile host can move from one cell to another. If its current base station fails, the connection between the mobile host and the rest of system is broken. To recover its connection, a mobile host must move into another cell covered by an operational or correct base station. So, unless it crashes, a mobile host can always reconnect to the network. A mobile host may fail or voluntarily disconnect from the system. When a mobile host fails, its volatile state is lost. 
Principle
The election protocol proposed in this paper is based on the solution described by Garcia Molina in bully algorithm [2] . The outlines of their protocol have been described in Section 2. In this section, we give an overview of our protocol and identify the major differences compared with the original bully algorithm.
We assume that the election is initiated by a mobile host which requests its current base station to launch 
Protocol
The protocol is composed of three parts and each part contains a defined set of actions. Part A (Fig. 2) describes the role of an arbitrary mobile host hk. Part
B presents the protocol executed by a base station
MSSi. It is subdivided in two sub-parts : sub-part B1( Fig. 3 ) and sub-part B2. 
Conclusion
The communication over wireless links are limited to a few messages (in the best case, two messages:
one to inform the initial value and the other to get the decided leader) and the mobile hosts CPU time is low since the actual election is run by the base stations.
The protocol is then more energy efficient. The protocol is also independent from the overall number of mobile hosts and all needed data structures are managed by the base stations. So, the protocol is scalable and can not be affected by mobile host failures.
Another interesting characteristics of the protocol are as follows. 
