We present a personal design assistant, DesigNAR, aiming at actively supporting designing. The assistant cooperate with the designer by observing the external design representation on which he is working, by making suggestions to him on how to further elaborate this representation and adapting its (suggestion) behaviour according to the designer's reactions to those suggestions. DesigNAR implements a NonAxiomatic Reasoning system on fluid concept representations. This enables DesigNAR to be a situated, creative and adaptive design agent using a constructive memory and grounding of concepts. As discussed in the paper, these features make DesigNAR compatible with the C-K design theory and its C/K/E extension.
INTRODUCTION
The C-K theory is a theory of reasoning in design [1] [2] [3] . It is based on the distinction between two expandable spaces: the space C of concepts and the space K of knowledge. The process of design is then defined as the co-evolution of C and K through four types of interdependent operators; C → K, K → C, K → K and C → C. The theory holds that design is the creation of new knowledge by using knowledge through the elaboration of a concept [2, 3] . Concepts are defined as sets of properties and maintains that, during the elaboration of a concept, the set of concepts that can be derived from it is uncountable [4] . As long as new knowledge can be generated within the knowledge space, unusual and unexpected properties can be introduced into the definition of a concept; hence, it is not possible to define concepts as fixed sets of properties. Under a set theoretic perspective, this idea implies the reject of the choice axiom of the standard set theory for the space of concepts [2, 3] . It is claimed that creativity becomes possible because the choice axiom is not valid for concepts since this allows the introduction of novel properties in to the definition of a concept [1] [2] [3] 5] .
The objective of this paper is to propose a design assistant architecture that captures this idea. Kazakci [6] (see also [7, 8] ) argues that, in order to build such a tool, a cognitive interpretation of the theory is necessary and that the C-K theory must be extended by taking into account the relation of the design agent to its environment. Accordingly, he proposes the C/K/E theory which is an interpretation of the C-K theory based on the main notions of the situated cognition paradigm. In particular, Kazakci [6, 8] maintains that the reject of the choice axiom reflects the ability of human beings in using their knowledge in a flexible way for understanding the world and for creating new meanings. Hence, we are able to understand that a "mobile dwelling" can refer to a tent, to a caravan or to a yacht in different contexts. Or, we can conceive a winged car as a car with doors opening upwards or as a high speed sport car or even an airplane.
How to capture this flexibility to build a design assistant? How can we build a design system that can create new meanings for a concept according to the needs of the moment? Our assumption, in this paper, is that this can be achieved, to some extent, by systems built based on 'fluid concept' representations. The fluid concept notion has been introduced by Hoftsadter and his colleagues [9] [10] [11] [12] . The group has investigated the nature of concepts (what is a concept, how their fuzzy boundaries come about, how are they used) through computer models. A central idea in their work is that building representations cannot be isolated from using them [9, 12] . Therefore, computer models that resulted thereof makes a flexible use of knowledge where concepts (that are used to understand and act upon the world) are (re)constructed according to the pressures of the moment and out of the interaction of various processes and knowledge at various levels. Hence, phenomena such as perception, analogy and creativity are emerging phenomena as various cognitive processes interact in a non-deterministic manner.
The design assistant proposed in this paper is built based on fluid concept representations and a non-deterministic control structure. The assistant functions by observing the design representation the designer is developing and by suggesting design actions. As the behaviour of the agent is non deterministic and emergent, these suggestions can be unexpected and creative. In the meanwhile, the assistant observes the reaction of the designer to its suggestions to adapt its behaviour either by creating new concepts or modifying existing knowledge. It is claimed that the knowledge use and creation of the agent is compatible with the C-K theory and its C/K/E extension.
The plan of the paper is as follows. In section 2, we present the C-K theory. In section 3, we summarize its C/K/E version. In section 4, we argue that fluid concept representations capture the essence of the reject of the axiom of choice and that they may be used to build design assistants compatible with C-K and C/K/E theory. In section 5, we present a conceptual design tool and its embedded design assistant DesigNAR. Following a brief overview of the tool (section 5.1), the language DesigNAR uses is described (section 5.2). We then describe the inference mechanism (section 5.3) and the control structure we use (section 5.4). In section 6, we discuss the compatibility of DesigNAR with the above-mentioned theories and conclude.
THE C -K DESIGN THEORY
The C-K design theory is a theory of reasoning in design [1] [2] [3] . Its underlying concepts and formalism give a consistent account of how concepts are formed, analyzed and further developed or discarded within a design process. The theory is based on the fundamental distinction between the concept space C and the knowledge space K; Figure 1 . Concepts are elaborated by using knowledge through four types of operators, C → K, K → C, K → K and C → C.
The concept space C and the knowledge space K
A knowledge item is a proposition whose logical value (true, false, etc.) is known by a designer with respect to the space K. The knowledge space K consists of knowledge items [2] . The concept space consists of concepts. These are innovative propositions from which design processes may be initiated. A concept has no logical status associated with it; logical value cannot be readily determined with respect to the knowledge available to the designer [2] . Let us consider the concept "mobile dwelling". Indeed, this is a concept: despite our knowledge about what is a dwelling or how something can be mobile, it is hard to describe what is a "mobile dwelling" without first reflecting upon how the conjunction of "mobile" and "dwelling" might be possible.
Note that the concept sp said in other terms, a concept is an 'unknown' entity whose ace cannot be defined inde
Concepts as sets and the axiom of choice
pendently from a knowledge space since its definition depends from the K space that is used. This property is referred to as K-relativity. operties defi
The beginning and the end of a design process:
With each concept can be associated a set of pr ning that concept [3] . Such a set violates the choice axiom of the standard set theoretic universe. Accepting this axiom would be acknowledging the existence of concepts among which it is possible to choose a concept that is yet to be constructed [2] ! It is possible to choose a movie from the ones actually projected in town but it is not possible to choose a surprise party [4] . What is meant by surprise party must be constructed. Consequently, concepts cannot be explored or searched; they can be partitioned or included [3, 5] . Said in other terms, we can add or delete properties to or from the associated sets.
semantic disjunction and conjunction
How is it that a concept is formulated? The theory posits that disjunction is a sem
Expansive partitions vs restrictive partitions
the operation that allows the formulation of a concept is a semantic disjunction. An operation from the space K towards the space C is a semantic disjunction if all the terms of the proposition thus created belongs to K (i.e. are known in K) but their conjunction do not have a logical status in K (otherwise, the proposition would be a knowledge item and not a concept) [2] . Hence, the operation leading to the formulation of "mobile dwelling" is a semantic disjunction. Although the terms "mobile" and "dwelling" are known, their conjunction has no meaning before the end of a design process.
The symmetric operation of a semantic antic conjunction. This is an operation from the concept space C towards the knowledge space K and it marks the end of a design process [2] . The moment where the designer considers that he knows enough about the concept: "a mobile dwelling has the properties p1,p2,…" At that point, the concept is no longer a concept; it has become a knowledge item. [2, 7] .
only allo
The space of concepts has a tree structure since the wed operations are partitions and inclusions [3, 5] . While a concept is being elaborated, when a property is added to the concept, the space of concepts is partitioned (concepts having that property and those who do not) and only a part of the tree is considered. Yet we can distinguish between two types of partitions; expansive and restrictive partitions [3, 5] . Given a property that is added into the definition of a concept, if the added property is already known in K as a property of one of the elements in the definition, the partition is said to be restrictive; otherwise, the partition is an expansive partition.
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It is the expansion of the concept space (by expansive partitions) that makes creativity possible by allowing the introduction of new ideas into a concept under consideration [2] . For instance, when organizing a "nice surprise party" we can partition this concept by various properties such as "disguised" or "that takes place on a boat" or "that takes place in space"; assuming that we have never organized a party in space and we know what is a disguised party; the former would be an expansive partition, the latter a restrictive one.
A C/K/E EXTENSION TO THE C-K THEORY
Kazakci [6, 8] proposes a cognitive interpretation of the C-K theory. According to this work, in order to build computational design assistants based on it, the C-K theory must be extended by taking into account the interaction of the design agent with its environment. This interpretation establishes a link between the C-K theory and the situated cognition paradigm in cognitive sciences. Also, in these works, it is suggested that the reject of the axiom of choice is equivalent to the use of constructive memory and grounding of concepts, two main notions of situated cognition. These ideas are now reviewed.
The C-K theory and the environment space E
Kazakci [6] extends the C-K theory using the situatedness idea. The situatedness paradigm in cognitive sciences maintains that cognition emerges from the interaction of an agent with its environment. Perception, conception and action are three main processes by which a situated agent adapts to its environment. These three interacting processes are mutually interdependent. Consequently, what a situated agent perceives, how it conceives of its activity and its environment, what it physically does develop together [13] . Based on situatedness, Kazakci [6] extends the theory by introducing an environment space E ( Figure 2 ). Design is then defined as the co-evolution of C, K and E spaces. One of the changes he suggests is to use the notion of "meaning" of a concept instead of "truth-value" of a concept. This perspective places the conception process at the heart of designing; this is by this process that new concepts and their meanings are constructed within the C space (which appears momentarily when a semantic disjunction is operated and a "conception" process begins [8] ). Therefore, a meaning shall be constructed result of the interaction and co-evolution of the C, K and E spaces.
Und and corresponding design description shall be produced as a er this cognitive interpretation of the C-K theory, the dist e environment
• ncept must be revised (or a new
•
In each tructed or at least revised
The Axiom of choice, constructive memory and
inction between the concepts and knowledge elements change as well. In C/K/E theory, at a given moment, all the knowledge of the agent is constituted by concepts (which can have more or less clear meanings for an agent). A conception process begins (and a C space is formed), when
• a totally new concept is observed from th and has no meaning, the meaning of a co meaning must be constructed for an existing concept), a new concept is formulated by the conjunction of knowledge items that are known separately but whose conjunction has no meaning. case, a meaning must be cons using other concepts which have relatively stable meanings (and therefore, considered as 'known'; they form the K space). Said in other terms, when a conception process begins, a meaning must be constructed for a concept, at which point, that concept may no longer be considered as knowledge since its meaning is being reinvestigated [8] . During the process, concepts learned in the past (which are presently knowledge items of the K space) interact to analyze, evaluate and expand the concepts of the concept space C (that are yet to be 'known'!)
grounding of concepts
The axiom of choice states the following. Given any set of mut el and gn agent, this prop ually exclusive non-empty sets, there exists at least one set that contains exactly one element in common with each of the non-empty sets. If we consider concepts to be sets of definitional properties and accept this hypothesis, this would mean that we can exhibit every property of a given concept.
By rejecting this axiom for the concept space, Hatchu Weil [2, 3] put forward that concepts, such as 'surprise party', cannot have an objective definition given by an exhaustive list of properties; their meanings are flexible. They are subjective; they can only be defined relative to a given environment E and a knowledge space K. Said in other terms, during design, the meaning of a concept C (defined by its associated set of properties) changes according to the context and the knowledge of the designer and become fixed (for that designer and in that situation) once it becomes knowledge at the end of the design: point where a designer can states "C has properties p1, p2, p3, …". This means that even though concepts do not have any absolute definitions, individuals construct their own interpretations for them -interpretations that become more or less stable but that are subject to change, as new design processes are undertaken.
Kazakci [8] proposes that, for a desi erty of the concept space can be maintained by using a constructive memory and grounding of concepts. In situated cognition, concepts are not static structures stored in memory ready for retrieval and use. Instead, a concept is a dynamic structure that is (re)constructed each time it is used [13] . This view on the memory has been named constructive memory and it emphasizes the fact that knowledge cannot be used independently from the specific demands of the environment and from what the agent already knows; concepts that are used to understand the world or to act upon it are (re)constructed in response to a specific situation as a result of the interaction of the agent with its environment. Grounding of concepts is dual to the constructive memory idea. Grounding is about establishing the meaning of a concept by relating it to other knowledge. Grounding implies that the concepts of an agent are built based on its own knowledge and its interactions with the environment. Therefore, different agents that have been placed in different environments can associate different meanings to a same object of the world. Similarly, it is possible for the same agent to construct different meanings for the same object in different times.
In fact, the reject of the choice axiom implies that con
AXIOM OF CHOICE AND FLUID CONCEPTS
ce for n has been advanced by Hoftsadter and t the ist in the liter s, there is an important difference that
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DesigNAR and its Design Studio
cepts can have different interpretations by different agents in different situations. An agent can construct different meanings for a concept in different situations as a result of the interactions of the C, K and E spaces. This is the very idea underlying the notions of constructive memory and grounding of concepts. When the memory is constructive, different meanings of a concept is not there to be selected; they are to be constructed by grounding them on the knowledge of the agent and its interaction with the environment. It is not possible to have a fixed and objective definition for a concept; it has a flexible meaning that changes in time and according to the needs of the moment. Therefore, it is claimed that the cognitive counterpart of the reject of the axiom of choice is to adopt the notions of constructive memory and grounding of concepts [8] .
The implication of the reject of the axiom of choi building computational tools on C/K/E framework is that knowledge representation methods that allow some flexibility in use and learning of knowledge must be sought: The system must allow concepts to have different contents at different situations as well as a possibility of revision of the related properties. We believe that 'fluid concept' representations can be used to this end [9] [10] [11] [12] .
The fluid concept notio his colleagues [9] [10] [11] [12] . According to Hofstatder et al. [9] , "fluid concepts" are "concepts with flexible boundaries, concepts whose behaviour adapts to unanticipated circumstances, concepts that will bend and stretch -but not without a limit". Based on this idea, systems using the fluid concept notion produce emergent representations or meanings by allowing related knowledge elements to interact to various degrees (e.g., by activating or inhibiting each other) and by a non-deterministic control structure (e.g., knowledge elements to be used in inference or representation construction are selected probabilistically according to their activation level).
Since the representations are constructed based on wha system knows and the pressures of the moment (what has been observed, what knowledge has been activated, how different knowledge interacted), this kind of system can be considered as implementations of the constructive memory idea. However, most of the programs proposed (e.g., Copycat, LetterSpirit) by Hofstadter and his colleagues do not learn at all from their experience and are not designed to interact with the environment. Hence, they cannot be seen as systems that ground concepts on their experience; neither, can they be considered as situated. Or, as mentioned previously, both the C-K theory and its C/K/E version requires learning to be one of the output of a design process. Furthermore, we necessarily need a situated agent able to communicate with a designer to build design tools based on the afore-mentioned theories. Therefore, we need systems that can interact with the external world and learn from experience, systems for which learning and creating meaning is two sides of the same coin.
Fortunately, at least two such propositions ex ature: The Arco project [14] and NARS project [15, 16] . Both systems use fluid concept representations and a nondeterministic control mechanism. They are both designed to interact with the environment and to adapt. Although they use different inference techniques, they both learn and create new knowledge elements by establishing links between knowledge elements they have. As such, they are both able to create new meanings or enrich the existing ones. They can be considered as situated agents able to ground their concepts in their experiences [14, 17] . Available knowledge elements interact to form a representation of the environment and activate relevant knowledge for the situation at hand; hence, they both implement a kind of constructive memory. As discussed previously, those features make them compatible both with the C-K and the C/K/E theory.
Despite those similaritie led us to chose NARS's approach over Arco's for our project: While the Arco project was 'programmed' for specific application purposes to a specific domain (games such as tetris), NARS has been designed as a general purpose reasoning system based on a 'formal language and semantics'; the Non-Axiomatic Logic (NAL) [15] . In DesigNAR, we use a Non-Axiomatic Reasoning System similar to NARS since it has the advantage of having a formal background.
is embedded is a Knowledge items of type Artifact (A), Function (B),
• e items. To eac set of Attributes,
The design studio within which DesigNAR program allowing users to elaborate design descriptions and databases using symbolic expressions ( Figure 5 ). On the left side of the screen, the user can create and manipulate two types of knowledge in order to build an artifact description according to an FBS schema [18, 19] (Figure 4 and 5). These are:
• Behavior (B), Structure (S), Links between the knowledg h knowledge item can be associated a Constraints and Documents. Furthermore, Relations can be associated to knowledge items of type Structure (Figure 4) . The links are qualitative causal relations between knowledge items [20] ; there exists several types:
• On the middle side, the user can build and (re)use a database for Function, Behavior and Structure type knowledge items ( Figure 5 ). It is by adding these knowledge items into the left side of the screen that the user can elaborate an artifact description. DesigNAR communicates its suggestions on the right side of the screen.
Note that we reserve the word artifact for the description the designer is elaborating. In fact, it is a (description of a) concept of the concept space -from the viewpoint of the user. From the DesigNAR's point of view, to each A, F, B or S corresponds a concept which has a meaning determined by the links it has with other concepts. Furthermore, at this experimental stage, we do not consider Relations, Constraints, Documents or Attributes as concepts (although this is possible with the formal approach we use). Rather, these knowledge elements are contained in the internal structures of concepts into which DesigNAR has no access.
DesigNAR 
Language and Semantics
The logical system underlying DesigNAR is based on Wang [15, 16, 17] . He developed a Non-Axiomatic Logic, NAL, within the framework of the NARS (Non-Axiomatic Reasoning System) project. DesigNAR uses a NAL (although its control structure is different from the control structure of NARS). NAL has an "experience-grounded" semantics, in which truth and meaning are defined according to the experience of the system [15, 16] .
NAL's language uses sentences of type "subject-copulapredicate". The subject and the predicate are "terms" which corresponds to names of concepts. The copula is a relation between the two terms. Two kinds of copulas are considered within DesigNAR, the basic inheritance relation " " and the similarity relation " → ↔ ". Hence, two kinds of sentences are possible:
• > < → f,c P S , meaning that S is a specialization of P, and P is a generalization of S, • > < ↔ f,c P S , meaning that S and P have similar meanings [15] , where is the subject term, S P is the predicate term.
The truth-value of a sentence is , where Note that any given sentence reveals part of the intension for the subject term and part of the extension for the predicate term. Two terms related by the similarity relation are in both the extension and the intension of each other [15, 16, 17] . Intuitively,
• The extension of a term is all the known specializations of it, • The intension of a term is all the known generalizations of this term, • The equivalence of a term are all the known similar terms, with respect to the system's experience. The meaning of a term is then its experienced (inheritance) relations with other terms.
Using this representation, each time a knowledge item is (created and) linked to another knowledge item Y X by the user, DesigNAR observes the following qualitative causal relations,
The former inheritance relation is attributed a default truthvalue, > < f,c . The latter inheritance relation has no truthvalue and contains Q, a special symbol indicating to the system this is a question to be answered. Inference rules and procedures are used to answer questions and to create new knowledge.
Inference Rules
At each inference step, DesigNAR takes two premises that have a term in common and produce a conclusion using an inference rule. The following rules are used:
The truth-values for the derived premise, f depending of the inference rule used (see [15] for details). Using these rules DesigNAR establishes relations between terms observed from the environment. In addition to those rules, DesigNAR uses the revision rule to merge the information captured by two premises if they are based on distinct evidence and relate the same terms [15] .
Yet, another rule DesigNAR makes use of is the compound term formation:
This rule takes two premises that share a term and "creates" a new term, , that is related to the shared term P S& M . It is applied only when and S P are different, and do not have each other as component. By appliying this rule DesigNAR can create abstract compound terms. The meaning of such a term will initially depend on its components, but in time it can have its own distinct meaning. The confidence of the conclusion obtained from the application of these rules can change significantly [15] . In revision, the confidence of the conclusion is always higher than that of the premises since this rule merges complementary evidence coming from different sources. In deduction and analogy, the confidence of the conclusion can be very close to the confidence of a premise. In Abduction, Induction, Exemplification and Comparison, the confidence of the conclusion is much lower than that of the premises, so these types of inference are rather tentative.
To answer questions, DesigNAR uses a ranking procedure based on the expectation. The expectation of a belief is defined as . It indicates the likelihood of a belief to be confirmed in future. When a question has to be answered, a number of the best ranked sentences among possible answers, if any, are returned by the ranking procedure and reported to the user.
If DesigNAR does not have necessary knowledge for answering, it makes a backward inference. By contrast to the forward inference, in which two premises are used to produce a conclusion, backward inference, takes one premise and a question as input, and produces a derived question [15] . Such derived questions are used to indirectly answer questions, whether they have been observed or inferred.
Memory and Control
For each concept, DesigNAR keeps in memory judgments and questions about that concept. This information is stored in memory structures called "bag" [15] . A bag is a memory structure with a limited capacity; when it is full and new information must be inserted, the less useful or urgent item is deleted (see below). For each concept, four bags are considered; intension, extension, equivalence and tasks. To make an inference, DesigNAR selects a concept, selects a task from its task bag and a knowledge item from one of the remaining bags of that concept. These selections are made probabilistically based on the "activation", "priority" and "importance" values. Let us discuss these in turn.
Tasks can be questions to be answered or judgments to be analyzed and related to other judgments. Both the questions and judgments can either come from the environment, or, be generated by internal inference activity. In either case, each task is assigned a "priority" value,
and a "durability" value,
by the system. The priority of a task is the major factor which determines the probability for it to be processed at an inference step. It can be decreased by "aging". Aging occurs at the end of each operation cycle (see below), decreasing the priority value of each task (created during the current design project) by multiplying it with its "durability" factor. Said in other terms, the priority value of each task p T becomes after each operation cycle. Hence, durability is a factor which determines how rapidly the system will decrease the priority of a task.
p d.
Priority and durability values of a task can change as a result of the inference step. Let us note that, initially, questions have higher priority and durability values than judgments. The durability values decrease proportionally to the number and quality (in terms of expectation) of answers found. Consequently, the more answers with higher expectations are found for a question the more rapidly will decrease its priority. This way, the system will loose interest in a question for which it has found promising answers, concentrating its efforts elsewhere. On the other hand, judgments will have less important priority values, but their durability is relatively high and change little. As a result, their priority decrease slowly and the system has time to relate them with other knowledge using inference rules, establishing thus new relations. When the task bag of a concept is full and a new task arrives, the least urgent task (i.e., the task with the lowest priority) is removed from the system. Hence, just like in NARS, in DesigNAR tasks are in constant competition with each other to get the "attention" of the system [15] .
By contrast to NARS, in DesigNAR items other than tasks do not have any priority value. Their importance or usefulness is determined by their expectations. Hence, the more confident and the more frequently observed a knowledge element, the more important or useful it is considered by the system. Let us note here that a judgment observed several times from the environment has higher chances of getting high importance values since the system considers it as new evidence about an existing relation and will tend to merge it with the existing one using the revision rule. Hence, a suggestion that has been accepted by the user several times (possibly, in different projects) will eventually lead to a judgment with a very high importance value and will have higher chances to be suggested again. This way, DesigNAR can reinforce useful suggestions. On the other hand, judgments with low importance values will eventually be deleted. When the intension, extension or equivalence bag of a concept is full and a new judgment arrives, the least important item (i.e., the judgment with the lowest expectation) is removed from the system.
The activation value for a concept is a real from the unit interval. When a term is observed from the environment the activation value of the corresponding concept is set to 1, the highest activation possible. After that, this value may change depending on two factors: the propagation of activation and the priority and the importance of its content. At each operation cycle, a number of concepts are selected and those transmit a small part of their activation to other concepts with which they are related via an inheritance relation. Hence, if a concept is activated and it contains a relation S > < → f,c P S , the concept P will see a slight increase in its activation. This ensures that DesigNAR "awaken" concepts that are related with what has been observed from the environment. Another factor that may change the activation of a concept is the global priority value of its task bag and the global importance values of its intension, extension and equivalence. The more urgent tasks a concept has and the more important its relations with other concepts, the more active it will become. Hence, every time a task or a belief is added to the corresponding bag of a concept its activation is updated.
Based on the activation, priority and importance values, the system repeats the following operation cycle during a design session.
Check input buffer: DesigNAR verifies if new relations
have been observed (coming from the environment or produced as a result of the internal inference activity) and, if so, dispatch them to the related bags. 2. Propagate activation: A number of active concepts are selected probabilistically based on their activation level and they transmit part of their activations to the concepts they are linked with inheritance relations. 3. Select a concept: A concept on which to work is selected probabilistically. 4. Select a task: A task is selected probabilistically from the task bag of that concept based on the priority distribution of the tasks. 5. Select knowledge or run the ranking procedure: If the task is a question generated by observing the environment, the system runs a ranking procedure and reports answers, if any, to the user as suggestions. If the task corresponds to a judgment, it selects a knowledge item, again probabilistically from one of the intension, extension or equivalence bag and based on the importance values of the beliefs. 6. Apply an inference rule: On the basis of the selected task and knowledge element, the systems apply an appropriate inference rule. In many cases, more than one rule can be applied. Generally, the system tends to select rules leading to high confidence values (so, for example, deduction is chosen over exemplification much of the time). Also, in the current implementation, revision and compound term formation rules are applied whenever it is possible to ensure a quick revision and reinforcement and creation of new terms. 7. Adjust the priority and the activations: The system determines the priority and the durability of the derived conclusion, if any, and adds it to the input buffer for the next cycle. Also, the priority and durability of the selected task is adjusted according to the result of the inference and the task is returned to the task bag. The activation of the corresponding concept is updated with the new values. 8. Aging: Aging is applied to all tasks in the system. Let us remark that, in step 5, the suggestions reported to the user are "filtered". DesigNAR can establish links between structures and functions ( ) or between behaviors and artifacts ( ). Since those have no counterparts as qualitative causal relations those beliefs are filtered if proposed as suggestions. Likewise, relations currently being observed from the environment or which has already been suggested are filtered from the suggestion list.
Also, in step 5, if a question cannot be answered a backward inference is made so that it can be indirectly answered.
CONCLUSION
In this paper, we presented DesigNAR, a situated, creative and adaptive design assistant. DesigNAR is at the very beginning of its life cycle and only significant amount of experimentation will show its viability and utility. Currently, it is being experimented with the help of design students and the results will be reported in a future work.
In any case, we believe that the architecture we used to build DesigNAR meets the theoretical requirements we set (section 3 to 4). DesigNAR uses a fluid concept representation of the concepts it learns. Each concept in the system is fluid in the sense that its meaning may show context sensitivity (due to priority and importance distributions that dynamically change as the system continues its activity) and may evolve in time based on its experience with the external world (as the system establishes new relations between concepts and revise those already established).
DesigNAR uses a constructive memory since its representation of the environment results from the interaction of what is being observed and what is known and active in memory. Hence, instead of "copying" the artifact description it constructs a perception of it out of the interaction of the propagation of activation and adjustment of activations (based on the constantly changing priority and importance values). Furthermore, whenever a concept (an artifact, a function, a behavior or a structure) is observed from the environment, DesigNAR learns it by establishing its relation with other known concepts. Hence, the system learns by grounding its concepts on its previous knowledge.
Thus, DesigNAR respects the constructive memory and grounding of concepts idea and therefore, is compatible with the reject of the axiom of choice idea.
