In this paper we formulate the inverse spectral theory of infinite gap Hill's operators with bounded periodic potential u ∈ L ∞ (R) as a Riemann-Hilbert problem on a typically infinite collection of spectral bands and gaps. We establish a uniqueness theorem for this Riemann-Hilbert problem, which provides a different route to establishing the Borg type theorems of McKean and Trubowitz for infinite gap Hill's operators [14, 15] . As the potential evolves according to the KdV equation, we use integrability to derive an associated Riemann-Hilbert problem with explicit time dependence. Basic principles from the theory of Riemann-Hilbert problems yield a new characterization of spectra for periodic potentials in terms of the existence of a solution to a scalar Riemann-Hilbert problem and we derive a similar condition on the spectrum for the temporal periodicity for an evolution under the KdV equation. We compare our Riemann-Hilbert problem with the finite genus Baker-Akhiezer function approach to the finite gap theory of Dubrovin, Its, Matveev, McKean, and van Moerbeke [1, 6, 7, 8, 16] .
Introduction
A Hill's operator is a one-dimensional Schrödinger operator with periodic potential, (1) L : H 2 (R) → L 2 (R) ,
, where u ∈ L ∞ (R) is real valued with period T . The spectrum σ(L) is a half line with a possibly countably infinite number of real open intervals (gaps) removed, with the endpoints of the gaps lying at interlaced periodic and antiperiodic eigenvalues [12] . In fact, it was proven by Simon that a half line with countably infinite gaps is the generic case [19] .
The 1-D Schrödinger equation and various versions of its spectral and inverse spectral theory are elements of solution procedures for the Korteweg-de Vries Equation (KdV) equation,
The operator L with potential u depending parametrically on t was discovered to have spectra that remained constant as u evolved, and led to the Lax-pair formalism [4, 10] . Briefly, the KdV equation (3) arises as the compatibility condition for a simultaneous solution of two differential equations,
where the operator A takes the form
When the potential u is assumed to be rapidly decaying as |x| → ∞, the scattering transformation from quantum mechanics completely linearizes the flow, in the sense that the reflection coefficient and the norming constants (associated to L 2 eigenvalues) evolve from their initial values in a simple manner, and the solution u(x, t) is determined via the inverse scattering machinery. This connection has led, over the past 50 years, to many results concerning the detailed analysis and asymptotic behavior of solutions to the KdV equation with decaying boundary conditions, including soliton and multi-soliton solutions, small dispersion behavior, and long-time asymptotic analysis. All of this work relies implicitly on analytical results concerning the unique determination of the potential of Schrödinger equation from the associated scattering data.
When the potential u is periodic, the spectrum σ(L) is independent of t but σ(L) alone does not uniquely determine the potential u. A well-posed inverse spectral problem is formulated by considering σ(L) together with the spectrum of the operator (7) L 0 :
defined as
where H 2 0 ([0, T ]) is the Hilbert subspace of H 2 ([0, T ]) functions with Dirichlet boundary conditions [16] . The spectrum σ(L 0 ) consists of one eigenvalue µ n in each (possibly degenerate) gap [11] . A Dirichlet eigenfunction on (0, T ) extends naturally to a solution on R. When µ n is in the interior of a gap, the eigenfunction must either decay or grow as x → +∞. The potential u is uniquely determined by σ(L) together with σ(L 0 ) and these additional bits of information concerning each µ n . As u evolves in time according to the KdV equation, the Dirichlet eigenvalues that reside within non-degenerate gaps are not constant, but evolve in time, crossing back and forth across the gap.
The case of periodic solutions to the KdV equation is also well developed, and has an enormous literature. A complete understanding of the collection of all "finite gap" solutions (when the spectrum σ(L) has only a finite number of gaps) was established in the 1970s in works of Its-Matveev [6, 7, 8] , Dubrovin [1] , and McKean-van Moerbeke [16] . A characterization of the spectra of infinite gap periodic Hill's operators was discovered by Marčhenko-Ostrovskiȋ [13] . Analysis of the infinite-gap potentials continued with the work of McKean-Trubowitz [14, 15] who studied their geometry, and constructed an infinite-gap hyperelliptic function theory, and showed that for periodic C ∞ initial data the finite gap theory actually extends to the infinite gap potentials. Several different global coordinate transformations have been constructed under which the KdV flow is mapped to periodic flow on an infinite-dimensional torus, and this has led to KAM-type results concerning perturbed KdV equations (see [9] and the many references contained therein). Ercolani and McKean [3] discuss how the inverse scattering theory for Schrödinger operators on the whole line with decaying potential and no bound states could be interpreted as a continuum genus limit of the infinite gap theory of McKean and Trubowitz. Fast methods for computing finite gap potentials using a Fourier series representation and fast Fourier transforms have also been developed by Osborne [18] , and he has applied these fast methods to time series analysis of ocean waves.
For infinite gap potentials, computation of the map from spectral variables to the infinite genus torus requires solving an infinite genus Jacobi inversion problem. The solvability of the infinite genus Jacobi inversion problem leads to strong existence, uniqueness and qualitative results for the behavior of periodic solutions to the KdV equation. However, it does not lead to an effective way of solving the Cauchy problem for the KdV equation for generic bounded initial data. This is because the infinite dimensional Riemann matrix needs to be explicitly computed to use the Matveev-Its formula in the case of infinite genus hyperelliptic surfaces. The inversion formula to compute the Riemann matrix may be ill conditioned. Moreover, for rough initial conditions, the condition number of the matrix inversion problem for large genus finite gap approximations is usually too large to be numerically efficient.
In this paper we will present a Riemann-Hilbert problem formulation of the Cauchy problem for the KdV equation that applies to infinite genus initial conditions, and establish a uniqueness result for the solution of this Riemann-Hilbert problem. The Riemann-Hilbert problem avoids the requirement that the Riemann matrix be computed by inverting a period matrix for a basis of abelian differentials on an infinite genus hyper-elliptic curve. The complete set of spectral data Σ(q) can be computed if the fundamental matrix solution Y (x, λ) is known. The building blocks for this Riemann-Hilbert problem are the Bloch-Floquet solutions to Hill's equation; these are constructed in Section 2 as solutions ψ + and ψ − that satisfy the initial condition ψ ± (0, λ) = 1 , (9) and the multiplicative condition ψ + (x + T, λ) = ρ(λ)ψ + (x, λ), (10) ψ − (x + T, λ) = ρ(λ) −1 ψ − (x, λ) , (11) with ρ(λ) being the root of the characteristic polynomial (17) that satisfies |ρ(λ)| < 1. We let Ψ denote the matrix fundamental solution built out of these two independent solutions. As explained in Section 2, the matrix Ψ(x, λ) has a pole at each Dirichlet eigenvalue µ n , which could either occur in the first or second column, depending on whether ψ + or ψ − is singular at µ n .
In Sections 3 we establish the relevant asymptotic properties of the various solutions of Hill's differential equation that are used. The eventual uniqueness theorem established in Section 5 requires the use of the Phrágmen-Lindelöf Theorem. To use it, we need to establish uniform estimates on the solutions of Hill's equation from Section 3. This we accomplish through infinite product representations of these functions, along with Proposition 4.7 which concerns bounds of Phrágmen-Lindelöf type for infinite product expansions.
We show in Section 5 that the Bloch-Floquet solutions can be recovered from the entries of the first row of the solution Φ to the following Riemann-Hilbert problem:
Riemann-Hilbert Problem 1.1. For some x ∈ R find a 2 × 2 matrix valued function Φ(x, λ) such that:
has an asymptotic description of the form (See Section 5 for necessary definitions.) We subsequently prove Theorem 5.10, which asserts that the first row of the solution Φ is unique.
The bound in condition 5 is not common in the theory of Riemann-Hilbert problems. The point of this bound is to allow application of the Phragmén-Lindelof theorem in the proof of uniqueness for the Riemann-Hilbert problem. This is necessary, because the asymptotic condition 4 is only uniform as λ → ∞ within Ω s , which excludes a sector around the positive real axis.
In Section 6 we consider the evolution of u under the KdV equation, and study the evolution of the normalized Bloch-Floquet solutions to Hill's equation. As mentioned above, the quantities ψ ± (x, t, λ) possess poles at the Dirichlet eigenvalues, and these poles move about in the gaps between spectral bands. While the quantities ψ ± (x, t, λ) do not simultaneously solve both differential equations in the Lax pair, we use the Lax pair to deform them in such a way that the new quantities,ψ ± (x, t, λ) do solve both differential equations. Moreover, the poles ofψ ± (x, t, λ) are also independent of time. And, finally, these are explicitly related to Riemann-Hilbert problem 6.6, in which the dependence on x and t is completely explicit.
In the case case of finitely many gaps, Riemann-Hilbert formulations of the inverse problem have been considered before. For example, in [21] Deconinck and Trogdon used a Riemann-Hilbert problem satisfied by Baker-Akhiezer functions, with an aim to numerical computation of finite gap solutions of the KdV equation.
To reduce technical complications, in Section 6 we restrict our periodic potential to be C ∞ to allow the use of known existence theorems. However, since we used very general bounds on the potentials to derive the Riemann-Hilbert problem for the inverse spectral theory, we believe the Riemann-Hilbert problem for solutions to the KdV equation should apply to weak solutions with the periodic initial conditions in L ∞ (R).
In section 7 we use the results of sections 5 and 6 to sketch proofs of conditions for spatial and temporal periodicity of solutions to the KdV equation. In section 8 we connect the uniqueness results for the first row of solutions to Riemann-Hilbert problems 5.8 and 6.6 to a uniqueness results for the corresponding spatially periodic infinite gap Baker-Akhiezer functions. Finally, in section 9 we discuss the relation of the infinite gap theory discussed in this paper to the well known finite gap theory.
Floquet Theory
In this section we review the relevant aspects of the forward spectral theory of Hill's operators. This review follows approaches of [12, 11] , and all but one of the relevant proofs can be found in one of authors dissertations [17] . The forward spectral problem for Hill's operators can be solved by considering the behavior of solutions to Hill's equation (13) − y ′′ (x) + u(x)y(x) = λy(x).
To this end, we construct the matrix fundamental solution
where y i solve Hill's equation and Y is normalized so that Y (0, λ) = I (the ′ indicates a partial derivative with respect to x). The large |x| behavior of solutions to Hill's equation is intimately connected to the eigenvalue problem
because if ρ and v are an eigenvalue/eigenvector pair then
is a solution to Hill's equation that factors as y(x) = ρ xT −1 p(x) for some function p with period T . This fact is commonly known as the Bloch or Floquet theorem, and such a solution y we will call a Bloch-Floquet solution.
The characteristic polynomial for the eigenvalue problem (15) is
which has been written in terms of the Floquet discriminant ∆(λ) = Tr(Y (T, λ)). Since the characteristic polynomial p c is of degree two with constant coefficient one, it has two roots which are multiplicative inverse of each other. We choose ρ(λ) to be the root of p c such that |ρ(λ)| < 1, which is a well defined holomorphic function off of the spectrum of L. The second root of p c is then necessarily ρ(λ) −1 which satisfies |ρ(λ)| −1 > 1. The roots ρ(λ) and ρ(λ) −1 can be computed as the fixed points of the maps
respectively. The bands of spectrum in σ(L) correspond to sub-intervals of R + where ∆ ∈ [−2, 2]. The quadratic formula tells us that
for some choice of ∆(λ) 2 − 4. We will use this to define ∆(λ) 2 − 4 in what follows, and we have
We can consider the family of Floquet solutions ψ ± (x, λ) to the Hill's equation with potential u and spectral parameter λ uniquely determined by their shift eigenvalues ρ(λ) ±1 and the normalization ψ ± (0, λ) = 1. The function ψ ± can be expressed in terms of y i and ρ as
because the vector valued functions
The asymptotic behavior of the above Floquet functions is related to the potential u by the following lemma, which is proved in section 3.4: Lemma 2.1. For all s > 0, ψ ± (x, λ) and ψ ± ′ (x, λ) have asymptotic descriptions of the form
is defined using the branch of the argument taking values in [−π, π).
Hill's equation has at least one bounded solution if and only if ∆(λ) ∈ [−2, 2]. In fact, the existence of bounded solutions to Hill's equation for a given λ is equivalent to saying λ ∈ σ(L) by an argument based on the Weyl criterion (see [5] for example). The spectrum σ(L 0 ) is composed of the zeros of y 2 (T, λ). The results we will need on forward spectral theory are summarized in the following theorem:
The following are necessary conditions on the spectra σ(L) and σ(L 0 ):
(1) There are infinitely many periodic eigenvalues {λ 0 } ∪ {λ 4n−1 , λ 4n } ∞ n=1 and infinitely many antiperiodic eigenvalues {λ 4n−3 , λ 4n−2 } ∞ n=1 of L that are all real and can be ordered such that
(2) The spectrum σ(L) for the whole line problem is the union
(3) The spectrum σ(L 0 ) for the Dirichlet problem on [0, T ] is an increasing sequence σ(
where µ n ∈ [λ 2n−1 , λ 2n ]. (4) λ 2n−1 , λ 2n and µ n have the large n asymptotic behavior
Parts 1 and 2 are classical results that can be found in [12, chapter 2], part 3 is basic Sturm-Liouville theory which is reviewed in [11, chapter 1] for example, and part 4 is a corollary to a theorem by Borg stated in [12, page 39] .
The Dirichlet eigenfunctions y 2 (x, µ n ) must also be Floquet solutions. In fact:
Proof of Claim 2.3. Recall that a translation of a solution to Hill's equation by T gives another solution of
Hill's equation, so y 2 (x+T, µ n ) = αy 1 (x, µ n )+βy 2 (x, µ n ). However evaluation of y 2 (x+T, µ n ) at x = 0 gives y 2 (T, µ n ) = α = 0. Differentiating both side of y 2 (x + T, µ n ) = βy 2 (x, µ n ) by x and evaluating the result at x = 0 gives β = y 2 ′ (T, µ n ). Therefore, y 2 (x, µ n ) is a Floquet solution with shift eigenvalue y 2 ′ (T, µ n ), so y 2 ′ (T, µ n ) = ρ(µ n ) or y 2 ′ (T, µ n ) = ρ(µ n ) −1 by the Floquet theorem. Then y 1 (T, µ n ) = ρ(µ n ) −1 or y 1 (T, µ n ) = ρ(µ n ) respectively because det(Y (T, µ n )) = y 1 (T, µ n )y 2 ′ (T, µ n ) = 1.
Recall that the order r of an entire function f is defined [20, page 248] as (30) r := inf{r 0 > 0 : f (λ) = O(e |λ| r 0 ) as λ → ∞}.
In [12] they prove that y i (x, λ) and y ′ i (x, λ) are entire functions with orders at most 1 2 for all x, and in fact y 2 (T, λ) and ∆(λ) are entire functions with orders 1 2 . By standard results from complex analysis, one deduces from this that L has infinitely many periodic and anti-periodic eigenvalues.
In [12] they also prove prove that: all zeros of y 2 (T, λ) are simple; ∆(λ)−2 has simple zeros at the periodic eigenvalues unless λ 4n−1 = λ 4n , in which case ∆(λ) − 2 has a multiplicity 2 zero at λ 4n ; ∆(λ) + 2 has simple zeros at the antiperiodic eigenvalues unless λ 4n−3 = λ 4n−2 , in which case ∆(λ) + 2 has a multiplicity 2 zero at λ 4n−2 . These facts, along with known asymptotic behaviors as λ → ∞, allows us to conclude the following expansions by the Hadamard factorization theorem [14] :
We conclude this section by explicitly defining the spectral data that uniquely define the potential u.
where the number of gaps G is either finite or countably infinite, and in the latter case the interval [E 2G , ∞) is not included. Let {µ n k } G k=1 be the subsequence of µ n k such that µ n k ∈ [E 2k−1 , E 2k ], and let σ n = −sgn(log(|y 2 ′ (T, µ n )|)). We define the spectral data associated to the potential u as
In the above definition we use the convention that the sign function sgn takes values 1 on the positive numbers, -1 on the negative numbers and 0 otherwise. The spectral interpretation of the signature σ n k when σ n k = ±1 is that y 2 (x, µ n k ) is then a Floquet solution with shift eigenvalue ρ(µ n k ) σn k . The signature σ n vanishes if and only if µ n = λ 2n−1 or µ n = λ 2n since in those cases ρ(µ n ) = ρ(µ n ) −1 = ±1. Although knowledge that σ n k = 0 is redundant information, we include the signature in these cases for notational convenience. If σ n k = 1 or σ n k = −1, then ψ + (x, µ n k ) or ψ − (x, µ n k ) is undefined respectively because it is then impossible to make the normalization ψ + (0, µ n k ) = 1 or ψ − (0, µ n k ) = 1 respectively. Similarly, if σ n k = 0 then both ψ ± (x, µ n ) are undefined because on the band ends there is only one linearly independent Floquet solution [12, page 4] .
A primary objective of the next few sections is to prove that the Bloch-Floquet solutions of Hill's equation yield a solution to a matrix Riemann-Hilbert problem. Toward that end, we will first establish some asymptotic estimates concerning solutions of Hill's equation, valid for λ → ∞, away from the real axis.
For simplicity of presentation we will assume that E 0 = 0 for the remainder of the paper. If E 0 = 0 one can always apply the arguments as presented in this paper to the shifted potentialũ(x) = u(x) − E 0 .
Asymptotic Expansions of Bloch-Floquet Functions
In this section we prove lemma 2.1, and some other useful asymptotic results. Let us introduce the solutions y ± to Hill's equation with spectral parameter λ normalized by the initial condition y ± (x, λ) = 1 and (y ± ) ′ (x, λ) = ±i √ λ. Then
so y ± (x, λ) exist, are unique, are holomorphic. Let m(x, λ) = e i √ λx y − (x, λ) and n(x, λ) = e i √ λx y + (x, λ). Recall that we are using a nonstandard branch of the square root that maps onto the upper half so that e i √ λx exponentially decays and e −i √ λx exponentially grows as λ → ∞ for x > 0. Proposition 3.1. Suppose that u ∈ L ∞ (R), then m(T, λ) and n(T, λ) are holomorphic functions of λ for C \ R + such that for each s > 0 as λ → ∞, λ ∈ Ω s , we have
. If we additionally assume that u has a bounded second derivative, then
Proof. The functions m and n solve the integral equations
The bound (43) implies that the Neumann series
converges uniformly to holomorphic functions that uniquely solve the integral equation for m, n. The bounds
following from (43) and
Note that (47) is the first place we have used the condition λ ∈ Ω s in this proof.
Since e 2i √ λx ≤ e −2 √ sin(s)|Im( √ λ)|x < 1, the function n(x, λ) converges to a bounded function for large λ. To show that n(x, λ) = O(λ −1 ) for λ ∈ Ω s we note that from the exponential decay in e 2i √ λx and (43) implies that the only term in the Neumann series that could prevent n(
The first term in (49) decays exponentially in Ω s while the argument behind (47) implies that the second term in (49) is bounded as O(λ −1 ).
We also need control on m ′ (T, λ) and n ′ (T, λ). By differentiating both sides of the integral equations for m and n we can bound m ′ (T, λ) and n ′ (T, λ) in terms of m(T, λ) and n(T, λ) as
Therefore, m ′ (T, λ) and n ′ (T, λ) have the large λ asymptotic behaviors
The proof of the remaining estimates comes from applying integration by parts. For the expansion for n we consider terms in the Neumann series. For the expansion of m ′ and the bound on n ′ we plug the expansions for n and m into (50) and (51).
Proposition 3.2. For all s > 0 asymptotic expansion
Therefore, ∆(λ) has the large λ asymptotic description
for λ ∈ Ω s , where the O( √ λ −1 ) correction term comes from (47). In particular, notice that this asymptotic description implies that ∆(λ) has order at least 1 2 [20, page 248]. However, ∆(λ) also has order at most 1 2 , so ∆(λ) has order exactly 1 2 .
as λ → ∞ for λ ∈ Ω s . If we additionally assume the u has a bounded second derivative then for all s > 0,
Proof. From the definitions of ρ(λ) and ρ(λ) −1 in terms of contraction mappings, it is clear that
As λ → ∞ for λ ∈ Ω s , the O(∆(λ) −1 ) decay exponentially, and so does 1/y 2 (T, λ). The asymptotic behavior of ψ + x are therefore determined by
and the asymptotic behavior of ψ − x is determined by
In terms of m and n we have
Applying the expansions for n(T, λ) and m(T, λ) from proposition 3.1 into (63) give (57,58) for the case of ψ + x (0, λ). In terms of m, m ′ , n and n ′ we have
Applying the expansions for n(T, λ), n ′ (T, λ), m(T, λ) and m ′ (T, λ) from proposition 3.1 into (63) give (57,58) for the case of ψ − x (0, λ).
Proof of Lemma 2.1. The main difficulty in proving the theorem is dealing with the exponentially decaying solutions in λ, because in these cases all the exponentially growing parts of the y 1 (x, λ) and y 2 (x, λ) terms must cancel. We therefore must instead factor the solutions into exponentially decaying and periodic parts. This proof also works for the exponentially growing solutions, so we apply it for all cases of the expansions. To handle expansions for both ψ + and ψ − let us consider the z plane defined by z 2 = λ and use the normalized Floquet solutionψ andρ on the z plane defined in (125) and (126) but for z ∈ C. We will justify an expansion forψ(x, z) and then recover expansions for ψ + (x, λ) and
where we should recall that our choice of square root has a branch cut on the positive real numbers and takes values in the upper half plane. It follows from |ρ(λ)| ≤ 1 and |ρ(λ) −1 | ≥ 1 in the entire λ plane that |ρ(z)| < 1 for z ∈ C + and |ρ(z)| > 1 for z ∈ C − . Let us fix some 0 < s < π 4 define the domainΩ s = {z ∈ C : z 2 ∈ Ω s }. The domainΩ s ⊂ C with sectors around the positive and negative axes removed is used to get tight bounds on exponential integrals, and to make sure exponentials of the form e ±icz for c > 0 decay uniformly in C ± ∩Ω x as z → ∞.
We must first derive some simple large z asymptotic descriptions following from (54). By combining the fact thatρ(z) is a fixed point of the map ρ → ∆(z 2 ) + 1/ρ with |ρ(z)| > 1 for z ∈ C − we find that
for z ∈Ω s ∩C − . It can be verified from the definition ofρ(z) in terms of ρ(λ) and ρ(λ) −1 thatρ(z) =ρ(−z) −1 , which implies that the large z asymptotic description
is valid for all z ∈Ω s . Applying the principle branch of the logarithm on both sides of (66) gives the asymptotic description
as z → ∞ valid for z ∈Ω s , from which we derive the further asymptotic descriptions
is a eigenfunction of the right shift by T with eigenvalueρ(z),
for p(x, z). We can rewrite equation (72) in integral form as
where ǫ is the O(z −1 ) error term in (68). From (71) we find p(0, z) = 1 and
Using (57) and (67) in the above formula for p ′ (0, z) implies the asymptotic behavior
The existence and uniqueness of the solution to equation (73) when z ∈Ω s ∩ C is equivalent to showing invertibility of
because p is periodic with period T . This just require that we show that
Since |ρ(z)| < 1 for z ∈ C + and |ρ(z)| > 1 for z ∈ C − , the bound
We never have to worry about log(ρ(z)) = 0 in the above bound becauseρ(z) = 1 happens only at the periodic eigenvalues which are real. Therefore, the Neumann series
is the unique solution to (72) for z ∈Ω s ∩ C, where from (73)
The estimate in (79) holds for z ∈ Ω s ∩ C − and x ∈ (0, T ). and for z ∈ Ω s ∩ C + and x ∈ (−T, 0). There exists some radius R such that |ǫ(z)| ≤ M ǫ and | logρ(z)| ≥ M ρ for z ∈Ω s ∩ {|z| ≥ R} because of the asymptotic descriptions (67) and ǫ(z) = O(z −1 ). Therefore, by (77) and (78) the bound
Combing (79) with (77) and using (69) lets us conclude that
Therefore, the Neumann series solves for p and up to O(z −2 ) as
as z → ∞. By multiplying the asymptotic description (83) for p(x, z) by the asymptotic description (70) for ρ(z) xT −1 we find thatψ has the asymptotic description
as z → ∞ valid for z ∈Ω s . Since there are no obstacles to showing that the expansion of ψ x comes from differentiation of this expansion term-by-term, we mere state thatψ x has the asymptotic description
Phrágmen-Lindelöf Theorem
One of the difficulties in dealing with the Riemann-Hilbert problem for infinite gap potentials is that we will not be able to have uniform asymptotic bounds that hold as the complex parameter approaches infinity in any direction. Instead our asymptotic descriptions will only be valid in regions which exclude some sector containing the positive semiaxis. To be able to apply Liouville's theorem, we establish bounds on our Riemann-Hilbert problem in these bad sectors as in the following version of the Phragmén-Lindelöf theorem from [20] .
The following algebras of holomorphic functions will aid in the establishment of bounds of the form |f (λ)| ≤ M e c|λ| p .
Let Ω ⊂ C be some domain, and let A(Ω) be the algebra of holomorphic functions on Ω. For p > 0 we define the Phragmén-Lindelöf subalgebras
We now list some propositions about functions in A p (Ω) which will be useful in the next section. Since these are standard, we omit their proofs. 
While the above properties of these algebras of holomorphic functions are standard, the following two propositions are (to the best of our knowledge) new, and useful for dealing with Bloch-Floquet solutions of Hill's equation and associated infinite-product expansions.
Proposition 4.6. Suppose that Ω ⊂ C is some domain and let D n ⊂ Ω for n = 1, 2, . . . , N be a family of discs with radii bounded above by some R > 0 (N is either finite or infinite). Then
Proof of Proposition 4.6. Suppose that
Then there exist constants c, M > 0 such that |f (λ)| ≤ M e c|λ| p for λ ∈ Ω \ D n . We will prove that f must then satisfy the slightly weaker bound |f (λ)| ≤ M ′ e c ′ |λ| p for all λ ∈ Ω in terms of (90)
which implies f ∈ A p (Ω). The bound |f (λ)| ≤ M ′ e c ′ |λ| p holds outside of the discs D n so we just need to extend the bound into the discs D n . The domain Ω ⊂ C is arbitrary so it can potentially contain both large and small values of λ. The argument used to obtain the bound |f (λ)| ≤ M ′ e c ′ |λ| p for large λ requires an upper bound on (1 + 2R|λ| −1 ) and so does no work for small values of λ. We therefore impose an arbitrary cut off and handle the cases |λ| ≥ 2 and |λ| < 2 separately. Suppose that {λ ∈ D n : |λ| ≤ 2} is nonempty. Then {λ ∈ D n : |λ| ≤ 2} is compact so
is holomorphic for λ ∈ D n and hence by the maximum principal |f (λ)| is bounded for λ ∈ D n by the maximum of |f (λ)| for λ ∈ ∂D n . Let c n be the center of D n , then there exists a unit complex number ν such that
for λ ∈ D n since M ′ e cr p is an increasing function of r. The triangle inequality gives
for λ ∈ D n by the triangle inequality, and so
Proposition 4.7. Suppose that {η n } ∞ n=1 is a sequence of nonzero complex numbers with |η n | nondecreasing for which there exists N, C > 0 such that |η n | ≥ Cn 2 for n ≥ N . Let D n for n = 0, 1, · · · , ∞ be a family of open discs of radii R centered at c n with c 0 = 0, such that η n ∈ {λ ∈ C : |λ − c n | ≤ R/2} for n > 0. Consider the canonical product
(P −1 denotes the multiplicative inverse of P rather than its inverse function).
The proof of this proposition relies on the following claim.
The case of 2|λ| < |η 1 | is the easiest because then |η n | > 2|λ| for all n > 0 and so N(λ) = 0 ≤ D |λ|. We now consider the case of
We now consider the case when 2|λ| > |η N |. We will use two inequalities: CN(λ) 2 ≤ |η N(λ) | and |η N(λ) | ≤ 2|λ|. The first is verified by noting that N(λ) ≥ N and therefore CN(λ) 2 ≤ |η N(λ) | by the hypotheses on {η n } ∞ n=1 in proposition 4.7. If the second inequality were not true then M = N(λ) − 1 < N(λ) would be an integer such that |η n | > 2|λ| for n > M , however this contradicts the fact that N(λ) was defined to be the smallest such integer. Therefore the second inequality is true. Combining these two inequalities yields N(λ) ≤ 2 C |λ|.
Proof of Proposition 4.7. Suppose that λ ∈ C\ D n . The canonical product breaks up as P (λ) = λ m P 1 (λ)P 2 (λ) where
Moreover, combining |λ − c n | ≥ R and |η n − c n | ≤ R/2 implies |λ − c n | − |η n − c n | > 0, and so |η n − λ| ≥ R/2. We can bound P 1 (λ) from below by
We can then bound |P 1 (λ)| −1 from above by
for some positive constants c and M .
The set A := {λ ∈ C : λ ≤ |η N |} \ D n is a compact set on which P 2 (λ) −1 is continuous, so there exists some M ≥ 1 such that |P 2 (λ)| −1 ≤ M for all λ ∈ A. Let us pick λ ∈ C \ D n such that λ > |η N | so that N(λ) ≥ N . Taking the principal branch of the logarithm gives
where the series expansion of the logarithm converges since η n > 2|λ| implies |λ| ηn ≤ 1 2 . The trivial bound 1 m < 1 and the geometric series gives
This gives the lower bound
3C |λ| holds for all z ∈ C \ D n . Finally,
Inverse Spectral Theory for Periodic Potentials
In this section we will produce a Riemann-Hilbert problems by which the periodic potential u ∈ L ∞ (R) can be recovered from its solutions. We will characterize the solutions as unique up to left multiplication by 2 × 2 lower triangular matrices with ones on the diagonal.
To describe our Riemann-Hilbert problem we need a notation for boundary values.
Definition 5.1. Let Γ ⊂ R be some contour with a possibly infinite number of components and let f : C\Γ → C be a holomorphic function. We define the boundary values f ± (λ) for some λ ∈ Γ by
In defining our Riemann-Hilbert problems we include a subexponential bound that does not extend into some discs D k that contain the spectral gaps.
We define D n to be the open disc of radius R centered at c n := (λ 2n + λ 2n−1 )/2 for n > 0 and c 0 := 0, and (111)
where in (111) we have added the subindex n 0 = 0 to the subindicies n k .
The upshot of definition 5.2 is that: the discs D n k are defined in terms of data included in Σ(q) alone, the discs D n have radii R ≥ (λ 2n − λ 2n−1 ) and so
Moreover, there exists C and N such that µ n , λ 2n−1 , λ 2n ≥ Cn 2 by part 4 of theorem 2.2. Therefore, the following claim is valid:
The discs D n together with {η n } ∞ n=1 satisfy the hypotheses of proposition 4.7 for each of the following choices for η n : η n = λ 2n−1 , η n = λ 2n or η n = µ n .
Definition 5.4. The matrix Floquet solution Ψ is given by
We will use two notations for entries in this matrix. One is ψ ± notation introduced in the above definition, the other notation is the usual matrix notation ψ ij for the i, jth component of Ψ.
which is defined in terms of the following potentially infinite products
Important properties of these functions will be discussed in what follows, but we should observe at this juncture that well-known asymptotic properties of the µ n 's imply that the (possibly infinite) products are convergent, and the functions so constructed are analytic. Moreover, the formal equalities
show explicitly that B(λ) depends only on Σ(q).
j=0 → SL(2, C) be given by
, which is defined in terms of the counting function
for the Dirichlet eigenvalues on the edges of non-degenerate gaps.
Finally, we define Φ via
Proposition 5.7. The matrix-valued function Φ solves the following Riemann-Hilbert problem:
Riemann-Hilbert Problem 5.8. For some x ∈ R find a 2 × 2 matrix valued function Φ(x, λ) such that: λ) has an asymptotic description of the form
for all λ ∈ D.
Proof of (1) . Differentiating (21) with respect to x we establish
It follows from (21) and (124) that the entries of Ψ can be expressed as rational combinations of functions that are holomorphic in C \ σ(L), and therefore Ψ is meromorphic in C \ σ(L). Moreover, by looking at (21), (124), (114) and (122) we see that Φ could only be be singular on
Proof of (2) . It follows from (21) and (124) that Ψ and Ψ ± can only be singular on the zeros {µ n } ∞ n=1 of y 2 (T, λ). It then follows from (114) and (122) that Φ ± can only be singular on {λ n } ∞ n=1 and {µ n } ∞ n=1 . Our first task is therefore to show that Φ ± (x, λ) are nonsingular at λ = µ n unless µ n = E k for some k. There are 3 cases to consider: σ n = 1, σ n = −1 and λ 2n = λ 2n−1 = µ n .
Suppose that σ n = 1, which is only possibly when n = n k for some k. By recalling the definition of σ n and the fact that |ρ(λ)| < 1 we see that y 1 (T ; µ n ) = ρ(µ n ) −1 . Therefore ρ(λ) −1 − y 1 (T ; λ) is a holomorphic of λ in some neighborhood of µ n with a zero µ n . The zero of ρ(λ) −1 − y 1 (T ; λ) at µ n cancels the simple zero of y 2 (T ; λ) appearing in the denominator of (21) and (124) when forming φ 11± (x, λ) and φ 21± (x, λ). Here we are taking φ ij (x, λ) to indicate that i, jth element of the matrix Φ(x, λ). The simple zero appearing in the denominators of (21) and (124) are canceled by the simple zero f + in forming φ 12± and φ 22± . Therefore Φ ± is nonsingular at µ n .
Suppose that σ n = −1, which is only possibly when n = n k for some k. By recalling the definition of σ n and the fact that |ρ(λ)| < 1 we see that y 1 (T ; µ n ) = ρ(µ n ). Therefore ρ(λ) − y 1 (T ; λ) is a holomorphic of λ in some neighborhood of µ n with a zero µ n . The zero of ρ(λ) − y 1 (T ; λ) at µ n cancels the simple zero of y 2 (T ; λ) appearing in the denominator of (21) and (124) when forming φ 12± (x, λ) and φ 22± (x, λ). The simple zero appearing in the denominators of (21) and (124) are canceled by the simple zero f − in forming φ 11± and φ 21± . Therefore Φ ± is nonsingular at µ n .
Suppose that λ 2n−1 = λ 2n . Let us form
which analytically continue to holomorphic functions on C \ {z ∈ C : z 2 ∈ R + \ σ(L)} which contains µ n . Therefore the zeros ofρ(z) − y 1 (T ; z 2 ) = 0 at ± √ µ n are at least simple and soψ(x; z) andψ ′ (x; z) are regular at √ µ n . Upon returning to the λ plane we see that the boundary values ψ ± ± (x, µ n ) exist. Moreover, the square root zero of f 0 (λ) at µ n cancels the square root zero of 4 ∆(λ) 2 − 4 at λ 2n−1 = λ 2n = µ n . It then follows from (122) that Φ ± (x, λ) is nonsingular at µ n .
We will now show that Φ ± (λ, x) have at worst quartic root singularities at E j for j = 0, 1, · · · , G. Suppose that σ n k = ±1, then the only singular contribution to Φ ± (x, λ) at λ → E 2k or , E 2k−1 is from the boundary values of 1/ 4 ∆(λ) 2 − 4 for λ ∈ R + . Suppose that σ n k = 0, then either µ n = E 2n or µ n = E 2n−1 . If µ n = E 2n , then the only singular contribution to Φ ± (x, λ) near E 2n−1 is from the boundary values of 1/ 4 ∆(λ) 2 − 4 for λ ∈ R + . If µ n = E 2n−1 then the only singular contribution to Φ ± (x, λ) near E 2n is from the boundary values of 1/ 4 ∆(λ) 2 − 4 for λ ∈ R + . If either µ n = E 2n or µ n = E 2n−1 then ψ ± ± (x, λ) have at worst square root singularities at µ n , the boundary values of 1/ 4 ∆(λ) 2 − 4 for λ ∈ R have a quartic root singularity at µ n , and the boundary values of f 0 (λ) have a square root zero at µ n ; and therefore, Φ has at worst a quartic root singularity at µ n .
Proof of (3) . By considering the discrepancy in the boundary values of ∆(λ) 2 − 4 on the branch cuts σ(L) we find that the boundary values ρ ± satisfy
The only difference in (21) between ψ + and ψ − is the use of ρ(λ) versus ρ −1 (λ), which establishes Ψ + (x, λ) = Ψ − (x, λ)σ 1 for λ ∈ σ(L). The jump condition for Φ is then calculated by conjugating the jump condition for Ψ as follows
The i and (−1) k+m(λ) appearing in the definition (120) of the jump matrix V appear due to the branch cuts of f 0 (λ) and 4 ∆(λ) 2 − 4 in the definition (114) of A.
Proof of (4). Fix 0 < s < π 8 . Plugging the asymptotic descriptions in lemma 2.1 into (113) gives the asymptotic description
√ λx which is valid as λ → ∞ for λ ∈ Ω s . The computation
is valid as λ → ∞ for λ ∈ Ω s implying (23).
Proof of (5) . In terms of the notation introduced in section 3 we need to show that
It suffices to show the stronger condition
We do this by applying the propositions from section 3. The entire function y i (x, λ) and y ′ i (x, λ) of λ have order at most 1 2 so (135) y i (x, ·), y ′ i (x, ·) ∈ A 1 (C) , by proposition 4.4. The fact that
is established by combining the bound
with the fact ∆(λ) is an entire function of order 1 2 . This yields a bound that is valid in the entire plane, but since ρ has jumps across the bands of spectrum, we conclude that ρ ± (λ) ∈ A 1 (C \ R + ).
The inclusion
is established by applying proposition 4.7 to the canonical product representation (31) of y 2 (T, λ). We establish
by combining (135) Proof. We begin by proving that the particular solution to Riemann-Hilbert problem 5.8 given by (122) satisfied det(Φ) ≡ 1. Recalling the fact that the Wronskian [ψ − (x, λ), ψ + (x, λ)] = det(Ψ(x, λ)) for any two solutions to a Sturm-Liouville equation is constant in x, we calculate
we conclude that det(Φ(x, λ)) = 1 for all x, λ by (144). Comparison of det(Φ) ≡ 1 with the asymptotic behavior (123) implies that
as λ → ∞ for λ ∈ Ω s for some 0 < s < π 8 .
LetΦ be an arbitrary solution to Riemann-Hilbert problem 5.8 and let f (x, λ) = det(Φ(x, λ)) which is holomorphic in C \ R. Using det(V (x, λ)) = 1 we find that f satisfies
for λ ∈ R \ {E j }. Therefore f (x, λ) extends to a holomorphic function of λ ∈ C \ {E j }. SinceΦ has at worst quartic singularities at E j , f has at worst squareroot singularities on E j . However, isolated singularities of a holomorphic function are at least order one, therefore f extends to an entire function.
To allow us to use the Phragmén-Lindelöf theorem we will establish a bound of the form |f (x, λ)| ≤ M e c|λ| 2 for λ ∈ C. In terms of the notation introduced in section 3 we need to show f ∈ A 2 (C). From the Phrágmen-Lindelöf bound of Riemann-Hilbert problem 5.8 we know that
and therefore by proposition (4.5) we know that
However, since f is entire we must have
by continuity. An application of proposition 4.6 then implies f ∈ A 2 (C) as desired. Comparing (123) with (146) we find the asymptotic description for some α that is constant in λ. Moreover, the potential u(x) evaluated at x can be recovered from any solution Φ(x, λ) of Riemann-Hilbert problem 5.8 by
Proof. Fix x ∈ R and let Φ andΦ solve Riemann-Hilbert problem 5.8 and consider the ratio
Since det(Φ(x, λ)) = 1, Cramer's rule allows us to writeΦ(x, λ) −1 in terms of the entries ofΦ(x, λ) as
R(x, λ) has no jumps, and thus extends to a holomorphic function on C \ {E n } 2G n=0 . Moreover, R(x, λ) has at worst square root singularities at E n , because the entries in Φ(x, λ) andΦ(x, λ) have at worst quartic root singularities at E n . However, isolated singularities of a holomorphic function can only be poles or essential singularities. Therefore R(x, λ) is in fact an entire function of λ.
To allow us to use the Phragmén-Lindelöf theorem we will establish a bound of the form |r ij (x, λ)| ≤ M e c|λ| 2 for λ ∈ C. In terms of the notation introduced in section 3 we need to show r ij ∈ A 2 (C, 1). From the Phrágmen-Lindelöf bound of Riemann-Hilbert problem 5.8 we know that
However, since R is entire we must have
by continuity. An application of proposition 4.6 then implies r ij ∈ A 2 (C) as desired.
The solution Φ(x, λ) andΦ(x, λ) have asymptotic descriptions of the form (123) valid in Ω s and Ωs respectively for some 0 < s,s < π 8 . Inverting the asymptotic description (123) forΦ gives
as λ → ∞ valid for λ ∈ Ωs. Multiplying (123) by (159) gives the asymptotic desctiption 
The the reconstruction of u in theorem 5.10 from the particular solution given by follows from lemma 23 because [Φ(x, λ)A −1 (λ)] 11 e i √ λx = ψ − (x, λ). The reconstruction of u from these particular solutions follows from the asymptotic descriptions 152 of ψ − . The fact that the reconstruction of u(x) does not depend on the choices of solutions to Riemann-Hilbert problem 5.8 follows from the fact that the mappings of the space of 2 × 2 matrices to itself given by Before moving on we have two comments on the Riemann-Hilbert problem presented in this section. First, the reader may have noticed we could have used the bound |φ ij | ≤ M e c|λ| and 0 < s < π 4 , and still proven the propositions and theorem. The reason we decided against this is because the bounds we used also apply to the Riemann-Hilbert problem for periodic solutions discussed in the next section. Second, if instead of considering a Riemann-Hilbert problem for Φ defined by (122) we considered a Riemann-Hilbert problem for the function 
.
Analogues of propositions and theorem of this section for Ξ can be proven by minor modification to the proofs. An advantage of considering the Riemann-Hilbert problem for Ξ is that if all of the Dirichlet eigenvalues lie on the band edge, thenṼ is piecewise constant as a function of λ ∈ [0, ∞). However, the definition ofṼ requires knowledge of degenerated gaps (to determine the n k 's), while the definition of V does not.
Remark 5.11. To be able to define all the functions giving Φ by (125) andΦ by (227) in the next section, we only need to assume:
if N is infinite then there exists N, C such that E n > Cn 2 for all n > N . Extra regularity assumptions on q add additional constraints on the decay rate of |E 2j − E 2j−1 | as j → ∞.
Cauchy Problem for the Periodic KdV Equation
To make computations in this section simpler we will no longer work potentials u in L ∞ (R), instead we will assume enough regularity to take all the derivatives required for the following arguments. The KdV equation
is equivalent to the Lax equation [10] (167)
We assume the the initial condition u 0 (x) = u(x, 0) is smooth and periodic, u 0 (x + T ) = u 0 (x). It follows that u(·, t) is smooth and periodic as well, with u(x + T, t) = u(x, t) for all times t. Moreover, the spectrum and periodic/antiperiodic spectra of L are preserved under the flow. In particular, the Floquet discriminant and thus Floquet multipiers are constant for all time. However, the Dirichlet eigenvalues are not constant, so if we consider Riemann-Hilbert problem 5.8 for the potentials u(·, t 1 ) and u(·, t 2 ) the band ends E j will stay the same, but the Dirichlet eigenvalues could vary. Therefore µ n k and σ n k pick up a t dependence, and we write µ n k (t) and σ n k (t) for the Dirichlet divisor and signature for the potential u(t) at time t. The functions f 0 (λ), f ± (λ) and B(λ) as defined in definitions 5.5 and the poles p k on the Riemann-Surface discussed in corollary 8.1 thus also inherit this time dependence, and we will write f 0 (t, λ), f ± (t, λ), B(t, λ) and p k (t). In particular the functions B(t, λ) appearing asymptotic description of Φ will evolve in time.
Proposition 6.1. The time dependent Dirichlet eigenvalues evolve according to µ nt (t) = −(4µ n (t) + 2u(0, t)) y 2x (T, t, µ n (t)) − y 1 (T, t, µ n (t)) y 2λ (µ n (t)) (170) = −σ n (t)(4µ n (t) + 2u(0, t)) ρ(µ n (t)) − ρ(µ n (t)) −1 y 2λ (µ n (t)) .
This proof was originally given by Its and Matveev and appears in Russian in [7] .
Proof. Differentiating both side of Ly 2 (x, t, λ) = λy 2 (x, t, λ) by t gives (172) L t y 2 (x, t, λ) + Ly 2t (x, t, λ) = λy 2t (x, t, λ).
Combining the Lax pair (167) equation and Hill's equation implies
(173) L t y 2 (x, t, λ) = ALy 2 (x, t, λ) − LAy 2 (x, t, λ) = λAy 2 (x, t, λ) − LAy 2 (x, t, λ).
Therefore, y 2t (x, t, λ) − Ay 2 (x, t, λ) solves Hill's equation
so for fixed t and λ there exist constants c 1 , c 2 such that
From the normalizations of y 1 and y 2 at x = 0 we find that y 2t (0, t, λ) = y 2xt (0, t, λ) = 0 and (176) c 1 = −Ay 2 (0, t, λ), c 2 = − ∂ ∂x Ay 2 (0, t, λ).
From Hill's equation it follows that
and therefore (178)
Evaluation at x = 0 gives c 1 = −(4λ + 2u(0, t)) and c 2 = −u x (0, t). We have therefore derived the following formula for y 2t (x, t, λ) y 2t (x, t, λ) = −(4λ + 2u(0, t))y 1 (x, t, λ) + (A − u x (0, t))y 2 (x, t, λ) (180) = −(4λ + 2u(0, t))y 1 (x, t, λ) + (4λ + 2u(x, t, λ))y 2x (x, t, λ) (181) − (u x (x, t) + u x (0, t))y 2 (x, t, λ).
Evaluating the above at x = T and λ = µ n (t) gives (183) y 2t (T, t, µ n (t)) = (4µ n (t) + 2u(0, t, µ n (t)))(y 2x (T, t, µ n (t)) − y 1 (T, t, µ n (t))).
From the expansion
we find on one hand that
and on the other that
Evaluating the two previous expressions at λ = µ n (t) gives y 2t (T, t, µ n (t)) = −µ nt (t)y 2λ (T, t, µ n ). (187) ψ ± t + α ± (λ, t)ψ ± = Aψ ± , where the functions α ± (t, λ) are given by
and for each s > 0, as λ → ∞, λ ∈ Ω s , we have
Moreover, if σ n (t) = 1 then α + (t, λ) has a simple pole at µ n (t) with residue −µ nt (t) and if σ n (t) = −1 then α − (t, λ) has a simple pole at µ n (t) with residue −µ nt (t).
Proof. This proof proceeds in a manner similar to the proof of the previous proposition. For each time t we can produce normalized Floquet solutions ψ + (x, t, λ) and ψ − (x, t, λ) that factor as
Differentiating (L − λ)ψ ± (x, t) = 0 by t, and using the Lax equation and Hill's equation implies
The functions Aψ ± are given by
Since ψ ± (0, t, λ) = 1 for all t, ψ ± t (0, t, λ) = 0. Also, recall that
Therefore, evaluation of (187) at x = 0 gives the following formula (197) α ± (t, λ) = (4λ + 2u(0, t)) ρ(λ) ±1 − y 1 (T, t, λ) y 2 (T, t, λ) − u x (0, t).
Plugging in the asymptotic description from (58) into the preceding formula immediately gives (189).
Let e ± (t, λ) be solutions to (198) e ± t (t, λ) = α ± (t, λ)e ± (t, λ) with e ± (0, λ) = 1, or equivalently let e ± (t, λ) be given by
The solutions
to Hill's equation satisfy the system (201)ψ + t = Aψ + ,ψ − t = Aψ − , for which (167) is the compatibility condition. The idea here is that e ± (t, λ) should cancel the time dependent singularities of ψ ± (x, t, λ) at the expense of preserving the initial singularities for all t. Proposition 6.3. The functions e ± (t, λ) satisfy the following properties.
(1) e ± (t, λ) are meromorphic functions in C \ σ(L).
(2) The boundary values of e ± satisfy e ± + (t, E) = e ∓ − (t, E) for E ∈ σ(L).
(3) e + (t, λ) has simple poles on µ n k (0) when σ n k (0) = 1 and simple zeros on µ n k (t) = 1 when σ n k (t) = 1. e − (t, λ) has simple poles on µ n k (0) when σ n k (0) = −1 and simple zeros on µ n k (t) when σ n k (t) = −1. e ± (t, λ) both have square root singularities at µ n k (0) when σ n k (0) = 0 and square root zeros at µ n k (t) when σ n k (t) = 0. (4) e ± has asymptotic descriptions e ± (t, λ) = e ±4i √ λ
There exist positive constants c, and M such that |e ± (t, λ)| ≤ M e c|λ| 2 for all λ ∈ D.
Proof. We begin by noting that e ± are holomorphic for λ ∈ C\R + because α ± are holomorphic for λ ∈ C\R + for all t. We will extent this to mermomorphicity in C \ σ(L) in proving property 3. Property 2 follows from considering the boundary behavior of ρ(λ).
To establish property 3, we begin by supposing without loss of generality that at t = 0, µ n ∈ (λ 2n−1 , λ 2n ) and σ n = 1. Then, for sufficiently small time, µ n (t) ∈ (λ 2n−1 , λ 2n ), and for λ near µ n (t) we may write using proposition 6.2
where e + reg (t, λ) is holomorphic and nonzero in some open set containing the image of µ n (t) for t is some small time window. We can change variables from t to µ = µ n (t) in the above integral to get
and therefore
An analogous argument applies to e − when σ n = −1. This proves the σ n k = ±1 cases of the property 3. This calculation was local, and applies so long as µ n (t) remains in the open interval (λ 2n−1 , λ 2n ). However, the Dirichlet eigenvalues µ n (t) can be equal to the endpoints λ 2n−1 or λ 2n of the gaps. In order to understand what happen in this situation we will apply a time translation so that µ n (0) = λ 2n . We introduce a local coordinate that takes into account the branch cut. Without loss of generality, we assume that µ n (t) is approaching λ 2n , and that µ n (t) is a pole of α + . The local coordinate w is defined using two copies of the complex λ plane (we only concern ourselves with a neighborhood of λ 2n in each plane). We define
This is an analytic invertible transformation from a neighborhood of 0 in the w plane to the (local) 2-sheeted surface defined by gluing together the two sheets in the usual way.
In the w plane, then the single function
is a meromorphic function in a neighborhood of w = 0, with a single simple pole at w(µ n ). Then the function We compute (209) d dt w(µ n (t)) = ρ(λ)∆ λ (λ) y 2λ (T, t, λ) λ=λ(w(µn(t))) (4λ(w(µ n (t))) + 2u(0, t)) which is clearly nonzero for t small so that µ n (t) maps to near w = 0 in the w plane (we have assumed the generic condition 4λ 2n + 2u(0, t) = 0). A straightforward calculation shows that
Now we compute the local behavior of e(w) for w near 0 as
where e reg is analytic and nonzero near w = 0. This completes the proof of property 3.
To prove 4 we begin by recalling that as λ → ∞ for λ ∈ Ω s the functions α ± (t, λ)/(4i √ λ 3 ) are continuous functions of λ converging to 1. The dominated convergence theorem gives
and thus
as λ → ∞ for λ ∈ Ω s . Thereforeψ has the asymptotic description
The bound given in part 5 of the proposition follow from subalgebraic bounds on α ± in D. A subalgebraic bound of the form |α ± (t, λ)| ≤ max{C √ λ 3 , C ′ } clearly holds for λ ∈ Ω s \ D from the asymptotic descriptions of α ± . The difficulty is extending the bound into the removed sector. To make notation easier we consider z = √ λ with our choice of branch cut, taking z in the upper half-plane. We denote the image of D under the mapping to the z upper half plane by D ′ . The domain D ′ consists of the upper half plane with excised half-domes (images of half-discs) centered on the real line whose heights are bounded above by R ′ /n.
We break the domain D ′ into two domains. One of the domains we choose as E = {z ∈ C + : Im(z) > max{R ′ , log(2)/T }. If we define a function w by w(x, z) = e izx y 2 (x, z 2 ) then w solves
By solving via Neumann series we find that
It then follows that (217)
We have the lower bound
Therefore, for |z| large enough
If we combine this with the exponential growth of |ρ(z 2 ) − y 1 (T, z 2 )| ≤ C|e iT z | we get
The other domain which we will label F consists of the rest of D ′ . For z large enough, none of the excised discs will overlap. At this point the non-straight pieces of boundary are deformed semicirlces C n labeled by n with the closest point to √ µ n a distance away from √ µ n bounded below by R ′ /n for some constant R ′ , and furthest point point from √ µ n a distance away from √ µ n bounded above by R ′′ /n for some constant R ′′ . As z → ∞ the following asymptotic behavior is valid
The values z = √ µ n are a distance O(n −1 ) ∼ √ µ n −1 away from the the values of z for which cos(zT ) = 1, so for large n
Therefore, on C n the functions y 2 (T, z 2 ) are approximated by
for n sufficiently large. Since z ∼ nπ T for z ∈ C n for n sufficiently large, we then have y 2 (T, z 2 ) = O(z 2 ) for z ∈ C n for n sufficiently large. For sufficiently large z we also have y 2 (T, z 2 ) monotone increasing in Im(z) when Re(z) is held constant. Therefore |y 2 (T, z 2 )| ≤ max{C|z| 2 , C ′ } for z ∈ F . Combining and exponentiating the bounds in E and F give property 5.
where recall m(λ) is given by (121) as (226) m(λ) := |{k ∈ N : µ n k ≤ λ, σ n k = 0}|.
We defineΦ via
We can now prove the following theorem giving the solution to the Cauchy problem to the KdV equation in terms of a Riemann-Hilbert problem like the Riemann-Hilbert problem given for infinite gap Hill's operators, but with a time dependance added to the jump. The functionΦ is the particular solution to the Riemann-Hilbert problem.
Theorem 6.5. Suppose that u(x, t) is the solution to the KdV equation
with smooth initial data u(x, 0) = u 0 (x) such that the corresponding Hill's operator − ∂ 2 ∂x 2 + u 0 (x) has spectral data Σ(u 0 ). The following Riemann-Hilbert problem is solved byΦ:
Riemann-Hilbert Problem 6.6. For x, t ∈ R find a 2 × 2 matrix valued functionΦ(x, t, λ) such that:
(4)Φ(x, λ) has an asymptotic description of the form
as λ → ∞ with λ ∈ Ω s for some 0 < s < π 8 .
(5) There exist positive constants c, and M such that |φ ij (x, t, λ)| ≤ M e c|λ| 2 for all λ ∈ D.
Let x, t ∈ R be fixed, thenΦ(x, t, λ) solves Riemann-Hilbert problem 6.6 if and only if
for some α that is constant in λ. The value u(x, t) of the solution u to the KdV equation with initial data u 0 evaluated at (x, t) can be recovered from any solutionΦ(x, t, λ) to this Riemann-Hilbert problem as
The existence of a solutionΦ(x, t, λ) follows from considering
and combining the existence proof Riemann-Hilbert problem 5.8 with properties 6.3 of e ± (t, λ). Solutions to the time dependent version of Rieman-Hilbert problem 5.8 are related to a solutions of 6.6 by the following relation
The relation betweenΦ andΦ can be proven by applying the steps of the proof of theorem. The time dependence does not effect that validity of the steps taken in the proof. If one multiplies out the phase factors appearing in the asymptotic condition (214) and conjugates the jump matrix accordingly one gets the jump condition on the gaps for the above Riemann-Hilbert problem.
Conditions on Periodicity in Space and Time
In the previous sections we have shown that a bounded periodic potential is determined by the spectral data as described in Definition 2.4, and established that, as u evolves according to the KdV equation, it can be determined through the solution of Riemann-Hilbert problem 6.6. In this section we consider our matrix Riemann-Hilbert problem 6.6 (under the KdV evolution), which can be stated for any candidate spectral data {E k , µ k , σ k }. We suppose that it possesses a solution (which by our work must be unique), and that it determines a potential u(x, t), and we determine explicit conditions under which the potential is periodic in space, and also conditions under which the potential is periodic in time.
If the potential is known to be periodic, the classical theory of Hill's equation yields the existence of the Floquet multiplier ρ(λ), which satisfies a scalar Riemann-Hilbert problem (conditions 1.(a)-(d) in Theorem 7.1 below). We prove that the converse is true: the existence of a solution to this scalar Riemann-Hilbert problem implies the potential is periodic. Moreover, we prove there is an analogous scalar Riemann-Hilbert problem for which the existence of a solution implies temporal periodicity.
For this purpose, we consider a "candidate spectral data", namely a sequence {E k } 2N +1 k=0 , a sequence {µ k } N k=1 and a sequence {σ k } N k=1 (N could be finite or infinite), satsifying
for each k, σ k ∈ {−1, 0, 1}. (5) In case N is infinite: there exists N, C such that E n > Cn 2 for all n > N . As explained in remark 5.11, with this candidate spectral data, all the quantities needed to define the Riemann-Hilbert problem 6.6 are well defined, and we may pose the Riemann-Hilbert problem. We assume that there is a solution to this problem, and that it determines a potential u(x, t).
Theorem 7.1. Suppose that there exists a solution to Riemann-Hilbert problem 6.6 defined from the candidate spectral data above, determining the potential u(x, t), via (231).
(1) If there exists a function r 1 (λ) such that (a) r 1 is holomorphic in C \ σ(L) with continuous boundary values r 1± on σ(L) from above and below, (b) r 1 satisfies the jump relation r 1+ (λ) = r 1− (λ) −1 for λ ∈ σ(L), (c) r 1 satisfies the asymptotic condition r 1 (λ) = e i
We would again like to showΦ solves the same Riemann-Hilbert problem as Φ. Properties 1 and 2 are clear.
On the spectral band [E 2k−2 , E 2k−1 ] the jump relation forΦ(x, t, λ) is computed as
and on the gap [E 2k−1 , E 2k ] the jump is computed as
ThereforeΦ satisfies property 3. Property 4 follows from the fact that
Property 5 follows from the fact that A 2 (D) is an algebra. Theorem 6.5 then tells us that for all x,t,
for some constant α. Then
so (231) implies u(x, t + T 2 ) = u(x, t).
Baker-Akhiezer Functions
Up to this point, we have made no use of the underlying spectral curve. However, the approach we have taken has an interpretation in terms of Baker-Alheizer functions. We will now provide a corollary to the theorem that gives a geometric interpretation to solutions of Riemann-Hilbert problem 6.6. The idea here is to connect the Riemann-Hilbert problem theory discussed in this paper back to what has been done before in terms of the theory of Riemann-Surfaces. Let Σ ⊂ C × C be the the curve defined by (254)
This curves is diffeomorphic via a holomorphic map to the desingularization of the curve defined by w 2 = ∆(λ) 2 − 4 by 2 point blowups at the degenerate Dirichlet eigenvalues. We choose not to compactify Σ as a topological space because if G = ∞ then the compactification of Σ is not smooth at ∞ (this is because of an accumulation of infinitely many 'holes' at ∞). The projection π((λ, w)) → λ onto the λ plane has two inverses under composition, (255) π −1 + (λ) = (λ, P (λ)),
which agree only at the branch points. The images of π −1 + and π −1 − we will write as Σ + and Σ − so that Σ is a union of Σ + and Σ − .
For every x there is a unique meromorphic function ψ(x, p) on Σ with only simple poles at p k = (µ n k , σ n k P (µ n k )) for k = 1, 2, . . . , G such that
as λ → ∞ with λ ∈ Ω s , and
ψ(x, t, π −1 − (·)) ∈ A 2 (C \ D). The function ψ is known as the Baker-Akhiezer function for the KdV equation.
Note that while the pole condition on the Σ can be defined in a coordinate independent manner, the asymptotic condition (257) and bound (258) are expressed in terms of the complex λ coordinate on Σ.
Sketch of Proof. If ψ is defined by
then:
(1) The poles of either ψ + or ψ − at the Dirichlet eigenvalues in the interior gaps, and the square root singularities of both ψ + and ψ − on the edges of the non-degenerate gaps map to poles on p k = (µ n k , σ n k P (µ n k )); (2) The asymptotic expansions ofψ ± obtained by multiplying the asymptotic expansion from lemma 2.1 by the asymptotic expansion of e ± immediately imply the asymptotic condition (257). (3) The containments (258) follow immediately from (139).
To show that ψ is the only such function, suppose there is a second such functionψ(x, t, p). It is easy to show that if (260)Ψ (2) 
must solve Riemann-Hilbert problem 6.6. Therefore, by theorem 6.5 the first row ofΦ (2) (x, t, λ) is equal to the first row ofΦ(x, t, λ). Setting them equal implies thatψ = ψ.
Finite Gap Solutions and Riemann Hilbert Problem
In the finite gap case (254) can be replaced by
and produce the same Riemann-surface Σ. The T 4 n 4 π 4 was only necessary to guarantee convergence in the infinite gap case.
Before moving on we review some elementary algebraic geometry following [2] . We introduce a homology basis a i , b j for j = 1, . . . , g satisfying a i • b j = δ ij where • indicates minimal crossing number in the homology class of a i and b j . We then introduce the basis of Abelian differentials of the first kind on Σ normalized such that The Riemann matrix is symmetric with negative definite real part. We also introduce the Abelian differentials of the second kind ω (j) for j = 1, 2, 3, . . . uniquely determined by the principle part is the vector of Riemann constants. The function (269) satisfies the properties of the finite genus Baker-Akhiezer function [2] , and the values of ψ on Σ + and Σ − can projected back onto the plane to produce two functions ψ + and ψ − . These two functions are equal to the Bloch-Floquet functions because they can be used to create solutions Φ to the Riemann-Hilbert problem for the Bloch-Floquet functions. The solution to the KdV equation recovered from the Baker-Akhiezer function is given by the Matveev-Its formula (272) u(x, t) = −2 ∂ 2 ∂x 2 log θ(iΩ (1) x + iΩ (3) t − A(P) − K; τ ) + c where c is a constant [2] . The function c can be changed by translating the function values of the potential or equivalently by translating the spectrum itself.
Summarizing the finite gap construction, one starts with a hyper-elliptic Riemann-Surface and produces both a solution to Hill's equation (269), and the potential in Hill's equation (272). Continuing, one may also use (269) to construct a solution to the Riemann-Hilbert problem 6.6, from which the potential (272) may also be obtained as in (231).
In connection with Section 7, we note that here, the potential u(x, t) is not assumed to be periodic. Indeed, if the half phases in the vector Ω (1) satisfy
, for some constant T 1 and integers ℓ j with j = 1, 2, . . . , g
then the potential u(x, t) so constructed is periodic with period T 1 , and the Floquet multiplier ρ(λ) exists, yielding a solution to the scalar Riemann-Hilbert problem of Theorem 7.1. However, if (273) does not hold, one says that the phases are not commensurate, and the potential is quasi-periodic. It is still the case that the Riemann-Hilbert problem possesses a solution, and this solution determines the potential u(x, t), it is just that the potential is not periodic in space, and conversely the scalar Riemann-Hilbert problem of Theorem 7.1 is not solvable.
If the phases are comesurate ((273) holds), then the Floquet multiplier ρ, or equivalently r 1 from Theorem 7.1, can be constructed explicitly. This is achieved as follows.
Let us consider the function This function is holomorphic in C\σ(L) and r 2+ (λ) = r 2− (λ) −1 and log(r 2 (λ)) = 4iT 2 √ λ 3 . These properties of r 2 (λ) are the properties of the function r 2 appearing in Theorem 7.1, and we learn that the potential u(x, t) appearing in (272) is periodic in t with period T 2 , which is consistent. One issue with the form of our Riemann-Hilbert problem is the B(λ) dependence, which complicates the asymptotic behavior in λ in comparison to Riemann-Hilbert problems with constant asymptotic behavior as λ → ∞. However, in the case where all Dirichlet eigenvalues lie on the lower gap end, B(λ) becomes much simpler. Trogdon and Deconinck begin with this same assumption in the finite gap case. When it is not true that all the Dirichlet eigenvalues are on the lower gap end, Trogdon and Deconinck consider an auxiliary Baker-Akhiezer function that when multiplied by the first .
The auxiliary Baker-Akhiezer function is determined by the zero divisor Z taken to the the pole divisor of the KdV Baker-Akhiezer function and pole divisor P consisting of the lower endpoint of each gap. The auxiliary Baker-Akhiezer problem has asymptotic behavior (280) exp
The zeros and poles on the Riemann-surface determine t j as follows:
(1) Consider the abelian differential of the second kind , j = 1, 2, . . . , g.
(2) One must set the numbers t j so that
Trogdon and Dechonick made this construction explicit, and prove that the matrix M ℓj = u (2ℓ+1) j is invertible. They also discuss why the condition in step 2 is correct condition to ensure the desired properties. If the zeros to be simple zeros on the Dirichlet divisor and simple poles on the Riemann surface at the the lower endpoint of each gap, then multiplying the Baker-Akhiezer function for the KdV equation auxiliary Baker-Akhiezer moves the poles to the band end. However, they only considered the finite gap case. A road block to applying this method effectively for infinite gap potentials is that the matrix M ℓj must be replaced by an operator.
