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Abstract. The task of finding the optimal compression of a polyline
with straight-line segments and arcs is performed in many applications,
such as polyline compression, noise filtering, and feature recognition. Op-
timal compression algorithms find the best solution using the dynamic
programming approach, which requires a significant amount of arc fit-
ting. This paper describes an improvement to the dynamic programming
approach by reducing the amount of arc fitting necessary to find the op-
timal solution. Instead of processing from the second to the last vertices
in the dynamic programming approach, the algorithm proceeds forward
and skips as many steps as possible without affecting the inference in
any way. Such a modification extends the practical application of the
algorithm to polylines having arcs with a large number of vertices.
Keywords: dynamic programming, polyline compression, polyline ap-
proximation, arc fitting, generalization
1 Introduction
Finding the optimal compression of a polyline with straight-line segments and
arcs when the resultant polyline is required to be within the specified toler-
ance from the source polyline has a solution with the worst-case complexity
O
(
N3 log (N)
)
, where N is the number of vertices in the source polyline (see
[1, 2]), which prevents the efficient processing of arcs with many vertices. How-
ever, many polylines have a well-defined structure and do not require evaluation
of all possible combinations. The simple example would be a noisy polyline with
just one arc. Another example with two segments will be explained in Sect. 2.
The algorithm described in this paper is the further development of the algo-
rithm described in [2] and will be explained in Sect. 3. Finding the maximum
jump for the next segment or arc and then looking backward from the maxi-
mum jump will lead to the algorithm, which skips steps used in the dynamic
programming approach. An experimental comparison will be given in Sect. 4.
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2 Task
For a given source polyline, the task is to find the resultant polyline with the
minimum number of segments and arcs within the specified tolerance and, among
them, one with the minimum sum of squared deviations. This task is solved
by using the dynamic programming approach (see [1], [3], and [2, Sect. III]).
This method finds the minimum number of segments and arcs, while satisfying
the tolerance requirement (or other criteria) for all parts of the source polyline
between the first vertex and any other vertex; however, the resultant polyline
will only include some of the vertices of the source polyline. For example, see
Fig. 1 and assume that the distance between neighboring vertices is 3, then
with a tolerance of 2, the resultant polyline will have only two segments. From
this example, it is obvious that the resultant polyline cannot have vertices 1..8
or 12..19; otherwise, it will have more than two segments. However, optimal
solutions for parts of the polyline from vertex 0 to vertices 1..8 and 12..19 are
found. This leads to a higher complexity of the algorithm and prevents the
practical application of such an algorithm to polylines with a large number of
vertices in arcs, because the task of fitting an arc to a set of n points within the
specified tolerance has O(n log (n)) complexity. The purpose of this paper is to
develop another approach that avoids this inefficiency.
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Fig. 1. Example of a polyline with two straight segments having extra vertices. The
total number of vertices is 21.
3 Algorithm
The algorithm is based on the dynamic programming approach; however, instead
of processing at each iteration from the second to the last vertices of the source
polyline, the algorithm finds the farthest vertex it can reach from the constructed
solutions and analyzes backward if this solution is valid. Iterations from the
second to the last vertices are replaced by the iterations from the first to the last
segments and arcs. The algorithm terminates when the end vertex of the source
polyline is reached.
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Define a polyline as an ordered set of vertices pi, i = 0..n− 1, where n is the
number of vertices in the source polyline. Define the array FW SEG for the in-
dices, satisfying that no segments can be fitted for the part of the source polyline
between the vertex i and any vertices after FW SEGi within the specified toler-
ance. Similarly, define the array FW ARC for the fitting of arcs. The algorithm
for arcs is described in [2, Appendix III]. A similar algorithm based on the convex
hull can be used for segments [2]. Define the array BW SEG for the indices, sat-
isfying that no segments can be fitted between any vertex before BW SEGi and
the vertex i within the specified tolerance. Similarly, define the array BW ARC
for the fitting of arcs. Note that these arrays are not required to contain the
minimum possible values for FW SEG and FW ARC or the maximum possi-
ble values for BW SEG and BW ARC, because the algorithm described in this
section will produce the same result as long as the definitions for these arrays
are satisfied. Nevertheless, the higher quality of these arrays will lead to a faster
algorithm.
Let the array LAST store the last possible position for the penalty p, so that
any polyline from vertex 0 to any vertex after LASTp cannot have penalty p.
The array is initialized from position 0 to processed.
Following [2], the penalty for each segment will be P SEG = 2, and the
penalty for each arc will be P ARC = 3.1 Let the array PENALTY store the
possible or found penalty for the i-th vertex; the boolean array SOLVED store
FALSE for possible solutions and TRUE for found solutions; and if the solution is
found, the array ERROR2 will store the minimum sum of the squared deviations
from vertices of the source polyline to the resultant polyline3. These arrays are
initialized from position 0 to position.
To simplify the pseudocode, assume that ∀i < 0 ⇒
FW SEGi = −∞, FW ARCi = −∞, and LASTi = −∞. Algorithm 1 shows the
pseudocode for finding the optimal solution. This is the maximum jump step.
Instead of solving from the second to the last vertices, the algorithm tries to find
the farthest vertex with the next penalty (processed + 1)4 until the solution for
the whole source polyline is found. The algorithm jumps from the known solution
with the help of FW ARC for arcs or FW SEG for segments. The jump can be
longer than it should be, but it can never be shorter, which guarantees that
the optimal solution is not missed. The preference is given to arcs because they
have a higher penalty, which leads to using a smaller penalty to jump from. To
guarantee that the jump is performed from a known solution, the function Solve
1 Other penalties can be used instead; however, if they are natural numbers, no changes
in the algorithm are necessary. Obviously, any penalties for segments and arcs as
rational numbers can be converted to equivalent penalties in natural numbers.
2 Instead of using the array SOLVED to distinguish possible from found solutions,
the array ERROR can store ∞ for possible solutions and the minimum sum of the
squared deviations for the found solutions.
3 The sum of the squared deviations can be replaced by an integral. In the case of
arcs, the sum or integral of squared deviations can be approximate (see [4] and [5]).
4 If other penalties are assigned for segments and arcs, then it might be more efficient
to find the next penalty by analyzing the last entries of the array LAST.
3
is called. Note that when the algorithm progresses farther by evaluating possible
solutions, the array LAST does not necessarily point to the proper position;
therefore, the function ChkAdjPos is used to make decremental adjustments.
When the jump reaches the last vertex of the source polyline, the last vertex is
checked if it can be solved for that penalty (processed + 1). If it can, then the
solution is found.
Algorithm 2 recursively finds the solution for the specified position and
penalty. This is the looking backward step. It returns TRUE if such a solu-
tion is found and FALSE otherwise. When the algorithm searches backward for
the range of possible beginnings of the segment or arc, the array LAST does not
necessarily point to the proper position; therefore, the function Adjust is used
to iteratively decrement its values. Note that the array PENALTY might also
contain values that contradict the values in the array LAST. This happens when
the solution does not exist for some values in the array PENALTY and, as a
result, some of its values are incremented.
In this approach, segments or arcs are fitted to any part of the source polyline
no more than once. This is guaranteed because function Solve only fits segments
or arcs when the solution for the starting vertex is found and penalty plus P SEG
for segments or P ARC for arcs equals PENALTYi in Algorithm 2.
If the noise in the vertices of the source polyline does not introduce backward
movement along corresponding true arcs, it is possible to use the approach from
[6]. This will further reduce the complexity of the algorithm for the part where
multiple arcs have to be fitted from the same point i in Algorithm 2.
4 Performance Evaluation
The performance of the algorithm was evaluated on 100 arcs of radius 1, following
each other, and added uniform radial noise of 0.05, shown in Fig. 2. The tolerance
was set to 0.06. On this data, the algorithm performs similarly to or better than
the algorithm based on the dynamic programming approach (see the comparison
in Fig. 3). The calculation was performed using the Intel Xeon CPU E5-2670
processor. The advantage becomes clear when there is a large number of points
in each arc. Note that the nonsmooth behavior in both graphs can be explained
by the same recursive algorithm used in the preparation step to check where arcs
can be fitted in both algorithms (see [2, Appendix III]).
This algorithm is also applicable for optimal compression of a polyline with
segments. The performance was evaluated on the polyline with 100 segments of
length 1, forming a zigzag line, and added uniform perpendicular noise of 0.05,
shown in Fig. 4. The tolerance was set to 0.06. Using this data, this algorithm
also performs better than the algorithm based on the dynamic programming
approach (see Fig. 5).
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Algorithm 1 Algorithm to find the optimal compression of a polyline with
segments and arcs.
function FindOptimalSolution
LAST0 = 0, processed = 0
PENALTY0 = 0, SOLVED0 = TRUE, ERROR0 = 0, position = 0
TryNextPenalty:
processed = processed + 1, LASTprocessed = −∞
while TRUE do
i = FW SEGLASTprocessed−P SEG , j = FW ARCLASTprocessed−P ARC
k = max (i, j)
if k = −∞ then go to TryNextPenalty
if i ≤ j then
if not ChkAdjPos(processed− P ARC) then continue
if i ≥ j then
if not ChkAdjPos(processed− P SEG) then continue
if i < j then
if not Solve(j, processed− P ARC) then continue
else if i > j then
if not Solve(i, processed− P SEG) then continue
else
if not SOLVEDLASTprocessed−P SEG and
not SOLVEDLASTprocessed−P ARC then
if not Solve(j, processed− P ARC) then continue
while position < k do
position = position + 1
PENALTYposition = processed, SOLVEDposition = FALSE
LASTprocessed = position
if position + 1 = n then
if Solve(position, processed) then return
LASTprocessed = LASTprocessed − 1
go to TryNextPenalty
function ChkAdjPos(penalty)
if SOLVEDLASTpenalty and PENALTYLASTpenalty = penalty or
not SOLVEDLASTpenalty and PENALTYLASTpenalty ≤ penalty then
return TRUE
LASTpenalty = LASTpenalty − 1
return FALSE
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Algorithm 2 Recursive algorithm to find the solution at the position i for the
specified penalty.
function Solve(i,penalty)
if SOLVEDi then return PENALTYi = penalty
while PENALTYi ≤ penalty do
if i ≤ LASTPENALTYi then
if P ARC ≤ PENALTYi then
a0 = BW ARCi
Adjust( a0, PENALTYi − P ARC )
a1 = min (LASTPENALTYi−P ARC, i− 3)
. If 4 is the minimum number of vertices in an arc.
for k from a1 to a0 step −1 do
if Solve( k, PENALTYi − P ARC ) then
if an arc can be fitted to the part of the polyline between
vertex k and vertex i then
new error = ERRORk+ the sum of squared
deviations for the fitted arc (can be approximate).
if not SOLVEDi then
ERRORi = new error
SOLVEDi = TRUE
else
ERRORi = min (ERRORi,new error)
if P SEG ≤ PENALTYi then
s0 = BW SEGi
Adjust( s0, PENALTYi − P SEG )
s1 = min (LASTPENALTYi−P SEG, i− 1)
for k from s1 to s0 step −1 do
if Solve( k, PENALTYi − P SEG ) then
if a segment can be fitted to the part of the polyline
between vertex k and vertex i then
new error = ERRORk+ the sum of squared
deviations for the fitted segment.
if not SOLVEDi then
ERRORi = new error
SOLVEDi = TRUE
else
ERRORi = min (ERRORi,new error)
if SOLVEDi then return PENALTYi = penalty
PENALTYi = PENALTYi + 1
return FALSE
function Adjust(i,penalty)
while i ≤ LASTpenalty do
if ChkAdjPos(penalty) then return
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Fig. 2. Example of four arcs of radius 1 with 64 points in each.
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Fig. 3. Average time to fit 100 arcs (see Fig. 2) using the dynamic programming
approach (blue) and the algorithm described in this paper (green).
5 Example
The algorithm described in this paper was implemented in the ArcGIS Pro geo-
processing tool Simplify by Straight Lines and Circular Arcs. This algorithm was
applied to parcel data where original arcs were lost due to digitization, limita-
tions of the format, projection, or some other reason (see Fig. 6). The restoration
of original arcs is an important task because it creates cleaner databases and
simplifies future editing.
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Fig. 4. Example of eight segments of length 1 with 64 points in each.
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Fig. 5. Average time to fit 100 segments (see Fig. 4) using the dynamic programming
approach (blue) and the algorithm described in this paper (green).
6 Conclusion
The modification to the dynamic programming approach described in this paper
produces a faster algorithm, especially in cases where arcs or segments have
many points. However, if the source polyline does not have a clear structure of
segments and arcs, for example, a polyline generated by a random walk, this
algorithm will not be any faster than the dynamic programming approach. In
the worst case, the algorithm would not be significantly slower than the dynamic
programming approach; therefore, the algorithm is applicable to any input data.
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Fig. 6. Example of parcel data with lost circular arcs. The ArcGIS Pro geoprocessing
tool Simplify by Straight Lines and Circular Arcs was applied to this data. The black
lines are the source polylines, the red circles are vertices of the source polylines, and
the green circles are resultant vertices.
7 Future Work
The compression algorithm finds the resultant polyline within the tolerance of
the source polyline and, therefore, can represent some part of the polyline with
circular arcs where they were not present originally (see for example Fig. 7). The
decision of whether the part of the polyline can or cannot be represented as an
arc has to be improved.
When the vertices of the resultant polyline are not required to be a subset
of the vertices of the source polyline [7], higher compression can be achieved.
Because this approach will likely improve performance and extend the algorithm
described in [7] to compression with arcs, it is a subject to future research.
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Fig. 7. Example of a circular arc (red) that perfectly fits the vertices (blue) of the
source polyline (black). However, the vertex shown by the green arrow did not appear
due to the limitation of the format (inability to store circular arcs). This is because it
does not follow the angular step of the vertices before this vertex (18 vertices on the
circular arc have 5° separation between them) and, therefore, should not be part of a
circular arc.
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