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ABSTRACT
In this thesis, a systematic study of structural, electronic, charge transfer properties in
novel two dimensional and single layered materials using first principles calculations
is presented. The work aims to model newly discovered layered materials, R2 O2 Bi
compounds (R = Y, La, and rare earth metals) and various single layered materials
such as graphene, Boron Nitride (BN), MoS2 and 6,6,12-graphyne which is a new form
of single layer of graphene.

R2 O2 Bi is a recently synthesized group of tetragonal ThCr2 Si2 lattice type compounds,
with unusual metallic and poor metallic behaviour. These compounds consist of a two
dimensional square lattice layer formed by the rarely occurring Bi2− anions, which
sandwich a (R2 O2 )2+ fluorite layer. Using first principles calculations, it is found that
the compounds with various R are all metallic, and the anti-ferromagnetic (AFM)
state is the most favourable ground state for R = Gd, Sm, and Nd compounds. The
electrons from the px and py orbitals of the Bi2− ions contribute to the density of states
(DOS) at the Fermi level, leading to the metallic nature of these compounds. When
the systems change to ferromagnetic (FM) states, the DOS at the Fermi level is further
enhanced and makes the compounds even more metallic. The calculations of R2 O2 Bi
compounds are in agreements with the experimental data. The effects of replacing
Bi2− with Te2− has also been studied. Our calculation reveals that the Te2− changes
the compounds from metallic to semiconducting/insulating, with variable band gaps

for various R. It is found that the Te2− lowers the energy of the p orbital electrons of
Bi2− , which become fully localized.

Due to the unique physical and chemical properties of two dimensional single-layer
materials, it is highly important to explore the potential applications of these materials as gas sensors. Using first principles calculations, the adsorption mechanisms for
various gases on a few single-layer materials are explored in this study. Calculations
were performed for a series of gas molecules (CO2 , CO, H2 O, NO2 , NO3 , NH3 , H2 , O2 ,
and H2 S) on supercells of graphene, and on single-layer BN and MoS2 . Calculation
results show that the charge transfer for H2 O, CO, and NO2 is in agreement with what
has been observed experimentally for graphene. It is also predicted that the sensitivity
of graphene based gas sensors can be significantly improved for sensors fabricated using
graphene ribbons, as more charge transfer take place for the gas bound to the edges
rather than the surfaces of the graphene. Charge transfer is observed for CO, NH3 ,
NO2 , H2 O, and H2 S molecules absorbed on single-layer BN, with strong absorption
energy for H2 S. For single-layer MoS2 , charge transfer takes place for H2 , H2 S, and
CO2 . Results reveal that graphene is most suited to use as a NO2 sensor, while single
layer MoS2 could be more useful for detecting either H2 S or H2 . The types of charge
transfer, band structure, DOS and partial DOS, adsorption energies, and equilibrium
distances are also discussed.

6,6,12-graphyne is a carbon allotrope which features a Dirac-cone-like band structure that is the same as that of graphene. Using first principles calculations, the H2 O
adsorption mechanisms and their effects on 6,6,12-graphyne are explored in this study.
The optimal adsorption position of H2 O gas was determined by using different positions and orientations of the H2 O molecule. Calculation results show that the H2 O can

strongly stick to the graphyne, with electrons being transferred to the graphyne. H2 O
adsorption at a particular adsorption site changes the system there from the Dirac
state to that of a conventional metal, while the graphyene retains the Dirac state for
most adsorption sites.

KEYWORDS: First principle calculations, Density Functional Theory, Modelling,
Gas sensors, Graphene, BN, MoS2 , 6,6,12-Graphyne
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Chapter 1
Introduction
In modern day science, some consider that there is a new branch to be included with
the commonly accepted experimental and theoretical branches of science. This branch
is usually known as the computational branch. The most common approach in using
computation for science is to model physical systems. This allows us to do things in
which we are unable to do using experimental methods, for example, extremely high
pressure and low temperatures; it also allows a cheaper and faster solution to many
problems which would be difficult to set up or would require complex machinery,
Lastly, it gives better control over the variables, which in an experiment could be
any number of things, but when looking at smaller and smaller systems the smallest
variation of a variable that was meant as an constant could greatly impact upon the
reliability of the results, which would vary, depending on how well the experiment was
performed or the suitability of the experimental design. When a system is modelled,
the starting variables are easily defined, and as a result, give much greater control over
the variables that would impact the experimental result.

1

1.1. First principle calculations

1.1

2

First principle calculations

When modelling a physical system, there is a variety of ways in which this could be
achieved. These can be classified into three types, the first of which is empirical;
examples of empirical models include the use of pair potentials, many body potentials,
and other generalised forces in particle-particle interactions. The second type of model
is semi-empirical, and such models incorporate the use of such things as tight binding
theory. Lastly there are first principle calculations i.e. ab initio calculations, which
incorporate the use of such theories as Hartree-Fock, density functional, and Monte
Carlo.

1.2

Born-Oppenheimer approximation

The Born-Oppenheimer approximation results from the fact that there is a large difference between the mass of the electron and mass of the proton/neutron, and because of
this, there is a large difference in the time scale on which subatomic events take place.
The difference in time scale makes the electron interaction seemingly instant when
compared to the much larger atomic nucleus. This reasoning allows us to produce two
Hamiltonians; the atomic nucleus Hamiltonian(Hn0 ); and the electron Hamiltonian(He )
which depends upon the coordinates of the atomic nucleus. The Hamiltonians can be
used when describing a system with nuclear coordinates RI and electron coordinate
ri .

H(R1 , R2 . . . RN , r1 , r2 . . . rn ) = Hn (R1 , R2 . . . RN ) + He (r1 , r2 . . . rn ; R1 , R2 . . . RN )
(1.1)

3

1.3. Theoretical Foundations

Ψ(R1 , R2 . . . RN , r1 , r2 . . . rn ) = Ψe (R1 , R2 . . . RN ; r1 , r2 . . . rn )Ψn (R1 , R2 . . . RN )
(1.2)
By taking the product of the electronic and atomic nucleus parts, the wave function
can be derived. Electronic structure calculations can then be performed to solve the
Schrödinger Equation (SE) for the electron as a function of the coordinates of the
atomic nucleus.
The Born-Oppenheimer approximation can be seen as considering the atomic nuclei to
be moving on a potential energy surface which is a solution to the SE of the electron.
Due to the large number of calculations, there is difficulty in constructing the global
potential energy surface from calculations, so instead they are performed at areas near
potential minima.

1.3

Theoretical Foundations
HΨ = EΨ

(1.3)

The Hamiltonian operator operates on the wave function of all electronic degrees of
freedom:


h̄ 2
∇ + V ({ri }) Ψ ({ri }) = EΨ ({ri })
−
2m

(1.4)

where wave functions are generally expressed in terms of one particle functions:

Ψ ({ri }) = F [{Φi }]

(1.5)

1.4. Density functional theory

1.4

4

Density functional theory

Thomas and Fermi pioneered the early works of Density Functional Theory[1, 2]. The
energy was calculated from the kinetic energy of a uniform electron gas and the classical
electrostatic interaction between the electrons and nuclei for an electron gas of a given
energy. The work of Dirac extended the theory by adding the exchange energy of
electrons. The Thomas-Fermi theory gave relatively poor results, however, as a result
of the large approximations made in the kinetic energy.
In density functional theory, the ground state of a system can be calculated by using its
charge density. Using the density of the ground state and the electron wave function
Ψ(r1 , r2 , . . . , rn ) we can infer the following.
Z
ρ(r1 ) =

Ψ∗ (r1 , r2 , .., rn )Ψ(r1 , r2 , .., rn ) dr2 ..drn .

(1.6)

This formulation using charge density is obviously advantageous over using wave functions, as a wave function will result in a system of many complex variables, while using
the charge density approach will result in a function of only a few variables.

1.4.1

Hohenberg-Kohn-Sham theorem

The fundamental mechanics of density functional theory and the Hohenberg-Kohn
theorm are formulated using the Hamiltonian Ĥ. The ground state of a particular
system |ψi can be obtained as solutions of the eigenvalue equation:
Ĥ|ψi = |ψiE, hψ|ψi = 1.

(1.7)

5

1.4. Density functional theory

Then by using the variational method
hψ|Ĥ|ψi
⇒ stationary.
hψ|ψi

(1.8)

The Variation (with respect to |ψi) of the numerator on the left-hand side, with the
denominator kept fixed and equal to unity leads immediately to 1.7, with the energy,
E, thereby appearing as a Lagrange multiplier corresponding to the latter constraint.
We are interested in systems of N identical particles (electrons, say) moving in a given
external field and interacting with each other through pair forces. The Hamiltonian
for this case consists of the kinetic energy operator T̂ , the potential operator Û of
the interaction of the particles with the external field, and the two-particle interaction
operator Ŵ :
Ĥ = T̂ + Û + Ŵ

(1.9)

The case Ŵ = 0, of particles which do not interact with each other, i.e.

Ĥ0 = T̂ + Û ,

(1.10)

is often considered as a reference system.
The Hohenberg-Kohn theorem forms the foundations of density functional theory. It
states that, as the total energy of a many body system is a unique functional of each
electron density, from this we can deduce that two different potentials v(r) and v 0 (r)
cannot give rise to the same electron density ρ(r). As a result, this gives rise to the
fact that we will be able to use the electron density as a variable to formulate the
Schrödinger equation, and hence the name density functional theory(DFT). Based
on this understanding, by determining the minimum of the energy of the system, we
can determine the true ground state energy of the system. Assuming that there are
two different potentials v(r) and v 0 (r) which will be in relation to their respective
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Hamiltonians ĤΨ = E0 Ψ and Ĥ 0 Ψ = E00 Ψ0 , they will both give the same density.
Their wave functions would be Ψ and Ψ0 , with ĤΨ = E0 Ψ and Ĥ 0 Ψ = E00 Ψ0 . Using
the variational principle, we can formulate the following;
E0 < ψ → hΨ0 |Ĥ|Ψ0 i
E0 < ψ → hΨ0 |Ĥ 0 |Ψ0 i + hΨ0 |Ĥ − Ĥ 0 |Ψ0 i
Z
0
E0 < E0 + ρ(r)[v(r) − v 0 (r)]dr.

(1.11)

E00 < hΨ|Ĥ 0 |Ψi
E00 < hΨ|Ĥ|Ψi + hΨ|Ĥ 0 − Ĥ|Ψi
Z
0
E0 < E0 − ρ(r)[v(r) − v 0 (r)]dr.

(1.12)

By adding 1.11 and 1.12 a contradiction will result, as E0 + E00 < E0 + E00 . And as a
result we can deduce that two different potential cannot give the same electron density.
In summary we can divide the theorem into two fundamental parts;
THE FIRST:
The external potential is uniquely determined by the ground-state density: Density
as a Basic Variable. Conversely, the ground-state density uniquely determines the
external potential, within an additive constant.
THE SECOND:
The density that minimizes the total energy is the exact ground-state density.
The Hohenberg-Kohn theorem shows that by using the ground state density, it is
then possible to calculate the electronic properties of a system, although this does not
yield a way of finding the ground state density. A method to find the ground state
density is based on using the Kohn-Sham equations. To derive these equations, it will
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be necessary to consider the ground state energy, given as a functional of the charge
density.
Z
E [ρ(r)] = T [ρ(r)] +

ρ(r)v(r) dr + Eee .

(1.13)

To solve equation 1.13, each of the terms must be defined. The first term, T[ρ(r)] is
the kinetic energy, given by equation 1.14; where n is the number of electrons.
n

h̄2 X
T [ρ(r)] = −
hψi |∇2 |ψi i
2m i
The second term,

R

(1.14)

ρ(r)v(r) dr is the interaction with the external potential, in-

cluding the electron-nuclei interaction.
The last term, Eee is the electron-electron interaction given by equation 1.15.
1
Eee [ρ(r)] =
2
For equation 1.15,

1
2

R

ρ(r)ρ(r0 )
|r−r0 |

Z

ρ(r)ρ(r0 )
drdr0 + Exc [ρ(r)] .
|r − r0 |

(1.15)

drdr0 is the electron-electron electrostatic interaction

and Exc [ρ(r)] is the non-classical exchange-correlation energy.
Kohn and Sham were able to derive a set of single particle Schrödinger’s Equation
wavefunctions ψi , with ρ(r) given by equation 1.16; where n is the number of electrons.

ρ(r) =

n
X

ψi∗ (r)ψi (r)

(1.16)

i=1

When orthonormal wave functions are needed, i.e.

R

ψi∗ (r)ψj (r)dr = δij , it is then

possible to define a functional of the wavefunctions.

Ω [ψi ] = E [ρ(r)] −

XX
i

j

Z
ij

ψi∗ (r)ψj (r)dr

(1.17)
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ij are the Lagrange multipliers to ensure orthonormal wavefunctions. Minimization
of Ω [ψi ] with respect to ψi∗ (r) gives the Kohn-Sham equations which are equations
1.18 and 1.19.



h̄2 2
−
∇ + vef f (r) ψi (r) = i ψi (r)
2m

Z
vef f (r) = v(r) +

ρ(r0 )
dr0 + vxc (r),
|r − r0 |

(1.18)

(1.19)

The term vxc (r) is the exchange-correlation potential, it is given by equation 1.20.

vxc (r) =

δExc
.
δρ(r)

(1.20)

Equation 1.18 is seen to be the same form as the single particle Schrödinger equation
defined in Equation 1.19 with an effective local potential vef f .

1.4.2

Exchange-Correlation Potentials

The last term vxc of Equation 1.19 is the exchange-correlation potential. This potential is vital towards the accuracy of the DFT calculations in which there are many
variations, e.g. Generalised Gradient Approximations (GGA) and Local Density Approximations (LDA).
1.4.2.1

Local Density Approximation

The Local Density Approximation (LDA) assumes that the density is treated as an
uniform electron gas in which the exchange correlation energy Exc at each point in
the system is the same as that of an uniform electron gas of the same density. This
approximation was introduced by Kohn and Sham[3] and holds true for a slowly varying density. For example, the exchange-correlation energy Exc using density ρ(r) will
be given by equation 1.21, where xc (ρ) is the exchange-correlation energy for each
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particle of an uniform electron gas of a certain density ρ.

LDA
Exc

Z
=

ρ(r)xc (ρ)dr,

(1.21)

The exchange-correlation potential is then given in equation 1.22.

LDA
vxc
[ρ(r)] =

LDA
δExc
∂xc (ρ)
= xc (ρ) + ρ(r)
.
δρ(r)
∂ρ

(1.22)

Equation 1.22 can then be substituted into 1.19 to solve the equation.
When in use, for calculations involving LDA, when determining the exchange-correlation
energy for an uniform electron gas of a given density, it is necessary to first split xc (ρ)
into exchange and correlation potentials xc (ρ) = x (ρ)+c (ρ). The exchange potential
can be given by the Dirac functional shown in Equation 1.23.
3
x [ρ(r)] = −
4

  13
3
ρ(r).
π

(1.23)

[4] The values for c (ρ) are determined by Density functional theory (DFT) calculations
[5]. These have then been interpolated to provide an analytic form for c (ρ) [6].
1.4.2.2

Generalised Gradient Approximations

LDA approximations fail in situations when there is a swift change in density. Further
improvements can be made by considering the gradient of the electron density, i.e. the
generalized gradient approximation (GGA) as shown in Equation 1.24.

Exc = Exc [ρ(r), ∇ρ(r)].

(1.24)

The most common variations of GGA is the PW91 functional by Perdew and Yang [7,
8] other methods e.g. semi-empirical incorporate the use of experimental data.

Chapter 2
Literature Review
2.1

Abstract

In this review we will look at the types of gas sensing materials and the ways they
are used and how they can be improved, the materials are put in the categories oxides
which comprises mostly metal oxides, non-oxides which comprises of BN, polymer gas
sensor and carbon based sensors.

2.2

Introduction

The modern age of production demands and needs many types of gas sensors to detect
air quality and match the specific requirements in clean facilities. They are also used
to investigate the air supply, which is essential to human health as well as the environment; they help protect the health of people in facilities and allow the detection of
odourless toxic gases. The nose is one example of a highly sophisticated gas sensor.
Depending on the animal, it is able to pick up a large spectrum of gases in a highly
sensitive manner, although it fails to detect many odourless toxic gases. Currently,
there is no artificial gas sensor like the nose that combines high performance and high
10
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sensitivity towards a large spectrum of gases. To facilitate the design of a device with
higher performance it will be necessary to have an understanding of the theory, the
structure, and the materials of a gas sensor and to look at each factor that affects the
overall performance of the gas sensor.

2.3

Gas sensor theory of operation and factors that
affect sensor performance

There are various types of gas sensors, and each features a slightly different theory of
operation. In this review, the focus will be on gas sensing materials, and hence, it is
appropriate that the focus is on gas sensors that are based on conduction or resistance
changes referred to as resistive gas sensors. These resistive gas sensors are composed
of three modules: the sensing material, the electrodes and the sensor heater. The
electrodes are attached to the sensing material and are used to measure changes in
the resistivity of the sensing material, while the heater is used to heat the sensing
material, which facilitates in the removal of the adsorbed gases. There are two ways in
which the heat is applied, direct and indirect. Direct heating means that the sensing
material is in direct contact with the heating element, which causes interference with
the heater. The conventional method is to use indirect heating. This is when a sensing
material is placed on top of a ceramic wafer, in which the heat is applied through the
underside of the wafer, as shown in Fig.2.1a. The sensing material can also be placed
on top of a ceramic tube, in which heat is applied through a wire going through the
centre of the two circular openings of the ceramic tube with the sensing material on
the outside of the tube along the direction of the wire, as shown in Fig.2.1b. The
theory of operation of a resistive gas sensor is based on some fundamental principles,
these being charge transfer and adsorption these fundamental principle are affected
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by material properties i.e., size, porosity and doping. Through understanding of the
fundamental principles of the gas sensors, as well as the material properties that affects
them. Provides the guidance needed in the design and for high performing gas sensing
materials.

Gold wires
Sensing materials

Heating wire

Gold electrodes

(a) Wafer Type Gas Sensor

Ceramic tube

(b) Tube Type Gas Sensor

Figure 2.1: Types of Gas Sensors[9]

2.3.1

Charge Transfer

The fundamental mechanism that enables the changes in conduction or resistance
changes in the gas sensor material is charge transfer, or more specifically, electron
transfer between the gas species and the gas sensing material or surface. If we assume
that the gas sensing material is extremely thin, a gas of a certain electron configuration
comes close to the surface of the gas sensing material, and depending on electron
configuration of both the gas and the gas sensor material, both can either gain or lose
electrons. If an electron is lost by the gas species the sensor material will experience
an increase in carrier mobility and as a result, an increase in conductivity or a decrease
in resistance. If an electron is gained by the gas species the gas sensing material will
decrease in carrier mobility and as a result, show a decrease in conductivity or an
increase in resistance, for example, when oxygen gas is adsorbed onto the surface of
SnO2 gas sensor material, electrons from the inside of the SnO2 film are transferred
into the adsorbed oxygen species. In this case, oxygen acts as an electron acceptor,
and as a result of the electrons lost around the SnO2 film, a depletion layer is formed,
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and hence restricting the cross-sectional area in which current can travel, as well as
lowering the carrier mobility. A reduced conductivity is thus recorded. If the sensor
is then introduced to an electron donor gas, the electron captured by the oxygen will
return to the surface of the SnO2 film, diminishing the depletion layer and returning
the flow of current to normal. The carrier mobility is restored to its original state, and
thus there is an increase in conductivity. Charge transfer greatly impacts upon the
performance of the gas sensor/ If there is a high amount of charge transfer between
the gas and the sensing material, the sensing material will be highly sensitive, which
will allow us to detect the concentration of a detected gas to a much finer extent, as
there is a greater amount of change in resistance/conductance.

2.3.2

Adsorption

Gas sensing materials also have an affinity towards each individual gas, which is known
as the adsorption energy. This tells us the strength with which the gas is adsorbed or
not adsorbed to the surface at absolute zero temperature. It could also be understood
as the amount of energy required to cause desorption to occur, or how strongly they are
attracted, and as energy is related to temperature, we are able to know the temperature
at which desorption occurs with each of the individual gases, as we know the adsorption
energy.
In the sensing material, if the temperature is lower than the desorption temperature, it
is probable that charge transfer will occur between the gas and the gas sensing material,
as there is affinity towards the gas, and this will also allow a more stable reading, as
the gas will be attached to the surface of the sensing material. The adsorption of gases
onto the surface can be both advantageous and unfavourable. For example, when you
have high amount of adsorption, it is far more likely for gases to be captured, and as
a result, you will have higher sensitivity, but over time, as more gas is attracted to
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Figure 2.2: Energy diagram for various oxygen species in the gas phase adsorbed at
the surface and bound within the lattice of SnO2 [9].

the surface, it will cover the surface of the sensing material, allowing less space for the
gas and the sensing material to interact, hence hindering the sensitivity of the sensor.
It could also be both advantageous and unfavourable if the adsorption energy is low.
If you have a lower adsorption energy, gases will not be captured, but instead, will
bounce off the sensing material. While charge transfer still occurs, it will be far less
likely, as there is less affinity between the gas and the sensing material, hence reducing
the sensitivity. If the temperature is above the desorption temperature, desorption
will occur, and this will cause the gas to be removed from the surface of the sensing
material.
Fig.2.2 shows that, depending on the gas species, there can be different adsorption
energies. In species of oxygen that include molecular O2− and atomic O− , O2− ions on
the adsorption surface generally depends on the working temperature. Below 150◦ C,
the molecular form is most common, while above this temperature, the atomic species
are more common [10, 11]. Surface stoichiometry greatly affects the conductivity, as
oxygen vacancies act as electron donors and as described in section 2.3.1 on charge
transfer, they will cause an increase in the conductivity, adsorbed oxygen ions will act
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as electron acceptors that will reduce surface conductivity. Fig.2.2 shows the energies
of various gas phase oxygen species that are either adsorbed at the surface or are
−
−
bound inside the SnO2 lattice [12, 13]. The reaction O2−
ads + e = 2Oads takes place

as the temperature is increased, and desorption of the gas from the SnO2 surface
−
◦
occurs at around 550◦ C for O−
ads ions and around 150 C for O2ads ions.With equal

oxygen coverage, the transition causes an increase in charge density on the surface with
corresponding variations of band bending and surface conductivity. From conductance
measurements, it is concluded that the transition takes place slowly. Therefore, a
rapid temperature change on the sensor is generally followed by a slow continuous
change in the conductance. The oxygen coverage adjusts to a new equilibrium, while
the adsorbed oxygen is converted into another species. They can be used in the
measurement method of dynamic modulated temperature as in [14–16].

2.3.3

Size

Figure 2.3: schematic diagram of the effect of the particle size on the sensitivity of gas
sensors: (a) D  2L; (b) D ≥ 2L; (c) D < 2L [9].

The particle size of the material significantly affects the sensitivity, as is shown in
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publications [17, 18]. If we imagine that the gas sensing material is made up of many
tiny spherical particles that are connected on the surface in small areas, these spherical
particles are joined together in large blocks that form grain boundaries. When gas
sensing occurs and an electron acceptor species of gas is introduced, electrons from
the material surface will be captured by the gas and a depletion layer will occur.
Depending on the particle diameter of the sensing material, this will greatly impact
the sensitivity. There are three different cases, depending on the particle diameter
and the depletion layer thickness. When the Particle Diameter (PD) is much greater
than double the Depletion layer thickness (LT) (PD  2LT) the conductivity of the
material is mostly concentrated on the inside of the material, and sensitivity to surface
charge changes is quite low, as the depletion layer can restrict the flow of electrons.
When the particle diameter is greater than or equal to double the LT (PD≥ 2LT),
the depletion layer constricts the path in which the current travels through, and as a
result the conductivity is much more affected by the outside gases, although it is also
dependent upon the carrier mobility of the inside of the material. When the particle
diameter is less than double the LT (PD < 2LT)[17], the conductivity of the material
depends entirely on the depletion layer, which means that the material will be highly
sensitive to gas interactions, as there will be a charge difference, so that an electric
field is formed, and charge is transferred on the surface, in which a small interaction
can cause large changes in the conductivity/resistance of the sensing material.
Another way in which the particle size greatly affects the sensitivity is the amount of
surface area available for interaction. As the particle diameter becomes smaller, the
surface area of the material available for interaction increases greatly and thus allows
a higher probability that gas interaction with the surface will occur.
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Figure 2.4: Structural and band models of conductive mechanism upon exposure to
reference gas. (a) with or (b) without CO[19].

Figure 2.5: Effect of particle size on gas sensitivity for CO[19].

2.3.4

Porosity

Conductance/resistance based gas sensing materials can be either non-porous or porous
[11]. For non-porous gas sensing materials, gas interactions will only occur at the surface of the gas sensing material, since the gas cannot penetrate into the material and
interact with the surfaces of the grains inside. In the porous materials, the gas is able
to penetrate into the material and interact with the inner particles and surfaces. By
controlling the particle size and porosity, we can achieve large surface-to-volume ratios
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and hence improve gas sensor performances. Porous materials are classified according
to their pore size. Using the definition of the International Union of Pure and Applied
Chemistry (IUPAC), they can classified into the following categories:
Microporous - materials with pore diameters of less than 2 nm.
Macro-porous - materials that have pore diameters of greater than 50 nm.
Mesoporous - materials that have pore diameters between 2 nm and 50 nm.
Well-aligned Mesoporous oxides show promising capabilities for gas sensing devices.
Mesoporous materials are able to be produced using methods such as template synthesis [20, 21], hydrothermal/solvothermal approaches [22], self-assembly reactions [23–
26], the kirkendall effect [27, 28], Ostwald ripening [29]. Mesoporous SnO2 , which can
be produced using Multi-Walled Carbon Nanotube (MWCNT) templates [30], exhibited considerable sensing properties, this as a result has gained an immense amount of
interest, its mesosporous structure provides regions for exchanging gases, these regions
promotes diffusion and mass transport, this results in a highly sensitive and rapidly
responding gas sensing device.

2.3.5

Doping

Gas sensing materials can also be affected by doping. In using doping it is possible change the intrinsic material’s catalytic activity or change the intrinsic material’s
electrical conductance. A compound that is highly favourably active towards desired
adsorbed gas molecule is preferred. The Doped compound is dispersed on the intergranular contacts on the material, as shown in Fig.2.6, where oxygen molecules react
with the dopant on the surface in air, this forms oxygen anions, which will then spill
over to cover the intrinsic material. When a gas is adsorbed onto the surface of the
doped material, they will migrate to the oxide surface and react with surface oxygen
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Figure 2.6: Oxygen spillover process in the surface of doped metal oxides [9].

anions, and the net result, is that the surface conductivity is increased[31].
As research progresses, our understanding of doping has increased. When doping is
performed often the particle size of the doped compound will become smaller than for
the pure compound. According to Nae-Lih Wu [17] this can be explained by looking
at the interaction that occur on the particle boundaries between the surface and the
dopant crystallites. The restriction of the crystallite motion, means a decrease in the
formation fo grain boundaries, this as a result halts the formation of crystal growth
which relies on grain boundariesa, and as a result, the size of the particles are decreased.
Cu as a dopant to enhance the adsorption of CO molecules on ZnO was studied by
Gong et al [32]. Their results showed that the Cu sites in ZnO film play an important
role in allowing the adsorption of CO molecules at low and high temperatures. When
CO molecules adsorb onto the film, they favour the Cu sites, and as a result, bonds
are formed between the Cu and the CO. The bond between Cu and CO consists of the
donation of CO 5σ electrons to the metal and the back donation of π electrons from
d -orbitals of Cu to CO. This doping leads to an increased sensitivity to CO gas, as CO
gas adsorption is more favoured at the Cu sites, but not at the Zn sites to which the
CO molecules migrate from the Cu sites [33], leading to the conclusion that doping
with Cu increases the adsorption of CO gas molecules. Doping will also enhance the
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gas sensing properties by forming p-n junctions which will increases the depletion barrier height. This is because electrons are transferred from n-type materials to p-type
materials [34]. When the sensor is exposed to a reducing gas, the electrons trapped by
adsorbed oxygen species and p-type materials are fed back to n-type materials through
surface interactions, resulting in a significantly decreased sensor resistance, resulting
in a substantial improvement in the sensor response.

2.4
2.4.1

Gas sensor materials
Oxides

Metal oxides gas sensors have been popular due to their relatively low cost, as well
as their size and ease in production, simplicity in use, large number of detectable
gases, and large number of applicable fields. They currently constitute one of the
most investigated types of material for gas sensors and have attracted a large amount
of attention in the field of gas sensing material. Metal oxides that show conductance
changes with gases are: Cr2 O3 , Mn2 O3 , Co3 O4 , NiO, CuO, SrO, In2 O3 , WO3 , TiO2 ,
V2 O3 , Fe2 O3 , GeO2 , Nb2 O5 , MoO3 , Ta2 O5 , La2 O3 , CeO2 , and Nd2 O3 [35]. There is an
extremely large range of metal oxide materials, and as a result of the large selection
of oxides, they are divided into the types below [36].
1. Transition metal oxides,
2. Non Transition Metal oxides,
(a) pre-transition-metal oxides,
(b) post transition-metal oxides,
Pre-transition-metal oxides i.e. Al2 O3 , MgO are not used as a gas sensing materials
because of the difficulties in making electrical conductivity measurements on them.
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This is because they are inert, have large band gaps, hence neither electrons nor holes
can easily be liberated. Transition-metal oxides i.e. Fe2 O3 , NiO and Cr2 O3 do not have
these problems, however, as they behave differently to pre-transition-metal oxides. The
energy difference between a cation dn configuration with either a dn+1 or dn−1 is small,
and as a result they can be changed to different cation configurations with a minor
energy change, which allows these oxides to be more sensitive than pre-transitionmetal oxides. Transition metal oxides are limited by the structure instability and nonoptimality of their parameters which are necessary for conductometric gas sensors. As
a result only transition-metal oxides with d0 and d10 electronic configurations find uses
in gas sensors. TiO2 , V2 O5 , and WO3 i.e binary transition-metal oxides display d0
electronic configuration. ZnO and SnO2 i.e post-transition-metal oxides display d10
electronic configuration.
As discussed above in the previous sections, there are many aspects which can affect the
sensitivity of gas sensing materials. Many metal oxides often have several favourable
properties, which have been described in the above sections, but few of them posses all
of the desired properties. Because of this, considerable amount of work has been done
on composite sensing materials. Composite metal oxides sensors such as ZnO-SnO2
exhibit greater levels of sensitivity than their non-composite counterparts, such as
SnO2 and ZnO [37]. Sensors with a mixed two components system are found to be more
sensitive, de Lacy Costello et al [37] have suggested a possible mechanism to explain
this by using SnO2 -ZnO binary oxides reaction to butanol as an example, de Lacy
Costello et al hypothesize that butanol is more effectively dehydrogenated to butanal
by tin dioxide, but that tin dioxide is relatively ineffective in the catalytic breakdown of
butanal. On the other hand, zinc oxide catalyses the breakdown of butanal extremely
effectively. Hence. the combination of the two materials as a composite would very
effectively dehydrogenate butanol and then subsequently catalyse the breakdown of
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Figure 2.7: Comparison of different metal oxide sensitivities [19].

butanal. Their examination of the final sensor catalysis results were obtained, and
this was found to be much in support of the composite idea. The explanation suggests
that not all composite gas sensors will have better performances than those of the
individual components alone. Only when the catalytic actions of the components
complement each other, will the performance of gas sensors be enhanced. As shown
in Fig.2.7, composites of tin dioxide/zinc oxide and tin dioxide/indium oxide show
increased sensitivity when compared. But, composite sensors comprising mixtures
of zinc oxide and indium oxide show a reduction in sensitivity. By adjusting the
proportion composites in composite metal oxide gas sensors its is possible to control
the resistance and proportion of the p-n heterojunction and hence it is possible to
control the gas sensor performance allowing a wide range of sensor materials with
varying degrees of sensing characteristics.
Currently, there is a fairly high demand for the development of gas sensors capable
of sensitivity to the low parts per million (ppm) and also capable of operation at
low-power levels for long periods. ZnO nanowires with its large surface area looks
to be he most promising having demonstrated the detection of NO2 [38], NH3 [39],
NH4 [32], CO[32], H2 [40], H2 O[41],O3 [42], H2 S[43], and C2 H5 OH[44]. Cho et al.[38] had
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showed a 1.8 fold decrease in resistance of well-dispersed ZnO nanorods at 1-ppm for
the detection of NO2 , while there was no significant change in resistance at 50-ppm
for the detection of CO. ZnO exhibited excellent sensitivity (2.7-20 ppm) to CO at
350◦ C, as well as changes in the resistance of the ZnO films at temperatures of 150◦ C
with exposure to 6-ppm CO for sputtered nanocrystalline Cu-doped ZnO films with a
columnar structure that have a average grain size of 5 nm [32]. ZnO nanorods have also
been studied for the detection of H2 S gases at low concentrations by Wang et al. [43],
the ratio of the electrical resistance in air to that in 0.05-ppm H2 S was measured to be
1.7 at room temperature, and hence it is able to display great amount of selectivity.
Selectivity of the gas sensor is achieved by applying different voltages to the gate of
a nanowire field effect transistor (FET) or by performing measurements at different
temperatures, since different gas molecules have different activation energies, and as a
result allows the identification of different gases. Current studies on metal oxide gas
sensors suggest a detection limit of up to 1 p.p.b[45].

2.4.2

Non-Oxides

2.4.2.1

BN

Gas sensing properties of Boron Nitride Nanotubes (BNNT) and Carbon-doped BNNT
have been studied using density functional theory by Hu et al [46], their sensitivities
towards CH4 , CO2 , H2 , H2 O, N2 , NH3 , NO2 , O2 and F2 have been modelled using
DFT. The results show that BNNT has a low sensitivity to the gases CH4 , CO2 , H2 ,
H2 O, N2 , and NH3 and a high sensitivity to the gases O2 , NO2 , and F2 . The electronic
structures of the BNNT and the C-doped BNNT dramatically changes after adsorption
the gases O2 , NO2 , and F2 . Carbon doping was able to improve the performances in
gas sensing capabilities of BNNT. Hu et al argued that BNNT and Carbon doped
BNNT are promising candidates for O2 , NO2 , and F2 gas sensors. In another study
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by Deng et al [47], the adsorption capabilities of ten kinds of gas molecules (O2 ,H2
,N2 , CO, NO, H2 O, CO2 , NO2 ,SO2 and NH3 ) on either pure or Carbon-doped
graphene-like nitrogen boron (g-BN) sheet where studied. Deng et al used ab-initio
DFT to model the system. They found in their study that only these ten molecules
were only physisorbed on g-BN. Deng et al also found that carbon doped g-BN were
able to enhance the BN sheets adsorption capabilities on the gases O2 , NO, NO2 ,
CO2 , and SO2 . The doping showed no effect on H2 , N2 , CO, or NH3 , molecules.
Deng et al argued that O2 , NO, NO2 , CO2 , and SO2 , showed chemisorption behaviour
on carbon-doped g-BN sheet, as they displayed a large adsorption energy and short
equilibrium distance between molecule and C-doped g-BN sheet. The electronic and
magnetic structures of these systems would be affected as a result of the chemisorption,
electronic DOS calculations showed that the p orbitals of C, B, N and O atoms were
severely hybridized and the magnetic moment mainly came from p orbitals of these
atoms. The different adsorbates molecules brought different magnetic moments to the
C-doped g-BN. As a result of these properties Deng et al argued that C-doped g-BN
would be a potential candidate of gas sensing devices.
2.4.2.2

Polymer gas sensors

Conducting polymers are commonly used as the active layers in gas sensors[48], typical
conducting polymers used are shown in Figure 2.8. Conducting polymers are synthesized either through an electrochemical process or a chemical process. Conducting
polymers have the advantage of high mechanical strength, high sensitivities and short
response time compared with alternatives gas sensors. To increase the sensitivity of
conducting polymers, doping of the polymer is necessary. Conducting polymers can
be doped using redox reaction or protonation. Doping separates conducting polymers
from other polymers[50]. They have similar principle of interaction with other gas sensors and rely on charge transfer and adsorption i.e. the exchange of electrons with
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Figure 2.8: Typical conducting polymers [49].

donors and acceptors, which changes their conductivity. Depending on the sensing
material the typical gas sensor based on a conducting polymer has a detection limit
up to 10 p.p.b.[49].

2.4.3

Carbon based Gas Sensors

2.4.3.1

Carbon nanotubes

Carbon nanotubes (CNT) are rolled up of a single layer of graphene i.e. Single-WallCarbon-Nanotube (SWCNT) or multiples sheets of graphene i.e. MWCNT. Since their
discovery in 1991[51], these novel materials has shown superior carrier mobility in field
effect transistors[52], high electro-migration threshold [53], high thermal conductivity
[54–56]), and high mechanical strength [57]. CNT has been studied as chemical and
biological sensors [58–60] as well as thin film gas sensors [61–64]. For CNT sensors,
the current research is focus on SWCNTs (which can be semiconducting or metallic,
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depending on their chirality) MWCNTs cannot be used current as it only occurs in
the metallic state.
CNT has a number of advantages as gas sensors, these are such as extreme sensitivity, shorter response and recovery times, good efficiency at room temperature, lower
power consumption, CMOS compatibility. The disadvantages of CNT are the lower
selectivity compared to existing gas sensor. To increase selectivity diversification of
metal electrodes, polymer functionalization, metal particle decoration of the SWCNT.
These are some of the ways in which progress has been made to increase the selectivity.
CNT has shown a detection limit of up to 4 p.p.b.??

2.4.3.2

Graphene

Since 2004 when graphene was first synthesized by Geim et al. [65, 66] there has been
an immense amount of interest generated towards single layer material, as graphene
has demonstrated excellent structural, mechanical [67], electronic [68, 69] and thermal
[70] properties, and has revealed many possible applications in electronics [71] such
as nanosized transistors [72], supercapacitors [73], and energy materials such as solar
cells [74–76], batteries [77, 78], fuel cells [79–83] and biotechnology [84–88]. In a study
by O. Leenaerts et al.[89], it was stated that the good sensor properties of graphene
had been known for some time [90] and the possibility of using graphene as a highly
sensitive gas sensor was also reported [91], with a hypothetical advantage from using
single layer materials, because single layers material would offer an improvement in
the total amount of surface area for adsorption, as when compared to traditional
materials, it will show a higher surface area to volume ratio, for example, 2630 m2 /g
[68] for graphene. DFT studies have being devised to model a simple charge transfer
and gas adsorption mechanism, which is the basis of conductometric chemical gas
sensors. The basis of this gas sensor model is that a gas molecule will be placed on top
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of the single layer material (graphene, BN, MoS2 ) to evaluate how much adsorption
will occur and how much charge transfer will occur. The adsorption will tell us how
strongly the single layer will be attracted towards certain gases, because the lower the
energy (as adsorption energy will be negative), the stronger the attraction between the
gas and the single layer material will be, which means there will be a higher likelihood
that adsorption will occur. The charge transfer will indicate the sensitivity of the
gas sensor, because when charge transfer occurs, that is, when electrons travel from
the gas to the single later material, the conductance of the single layer material will
change. In graphyne as the diameter of the path at which the current travels in our
material is so small(Diameter < 2 × Depletion Layer), that a depletion layer caused
as a result of the rapid charge transfer will greatly increase the carrier mobility and
the sensitivity of the single layer material. When electrons travel from the single layer
material to the gas, we see a more negatively charged gas, and the electron transfer
will result in an decrease in conductance or increase in resistance. The amount of
charge transfer determines the magnitude of the consequent changes in resistance and
conductance. The higher the charge transfer, the greater the sensitivity of the sensor
will be, as there will be a greater change in conductance/resistance per molecule of
gas. Currently, theoretical and experimental studies are ongoing on the sensitivity and
adsorption on graphene. Current studies on graphene as a gas sensors have predicted
detection limit of upto 1 p.p.b.[89, 91].

2.5

Conclusion

Currently, metal oxide gas sensors are the most common type of gas detectors due
to their low cost and compact size. Hence, they have been adopted in various fields.
In this review, it is discussed that different aspects of the sensing material will affect
the performance of the gas sensor i.e., porosity, particle size, material compositions,
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chemical composition and morphology will have effects on the charge transfers and adsorptions of the gas sensor. By understanding the various aspects that affect sensing
performance of the materials it is possible to find ways to improve upon the performance of existing gas sensors. In this review it can be seen that 2D gas sensing
materials show the most promising development. Such as those resembling graphene,
these could be developed to achieve super-sensitive detection. First principles calculations can be used to further the understanding of the gas sensing mechanism, as the
research on gas sensors is related to many fields, including physics, chemistry, electronics, and mathematics. It will be necessary to understand various different fields
to improve upon the existing mechanisms or to develop new mechanism and its implementation. Therefore, the improvement of gas sensing technologies will demand
interdisciplinary collaboration across scientific fields.

Chapter 3
Electronic and magnetic states in
two dimensional R2O2Bi
compounds with the Bi2- square
lattices: A first principles study
3.1

Abstract

R2 O2 Bi(R = rare earth or La, Y) is a recently synthesized group of tetragonal ThCr2 Si2
lattice type compounds, with unusual metallic or poor metallic behaviour [92]. These
compounds consist of a two dimensional square lattice layer formed by the rarely
occurring Bi2− anions, which sandwich a (R2 O2 )2+ fluorite layer. Using first principles
calculations, we found that the compounds with various rare earth elements are all
metallic, and the AFM state is the most favourable ground state for R=Gd, Sm, Nd
compounds. The electrons from the px and py orbitals of the Bi2− ions contribute to
the DOS at the Fermi level, leading to the metallic nature of these compounds. When
the systems change to FM states, the DOS at the Fermi level is further enhanced and
29

3.2. Introduction

30

makes the compounds even more metallic. Our calculations of R2 O2 Bi compounds are
in agreements with the experimental data. The effect of replacing Bi2− with Te2− has
also been studied. Our calculation reveals that the Te2− changes the compounds from
metallic to semiconducting/insulating, with variable band gaps for various rare earth
elements. It is found that the Te2− lowers the energy of the p orbital electrons of Bi2− ,
which become fully localized.

3.2

Introduction

Chemical valence states and their changes are one of the most important factors governing novel electronically active functions in solids. Examples include the multi-valences
of Cu, Fe, or Mn ions in carrier doped cuprates, iron pnictides, or manganites showing
unconventional high temperature superconductivity [93, 94] or colossal magneto resistance and rich magnetic ground states. There are only a few elements in the periodic
table that can show either negative or positive valences. Completely different physical
and chemical properties are expected for the compounds consisting of the same elements but with either positive or negative valences. Therefore, it is of great interest
and significance to look into elements that exist as both cationic (+) and anionic (-)
ions. Bismuth is one of the typical elements that could be present in the form of either
cations (Bi3+ and Bi5+ ) or anions (Bi2− ). The majority of the compounds containing
Bi cations are oxide insulators. However, when oxygen is replaced partially by Bi2− ,
the structure of the compound changes and its electronic property is changed to that
of a metallic compound. R2 O3 (R=rare earth elements) is a well-known series of rare
earth oxides. Replacing O partially with Bi2− leads to both significant electrical and
significant structural changes. R2 O2 Bi is a recently discovered group of tetragonal
ThCr2 Si2 lattice type compounds with unusual electrically conductive behaviours[92].
These compounds consists of a two-dimensional square lattice layer formed by the
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rarely occurring Bi2− anions, which sandwich a (R2 O2 )2+ fluorite layer.
In the R2 O2 Bi compounds we see an unusual behaviour of the Bi ion as Bi usually adopts a closed shell electronic configuration in compounds, normally with either a valence of +3 (6s2 6p0 ), +5 (6s0 6p0 ) or -3 (6s2 6p6 ). It is also unusual in that
this configuration (6s2 6p5 ) consists of a square net which is often associated with
Bi− ions that form in solids [94–97]. For example, in LaLiBi2 (La3+ Li+ Bi3− Bi-) or
CeNi0.8 Bi2 (Ce3+ Ni+ Bi3− Bi− ), Bi- with a 6s2 6p4 electronic configuration forms a square
net with Bi-Bi distance of 3.2Å, which contains two positive holes in the Bi 6p band,
leading to a metallic state. It was discussed in connection with R2 O2 Bi compounds
that the Bi-Bi distance was 4.08 Å. This distance is larger than the Bi-Bi distance
for Bi- square nets, which suggests that this is not a combination of Bi− and Bi3− .
Mizoguchi et al [92] showed the temperature dependence of resistance for these compounds varies differently for different R. For R = La, the resistance increases with
decreasing temperature, while the R = Sm and Pr compounds show temperature independent resistance, and the R = Gd, Y, and Er compounds show a typical metallic
state, with Er showing the lowest resistance at temperatures near 2 K. The Gd, Er
and Pr samples showed anti-ferro-magnetism.
In this study we investigate the electronic and magnetic states for R2 O2 Bi with R=Sm,
Nd, Ho, Gd, Er, Y, La, with the focus on the calculations of band structures and density of states. Calculations were performed after taking into account the paramagnetic,
FM, and AFM cases. The effects of Te and Se when substituted for Bi2− in the R2 O2 Bi
on both the electronic and the magnetic states were also calculated. The focus of this
paper will be achieving an understanding of the electronic structure of the R2 O2 Bi
group by looking at the band structure and DOS that are characteristics of this group.
Other possible materials have been theorised by replacing R with Te or Se, which has
allowed us to determine the influences of the Bi2− ions.

3.3. Computational Details
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Computational Details

The structure of the R2 O2 Bi type compound is that of the tetragonal ThCr2 Si2 -like
lattice structure with space group of I4/mmm (139). These compounds consist of
layers of a two dimensional square lattice formed by the rarely occurring Bi2− anions
that sandwich a (R2 O2 )2+ fluorite layer, as shown in Fig.3.1a. In this study, ab initio
DFT calculations were performed using Perdew-Burke-Ernzerhof (PBE) parameterization of Generalized Gradient Approximation (GGA) using ultra-soft pseudopotentials.
The plane-wave cutoff was set at 340 eV, and a wave basis of 4×4×4 Monkhorst-Pack
k point mesh was used. In this study, we focused on the band structure and DOS
characteristics of the group, but we also expanded upon it and tested other possible
materials with the replacement of R. We first performed band structure and DOS calculations on La2 O2 Bi to verify that the method used is matching that of Mizoguchi and
Hosono[92]. Geometry optimization was performed on the La2 O2 Bi unit cell, for which
the resulting lattice parameters were a= 4.138752, b=4.138752, and c= 14.554346 with
90 degree angles. The optimized structure was then converted to a primitive cell, using the Brillouin zone in Fig.3.1b the band structure and DOS were then calculated.
Using the Table 3.1, the structures of the R2 O2 Bi compounds were constructed. Calculations for La and Y geometry optimization were performed first on the constructed
unit cell structure, giving the structure in Fig.3.1a, and energy calculation were then
performed on the primitive cells with the given Brillouin zone as shown in Fig.3.1b.
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(a) La2 O2 Bi unit cell

(b) Diagram of Brillouin zone used for primitive cell and points used for band structure
calculations.

Figure 3.1: Brillouin zone and structure of R2 O2 Bi compounds
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Space group = I4/mmm (No.
Atom Wy X Y
Z
O
4d 0.5 0 0.2500
Bi
2a 0.0 0 0.0000
La
4e 0.0 0 0.3367
Y
4e 0.0 0 0.3324
Er
4e 0.0 0 0.3329
Ho
4e 0.0 0 0.3332
Gd
4e 0.0 0 0.3335
Sm
4e 0.0 0 0.3347
Nd
4e 0.0 0 0.3335

139) ThCr2 Si2 -like structure
a (Å)
c (Å)
V (Å3)

4.0848
3.8737
3.8453
3.8621
3.9181
3.9530
3.9926

13.9866
13.2469
13.1513
13.2262
13.4246
13.5083
13.6663

233.389
198.740
194.480
197.280
206.090
211.074
217.851

Table 3.1: Lattice parameters used in our first principles calculations from Mizoguchi
et al

3.4

Results and Discussion

3.4.1

Non-magnetic Y2 O2 Bi and La2 O2 Bi

3.4.1.1

Structural properties

We first performed band structure and DOS calculation on La2 O2 Bi to verify that the
method used matched that of Mizoguchi et al. [92]. Geometry optimization was performed on the La2 O2 Bi unit cell, and the resulting lattice parameters were a= 4.138752
Å, b=4.138752 Å, c= 14.554346 Å, with 90 degree angles. The optimized structure
was then converted to a primitive cell, and using the Brilluoin zone in Fig.3.1b, the
band structure and DOS were then calculated. Geometry optimization was also performed on the Y2 O2 Bi unit cell and the resulting lattice parameters were a= 4.050367
Å, b=4.050367 Å, c = 13.916393 Å, with 90 degree angles. The optimized structure
was then converted to a primitive cell, and again using the Brillouin zone in Fig.3.1b,
the band structure and DOS were then calculated.

35

3.4. Results and Discussion
Y
R
O
Bi

s
p
d
f
0.0066
0.02 0.0305 0
0.000035 0.0073
0
0
0.0079
0.231
0
0

(a) DOS at the Fermi level for R = La

La
R
O
Bi

s
p
d
f
0.0173 0.069 0.1264 0
0.0004 0.0279
0
0
0.2132 1.0029
0
0

(b) DOS at Fermi level for R= Y

Table 3.2: DOS(electrons/eV) at Fermi level for R= La and Y
3.4.1.2

Electronic properties

We can see from Fig.3.2a and 3.2b that both the R = Y and R = La compounds have
fairly similar band structures. Two bands diverge from the G point above the Fermi
level, and the same bands drop below the EF with one of the bands going above the EF
before point N and the other before point G, then by looking at the DOS, we find that
at the Fermi level, the DOS is much lower for R = Y than for La, as shown in Table
3.2a and 3.2b. It should be pointed out that all other R-compounds for non-magnetic
states exhibit very similar band structures to those of Y2 O2 Bi and La2 O2 Bi.
It can be seen that all the R-compounds in non-magnetic states or the S=0 state are
metallic. We can see from Fig.3.3a and 3.3b that for both R = La and Y, the p
electrons from Bi mostly contribute to the DOS at the EF . The total DOS for R=La
at EF is 1.46, and it is 0.30 electrons/eV for R = Y, indicating that La2 O2 Bi is more
metallic than Y2 O2 Bi.
From Fig3.2 we see that La2 O2 Bi is a conductor. From Table 3.2a and 3.2b, we can
see that in the cases of both R = La and R = Y, the s and p orbitals of the Bi and the
d orbital of R contributes the most to the Fermi level of these R2 O2 Bi compounds.
The DOS for R = La at the Fermi level was found to be 1.4571 electrons/eV, and the
density of state for R = Y at the Fermi level was 0.303335 electrons/eV. Both these
compounds, are poor metals, as can be seen from the low DOS of both at the Fermi
level. In the experimental results of Mizoguchi and Hosono [92] it was shown that R
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(a) La2 O2 Bi band structure

(b) Y2 O2 Bi band structure

Figure 3.2: Band structures for R=La and R=Y
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Figure 3.3: Density of states for R = La and R = Y
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(a) Fermi surface of La2 O2 Bi

(b) Electron orbital of La2 O2 Bi

Figure 3.4: Visualization of the electron orbitals and the Fermi surface of La2 O2 Bi.

3.4. Results and Discussion

39

= Y has better conductivity or lower resistivity/(resistivity at 300 K) compared to R
= La, in which we see that the resistance increased when temperature was decreased,
while for R = Y the resistance decreased with temperature. In our results, we see that
R = La should be a better conductor than R = Y because of the higher density of
electrons at the Fermi level, which shows that even though the resistance for R = Y is
decreasing with temperature, R = La is still a better conductor at low temperature.
We see from Fig3.4b that both the highest occupied molecular orbital (HOMO) and
lowest occupied molecular orbital (LUMO) are Bi p orbitals.

3.4.2

anti-ferromagnetic state

According to experiments, R = Pr, Gd, Er compounds show an AFM with a (Néel
temperature) (TN ) of 15 K for R = Pr, 10.1 K for Gd, and 3 K for Er, respectively.
From our energy calculations (Table 3.3)the AFM state is more favourable than nonmagnetic and FM states for R = Er, Ho, and Gd. We can see from Fig.3.5 for R = Nd,
Sm, Er, and Ho that there are multiple bands near the Fermi level, indicating large
density of states near EF . The band structure for R = Gd, however is almost identical
to that of La2 O2 Bi and Y2 O2 Bi. As shown in Fig.3.7, R = Sm has the largest value.
The total DOS at the Fermi level for Gd, Er, Ho, Nd, and Sm were 0.44, 2.56, 1.10,
3.0 and 14.4 electrons/eV respectively. From Fig.3.7 we can see that the rare earth is
the majority charge carrier contributor to the total DOS for R = Er, while, Bi and O
contribute very little to the total DOS. For R = Ho, the amounts contributed by Ho,
Bi, and O remain roughly the same, and this is true throughout different ionic radii
up to R = Gd. When R = Sm, there is a spike in the DOS, as well as a spike in the
partial DOS of the rare earth, Bi, and O. For R = Nd, the total DOS decreases from
R = Sm, with the rare earth still the majority charge carrier. This is changed as the
total DOS decreases when R = La, with Bi becoming the majority contributor towards
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the total DOS, and the DOS of rare earth decreases to around the same amount as O,
with both contributing a very minor amount towards the DOS. We can conclude that
R = Sm and Nd compounds should show fairly good conductivity and R = Er, Gd,
and Y compounds should show poor conductivity.

(a) Band structure of Nd2 O2 Bi in AFM state.

(b) Band structure of Sm2 O2 Bi in AFM state.

3.4. Results and Discussion

(c) Band structure of Er2 O2 Bi in AFM state.

(d) Band structure of Ho2 O2 Bi in AFM state.

(e) Band structure of Gd2 O2 Bi in AFM state.

Figure 3.5: Band structure of R = Nd, Sm, Er, Ho, and Gd in the AFM state.
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Figure 3.8: Partial DOS of R, O, and Bi for different R(AFM). Note that the compounds are in the AFM state.
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3.4.3

Ferromagnetic state

Although FM states do not occur naturally in these compounds, they can be induced
from an AFM state with a large enough magnetic field. The properties of FM state
were calculated in order to explore any features that are different from those of the
AFM state, with the focus on possible changes of metallic property due to the parallel
alignment of spins from rare earth elements. Our energy calculations (Table 3.3)
already have shown that the FM state would be the preferred state for R = Nd and
Sm. From Fig.3.9 we see that for the compounds with Nd, Er, and Ho around the
Fermi level, there are two major bands, and at the Fermi level, the band is mostly
polarized. From Fig.3.9b we see that Sm has one major band at the Fermi level. For
Gd(Fig.3.9e) the band structure is much like those for its AFM and non-magnetic
counterparts around the Fermi level. Fig.3.11 shows the DOS of the FM states. The
total DOS at the Fermi level for Gd, Er, Ho, Nd, and Sm were respectively 0.45, 1.38,
0.66, 3.91, and 5.63 electrons/eV. We should note that the partial DOS of oxygen and
Bi in the R2 O2 Bi compound stays relatively the same.

Paramagnetic (eV)
Er
-11481.2286
Ho
-10124.88417
Gd
-7103.810863
Sm
-5440.659223
Nd
-4149.484271

AFM (eV)
-11487.78665
-10136.92812
-7148.844807
-5471.449262
-4162.526983

FM (eV)
-11487.61942
-10136.80318
-7148.832993
-5471.449504
-4162.549907

Table 3.3: Comparison of energies of paramagnetic, AFM, and FM states.
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(a) Band structure of Nd2 O2 Bi in the FM state.

(b) Band structure of Sm2 O2 Bi in the FM state.

(c) Band structure of Er2 O2 Bi in the FM state.
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(d) Band structure of Ho2 O2 Bi in the FM state.

(e) Band structure of Gd2 O2 Bi in the FM state.

Figure 3.9: Band structure of R = Nd, Sm, Er, Ho, and Gd in the FM state.
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Figure 3.10: Partial DOS of R, O and Bi for different R(FM). Note that the compounds
are in the FM state.
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Figure 3.11: Total DOS of FM state of Gd, Er, Ho, Nd, and Sm compounds.
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Effect of replacement of Bi by Te or Se

Figure 3.13: Lattice structure of La2 O2 Se and La2 O2 Te
As La2 O2 Se, La2 O2 Te, La2 O2 Se1/2 Bi1/2 and La2 O2 Te1/2 Bi1/2 , compound have not
been synthesized experimentally, geometry optimization was performed based on the
same structure as other R2 O2 Bi compounds. The details of the structures of the optimized compounds after geometry optimization are given in Table 3.4.
From the results, we see that in some R2 O2 Bi type compounds, Bi is the main contributor towards the Fermi level, while in others, the rare earth determines which part
of the compound is more important for the metallic nature of the R2 O2 Bi type compound. Bi in this structure was completely or partially replaced with Te or Se. From
the band structure of a conductor for La2 O2 Bi, we can see that the band structure is
that of an insulator when the Bi is fully replaced by Se and Te, with both showing a
similar band structure. When the Bi is only partially replaced to form La2 O2 Te1/2 Bi1/2
and La2 O2 Se1/2 Bi1/2 the material once again becomes a metal.
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(a) Band structure of La2 O2 Se.

(b) Band structure of La2 O2 Te.

52

3.4. Results and Discussion

(c) Band structure of La4 O4 SeBi.

(d) Band structure of La4 O4 SeBi.

Figure 3.14: Band structures of La2 O2 Se, La2 O2 Te, La4 O4 SeBi and La4 O4 TeBi.
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(d) Comparison of partial DOS of Te, Se, and Bi between La2 O2 Te, La2 O2 Se, and La2 O2 Bi.
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(f) Comparison of partial DOS of O between La2 O2 Te, La2 O2 Se and La2 O2 Bi.

Figure 3.15: Band structures of La2 O2 Se, La2 O2 Te, La2 O2 SeBi and La2 O2 TeBi.
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Space group = I4/mmm (No. 139) ThCr2 Si2 like structure
Atom/position
X Y
Z
a (Å)
c (Å)
La-2O2Se
0
0 0.35047923 3.972907 12.581392
La-2O2Te
0
0 0.32826164 4.190084 13.368839
La-2O2SeBi
0
0 0.33253460 4.109486 13.948675
La-2O2TeBi
0
0 0.32826164 4.182407 14.173454
Bi
0.5 0
0.25
O-La2O2(Se or Te)
0
0
0
O-La2O2Se1/2Bi1/2 0.5 0 0.24165125
O-La2O2Te1/2Bi1/2 0.5 0 0.24193058
Table 3.4: Lattice parameters and positions of La2 O2 Se, La2 O2 Te, La2 O2 Se1/2 Bi1/2
and La2 O2 Te1/2 Bi1/2 .

3.5

Conclusion

From these DOS plots, we can gather that by replacing Bi with Se or Te, which
have similar valences to Bi2− , we have created a band gap, and in effect, changed the
material to an insulator. This provides evidence that Bi is vital for the conductive
properties of this family of compounds. This is further proved by subsequent doping
with Bi ions, which switched the compound back to a metallic state. We can see this
from the DOS, as Bi contributes the most towards the Fermi level for La2 O2 Bi. The
band structure and DOS are almost the same for Te and Se as replacements for Bi.
We found that the various R2 O2 Bi compounds are all metallic. The AFM state is the
most favourable ground state for R = Er, Ho, Gd, while the FM state is favourable for
the Sm and Nd compounds. Even though such compounds rely on Bi for their metallic
nature, the conductivity can be greatly influenced by the particular rare earth element.

Chapter 4
Electronic band structures and gas
sensing properties of single layer
materials: graphene, BN, and
MoS2, using first-principles
calculations
4.1

Abstract

Due to the unique physical and chemical properties of two dimensional single-layer
materials, it is highly important to explore the potential applications of these materials
as gas sensors. Using first principles calculations, the adsorption mechanisms for
various gases on a few single-layer materials are explored in this study. Calculations
were performed for a series of gas molecules (CO2 , CO, H2 O, NO2 , NO3 , NH3 , H2 , O2 ,
and H2 S) on supercells of graphene, and on single-layer BN and MoS2 . Our results
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show that the charge transfer for H2 O, CO, and NO2 is in agreement with what has
been observed experimentally for graphene. It is also predicted that the sensitivity of
graphene based gas sensors can be significantly improved for sensors fabricated using
graphene ribbons, as more charge transfer take place for the gas bound to the edges
rather than the surfaces of the graphene. Charge transfer is observed for CO, NH3 ,
NO2 , H2 O, and H2 S molecules absorbed on single-layer BN, with strong absorption
energy for H2 S. For single-layer MoS2 , charge transfer takes place for H2 , H2 S, and
CO2 . We conclude that graphene is most suited to use as a NO2 sensor, while singlelayer MoS2 could be more useful for detecting either H2 S or H2 . The types of charge
transfer, band structure, DOS and partial DOS, adsorption energies, and equilibrium
distances are presented in this chapter.

4.2

Introduction

Since graphene was first reported by Geim et al.[65, 66] there has been immense amount
of interest generated towards this carbon allotrope, as it was predicted to have unique
chemical and physical properties, ever since the experimental observation of Dirac
massless charge carriers. Graphene has shown excellent structural, mechanical [67],
electronic [68, 69], and thermal [70] properties, and it has revealed many possible applications in electronics[71], such as nanosized transistors [72], supercapacitors [73], solar
cells [74–76], batteries[77, 78], fuel cells [79–83], as weel as applications in biotechnology[84–86, 88]. Graphene has also been experimentally proven to be sensitive to
single gas molecules [91]. A few theoretical works have supported the experimental
observations of sensitivity to gas adsorption on graphene surfaces. Motivated by the
gas sensing properties of graphene, which is a single-layer graphite, we hypothesize the
same advantages in using other types of single-layer materials for gas sensors, since
single-layer structures would offer unexpected electronic band structures and much
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improvement in the total amount of surface area for gas adsorption, compared to traditional three-dimensional materials and two-dimensional materials having thicknesses
in the range of multiple unit celsl. In this work, possible unique electronic states of two
single-layer two-dimensional structured materials, BN and MoS2 , were calculated in
terms of both band structures and (partial) DOS. Their potential applications as gas
sensors were explored using first principles calculations. The adsorption mechanisms
were modelled for CO2 , CO, H2 O, NO2 , NO3 , NH3 , H2 , O2 , and H2 S adsorbed on the
single-layer materials. Calculations were also carried out to obtain the gas adsorption
properties of graphene. We performed studies of the band structures, DOS, and adsorption properties for both single-layer BN and single-layer MoS2 , with and without
adsorption of above mentioned gas molecules. The results are discussed in comparison
with gas adsorption on graphene. Our results show that the charge transfer for H2 O,
CO, and NO2 on graphene is in agreement with what has been observed experimentally. Single-layer BN is sensitive to CO, NH3 , NO2 , H2 O, and H2 S molecules, with
strong adsorption energy for H2 S. Single-layer MoS2 , a direct band-gap semiconductor,
hosts charge transfer for H2 , H2 S, and CO2 . It is shown that graphene is most suited
to use as a NO2 sensor, with the adsorption of NO2 more significant at the edges of
graphene or graphene ribbons, while MoS2 could be more useful for detecting either
H2 S or H2 .

4.3

Computational Details

First principles calculations were performed using DFT implemented with the CASTEP
code [98]. The Local Density Approximation (LDA) which has been proven to be successful for weakly interacting systems, was used for the exchange correlation function
parameterized by Perdew-Zunger (CA-PZ) [99]. A plane wave basis set with a cut off
energy of 340 eV was selected,together with ultra-soft pseudopotentials and a 7 × 7
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Supercell size
Graphene
5×5
BN
4×4
MoS2
3×3

a (Å) b (Å)
12.207 12.207
9.936 9.936
9.549 14.259

Table 4.1: Lattice parameters of the supercells
× 1 Monkhorst-Pack k-point grid. The total system consists of a 5 × 5 supercell (50
atoms) of graphene, a 4 × 4 supercell (32 atoms) of single-layer BN, and a 3 × 3
supercell (27 atoms) of a single-layer MoS2 . The lattice parameters of these supercells
are given in Table 4.1. The supercell with a single molecule adsorbed to it is shown in
Fig.4.2 for various gases. The vacuum slab thickness is 15 Å.The adsorption energy,
Ea , can be calculated according to the following equation:

Ea = ET otal − ESingle−layer − EM olecule
where Ea is the energy of the adsorption, Etotal is the energy of the total system
consisting of the single-layer material with the gas molecule absorbed, ESingle−layer is
the energy of the single-layer material only, and EM olecule is the energy of a single gas
molecule.
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4.4
4.4.1

Results and Discussion
Graphene

(a) Brillouin zone of graphene

(b) Band structure of graphene
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(c) DOS of graphene

Figure 4.1: Brillouin zone, band structure, and DOS, of graphene
The band structure of pure graphene and the DOS of graphene with and without
gas molecules are shown in Fig.4.1b and 4.1c. The Dirac point feature is obvious at
the K point in pure graphene. The final adsorption positions for each gas on graphene,
and single-layer BN and MoS2 is shown in Figs.4.2, 4.5, and 4.9. It can be seen from
Fig.4.3 that the energy levels of the individual CO, NH3 , NO2 and H2 O molecule
shift to lower levels with adsorption on graphene. The energy levels of these gases at
EF are clearly reduced below EF , indicating a charge transfer between the gas and
graphene. Our results show a -0.02 and -0.01 e charge transfer for CO and NH3 , indicating that both are electron acceptors, while, NO2 and H2 O are donors, with 0.01
and 0.02 e transferred charge to graphene, respectively. These results are in agreement
with experimental observations on the change in resistance for graphene with these
gas molecules adsorbed[91]. The gas molecules found their equilibrium distance within
2.3-3.6 Å(Table 4.2), while the most favoured adsorption is the adsorption of NO2 with
the lowest adsorption energy of -0.41 eV.
According to experimental data [91], it was reported that NO2 and NH3 adsorption
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(a) Adsorption of CO on graphene

(b) Adsorption of NO2 on graphene

(c) Adsorption of H2 O on graphene

(d) Adsorption of NH3 on graphene

Figure 4.2: Final positions of gas molecule after adsorption.

4.4. Results and Discussion

Figure 4.3: DOS after adsorption.
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caused a significant change in the resistivity of the graphene, compared to H2 O and
CO. CO was found to cause the smallest change in the resistivity of graphene, indicating that the CO experiences poorer charge transfer than the other gases. The
change in conductance of graphene can be elucidated by the results of charge transfer
calculations. The charges transferred from NO2 , H2 O, CO, and NH3 to graphene are
qualitatively in agreement with what was observed in real experiments [91]. All these
values are also similar to what has been obtained for the adsorption of these molecules
on carbon nanotubes [100–104]. The calculated charge transfer however, contradicts
what has been observed in real graphene gas sensing experiments [91]. The calculated
charge transfer from NO2 to graphene is only -0.01e per molecule, compared to 1e
per molecule in real observations. It should be pointed out that in real experiments,
the adsorption of molecules can take place at both the surface and the edges of the
graphene. Therefore, in order to gain insight into these contradictions, the same calculations performed for the gas adsorption on the surface of graphene were also carried
out for the adsorption on the edges of graphene for NO2 , NH3 , and CO. The edge of
graphene is represented by three layers of C. The bottom C layer was fixed, to simulate
the presence of several 2D-like structures in real samples (Fig.4.4). The results show
that these molecules, when bound to the edges, show much lower energy than when
bound to the surface. In addition, the charge transfer becomes more pronounced,
with values of -0.41e, +0.59e, and +0.3e, for NO2 , NH3 , and CO, respectively. The
much enhanced charge transfer, especially for NH3 bound to the edge, agrees with the
real experimental observations, in which the NH3 and NO2 act as donor and acceptor,
respectively, leading to the same magnitude of changes in the resistance of graphene.
The above calculated results can well account for what we have seen in graphene gas
sensors [91]. It is highly likely that the gas molecules can adsorb to the both surfaces
and edges in real samples. In order to further understand the bonding and adsorption
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process, e.g., how the binding affects the electron distribution relative to the isolated
molecules and the unperturbed graphene edge, the charge density difference was computed with respect to fragments of graphene. A two-dimensional isosurface indicating
the charge density difference over the NO2 and NH3 molecules is shown in Fig.4.4.
Two isosurfaces are displayed: one is at a value of -0.2 and is colored blue, the other
is at +0.2 and colored red. The red areas show where the electron density has been
enriched with respect to the fragments. Conversely, the blue areas show where the
density has been depleted. The C at the edge of the graphene suffers significant loss
of its electrons, which are transferred to the NO2 molecule and accumulate mainly on
the p orbitals of the oxygen atoms. On the contrary, for the case of NH3 , it can be
clearly seen that the C at the edge of the graphene gains electrons from NH3 .

Gas/Graphene Adsorption energy(eV)
CO
-0.17
NH3
-0.13
NO2
-0.40
H2 O
-0.21

Charge Transfer (e) Final Distance(Å)
-0.02
3.04
-0.01
3.60
0.01
2.58
0.02
2.37

Table 4.2: Adsorption energy, charge transfer and final distance for gas adsorption on
graphene.
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(a) NH3

(b) NO2

Figure 4.4: Two-dimensional charge differences from the isolated molecule and the
unperturbed surface situation for (a)NH3 and (b)NO2 bound to the edge of graphene.
Red and blue indicate enhanced and depleted electron density, respectively.

4.4.2

single-layer BN

The band structure and DOS of pure gas and single-layer BN with various gas molecules
are shown in Fig.4.5. The Ea , d, and Q are summarized in Table 4.3. Fig.4.5 shows that
the energy levels of all the individual gas (CO, NH3 , NO2 , H2 O, and H2 S) molecules
shift to lower levels after adsorption on single-layer BN. The energy levels originally
at EF are clearly lowered below EF , indicating a charge transfer between the gas and
the BN. Our results show a -0.02, -0.01, and -0.01e charge transfer for H2 , CO and
H2 S respectively, indicating that they are electron acceptors, while, there is no charge
transfer for either CO2 or H2 O. The gas molecules revealed an equilibrium distance in
the range of 2-3 Å (Table 4.3), while the most favoured adsorption is the adsorption
of H2 S, with the lowest adsorption energy of -1.16 eV. From Fig.4.5 we see that for
H2 , CO, CO2 , H2 O, and H2 S, both the s and p orbitals originally at EF have dropped
below the EF indicating that adsorption of gases and charge transfers have occurred
on the single-layer BN.
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(a) Adsorption of CO on BN.

(b) Adsorption of H2 on BN.

(c) Adsorption of CO2 on BN.

(d) Adsorption of O2 on BN.
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(e) Adsorption of H2 O on BN.

(f) Adsorption of H2 S on BN.

(g) Adsorption of HCN on BN.

Figure 4.5: Final positions of gas molecule after adsorption
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Figure 4.6: DOS after adsorption

Gas\BN Adsorption energy(eV)
H2
-0.168
CO
-0.810
CO2
-0.739
NO2
-0.757
H2 O
-1.162

Charge Transfer (e) Final Distance(Å)
-0.02
2.46
-0.01
2.79
0
2.99
0.01
2.05
-0.01
2.50

Table 4.3: Adsorption energy, charge transfer, and final distance results for BN
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(a) Brillouin zone of BN

(b) Band structure of BN
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(c) DOS of BN

Figure 4.7: Brillouin zone, band structure and DOS of BN

4.4.3

single-layer MoS2

The band structure and DOS (Fig.4.8) show that single-layer MoS2 has a band gap of
1.2eV. The DOS of the pure gases and of single-layer MoS2 with various gas molecules
are shown in Fig.4.10. The Ea , d, and charge transfer (Q) are summarized in Table
4.4 for the gases H2 , CO2 , and H2 O. The energy levels of H2 , CO2 , and H2 S molecules
shift to lower levels after adsorption on single-layer MoS2 with a -0.04, -0.02, and -0.06
e charge transfer, respectively, indicating that all the gases are electron donors. The p
orbital level reduces its energy by 4.5, 3.5, and 3 eV for H2 , CO2 , and H2 S, respectively.
From Fig. 4.10, we see that for H2 , CO2 , and H2 S, the orbitals at the Fermi level drop
below the Fermi level after adsorption with charge transfer, as shown in Table 4.4.
The gas molecules reach fairly different equilibrium distances: 0.88, 3.53, and 2.25 Å
for H2 , CO2 , and H2 S, respectively. The most favoured adsorption is the adsorption
of CO2 with the lowest adsorption energy of -1.459 eV.
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(a) Brillouin zone of MoS2

(b) Band structure of MoS2

(c) DOS of MoS2

Figure 4.8: Brillouin zone, band structure and DOS of MoS2
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(a) Adsorption of CO on MoS2

(b) Adsorption of H2 on MoS2

(c) Adsorption of CO2 on MoS2

(d) Adsorption of H2 S on MoS2

Figure 4.9: Final positions of gas molecules after adsorption
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Figure 4.10: DOS after adsorption

Gas\MoS2
H2
CO2
H2 S

Adsorption energy (eV) Charge Transfer (e) Final Distance (Å)
-0.916
-0.04
0.880
-1.459
-0.02
3.53
-0.308
-0.06
2.25

Table 4.4: Adsorption energy, charge transfer, and final distance of gas molecules for
MoS2

4.5. Conclusion
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Conclusion

Calculations were performed for a series of gas molecules on supercells of graphene,
and single-layer BN and MoS2 . Our results show that the charge transfer for H2 O,
CO, NH3 , and NO2 is in agreement with what has been observed experimentally for
graphene. The sensitivity of graphene-based gas sensors can be significantly improved
for sensors fabricated using graphene ribbons or open-ended carbon nano-tubes with
large numbers of edge sites, as more charge transfer takes place for the gas molecules
binding to the edges rather than the surfaces of the graphene ribbons. We conclude
that graphene is most suited to use as a NO2 sensor, while MoS2 could be more useful
for detecting both H2 S and H2 .

Chapter 5
H2O adsorption and its effects on
the electronic band structure of
6,6,12-graphyne using first
principles calculations
5.1

Abstract

6,6,12-graphyne is a carbon allotrope which features a Dirac-cone-like band structure
that is the same as that of graphene. Using first principles calculations, the H2 O
adsorption mechanisms and their effects on 6,6,12-graphyne are explored in this study.
The optimal adsorption position of H2 O gas was determined by using different positions
and orientations of the H2 O molecule. Our results show that the H2 O can strongly stick
to the graphyne, with electrons being transferred to the graphyne. H2 O adsorption at
a particular adsorption site changes the system there from the Dirac state to that of
a conventional metal, while the graphyene retains the Dirac state for most adsorption
sites.
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Introduction

Since the synthesis of monolayer graphite, i.e. graphene by Geim et al.,[65, 66] there
has been an immense amount of interest generated on graphene, because of its unique
properties arising from Dirac charge carriers. After its synthesis, it showed excellent
structural, mechanical [67], electronic [68, 69], and thermal [70] properties, making it
promising for many possible applications in electronics [71], such as nanosized transistors [72], supercapacitors [73], and in energy materials such as solar cells [74–76],
batteries[77, 78], and fuel cells[79–83], as well as in biotechnology [84–88]. Graphene
has also been experimentally proven to be sensitive to single gas molecules [91]. Motivated by the gas sensing properties of graphene and its high mobility as a result
of its Dirac charge carriers, we hypothesized that a particular allotrope of graphene,
6,6,12-graphyne, would have the same advantages as graphene, as it also shows linear
dispersion in the vicinity of the Fermi level with the availability of Dirac charge carriers. 6,6,12-graphyne was theoretically predicted by Malko et al. in 2012 [105]. From ab
initio density functional theory methods, they were able to theoretically predict three
different carbon allotropes, all containing Dirac charge carriers and Dirac cones. These
were α-graphyne, β-graphyne, and 6,6,12-graphyne, but so far, the only single layer
carbon allotrope that has been synthesised is still graphene, although building blocks
and cut-outs of the theorised materials have already been synthesised for graphyne and
graphdiynes [106–112] and steps towards developing graphyne and graphdiynes have
been proposed[106, 109, 113, 114], which involve using surfaces for the support of organic precursor molecules via chemical vapour deposition. Synthesis of such materials
is difficult, and whether it is worthwhile will depend on the properties of the material,
which can be predicted theoretically using ab initio methods. This work aims to look
at the H2 O adsorption and charge transfer properties of 6,6,12-graphyne, as it displays
multiple Dirac cones that will allow an extremely high mobility. H2 O adsorption on
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6,6,12-graphyne was modelled to study the possibility of using 6,6,12-graphyne as a
gas sensor. The charge transfer, density of states, band structure, adsorption energies,
and distances of the different positions from our theoretical model are all presented
and discussed. The band structure of 6,6,12-graphyne was compared to the band
structure given by Malko et al [105] to allow verification of the structure used for the
model. After the model was verified, several positions and orientations of H2 O where
adsorption and charge transfer can occur were analysed, and they are as shown in
Fig.5.1. The Dirac dispersion is robust, although the Dirac point seems to shift above
or below the Fermi level.

5.3

Computational Details

The first principles calculations were performed using DFT implemented with the
CASTEP code [98]. The local density approximation (LDA) exchange correlation function parameterized by Perdew-Zunger (CA-PZ) [99]. was used, as it resulted in lower
energies for our system compared to their generalised gradient approximation counterparts. A plane wave basis set was used with cut-off energy of 340 eV. Ultrasoft
pseudopotentials were selected, along with a 2 × 2 × 1 Monkhorst-Pack k-point grid
to sample the Brillouin zone in structural optimisations. The band structures were
calculated using the Brillouin zone, as shown in Fig. 5.2, and for the DFT calculations, a 17 × 17 × 1 Monkhorst-Pack k-point grid was used. The system was created
based on the crystal structure of 6,6,12-graphyne and was optimised with the above
configurations. The final lattice parameters were 6.883423 × 9.418422 × 23.440142 (18
atoms), from which the energy of the single layer graphyne, Egraphyne , was obtained,
and the resultant lattice structure properties were compared to Malko et al. [105] to
confirm their validity.
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Figure 5.1: (A), (B), (C), (D), (E), (F), and (G), are the positions where the H2 O
molecule is placed on the surface, and its orientations are (Up) and (Down).
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Figure 5.2: Brillouin zone used to calculate the band structure of 6,6,12-graphyne.

The H2 O molecule itself was also optimised using the same configurations. The
systems that were used for the calculations, as indicated by the letters A-G for the
possible positions of the molecule on the graphyne structure, and Up and Down for
the orientations in Fig. 5.1, were created using the optimised lattice parameters with a
vacuum slab thickness of 20Å. In a DFT adsorption calculation, there are generally two
approaches on how to treat adsorption sites: 1) Calculate all the possible adsorption
positions to see which one has the lowest energy. The site with the lowest energy
is regarded as the most stable adsorption site/mode. 2) Randomly select a possible
adsorption site and do a calculation with a full relaxation for both the adsorbed atom
or gas molecule and the material. Case 1) requires full relaxation along the z-axis only
for the single atom case. For our calculations, however, we relaxed the O along the
z-axis, but fully relaxed the two H atoms in the x, y, and z directions. The adsorption
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energy Ea can be calculated according to the following equation:

Ea = Etotal − Egraphyne − EH2 O
where Ea is the energy of the adsorption, ETotal is the energy of the total system
consisting of graphyne with the H2 O absorbed, Egraphyne is the energy of the single
layer material only, and EH2 O is the energy of the H2 O molecule. Charge transfers
were calculated using Mulliken population analysis[115] implemented by CASTEP.

5.4

Results and Discussion

The band structure and DOS of pure 6,6,12-graphyne were first calculated and compared to what was calculated by Malko et al. [105] for the same system. The band
structure (Fig. 5.3) is consistent with that obtained by Malko et al. Two Dirac points
are present at the X point and between the G and Y points. The DOS of pure 6,6,12graphyne shown in Fig. 5.4 is also consistent with the DOS shown by Malko et al.
[105]. The band structures and DOS for 6,6,12-graphyne with H2 O adsorbed are shown
in Fig. 5.3 and Figures 5.5 to 5.7 for all adsorption positions and orientations. The
results of the adsorptions show two different types of band structure behaviour.

In

the first case, there is no change to the band structure shown in Fig. 5.3 (same as
6,6,12-graphyne without H2 O adsorption), with the Dirac point staying on the Fermi
level for the positions and orientations of Ddown , Gup , Gdown , and Adown . The corresponding DOS (Fig. 5.7) shows that the H2 O molecule lowers its orbital energies a1 ,
a2 , and a3 to the energies b1 , b2 , and b3 , respectively, when H2 O is adsorbed onto the
graphyne surface.
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Figure 5.3: Band structure of pure 6,6,12-graphyne without H2 O. The H2 O adsorption
modes of Ddown , Gup , Gdown , and Adown show the same bands near the Fermi level.
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Figure 5.4: Density of states of pure 6,6,12-graphyne without H2 O. The H2 O adsorption modes of Ddown , Gup , Gdown , and Adown show the same bands near the Fermi
level.
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Position and
Orientation
Aup
Adown
Bup
Bdown
Cup
Cdown
Dup
Ddown
Eup
Edown
Fup/down
Gup
Gdown

Charge Adsorption
(e)
energy (eV)
0.02
-1.3029
0.01
-1.2852
0.03
-1.2443
0.01
-1.3171
0.04
-1.2993
0.03
-1.2994
0.04
-1.3032
0.01
-1.2670
0.02
-1.3227
0.03
-1.3299
0.03
-1.4089
0.05
-1.3850
0.03
-1.3657

Distance
(Å)
2.9783
2.8939
2.5499
2.8705
2.4170
2.4138
2.5626
2.9104
2.5438
2.3836
1.5675
1.7157
1.9354

Table 5.1: Positions and orientations with their respective charge transfers, adsorption
energies, and distances of the H2 O molecule with their respective positions.
In the second type shown in Fig. 5.5, the Dirac points shift above the Fermi
level for the adsorption modes F, Bup , Bdown , Aup , Cup , Cdown , Eup , and Edown . The
corresponding DOS in Fig. 5.6 shows that the orbitals of the H2 O, a1 , a2 , and a3 ,
decrease in energy to b1 , b2 , and b3 , respectively, as the H2 O is adsorbed onto the
graphyne surface. We can see that the system turns out to be more metallic as the
DOS is increased. It is interesting to note that the charge mobility remains the same,
as the linear dispersion is unchanged. The charge transfers given in Table 5.1 refer to
the charge of the H2 O molecule. This gives a fair representation of what we see in the
DOS if we do not consider the intrinsic property changes that are brought about by the
changes in the band structure after adsorption. A positive charge indicates the loss of
electrons by the H2 O and will equate to a higher mobility in the 6,6,12-graphyne. The
positive charge transfer can also be seen from the DOS in Figs. 5.6 and 5.7, as both
show a lowering of the highest occupied molecular orbital (HOMO) from the Fermi
level to below the Fermi level, indicating that the H2 O is an electron donor.
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Figure 5.5: Band structure of 6,6,12-graphyne with H2 O adsorption, where a change
in the band structure is observed for the adsorption modes of F, Bup , Bdown , Aup , Cup ,
Cdown , Eup , and Edown .
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Figure 5.6: Density of states of 6,6,12-graphyne after adsorption where a change in
the band structure is observed: a1 , a2 , b1 , and b2 are s + p orbitals, whereas a3 and
b3 are p orbitals. a refers to the orbital energies of an unabsorbed H2 O molecule and
b its orbital energies after adsorption.
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Figure 5.7: Density of states of 6,6,12-graphyne after adsorption where no change is
observed: a1 , a2 , b1 and b2 are s + p orbitals, whereas a3 and b3 are p orbitals. a
refers to the orbital energies of an unabsorbed H2 O molecule and b its orbital energies
after adsorption
According to experimental data [91] on adsorption of H2 O on graphene, a similar
charge transfer result is seen to that calculated for 6,6,12-graphyne. The results will
vary depending on the orientation of the H2 O molecule. Qualitative results cannot be
given on the positions F, Bup , Bdown , Aup , Cup , Cdown , Eup , and Edown , as the intrinsic
electronic properties have changed as a result of the H2 O adsorption on the 6,6,12graphyne. Qualitative results can be given for positions Ddown , Gup , Gdown , and Adown ,
as the band structures have not changed, and as a result, the conductivity will change
proportionally to the charge transfer. Position Gup exhibits the highest charge transfer
and the biggest change in conductivity. Thus, it in can be seen from Figs. 5.5 and
5.6, where change has occurred in the band structure due to H2 O adsorption, that
the system greatly changes its conductivity. This would lead to a high sensitivity of
graphyne to H2 O. As such, we can conclude that 6,6,12-graphyne is a suitable sensor
for H2 O.

5.5. Conclusion
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Conclusion

Using first principles calculations, the H2 O adsorption mechanisms and their effects
on 6,6,12-graphyne are explored in this study. Our results show that the H2 O can
strongly stick to the graphyne, with electrons being transferred to the graphyne. The
adsorption sites greatly affect the electrical conductivity of the system. H2 O adsorption
at particular adsorption sites changes the system there from having a zero-gap Dirac
state to that of a conventional metal with Dirac dispersion, while it retains the Dirac
state for other different adsorption sites.

Chapter 6
Summary
In this thesis, the electronic structure of layered R2 O2 Bi, as well as single layered
graphene, BN, MoS2 and 6,6,12-graphyne, have been presented and examined.
In the initial parts we aimed to introduce a fundamental understanding of first principles calculations, as well as the inner workings of resistance based gas sensors by trying
to understand the factors which impact the performance of the gas sensors, with these
being charge transfer, adsorption, size, porosity, and doping. The materials used for
the gas sensors were also examined. Currently, the most common are metal-oxides,
but other less common of these are or novel materials with were also examined these
being non-oxides such as BN and gas sensing polymers and carbon based gas sensors
such as carbon nanotubes and graphene.
The first part of this work involved the modelling of R2 O2 Bi group layered materials
where R = La, Y, Er, Ho, Sm, Gd, Sm, and Nd, for which calculations to obtain the
band structure and DOS were performed. By using different spin configurations, both
the AFM state and the FM state results were obtained, as well as further results in
which the R2 O2 Bi was changed to R2 O2 Te and R2 O2 Se in the non-magnetic configuration. In the results, the importance of the B2− square net can be seen, when Bi2−
is replaced by Te and Se in the square net, the electronic structure of the material
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is changed from a conductor to an insulator. The influence of the rare earth in the
R2 O2 Bi type compounds can also be seen, as the DOS at the Fermi level changes
greatly depending on the element R. With R = Sm the highest DOS states occurs for
both the anti-ferromagnetic and the ferromagnetic states.
The latter parts of the work involved the computational modelling of gas sensors using DFT first principles calculations, first for new materials that have actually been
synthesized, these being graphene, BN, and MoS2 . Using graphene, the validity of the
modelling and calculations as an investigational method was tested, and the results
were compared with experimental results [91], with the consequence that the calculations produced similar results to the experimental results. Using the same methods
of computational modelling, BN and MoS2 were also modelled. The results for BN
showed that it is a possible candidate to be used for the detection of H2 S molecules,
while MoS2 is a possible candidate to be used for the detection of H2 S and H2 O
molecules.
In the final part of this work a theorized compound, 6,6,12-graphyne was used to model
a gas sensor by using methods from the previous parts.
Through this work, an understanding can be gained on the subject matters of the
inner working of first principles modelling and the inner workings of gas sensors and
gas sensing materials. Based on an understanding of these subject matters, we can
explore synthesized layered materials with gas sensor modelling, as well as theorize
new single-layer materials to investigate by gas sensor modelling.
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