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Abstract
High-dimensional data are routinely collected in many application areas. In this article, we are partic-
ularly interested in classification models in which one or more variables are imbalanced. This creates
difficulties in estimation. To improve performance, one can apply a Bayesian approach with Markov
chain Monte Carlo algorithms used for posterior computation. However, current algorithms can be inef-
ficient as n and/or p increase due to worsening time per step and mixing rates. One promising strategy
is to use a gradient-based sampler to improve mixing while using data sub-samples to reduce per step
computational complexity. However, usual sub-sampling breaks down when applied to imbalanced data.
Instead, we generalize recent piece-wise deterministic Markov chain Monte Carlo algorithms to include
stratified and importance-weighted sub-sampling. We also propose a new sub-sampling algorithm based
on sorting data-points. These approaches maintain the correct stationary distribution with arbitrarily
small sub-samples, and substantially outperform current competitors. We provide theoretical support
and illustrate gains in simulated and real data applications.
Keywords: Imbalanced data; Logistic regression; Scalable inference; Sub-sampling; Zig-zag sampler.
1 Introduction
In developing algorithms for large datasets, much of the focus has been on optimization approaches that pro-
duce a point estimate with no characterization of uncertainty. This motivates scalable Bayesian algorithms.
As variational methods and related analytic approximations lack theoretical support and can be inaccurate,
this article focuses on posterior sampling algorithms.
One such class of methods is divide-and-conquer Markov chain Monte Carlo. The main idea is to divide
data into chunks, run Markov chain Monte Carlo independently for each chunk, and then combine samples.
There has been serious effort in this direction [32, 27, 24, 29]. However, combining samples inevitably leads
to some bias, and accuracy theorems require sample sizes to increase within each subset.
Another approach targets an approximate version of the target distribution. One strategy first constructs
a cheap estimate of the acceptance probability for a Metropolis-Hastings algorithm [17] and uses that as a first
accept/reject step. Only if samples are accepted at this stage is the full acceptance probability calculated.
This is known as delayed–acceptance Markov chain Monte Carlo [15, 28]. However, this also introduces a
bias into the invariant distribution.
An alternative strategy uses sub-samples to approximate transition probabilities and reduce bottlenecks
in calculating likelihoods and gradients [33]. Such approaches typically rely on uniform random sub-samples,
which can be badly inefficient, as noted in an increasing frequentist literature on biased sub-sampling [13, 30].
The Bayesian literature has largely overlooked the use of biased sub-sampling in efficient algorithm design,
though recent coreset approaches address a related problem [18, 9].
∗The two authors contributed equally to this paper.
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A problem with sub-sampling Markov chain Monte Carlo is that it is almost impossible to preserve the
correct invariant distribution. While there has been work on quantifying the error [20, 1], it is usually difficult
to do so in practice. While the pseudo-marginal approach of [3] provides a potential solution, it is generally
impossible to obtain the required unbiased estimators of likelihoods using sub-samples [19].
A promising recent direction has been using non-reversible samplers with sub-sampling within the frame-
work of piece-wise deterministic Markov processes [8, 11, 6]. These approaches use the gradient of the
log-likelihood, which can be replaced by a sub-sample-based unbiased estimator, so that the exactly correct
invariant distribution is maintained. This article focuses on improving the efficiency of such approaches by
using different forms of biased sub-sampling motivated concretely by logistic regression problems.
2 Logistic regression with sparse imbalanced data
2.1 Model
We focus on the logistic regression model
P (y = 1 | x, ξ) = 1
1 + exp (−xT ξ) , (1)
where ξ = (ξ1, . . . , ξp) ∈ Rp, x = (x1, . . . , xp) ∈ Rp, and y ∈ {0, 1}. Consider data (y1, x1), . . . , (yn, xn) from
model (1), where xj = (xj1, . . . , x
j
p) ∈ Rp. For a prior distribution p0(ξ) on ξ, the posterior distribution is
pi(ξ) = p0(ξ)
n∏
j=1
exp
{
yj(xj)T ξ
}
1 + exp {(xj)T ξ} = exp{−U(ξ)}, (2)
where (xj)T ξ =
∑p
i=1 x
j
i ξi ∈ R and U(ξ) denotes the potential function.
A popular algorithm for sampling from (2) is Po´lya-Gamma data augmentation [26]. However, this
performs poorly if there is large imbalance in class labels y [21]. Similar issues arise when the xji s are
imbalanced. Logistic regression is routinely used in broad fields and such imbalance issues are extremely
common, leading to a clear need for more efficient algorithms. While adaptive Metropolis-Hastings can
perform well in small n and p settings [16], issues arise in scaling to large datasets.
2.2 The zig-zag process
The zig-zag process [6] is a type of piece-wise deterministic Markov process which is particularly useful for
logistic regression. Define µ(dθ) = 2−p
∑
x∈{−1,1}p δx(θ) dθ to be the uniform measure on {−1, 1}p. The
zig-zag process is a continuous time stochastic process {ξ(t), θ(t)}t≥0 on the augmented space Rp×{−1, 1}p,
which under fairly mild conditions is ergodic with respect to the product measure pi(dξ,dθ) = pi(dξ)⊗µ(dθ);
in particular, ξ(t) is ergodic with respect to the target measure pi: for any pi-integrable function ϕ,
Eξ∼pi{ϕ(ξ)} = lim
T→∞
1
T
∫ T
0
ϕ{ξ(t)} dt (3)
holds almost surely, with ξ(t) the position and θ(t) the velocity of the process at time t.
For a starting point ξ and velocity θ, the zig-zag process evolves deterministically as
ξ(t) = ξ + θt, θ(t) = θ. (4)
At a random time τ , a bouncing event flips the sign of one component of the velocity θ. The process then
evolves as equation (4) with the new velocity until the next change in velocity. The time τ is the first arrival
time of p independent Poisson processes with intensity functions m1(t), . . . ,mp(t), that is, τ = τi0 with
i0 = argmini∈{1,...,p}{τi}. The sign flip applies Fi0 : {−1, 1}p → {−1, 1}p to θ(t), with {Fi(θ)}k = θk if k 6= i
2
and −θk if k = i. The intensity functions are of the form mi(t) = λi{ξ(t), θ(t)}, where λi is a rate function.
A sufficient condition for the zig-zag process to satisfy equation (3) is
λi(ξ, θ)− λi{ξ, Fi(θ)} = θi∂iU(ξ) (i = 1, . . . , p) (5)
[6]. This condition is satisfied if and only if there exist non-negative functions γ1, . . . , γp, such that λi(ξ, θ) =
γi(ξ) + {θi∂iU(ξ)}+ (i = 1, . . . , p); here (x)+ = max{0, x} denotes the positive part of x ∈ R.
If Λi(t) =
∫ t
0
mi(s) ds has a simple closed form, the arrival times τi can be sampled as τi = − log Λ−1i (u)
for u ∼ Uniform{(0, 1)}. Otherwise, τi are obtained via Poisson thinning [23]. Assume we have continuous
functions Mi(t) : R+ → R+ such that
mi(t) = λi(ξ + tθ, θ) ≤Mi(t) (i = 1, . . . , p; t ≥ 0);
here Mi(t) are upper computational bounds. Let τ˜1, . . . , τ˜p denote the first arrival times of non-homogeneous
Poisson processes with rates M1(t), . . . ,Mp(t), and let i0 = argmini∈{1,...,p}{τ˜i}. A zig-zag process with
intensity mi(t) = λi{ξ(t), θ(t)} is still obtained if
(a) ξ(t) is evolved according to equation (4) for time τ˜i0 instead of τi0 , and
(b) the sign of θi0 is flipped at time τ˜i0 with probability mi0(τ˜i0)/Mi0(τ˜i0).
Algorithmic details are provided in the Supplement.
The sub-sampling approach of [6] uses uniform sub-sampling of a single data point to obtain an unbiased
estimate of the i-th partial derivative of the potential function
U(ξ) = U0(ξ) + Ull(ξ) = U
0(ξ) +
n∑
j=1
U j(ξ),
where U0(ξ) = − log p0(ξ) is from the prior and Ull(ξ) =
∑n
j=1 U
j(ξ) with U j(ξ) = − log p(yj | xj , ξ)
(j = 1, . . . , n) is from the data. Their sub-sampling algorithm preserves the correct stationary distribution.
Let ξ? denote a reference point, usually chosen as a mode of the target distribution. The authors consider
estimates of the form
∂̂iU(ξ, J) =
{
n∂iU
J(ξ) + ∂iU
0(ξ)
}− ζ {n∂iUJ(ξ?) + ∂iU0(ξ∗)− ∂iU(ξ?)} , (6)
where J ∼ Uniform[{1, . . . , n}] indexes the sampled data point and ζ ∈ {0, 1}; if ζ = 1, the second term is a
control variate. This estimate is used to construct a stochastic rate function as
m̂Ji (t) =
{
θi∂̂iU(ξ + tθ, J)
}+
. (7)
By using upper bounds satisfying maxj∈{1,...,n} m̂
j
i (t) ≤ Mi(t) for all t ≥ 0, the rate functions mi(t) can be
replaced by stochastic versions m̂Ji (t), with J being resampled at every iteration. This results in a zig-zag
process with effective bouncing rate λ˜i(ξ, θ) = n
−1∑n
j=1{θi∂̂iU(ξ, j)}+ satisfying equation (5). We refer to
the resulting algorithm as zig-zag with sub-sampling when ζ = 0 and zig-zag with control variates when
ζ = 1.
3 Improved sub-sampling
3.1 General framework
We introduce generalizations of the above approach to replace uniform sub-sampling with importance sam-
pling (Section 3.2), allow general mini-batches instead of sub-samples of size one (Section 3.3), and further
improve mixing via stratified sub-sampling with control variates (Sections 3.4-3.5). Our motivation is to (a)
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increase sampling efficiency, and (b) simplify construction of upper bounds. We achieve (b) by letting the
Poisson process which determines bouncing times in component i ∈ {1, . . . , p} to be a super-positioning of
two independent Poisson processes with state dependent bouncing rates
λpri (ξ, θ) =
{
θi∂iU
0(ξ)
}+
and λlli (ξ, θ) =
{
θi∂iUll(ξ)
}+
+ γi(ξ) (8)
respectively. A non-negative refreshment intensity γi is induced by sub-sampling, so the super-positioning
of the two processes defines a zig-zag process which preserves the target measure pi. This follows from the
fact that the corresponding state dependent bouncing rate
λi(ξ, θ) = λ
pr
i (ξ, θ) + λ
ll
i (ξ, θ) (9)
of the super-positioning satisfies equation (5). We achieve (a) through general forms of the estimator ∂̂iU
in the Poisson thinning step obtained through non-uniform sub-sampling. More precisely, we implement
variants of the zig-zag process with data sub-sampling where we simulate the Poisson process with rate
λlli (ξ, θ) using unbiased estimators ∂̂iUll (i = 1, . . . , p) of the partial derivatives of the negative log-likelihood
function in the Poisson thinning step. The following proposition shows such an approach – implemented in
Algorithm 1 – results in a zig-zag process preserving the target measure pi.
Proposition 3.1. Let µi, i ∈ {1, . . . , p}, be a probability measure such that ∂̂iUll(ξ, a), a ∼ µi, is an
unbiased estimator of the i-th partial derivative of negative log-likelihood function ∂iUll(ξ). Let m
ll
i (t, a) =
{θi∂̂iUll(ξ + tθ, a)}+ and M lli (t) be such that for all a and t ≥ 0, mlli (t, a) ≤M lli (t). Similarly, let mpri (t) ={
θi∂iU
0(ξ + tθ)
}+
and Mpri (t) be such that for all t ≥ 0, mpri (t) ≤ Mpri (t). Then the zig-zag process
generated by Algorithm 1 preserves the target measure pi, and the effective bouncing rate of the generated
zig-zag process is of the form λi(ξ, θ) = λ
pr
i (ξ, θ) + λ
ll
i (ξ, θ), with
λpri (ξ, θ) =
{
θi∂iU
0(ξ)
}+
and λlli (ξ, θ) = Ea∼µi
[{
θi∂̂iUll(ξ, a)
}+]
. (10)
We have decomposed the stochastic rate function from equation (7) as the sum of a deterministic part
mpri (t) for the prior and a stochastic part m
ll
i (t, a) for the data, where the stochasticity is with respect to
sub-sampling. This construction is related to ideas in [8]. The proof of Proposition 3.1 generalizes that
of Theorem 4.1 in [6], and results similar to Proposition 3.1 are in [31]. However, these ideas have not
been exploited to design improved sub-sampling strategies. Our construction using two independent Poisson
processes allows Poisson thinning of each process separately and simplifies construction of tight upper bounds
for certain sub-sampling schemes, see Section 3.2 below.
In the remainder of this article, we restrict considerations to situations where one of the following as-
sumptions on the terms U j in the log-likelihood function apply.
Assumption 3.1. The partial derivatives of U j are uniformly bounded, that is, there exist constants cji >
0 (i = 1, . . . , p; j = 1, . . . , n), such that for all ξ ∈ Rp, |∂iU j(ξ)| ≤ cji .
Assumption 3.2. The partial derivatives of U j are globally Lipschitz, that is, for suitable r ≥ 1, there
are constants Cji > 0 (i = 1, . . . , p; j = 1, . . . , n), such that for all ξ1, ξ2 ∈ Rp, |∂iU j(ξ1) − ∂iU j(ξ2)| ≤
Cji ‖ξ1 − ξ2‖r.
To adapt equation (6) to Algorithm 1, choose the estimator of partial derivatives as
∂̂iUll(ξ, J) = n∂iU
J(ξ)− ζ {n∂iUJ(ξ?)− ∂iUll(ξ?)} , (11)
with J ∼ Uniform[{1, . . . , n}] and ζ ∈ {0, 1}. For ζ = 0 under Assumption 3.1, we can bound realizations of
the stochastic rate function mlli (t, J) by M
ll
i (t) = ci for ci = nmaxj∈{1,...,n} c
j
i . Similarly, if Assumption 3.2
holds and ζ = 1, we can bound realizations of mlli (t, J) by M
ll
i (t) = {θ∂iUll(ξ?)}+ +nCi(‖ξ−ξ?‖r+tp1/r) for
4
Input: Starting point ξ(0) ∈ Rp, initial velocity θ(0) ∈ {−1, 1}p, maximum number of bouncing
attempts Nattempts.
1: Set t(0) = 0.
2: for k = 1, . . . , Nattempts do
3: Draw τ˜i, τ̂i (i = 1, . . . , p) such that
P(τ˜i ≥ t) = exp
{
−
∫ t
0
M lli (s) ds
}
, P(τ̂i ≥ t) = exp
{
−
∫ t
0
Mpri (s) ds
}
.
4: Let i0 = argmini{τ˜i}, j0 = argmini{τ̂i}, and set τ = min{τ˜i0 , τ̂j0}.
5: Evolve position: set {t(k+1), ξ(k+1)} = {t(k) + τ, ξ(k) + θ(k)τ}.
6: if τ̂j0 < τ˜i0 then
7: Bounce: flip sign of the velocity of the i0-th component, θ
(k+1) = Fi0{θ(k)}.
8: else
9: Draw B ∼ µi, u ∼ Uniform{(0, 1)}.
10: if u < mlli0(τ,B)/M
ll
i0
(τ) then
11: Bounce: flip sign of the i0-th component of the velocity, θ
(k+1) = Fi0{θ(k)}.
12: else
13: Set θ(k+1) = θ(k).
14: end if
15: end if
16: end for
Output: The path of a zig-zag process specified by skeleton points {ξ(k), θ(k)}Nattemptsk=1 and bouncing
times {t(k)}Nattemptsk=1 .
Algorithm 1: Zig-zag algorithm with non-uniform sub-sampling
Ci = nmaxj∈{1,...,n} C
j
i . The state dependent bouncing rate λ of the resulting zig-zag process is as defined
in equation (9), with λlli (ξ, θ) having the explicit form
λlli (ξ, θ) =
1
n
n∑
j=1
[
n∂iU
j(ξ)− ζ {n∂iU j(ξ?)− ∂iUll(ξ?)}]+ . (12)
In the sequel, we consider the above two cases of Algorithm 1 as baselines for comparison. We introduce
several sub-sampling schemes, corresponding to the measures µi in Proposition 3.1, and associated estimators
and bounds as alternative cases of Algorithm 1. These are designed to improve sampling efficiency by either
improving the diffusive properties of the zig-zag process, reducing the integrated auto-correlation time, or
reducing the computational cost per simulated unit time interval.
3.2 Improving bounds via importance sampling
A generalization of the estimator ∂̂iUll(ξ, J) is to consider the index J to be sampled from a non-uniform
probability distribution νi, defined by νi[{j}] = ωji (j = 1, . . . , n), where ω1, . . . , ωn > 0 are weights satisfying∑n
j=1 ωj = 1. It follows that
∂̂iUll(ξ, J) = ζ∂iUll(ξ
?) +
(
ωJi
)−1 {
∂iU
J(ξ)− ζ∂iUJ(ξ?)
}
, J ∼ νi,
with ζ ∈ {0, 1} defines an unbiased estimator of ∂iUll. For ζ = 0,
M lli (t) = c˜i(ω) with c˜i = max
j∈{1,...,n}
cji
ωji
(13)
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defines an upper bound for rate function mlli (t, a) under Assumption 3.1. Similarly, if ζ = 1 and Assump-
tion 3.2 holds,
M lli (t) = {θ∂iUll(ξ?)}+ + nC˜i(ω)
(
‖ξ − ξ?‖r + tp1/r
)
with C˜i(ω) = max
j∈{1,...,n}
Cji
ωji
(14)
is an upper bound for mlli (t, a). By Proposition 3.1, the resulting zig-zag process generated by Algorithm 1
preserves in either setup the target measure pi. The contribution λlli to the effective bouncing rate is λ
ll
i (ξ, θ) =
EJ∼νi{∂̂iUll(ξ, J)} = n−1
∑n
j=1[n∂iU
j(ξ) − ζ{n∂iU j(ξ?) − ∂iUll(ξ?)}]+, which is identical to (12). Hence,
for either choice of ζ, the effective bouncing rate remains unchanged from that for uniform sub-sampling.
We can minimize magnitudes of upper bounds (13) and (14) by choosing the weight vector ωi such that the
constants c˜i and C˜i are minimized. This can be verified to be the case when ω
j
i = a
j
i/ai (j = 1, . . . , n) with
ai =
n∑
j=1
aji , a
j
i =
{
cji , ζ = 0,
Cji , ζ = 1.
3.3 Improving mixing via mini-batches
In algorithms such as stochastic gradient descent [7], stochastic gradient Langevin [33], and their variants,
mini-batches of size larger than one are used to decrease the variance of gradient estimates, which typically
improves convergence. In the context of piece-wise deterministic Markov processes, the motivation of using
mini-batches of size larger than one is to reduce the effective refreshment rate, which for large effective
refreshment rates improves the mixing of the process [2].
The following propositions provide an explicit form for the refreshment rate γi induced by sub-sampling,
and corresponding upper bounds.
Proposition 3.2. The refreshment rate γi(ξ) induced by sub-sampling is γi(ξ) = {Ea∼µi |∂̂iUll(ξ, a)| −
|∂iUll(ξ)|}/2.
Proposition 3.3. The refreshment rate γi(ξ) is bounded from above by the standard deviation of the esti-
mator as γi(ξ) ≤ [vara∼µi{∂̂iUll(ξ, a)}]1/2/2.
The framework of Algorithm 1 allows us to consider estimates of ∂iUll using sub-samples of size larger
than one: we consider a mini-batch B = (J1, . . . , Jm) ∼ µi of random indices Jk ∈ {1, . . . , n} (k = 1, . . . ,m),
so that ∂̂iUll(ξ,B) is an unbiased estimator of ∂iUll(ξ). Typically, entries of the mini-batch are sampled
uniformly and independently from the data-set, so that µi is the uniform measure on {1, . . . , n}m. This
yields unbiased estimators of the form
∂̂iUll(ξ,B) =
1
m
m∑
k=1
[
n∂iU
Jk(ξ)− ζ {n∂iUJk(ξ?)− ∂iUll(ξ?)}] ,
J1, . . . , Jm ∼ Uniform[{1, . . . , n}],
ζ ∈ {0, 1}. Since for any function g : {1, . . . , n} → R, we have maxb∈{1,...,n}m m−1
∑m
k=1 g(bk) = maxb∈{1,...,n} g(b),
it follows that upper bounds for mini-batch size m = 1 are also upper bounds for the stochastic rate functions
associated with the estimate ∂̂iUll(ξ,B) if m > 1. By the same arguments, we can conclude the following
Lemma 3.1, which justifies using the bounds derived in Section 3.2 for importance sub-sampling with a
mini-batch of size m = 1 in the setup of mini-batches of arbitrary size m ≥ 1.
Lemma 3.1. Let
∂̂iUll(ξ,B) =
1
m
m∑
k=1
[
ζ∂iUll(ξ
?) +
(
ωJi
)−1 {
∂iU
Jk(ξ)− ζ∂iUJk(ξ?)
}]
, J1, . . . , Jm ∼ νi,
where B = (J1, . . . , Jm) and νi and ωi are as defined in Section 3.2. The value of maxB∈{1,...,n}m ∂̂iUll(ξ,B)
does not depend on the size of the mini-batch B.
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If we consider mini-batches of size m, the effective bouncing rate λ
ll, (m)
i of the process generated by
Algorithm 1 when used with the above described estimators can be computed as
λ
ll, (m)
i (ξ, θ) =
1
nm
∑
(j1,...,jm)∈{1,...,n}m
[
1
m
m∑
k=1
n∂iU
jk(ξ)− ζ {n∂iU jk(ξ?)− ∂iUll(ξ?)}]+ .
The effective refreshment rate γ
ll, (m)
i (ξ) = λ
ll, (m)
i (ξ, θ)−{θi∂iUll(ξ)}+ is reduced with increased mini-batch
size, as the following lemma shows.
Lemma 3.2. For all ξ ∈ Rp, θ ∈ {−1, 1}p, m ≥ 1, we have γll, (m+1)i (ξ) ≤ γll, (m)i (ξ).
3.4 Improving mixing via stratified sub-sampling
To further enhance mixing, we also design an approach based on stratified sub-sampling using control variates.
To simplify notation, we only describe construction of rates and bounds when ζ = 0 in equation (11); this
can easily be adapted for the case ζ = 1. Suppose we divide the data index set {1, . . . , n} into m strata
{Ski }mk=1, which are such that for every component index i ∈ {1, . . . , p}, the sets {Ski }mk=1 form a partition
of {1, . . . , n}; that is, ⋃mk=1 Ski = {1, . . . , n}, and Ski ∩Sk′i = ∅ for k 6= k′. If we consider the mini-batch B to
be sampled such that the k-th entry of B is sampled independently and uniformly from the strata Ski , that
is, B = (J1, . . . , Jm), Jk ∼ Uniform(Ski ) (k = 1, . . . ,m), then it is easy to verify that
∂̂iUll(ξ, a) =
m∑
k=1
|Ski | ∂iUJk(ξ), Jk ∼ Uniform(Ski ) (k = 1, . . . ,m), (15)
defines an unbiased estimator for ∂iUll(ξ). When constructing upper bounds for the corresponding stochastic
rate function, stratified sub-sampling can only improve upon the upper bounds used in uniform sub-sampling,
since
mlli (t, B) =
{
θi
m∑
k=1
|Ski | ∂iUJk(ξ + tθ)
}+
≤
m∑
k=1
|Ski |
{
θi∂iU
Jk(ξ + tθ)
}+
≤
m∑
k=1
|Ski |
M lli (t)
n
= M lli (t),
where {M lli (t)}pi=1 are the upper bounds derived in Section 3.1. Hence, Algorithm 1 parameterized with
∂̂iUll as defined in equation (15) and corresponding upper bounds {M lli }pi=1 generates a zig-zag process with
effective bouncing rates λlli (ξ, θ) = (1/|C˜|)×
∑
(j1,...,jm)∈C˜
{
θi
∑m
k=1|Ski | ∂iUJk(ξ)
}+
, where S˜ = S1i ×· · ·×Smi .
It is also possible to combine stratified sub-sampling with importance sub-sampling as follows. As in
Section 3.2, weights ωji , j ∈ Ski (k = 1, . . . ,m), can be assigned within the strata such that
∑
j∈Ski ω
j
i =
|Ski |/n. Defining measures ν1i , . . . , νki on S1i , . . . ,Ski respectively such that νki [{j}] ∝ ωji (k = 1, . . . ,m), one
can verify that ∂̂iUl(ξ, a) = m
−1∑m
k=1(ω
Jk
i )
−1∂iUJk(ξ), Jk ∼ νki (k = 1, . . . ,m), is an unbiased estimator
for ∂iUll(ξ). The optimal importance weights can be chosen as in Section 3.2.
3.5 Construction of strata
We describe how gradient information at a reference point ξ? ∈ Rp can be used to construct strata for the
above described estimator so that under the regularity conditions of Assumption 3.2, the refreshment rate
γi of the associated zig-zag process is provably reduced within some vicinity of ξ
?: by Proposition 3.2, the
effective refreshment rate which is induced by the stratified sub-sampling approach is of the form
γi(ξ) =
1
2
{
EB∼µi
∣∣∣∣∣
m∑
k=1
|Ski | ∂iUJk(ξ)
∣∣∣∣∣− |∂iUll(ξ)|
}
.
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Moreover, if Assumption 3.2 is satisfied, it follows that γi(ξ) ≤ γi(ξ?) + (Ci/2) × ‖ξ − ξ?‖r for all ξ ∈ Rp,
since
max
(j1,...,jk)∈S˜
∣∣∣∣∣
m∑
k=1
|Ski | ∂iU jk(ξ)−
m∑
k=1
|Ski | ∂iU jk(ξ?)
∣∣∣∣∣
≤ n max
j∈{1,...,m}
|∂iU jk(ξ)− ∂iU jk(ξ?)| ≤ Ci‖ξ − ξ?‖r
for all ξ ∈ Rp. This suggests that in order to minimize the refreshment rate γi in the vicinity of the reference
point ξ?, we construct the strata as the solution of the minimization problem
{Ski }mk=1 = argmin
{S˜ki }mk=1
EB∼µi
∣∣∣∣∣
m∑
k=1
|S˜ki | ∂iU jk(ξ?)
∣∣∣∣∣. (16)
Solving equation (16) may be hard if the number of strata m is large. For this reason, we instead consider
strata constructed as the solution of the minimization problem
{Ski }mk=1 = argmin
{S˜ki }mk=1
m∑
k=1
|S˜ki |diam
[{
∂iU
j(ξ) : j ∈ S˜ki
}]
, (17)
where for a discrete set A ⊂ R, diam(A) = max(A)−min(A) is the diameter of the set A. This approximation
is justified by noticing that the objective function of (17) is an upper bound of the original objective γi(ξ
?)
as shown in the following proposition, which is a consequence of Lemma A.1 in the appendix.
Proposition 3.4. Consider the estimator ∂̂iUll as defined in equation (15). The refreshment rate γi due to
sub-sampling is bounded from above as γi(ξ) ≤
∑m
k=1 |Ski |diam[{∂iU j(ξ) : j ∈ Ski }]/2.
We provide an efficient algorithm in the supplementary material which can be used to compute an
approximate solution of this optimization problem. Under certain regularity conditions on the log-likelihood
function, one may construct strata by minimizing an upper bound for the variance of the estimate (15)
which holds uniformly in ξ [35]. Since by Proposition 3.3 that upper bound is also an upper bound for the
refreshment rate, this provides an alternative approach for constructing strata. Moreover, in practice one
may also include other a priori available information on the data to inform the construction of the strata
(see the construction of strata for the example described in Section 5).
4 Numerical Examples
4.1 Computational bounds
To keep things simple, we consider the prior to be p0(ξ) = Normalp(0,Σ); we discuss other choices in
the supplementary material. The corresponding negative log density function is U(ξ) = ξTΣ−1ξ/2 +∑n
j=1[log[1 + exp{(xj)T ξ}] − yj(xj)T ξ]. We let Σ = σ2Ip and derive computational bounds as in [6]. We
write U(ξ) = U0(ξ) +
∑n
j=1 U
j(ξ) with U0(ξ) = ξT ξ/(2σ2) and U j(ξ) = log[1 + exp{(xj)T ξ}] − yj(xj)T ξ
(j = 1, . . . , n). For i ∈ {1, . . . , p}, the i-th partial derivatives are ∂iU0(ξ) = ξi/σ2 and ∂iU j(ξ) =
xji exp{(xj)T ξ}/[1 + exp{(xj)T ξ}] − yjxji (j = 1, . . . , n), and can be bounded as |∂iU0(ξ)| ≤ |ξi|/σ2 and
|∂iU j(ξ)| ≤ maxj∈{1,...,n} |xji |. We have thus the following bounds in Proposition 3.1:{
∂iU
0(ξ + θ t)
}+ ≤ |ξi|
σ2
+
t
σ2︸ ︷︷ ︸
Mpri (t)
and
{
n∂iU
j(ξ + θ t)
}+ ≤ n max
j∈{1,...,n}
|xji |︸ ︷︷ ︸
M lli (t)
,
and thus Assumption 3.1 is satisfied with cji = n|xji | (j = 1, . . . , n). For ξ1, ξ2 ∈ Rp, [6] show that Assump-
tion 3.2 is satisfied with r = 2 and Cji = n|xji |‖xj‖2/4.
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Figure 1: Auto-correlation function (ACF) for samples obtained when there is one success out of n from (a)
Po´lya-Gamma data augmentation, and (b) the zig-zag sampler without sub-sampling or control variates.
4.2 Imbalance in responses
To investigate the performance of the zig-zag process without sub-sampling on logistic regression with im-
balanced data, we consider an example from [21]. To this end, we choose p = 1 and x1 = · · · = xn = 1. We
also set y1 = 1 and yj = 0 for j = 2, . . . , n, and choose σ2 = 102. We run Po´lya-Gamma data augmentation
for Nsamples iterations and run the zig-zag sampler for the same number Nsamples of bouncing attempts; these
involve comparable computational costs. Since the zig-zag process returns a continuous path, we extract
Nsamples equally-spaced samples from the path. We then plot the auto-correlation functions in Figure 1. We
observe that the zig-zag sampler mixes much faster than Po´lya-Gamma data augmentation.
4.3 Imbalance in covariates
We introduce covariates and consider different sub-sampling strategies: uniform sub-sampling with and
without control variates; importance sub-sampling without and with control variates; and stratified-sub-
sampling without and with importance sub-sampling within strata, referred to as “sorted sub-sampling
without weighting” and “hybrid sub-sampling” respectively.
We consider scaling of the sub-sampling schemes with the number of observations n. We fix the dimension
p = 200 and choose the number of observations n ∈ {103, 5× 103, 104, 2× 104, 5× 104}. The corresponding
data sets are simulated such that they are sparse in covariates with the proportion of non-zero values being
10−1, 2 × 10−2, 10−2, 5 × 10−3 and 2× 10−3 respectively, and the non-zero covariates being simulated from
a Normal(0, 1) distribution. The responses are simulated such that the proportion of ones are 10−2, 2 ×
10−3, 10−3, 5× 10−4 and 2× 10−4 respectively. In this case, the number of non-zero values among covariates
is kept approximately constant across experiments, as is the number of ones among responses. We consider
mixing time of the slowest mixing component and plot this in Figure 2, and observe that the proposed
sub-sampling strategies improve performance relative to uniform sub-sampling.
4.4 High-dimensional sparse example
We consider a setting with number of dimensions p = 104 and number of observations n = 106. In addition,
we make the data sparse by only setting 1% of the covariates to be non-zero, with these being simulated from
a Normal(0, 1) distribution. We further simulate ξ1, . . . , ξp ∼ Normal(0, 1) and then simulate y from model
(1). In this high-dimensional sparse example, uniform sub-sampling proves to be highly inefficient since
the probability of selecting non-zero values from the covariates is very low. We therefore only show auto-
correlation function plots for importance sub-sampling with and without control variates, and for stratified
sub-sampling with and without control variates. In addition, we consider an adaptive pre-conditioning
version of the zig-zag process which is described in the appendix. We show plots for zig-zag without and
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Figure 2: Mixing of zig-zag sampler with different sub-sampling schemes.
with adaptive pre-conditioning in Figure 3. We observe that adaptive pre-conditioning further improves
performance.
5 Real data example
We consider an imbalanced dataset [12], obtained from the machine learning repository [10]. This has 858
observations with 26 predictors. The responses are whether an individual has cancer or not, with only 18
out of 858 individuals having cancer. The predictors include various things such as the number of sexual
partners, hormonal contraceptives, and number of smokes per year. The predictors are also imbalanced with
more than half the predictors having approximately 80% zeros. For hybrid sub-sampling, we first split the
data into two groups by class labels and then apply the clustering algorithm. The results are in Figure 4,
where we observe that the hybrid sub-sampling strategy improves performance relative to other approaches.
6 Conclusion
Sub-sampling data is increasingly important in a variety of scenarios, particularly for big and high-dimensional
data. Sub-sampling for traditional Markov chain Monte Carlo schemes can be tricky as the resulting chains
induce an error in the invariant distribution that can be difficult to quantify. We have considered an exciting
recent class of algorithms, known as piece-wise deterministic Markov processes, which allow sub-sampling
without modifying the invariant measure. We have introduced improved sub-sampling schemes for this class
of algorithms as compared to uniform sub-sampling. We have especially focused on imbalanced data; our
proposed schemes can perform significantly better than traditional sub-sampling schemes for such problems.
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Figure 3: Auto-correlation functions (ACFs) across dimensions for the high-dimensional sparse example.
Appendices
A Proofs
Proof of Lemma 3.2. Let B = (j1, . . . , jm) for B ∈ {1, . . . , n}m. The result of Lemma 3.2 follows as
λ
ll, (m)
i (θ, ξ) =
1
nm
1
m
∑
B∈{1,...,n}m
{
m∑
k=1
θi∂iU
jk(ξ)
}+
=
1
nm+1
∑
B∈{1,...,n}m+1
1
m
{
m∑
k=1
θi∂iU
jk(ξ)
}+
=
1
nm+1
1
m+ 1
∑
B∈{1,...,n}m+1
m+1∑
s=1
1
m
 ∑
k∈{1,...,m+1}\{s}
θi∂iU
jk(ξ)

+
≥ 1
nm+1
1
m+ 1
∑
B∈{1,...,n}m+1

m+1∑
s=1
1
m
∑
k∈{1,...,m+1}\{s}
θi∂iU
jk(ξ)

+
=
1
nm+1
1
m+ 1
∑
B∈{1,...,n}m+1
 ∑
k∈{1,...,m+1}
θi∂iU
jk(ξ)

+
= λ
ll, (m+1)
i (θ, ξ)
Proof of Proposition 3.1. The conditional probability of a bounce at time tk+τ in the i0-th coordinate given
that τ˜i0 < τ̂j0 is
Ea∼µi0
{
mlli0(τ, a)
M lli0(τ)
}
=
Ea∼µi0 {θi∂̂iUll(ξ + tθ, a)}+
M lli0(τ)
= M lli0(τ)
−1λlli0(ξ + tθ, θ),
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Figure 4: Auto-correlation functions (ACFs) across dimensions for the cervical cancer dataset.
with λlli0 as defined in equation (10). Thus, since for all t ≥ 0, λlli (ξ + t, θ) ≤ M lli (t), it follows that the
resulting process is indeed a thinned Poisson process with rate function t 7→ λlli (ξ+ tθ, θ). This rate function
λlli satisfies
λlli (ξ, θ)− λlli {ξ, Fi(θ)} = Ea∼µi
{
θi∂̂iUll(ξ, a)
}+
− Ea∼µi
{
−θi∂̂iUll(ξ, a)
}+
= Ea∼µi
{
θi∂̂iUll(ξ, a)
}+
− Ea∼µi
{
θi∂̂iUll(ξ, a)
}−
= Ea∼µi
{
∂̂iUll(ξ, a)
}
= ∂iUll(ξ).
Since also λpri (ξ, θ) − λpri {ξ, Fi(θ)} =
{
θi∂iU
0(ξ)
}+ − {−θi∂iU0(ξ)}+ = ∂iU0(ξ), it follows that the total
rate λi(ξ, θ) = λ
pr
i (ξ, θ) + λ
ll
i (ξ, θ) satisfies equation (5).
Proof of Proposition 3.2. We have
2 γi(ξ) = 2Ea∼µi
{
θi∂̂iUll(ξ, a)
}+
− 2 {θi∂iUll(ξ)}+
=
[
Ea∼µi
{
θi∂̂iUll(ξ, a)
}+
+ Ea∼µi
{
θi∂̂iUll(ξ, a)
}−
+ θi∂iUll(ξ)
]
− 2 {θi∂iUll(ξ)}+
= Ea∼µi
∣∣∣∂̂iUll(ξ, a)∣∣∣− |∂iUll(ξ)|,
where the second equality follows since ∂̂iUll(ξ, a) is an unbiased estimator of ∂iUll(ξ), thus Ea∼µi{θi∂̂iUll(ξ, a)}+−
Ea∼µi{θi∂̂iUll(ξ, a)}− = θi∂iUll(ξ).
Proof of Proposition 3.3. The form of the refreshment rate given in Proposition 3.2 and the triangular
inequality yields γi(ξ) ≤ {Ea∼µi |∂̂iUll(ξ, a) − ∂iUll(ξ)|}/2, and thus by Jensen’s inequality, γi(ξ, θ) ≤
[Ea∼µi{∂̂iUll(ξ, a)− ∂iUll(ξ)}2]1/2/2 = [vara∼µi{∂̂iUll(ξ, a)}]1/2/2.
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Additional Lemmata
Lemma A.1. The following is true.∣∣∣∣∣
m∑
k=1
|Ski | ∂iU jk(ξ)
∣∣∣∣∣− |∂iUll(ξ)| ≤
n∑
k=1
∣∣Ski ∣∣diam [{∂iU j(ξ) : j ∈ Ski }]
Proof. Let E
k
i (ξ) = |Ski |−1
∑
j∈Ski ∂iU
j(ξ). Then,∣∣∣∣∣
m∑
k=1
|Ski | ∂iU jk(ξ)
∣∣∣∣∣− |∂iUll(ξ)| ≤
∣∣∣∣∣
m∑
k=1
|Ski |
{
∂iU
jk(ξ)− Eki (ξ)
}∣∣∣∣∣+
∣∣∣∣∣
m∑
k=1
|Ski |E
k
i (ξ)
∣∣∣∣∣− |∂iUll(ξ)|
≤
m∑
k=1
∣∣Ski ∣∣diam [{∂iU j(ξ) : j ∈ Ski }] ,
where the first and second inequality follow as applications of the triangular inequality, and the fact that∑m
k=1|Ski |E
k
i (ξ) = ∂iUll(ξ).
B Pre-conditioning
B.1 General recipe for pre-conditioning
We propose an adaptive pre-conditioning variant of the zig-zag process which can rapidly learn how to pre-
condition using initial samples. To achieve this, we modify the velocity by giving it a speed in addition
to a direction. The standard zig-zag process has unit speed in all dimensions; indeed, θ ∈ {−1, 1}p. We
still use θ to denote the direction of the velocity, and in addition, we introduce α ∈ Rp+ to denote the
speed. Thus the overall velocity of the zig-zag process is now θα = (θ1α1, . . . , θpαp). As mentioned in [6],
such an extension of the zig-zag process indeed preserves the target measure pi. The zig-zag process with
adaptive pre-conditioning is constructed so that the velocity vector only changes at bouncing events. At each
bouncing event, two things happen. First, the direction of the velocity is modified by flipping the sign of one
component of θ as described in Section 2.2. Second, the speed of the process is also modified as described
below. The deterministic motion (4) is modified to ξ(t) = ξ + θ α t.
To construct computational bounds for this modified zig-zag process, observe that the rates from Propo-
sition 3.1 are generalized as mlli (t, α, a) = {θiαi∂̂iUll(ξ + tθα, a)}+ and mpri (t, α) = {θiαi∂iU0(ξ + tθα)}+.
Under Assumption 3.1 and for ζ = 0, realizations of the stochastic rate function mlli (t, α, a) can be bounded
by αi maxj∈{1,...,n} c
j
i ; we thus have a dynamically evolving bound. Similarly under Assumption 3.2 for ζ = 1,
realizations of the stochastic rate function mlli (t, α, a) can be bounded by {θiαi∂iUll(ξ?)}++nαiCi(‖ξ−ξ?‖r+
t ‖α‖r) for Ci = nmaxj∈{1,...,n} Cji .
B.2 Pre-conditioning scheme
We consider an adaptive pre-conditioning using covariance information of the trajectory history. We provide
an intuitive reasoning behind this scheme here, and a more formal justification is provided in the supple-
mentary material. Consider a zig-zag process on d = 2 dimensions. Suppose the standard deviation in
dimension one is twice that in dimension two. Then we expect that for the process to mix well, it should
move twice as fast in the first dimension as in the second dimension. Since the standard deviations across
dimensions are unknown, we estimate them on the fly by storing the first moment and second moment of the
process, µ̂[1](t) = t−1
∫ t
0
ξ(s) ds and µ̂[2](t) = t−1
∫ t
0
ξ2(s) ds, and estimating the standard deviation at time
t as ŝd(t) = {µ̂[2](t)− µ̂[1](t)2}1/2. We update the moments µ̂[1](t) and µ̂[2](t) at every bouncing event and
choose the speed α as αi = d × ŝd(t)i/{
∑p
i=1 ŝd(t)i} (i = 1, . . . , p), where ŝd(t) = (ŝd(t)1, . . . , ŝd(t)p). We
have normalized the speed vector to make it sum to p to remain consistent with the usual zig-zag process.
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Supplementary material
1 More details on the zig-zag process
1.1 The zig-zag algorithm
The zig-zag algorithm is presented.
Input: Starting point ξ(0) ∈ Rp, initial velocity θ(0) ∈ {−1, 1}p, maximum number of bouncing
attempts Nattempts.
1: Set t(0) = 0.
2: for k = 1, . . . , Nattempts do
3: Determine {Mi(t)}pi=1 such that mi(t) ≤Mi(t) (i = 1, . . . , p).
4: Draw τ˜1, . . . , τ˜d such that
P(τ˜i ≥ t) = exp
{∫ t
0
Mi(s) ds
}
.
5: Let i0 = argmini∈{1,...,p}{τ˜i}, and set τ = τ˜i0 .
6: Evolve position: {t(k+1), ξ(k+1)} = {t(k) + τ, ξ(k) + θ(k)τ}.
7: Draw u ∼ Uniform{(0, 1)}.
8: if u < mi0(τ)/Mi0(τ) then
9: Bounce: flip sign of the i0-th component of the velocity, θ
(k+1) = Fi0{θ(k)}.
10: else
11: Set θ(k+1) = θ(k).
12: end if
13: end for
Output: A path of a zig-zag process specified by skeleton points {ξ(k), θ(k)}Nattemptsk=1 and bouncing
times {t(k)}Nattemptsk=1 .
Algorithm 2: Zig-zag algorithm with Poisson thinning [6]
1.2 Use as a Monte Carlo method
While ergodicity of the zig-zag process in the sense of Eξ∼pi{ϕ(ξ)} = limT→∞ T−1
∫ T
0
ϕ{ξ(t)}dt holding
almost surely for any pi-integrable function ϕ does not by itself guarantee reliable sampling due to a missing
characterization of the statistical properties of the residual Monte Carlo error, the study of ergodic properties
of piece-wise deterministic Markov processes has been a very active field of research in recent years. In
particular, under certain technical conditions on the potential function U , exponential convergence in the law
of the zig-zag process has been shown [5, 2]. By [4], this implies a central limit theorem of the zig-zag process
for a wide range of observables ϕ : Rp → R, which justifies using the zig-zag process for sampling purposes:
there is a constant σ2ϕ > 0, such that T
1/2 [ϕT − Eξ∼pi {ϕ(ξ)}] converges in distribution to Normal(0, σ2ϕ) as
T → ∞. The constant σ2ϕ > 0 is known as the asymptotic variance of the observable ϕ under the process.
In practice, the Monte Carlo estimate ϕT may either be computed by numerically integrating observable ϕ
along the piece-wise linear trajectory of the zig-zag process, or by discretizing the trajectory, for example, by
using a fixed step-size ∆t = T/N > 0 for some positive integer N , which results in a Monte Carlo estimate
ϕ̂N = (N + 1)
−1∑N
k=0 ϕ{ξ(k∆t)}.
1
2 Other priors
2.1 A weakly informative prior
[14] propose using independent Cauchy distributions with mean zero and scale 2.5 as the prior for the ξi’s
in logistic regression. Thus,
p0(ξ) =
p∏
i=1
1
2.5 {1 + (ξi/2.5)2}
⇒ U0(ξ) = − log p0(ξ) = p log 2.5 +
p∑
i=1
log
{
1 +
(
ξi
2.5
)2}
⇒ ∂iU0(ξ) = 2 ξi/2.5
1 + (ξi/2.5)
2 ⇒
∣∣∂iU0(ξ)∣∣ ≤ 2
2.5
|ξi|,
and therefore this is a linear bound like in the Gaussian prior case.
2.2 Laplace prior
Another common prior is the double exponential prior, also known as the Laplace prior [34, 25]. The prior
is
p(ξ) =
p∏
i=1
1
2b
exp
(
−|ξi|
b
)
for some b ≥ 0. For this prior, ∂iU0(ξ) = ∂i|ξi|/b⇒ |∂iU0(ξ)| ≤ 1/b, and this is also a constant bound.
3 Clustering algorithm
We provide in Algorithm 3 an implementation of the clustering algorithm used to obtain strata in the
case that gradient information at a reference point ξ? is available. The algorithm computes for input
xj = ∂iU
j(ξ?) (j = 1, . . . , n) a partition of the set {x1, x2 . . . , xn}. The corresponding partition of the index
set {1, 2, . . . , n} is an approximate solution of the minimization problem of equation (17) in the main body
of the paper. The functions fscore and fsplit-score appearing in the implementation are defined as follows for
(r = 1, . . . , n; k = 1, . . . , r):
fscore{(x1, . . . , xr)} = r
(
max
k∈{1,...,r}
xk − min
k∈{1,...,r}
xk
)
,
fsplit-score{(x1, . . . , xr), k} = kfscore{(x1, . . . , xk)}+ (r − k)fscore{(xk+1, . . . , xr)}.
Input: Sorted data points x1 ≤ · · · ≤ xn, number of clusters m.
1: Set G0 =
{
(xj)
n
j=1
}
2: for l = 1, . . . ,m do
3: Set (x˜1, . . . , x˜s) = argminx∈Gl−1 mink {fsplit-score(x, k)− fscore(x)}.
4: Set k0 = argmink fsplit-score{(x˜1, . . . , x˜s), k}.
5: Set Gl = Gl−1 \ {(x˜1, . . . , x˜s)} ∪ {(x˜1, . . . , x˜k0), (x˜k0+1, . . . , x˜s)}.
6: end for
Output: A set of vectors {xk}mk=1 = Gm defining a partition of the set {x1, x2, . . . , xn}.
Algorithm 3: Greedy clustering
2
4 Derivation of optimal precondition matrix for Gaussian target
with independent components
Consider a Gaussian target with independent components specified by the potential function U(ξ) = ξTΩξ/2,
where Ω = diag(ω1, . . . , ωp) is a diagonal matrix. As shown in [6], the generator L of the zig-zag process
with speed αi > 0 in the component i = 1, . . . , p is of the form
Lϕ(ξ, θ) =
p∑
i=1
[αiθi∂iϕ(ξ, θ) + λi(ξ, θ)ϕ{ξ, Fi[θ]}]− ϕ(ξ, θ), (S1)
where ϕ is a suitable observable defined on the domain of the generator L. In what follows, we show that
the asymptotic variance of the moments of the target is minimized if the speed coefficients are chosen as
αi = ω
−1/2
i . More precisely, let ϕi,k(ξ) = ξ
k
i be the k-th power of ξi and let σ
2
ϕi,k
be the asymptotic variance
of this observable for the zig-zag process. Under the constraint that the speed of all components sum up to p,
that is, (α1, . . . , αp) ∈ p∆p−1, where ∆p−1 denotes the standard simplex in Rp, we show that for any moment
index k, the speed vector which minimizes maxi∈{1,...,p} σ2ϕi,k is αi = pω
1/2
i /(
∑p
i=1 ω
1/2
i ) (i = 1, . . . , p), that
is, (
pω
1/2
i∑p
i=1 ω
1/2
i
)
1≤i≤p
= argmin
(α1,...,αp)∈p∆p−1
max
i∈{1,...,p}
σ2ϕi,k (S2)
To show this, we first note that in the case of a Gaussian target, the rate function λi(ξ, θ) in equation (S1)
has the explicit form λi(ξ, θ) = (αiθiωiξi)
+
, and thus L = ∑pi=1 αiLi with Liϕ(ξ, θ) = θi∂iϕ(ξ, θ) +
(θiωiξi)
+[ϕ{ξ, Fi(θ)} − ϕ(ξ, θ)]. From [5, Example 3.3], it follows that the integrated auto-correlation time
for each moment ξki , k ∈ N, is proportional to ω1/2i . Moreover, since in the considered setup the zig-
zag process converges exponentially fast in law, we can write the asymptotic variance of ϕi,k as σ
2
ϕi,k
=
−2 ∫ {(αiLi)−1ϕi,k(ξ)}ϕi,k(ξ)pi(dξ) [22, Proposition 9]. Thus, it follows that σ2ϕi,k is linear in α−1i . There-
fore, σ2ϕi,k = ckα
−1
i ωi with ck = −2
∫ {L−1i ϕi,k(ξ)}ϕi,k(ξ)pi(dξ), which implies equation (S2).
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