In this paper we define a generalization of the set ^^ of all pairs of relatively prime natural numbers and then define a limit process to measure the multiplicativity of an arithmetic function with respect to this generalized set of pairs. In so doing we gain useful information about that most important special case, namely, functions which are multiplicative in the usual sense. 2* Preliminary definitions and results* By an arithmetic function we shall mean a real-valued function / whose domain is the set of natural numbers. We will deal only with arithmetic functions and, furthermore, we will assume throughout this paper that no function is eventually zero; that is, given any arithmetic function / and any number N, there is a natural number k ^ N such that f(k) Φ 0.
Closely connected with the multiplicative properties of an arithmetic function is the concept of a basic sequence, which is defined as follows: A basic sequence is a set & of pairs of natural numbers (α, b) with the following three properties: (
provided mn is sufficiently large and (m, n) e £3. We see from Example 2.1 that part (2) above does not hold if we replace /(/) by /(/). Under a slightly stronger hypothesis we are able to determine the sign of f(k) for large values of k.
Proof. The lemma follows easily from Lemma 2.3. As an immediate consequence of this lemma and Theorem 2.5(2) we have Proof. The first part of the theorem follows directly from definitions (2.2), the second part from Lemma 2.4, Theorem 2.5, and Lemma 2.8. from which the assertion follows.
The above estimate for δ(^/f) is considerably too low and will be improved shortly.
For any set S of real numbers, let us define S(k) = {x \ x e S, x ^ fc}-LEMMA 3.2. // {b k } is a bounded sequence of real numbers, then
Proof. For a fixed ε, 0 < e < 1, let A be the set of positive integers k for which it is not true that 2
(
The lemma now follows from the fact that if c > 0,
From Corollary 2.6.1. and the above lemma we have Let us turn next to a more detailed discussion of the relationship between the structure of a basic sequence έ%? and its density. Suppose that Φ is a set of pairs of natural numbers. We define the basic sequence generated by Φ to be Γ(Φ) = Γ\ & where the intersection is taken over all basic sequences i? which contain Φ. We will call a pair (m, n) a primitive pair if both m and n are primes. If m Φ n, then the primitive pair (m, n) is said to be of type I, otherwise it is a primitive pair of type II.
Suppose that we represent m and n canonically: m = p? Let A be a set of distinct natural numbers. We define the asymptotic density of A to be D (A) -lim inf^o, *A(n)ln. If *A(n)/n has a limit as n-* co f we call that limit the natural density of A and denote it by D(A). The following lemma is a standard result (see, for example, [2] p. 228-230) which we state here for convenience. We will say that a prime p is finitely distributed with respect to a basic sequence & if p appears as a co-member in only a finite number of primitive pairs of &.
Also, p is said to have property F with respect to & if (1) p is finitely distributed with respect to ^, and (2) every prime q with which p appears as a co-member of a primitive pair in & is also finitely distributed with respect to ^. 
Proof. We will prove the theorem for the case when M = 2, since this contains all the essentials of the general case. First we write
where Σ t is taken over all k ^ n such that *B k = 2 and either p 1 \ k or p 2 \k; Σ 2 is taken over those k ^ n for which *!?£ > 2 and such that either p t \k or p 2 1 k; and J£ 8 is taken over the remaining k <; n.
To estimate J? 2 we let A represent the set of all positive integers t for which *J5 t > 2 and either p λ | £ or j >21 ί. For a fixed member & in A, there are integers m and n with m > 1, w > 1, mw = k and (m,n) e ^. Since either p x or p 2 divides mw, let us assume that ^ | ra. Suppose that q ly q 2 , , q r are the only primes that appear as a co-member with p γ in a pair in ^. Then n -qV-qt 2 q a r r , a { ^ 0(ΐ = 1, 2, , r), and not all the α { are zero. Suppose also that there are Ni primes which appear as co-member with q^i = 1, 2, , r). If a prime g divides m, then # is a co-member with ^ for at least one 1 ^ i ^ r. Hence there are at most JVΊ + N 2 + + ΛΓ r possible choices for # and therefore not more than r + N x + N 2 + + i\Γ r distinct prime factors in k. Similarly, if p 2 \ k y we again get an upper bound for the number of distinct prime factors of k. It follows then from Lemma 3.4 that D{A) = 0. Hence 
Then
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Proof. We remark first that condition (i) is equivalent to the fact that Pi(i -1, « ,M) does not appear in any primitive pair in ^, certainly a severe form of property F.
To prove the theorem we merely note that the inequality in (3.2) becomes an equality. 
Proof. We shall prove the theorem for the case N = 2, since once again this contains all the essentials of the general case.
Let It follows then that
where we have used the fact that any pair counted in both the first and second sums must be of the form (pqs, pqt). Now if we mean by a t \\ b that α* | b but α ί+1 |δ, then 
/I Λ (-)} -
Relation (3.7) still remains valid, of course, if we replace p by q. Next, by reasoning similar to that used above, we may show that
Relation (3.4) now follows from relations (3.6)-(3.8), and so the proof is complete. Just as we were able to sharpen Theorem 3.5 when we knew exactly which primitive pairs were in £$, the same knowledge allows us to improve Theorem 3.7. To be precise, we have the basic sequence generated by the set of all primitive pairs except those (p if p { ) for which Pi < x. Clearly If we let N->oo y we have
The theorem now follows from (3.10) and (3.11).
4* Nonsingular functions* An arithmetic function / will be called nonsingular with respect to a basic sequence & if /(/, &) exists and is zero; the set of all such functions will be denoted by N(0f).
All other functions will be called singular with respect tô . We shall fix our attention on certain subsets of N{&):
(1) An arithmetic function / is said to be eventually multiplicative with respect to &, f e EM(&), if there is an integer N such that f(m)f(n) -(fmn) whenever (m, n) e £%f and mn Ξ> N. When we wish to emphasize the role of the integer N, we will write (2) An arithmetic function / is said to be multiplicative
We note that / is multiplicative in the usual sense if / e M(^/S) and that / is a character if / e M(^f).
Since /(I) = 1 if / e N(&), it is clear that the sets EM(&,N)
and M(0f) are identical if N= 1,2,3, or 4.
Since
we will concern ourselves in this section with the conditions that ensure inclusions in the other direction.
First, however, we present some examples to show that M(&) is indeed a proper subset of EM(0?) and that EM{.^?) is a proper subset of the set of nonsingular functions, N(&).
The motivation for our first example is as follows: But /(2)/(2)*/(4), hence fiM(έ&). (b) Let ^ be generated by the pair (2, 3) and define / by: f(n) -n if n Φ 6; /(6) = w where w is arbitrary except that w Φ 6. Then / G EM{.<^, 7) but / g Λf(^).
The failure of each of the functions in Example 4.2 to be multiplicative was due both to the small size of & and to the values of k for which f(k) = 0. When & contains a type II primitive pair, the function in part (a) is in many ways characteristic of functions which are in EM(&) but not in M{&). In fact, when & is generated by a single type II primitive pair (as is the case here), we shall see from the proof of Theorem 4.5 that we really have very little choice in the construction of /. For the time being, however, we note that the zero set Z f = {k\ f(k) -0} in part (a) is small (in fact, D(Z f ) -0), but that Z f contains all the numbers 2\ ί > 1.
The following theorem is an immediate consequence of the definition of nonsingularity. (1) (a if mn)e<&,
Proof. We will consider two cases. We note from Example 4.2(a) that Lemma 4.4 is not valid if we omit assumption (2) from the hypothesis.
As an application of the preceding lemma we now prove Moreover
, and f(mnt) will be nonzero. Thus f(m), f(n), and f(mn) will be determined by f(k) for large values of k, and the multiplicative properties of / for these large values will carry over to f (mn) .
(The trouble spots in Example 4.2 should now be clear. Even though D{Z f ) = 0 in part (a), & was small enough for f(k) to be zero for all k for which (4,&)e^. And although Z f = 0 in part (b), & was so small then that there simply were no t such that In making the above remarks more precise, the cornerstone of our arguments will be the easily proved THEOREM 4.6. Suppose that feEM (&,N) and let C N = J1P<N[ZP U there exists an integer a ^> JV/2 such that (a, m) , (a,n), and (am,n) are all in ^. Finally, since f and αmn > am ^ JV, we have
Thus f(mn) -f(m)f(n) and the proof is complete.
The following corollary and the next three theorems all depend on Theorem 4.6. They illustrate the remarks preceding that theorem and emphasize the importance of the relationship between Z f and &. COROLLARY 4.6.1. Suppose feEM (&,N) and, as before, let increases for x ^ 2, and it is also easy to show that -X x for a; ^ 2. Therefore, if p Φ q, the above and Remark 3.8 yield
If, on the other hand, p -q, Theorem 3.7 gives
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In either case, δ(^) < 1 -λ*, which contradicts the hypothesis. Proof. Choose a ^ N/2 such that /(α) φ 0. By Theorem 3.9, έ% -£>f\ hence (α, p) e £%? for every p < N/2. It follows now from Theorem 4.6 that / e
In anticipation of its importance in connection with singular functions, we close this section with a short discussion about a particular type of nonsingular function: An arithmetic function / will be called a unit with respect to & if (i) / e N(&) and (ii) there exists an integer N such that f(k) is not zero and does not change sign for k Ξ> N. A unit / will be called positive or negative depend-
