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The concept of continuous-time random walks (CTRW) is a generalization of ordinary random walk
models, and it is a powerful tool for investigating a broad spectrum of phenomena in natural, engi-
neering, social, and economic sciences. Recently, several theoretical approaches have been developed
that allowed to analyze explicitly dynamics of CTRW at all times, which is critically important for
understanding mechanisms of underlying phenomena. However, theoretical analysis has been done
mostly for systems with a simple geometry. Here we extend the original method based on general-
ized master equations to analyze all-time dynamics of CTRW models on complex networks. Specific
calculations are performed for models on lattices with branches and for models on coupled parallel-
chain lattices. Exact expressions for velocities and dispersions are obtained. Generalized fluctua-
tions theorems for CTRW models on complex networks are discussed. © 2013 American Institute of
Physics. [http://dx.doi.org/10.1063/1.4792726]
I. INTRODUCTION
Continuous-time random walks (CTRW) are stochastic
lattice models that have been introduced by Montroll and
Weiss in 1965 as a generalization of ordinary random walk
processes.1–3 In these models the motion of particles between
different states is generally controlled by random waiting-
time distribution functions. Simple random walks are re-
covered when the waiting-time distributions are exponential
functions.1–3 It turned out that CTRW is a powerful and effi-
cient method for studying a wide distribution of complex dy-
namic processes in natural sciences, engineering, social sci-
ences, and in economics.4–13 It is natural to utilize CTRW for
understanding transport phenomena that cannot be described
within classical diffusion framework.1, 2, 7 Recent experimen-
tal advances in single-molecule techniques that allowed to vi-
sualize various chemical and biological processes with high
temporal and spatial resolution stimulated the application of
CTRW for investigating biological and cellular transport phe-
nomena with anomalous diffusion.14–20
Theoretical studies of complex dynamic phenomena
that utilize CTRW models mostly concentrate on long-time
dynamics.1, 4 While this might be a reasonable approach for
systems where stationary states are well established and can
be quickly reached, in many cases to fully understand mech-
anisms of complex processes one needs to have a description
of dynamic behavior at all times. In addition, the situation
is more complex for system that never reach the steady-state
limit. The original work of Montroll and Weiss1 suggested
that all-time dynamics of CTRW can be obtained by utiliz-
ing Laplace-Fourier transformations. Although this analysis
is formally correct, it is practically impossible to apply for
real dynamic processes. Recently, a new method of calcu-
lating dynamic properties of particles in the CTRW model
at all times has been introduced.21 It is based on analyzing
a propagator and surviving probabilities to calculate analyt-
ically exactly Laplace transforms of all dynamic properties,
which effectively provides an all-time description of the un-
derlying processes. It was later extended to a CTRW model
with branched states as a way of investigating biased dif-
fusion in tubes with periodic dead ends.22 However, it can
be shown that this method could be utilized only for ho-
mogeneous CTRW with the same set of waiting time distri-
butions at each site, limiting its application for more com-
plex dynamic phenomena. An alternative theoretical method
of calculating all-time dynamic properties in CTRW mod-
els has been presented by one of the authors.23 It utilizes a
generalized master-equations approach15, 24 that allows fast
and efficient computation of all Laplace transforms of prob-
ability functions and all dynamic properties of the CTRW
models. The advantage of the method is the ability to ana-
lyze some inhomogeneous CTRW models as well as more
complex systems, as was shown explicitly for simple pe-
riodic CTRW models and for processes with irreversible
detachments.23
Most of chemical and biological processes can be viewed
as complex networks of states that are connected by dynamic
transitions. The application of CTRW method for understand-
ing mechanisms of these systems require a theoretical anal-
ysis that is valid at all time scales. In this paper, we ex-
tend the generalized master-equations method to analyze all-
time dynamics of CTRW models on complex networks. It
is interesting to note that closely related method has been
proposed recently for temporal fully-connected networks.25
In this work, only stationary networks will be investigated.
Specifically, dynamic properties for the CTRW models with
branched states and the coupled parallel-chain CTRW mod-
els are obtained and analyzed. In addition, generalized fluc-
tuations theorems for these systems are discussed. Our
approach can also be viewed as an extension of stochastic
studies of multi-state diffusion processes on lattices where
only exponential waiting-time distribution functions have
been used.26, 27
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FIG. 1. General schemes for continuous-time random walk (CTRW) mod-
els on complex networks. (a) A lattice model with branched states. Here
ψ+i (t), ψ−i (t), ψβi (t), and ψγi (t) are waiting-time distribution functions to
step forward, backward, to the branched state and out of the branched state,
correspondingly. (b) A parallel-chain lattice model. Here ψ+j,i (t) and ψ−j,i (t)
are waiting-time distribution functions to move forward or backward on the
lattice j = 1 or j = 2. Also, ψδi (t) and ψγi (t) are waiting-time distribution
functions to transition between lattices.
II. CTRW ON LATTICES WITH BRANCHES
There are many different type of geometries in com-
plex networks that might characterize various dynamic
processes. In this paper, we specifically consider 2 types
of geometries: a model with branched states and a parallel-
chain lattice model as shown in Fig. 1; but the analysis
can also be straightforwardly extended to other network
topologies.
First, we consider the CTRW model on the lattice
with branched states, as illustrated in Fig. 1(a). The dy-
namics of the random walker in this system is governed
by a set of waiting-time distribution functions. The parti-
cle at the site i on the main lattice can jump one step for-
ward with the probability ψ+i (t)dt , while the step backward
can take place with the probability ψ−i (t)dt . The particle
could also move into the branched state with the proba-
bility ψβi (t)dt , and the motion back to the main lattice is
controlled by the probability ψγi (t)dt (see Fig. 1(a)). It is
assumed that the system is homogeneous, i.e., waiting-time
distribution function are independent of the state i: ψ±i (t)
= ψ±(t); ψβi (t) = ψβ(t); and ψγi (t) = ψγ (t). In addition, we
assume that waiting time distributions are normalized, i.e.,
the probability of leaving a given site is equal to one at long-
time limit. Since detachments into the branched state are re-
versible the probability to find the particle in the system is
conserved.
Our method of calculating all-time dynamic properties in
CTRW models is based on the important result obtained by
Landman, Montroll and Shlesinger in 1977.3 They showed
that the dynamics of the particle in any CTRW model can
be fully described by a generalized master equation. For the
system with branched states we define Pn,j(t) as the probabil-
ity of finding the random walker at the site n at time t. Here,
the label j = 0 corresponds to the site on the main lattice,
while j = 1 represents the branched state. It is assumed that
at t = 0 the particle starts at the origin (n = 0) on the main
lattice, or, to be more precise, we assume that the particle ar-
rived to the initial site at time t = 0. Then the corresponding
generalized master equations can be written as
dPn,0(t)
dt
=
∫ t
0
[ϕ+(τ )Pn−1,0(t − τ ) + ϕ−(τ )Pn+1,0(t − τ )
+ϕγ (τ )Pn,1(t − τ )]dτ −
∫ t
0
[ϕ+(τ ) + ϕ−(τ )
+ϕβ (τ )]Pn,0(t − τ )dτ, (1)
dPn,1(t)
dt
=
∫ t
0
{ϕβ(τ )Pn,0(t − τ ) − ϕγ (τ )Pn,1(t − τ )}dτ.
(2)
Here we used waiting-time rate distributions ϕ±(t), ϕβ(t), and
ϕγ (t), and it can be shown that they are related to waiting-time
distribution functions via Laplace transforms,15, 23
ϕ˜±(s) = sψ˜
±(s)
1 − ψ˜(s) , ϕ˜
β(s) = sψ˜
β(s)
1 − ψ˜(s) ,
(3)
ϕ˜γ (s) = sψ˜
γ (s)
1 − ψ˜γ (s) ,
with ψ˜(s) = ψ˜+(s) + ψ˜−(s) + ψ˜β(s).
After performing Laplace transformations the general-
ized master equations are modified into
[s + ϕ˜+(s) + ϕ˜−(s) + ϕ˜β(s)]P˜n,0(s)
= δn,0 + ϕ˜+(s)P˜n−1,0(s)+ϕ˜−(s)P˜n+1,0(s)+ϕ˜γ (s)P˜n,1(s),
(4)
[s + ϕ˜γ (s)]P˜n,1(s) = ϕ˜β(s)P˜n,0(s). (5)
It is convenient to introduce new auxiliary variables: a ≡
s + ϕ˜+(s) + ϕ˜−(s) + sϕ˜β (s)
s+ϕ˜γ (s) , b ≡ ϕ˜+(s), c ≡ ϕ˜−(s), and d ≡
ϕ˜β (s)
s+ϕ˜γ (s) . Combining Eqs. (4) and (5) and utilizing these vari-
ables leads to a simpler expression,
aP˜n,0(s) = δn,0 + bP˜n−1,0(s) + cP˜n+1,0(s). (6)
This recursion relation can be solved exactly,23 and the solu-
tion is given by
P˜n,0(s) =
(
b
c
)n/2 (
a − √a2 − 4bc
2
√
bc
)|n|
1√
a2 − 4bc , (7)
or more explicitly,
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P˜n,0(s) =
(
ϕ˜+(s)
ϕ˜−(s)
)n/2⎛⎝ s + ϕ˜+(s) + ϕ˜−(s) + sϕ˜β (s)s+ϕ˜γ (s) −
√
[s + ϕ˜+(s) + ϕ˜−(s) + sϕ˜β (s)
s+ϕ˜γ (s) ]2 − 4ϕ˜+(s)ϕ˜−(s)
2
√
ϕ˜+(s)ϕ˜−(s)
⎞⎠|n|
× 1√
[s + ϕ˜+(s) + ϕ˜−(s) + sϕ˜β (s)
s+ϕ˜γ (s) ]2 − 4ϕ˜+(s)ϕ˜−(s)
. (8)
It can also be written in terms of the original waiting-time distribution functions with the help of Eq. (3),
P˜n,0(s) =
(
ψ˜+(s)
ψ˜−(s)
)n/2⎛⎝ 2
√
ψ˜+(s)ψ˜−(s)
1−ψ˜β(s)ψ˜γ (s) +
√
(1−ψ˜β(s)ψ˜γ (s))2−4ψ˜+(s)ψ˜−(s)
⎞⎠|n| (1 − ψ˜(s))/s√
(1−ψ˜β(s)ψ˜γ (s))2−4ψ˜+(s)ψ˜−(s)
. (9)
Similar formulas for P˜n,1(s) are easily obtained di-
rectly from Eq. (5). These results are exactly the
same as have been obtained in Ref. 22 by a different
method.
Exact analytical expressions for Laplace transforms of
probability distribution functions [Eq. (9)] provide a con-
venient method of analyzing dynamics of CTRW model
on the lattice with branched states at all times. To illus-
trate this, let us calculate first two moments of the mo-
tion for the system, assuming that these moments are fi-
nite. We define 〈n(t)〉 as the average position of the random
walker at time t, and the corresponding Laplace transform is
given by
〈˜n(s)〉 =
∞∑
n=−∞
n(P˜n,0(s)+P˜n,1(s)) = (1 + d)
∞∑
n=−∞
nP˜n,0(s),
(10)
which yields23
〈˜n(s)〉 = (1 + d) (b−c)(a−b−c)2 =
1
1+ ϕ˜β (s)
s+ϕ˜γ (s)
[
ϕ˜+(s)−ϕ˜−(s)
s2
]
.
(11)
Similar analysis of the Laplace transform for the second mo-
ment produces,
〈˜n2(s)〉 =
∞∑
n=−∞
n2(P˜n,0(s) + P˜n,1(s)) = (1 + d)
∞∑
n=−∞
n2P˜n,0(s) = (1 + d) (b + c)(a + b + c) − 8bc(a − b − c)3
=
[ϕ˜+(s) + ϕ˜−(s)][s + 2ϕ˜+(s) + 2ϕ˜−(s) + sϕ˜β (s)
s+ϕ˜γ (s) ] − 8ϕ˜+(s)ϕ˜−(s)
s3(1 + ϕ˜β (s)
s+ϕ˜γ (s) )2
. (12)
The steady-state dynamic behavior of the first and second
moments (t → ∞) can be found by considering the limit of
s → 0. Expanding Laplace transforms of waiting-time rate
distributions for small s, one could write15
ϕ˜+(s)  u + g+s + · · · , ϕ˜−(s)  w + g−s + · · · , (13)
ϕ˜β(s)  β + gβs + · · · , ϕ˜γ (s)  γ + gγ s + · · · ,
where u = ϕ˜+(s = 0), w = ϕ˜−(s = 0), β = ϕ˜β(s = 0), and
γ = ϕ˜γ (s = 0) are effective transition rates;15 while g±
= dϕ˜±
ds
|s=0, gβ = dϕ˜βds |s=0, and gγ = dϕ˜
γ
ds
|s=0. To proceed fur-
ther, we substitute these expansions into Eqs. (11) and (12),
leading to
〈n(t)〉  (u − w)
1 + β
γ
t + (g
+ − g−)
1 + β
γ
+ (u − w)(
1 + β
γ
)2
×
(
1 + gγ
γ
− g
β
β
)
β
γ
, (14)
〈n2(t)〉  (u − w)
2
(1 + β
γ
)2 t
2 +
⎡⎣4(u − w)(g+ − g−)(
1 + β
γ
)2 + (u + w)(1 + β
γ
)
+4(u − w)
2(
1 + β
γ
)3 (1 + gγγ − gββ
)
β
γ
⎤⎦ t. (15)
The large-time behavior of the moments allows us to
compute important dynamic properties such as the effective
drift velocity V and the effective diffusion constant D. The
velocity is found from
V = lim
t→∞
d〈n(t)〉
dt
= (u − w)
1 + β
γ
. (16)
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The corresponding expression for the diffusion constant is
given by
D = 1
2
lim
t→∞
d〈n2(t)〉−〈n(t)〉2
dt
= (u+w)
2
(
1+ β
γ
)+ (u − w)(g+−g−)(
1+ β
γ
)2
+ (u − w)
2(
1 + β
γ
)3 (1 + gγγ − gββ
)
β
γ
. (17)
It is important to note that these equations reproduce expres-
sions for stationary-state dynamic properties of the CTRW
model with branched states, as was obtained earlier by dif-
ferent methods.15
III. CTRW ON COUPLED PARALLEL-CHAIN LATTICES
In this section, a CTRW model on more complex net-
work that consists of coupled parallel chains (see Fig. 1(b)) is
investigated. The random walker can be found in one of the
two lattices. On the lattice 1, the waiting time distributions
to move forward or backward along the same chain are given
by probabilities ψ+1 (t)dt and ψ−1 (t)dt , respectively. Similarly,
ψ±2 (t)dt are the probabilities to hop along the lattice 2: see
Fig. 1(b). The particle from the lattice 1 can jump to the same
site on another channel with the probability ψγ (t)dt, while the
reversed motion has the probability ψδ(t)dt. Since only the
homogeneous CTRW model is analyzed here these probabil-
ities do not depend on the site position. Again, we introduce
a function Pn, i(t) as the probability to find the particle on the
site n on the channel i (i = 1, 2) at time t. For initial conditions
we assume that the particle at t = 0 arrived to the site n = 0 on
the first channel. Then the temporal evolution of the system is
governed by a set of generalized master equations
dPn,1(t)
dt
=
∫ t
0
[ϕ+1 (τ )Pn−1,1(t − τ ) + ϕ−1 (τ )Pn+1,1(t − τ )
+ϕδ(τ )Pn,2(t − τ )]dτ,−
∫ t
0
[ϕ+1 (τ ) + ϕ−1 (τ )
+ϕγ (τ )]Pn,1(t − τ )dτ, (18)
dPn,2(t)
dt
=
∫ t
0
[ϕ+2 (τ )Pn−1,2(t − τ ) + ϕ−2 (τ )Pn+1,2(t − τ )
+ϕγ (τ )Pn,1(t − τ )]dτ −
∫ t
0
[ϕ+2 (τ ) + ϕ−2 (τ )
+ϕδ(τ )]Pn,2(t − τ )dτ. (19)
In these equations rate-distribution functions are related to
waiting-time distributions as follows:
ϕ˜1
±(s) = sψ˜1
±(s)
1 − ψ˜1(s)
; ϕ˜γ (s) = sψ˜
γ (s)
1 − ψ˜1(s)
,
(20)
ϕ˜2
±(s) = sψ˜2
±(s)
1 − ψ˜2(s)
; ϕ˜δ(s) = sψ˜
δ(s)
1 − ψ˜2(s)
,
with ψ˜1(s) = ψ˜1+(s) + ψ˜1−(s) + ψ˜γ (s) and ψ˜2(s)
= ψ˜2+(s) + ψ˜2−(s) + ψ˜δ(s).
Applying the Laplace transformation to generalized mas-
ter equations, we obtain
[s + ϕ˜1+(s) + ϕ˜1−(s) + ϕ˜γ (s)]P˜n,1(s)
= δn,0 + ϕ˜1+(s)P˜n−1,1(s) + ϕ˜1−(s)P˜n+1,1(s)+ϕ˜δ(s)P˜n,2(s),
(21)
[s + ϕ˜2+(s) + ϕ˜2−(s) + ϕ˜δ(s)]P˜n,2(s)
= ϕ˜2+(s)P˜n−1,2(s) + ϕ˜2−(s)P˜n+1,2(s) + ϕ˜γ (s)P˜n,1(s).
(22)
The conservation of probability in this system,∑∞
n=−∞[Pn,1(t) + Pn,2(t)] = 1, leads to the following
expression in the Laplace space,
∞∑
n=−∞
[P˜n,1(s) + P˜n,2(s)] = 1
s
. (23)
For convenience, we define new parameters: d1 ≡ ϕ˜γ (s),
d2 ≡ ϕ˜δ(s), b1 ≡ ϕ˜1+(s), c1 ≡ ϕ˜1−(s), b2 ≡ ϕ˜2+(s) and c2
≡ ϕ˜2−(s). Then summing over Eqs. (21) and (22) produces
∞∑
n=−∞
P˜n,1(s) = d2
s + d1
∞∑
n=−∞
P˜n,2(s)), (24)
∞∑
n=−∞
P˜n,1(s) = s + d2
d1
∞∑
n=−∞
P˜n,2(s)), (25)
which suggests that the following relation holds:
d1
s + d2 =
s + d1
d2
. (26)
Then using the normalization condition, Eqs. (24) and (25)
one can show that
∞∑
n=−∞
P˜n,1(s) = s + d2
s(s + d1 + d2) , (27)
∞∑
n=−∞
P˜n,2(s) = d1
s(s + d1 + d2) . (28)
Next we make an assumption that
P˜n,2(s) = KP˜n,1(s) (29)
and from Eqs. (27) and (28) the unknown parameter K can be
easily determined
K = d1
s + d2 =
s + d1
d2
. (30)
In terms of waiting-time distributions this expression can be
rewritten as
ψ˜γ (s)
1 − ψ˜1+(s) − ψ˜1−(s)
= ψ˜
δ(s)
1 − ψ˜2+(s) − ψ˜2−(s)
. (31)
This is an important result since it sets a constraint on possi-
ble waiting-time distribution functions that describe homoge-
neous CTRW on the coupled parallel lattices.
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Combining Eqs. (21) and (22) with (30), we obtain
AP˜n,1(s) = δn,0 + BP˜n−1,1(s) + CP˜n+1,1(s), (32)
where new auxiliary functions are defined as
A ≡ s + b1 + c1 + d1(s + b2 + c2)
s + d2 ,
B ≡ b1 + d1b2
s + d2 , (33)
C ≡ c1 + d1c2
s + d2 .
The recursion relation (32) is similar to Eq. (6), and the solu-
tion again can be found in the following form:23
P˜n,1(s) =
(
B
C
)n/2 (
A − √A2 − 4BC
2
√
BC
)|n|
1√
A2 − 4BC .
(34)
Similar expression for Pn, 2(s) can be easily obtained from
Eqs. (29) and (30).
The Eq. (34) provides a full description of the CTRW
dynamics on the coupled parallel channels at all times. It will
be again illustrated by looking at first two moments of motion.
It can be shown that the Laplace transform of the first moment
is equal to
〈˜n(s)〉 =
∞∑
n=−∞
n(P˜n,1(s) + P˜n,2(s))
=
(
1 + d1
s + d2
) ∞∑
n=−∞
nP˜n,1(s), (35)
which can also be written as
〈˜n(s)〉 = (b1 − c1)(s + d2) + (b2 − c2)(s + d1)
s2(s + d1 + d2) . (36)
Utilizing waiting-time distributions it can be shown that
〈˜n(s)〉 = (ϕ˜1
+(s) − ϕ˜1−(s))(s + ϕ˜δ(s)) + (ϕ˜2+(s) − ϕ˜2−(s))(s + ϕ˜γ (s))
s2(s + ϕ˜γ (s) + ϕ˜δ(s)) . (37)
Similar calculations for the Laplace transform of the second moment produce
〈n˜2(s)〉 = [s + ϕ˜
δ(s)]2(s[ϕ˜1+(s) + ϕ˜1−(s)] + 2[ϕ˜1+(s) − ϕ˜1−(s)]2)
s3(s + ϕ˜γ (s) + ϕ˜δ(s))2
+ ϕ˜
δ(s)ϕ˜γ (s)(s[ϕ˜1+(s) + ϕ˜1−(s) + ϕ˜2+(s) + ϕ˜2−(s)] + 4[ϕ˜2+(s) − ϕ˜2−(s)][ϕ˜1+(s) − ϕ˜1−(s)])
s3(s + ϕ˜γ (s) + ϕ˜δ(s))2
+ [s + ϕ˜
γ (s)]2(s[ϕ˜2+(s) + ϕ˜2−(s)] + 2[ϕ˜2+(s) − ϕ˜2−(s)]2)
s3(s + ϕ˜γ (s) + ϕ˜δ(s))2 . (38)
The stationary-state behavior (t → ∞) of the first and second moments of the motion can be found by using expansions of
waiting-time rate distribution functions at s → 0,
ϕ˜1
+(s)  u1 + g+1 s + · · · , ϕ˜2−(s)  w2 + g−2 s + · · · ,
ϕ˜1
−(s)  w1 + g−1 s + · · · , ϕ˜2+(s)  u2 + g+2 s + · · · , (39)
ϕ˜δ(s)  δ + gδs + · · · , ϕ˜γ (s)  γ + gγ s + · · · ,
where ui = ϕ˜i+(s = 0), wi = ϕ˜i−(s = 0) for i = 1, 2; δ = ϕ˜δ(s = 0) and γ = ϕ˜γ (s = 0) are effective transition rates.15 Other
coefficients are given by g±i = dϕ˜i
±
ds
|s=0 for i = 1, 2, gδ = dϕ˜βds |s=0 and gγ = dϕ˜
γ
ds
|s=0. The asymptotic calculations then produce
the following results for the average position of the random walker:
〈n(t)〉 
[ (u1−w1)δ + (u2−w2)γ
δ + γ
]
t + 1
γ + δ [(u1−w1)(1 + g
δ) + δ(g+1 − g−1 ) + (u2 − w2)(1 + gγ ) + γ (g+2 − g−2 )]
− (1 + g
δ + gγ )[δ(u1 − w1) + γ (u2 − w2)]
(γ + δ)2 . (40)
The expression for mean-squared position of the particle is more complex,
〈n2(t)〉 
[ (u1 − w1)δ + (u2 − w2)γ
δ + γ
]2
t2 +
{
[(u1 + w1)δ + (u2 + w2)γ ]
δ + γ −
2(1 + gδ + gγ )[δ(u1 − w1) + γ (u2 − w2)]2
(γ + δ)3
+
[
4δ2(u1 − w1)(g+1 − g−1 ) + 4γ 2(u2 − w2)(g+2 − g−2 ) + 4δγ (u1 − w1)(g+2 − g−2 ) + 4δγ (u2 − w2)(g+1 − g−1 )
]
(δ + γ )2
+
[
4δ(u1 − w1)2(1 + gδ) + 4γ (u2 − w2)2(1 + gγ ) + 4(u2 − w2)(u1 − w1)(γgδ + δgγ )
]
(δ + γ )2
}
t. (41)
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These expressions allow us to derive the stationary drift velocity,
V  (u1 − w1)δ + (u2 − w2)γ
δ + γ (42)
and the effective diffusion constant
D = [(u1 + w1)δ + (u2 + w2)γ ]
2(δ + γ )
+
[
δ2(u1 − w1)(g+1 − g−1 ) + γ 2(u2 − w2)(g+2 − g−2 ) + δγ (u1 − w1)(g+2 − g−2 ) + δγ (u2 − w2)(g+1 − g−1 )
]
(δ + γ )2
+ γ δ(u1 − w1)
2(1 + gδ) + δγ (u2 − w2)2 − δ2gγ (u1 − w1)2 − γ 2gδ(u2 − w2)2
(δ + γ )3
− (u1 − w1)(u2 − w2)[δγ (2 + g
γ + gδ) + γ 2gδ + δ2gγ ]
(δ + γ )3 . (43)
When the waiting-time distribution functions are expo-
nential all transitions in the system become Poissonian and
CTRW models are reduced to simple random walk processes.
In this case we have g+1 = g−1 = g+2 = g−2 = gγ = gδ = 0,
and the expression for dispersion is much simpler:
D = [(u1 + w1)δ + (u2 + w2)γ ]
2(δ+γ ) +
[(u1−w1)−(u2−w2)]2
(δ+γ )3 .
(44)
It agrees exactly with the formula obtained earlier for station-
ary properties of ordinary random walks on coupled parallel-
chain lattices.28 One should also note here that not only expo-
nential distributions but any distribution with finite first mo-
ment lead to normal diffusion.
To test the validity of our approach, one could notice that
the CTRW model with the branched states can be viewed as a
special case of the CTRW on coupled parallel channels if the
motion along one of the lattice is disabled, i.e., ψ±1 (t) = 0 or
ψ±2 (t) = 0. Then one can show that in this case the Laplace
transform for the probability function to find the particle at
the site n, Eq. (34), reduces to the main result of Sec. II,
Eq. (8), as expected.
IV. GENERALIZED FLUCTUATION THEOREM
Fluctuation theorems are important for understanding
fundamental mechanisms of complex phenomena.29–31 Gen-
eralized fluctuation theorems, which reduce to the original
formulation under some condition, have been introduced and
studied for several CTRW models.21, 23 The analysis is per-
formed by considering the ratio of P˜n(s)
P˜−n(s) . Theoretical re-
sults obtained in this paper allows us to investigate explic-
itly generalized fluctuation theorems for CTRW on complex
networks.
For CTRW model with branches it can be shown that
P˜n,0(s)
P˜−n,0(s)
= P˜n,1(s)
P˜−n,1(s)
=
[
ψ˜+(s)
ψ˜−(s)
]n
=
[
ϕ˜+(s)
ϕ˜−(s)
]n
. (45)
It is the same formula as for the homogeneous CTRW on lat-
tices without branched states,21, 23 suggesting that reversible
detachments do not affect the ratio of probabilities for forward
and backward steps of the random walker. Consequently,
branched states do not change statistics for occurrence of dif-
ferent fluctuations. It leads to the original fluctuation theorem
result when ψ
+(t)
ψ−(t) is time-independent.
For the CTRW model on coupled parallel channels the
results are more complex,
P˜n,1(s)
P˜−n,1(s)
= P˜n,2(s)
P˜−n,2(s)
=
[
ϕ˜1
+(s)(s + ϕ˜δ(s)) + ϕ˜2+(s)ϕ˜γ (s)
ϕ˜1
−(s)(s + ϕ˜δ(s)) + ϕ˜2−(s)ϕ˜γ (s)
]n
=
[
ϕ˜2
+(s)(s + ϕ˜γ (s)) + ϕ˜1+(s)ϕ˜δ(s)
ϕ˜2
−(s)(s + ϕ˜γ (s)) + ϕ˜1−(s)ϕ˜δ(s)
]n
. (46)
In terms of the waiting-time distribution functions the gener-
alized fluctuations theorem has the following form:
P˜n,1(s)
P˜−n,1(s)
= P˜n,2(s)
P˜−n,2(s)
=
[
ψ˜1
+(s)(1−ψ˜2+(s)−ψ˜2−(s))+ψ˜2+(s)ψ˜γ (s)
ψ˜1
−(s)(1−ψ˜2+(s)−ψ˜2−(s))+ψ˜2−(s)ψ˜γ (s)
]n
=
[
ψ˜2
+(s)(1 − ψ˜1+(s)−ψ˜1−(s))+ψ˜1+(s)ψ˜δ(s)
ψ˜2
−(s)(1−ψ˜1+(s)−ψ˜1−(s))+ψ˜1−(s)ψ˜δ(s)
]n
.
(47)
This result can be understood physically using the follow-
ing arguments. The numerator can be viewed as an effective
waiting-time distribution function to move forward, which is
averaged over finding the particle on the lattices 1 and 2. The
denominator has the meaning for effective waiting-time dis-
tribution function to move backward. It also shows the impor-
tance of transitions between channels on individual trajecto-
ries and on statistics of fluctuations.
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V. SUMMARY AND CONCLUSIONS
A theoretical method of calculating all-time dynamics of
continuous-time random walks is extended to processes that
take place on complex networks. Specifically dynamic prop-
erties of CTRW models on the lattices with branched states
and CTRW models on the coupled parallel channels are an-
alyzed at all times. The theoretical approach is flexible and
robust to deal with complex CTRW models since it is based
on the construction of the generalized master equations which
are solved exactly in the Laplace space. It suggests that homo-
geneous CTRW processes on any networks can be analyzed
in the similar way.
Our calculations yielded stationary-state dynamic prop-
erties for processes that can reach the steady states. All de-
rived results for drift velocities and dispersions of CTRW
models on complex networks at stationary conditions agree
with available large-time expressions obtained by different
methods. In addition, generalized fluctuation theorems are
discussed. It is shown that the presence of branched states
do not affect fluctuation dynamics of particles, while in the
model with coupled parallel lattices transitions between chan-
nels are important. It is important to note here that our analy-
sis is valid for arbitrary waiting time distributions, including
situations when the stationary does not exist. It will be inter-
esting to extend this method to more complex inhomogeneous
CTRW models on networks32, 33 that will help to understand
better fundamental mechanisms of various complex dynamic
phenomena. It has been suggested recently that in this case
one could utilize the fractional Fokker-Planck approach.34, 35
ACKNOWLEDGMENTS
We would like to acknowledge the support from the
Welch Foundation (Grant No. C-1559). We are also grateful
to A. M. Berezhkovskii for useful comments and suggestions.
1E. W. Montroll and G. H. Weiss, J. Math. Phys. 6, 167 (1965).
2E. W. Montroll and H. Scher, J. Stat. Phys. 9, 101 (1973).
3U. Landman, E. W. Montroll, and M. F. Shlesinger, Proc. Natl. Acad. Sci.
USA 74, 430 (1977).
4G. H. Weiss, Aspects and Applications of the Random Walk (North-
Holland, Amsterdam, 1994).
5B. D. Hughes, Random Walks and Random Environment (Clarendon, Ox-
ford, 1995).
6J. Rudnick and G. Gaspari, Elements of the Random Walk (Cambridge Uni-
versity Press, 2004).
7R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
8G. M. Zaslavsky, Phys. Rep. 371, 461 (2002).
9M. M. Meerschaert and E. Scalas, Physica A 370, 114 (2006).
10M. J. Saxton, Biophys. J. 103, 2411 (2012).
11M. Dentz, P. Gouze, A. Russian, J. Dweik, and F. Delay, Adv. Water Re-
sour. 49, 13 (2012).
12P. K. Kang, M. Dentz, T. Le Borgne, and R. Juanes, Phys. Rev. Lett. 107,
180602 (2011).
13T. Sippel, J. Holdsworth, T. Dennis, and J. Montgomery, PLoS ONE 6,
e21087 (2011).
14W. Min, L. Jiang, J. Yu, S. C. Kou, H. Qian, and X. S. Xie, Nano Lett. 5,
2373 (2005).
15A. B. Kolomeisky and M. E. Fisher, J. Chem. Phys. 113, 10867 (2000).
16A. B. Kolomeisky and M. E. Fisher, Annu. Rev. Phys. Chem. 58, 675
(2007).
17L. Dagdug and A. M. Berezhkovskii, J. Chem. Phys. 131, 056101 (2009).
18N. Leijnse, J. H. Jeon, S. Loft, R. Metzler, and L. B. Oddershede, Eur. Phys.
J. Spec. Top. 204, 75 (2012).
19A. V. Weigel, B. Simon, M. M. Tamkun, and D. Krapf, Proc. Natl. Acad.
Sci. USA 108, 6438 (2011).
20J.-H. Jeon, V. Tejedor, S. Burov, E. Barkai, C. Selhuber-Unkel, K. Berg-
Sorensen, L. Oddershede, and R. Metzler, Phys. Rev. Lett. 106, 048103
(2011).
21A. M. Berezhkovskii and G. H. Weiss, J. Chem. Phys. 128, 044914 (2008).
22A. M. Berezhkovskii and L. Dagdug, J. Chem. Phys. 134, 124109 (2011).
23A. B. Kolomeisky, J. Chem. Phys. 131, 234114 (2009).
24V. M. Kenkre, E. W. Montroll, and M. F. Shlesinger, J. Stat. Phys. 9, 45
(1973).
25T. Hoffmann, M. A. Porter, and R. Lambiotte, Phys. Rev. E 86, 046102
(2012).
26U. Landman and M. F. Shlesinger, Phys. Rev. B 19, 6207 (1979).
27U. Landman and M. F. Shlesinger, Phys. Rev. B 19, 6220 (1979).
28E. E. Stukalin and A. B. Kolomeisky, J. Chem. Phys. 124, 204901 (2006).
29G. Gallavotti and E. G. D. Cohen, Phys. Rev. Lett. 74, 2694 (1995).
30P. Gaspard, J. Chem. Phys. 120, 8898 (2004).
31U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
32A. B. Kolomeisky, J. Chem. Phys. 115, 7253 (2001).
33A. B. Kolomeisky, J. Chem. Phys. 134, 155101 (2011).
34R. Metzler, E. Barkai, and J. Klafter, Phys. Rev. Lett. 82, 3563 (1999).
35E. Barkai, R. Metzler, and J. Klafter, Phys. Rev. E 61, 132 (2000).
Downloaded 29 Apr 2013 to 128.42.229.66. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions
