Introduction
For polynomials with empirical data on their coefficients, we have to use approximate GCD algorithms to find appropriate factors. However, for polynomials over the integer ring, it is difficult to find approximate GCDs over integers and any algorithm has not been studied yet, although Howgrave (2001) studied approximate integer common divisors. Here, "approximately" means that we compute a polynomial GCD over integers by changing their coefficients slightly over integers so that the input pair of polynomials still remains over integers. The conventional approximate GCD algorithms can not be used for this problem since determining leading coefficients and content scalars and rounding to integers can not be done easily since such conversions make polynomials far from desired nearest GCDs. The preliminary implementation on Mathematica 6.0, used in this paper can be found at the following URL: http://wwwmain.h.kobe-u.ac.jp/˜nagasaka/research/snap/issac08.nb Definition 1 Let f ( x) and g( x) be polynomials in variables x = x 1 , . . . , x over Z, and let ε be a small positive integer. If
, then we say that the above polynomial h( x) is an approximate GCD over integers. We also say that t( x) and s( x) are approximate cofactors over integers, and we say that their tolerance is ε. ( p denotes a suitable norm of polynomial p( x).)
Our Algorithm
Let f ( x) and g( x) be polynomials over integers, of total degrees n = tdeg( f ) and m = tdeg(g), respectively. In this paper, we call the following mapping Syl r ( f , g) the subresultant mapping of f ( x) and g( x) of order r.
where r = 0, . . . , min{n, m} − 1 and P d denotes the set of polynomials in variables x 1 , . . . , x , of total degree d.
We construct the coefficient vector p of polynomial p( x) by the lexicographic order. To see the number of elements of a coefficient vector, we define the notation:
Using this matrix, we also have the matrix representation of the subresultant mapping:
Finding GCD by short vectors
Let Syl E r ( f , g) be the matrix: 
elements are a multiple of the coefficient vectors of cofactors of f ( x) and g( x) by their GCD, if r is the greatest integer such that the subresultant mapping is not injective.
For example, the bound B is max{2 n f 2 , 2 m g 2 } given by Gelfond. However, the LLL algorithm may find appropriate short vectors with very small c. For finding an approx. GCD, we compute coefficient vectors of candidate cofactors
t( x), s( x) satisfying s( x) f ( x) + t( x)g( x) ≈ 0 and an approx. GCD h( x) must satisfy f ( x) ≈ t( x)h( x) and g( x) ≈ −s( x)h( x).
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We use the LLL algorithm again to get h( x) since f ( x) and g( x) may not be divisible by h( x). Let H( f , g,t, s) be the matrix: An algorithm based on the above is time-consuming since we can not know which short vector is related to a pair of approx. cofactors and we need to try on all the candidate vectors. The following criteria are used in our algorithm.
Criterion 1 [Zero Constant Term] Let t( x) and s( x) be the polynomials given by a vector u of the lattice generated by Syl E r ( f , g). u is not corresponding to any approx. GCD, if
and s( x) be the same polynomials in Criterion 1 and we denote the sum of monomials of total degree d, of p, by term d (p). u is not corresponding to any approximate GCD, if
Criterion 3 [Leading Monomials] Let t( x) and s( x) be the same polynomials in Criterion 1, of total degree n − k and m − k, respectively. u is not corresponding to any approximate GCD, if
In this case, the algorithm computes the following approximate GCD of f ( x) and g( x) and their cofactors. In this case, we have ε = 9 while we expected ε = 10. Hence, (−11x 5 3 + 7x 2 1 x 3 2 + 12) is not the nearest approximate GCD in the max norm, and the above h( x) computed by Algorithm 1 is closer to, or must be the nearest one.
appgcd( f , g) = h( x)
=
