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Abstract
Owing to the rapid growth number of vehicles, urban traffic conges-
tion has become more and more severe in the last decades. As an effective
approach, Model Predictive Control (MPC) has been applied to urban
traffic signal control system. However, the potentially high online com-
putation burden may limit its further application for real scenarios. In
this paper, a new approach based on online active set strategy is proposed
to improve the real-time performance of MPC-based traffic controller by
reducing the online computing time. This approach divides one control
cycle into several sequential sampling intervals. In each interval, online
active set method is applied to solve quadratic programming (QP) of traf-
fic signal control model, by searching the optimal solution starting at the
optimal solution of previous interval in the feasible region. The most
appealing property of this approach lies in that it can distribute the com-
putational complexity into several sample intervals, instead of imposing
heavy computation burden at each end of control cycle. The simulation
experiments show that this breakthrough approach can obviously reduce
the online computational complexity, and increase the applicability of the
MPC in real-life traffic networks.
1 Intruduction
As the rapid increasing demand of urban traffic, congestion become much more
serious than that of the past decades [1], [2]. Therefore, traffic control systems
are installed to improve the performance of the existing urban transportation
infrastructure, and thus to alleviate traffic congestion. Traffic-responsive control
strategies which utilize the observed transportation states as feedback informa-
tion provide an effective control approach for improving the performance of the
transportation services in cities.
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Traffic-responsive control strategies, including optimization-based and espe-
cially Model Predictive Control (MPC) can be used to manage the road capac-
ity. MPC is robust to disturbances for signal control system[3], [4]. Additionally,
as an optimal control approach,MPC can handle the intersection correlation as
several constraints on states and the inputs [5], [6]. These characteristics make
MPC fit well for adjusting traffic signal control strategy to alleviates conges-
tion. However, traffic-responsive approach need to rapidly adjust according to
the real time traffic flow changes[7]. Hence, the repeated online computation
may limits the application of MPC in the large scale traffic system[8], [9].
In order to execute MPC in millisecond range, a lot of attempts, which
can be roughly classified into four types, have been proposed. Firstly, deriving
explicit control law offline and searching the look-up table online, e.g., Explicit
Model Predictive Control (EMPC) [10], [11], [12]. Secondly, dividing the net-
work into small subnetworks and executing the algorithms distributedly [13],
[14], [15], [1]. Thirdly, simplifying the predictive model [16]. Finally, increasing
the efficiency of online computation [17], [18]. Belonging to the final one, this
work focuses on speeding up the convergence rate of MPC by reducing the
active set changes to improves the online computation of signal control system.
In this work, signal control problem is attributed in the form of quadratic
programming (QP ) under the MPC framework, and then solved in the way of
obtaining the optimal solution. Active-set methods is one of the feasible ap-
proach to solve QP problem and have advantage in hot start search [19]. A
great deal of research has improved the technology of warm-start for active-set
methods. Based on muti-parametric programming, Zeilnger computes the ap-
proximation of optimal solution offline to warm-start the online computing [20].
Wang uses the previously computed plan to obtained a predictive solution by
suitably shifted the previous solutions in time, and takes the predictive solution
as a new starting point for the current plan [21]. However, if the dynamical
model is inaccurate, both the predictive and previous solutions can’t perfor-
mance well enough to accelerate the iteration process. Aiming this problem,
an efficient method called Online Active Set Strategy (OASS) is proposed to
overcome this difficulty by taking advantage of the QP solution of previous it-
eration [22], [23], [24]. Different from using predictive solution as start point,
OASS calculates the optimal solution along a straight line in parametric space,
which starts from the previous QP to the current one. Although, these methods
are beneficial for optimization problem to converge faster, they can not well
trade off between time and optimality.
In this paper, we proposed a framework to improve the real-time feasibility
without lose of optimality. In the traffic control system, the strategy is recal-
culated at intervals of one or several cycles which is called responsive time. It
is a great waste that the control system have to stand idle until the end of
responsive time when the traffic state is obtained. In this work, we will start
calculating before the end of responsive time and gradually approaching to the
optimal solution. This work stands out among other approaches for three rea-
sons. First, since this framework will output the suboptimal solution along the
changes of state during responsive time, the computation complexity will be
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distributed to the whole time duration rather than one time point. Second,
between two intervals, the state will not change significantly which will arise
an appealing speedup using OASS. Last but not least, if too many active set
changes are necessary to get from the solution of the old state to that of the
current state, OASS can just stop the solution of the current QP and start a
new homotopy towards the solution of the next QP. This advantage gives our
framework robustness to the external disturbance of the traffic dynamics.
The rest of this paper is organized as follows. In Section 2, we describes the
store-and-forward model, the formulation of MPC problem and the load unbal-
ance problem of traditional traffic control system. Section 3 briefly summarized
the main idea of online active set strategy, and the main design procedure of the
new framework. Afterwards, the experimental setup and the obtained results
are described in Section 4; Finally, the conclusion is drawn and our future work
will be declared in Section 5.
2 Problem Definition
2.1 Flow model
As to the research issues of transportation, a Urban Traffic Network(UTN) is
usually deemed as a tuple consisting of a link set Slink and a node set Snode. The
links belonging to Slink indicate roads, which are created by the intersections
denoted by the nodes in Snode.
In this paper, store-and-forward(SFM) model is selected to depict the vari-
ation of traffic states , e.g., the traffic flow, the turning rates and so on. This
model paradigm is simple enough to be understood, and convenient for opti-
mization of transportation system, e.g., the signal split problem discussed in
this paper. The detail of this model are illustrated based on Fig.1.
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Figure 1: Traffic flow in the link z.
According to Figure. 1, the link z represent the road between junctions of
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M,N . In this paper, the traffic flow dynamics of the link z is formulated as
equation(1)
xz(k + 1) = xz(k) + C[qin,z(k)− qout,z(k) + dz(k)− sz(k)] (1)
where xz(k) denotes number of vehicles in link z at time step k; qin,z(k) and
qout,z(k) represent the inflow rate and the outflow rate of link z respectively; dz
is the demand flow and sz is the exit flow during the time interval [kT, (k+1)T ],
which are usually regarded as random perturbation; k denotes the discrete time
step index and T is the discrete time step.
Before the further research on equation (1), an critical variable ,i.e., the
green time vector u, need to be introduced. Firstly, every junction j ∈ J has
a signal control plan uj . Furthermore, uj is based on a fixed number of phases
that belong to the set Fj . Finally, the green time of phase i at junction j can
be represented as uj,i.
For simplicity, the sampling time C is equal to time step T and the saturation
flow rate sz is assumed to be known. An average value of qout,z(k) is obtained
by
qout,z(k) =
szGz(k)
T
(2)
Gz(k) is the green time of link z, calculated as Gz(k) =
∑
i∈FN uN,i(k).
The inflow rate is given by
qin,z(k) =
∑
w∈Wz
τw,zqout,w(k) (3)
where Wz is the set of links which can lead to link z; the turning rates τw,z are
representing the relative fraction of vehicles in link w turning to link z.
Replacing (3) and (2) in (1) and generalize for all links in traffic network,
the following matrix equation is derived.
x(k + 1) = Ax(k) +Bu(k) + e(k) (4)
where
x(k) = [x1(k), ..., xn(k)]
T (5)
u(k) = [u1,1(k), ..., u1,|F1|(k), ..., un,1(k), ..., un,|Fn|(k)] (6)
2.2 Optimization problem
It is necessary to point out that, our approach is not sensitive to the disturbance
of model. Therefor, some disturbance factors that may affect the traffic flow,
e.g., the demand flow dz and the exit flow sz within the link z rather intersections
are ignored in the model for simplicity. In this paper, the following discrete-time
linear time invariant system is considered.{
xt+k|t = Axt+k−1|t +But+k,
yt+k|t = Cxt+k|t,
(7)
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while fulfilling the constraints
ymin ≤ yt+k|t ≤ ymax (8)
umin ≤ ut+k ≤ umax (9)
at all time instants t ≥ 0.
xt+k|t ∈ Rn denotes the predicted state vector at time t + k, obtained by
applying the input sequence ut, ..., ut+k−1 to equation 4 starting from the state
xt|t = x(t). ut+k ∈ Rm, and yt+k|t ∈ Rp are the input, and output vector.∑
i∈Fj
uj,i + Lj ≤ T (10)
holds at each junction j ∈ J , where Lj , namely, lost time, is time span of all-red
stages. Inequality (10) is useful in cases of strong network congestion to allow
for all red stages.
Since the value of x(t) may not be directly measurable but it is completely
observed in this paper, we assume that the output vector y(t) is equal to the
state vector x(t). Therefore, the inequation (8) can be replaced by
xmin ≤ xt+k|t ≤ xmax (11)
Intending to minimize the risk of over saturation and spillback, minimization
of proportion occupancy of links is attempted. To this end, the cost function
has the form.
J(U, x(t)) = xTt+Nx|tPxt+Nx|t +
Nx−1∑
k=0
[xTt+k|tQx
T
t+k|t + u
T
t+kRut+k] (12)
Therefore, the online optimization problem of MPC with horizon N can be
expressed as
J∗(x(t)) = min
U
J(U, x(t))
st.xt+k+1|t = Axt+k|t +But+k, 0 ≤ k < N
xmin ≤ xt+k|t ≤ xmax, 0 ≤ k < N
umin ≤ uk+t ≤ umax, 0 ≤ k < N∑
i∈Fj
uj,i + Lj ≤ C
xt|t = x(t)
(13)
where Q and R are the appropriately selected weighting matrix on the state and
input. The diagonal elements of Q is 1/xmaxz , where xmaxz is the greatest number
of vehicles in the link z. We set this to normalize the number of vehicles because
xmaxz is different each link. This setting enable to put the weight to the links in
which many vehicles exist in current time and distribute preferentially longer
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green time to the links. Matrix R reflects the penalty imposed on control effort,
it is set to be smaller than Q as 0.01 × I in order to consider the alleviation of
traffic congestion to be important in this paper.
The equaiton (13) can be posed as a quadratic program in a standard form.
By substituting
xt+k|t = Akxt +
k−1∑
j=0
AjBut+k−1−j (14)
equaiton (13) can be rewritten as
J∗(x(t)) =
1
2
xT (t)Y x(t) +min(
1
2
UTHU+
UT g(x(t))) (15a)
st.GU ≤ b(x(t)) (15b)
where the column vector U , [uT0 , ..., uTNx−1]
T ∈ Rs, s , mNx, is the opti-
mization vector. H = HT  0, and H,F, Y,G,W,E are easily obtained from
Q,R, and equaiton (13)(as only the optimizer U is needed, the term involving
Y is usually removed from 15).
The gradient and constraint vector depend affinely on the initial value x(t):
g(x0) = Fx(t) and b(x(t)) =W + Ex(t) for some matrix E,F .
MPC, as a traffic-responsive algorithm, needs to receive the measured states
of the system at each end of control cycle. The flow model will predictive the
future states of the system based on the real current states, and the controller
will minimize the cost function that is formulated based on the current and
the predicted states. The output of the MPC controller is a optimal control
sequence within the time span [tTc, (t + N)Tc), where Tc denotes the length
of the control cycle. Only the optimal strategy within [tTc, (t + 1)Tc) will be
implemented to the real system. At time step t + 1, the states of the system
will be measured again and will be used to calculate the optimal solution within
[(t+ 1)Tc, (t+N)Tc) in the same rolling horizon way.
2.3 Load unbalance problem
The rolling horizon style introduced above makes MPC more robust towards
external disturbances, while leads to a load unbalance problem. As the formu-
lation of MPC, the state xt is measured at each end of control cycle, i.e. the time
point tTc. and the optimal solution is expected to be obtained at meanwhile.
However, this kind of mechanism imposes heavy computational loads upon the
time point tTc.
In order to illustrate this specific problem in traffic signal control scenario,
a simple two-dimensional traffic system shown in Figure 2 is considered.
This system samples the dynamic with Ts = Tc which is equal to 60s, and
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Figure 2: A two-dimension traffic signal control system. For simplicity, each
signalized junction has only one phase, i.e., link 1: north-to-south; link 2: west-
to-east).
the state-space representation of the flow model is
x(k + 1) =
[
1 0
0 1
]
x(k) +
[−0.48 0
0 −0.48
]
u(k) +
[
38
38
]
y =
[
1 0
0 1
]
x
(16)
where x = [x1, x2]T is the predictive queue length of each road, u = [u1, u2]T is
the green time implemented to each road. The task is to minimize Total Time
Spend (TTS)[16] while fulfilling the input constraints
5 ≤ u ≤ 55 (17)
u1 + u2 ≤ 60 (18)
and the state constraints
0 ≤ x1 ≤ 140 (19)
0 ≤ x2 ≤ 110 (20)
To this aim, we design an MPC controller based on the optimization problem
(13). Using a MPC controller, active set changes are 62, 64, 61, 65 times, and
they are taken place at each end of cycle, i.e., the time point 60, 120, 180, 240,
300, which shows the problem of load unbalance.
In the following section, we will firstly introduce the main idea of online
active set strategy, and describe how we can utilize the parametric property of
this algorithm to distribute the calculation burden into the entire control cycle.
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3 Methodolegy
3.1 Online active set strategy
In this subsection, the main idea of OASS is presented which was developed by
Ferreau [23].
OASS is an effective method to solve QPs sequently, because it can exploit
the geometrical property of the MPC problem. For solving the current problem
QP (x(t)), the OASS moves on a straight line in the parameter space from the
previous one QP (x(t− 1)) as Figure 3. This figure shows the parametric space
of the two-dimensional traffic example introduced in the section 2, and uses a
trajectory to indicate the dynamic change of the queue length in each road.
Note that once the trajectory across the boundary of a state region, it means
an active set change happened. The number of active set changes required by
MPC with online active set strategy are reduced to 7, 3, 4, 1, which shows that
the online computation complexity have been significantly reduced.
Figure 3: Homotopy paths from one QP to the next across multiple state regions:
the real line is the homotopy path created by online active set strategy, where
x(t) denotes the sampled state within tth control cycle.
To achieve this idea, the definitions are given as follows.
x0 = x(t− 1), (21a)
xnew0 = x(t), (21b)
4x0 := xnew0 − x0, (21c)
4g := g(xnew0 )− g(x0) = FT 4 x0, (21d)
4b := b(xnew0 )− b(x0) = E 4 x0. (21e)
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gradient and constraint vector are re-parameterised as follows:
x˜0 : [0, 1]→ Rn, x˜0(τ) := x0 + τ 4 x0 (22a)
g˜ : [0, 1]→ Rn, g˜(τ) := g(x0) + τ 4 g (22b)
b˜ : [0, 1]→ Rs, b˜(τ) := b(x0) + τ 4 b (22c)
We assume that the starting point is the known optimal solution U∗0 and λ∗0 (and
corresponding working set A) of the last QP (x0) and want to solve QP (xnew0 ).
The basic idea of the online active set strategy is to move from x0 towards
xnew0 , and thus from (U∗, λ∗) towards (U∗new, λ∗new), while keeping primal and
dual feasibility, i.e., optimality, for all intermediate points. This means that we
are looking for homotopies(M := 1, ...,m)
U˜∗ : [0, 1]→ Rn, U˜∗(0) = U∗, U˜∗(1) = U∗new, (23a)
λ˜∗ : [0, 1]→ Rn, λ˜∗(0) = λ∗, λ˜∗(1) = λ∗new, (23b)
A˜ : [0, 1]→ 2M, A˜(0) = A, A˜(τ) ⊆M, (23c)
I˜ : [0, 1]→ 2M, I˜(τ) :=M \ A˜(τ). (23d)
which satisfy the well-known KKT conditions at every point τ ∈ [0, 1]:(
H GT
A˜(τ)
GA˜(τ) 0
)(
x˜∗(τ)
−λ˜∗A˜(τ)
)
=
( −g˜(τ)
b˜A˜(τ)(τ)
)
, (24a)
λ˜∗I˜(τ)(τ) = 0, (24b)
GI˜(τ)x˜
∗(τ) ≥ bI˜(τ)(τ), (24c)
λ˜∗A˜(τ) ≥ 0. (24d)
Since U˜∗(τ) and λ˜∗(τ) are piecewise linear functions, as already shown in
[10], locally a relation of the form
U˜∗(τ) = U∗ + τ 4 x∗, (25a)
λ˜∗A(τ) = λ
∗
A + τ 4 λ∗A. (25b)
holds for sufficiently small τ ∈ [0, τmax], τmax ≥ 0.
Conditions (24) are met at τ = 0, as we start from an optimal solution.
Therefore equality (24a) is satisfied for all τ ∈ [0, τmax] if and only if(
H GTA
GA 0
)( 4U∗
−4 λA∗
)
=
( −4 g
4bA
)
(26)
holds. Equation (26) has a unique solution, as long as GA is row full rank which
can be easily ensured.
As long as stays within a critical region,1 the QP solution depends on x0,
but it might happen that one has to cross the boundaries of critical regions
1The parameter space P can be divided into (convex sets, so-called critical regions. Such
that the QP solution for all x0 within one critical region has an identical optimal active set.)
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during the way along the straight line. The active set stays constant as long as
no previously inactive constraint become active, i.e.,
GTi (x
∗ + τ 4 x∗) = bi(w0) + τ 4 bi
for some i ∈ I, and no previously active constraint becomes inactive, i.e.,
λ∗i + τ 4 λi = 0 (27)
for some i ∈ A. Thus, the maximum possible homotopy step length τmax is
determined as follows:
τprimmax := min
i∈I,GTi 4U∗<4bi
bi(x0)−GTi U∗
GTi 4 U∗ −4bi
(28a)
τdualmax := min
i∈A,4λi<0
− (λ
∗)i
4λi , (28b)
τmax = {min 1, τprimmax , τdualmax} (28c)
In the case that τmax equals one, the new state xnew0 has been reached, and
the solution of the new quadratic program QP (xnew0 ) is found at meantime. In
the other cases, a constraint will be removed or added to the active set A which
limit τmax to reaching 1. After updating the active set, the whole procedure
repeats again, and a new step direction and length are obtained. This iteration
stop until the τmax equal to one, i.e., the solution of QP (xnew0 ) is found. Online
active set strategy is summarized in Algorithm 1
Algorithm 1 Online active set strategy (OASS).
Require: Solution (U∗i−1, λ∗i−1) of QP (xi−1), corresponding working set A, new
parameter xnewi
Ensure: Solution (U∗i , λ∗i ) of QP (xi0), corresponding working set Ai
1: Calculate 4x0, 4g and 4b via equation (21).
2: Calculate primal and dual step directions U˜∗ and λ˜∗ via equation (23).
3: Determine maximum homotopy step length τmax from equation (28).
4: Obtain optimal solution of QP (x˜0):
U˜∗(τ) = U∗ + τ 4 x∗
λ˜∗A(τ) = λ
∗
A + τ 4 λ∗A
5: if τmax = 1:
Set U∗i ← U˜∗, λ∗i ← λ˜∗,Ai ← A. stop!
6: if τmax = τdualmax :
A← A \ {j}(τdualmax = − (λ
∗)j
4λj )
7: if τmax = τprimmax :
A← A ∪ {j}(τprimmax = bj(x0)−G
T
j U
∗
0
GTj 4U∗0−4bj
)
8: Set x0 ← x˜0, U∗ ← U˜∗, λ∗ ← λ˜∗, continue with step (2)
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3.2 Real-time variant for traffic signal control problem
One advantage of online active set strategy is that it produces a sequence of
optimal solutions for QPs on the homotopy path. Thus, it is possible to interrupt
this sequence after every partial step and start a new homotopy from the current
iterate towards the next QP[23].
This advantage inspires us to propose a new framework of applying MPC to
traffic signal control problem. The basic idea of our framework is to divide the
cycle time Tc into several sample intervals Ts. Online active set strategy outputs
the optimal solution every other sampling interval until the last interval of the
control cycle. Since online active set strategy can veer to new homotopy path
during the iteration process, the solution is gradually approaching suboptimal
solution of the current cycle. Based on this framework, the computation load
in the end of each cycle is distributed to several sampling intervals.
The most important part of this framework is to choose the sample interval
length Ts. One naive approach to determine Ts would be directly divide Tc
into arbitrary number of intervals. However, this approach ignores the fact that
if Ts is too large, the computation complexity, i.e. the number of active set
change, in the end of the cycle can still be unbearable. Instead, if Ts is too
small, it will cause great sample complexity. For the purpose of allocating the
computation complexity to every sample interval, we choose Ts in terms of the
positive correlation between the number of active set changes and CPU time.
To be more specific, if one obtains an estimate for the number of active set
changes na from last cycle to the next, e.g. using closed-loop simulations, it is
easy to estimate the possible sampling time length and the number of sample
interval nitr.
Ts =
Tc
na + 1
(29)
nitr = na + 1 (30)
Even thought, we choose Ts based on the average number of active set
changes which could be extremely inaccurate in some cases, because of the
stochastic of traffic system. This framework is still robust to external distur-
bances. Since if too many active set changes are necessary to get from the
solution of the old QP to that of the current QP we just stop the solution of
the current QP and start a new homotopy towards the solution of the next QP.
Our new traffic signal control framework is summarized in Algorithm 2.
To be more comprehensible, the 2D traffic system example introduced above
will serve to this idea. The corresponding polyhedral partition of the state-space
which has 44 polyhedral cells and the state dynamic trajectory are depicted in
Figure 4. The number of active set changes in each control cycle has been
distributed to each sample intervals including middle sample intervals (not last
ones of each control cycle), and last sample intervals. Since, in the last sample
interval, the system has to perform the optimal signal strategy, the real-time
feasibility in this interval is the mainly focus. The number of active set changes
in each last sample interval are 1, 1, 1, 0, which shows a great improvement in
real-time performance of traffic control system.
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Algorithm 2
Require: Solution (U∗0 , λ∗0) of QP (x0), corresponding working set A, new pa-
rameter xnew0 , sample interval number niter
Ensure: Solution (U∗new, λ∗new) of QP (xnew0 ), corresponding working set Anew
1: for i = 1; i ≤ niter; i++ do
2: Obtain the new parameter xi0
3: (U∗i , λ
∗
i ) = OASS(U
∗
i−1, λ
∗
i−1, x
i
0, niter):
4: end for
5: (U∗new, λ
∗
new) = (U
∗
niter , λ
∗
niter )
Remark 1. Although, under the proposed framework, the total number of active
set change slightly increased in some control cycle, changes is reduced to a an
extremely small amount at the last interval of each cycle, which is more practical
for the traffic-response based traffic control system.
Remark 2. In each sample interval, the solution (U∗i , λ∗i )(except i = iter) won’t
be applied to traffic system. Then, the MPC controller have plenty of time to
finish the online active strategy. In most cases, there will no any active set
change in the last sample interval, which means our framework can give the
same green time plan as MPC with a extremely small delay.
4 Simulation
4.1 Roads networks modeling
To preliminarily investigate the comparative efficiency and real-time feasibility
of the developed approaches to the problem of traffic signal control, the toy
traffic network is considered. Our toy traffic network model, shown as in Figure
5 was created by the traffic network modeler, Paramics.
As the Figure 5 shows, the traffic network consists of 5 signalized junctions
B,C,D,E, F , 10 one-way links whose capacity are 100. The node A and G is
defined as the source node and sink node respectively. Other basic parameters
set for our simulation experiments are listed in Table 1.
4.2 Simulation approach
We used traffic network modeler Paramics to simulate the unban traffic system
based on the parameters as shown in Table 1. Due to long developing time and
heavy computational efforts, the OASS algorithm is achieved in Matlab using
a qbOASS toolbox [24]. When the Paramics is working, the programs which
capture the traffic information, output the optimal solution, and implement the
optimal signal split strategy will be loaded into Paramics as a plug-in module
in DLL form.
Several tests were conducted in order to investigate the behavior of the three
alternative methodologies.
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Figure 4: Homotopy paths from one QP to the next across multiple state regions:
the doted line is the homotopy path created by online active set strategy under
the new real-time framework, where x(i|t) denotes the ith sampled state within
tth control cycle.
A B
C
E
D F G
2
4
5
6
831
7
9
10
Figure 5: A toy traffic network for simulation experiments.
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Table 1: Traffic system parameters
Parameters Physical meaning Values
Tc Cycle time 55s
Thorizon Simulative control horizon 6000s(100 cycles)
N Prediction horizon 180s (3 cycles)
gmin Minimum of green time 5s
gmax Maximum of green time 55s
ts Simulation time step 0.1s
qs Saturation flow rate 1900veh/h
τleft The probability a vehicle turns left 30%
τright The probability a vehicle turns left 30%
τstraight The probability a vehicle goes straight 40%
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Figure 6: The average number of active set changes required by MPC-ours along
the increment of sample interval number (in the constant scenario).
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MPC: MPC with traditional active set strategy
MPC-oass: MPC with online active set strategy as presented in Section
3.1, i.e., the solver is initialized with the solution of the previous QP of last
control cycle.
MPC-ours: MPC with the new calculation framework based on the online
active set strategy as presented in Section 3.2, i.e., the solver is initialized with
the solution of previous sample interval, and only the solution of last sample
interval will be implemented into the traffic system.
Two traffic scenarios are considered:
Constant scenario: The inflow rate of the source node where vehicle drive
into the controlled traffic network is stay constant (1200 veh/h) during the
simulation.
Random scenario: The inflow rate of the source node varies between 200
veh/h and 2400 veh/h which stayed constant during one cycle time, and was
randomly selected in the next.
We have used the number of active set changes and CPU time spend to assess
the effectiveness of our proposed control framework in each scenario. Since, for
traffic control system, the real-time constraint is on the each end of control cycle.
It is reasonable that, for MPC-ours, we only compare the change numbers in
the last sample interval.
4.3 Simulation results
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number of control cycles
100
102
Figure 7: Constant scenario: number of active set changes required by standard
QP solver with MPC, MPC-oass, MPC-ours respectively .
In order to demonstrate the computational savings as a result of the discus-
sion in Section 3, firstly the comparison is made on the number of active set
changes necessary for the algorithm to converge to the optimal solution at every
control cycle.
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Figure 6 illustrates the average number of active set changes when the scaling
parameter ns(number of sample interval) varies from 1 to 60. Roughly speaking,
one can imagine that a good choice of scaling factor in this case is around 30,
which makes an appropriate trade-off between online processing and sample
complexity. Therefore, in the following experiment, ns is set to 30 in each
control cycle.
Figure 7,8 depicts the number of active set changes for methods MPC, MPC-
oass and MPC-ours in the both scenarios.
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Figure 8: Random scenario: number of active set changes required by standard
QP solver with MPC, MPC-oass, MPC-ours respectively .
In the constant scenario, as can be seen in Figure 7, with a great initial start
point MPC-ours and MPC-oass does not need any active set changes in most
of the cycle. It was due to the solution of last sample interval lies in the same
parametric region as the optimal solution. However, since MPC didn’t give
estimate of the optimal solution, it performed more active set changes towards
the new solution.
In the random scenario, sometimes, several links have much space while are
relatively crowned in the other cycles. This situation lead to vehicles have more
freedom which means the state of traffic could change dramatically. Therefore,
as can be seen in Figure 8, the performance of MPC-oass is worse than previous
scenario. In contrast, MPC-ours is still able to identify the active constraints at
optimality for most of cycles. As for MPC, because the initial solution is random,
its number of active set changes is uncontrollable in both of the scenarios.
Next, we have listed the CPU time spend of each method in Table 2. These
results show that both the MPC-oass and MPC-ours controller can greatly im-
prove the real-time performance of MPC-based traffic signal control system.
In order to further validate the effectiveness of MPC-ours, we illustrated
the computation time improvement of the MPC-ours controller with respect to
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Table 2: Maximum and average CPU time spend [ms] when solving the QP
problems with different strategies
Strategies Constant Random
MaxTime AvgTime MaxTime AvgTime
MPC 1024 835 1010 861
MPC-oass 14 0.4370 22 0.49
MPC-ours 0.22 0.1035 0.4380 0.1537
MPC-oass controller in Table 3.
Table 3: CPU time spend comparison of MPC-ours with respect to MPC-oass
(ρ = AvgTime of MPC-ours/AvgTime of MPC-oass)
Time comp. Scenarios
Constant Random
ρ ≤ .5 27% 56%
.5 < ρ ≤ 1 59% 25%
1 < ρ ≤ 1.5 12% 5%
1.5 < ρ 2% 4%
We defined the comparative index ρ to be the ratio of the CPU time using
of strategy MPC-ours to the CPU time using of strategy MPC-oass. For each
scenario type, we computed the percentage of 100 QP problems (the control
horizon is 100 control cycles) for which ρ ≤ .5(MPC-ours is ’much’ better than
MPC-oass), .5 ≤ ρ ≤ 1 (MPC-ours is ’better’ than MPC-oass), 1 ≤ ρ ≤ 1.5
(MPC-ours is ’worse’ than MPC-oass), and 1.5 ≤ ρ (MPC-ours is ’much worse’
than MPC-oass).
A careful examination of Table 3 reveals that MPC-ours usually performed at
least as well as MPC-oass in the two scenarios. More specifically, the percentages
reported in the last two rows both are really small. Table 2 also illustrates
that the performance of MPC-oass usually degraded in the random scenario,
which is consistent with the conclusion obtained by the comparison of active
set changes. As can be seen, the percentage of ’much better’ increase greatly in
the random scenario. This is an expected result, as larger randomness of inflow
rate tend to increase the distance between the original solution of previous cycle
and the new one, which violated the applicable condition of OASS algorithm
[23]. Therefore, the advantages of MPC-oass are less pronounced. Table 3 also
indicates that MPC-ours usually results in the larger savings in terms of CPU
time. Specifically, MPC-our almost always has the larger percentage in the
’much better’ and ’better’ rows.
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5 Conclusion
In this paper, we presented an efficient framework for solving the sequential
quadratic programming problem from the analysis of the application of model
predictive control for controlling traffic network. Firstly, we proposed the load
unbalance problem in traffic control system which is based on traffic-responsive
algorithm. For avoiding this problem and improve the real-time performance of
MPC-based traffic signal control system, we introduced online active set strat-
egy which take full advantage of the parametric nature of MPC problems to
accelerate the solution of QP problem . Furthermore, we demonstrated a way
to distribute the computation complexity into entire time step by divide the
control cycle into several sample intervals, and apply online active set strategy
at every interval. It was shown that our new framework can achieve a signifi-
cantly reduction in computational cost, when compared to other methods, which
make it possible to be used for controlling larger urban traffic network. Further
research will focus on developing this framework to deal with more complex
control objections in real-world conditions, as well as utilize more elaborated
nonlinear flow model to improve the control performance.
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