paper, we propose a solution for the problem of class imbalance datasets using a novel oversampling strategy which uses the concept of with in class imbalance for efficient oversampling.
The arrangement of paper is follows as. We exhibit in Sec. 2 the recent approaches in decision tree learning. It will straight forwardly persuade the principle commitment of this work introduced in Sect. 3, somewhere we propose another structure for WIMOTE. Assessment criteria's designed for decision tree learning is exhibited in area 4. Test results are accounted for in Sect. 5. In conclusion, we finish up with Sect. 6 where we talk about real open issues and upcoming work.
II. CURRENT APPROACHES IN DECISION TREES
The decision tree approaches with imbalance data is presented by many of the researchers, one of the contribution is done by Wacharasak Siriseriwan et al. [1] have proposed a Safe-Level SMOTE by generating synthetic instances away from possibly surrounding majority instances ad handling minority outcast with 1-nearest neighbour model. Han C et al. [2] have proposed novel online learning algorithms using passive-aggressive (PA) technique as well as a truncated gradient (TG) technique to solve high-dimensional imbalanced classification problem. L. Surya Prasanthi et al. [3] have proposed OSID3 approach using the oversampling technique with unique statistical oversample strategy for removing less privileged instances in the early stage and later on oversampling the high privileged instances for approximate data balance.
M Satya Srinivas et al. [4] have proposed an improved approach cost sensitive approach using Advanced Neuro Fuzzy Inference system (ANFIS). Win-Tsung Lo [5] et al., have designed and implement a new parallelized decision tree algorithm on a CUDA (compute unified device architecture), which is a GPGPU solution provided by NVIDIA where CPU is responsible for flow control while the GPU is responsible for computation. Andrea Dal Pozzolo [6] et al., have shown how Hellinger Distance Decision Trees can be successfully applied in unbalanced and evolving stream data by removing instance propagations between batches. Deepika Tiwari [7] has proposes a feature selection algorithm which is modified version of feature selection algorithm RELIEFF, this modifies the Original RELIEFF algorithm to handle the class imbalance problem by assigns higher weight to attributes while dealing with minority classes which results in higher weight of attributes which cater to minority samples. Nicola Lunardon [8] et al., have proposed a ROSE package to deal with binary classification problems in the presence of imbalanced classes. Artificial balanced samples are generated according to a smoothed bootstrap approach and allow for aiding both the phases of estimation and accuracy evaluation of a binary classifier in the presence of a rare class. Bao-Gang Hu [9] et al., have investigates into cost behaviors of binary classification measures in a background of class-imbalanced problems using a new perspective for validation measures by revealing their cost functions with respect to the class imbalance ratio. Peng Cao [10] et al., have presents an effective wrapper approach incorporating the evaluation measure directly into the objective function of cost-sensitive neural network to improve the performance of classification, by simultaneously optimizing the best pair of feature subset, intrinsic structure parameters and misclassification costs using Particle Swarm Optimization technique.
Hyoung-joo Lee [11] et al., have shown that the novelty detection approach is a viable solution to the class imbalance and examine which approach is suitable for different degrees of imbalance. They also applied SVM-based classifiers, when the imbalance is extreme, novelty detectors are more accurate than balanced and unbalanced binary classifiers. Giovanna Menardi [12] et al., have discussed the effects of class imbalance on model training and model assessing. A unified and systematic framework for dealing with both the problems is proposed, based on a smoothed bootstrap re-sampling technique. D.Ramyachitra [13] et al., have review differ imbalance approaches for class imbalance learning which are applicable in detection of fraudulent calls, bio-medical, engineering, remote-sensing, computer society and manufacturing industries.
III. THE PROPOSED APPROACH -WITHIN-CLASS IMBALANCE MINORITY OVERSAMPLING TECHNIQUE (WIMOTE)
The different components of our new proposed framework are elaborated in the next subsections.
Phase I: Preparation of the Majority and Minority subsets
The datasets is partitioned into majority and minority subsets. As we are concentrating on over sampling, we will take minority data subset for further visualization analysis to identify within-class imbalance assemblies.
Phase II: Initial phase of removing noisy and within-class assemblies' borderline instances Minority subset can be further analyzed to find the noisy or borderline instances so that we can eliminate those. For finding the weak instances one of the ways is that find most influencing attributes or features and then remove ranges of the noisy or weak attributes relating to that feature.
How to choose the noisy instances relating to those within-class assemblies from the dataset set? We can find a range where the number of samples are less can give you a simple hint that those instances coming in that range or very rare or noise. We will intelligently detect and remove those instances which are in narrow ranges of those particular within-class assemblies. This process can be applied on all the within-class assemblies identified for each dataset.
Phase III: Applying oversampling on within-class assemblies
The oversampling of the instances can be done on the improved within-class assemblies produced in the earlier phase. The oversampling can be done as follows: Apply resampling supervised filter on the within-class assemblies for generating synthetic instances. The synthetic minority instances generated can have a percentage of instances which can be replica of the pure instances and reaming percentage of instances are of the hybrid quality of synthetic instances generated by combing two or more instances from the pure minority subset. Perform oversampling on within-class assemblies can help so as to form strong, efficient and more valuable rules for proper knowledge discovery.
Phase IV: Forming the strong dataset
The minority subset and majority subset is combined to form a strong and balance dataset, which is used for learning of a base algorithm. In this case we have used random forest [14] as the base algorithm.
The proposed WIMOTE algorithm is summarized as below. _______________________________________________________________________ ________ WIMOTE algorithm _______________________________________________________________________ ________ Input: A set of major subclass examples P, a set of minor subclass examples N, jPj < jNj, and Fj, the feature set, j > 0. 
IV. EXPERIMENTAL SETUP AND ASSESSMENT CRITERIA
Experiments are conducted using fifteen datasets from UCI [15] data repositories. Table  1 summarizes the benchmark datasets used in the anticipated study. For each data set, S.no., Dataset, name of the dataset, Instances, number of instances, Attributes, Number of Attributes, IR, Imbalance Ratio are described in the table for all the datasets. We performed the implementation of our new algorithms within the Weka [16] environment on windows 7 with i5-2410M CPU running on 2.30 GHz unit with 4.0 GB of RAM. The validation of the results is done using 10 fold cross validation, in which the dataset is split into 10 subsets and in each run nine subset are used for training and the remaining subset is used for testing. In 10 runs, the testing subset is altered and average measures for the 10 runs are generated. The evaluation metrics used in the paper are detailed below, Accuracy is the percentage of correctly classified instances. AUC can be computed simple as the micro average of TP rate and TN rate when only single run is available from the clustering algorithm. The Area under Curve (AUC) measure is computed by,
The Precision measure is computed by,
The Recall measure is computed by,
The F-measure Value is computed by,
V. RESULTS
The experimental results of the proposed approach are presented in the below section. The proposed approach is compared with one of the popular synthetic minority oversampling algorithm, SMOTE [17] . Table 2 presents the results of AUC with the proposed approach WIMOTE. The proposed approach WIMOTE has win on 13 datasets and tie on 1 dataset and loss on 1 dataset. Table 3 presents the comparison of the precision results, in which the proposed approaches has win on 12 datasets and tie on 2 datasets and win on 1 dataset. Table 4 presents the comparison results of recall, in which the proposed approach win on 12 datasets, tie on 1 datasets and loss on 2 datasets. In terms of f-measure, the proposed approach has win on 13 datasets, tie on 1 dataset and loss on 1 dataset. Table 5 presents the comparison results of F-measure, in which the proposed approaches has win on 13 datasets and tie on 1 datasets and win on 1 dataset. The trends of accuracy and precision results are represented in the fig 1 and fig 2. The trends show that, the proposed approach has performed better than the compared SMOTE.
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VI. CONCLUSION
In this paper, we propose a novel decision tree algorithm WithIn class Minority Oversampling TEchnique (WIMOTE) for efficient handling of imbalance data. The proposed WIMOTE approach uses the oversampling technique with unique statistical oversample strategy for removing misclassified and noisy instances in both majority and minority subset and oversamples the minority subset instances for data improvement. The experimental observation suggests that the proposed approach improves in terms of accuracy, AUC, Precision, Recall and F-measure with the benchmark SMOTE on 15 imbalance datasets from UCI repository. In future work, we will like to extend our system for high dimensional and complex datasets.
