As a judgmental heuristic, social projection improves the accuracy of social consensus estimates. Aggregating multiple estimates, even within individuals, also increases accuracy. In the current research we combine these two lines of study and find that, within individuals, second estimates are less projective and less accurate than first estimates. Bootstrapped, or averaged, estimates yield no improvements in correlational measures of accuracy, but do show accuracy gains in deviation-based accuracy scores. We propose an anchoring model to describe how estimates are generated and revised, and we show that further increases in social projection would increase accuracy beyond empirically observed levels.
Sir Francis Galton visited a country fair and found that the average of the farmers' estimates of an oxen's weight was close to the mark. Galton (1907) named his discovery vox populi, now better known as the "wisdom of the crowd" (Surowiecki, 2004) . When independent judges have valid information, aggregating their judgments brings the signal into focus, but it also reveals systematic or shared bias, if there is bias (Larrick, Mannes, & Soll, 2012; Luan, Katsikopoulos, & Reimer, 2012) . The accuracy-enhancing properties of aggregation are familiar from measurement theory. Few psychometric tests comprise but one item; likewise, physical scientists routinely take multiple measures and aggregate them (Hansen & Lebedeff, 1987) . Dawes (1977) , like Galton, noted the similarity between human judgment and physical measurement. Although it is better to measure height with a ruler than it is to rate it from visual inspection, the aggregate of the ratings is (most likely) superior to the individual ratings on average. Jenness (1932) provided a compelling demonstration when asking a roomful of people to estimate the number of beans in a jar. Replicating Galton's finding and anticipating Dawes's theoretical point, he found that it was better to average estimates first and then compute the difference from the true number, than it was to compute all the individual differences between estimates and the true number and then to average them.
Like the testing industry, the forecasting industry uses the aggregation principle when integrating the results of polls, surveys, or bets. Nate Silver's success in predicting baseball and election results is a striking example (Silver, 2012) . Likewise, a popular TV show allows contestants to poll the audience for advice, a lifeline that usually keeps them in the game.
The average (or majority) of individuals is almost always smarter than the average individual (Arrow, 1963; Condorcet, 1994 Condorcet, /1785 Hastie & Kameda, 2005) . Given the clear advantages of aggregation and its significant implications for social and political decision making, it is of concern that many individuals fail to appreciate it. Instead, there is extensive evidence of egocentrism, or the tendency to underweight judgments provided by others. Averages, when people compute them, tend to be unevenly weighted, with the greatest weight placed on the individual's own judgments (Yaniv & Milyavsky, 2007) . Dialectical bootstrapping has been proposed as a strategy to curtail egocentrism by encouraging the individual judges themselves to generate multiple judgments. As Winkler and Clemen (2004) noted, "these judgments can be averaged just as we average judgments from multiple experts" (p. 167).
DIALECTICAL BOOTSTRAPPING
While abating the problem of egocentrism, dialectical bootstrapping faces the challenge of non-independence. The aggregation of multiple judgments into one average works well inasmuch as these judgments are generated independently of one another. Any correlation among the errors of the individual judgments will crystallize as a systematic bias. When the same individual makes two or more judgments, full independence is unlikely. Yet, the degree of non-independence in a given person's judgment is an empirical question. It may be small enough so that aggregation still produces accuracy gains.
In an empirical test of within-person aggregation, Vul and Pashler (2008) asked the same judges to provide repeated estimates of the same quantity. As predicted, the averages of these judgments were more accurate than the individual judg-ments on average. Herzog and Hertwig (2009) then introduced the term "dialectial bootstrapping" when replicating and extending the findings of Vul and Pashler. Their innovation was to explicitly instruct respondents to question their first estimates before making second ones. Herzog and Hertwig's (2009) method reduces the redundancy of within-person judgments because the judges are encouraged to "consider the opposite" when generating a second estimate (Lord, Lepper, & Preston, 1984) . The invitation to consider the opposite prompts respondents to break whatever mental set they may have initially activated. The term "bootstrapping" places this strategy in a statistical tradition that achieves a reduction of random measurement error through resampling (Efron, 1979) . The strategy is self-sufficient in the sense that it introduces no new external information, much like the notorious Freiherr von Münchhausen who claimed to have pulled himself out of a swamp by his bootstraps. The term "dialectical" is a nod to the philosopher Georg Wilhelm Friedrich Hegel, who saw (historical) progress as arising from a dialectical process where a thesis is countered by an antithesis, and where a synthesis resolves the tension between the two. In the hands of Herzog and Hertwig (2009) , the first and the second estimate respectively represent thesis and antithesis, and their average represents the synthesis.
Accuracy gains are not guaranteed. For aggregation to improve accuracy, the second estimate must lie within a "gain range." To one side of the true value, the gain range is bounded by the first estimate. On the other side, the gain range is bounded by the second estimate, which lies at a distance from the true value just small enough for averaging the two estimates to still yield an accuracy gain. To illustrate, Herzog and Hertwig (2009) asked readers to imagine a judgment task, in which "the true value is 100. If the first estimate is 110 and the dialectical [i.e., the second] estimate is 70 (i.e., identical with the lower boundary), the average will be 90" (p. 232). Note that the absolute error obtained after averaging the first and the second estimate is the same as the error obtained with the first estimate alone. Hence, an estimate of 70 is the lower bound of the gain range. As this example shows, the second estimates can be considerably worse than the first estimates, while still yielding an accuracy benefit. As a general rule, averaging increases accuracy when the two estimates bracket the true value and when the error of the second estimate is no more than three times as large as the error of the first estimate. Herzog and Hertwig (2009) had respondents date 40 historical events (e.g., the last time the Swiss burnt an alleged witch).
2 After providing a year as a first estimate for each event, respondents generated a second estimate either without further instructions or under the explicit request to produce different estimates. Herzog and Hertwig (2009) observed accuracy gains, but provided no explicit process model to describe how individuals generated their first or second estimates. Without a process model, the best one can do is to model each estimate descrip-1. To simplify, assume that the true value, T, is 0, that the first estimate, E 1 , is positive, and that the second estimate, E 2 , is negative. Accuracy neither increases nor decreases if the average of the two estimates, 5E 1 + (-.5E 2 ), equals the first estimate, E 1 . This equality can be rewritten as E 2 = E 1 + 2E 1. 2. The study was conducted in Basel and the answer is 1782.
tively as the sum of Truth (valid information), Bias (systematic distortion), and Error (random noise; Lord & Novick, 1968) . The goal of the present study is to replicate and extend Herzog and Hertwig's (2009) findings in a context of social perception. To do justice to the complexity of the measurement issues, we approach the data from two statistical perspectives: one perspective focuses on the correlations between estimates and true values over items, and the other focuses on the deviations between the estimates and the true values after averaging over items (i.e., Herzog & Hertwig's method) . In the context of social judgment, we seek to articulate a sequential process model to describe how judges generate and revise estimates of social consensus.
SOCIAL PROJECTION
The social judgments of interest are consensus estimates, that is, percentage estimates for the level of agreement with an item (statement, preference, opinion, etc.) . Lacking perfect information, most individuals generate consensus estimates by using their own responses as anchors from which they project to the group or population (Ames, 2004; Cadinu & Rothbart, 1996; Krueger, 2000) . The process of social projection was long considered an irrational bias in social perception (Ross, Greene, & House, 1977) , which attracted the attention of many researchers seeking to debias their participants. 3 The failure of these efforts is no longer deplored, as projection is now recognized as a useful inference strategy (Dawes, 1989; Hoch, 1987; Krueger, 1998) . Individuals who project make more accurate estimates than those who do not. This is so because most individuals' personal responses are-by statistical necessity-correlated with the aggregated group responses (i.e., actual consensus rates); any estimate that is anchored on one's own response is likely to be better than an estimate that is not.
These considerations motivate our principal hypothesis: Being largely driven by social projection, first consensus estimates will be rather accurate. If second estimates are dialectical as requested, they will be less projective than first estimates and thus less accurate. We then explore the implications of the loss of accuracy in the second estimates for the accuracy of the bootstrapped estimates (i.e., the averages of the first and the second estimates).
We model accuracy in the first estimates and the loss of accuracy in the second estimates as a case of statistical regression to the mean (Fiedler & Krueger, 2012; Galton, 1886) . Consensus estimates will tend to be lower than actual consensus when actual consensus is very high. Conversely, estimates will tend to be higher than actual consensus when actual consensus is very low. If accuracy drops because of a drop in projection, these under-and overestimates for high and low actual consensus will become larger.
To visualize this pattern, consider the following example. Edna is among the 80% of people who would rather watch George Clooney than Nicholas Cage at the movies. As Edna prefers Clooney, and assuming that she has no idea how others feel, she may generate a consensus estimate of 2/3 in favor of Clooney (i.e., assuming that all estimates seem equally good to her before she considers her own preference; Dawes, 1989) . Confronted with the request to generate an alternative estimate, Edna must either move up or down on the percentage scale. The possible range for an upward revision is half as wide (from 67% to 100) as the range available for a downward revision (from 67% to 0). At the psychological level, an upward revision may also conflict with a general reluctance to make extreme judgments. The invitation to "think differently" may embolden Edna to provide an estimate below 50%, which would involve a qualitative shift toward believing that most others disagree with her. Any one of these asymmetries is sufficient to make her second estimate more regressive (i.e., closer to the midpoint of the scale) than her first estimate. The more Edna's second estimate regresses to the mean, or even beyond, the resulting error will be larger than the error of the first estimate. We therefore hypothesize that both projection and accuracy will be lower for the second than for the first estimates.
We first explore the implications of the projection hypothesis for the accuracy of the bootstrapped (i.e., aggregated) estimates using the correlational methods typical of projection research. We then examine accuracy with the deviation mea- sure used by Herzog and Hertwig (2009) and note the differences between these approaches. For a complete comparison across studies, we revisit Herzog and Hertwig's data to perform correlational analyses of the type used with our own data. We close with a computer simulation to shed light on the regularities of dialectical bootstrapping for correlational measures.
METHOD
Sixty-five women and 62 men (mean age = 20.7 years, SD = 1.14) were approached in various locations on the university campus. All agreed to complete a survey on attitudes and social judgments.
Materials and Procedure. Stimulus materials were 10 MMPI-2 statements, which were previously selected for research on social projection (Krueger & Clement, 1994) . The statements are nonclinical in content (see Table 1 ). In the present sample, the mean proportion of endorsement was 52.35% with a standard deviation of 17.36.
Respondents made three sets of judgments for the 10 stimulus items. First, they indicated their own personal agreement by circling the word "yes" (coded as 1) or "no" (coded as 0). Then, they estimated the percentage of students at their university who would agree with a given statement. Finally, respondents received instructions to generate a second set of consensus estimates. Using a slight modification of the induction method suggested by Herzog and Hertwig (2009) , we asked respondents to Consider the following four steps for each estimate. First, assume that your first estimate was off the mark. Second, think about a few reasons why that could be. Which assumptions and considerations could have been wrong? Third, what do these new considerations imply? Was the first estimate rather too high or too low? Fourth, based on this new perspective-without looking back at your previous estimates-make a second set of alternative estimates. Again, be sure to take this new perspective for each of the 10 estimates.
The order of the items was constant, and the procedure took less than 15 minutes. Respondents were not compensated for their contribution. Note. *Partial accuracy refers to partial correlations of accuracy, controlling for self-responses (and thereby projection).
RESULTS

FIRST ESTIMATES
We first averaged, for each item separately, the first estimates over respondents. Table 1 displays the results. The grand mean of these averages (M = 46.76) was close to the mean of the actual endorsement rates (M = 52.35), but the standard deviation over items was smaller (SD = 9.69 vs. 17.36, respectively for the estimates and the actual rates). This result is likely due to the large variation of estimates for individual items (mean SD per item = 22.17). 4 We then correlated the averages of the first estimates with the actual correspondence rates over the 10 personality items. The result, r(8) = .77, p = .0007, suggested that, at the group level, respondents were able to discriminate between popular items (those with high endorsement rates) and unpopular ones. This correlation could also be interpreted, however, as a group-level index of projection, such that high endorsement rates in the group were projected and hence resulted in high average estimates.
To see how projection contributed to accuracy, it was necessary to have separate measures. To this end, we computed sensitivity correlations over items for each individual respondent (Judd, Ryan, & Park, 1991) . Following Hoch (1987) , we computed three types of correlation. For further analysis, each respondent's correlations were transformed to Fisher Z scores. These Z scores were then averaged over respondents and the averages were transformed back to correlation coefficients. Table 2 provides a survey of the results.
The first correlation represents the representativeness of a respondent's selfjudgments for the group. This point-biserial correlation is computed between the FIGURE 1. Average projection and accuracy for the first and the second estimates with standard error bars.
4. At the limit, if the per-item distributions of estimates were symmetrical and bimodal, all average estimates would be 50%, and their standard deviation would be zero. respondent's item endorsements and the actual consensus rates (% endorsement in the group). Most of these correlations are positive by mathematical necessity (Hoch, 1987) . For an individual respondent, a high correlation indicates that his or her own item endorsements are valid cues for the estimation of social consensus. In our sample, the mean Z-transformed correlation was .41 (SD = .42), which corresponds to a correlation coefficient of .39, t(126) = 11, p < .0001.
The second correlation represents projection. This point-biserial correlation is computed between personal item endorsements and consensus estimates. A high correlation suggests that the individual projected his or her own responses onto the group. On average, projection was of intermediate strength in our sample, with a mean of the Z-transformed correlation of .50 (SD = .39), which corresponds to = .47, t(126) = 13.42, p < .0001, when it is transformed back. The third sensitivity correlation represents judgmental accuracy. This Pearson product-moment correlation is computed between the consensus estimates and the actual consensus rates (mean Z = .37, SD = .34), = .36, t(126) = 12.26, p < .0001. The mean values of projection and accuracy are also shown in Figure 1 (dark columns). Their magnitudes closely track the findings of past research (Krueger, 1998; Robbins & Krueger, 2005) .
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When representativeness correlations are positive, it can be shown that greater projection leads to greater accuracy (Hoch, 1987) . If a person's item endorsements are correlated with the group rates of endorsement, then inferring these group rates (i.e., actual consensus) from one's own individual endorsements is a useful strategy. To demonstrate this effect in our sample, we recomputed individual accuracy correlations while controlling for respondents' own item endorsements (and thereby projection). If projection contributes to accuracy, the resulting partial accuracy correlations should be lower than the zero-order correlations. Indeed, partial accuracy (mean Z = .23, SD = .37, = .23) was lower than zero-order accuracy of = .36, t(126) = 6.73, p < .0001, d = .60. Yet, partial accuracy remained positive and statistically significant, t(126) = 7.17, p < .0001, suggesting that respondents had valid information about the distribution of attitudes in the group beyond their own responses.
An alternative assessment of the beneficial effect of projection on accuracy is provided by correlations over respondents. When we correlated individual-level projection coefficients with individual-level accuracy coefficients over respondents, we found a positive, if low, correlation, which suggests that respondents who projected strongly attained somewhat greater accuracy than respondents who projected weakly, r(125) = .15, p = .05 (one-tailed).
SECOND ESTIMATES
We then replicated these steps of analysis for the second estimates. The grand mean of the second estimates (i.e., when averaged over both items and respon-5. We replicated these correlational analyses using Spearman's rank correlations, and found no noteworthy differences. dents) was also close (M = 45.92) to the mean of the actual endorsement rates (M = 52.35), and the standard deviation (SD = 7.90) was small. Again, there was a high correlation between the average estimates and the actual endorsement rates over the 10 items, r(8) = .63, p = .017. When we compared this correlation with the correlation obtained with the first estimates (i.e., .77), we found a significant drop, t(7) = 2.82, p = .026. This difference is first evidence for the idea that the second estimates were less calibrated than the first estimates.
Proceeding to within-person sensitivity correlations, we found a replication of the overall pattern obtained with the first estimates, but a general attenuation of the effect sizes. Representativeness correlations remained unchanged because respondents provided item endorsements only once. The second estimates again yielded strong evidence of projection (mean Z = .35, SD = .43), = .34, t(126) = 9.17, p < .0001, but the effect was weaker than it was for the first estimates, t(126) = 3.81, p = .0002, d = .34. Likewise, there was again evidence of accuracy (mean Z = .25, SD = .39), = .24, t(126) = 7.22, p < .0001, but it was attenuated relative to the level of accuracy obtained with the first estimates, t(126) = 3.91, p = .0001, d = .35 (see Figure 1 and Table 2 ).
The beneficial effect of projection on accuracy was again revealed by two analyses. At the level of within-person sensitivity correlations, partial accuracy coefficients (correlating estimates with actual consensus, and controlling for own item endorsements) were lower (mean Z = .17, SD = .42, = .16) than zero-order accuracy coefficients ( = .24), t(126) = 3.96, p = .0001, d = .35. As before, partial accuracy remained positive and statistically significant, t(126) = 4.49, p < .0001. In the analysis across participants, the association between projection and accuracy was also positive, r(125) = .25, p = .003 (one-tailed).
Finally, we explored the stability of the individual differences in projection and accuracy. Both the projection coefficients, r(125) = .38, p < .0001, and accuracy coefficients, r(125) = .51, p < .0001, of the first and the second estimates were positively correlated over respondents. This result is first evidence for the idea that second estimates were not radically different from first estimates.
BOOTSTRAPPED ESTIMATES
We next averaged each respondent's first and second estimates for each item to examine the potential benefits of dialectical bootstrapping. When correlating the averages of the bootstrapped estimates with actual endorsement rates over the 10 items, we again found a highly positive result, r(8) = .71, p = .0034, which lay between the correlations obtained with the first (.77) and with the second estimates (.63) alone. Hence, there was no evidence of an accuracy gain.
The person-specific sensitivity correlations corroborated this conclusion. The mean projection correlation (mean Z = .48, SD = .38, = .44) was not significantly different from the mean obtained with the first estimates (i.e., = .47, t[126] = 1.32, p = .19, d = .12, for the difference). Likewise, the mean accuracy correlation (mean Z = .35, SD = .37, = .34) was not distinguishable from the one obtained with the first estimates (i.e., = .36, t[126] = 1.17, p = .25, d = .10, for the difference). The reduced accuracy observed with the second estimates appears to have been sufficient to offset any advantage that comes from averaging two estimates.
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As our analyses have shown that, on average, the second estimates were not accurate enough to produce an accuracy gain when they were averaged with the first estimates, the question arose of how accurate the second estimates would have had to be in order to yield such a gain. We regressed the (Z-transformed) accuracy correlations obtained with the first estimates and the accuracy correlations of the bootstrapped estimates on the accuracy correlations obtained with the second estimates. The regression line was steeper for the bootstrapped accuracy correlations (y = .82x + .15, r = .85) than for the accuracy correlations obtained with the first estimates (y = .45x + .26, r = .51). This had to be so because the bootstrapped values contained the criterion (i.e., the second estimates). Of interest was the crossover point of the two regression lines. When the accuracy correlation for the second estimates was greater than Z = .30 (i.e., = .29), the bootstrapped estimates were more accurate than the first estimates. In our sample, about half of the respondents (48.8%) benefited from bootstrapping, whereas the other half suffered.
EXPLORING A PROCESS MODEL
Having described the findings obtained with the first, the second, and the bootstrapped estimates, we now turn to the exploration of two related issues. First, we describe a process model of sequential estimation, and ask whether the data fit this model. Second, we ask how respondents could have increased the accuracy of second estimates (and thereby the accuracy of the bootstrapped estimates) beyond the empirically observed levels.
How did respondents approach the invitation to reconsider and revise their first estimates? When instructed to think dialectically and to question their first estimates before generating new ones, they had little guidance as to how to do it. One simple strategy would be to subtract the first estimate from 100. However, this strategy would leave accuracy correlations undefined because all bootstrapped estimates would be 50%. With random error added, the result would be = 0. An alternative strategy would be to discard one's first estimates, return to one's own item endorsements, and generate a fresh round of estimates by social projection. To the extent that projection is probabilistic, this strategy should not duplicate first estimates. That is, the first and the second estimates could be independent of one another, even when both sets of estimates remain equally strongly correlated with own item endorsements.
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A third strategy, which is psychologically more plausible, involves a sequential process of estimation. Research on social projection has shown that self-judg-6. Investigating accuracy in a mixed regression model yielded similar results. With actual endorsement rates as the predictor and estimates over items grouped by respondents, the first estimates were most accurate, Mb = .43, SE = .038, followed by the bootstrapped estimates, Mb = .36, SE = .034, and the second estimates, Mb = .29, SE = .041.
7. This holds true unless the projection correlation is very high.
ments have a temporal advantage over consensus estimates. This needs to be so if correlations between the two are to reflect projection and not self-stereotyping (DiDonato, Ullrich, & Krueger, 2011; Epley, Keysar, van Boven, & Gilovich, 2004; Krueger, 2003) . The hypothesis of sequential estimation suggests that at any given stage, a set of judgments depends most strongly on whatever set of judgments was performed most recently. If the first estimates are anchored on self-judgments, the second estimates are most likely anchored on the first estimates.
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Consistent with this hypothesis, the correlations between the first and the second estimates were high in our sample (mean Z = .72, SD = .58, = .62), p < .001. When statistically controlling for the respondents' own item endorsements (and thus projection), there was a small but significant drop in the average correlation (mean Z = .65, SD = .57, = .57, p < .001), t(126) = 3.28, p = .001 (two-tailed), d = .29. Conversely, own item endorsements predicted the second estimates only weakly when the first estimates were controlled (mean Z = .09, SD = .45, = .09, p = .03). Moreover, own endorsements and the first estimates remained correlated when the second estimates were controlled (M = .36, SD = .44, = .35, p < .001). Taken together, this pattern of results corroborates the idea that respondents based their first estimates on their own item endorsements and based their second estimates on their first estimates.
The correlation between the first and the second estimates indicates how well a participant responds to the request to reconsider his or her first estimates. A higher and more positive correlation signals greater anchoring and less responsiveness to the invitation to think differently. We next turned to analyses over participants, treating the person-based correlations as input to correlational analyses conducted over respondents. How is the anchoring correlation (i.e., between the first and the second estimates) related to accuracy? We found no relationship with the accuracy of the first estimates, r(125) = .03, p = .76, or the accuracy of the bootstrapped estimates, r(125) = .10, p = .26. Anchoring was related, however, to the accuracy of the second estimates, r(125) = .32, p = .0006 (for the full correlation matrix see Table 3 ). This latter result suggests that respondents produced accurate second estimates to the degree that they resisted the invitation to think dialectically and to change their estimates. From the perspective of social projection, this pattern makes sense. Because projection facilitates accuracy, a decrease in projection yields no benefit.
The implication of this conclusion is that an increase in social projection could benefit dialectical bootstrapping. Respondents could realize accuracy gains by projecting more rather than less. At the limit, they could exclusively rely on projection when generating second estimates. To illustrate the effects of this strategy, we assumed that respondents might construct all second estimates by predicting that two-thirds of others respond to the judgment item as they themselves do. Recall that the figure of 2/3 is an optimal Bayesian prediction if no other information is available (Colman, Pulford, & Lawrence, 2014; Dawes, 1989; Krueger, 1998) . With such a rigorously projective strategy, each respondent's set of second estimates would yield an accuracy correlation that would be identical to that respondent's representativeness correlation (i.e., the correlation between own item endorsements and actual consensus rates in the group). In our sample, this average correlation was = .39. The question is how such fully projective second estimates would affect the accuracy of bootstrapped estimates. In our sample, we found room for a substantial accuracy gain. Bootstrapped accuracy correlations (mean Z = .47, SD = .37, = .44, p < .001) could be significantly higher than the accuracy correlations obtained with the first estimates (i.e, = .36), t(126) = 5.42, p < .0001, d = .48.
Without introducing additional valid information, fully projective second estimates maximize the bootstrapped accuracy correlations. It is useful to compare the gains achievable with projection with the gains attained by averaging the estimates of different (i.e., independent) judges. To address this question, we drew 50 random pairs of judges from our sample, averaged their first estimates for each item, and correlated these averages with actual consensus rates (cf. Müller-Trede, The accuracy gains obtained from aggregating independent judgments stem from increases in reliability (Brown, 1910; Spearman, 1910) , which raises the ceiling available for accuracy correlations. It follows that any further increase in the number of aggregated judgments further increases reliability and accuracy. Figure  2 shows that using more than two independent estimates increases reliability, as indicated by the diminishing standard error bars from left to right. At the same time, accuracy rises, as indicated by the upward trend of the means (Hogarth, 1978; Winkler & Clemen, 2004; see Stroop, 1932 , for an early demonstration).
DEVIATION-BASED ANALYSES
In their original report, Herzog and Hertwig (2009) focused on accuracy gains at the item level. This focus has been prevalent in studies of information aggregation since Galton (1907) , and is commonly applied in studies on advice taking (Larrick et al., 2012) . Herzog and Hertwig calculated the increases in accuracy obtained with bootstrapping as the percentage improvement relative to the deviations between criterion values and first estimates (see Müller-Trede, 2011 , for additional item-based scoring methods). Using this method, we calculated the accuracy gain for each participant, defined as the median decrease in error of the bootstrapped estimates relative to the first estimates, across items. We then averaged the accuracy gains over participants. This analysis supported the dialectical bootstrapping hypothesis (M = 2.79, SD = 11.90). Figure 3 shows that the 95% confidence interval of this result (.72; 4.86) includes the value obtained by Herzog and Hertwig (4.1). Even though half of the second estimates lay outside of the gain range (M = 49.4%, SD = 6.98), their distribution still allowed bootstrapping to work on average. If, however, first estimates were averaged with perfectly projective second estimates (that is, estimates that 67% of others would agree with the respondent's own item endorsement), the mean accuracy gain would be larger (M = 12.60, SD = 11.62; CI: 10.58; 14.62). The figure also shows that the accuracy gains obtained by aggregating the first estimates of different respondents would be greater than the gains obtained with dialectical bootstrapping. Unlike the correlational analysis, the deviation-based analysis suggests that averaging the first estimates with perfectly projective estimates would yield the greatest accuracy gain. This finding underscores the inductive power of self-referent information and Hoch's (1987) early claim that people fail to fully exploit it.
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REVISITING HERZOG AND HERTWIG
Being on a percentage scale, consensus estimates are vulnerable to ceiling and floor effects. These boundary effects may contribute to regression effects such that the second estimates are less extreme than the first estimates if these first estimates are close to the endpoints of the scale. Judgments of historical dates do not face this constraint. It is possible that the second estimates of historical dates are as strongly correlated with criterion dates as are the first estimates. A re-analysis of Herzog and Hertwig's data shows that the mean accuracy correlations, that is, correlations between estimated and actual historical dates over the 40 tasks, were identical for the first and the second estimates ( = .36). As in our own study, the bootstrapped estimates were no more accurate than first estimates alone ( = .36). In other words, the reduced accuracy of second estimates we observed in our data set may not be a necessary condition for the finding that bootstrapped estimates do not yield correlational accuracy gains.
The projection hypothesis accounted for our finding that the second (but not the first) estimates were accurate inasmuch as the correlation between the first and the second estimates was high. As projection played no role in the estimation of historical dates, there was no reason to expect this pattern. Indeed, in the Herzog and Hertwig data, the similarity of the first and the second estimate predicted neither the accuracy of the first, r(48) = .20, p = .17, nor of the second estimates, r(48) = .09, p = .53.
Taken together, the findings reported by Herzog and Hertwig (2009) and the present results are remarkably consistent. Dialectical bootstrapping yields accu-9. White and Antonakis (2013) challenge Herzog and Hertwig's proportional measure (see Herzog & Hertwig, 2013 , for a reply), and instead compute pairs of median deviation scores. Using this method, we found that the median absolute errors of the bootstrapped estimates (M = 16.88, SD = 5.68) were smaller than median absolute error of first estimates (M = 18.76, SD = 6.20), F(1, 252) = 6.34, p = .01.
10. Additional analyses of Herzog and Hertwig's (2009) data as well as our own are posted on a blog post. http://www.psychologytoday.com/blog/one-among-many/201212/visualizing-thewisdom-the-inner-crowd racy gains when accuracy is computed as deviations between judgment and truth but not when it is computed as sensitivity correlations over stimulus items. We focused our work on the correlational measures because such measures have predominated in research on social perception and prediction. An appeal to tradition is not a sufficient justification, however. Returning to Hoch's (1987) seminal analysis, we note that only correlations over items reveal a person's similarity to the group for which consensus is being estimated, and that this similarity (here called representativeness) is the cue that makes projection work (Brunswik, 1952) . Hence, a person's projection coefficient can be used as a prediction weight. In contrast, aggregate deviations over items hide the interdependence of representativeness, projection, and accuracy.
DISCUSSION
Social projection is a useful judgmental heuristic in an uncertain world. Projection exploits the representativeness of a judge's own responses for the aggregated endorsement rates in the group to raise accuracy above levels that would be obtained if judges were merely guessing. Any projective consensus estimate carries some random error, which repeated estimation or dialectical estimation might reduce. However, in correlational analyses, we found no evidence for accuracy gains. Instead, there was a drop in the accuracy of the second estimates, which may have contributed to this negative finding. We proposed, and found evidence for, the idea that second estimates show regression to the scale mean because respondents anchor their second estimates on their first estimates instead of anchoring them on their own item endorsements.
Our data replicated the benefits of dialectical bootstrapping when accuracy was measured in terms of the differences between estimates and true scores. We now propose a thought experiment to discuss how people might generate second estimates in a task in which social projection is of no help. Suppose Edna estimates the number of beans in a jar to be 750 when the true number is 800. When her estimate is modeled as truth plus error, or T + e i , her second estimate will be regressive relative to the first. That is, her second estimate will more likely be closer to the true number of 800 than to be farther away. On the assumption that errors are independent of one another, the best statistical prediction of Edna's second estimate is the true value of 800. This prediction implies that the best prediction for the average of the first and second estimate is T + .5e i or 775. For bootstrapping to improve over the benefits of repeated guessing, the second estimate must be worse than the estimate expected to emerge from resampling. In other words, the error of the second estimate must compensate (as opposed to merely dilute) the error of the first estimate. Stated differently, bootstrapping works if it gets respondents to produce negatively correlated errors.
Having made an estimate of 750, Edna must now provide an estimate greater than T = 800 so that her bootstrapped estimate is closer to the true value of 800 than an aggregated estimate of 775. To succeed, she must adjust her initial esti-mate in the right direction (up) and beyond the true value. There is no generally accepted psychological account of how she might accomplish this. In a bean jar experiment, it is not clear how a request to "consider the opposite" might help her understand that her first estimate was too low and that, in order to benefit from aggregation, her second estimate would have to be much higher. If the numbers to be estimated are historical dates (as in Herzog & Hertwig, 2009) , the situation is similar. From the perspective of the anchoring heuristic, one might speculate that first estimates are already the product of anchoring and adjustment (Epley & Gilovich, 2001 ). Edna's initial intuition may have been to offer the number 700, but, to the extent that the true value of 800 sent a weak signal, felt that this estimate was too low. Her recorded first estimate of 750 already incorporated an adjustment by 50, which turned out to be insufficient. If Edna is cognizant of the direction of the adjustment she made, her continued effort to provide more accurate estimates may lead her to make further adjustments in the same direction as her earlier adjustment. This strategy would lead her to move toward the true value and perhaps beyond it.
Recall that in the area of consensus estimation, the percentage scale is bounded and that the midpoint of the scale is a natural focal point for regressive estimates.
If true values and first estimates lie near the endpoints of the scale, second estimates are more likely to lie farther away from the endpoint. It is therefore more likely that second estimates lie within the gain range if the true values are near the midpoint of the scale. In our data, there was a suggestive correlation between the proportion of second estimates lying inside of the gain range and the proximity of the true value to 50%, r(8) = .56, p = .07, one-tailed. Due to the low power of this analysis, firm conclusions can only be drawn upon replication.
Our analyses have shown that accuracy correlations computed with the bootstrapped estimates depend on the accuracy correlations obtained with the first estimates, the accuracy correlations obtained with the second estimates, and on the correlations between the first and the second estimates. We were particularly interested in finding out how strong the accuracy correlation obtained with the second estimates would have to be before accuracy gains with bootstrapping could be observed.
As any empirical investigation can only provide a snapshot of a particular constellation of these three types of correlation, we conducted a computer simulation. In this simulation, we independently set the accuracy correlation with the first estimates and the correlation between the first and the second estimates to be either high (.8) or low (.2). We then varied the accuracy of the second estimates continuously and observed the effects on bootstrapped accuracy. Figure 4 displays the results. The basic and intuitively compelling finding is that accuracy gains after bootstrapping become more likely as the accuracy of the second estimates rises. In the figure, the bootstrapped estimates are more accurate when their plotted accuracy correlation is above one of the two dotted horizontal lines. The lower line denotes the case in which the accuracy correlations for the first estimates is .2, whereas the upper line denotes a value of .8. Clearly, accuracy gains are also more likely to the extent that the accuracy of the first estimates is low.
An equally important, but less intuitive, result is that accuracy gains become more likely to the extent that the aggregated estimates are independent of one another. The two solid lines at the top of Figure 3 show the result for the case where the first estimates are highly accurate. The dark line at the very top (line 1) was obtained with fairly independent first and second estimates (.2), whereas the slightly lower and lighter line (line 2) was obtained with a higher correlation between first and second estimates (.8). Similarly, the two dotted lines at the bottom show that accuracy gains (crossing of the horizontal line) occur earlier when the first and the second estimates are weakly correlated (.2; line 3) than when they are strongly correlated (.8; line 4).
In the simulation, initial accuracy levels for the first or the second estimates alone had a stronger effect on accuracy gains with bootstrapping than did their independence (a low correlation between the first and the second estimates). To see if we could recover this pattern from our empirical data, we regressed the accuracy correlations obtained with the bootstrapped estimates simultaneously on the accuracy of the first estimates, the accuracy of the second estimates, and the correlations between the first and the second estimates. The model had a good fit overall (R 2 [naive] = .96), and the three unstandardized partial regression weights (standard errors) were consistent with the simulation: .58 (.023) for the accuracy of first estimates, .59 (.022) for the accuracy of the second estimates, and -.07 (.012) for the similarity of the two sets of estimates (all p < .001). Consistent with the simulation results, the last coefficient was smaller than the first two and negative in size.
Returning to the theoretical implications of the work, we conclude that the self is a good source of information for social judgment (Alicke, Dunning, & Krueger, 2005; Moore & Healy, 2008; Windschitl, Rose, Stalkfleet, & Smith, 2008) . Self-focus becomes a problem only when people overweight their own perceptions and preferences while neglecting information or advice provided by knowledgeable others (Yaniv & Milyavsky, 2007) . Social projection is egocentric in the sense that people anchor their social estimates on their own perceptions and preferences, but the evidence suggests that they often fail to fully exploit the potential of this strategy. Under many circumstances, the accuracy of social perception could be increased if people were encouraged to project more.
As a practical example, consider outgroup stereotypes, which are often, though not always, inaccurate. At the same time, projection to outgroups is consistently low (Robbins & Krueger, 2005) . It follows that perceptions of outgroups can benefit from social projection to the degree that the perceiver's own responses to the judgment items are valid cues to how outgroup members respond. Dialectical bootstrapping can play a beneficial role if perceivers can be persuaded to assume that outgroup members respond, by and large, as they themselves do. Stated differently, taking the outgroup's perspective turns out to be taking and projecting one's own.
Encouraging perceivers to project more can have beneficial effects beyond accuracy. Consider one example relevant for social perception and another example relevant for social behavior. In social perception, the phenomenon of self-enhancement is known as a robust bias, and is generally considered an egocentric fallacy. The most prevalent definition of self-enhancement refers to a positive social comparison between the self and the average person (Alicke & Govorun, 2005) . As such, self-enhancement appears to be logically opposed to social projection. Indeed, analytical work and empirical findings point to a negative correlation between the two phenomena (Krueger, Freestone, & MacInnis, 2013) . The current results suggest that attempts to increase projection in the context of dialectial reasoning may have the side effect of decreasing individuals' sense of relative superiority.
In social behavior, social projection can have beneficial effects on individuals' willingness to cooperate with others in social dilemmas (Krueger, 2013) . To the extent that they believe that others will act as they themselves do, the outcomes of mutual cooperation or mutual defection appear more probable than the outcomes associated with unilateral choices (i.e., being able to free-ride or being suckered). Faced with the two likely outcomes of mutual cooperation and mutual defection, rational individuals choose to cooperate (Krueger, DiDonato, & Freestone, 2012) . This finding also suggests that social perceivers should be encouraged to project more rather than less when thinking dialectically and revising their predictions of what others will do. Questions remain about how to make people project more. Whereas to our knowledge little progress has been made to strengthen projection through procedural priming, there is good evidence for the efficacy of more explicit methods. Similarities between the self and another person or group can be highlighted with the provision of information about shared characteristics (Ames, Weber, & Zhou, 2012) or through social categorization emphasizing membership in the same large groups (Krueger & Clement, 1996) .
It is instructive to consider the issues of social projection and dialectical bootstrapping from the meta-theoretical point of view of dual-systems models of mind (if only metaphorically, as Kahneman, 2011, does) . From this perspective, it is noteworthy that it does not take much to project. The process is engaged easily and swiftly, which suggests it is a task performed by the intuitive system. Determining how estimates provided by projection may be wrong and how they might be improved is a more demanding task, requiring deliberative thought and the deployment of scarce cognitive resources (Evans, 2010) . This would be even more so if respondents themselves were to attempt to integrate their first and second estimates. The findings reported in this article suggest that thoughtfulness is not always the best attitude when making social judgments (Wilson & Schooler, 1991 , see also Dane, Rockmann, & Pratt, 2012 , for recent research).
CONCLUSION
In this article, we investigated the uses and limitations of information aggregation within individuals. Building on previous work on dialectical bootstrapping and social projection, we analyzed two data sets from two distinctive statistical perspectives. Both our own original data and Herzog and Hertwig's (2009) prior data showed benefits of aggregation using deviation scores, but no advantages using correlations. Use of correlations is, however, uniquely suited to the study of social projection and consensus estimation. Consistent with prior work, we found that social projection is a powerful and beneficial judgmental heuristic. If it were used more fully, it could lead to greater accuracy gains. We proposed a simple model of sequential anchoring to explain why explicit instructions to dialectically revise estimates may work against a full exploitation of this heuristic's potential.
