We show how a linear control systems theory for the backward nabla differential operator on an arbitrary time scale can be obtained via Caputo's duality. More precisely, we consider linear control systems with outputs defined with respect to the backward jump operator. Kalman criteria of controllability and observability, as well as realizability conditions, are proved.
Introduction
The theory of linear control systems of both continuous-and discrete-time cases is a subject well developed -see, e.g., (Kalman et al., 1969; Wolovich and Elliott, 1983; Olsder and van der Woude, 2005; Zabczyk, 2008) and references therein. It can be noticed that many results obtained in both discrete and continuous cases are similar or even identical. Recently, many problems in control theory have been generalized to time scales (DaCunha, 2004 (DaCunha, , 2005 Bartosiewicz et al., , 2007 Jackson, 2007; Davis et al., 2009; Paw luszewicz and Torres, 2010) . The mathematics of time scales was born in 1988 (Aulbach and Hilger, 1990) , providing a rich calculus that unifies and extends the theories of difference and differential equations (Bohner and Peterson, 2001) . A time scale is a model of time. Besides the standard cases of the whole real line (continuous-time case) and all integers (discrete-time case) there are many other models of time included, e.g., the time scale P a,b = ∞ k=0 [k(a + b), k(a + b) + a], q-scales, quantum time scales (objects with nonuniform domains), and many others -see Peterson, 2001, 2003) . However, the discrete-time systems on time scales are based on the difference operator and not on the more conventional shift operator. Note that the difference operator description provides a smooth transition from sampled-data algorithms to their continuous-time counterparts (Goodwin et al., 2001) . In order to deal with non-traditional applications in areas such as medicine, economics, or engineering, where the system dynamics are described on a time scale partly continuous and partly discrete, or to accommodate non-uniform sampled systems, one needs to work with systems defined on a time scale -see, e.g., (Atici et al., 2006; Atici and Uysal, 2008) .
The study of control systems defined on an arbitrary time scale is a six years old emerging research area under strong current research (DaCunha, 2004 (DaCunha, , 2005 Bartosiewicz et al., , 2007 Jackson, 2007; Ferreira and Torres, 2008; Jackson, 2008; Bartosiewicz and Pawluszewicz, 2008; Davis et al., 2009; Kotta et al., 2009; Paw luszewicz and Torres, 2010) , motivated by multidisciplinary applications that require simultaneous modeling of discrete and continuous data (Seiffertt et al., 2008) . In ) the question of realizability of linear time-invariant control systems defined on time scales is studied. Main result shows how to construct a state space representation of an abstract input/output map and gives conditions for this map to allow such a representation. It is also proved that classical Kalman conditions (Kalman et al., 1969) are still valid for systems on time scales. The assumption of regressivity for the considered control systems is dropped. This assumption implies existence and uniqueness of both forward and backward solutions of linear delta differential equations (Bohner and Peterson, 2001 ). In problems that are studied in only forward solutions are needed and they exist without the regressivity hypothesis. In (Davis et al., 2009 ) it is developed, under the regressivity assumption, the foundational notions of controllability, observability, and realizability of time-varying linear control systems defined on an arbitrary time scale. The proposed generalized framework has already shown promising applications (Davis et al., 2009) . A delta-NARX model has been suggested for modeling nonlinear control systems, and it has been applied to the identification of a van der Pol oscillator (Anderson and Kadirkamanathan, 2007) .
The theory of time scales is, however, not unique, and two approaches are followed in the literature: one dealing with the delta calculus (the forward approach); the other dealing with the nabla calculus (the backward approach) (Anderson et al., 2003) . Available results on linear control systems on time scales are essentially restricted to the forward approach, but recent applications in economics have suggested that the backwards framework is sometimes more natural and preferable (Atici et al., 2006; Atici and Uysal, 2008; Jackson, 2008; Almeida and Torres, 2009; Martins and Torres, 2009 ). This becomes evident when one considers that the time scales analysis can also have important implications for numerical analysts, who often prefer backward differences rather than forward differences to handle their computations due to practical implementation reasons and also for better stability properties of implicit discretizations.
The goal of this paper is to develop the foundations of a backward linear control systems theory on an arbitrary time scale. For that we make use of the recent duality theory (Caputo, 2009) , which presents tools for obtaining nabla results from the delta calculus and viceversa, without making any assumptions on the regularity of the time scales (thus diverging from the approach in (Gürses et al., 2005) ). The organization of the paper is as follows. Section 2 presents the main definitions and concepts of duality on time scales. In Section 3 we prove existence and uniqueness of a backward solution for time-varying linear control systems. In sections 4 and 5 we show that controllability and observability rank conditions are still valid for time-invariant and time-varying linear control systems defined on backward (dual) time scales. Finally, in Section 6 we prove conditions of existence of minimal realizations for the considered backward systems. We end with Section 7 of conclusions.
Linear control systems
Let us consider a time-varying system defined on a given time scale T:
with t ∈ T κ , t ≥ t 0 , t 0 ∈ T, A(t) ∈ R n×n . Recall that by transition function one means the unique forward solution of the system (3) with initial condition x(t 0 ) = I, where I denotes the identity matrix I ∈ R n×n . Its value at point t ∈ T is denoted by Φ A (t, t 0 ). When A is time invariant, we denote the solution of (3) with initial condition x(t 0 ) = I by e A (t, t 0 ), and call it the exponential matrix function. There are important distinctions between the two notations, asRemark 1. In the case of a time-invariant system (3), i.e., when A is a constant matrix, we have e A (t, t 0 ) = (êĀ) ⋆ (−t, −t 0 ) withêĀ the nabla exponential function on T ⋆ for the constant matrix
Let us consider now a time-varying control system on the time scale T:
where u(·) is a rd-continuous control taking values in R m , and A(t) ∈ R n×n and B(t) ∈ R n×m are time-dependent matrices defined on T κ .
It follows from Proposition 3.2 that state and control variables of systems (6) and (7) are related by (
Remark 2. In the particular case whenĀ andB are constant matrices, then the solution of (7) given in Proposition 3.2 takes the form
for any s ≤ s 0 .
Controllability
Let T ⋆ be a given time scale with operatorsσ,ρ,μ,ν,∆, and∇. Let us consider the following linear time-varying system defined on T ⋆ :
with initial condition y(s 0 ) = y 0 , s ≤ s 0 , where y(s) ∈ R n is the state of the system at time s, v(s) ∈ R m is the control value at time s, andĀ(s) ∈ R n×n ,B(s) ∈ R n×m ,C(s) ∈ R p×n , and D(s) ∈ R p×m , p, m ≤ n, are ld-continuous as functions of s. We say that systemΛ is controllable if for any two states y 0 ∈ R n and y 1 ∈ R n there exist s 0 , s 1 ∈ T ⋆ , s 1 < s 0 , and a piecewise ld-continuous control v(s), s ∈ [s 1 , s 0 ] T ⋆ , such that for y 0 = y(s 0 ) one has y(s 1 ) = y 1 . The set of all points that can be reachable from the point y 0 = y(s 0 ) in time s 1 ∈ T ⋆ is called the reachable set from y 0 in time s 1 and is denoted bȳ R y0 (s 1 , s 0 ). The set of all points reachable from y 0 = y(s 0 ) in finite time s ∈ T ⋆ will be denoted byR y0 (s 0 ). Note thatR y0 (s 1 , s 0 ) = ΨĀ(s 1 , s 0 ) +R 0 (s 1 , s 0 ).
Let us assume that T ⋆ is a time scale for whichρ is sufficiently ld-continuous∇ differentiable. Define the sequence of matrices
Theorem 4.1. Let r be a positive integer such thatB(·) is r-times ld-continuously∇ differentiable and bothρ(·) andĀ(·) are ld-continuously r−1-times∇ differentiable on
is of full rank, whereK j , j = 0, 1, . . . , r, are the matrices given by (9).
Proof. Let t := −s (and t 0 := −s 0 ) so that t belongs to T -the dual time scale of T ⋆ -with operators σ, ρ, µ, ν, ∆, and ∇. Using Lemma 2.1 we can rewrite systemΛ on T as
where A(t) ∈ R n×n , B(t) ∈ R n×m , C(t) ∈ R p×n , and D(t) ∈ R p×m , p, m ≤ n, are rd-continuous as functions of t. System Λ is controllable on an interval 
defined on the time scale
is the transition matrix of this system, then
We conclude that system (11) is controllable on R 2 \ {0}.
Let us consider now a time-invariant system:
with initial condition y(s 0 ) = y 0 , s ≤ s 0 , andĀ ∈ R n×n ,B ∈ R n×m andC ∈ R p×n constant matrices.
Theorem 4.3. Let us assume that the interval [s 1 , s 0 ] T ⋆ consists of at least n + 1 elements. The following conditions are equivalent:
(ii) rank(P 0B ,P 1B , . . . ,P n−1B ) = n where matricesP i , i = 0, 1, . . . , n − 1, are given recursively byP 0 = I andP k+1 = (Ā − λ k+1 I)P k , k = 0, 1, . . . , n − 1, with λ 1 , . . . , λ n the eigenvalues of the matrixĀ;
(iii) rank(B,ĀB, . . . ,Ā n−1B ) = n;
(iv) the system (12) is controllable.
Proof. Let t := −s for any s ∈ T ⋆ and let t 0 := −s 0 , so that t is an element of the dual time scale T (with operators σ, ρ, µ, ν, ∆, ∇). Using Lemma 2.1 we write the dual system on T:
with A = −Ā, B = −B, and C =C. Since conditions (a) R y0 (t 0 , t 1 ) = R n ;
(b) rank(P 0 B, P 1 B, . . . , P n−1 B) = n where matrices P i , i = 0, 1, . . . , n − 1, are given recursively by P 0 = I and P k+1 = (A − λ k+1 I)P k , k = 0, 1, . . . , n − 1, with λ 1 , . . . , λ n the eigenvalues of the matrix A;
(c) rank(B, AB, . . . , A n−1 B) = n;
(d) the system given by (13) is controllable;
are equivalent on the time scale T (for the proof see ), then, after coming back to the time scale T ⋆ we see that conditions (i)-(iv) are also equivalent on the time scale T ⋆ .
Example 4.4. Let us consider the control system
Independently of the time scale, we have always rank(B,ĀB) = 2. Thus the system (14) is controllable by items (iii) and (iv) of Theorem 4.3.
Observability
Let us consider the linear time-varying control system
s ≤ s 0 , defined on a given time scale T ⋆ under a given initial condition y(s 0 ) = y 0 . We say that such a systemΛ is observable on [s 1 , s 0 ] T ⋆ if any initial state y(s 0 ) = y 0 can be uniquely determined by the output function γ(s) for s ∈ (s 1 , s 0 ] T ⋆ .
Let us assume that the time scale T ⋆ is such thatρ is sufficiently∇ differentiable with ldcontinuous derivatives. Define the sequence of matrices
Using a similar reasoning as in Theorem 4.1 we have the following:
Theorem 5.1. Let r be a positive integer such that the matrix functionC(s) is r-times ldcontinuously∇ differentiable and bothρ(s) andĀ(s) are r − 1-times ld-continuously∇ differ-
. . .
is of full rank, whereL j are the matrices given by (16), j = 0, 1, . . . , r.
Let us consider the particular case of a time invariant system (12) on the time scale T ⋆ :
Theorem 5.2. Assume that the interval [s 1 , s 0 ] T ⋆ consists of at least n + 1 points. The following conditions are equivalent:
(i) system (12) is observable;
(ii) rank
= n, where matricesP i , i = 0, 1, . . . , n−1, are given recursively byP 0 = I, P k+1 = (Ā − λ k+1 I)P k , k = 0, . . . , n − 1, and λ 1 , . . . , λ n are the eigenvalues ofĀ;
Proof. Without loss of generality we may assume thatB(s) = 0. Putting t := −s for any s ∈ T ⋆ and letting t 0 := −s 0 , we rewrite the system from the time scale T ⋆ onto T: using Lemma 2.1 we can rewrite the given system (12) in the form (13). Since conditions, (a) system (13) is observable;
= n, where matrices P i , i = 0, . . . , n − 1, are given recursively by P 0 = I and P k+1 = (A − λ k+1 I)P k , k = 0, . . . , n − 1, with λ 1 , . . . , λ n the eigenvalues of A;
(c) rank
are equivalent on the time scale T (see )), taking s 0 := −t 0 and s := −t for any t ∈ T we obtain equivalence of conditions (i)-(iii) on the time scale T ⋆ .
Realizability
One can notice that the control v(·) and the output γ(·) of systemΛ given by (15) are related in the following way:
is called the action ofΛ, while functionḠ is called the weighting pattern of the system. Note that different systems of form (15) can define the same weighting pattern. Each of them is called a realization. A realization is minimal if no realization ofḠ(s, z) with dimension less than n exists (n is the dimension of matrixĀ). 
Example 6.5. Let us consider a control system
defined on the time scale T ⋆ dual of T = k∈Z [2k, 2k + 1]. It is easy to see that this system is both controllable and observable. Becausê
; while for any
−2e
.
Conclusions
The calculus on time scales has been developed about 20 years ago by Hilger in order to unify various parallel results in the theory of discrete and continuous dynamical systems (Hilger, 1990) . It found considerable number of applications over the last decade, particularly in the context of engineering applications and systems theory and control (DaCunha, 2005; Bartosiewicz et al., 2007; Jackson, 2007; Bartosiewicz and Pawluszewicz, 2008; Seiffertt et al., 2008; Davis et al., 2009; Kotta et al., 2009; Paw luszewicz and Torres, 2010) . The time scales calculus allows two dual formulations: the delta-calculus where the derivative is the forward difference operator (yielding the explicit Euler scheme) and the nabla-calculus with the backward difference operator as derivative (and the implicit Euler scheme) when the time scale T is Z. The duality between the two approaches, on an arbitrary time scale T, has been recently exploited (Caputo, 2009 ). Here we introduce the study of backward linear control systems defined on an arbitrary time scale. We claim that such systems are important in applications because they rely on information about past values of states and/or outputs. Indeed, as pointed out in (Jackson, 2008) , the nabla time scales analysis has important implications for numerical analysts, who often use backward differences instead of forward differences in their computations. In this work controllability, observability, and realizability conditions for nabla time-varying linear control systems are proved using duality arguments and corresponding delta results. Illustrative examples are given. We trust that the approach here promoted can open further directions of future research.
