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Abstract
Sequential Monte Carlo (SMC) represents a powerful alternative to Markov chain
Monte Carlo (MCMC) methods for sampling from the posterior distribution of static
Bayesian models. SMC involves specifying a sequence of distributions connecting one that
is easy to sample from with one that is the target, the posterior distribution. SMC uses a
sequence of reweighting, resampling and move steps to traverse a population of particles
through this sequence of distributions. The move step is important as it is generally the
most computationally expensive step and is critical in maintaining particle diversity. A
common choice in the literature is to adopt an MCMC kernel for the move step, which
can utilise the population of particles to help devise efficient proposals. We propose to
take further advantage of the population of particles by forming an independent proposal
based on a copula model. An interesting by-product of the independent proposal choice is
that we are able to consider various importance sampling (IS) estimators of the marginal
likelihood or the evidence which make use of all proposals generated in the SMC process.
We devise a novel IS evidence estimator and compare it with other IS-based estimators and
the standard SMC estimator. We demonstrate that our novel approach with independent
proposals can lead to more efficient posterior approximations and more precise estimates
of the evidence compared with the multivariate normal random walk proposal.
Keywords: copula, evidence, importance sampling, independent proposal, Markov chain
Monte Carlo, marginal likelihood
1 Introduction
Many distributions that arise in real world applications cannot be sampled perfectly so various
Monte Carlo methods that do not generate independent and identically distributed random
variates are frequently used. Markov chain Monte Carlo (MCMC) methods (Metropolis et al.,
1953) have been the preferred way to sample from complex distributions since the advent of
modern computers. Other methods used for sampling in complex scenarios include importance
sampling (IS, Neal (2001)), population Monte Carlo (Cappe´ et al., 2004) and the general
sequential Monte Carlo (SMC) framework (Del Moral et al., 2006).
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MCMC is considered to be an especially powerful tool used in Bayesian inference due to its
ability to sample from the posterior while circumventing the difficult computation of the nor-
malising constant. MCMC uses a Markov chain with the posterior as the limiting distribution.
Despite the plethora of research into MCMC methods, some limitations remain (Green et al.,
2015). In general, MCMC methods can involve a significant amount of tuning, can be difficult
to adapt, and are not naturally parallel algorithms.
More recently, the benefits of using SMC have been realised in the context of static Bayesian
models (Chopin, 2002; Del Moral et al., 2006). These methods present a powerful alternative
to MCMC for some applications, in that they are naturally adaptive, easily parallelisable and
are more capable of dealing with targets that are multimodal or have complicated landscapes
(see e.g. Del Moral et al. (2006) and Cappe´ et al. (2007)). The basic method involves moving
a population of N particles through a sequence of distributions which can be chosen by
smoothly introducing either the data (data annealing) or the effect of the likelihood (likelihood
annealing). Many of the computations associated with the N particles can be performed in
parallel. As a useful by-product, SMC produces an estimate of the normalising constant of
the posterior distribution (e.g. Nguyen et al. (2016) and Del Moral and Miclo (2000)), the
so-called evidence, which is useful in the context of Bayesian model choice.
SMC propagates the particles through the sequence of distributions using three types of
steps: reweighting, resampling and moving (or mutation). The reweighting step is an IS step
that ensures that the particle set representing each distribution in the sequence is properly
weighted. The resampling step eliminates particles with low weight and duplicates particles
with high weight, so that a reasonable effective sample size (ESS, the sample size corrected
for non-uniform particle weights) can be maintained. The purpose of the move step is to
diversify replicated particles. Del Moral et al. (2006) describe an optimal backward kernel
for this move step where the incremental weights for the reweighting stage are dependent on
the current samples, though this optimal kernel is intractable. Sub-optimal approximations,
including MCMC kernels, have been described in the literature as suitable alternatives (Del
Moral et al., 2006). The move step is typically the most computationally intensive aspect
of SMC, and it can have an impact on the accuracy of evidence estimates and posterior
expectation estimates. The main motivation of this paper is to develop an efficient MCMC
kernel for SMC.
The available population of particles can be used to determine efficient MCMC kernels for
the move step. The multivariate normal random walk is a common MCMC choice in SMC
algorithms (see for example Chopin (2002)), but a number of alternatives exist. Fearnhead
and Taylor (2013) present a way of automatically adapting MCMC tuning parameters in SMC,
including the scaling factor in the multivariate normal random walk. Fearnhead and Taylor
(2013) also consider an MCMC proposal inspired by the Liu-West kernel (Liu and West, 2001).
Metropolis within Gibbs type updates have also been proposed for SMC (Nguyen et al., 2016).
Population MCMC methods that use multiple interacting chains, such as adaptive direction
sampling (ADS, Gilks et al. (1994)) may naturally be considered in the SMC setting. Tran
and Ninness (2015a,b) use one-dimensional slice sampling to move particles within SMC in a
random direction formed by ADS. There is also a variety of efficient methods which make use
of the derivative of the log-likelihood, such as the Metropolis adjusted Langevin algorithm
(MALA, Roberts and Stramer (2002) and Girolami and Calderhead (2011)) which has been
applied in the context of SMC (Sim et al., 2012). However, analytical derivatives are not
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available in various likelihood-free settings such as approximate Bayesian computation (ABC,
see, for example, Sisson and Fan (2011)) and exact-approximate settings where unbiased
likelihood estimators are used (Andrieu and Roberts, 2009). These intractable derivatives
have been estimated in the context of exact-approximate methods that use a particle filtering
estimate of the likelihood (Dahlin et al., 2015; Nemeth et al., 2016) and in the context of ABC
(Meeds et al., 2015), but derivative-based proposals are less appealing in these settings. See
Meeds et al. (2015) for an example of derivative based proposals in ABC and the associated
issues.
Independent proposal distributions have the advantage that they can result in uniformly er-
godic Markov chains, as opposed to typical geometric ergodicity achieved by random walk
proposals (Tierney, 1994). However, determining an independent proposal that is similar
enough to the target whilst also covering its tails is challenging in substantive applications.
Silva et al. (2010) and Schmidl et al. (2013) develop adaptive MCMC methods that uses
copula models (Sklar, 1959) to form an independent proposal. Copulas provide flexible mul-
tivariate distributions as they allow for separate modelling of marginals whilst accounting for
dependence between the components. One aim of this paper is to extend this idea to the
SMC setting, taking advantage of the available population of particles.
We also demonstrate several additional advantages of considering an independent MCMC ker-
nel within SMC, which we refer to as independent SMC. We connect our independent SMC
method with adaptive importance sampling (AIS, e.g. Ortiz and Kaelbling (2000) and Rubin-
stein and Kroese (2013)) and adaptive multiple importance sampling (AMIS, Cornuet et al.
(2012)), and consider various IS estimators of the evidence. We compare these IS estimators
with the standard SMC estimator shown in Section 2.4 in terms of bias and precision. These
IS estimators of the evidence make use of all proposals generated in the SMC process, rather
than only the final accepted particles from each power posterior. We construct a new evidence
estimator that is simple and computationally efficient to calculate from the SMC output and
performs well for the examples considered here.
The likelihood annealing SMC method, including novel ways of choosing the number of MCMC
repeats, is described in Section 2. Section 3 relates independent SMC to AIS in order to form
efficient ways of reweighting all proposals so that they can be used in posterior inference. The
associated IS estimators of the evidence are presented in Section 4. Independent proposals
based on copula models are described in Section 5. In Section 6, we compare our methods
with a more standard SMC implementation on applications of varying complexity. A final
summary and a discussion of possible limitations and extensions of this work are given in
Section 7.
2 Sequential Monte Carlo
2.1 SMC Framework
Here we are interested in using SMC to sample from the posterior distribution of a statistical
model parameterised by θ ∈ Θ ⊆ Rp where p is the length of vector θ based on the collected
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data y ∈ Y ⊆ Rd:
pi(θ|y) = f(y|θ)pi(θ)
Z
,
where f(y|θ) is the likelihood, pi(θ) is the prior and Z = ∫Θ f(y|θ)pi(θ)dθ is the normalising
constant of the posterior often referred to as the evidence. The evidence is an important
quantity in Bayesian model selection in that the model with the largest evidence is preferred.
SMC traverses a set of N weighted samples or ‘particles’, {W it ,θit}Ni=1, through a sequence of
posterior distributions, pit(θ|y) for t = 0, . . . , T , where we often select pi0 as the prior pi(θ). If
the data are arriving in batches, the sequence of distributions may be formed through data
annealing pit(θ|y1:t) where y1:t denotes data up to the current t. When all of the data are
available, the sequence can be formed via likelihood annealing where the interest is in sampling
from the sequence of power posteriors, pit(θ|y) = f(y|θ)γtpi(θ)/Zt where γt is referred to as the
temperature and 0 = γ0 ≤ · · · ≤ γt ≤ · · · ≤ γT = 1. In this paper we consider the likelihood
annealing sequence as tempering the likelihood can improve exploration of complex targets
(Neal, 2001) and we demonstrate later that efficient use of all samples generated through the
SMC process can be used to approximate the posterior distribution and estimate the evidence.
When an MCMC kernel is used to diversify particles, as we do in this paper, Del Moral et al.
(2006) show that the reweighting scheme to ensure a properly weighted sample for target t+1
based on {W it ,θit}Ni=1 is given by
wit+1 = W
i
t f(y|θit)γt+1−γt , for i = 1, . . . , N,
where wit+1 is an unnormalised weight and W
i
0 = 1/N for i = 1, . . . , N (as we assume we ini-
tially draw perfect samples from the prior). The weights are normalised and we set θit+1 = θ
i
t
for i = 1, . . . , N to obtain the set of particles providing a discrete approximation of pit+1(θ|y).
Given a value of γt we may select γt+1 adaptively by maintaining an ESS of ρN , where
ρ ∈ (0, 1] and the ESS at target t+ 1, ESSt+1, is approximated from the normalised weights
1/
∑N
i=1(W
i
t+1)
2 (Kong et al. (1994)). The reader is referred to Martino et al. (2017) for a
discussion on alternative ESS estimators. The ESS can be maintained at ρN by using the
bisection method (Jasra et al., 2011). The process starts with γ0 = 0 and finishes when a
temperature value of 1 results in an ESS above ρN . In this implementation, we perform a
resample-move step at every adaptively determined temperature. If a resample-move step
is not performed at every temperature, it is possible to instead control the conditional ESS
(CESS, Zhou et al. (2016)) which gives a more accurate representation of the difference be-
tween consecutive distributions when the previous distribution is a weighted sample.
After the reweighting, the ESS will be reduced to a value close to ρN . To boost it back up to
N the particles can be resampled with probabilities given by their corresponding normalised
weights, which has the effect of eliminating particles with negligible weight and replicating
the promising particles. To help overcome the resulting particle degeneracy we apply Rt
iterations of an MCMC kernel on each particle. Here we consider the Metropolis-Hastings
(MH) MCMC algorithm, which requires defining a proposal distribution, qφt(·|θit), which may
depend on the current particle value θit and on some parameter φt. A proposal θ
∗ ∼ qφt(·|θit)
is made where φt is the parameter of the t-th proposal distribution and we set θ
i
t = θ
∗ with
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probability
α(θit,θ
∗) = min
(
1,
f(y|θ∗)γtpi(θ∗)qφt(θit|θ∗)
f(y|θit)γtpi(θit)qφt(θ∗|θit)
)
,
otherwise we retain the current θit. This MCMC kernel is performed Rt times on each particle,
i = 1, . . . , N .
2.2 Details of MCMC Kernels within SMC
Theoretically, any type of MCMC kernel may be applied. A major advantage of SMC is that
the available population of particles, {θit}Ni=1, can be utilised to help form an efficient MCMC
proposal distribution qφt . Here we investigate the benefits of using an independent proposal,
which does not require derivatives of the target pit with respect to θ, which is required in
MALA, for example. In Section 5 we detail how we construct an independent proposal
using copulas and also provide more general methods for modelling marginals separately. For
comparison purposes we also consider the commonly used multivariate normal random walk
MCMC kernel.
The multivariate normal random walk is very common in the MCMC literature and in SMC
algorithms (see for example Chopin (2002)). The proposal distribution qφt(θit,θ
∗) for a single
particle using this scheme is
qφt(θ∗|θit) = N (θ∗;θit, h2t Σˆt),
where φt = (Σˆt, ht), Σˆt denotes an empirical covariance matrix estimate based on the popu-
lation of particles and N (θ∗;µ,Σ) denotes the multivariate normal probability density with
mean µ and covariance Σ evaluated at θ∗. The tuning parameter ht is known to have effects
on mixing and can be either learned online (Fearnhead and Taylor, 2013) or fixed at some
optimal result such as ht = 2.38/
√
p (Gelman et al., 1996) as we have done here.
2.3 Choosing the Number of MCMC Repeats
Since the MCMC kernel can reject proposals, Rt MCMC sequential iterations may be per-
formed on each particle. Drovandi and Pettitt (2011) propose to determine Rt adaptively so
that there is a theoretical probability of 1− c (with c set small) that the particle is moved at
least once. However, this requires knowing the MCMC acceptance probability at the current
t, ptacc, which is unknown. Drovandi and Pettitt (2011) propose to use the acceptance prob-
ability at the previous target, pt−1acc , which can be estimated by the Rt−1 ×N applications of
the MCMC kernel and set
Rt =
⌈
log (c)
log (1− pt−1acc )
⌉
,
where d·e denotes the ceiling function.
Although neighbouring power posteriors in SMC tend to have similar distributions, it is
preferable not to rely on ptacc ≈ pt−1acc . Instead, we propose to calculate Rt based on the
5
current move step at t by performing a trial MCMC iteration on the N particles and using
this to estimate ptacc. Then the above equation is used to calculate Rt with p
t−1
acc replaced by
ptacc. Only a further Rt−1 MCMC iterations are required per particle since the first iteration
is already performed. An added benefit of using this method is that an initial value R0 does
not need to be set. We use this new approach throughout the rest of the paper. In the
discussion in Section 7, we show how a particle-specific value of Rt can be obtained via the
independent proposal.
2.4 SMC Evidence Estimator
An additional benefit of SMC is that little additional implementation or computational effort
is required to obtain an estimate of the evidence. The SMC evidence estimator is based on
the identity ZT /Z0 =
∏T
t=1 Zt/Zt−1 where Z0 = 1 as we assume we initially draw perfect
samples from the prior. This identity has also been used in the context of MCMC (Xie et al.,
2011). It can be shown that the ratio of normalising constants is given by
Zt
Zt−1
=
∫
θ
f(y|θ)γt−γt−1pit−1(θ|y)dθ.
Given the particle population {W it−1,θit−1} from pit−1(θ|y), we can consider a Monte Carlo
approximation of the above integral, which amounts to taking the sum of the unnormalised
weights
Ẑt
Zt−1
=
N∑
i=1
wit.
Thus an estimate of the log evidence is given by
l̂ogZ =
T∑
t=1
log
(
N∑
i=1
wit
)
. (1)
We refer to (1) throughout the rest of the paper as the SMC estimate of the evidence.
Algorithm 1 shows a general SMC algorithm based on the likelihood annealing sequence of
targets and the general mutation step is given in Algorithm 2. The final output from this
algorithm is an estimate of the log evidence and N samples from pit(θ|y) for t = 0, . . . , T .
The particle sets {θit}Ni=1 for t = 0, . . . , T − 1 are not used in any inference and are essentially
wasted as they do not target the posterior. Particle recycling schemes, such as those presented
for general use in Gramacy et al. (2010) and for SMC in Nguyen et al. (2014) and Finke (2015),
have been proposed to reweight particles from earlier power posteriors to adjust for the fact
that they are not drawn from the distribution of interest. We discuss this more in the next
section.
Del Moral et al. (2006) note the impact that the choice of the temperature schedule has
on the estimate of the evidence. Unfortunately, adaptive SMC methods which determine the
sequence of distributions or proposals adaptively online do not guarantee an unbiased estimate
of the evidence (Zhou et al., 2016; Beskos et al., 2016). In Section 4 we demonstrate how
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Input : The number of particles N , the prior distribution pi(θ), a family of proposal
distributions qφt , the desired probability 1− c of moving a particle in
MCMC, and the value of ρ for choosing temperatures such that the ESS of
particles is maintained at ρN .
Output: SMC samples from each of the T + 1 power posteriors, {θit}Ni=1 for
t = 0, . . . , T and an estimate l̂ogZ of the log evidence.
1 Set t = 0
2 Set l̂ogZ = 0
3 Set W i0 =
1
N for i = 1, . . . , N
4 Simulate θi0
iid∼ pi(·) for i = 1, . . . , N
5 while γt 6= 1 do
6 Set t← t+ 1
7 Compute γt using the bisection method to maintain ESSt ≈ ρN
8 Re-weight wit = W
i
t−1p(y|θit−1)γt−γt−1 for i = 1, . . . , N
9 Compute normalised weights W it =
wit∑N
k=1 w
k
t
for i = 1, . . . , N
10 Compute l̂ogZ ← l̂ogZ + log∑Ni=1wti
11 Resample particle values {θit}Ni=1 using {W it }Ni=1 to obtain {W it = 1N ,θit}Ni=1
12 Estimate φt from the particle set {θit}Ni=1
13 Move {θit}Ni=1 according to an MCMC kernel with proposal distribution qφt
(Algorithm 2 or 4)
14 Compute Rt =
⌈
log (c)
log (1−ptacc)
⌉
where ptacc is the acceptance probability of above move
step in line 13
15 for k = 1 to Rt − 1 do
16 Move {θit}Ni=1 according to an MCMC kernel with proposal distribution qφt
(Algorithm 2 or 4)
17 end
18 Set θit+1 ← θit for i = 1, . . . , N
19 end
Algorithm 1: SMC algorithm based on the likelihood annealing sequence of distributions
with an MCMC kernel for the mutation step.
Input : A population of particles from the current power posterior {θit}Ni=1, the
current temperature γt, parameter φt for proposal q
φt , the prior distribution
pi(θ).
Output: Particles after move step, {θit}Ni=1.
1 for i = 1 to N do
2 Draw θ∗ ∼ qφt(·|θit)
3 Compute r = min
(
1,
f(y|θ∗)γtpi(θ∗)qφt (θit|θ∗)
f(y|θit)γtpi(θit)qφt (θ∗|θit)
)
4 if U(0, 1) < r then
5 Set θit ← θ∗
6 end
7 end
Algorithm 2: One iteration of an MCMC kernel on all particles within SMC.
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independent SMC can be used to construct alternative IS evidence estimators which, based
on the empirical results in Section 6, can be less biased and more precise than the standard
SMC estimator.
3 Recycling Proposals
Ideas from IS and AIS can be applied to SMC in order to weight particles appropriately for
the posterior. By reweighting particles in this way, it is possible to achieve a higher ESS
from the posterior compared to the final samples {θiT }Ni=1 alone. In addition to achieving this
improvement in ESS, recycling particles can offer an improved ability to sample from targets
with complex landscapes (Nguyen et al., 2016). In situations where the target is multimodal,
recycling past particles may help to recover samples from well separated modes that may have
otherwise not appeared in the posterior approximation due to resampling.
Generally IS is used to weight samples drawn from an importance distribution in order to
calculate quantities of interest with respect to a target distribution. Standard IS weights
κm in a Bayesian setting for samples {θm}Mm=1 drawn independently from an importance
distribution qφ(·) with parameter φ are
κm =
f(y|θm)pi(θm)
qφ(θm)
, for m = 1, . . . ,M. (2)
The above weights are based on a single importance distribution. The basic AIS method
(Ortiz and Kaelbling, 2000; Rubinstein and Kroese, 2013) involves targeting pi(θ|y) through
a sequence of importance distributions qφt(·) for t = 0, . . . , T where φt denotes the parameter
of the t-th importance distribution. The parameter φ0 for the initial importance distribution
qφ0(·) is predetermined. The AIS weights found for Mt samples, {θmt }Mtm=1, drawn indepen-
dently from qφt are
ωmt =
f(y|θmt )pi(θmt )
qφt(θmt )
, for m = 1, . . . ,Mt and t = 0, . . . , T. (3)
After normalising the weights in (3) to {Ωmt }Mtm=1, the particle set {Ωmt ,θmt }Mtm=1 can be used
to estimate the parameter φt+1 for q
φt+1(·). This continues until the ESS of the weighted
particle set, ESSt = 1/
∑Mt
m=1(Ω
m
t )
2, shows little improvement. The result is T + 1 weighted
particle sets, each representing a sample from the posterior. These weighted particle sets
could be combined together uniformly with the hope of improving precision, but this does
not take account of the fact that early AIS distributions may be a poor approximation of the
target and that each particle set has a different ESS.
The ideas behind AIS are similar to SMC likelihood annealing with an independent proposal,
though the target is also adapted in SMC. This adaptation of the target in SMC makes it a
more robust method than AIS which attempts to target the posterior from the start. It may
then seem desirable to apply ideas from AIS by using the SMC targets pit or independent
proposal distributions qφt for t = 0, . . . , T as importance distributions.
Nguyen et al. (2014) apply concepts from AIS and from Gramacy et al. (2010) to reuse the
accepted particles from pit for t = 0, . . . , T , that is the particles that remain at the end of line
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17 of Algorithm 1. To recycle particles {θit}Ni=1 from the t-th power posterior, the target is
the posterior piT and the importance distribution is the t-th power posterior, pit.
In the context of our independent SMC method, it is possible to recycle all proposals from
all temperatures (not just the final samples from each power posterior) by using the qφt(·)
as importance distributions. This simple concept of extending the current recycling methods
to allow for the independent proposal qφt as the importance distribution has the potential to
offer substantial advantages in terms of increased ESS from the posterior.
The recycling schemes that follow focus on using weighting schemes similar to AIS to reuse
past particles and proposals in SMC. Nguyen et al. (2016) explore some methods to efficiently
combine samples from different importance distributions in the context of power posterior
recycling. These methods are described and extended to the case of reusing all independent
proposals below.
3.1 Combined Importance Sampling Recycling
Whether recycling samples from the power posteriors or all independent proposals, it is rel-
atively simple to obtain T + 1 weighted particle sets targeting the posterior, each with a
different ESS. Gramacy et al. (2010) propose combining these particle sets by weighting set t
by its contribution λt to the total ESS, where λt = ESSt/
∑T
l=0 ESSl and t = 0, . . . , T . This
simple approach has the benefit that the required quantities have already been computed. We
refer to this general approach as combined importance sampling (CIS) recycling. Below we
present the two versions of CIS using the power posteriors and the independent proposals as
importance distributions, and we denote these two versions by CISPP and CISIP respectively.
3.1.1 Power Posterior Recycling
The IS weight to recycle particle θit from the t-th power posterior is
κit = f(y|θit)1−γt , for i = 1, . . . , N and t = 0, . . . , T. (4)
These weights are normalised to Kit = κ
i
t/
∑N
k=1 κ
k
t so the ESS from the t-th temperature is
ESSt = 1/
∑N
i=1(K
i
t)
2, for t = 0, . . . , T .
To combine the weighted particle sets efficiently, the weight in (4) is adjusted so that the new
weight is:
K˜it = K
i
tλt, for i = 1, . . . , N and t = 0, . . . , T. (5)
The ESS from the posterior based on this recycling scheme is now guaranteed to be higher
than N , the original ESS from the posterior before recycling. Specifically, it can be shown
(Appendix A) based on our definition of ESS that the new ESS is exactly
∑T
t=0 ESSt. Gramacy
et al. (2010) derive a similar result for the total ESS of multiple IS approximations combined
in this way, but their result is based on a different definition for the ESS.
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3.1.2 Independent Proposal Recycling
The form for the AIS weights in (3) can be applied directly to SMC where qφt(·) is the
independent proposal distribution used to make proposals {θmt }RtNm=1 for pit. Combining these
weighted particle sets based on their contribution to the total ESS results in the following
normalised weights
Ω˜mt = λtΩ
m
t , for m = 1, . . . , RtN and t = 0, . . . , T. (6)
Using these normalised weights results in an overall ESS targeting the posterior of
∑T
t=0 ESSt
(Appendix A).
3.2 Adaptive Multiple Importance Sampling Recycling
Cornuet et al. (2012) present an alternative form for the weights in their adaptive multiple
importance sampling (AMIS) method. Under this scheme, there are multiple importance
distributions as in AIS but the weights
νmt = f(y|θmt )pi(θmt )/
1∑
T
t=0Nt
∑
T
l=0Nlq
φl(θmt ), (7)
for m = 1, . . . , RtN and t = 0, . . . , T help to avoid problems with early importance distribu-
tions having a lower ESS. Here qφl(θmt ) is the l-th IS density evaluated at θ
m
t .
Cornuet et al. (2012) refer to these weights as deterministic multiple mixture weights (Veach
and Guibas, 1995; Owen and Zhou, 2000). Instead of using a single IS density for θmt , the
density becomes the weighted mean of all T + 1 IS densities at θmt . The major benefit of
this method is in its ability to efficiently combine samples drawn from different importance
distributions. As a result of the mixture term, samples which are assigned extreme weights
due to poor importance distributions can be accounted for. However, calculating the AMIS
weight for particle θmt requires the proposal densities q
φl(θmt ) for l = 0, . . . , T , that is an extra
T proposal density calculations per particle which can be restrictive. When a large number
of temperatures are used, methods which limit the computational complexity of AMIS as in
Elvira et al. (2015) may be useful. The CIS recycling methods above do not suffer from this
drawback of requiring additional proposal density computations. However, as with the other
recycling methods described, no additional target evaluations are required in AMIS.
Versions of AMIS recycling based on power posteriors and independent proposals as impor-
tance distributions are denoted AMISPP and AMISIP, respectively.
3.2.1 Power Posterior Recycling
Nguyen et al. (2016) use an AMIS weighting scheme to reuse particles from the power poste-
riors in calculating expectations with respect to the posterior. The importance distributions
used in this weighting scheme are the power posteriors pit for t = 0, . . . , T , but calculating the
deterministic multiple mixture weights requires that pit be normalised. Hence, Nguyen et al.
(2016) use the SMC estimate Zˆt for the normalising constant of pit. Nguyen et al. (2016)
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compare AMISPP and CISPP and found empirically that the AMISPP scheme performs only
marginally better. We do not consider the AMISPP recycling method further since the focus
of this work is on independent SMC where all proposals can be recycled.
3.2.2 Independent Proposal Recycling
The weighting scheme to reuse all proposals using AMIS is exactly as in (7), where qφt(·)
represents the independent proposal distribution used to make proposals {θmt }RtNm=1 for pit.
4 Evidence Estimators for Independent Proposals
There exists a simple method to estimate the evidence based on IS identities, given that
the importance density qφ(·) with parameter φ is known. For samples {θm}Mm=1 drawn
independently from the importance distribution qφ(·), the evidence can be estimated by
Ẑ =
1
N
M∑
m=1
f(y|θm)pi(θm)
qφ(θm)
.
The term inside the summation is equivalent to the previously described importance weights,
κm, from (2).
The recycling methods of Section 3 use IS weights so it is natural to consider estimates of
the evidence based on IS identities. We refer to estimators of the evidence which are based
on IS weights and identities as IS estimates of the evidence throughout the rest of the paper.
Previous application of IS evidence estimators in SMC has been limited by the requirement
that the (normalised) importance density must be known. The power posterior recycling
method of Gramacy et al. (2010) and later Nguyen et al. (2014) can be useful for improving
posterior inference, but it has an importance density of qφt(θit) = f(y|θit)γtpi(θit)/Zt which
requires the unknown normalising constant for the power posterior, Zt. It is possible to
consider CIS and AMIS estimators of the evidence based on PP recycling by using the SMC
estimates of the intermediate normalising constants. Details of such estimators are provided
and implemented in Appendix F. However, the requirement to estimate intermediate evidences
in order to estimate the overall evidence makes it less appealing to use pit for t = 0, . . . , T as
importance distributions for estimating the evidence. These estimators only take advantage
of N additional particles when compared to the standard SMC estimator, and we demonstrate
empirically in Appendix F that their performance is very similar to the standard SMC evidence
estimator for the examples in this paper.
In the weighting schemes for independent SMC, the importance density qφt can be determined
pointwise for any θmt which makes it possible to recycle every proposal from q
φt for t = 0, . . . , T
to estimate the evidence. Applying the concepts from CISIP and AMISIP is straightforward.
Multiple IS approximations can be combined efficiently using CISIP by weighting each IS
approximation by its contribution λt to the total ESS. Hence, an estimator for the evidence
based on CISIP involves a weighted sum of the T + 1 separate evidence estimators as given
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below,
Ẑ =
T∑
t=0
λt
RtN
RtN∑
m=1
ωmt
=
T∑
t=0
λt
RtN
RtN∑
m=1
f(y|θmt )pi(θmt )
qφt(θmt )
.
(8)
The evidence estimator based on the AMISIP weights is
Ẑ =
1
N
∑
T
t=0Rt
T∑
t=0
RtN∑
m=1
νmt
=
T∑
t=0
Nt∑
m=1
f(y|θmt )pi(θmt )∑T
s=0Nsq
φs(θmt )
.
(9)
It is well known (Zhou et al., 2016; Beskos et al., 2016) that the standard SMC estimator in (1)
is not guaranteed to be unbiased when the sequence of distributions or proposals are adapted
online. The proposed IS estimators are also not guaranteed to be unbiased when adaptive
methods are used, so there is interest in comparing empirically the IS and SMC estimators in
terms of bias. We demonstrate empirically in Section 6 that the IS evidence estimators can be
less biased and can have lower variability than the standard SMC estimator. If an unbiased
estimator is required, the proposals and temperatures from an adaptive SMC run can be used
in a new, non-adaptive SMC run. The SMC and IS estimators of the evidence based on the
new run with fixed proposals and temperatures will be unbiased.
5 Independent Proposals
Where independent proposals have been used in the literature, they are generally limited to
simple distributions. Multivariate t distributions are frequently used as importance distribu-
tions in AIS (Oh and Berger, 1992) due to their simplicity and heavy tails, and more recently
mixtures of multivariate t distributions have also been used (e.g. Cappe´ et al. (2008)). Multi-
variate normal independent proposals were proposed in early SMC algorithms (Chopin, 2002)
also due to their simplicity, but there has been little work extending these proposals to more
flexible distributions. We are motivated by considering more flexible models to obtain more
efficient independent proposals. In the spirit of copula models (Sklar, 1959), we consider mod-
elling the univariate marginal densities of the power posterior and the dependence structure
between components of θ separately.
5.1 Transforming Marginal Distributions
Modelling the marginal distributions of a multivariate random variable separately can help
to simplify the modelling of dependence. This process allows for complete flexibility in mod-
elling the marginals which can then be transformed to standard distributions to model the
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dependencies. A general method to transform the marginal distributions to approximately
N (0, 1) is described here.
Denote the j-th dimension of the t-th population of particles as {θit[j]}Ni=1 for j = 1, . . . , p
and t = 0, . . . , T . Univariate distributions with parameter ηj are fitted to {θit[j]}Ni=1 for
j = 1, . . . , p and the cumulative distribution function of the j-th marginal is denoted G
ηˆj
j (·).
Taking Xit [j] = G
ηˆj
j (θ
i
t[j]) for i = 1, . . . , N transforms each of the p dimensions of the particle
population to be approximately U(0, 1) distributed random variates provided that Gηˆjj fits
well. The quantile function of the standard normal distribution, Φ−1, can then be used to
transform the marginals to be roughly standard normal through Zit [j] = Φ
−1(Xit [j]).
Once a proposal has been made, transformation back to the original scale is required. To
return the proposal Z∗ on the N (0, 1) scale to the approximately U(0, 1) scale, the cumula-
tive distribution function of the standard normal distribution, Φ, is used such that X∗[j] =
Φ(Z∗[j]) for j = 1, . . . , p. Finally the quantile function Qηˆjj (·), where Q ≡ G−1, of each of the
fitted marginal distributions can be used to determine θ∗ such that θ∗[j] = Qηˆjj (X
∗[j]) for
j = 1, . . . , p. When the quantile function is not available analytically, the bisection method
can be used to determine the quantiles to arbitrary precision.
The Jacobian of these transformations must be accounted for in the proposal density. Further
details about the methods to model dependencies and the associated proposal densities are
given in Section 5.2. Different marginal distributions, including univariate beta and Gaussian
mixture distributions, are used for this work. When individual parameters are bounded
above and below a priori, beta marginals may be a sensible choice as the prior limits can be
transformed to [0, 1].
The concepts presented here for transforming the marginal distributions of a multivariate
random variable to roughly N (0, 1) may also be relevant to other proposals, including the
multivariate normal random walk proposal. Given that the focus of this work is on indepen-
dent proposals, this concept is not considered further in this paper and we leave it for further
research.
5.2 Copula Independent Proposal
Copulas are used to model the dependencies between the marginals of a multivariate random
variable. Specifically, copulas are functions which describe the dependence between univari-
ate uniform marginals but this can easily be extended to non-uniform marginals by using
the transformations described in Section 5.1. Sklar’s theorem (Sklar, 1959) states that a
multi-dimensional distribution can be described entirely by its marginal cumulative distri-
bution functions and a copula that captures the dependence between these marginals. Any
p-dimensional random vector V = (V1, . . . , Vp)
T with cumulative distribution function H
and continuous marginal distribution functions Gj(v) = P (Vj ≤ v) for j = 1, . . . , p can be
described by a unique copula C such that
H(v1, . . . , vp) = C(G1(v1), . . . , Gp(vp)).
Copula models provide a flexible framework that might be useful for forming independent
proposals in Bayesian algorithms. An independent MCMC proposal using copulas has been
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explored before in MCMC (Silva et al., 2010; Schmidl et al., 2013). In MCMC the performance
of a copula based proposal is limited by the requirement of finding an approximation of the
target distribution to fit the copula and the marginals, whereas in SMC an approximation
from the current target is already available. To our knowledge, independent MCMC proposals
using copulas have not yet been developed for general use in an SMC framework.
A simple and popular family of copulas is the Gaussian copula (see for example Fang et al.
(2002)) which uses a multivariate Gaussian model for the roughlyN (0, 1) transformed marginals.
Denote samples on the U(0, 1) scale by {Xi}Ni=1 and denote the samples after transformation
to N (0, 1) by {Zi}Ni=1. The parameter of the Gaussian copula is the correlation matrix de-
noted D. The probability density function for the Gaussian copula is then
p(X|D) = N (Z; 0,D)∏p
j=1N (Z[j]; 0, 1)
,
which can be derived from the multivariate normal density and transformation methods. The
correlation matrix D is estimated by the empirical correlation matrix of the samples {Zi}Ni=1.
To increase the flexibility of this standard Gaussian copula independent proposal, we con-
sider a copula based on the multivariate Gaussian mixture model (MGMM, Pearson (1894);
Dempster et al. (1977)). MGMMs consist of a weighted mixture of multivariate Gaussian dis-
tributions. The parameters to be estimated in an MGMM are the mean, µk, and covariance,
Σk, of the k-th component and a set of weights ck for k = 1, . . . ,K where K is the number of
components and
∑K
k=1 ck = 1. The density of a general MGMM for parameter Z is defined
as
p(Z|c,µ,Σ) =
K∑
k=1
ck N (Z;µk,Σk).
The process of fitting a copula model, including the transformations to approximately N (0, 1)
marginals, is given in Algorithm 3. The parameters cˆ, µˆ and Σˆ for the mixture model are
fitted using the expectation maximisation (EM) algorithm (Dempster et al., 1977).
Input : A population of particles from the current power posterior {θit}Ni=1, the
number K of components in the MGMM and the type of marginals to be
fitted (problem dependent).
Output: Marginal distribution parameters {ηˆj}pj=1, mixture model parameters
(cˆ, µˆ, Σˆ) and the transformed population on marginal N (0, 1) scale {Zit}Ni=1.
1 for j = 1 to p do
2 Estimate ηˆj from {θit[j]}Ni=1
3 Compute Xit [j] = G
ηj
j (θ
i
t[j]) for i = 1, . . . , N .
4 Compute Zit [j] = Φ
−1(Xit [j]) for i = 1, . . . , N .
5 end
6 Estimate (cˆ, µˆ, Σˆ) from {Zit}Ni=1 using the EM algorithm.
Algorithm 3: Fitting the copula-based MGMM to form an independent proposal distribu-
tion for moving particles in SMC at the t-th power posterior.
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Once the copula model has been fitted, RtN proposals are made from the mixture model which
simply involves simulating from the k-th component with probability ck. The proposals Z
∗
are transformed back to the original scale for θ∗ using the methods described in Section 5.1.
The proposal density for general θ∗t with fitted parameters φt = (ηˆ, cˆ, µˆ, Σˆ) can be found
through transformation methods (see Appendix B) and is given by
qφt(θ∗t ) =

p∏
j=1
g
ηˆj
j (θ
∗
t [j])
N (Z∗t [j]; 0, 1)

K∑
k=1
cˆk N (Z∗t ; µˆk, Σˆk),
where g
ηˆj
j denotes the probability density function of the j-th marginal with estimated pa-
rameter ηˆj . This proposal density is required for the MH ratio and also for recycling methods.
Algorithm 4 outlines the details of performing a single MCMC step for each particle using
MGMM independent proposals. The steps shown in this algorithm are repeated multiple
times depending on Rt, but it is easy to adjust the method to draw all proposals from q
φt(·)
and calculate {f(y|θm)}RtNm=1, {pi(θm)}RtNm=1 and {qφt(θm)}RtNm=1 for the proposals in parallel.
Input : A population of particles from the current target {θit}Ni=1, the transformed
standard normal version of the population of particles {Zit}Ni=1, fitted
marginal distribution parameters {ηˆj}pj=1, fitted mixture model parameters
(cˆ, µˆ, Σˆ), the current temperature γt and the prior distribution pi(θ).
Output: Particles after move step, {θit}Ni=1, and the new transformed population on
marginal N (0, 1) scale {Zit}Ni=1.
1 for i = 1 to N do
2 Draw Z∗ from the MGMM with parameters (cˆ, µˆ, Σˆ)
3 for j = 1 to p do
4 Compute X∗[j] = Φ(Z∗[j])
5 Compute θ∗[j] = Qηˆjj (X
∗[j])
6 end
7 Compute r = min
(
1,
f(y|θ∗)γtpi(θ∗)qφt (θit)
f(y|θit)γtpi(θit)qφt (θ∗)
)
8 if U(0, 1) < r then
9 Set θit ← θ∗
10 Set Zit ← Z∗
11 end
12 end
Algorithm 4: MH MCMC move step using independent MGMM copula based proposals.
The MGMM copula used here can also be extended to any family of mixture models. There
are methods to help choose the number of components in a mixture model (McLachlan and
Peel, 2000), for example based on the Bayesian information criterion (Schwarz, 1978; Keribin,
2000), but for simplicity here we fix the number of components.
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6 Examples
The multivariate normal random walk (RW) and independent proposals (IND) are applied
here on simulation studies of varying complexity. Recycling methods are denoted by either
CIS or AMIS with subscripts PP or IP used to identify whether power posterior recycling or
independent proposal recycling is applied. Table 1 shows a summary of the different kernels
and recycling methods, including information on which methods have been implemented and
which are new contributions to the literature.
Table 1: The kernels and recycling methods considered with information regarding
whether they have been implemented and whether they are novel.
Kernel Recycling
Class
Recycling In-
stance
Imple-
mented
New
RW - - 3 7
INDa - - 3 3
(any) CIS PP 3 7
(any) AMIS PP 7 7
IND CIS IP 3 3
IND AMIS IP 3 3
aIND refers to the MGMM copula proposal described in Section 5
MCMC kernels and recycling methods are compared on the basis of posterior and evidence
estimates. For each of the applications given here, a gold standard posterior approximation is
found via a long MCMC run. To determine the precision with which each MCMC kernel and
recycling method estimates the posterior, the mean square error of desired quantiles of the
posterior across multiple runs (MSE) are compared. To investigate the precision of different
evidence estimators, the variance of multiple log evidence estimates, VAR, is used.
Log-likelihood computations, or likelihood estimation in exact-approximate methods, can
comprise most of the computational effort in complex applications. We make use of the
total log-likelihood computations, TLL, when comparing efficiency for each of these measures.
Values of log(MSE · TLL) and log(VAR · TLL) can be used, where we prefer smaller values.
For the likelihood annealing SMC, temperatures are chosen with ρ = 0.5 so that the ESS in
the next iteration is at least N/2. The number of MCMC repeats is chosen so that samples
are moved with theoretical probability of at least 1− c = 0.99. We also note that for CISPP
recycling, the initial samples drawn from the prior have not been recycled for these examples.
Although it it possible to recycle these initial samples, the difference in ESS is negligible.
In addition to the two applications given in the main paper, Appendices C and D contain a
simple example based on a regression model and an application where an unbiased likelihood
estimator is used, respectively. For both of these examples, the IND proposal outperforms
RW by some measures before recycling. After recycling, there are significant improvements
in MSE and VAR, especially after adjusting for TLL. These two examples have models with
parameter dimension of p = 3, while the examples given in the main paper are based on
p = 11 and p = 9 dimensions.
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6.1 Capture-Recapture Example
The capture-recapture example used here is based on data collected by Marzolin (1988) on a
species of bird called the European Dipper (Cinclus cinclus). Marzolin (1988) collected data
based on the capture and recapture of this species over six years. Varying levels of Cormack-
Jolly-Seber models (Lebreton et al., 1992) have been applied to the data, but the version used
in this analysis is based on a twelve parameter survivor model. Similar analyses based on
Bayesian inference for this data set have been performed by others, including Brooks et al.
(2000) and Nott et al. (2016).
The parameters for the model are φi and pk where i = 1, . . . , 6 and k = 2, . . . , 7. φi represents
the probability of survival from year i to year i+ 1 and pk represents the probability of being
captured in year k.
The likelihood for the model is given below, and based on data Di for the number of birds
released in year i and yik for the number of animals caught in year k out of the number released
in year i. Here di = Di −
∑7
k=i+1 yik is the number released in year i that are never caught.
The corresponding probability of a bird being released in year i and never being caught is
χi = 1−
∑7
k=i+1 φipk
∏k−1
m=i+1 φm(1− pm), which is a function of the model parameters. The
likelihood is given by
f(y|θ) ∝
6∏
i=1
χdii
7∏
k=i+1
[
φipk
k−1∏
m=i+1
φm(1− pm)
]yik
,
where θ = (φ,p), φ = (φ1, ..., φ6), p = (p2, ..., p7) and y = {yik : i = 1, . . . , 6, k = 2, . . . , 7}.
Due to parameter identifiability issues discussed in Brooks et al. (2000), the parameters φ6
and p7 are combined as φ6p7 leading to a total of eleven parameters.
The prior for each component of θ is set to be U(0, 1), and all components are independent a
priori. For the RW proposal, the j-th parameter θ[j] is transformed using θ˜[j] = log(θ[j]/(1−
θ[j])) for j = 1, . . . , 11. The implied prior density for θ˜[j] is then eθ˜[j]/(1 + eθ˜[j])2, for
j = 1, . . . , 11.
For this example, 100 SMC runs with N = 1000 particles are performed. The gold standard
for posterior approximation is obtained from a 10 million iteration MCMC run, taking every
100th sample. The IND proposals are formed using a Gaussian copula model (MGMM copula
with one component) with beta marginals since all parameters are probabilities.
6.1.1 Posterior
The log(MSE·TLL) values for different kernels and recycling methods for the posterior median
estimate are shown in Figure 1. The IND proposal consistently outperforms the RW kernel.
CISPP recycling improves the accuracy for RW and IND, while an even greater improvement
can be achieved by recycling all independent proposals. This improvement in the MSE by
using recycling methods can be related to the ESS targeting the posterior. The ESS using
only the final N samples is 1000, whereas CISPP recycling results in a median ESS of around
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2200 and CISIP recycling results in a median ESS above 5500. Despite the additional compu-
tation required in computing the AMISIP weights, the efficiency appears very similar to CISIP
recycling. The MSE results are similar for the 2.5 and 97.5 univariate posterior percentiles
(not shown).
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Figure 1: Capture-recapture example: Shown are the values of log(MSE · TLL) for the uni-
variate posterior median before recycling (circle), with CISPP recycling (square), with CISIP
recycling (upwards pointing triangle) and with AMISIP recycling (downwards pointing trian-
gle). Results are based on 100 runs.
6.1.2 Evidence
Figure 2 shows boxplots of the SMC and IS-based estimates of the log evidence based on 100
runs. IND seems to result in the more efficient standard SMC estimator of the evidence, and
the improvement from this best standard SMC estimator to the IS estimators (Figure 2(b))
is remarkable.
Efficiency of the log evidence estimators can be compared in Figure 3. The SMC IND estimator
offers a significant improvement over the SMC RW estimator and the improvement from the
SMC IND estimator to the IS evidence estimators in terms of log(VAR·TLL) is approximately
six-fold. The AMISIP estimator outperforms the CISIP estimator at the cost of additional
proposal density computations.
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Figure 2: Capture-recapture example: 100 log evidence estimates for (a) SMC estimates for
different kernels and (b) IS estimates for independent MCMC kernels with the SMC IND
results shown as a baseline.
6.2 ODE Model for Biochemical Pathways
In the previous example (and the examples in the appendices), the use of independent propos-
als resulted in a significant reduction in the uncertainty of estimates of posterior expectations
and the evidence. We found that the posterior distributions in these examples were quite
regular and could be modelled well with our copula model. The purpose of this example is
to consider a posterior distribution with significant irregularities that pushes the boundaries
of what can currently be achieved with our independent proposal. This will motivate further
research on this topic to increase the capabilities of SMC with an independent proposal.
A nonlinear ODE system for modelling biochemical pathways is investigated here through
SMC. This ten-dimensional example is based on the Michaelis-Menten kinetic law for defining
the activation of protein R and is used for investigating the enzymatic activation of protein
R into its active form Rpp by enzyme S.
The four-dimensional system of coupled ODEs shown below has been described in Geyer
(1991) and investigated from a Bayesian context in Girolami (2008):
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Figure 3: Capture-recapture example: log(VAR · TLL) based on 100 runs for (a) SMC esti-
mates for different kernels and (b) IS estimates for independent MCMC kernels with the SMC
IND results shown as a baseline.
dS
dt = −k1S
dD
dt = k1S
dR
dt = − V1RSKm1+R +
V2Rpp
Km2+Rpp
dRpp
dt =
V1RS
Km1+R
− V2RppKm2+Rpp .
According to this system, the total of R and Rpp is constant and the total of S and D is
constant.
The first five parameters for this application are given by k1, V1, Km1, V2 and Km2 and
the next four are given by the initial values for the variables, S0, D0, R0 and Rpp0. Here
we generate data from the model and collect data at 20 distinct time points based on the
following parameter configuration specified by Girolami (2008):
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
k1
V1
Km1
Km2
V2
S0
D0
R0
Rpp0

=

0.05
0.20
0.1
0.1
0.1
1.00
0
1.00
0

.
We assume that only Rpp can be observed and that it is observed with error. We denote the
corresponding observations y and following Girolami (2008), we assume y(t) ∼ N (Rpp(t), σ2)
where σ is chosen to be 0.02.
A plot of the true levels of Rpp based on the first 9 parameters along with the observed Rpp
using σ = 0.02 can be seen in Figure 4. The time period started at zero and observations
are made at every three units of time (up to 57) as this is where the level of Rpp begins to
asymptote to zero. The data is denoted as y = {y(t) : t = 0, 3, . . . , 57}.
time
0 10 20 30 40 50 60
R
pp
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
true
observed
Figure 4: ODE example: True and observed Rpp levels.
Girolami (2008) gives the covariance structure of the model parameters, suggesting that a
number of the variables are highly correlated. A closer investigation reveals several practical
and structural identifiability issues in this ODE model (see Raue et al. (2009) for a review
of identifiability analysis). Since only Rpp is observed, no information is obtained about
the initial value of D, making D0 practically non-identifiable. There is also a number of
issues caused by structural identifiability resulting from the form of the model. Attempting
to estimate the standard deviation of the Gaussian noise causes further identifiability issues.
The Gamma priors below of the form G(α, β) with mean αβ and variance αβ2 do help to
enforce some weak identifiability,
k1, V1, Km1, V2, Km2, σ ∼ G(1, 1)
S0, R0 ∼ G(5, 0.2)
D0, Rpp0 ∼ G(1, 0.1).
However the problem remains challenging even without estimating σ. For the purposes of
this paper, analysis is performed on the already challenging 9 parameter example with θ
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= (log k1, log V1, logKm1, logKm2, log V2, logS0, logD0, logR0, logRpp0) and σ = 0.02.
The posterior for this 9 parameter example is so complex that when fitting a MGMM to the
posterior samples of a long MCMC run, the BIC was still decreasing even after fitting 15
components.
To model each of the marginals, five component GMMs are used. Taking advantage of the
fact that no information is obtained about D0, this parameter is updated independently of the
other parameters using its fitted marginal distribution. We also update Rpp0 independently
since it is well identified because a noisy observation of the Rpp variable is taken at t = 0. Due
to the complexities of the dependence structure, proposals for the remaining seven parameters
are based on a MGMM copula model with six components.
One hundred SMC runs with N = 2000 particles in each are performed for this example. The
gold standard posterior approximation is based on an MCMC run with 10 million iterations,
with a 100,000 iteration burn-in and thinning by taking every 1000th sample. Bivariate plots
of the estimated posterior from the long MCMC run can be found in Appendix E, and show
complex dependencies between several parameters.
6.2.1 Posterior
Given the complexities of the posterior, covering the tails of the target is challenging in this
application. Figure 5 shows posterior estimates for the marginals based on the gold standard
long MCMC run. Also shown in Figure 5 are results based on a single SMC run using the
RW and IND proposals. From inspection, it appears that RW covers the tails of the target
whereas there are issues with tail coverage in IND for parameters k1, Km2 and V2.
Although a long MCMC run and SMC RW are available for comparison here, these methods
are expensive to perform and it is not always feasible to perform such long runs. Using the
RW kernel with 2000 particles in SMC requires an average of 3.8 million log-likelihood compu-
tations, while IND requires an average of approximately 600,000 log-likelihood computations.
Other kernels that were tried for this example, including the Liu-West proposal, also failed
to cover the tails of the target (results not shown).
One advantage we found with the IP recycling is that the ESS was often small (substantially
less than N), caused by particles in the tails being assigned high weights. Thus in some cases
lack of tail coverage can be diagnosed. Unfortunately, though, we found that the ESS can be
misleadingly high even when tail coverage is an issue.
Shown in Figure 6 is log(MSE ·TLL) where the MSE is with respect to the marginal posterior
median estimates. Values for log(MSE ·TLL) are also shown in Figures 7 and 8 for the MSE
of the 2.5% and 97.5% quantiles, respectively. In general, IP recycling leads to more efficient
estimators by this measure than RW. The concerning parts of the posterior approximation, the
lower tails for k1 and Km2 and the upper tail for V2, are considerably improved by recycling
all proposals. However, the extreme weights associated with proposals in the tails of k1, Km2
and V2 have a detrimental effect on the efficiency of posterior estimates for other parameters.
CISPP recycling has performed poorly in general for both the RW and IND proposals, and
the estimated posterior based on this weighting scheme has issues with tail coverage.
The improvements from IP recycling suggest that recycling helps to improve the accuracy of
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posterior estimates. The small ESS after recycling remains an issue for using the weighted
samples in posterior inference, but can also be considered an advantage as it brings attention to
the issues with tail coverage in the original samples. This challenging application motivates
further investigation into efficient independent proposals which also cover the tails of the
target.
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Figure 5: ODE example: Posterior estimates for the ODE example parameters (on log scale)
based on a gold standard MCMC run (solid) and single SMC runs with the RW kernel (dash)
and IND kernel (dot-dash).
6.2.2 Evidence
Boxplots of the log evidence estimates based on 100 SMC runs with 2000 particles can be
seen in Figure 9. There is no guarantee that these estimators of the evidence are unbiased
since adaptive methods have been used, and this is noticeable in Figure 9(a) where at least
one of the estimators is clearly biased. The IS estimators of the evidence are closer to the
SMC RW estimator of the evidence than the SMC IND estimator, and the variability of these
estimators can be seen in Figure 9(b). It is interesting to observe that precise estimates of
the evidence can be obtained with CISIP despite extreme weights and a proposal which may
not fully cover the tails. The outlying log evidence estimate of 22.25 for AMISIP is associated
with the lowest ESS value of 16. The next lowest ESS is 105.
For a comparison of efficiency, boxplots of log(VAR · TLL) for all of the estimators with a
similar median are shown in Figure 10. The IS evidence estimators are far more efficient
by this measure than the SMC RW estimator. Unlike in the previous example, the AMISIP
weighting scheme does not offer any clear advantage over the CISIP scheme in this example.
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Figure 6: ODE example: Shown are the values of log(MSE ·TLL) for the univariate posterior
medians before recycling (circle), with CISPP recycling (square), with CISIP recycling (up-
wards pointing triangle) and with AMISIP recycling (downwards pointing triangle). Results
are based on 100 runs.
The deterministic multiple mixture weights in AMIS generally aid in avoiding extreme weights,
but if an extreme weight does occur it can significantly reduce the overall ESS. On the other
hand, the effect of extreme weights in CIS recycling is limited to affecting the component
of the ESS from that temperature. As a result, extreme weights for proposals from early
temperatures tend to have a smaller effect on the ESS and overall performance of the CIS
recycling method.
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Figure 7: ODE example: Shown are the values of log(MSE ·TLL) for the univariate posterior
2.5 percentiles before recycling (circle), with CISPP recycling (square), with CISIP recycling
(upwards pointing triangle) and with AMISIP recycling (downwards pointing triangle). Re-
sults are based on 100 runs.
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Figure 8: ODE example: Shown are the values of log(MSE ·TLL) for the univariate posterior
97.5 percentiles before recycling (circle), with CISPP recycling (square), with CISIP recy-
cling (upwards pointing triangle) and with AMISIP recycling (downwards pointing triangle).
Results are based on 100 runs.
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Figure 9: ODE example: 100 log evidence estimates for (a) SMC estimates for different kernels
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Figure 10: ODE example: Boxplots of log(VAR · TLL) values for the SMC RW and IS
estimators based on 100 runs.
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7 Discussion
The potential advantages of using independent copula based MCMC proposals in SMC have
been demonstrated. The implementation of independent proposals in the SMC context is
highly parallelisable and offers the ability to reuse all proposals in estimating the posterior
and evidence. We have presented a general framework for forming these proposals based on
modelling the marginals and the dependence separately, and the specific proposals applied
here are based on modelling dependence through MGMMs. Our results are competitive
with the multivariate normal random walk kernel in the examples presented here and in the
appendices, even before recycling is applied.
We considered various other derivative-free kernels including the Liu-West (Liu and West,
2001) kernel, ADS (Gilks et al., 1994) and a slice sampling method (Tran and Ninness, 2015b)
in our empirical studies, but found that these kernels did not perform well relative to the
independent proposal or the multivariate normal random walk proposal for the examples
considered.
A major benefit of independent SMC is in the ability to reuse all proposals. IS weights
based on AMIS (Cornuet et al., 2012) and an extension to the ideas of Gramacy et al. (2010)
are considered. Using simple IS identities, these weights can be used to form estimators of
the evidence which are remarkably precise and empirically seem to have less bias than the
standard SMC estimators when adaptive methods are used. If the independent proposals
cover the tails of the target, then significant improvements in posterior inference can also be
expected. Given sufficient tail coverage, recycling all proposals substantially improves the
MSE and the ESS from the posterior, compared to CISPP recycling (Nguyen et al., 2014).
Although AMISIP marginally outperforms the CISIP recycling method in general, the CISIP
recycling method can be less sensitive to extreme weights and performs to a similar standard
without requiring additional proposal density computations.
The implications of using an independent proposal which does not cover the tails of the target
are highlighted in Section 6.2. Through recycling, it is sometimes possible to detect lack of
tail coverage through a small ESS. Taking advantage of any known prior information about
the dependency structure, for example by updating some parameters separately from others
as in Section 6.2, may help when this information is available. However, finding a proposal
which covers the tails remains challenging for complex targets and a subject which we wish
to tackle in further research.
The commonly used Gaussian copula does not have tail dependence (Embrechts et al., 2001).
Although the mixture of Gaussian copulas is more flexible than a single Gaussian copula,
the inability to model tail dependence using Gaussian copulas may be contributing to the
poor tail coverage. A mixture of student’s t copulas, which model symmetric tail dependence,
may help to improve tail coverage. Vine copulas (Joe, 1996; Bedford and Cooke, 2002) are a
more flexible option for modelling dependence but become increasingly complex to fit in high
dimensions. Future work may consider defensive mixture distributions (Hesterberg, 1995),
which use a mixture of some approximation qφt of the target with a sampling distribution
that improves tail coverage at the cost of efficiency. Given that mixture models and vine
copulas suffer from the curse of dimensionality with increasing dimension of the parameter
θ, it may be necessary to investigate alternative ways to model dependence for complex and
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high dimensional posterior distributions in the context of independent SMC.
The method of transforming the marginals to some standard distribution simplifies the mod-
elling of dependence, but relies on a reasonable fit of the chosen marginals and the ability
to simulate from the resulting marginal distributions via the inversion method. However,
there may not be an analytical expression for the quantile function. In these cases, the bisec-
tion method can be used to determine the quantiles, though this may require non-negligible
computation time.
In this work, the number of MCMC repeats for each temperature is chosen based on the
current target and applied to all particles. Using a constant value of Rt on each particle
assumes the same probability of moving a particle, regardless of its location in the parameter
space. The application of independent proposals allows for the novel possibility of determining
a particle-specific value, Rit, for each particle using a computational effort that is similar to
only a single MCMC iteration on all N particles. To determine the particle-specific Rit,
generate θ∗j ∼ qφt(·), uj ∼ U(0, 1) and compute the target pit(θ∗j |y) for j = 1, . . . , N . For each
particle i we can compute αij = α(θ
i
t,θ
∗
j ) and determine if uj < α
i
j for j = 1, . . . , N . Thus
we can use only N target evaluations to estimate a particle-specific acceptance probability
pi,tacc and use it to compute a particle-specific value of Rit for i = 1, . . . , N . To ensure that no
one particle is assigned a large amount of computational load, it may also be useful to set an
upper limit on the number of move steps per particle, Rit ≤ Rmax for all i = 1, . . . , N . The
results using general and particle-specific Rt were similar for the examples presented here,
but the particle-specific choice may be a useful idea to consider in further research.
An alternative SMC implementation considers a single MCMC move for each temperature
but performs more SMC iterations (e.g. Beskos et al. (2014)). Generally this approach would
be implemented with a high number of predetermined temperatures. Comparing this to our
approach with multiple MCMC repeats and adaptively determined temperatures may be an
interesting topic for further research. However, there is no guarantee that a single MCMC
iteration will be sufficient regardless of the temperature schedule.
We chose to implement our proposals within an MH-MCMC implementation due to the
widespread use of MH-MCMC, but our general approach to forming independent propos-
als can be applied under other implementations as well. We demonstrate in Appendix G
that, in the case of independent proposals, choosing the backwards kernel to be an approxi-
mation to the optimal backwards kernel (Del Moral et al., 2006) results in an O(N) algorithm
which is equivalent to sequential importance sampling resampling (SISR). We consider the
SISR implementation with an independent proposal to be a useful alternative but it is harder
to implement efficiently in practice due to the difficulty in adaptively determining the tem-
perature schedule and for other reasons which are discussed in Appendix G.
The independent proposals in the empirical studies of Section 6 were drawn using pseudo-
random numbers. As a variance reduction technique, the method known as randomised
quasi-Monte Carlo (RQMC, e.g. Cranley and Patterson (1976)) could be used to improve the
IS estimators of parameter functionals with respect to the posterior and also the evidence.
Using quasi-random samples instead of pseudo-random samples in Monte Carlo integration
leads to estimators that have a faster convergence rate, but some randomisation must be
introduced to maintain the unbiasedness property of the estimator. The potential benefits of
RQMC in terms of posterior expectation and log evidence estimation are illustrated for the
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capture-recapture example of Section 6.1 in Appendix H.
To reduce the variance of the IS weights for posterior inference, alternative weighting schemes
which are biased but have lower variance may also be considered. The truncated importance
sampling algorithm (Ionides, 2008) is one such method which has been proposed to improve
mean squared error of IS estimators for multidimensional targets, but alternatives such as
the heretical multiple importance sampling method of Elvira et al. (2016) and the Pareto
smoothed importance sampling method of Vehtari and Gelman (2015) may also be useful.
There are some applications where simple approximations like the Laplace approximation
perform well as the importance distribution. However, selecting and fitting a suitable im-
portance distribution is non-trivial for multimodal or complex targets so standard IS is not
suitable in these applications. SMC may be more suited to such applications because the
available population of particles makes it easier to determine efficient independent proposals
and the annealing of the target helps in capturing complex targets (Del Moral et al., 2006).
Furthermore, the resampling in SMC can be beneficial especially as the dimension of the
parameters increases (Beskos et al., 2014). If some initial importance distribution h(θ) is
available, it can be used as the initial SMC distribution with targets following the geometric
path pit(θ|y) ∝ (f(y|θ)pi(θ))γth(θ)1−γt in order to reduce computation.
In general, the proposed methods for applying independent MCMC kernels in SMC and re-
using all proposals have performed well in comparison to the multivariate normal random
walk kernel. Order of magnitude improvements in the ESS targeting the posterior can be
achieved using these independent proposals, and the suggested IS evidence estimators can
lead to substantial improvements in the evidence estimate. However, our results also suggest
that further research in this area is required.
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Appendices
A ESS after Recycling
When the IS weights from each temperature are weighted by λt = ESSt/
∑T
l=0ESSl, the
overall ESS targeting the posterior is exactly the sum of the ESS from each temperature.
This is shown below using the notation from the CISPP recycling method, but the same
concepts apply to the CISIP recycling method.
ESS =
1∑T
t=0
∑Nt
i=1(K˜
i
t)
2
=
1∑T
t=0
∑Nt
i=1(λtK
i
t)
2
=
1∑T
t=0{λ2t
∑Nt
i=1(K
i
t)
2}
=
1∑T
t=0 λ
2
t · 1ESSt
=
1∑T
t=0
(
ESSt∑T
l=0 ESSl
)2 · 1ESSt
=
(∑T
l=0 ESSl
)2
∑T
t=0 ESSt
=
T∑
t=0
ESSt.
B Mixture Model Proposal Density
This appendix shows how to compute the density for our independent copula mixture pro-
posals. The MGMM is fitted for particles where the marginals are roughly standard normal
and a proposal on this scale is denoted Z∗. The density for the proposal Z∗ is
f(Z∗|cˆ, µˆ, Σˆ) =
K∑
k=1
cˆkN (Z∗; µˆk, Σˆk).
However, this proposal is performed on the transformed scale so the proposal density must
be adjusted using the Jacobian of the transformations. The first step in transforming Z∗ to
a proposal θ∗ is to transform the proposal to be on the approximately U(0, 1) space using
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the cumulative distribution function of the standard normal distribution. The proposal on
the new scale is then X∗[j] = Φ(Z∗[j]) for j = 1, . . . , p and the new proposal density is
determined by the following form,
g(X∗|cˆ, µˆ, Σˆ) = f(Z∗|cˆ, µˆ, Σˆ) ∣∣ dZdX ∣∣
= f(Z∗|cˆ, µˆ, Σˆ)
p∏
j=1
1
N (Z∗[j], 0, 1) .
Next, the quantile function of the marginals are used to transform the proposal X∗ to θ∗,
such that θ∗[j] = Qηˆjj (X
∗[j]) for j = 1, . . . , p. The final proposal for θ∗ with fitted parameters
φt = (ηˆ, cˆ, µˆ, Σˆ) is then
qφt(θ∗) = g(X∗|cˆ, µˆ, Σˆ) ∣∣dXdθ ∣∣
= g(X∗|cˆ, µˆ, Σˆ)
p∏
j=1
g
ηˆj
j (θ
∗[j])
=

p∏
j=1
1
N (Z∗[j]; 0, 1)


p∏
j=1
g
ηˆj
j (θ
∗[j])

K∑
k=1
cˆk N (Z∗; µˆk, Σˆk).
C Radiata Pine Example
This simple example involves estimating the parameters of a linear regression model based
on data from Williams (1959). The data consists of observations on the density, x, and the
maximum compression strength parallel to the grain, y, for 42 samples of radiata pine. Similar
analyses have been performed on the same dataset, for example in Friel and Pettitt (2008).
The form of the regression model used here is
yk = α+ β(xk − x¯) + k where k ∼ N (0, σ2) and k = 1, . . . , 42.
The priors for α, β and σ2 are N (3000, 106), N (185, 104) and IG(3, (2 · 3002)−1) respectively,
where IG(a, b) is the inverse gamma distribution with mean 1/(b(a−1)). In order to maintain
positive proposals for σ2, a transformation φ = log σ2 is performed so θ = (α, β, φ).
A Gaussian copula model (MGMM with one component) is used to form the independent
proposal and the marginals are fitted with two component Gaussian mixture models. 100
runs with N = 1000 particles are used for this example, and the long MCMC run is based on
100 million iterations taking every 100th sample.
C.0.1 Posterior
Figure 11 shows the log(MSE · TLL) for the posterior median estimate (results are similar
for 2.5% and 97.5% percentiles). IND outperforms RW. CISPP recycling helps to improve
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efficiency since the ESS after CISPP recycling is between 1500 and 3000, compared to 1000 for
no recycling. Further improvements can be achieved by recycling all proposals which leads to
an ESS between 4000 and 9000 in this example. Recycling using AMISIP weights marginally
outperforms the CISIP recycling method.
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Figure 11: Radiata example: Shown are the values of log(MSE · TLL) for the univariate
posterior medians before recycling (circle), with CISPP recycling (square), with CISIP recy-
cling (upwards pointing triangle) and with AMISIP recycling (downwards pointing triangle).
Results are based on 100 runs.
C.0.2 Evidence
Boxplots of the SMC estimates of the log evidence based on 100 runs using different MCMC
kernels can be seen in Figure 12(a). Both estimates of the evidence appear to be roughly un-
biased when compared to the log evidence which has been obtained via numerical integration
for this simple three dimensional example. The SMC IND estimates have lower variability
than the SMC RW estimates. Figure 12(b) shows boxplots of the IS-based estimates using
AMISIP and CISIP weights, which are remarkably precise compared to the best SMC evidence
estimator.
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Figures 13(a) and 13(b) show boxplots of log(VAR · TLL) for different SMC and IS evidence
estimates, respectively. Even from the SMC evidence estimators in Figure 13(a), it can be seen
that independent proposals result in estimators of the evidence with higher precision. The
AMISIP based weights achieve slightly improved efficiency over the CISIP weighting scheme,
at the cost of additional proposal density computations.
D Ricker Example
The Ricker model used here is a state space model for the evolution of a population over time
(Wood, 2010; Fasiolo et al., 2016) based on the noisily observed Ricker map (Turchin, 2003).
The population Nt is modelled at time t under the discrete time stochastic process
Nt+1 = rNte
−Nt+zt+1 ,
where zt ∼ N (0, σ2). The true population count Nt is observed with error. We denote
the corresponding observation yt and assume yt ∼ Pois(φNt). This creates a state space
model. The parameters θ = (log r, log φ, log σ) are the natural logarithm of the population
growth rate, of the scale parameter and of the standard deviation of the environmental noise,
respectively. Exact-approximate methods, specifically particle MCMC (Andrieu et al., 2010)
and the SMC method of Duan and Fulop (2015), are used here since an unbiased estimate
of the intractable likelihood, f(y1:t|θ) where y1:t denotes the data up to the current t, is
available. We use the standard bootstrap particle filter (Gordon et al., 1993) with J = 1000
particles. It is difficult to perform inference on this sort of non-linear dynamic model due to
irregularities in some parts of the parameter space. More details on the specific challenges that
this model presents for standard MCMC methods can be found in Wood (2010) and Fasiolo
et al. (2016). The benefit of using an independent copula proposal in this example is that it
is derivative-free so it can easily be applied even when the exact likelihood is unavailable as
is the case here.
The IND proposals are formed using a MGMM copula model with two components. Given
the following uniform priors
log r ∼ U(2, 5)
log φ ∼ U(1.61, 3)
log σ ∼ U(−3,−0.22),
it is appropriate to use beta marginals for the independent proposals after transforming the
parameters to [0, 1]. The gold standard for this example is based on 1 million iterations of
particle MCMC (taking every 10th sample) and 100 SMC runs with N = 1000 are performed
for the RW and IND kernels.
D.0.1 Posterior
The log(MSE · TLL) for the posterior median estimate can be seen in Figure 14 for this
example. The best results can be obtained by recycling all proposals with AMISIP recycling,
which results in an ESS between 6,400 and 8,500. CISIP also performs well, with an ESS
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Figure 12: Radiata example: boxplots based on 100 log evidence estimates for (a) SMC
estimates for different kernels and (b) IS estimates for independent MCMC kernels with the
SMC IND results shown as a baseline. The horizontal line through the boxplots represents
the log evidence as determined by numerical integration.
between 4,300 and 7,600 compared to between 1,900 and 2,600 for PP recycling. The IND
proposals are more efficient than the RW kernel both before and after recycling. The results
are similar for the 2.5% and 97.5% quantiles.
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Figure 13: Radiata example: boxplots of log(VAR · TLL) based on 100 runs for (a) SMC
estimates for different kernels and (b) IS estimates for independent MCMC kernels with the
SMC IND results shown as a baseline.
D.0.2 Evidence
The SMC and IS-based estimators of the evidence are shown via boxplots in Figure 15, and
boxplots of the measure of efficiency (log(VAR ·TLL)) can be seen in Figure 16. The indepen-
dent proposals are more efficient in estimating the evidence and a remarkable improvement
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Figure 14: Ricker example: Shown are the values of log(MSE·TLL) for the univariate posterior
medians before recycling (circle), with CISPP recycling (square), with CISIP recycling (up-
wards pointing triangle) and with AMISIP recycling (downwards pointing triangle). Results
are based on 100 runs.
is achieved by using the IS estimators of the evidence.
E ODE Appendices
E.1 Bivariate Posterior Plots
The bivariate posterior density estimates based on the 10 million iteration MCMC run are
shown in Figure 17. The combinations of k1 and V2, Km2 and V2, and to a lesser extent V1
and S0 appear to have the most complex dependencies.
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Figure 15: Ricker example: 100 log evidence estimates for (a) SMC estimates for different
kernels and (b) IS estimates for independent MCMC kernels with the SMC RW results shown
as a baseline.
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Figure 16: Ricker example: log(VAR · TLL) based on 100 runs for (a) SMC estimates for
different kernels and (b) IS estimates for independent MCMC kernels with the SMC IND
results shown as a baseline.
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F Power Posterior Evidence Estimation
Here we consider CISPP and AMISPP estimators of the evidence which are given below:
CISPP estimator:
Ẑ =
T∑
t=0
λtẐt
N
N∑
i=1
f(y|θit)1−γt ,
AMISPP estimator:
Ẑ =
T∑
t=0
N∑
i=1
f(y|θit)pi(θit)∑T
s=0Nf(y|θit)γspi(θit)(Ẑs)−1
.
Both of these forms are written for the case where resampling is performed at every tem-
perature but it is simple to extend to the general case. It is straightforward to estimate the
intermediate normalising constants Ẑt from the standard SMC estimator
Ẑt =
t∏
s=1
1
N
N∑
i=1
f(y|θis−1)γs−γs−1 ,
for t = 1, . . . , T (again assuming resampling is performed at every temperature) and where
Ẑ0 = Z0 = 1 since we assume we initially draw perfect samples from the prior.
Given that these estimators use the intermediate SMC evidence estimates as input, there is
interest in determining how they compare to standard SMC evidence estimation. Firstly we
note that the standard SMC evidence estimator already makes use of the particles {θit}Ni=1
for t = 0, . . . , T − 1, so only an additional N particles are used by the power posterior
evidence estimators. The CISPP estimator is based on combining T + 1 estimates of the
evidence based on the ESS of the corresponding particle sets, where the tth evidence estimate
is ẐtN
∑N
i=1 f(y|θit)1−γt . As t → T and γt → 1, that estimate goes to ẐT . Generally the
early temperatures do not form efficient importance distributions for the posterior, so the
final targets which are approximately equal to the standard SMC estimator have a high
contribution to the CISPP estimator. Although it is not as clear how the AMIS estimator
would perform in a general context, the deterministic multiple mixture is based on terms that
only differ by the likelihood powers and normalising constants so AMIS seems less natural in
the context of power posterior recycling.
To investigate the performance of the different estimators empirically, 100 runs with a RW
kernel are used for each of the examples. Theoretically, power posterior recycling methods do
not depend on the kernel used because only the final samples from the power posteriors are
used. Boxplots of the different log evidence estimates for each of the examples can be seen
in Figures 10-13. These figures suggest that the CISPP and AMISPP methods do not offer
an advantage over the standard SMC estimator. For the CISPP estimator, the contributions
from the final temperature were 48%, 44%, 52% and 38% on average for the recapture, ODE,
radiata and Ricker examples respectively, based on temperature schedules which maintain the
ESS at N/2.
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Figure 18: Capture-recapture example: 100 log evidence estimates based on the standard
SMC estimator, CISPP and AMISPP. The runs are performed with RW kernels.
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Figure 19: ODE example: 100 log evidence estimates based on the standard SMC estimator,
CISPP and AMISPP. The runs are performed with RW kernels.
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Figure 20: Radiata example: 100 log evidence estimates based on the standard SMC estimator,
CISPP and AMISPP. The runs are performed with RW kernels.
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Figure 21: Ricker example: 100 log evidence estimates based on the standard SMC estimator,
CISPP and AMISPP. The runs are performed with RW kernels.
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G Alternative Backwards Kernel Implementation
Del Moral et al. (2006) introduce the backwards kernel due to the inability to compute the im-
portance density under most proposal distributions in sequential importance sampling (SIS).
A special case where the importance density can be computed is when independent proposals
are used. We demonstrate here that using a backwards kernel which is an approximation to
the optimal kernel as in Section 3.3.2.1 of Del Moral et al. (2006) results in an O(N) algorithm
which is equivalent to SIS resampling (SISR).
Choosing the backwards kernel to be an approximation to the optimal kernel results in the
following weights in the reweighting stage of SMC,
wit ≈
f(y|θit)γtpi(θit)∑N
j=1W
j
t−1qφt−1(θit|θjt−1)
.
for i = 1, . . . , N and t = 1, . . . , T . Particles {θit}Ni=1 are drawn from qφt−1(·|θt−1) where
φt−1 indicates that the proposal distribution is based on particles approximately distributed
according to pit−1. Under an independent proposal, this reduces to
wit =
f(y|θit)γtpi(θit)
qφt−1(θit)
, (10)
which is equivalent to SISR. This reweighting scheme is different from the implementation
in our paper in which the denominator is based on an evaluation of the unnormalised power
posterior, which is likely to result in more stable weights than (10). The independent proposal
in SISR also does not exploit any information about the current target, which may make it
less efficient. The weights in (10) require that the proposal density, likelihood and prior are
evaluated for each of the new (‘moved’) particles. Hence, the ESS cannot be computed without
performing costly target evaluations which restricts the ability to adapt the temperature
schedule online and to control the ESS. Overall, we consider the SISR implementation with
an independent proposal to be a useful alternative but it is harder to implement efficiently in
practice for these reasons.
H RQMC for Recapture Example
To illustrate some of the potential benefits that can be gained from using RQMC, independent
SMC with RQMC is performed on the capture-recapture example of Section 6.1 of the main
paper. The same independent proposals are used here, but they are simulated using RQMC
numbers and a suitable transformation. QMC numbers are more evenly spread across a unit
hypercube relative to pseudo random numbers, and therefore can be used to bring down the
variance of estimates of integrals such as the posterior quantiles or the evidence, for example.
The randomisation aspect is important so that the integral estimators remain unbiased. Here
we investigate whether IP recycling can be more efficient with RQMC numbers compared to
pseudo random numbers.
Values of log(MSE · TLL) for the posterior median estimate are shown in Figure 22. As ex-
pected, independent SMC with RQMC benefits more from recycling all independent proposals
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than independent SMC with pseudo-random proposals. Results are similar for the 2.5% and
97.5% quantile MSE.
To compare the efficiency of the IS log evidence estimates, boxplots of the log evidence for
100 runs are shown in Figure 23. Again the benefits of using RQMC numbers are clear.
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Figure 22: Capture-recapture example: Shown are the values of log(MSE · TLL) for the
univariate posterior median with CISIP recycling (upwards pointing triangle) and with AMISIP
recycling (downwards pointing triangle). Results are based on 100 runs with and without
RQMC.
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Figure 23: Capture-recapture example: 100 AMISIP and CISIP log evidence estimates with
and without RQMC in independent SMC.
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