We give a necessary and sufficient condition on the cost function so that the map solution of Monge's optimal transportation problem is continuous for arbitrary smooth positive data. This condition was first introduced by Ma, Trudinger and Wang [17, 21] for a priori estimates of the corresponding Monge-Ampère equation. It is expressed by a socalled cost-sectional curvature being non-negative. We show that when the cost function is the squared distance of a Riemannian manifold, the cost-sectional curvature yields the sectional curvature. As a consequence, if the manifold does not have non-negative sectional curvature everywhere, the optimal transport map can not be continuous for arbitrary smooth positive data. The non-negativity of the cost-sectional curvature is shown to be equivalent to the connectedness of the contact set between any cost-convex function (the proper generalization of a convex function) and any of its supporting functions. When the cost-sectional curvature is uniformly positive, we obtain that optimal maps are continuous or Hölder continuous under quite weak assumptions on the data, compared to what is needed in the Euclidean case. This case includes the reflector antenna problem and the squared Riemannian distance on the sphere.
1 Introduction
Given A, B two topological spaces, a cost function c : A × B → R, and µ 0 , µ 1 two probability measures respectively on A and B, Monge's problem of optimal transportation consists in finding among all measurable maps T : A → B that push forward µ 0 onto µ 1 (hereafter T # µ 0 = µ 1 ) in the sense that ∀E ⊂ B Borel , µ 1 (E) = µ 0 (T −1 (E)), (1) a (the ?) map that realizes Argmin A c(x, T (x)) dµ 0 (x), T # µ 0 = µ 1 .
Optimal transportation has undergone a rapid and important development since the pioneering work of Brenier, who discovered that when A = B = R n and the cost is the distance squared, optimal maps for the problem (2) are gradients of convex functions [1] . Following this result and its subsequent extensions, the theory of optimal transportation has flourished, with generalizations to other cost functions [10, 15] , more general spaces such as Riemannian manifolds [18] , applications in many other areas of mathematics such as geometric analysis, functional inequalities, fluid mechanics, dynamical systems, and other more concrete applications such as irrigation, cosmology.
When A, B are domains of the Euclidean space R n , or of a Riemannian manifold, a common feature to all optimal transportation problems is that optimal maps derive from a (cost-convex) potential, which, assuming some smoothness, is in turn solution to a fully non-linear elliptic PDE: the Monge-Ampère equation. In all cases, the Monge-Ampère equation arising from an optimal transportation problem reads in local coordinates det(D 2 φ − A(x, ∇φ)) = f (x, ∇φ), (3) where (x, p) → A(x, p) is a symmetric matrix valued function, that depends on the cost function c(x, y) through the formula A(x, p) = −D 2 xx c(x, y) for y such that − ∇ x c(x, y) = p. (4) That there is indeed a unique y such that −∇ x c(x, y) = p will be guaranteed by condition A1 given hereafter. The optimal map will then be x → y : −∇ x c(x, y) = ∇φ(x).
In the case A = 0, equation (3) was well known and studied before optimal transportation since it appears in Minkowsky's problem: find a convex hypersurface with prescribed Gauss curvature. In the case of optimal transportation, the boundary condition consists in prescribing that the image of the optimal map lies in a certain domain. It is known as the second boundary value problem.
Until recently, except in the particular case of the so-called reflector antenna, treated by Wang [27] , the regularity of optimal maps was only known in the case where the cost function is the (Euclidean) squared distance c(x, y) = |x − y| 2 , which is the cost considered by Brenier in [1] , for which the matrix A in (3) is the identity (which is trivially equivalent to the case A = 0). Those results have involved several authors, among which Caffarelli, Urbas , and Delanoë. An important step was made recently by Ma, Trudinger and Wang [17] , and Trudinger and Wang [21] , who introduced a condition (named A3 and A3w in their papers) on the cost function under which they could show existence of smooth solutions to (3) . Let us give right away this condition that will play a central role in the present paper. Let A = Ω, B = Ω ′ be bounded domains of R n on which the initial and final measures will be supported. Assume that c belongs to C 4 (Ω × Ω ′ ). For (x, y) ∈ (Ω × Ω ′ ), (ξ, ν) ∈ R n × R n , we define S c (x, y)(ξ, ν) := D 2 p k p l A ij ξ i ξ j ν k ν l (x, p), p = −∇ x c(x, y).
Whenever ξ, ν are orthogonal unit vectors, we will say that S c (x, y)(ξ, ν) defines the costsectional curvature from x to y in the directions (ξ, ν). Note that this map is in general not symmetric, and that it depends on two points x and y. The reason why we use the word sectional curvature will be clear in a few lines. We will say that the cost function c has non-negative cost-sectional curvature on (Ω × Ω ′ ), if
A cost function satisfies condition Aw on (Ω×Ω ′ ) if and only if it has non-negative cost-sectional curvature on (Ω × Ω ′ ), i.e. if it satisfies (6) . Under condition Aw and natural requirements on the domains Ω, Ω ′ , Trudinger and Wang [21] showed that the solution to (3) is globally smooth for smooth positive measures µ 0 , µ 1 . They showed that Aw is satisfied by a large class of cost functions, that we will give as examples later on. Note that the quadratic cost satisfies assumption Aw. This result is achieved by the so-called continuity method, for which a key ingredient is to obtain a priori estimates on the second derivatives of the solution. At this stage, condition Aw was used in a crucial way. However, even if it was known that not all cost functions can lead to smooth optimal maps, it was unclear whether the condition Aw was necessary, or just a technical condition for the a-priori estimates to go through.
In this paper we show that the condition Aw is indeed the necessary and sufficient condition for regularity: one can not expect regularity without this condition, and more precisely, if S c (x, y)(ξ, ν) < 0 for (x, y) ∈ (Ω × Ω ′ ), ξ ⊥ ν ∈ R n , one can immediately build a pair of C ∞ strictly positive measures, supported on sets that satisfy the usual smoothness and convexity assumptions, so that the optimal potential is not even C 1 , and the optimal map is therefore discontinuous. This result is obtained by analyzing the geometric nature of condition (6) . Let us first recall that the solution φ of the Monge-Ampère equation is a priori known to be costconvex (in short c-convex), meaning that at each point x ∈ Ω, there exist y ∈ Ω ′ and a value φ c (y) such that
The function −φ c (y) − c(x, y) is called a supporting function, and the function y → φ c (y) is called the cost-transform (in short the c-transform) of φ, also defined by
(These notions will be recalled in greater details hereafter). We prove that the condition Aw can be reformulated as a property of cost-convex functions, which we call connectedness of the contact set:
For all x ∈ Ω, the contact set G φ (x) := {y :
is connected.
Assuming a natural condition on Ω ′ (namely its c-convexity, see Definition 2.9) this condition involves only the cost function since it must hold for any φ c defined through a c-transform. A case of special interest for applications is the generalization of Brenier's cost 1 2 |x − y| 2 to Riemannian manifolds, namely c(x, y) = 2 (x, y). Existence and uniqueness of optimal maps in that case was established by McCann [18] , and further examined by several authors, with many interesting applications in geometric and functional analysis (for example [11, 19] ). The optimal map takes the form x → exp x (∇φ(x)) for φ a c-convex potential and is called a gradient map. Then, a natural question is the interpretation of condition Aw and of the cost-sectional curvature in this context. We show that we have the identity:
Cost-sectional curvature from x to x = 8 · Riemannian sectional curvature at x.
(We mean there that the equality holds for every 2-plane.) As a direct consequence of the previous result, the optimal (gradient) map will not be continuous for arbitrary smooth positive data if the manifold does not have non-negative sectional curvature everywhere. Although the techniques are totally different, it is interesting to notice that in recent works, Lott & Villani [24] , and Sturm [20] have recovered the Ricci curvature through a property of optimal transport maps (namely through the displacement convexity of some functionals). Here, we somehow recover the sectional curvature through the continuity of optimal maps.
We next investigate the continuity of optimal maps under the stronger condition of uniformly positive sectional curvature, or condition As:
We obtain that the (weak) solution of (3) is C 1 or C 1,α under quite mild assumptions on the measures. Namely, for B r (x) the ball of radius r and center x, µ 1 being bounded away from 0, we need µ 0 (B r (x)) = o(r n−1 ) to show that the solution of (3) is C 1 and µ 0 (B r (x)) = O(r n−p ), p < 1 to show that it is C 1,α , for α = α(n, p) ∈ (0, 1). Those conditions allow µ 0 , µ 1 to be singular with respect to the Lebesgue measure and µ 0 to vanish.
This results extends the C 1,α estimate of Caffarelli [4] to a large class of cost functions and related Monge-Ampère equations. It also shows that the partial regularity results are better under As than under Aw, since Caffarelli's C 1,α regularity result required µ 0 , µ 1 to have densities bounded away from 0 and infinity, and it is known to be close to optimal [25] .
Finally, we prove that the quadratic cost on the sphere has uniformly positive cost-sectional curvature, i.e. satisfies As. We obtain therefore regularity of optimal (gradient) maps under adequate conditions. The rest of the paper is organized as follows: in section 2 we gather all definitions and results that we will need throughout the paper. In section 3 we state our results. Then each following section is devoted to the proof of a theorem. The reader knowledgeable to subject might skip directly to section 3.
Preliminaries

Notation
Hereafter dVol denotes the Lebesgue measure of R n (or of the unit sphere S n−1 for Theorem 3.11), and B r (x) denotes a ball of radius r centered at x. For δ > 0, we set classically Ω δ = {x ∈ Ω, d(x, ∂Ω) > δ)}. When we say that a function (resp. a measure) is smooth without stating the degree of smoothness, we assume that it is C ∞ -smooth (resp. has a C ∞ -smooth density with respect to the Lebesgue measure).
Kantorovitch duality and c-convex potentials
In this section, we recall how to obtain the optimal map from a c-convex potential in the general case. This allows us to introduce definitions that we will be using throughout the paper. References concerning the existence of optimal map by Monge-Kantorovitch duality is [1] for the cost |x − y| 2 , [15] and [10] for general costs, [18] for the Riemannian case, otherwise the book [23] offers a rather complete reference on the topic.
Monge's problem (2) is first relaxed to become a problem of linear programming; one seeks now
where Π(µ 0 , µ 1 ) is the set of positive measures on R n × R n whose marginals are respectively µ 0 and µ 1 . Note that the (Kantorovitch) infimum (9) is smaller than the (Monge) infimum of the cost (2), since whenever a map T pushes forward µ 0 onto µ 1 , the measure π T (x) := µ 0 (x) ⊗ δ T (x) (y) belongs to Π(µ 1 , µ 1 ).
Then, the dual Monge-Kantorovitch problem is to find an optimal pair of potentials (φ, ψ) that realizes
The constraint on φ, ψ leads to the definition of c(c*)-transforms:
A function is said cost-convex, or, in short, c-convex, if it is the c*-transform of another function ψ : Ω ′ → R, i.e. for x ∈ Ω, φ(x) = sup y∈Ω ′ {−c(x, y) − ψ(y)}, for some lower semi-continuous ψ : Ω ′ → R. Moreover in this case φ cc * := (φ c ) c * = φ on Ω (see [23] ).
Our first assumption on c will be:
A0 The cost-function c belongs to
We will also always assume that Ω, Ω ′ are bounded. These assumptions are not the weakest possible for the existence/uniqueness theory.
will be locally semi-convex and Lipschitz.
By Fenchel-Rockafellar's duality theorem, we have I = J . One can then easily show that the supremum (10) and the infimum (9) are achieved. Since the condition φ(x) + ψ(y) ≥ −c(x, y) implies ψ ≥ φ c , we can assume that for the optimal pair in J we have ψ = φ c and φ = φ cc * . Writing the equality of the integrals in (9, 10) for any optimal γ and any optimal pair (φ, φ c )
we obtain that γ is supported in φ(x) + φ c (y) + c(x, y) = 0 . This leads us to the following definition:
Definition 2.3 (Gradient mapping) Let φ be a c-convex function. We define the set-valued mapping G φ by
For all x ∈ Ω, G φ (x) is the contact set between φ c and its supporting function −φ(x) − c(x, ·).
Noticing that for all y ∈ G φ (x), φ(·) + c(·, y) has a global minimum at x, we introduce / recall the following definitions:
Definition 2.4 (subdifferential) For φ a semi-convex function, the subdifferential of φ at x, that we denote ∂φ(x), is the set
The subdifferential is always a convex set, and is always non empty for a semi-convex function.
The inclusion ∅ = ∂ c φ(x) ⊂ ∂φ(x) always holds.
We introduce now two assumptions on the cost-function, which are the usual assumptions made in order to obtain an optimal map.
A1
For all x ∈ Ω, the mapping y → −∇ x c(x, y) is injective onΩ ′ . Its image is a convex set of R n .
A2
The cost function c satisfies det D This leads us to the definition of the c-exponential map:
Under assumption A1, for x ∈ Ω we define the c-exponential map at x, which we denote by T x , such that
Remark. The definition c-exponential map is again motivated by the case cost=distance squared, where the c-exponential map is the exponential map. Moreover, notice that
Under assumptions A1, A2, G φ is single valued outside of a set of Hausdorff dimension less or equal than n − 1, hence, if µ 0 does not give mass to sets of Assort dimension less than n − 1, G φ will be the optimal map for Monge's problem while the optimal measure in (9) will be π = µ 0 ⊗ δ G φ (x) . So, after having relaxed the constraint that the optimal π should be supported on the graph of a map, one still obtains a minimizer that satisfy this constraint.
Let us mention at this point that Monge's historical cost was equal to the distance itself: c(x, y) = |x − y|. One sees immediately that for this cost function, there is not a unique y such that −∇ x c(x, y) = ∇φ(x), and the dual approach fails.
We now state a general existence theorem, under assumptions that are clearly not minimal, but that will suffice for the scope of this paper, where we deal with regularity issues. (2) . Moreover, there exists φ c-convex on Ω such that T = G φ (see 2.3) . Finally, if ψ is c-convex and satisfies G ψ # µ 0 = µ 1 , then ∇ψ = ∇φ dµ 0 a.e.
The Riemannian case
This approach has been extended in a natural way to compact smooth complete Riemannian manifolds by Robert McCann in [18] . We first see that all definitions can be translated into the setting of a compact Riemannian manifold, replacing the flat connexion by the Levi-Civita connexion of the manifold. The cost is allowed to be Lipschitz, semi-concave. When c(·, ·) = 2 (·, ·) with d(·, ·) the distance function, the c-exponential map is the exponential map, the map G φ will be x → exp x (∇ g φ), the gradient ∇ g φ being relative to the Riemannian metric g.
Notion of c-convexity for sets
Following [17] , we introduce here the notions that extend naturally the notions of convexity / strict convexity for a set. 
Remark. Note that this can be said in the following way: for all x ∈ Ω, the set −∇ x c(x, Ω ′ ) is convex. Remark. This definition is equivalent, although stated under a different form, with the definition given in [21] .
Remarks on the sub-differential and c-sub-differential The question is to know if we have for all φ c-convex on Ω, for all x ∈ Ω, ∂φ(x) = ∂ c φ(x). Clearly, when φ is c-convex and differentiable at x,the equality holds. For p an extremal point of ∂φ(x), there will be a sequence x n converging to x such that φ is differentiable at x n and lim n ∇φ(x n ) = p. Hence, extremal points of ∂φ(x) belong to ∂ c φ(x). Then it is not hard to show the Proposition 2.11 Assume that Ω ′ is c-convex with respect to Ω. The following assertions are equivalent:
For all φ c-convex on
is c-convex with respect to x.
Ω, x ∈ Ω, G φ (x) is connected.
The Monge-Ampère equation
In all cases, for φ a C 2 smooth c-convex potential such that G φ # µ 0 = µ 1 , the conservation of mass is expressed in local coordinates by the following Monge-Ampère equation
where ρ i = dµ i /dVol denotes the density of µ i with respect to the Lebesgue measure. (See [17] for a derivation of this equation, or [11] , [13] .) Hence, the equation fits into the general form (3).
Generalized solutions Definition 2.12 (Generalized solutions) Let φ : Ω → R be a c-convex function. Then
• φ is a weak Alexandrov solution to (13) 
if and only if for all
This will be denoted by
• φ is a weak Brenier solution to (13) 
if and only if
This is equivalent to µ 1 = G φ # µ 0 . (15), µ 1 is deduced from µ 0 , while it is the contrary in (14) . As we have seen, the Kantorovitch procedure (10) yields an optimal transport map whenever µ 0 does not give mass to sets of Hausdorff dimension less than n − 1. Moreover, the map G φ will satisfy (15) by construction, and hence will be a weak Brenier solution to (13) . Taking advantage of the c-convexity of φ one can show that whenever µ 1 is absolutely continuous with respect to the Lebesgue measure, G # φ µ 1 is countably additive, and hence is a Radon measure (see [17, Lemma 3.4] ); then a Brenier solution is an Alexandrov solutions. Note that one can consider µ 0 = G # φ dVol, this will be the Monge-Ampère measure of φ. Most importantly, for µ 0 supported in Ω,
Alexandrov and Brenier solutions First notice that in the definition
′ is c-convex with respect to Ω (see [17] ).
Cost-sectional curvature and conditions Aw, As
A central notion in the present paper will be the notion of cost-sectional curvature S c (x, y).
Definition 2.13 Under assumptions A0-A2, we can define
Note that this definition is equivalent to (5) .
Remark. The definition (16) would allow to define a 4-tensor which could be compared to the Riemannian curvature tensor, however its symmetries seem to be inconsistent with the symmetries of the Riemannian curvature tensor (the so-called Bianchi identities). Nevertheless, all the informations on the curvature tensor are contained in the sectional curvatures, i.e. two different curvature tensors can not lead to the same sectional curvature. We are now ready to introduce the conditions:
As The cost-sectional curvature is uniformly positive i.e. there exists
Aw The cost-sectional curvature is non-negative: As is satisfied with C 0 = 0.
Remark . Let c * (y, x) := c(x, y). Writing S c in terms of (x, y) and not (x, p) as it is done in [17] , one checks that if c satisfies Aw (resp. As) then c * satisfies Aw (resp. As with a different constant).
Previous regularity results for optimal maps
The regularity of optimal maps follows from the regularity of the c-convex potential solution of the Monge-Ampère equation (13), the former being as smooth as the gradient of the latter. It falls thus into the theory of viscosity solutions of fully non-linear elliptic equations [8] , however, the Monge-Ampère equation is degenerate elliptic. Two types of regularity results are usually sought for this type of equations:
Classical regularity: show that the equation has classical C 2 solutions, provided the measures are smooth enough, and assuming some boundary conditions. Due to the log-concavity of the Monge-Ampère operator, and using classical elliptic theory (see for instance [16] ), C ∞ regularity of the solution of (13) follows from C 2 a priori estimates. Partial regularity: show that a weak solution of (13) is C 1 or C 1,α under suitable conditions. We mention also that W 2,p regularity results can be obtained.
The Euclidean Monge-Ampère equation and the quadratic cost This corresponds to the case where the cost function is the Euclidean distance squared c(x, y) = |x − y| 2 , for which c-convexity means convexity in the usual sense, G φ (x) = ∇φ(x), and equation (13) takes the following form
Here again, we have ρ i = dµ 0 /dVol, i = 0, 1. Classical regularity has been established by Caffarelli [2, 6, 5, 7] , Delanoë [12] and Urbas [22] . The optimal classical regularity result, found in [2, 7] , is that for C α smooth positive densities, and uniformly strictly convex domains, the solution of (17) is C 2,α (Ω). Partial regularity results have been obtained by Caffarelli [3, 4, 6, 5] , where it is shown that for µ 0 , µ 1 having densities bounded away from 0 and infinity, the solution of (17) is C 1,α . Thanks to counterexamples by Wang [25] those results are close to be optimal.
The reflector antenna The design of reflector antennas can be formulated as a problem of optimal transportation on the unit sphere with cost equal to − log |x−y|. The potential (height function) φ : S n−1 → R + parametrizes the antenna A as follows: A = {xφ(x), x ∈ S n−1 }. Then the antenna is admissible if and only if φ is c-convex on S n−1 for c(x, y) = − log |x − y|, and G φ (x) yields the direction in which the ray coming in the direction x is reflected. This is the first non quadratic cost for which regularity of solutions has been established. Wang [26, 27] has shown classical C 2 (and hence C ∞ ) regularity of solutions of the associated Monge-Ampère equation when the densities are smooth. In a recent work, Caffarelli, Huang and Gutierrez [9] have shown C 1 regularity for the solution (i.e. continuity of the optimal map) under the condition that the measures µ 0 and µ 1 have densities bounded away from 0 and infinity.
General costs and the conditions As, Aw Recently an important step was achieved in two papers by Ma, Trudinger, and Wang . They gave in the first paper [17] a sufficient condition (As, called A3 in their paper) for C 2 (and subsequently C ∞ ) interior regularity. In the second paper [21] , they could lower this condition down to Aw (condition A3w in their paper) to obtain a sufficient condition for global C 2 (and subsequently C ∞ ) regularity, assuming uniform strict c-convexity and smoothness of the domains. Note that the result under Aw recovers the results of Urbas and Delanoë for the quadratic cost.
Theorem 2.14 ( [17, 21] 
is bounded away from 0.
If Ω ′ is c-convex with respect to Ω, and c satisfies As, then for φ c-convex on Ω such that
G φ # µ 0 = µ 1 , φ ∈ C 3 (Ω).
If Ω, Ω ′ are strictly uniformly c,c*-convex with respect to each other and c satisfies
Aw, for φ c-convex on Ω such that G φ # µ 0 = µ 1 , φ ∈ C 3 (Ω).
Results
We present some answers to the following four questions:
1. Is there a sharp necessary and sufficient condition on the cost function which would guarantee that when both measures have C ∞ smooth densities, and their supports satisfy usual convexity assumptions, the solution of (13) ( and hence the optimal map) is C ∞ smooth ?
2. Is there a similar partial regularity result available under a general condition ? 3. What are the cost-functions for which connectedness of the contact set holds (7) ? 4. When the cost is set to be the squared distance of a Riemannian manifold, what is the meaning of conditions Aw, As in terms of the Riemannian metric ?
Condition Aw, connectedness of the contact set and regularity issues
Answer to questions 1 and 3: Condition Aw is necessary and sufficient for regularity of optimal maps. Moreover Aw is equivalent to the connectedness of the contact set.
Theorem 3.1 Let c satisfy A0, A1, A2, As, Ω ′ being c-convex with respect to Ω. Then, for all φ c-convex on Ω, for all x ∈ Ω, we have
Moreover, the contact set
is c-convex with respect to x, it is equal to T x (∂φ). If Ω is assumed c*-convex with respect to
is c*-convex with respect to y
Then we have the second theorem under Aw. 
The cost function c satisfies
2. For µ 0 , µ 1 smooth strictly positive probability measures inΩ,Ω ′ there exists a c-convex
3. For µ 0 , µ 1 smooth satirically positive probability measures inΩ,Ω ′ there exists a c-convex
5. For all φ c-convex in Ω, for all y ∈ Ω ′ , the set {x : φ(x) + φ c (y) = −c(x, y)} is c*-convex with respect to y.
C 1 c-convex potential are dense among c-convex potentials for the topology of local uniform convergence.
Hence, if condition Aw is violated at some points (x 0 , y 0 ) ∈ (Ω×Ω ′ ), there exist smooth positive measures µ 0 , µ 1 on Ω, Ω ′ such that there exists no
Remark. Setting c * (y, x) = c(x, y) we have seen that S c ≥ 0 implies S c * ≥ 0. Hence all of those assertions are equivalent to their dual counterpart.
We can add the following equivalent condition for Aw: 
In other words, f θ (x) = −c(x, y θ ) + c(x 0 , y θ ) which the supporting function that interpolates at
The functionφ furnishes the counter-example to regularity when Aw is not satisfied, since for a suitable choice of x 0 , y 0 , y 1φ can not be approximated by C 1 c-convex potentials.
Remark 2. As shown by Propositions 5.1, 5.7, a quantitative version of Theorem 3.3 holds to express condition As.
Of course condition Aw looks like a good candidate, since in [21] it is shown shown to be a sufficient condition for classical regularity. We show here that it is necessary: if it is violated at some point, one can always build a counterexample where the solution to (13) is not C 1 even with C ∞ smooth positive measures and good boundary conditions (hence the optimal is not continuous). Moreover condition Aw is equivalent to a very natural geometric property of c-convex functions. Let us begin by giving the two integrability conditions that will be used in this result. The first reads
Improved partial regularity under As
The second condition reads For some f :
In order to appreciate the forthcoming theorem, let us mention a few facts on these integrability conditions (the proof of this proposition is given at the end of the paper).
Proposition 3.4 Let µ 0 be a probability measure on R n .
1. If µ 0 satisfies (18) for some p > n, µ 0 satisfies (19) .
for some p > n, µ 0 satisfies (18) with the same p.
4. If µ 0 satisfies (19) , µ 0 does not give mass to set of Hausdorff dimension less or equal than n − 1, hence (19) guarantees the existence of an optimal map.
5. There are probability measures on Ω that satisfy (18) (and hence (19) ) and that are not absolutely continuous with respect to the Lebesgue measure.
Then our result is . Then for any δ > 0 we have
and C depends only on δ > 0, C µ 0 in (18) , on the constant C 0 > 0 in condition As, on m and on
2. If µ 0 satisfies (19) , then φ belongs to C 1 (Ω δ ) and the modulus of continuity of ∇φ is controlled by f in (19) .
As an easy corollary of Theorem 3.5, we can extend the C 1 estimates to the boundary if the support of the measure µ 0 is compactly contained in Ω.
Theorem 3.6 Assume in addition to the assumptions of Theorem 3.5 that
, with β as in Theorem 3.5.
We mention also the consequence of this result for the reflector antenna problem (see paragraph 2.8 for a brief description of the problem).
Theorem 3.7 let µ 0 , µ 1 be probability measures on S n−1 . Let φ : S n−1 → R + be the height function of the admissible antenna that reflects the incoming intensity µ 0 into the outcoming intensity µ 1 . Then the conclusions of Theorems 3.5, 3.6 hold for φ.
As
The integrability conditions on µ 0 , µ 1 are really mild: we only ask that µ 1 be bounded by below, and that µ 0 (B r ) ≤ r n−p for p ≥ 1 (p > 1 yields C 1,α regularity) (see conditions (18) and (19) and the subsequent discussion). The continuity of the optimal map is also asserted in the case µ 0 ∈ L n (that implies (19)), which is somehow surprising: indeed D 2 φ ∈ L n does not imply φ ∈ C 1 , but here det(D 2 φ − A(x, ∇φ)) ∈ L n implies φ ∈ C 1 . Then, as a consequence with obtain Theorem 3.7 that improves the result obtained independently by Caffarelli, Gutierrez and Huang [9] on reflector antennas. Moreover our techniques yield quantitative C 1,α estimates: the exponent α can explicitly computed. Finally, our continuity estimates extends up to the boundary (Theorem 3.6). This is achieved through a geometric formulation of condition As.
A full satisfactory answer would include a general result of partial regularity under condition Aw. This result is expected in view of the Euclidean case (since the quadratic cost is really the limit case for condition Aw). Note that, in view of counterexamples given in [25] , the results under Aw can not be as good as under As, and can not be much better than Caffarelli's results [6] that require densities bounded away from 0 and infinity.
Conditions Aw, As for the quadratic cost of a Riemannian manifold
One sided answer to question 4: The cost-sectional curvature yields the sectional curvature
Let S c be given by (16) . Then, for all ξ, ν ∈ T x M,
Hence if Aw (resp, As) is satisfied at (x, x), the sectional curvature of M at x is non-negative (resp. strictly positive). At the end of the proof of Theorem 3.8, we give a counterexample to regularity for a twodimensional manifold with negative sectional curvature. This observation closes (with a negative answer) the open problem of the regularity of optimal gradient maps when the manifold does not have non-negative sectional curvature everywhere. Of course, one wonders whether non-negative sectional curvature implies Aw, and I could not answer to this question. It seems that when x = y the cost-curvature involves
The quadratic cost on the round sphere S n−1 satisfies As Theorem 3.10 Let S n−1 be the unit sphere of R n equipped with the round metric g, and Rie-
This Theorem is a corollary of the Proposition 6.2, which shows that condition As is satisfied for any choice of local coordinates. Here the cost function is only locally smooth on S n−1 × S n−1 \ {(x, x), x ∈ S n−1 }, and it is not enough to show that As is satisfied: we have to prove a priori that G φ (x) stays away from the cut locus of x, otherwise the Monge-Ampère equation might become singular (namely the term |D xy c| blows up). We use for that a previous a-priori estimate obtained with Delanoë [14] , and we can obtain the Theorem 3.11 Let S n−1 be the unit sphere of R n equipped with the round metric g, and Riemannian distance d, and let c(x, y) = 
Examples of costs that satisfy As or Aw
We repeat the collection of cost that was given in [17] , and [21] .
• c(x, y) = 1 + |x − y| 2 satisfies As.
• c(x, y) = − 1 − |x − y| 2 satisfies As.
• c(x, y) = (1 + |x − y| 2 ) p/2 satisfies As for 1 ≤ p < 2, |x − y|
• c(x, y) = |x − y| 2 + |f (x) − g(y)| 2 f, g : R n → R convex (resp. uniformly strictly convex) with |∇f |, |∇g| < 1 satisfies Aw (resp. As).
• c(x, y) = ± (− only) and As for − 1 2 < p < 1 (− only).
• c(x, y) = − log |x − y| satisfies As on R n × R n \ {(x, x), x ∈ R n }.
• As pointed out in [21] , the reflector antenna problem ( [26] ) corresponds to the case c(x, y) = − log |x − y| restricted to S n . This cost satisfies As on S n−1 × S n−1 \ {x = y}.
• As shown in Theorem 3.10, the squared Riemannian distance on the sphere satisfies As. Note that it is the restriction to S n−1 of the cost c(x, y) = θ 2 (x, y), where θ is the angle formed by x and y.
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Proof of Theorems 3.1, 3.2
We begin with the following uniqueness result of independent interest: Proposition 4.1 Let µ, ν be two probability measures on Ω, Ω ′ , with Ω and
Assume that either µ or ν is positive Lebesgue almost everywhere in Ω (resp. in Ω ′ ). Then, among all pairs of functions (φ, ψ) such that φ is c-convex, ψ is c*-convex, the problem (10) has at most one minimizer up to an additive constant.
The proof of this proposition is deferred to the end of the paper.
Proof of Theorem 3.1
We will begin with the following lemma: Lemma 4.2 Let φ be c-convex. Let (φ ǫ ) ǫ>0 be a sequence of c-convex potentials that converges uniformly to φ on compact sets of Ω. Then, if p = −∇ x c(x 0 , y) ∈ ∂φ(x 0 ), x 0 ∈ Ω, y ∈ Ω ′ , there exists a sequence (x ǫ ) ǫ>0 that converges to x 0 , a sequence (y ǫ ) ǫ>0 that converges to y such that
Proof. Let y = T x 0 (p), i.e. p = −∇ x c(x 0 , y). Assuming that Ω, Ω ′ are bounded, one can choose K large enough so that
are convex. One can also assume, by subtracting a constant thatφ(x 0 ) = 0, and thatφ(x) ≥ 0 on Ω. Finally, one can assume (by relabelling the sequence) that on B r (x 0 ) compactly contained in Ω we have |φ ǫ − φ| ≤ ǫ.
Consider thenφ
By taking µ = ǫ 1/3 , δ = 4ǫ 1/3 , we get thatφ δ ǫ has a local minimum in B µ (x 0 ), hence at some point x ǫ ∈ B µ (x 0 ), we have
Then we have |(K + δ)(x ǫ − x 0 )| small, and thanks to A1, A2, there exists y ǫ close to y such that ∇ x c(x ǫ , y ǫ ) = ∇ x c(x ǫ , y) + K(x ǫ − x 0 ) + δ(x ǫ − x 0 ). Thus −φ ǫ (x) − c(x, y ǫ ) has a critical point at x ǫ . This implies that p ǫ = −∇ x c(x ǫ , y ǫ ) ∈ ∂φ ǫ (x ǫ ). Finally, since x ǫ → x, y ǫ → y, we conclude p ǫ → p. Now we prove that ∂ c φ = ∂φ. In order to do this, we must show that if φ is c-convex, if −φ(·) − c(·, y) has a critical point at x 0 , this is a global maximum.
We first have the following observation: Proof. Indeed, −φ(·) − c(·, y) has a critical point at x 0 , but we don't have φ(x 0 ) + φ c (y) = −c(x 0 , y). However, there is a point y ′ such that φ(x 0 ) + φ c (y
We show the following: Proof. Assume the contrary, i.e. that −φ(x 1 ) − c(x 1 , y) > −φ(x 0 ) − c(x 0 , y) for some x 1 ∈ Ω. We use D: there exists a sequence of C 1 c-convex potentials (φ ǫ ) ǫ>0 that converges to φ. We use Lemma 4.2: there will exist a sequence (x ǫ ) ǫ>0 such that x ǫ → x 0 and ∇φ ǫ (x ǫ ) → −∇ x c(x 0 , y). Let y ǫ be such that ∇φ ǫ (x ǫ ) = −∇ x c(x ǫ , y ǫ ). Then y ǫ → y. Since φ ǫ is C 1 , by Lemma 4.3, x ǫ , the critical point of −φ ǫ (·) − c(·, y ǫ ) is necessarily a global maximum. Finally, since φ ǫ converges uniformly to φ, we see that −φ(·) − c(·, y) reaches at x 0 a global maximum. 
Assume Ω, Ω ′ are uniformly strictly c-(c*-) convex with respect to each other, and As is replaced by condition Aw. Then D holds.
Proof. As we will see, this result is implied immediately by [17] (for point 1.) and [21] (for point 2.) combined with Proposition 4.1. Let φ be c-convex. Denote µ 1 = G φ # 1 Ω dVol. Note that from Proposition 4.1, φ is the unique up to a constant c-convex potential such that G φ # 1 Ω dVol = µ 1 . Consider a sequence of smooth positive densities (µ ǫ 1 ) ǫ>0 in Ω ′ such that µ ǫ 1 dVol converges weakly- * to µ 1 , and has same total mass than µ 1 . Consider φ ǫ such that G φǫ # 1 Ω dVol = µ ǫ 1 dVol. From [17] in case 1 and [21] in case 2, φ ǫ is C 2 smooth inside Ω. Then, by Proposition 4.1, up to a normalizing constant, φ ǫ is converging to φ, and ∇φ ǫ is converging to ∇φ on the points where φ is differentiable.
Hence, under the assumptions of Lemma 4.5, ∂φ(x) = ∂ c φ(x). In view of Proposition 2.11, the equality ∂φ(x) = ∂ c φ(x) for all φ, x is equivalent to the c-convexity of the set
The proof of Theorem 3.1 is now complete.
Proof of Theorem 3.2
We now show that if Aw is violated somewhere in (Ω×Ω ′ ), there will exist a c-convex potential for which we don't have ∂φ = ∂ c φ. In view of Lemma 4.5 and Proposition 4.4, this will imply that this potential can not be a limit of C 1 -smooth c-convex potentials. Moreover, using the construction done in the proof of Lemma 4.5, this implies that there exists positive densities µ 0 , µ 1 in Ω, Ω ′ such that the c-convex potential φ satisfying G φ # µ 0 = µ 1 is not C 1 smooth. Assume that for some x 0 ∈ Ω, y ∈ Ω ′ , p = −∇ x c(x 0 , y), for some ξ, ν unit vectors in R n with ξ ⊥ ν, one has Remark. This function will be used often in the geometric interpretation of As, Aw. It is the "second simplest" c-convex function, as the supremum of two supporting functions. It plays the role of (x 1 , ..., x n ) → |x 1 | in the Euclidean case.
Note first that ξ ⊥ ν implies that ξ ⊥ (∇ x c(x 0 , y 1 ) − ∇ x c(x 0 , y 0 )). Consider near x 0 a smooth curve γ(t) such that γ(0) = x 0 ,γ(0) = ξ, and such that for t ∈ [−δ, δ], one has f 0 (γ(t)) := −c(γ(t), y 0 ) + c(x 0 , y 0 ) = −c(γ(t), y 1 ) + c(x 0 , y 1 ) =: f 1 (γ(t)).
Such a curve exists by the implicit function theorem, and it is C 2 smooth. On γ, we havē 5 Proof of Theorem 3.5
Sketch of the proof
The key argument of the proof is the geometrical translation of condition As, and how it will imply C 1 regularity for φ: assume that for c-convex φ, both −φ(·) − c(·, y 0 ) and −φ(·) − c(·, y 1 ) reach a local maximum at x = 0. Hence, −∇c(0, y 0 ) and −∇c(0, y 1 ) both belong to ∂φ(0). From assumption A1, we have ∇c(0, y 1 ) = ∇c(0, y 0 ), hence φ is not differentiable at 0. Consider y θ the c-segment with respect to x = 0 joining y 0 to y 1 . Then, as we will see in Proposition 5.1, condition As implies that the functions {−φ(x) − c(x, y θ )} , θ ∈ [ǫ, 1 − ǫ] will also have a local maximum at x = 0, and moreover this maximum will be strict in the following sense: we will have
with δ > 0 depending on |y 1 − y 0 | and C 0 > 0 in condition As, and bounded by below for θ away from 0 and 1.
Then, by estimating all supporting functions to φ on a small ball centered at 0, we will find that G φ (B ǫ (0)) contains a Cǫ neighborhood of {y θ , θ ∈ [1/4, 3/4]}, C > 0 depending on C 0 in condition As. This is the Proposition 5.3.
Actually, Proposition 5.3 shows that one can find locally supporting functions on some small ball around 0. Hence we show that ∂φ is big. This is where we use Theorem 3.1 to show that
One this is shown, we can contradict the bound on the Jacobian determinant of G φ . We now enter into the rigorous proof of Theorem 3.5.
Geometric interpretation of condition As
The core of the proof of Theorem 3.5 is the following proposition, which a geometrical translation of assumption As. Actually, (this will be an important remark for section 6.3), as we will see in Proposition 5.7, the result of this proposition is equivalent to assumption As for a smooth cost function. 
Then for
where δ 0 depends on C 0 > 0 in assumption As, the bound in assumption A2, γ depends on c(·, ·) C 3 , and C is bounded away from 0 for |y 0 |, |y 1 | bounded.
Proof of Proposition 5.1. Rotating and shifting the coordinate, and subtracting an affine function, we can assume that x 0 = 0 and that
with a < b and where x i is the coordinate of x in the direction e i . This means that y 0 = T 0 (ae 1 ), y 1 = T 0 (be 1 ).
Using the general fact that max{f 0 , f
Then we use the assumption As:
and
Proof. We first observe the following property on real functions: Let f : R → R be C 2 , with f ′′ ≥ α > 0. Then we have, for all t 0 , t 1 ∈ R,
We apply this observation to the function
., x n ), and hence x ′ ⊥ e 1 . ¿From assumption As, this function satisfies
Then note that
is uniformly bounded away from 0 and infinity from assumptions A1, A2. To conclude the lemma, we now have to get rid of the terms where x 1 appears. First we note that for a C 2 function f , we have
We apply this observation to
for which we have |f
Following then the same lines as above, we conclude the lemma.
Using this lemma, we now havē
with δ, ∆ given in Lemma 5.2. We need to eliminate the term −∆|x 1 ||x|. In order to do so, notice that
where C 1 depends on |b−a|, [D xy c] −1 and c C 3 . Then in (23), using that ∆ 0 |x||x
where
. This is possible if we restrict to |x
is bounded away from 0 for |y 1 − y 0 | bounded). Note also that θ will depend on
Noticing that all the terms o(|x| 2 ) are in fact bounded by C|D 3 c(·, ·)| |x| 3 , and that θ
, we conclude the Proposition.
Construction of supporting functions
We let N µ (B) denote the µ-neighborhood of a set B, and we use the Proposition 5.1 to prove the following:
Here
xm denotes the c-segment from y 0 to y 1 with respect to x m . The constant C depends only on κ and on the constants in the assumptions A0-As, and is bounded away from 0 and infinity for κ bounded away from 0.
Proof. We assume here that we can find x 0 and x 1 in Ω close such that ∇φ(x 1 ) − ∇φ(x 0 ) is as large as we want compared to x 1 − x 0 . If this does not happen, then φ is C 1,1 . We can assume that φ(x 0 ) = φ(x 1 ). Then we note y 0 = G φ (x 0 ), y 1 = G φ (x 1 ). From (11), we have
with equality at x = x 0 in the first line, at x = x 1 in the second line. Using that φ(x 0 ) = φ(x 1 ), the supporting functions −c(x, y 0 ) + c(x 0 , y 0 ) + φ(x 0 ) and −c(x, y 1 ) + c(x 1 , y 1 ) + φ(x 1 ) will cross at some point x m on the segment [x 0 , x 1 ]. We might suppose that at this point they are equal to 0. Hence
Lemma 5.4 Under the assumptions made above, we have
Proof. Using (24,25), we have
By
Recall that we assume that |x 1 − x 0 | is small compared to |y 1 − y 0 |, otherwise there is nothing to prove; this means that |x 1 − x 0 | 2 is small compared to |x 1 − x 0 ||y 1 − y 0 |, and we conclude.
We now use Proposition 5.1 (centered at x m ) that will yield We want to find supporting functions to φ on a ball of suitable radius. For that we consider a function of the form
Of course, this function coïncides with φ at x m . If we have f y ≤ φ on ∂B r (x m ), then −φ + f y will have a local maximum inside B r (x m ), hence, for some point x ∈ B r (x m ), we will have −∇ x c(x, y) ∈ ∂φ(x). In view of Theorem 3.1, this implies that y ∈ G φ (B r (x m )).
First we have
We then have (26)). Then we want
We choose |y − y θ | ≤ C 5 r|y 1 − y 0 | 2 for C 5 small enough (for example C 5 = δ 0 /(16C 4 )), and the above inequality will be satisfied for Now we assume that this is not the case, and therefore the ratio
is small. Hence we consider a ball of radius
centered at x m , where
, hence C 5 is bounded away from 0. We denote N µ (S) the µ neighborhood of a set S. The functions −c(x, y) + c(x m , y) + φ(x m ), for y ∈ N µ {y θ , θ ∈ [1/4, 3/4]} will be equal to φ at x m , and will be below φ on the boundary of the ball B r (x m ). This proves Proposition 5.3.
Continuity estimates Proposition 5.5 Let φ be c-convex with
Assume that c satisfies A0-As in Ω×Ω ′ , and that Ω ′ is c-convex with respect to Ω. Then, (18) , for some p > n, then φ ∈ C 1,β loc (Ω), with β(n, p) as in Theorem 3.5.
Remark. We recall that G # φ is defined in Definition 2.12.
, where D depends on C. Hence, for any δ > 0 small, for all x 0 , x 1 ∈ Ω δ such that |x 0 − x 1 | < δ/2 and ∞ with respect to the Lebesgue measure) then the volume of G φ (B ǫ (x m )) must be of order ǫ n , hence we get that |y 1 − y 0 | 2n−1 ≤ Cǫ, where C depends on all the previous constants C i . This implies
loc (Ω), and we conclude, using −∇ x c(x, y i ) = ∇φ(x i ), i = 0, 1, that
We can refine the argument: Let F be defined by
with ω n the volume of the n-dimensional unit ball, and C 7 depends on all the constants C i above, and it can be checked that C 7 is bounded away from 0. Assume that F (V ) ≤ CV κ for some κ ∈ R. Note that µ ∈ L p implies the (stronger) bound F (V ) = o(V 1−1/p ), hence we might write κ = 1 − 1/p for some p ∈]1, +∞], and the condition
is then equivalent to condition (18) for µ. Then we find
We see first that we need p > n, then we get, setting α = 1 − n/p,
where R δ is given in (27) . This yields Hölder continuity for G φ . Then we use that ∇φ(x) = −∇ x c(x, G φ (x)) and the smoothness of c to obtain a similar Hölder estimate for ∇φ.
C
1 estimates If we only assume condition (19) 
We then have, as |x 1 − x 0 | goes to 0,
that goes also to 0 (otherwise there is nothing to prove). Using the special form of F in (28), we get
hence we get that |y 1 −y 0 | goes to 0 when |x 1 −x 0 | goes to 0. Let g be the modulus of continuity of G φ in Ω δ , then g satisfies
This yields a uniform control on the modulus of continuity of G φ : Indeed f can be chosen increasing, thus invertible, and we write
Note that C 10 was obtained from C 5 , which is bounded away from 0. Then g(u) ≤ ω(u) where ω is the inverse of
. It is easily checked that lim r→0 + ω(r) = 0. This shows the continuity of G φ . Finally we have ∇φ(x) = −∇ x c(x, G φ (x)), and the continuity of ∇φ is asserted.
is not optimal for example if n = 1, p = +∞, for which the C 1,1 regularity is trivial, but note that in order to obtain this bound, we had to assume that |y 1 − y 0 | ≥ |x 1 − x 0 | 1/5 , and, before, that |x 1 − x 0 | = o(|y 1 − y 0 |). Hence the conclusion should be: either φ is C 1,1 , or φ is C 1,1/5 or φ is C 1,β . Note that β ≤ 1/7 for n ≥ 2.
Proof of Theorem 3.5 In Theorem 3.5, we do not want to assume that µ 1 ∈ L 1 (R n ), hence we do not have that G # φ µ 1 = µ 0 , which would imply µ 0 (B) = µ 1 (G φ (B) ). Hence we need the following proposition to finish the proof:
is not differentiable at y}. Hence Vol(N) = 0, and Vol(
Proof of the boundary regularity This part is easy: under the assumptions of Theorem 3.6, the density µ 0 satisfies (18) with p > n (resp. satisfies (19)). Hence Theorem 3.5 applies and φ ∈ C 1,β
Since Ω 2 is compactly contained in Ω, we conclude the boundary regularity on Ω 2 . This proves Theorem 3.6.
Remark. This proof of the boundary regularity is very simple because we have interior regularity even when µ 0 vanishes. This is not the case for the classical Monge-Ampère equation, and the boundary regularity requires that both Ω and Ω ′ are convex, and is more complicated to establish (see [5] ).
We now show that there is indeed equivalence between assumption As at a point x and the conclusion of Proposition 5.1. This is a quantitative version of Theorem 3.3. 
withφ as above. Then the cost function satisfies assumption As at x 0 with C 0 = Cδ 0 , for some constant C > 0 that depends on the bound in A2.
Proof. The proof follows the same lines as the proof of Theorem 3.2, and is omitted here.
6 Proof of Theorem 3.11
Monge-Kantorovitch problem on a Riemannian manifold
The reader interested in details should refer to [18] . For M a complete Riemannian manifold, compact and without boundary, with distance function d(·, ·). From now, we restrict to the case c(x, y) = 
where ∇ g · is the gradient with respect to the Riemannian metric g on M, and φ is some cconvex potential obtained by the Monge-Kantorovitch dual approach. With intrinsic notations, it has been established [14] that the Monge-Ampère equation reads
where H is the Hessian endomorphism operator. Note that for any point x, and p = G φ (x), q → c(q, p) + φ(q) has a critical point at q = x, therefore we have in local coordinates
We will see hereafter the particular form that D 2 xx c(x, y) takes in the case of the round sphere. Finally, in the Riemannian framework, the definitions of sub-differential and c-subdifferential take the following form:
where (v, p) g denotes the scalar product on T x (M) with respect to the metric g, |v|
Strategy of the proof Most of the proof is contained in the following points: 1-Given µ 0 , µ 1 satisfying the assumptions of Theorem 3.11, there exists a constant σ such that d(x, G φ (x)) ≤ π − σ for all x ∈ S n−1 . Hence, we can reduce locally the problem to an Euclidean problem, and the distance function does not become singular on that set.
2-The assumption As is satisfied by the cost function distance squared on the sphere. Once this is established, we proceed as follows: Given x 0 ∈ S n−1 we can build around x 0 a system of geodesic coordinates on the set {x, d(x, x 0 ) ≤ R} for R < π. From point 1-, for r small enough, the graph {(x, G φ (x)), x ∈ B r (x 0 )} is included in the set B r (x 0 ) × B π−2r (x 0 ) on which the cost function is C ∞ . From point 2-and using [17] , a C 4 smooth solution to (13) on B r (x 0 ) will enjoy a C 2 a priori estimate at x 0 . This estimate will depend only on the smoothness of µ 0 , µ 1 , on r, and r is small but can be chosen once for all. Then the method of continuity allows to build smooth solutions for any smooth positive densities.
Then, the Theorem 3.1 follows, in particular that ∂φ = ∂ c φ. Then Proposition 5.3 holds on B r (x 0 ) × B π−2r (x 0 ). With a straightforward adaption of Proposition 5.6 to the sphere, this yields C 1 estimates in, say, B r/2 (x 0 ), and the Theorem is proved.
Reduction of the problem to an Euclidean problem
We denote by B r (resp. B r (x)) a Riemannian ball of radius r (resp. centered at x), S n−1 denotes the unit sphere of R n .
Uniform distance to the cut locus We show that there exists a subset S 2 σ of S n−1 ×S n−1 on which A0-A2 are satisfied, and such that the graph of
where σ > 0 depends on some condition on µ 0 , µ 1 . Proposition 6.1 Let µ 0 , µ 1 be two probability measures on S n−1 , let φ be a c-convex potential such that G φ# µ 0 = µ 1 . Assume that there exists m > 0 such that µ 1 ≥ mdVol and that µ 0 satisfies (19) . Then there exists σ > 0 depending on m and , on f in (19) , such that
Proof: We use [14] ; in that paper, it was shown, for φ satisfying G φ# µ 0 = µ 1 , that we have |dφ| ≤ π − ǫ, and ǫ > 0 depends on dµ 1 
Considering φ c and G φ c that pushes forward µ 1 onto µ 0 , we also have a bound such as |dφ| ≤ π − ǫ, where
Here we slightly extend this bound to the case where µ 0 satisfies (19) , and µ 1 ≥ mdVol. It was shown in [14, Lemma 2] that for all x 1 , x 2 ∈ S n−1 ,
, where x ′ 1 is the antipodal point to x 1 . Hence the set
Construction of a local system of coordinates Given x 0 ∈ S n−1 , we consider a system of geodesic coordinates around x 0 , i.e. given a system of orthonormal coordinates at x 0 and the induced system of coordinates on T x 0 (S n−1 ), we consider the mapping p ∈ T x 0 (S n−1 ) → exp x 0 (p). This mapping is a diffeomorphism from B R (0) ⊂ R n−1 to B R (x 0 ) as long as R < π. Then, for r small enough, we have
We now take r = σ/3 Hence, B r (0) is sent in B π−2r (0), and the cost function is C ∞ on B r (0) × B π−2r (0)for r small enough.
In this case, we have T x (p) = exp x (p), and also
where D v exp x is the derivative with respect to v of v → exp x (v). Assumption A1 is trivial, since y is indeed uniquely defined by y = exp x (p). From (31), assumption A2 is true on any smooth compact Riemannian manifold, since in this case Jac(v → exp x v) is bounded by above.
Verification of assumption As: Proof of Theorem 3.10
Here we prove the following, which implies Theorem 3.10.
Proposition 6.2 Let x 1 , .., x n−1 ∈ Ω ⊂ R n−1 be a system of local coordinates on S n−1 , with ϕ : Remark. It can seem surprising that we do not chose any system of coordinates around y. Indeed, y = T x (p) = exp x (p) for p ∈ T x S n−1 , and p is written with the induced system of coordinates on T x Ω. Moreover, condition As is written in terms of x and p only. Indeed, we only need to know D 2 xx c(x, exp x (p)) to check condition As.
Computations in normal coordinates It has been established in [14] that in a system of normal coordinates e 1 , ..e n−1 at x with e 1 = p/|p|, we have Smooth solutions In [13] it was established that given a C ∞ smooth c-convex potential φ, a C ∞ smooth positive measure µ 0 , and µ 1 = G φ # µ 0 , the operator
was locally invertible in C ∞ around µ 1 . Hence the existence, for a given pair of C ∞ smooth positive probability measures µ 0 , µ 1 of a C ∞ smooth c-convex potential φ was granted provided one could obtain a-priori estimates for the second derivatives. Indeed, this follows from the concavity of the equation and and the well known continuity method (see [16] ).
We conclude the following: for µ 0 , µ 1 having C 1,1 smooth probability densities, there exists a (unique up to a constant) c-convex potential φ ∈ C 3,α for every α ∈ [0, 1[ such that G φ # µ 0 = µ 1 . If moreover µ 0 , µ 1 are C ∞ , φ ∈ C ∞ . This concludes the third point of Theorem 3.11. C 1 regularity for weak solutions Having proved the existence of smooth solutions for smooth positive densities, we have the first point of Theorem 3.11. Then, using again the system of geodesic coordinates, we have G φ (B r 0 (0)) ⊂ B R 0 (0) for some R 0 < π. We can now apply Proposition 5.3 on B r 0 (0) × B R 0 (0) (see the remark after).
Note that ∇ x c(0, B R (0)) = B R (0), which is strictly convex. Hence, c being C 4 on B r (0) × B R (0), for r small enough, ∇ x c(x, B R (0)) is convex for all x ∈ B r (0), and B R (0) is c-convex with respect to B r (0). Hence we can now apply Proposition 5.5 on B r (0) × B R (0).
Then we can adapt with almost no modification Proposition 5.6 as follows: Hence, we can conclude in the same way the continuity of G φ , ∇φ. This achieves the proof of Theorem 3.11
7 Proof of Theorem 3.7
For this case it has already been checked (see [21] for example) that the cost function c(x, y) = − log |x − y| satisfies As for x = y. We will just prove that under some assumptions on the measures µ 0 , µ 1 we can guarantee that G φ (x) stays away from x. Then, the proof of the Theorem 3.7 follows the same lines as the proof of Theorem 3.11. We prove the Proposition 7.1 Let S n−1 be unit sphere of R n . Let c(x, y) = − log |x − y|. Let T : S n−1 → S n−1 be a 2-monotone map, i.e. such that ∀x 1 , x 2 ∈ S n−1 , c(x 1 , T (x 1 )) + c(x 2 , T (x 2 )) ≤ c(x 2 , T (x 1 )) + c(x 1 , T (x 2 )). (34) Let µ 0 , µ 1 be two probability measures on R n . Assume that µ 1 ≥ mdVol for m > 0, and that µ 0 satisfies (19) . Then there exists ǫ 0 > 0 depending only on m, f in (19) such that ∀x ∈ S n−1 , d(x, T (x)) ≥ ǫ 0 .
Proof. We follow the same lines as in [14] . From (34), we have log |x 1 − T (x 2 )| ≤ log |x 1 − T (x 1 )| + log 2 − log |x 2 − T (x 1 )|.
Letting M = − log |x 1 − T (x 1 )|, the set {x : |x − T (x 1 )| ≥ 1} is sent by T in the set {y : |y − x 1 | ≤ 2 exp(−M)}. Then the bounds on µ 0 , µ 1 yield an upper bound on M as in the proof of Proposition 6.1.
Proof of Theorem 3.8
We consider condition Aw at (x 0 , y = x 0 ). We recall that
for any ν, ξ in T x 0 M. Let us first take a normal system of coordinates at x 0 , so that we will compute Q = D Each of the terms inside brackets has a simple geometric interpretation: consider the triangle with vertices (x 0 , x i , y j ) whose sides are geodesics. This is a square angle triangle. If the metric is flat, by Pythagoras Theorem, the term inside the brackets is 0. In the general case, a standard computation shows that it is equal to −2κ(x 0 , ξ, ν)h 4 + o(h 4 ) where κ(x 0 , ξ, ν) is the sectional curvature at x 0 in the two-plane generated by ξ, ν. Hence, we get that Q = 8κ(x, ξ, ν). Now to reach the more general formula of Theorem 3.8, we use the following expansion of the distance that Cédric Villani communicated us:
Proof of Proposition 4.1 We know (see [23, chapter 2] ) that there exists π a probability measure on R n × R n , with marginals µ and ν, and such that R n φ(x)dµ(x) + ψ(x)dν(x) = − c(x, y)dπ(x, y), and moreover, there existsφ a c-convex potential such that supp(π) ⊂ {(x, Gφ(x)), x ∈ R n }.
Let us decompose π as π = µ ⊗ γ x , where for dµ almost all x ∈ R n , γ x is a probability measure on R n and γ x is supported in Gφ(x). Hence we have
R n dγ x (y)(φ(x) + ψ(y) − c(x, y)) = 0.
This implies that for dµ a.e. x, for dγ x a.e. y, we have y ∈ G φ (x). Since for dµ a.e. x, we have y ∈ Gφ(x) dγ x a.s., we deduce that for dµ a.e. x, (and hence for Lebesgue a.e. x, since µ > 0 a.e.), we have Gφ(x) ∩ G φ (x) = ∅. This implies that ∇φ = ∇φ Lebesgue a.e., and that φ −φ is constant. This shows that φ is uniquely defined up to a constant. Now the pair ψ c * , ψ can only improve the infimum (10) compared to (φ, ψ), hence it is also optimal. Hence ψ c * is also uniquely defined up to a constant. If ψ is c*-convex, then ψ c * c = ψ, and ψ is thus uniquely defined.
