Network anomaly detection relies on intrusion detection systems based on knowledge databases. However, building this knowledge may take time as it requires manual inspection of experts. Actual detection systems are unable to deal with 0-day attack or new user's behavior and in consequence they may fail in correctly detecting intrusions. Unsupervised network anomaly detectors overcome this issue as no previous knowledge is required. In counterpart, these systems may be very slow as they need to learn trac's pattern in order to acquire the necessary knowledge to detect anomalous ows. To improve speed, these systems are often only exposed to sampled trac, harmful trac may then avoid the detector examination. In this paper, we propose to take advantage of new distributed computing framework in order to speed up an Unsupervised Network Anomaly Detector Algorithm, UNADA. The evaluation shows that the execution time can be improved by a factor of 13 allowing UNADA to process large traces of trac in real time.
Introduction
Nowadays, networks suer from many dierent failures and attacks like, for example DOS, DDOS, network scanning, port scanning, spreading of worms and viruses which can damage them. In order to prevent these damages, network administrators rely on intrusion detection systems (IDS). Two main types of IDS are largely dominant, signature-based IDSs and behavior-based IDSs.
Behavior-based IDSs detect all the operations which deviate from a known normal behavior whereas signature-based IDSs detect only known attacks for which they possess a signature. Therefore these two techniques rely on previous knowledges. Building new signatures and new models of normal behaviors take time as it requires manual inspection of human experts. It implies that signatures-based IDSs may not be aware of new attacks and behavior-based IDSs of new users' behaviors, as a result they may launch many false negatives or false positives.
In order to overcome these knowledge-based IDSs' issues, researchers focuse their attention on detectors which rely on no previous knowledge: the unsupervised network anomaly detectors. These systems aim at detecting anomalous ows, i.e rare ows that possess dierent patterns from normal ows. They rely on the two following hypothesis: Hypothesis 1 Intrusive activities represent a minority of the whole trac [18] Hypothesis 2 Intrusive activities's pattern is dierent from normal activities' patterns [17] Therefore the central premise of anomaly detection is that intrusive activity is a large subset of anomalous activity [17] . To detect anomalous ows,these detectors often rely on machine learning techniques (MLTs) which can be either "supervised, label data are then required to identify patterns, or "unsupervised, no previous knowledge is required to discover data's patterns.
Unsupervised network anomaly detector exploits unsupervised MLTs to identify ows which have rare patterns and are thus anomalous. However, detecting anomalies may then be time-consuming as these systems need to dive deeply in the ows' features to identify their patterns, therefore they can hardly meet IDS's real time requirements. To solve this issue, existing detectors may process only sampled data which implies that harmful trac may be not processed and so not detected [4] . To overcome this limitation,we propose in this paper to take advantage of a new distributed computing system to deploy an unsupervised network anomaly detector on a large cluster of servers.
The remainder of this paper is organized as follows. Section 2 presents related works. Section 3 presents UNADA, an unsupervised network anomaly detector which has been previously proposed by our team. Section 4 presents the implementation and validation of UNADA over a large cluster of servers in terms of computational time and scalability. The possible future works are then discussed and we conclude in Section 6.
Related Works
The problem of unsupervised network anomaly detection has been extensively studied in the last decade. Existing systems generally detect anomalies others.
For that purpose, many techniques can be used such as multi resolution Gamma modeling [7] , Hough transform [12] , the Kullback-Leibler (KL) distance [13] , however, two main techniques are largely dominant in this area: principal component analysis [16] [14] (PCA) and clustering methods [6] [19] .
PCA identies the main components of the normal trac, the ows distant from these components are considered anomalous. The pioneering contribution in this area was published by Lakhina et al. [16] . PCA based detectors' main drawback is that they they don't allow to retrieve the original trac features of the anomalous trac. This diculty is overcame in [14] by using random projection technique (sketches): the source IP addresses of the anomalies can then be identied.
Most of unsupervised network anomaly detector rely on clustering techniques, [6] [19] are some relevant examples. Clustering algorithm group similar ows in clusters, to determine similarities between ows distance function like lie outside the clusters are rare ows and are then agged as anomalous. UNADA falls within the clustering-based detectors and presents several advantages w.r.t. existing network anomaly detectors. First, it works in a complete unsupervised way, so it can be plugged to any monitoring system and works from scratch. Secondly, it combines the notions of subspace clustering and evidence accumulation (EA) and can so overcome the curse of dimensionality [10] . Finally, UNADA is highly parallelizable and can so be easily implemented over a large cluster of nodes to process large amount of trac in a small amount of time. These unsupervised detectors have to dive deeply in the collected trac in order to identify patterns.
As a result, they often rely on techniques which time complexity is not linear which prevents them from being scalable and real-time.
Closely related to our work is Hashdoop [11] . Hashdoop is a generic framework, based on the MapReduce paradigm, to distribute the computing of any unsupervised network anomaly detector in order to speedup the detection. In Hashdoop, the trac is collected in time-bins which are then cut in horizontal slices: all the trac from or to a same IP address must lie in the same slice.
Many detectors are then launched in parallel, each processes the trac of one slice, the obtained results are then aggregated. The authors claim that their framework is generic, but they only validate it on very simple detectors based on change detection. Furthermore, in Hashdoop, as all the trac, from and to a same IP address must lie in a same slice, this latter may possess a majority of intruder's trac and hypothesis 1 may no longer apply. Therefore no detector which relies on the hypothesis 1 and so on unsupervised MLTs like UNADA can be distributed with Hashdoop.
The Network Anomaly Detector
UNADA is a network anomaly detector which has already been proposed by our team in [5] . UNADA works on single-link packet-level trac captured in consecutive time-slots of xed length ∆T and runs in three main steps: the change detection, the clustering and the EA step.
The rst step aims at detecting anomalous slots by detecting change in the trac. To this end, multi-resolution ow aggregation is applied on the trac at each time slot. It consists in aggregating packets at dierent level from ner to coarser-grained resolution in "ows. There is 8 aggregation levels, each level l i (i ∈ [1, 8] Furthermore, the evaluation does not consider the ows' features computation time, we assume that a dedicated hardware processes this task upstream. We analyze 60 slots of trac and found many anomalies, most of them were induced by large point to multipoint trac or ashcrowds which could represent from 25 to 10% of the total core network trac. Furthermore UNADA has detected alpha ows, accounting for 20% of the whole trac, unknown anomalous ows detected due to a hight number of ICMP packets and nally a SYN attack. However, for UNADA with 8 and 12 features, from a certain number of cores this gain slightly decreases. This decrease may be due to the fact that serializing the data and sending them to the servers of the cluster may take longer than processing them. Finally, the validation shows that distributing UNADA's computing can improve signicantly the processing time till reaching a speedup factor of 13.
Future Works
The performance improvement provided by Spark lead us to imagine new ways of detecting anomalies. UNADA detects anomalies over long xed-length period of time. As this time-bin has a long xed length, it does not allow an accurate analysis over time. As an example some ows might appear as anomalous simply because they end at the start of the time-bin, consequently having not enough packets analyzed. Therefore, our system would benet from having a more frequently updated view of the features space. However, because of the algorithm complexity, we can not perform a clustering over the whole features space more often. Nevertheless, we can think up several solutions. As proposed in [9] , we could use an incremental version of the DBSCAN algorithm to incrementally update clusters. When a new packet arrives, it only modies the features of the corresponding ow within the features space and partially re-compute the cluters. As a per-packet computation is not realistic, aggregating several packets before updating the corresponding ow within the DBSCAN algorithm can be considered. Furthermore, as incremental DBSCAN does not provide an ecient way of updating already clustered points, we also consider updating only points that are enough dierent from their previous value. This Incremental version of DBSCAN, could allow to detect earlier and more eciently anomalies. [3] proposes a GPU based implementation of the DBSCAN algorithm which allows to gain a x100 speed-up factor from a typical CPU based implementation.
Therefore, as UNADA is based on DBSCAN and is, at least, per-subspace parallelizable, we can expect good results from a GPU based implementation. This speed-up factor could let us perform more frequent updates of UNADA results, moving UNADA closer to real-time eciency.
Conclusion
Unsupervised network anomaly detectors mainly rely on machine learning techniques which complexity are often hight and which can thus hardly be real time or deal with large trac traces. In this paper, we have proposed to take advan- 
