INTRODUCTION AND SUMMARY
Many distribution-free tests have been devised to test the hypothesis of randomness of a series of iNV observations, i.e. the hypothesis that N independent random variables have the same continuous distribution function. Of these, the rank correlation tests are the most efficient tests agaiinst normal trend alternatives, but others are of some use in situations where speed and simplicity of computation are important.
In this paper, we discuss a class of simple sign tests, considered first as tests against trend in location. Optimum tests are found from the standpoint of asymptotic relative efficiency (a measure of local power in large samples), and it appears that the best of these tests may be preferred to the other simple tests considered in the literature, although they are, of course, less efficient than the rank correlation tests.
Similar tests are available for trend in dispersion, and the efficiency of these, in the normal situation. is investigated and compared with the test based on the maximum-likelihood estimator. Finally, we add a few remarks on sequential sign tests.
Readers not interested in the theory should look at ?? 10, 11 and 14, where there are brief statements of the tests and numerical examples.
THE SIGN TESTS FOR TREND IN LOCATION
We consider a series of N independent observations from a standardized normal regression model with an upward trend, i.e.
HI: yi =+ Ai +ei (i = 1, 2,...,)N), where A > 0 and the ei are independent standardized normal variates. We wish to test t null hypothesis HO: A = 0, using a distribution-free test statistic, so that our test will remain valid whatever the continuous distribution of the e terms in the model, although naturally its efficiency will vary with the form of the distribution.
The most efficient known distribution-free tests of Ho are those based on the rank correlation coefficients (Stuart, 1954) , but our object here is specifically to find tests which are quick and simple to compute. We define for i <j the score hj + I if y >yi, 0 if Y <yj. hij is thus based on a comparison of the it tribution of the observations will be assumed continuous so that the possibility of ties can be ignored (see, however, ? 16).
We confine ourselves throughout to comparisons of independent pairs of observations, i.e. no observation is compared with more than one other observation. (This is in contrast to the procedure used in calculating the rank correlation coefficients, where every observation is compared with every other observation in the series.) Since there are 1N observations, there can be no more than 'N such independent comparisons. We now assume N to be even and always take i <j. Our problem is to find the set of comparisons and the appropriate weights wij which will make the statistic S =
as efficien repeated. All tests of the form (1) are distribution-free, since on the null hypothesis any hij is a 0-1 variate with probabilities (2, 1), whatever the distribution of the e,.
ASYMPTOTIC RELATIVE EFFICIENCY
We shall use as our criterion of efficiency the asymptotic relative efficiency (A.R.E.) of a test.
If there are two consistent tests, s and t, of a hypothesis Ho: A = 0, the A.R.E. is the reciprocal of the ratio of sample sizes required to attain the same power against the same alternative hypothesis H1, taking the limit as the sample size N tends to infinity and as H1 tends to H (This second limiting process is necessary to keep the power of consistent tests bounded away from 1.) Pitman (1948) and Noether (1955) have shown that, if s and t both have normal limiting distributions on Ho and H1, the A.R.E. of s compared to t is given bv
where R2(X) -{ [E(X I )] }2/D2(X I A = 0) (3)
provided that r satisfies the equations lim R2(s) N-? = R1, im R2(t)N-r = R2. (4) N-+.ool--o Here E and D2 denote mean and variance as usual, while R1 and R2 are constants independent of N. The interpretation of the A.R.E. is discussed critically in ? 9 below.
THE BEST SIGN TEST
Since hij is a 0-1 variate, E(hij) = prob (yi > yj)I
and as (y1 -yi) is a normal variate with mean (j -i) A and variance 2 this is E(hi1) = G t) A 5
where r x 1 -e-d,
so that, by (5) and (6), a ] ( J) E'(hij) = ~AE(hij)J 2 2177 (7)
We now write (j-i) = rij. Using (7) in (1), we obtain 1 E'(S) = ZwijE'(hij) =-i2 ,
We also have D2(S 1,A 0) = O 2w. V(hij H0) I W (9) Equations (3), (8) and (9) give R2(S) 1 (Zw1r1)2 (10) and we now wish to maximize (10) to obtain the highest possible A.R.E. We do this in two stages. First we maximize (10) with respect to the wij, regarding the ri^ as fixed, and th we choose the supremum of these maxima for variations in the r*;.
To maximize (10) for fixed r*j and variation in the wij, we must maximize 2w*>rij subject to 2w0. being held constant, i.e. we must unconditionally maximize F = Zw*jrij -AZwt It is clear from the conditions of the problem that each wi1 will be a function of the corresponding rij, so that on differentiating F for a stationary value we get rij + w*3 awij _ 2Aw j = 0, i.e. * ar..
~+ "-=2A.
W*j aWij
This is satisfied by = (11) so that the required set of weights are proportional to the distances apart of the observations compared. The stationary value is a maximum. Substituting (11) into (10), we have
R2(S)= I Er (12)
This is the maximum value of R2(S) for a between pairs of integers chosen from the integers 1,2,..., N. It is easily seen that Er 2 is largest when the pairs are (1, N), (2, N-1), (3, N-2) and so on. In general r,j= (N-k+1)-k= N-2k+1 (k= 1,2,...,JN) (13) iN so that Y,24= r (N-2k+1)2= 'N(N2-1), (14) k=1 and the supremum value of (12) is therefore (18) so that using (15) and (18) in (2) and (4) These values of the A.R.E. depend on the assunmption of normality, but the calculation of the form of the optimum statistic, S,, and also of the statistic, S3, of ? 5, does not. For (7 remains true, with a changed numerical factor, for general continuous distributions.
AN UNWEIGHTED SIGN TEST
The relatively high efficiency of S, compared to V leads us to construct, by anal simplified version of Kendall's rank correlation test, which may be defined by
i<j and gives equal weight to all 1N(N -1) comparisons. Q has the same A.R.E. as V (Stuart, 1954 R2(S2) = 8-. (24) Using (24) and (18), we obtain A.R.E. (S2, V) = (a)* = 0*79, (25) while from (15) A.R.E. (S2, S1) = (Q)* = 0O91. (26) 6-2
Thus the simplified version of Kendall's rank correlation test is 21 % less efficient than Q or V, and 9 % less efficient than the simplified Spearman coefficient S1. The use of S2 is equivalent to a test considered by Theil (1950).
THE BEST UNWEIGHTED SIGN TEST
However, we can improve on the efficiency of S2, and in fact get very nearly as high an efficiency as that of S1, by 'throwing away' some of the 'N comparisons and retaining equal weights for the others. This was suggested by one of the present authors in the discussion of Foster & Stuart (1954) ; it leads to an increase in efficiency because, by comparing observations further apart, individual comparisons are made more sensitive.
In (1), let every wij be either 0 or 1, and let m (< -IN) be the number of non-zero
For our new statistic S3 we have, as in (8), 1 E(;3) =-2 , wi wj rij (wi1 = 0 or 1), (27) and from (9) D2(S31 A = 0) = Im, (28) so that (3), (27) and (28) and from (31), R2(S3) = 4N3 (34) From (34) and (18), we have
while from (15) Compared with either V or Sl, S3 has about 5 % efficiency is 96 % of that of S1, so that for pra of S1 because it requires no weighting of the comparisons.
COMPARISON OF THE SIGN TESTS
In Table 1 , the A.R.E. of the sign tests are tabulated, compared to each other, to the rank correlation tests, and to the best (parametric) test against normal regression, based on the sample regression coefficient b, which has a value of (3) given by R2(b) N3 (37) as follows immediately from the fact that b is an unbiased estimator of Av with variance 12/{N(N2-1)}. From (2), (18) and (37), it follows that the A.R.E. of either rank correlation coefficient
and not 3/oT = 0 95 as given by Stuart (1954) .
COMPARISON WITH A.R.E. OF OTHER TESTS
Apart from the two rank correlation tests already discussed, Stuart (1954) investigated the A.R.E. of three other distribution-free tests for trend in location. Two of these, the rank serial correlation test and the turiing point test, were found to have zero values of R as defined by (3); the third, the difference-sign test, was found to have a value of r equal to 1 in (4), as against r = 3 for all the tests considered in this paper. It followed that the three tests mentioned all have A.R.E. zero compared to the rank correlation tests (and hence to all the tests discussed here). Noether (1955) gives general results which rigorize these conclusions.
A well-known and simple test which has not, as far as we know, previously been discussed from the point of view of A.R.E. is the median test, due to Brown & Mood (1951) . The N (even) observations are divided into two sets of jIT consecutive observations. The test. 
Using (6) in (40), we obtain 1 (41) so that from (39) and (41),
Also (Brown &Mood, 1951 
Comparison of (44) with (24) shows that B has precisely the same A.R.E. as S2, and is therefore slightly less efficient than S1 and S3. If the observations are available in serial order, S3 is simpler to compute than B, which involves ranking all the observations to find the median, and then making 'N comparisons, as against IN for S3. There is therefore no reason to prefer B to S3 in this case. If, however, the data were available graphically, B would be considerably easier to compute, and this would outweigh the slight loss of efficiency compared to S3.
COMPARISON OF THE POWERS OF TESTS
So far we have compared tests by the A.R.E. in the usual way. Before considering the power of the test S3 in small samples it is convenient to examine the meaning of the A.R.E. more carefully. If the A.R.E. of a quick test relative to an efficient test is A, then asymptotically A-' as many observations have to be made for the quick test to give the same local power as the efficient test. This is directly relevant if in designing an experiment a choice has to be made between, on the one hand, using an efficient method of analysis and on the other taking more observations and using a quick method of analysis. But it is not directly relevant to the choice of a method of analysis for a given body of data, because it depends in part on r, defined by (4), measuring the rate at which power increases with increasing N.
For a given problem r is fixed and so the A.R.E. can be reinterpreted in terms of the power attained at a fixed sample size, but it seems preferable to compare tests directly in terms of power.
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Consider a test based on a statistic S normally distributed with mean E(S I A) and standard deviation D(S I A), where the null hypothesis is A = 0. The null hypothesis is rejected at the significance level a if S >E(S I 0) + AMD(S I 0), (45) where
The power of the test
In all the applications in this paper D(S I 0) = 0, so that
. (49) =D(S I0)- (50) and in applications the first two terms give, asymptotically in N, the whole of the power curve. Moreover, R(S) RN-Ar as N--oo and comparable tests of a given hypothesis will have the same r; hence we usually need to consider just R. We call p(A\) the power deviate and p'(0) the power derivative. Asymptotically the graph of p((A) against A is linear, and tests at different significance levels are given by parallel straight lines. Or to put the same fact another way, the power curves are asymptotically linear when plotted on arithmetical probability paper.
Now consider the small sample theory with S possibly not normally distributed. Then if the power curves are plotted on probability paper they can be expected to form an approximately parallel set of curves approaching a set of parallel lines as the sample size increases and the distribution of S tends to normality. This is of course only a method of presenting the results of power calculations, but we shall find it very convenient both in assessing the small-sample behaviour and in comparing different tests.
Consider now two tests for which the asymptotic values of R(S) are R1, R2. Then asymptotically in N the power curves for a given a are two lines on probability paper, the ratio of their slopes being R1/R2 independent of a; both lines intersect the probability axis at a.
A first consequence is that there is no simple general relation between the difference in the power of the two tests and the ratio R1/R2. If R1 # R2 we can, by taking a sufficiently small, make the difference in power between the two tests arbitrarily near unity. In practice we are probably only interested in 0.20 > a > 0-001, but the general conclusion remains that the difference in power between a quick test and an efficient test will be greatest for small x. Table 2 expresses this quantitatively; it shows for given RJ/R2 the powers of the two tests at the point at which the difference in powers is greatest. The values in Table 2 are independent of N. but the values of A at which these powers are attained do depend on N.
This is the restriction on the alternative hypothesis referred to in ? 3. Thus if R1/R2 = 07 and as = 0*0.5, the difference in power is greatest for the value of l\ at which the power of the efficient test is 77 % and of the quick test 51 %.
Now consider the power of S3 in small samples. Two methods can be used. The first is to take the expansion (50) to higher powers of A and to introduce a correction for the nonnormality of S based on an Edgeworth expansion. This may be shown to give good results even for very small N, and is a general method which could be used where direct numerical calculation is difficult. However, for S3 it is much easier to calculate the power directly from the National Bureau of Standards tables of the binomial distribution (1950). The power was computed in this way for N = 15 (15) The power corresponding to given p, XN can be read off directly from the tables and (51) solved for A. The results are given in Table 3 To avoid rewriting the values of A in Table 4 the rows of both tables have been lettered, and each entry in Table 4 relates to the value of A shown above the corresponding entry in Table 3 .
Asymptotically, theratio of theRvalues of the twotests is, by (34) and (37), 4/(3 /7T) = 0 75; the interpretation of this in terms of power can be obtained from Table 2 . The full curve in Fig. 1 and the full curves in Fig. 2 for k = 0 show the power curves for N = 15, 30, and the dotted lines are the corresponding asymptotic power curves. The small-sample power is lower than the value given by the asymptotic theory, the difference being quite appreciable in the region of 80-90 % power. The power curves of the most efficient test are exactly linea and differ from their asymptotic form only because of the very small difference between {N(N2 -1)}I and Ni. Hence the test S3 is less efficient relative to b than the asymptot * These values were obtained graphically by drawing on probability paper lines whose ratio of slopes is R1/R2 and reading off the maximum difference in probability between them. The differences in power are determined accurately, but it is rather difficult to find the precise point of maximuim difference. The values in Table 2 involve R1, R2 only through their ratio RI/R2. .0742) (0.0371) (0.0247) (0 0185) (0.0148) (0.0124) (0 0106) (0.0093) 0.774 0|914 0 995 11000 1000 11000 1000 1C000 1.000 Table 4 .
Exact power of b test against normal regression alternatives
Values of A are given in parentheses above the corresponding entry in Table 3 .
Sample 15 increase in power with change in k would be shown by decreasing curvature. As would be expected, a negative k leads to a loss of power. Fig. 2 shows for N = 30 the curves for k = 0. 1. 2. There is a tendency for the curvature to increase as ax decreases, but there does not seem to be any systematic change with k. Therefore, although an increase in k increases the number of available significance levels, it does not appreciably increase power. Hence there seems to be little value in modifying the I rule in small samples: similar calculations for N = 15 confirm this.
We have not made the corresponding investigations for ,1.
EXAMPLES OF USE OF THE SIGN TESTS AGAINST TREND IN LOCATION
To illustrate the S1 and S3 tests, we use the figures of annual rainfall at Oxford for the years 1858-1952, quoted by Foster & Stuart (1954 , Table 9 ).
For S1 we compare the kth observation with the (N -k + 1 )th, scoring 1 when the former is the larger and 0 when it is the smaller. The unit scores are then weighted by the distance apart of the observations compared, i.e. by (N -2k + 1). In this case N = 95 and is odd, so that we must ignore the middle observation and proceed with N = 94. The unit scores are those with weights as follows: 89, 83, 79, 77, 75, 71, 65, 59, 57, 55, 51, 49, 47, 45, 33, 31, 27, 15, 3. The value of S1 is the sum of these weights, 1011. From (16), with N = 94, we have E(S1) = 1104*5, D2(S1) = 34603-75, D(AS1) = 186-0.
The observed value of S, thus represents a deviation from expectation of almost e one-half its standard error and is therefore in good agreement with the null hypothesis of zero trend.
If, alternatively, we were to use the simpler S3 test we compare the kth observation with the (3N + k)th, scoring 1 or 0 as before, but no weighting is necessary. Since N = 95 and i not a multiple of three, we retain the extra observations (in accordance with our findings at the end of ? 9 above) and compare each of the first thirty-two observations with the corresponding observation in the last thirty-two. For our sequence of scores we obtain 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0, the total score S3 being 14. This clearly agrees well with The standard error of S3 is, from (33), /(j x 32) = 2-83, s tion, corrected for continuity, is just over one-half of a standard error.
SIGN TESTS FOR TREND IN DISPERSION
We consider now tests for a trend not in location but in the dispersion about a fixed location.
For example, in a regression problem we may want to test quickly whether the scatter about the regression curve increases as the independent variable increases.
Divide the series xl, ..., xN into sets x1, ..., Xk; Xk+l, ..., X2k; .. ., rejecting a few observat in the centre of the original series if N is not exactly divisible by k. The best choice of k is discussed below. For each set of k observations find the range, w, thus getting a series of ranges Wl, ..., wr, where r is the integral part of Nlk. The ranges are then tested for tr by one or other of the tests S, and S3.
If the null hypothesis is that xl, ..., xN are independently distributed with constant dispersion about a regression line, wl, ..., w, are independent and identically distributed Except when N is very large it is probably advisable to use the weighted, rather than the unweighted, sign test.
CHOICE OF k FOR DISPERSION TESTS
To investigate the theory of the test for trend in dispersion we take a special form for the null and alternative hypotheses. Suppose that xl, ..., xNv are independently normally dis- Table 5 have been computed. Now the number of ranges is N/k and the number of comparisons is one-half or one-third of this and is therefore small even when N is, by usual standards, quite large. Therefore it is advisable to use smaller values of k than the theoretical optimum in large samples. In the absence of an investigation of the small-sample properties of the test, the rule of ? 11 is suggested. This is based on the considerations that there is little gain in taking k > 5
and that it is advisable, whenever possible, to have at least sixteen ranges.
If we substitute, in (53) and (54), the value Ak/lk _ 0 16, we have p3(0) 0 246NI, 31O s6N. (55) It remains to compare (55) with the corresponding quantity for the maximum-likelihood test of the corresponding parametric hypotheses.
A.R.E. OF DISPERSION TESTS
For simplicity assume that x1, ..., Xv are normally and independently distributed with zero mean and that the standard deviation of xn is o0 ey, where yN is small. The log likeliho L=-IN log (27T) -N log o0-y n--E x2 e-2yn.
If we differentiate and take expectations, retaining only the terms independent of y, an letting NV tend to infinity, we get a2L\ 2NV / 2L N2 Ia2L' (8_2 2 (CO)-,E(2 2N 3 (56)
The large-sainple variance of 9, the maximumthe Hessian matrix with elements (56). We get when y is small and iN is large V(y") -6/N3. (57) Thus the power derivative of the test based on the maximum-likelihood estimate is Pm(O) =-=-408NI. (58) (58) still applies if the mean in unknown or if a linear trend in mean has to be estimated.
From the formulae (55) and (58), and the fact that p'(0) = R(x), it follows, on using (2) with r = 3, that the A.R.E.'S of the tests S3, S1 compared with the maximum-lkelihood test are about 71 and 74 % respectively.
A test entirely analogous to the above tests can be found by calculating the variances within each set of k instead of the range. This is slightly more efficient in the parametric case but much of the simplicity of the test is lost and the increase in power may be shown to be trivial.
EXAMPLES OF THE USE OF SIGN TESTS AGAINST TREND IN DISPERSION
We again use for illustrative purposes the rainfall data quoted by Foster & Stuart (1954 ,   Table 9 ). Using the provisional rule given in ? 11 above, we take ranges of sets of five observations. Since N = 95, this gives us exactly nineteen sets, no rejection of observations being necessary. The nineteen ranges are: 9-64, 12-30, 12-01, 11-45, a543, 13*05, 9-86, 10-89, 6-95, 15-03, 11-34, 6-63, 12*19, 8-55, 4-80, 11.00, 7-76, 7-03, 10-98. If we apply the test S, we drop the middle value and take t 7-03-12*30, ... down to 11-34-6-95, thus obtaining score: 0 1 1 1 1 1 0 1 0 weight: 17 15 13 11 9 7 5 3 1
The total score is therefore 58, and from (16) There is clearly good agreement with an equal probability for zeros and ones; significance would be tested in the binomial distribution (l + J)7. The test S3 is not to be recommended in the present instance because with only seven comparisons the loss of sensitivity compared to the S, test would be considerable.
Thus although there is a slight indication that the dispersion decreases with time, both tests suggest that this could easily be a sampling fluctuation.
SEQUENTIAL TESTS
Finally, we point out the possibility of constructing sequential tests for trend related to the tests considered above. While this paper was in preparation an abstract (Noether, 1954) appeared describing briefly a test rather similar to the one we had developed. Hence a full discussion will not be attempted here. However, some calculations in a special case suggest that the average sample size under the null and alternative hypotheses are, for the sequential sign tests, only a little greater than the corresponding parametric fixed sample size.
Sequential sign tests for trend are only likely to be of practical value under rather exceptional circumstances. For they require that observations are sufficiently easy to obtain for it to be worth while to use inefficient methods of analysis, and yet sufficiently difficult to obtain for the saving from the use of a sequential method to be important.
A possible application is to the marking of a large number of examination scripts. If they are marked in alphabetical order it may be useful to test, as the marking proceeds, for a trend in the marks, which would indicate a changing standard of marking. A sequential method is appropriate and yet elaborate calculations would be out of place. The occurrence of ties has been ignored in the above work. A small number of ties can be dealt with by counting one-half a comparison in each direction, i.e. if yi = yj we calcu as if one-half a comparison has yi > yj and one-half has yi < y,. If a substantial propor of the comparisons are ties a special investigation is necessary or the comparisons should be randomized.
Estimates for the trend could be constructed from the test statistics Sl, S3. It is ve doubtful if such estimates would be of value; in any case, in much work with quick tests, if the trend is shown to be significant it can be estimated graphically.
