INTRODUCTION
After active proliferation during bone marrow and thymic development, B and T cells rearrange their antigen receptors and migrate to the periphery as quiescent G 0 lymphocytes.
Under these conditions, RNA and protein synthesis is maintained at basal levels, and energy output is limited (Sprent, 1993) . However, upon contact with antigens in the periphery, resting lymphocytes drastically increase messenger RNA (mRNA) production, undergo cell division, and differentiate into short-lived effector or long-lived memory cells (Rajewsky, 1996) . Thus, a successful adaptive immune response depends at least in part on a rapid shift from basal to fully activated gene expression. However, the molecular mechanisms controlling transcriptome amplification have not been defined.
Eukaryotic gene expression is driven by a complex series of ordered events, including RNA polymerase II (PolII) recruitment, preinitiation complex assembly, open complex formation, promoter escape, pausing, elongation, and transcriptional termination (Fuda et al., 2009; Lee and Young, 2000; Orphanides and Reinberg, 2000) . Until recently, it was generally believed that the expression of most protein-coding genes was regulated at the level of holoenzyme recruitment to promoter regions (Margaritis and Holstege, 2008; Ptashne and Gann, 1997; Roeder, 2005) . Potential exceptions to this rule were the Drosophila heat shock (Gilmour and Lis, 1986 ) and a small number of human genes, including MYC (Bentley and Groudine, 1986) , which display PolII pausing downstream of the transcription start site (TSS). In such cases, transcriptional regulation was proposed to occur by controlling the rate of PolII pause release. However, subsequent genome-wide surveys revealed PolII accumulation at the vast majority of transcriptionally active promoters (Core et al., 2008; Kim et al., 2005; Muse et al., 2007; Rahl et al., 2010; Seila et al., 2009; Zeitlinger et al., 2007) , indicating that the rate of pause release might, in fact, be limiting across the genome. In addition to active sites, a fraction of unexpressed genes were also associated with paused polymerases and displayed the hallmarks of transcription initiation without elongation (Bernstein et al., 2006; Guenther et al., 2007; Lee et al., 2006; Radonjic et al., 2005; Yamane et al., 2011) .
Thus, the aforementioned studies have provided the basis for our current view that both holoenzyme recruitment and polymerase pausing are key rate-limiting steps in eukaryote gene expression. However, it is important to point out that, to date, genome-wide transcription studies have been by and large limited to cycling cells. By means of a protocol we developed that maps single-stranded DNA (ssDNA) across the genome, we show that noncycling, G 0 lymphocytes use promoter melting as an additional step to globally regulate transcription in eukaryotes. Table S1 .
RESULTS
A Proportional Increase in mRNA Synthesis and Histone Acetylation upon Lymphocyte Activation To explore transcriptional regulation during lymphocyte activation, we stimulated naive CD43 À mouse splenic B cells in the presence of lipopolysaccharide and interleukin 4 (LPS+IL4) ex vivo. These conditions promote a drastic increase in cell size, proliferation, and plasma cell terminal differentiation (Rajewsky, 1996; Shapiro-Shelef and Calame, 2005) (Figure 1A) . These morphological changes are preceded in the nucleus by global chromatin decondensation, enhanced histone acetylation, and gene activation (Fisher, 2005; Melchers and Andersson, 1984; Pogo et al., 1966 Pogo et al., , 1967 Rawlings et al., 2011) . In agreement with this view, we observed a nearly 10-fold increase in total RNA and mRNA production, given that resting B cells differentiated for 48 hr in the presence of LPS+IL4 (p < 1.5 3 10 À3 ; Figure 1B ).
Enhanced mRNA synthesis during activation might result from the de novo transcription of a subset of genes. Alternatively, naive lymphocytes may upregulate the expression of most genes as they enter the cell cycle, a process known as transcriptome amplification Lové n et al., 2012; Nie et al., 2012) . To directly address these possibilities, we measured the absolute number of mRNA transcripts in G 0 and cycling B cells by spiking-in 96 mRNA standards to total RNA isolated from 10 6 cells prior to transcriptome (mRNA-seq) analysis. This normalization revealed that mRNA copy numbers of the vast majority of ORFs increased, on average, 11.7-fold during activation (Spearman's test, r = 0.78; Figure 1C and Figure S1A available online). Thus, rather than upregulating a specific subset of transcripts, B cell activation amplifies the entire gene expression program of G 0 cells. To determine whether transcriptome amplification correlated with epigenetic changes, we quantified histone acetylation in resting and activated B cell populations using reverse-phase protein microarray (RPMA) (Calvo et al., 2008) . In this assay, the absolute concentration of histone modifications per million cells is calculated directly from lysates printed in microarrays. As such, protein measurements are not influenced by epitope masking or potential differences in chromatin condensation between cell types (Calvo et al., 2008) . We found that LPS+IL4 activation induced a 3-to 7-fold increase in the total levels of acetylation (Ac) for histones H3K14, H3K23, H4K5, H4K8, and H4K16 (p < 0.003; Figure 1D ). Notably, there were little or no changes in overall H2AK5Ac, H3K9Ac, or H3K18Ac under the same conditions ( Figure 1D ). Thus, although, as a group, acetylation marks are activating in nature (Wang et al., 2008; Yamane et al., 2011) , lymphocyte differentiation increments global acetylation of some but not all histone lysines. Importantly, and in line with transcriptome amplification, H3K14Ac, H3K23Ac, H4K5Ac, H4K8Ac, and H4K16Ac increased proportionally during stimulation, as determined by ChIP-seq analysis (Spearman's test, r = 0.69; Figure 1E ). Altogether, the findings show that cycling lymphocytes undergo a proportional amplification of mRNA synthesis and acetylation of specific histone lysines.
Also consistent with transcriptome amplification, the number of genes recruiting PolII was essentially unaffected during activation ( Figure 2A ). This result implies that few genes are transcribed de novo upon B cell differentiation. Exceptions were 461 and 1,168 genes that were preferentially expressed in resting or activated B cells (Figure 2A) . Notably, although mRNA copy numbers increased on average more than 10-fold in cycling lymphocytes ( Figure 1C ), ChIP-seq analysis revealed only a modest increase (1.7-fold) in PolII promoter occupancy relative to G 0 ( Figure 2B) . Thus, the extent of transcriptome amplification during B cell activation cannot be explained on the basis of PolII promoter recruitment.
To explore whether transcriptome amplification correlates with changes in promoter-proximal pausing, we analyzed PolII composite profiles. In activated B cells, maximal polymerase density occurred $35 bp downstream of TSSs ( Figure 2C ), a result that is in agreement with the location of PolII pausing in mouse embryonic stem cells (Rahl et al., 2010) . Notably, PolII in resting B cells displayed an average upstream shift of nearly 20 nucleotides in comparison to cycling counterparts ( Figure 2C ). This result indicates that the transition from abortive to productive elongation is kinetically limiting in G 0 , causing RNA polymerases to be localized nearer to TSSs. Thus, basal transcription in naive lymphocytes correlates with a delay in PolII prepause progression.
A Genome-wide Map of ssDNA PolII promoter escape from TSSs to the pausing site is preceded by open complex formation (Margaritis and Holstege, 2008) . Thus, we entertained the possibility that limited transcription in G 0 lymphocytes might reflect inefficient promoter melting. To test this idea globally, we combined chemical and enzymatic techniques to map ssDNA across the mammalian genome by high-throughput sequencing (ssDNA-seq). The approach makes use of KMnO 4 treatment, which modifies ssDNA in living cells by oxidizing pyrimidine bases with a marked preference for exposed thymidine residues (Mirkovitch and Darnell, 1992) . Because oxidized bases are unable to base pair with the complementary strand, they become susceptible to mung bean nuclease cleavage ( Figure 3A) . The resulting double-stranded DNA ends are then 3 0 -tailed with terminal deoxynucleotidyl transferase (TdT) in the presence of biotinylated nucleotides. Finally, samples were sonicated to $200 bp, and biotinylated DNA was streptavidin selected prior to Illumina library preparation ( Figure 3A) . To avoid the biotinylation of preexisting DNA breaks, we blocked samples prior to nuclease treatment by incubation with chain-terminating cordycepin-5 0 -triphosphate and TdT ( Figure 3A and Experimental Procedures). The specificity of the ssDNA-seq protocol for melted DNA was evident from the observation that KMnO 4 -untreated samples yielded consistently $20-fold less DNA than treated ones (Table S1A) .
First, we applied ssDNA-seq to the human Burkitt's lymphoma line Raji and LPS+IL4-activated mouse B cells. Deepsequencing generated a total of 125 million sequence reads from three independent Raji experiments (Table S1B) . At this range, specific signal reached near saturation ( Figure S1B ). Biological replicates confirmed that ssDNA-seq was highly reproducible (Spearman's test, r > 0.9; Figure S2A ). We found ssDNA island distribution to be biased for genic domains in Raji. Nearly 60% of ssDNA signals were directly associated with genes, an additional 10% aligning within 5 kb upstream of TSSs or downstream of stop codons ( Figure 3B ). The remaining 32% were aligned to intergenic domains ( Figure 3B ). This enrichment was higher than expected when tags were uniformly distributed (Figure 3B, values in parentheses) . Within genes, a composite analysis revealed an ssDNA peak that was maximal at TSSs and extended approximately 1.5 kb on either side ( Figure 3C ). This peak, which represented 12% of ssDNA signals within genes, overlapped precisely with the profile of PolII occupancy ( Figure 3C ).
In addition to sites of gene expression, ssDNA is expected to be associated with simple DNA repeats or AT-rich domains, which adopt thermodynamically unstable DNA conformations or non-B DNA in the presence of negative supercoiling (Kouzine et al., 2008) . In spite of extensive in vitro characterization, little is Table S1. known about the topology, stability, and distribution of non-B DNA in living cells. To further validate the ssDNA-seq assay, we scanned activated B cell libraries for sequence tags associated with sites of stress-induced DNA duplex destabilization (SIDD), as predicted in silico (Benham and Bi, 2004) . Using a destabilization energy G (x) % 3 kcal/mol, the algorithm identified a total of 1,057,816 SIDDs in the mouse genome. Similar results were obtained in Raji cells (data not shown). A composite analysis of these sites revealed a remarkably well-defined ssDNAseq profile, two pairs of peaks surrounding the predicted SIDDs ( Figure 3D ). Each peak pair, composed of 5 0 (+ strand) and 3 0 (À strand) sequence tags, mirrored the 200 bp average size of ssDNA-seq libraries ( Figures 3A and 3D and Experimental Procedures). The extent of DNA melting at SIDDs, defined as the average distance separating the innermost boundaries of the peak pairs, was $170 bp ( Figure 3D ). SIDD melting was not the direct result of PolII activity, given that we could not detect PolII occupancy at these sites ( Figure 3E ). Interestingly, both the ssDNA and PolII IPs displayed a distinct depression in signal within SIDD sites. Comparable results were obtained upon immunoprecipitation of CTCF, which, like PolII, is not directly recruited to SIDDs ( Figure S2B ). This profile can be explained by non-B DNA susceptibility to sonication and T4 exonuclease activity during deep-sequencing library preparation ( Figure S2C ). We conclude that, in addition to promoter melting, the ssDNA-seq protocol reveals both the location and topological features of non-B DNA in mammalian cells.
As an independent confirmation of the ssDNA-seq protocol, relaxed and supercoiled plasmids were treated with KMnO 4 , and DNA melting was measured by ssDNA-seq. The plasmids carried Myc far upstream element (FUSE) (Kouzine et al., 2008) , a SIDD site that readily melts as supercoilicity at the Myc promoter builds up during transcription (Kouzine et al., 2004) . The superhelical density of the topoisomers (n = 4) was monitored with agarose gels (see Experimental Procedures). Deepsequencing only showed extensive melting of FUSE in the presence of torsional stress ( Figure 3F ). Importantly, the melting profile of FUSE closely recapitulated that obtained from SIDD sites in vivo, and two pairs of strand-specific peaks surrounded the melted domain ( Figures 3F and 3D) . Thus, the ssDNA-seq protocol can detect bona fide ssDNA with high specificity.
Melting of Promoters and Active Enhancers in Primary B Cells
Similar to Raji, ssDNA in mouse B cells was biased for genic (±5 Kb) rather than intergenic domains (59% versus 41%, respectively; Figure 4A ). Likewise, we found an overall correlation between ssDNA, PolII recruitment, and gene expression in primary B cells. For instance, Figure 4B shows extensive ssDNA across the highly transcribed H2afx gene, whereas the signal was less pronounced at flanking Hmbs and Dpagt1 genes, which exhibit comparatively less PolII occupancy and mRNA synthesis. To validate these observations across all genes, we analyzed ssDNA as a function of global gene expression. On the basis of the bimodal distribution of the activated B cell transcriptome ( Figure 4C ), we classified mouse genes into three main transcription groups: high (12,993), low (8,829), and silent (9,186). The analysis showed the extent of ssDNA correlated with the levels of transcription in each of the groups ( Figure 4D ). Considering that ssDNA-seq specifically oxidizes thymidine residues, it is important to point out that the results were not influenced by promoter CpG (or AT) contents, which, in B lymphocytes, are highest in lowly expressed genes ( Figure S3A ). Thus, ssDNA-seq accurately recapitulates the location and extent of DNA melting associated with gene expression.
On the basis of PolII binding profiles (Rahl et al., 2010) , we further classified transcribed genes into paused (pausing index [P i ] > 10) and elongating (1 % P i % 10). P i is a measure of the ratio of PolII density at promoter versus gene body and directly reflects the dynamics of PolII assembly and pause release (Rahl et al., 2010) . In paused genes, the rate of promoter clearance is relatively lower than that of assembly, resulting in PolII accumulation at promoter-proximal sequences (Muse et al., 2007; Zeitlinger et al., 2007) . Conversely, elongating genes exhibit a higher rate of pause release, and, thus, PolII can be readily immunoprecipitated along gene bodies ( Figure S2D ) (Muse et al., 2007; Zeitlinger et al., 2007) . Consistent with these dynamics, there was substantial ssDNA at promoter-proximal sequences ($1 kb around TSSs) of paused genes ( Figure 4E ), whereas elongating genes displayed less DNA melting at promoter domains concomitant with higher melting at gene bodies ( Figure 4E ). Thus, these findings are consistent with the notion that DNA melting around TSSs is inversely proportional to the rate of PolII pause release.
In addition to promoters, PolII is recruited to a subset of active intergenic p300 + enhancers, where it has been shown to synthesize small enhancer RNAs (eRNAs) (Kim et al., 2010) . To determine whether enhancer transcription is associated with DNA melting, we compared ssDNA islands with p300 genomic occupancy in activated B cells (Kuchen et al., 2010) . p300 + enhancers were distinguished from promoters by virtue of being located distally from annotated TSSs while being associated with high H3K4me1 (Heintzman et al., 2007; Kim et al., 2010) and low H2AZ deposition ( Figures 4F and S3B) . Conversely, promoters were mostly p300 + H3K4me1 low H2AZ high ( Figure 4F ). We found PolII present at 81% of p300 + intergenic enhancer islands (3,234 of 3,994 sites) and 98% of p300 + promoter islands (4,339 of 4,392 sites; Figure 4G ). By contrast, we found evidence of DNA melting in just 13% of p300 + enhancers, whereas more than 86% of p300 + promoters were associated with ssDNA (Figure 4G ). This difference in DNA melting is consistent with transcriptional activity being more pronounced at promoters relative to enhancers (Kim et al., 2010) . Similar to TSSs, the composite profile of ssDNA at enhancers overlapped with the peak of PolII recruitment ( Figure 4H ), and eRNA synthesis ( Figure S4 ). Altogether, our observations demonstrate that ssDNA-seq reliably detects DNA melting at enhancers in a manner proportional to the extent of PolII recruitment and activity.
Limited Promoter Melting and TFIIH Expression in G 0 Lymphocytes
Having validated the ssDNA-seq approach, we next analyzed promoter melting in resting splenic B cells. A total of 41 million sequence tags were obtained from two independent ssDNAseq experiments (Table S1B ). The inter-and intra-genic distribution of ssDNA signals was similar between resting and activated B cells (compare Figure S5A to Figure 4A respectively, whereas we detected little or no ssDNA in the same genes in naive counterparts. Conversely, PolII recruitment at promoters from both genes was comparable between the two cell types (Figures 5A and S5B ). To extrapolate these observations to the entire genome, we generated heat maps of ssDNA gene profiles from resting and activated B cells. In stark contrast to PolII recruitment, which was comparable between the two cell types ( Figure 2B ), most promoters showed little or no melting in G 0 ( Figure 5B ). The results demonstrate that open complex formation is limited across the genome of naive cells. In contrast, ssDNA associated with PolI ribosomal DNA (rDNA) transcription, which does not directly depend on transcription factor IIH (TFIIH) activity for promoter melting (Assfalg et al., 2012) , was readily detected in the same cells ( Figure S5C ). Furthermore, low levels of ssDNA in G 0 cells were not due to cell-cycle arrest per se, given that serum-starved human fibroblasts displayed similar levels of promoter melting in comparison to cycling counterparts ( Figure S5D ). In conclusion, the data argue that PolII complexes in naive lymphocytes are found in a relatively closed configuration, whereas cell activation promotes global open complex formation and extensive gene expression. The formation of a stable transcription bubble requires TFIIH, an 11-subunit complex that includes XPB and XPD helicases directly involved in DNA melting (Guzmá n and Lis, 1999; Holstege et al., 1996) . Notably, the expression of TFIIH subunits was substantially decreased in G 0 B cells, as determined by western blot ( Figure 5C ). This included members of the TFIIH core (p52, p62, XPB, and XPD) and the CAK complex (cyclin H and CDK7). A comparison of naive and CD3-, CD28-, and IL-2-activated mouse T cells showed similar results ( Figure S6A ), indicating that TFIIH is also limiting in G 0 T lymphocytes. In contrast, we found little or no differences in the expression of the basal transcription factor A (TFIIA), TATA-binding protein (TBP), or total PolII during B cell activation ( Figure 5C ). Within the context of differentiation, TFIIH subunits were reproducibly low or undetected in resting cells ( Figure S6B ), even though their transcripts were moderately to highly expressed ( Figure S6C ). However, as early as 30 hr postactivation, we observed a marked increase in p62, cyclin H, p52, and XPD transcripts and protein levels ( Figures  S6Dand S6B, respectively) . At $10 hr postactivation, TFIIH levels were comparable to those observed in bone marrow pro-and pre-B cells ( Figure S6B ). Similar dynamics were observed by activating B lymphocytes carrying TFIIH XPB helicase fused to the yellow fluorescent protein (XPB YFP/YFP mice, (Giglia-Mari et al., 2009) ( Figure 5D ). On the basis of these results, we conclude that the steady-state levels of the promoter-melting complex TFIIH are substantially reduced as B cells exit the bone marrow and rapidly restored upon activation. In addition to promoter melting, TFIIH plays additional roles in transcription initiation, including the phosphorylation of PolII C-terminal heptad repeats at serine 5 (PolII-S5P) (Feaver et al., 1994; Liao et al., 1995; Sterner et al., 1995) , a feature that, in turn, facilitates the extension of the transcription bubble from the TSS to the promoter-proximal pausing site (Dvir, 2002) . Consistent with limited TFIIH expression, PolII-S5P levels in naive B cells were $53 lower than in dividing counterparts, as determined both by western blot and deep-sequencing (Wilcoxon test, p < 1.0 3 10 À100 ; Figure 5E ). This difference was readily apparent at genes programmed for abundant transcription after cellular activation ( Figure S5E ). The reduction in promoter melting ( Figure 5B ), the low levels of PolII-S5P ( Figure 5E ), and the observed delay in open complex extension ( Figure 2C ) supports the view that TFIIH activity is limiting in G 0 . Then, we explored whether gene expression in resting cells can be complemented by the addition of TFIIH. To this end, we prepared nuclear cell extracts from resting and activated B cells and performed in vitro transcription of a linear DNA template containing a minimal core promoter (Ohkuma et al., 1995) . Western blot analysis of the extracts confirmed little or no differences in total PolII or TBP but confirmed a substantial decrease in TFIIH p62 in G 0 (data not shown). Consistent with basal transcriptional activity in G 0 , we observed a $20-fold difference in in vitro transcription levels between naive and 72 hr activated B cell extracts ( Figure 5E ). The addition of affinitypurified TFIIH did not alter the transcription output of activated B cell extracts ( Figure 5F ). When added to G 0 extracts, TFIIH consistently increased basal transcription by $2-fold (p = 0.01; Figure 5E ); however, this increase was modest and never reached the levels obtained with activated B cell extracts (Figure 5E) . Thus, additional activities beyond TFIIH expression are required to fully complement the G 0 transcription machinery in this assay.
TTD Cells Show Defects in Promoter Melting
Similar to naive lymphocytes, TFIIH expression levels are reduced in trichothiodystrophy (TTD) patient fibroblasts. The TTD syndrome is caused by mutations in TFIIH subunits, including XPB and XPD helicases, and results in ultraviolet sensitivity, mild mental retardation, ichthyosis, and recurrent infections (Vermeulen et al., 1994) . Although the TTD phenotype is, in part, ascribed to XPD's role in nucleotide excision repair, crippled transcription is also believed to contribute to the severity of the disease (de Boer et al., 1998; Vermeulen et al., 1994) . In this context, some TTD patients carry XPD temperature-sensitive mutants and display fever-dependent transcriptional defects (Vermeulen et al., 2001 ). In particular, fibroblasts isolated from such patients grow normally at 37 C but, at higher temperatures, express low levels of TFIIH and an overall reduction in transcription (Vermeulen et al., 2001) . To strengthen the link between TFIIH expression and the extent of promoter melting in vivo, we analyzed TTD fibroblasts by ssDNA-seq. Relative to 37 C, western blot confirmed the reduced expression of XPD as well as Cdk7 in TTD fibroblasts grown at 41 C, but not in cells reconstituted with wild-type XPD ( Figure 6A ). Also consistent with previous findings, TTD fibroblasts displayed reduced mRNA synthesis and defects in cell proliferation at 41 C ( Figure 6B ) (data not shown). As determined by ssDNA-seq, these features were correlated with an overall reduction in promoter melting in comparison to control or TTD cells grown at 37 C ( Figure 6C ). Thus, the data demonstrate that promoter melting across the genome is tightly linked to TFIIH expression levels. Furthermore, the findings provide a mechanistic rationale for reduced mRNA synthesis and, potentially, the immunodeficiency observed in trichothiodystrophy syndrome patients.
DISCUSSION
Seminal work in the 1960s and 1970s revealed that lymphocytes undergo a rapid transformation when exposed to mitogens, including a dramatic increase in cell size, histone acetylation, RNA synthesis, and protein production (Jaehning et al., 1975; Keller, 1975; Pogo et al., 1966 Pogo et al., , 1967 . In vivo studies have since corroborated these initial observations by showing that both primary and memory responses activate G 0 B and T cells in a matter of hours (Shapiro-Shelef and Calame, 2005) . However, although the extracellular and intracellular signals involved have been characterized extensively, the nuclear mechanisms driving rapid activation of lymphocytes are unknown. Our findings shed new light on this issue by showing that the transcriptomes of naive and stimulated lymphocytes are remarkably alike in that, whereas transcription increases $10-fold upon activation, the number of genes and their relative expression in the two stages are largely proportional. The strong inference is that the transcriptome of naive cells is poised, or in latent form, for rapid cellular induction.
Our studies argue that transcriptome poising in G 0 cells is achieved, at least in part, by allowing a mostly normal assembly of PolII at promoters while globally restricting open complex formation. In E. coli, the transition from closed (RP c ) to open (RP o ) complex formation is facilitated by the combined action of transcriptional activators and cis-regulatory elements Lutz et al., 2001) . It has been proposed for some time that eukaryotes might also regulate the dynamics of transcription by controlling promoter melting. However, this has been difficult to ascertain because of the challenge of quantitatively monitoring melted DNA in a large number of promoters simultaneously. Several laboratories, including ours, have recently used RPA-seq (Hakim et al., 2012; Yamane et al., 2011; Yamane et al., 2013 ), Rad51-seq (Di Virgilio et al., 2013 Khil et al., 2012; Yamane et al., 2013) , and Rad52-seq (Zhou et al., 2013) to map ssDNA in mammalian cells. However, these approaches cannot detect promoter melting and only identify sites undergoing DNA end resection during repair by homologous recombination. The ssDNA-seq protocol now provides a means to visualize and quantify nonduplex DNA in living cells. With this technique, we were able to establish that open complex formation in eukaryotic cells can be globally regulated in response to cell-cycle and envi- ronmental cues. This is in addition to holoenzyme recruitment and promoterproximal pausing, which, to date, are the only other known rate-limiting steps of gene expression in higher organisms (Margaritis and Holstege, 2008) . Precisely how G 0 lymphocytes inhibit open complex formation is unclear. One possibility for how they inhibit this formation is by controlling TFIIH protein levels, which we found to be tightly linked to the extent of promoter melting during B cell ontogeny. The role of TFIIH in promoter melting has been well established by KMnO4 footprinting analysis of several promoters (Holstege et al., 1997; Holstege et al., 1996; Kim et al., 2000) , the characterization of early steps of gene expression (Guzmá n and Lis, 1999) , and the ability of TFIIH to melt relaxed plasmids ex vivo (Goodrich and Tjian, 1994; Parvin and Sharp, 1993) . Furthermore, we have shown that promoter melting is proportional to TFIIH expression and activity in TTD patient fibroblasts. At the same time, our in vitro transcription studies imply that the role of TFIIH in the process of transcriptome amplification is most likely complemented by additional activities. Particularly, we have recently shown that the transcription factor Myc acts as a universal amplifier of transcription in B cells by associating with preactive genes and increases overall expression (Nie et al., 2012) . Similar to TFIIH, Myc protein levels peak as lymphocytes enter the cell cycle (Nie et al., 2012) . Here, we have shown that activating histone acetylation represents yet another process that is proportionally enhanced in lymphocytes in response to mitogenic signals. Thus, transcriptome amplification might result from the coordinated activity of TFIIH, general transcription factors including Myc, and epigenetic marks. We propose that, within the cadre of the immune response, these processes allow quiescent lymphocytes to hold the transcriptome ''on a leash'' or a poised state that can be promptly reverted in the presence of pathogens ( Figure 6D ). Considering that the TFIIH CDK7 subunit also controls cell-cycle entry by virtue of its ability to phosphorylate and activate cyclindependent kinases (Dvir, 2002; Klemsz et al., 1989) , the model also helps explain the link between transcriptome amplification and cell-cycle initiation.
In addition to the dynamics of promoter melting, the ssDNAseq protocol provides a unique view of the location and conformation of non-B DNA. Recent computer-based thermodynamic searches have uncovered a large number of sequences across the mammalian genome that can potentially form non-B DNA in vivo (Cer et al., 2011) . Intriguingly, these sequences localize preferentially to defined genomic sites, and mounting evidence indicates that they may play an important physiological role. Analyses of human cells, for instance, have uncovered a correlation between predicted G4 quadruplexes at promoters and the extent of gene expression (Du et al., 2008) . Furthermore, at skeletal muscle promoters, formation of G4 quadruplexes impacts the recruitment of MyoD during differentiation (Shklover et al., 2010; Yafe et al., 2008) . Similarly, transcription-induced DNA supercoiling controls the firing rate of the Myc promoter (Kouzine and Levens, 2007) . From a translational point of view, DNA topology is also noteworthy because human fragile sites implicated in genomic instability and tumorigenesis often map to predicted non-B DNA structures (Barlow et al., 2013; Raghavan and Lieber, 2006) . We anticipate that ssDNA-seq will be instrumental to comprehensively study the location and dynamics of non-B DNA under physiological conditions.
EXPERIMENTAL PROCEDURES
Resting naive mouse B cells were isolated from splenocytes with anti-CD43 MicroBeads (Miltenyi Biotec) by negative selection and activated for 72 hr in the presence of LPS (50 mg/ml À1 final concentration, E. Coli 0111:B4;
Sigma-Aldrich) + IL4. (2.5 ng/ml final concentration, Sigma-Aldrich). Apoptotic cells were removed with a Dead Cell Removal Kit (Miltenyi) followed by Ficoll gradient with >90% live-cell purity. To minimize the influence of DNA replication on the pattern of ssDNA across genome, we arrested Burkitt's lymphoma Raji cells in G1 by treatment with 1.5% (v/v) DMSO for 96 hr as previously described (Sawai et al., 1990) . To remove DMSO, we pelleted cells at 600 3 g for 5 min and resuspended them in fresh medium at 10 6 cells/ml. Samples were processed 6 hr later when cells were synchronized at the G1 phase of the cell cycle. For ssDNA-seq, cells were processed as described in the following sections.
Potassium Permanganate Treatment
First, 8 3 10 7 cells were washed with PBS at 37 C and resuspended in 15 mM TRis-HCl (pH 7.5), 60 mM KCl, 15 mM NaCl, 5 mM MgCl 2 , and 300 mM sucrose. Then, cells were treated with 40 mM KMnO 4 for 70 s at 37 C. The reaction was quenched by the addition of EDTA, b-mercaptoethanol, SDS, and RNase-DNase-free to final concentrations of 50 mM, 700 mM, 1% (w/v), and 40 mg/ml, respectively, followed by 1 hr incubation at 37 C. Proteins were digested by the addition of proteinase K to a final concentration of 300 mg/ml and incubated overnight at 37 C. DNA was extracted twice with phenol, once with phenol:chloroform, and precipitated in the presence of 2 M ammonium acetate with two volumes of ethanol. The pellet was washed in 75% ethanol and resuspended in 1 ml of Tris and EDTA (TE) buffer. In parallel control experiments, instead of KMnO 4 solution, cells were incubated with an equal volume of water, and DNA purification was performed as described above.
Blocking of Unspecific DNA Breaks
To block any free 3 0 DNA ends formed either by topoisomerase activity in vivo or mechanical shearing during sample preparation, cordycepin-5 0 -triphosphate was incorporated on DNA with TdT as previously described (Tu and Cohen, 1980) . Because cordycepin-5 0 -monophosphate lacks a 3 0 -OH group, only a single nonextendable residue is incorporated per DNA strand. DNA samples were incubated with 800 U of TdT (New England Biolabs), 13 TdT buffer, and 120 mM of cordycepin-5 0 -triphosphate sodium salt (Sigma-Aldrich)
in a final volume of 3 ml at 37 C for 1 hr, followed by a single phenol:chloroform extraction and precipitation in the presence of 2 M ammonium acetate with two volumes of ethanol. The DNA pellet was resuspended in 1 ml of TE buffer.
Generation of Biotinylated DNA Breaks DNA samples were divided into four microtubes (250 ml each) and treated with 0, 100, 200, or 300 U of mung bean nuclease (NE Biolabs) in a 600 ml final volume. Samples were incubated for 30 min at 30 C, and DNA was purified as described above and dissolved in 100 ml of TE buffer. DNA size was determined by gel electrophoresis, and its concentration was measured with a NanoDrop (ND-1000, Thermo Scientific) spectrophotometer. Then, 50 mg of DNA from each microtube was biotinylated by 3 0 -end tailing reaction in 400 ml of 13 TdT buffer (Roche) with 4,000 U TdT (Roche), 0.5 mM dCTP, and 0.08 mM Biotin-16-dUTP (Roche) at 37 C for 15 min. Reactions were stopped by adding EDTA to a 20 mM final concentration. To remove unincorporated biotin, samples were extracted with phenol:chloroform, precipitated twice with 2 M ammonium acetate and two volumes of ethanol and dissolved in 200 ml of TE buffer.
Capture of Nuclease-Digested DNA Ends Nuclease-digested biotinylated DNAs were sonicated in order to generate 150-450 bp DNA fragments. Sonication was performed with an ultrasonic sonicator (Bioruptor [Diagenode] at high power) by pulsing 20 times for 20 s and incubating on ice for 30 s between each pulse. Then, biotinylated fragments were captured with streptavidin-coated beads (Dynabeads kilobaseBINDER Kit, Dynal) according to the manufacturer's protocol. After extensive washing with 10 mM Tris-HCl (pH 7.5), 1 mM EDTA, and 2.0 M NaCl, biotin-streptavidin complexes were disrupted by incubating them in 10 mM Tris-HCl (pH 7.5), 1 mM EDTA, 1 M NaCl, and 2 M b-mercaptoethanol at 75 C for 3 hr on the basis of a previously described protocol (Jenne and Famulok, 1999) . Free DNA fragments were purified with a QIAquick PCR Purification Kit (QIAGEN). To determine the efficiency of KMnO 4 and nuclease treatment, biotinylation, and purification, we measured the DNA concentration for each concentration of mung bean nuclease used and for each sample (nuclease-untreated DNA; nuclease-untreated, KMnO4-treated DNA; mung bean nuclease-treated DNA; and KMnO4-and mung bean nuclease-treated DNA). Experiments that showed the relative DNA recoveries 0-0-1-20 (a-b-c-d) were chosen for additional processing. In these experiments, the KMnO4-treated DNA samples yielded a 3-5 kb average size of fragments after nuclease digestion.
Library Construction
To remove biotinylated tails from DNA, sample d from above were incubated with 30 U of S1 nuclease (Fermentas) in 100 ml of recommended buffer for 30 min at 37 C. DNA was purified with a QIAquick PCR Purification Kit (QIAGEN).
ACCESSION NUMBERS
PolII-seq data were deposited in the Gene Expression Omnibus under accession number GSE24178, RNA-seq data under accession number GSE21630, and ssDNA-seq data under accession number SRA072844. 
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