A classification of CO spaces which are continuous images of compact
  ordered spaces by Bonnet, Robert & Rubin, Matatyahu
ar
X
iv
:0
70
6.
16
86
v1
  [
ma
th.
GN
]  
12
 Ju
n 2
00
7
A classification of CO spaces which are
continuous images of compact ordered spaces 1
Robert Bonnet
De´partement de Mathe´matique
Universite´ de Savoie
Chambe´ry, France
and
Matatyahu Rubin
Department of Mathematics
Ben Gurion University of the Negev
Beer Sheva, Israel
Abstract
A topological space X is called a CO space, if every closed subset
of X is homeomorphic to some clopen subset of X. Every ordinal
with its order topology is a CO space. This work gives a complete
classification of CO spaces which are continuous images of compact
ordered spaces.
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1 Introduction
A topological space X is called a CO space if every closed subset of X
is homeomorphic to some clopen subset of X . The simplest example of a
compact Hausdorff CO space is a successor ordinal with its order topology.
In this work we characterize the CO spaces which are continuous images
of compact interval spaces. There are such spaces which are not ordinals, yet
this class is not much bigger than the class of successor ordinals.
So far there has been only one result concerning compact Hausdorff CO
spaces which are not continuous images of compact interval spaces. It is due
to Bonnet and Shelah [BS]. Assuming ♦ℵ1 they construct a thin tall CO
space. The significance of this result is that it indicates that there is no
explicit description of general compact Hausdorff CO spaces.
To state the main theorem of this work, we need the following terminology.
A space 〈X, τX〉 is an interval space, if there is a linear ordering < of X such
that τX is the order topology of this linear ordering. That is, a subbase for
this topology is the family of sets
{{x ∈ X | x < a} | a ∈ X} ∪ {{x ∈ X | x > a} | a ∈ X}.
An interval space X is called an ordinal space if there is a well ordering of X
such that τX is the order topology of this well ordering. For infinite cardinals
λ, µ, let µ∗ denote the reverse ordering of µ andXλ,µ denote the interval space
of λ+1+µ∗.Define α(Xλ,µ) to be the following ordinal: α(Xλ,µ) := max(λ, µ)·
ω. For an infinite cardinal κ let Xκ denote the one point compactification of
a discrete space of cardinality κ and set α(Xℵ1) := ω
2. The notation X ∼= Y
stands for the fact that X and Y are homeomorphic, and f : X ∼= Y means
that f is a homeomorphism between X and Y . The final result of this work
is the following theorem.
Theorem 1.1. (a) Let X be a Hausdorff space which is a continuous image
of a compact interval space, and assume that X is a CO space. Then there
is a partition {Z, Y0, . . . , Yk−1} of X into open sets such that
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(1) For every i < k either Yi ∼= Xℵ1, or Yi
∼= Xλ,µ, where λ, µ are some
infinite regular cardinals and µ > ℵ0.
(2) Z is an ordinal space homeomorphic to some successor ordinal β.
(3) β > α(Yi) for every i ∈ I.
Note that if Xλ,µ ∼= Xλ′,µ′, then {λ, µ} = {λ
′, µ′}. So α(Yi) is well-defined.
(b) If a space X has the above form, then X is a CO space, and X is a
continuous image of a compact interval space.
Part (b) of the above theorem is merely an observation. It is Part (a)
which is the real subject of this work.
A compact Hausdorff space X is scattered if every nonempty subset of X
has an isolated point in its relative topology. Let KCII denote the class of
all Hausdorff spaces which are the continuous image of a compact interval
space. Section 2 deals with the following intermediate step in the proof of
Theorem 1.1.
Theorem 1.2. If X ∈ KCII and X is a CO space, then X is scattered.
Three main questions arise.
Question 1.3. (a) Is there a non-scattered compact Hausdorff CO space? It
is even not known whether it is consistent with ZFC that such a space exists.
(b) The construction of [BS] works only for ℵ1. So we ask whether there is
a compact Hausdorff CO space of cardinality > ℵ1 which is not a finite direct
sum of a member of the class defined in Theorem 1.1 and a CO space with
cardinality ℵ1? It is even not known whether this statement is consistent.
(c) Does it follow from ZFC that there is a compact Hausdorff CO space
which does not belong the the class defined in Theorem 1.1?
Let KIVL be the class of 0-dimensional compact interval spaces. The
classification those CO spaces which belong toKIVL was dealt with in [BBR].
3
The classification theorem proved in [BBR] is of course a special case of
Theorem 1.1.
After the authors had proved Theorem 1.2, Shelah proved a theorem
which turned out to be almost equivalent to 1.2. The statement of this
theorem appears in [S] p.355. However, a proof of that theorem has never
appeared. That Shelah’s statement is equivalent to a statement about con-
tinuous images of interval spaces follows from [H].
The main steps in the proof of Theorem 1.1.
In Section 2 we prove that a CO space which is a continuous image of
a compact interval space must be scattered (Theorem 1.2). The rest of
the sections deals with scattered spaces which are a continuous image of a
compact interval space.
Section 3 deals with the question: when a scattered continuous image
of a compact interval space is itself an interval space. The characterization
uses “obstructions”. We define a class O of topological spaces, and prove
that every space which is a scattered continuous image of a compact interval
space, and which does not embed any member of O must be an interval
space. This statement appears in Theorem 3.1.
Let X be a scattered continuous image of a compact interval space, and
suppose that X is a CO space. We shall show that X is the sum of finitely
many copies of Xℵ1 and a space Y which omits all members of O. (See
above). Then we use the characterization of CO compact interval spaces
from [BBR] to get a description of Y .
Section 4 contains the main technical lemma needed in the proof that the
obstructions are omitted (Theorem 4.2). It says that if X is a scattered CO
space then there are no subsets M,L,K ⊆ X such that M ≺ L ≺w K. (See
Definition 4.1). In Theorem 4.2, the CO space X is assumed to have a very
strong Hausdorff property. Because of this assumption we are able to deal
only with continuous images of compact interval spaces and not with general
compact spaces.
4
In section 5 we show that the obstructios are omitted and in 6 we obtain
the desired characterization.
As a matter of fact, using Theorem 4.2 there is a short clean proof of the
characterization of CO scattered compact interval spaces. This has already
been done in [BBR], but in a less elegant way. So in Section 7 we prove this
characterization. By doing so, this work becomes self-contained and easier
to read.
2 Scatteredness of CO spaces which are con-
tinuous images of compact interval spaces
In this section we prove Theorem 1.2. The proof is by way of contradiction,
but it takes till Theorem 2.29 to reach this contradiction. In two of the
intermediate lemmas – Proposition 2.5 and Corollary 2.8, a space X is given,
and it is assumed that X is a non-scattered CO space. Since it is not known
whether non-scattered CO spaces exist, these lemmas have little or no use
once Theorem 1.2 is proved. In addition, Propositions 2.22, 2.23 and 2.24
assume the existence of a CO space which has some extra propreties. These
assumptions too are likely to be contradictory. See especially 2.24.
We do not prove directly that every CO space which belongs to KCII
is scattered. This turns out to be too tedious. Rather, we find certain
topological properties of members of KCII which serve as interpolants. For
example, in Part 1. below, we prove that every member X of KCII is tightly
Hausdorff, and later we use this property of X rather than assuming that
X ∈ KCII . There are four other properties of members of KCII which are
used as interpolants, and we prove them just before they are used. The class
of spaces with these five properties is denoted by K. In Theorem 2.29 we
prove that every member of K which is a CO space is scattered. Hence the
same is true for members of KCII .
1. Some Hausdorff-type properties of members of KCII .
5
We start by defining the notion of a tightly Hausdorff space. We shall show
that members of KCII are tightly Hausdorff. This property and some of its
weaker variants will be used extensively.
Definition 2.1. Let X be a topological space.
(a) We denote by τX the topology of X . If A ⊆ X , then clX(A), intX(A)
and accX(A) denote respectively the closure, interior and the set of accumu-
laton points of A in X . If x ∈ X , then the set of open neighborhoods of x in
X is denoted by NbrX(x). Similarly, NbrXcl (x) and Nbr
X
clp (x) denote respec-
tively the the set of closed neighborhoods of x in X and the set of clopen
neighborhoods of x in X . Superscript X is omitted when the indended space
X can be understood from the context.
(b) A family A of subsets of X is called a pairwise disjoint family, if
A ∩ B = ∅ for any distinct A,B ∈ A. Let A a be pairwise disjoint family
of subsets of X and x ∈ X . We say that x is an accumulation point of A,
if every neighborhood of x intersects infinitely many members of A. The
set of accumulation points of A is denoted by acc(A). Suppose that A is a
pairwise disjoint family of subsets of X , such that for every B,C ⊆
⋃
A, if
{A ∈ A | B ∩ A 6= ∅} = {A ∈ A | C ∩ A 6= ∅},
then
acc({B ∩A |A ∈ A}) = acc({C ∩ A | A ∈ A}).
Then A is called a tight family.
(c) A subset A ⊆ X is relatively discrete if A together with its relative
topology is a discrete space. So A is relatively discrete iff A ∩ accX(A) = ∅.
(d) Let A ⊆ X . A family U = {Ux | x ∈ A} is called a Hausdorff system
for A, if U is a pairwise disjoint family and for every x ∈ A, Ux ∈ Nbr(x).
(e) We say that U is a strong Hausdorff system for A, if U is a Hausdorff
system for A and acc(U) = acc(A).
(f) Let X be a Hausdorff space. If every relatively discrete subset of X
has a Hausdorff system, then X is called a collectionwise Hausdorff space. If
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every relatively discrete subset of X has a strong Hausdorff system, then X
is said to be a strongly Hausdorff space, and if every relatively discrete subset
of X has a tight Hausdorff system, then we call X a tightly Hausdorff space.
Note that
“tightly Hausdorff” ⇒ “strongly Hausdorff” ⇒ “collectionwise Hausdorff”.
Lemma 2.2. If X ∈ KCII , then X is tightly Hausdorff.
Proof Let N be a subset of a chain 〈L,<〉 and I ⊆ N be a convex subset of
L. We say that I is a convex component of N in L if there is no convex set
I ′ such that I ′ ⊆ N and I ′ properly contains I. Denote the family of convex
components of N in L by I(N). Clearly, I(N) is a partition of N , and if N
is open in the order topology of L, then every member of I(N) is open.
Let 〈L,<〉 be a compact chain and f : L→ X be a continuous surjective
function. Denote the order topology of 〈L,<〉 by τL and the topology of X
by τX . Suppose that A ⊆ X is relatively discrete. For every x ∈ A we define
Lx ∈ τ
L and Ux ∈ τ
X . Let {xi | i < α} be an enumeration of A. We define
Lxi and Uxi by induction on i. Suppose that Lxj and Uxj have been defined
for every j < i, set A0 = {xj | j < i}, and assume the following induction
hypotheses.
(1) For every x ∈ A0 and I ∈ I(Lx) there is sI ∈ I such that f(sI) = x.
(2) Lx ∩ Ly = ∅ for every distinct x, y ∈ A0.
(3) f−1(Ux) ⊆ Lx for every x ∈ A0.
(4) f(cl (Lx)) ∩A = {x} for every x ∈ A0.
Claim 1 (i) If s ∈ acc({Lx | x ∈ A0}), then f(s) ∈ acc(A0). (ii) If
s ∈ cl (
⋃
{Lx | x ∈ A0}), then either f(s) ∈ acc(A0) or for some x ∈ A0,
s ∈ cl (Lx).
Proof Statement (ii) follows trivially from (i). Let s be as in the (i) and
J be an open interval containing s. Then for every finite set σ ⊆ A0 there
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are distinct x, y, z ∈ A0 − σ such that Lx, Ly, Lz intersect J . Then there is
I ∈ I(Lx) ∪ I(Ly) ∪ I(Lz) such that I ⊆ J . Assume that I ∈ I(Lx). Then
f(sI) = x. This implies that for every neighborhood N of s, f(N) ∩ A0 is
infinite. So if U ∈ Nbr(f(s)), then f−1(U) ∈ Nbr(s), so f(f−1(U)) contains
an infinite subset of A0. Now, f(f
−1(U)) = U . Hence U contains an infinite
subset of A0. So f(s) ∈ acc(A0). Claim 1 is proved.
Denote xi by y, and set K = cl(
⋃
{Lx | x ∈ A0}). Then y 6∈ f(K). This
relies on the following three facts.
• A ∩
⋃
x∈A0
f(cl (Lx)) = A0.
• If s ∈ cl (
⋃
{Lx | x ∈ A0})−
⋃
x∈A0
f(cl (Lx)), then f(s) = acc(A0).
• A is relatively discrete.
Hence Vy :=X − f(K) ∈ Nbr(y). Choose Wy ∈ Nbr(y) such that cl (Wy) ∩
A = {y} and define My = f
−1(Vy ∩Wy) and Ly =
⋃
{I ∈ I(My) | y ∈ f(I)}.
Clearly, I(Ly) = {I ∈ I(My) | y ∈ f(I)} and f
−1(y) ⊆ Ly.
Claim 2 There is Uy ∈ Nbr(y) such that f
−1(Uy) ⊆ Ly.
Proof Suppose that Claim 2 is false. Then for every F ∈ Nbr cl (y),
f−1(F )∩ (L− Ly) 6= ∅. So H :=
⋂
{f−1(F ) ∩ (L− Ly) | F ∈ Nbr cl (y)} 6= ∅.
Let a ∈ H . Then for every F ∈ Nbr cl (y), f(a) ∈ F . So f(a) = y. But
a 6∈ Ly. A contradiction. This proves Claim 2.
Let Uy ∈ Nbr(y) be such that f
−1(Uy) ⊆ Ly. We check that the induction
hypotheses (1) - (4) hold for Ly and Uy. The definition of Ly implies that (1)
holds, and the definition of Uy implies that (3) holds.
Ly ⊆My ⊆ f
−1(X − f(K)) ⊆ f−1(X − f(
⋃
x∈A0
Lx)) ⊆ L−
⋃
x∈A0
Lx.
So (2) holds.
We prove (4). Certainly, y ∈ f(Ly). Recall that Ly ⊆ My ⊆ f
−1(Wy).
So cl(Ly) ⊆ cl (f
−1(Wy)). Also, cl (f
−1(Wy)) ⊆ f
−1(cl (Wy)). So cl(Ly) ⊆
f−1(cl (Wy)) and hence
f(cl (Ly)) ∩A ⊆ f(f
−1(cl (Wy)) ∩A = cl(Wy) ∩ A = {y}.
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The first equality follows from the surjectiveness of f . This shows that (4)
is fulfilled. We have completed the inductive construction.
We show that U := {Ux | x ∈ A} is a tight Hausdorff system for A. Let
x, y ∈ A be distinct. Then f−1(Ux) ⊆ Lx and f
−1(Uy) ⊆ Ly. Since Lx, Ly
are disjoint, so are Ux and Uy. Observe the following fact.
(∗) Let W,Z be compact Hausdorff spaces, h : W → Z be continuous and
C ⊆ P(W ). If {h(C) | C ∈ C} is a pairwise disjoint family, then
h(acc(C)) = acc(h(C)).
To see this, note that the fact h(acc(C)) ⊆ acc(h(C)) holds even without
assuming thatW and Z are compact. Now, the sets h(acc(C)) and acc(h(C))
are closed, and it is easy to see that h(acc(C)) is dense in acc(h(C)). So these
sets must be equal and hence (∗) holds.
Let A′ ⊆ A and suppose that B = {yx | x ∈ A
′}, where yx ∈ Ux for
every x ∈ A′. We show that acc(B) = acc(A′). For every x ∈ A′ let
wx ∈ Lx ∩ f
−1(yx). Such a choice is possible since yx ∈ Ux ⊆ f(Lx). Let
Ix ∈ I(Lx) be such that wx ∈ Ix. Then by the definition of Lx there is zx ∈ Ix
such that f(zx) = x. Set M = {zx | x ∈ A
′} and N = {wx | x ∈ A
′}. Then
f(M) = A′ and f(N) = B. Applying (∗) to C := {{m}|m ∈M}, we conclude
that (i) acc(A′) = f(acc(M)). Similarly, (ii) acc(B) = f(acc(N)). It is also
clear that (iii) acc(M) = acc(N). To see this let z ∈ acc(M). Then, without
loss of generality, there is a strictly increasing sequence {zxi | i < µ} ⊆ M
which converges to z. This implies that {Ixi | i < µ} is a strictly increasing
sequence converging to z, and so {wxi | i < µ} converges to z. That is,
z ∈ acc(N). We have shown that acc(M) ⊆ acc(N), and the same argument
proves that acc(N) ⊆ acc(M). So (iii) holds.
From (i) - (iii) it follows that acc(B) = acc(A′).
We prove that if A′ ⊆ A, then acc({Ux | x ∈ A
′}) ⊆ acc(A′). For x ∈ A′
let Vx = f
−1(Ux). By (∗), f(acc({Vx | x ∈ A
′})) = acc({Ux | x ∈ A
′}).
Let y ∈ acc({Ux | x ∈ A
′}). So there is z ∈ acc({Vx | x ∈ A
′}) such that
y = f(z). There are a 1–1 sequence {xi |i < µ} ⊆ A
′ and a strictly monotonic
9
sequence {zi|i < µ} such that zi ∈ Vxi and limi<µ zi = z. By the construction,
Vx = f
−1(Ux) ⊆ Lx, so for every i < µ there is Ii ∈ I(Lxi) such that zi ∈ Ii.
Let wi ∈ f
−1(xi) ∩ Ii. (The definition of the Lx’s assures the existence
of wi). Since the Ii’s are pairwise disjoint and since zi, wi ∈ Ii, it follows
that limi<µwi = limi<µ zi. Hence limi<µ xi = limi<µ f(wi) = limi<µ f(zi) =
f(z) = y. So y ∈ acc(A′). We have proved the following facts.
(1) If A′ ⊆ A and {yx | x ∈ A
′} is such that yx ∈ Ux for every x ∈ A
′, then
acc(A′) = acc({yx | x ∈ A
′}).
(2) For every A′ ⊆ A, acc({Ux | x ∈ A
′}) ⊆ acc(A′).
Facts (1) and (2) imply that {Ux | x ∈ A} is a tight family. So A has a
tight Hausdorff system.
For a Hausdorff space X denote by Is(X) the set of isolated points of X
and set D(X) = X − Is (X). Now define the α’s derivative of X as follows.
D0(X) = X , Dα+1(X) = D(Dα(X)) and D δ(X) =
⋂
α<δ Dα(X) when δ is a
limit ordinal. Suppose now that X is a compact Hausdorff space. The rank
of X is the first ordinal α such that Dα(X) is finite or perfect. (A set is
perfect if it does not have isolated points in its relative topology). Denote
the rank of X by rk(X). Define ker (X) = D rk (X)+1(X) and call ker (X)
the perfect kernel of X . Hence ker (X) is either the empty set or an infinite
perfect set. It is easy to check that X is scattered iff ker (X) = ∅.
Let Clop(X) and Clsd(X) denote respectively the set of clopen sub-
sets, and the set of closed subsets of a general Hausdorff space X and set
Po(X) = {x ∈ X | there is U ∈ Nbr(x) such that Is(U) = ∅}. For a com-
pact Hausdorff space define S(X) = {F ∈ Clsd(ker (X)) |F is scattered} and
Ω(X) = sup({rk(F ) | F ∈ S(X)}).
The proof of Theorem 1.2 is by way of contradiction. In the end of this
section we assume that X is a counter-example to the theorem, and conclude
that (2|Ω(X)|)+ < |ker(X)|, which turns out to be a contradiction. The proof
is divided to a series of subclaims, the first of which is the following statement
about members X of KCII .
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2. If X is a CO space, then Ω(X) is not attained by any member
of S(X).
Let F ∈S(X) and A⊆ Is (F ) be such that D(F )=acc(A)=acc(Is(F )−A).
Let {Ux | x ∈ Is (F )} be a Hausdorff system for Is (F ) and define F1 =
cl(F ∪
⋃
{Ux ∩ ker (X) | x ∈ A}). The set F1 is called a fattening of F . The
precise definition of a fattening is given below.
Definition 2.3. Let X be a Hausdorff compact space, F ∈ S(X), F1 ∈
Clsd(ker (X)) and F ⊆ F1. We call F1 a fattening of F if the following holds.
(F1) Is(F ) = Is(F1) ∪ (Is(F ) ∩ Po(F1)).
(F2) D(F ) = acc(Is(F1)) = acc(Is (F ) ∩ Po(F1)).
Proposition 2.4. If X is collectionwise Hausdorff and compact and F ∈
S(X), then F has a fattening.
Proof Let {Ux | x ∈ Is (F )} and {Vy | y ∈ Is (D(F ))} be Hausdorff systems
for Is(F ) and Is(D(F )) respectively. For every y ∈ Is (D(F )) let Ay be an
infinite subset of Is (F )∩Vy such that (Is (F )∩Vy)−Ay is also infinite. Then
acc(Ay) = acc((Is(F ) ∩ Vy)− Ay) = {y}. Let
F1 = cl
(
F ∪
⋃{
Ux ∩ ker (X) | x ∈
⋃
y∈Is (D (F ))Ay
})
.
It is left the reader to check that F1 is as required.
Proposition 2.5. Let X be a collectionwise Hausdorff CO space and E ∈
S(X) − {∅}. Suppose that rk(E) = α. Then for every n ∈ ω there is
F ∈ S(X) such that |Dα(F )| = n.
Proof For α = 0 the claim of the proposition follows from the fact that
ker (X) is infinite, so we assume that α > 0. The proof is by induction
on n. We may assume that |Dα(E)| = 1. Suppose that F ∈ S(X) and
|Dα(F )| = n. We show that (∗) there is G ∈ S(X) such that |Dα(G)| = 2n.
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Let Ĥ be a fattening of F , letH ∈ Clop(X) and ϕ be such that ϕ : Ĥ ∼= H .
Set Ĥ0 = cl(Is (F ) ∩ Po(Ĥ)) and H0 = ϕ(Ĥ0). Clearly,
D(Ĥ0) = D(cl (Is(F ) ∩ Po(Ĥ))) = acc(Is(F ) ∩ Po(Ĥ)),
and by (F2),
acc(Is(F ) ∩ Po(Ĥ)) = acc(Is (Ĥ)).
So
D(Ĥ0) = acc(Is (Ĥ)).
The same holds for H0 and H , namely,
D(H0) = acc(Is (H)).
Since H is clopen in X , it follows that Is (H) = Is(X) ∩H . So
D(H0) = acc(Is(X) ∩H),
and hence
D(H0) ∩ Po(X) = ∅.
Let K0 be a clopen subset of X homeomorphic to ker (X). Then there
is F 0 ⊆ K0 such that F
0 ∼= F . We shall show that F 0 ∪ H0 is the set G
required in (∗). Since F 0 ⊆ K0 and K0 is open and perfect, we have that
F 0 ⊆ Po(X). So D(H0) ∩ F 0 = ∅. This implies that H0 ∩ F 0 is a finite
subset of Is(H0), and hence
(1) D(F 0 ∪H0) is the disjoint union of D(F 0) and D(H0).
We next show that
(2) H0 ⊆ ker (X).
Recall that Ĥ0 = cl(Is(F )∩Po(Ĥ)). So Is(Ĥ0) = Is(F )∩Po(Ĥ) and hence
Is(Ĥ0) ⊆ Po(Ĥ). It follows that Is (Ĥ0) ⊆ ker (Ĥ), and this implies that
cl (Is(Ĥ0)) ⊆ ker (Ĥ). But cl(Is (Ĥ0)) = Ĥ0, so Ĥ0 ⊆ ker (Ĥ). Since ϕ takes
Ĥ to H and Ĥ0 to H0, it follows that H0 ⊆ ker (H). So H0 ⊆ ker (X).
Now we show that
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(3) |Dα(H
0)| = n.
Clearly, D(Ĥ0) = acc(Is(Ĥ0)) = acc(Po(Ĥ) ∩ Is(F )). By (F2),
acc(Po(Ĥ) ∩ Is(F )) = D(F ). So D(Ĥ0) = D(F ). Since α > 0, it fol-
lows that Dα(Ĥ
0) = Dα(F ). So |Dα(H
0)| = |Dα(Ĥ
0)| = |Dα(F )| = n. We
have proved (3).
Recall that F 0 ⊆ Po(X). So
(4) F 0 ⊆ ker(X).
From (2) and (4) it follows that, F 0 ∪ H0 ∈ S(X). Since F 0 ∼= F ,
|Dα(F
0)| = n. Hence by Facts (1) and (3), |Dα(F
0 ∪H0)| = 2n.
Any continuous image of a sequentially compact space is sequentially
compact. So we have the following fact.
Proposition 2.6. Every member of KCII is sequentially compact.
For scattered spaces F and G define F≺ G, if either rk(F ) < rk(G) or
rk(F ) = rk(G) and |D rk (F )(F )| < |D rk (F )(G)|. Let X be a Hausdorff space.
We say that X is strongly Hausdorff for convergent sequences if every 1–1
convergent sequence in X has a strong Hausdorff system.
Proposition 2.7. Let X be a sequentially compact space which is strongly
Hausdorff for convergent sequences. Suppose that F0≺ F1≺ . . . is a sequence
of members of S(X). Then there is F ∈ S(X) such that Fi≺ F for every
i ∈ ω.
Proof We may assume that |Drk (Fi)(Fi)| ≥ i. More precisely, there is a
subsequence {mi | i ∈ ω} and for every i there is a closed subset F̂i ⊆ Fmi
with the property that Fi≺ F̂i+1 and |Drk ( bFi)(F̂i)| ≥ i for every i ∈ ω. To
see this we distinguish between the cases: (i) {rk(Fi) | i ∈ ω} is eventually
constant, and (ii) {rk(Fi) | i ∈ ω} is not eventually constant. If (i) happens
we define F̂i = Fi+n0 , where n0 is such that for every i, j ≥ n0, rk(Fi) =
rk(Fj). Suppose that (ii) happens. Then we take a subsequence {mi}i∈ω
such that for every i, rk(Fmi+1) > rk(Fmi) + 1. Let {αi | i ∈ ω} be such that
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limi αi = limi rk(Fi) and for every i, rk(Fmi) < αi < rk(Fmi+1). Let F̂i be a
closed subset of Fmi such that |Dαi)(F̂i)| = i. Hence {F̂i | i ∈ ω} is as desired.
It follows that there is a 1–1 sequence {xi | i ∈ ω} such that xi ∈
Drk ( bFi)(F̂i) for every i ∈ ω. We may assume that {xi} is a convergent
sequence. So by the sequential strong Hausdorff property of X , {xi}i∈ω
has a strong Hausdorff system {Ui}i∈ω. Let F = cl(
⋃
i∈ω F̂i ∩ Ui). Let
x = lim i∈ωxi and α = Sup i∈ωrk(F̂i). It easy to see that Dα(F ) = {x} and
clearly, F ⊆ S(X). So for every i ∈ ω, Fi≺ F̂i+1≺ F .
Corollary 2.8. Let X be a CO space with a nonempty kernel. Suppose
also that X is collectionwise Hausdorff, strongly Hausdorff for convergent
sequences and sequentially compact. Then for every F ∈ S(X), rk(F ) <
Ω(X).
Proof Suppose by contradiction that F ∈ S(X) and rk(F ) = Ω(X). By
Proposition 2.5, there is a sequence F1, F2, . . . of members of S(X) such
that |DΩ(X)(Fi)| = i. By Proposition 2.7, there is H ∈ S(X) such that
rk(H) > Ω(X). A contradiction, so rk(F ) < Ω(X) for every F ∈ S(X).
If ker (X) 6= ∅ and rk(F ) < Ω(X) for every F ∈ S(X), then we say that
Ω(X) is not attained in X .
We next define the notion of a good point and prove the following state-
ment for non-scattered members X of KCII .
3. If Ω(X) is not attained in X, then the set of good points of X is
perfect.
Let X be a compact Hausdorff space. A member x ∈ X is called a good point
of X if for every α < Ω(X) and U ∈ Nbr(x) there is F ∈ S(X) such that
Dα(F )∩U 6= ∅. Note that if Ω(X) is not attained, then it is a limit ordinal.
We shall show that if Ω(X) is not attained, then the set of good points is
a nonempty perfect set. The existence of a good point is a trivial consequence
of the compactness ofX . It is also trivial that the set of good points is closed.
So we have the following fact.
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Proposition 2.9. Let X be a compact Hausdorff space with a nonempty
kernel. Then the set of good points of X is closed and nonempty.
The following proposition is well-known and easy to prove. Recall that
according to our definition of scatterednes, a scattered space is compact
Hausdorff.
Proposition 2.10. Let Y be a scattered space, X be a Hausdorff space and
g : Y → X be a continuous surjective function. Then X is scattered.
There is another property of members of KCII that we now establish. Let
λ be an infinite cardinal, A ⊆ X and x ∈ X . Call x a λ-accumulation point
of A if |U∩A| = λ for every U ∈ Nbr(x). A linear ordering 〈L,<〉 is λ-dense,
if |L| > 1 and for every a < b in L, |(a, b)| = λ.
Proposition 2.11. (a) Let λ be an infinite regular cardinal and 〈L,<〉 be a
linear ordering of power λ. Then either L has a subset of order type λ or λ∗,
or L has a λ-dense subset.
(b) Let α be a successor ordinal equipped with its order topology and
g : α→ X be a continuous surjective function. Then |Is(X)| = |X|.
(c) Let X ∈ KCII . Suppose that A ⊆ X and λ := |A| is an infinite regular
cardinal. Then either there is B ⊆ A such that |B| = λ, B is relatively
discrete and cl (B) is scattered, or A has at least two λ-accumulation points.
Proof (a) Define an equivalence relation on L as follows: a ∼ b if the
open interval whose endpoints are a and b has cardinality < λ. If there is
an equivalence class of cardinality λ, then that equivalence class contains an
increasing or decreasing sequence of type λ. If every equivalence class has
cardinality < λ, then the chain of equivalence classes is λ-dense.
(b) For every x ∈ Is (X) let βx ∈ g
−1(x). Define B = {βx | x ∈ Is(X)}
and C = cl(B). Then
(1) g(cl (B)) = cl(g(B)).
As X is a continuous image of a scattered space, X must be scattered. In
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particular, Is(X) is dense in X . So from (1) we conclude that g(C) = X .
Either C or C minus its maximum have the same order type as B, so in
particular, |C| = |B|. We thus have that |X| ≤ |C| = |B| = |Is(X)|.
(c) Suppose that X , λ and A are as in Part (c), and let 〈L,<〉 be a
compact linear ordering and h : L → X be continuous and surjective. For
every a ∈ A let ℓa ∈ h
−1(a) and let M = {ℓa | a ∈ A}. By Part (a), either (i)
M contains an increasing or decreasing sequence of type λ or (ii)M contains a
λ-dense subset. Assume first that (i) happens. We may then assume that M
is an increasing sequence of type λ. Let N = clL(M). Then N is a compact
interval space, and N is scattered. Let C = h(N). By Proposition 2.10, C
is a scattered space. If b ∈ C − A, then there is n ∈ cl (M) −M such that
h(n) = b. Hence since h↾M is 1–1, b ∈ acc(A). It follows that Is (C) ⊆ A.
By Part (b), |Is(C)| = λ. Hence Is(C) is a relatively discrete subset of A
of cardinality λ and its closure is scattered. That is, B := Is(C) fulfills the
requirements of the proposition.
Suppose next that (ii) happens. We may assume that M is λ-dense. It
is trivial that if n ∈ acc(M), then n is a λ-accumulation point of M . Since
h↾M is 1–1, h(n) is then a λ-accumulation point of h(M) = A. We have
thus verified that
(1) for every n ∈ acc(M), h(n) is a λ-accumulation point of A.
Next we notice that
(2) acc(A) ⊆ h(acc(M)).
Let a∈ acc(A). Set A′ =A−{a} and M ′ =M−h−1({a}). Then h(M ′) =A′
and hence cl(A′) = h(cl (M ′)). Clearly, a ∈ acc(A′) ⊆ cl (A′) and thus
a ∈ h(cl (M ′)). But a 6∈ h(M ′). So a ∈ h(acc(M ′)) ⊆ h(acc(M)).
It follows from (1) and (2) that every accumulation point of A is a λ-
accumulation point. If A has at least two accumulation points, then the
requirements of the proposition are fulfilled. Otherwise A has exactly one
accumulation point, which means that cl (A) is homeomorphic to the one
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point compactification of a discrete space of cardinality λ. If this happens,
then A − acc(A) is relatively discrete and cl(A − acc(A)) is scattered. So
the requirements of the proposition are again fulfilled.
For a compact Hausdorff space X , let Good(X) denote the set of good
points of X . If X is a scattered space and x ∈ X , then the rank of x in X
is defined to be max({α | x ∈ Dα(X)}). The rank of x in X is denoted by
rkX(x). Note that if F ∈ NbrXcl (x), then rk
F (x) = rkX(x).
Proposition 2.12. Let X be a strongly Hausdorff compact space. Suppose
also that
(∗) for every A ⊆ X, if λ := |A| is an infinite regular cardinal, then either
A has at least two λ-accumulation points, or there is B ⊆ A such that
|B| = λ, B is relatively discrete and cl (B) is scattered.
Assume further that ker (X) 6= ∅ and that Ω(X) is not attained. Then
Good(X) is a nonempty perfect set.
Proof By Proposition 2.9, Good(X) 6= ∅. So suppose by contradiction
that x is a good point of X , U ′ ∈ Nbr(x) and Good(X) ∩ U ′ = {x}. Let
U ∈ Nbr(x) be such that cl (U) ⊆ U ′. Since Ω(X) is not attained, Ω(X) is
a limit ordinal. Let λ = cf(Ω(X)) and {αi | i < λ} be a strictly increasing
sequence of ordinals converging to Ω(X). For every i < λ let Fi ∈ S(X) be
such that rk(Fi) = αi and Fi ⊆ U and choose xi ∈ Dαi(Fi). It may happen
that |{xi | i < λ}| < λ. In that case we show that {xi | i < λ} can be replaced
by another sequence {x′i | i < λ} such that |{x
′
i | i < λ}| = λ. So suppose
that |{xi | i < λ}| < λ. Then by taking a subsequence we may assume that
xi = xj for every i, j < λ. Then x0 is a good point, and since x is the only
good point in U , x0 = x. For every i < λ let x
′
i ∈ Dαi(Fi+1)− Dαi+1(Fi+1).
So x′i 6= xi+1 = x. It therefore follows from the above argument that for
every i, |{j | x′j = x
′
i}| < λ. So |{x
′
i | i < λ}| = λ. We may thus assume
that {xi | i < λ} is 1–1. We apply (∗) to A := {xi | i < λ}. Every λ-
accumulation point of A is a good point and it belongs to U ′. So since
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|U ∩Good(X)| = 1, it follows that A has at most one λ-accumulation point.
So by (∗) there is B ⊆ A such that |B| = λ, B is relatively discrete and
cl(B) is scattered. Let B = {xi(j) | j < λ} and U = {Uj | j < λ} be a
strong Hausdorff system for B. We may assume that cl (Uj) ∩ cl (Uj′) = ∅
for every j 6= j′. For every j < λ define F̂j = Fi(j) ∩ cl (Uj) and define
F = cl(
⋃
j<λ F̂j). Clearly F ⊆ ker (X). Also, since cl (B) is scattered and U
is a strong Hausdorff system, it follows that F is scattered. So F ∈ S(X).
For every j < λ, rkF (xi(j)) = rk
bFj (xi(j)) = rk
Fi(j)(xi(j)) = αi(j). It follows
that rk(F ) ≥ Ω(X). A contradiction to the non-attainment of Ω(X).
4. Sets which code ordinals.
We shall define the notion of a code of an ordinal. Codes are certain com-
pact Hausdorff spaces which code ordinals. Two other notions are to be
defined: the “perfect end” of a compact Hausdorff space F – this is a cer-
tain nonempty closed subset of F , and the notion of a “demonstrative subset”
of a compact Hausdorff space X . Two facts about codes are important:
• If F and H are codes for two different ordinals, x belongs to the perfect
end of F , and U ∈ Nbr(x), then U is not homeomorphic to any open
subset of H , (Proposition 2.17).
• If X ∈ KCII , ker (X) 6= ∅, Ω(X) is not attained and 0 < α < Ω(X),
then any neighborhood of a member of Good(X) contains a demon-
strative set which is an (α + 1)-code, (Lemma 2.20).
We first verify the following property of members of KCII .
Proposition 2.13. Let X ∈ KCII and A ⊆ X be relatively discrete. Suppose
that cl (A) is not scattered. Then there is B ⊆ A such that
acc(B) = ker(cl (A)).
Proof Let 〈L,<〉 be a linear ordering and g : L → X be continuous and
surjective. For every a ∈ A let ℓa ∈ g
−1(a) and define L0 = cl({ℓa | a ∈ A})
and g0 = g↾L0. So g0 : L0 → cl (A) and g
−1
0 (A) is topologically dense in L0.
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We may thus assume that g : L → cl (A) and g−1(A) is topologically dense
in L.
Let U = L−g−1(ker (cl (A))). Then U is an open subset of L. Let I be the
partition of U into maximal convex subsets of L. Then every member of I is
an open interval of L. Since g−1(A) is topologically dense in L, g−1(A)∩I 6= ∅
for every I ∈ I. Choose mI ∈ I ∩ g
−1(A) and set M = {mI | I ∈ I} and
B = g(M). Clearly, acc(M) ∩ U = ∅. So cl (M) ⊆ M ∪ g−1(ker(cl (A))).
Since L is compact, g(cl(M)) = cl(B). Hence cl(B) ⊆ B∪ker (cl (A)). Since
acc(B) ∩ B = ∅, it follows that acc(B) ⊆ ker (cl (A)).
Let x ∈ ker (cl (A)), and assume by contradiction that x 6∈ acc(B). Since
A is relatively discrete, we have x 6∈ A, and in particular, x 6∈ B. So
x 6∈ cl (B). This implies that g−1(x) ∩ acc(M) = ∅. Then every y ∈ g−1(x)
has an open neighborhood Wy such that {I ∈ I | I ∩Wy 6= ∅} is finite. Note
that g−1(A) ⊆ U =
⋃
I. So
⋃
I is dense in L. Using the facts that
⋃
I is
dense in L and that y 6∈
⋃
I we conclude that there are Iy, Jy ∈ I such that y
is the right endpoint of Iy and the left endpoint of Jy. Let Vy = Iy∪{y}∪Jy.
Define V =
⋃
{Vy |y ∈ g
−1(x)}. Since g−1(x) ⊆ V and L is compact, it follows
that g(V ) is a neighborhood of x. But V ⊆ (L−g−1(ker (cl (A))))∪g−1(x), so
g(V )∩ker(cl (A)) = {x}. This means that x is an isolated point of ker(cl (A)),
a contradiction. It follows that x ∈ acc(B), so ker(cl (A)) ⊆ acc(B).
Proposition 2.14. Let X be a compact Hausdorff perfect space. Then there
is a relatively discrete subset A ⊆ X such that cl (A) contains a nonempty
perfect set.
Proof We show that [0, 1] is a continuous image of X . If X is not
0-dimensional let x, y be two distinct points in the same connected com-
ponent of X and g : X → [0, 1] be a continuous function such that g(x) = 0
and g(y) = 1. Then Rng(g) = [0, 1]. If X is 0-dimensional and perfect, then
the Cantor set is a continuous image of X and [0, 1] is a continuous image of
the Cantor set. So there is a continuous surjective g from X to [0, 1].
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Let B ⊆ [0, 1] be a relatively discrete set such that cl (B)− B is perfect.
For every b ∈ B choose xb ∈ g
−1(b) and define A = {xb | b ∈ B}. It follows
from the relative discreteness of B that A is also relatively discrete. We have
shown in Proposition 2.10 that a continuous image of a scattered space is
scattered. As cl(B) is not scattered, cl (A) cannot be scattered.
In order to define codes, we introduce the notion of the perfect derivative
of a compact Hausdorff space X . For a compact Hausdorff space X define
PD(X) :=X − Is (X)− Po(X),
PD 0(X) :=X , PDα+1(X) :=PD(PDα(X))
and if δ is a limit ordinal, then define
PD δ(X) :=
⋂
α<δ PDα(X).
The perfect rank of X is defined by prk(X) = max({α | PDα(X) 6= ∅}) and
the perfect end is defined by Pend(X) = PD prk (X)(X). Note that Pend(X)
is the union of a finite set of isolated points and a perfect set. Each may be
empty but not both.
For x ∈ X , the property: “x belongs to PDα(X)” is a local property.
This is expressed in the next observation which is trivial and is not proved.
Proposition 2.15. Let Z be a compact Hausdorff space. Suppose that
U ⊆ G ⊆ Z, U is open and G is closed. Then U ∩ PDα(G) = U ∩ PDα(Z)
for every ordinal α.
Definition 2.16. Let α ≥ 2. A compact Hausdorff space F is called an
α-code if
(C1) prk(F ) = α,
(C2) Po(PDβ(F )) = ∅ for every 0 < β < α,
(C3) Pend(F ) is perfect.
A set which is an α-code for some ordinal α, is called a code.
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Proposition 2.17. Suppose that F is an α-code, H is a β-code and α 6= β.
If x ∈ Pend(F ), then there are no U ∈ NbrF (x) and V ∈ τH such that
U ∼= V .
Proof Suppose by contradiction that F is an α-code, H is a β-code, α 6= β
and there are x ∈ Pend(F ), U ′ ∈ NbrF (x), V ′ ∈ τH and ϕ such that
ϕ : U ′ ∼= V ′. Note that by the definition of codes, α > 1. Let U be an open
subset of U ′ such that F1 := cl (U) ⊆ U
′, and set V = ϕ(U) and H1 = ϕ(F1).
Note that Pend(F ) = PDα(F ) and hence PDα(F ) is a nonempty perfect set.
By Proposition 2.15, PDα(F1)∩U = PDα(F )∩U . So PDα(F1)∩U 6= ∅ and
PDα(F1) ∩ U has no isloated points. Now, since ϕ↾F1 is a homeomorphism
between F1 and H1 which takes U to V , we have that PDα(H1) ∩ V =
ϕ(PDα(F1) ∩ U). It follows that
(†) Po(PDα(H1) ∩ V ) 6= ∅.
By Proposition 2.15, PDα(H1) ∩ V = PDα(H) ∩ V . The only ordinal γ > 1
for which Po(PDγ(H)) is nonempty is β but α > 1, and is different from
β. So Po(PDα(H1) ∩ V ) = ∅. This contradicts (†), hence the Proposition is
proved.
Definition 2.18. Let Ω be a limit ordinal and F be a compact Hausdorff
space. We say that F is Ω-demonstrative if
(D1) Ω(F ) = Ω and Ω is not attained in F ,
(D2) Pend(F ) ⊆ Good(F ).
In the next lemma we use the following properties of members of KCII .
(TH1) X is tightly Hausdorff.
(TH2) For every relatively discrete subset A of X , if cl (A) is not scattered,
then there is B ⊆ A such that acc(B) is a nonempty perfect set.
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(TH3) For every A ⊆ X , if λ := |A| is an infinite regular cardinal, then
either A has at least two λ-accumulation points, or there is B ⊆ A
such that |B| = λ, B is relatively discrete and cl(B) is scattered.
Observe the following fact.
Proposition 2.19. For any of the properties (TH1) - (TH3), if Y is a closed
subspace of a space having the property, then Y has the same property.
We shall later use two other properties of members of KCII .
• X is sequentially compact.
This property is used in showing that Ω(X) is not attained – a fact which is
assumed in the next lemma. See Proposition 2.7 and Corollary 2.8. Another
(and last) property to be used is
• For every infinite cardinal λ and a closed subset F ⊆ X : if |F | = 2λ
+
,
then there is a scattered subspace H ⊆ F such that |H| = λ+.
This is proved in Proposition 2.28, and it is used at the end of the proof of
Theorem 1.2, where it is shown that |Good(X)| cannot be much larger than
|Ω(X)|.
Let KTH be the class of all compact Hausdorff spaces that have Proper-
ties (TH1) - (TH3). Note that by Lemma 2.2, Proposition 2.13 and Proposi-
tion 2.12, KCII ⊆ KTH .
Lemma 2.20. Let X ∈ KTH . Suppose that ker (X) 6= ∅ and that Ω(X)
is not attained in X. Let g ∈ Good(X) and V ∈ Nbr(g). Then for every
α ∈ Ω(X)− {0}, V contains an Ω(X)-demonstrative (α + 1)-code.
Proof Let H be a closed neighborhood of g such that H ⊆ V . Clearly, we
may replace V by H . Also, H ∈ KTH (this follows from 2.19), ker (H) 6= ∅,
Ω(H) = Ω(X), and thus Ω(H) is not attained in H . So we may replace H
by X and prove that X contains an Ω(X)-demonstrative (α+ 1)-code.
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Property (TH3) is just (∗) of Proposition 2.12, and (TH1) is stronger
than being strongly Hausdorff. So 2.12 implies that Good(X) is a nonempty
perfect set.
By Proposition 2.14, there is a relatively discrete subset A ⊆ Good(X)
such that cl (A) contains a nonempty perfect set, and by (TH2) we may
assume that acc(A) is perfect and nonempty.
By (TH1), A has a tight Hausdorff system U = {Ua | a ∈ A}. For every
a ∈ A let Fa be a subset of Ua such that Fa is compact and scattered, a 6∈ Fa
and rk(Fa) = α. The existence of Fa is assured by the goodness of a. Also,
choose a closed neighborhood H ′a of a such that H
′
a ⊆ Ua and H
′
a ∩ Fa = ∅,
and define Ha = H
′
a∩ker (X). Set S =
⋃
a∈A Fa and T =
⋃
a∈AHa and define
C = cl(S∪T ). We shall show that C is an Ω(X)-demonstrative (α+1)-code.
We start with the fact that C is a code. Clearly,
(1) Fa, Ha ∈ Clop(C) for every a ∈ A.
Since U is tight and Fa ∪Ha ⊆ Ua for every a ∈ A, it follows that
(2) acc({Fa ∪ Ha | a ∈ A}) = acc({Fa | a ∈ A}) = acc({Ha | a ∈ A}) =
acc(A).
Also recall that
(3) acc(A) is perfect.
and
(4) Fa is scattered with rank α and Ha is perfect.
From (2) and the tightness of U it follows that
C = (
⋃
a∈A Fa) ∪ (
⋃
a∈AHa) ∪ acc(A),
and Facts (1) - (4) imply that Po(C)=
⋃
a∈AHa and that Is (C)=
⋃
a∈AIs (Fa).
It thus follows that
PD(C) = (
⋃
a∈AD(Fa)) ∪ acc(A).
From the tightness of U and Fact (4) it now follows that
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(5) for every 0 < β ≤ α, PDβ(C) = (
⋃
a∈ADβ(Fa)) ∪ acc(A) and
PDα+1(C) = acc(A).
Since acc(A) is perfect, we conclude that PDα+2(C) = ∅ and hence
(i) prk(C) = α + 1. From the first part of (5) and from (4) and (1) it
follows that (ii) for every 0 < β < α+1, Po(PDβ(C)) = ∅. Finally, from the
second part of (5) and from (i) we have (iii) Pend(C) = PDα+1(C) = acc(A),
and from (3) we conclude that (iv) Pend(C) is perfect. Facts (i), (ii) and
(iv) are Clauses (C1) - (C3) in the definition of an (α + 1)-code. We have
thus proved that C is an (α + 1)-code.
We show that C is Ω(X)-demonstrative. Let a ∈ A, then Ha is the
intersection of a closed neighborhood of a with ker (X). Since a ∈ Good(X),
it follows that Ω(Ha) = Ω(X), and that a ∈ Good(Ha). Since Ha ⊆ C ⊆ X ,
we also have that Ω(Ha) ≤ Ω(C) ≤ Ω(X). Hence Ω(C) = Ω(X), and since
Ω(X) is not attained in X , it is not attained in C. We have shown that
Ω(C) = Ω(X) and Ω(X) is not attained in C.
That is, C fulfills Clause (D1) in the definition of demonstrative sets.
We have also shown above that for every a ∈ A, a ∈ Good(C). That
is, A ⊆ Good(C). In Fact (iii) we proved that Pend(C) = acc(A). So
Pend(C) ⊆ acc(Good(C)). Since Good(C) is closed, Pend(C) ⊆ Good(C).
So Clause (D2) holds. We have shown that C is Ω(X)-demonstrative.
5. Coding subsets of Ω(X) and proliferation systems.
The assumption “X is a non-scattered CO space” is contradictory. To reach
this contradiction, we show that |Good(X)| is much larger than |Ω(X)|.
First we code subsets of Ω(X) by subsets of Good(X). This coding implies
that |Good(X)| ≥ 2|Ω(X)|. Next we code sets of subsets of Ω(X) by subsets
of Good(X). This leads to the conclusion that |Good(X)| ≥ 22
|Ω(X)|
. We
repeat this procedure twice more and then reach a contradiction. The above
three steps use an identical argument which in the first case is applied to the
set of α-codes, and in the second, to the set of codes of subsets of Ω(X).
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The notion which provides the unified argument is called a “proliferation
system”, and the conclusion of the iterated use of this argument is stated
in Corollary 2.25. It will be evident that for an any limit ordinal Ω the
set of Ω -demonstrative codes is a proliferation system, and that if X is a
non-scattered CO space, then all these codes are realized in X . This makes
Corollary 2.25 applicable to X .
A pair X̂ = 〈X, e〉 consisting of a topological space X and a point e ∈ X is
called a pointed space. Let P = {X̂t |t ∈ T} be an indexed family such that for
every t ∈ T , X̂t is a class of pointed spaces closed under homeomorphisms.
Then P is called a type system. By “closed under homeomorphisms” we
mean that if 〈X, e〉 ∈ X̂t and ϕ is a homeomorphism between X and Y , then
〈Y, ϕ(e)〉 ∈ X̂t. Denote T by TP and set X̂P =
⋃
t∈T X̂t. For t ∈ T define
Xt := {X | there is e ∈ X such that 〈X, e〉 ∈ X̂t} and XP :=
⋃
t∈T Xt.
Let X be a class of topological spaces and Y be a topological space. We
say that X occurs in Y if there is X ⊆ Y such that X ∈ X . We say that a
class X̂ of pointed spaces occurs in Y if there are X ⊆ Y and e ∈ X such
that 〈X, e〉 ∈ X̂ .
Definition 2.21. (a) A type system P = {X̂t | t ∈ T} is called a proliferation
system (P-system) if the following hold.
(P1) T is infinite and every member of XP is compact Hausdorff.
(P2) Suppose that s, t ∈ T are distinct, 〈F, d〉 ∈ X̂s, H ∈ Xt and
V ∈ NbrF (d). Then there is no U ∈ τH such that V ∼= U .
(P3) For every 〈F, d〉 ∈ X̂P , V ∈ Nbr
F (d) and t ∈ T there is Y ∈ Xt such
that Y ⊆ V .
Note the definition of a proliferation system does not exclude the possibility
that for every t ∈ TP , X̂t = ∅. However, by (P3), if for some t ∈ TP , X̂t 6= ∅,
then for all t ∈ TP , X̂t 6= ∅.
(b) Let P be a P-system and X be a compact Hausdorff space. We say
that P occurs in X if XP occurs in X .
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(c) Let P = {X̂t | t ∈ T} be a P-system and ∅ 6= Γ ⊆ TP . A pointed
compact Hausdorff space 〈F, d〉 is called a Γ-marker if there is a family F of
subsets of F and {dF ′ | F
′ ∈ F} such that
(M1) F ⊆ Clop(F ),
(M2) F is a tight family,
(M3) for every F ′ ∈ F , 〈F ′, dF ′〉 ∈
⋃
t∈Γ X̂t,
(M4) for every V ∈ Nbr(d) and t ∈ Γ there is F ′ ∈ F ∩ Xt such that
dF ′ ∈ V ,
(M5) F = cl(
⋃
F).
F is called a filler for 〈F, d〉.
(c) Denote the powerset of a set A by P(A). Suppose that P = {X̂t|t ∈ T}
is a P-system. For every Γ ∈ P(T )− {∅} define
M̂P
Γ
= {〈X, d〉 | 〈X, d〉 is a Γ -marker}.
For Γ ⊆ P(T )− {∅} define
QP
Γ
= {M̂P
Γ
| Γ ∈ Γ}.
In general QP
Γ
, need not be a P-system, but we shall see that if Γ is an
infinite set of pairwise incomparable subsets of T with the same cardinality,
then QP
Γ
is a P-system.
Proposition 2.22. (a) Let P be a P-system and Γ ,∆ ∈ P(TP)− {∅}, and
assume that Γ 6⊆ ∆. Suppose that 〈F, d〉 and 〈H, e〉 are respectively a Γ-
marker and a ∆-marker. Then there do not exist U ∈ NbrF (d) and V ∈ τH
such that U ∼= V .
(b) Let P be a P-system and Γ ⊆ P(TP) − {∅} be infinite. Suppose that
for every distinct Γ ,∆ ∈ Γ, |Γ | = |∆| and Γ 6⊆ ∆. Then QP
Γ
is a P-system.
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Proof (a) Let Γ , ∆, 〈F, d〉 and 〈H, e〉 be as specified in (a). Suppose by way
of contradiction that there are U ∈ NbrF (d) and V ∈ τH such that U ∼= V .
We may assume that U = V . So for every A ⊆ U , τF ↾A = τU ↾A = τH ↾A,
and A is open in F iff A is open in U iff A is open in H .
Let F and H be fillers for 〈F, d〉 and 〈H, e〉 respectively. Let t ∈ Γ −∆.
Let F ′ ∈ Xt ∩ F be such that dF ′ ∈ U and F0 = F
′ ∩ U . So dF ′ ∈ F0, and
since F ′ is open in F , it follows that F0 is open in U , and hence in H . That
is, F0 ∈ Nbr
H(dF ′). Suppose by contradiction that dF ′ ∈
⋃
H. Let H ′ ∈ H
be such that dF ′ ∈ H
′. There is s ∈ ∆ such that H ′ ∈ Xs. Then s 6= t. Since
H ′ is open in H , we have that H ′ ∩ F0 is open in H , and hence it is open in
F . This implies that H ′ ∩ F0 is open in F
′. Hence
H ′ ∩ F0 ∈ Nbr
F ′(dF ′).
On the other hand,
H ′ ∩ F0 is open in H
′.
Recall that 〈F ′, dF ′〉 ∈ X̂t and that H
′ ∈ Xs. The last four mentioned facts
contradict Property (P2) of P.
It follows that dF ′ ∈ H −
⋃
H. Since every member of H is clopen in H ,
dF ′ ∈ H−
⋃
{clH(H ′) |H ′ ∈ H}. Now, clH(
⋃
H) = H , hence dF ′ ∈ acc
H(H).
From the tightness of H it follows that dF ′ ∈ acc
H({dH′ | H
′ ∈ H}. Recall
that F0 ∈ Nbr
H(dF ′). So there is H
′ ∈ H such that dH′ ∈ F0. Clearly,
F0 ∩H
′ is open in H ′ and hence
H ′ ∩ F0 ∈ Nbr
H′(dH′).
H ′ ∩ F0 is open in H and it is a subset of U . So it is open in F . It follows
that
H ′ ∩ F0 is open in F
′.
There is s 6= t, such that 〈H ′, dH′〉 ∈ X̂s, and on the other hand, F
′ ∈ Xt.
These facts contradict Property (P2) of P. This proves (a).
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(b) Denote QP
Γ
by Q. So TQ = Γ and for every Γ ∈ Γ, X̂Γ = M̂
P
Γ
. By
definition, every Γ -marker is compact Hausdorff. So every member of XQ is
compact Hausdorff. Since also, Γ is infinite, Q fulfills (P1).
That Q fulfills (P2), was indeed proved in Part (a).
We prove (P3). Let 〈F, d〉 ∈ X̂Q and ∆ ∈ Γ. There is Γ ∈ Γ such that
〈F, d〉 ∈ X̂Γ . Suppose that F is a filler for 〈F, d〉. Let f : Γ → ∆ be a
bijection. If F ′ ∈ F ∩ Xt, choose HF ′ ⊆ F
′ such that HF ′ ∈ Xf(t) and define
H = {HF ′ | F
′ ∈ F} and H = cl(
⋃
H). That HF ′ exists follows from (P3)
applied to P. The tightness of F implies that d ∈ cl (
⋃
H). It now follows
trivially from the definition of H and H that 〈H, d〉 ∈ X̂∆. So Q fulfills (P3).
Note that if P is a P-system and P occurs in X , then for every t ∈ TP , Xt
occurs in X . This follows from (P3). Suppose that X is a tightly Hausdorff
compact CO space and P is a P-system occurring in X . We shall show that
MP
Γ
occurs in X for every Γ ∈ P(TP)− {∅}. In order to show this, we first
establish the existence of so-called µ-special {t}-markers.
Let X be a topological space, A ⊆ X , x ∈ X and µ be an infinite
cardinal. Denote the set of µ-accumulation points of A in X by accXµ (A).
We use accµ(A) as an abbreviation of the above. Let P be a P-system,
t ∈ TP and 〈F, e〉 be a {t}-marker with a filler F . For every F
′ ∈ F
choose eF ′ such that 〈F
′, eF ′〉 ∈ X̂t. We call 〈F, e〉 a µ-special {t}-marker if
e ∈ accµ({eF ′ | F
′ ∈ F}).
Proposition 2.23. Let X be a compact Hausdorff CO space and P be a
P-system such that P occurs in X.
(a) There is a set {〈Gt, gt〉 | t ∈ TP} such that
(1) for every distinct s, t ∈ TP , gs 6= gt,
(2) for every t ∈ TP , 〈Gt, gt〉 ∈ X̂t and Gt ⊆ X,
(3) {gt | t ∈ TP} is relatively discrete.
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(b) Suppose that in addition to the above, X is tightly Hausdorff. Then
for every t ∈ TP there is K ⊆ X and c ∈ K such that 〈K, c〉 is a |TP |-special
{t}-marker.
Proof Suppose that P = {X̂t | t ∈ T}.
(a) Let 〈F, d〉 ∈ X̂P be such that F ⊆ X . By (P3), for every t ∈ T there
is 〈Ht, et〉 ∈ X̂t such that Ht ⊆ F . Let Gt be a clopen subset of X homeo-
morphic to Ht and let gt ∈ Gt be the image of et under the homeomorphism
between Ht and Gt. Suppose by way of contradiction that for some distinct
s, t ∈ T , gs ∈ Gt. Then Gs∩Gt ∈ Nbr
Gs(gs) and Gs∩Gt is open in Gt. This
contradicts (P2), so for every distinct s, t ∈ T , gs 6∈ Gt. We thus have that
for every t ∈ T , Gt is open and Gt ∩ {gs | s ∈ T} = {gt}. This means that
{gt | t ∈ T} is relatively discrete and that for every distinct s, t ∈ T , gs 6= gt.
So {〈Gt, gt〉 | t ∈ T} is as required.
(b) Denote µ = |T | and let A = {gt | t ∈ T} be as assured in (a). So A
is relatively discrete, |A| = µ and for every a ∈ A there is G ⊆ X such that
〈G, a〉 ∈ X̂P . It is trivial that in a compact space every set of cardinality µ
has a µ-accumulation point. So let c be a µ-accumulation point of A.
Fix t ∈ T . We construct a set K ⊆ X such that 〈K, c〉 is a {t}-marker.
Let {Ua | a ∈ A} be a tight Hausdorff system for A. If a ∈ A, then for
some s ∈ T , a = gs. Since gs ∈ Gs and 〈Gs, gs〉 ∈ X̂s, we may apply (P3) to
〈Gs, gs〉. Now, Ua ∈ Nbr(gs), so there is 〈Ea, ea〉 ∈ X̂t such that Ea ⊆ Ua∩Gs.
Let E = {Ea | a ∈ A}. Define K = cl(
⋃
E). In the definition of a Γ -marker
we need to have a choice function {dF ′ | F
′ ∈ F}. So define dEa to be ea for
every a ∈ A. It follows trivially from the construction that (M1) - (M5) hold
for 〈K, c〉, E , {ea |a ∈ A} and {t}. That is, 〈K, c〉 is a {t}-marker. Recall that
c was chosen to be a µ-accumulation point of A. Since {Ua | a ∈ A} is a tight
family, and a, ea ∈ Ua for every a ∈ A, it follows that c is a µ-accumulation
point of {ea | a ∈ A}. This assures that 〈K, c〉 is µ-special.
Lemma 2.24. Let X be a tightly Hausdorff compact CO space and P be a
P-system such that P occurs in X. Then for every Γ ∈ P(TP)− {∅}, there
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are H ⊆ X and c ∈ H such that 〈H, c〉 is a Γ-marker.
Proof Let P = {Xt | t ∈ T} and denote |T | by µ. Choose a countable subset
T0 of T , and for every t ∈ T0 let 〈Kt, ct〉 be a µ-special {t}-marker such that
Kt is a clopen subset of X . The existence of a µ-special 〈Kt, ct〉 was proved
in Proposition 2.23(b), and that Kt may be a clopen set follows from the fact
that X is a CO space.
Let t ∈ T0. Since 〈Kt, ct〉 is µ-special, there are a filler Ft for 〈Kt, ct〉 and
a set {eF ′ | F
′ ∈ Ft} such that
(1) for every F ′ ∈ Ft, 〈F
′, eF ′〉 ∈ X̂t,
(2) ct ∈ accµ({eF ′ | F
′ ∈ Ft}).
By Proposition 2.22(a), for every distinct s, t ∈ T0, cs 6∈ Kt. This implies
that {ct | t ∈ T0} is infinite and relatively discrete. For every t ∈ T0 choose
Vt ∈ Nbr(ct) in such a way that
(3) {Vt | t ∈ T0} is a tight Hausdorff system for {ct | t ∈ T0}.
Define F ′t = {F
′ ∈ Ft | eF ′ ∈ Vt} and Et = {eF ′ | F
′ ∈ F ′t}. Also choose
c ∈ acc({ct | t ∈ T0}). So
(4) c ∈ acc({Vt | t ∈ T0}).
Let Γ ∈ P(TP) − {∅}. We construct H such that 〈H, c〉 is a Γ -marker.
For every t ∈ T0 let ft : F
′
t → Γ be a surjection. Let t ∈ T0 and F
′ ∈ F ′t.
Then Vt ∈ Nbr(eF ′). We use (P3) and the fact that 〈F
′, eF ′〉 ∈ X̂P in order
to conclude that there are HF ′ and dF ′ such that
(5) 〈HF ′, dF ′〉 ∈ X̂ft(F ′) and HF ′ ⊆ Vt ∩ F
′.
Let H = {HF ′ | t ∈ T0 and F
′ ∈ F ′t}. For H
′ = HF ′ ∈ H denote dF ′
by bH′ . Define H = cl(
⋃
H). We verify that 〈H, c〉 is a Γ -marker, that H is
a filler for 〈H, c〉 and that {bH′ | H
′ ∈ H} is the choice function required in
the definition of a Γ -marker.
That (M1), (M3) and (M5) hold is trivial. We check that (M2) holds. We
have to show that H is a tight family. For t ∈ T0 set Ht = {HF ′ | F
′ ∈ F ′t}.
Then
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(i) H =
⋃
t∈T0
Ht.
(ii) For every t ∈ T0, Ht is a tight family.
That Ht is tight follows from the facts: F
′
t is tight and HF ′ ⊆ F
′ for every
F ′ ∈ F ′t. By (5),
(iii) H ′ ⊆ Vt for every t ∈ T0 and H
′ ∈ Ht,
(iv) {Vt | t ∈ T0} is tight.
Facts (i) - (iv) easily imply that H is tight. So H satisfies (M2).
We next verify (M4). Let s ∈ Γ and W ∈ Nbr(c). For every t ∈ T0
choose F ′t ∈ F
′
t such that ft(F
′
t ) = s. Set H
0
t = HF ′t and at = bH0t . So at ∈ Vt
and 〈H0t , at〉 ∈ X̂s. From the facts:
• c is an accumulation point of {Vt | t ∈ T0},
• at ∈ Vt for every t ∈ T0,
• {Vt | t ∈ T0} is tight,
we conclude that c ∈ acc({at | t ∈ T0}). So there is t0 ∈ T0 such that
at0 ∈ W . Recall that 〈H
0
t0
, at0〉 ∈ X̂s. Also 〈H
0
t0
, at0〉 ∈ H. We have thus
found H ′ ∈ H such that 〈H ′, bH′〉 ∈ X̂s and bH′ ∈ W . This shows that H , H
and {bH′ |H
′ ∈ H} fulfill (M4).
Let X be a compact Hausdorff space and P be a P-system. Define
EndP(X) = {e ∈ X | There is F ⊆ X such that 〈F, e〉 ∈ X̂P},
and GoodP(X) = cl (EndP(X)). For an infinite cardinal µ set i 0(µ) = µ,
for every n ∈ ω, i n+1(µ) = 2
in(µ) and i ω(µ) =
⋃
n∈ω i n(µ).
Corollary 2.25. Let X be a tightly Hausdorff compact CO space, P be a
P-system and µ = |TP |. If P occurs in X, then |GoodP(X)| ≥ i 4(µ).
Proof We prove that |GoodP(X)| ≥ i ω(µ). Denote P and TP by P0 and
T0 respectively. We define by induction a P-system Pn. Suppose that Pn
has been defined. For simplicity, denote Pn by R and TPn by T . We assume
by induction that R occurs in X , that |T | = i n(µ) and that GoodPn(X) ⊆
GoodP(X). Let Γ ⊆ P(T ) be such that
31
(1) |Γ| = 2|T |,
(2) for any distinct Γ ,∆ ∈ Γ, |Γ | = |T | and Γ 6⊆ ∆.
Then by Proposition 2.22(b), Pn+1 :=Q
Pn
Γn
is a P-system. Denote Pn+1 by
S. By the induction Hypothesis, R occurs in X , and hence by Lemma 2.24,
S occurs in X . Note that TS = Γ. So |TS | = 2
|T |. By Proposition 2.23(a),
|EndS(X)| ≥ |TS | = 2
|T | = i n+1(µ) and since GoodS(X) ⊇ EndS(X),
|GoodS(X)| ≥ i n+1(µ).
By the definition of markers, EndS(X) ⊆ GoodR(X). Since GoodS(X) =
cl(EndS(X)) and GoodR(X) is closed, it follows that GoodS(X)⊆GoodR(X).
Hence by the induction hypothesis,
GoodS(X) ⊆ GoodP(X).
This concludes the inductive construction.
Since for every n, GoodPn(X) ⊆ GoodP(X) and |GoodPn(X)| ≥ i n(µ),
it follows that |GoodP(X)| ≥ i ω(µ).
We shall apply Corollary 2.25 to the class of all Ω -demonstrative codes. To
this end we show that this class forms a P-system.
For a limit ordinal Ω and α < Ω define
X̂Ωα = {〈F, e〉 | F ∈ KTH , F is an Ω -demonstrative (α+ 1)-code
and e ∈ Pend(F )}.
Now define PΩ = {X̂Ωα | 1 ≤ α < Ω}.
Proposition 2.26. If Ω is a limit ordinal, then PΩ is a proliferation system.
Proof By the definitions, PΩ fulfills (P1). That (P2) holds is proved in
Proposition 2.17.
We prove (P3). Let 〈F, e〉 ∈ X̂Ωα . Then F is an Ω -demonstrative (α+1)-
code and e ∈ Pend(F ). Let V ∈ NbrF (e) and β < Ω . By definition,
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F ∈ KTH , ker(F ) 6= ∅, Ω(F ) = Ω and Ω(F ) is not attained. By Clause (D2)
of 2.18, e ∈ Good(F ). So the assumptions of Lemma 2.20 are fulfilled by F ,
e and V . So by 2.20, V contains an Ω -demonstrative (β + 1)-code.
6. The conclusion of the proof.
We next see that if Ω(X) is not attained, then PΩ(X) occurs in X .
Proposition 2.27. Let X ∈ KTH be such that ker (X) 6= ∅ and Ω(X) is not
attained. Then PΩ(X) occurs in X and GoodPΩ(X)(X) ⊆ Good(X).
Proof The fact “PΩ(X) occurs in X” is part of Lemma 2.20. Denote PΩ(X)
by P. We verify that GoodP(X) ⊆ Good(X). Recall that by definition,
GoodP(X) = cl(EndP(X)) and that Good(X) is closed. So it suffices to
show that EndP(X) ⊆ Good(X). Let e ∈ EndP(X). This means that
there is F ⊆ X such that 〈F, e〉 ∈ X̂P . By the definition of P, we have
that e ∈ Pend(F ), and from Ω(X)-demonstrativeness of F it follows that
e ∈ Good(F ). The fact Ω(F ) = Ω(X) implies that Good(F ) ⊆ Good(X).
So e ∈ Good(X). That is, EndP(X) ⊆ Good(X) and hence GoodP(X) ⊆
Good(X).
We need one last property of spaces which are a continuous image of a
compact interval space.
Proposition 2.28. Let X ∈ KCII . Then for every infinite cardinal λ and a
closed subset F ⊆ X: If |F | ≥ (2λ)+, then F contains a scattered subspace
H such that |H| = λ+.
Proof (a) A closed subspace of an interval space is an interval space. This
implies that a closed subspace of a member of KCII is a member of KCII .
So it suffices to show that if X ∈ KCII and |X| ≥ (2
λ)+, then X contains a
scattered subspace H such that |H| = λ+.
Let 〈L,<〉 be a compact linear ordering and g : L → X be continuous
and surjective. There is A ⊆ L such that |A| = (2λ)+ and g ↾A is 1–1. By
Erdo¨s Rado Theorem, there is B ⊆ A such that B is order isomorphic to
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λ+ or to the reverse ordering of λ+. Let C = cl(B) and H = g(C). Then
|C| = λ+. It is obvious that C is homeomorphic to λ+ + 1 with is order
topology, so C is scattered. Hence H = g(C) is scattered. Since g↾B is 1–1
and |B| = λ+, it follows that |H| = λ+. So H is as desired.
Let K be the class of all compact Hausdorff spaces X such that
(1) X ∈ KTH .
(2) X is sequentially compact.
(3) For every infinite cardinal λ and a closed subset F ⊆ X : If |F | ≥ (2λ)+,
then F contains a scattered subspace H such that |H| = λ+.
The class KCII is contained in K, and indeed, this has been already
shown. So the following statement implies Theorem 1.2.
Theorem 2.29. For every X ∈ K: if X is a CO space, then X is scattered.
Proof Suppose by contradiction that X ∈ K, X is a CO space and X is
not scattered. Since X is tightly Hausdorff, it is collectionwise Hausdorff and
strongly Hausdorff for convergent sequences. X is also sequentially compact.
Hence by Corollary 2.8, Ω(X) is not attained in X .
By Proposition 2.26, PΩ(X) is a P-system, and by 2.27, PΩ(X) occurs
in X .
Denote PΩ(X) by P and |Ω(X)| by µ. Note that |TP | = µ. Then by
Corollary 2.25, |GoodP(X)| ≥ i 4(µ) ≥ (i 3(µ))
+. By 2.27, GoodP(X) ⊆
Good(X). Hence |Good(X)| ≥ (i 3(µ))
+.
By Clause (3) in the definition of K, there is a scattered subspace F ⊆
Good(X) such that |F | = (i 2(µ))
+. From the scatteredness of F it follows
that A := Is(F ) is dense in F . So if |A| ≤ µ, then |F | ≤ i 2(µ). It follows
that |A| ≥ µ+.
Since A is relatively discrete and X ∈ KTH , there is a tight Hausdorff
system for A. Denote it by U = {Ua | a ∈ A}. Let γ : A → Ω(X) be a
surjection. Recall that A ⊆ F ⊆ Good(X). So for every a ∈ A there is
34
Fa ∈ S(X) such that Fa ⊆ Ua and rk(Fa) = γ(a). Let H = cl(
⋃
a∈A Fa).
Since
⋃
a∈A Fa ⊆ ker (X), it follows that H ⊆ ker (X). Also, it is easy to see
that H is scattered and that rk(H) ≥ Ω(X). This contradicts the fact that
Ω(X) is not attained.
Proof of Theorem 1.2 It suffices to check that KCII ⊆ K. Let X ∈ KCII .
By Lemma 2.2, X is tightly Hausdorff, that is, Clause (TH1) of KTH is ful-
filled by X . Clause (TH2) is implied by Proposition 2.13, and Clause (TH3)
is implied by Proposition 2.12. By Proposition 2.6, X is sequentially com-
pact, and Proposition 2.28 implies that X fulfills Clause (3) in the definition
of K. So X ∈ K.
3 Orderability of continuous images of inter-
val spaces
In this section we consider the following question. Suppose that X is a
continuous image of a compact interval space, and X is scattered. Is X an
interval space? The answer to this question is in terms of obstructions. That
is, we define a class of spaces O, and prove that X is an interval space iff X
has no subspace homeomorphic to a member of O.
For infinite cardinals κ, λ and µ we define the topological space Xκ,λ,µ
as follows. Xκ,λ,µ is the quotient of the disjoint union of the interval spaces
κ + 1, λ + 1 and µ + 1, where the points κ, λ and µ are identified. Say that
〈κ, λ, µ〉 is a legal triple if κ, λ and µ are regular cardinals and λ, µ > ℵ0. Let
T = {Xκ,λ,µ | 〈κ, λ, µ〉 is a legal triple}.
Let λ be an uncountable regular cardinal and S ⊆ λ. Let ~µ : S → On be
such that ~µ(α) is an uncountable regular cardinal for every α ∈ S. Denote
~µ(α) by µα. Define the space X = Xλ,~µ as follows. Let ωˆ = {−i− 1 | i ∈ ω}
be the set of negative integers. The universe of X is
(λ+ 1) ∪ (
⋃
α∈S
{α} × (µα ∪ ωˆ)).
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An open base B of the topology of X consists of the following sets.
(1) For every α ∈ S, an open set U ⊆ µα and a subset V of ωˆ,
{α} × U, {α} × V ∈ B.
(2) LetW be an open subset of λ+1 and σ ⊆W∩S be finite. For every i ∈ σ
let Fi be a closed subset of µi + 1 not containing µi and Gi be a finite
subset of ωˆ. Then
W ∪
⋃
α∈W∩S{α} × (µα ∪ ωˆ)−
⋃
i∈σ{i} × (Fi ∪Gi) ∈ B.
Denote B by Bλ,~µ. It is left to the reader to check that Xλ,~µ is compact. Let
S = {Xλ,~µ | Dom(~µ) is a stationary subset of λ} and O = T ∪ S ∪ {Xℵ1}.
(Recall that Xℵ1 is the one point compactification of a discrete space of
cardinality ℵ1).
Theorem 3.1. Let X be a scattered continuous image of a compact interval
space. Then X is an interval space iff no subset of X is homeomorphic to a
member of O.
Proposition 3.2. (a) Let X be a closed subspace of a scattered continuous
image of a compact interval space. Then X is a continuous image of a
compact interval space.
(b) If X is a scattered continuous image of a compact interval space, then
there is a 0-dimensional compact interval space Y such that X is a continuous
image of Y .
Proof (a) Suppose that X is a subspace of Y , and Y that is a continuous
image of Z. Then the preimage of X in Z is a closed subset of Z, and thus
it is an interval space.
(b) Let 〈L,<〉 be a compact chain and f : L → X be continuous and
onto. Let L′ = {0, 1}×L and <′ be the lexicographic order of L′. Then L′ is
compact and 0-dimensional. Define f ′ : L′ → X by f ′(〈i, a〉) = f(a). Then
f ′ is continuous and Rng(f ′) = X .
We need the following theorem from [B].
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Theorem 3.3. The following conditions are equivalent.
(1) X is a scattered continuous image of a compact interval space.
(2) There is a family {Ux | x ∈ X} of clopen subsets of X such that
(2.1) For every x ∈ X, {x} = DrkX(x)(Ux).
(2.2) For every x, y ∈ X: if y ∈ Ux, then Uy ⊆ Ux.
(2.3) For every x, y ∈ X: if y 6∈ Ux and x 6∈ Uy, then Ux ∩ Uy = ∅.
Proof In [B] Theorem 1.5 it is proved that for every topological space X :
X is a scattered continuous image of a compact 0-dimensional interval space,
iff X satisfies Clause (2). But by Proposition 3.2(b), X is a scattered contin-
uous image of a compact interval space iff X is a scattered continuous image
of a compact 0-dimensional interval space. So Theorem 3.3 follows.
Let U = {Ux | x ∈ X} be as in the above theorem. Then we call U a
tree-like clopen system for X . It is easy to see that if X is scattered and
compact and U is a tree-like clopen system for X , then U ∪{X −U |U ∈ U}
is a subbase for the topology of X . Let X be a scattered compact space. We
say that X is unitary if for some e ∈ X , Drk (X)(X) = {e}. If X is unitary,
then the above e is denoted by eX . Every scattered compact space X is a
finite union of pairwise disjoint clopen sets U such that U is unitary and
rk(U) = rk(X).
It is clear that if X is a finite union of pairwise disjoint clopen sets which
are interval spaces, then X is an interval space.
Let 〈P,<〉 be a poset and x ∈ P . We define P<x = {y ∈ P | y < x}.
The sets P≤x etc. are defined analogously. Suppose that 〈L,<〉 is a linear
ordering and a ∈ L. We denote the cofinality of L<a by cf−〈L,<〉(a) and the
coinitiality of L>a by cf+〈L,<〉(a).
We shall also need the following well-known facts.
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Proposition 3.4. Let X be a compact Hausdorff space and ≤ be a partial
ordering of X such that ≤ is a closed subset of X ×X.
(a) If C ⊆ X is a chain, then C has a supremum and an infimum.
(b) Suppose that X has the following property. (H1) For every x, y ∈ X: if
x 6≥ y, then there are open sets U and V such that U is an initial segement of
〈X,≤〉 and x ∈ U , V is a final segment of 〈X,≤〉 and y ∈ V , and U ∩V = ∅.
Then for every chain C ⊆ X, sup(C), inf(C) ∈ clX(C).
(c) Suppose that X satisfies (H1) and let C ⊆ X be a chain such that for
every nonempty A ⊆ C, sup(A), inf(A) ∈ C. Then C is closed in X, and the
order topology of C coincides with the induced topology of C.
Proof of Theorem 3.1 We first prove that an interval space does not have
a subspace homeomorphic to a member of O. Since a closed subspace of
an interval space is necessarily an interval space, it suffices to show that for
every X ∈ O, X is not an interval space.
The proofs that Xℵ1 is not an interval space, and that for a legal triple
〈κ, λ, µ〉 the space Xκ,λ,µ is not an interval space are left to the reader.
We show that a space of the type Xλ,~µ, where Dom(~µ) is stationary in λ
is not an interval space.
So let Xλ,~µ ∈ S and suppose by way of contradiction that ≺ is a linear
ordering of Xλ,~µ which induces the topology of Xλ,~µ. Let S = Dom(~µ) and
denote ~µ(α) by µα. Also denote Xλ,~µ by X . Let <
On denote the linear
ordering of the ordinals. For an ordinal α let τα be the order topology of
〈α,<On ↾ α〉. Consider the sets (λ + 1) ∩ Xλ and (λ + 1) ∩ Xλ. One of
them must be of cardinality λ and the other of cardinality < λ. This is so
since in the interval space 〈λ+1, τλ+1〉 every two closed sets of cardinality λ
intersect in a set of cardinality λ. So we may assume that |(λ+1)∩Xλ| = λ
and |(λ+ 1) ∩Xλ| < λ. Hence for some α0 < λ, [α0, λ]
<On ⊆ Xλ.
Let Xκ,~ν ∈ S and C ⊆ κ be a club. Define Xκ,~ν ↾ C as follows.
Xκ,~ν ↾ C = C ∪ {κ} ∪
⋃
α∈S∩C
{α} × (~ν(α) ∪ ωˆ).
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Then for some ~ν ′, Xκ,~ν ↾ C ∼= Xκ,~ν ′ and Dom(~ν
′) is stationary in κ. So if
Xκ,~ν is counter-example, then Xκ,~ν ↾ C too is a counter-example. We may
thus replace Xλ,~µ by Xλ,~µ ↾ [α0, λ]
<On , and assume that λ ⊆ X≺λ.
We say that α ∈ λ is a bad if there is β = βα <
On α such that α ≺ β.
Suppose by way of contradiction that the set B of bad points is stationary.
Then the function taking every α ∈ B to βα is constant on an unbounded
set. Let γ be this constant value. Then γ  λ. A contradiction, so B is
non-stationary. Let C be a club disjoint from B and X0 = X ↾ C. For some
~µ ′, X0 ∼= Xλ,~µ ′ and Dom(~µ
′) is stationary in λ. Replacing X by X0, we may
assume that <On ↾λ = ≺↾λ.
Let α ∈ S be a limit ordinal. We show that there is γα ∈ µα such
that {α} × [γα, µα) ⊆ X
≻α. The subspace Y = {α} ∪ ({α} × µα) of X is
homeomorphic to 〈µα+1, τ
µα+1〉, and the subsets A1 := ({α}×µα)∩X
α and
A2 := ({α}× µα)∩X
α of Y have only one common point in their closures.
So one of these sets must have cardinality µα and the other must have car-
dinality < µα. Suppose by contradiction that |A1| = µα. Then A1 ∪ {µα}
is a closed subset of Y of cardinality µα. Hence A1 ∪ {µα} ∼= Y . It follows
that for every B ⊆ A1: if |B| = µα, then µα ∈ cl (B). This implies that
cf (〈X≺µα,≺↾ X≺µα〉) = µα > ℵ0. The sets A1 and µα ∩ X
≺µα are closed
unbounded subsets of X≺µα , and they are disjoint. A contradiction. So
|A1| < µα, and hence there is γα ∈ µα such that {α} × [γα, µα) ⊆ X
≻α.
Let α ∈ S be a limit ordinal. It follows that cf+〈X,≺〉(α) = µα > ℵ0.
However, {α} × ωˆ is an ω-sequence converging to α. We conclude that
({α} × ωˆ) ∩ X≻α is finite. Since ≺ and <On coincide on λ, the subset α
of X is cofinal in X≺α. So there are γα < α and aα ∈ {α} × ωˆ such that
aα ≺ γα. Then α 7→ γα is a regressive function defined on a stationary
subset of λ. Let γ be such that γα = γ for an unbounded set of α’s. Denote
this unbounded set by D. Then by the definition of the topology of Xλ,~µ,
λ ∈ acc({aα | α ∈ D}). But aα ≺ γ ≺ λ for every α ∈ D. A contradiction.
So Xλ,~µ is not homeomorphic to an interval space.
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We prove the other direction of the theorem by induction on rk(X). The
statement of the induction hypothesis requires some prepartion.
Let X be a scattered continuous image of a compact interval space and
U = {Ux | x ∈ X} be a tree-like clopen system for X . For x, y ∈ X define
x ≤U y if x ∈ Uy. Clearly ≤U is a partial ordering of X . We say that 〈X,U〉
is simple if 〈X,≤U〉 has a maximum e
U , and there are an uncountable regular
cardinal λ and a strictly increasing sequence {xα | α < λ} in 〈X,≤U 〉 such
that X − {eU} =
⋃
α<λ Uxα.
We shall prove by induction on α the following statement.
(∗)α If X is a scattered continuous image of a compact interval space,
rk(X) = α and no subspace of X is homeomorphic to a member of
O, then X is an interval space. If in addition, 〈X,U〉 is simple, then
there is a linear ordering ≤X of X such that the order topology of ≤X
is the topology of X and eU is the maximum of 〈X,≤X〉.
Denote (∗)<α ≡
∧
β<α(∗)β. It is trivial that (∗)0 holds. We shall prove
that if α > 0, and for every (∗)<α holds, then (∗)α holds.
A poset 〈P,≤〉 is called a reverse tree if P>x is a chain for every x ∈ X . A
subset D of a poset P is directed, if for every a, b ∈ D there is c ∈ D such that
a, b ≤ c. We say that D is principal if for some d ∈ P , D = P≤d. We say that
D is generated by A if D = {p ∈ P | there is a ∈ A such that p ≤ a}. For
x ∈ P we set Dx = {D |D is a maximal directed subset of P
<x}. We leave it
to the reader to check that if P is a reverse tree, x ∈ P and D1, D2 ∈ Dx are
distinct, then D1 ∩D2 = ∅. Also, if P is a reverse tree, x ∈ P and D ∈ Dx,
then there is a chain which generates D. Let D ∈ Dx. If D has a maximum,
then the cofinality of D is defined to be 1. Otherwise, there is unique regular
cardinal ν such that D is generated by a chain of type ν. We denote this ν
by cf(D). A subset A of a poset P is unbounded, if there is no p ∈ P such
that p ≥ a for every a ∈ A.
Let X be a scattered continuous image of a compact interval space. Let
U = {Ux | x ∈ X} be a tree-like clopen system for X . Clearly, 〈X,≤U〉 is
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a reverse tree. Note also that ≤U is a closed subset of X × X . This is so,
since 6≤U =
⋃
x∈X(X − Ux) × Ux. It is trivial that 〈X, τ
X ,≤U〉 satisfies
Property (H1) from Proposition 3.4. The set of maximal points in 〈X,≤U〉
is finite. Suppose otherwise. Let y be an accumulation point of the set
of maximal points. Since Uy is a neighborhood of y it contains a maximal
point z 6= y. But then z <U y. A contradiction. It follows that the set of
maximal points is finite. Also, X =
⋃
{Ux | x is a maximal point of X}. If
V is a clopen subset of X , then {V ∩Ux | x ∈ V } is a tree-like clopen system
for V . It follows that if X is a scattered continuous image of a compact
interval space, then there are 〈X1,U1〉, . . . , 〈Xn,Un〉 such that {X1, . . . , Xn}
is a partition of X into clopen sets, and 〈Xi,≤Ui〉 has a maximum for every
i ≤ n. It is trivial that if X has a maximum eU , then X is unitary and that
eU = eX .
Claim 1 Let X be a scattered continuous image of a compact interval space
such that no subspace of X is homeomorphic to a member of O. Let x ∈ X .
Then the following facts hold.
(1) |Dx| ≤ ℵ0.
(2) If there are distinct D0, D1 ∈ Dx such that cf (D0), cf(D1) ≥ ℵ1, then
Dx is finite and every member of Dx other than D0 and D1 has a
maximum.
Proof (1) The proof relies on the fact that Xℵ1 is not embeddable in X .
Let A ⊆ Ux be infinite, and assume that for every D ∈ Dx, |A∩D| ≤ 1. We
show that A is discrete and that A ∪ {x} is the one point compactification
of A. If y, z ∈ A are distinct, then z 6≤U y. That is, z 6∈ Uy. So Uy is a
neighborhod of y disjoint from A − {y}. We show that every neighborhood
V of x contains all but finitely many members of A. We may assume that V
has the form Ux −
⋃
y∈σ Uy, where σ is a finite subset of Ux. If y ∈ σ, then
y ≤U x and so |Uy ∩ A| ≤ 1. So A − V is finite. Hence x ∈ acc(A). Let
y ∈ X −{x}. We show that y 6∈ acc(A). If y 6∈ Ux, then Uy ∩Ux = ∅. Hence
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Uy ∩ A = ∅. If y ∈ Ux, then |Uy ∩ A| ≤ 1. So y 6∈ acc(A). We have shown
that acc(A) = {x}. So A∪{x} is the one point compactification of A. Since
Xℵ1 is not embeddable in X , |A| ≤ ℵ0, and since Dx is a pairwise disjoint
family, |Dx| = ℵ0.
(2) The proof relies on the fact that no member of T is embeddable in
X . Suppose that D0, D1 ∈ Dx, D0 6= D1 and cf(D0), cf (D1) ≥ ℵ1. For
i = 0, 1 let Ei be a chain which generates Di and such that the order type
of Ei is a regular cardinal λi. We may assume that for every nonempty
bounded B ⊆ Ei, sup(B) ∈ Ei. Suppose by way of contradiction that Dx
is infinite. Since Dx is a pairwise disjoint family, it follows that there is a
countably infinite set A ⊆ Ux such that |A ∩ D| ≤ 1 for every D ∈ Dx.
We show that Y :=A ∪ E1 ∪ E2 ∪ {x} is homeomorphic to Xℵ0,λ1,λ2 . For
i = 1, 2, Ei ∪ {x} is a chain in X closed under infima and suprema. So by
Proposition 3.4(c), its induced topology τi coincides with its order topology.
That is, 〈Ei ∪ {x}, τi〉 ∼= λi+1. It is also clear that A∪ {x} with its induced
topology is homeomorphic to ω + 1. These facts imply that 〈Y, τX ↾ Y 〉 ∼=
Xℵ0,λ1,λ2 ∈ T . A contradiction.
Suppose by contradiction that D ∈ Dx−{D0, D1} and D is nonprincipal.
Let E be unbounded chain in D such that the order type of E is a regular
cardinal µ. We may assume that for every nonempty bounded B ⊆ E,
sup(B) ∈ E. Just as in the previous argument we conclude that E ∪ E1 ∪
E2 ∪ {x} ∼= Xµ,λ1,λ2 ∈ T . A contradiction. We have proved Claim 1.
Suppose that (∗)<α0 holds, and we prove (∗)α0 . Let X be a scattered
continuous image of a compact interval space, suppose that rk(X) = α0,
and that no subspace of X is homeomorphic to a member of O. Let U be
a tree-like clopen system for X . Since X can be partitioned into finitely
many clopen sets Xi with tree-like systems Ui such that each 〈Xi,≤Ui〉 has a
maximum, we may assume that X has a maximum. We deal separately with
three cases.
Case 1 Assume that 〈X −{e},≤U↾ (X −{e})〉 contains a chain C with
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uncountable cofinality, such that X − {e} =
⋃
x∈C Ux. In such a situation
it is required that we prove that there is a linear ordering ≤X of X which
induces the topology of X and in which e = max(〈X,≤X〉).
We may assume that C is order isomorphic to an uncountable regular
cardinal λ. We may further assume that for every nonempty bounded A ⊆
C, sup(A) ∈ C. Obviously, C ∪ {e} is order isomorphic to λ + 1. So by
proposition 3.4, the induced topology on C ∪ {e} coincides with the order
topology of C ∪ {e}. So the order isomorphism between λ + 1 and C ∪ {e}
is a homeomorphism. Let
α 7→ yα, α ≤ λ,
be the isomorphism between λ+ 1 and C.
Let Jα =
⋃
β<α Uyβ . We check that Jα ∪ {yα} is closed. If α = β + 1,
then Jα = Uβ. So Jα ∪ {yα} is closed. Suppose α is a limit. Since Uyα is
closed, cl (Jα) ⊆ Uyα . Let x ∈ Uyα − Jα − {yα}, Ux is an open neighborhood
of x. Suppose by contradiction that Ux ∩ Jα 6= ∅. Then for some β < α,
Ux ∩ Uβ 6= ∅, and hence for every γ ≥ β, x and yγ are comparable in ≤U .
But x <U yα and hence x 6≥U yα. Since yα = sup
<U ({yγ | β ≤ γ < α}), there
is δ < α such that x 6≥U yδ. So x <U yδ. So x ∈ Uδ ⊆ Jα. A contradiction.
Hence Ux ∩ Uβ = ∅. So Jα ∪ {yα} is closed.
Let α < λ. We say that α is inconvenient (with respect to the sequence
{yα | α < λ}), if α is a limit ordinal, and there are an uncountable regular
cardinal µα and disjoint sets Yα, Zα ⊆ Uyα − Jα − {yα} such that
(1) Yα is discrete, Yα ∪ {yα} is homeomorphic to ω + 1,
(2) Zα is homeomorphic to µα and Zα ∪ {yα} is homeomorphic to µα+1.
Let S be the set of inconvenient ordinals, ~µ = {µα | α ∈ S} and
Y = {yα | α ≤ λ} ∪
⋃
α∈S
Yα ∪
⋃
α∈S
Zα.
Claim 2 Y ∼= Xλ,~µ.
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Proof At first we verify that Y is closed. Let x ∈ cl (Y ). Let α be the
first ordinal such that x ∈ Uyα . So x 6∈ Jα. Hence Ux is a neighborhood of x
disjoint from Jα ∪ (X − Uyα). The complement of this set in X is Uyα − Jα
and Y ∩ (Uyα − Jα) = {yα} ∪ Yα ∪ Zα. So x ∈ cl ({yα} ∪ Yα ∪ Zα). But
{yα} ∪ Yα ∪ Zα is closed. So x ∈ {yα} ∪ Yα ∪ Zα ⊆ Y . Hence Y is closed.
For α ∈ S let {zα,i | i < µα} be an enumeration of Zα such that the
function i 7→ zα,i, i < µα, is a homeomorphism between µα and Zα, and let
{yα,i | i < ω} be a 1–1 enumeration of Yα. Define ψ : Xλ,~µ → Y as follows:
(1) ψ(α) = yα, α ≤ λ;
(2) ψ(〈α, i〉) = yα,i, α ∈ S, i ∈ µα;
(3) ψ(〈α,−i− 1〉) = zα,i, α ∈ S, i ∈ ω.
Clearly, ψ is a bijection. We prove that ψ is a homeomorphism between Xλ,~µ
and Y . Since both Xλ,~µ and Y are compact, it suffices to show that for every
B ∈ Bλ,~µ, ψ(B) is open in Y .
We first show that Yα and Zα are open in Y . Note that Yα ∪ Zα =
Y ∩ (Uyα − (Jα ∪{yα})). Since Uyα − (Jα ∪{yα}) is open in X , it follows that
Yα ∪Zα is open in Y . Both Zα ∪ {yα} and Yα ∪ {yα} are compact and hence
closed in X . So they are closed in Y . Since Yα = (Yα ∪ Zα) − (Zα ∪ {yα}),
it follows that Yα is open in Y . Similarly, Zα is open in Y , because Zα =
(Yα ∪ Zα)− (Yα ∪ {yα}).
Let B = {α} × V ∈ Bλ,~µ, where V is an open subset of µα. Since
ψ↾{α}×µα is a homeomorphism onto Zα, ψ(B) is open in Zα. So it is open
in Y . Similarly, if B = {α} × V ∈ Bλ,~µ, where V ⊆ ωˆ, then ψ(B) is open in
Yα. So it is open in Y .
Let W be an open subset of λ + 1 and σ ⊆ W ∩ S be finite. For every
i ∈ σ let Fi be a closed subset of µi + 1 not containing µi and Gi be a finite
subset of ωˆ. Let B = W ∪
⋃
α∈W∩S{α} × (µα ∪ ωˆ) −
⋃
i∈σ{i} × (Fi ∪ Gi).
It remains to show that when B has this form, then ψ(B) is open in Y .
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For i ∈ σ, Fi is compact in µi. So {zi,j | j ∈ Fi} is compact in Zi. So it is
closed in Y . But ψ({i}× Fi) = {zi,j | j ∈ Fi}. Hence ψ({i} ×Fi) is closed in
Y . Also, ψ({i} × Gi) is finite and hence closed in Y . So ψ(
⋃
i∈σ(Fi ∪Gi) is
closed in Y .
Set W ′ = W ∪
⋃
α∈W∩S{α} × (µα ∪ ωˆ). Then B = W
′ −
⋃
i∈σ(Fi ∪ Gi).
We have already shown that ψ(
⋃
i∈σ(Fi ∪ Gi)) is closed in Y . So it remains
to show that ψ(W ′) is open in Y .
We may assume that W is an open convex subset of λ + 1. Let us first
deal with the case that W = (β, γ), where β, γ ∈ λ+ 1. Then
ψ(W ′) = {yα | α ∈ (β, γ)} ∪
⋃
α∈(β,γ)∩S
(Yα ∪ Zα) = Y ∩ (Uyγ − Uyβ).
So ψ(W ′) is open in Y .
If W has the form (β, λ]. Then ψ(W ′) = Y − Uyβ . If W = [0, γ), then
ψ(W ′) = Y ∩ Uyγ , and finally, if W = λ + 1, then ψ(W
′) = Y . In all cases
ψ(W ′) is open in Y . Hence ψ(B) is open in Y .
Since ψ takes all members of an open base of Xλ,~µ to open subsets of Y
and both Xλ,~µ and Y are compact Hausdorff, ψ is a homeomorphism between
Xλ,~µ and Y . This proves Claim 2.
We found that Y is homeomorphic to Xλ,~µ. However, no subspace of X is
homeomorphic to a member of S. So Xλ,~µ 6∈ S. This implies that the set S
of inconvenient ordinals is non-stationary. Let A be a closed and unbounded
subset of λ disjoint from S, and let {xα | α < λ} be a strictly increasing
enumeration of {yβ | β ∈ A}. Denote e by xλ. The function α 7→ xα, α ≤ λ
is again a homeomorphism.
We claim that there are no inconvenient ordinals with respect to
{xα | α < λ}. Let α ∈ λ be a limit ordinal. There is β such that xα = yβ.
Clearly, β is a limit ordinal. Hence Uxα −
⋃
γ<α Uxγ = Uyβ −
⋃
γ<β Uyγ . Since
β is not inconvenient with respect to {yγ | γ < λ} it follows that α is not
inconvenient with respect to {xγ | γ < λ}.
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We shall define by induction on α ≤ λ linear orderings ≤α of Uxα. Since
e = xλ and Ue = X , the ordering ≤λ is an ordering of X . This will be the
ordering required in the theorem.
Denote Uxα andDxα by Uα andDα respectively, and define Iα =
⋃
β<α Uxβ .
We need the following facts.
(3) Suppose that α is a limit ordinal. Then Iα ∈ Dα. Also, there do not
exist distinct D1,D2∈Dα−{Iα} such that cf (D1)≥ℵ0 and cf(D2)≥ℵ1.
(4) Suppose that α is a limit ordinal. If Dα is infinite, then for every
D ∈ Dα − {Iα}, cf (D) ≤ ℵ0.
The proof of (3) relies on the fact that α is not inconvenient. For suppose
by contradiction that D1, D2 ∈ Dα − {Iα}, cf (D1) ≥ ℵ0, cf (D2) ≥ ℵ1.
Let E1, E2 be chains which generate D1 and D2 respectively, and such that
the order types of E1 and E2 are regular cardinals. Suppose further that
Ei ∪ {xα} is closed under suprema in 〈X,≤U〉 for i = 1, 2. Let E be a closed
and unbounded subset of {xβ | β < α} with order type which is a regular
cardinal. It follows that if cf (D1), cf (D2) ≥ ℵ1, then E∪E1∪E2∪{xα} ∈ T .
If cf (D1) = ℵ0 and cf(D2) ≥ ℵ1, then setting Y = E1 and Z = E2 shows
that α is inconvenient. We have proved (3)
The proof of (4) relies on the fact that α is not inconvenient. Suppose by
contradiction that Dα is infinite and for some D ∈ Dα − {Iα}, cf (D) ≥ ℵ1.
Let Y ⊆ Uα−Iα−D be a countably infinite set such that for every D
′ ∈ Dα,
|Y ∩ D′| ≤ 1. Let Z be a chain which generates D whose order type is a
regular cardinal and such that Z ∪ {xα} is closed under suprema. Then the
pair Y, Z is an evidence that α is inconvenient. We have proved (4)
If 〈W, ζ〉 is a topological space and A ⊆ W , denote the relative topology
that A inherits from 〈W, ζ〉 by ζ ↾A. If  is a linear ordering of a set A,
denote by τ the order topology of 〈A,〉. Let ρ denote the topology τX
of X .
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We now define by induction on α ≤ λ the linear ordering ≤α of Uα. We
assume by induction that
(I1) τ≤α = ρ↾Uα.
(I2) If β < γ, then ≤β ⊆ ≤γ .
(I3) If β < γ, then Uβ is an initial segment of 〈Uγ ,≤γ〉.
Since rk(x0) < rk(e) = α0, we may apply the induction hypothesis that
(∗)<α0 holds to x0. Let ≤0 be a linear ordering of U0 which induces the
relative topology of U0. Suppose that ≤β has been defined. Since rk(Uβ+1−
Uβ) < rk(e) = α0, by the induction hypothesis, there is a linear ordering
≤′ of Uβ+1 − Uβ which induces the relative topology of Uβ+1 − Uβ. Then
≤β ∪ ≤
′ ∪ Uβ × (Uβ+1−Uβ) is a linear ordering of Uβ+1 which satisfies
the induction hypotheses.
Suppose that δ is a limit ordinal and ≤β has been defined for every β < δ.
Let ≤′δ =
⋃
β<δ ≤β. So ≤
′
δ is a linear ordering of Iδ.
Case 1.1 There is D ∈ Dδ − {Iδ} such that cf (D) ≥ ℵ1. By (4),
Dδ is finite, and by (3) every D
′ ∈ Dδ − {Iδ, D} has a maximum. Let
σ = {max(D′) | D′ ∈ Dδ − {Iδ, D}}. For every x ∈ σ, rk(x) < α0, so by
the induction hypothesis, there is a linear ordering ≤x of Ux which induces
the topology of Ux. Also, let ≤σ be a linear ordering of σ. We claim that
δ 6= λ. This is so since Iδ and D are distinct maximal directed sets in Dδ,
so there cannot be a chain I in X<U xδ such that
⋃
x∈I Ux = X
<U xδ , and we
assumed that such an I exists for xλ. Let Z = D ∪ {xδ}. It is easy to check
that Z is closed in X . So Z is a scattered continuous image of a compact
interval space. Since Z ⊆ Uδ and rk(Uδ) = rk(xδ) < α0, it follows that
rk(Z) < α0. Let U
Z = {UZx | x ∈ Z}, where U
Z
x is defined as follows: if
x 6= xδ, then U
Z
x = Ux and U
Z
xδ
= Z. Then UZ is a tree-like clopen system
for Z. Let J be an unbounded chain in D. Then Z − {xδ} = D =
⋃
x∈J U
Z
x .
We assumed that (∗)<α0 holds. So there is a linear ordering ≤Z of Z such
that τ≤Z = ρ ↾ Z and such that xδ = min(〈Z,≤Z〉). We define the required
linear ordering ≤δ of Uδ as follows.
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(1) Iδ ≤δ Z. (This means: for every a ∈ Iδ and b ∈ Z, a ≤δ b).
(2) For every x ∈ σ, Z ≤δ Ux.
(3) For every x, y ∈ σ: if x ≤σ y, then Ux ≤δ Uy.
(4) ≤δ↾Iδ = ≤
′
δ, ≤δ↾Z = ≤Z and ≤δ↾Ux = ≤x for every x ∈ σ.
Clearly, ≤δ is a linear ordering of Uδ. Recall that τ
≤δ denotes the order
topology of 〈Uδ,≤δ〉. We show that τ
≤δ = ρ↾Uδ.
Let W = Iδ ∪{xδ} and X := {W,Z}∪ {Ux | x ∈ σ}. Clearly, X is a finite
cover of Uδ. We shall argue as follows. At first we check that every member
of X is closed in both τ≤δ and ρ ↾Uδ. Then we show (∗) For every T ∈ X ,
τ≤δ ↾T = ρ↾T .
Notice that if F is a finite cover of a space 〈S, η〉 consisting of closed sets,
then for every V ⊆ S: V ∈ η iff V ∩ F ∈ η ↾F for every F ∈ F . That is
{η↾F | F ∈ F} determines η. Hence (∗) implies that τ≤δ = ρ.
We show that for every x ∈ σ, τ≤δ ↾ Ux = ρ ↾ Ux. Recall that ≤x is a
linear ordering of Ux such that τ
≤x = ρ ↾ Ux. Also, Ux is a closed interval in
〈Uδ,≤δ〉 and ≤δ↾ Ux = ≤x. So
τ≤δ ↾ Ux = τ
≤δ↾Ux = τ≤x = ρ ↾ Ux.
An identical argument shows that τ≤δ ↾ Z = ρ ↾ Z.
We show that τ≤δ ↾ W = ρ ↾ W . By (I3) and the definition of ≤δ, for
every α < δ, Uα is an initial segment of 〈Iδ,≤
′
δ〉 and ≤
′
δ↾ Uα = ≤α. Since
Iδ is an initial segment of 〈Uδ,≤δ〉 and ≤δ↾ Iδ = ≤
′
δ, it follows that Uα is an
initial segment of 〈Uδ,≤δ〉 and ≤δ↾ Uα = ≤α for every α < δ. Since Uα is
an initial segment of 〈Uδ,≤δ〉, the order topology of 〈Uα,≤δ↾ Uα〉 is equal to
the relative topology it inherits from 〈Uδ, τ
≤δ〉. And hence τ≤α = τ≤δ ↾Uα.
By the induction hypothesis, τ≤α = ρ ↾ Uα. So τ
≤δ ↾ Uα = ρ ↾ Uα. Hence
for every α < δ, Uα is compact in the topology τ
≤δ . {Uα | α < δ} is an
increasing sequence of initial segments of 〈Uδ,≤δ〉 and sup
≤δ(
⋃
α<δ Uα) = xδ.
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So
⋃
α<δ Uα ∪ {xδ} is compact in 〈Uδ, τ〉. Recall that
⋃
α<δ Uα ∪ {xδ} = W .
So W is compact in 〈Uδ, τ
≤δ〉. It is easy to see that cl 〈X,ρ〉(
⋃
α<δ Uα) = W .
So W is compact in 〈X, ρ〉.
In order to show that ρ ↾ W = τ≤δ ↾ W it thus suffices to prove that
τ≤δ ↾W ⊆ ρ↾W . Let V be open in 〈W, τ≤δ ↾W 〉. Suppose that xδ 6∈ V . Then
V =
⋃
α<δ(V ∩ Uα). Take α < δ. Then V ∩ Uα is open in 〈Uα, τ
≤δ ↾ Uα〉.
Since Uα is an initial segment of 〈Uδ,≤δ〉, τ
≤δ↾Uα = τ≤δ ↾ Uα. So V ∩ Uα is
open in 〈Uα,≤δ↾ Uα〉. But ≤δ↾ Uα = ≤α. So V ∩Uα is open in 〈Uα,≤α〉. By
(I1), V ∩ Uα is open in 〈Uα, ρ ↾ Uα〉. Since Uα ∈ ρ, V ∩ Uα ∈ ρ. So V ∈ ρ.
Suppose next that xδ ∈ V . Then V − {xδ} is open in 〈W,≤δ↾ W 〉. By
the previous paragraph, V − {xδ} is open in 〈W, ρ ↾ W 〉. It remains to
show that V contains a (ρ ↾ W )-neighborhood of xδ. Clearly, V contains an
open final segment of 〈W,≤δ↾ W 〉. Hence for some α < δ, V ⊇W −Uα. But
W−Uα = (Uδ−Uα)∩W . Obviously, (Uδ−Uα)∩W is a (ρ ↾ W )-neighborhood
of xδ. So V is open in 〈W, ρ ↾ W 〉. This implies that τ
≤δ ↾W = ρ↾W .
It follows that ρ ↾ Uδ = τ
≤δ .
Case 1.2 Dδ − {Iδ} 6= ∅ and there is no D ∈ Dδ − {Iδ} such that
cf (D) ≥ ℵ1. For every D ∈ Dδ − {Iδ} let βD ∈ {1, ω} and {xD,i | i < βD}
be a strictly increasing unbounded sequence in D. For every D ∈ Dδ − {Iδ}
let VD,0 = UxD,0 and for 0 < i < βD let VD,i = UxD,i − UxD,i−1. Let γ ≤ ω
and {Vi | i < γ} be a 1–1 enumeration of {VD,i |D ∈ Dδ −{Iδ} and i < βD}.
Then Vi is a scattered continuous image of a compact interval space with
rank < α0. By the induction hypothesis there is a linear ordering ≤i of Vi
such that τ≤i = ρ↾Vi. Let ≤δ be defined as follows.
(1) Iδ ≤δ xδ ≤ . . . ≤δ Vn ≤δ . . . ≤δ V1 ≤δ V0.
(2) ≤δ↾Iδ = ≤
′
δ, and ≤δ↾Vi = ≤i for every i ∈ ω.
It is left to the reader to check that τ≤δ = ρ↾Uδ.
Case 1.3 Dδ = {Iδ}. Define ≤δ as follows: Iδ ≤δ xδ and ≤δ↾Iδ = ≤
′
δ.
Note that in this case xδ = max(〈Uδ,≤δ〉). So if δ = λ, then the second part
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of (∗)α0 is fulfilled. It is left to the reader to check that τ
≤δ = ρ↾Uδ.
Case 2 Assume that 〈X − {e},≤U↾ (X − {e})〉 contains an unbounded
chain I with uncountable cofinality, and that X − {e} −
⋃
x∈I Ux 6= ∅. Let
λ be an uncountable cardinal and {xα | α < λ} be an unbounded strictly
increasing sequence in X<U e. Let D0 =
⋃
α<λ Uxα and W = D0 ∪ {e}. Then
D0 ∈ De. By Facts (1) and (2), there are two possiblities.
(1) There is D1 ∈ De−{D0} such that cf (D1) ≥ ℵ1, De is finite and every
member of De − {D0, D1} has a maximum.
(2) |De| ≤ ℵ0 and for every D ∈ De − {D0}, cf (D) ≤ ℵ0.
Case 2.1 (1) happens. Let σ = {max(D) | D ∈ De − {D0, D1}}. For
every x ∈ σ, rk(Ux) < α0. So by the induction hypothesis Ux is homeo-
morphic to an interval space. Since Ux is clopen for every x ∈ σ, it suffices
to show that Z :=X −
⋃
x∈σ Ux is homeomorphic to an interval space. For
i = 0, 1 let Zi = Di ∪ {e}. Then Zi fulfill the assumptions of Case 1. Let ≤0
be a linear ordering of Z0 such that e = max(〈Z0,≤0〉) and τ
≤0 = ρ↾Z0. Let
≤1 be a linear ordering of Z1 such that e = min(〈Z1,≤1〉) and τ
≤1 = ρ↾Z1.
Clearly, Z = Z0 ∪ Z1. Define the relation ≤ on Z as follows:
(1) ≤↾Z0 = ≤0 and ≤↾Z0 = ≤0.
(2) Z0 ≤ Z1.
It is left to the reader to check that ≤ is a linear ordering of Z0∪Z1 and that
τ≤ = ρ↾Z.
Case 2.2 (2) happens. This case is similar to Case 2.1. For every
D ∈ De − {D0} let βD ∈ {1, ω} and {xD,i | i < βD} be a strictly increasing
unbounded sequence in D. For every D ∈ De − {D0} let VD,0 = UxD,0 and
for 0 < i < βD let VD,i = UxD,i − UxD,i−1. Let γ ≤ ω and {Vi | i < γ}
be a 1–1 enumeration of {VD,i | D ∈ De − {D0} and i < βD}. Then Vi is
a scattered continuous image of a compact interval space with rank < α0.
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By the induction hypothesis there is a linear ordering ≤i of Vi such that
τ≤i = ρ↾Vi. Let Z = D0∪{e}. Then Z fulfills the assumptions of Case 1. So
there is a linear ordering ≤′ of Z such that e = max(〈Z,≤′〉) and τ≤
′
= ρ↾Z.
Let ≤ be defined as follows.
(1) D0 ≤ e ≤ . . . ≤ Vn ≤ . . . ≤ V1 ≤ V0.
(2) ≤↾Z = ≤′, and ≤↾Vi = ≤i for every i ∈ ω.
It is left to the reader to check that τ≤ = ρ.
Case 3 Assume that X − {e} does not contains an unbounded chain
with uncountable cofinality. This case too is similar to Case 1.2. For every
D ∈ De let βD ∈ {1, ω} and {xD,i |i < βD} be a strictly increasing unbounded
sequence in D. For every D ∈ De let VD,0 = UxD,0 and for 0 < i < βD let
VD,i = UxD,i − UxD,i−1 . Let γ ≤ ω and {Vi | i < γ} be a 1–1 enumeration of
{VD,i | D ∈ De and i < βD}. Then Vi is a scattered continuous image of a
compact interval space with rank < α0. By the induction hypothesis there is
a linear ordering ≤i of Vi such that τ
≤i = ρ↾Vi. Let ≤ be defined as follows.
(1) e ≤ . . . ≤ Vn ≤ . . . ≤ V1 ≤ V0.
(2) ≤↾Vi = ≤i for every i ∈ ω.
It is left to the reader to check that τ≤ = ρ.
4 A lemma about CO spaces
Definition 4.1. Let K and L be unitary scattered compact spaces.
(a) K and L are almost homeomorphic (K ≈ L) if there are clopen
neighborhoods U and V of eK and eL respectively such that U ∼= V .
(b) We define the relation K ≺w L as follows. K ≺w L if for some
K ′ ≈ K, K ′ ⊆ L, eK
′
= eL and K 6≈ L.
We also define the relation K ≺ L. Say that K ≺ L if for some K ′ ≈ K,
K ′ ⊆ L, rk(K) = rk(L) and K 6≈ L. Note that this implies that eK
′
= eL.
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(c) Let X be a compact space and D ⊆ X . For every d ∈ D let Vd be
an open neighborhood of d. The family V := {Vd | d ∈ D} is called a strong
Hausdorff system for D if for every distinct d, e ∈ D, Vd ∩ Ve = ∅ and
cl(
⋃
{Vd | d ∈ D}) =
⋃
{cl (Vd) | d ∈ D} ∪ cl (D).
V is called a clopen strong Hausdorff system for D if every Vd is clopen.
Theorem 4.2. Let X be a scattered compact space, and assume that for every
subset S of X with regular cardinality there is D ⊆ S such that |D| = |S|,
and D has a clopen strong Hausdorff system.
(a) Suppose that there are unitary scattered compact spaces L and M
and a family {Li | i ∈ ω} of subsets of X such that M ≺ L and for every
i < j < ω, Li ≈ L and e
Li 6= eLj . Then X is not a CO space.
(b) Suppose that there are unitary scattered compact spaces K, L and M
such that M ≺ L ≺w K ⊆ X, then X is not a CO space.
Definition 4.3. Let Y be a scattered compact space.
(a) For an ordinal θ define Rθ(Y ) := {z ∈ Y | rk
Y (z) = θ}.
(b) Let K be a unitary space with rank θ. We say that Y is K-based
if rk(Y ) ≥ θ + 1, and there are U ,V ⊆ Clop(Y ) such that the following
holds.
(1) U is a pairwise disjoint family, and V is a pairwise disjoint family.
(2) For every U ∈ U , U ≈ K, and for every V ∈ V, V is unitary and
rk(V ) = θ + 1.
(3) Rθ(Y ) ⊆
⋃
U and Rθ+1(Y ) ⊆
⋃
V.
(c) Suppose that K,L are unitary spaces with the same rank θ. We say
that Y is {K,L}-based if rk(Y ) ≥ θ+ 1, and there are U ,V ⊆ Clop(Y ) such
that the following holds.
(1) U is a pairwise disjoint family, and V is a pairwise disjoint family.
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(2) For every U ∈ U , U ≈ K or U ≈ L. For every V ∈ V, V is unitary and
rk(V ) = θ + 1.
(3) Rθ(Y ) ⊆
⋃
U and Rθ+1(Y ) ⊆
⋃
V.
(4) For every W ∈ Clop(Y ), if rk(W ) ≥ θ + 1, then there are U, V ∈
Clop(Y ) such that U, V ⊆W , U ≈ K and V ≈ L.
Note that a space Y is K-based iff it is {K,K}-based. Suppose that Y
is {K,L}-based and U , V are families assured by the {K,L}-basedness of Y .
We denote U ,V by UY and VY respectively.
The trivial proof of the following proposition is left to the reader.
Proposition 4.4. Let Y, Z,K, L be a compact scattered spaces, and assume
that K and L are unitary with the same rank θ.
(a) Suppose that Y is {K,L}-based and U ∈ Clop(Y ). If rk(U) ≥ θ + 1,
then U is {K,L}-based.
(b) Assume that K 6≈ L and that Y is K-based and Z is {K,L}-based.
Then Y 6≈ Z.
(c) Assume that K 6≈ L and that Y is K-based and Z is {K,L}-based.
Assume further that Y, Z are clopen unitary subspaces of X. Then eY 6= eZ .
(d) Assume that K 6≈ L and that Y is {K,L}-based. Let
Z = Y −
⋃
{U ∈ UY |U ≈ L}. Then Z is K-based, rk(Z) = rk(Y ), e
Z = eY ,
UZ = {U ∈ UY | U ≈ K} and VZ = {V ∩ Z | V ∈ VY }.
Proposition 4.5. Let X be a scattered compact space, and assume that for
every infinite subset S of X there is an infinite subset D ⊆ S such that D
has a clopen strong Hausdorff system. Let L be a unitary scattered compact
space, and {Li | i ∈ ω} be a family of subsets of X such that
(1) Li ≈ L for every i ∈ ω and for i < j < ω, e
Li 6= eLj ,
or
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(2) for every i, Li is unitary and L-based, for every i, j, rk(Li) = rk(Lj),
and for i < j < ω, eLi 6= eLj .
Then X has a unitary L-based subset F such that rk(F ) = rk(Li) + 1.
Proof Let X , L and {Li | i ∈ ω} be as in the hypotheses of the proposition.
Denote rk(L) by θ and rk(Li) by α. Let A = {e
Li | i ∈ ω}. For every
a ∈ A, if a = eLi , denote Li by La. Let x be an isolated point of acc(A)
and let U ∈ NbrXclp (x) be such that U ∩ acc(A) = {x}. Let B = A ∩ U .
Hence cl(B) = B ∪ {x}. There are an infinite subset C ⊆ B and a family
T = {Tc | c ∈ C} such that T is a clopen strong Hausdorff system for C. So
clX(
⋃
c∈C Tc) = (
⋃
c∈C Tc)∪{x}. For every c ∈ C let L
′
c = Lc∩U ∩Tc, and let
F = clX(
⋃
c∈C L
′
c). Then F = (
⋃
c∈C L
′
c)∪{x}. Clearly, Rα(F )∩(
⋃
c∈C L
′
c) =
C and acc(C) = {x}. So Rα+1(F ) = {x}, Rα(F ) = C and rk(F ) = α + 1.
Hence F is unitary. We now distinguish between the two cases.
Case 1 For every i ∈ ω, Li ≈ L.
Hence α = θ. Let U = {L′c | c ∈ C}. Then U ⊆ Clop(F ), U is a pairwise
disjoint family and Rθ(F ) = C ⊆
⋃
U . Also, for every c ∈ C, L′c ≈ Lc ≈ L.
We now distinguish between the two cases. Define UF to be U and VF to be
{F}. Then UF and VF demonstrate that F is L-based.
Case 2 For every i ∈ ω, Li is L-based.
Recall that L′c = Lc ∩ U ∩ Tc. So L
′
c ∈ Clop(Lc). So by Proposition 4.4(a),
L′c is L-based. Let U =
⋃
{UL′c | c ∈ C} and V =
⋃
{VL′c | c ∈ C}. Clearly,
U and V are pairwise disjoint families. (This is so because {L′c | c ∈ C} is
a pairwise disjoint family). Also, for every U ∈ U , U ≈ L and for every
V ∈ V, V is unitary and rk(V ) = θ + 1. Since rkF (x) = α + 1 > θ + 1 and
F − {x} =
⋃
c∈C L
′
c, it follows that Rθ(F ) =
⋃
c∈C Rθ(L
′
c) and Rθ+1(F ) =⋃
c∈C Rθ+1(L
′
c). Recall that Rθ(L
′
c) ⊆
⋃
UL′c and Rθ+1(L
′
c) ⊆
⋃
VL′c . Hence
Rθ(F ) ⊆
⋃
U and Rθ+1(F ) ⊆
⋃
V. So U and V demonstrate that F is
L-based.
Proposition 4.6. Let X be a compact CO space and L ≺w K ⊆ X. Then
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there is a family {Li | i ∈ ω} of subsets of X such that for every i, Li ≈ L
and for every i 6= j, eLi 6= eLj .
Proof We may assume that K is clopen in X . Let L′ ⊆ K be such that
L′ ≈ L and eL
′
= eK . We define by induction clopen sets Ln and Ln,i, i ≤ n.
We assume by induction on n that for every i ≤ n, Ln,i ∼= L
′, Ln =
⋃
i≤n Ln,i
and that for every i 6= j, eLn,i 6= eLn,j .
Let L0 = L0,0 ∈ Clop(X) be homeomorphic to L
′. Then the the in-
duction hypotheses hold for n = 0. Suppose that Ln and Ln,i, i ≤ n
have been defined. Let Ln+1 be a clopen set homeomorphic to L
′ ∪ Ln and
ψ : L′ ∪ Ln ∼= Ln+1. For i ≤ n define Ln+1,i = ψ(Ln,i) and let Ln+1,n+1 =
ψ(L′). We check that the induction hypotheses hold. The only fact that needs
to be verified is that for every distinct i, j ≤ n+1, eLn+1,i 6= eLn+1,j . If i, j ≤ n
then eLn+1,i = ψ(eLn,i) and eLn+1,j = ψ(eLn,j ). So since eLn,i 6= eLn,i and ψ is
1–1, it follows that eLn+1,i 6= eLn+1,j . Suppose that i ≤ n and j = n + 1.
Note that Ln,i ∈ Nbr
X
clp (e
Ln,i). However, there is no U ∈ NbrXclp (e
L′)
such that U ∼= Ln,i. Suppose by contradiction that such a U exists. Since
K ∈ NbrXclp (e
L′), it follows that K ≈ K ∩U ≈ U ≈ L′ ≈ L. A contradiction.
So U does not exist, and hence eL
′
6= eLn,i . It follows that
eLn+1,n+1 = ψ(eL
′
) 6= ψ(eLn,i) = eLn+1,i .
So the induction hypotheses hold for n + 1. This completes the inductive
construction.
It follows that {eLn,i | n ∈ ω, i ≤ n} is infinite.
Proof of Theorem 4.2 (a) Assume by way of contradiction that X is a
CO space and that L, M and {Li | i ∈ ω} are as in the hypotheses of 4.2(a).
Denote rk(L) by θ.
We prove by induction on α ≥ θ+1 that there is Xα ⊆ X such that Xα is
L-based, Xα is unitary and rk(Xα) = α. By the first case of Proposition 4.5,
there is a subspace F ⊆ X such that F is unitary of rank θ + 1 and F is
L-based. That is, Xθ+1 exists. Suppose that Xα exists. We may assume
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that Xα is clopen in X . Denote UXα ,VXα by U and V respectively. For
every x ∈ Rθ(Xα) there is a unique Lx ∈ U such that x ∈ Lx. So Lx ≈ L.
Let x ∈ Rθ+1(Xα). Then there is a unique Vx ∈ V such that x ∈ Vx.
Choose Ax ⊆ Rθ(Vx) such that Ax and Rθ(Vx) − Ax are infinite. Note that
acc(Ax) = acc(Rθ(Vx)− Ax) = {x}. For every y ∈ Ax choose My ⊆ Ly such
that My ≈M . Define
U ′ = {My | x ∈ Rθ+1(Xα) and y ∈ Ax}
∪{Ly | x ∈ Rθ+1(Xα) and y ∈ Rθ(Vx)−Ax}
∪{Ly | y ∈ Rθ(Xα)−
⋃
V}.
Let Y = cl(
⋃
U ′) and V ′ = {V ∩ Y | V ∈ V}.
We shall see that Y is {L,M}-based, and that U Y and VY can be taken to
be U ′ and V ′. Let y ∈ Rθ(Xα). Define Ny = My if for some x ∈ Rθ+1(Xα),
y ∈ Ax, and otherwise let Ny = Ly. Then for every y ∈ Rθ(Xα), y ∈
Ny ⊆ Y and Ny ∈ Clop(Y ). So Rθ(Xα) ⊆ Y and for every y ∈ Rθ(Xα),
rkY (y) = rkNy(y) = θ. That is, Rθ(Xα) ⊆ Rθ(Y ). Suppose by way of
contradiction that Rθ(Y )−Rθ(Xα) 6= ∅, and let y ∈ Rθ(Y )−Rθ(Xα). Since
rkY (y) ≤ rkXα(y), rkXα(y) > θ. Hence every neighborhood of y intersects
Rθ(Xα). Since Rθ(Xα) ⊆ Rθ(Y ), every neighborhood of y intersects Rθ(Y ).
This contradicts the fact that rkY (y) = θ. So Rθ(Xα) = Rθ(Y ). Clearly,
cl (Rθ(Xα)) = Dθ(Xα) and cl(Rθ(Y )) = Dθ(Y ). So Dθ(Xα) = Dθ(Y ). So for
every η ≥ θ, Dη(Xα) = Dη(Y ). It follows that rk(Y ) = rk(Xα), Y is unitary
and eY = eXα.
We next show that one can take U Y to be U
′. Clearly, U ′ is a pairwise
disjoint family, every member of U ′ is almost homeomorphic to either L or
M . For every space Z, Rθ+1(Z) = Dθ+1(Z) −Dθ+2(Z). So since Dη(Xα) =
Dη(Y ) for every η ≥ θ, Rθ+1(Xα) = Rθ+1(Y ). By the construction, for
every x ∈ Rθ+1(Xα) and a neighborhood W of x there are U, V ∈ Clop(Y )
such that U, V ⊆ W , U ≈ L and V ≈ M . So for every x ∈ Rθ+1(Y )
and a neighborhood W of x there are U, V ∈ Clop(Y ) such that U, V ⊆
W , U ≈ L and V ≈ M . By the construction, Rθ(Xα) ⊆
⋃
U ′. So since
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Rθ(Y ) = Rθ(Xα), it follows that Rθ(Y ) ⊆
⋃
U ′.
We check that VY can be taken to be V
′. Clearly, V ′ is a pairwise disjoint
family. Since Rθ+1(Xα) ⊆
⋃
V, it follows that Rθ+1(Xα) ∩ Y ⊆ (
⋃
V) ∩ Y .
But Rθ+1(Xα) = Rθ+1(Y ) = Rθ+1(Y ) ∩ Y and (
⋃
V) ∩ Y =
⋃
V ′. So
Rθ+1(Y ) ⊆
⋃
V ′. Let V ∈ V. Denote eV by x. So V = Vx. Also, x ∈
Rθ+1(Xα) = Rθ+1(Y ). So x ∈ V ∩ Y and indeed (V ∩ Y ) ∩ Rθ+1(Y ) = {x}.
So V ∩ Y is unitary and rkY (V ) = θ + 1. We have shown everything that is
required in order to conclude that Y is {L,M}-based.
We verify that Y ≺ Xα. We have already seen that rk(Y ) = rk(Xα)
and that Y is unitary. Also, Y ⊆ Xα and Xα is unitary. It remains to
show that Y 6≈ Xα. Recall that Xα is L-based and that Y is {L,M}-based.
Also, M ≺ L and hence M 6≈ L. Then by Proposition 4.4(b), Y 6≈ Xα. So
Y ≺ Xα.
It follows that Y ≺w Xα. By Proposition 4.6, there is a family {Yi |i ∈ ω}
of subsets of X such that for every i, Yi ≈ Y and for every i 6= j, e
Yi 6= eYj .
For every i ∈ ω let Zi = Yi −
⋃
{U ∈ U Yi | U ≈ M}. By Proposi-
tion 4.4(d), Zi is L-based, e
Zi = eYi and rk(Zi) = α. By the second case of
Proposition 4.5, there is Z ⊆ X such that rk(Z) = α + 1 and Z is L-based.
So Xα+1 :=Z is as required.
Let δ be a limit ordinal, and suppose that for every α < δ, Xα exists. Set
θ = rk(L). Let λ = cf(δ) and {αi | i < λ} be a strictly increasing sequence
converging to δ such that α0 > θ + 1. For i < λ let Yi ⊆ X be a clopen
unitary L-based set with rank αi. Hence for every i < λ, rk
X(eYi) = αi. It
follows that eYi 6= eYj for every i 6= j. So |{eYi | i < λ}| = λ. Hence there
are A ⊆ {eYi | i < λ} and W = {Wa | a ∈ A} such that |A| = λ and W is
a clopen strong Hausdorff system for A. That is, W is a pairwise disjoint
family consisting of clopen sets, a ∈ Wa for every a ∈ A, and cl
X(
⋃
W) =
(
⋃
W) ∪ accX(A). For a = eYi ∈ A set Y a = Yi.
Note the following fact. (∗) If V = {Vb | b ∈ B} is a clopen strong
Hausdorff system for B, and F = {Fb | b ∈ B} is a family of closed sets such
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that b ∈ Fb ⊆ Vb for every b ∈ B. Then cl
X(
⋃
F) = (
⋃
F) ∪ accX(B).
For every a ∈ A let Y a0 = Y
a ∩Wa, and let Ŷ = cl
X(
⋃
{Y a0 | a ∈ A}). So
by (∗), Ŷ = (
⋃
{Y a0 | a ∈ A}) ∪ acc
X(A). Note that for every a ∈ A, Y a0 is
clopen in Ŷ , Y a0 ≈ Y
a and a = eY
a
0 . Hence rk
bY (a) = rkY
a
0 (a) = rkY
a
(a). It
follows that supa∈A rk
bY (a) ≥ δ. So rk(Ŷ ) ≥ δ.
Claim 1 For every y ∈ Ŷ −
⋃
a∈A Y
a
0 , rk
bY (y) > θ + 1.
Proof Let y ∈ Ŷ −
⋃
a∈A Y
a
0 . Recall that Ŷ = (
⋃
a∈A Y
a
0 ) ∪ acc(A). So
y ∈ accX(A). We show that for every V ∈ NbrX(y) there is z ∈ V ∩ Ŷ such
that rk
bY (z) > θ + 1. We may assume that V is clopen. Since y ∈ accX(A),
it follows that V ∩ A 6= ∅. Let a ∈ V ∩ A. Then rkY
a
0 ∩V (a) = rkY
a
0 (a) =
rkY
a
(a) > θ + 1. Clearly, Y a0 ∩ V ⊆ Ŷ . So rk
bY (a) > θ + 1. It follows that
rk
bY (y) > θ + 1. So Claim 1 is proved.
Claim 2 Ŷ is L-based.
Proof Recall that for every a ∈ A, Y a0 = Y
a∩Wa and rk(Y
a
0 ) = rk(Y
a) >
θ + 1. Hence by Proposition 4.4(a), Y a0 is L-based. Let U a,V a demonstrate
that Y a0 is L-based. Set U =
⋃
a∈A U a and V =
⋃
a∈A Va. We show that U ,V
demonstrate that Ŷ is L-based. Since {Y a0 | a ∈ A} is a pairwise disjoint
family, and for every a ∈ A, U a is a pairwise disjoint family, it follows that
U is a pairwise disjoint family. Similarly, V is a pairwise disjoint family.
It is also trivial that for every U ∈ U , U ≈ L and that for every V ∈ V,
rk(V ) = θ + 1.
Let y ∈ Rθ(Ŷ ). By Claim 1, there is a ∈ A such that y ∈ Y
a
0 . Since Y
a
0
is clopen in Ŷ , rkY
a
0 = rk
bY = θ. So there is U ∈ U a such that y ∈ U . But
U ∈ U . It follows that y ∈
⋃
U . That is, Rθ(Ŷ ) ⊆
⋃
U .
An identical argument shows that Rθ+1(Ŷ ) ⊆
⋃
V. We have shown that
Ŷ is L-based. So Claim 2 is proved.
Let x ∈ Ŷ be such that rk
bY (x) = δ, and let T ∈ Clop(X) be such that
T ∩ Dδ(Ŷ ) = {x}. Set Y = T ∩ Ŷ . Hence Y is unitary of rank δ. By
Proposition 4.4(a), Y is L-based. Define Xδ = Y . Then Xδ is as required.
We have proved that for every ordinal α, X contains a subset with rank α.
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A contradiction. So X is not a CO-space.
(b) Let M ≺ L ≺w K ⊆ X be as in Part (b). By Proposition 4.6, there
is a family {Li | i ∈ ω} such for every i ∈ ω, Li ∼= L and for every i 6= j,
eLi 6= eLj . By Part (a) of this theorem, and since M ≺ L, X is not a CO
space.
5 CO spaces must omit the obstructions
The existence of strong Hausdorff systems is used in this section. However,
the full strength of Lemma 2.2 is not needed and only the following fact is
used.
Corollary 5.1. Let X be a continuous image of a compact interval space.
Let A ⊆ X be such that |A| is regular and cl (A) is scattered. Then there is
B ⊆ A such that |B| = |A| and B has a strong Hausdorff system.
Proposition 5.2. Let X be a scattered continuous image of an interval space,
and assume that X is a CO space.
(a) If 〈κ, λ, µ〉 is a legal triple, then Xκ,λ,µ is not embeddable in X.
(b) The set {eF | F ⊆ X and F ∼= Xℵ1} is finite.
Proof (a) Suppose by way of contradiction that 〈κ, λ, µ〉 is a legal triple
and Xκ,λ,µ is embeddable in X . We may assume that κ ≤ λ ≤ µ. It is
then obvious that µ + 1 ≺ µ + 1 + λ∗ ≺ Xκ,λ,µ. So by Theorem 4.2(b)
and Corollary 5.1, X is not a CO space. A contradiction, so Xκ,λ,µ is not
embeddable in X .
(b) Assume by contradiction that {eF | F ⊆ X and F ∼= Xℵ1} is infinite.
Clearly, Xℵ0 ≺
w Xℵ1 , so by Theorem 4.2(a) and Corollary 5.1, X is not a
CO space. A contradiction, so {eF | F ⊆ X and F ∼= Xℵ1} is finite.
We also have to prove that obstructions of the type Xλ,~µ are not embed-
dable in X . In order to show this we consider the following space. Let λ be
a cardinal and S ⊆ λ. For α ∈ S let Lα = 1+ω
∗ and for every α ∈ λ−S let
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Lα = 1. Define Xλ,S to be the topological space with universe
∑
α<λ Lα + 1
and with the order topology as its topology.
Proposition 5.3. (a) Let λ be an uncontable regular cardinal and S1, S2 ⊆ λ
be subsets of λ such that S1 − S2 is stationary. Then Xλ,S1 6
∼= Xλ,S2. Also,
Xλ,S1 is not homeomorphic to an ordinal.
(b) Let X be a scattered continuous image of a compact interval space,
and assume that X is a CO space. Let Y = Xλ,~µ and assume that Dom(~µ)
is a stationary set in λ. Then Y is not embeddable in X.
Proof (a) Suppose by way of contradiction that f : Xλ,S1
∼= Xλ,S2. For
S ⊆ λ represent Xλ,S in the following way. Xλ,S = (λ+ 1) ∪ (S × ω), where
for β ∈ S, Lβ = {β}∪ ({β}×ω) and for β 6∈ S, Lβ = {β}. For α < λ denote
Xλ,S ↾ [α, λ] = [α, λ] ∪ ((S ∩ [α, λ])× ω).
Note that acc(λ+1) ⊆ acc(Xλ,Si) ⊆ λ+1. This implies that f [acc(λ)] ⊆
λ + 1. It follows that there is a club C in λ such that f ↾C = Id. For every
β ∈ S1, β ∈ acc
Xλ,S1 ({β} × ω) and for every β ∈ S2, β 6∈ acc
Xλ,S2 (Xλ,S2 ↾
[β+1, λ]). Hence for every β ∈ (S1−S2)∩C, there are γβ < β andmβ, nβ ∈ ω
such that f(〈β,mβ〉) = γβ or f(〈β,mβ〉) = 〈γβ, nβ〉. There is a stationary
subset S ⊆ (S1 − S2) ∩ C such that for every α, β ∈ S, mα = mβ and
nα = nβ. By Fodor’s Lemma, for some distinct α, β ∈ S, γα = γβ. So
f(〈β, nβ〉) = f(〈γ, nγ〉). So f is not 1–1. A contradiction, so f does not
exist.
We show that Xλ,S1 is not homeomorphic to an ordinal space. Since
λ + 1 = Xλ,∅, Xλ,S1 6
∼= λ + 1. But Xλ,S1 is a unitary space with rank λ, and
upto a homeomorphism, the only ordinal space which is unitary with rank λ
is λ+ 1. So Xλ,S1 is not homeomorphic to an ordinal space.
(b) Suppose by way of contradiction that Y = Xλ,~µ ⊆ X . Let
S = Dom(~µ). Let Y0 be a clopen unitary subspace of Y such that
eY0 = λ+1. Then Y0 contains a clopen subspace Y1 homeomorphic to Xλ,~µ1 ,
where Dom(~µ1) is a final segment of S. Clearly e
Y1 = λ. Now, replace Y by
Y1. Then we may assume that e
Y = λ.
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By the easy direction of Theorem 3.1, Xλ,~µ is not homeomorphic to an
interval space. Moreover, if U ∈ NbrYclp (λ), then U contains a space home-
omorphic to Xλ,~µ′ , where Dom(~µ
′) is a final segment of S. So U is not
homeomorphic to an interval space. Let Z be the subspace of Y whose uni-
verse is (λ + 1) ∪ (S × ωˆ). Then Z is homeomorphic to Xλ,S which is an
interval space. So Y 6≈ Z. Also, eZ = λ. It follows that Z ≺w Y .
Clearly, λ + 1 is a closed unitary subspace of Z, eλ+1 = λ = eZ and
rkZ(λ) = rkλ+1(λ). For every U ∈ NbrZclp (λ) there is a final segment S
′ of S
such that U contains a subspace homeomorphic to Xλ,S′. By Part (a), U is
not homeomorphic to an ordinal. So Z 6≈ λ + 1. It follows that λ + 1 ≺ Z.
We thus have λ+ 1 ≺ Z ≺w Y . By Corollary 5.1 and Theorem 4.2(b), X is
not a CO space. A contradiction so Xλ,~µ is not embeddable in X .
6 The characterization
In this section we prove Theorem 1.1.
Theorem 6.1. Let X be a scattered continuous image of a compact interval
space, and assume that X is a CO space. Then there is a finite family of
pairwise disjoint spaces {Yi | i ∈ I} and an ordinal α + 1 disjoint from the
Yi’s such that X ∼= (α+ 1) ∪
⋃
i∈I Yi and
(1) For every i ∈ I either Yi ∼= Xλ,µ, where λ, µ are infinite regular cardi-
nals and µ > ℵ0 or Yi ∼= Xℵ1.
(2) α ≥ α(Yi) for every i ∈ I.
We quote the following Theorem from [BBR]
Theorem 6.2. Let X be a compact interval space, and assume that X is a
CO space. Then there is a finite family of pairwise disjoint spaces {Yi | i ∈ I}
and an ordinal α + 1 disjoint from the Yi’s such that X ∼= (α + 1) ∪
⋃
i∈I Yi
and
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(1) For every i ∈ I, Yi ∼= Xλ,µ, where λ, µ are infinite regular cardinals and
µ > ℵ0.
(2) α ≥ α(Yi) for every i ∈ I.
Proof of Theorem 6.1 Let σ = {eF | F ⊆ X and F ∼= Xℵ1}. Then by
Proposition 5.2(b), σ is finite. For every x ∈ σ let Fx ⊆ X be such that
Fx ∼= Xℵ1 and x = e
Fx . Let F̂ =
⋃
x∈σ Fx, Z be a clopen subset of X
homeomorphic to F̂ and ψ be a homeomorphism between F̂ and Z. Clearly,
ψ[σ] ⊆ σ and |ψ[σ]| = |σ|. So ψ[σ] = σ. That is, σ ⊆ Z.
Let Y = X − Z. Since Y ∩ σ = ∅, it follows that Y does not contain
a subspace homeomorphic to Xℵ1 . Since X is a CO space and by Propo-
sitions 5.2(a) and 5.3(b), X does not contain a subspace homeomorphic to
Xκ,λ,µ, where 〈κ, λ, µ〉 is a legal triple, and X does not contain a subspace
homeomorphic to Xλ,~µ, where Dom(~µ) is stationary in λ. So the same holds
for Y . By Theorem 3.1, Y is homeomorphic to an interval space. We claim
that Y is a CO space. If Y is countable, then Y is homeomorphic to an
ordinal. So Y is CO. Assume that Y is uncountable. Let F be a closed
subset of Y . There is U ∈ Clop(X) such that U ∼= F . Let V = U ∩ Z
and W = U ∩ Y . If V = ∅, then U ∈ Clop(Y ), so there is nothing more
to do. Suppose that V 6= ∅. Recall that V ⊆ U ∼= F ⊆ Y . So V is a
closed subspace of an interval space, and hence V too is a compact interval
space. The only compact interval spaces embeddable in Z are finite spaces
and spaces which are a disjoint union of finitely many copies of Xℵ0. So for
some n ∈ ω, V ∼= ω ·n+ 1, or V is finite. Since Y is uncountable and Y is a
scattered compact interval space, it contains a clopen set homeomorphic to
ω2+1. So for every n ∈ ω, Y ∼= Y ∪ (ω·n+1), where the union is disjoint. It
thus suffices to find a clopen subset of Y ∪ (ω ·n+1) which is homeomorphic
to U = V ∪ W . W is a clopen subset of Y and either V is finite or it is
homeomorphic to ω ·n + 1. In either case V is homeomorphic to a clopen
subset of ω ·n+ 1. So Y is a CO space.
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By Theorem 6.2, there is a finite family of pairwise disjoint spaces
{Yi | i ∈ I} and an ordinal α + 1 disjoint from the Yi’s such that:
(1) Y ∼= (α + 1) ∪
⋃
i∈I Yi; (2) for every i ∈ I, Yi
∼= Xλ,µ, where λ, µ are
infinite regular cardinals and µ > ℵ0; (3) α ≥ α(Yi) for every i ∈ I.
If σ = ∅, then the above description of Y fulfills the requirements of the
theorem. Suppose that σ 6= ∅. Then it remains to show that α ≥ ω2. This
is certainly true if I 6= ∅. So suppose that I = ∅. Note that Xℵ0 ≺ Xℵ1 . So
by Proposition 4.6, there is a family {Li | i ∈ ω} of subsets of X such that
for every i, Li ≈ Xℵ0 , and for every i 6= j, e
Li 6= eLj . Z ∩ {eLi | i ∈ ω} is
finite. So (α+1)∩{eLi | i ∈ ω} is infinite. That is, R1(α+1) is infinite. This
implies that α ≥ ω2.
Proof of Theorem 1.1 Combine Theorems 1.2 and 6.1.
7 Characterization of CO compact interval
spaces.
In the previous section we quoted without proof Theorem 6.2 from [BBR].
However, Theorem 6.2 follows easily from the previous sections. So for com-
pleteness, we include a proof of Theorem 6.2.
The following proposition is an addition to Theorem 4.2(a).
Proposition 7.1. Let X be a scattered compact space, and assume that
for every subset S of X with regular cardinality there is D ⊆ S such that
|D| = |S|, and D has a clopen strong Hausdorff system.
Suppose that there is a family {Li | i ∈ ω} of compact subsets of X such
that (1) for every i ∈ ω, Li is unitary, and (2) for every distinct i, j ∈ ω,
U ∈ NbrLiclp (e
Li) and V ∈ Clop(Lj), U 6∼= V . Then X is not a CO space.
Proof Suppose by contradiction that X is a CO space. Denote eLi by ei.
We may assume that for every i ∈ ω, Li is clopen in X . Then by (2), for
every distinct i, j ∈ ω, ei 6= ej . We may further assume that acc({ei | i ∈ ω})
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is a singleton. Denote it by x. We may also assume that for every i < j ∈ ω,
rkX(ei) ≤ rk
X(ej). There is an infinite subset σ ⊆ ω such that {ei |i ∈ σ} has
a clopen strong Hausdorff system. We may assume σ = ω. Let {Ui | i ∈ ω}
be a clopen strong Hausdorff system for {ei | i ∈ ω}. Let L
′
i = Li ∩ Ui
and K = (
⋃
i∈ω L
′
i) ∪ {x}. Then K is closed and unitary, e
K = x and
rkK(x) = Sup({rkX(ei)|i ∈ ω}). We defineM,L such thatM ⊆ L ⊆ K. Let
τ ⊆ σ ⊆ ω be such that τ , σ−τ and ω−σ are infinite. Let L = (
⋃
i∈σ L
′
i)∪{x}
and M = (
⋃
i∈τ L
′
i) ∪ {x}. It is obvious that M,L are closed and unitary,
that eL = eM = x and that rk(L) = rk(M) = rk(K).
We show that L ≺ K. We already know that L,K are unitary, L ⊆ K
and that rk(L) = rk(K). So it remains to show that L 6≈ K. Suppose
by contradiction that U ∈ NbrKclp (x), V ∈ Nbr
L
clp (x) and U
∼= V . Let
f : U ∼= V . Since x is the only accumulation point of {ei | i ∈ ω}, it follows
that {ei | i ∈ ω}−U is finite. So there is i ∈ ω−σ such that ei ∈ U . Clearly,
f(ei) 6= x, so there is j ∈ σ such that f(ei) ∈ F
′
j .
We consider the sets S = f−1(L′j∩V )∩(L
′
i∩U) and T = (L
′
j∩V )∩f [L
′
i∩U ].
Then ei ∈ S ⊆ Li, T ⊆ Lj and (f ↾ S) : S ∼= T . We check that S ∈ Clop(Li)
and T ∈ Clop(Lj). Since L
′
i, U ∈ Clop(K), it follows that L
′
i∩U ∈ Clop(K).
Also, since L′j ∩V ∈ Clop(V ), it follows that f
−1(L′j ∩V ) ∈ Clop(U). Hence
f−1(L′j ∩ V ) ∈ Clop(K). So S ∈ Clop(K). Now, S ⊆ K ∩ Li ⊆ Li and
K ∩ Li ∈ Clop(Li). Hence S ∈ Clop(Li). A similar calculation shows
that T ∈ Clop(Lj). So S ∈ Nbr
Li
clp (ei) and f [S] ∈ Clop(Lj). That is,
S ∈ NbrLiclp (ei), T ∈ Clop(Lj) and S
∼= T . But i ∈ ω − σ and j ∈ σ. So
i 6= j. These facts contradict (2). Hence K 6≈ L. We have shown that
L ≺ K.
A similar argument shows that M ≺ L.
We have shown that M ≺ L ≺ K. So by Theorem 4.2(b), X is not a CO
space. A contradiction. So X is not a CO space.
Let X be a space and x ∈ X . Then x is called a double-limit point of X ,
if there are infinite cardinals λ, µ and an embedding f : Xλ,µ → X such that
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cf (µ) ≥ ℵ1 and f(e
Xλ,µ) = x.
We represent Xλ,µ as (λ + 1) ∪ ({0} × µ). The subspace λ + 1 of Xλ,µ
is denoted by X0λ,µ and the subspace {λ} ∪ ({0} × µ) of Xλ,µ is denoted by
X1λ,µ.
Proposition 7.2. Let X be a CO compact interval space.
(a) Let x ∈ X be a double-limit point. Then there are regular cardinals
λ, µ and U ∈ NbrXclp (x) such that µ ≥ ℵ1 and U
∼= Xλ,µ.
(b) The set of double-limit points of X is finite.
Proof (a) Note that the following facts.
(1) There is a subset F ⊆ Xλ,µ such that F ∼= Xcf (λ),cf (µ) and e
F = eXλ,µ.
(2) If U ∈ Nbr clp (e
Xλ,µ), then U ∼= Xλ,µ.
Let x be a double-limit point of X , and let f , λ and µ be as in the definition
of a double-limit point. By Fact (1), we may assume that λ, µ are regular
cardinals. We may also assume that µ ≥ λ. Let F = Rnf(f), and let
V ∈ NbrXclp (x) be a unitary subspace such that e
V = x. Then either F ≈ V
or F ≺w V . Suppose by contradiction that F ≺w V . Clearly, f [X1λ,µ] ≺ F .
By Corollary 5.1, Theorem 4.2 applies to X . So since f [X1λ,µ] ≺ F ≺
w V , it
follows from 4.2(b) that X is not a CO space. A contradiction, so V ≈ F .
By Fact (2), there is W ∈ NbrXclp (x) such that W
∼= Xλ,µ.
(b) It follows from Part (a) that if X is a CO compact interval space
and x ∈ X is a double-limit point of X , then there is a unique pair 〈λ, µ〉 =
〈λx, µx〉 which satisies:
(1) µ ≥ ℵ1 and µ ≥ λ.
(2) There is an embedding f : Xλ,µ → X such that f(e
Xλ,µ) = x.
Also, λx, µx are regular cardinals.
Suppose by contradiction that X contains infinitely many double-limit
points.
Case 1 There are λ, µ and an infinite set A of double-limit points of X
such that for every x ∈ A, 〈λx, µx〉 = 〈λ, µ〉. Let L = Xλ,µ and M = X
1
λ,µ.
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Note that X1λ,µ
∼= µ+1. So since rk(L) = rk(M) = µ, it follows thatM ≺ L.
Then there is a family {Li | i ∈ ω} such that for every i ∈ ω, Li ⊆ X and
Li ∼= L, and for every distinct i, j ∈ ω, e
Li 6= eLj . By Theorem 4.2(a), X is
not a CO space. A contradiction.
Case 2 The set {〈λx, µx〉 | x is a double-limit point of X} is infinite.
Note that if 〈λ, µ〉 6= 〈κ, ν〉, then for every U ∈ Nbr
Xλ,µ
clp (e
Xλ,µ) and V ∈
Clop(Xκ,ν), U 6∼= V . So X satisfies the conditions of Proposition 7.1. Hence
X is not a CO space. A contradiction.
It follows that the set of double-limit points of X is finite.
Proposition 7.3. Let X be a CO compact interval space. Then there are
no cardinal with uncountable cofinality λ and a stationary subset S ⊆ λ such
that Xλ,S is embeddable in X.
Proof Suppose by contradiction that Xλ,S is embeddable in X . Without
loss of generality λ is regular. Let T ⊆ S be a stationary subset of λ such
that S − T is stationary in λ. By Proposition 5.3(a), λ + 1 ≺ Xλ,T ≺ Xλ,S.
So by Theorem 4.2(b), X is not a CO space. A contradiction.
Theorem 7.4. Let X be a compact scattered interval space. Suppose that X
does not have double-limit points, and there are no cardinal λ with uncount-
able cofinality and a stationary subset S ⊆ λ such that Xλ,S is embeddable in
X. Then X is homeomorphic to an ordinal space.
Proof The proof is by induction on the rank of X . If X is a scattered
compact interval space with countable rank, then X is countable. Hence X
is homeomorphic to the interval space of a countable ordinal. So the claim
is true for every space with countable rank.
Suppose that the claim is true for every space with rank < α. Let X be
a compact scattered interval space with rank α, and suppose that X does
not have double-limit points, and there are no uncountable cardinal λ and a
stationary subset S ⊆ λ such that Xλ,S is embeddable in X . We may assume
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that X is unitary. Let < be a linear ordering of X such that τX = τ<. We
may assume that eX ∈ acc(X<e
X
).
Case 1 cf−〈X,<〉(e
X) = ω. Assume first that eX ∈ acc(X>e
X
). Then since
eX is not a double-limit point of X , it follows that cf+〈X,<〉(e
X) = ω. Let
{xi | i ∈ ω} be a strictly increasing sequence converging to e
X such that for
every i ∈ ω, xi has a successor in 〈X,<〉. Similarly let {yi |i ∈ ω} be a strictly
deccreasing sequence converging to eX such that for every i ∈ ω, yi has a
predecessor in 〈X,<〉. Let U0 = X
≤x0, and for every i > 0 let Ui = (xi−1, xi].
Similarly, let V0 = X
≥y0, and for every i > 0 let Vi = [yi, yi−1). So for every
i ∈ ω, Ui and Vi are clopen subsets of X and rk(Ui), rk(Vi) < α. By the
induction hypothesis, for every i ∈ ω there are well orderings <Ui of Ui and
<Vi of Vi which induce the topologies of Ui and of Vi. Define a new linear
ordering <′ on X .
U0 <
′ V0 <
′ U1 <
′ V1 <
′ . . . <′ eX
and for every x, y ∈ X : if for some i, x, y ∈ Ui, then x <
′ y iff x <Ui y, and
if for some i, x, y ∈ Vi, then x <
′ y iff x <Vi y.
It is obvious that <′ is a well ordering of X and that τ<
′
= τX .
The case that eX 6∈ acc(X>e
X
) is similar but simpler.
Case 2 cf−〈X,<〉(e
X) > ω. Denote cf−〈X,<〉(e
X) by λ. Let {xi | i ∈ λ} be a
strictly increasing continuous sequence converging to eX . Let
S = {i ∈ λ | i is a limit ordinal, and xi ∈ acc
X(X>xi)}.
For every i ∈ S, cf−〈X,<〉(xi) = ω, for otherwise xi is a double-limit point. It
follows that Xλ,S is embeddable in X . So S is not stationary. Let C be a club
of λ such that every point of C is a limit point and such that C∩S = ∅. So for
every i ∈ C, xi has a successor in X . For i ∈ C let i +
C 1 be the successor of
i in C. Hence for every i ∈ C, Xi := (xi, xi +C 1]
〈X,<〉 is a clopen subset of X .
Also, X0 := [min(X),min(C)]
〈X,<〉 is clopen in X . Clearly, eX = max(X), for
otherwise, eX is a double-limit point in X . Hence X = (
⋃
i∈C∪{0}Xi)∪{e
X}.
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For every i ∈ C∪{0}, rk(Xi) < rk(X). So by the induction hypothesis there
is a well-ordering <i ofXi such that τ
<i = τX ↾ Xi. Define the linear ordering
<′ ofX such that 〈X,<′〉 is the lexicographic sum
∑
i∈C∪0〈Xi, <i〉+〈{e
X}, ∅〉.
It is easy and left to the reader to check that τ<
′
= τX .
Proof of Theorem 6.2 Let X be a CO compact interval space. By Theo-
rem 1.2, X is scattered.
By Proposition 7.3, there is no cardinal λ with uncountable cofinality and
a stationary set S ⊆ λ such that Xλ,S is embeddable in X .
By Proposition 7.2(a) and (b), there are k ∈ ω, clopen sets Ui ⊆ X , and
regular infinite cardinals λi, µi i < k, such that
(1) µi ≥ ℵ1 and Ui ∼= Xλi,µi.
(2) X −
⋃
i<k Ui has no double-limit points.
By Proposition 7.4, X −
⋃
i<k Ui is homeomorphic to an ordinal space α+1.
Let µ = max(µ0, . . . , µk−1). Then µ + 1 ≺ Xλ,µ. Hence by Proposition 4.6,
there is a family {Li | i ∈ ω} of subsets of X such that for every i, Li ≈ µ+1
and for every i 6= j, eLi 6= eLj . Clearly, for every i ∈ ω, eLi 6∈
⋃
i<k Ui. This
implies that µ · ω + 1 is embeddable in α + 1. Hence µ · ω ≤ α.
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X̂t. The family of pointed spaces associated with t in a P-system P 23
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Xt. The family of spaces associated with t in a P-system P 23
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P(A). Powerset of A 24
QP
Γ
24
M̂P
Γ
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Γ
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Γ
| Γ ∈ Γ} 24
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X̂Ωα . The class of all pointed spaces which are Ω -domnstrative
(α+1)-codes with a member of Pend(X) as their distiguished point 30
PΩ . The P-system of Ω -demonstrative codes 30
Bλ,~µ. A base of Xλ,µ 34
P<x = {y ∈ P | y < x} 36
cf−〈L,<〉(a) and cf
+
〈L,<〉(a). The cofinality of a from the left and the
cofinality of a from the right 36
Xλ,S 58
Va. For a member a of a BA B, Va = {x ∈ Ult(B) | a ∈ x} 68
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Definition index
accumulation point of A 4
accumulation point: λ-accumulation point. A point x is a
λ-accumulation point of A if |U ∩A| = λ for every U ∈ Nbr(x) 13
attained: Ω(X) is not attained in X 12
code: α-code 18
code 18
collectionwise Hausdorff space. X is collectionwise Hausdorff if every
relatively discrete subset of X has a Hausdorff system 5
demonstrative set: Ω -demonstrative set 19
dense: λ-dense linear ordering 13
derivative. 8
filler 24
good point 12
Hausdorff system 4
marker: Γ -marker 24
marker: µ-special {t}-marker 26
occurs: X occurs in Y 23
occurs: A P-system occurs in Y 23
P-system. Abbreviation of a proliferation system 23
pairwise disjoint family of subsets of X 4
pairwise disjoint set of elements of a Boolean algebra 68
perfect derivative 18
perfect end 18
perfect kernel 8
perfect rank 18
perfect set. A set which does not have isolated points in its
relative topology 8
pointed space. A pair 〈X, x〉, where X is a topological space and x ∈ X 23
principal 38
72
proliferation system 23
rank of x in X 15
rank. The rank of X , the first ordinal α such that Dα(X) is finite
or perfect 8
relatively discrete. A is relatively discrete if A ∩ acc(A) = ∅ 4
scattered space 2
strong Hausdorff system 4
strongly Hausdorff for convergent sequences 11
strongly Hausdorff space. X is strongly Hausdorff if every relatively
discrete subset of X has a strong Hausdorff system 5
tight family of subsets of X 4
tightly Hausdorff space. X is tightly Hausdorff if every relatively
discrete subset of X has a tight Hausdorff system 5
tree-like clopen system 35
type system 23
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