In this paper, a state of health (SOH) estimation method using long short term memory (LSTM) networks is applied to predict battery life for electric vehicles (EVs). During the discharging process, the battery shows external features that characterize its attenuation degree and current performance. The discharging time under a constant current, the number of charging and discharging cycles, and the charging capacity are employed to build the prediction model with LSTM networks. The internal modeling parameters are trained by public battery datasets, in which discharging process are introduced for battery SOH prediction. Experimental results indicate that the LSTM networks can accurately predict battery SOH, and estimate battery degradation and internal parameter variations.
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Introduction
As a relatively convenient transportation mean in daily life, modern vehicles carry increasing expectations and requirements from society on energy conservation, emission reduction and environmental protection. Electric vehicles (EVs), as new transportation tools, have been highly valued by various countries and regions due to their advantages of energy saving, zero emissions and low pollution, with increasing efforts in their technological research and development [1] . For EVs, one main research focus is the power battery technology [2] . With its high energy and power density and long service life, lithium-ion battery has been widely used as the power supply in the energy storage system of EVs. The battery's remaining useful life and state of health (SOH) can largely determine the electrical characteristics, service stability and safety of lithium-ion batteries, which will directly affect the performance and security of electric vehicles. Prediction of battery remaining useful life and state of health is one of the most critical issues of the battery management system (BMS) [3, 4] . The SOH indicates the correlation between battery aging degree and battery internal parameters, such as reduction of the battery capacity and increase of its internal resistance [5] . Accurate SOH estimation of the lithium-ion battery can reflect the changes of battery performance in battery life, offer more accurate measurement of battery internal and external parameters, thus improving the control performance of the BMS, which help to extend battery life and increases safety of EVs.
Irreversible physical and chemical changes would occur during the use of the battery, such as the increase of battery internal resistance and the decrease of available capacity [6] , consequently, its performance will decline. Nowadays, SOH is typically defined as a percentage that reflects an increase in battery resistance or a decrease in available capacity. When the resistance of the battery reaches 160% of its initial value under the same state of charge (SOC) and operating temperature, or when the current available capacity of the battery reduces to 80% of its nominal capacity, the battery is deemed to reach its lifespan. Various research work on SOH estimation of batteries is currently under way. The measured parameters of the battery (such as battery current, terminal voltage and discharge time, etc.) can be used as features in many models and algorithms to estimate the battery SOH.
Due to the long experiment time and energy waste, directly measuring the battery SOH is not practical. The widely used methods of SOH prediction are the closed loop estimations. Based on the equivalent circuit model or electrochemical model, these methods treat the SOH estimation of battery as a model parameter estimation problem. In [7] [8] [9] , a dual-extended Kalman filtering (EKF) method was applied to identify the relevant parameters variation in the battery model. Changes of the internal parameters for the battery that could not be accurately observed can be reflected by the battery model, and the battery aging process can be simulated. By this manner, the battery SOH can be estimated. Moreover, particle filter (PF) [10] and dual sliding mode observer [11] are also used to identify model parameters. Among these methods, the selection of battery model and the identification of battery parameters will directly determine the validity and applicability of SOH estimation.
The durability model for battery is established according to the battery aging test in some relevant literatures. A battery cycle life model [12] is applied to describe its correlation between available capacity reduction of the battery and three key factors, namely, the working temperature, the cycle rate of charging and discharging, and the discharging depth. Under different SOC ranges and discharge current conditions, the test [13] showed that the battery capacity decline was affected by cyclic charge-discharge. The accuracy of SOH estimation results obtained from these semiempirical battery models largely depend on the accuracy of battery test data. Those SOH estimation methods based on data-driven algorithm, have no need to explore the internal working reaction mechanism, but only extract representative features from the battery test data, and fit machine learning models using these features as input to estimate battery SOH as output, such as fuzzy logic [14] and support vector machine (SVM) [15] .
Artificial neural network (ANN) is popular in computing field in recent years. Due to its nonlinear mapping capability, excellent self-learning and adaptive performance, neural networks have been used to accurately estimate battery SOH. Ji Wu, et al. [16] used artificial intelligence neural network for battery SOH prediction. ANN has strong fitting ability to model nonlinear relation. Since the battery experiment data contains massive information and factors that affect SOH predictive results, the ANN can study the historical data of battery charge and discharge, and find regular pattern of internal changes in the battery. However, since the battery data is affected by many factors in actual working conditions, the time series formed is random, usually with multi-level and multi-scale features. Therefore, prediction model based on single neural network exhibits some limitations, which takes an impact on prediction accuracy of battery SOH. Long short term memory (LSTM) networks is a time recurrent neural network and suitable for processing and predicting important events with relatively long intervals and delays in time series. As shown in the conclusion, LSTM is well suited for the battery health estimation.
The outline in the rest paper is organized as follows. Section 2 shows the battery experiments and internal variation law in battery data. The battery SOH estimation models based on LSTM networks are described in Section 3. Experiment results are discussed in Section 4, followed by the conclusion drawn in Section 5.
Data analysis
Experimental data of 18650 lithium-ion batteries was gathered from the public [17] and used in the paper. Four lithium-ion battery cells, as a set, was tested under the normal working condition with a room temperature (24℃). The regular pattern of current and voltage during one battery cycle of charge and discharge was shown in Figure 1 . The charging process can be divided into two parts, constant current mode and constant voltage mode. The constant current mode, at 1.5 A, ran until the battery terminal voltage reaches 4.2 V and then continued at constant voltage of 4.2 V, until the charge current declined down to 20 mA. All experimental batteries were run in the same charging process. After the charging is complete, the battery experiment entered the discharging stage. The discharge was run at a constant current, 2 A, until the battery terminal voltage decreases to the cutoff voltage, which varies by battery. More details for experimental battery are shown in Table  1 . The experimental cycles are duplicated to accelerate the battery aging, and the impedance measurement reflects the changes of battery internal parameters.
Figure 1
Charge and discharge cycle experiment During the constant voltage stage, the current measured in the test varies based on the aging degree of the battery, which was achieved exponentially with number increase of charging-discharging cycles. As presented in Figure 2 , the discharging voltages of the four battery cells present different discharging time and discharging capacity at different aging degree.
As battery capacity decreases, the internal parameters of the battery, such as SOH, are difficult to measure directly and accurately, on the contrary, it's easy to collect and analyze the external signals of the battery. The aim of this paper is to find the regular pattern from the battery external signals to achieve the accurate online estimation of battery SOH. In general, the working condition of the battery has three different cases: discharging, charging and rest process. Since it is difficult to observe the changes of battery parameters during rest, the estimation of battery SOH becomes difficult. In contrast, several variables are easy to be measured and estimated during the discharging and charging process, and are usually used to estimate the battery SOH. As number of charging/discharging cycles increase, the discharging time of lithium ion battery gradually decreases, and the curve of battery capacity is also different, as shown in Figure 3 . Features can be extracted from the discharging curve of the battery to reflect the differences between the discharging data described in Figure 2 , thereby achieving the SOH estimation.
Therefore, we consider learning a battery cell SOH estimation from the battery discharge data. In this paper, we only use data from the discharging process, with constant current. Due to the battery aging, when the battery reaches the end of battery life, the voltage curve changes obviously in test cycles, as can be seen in Figure 2 . Obviously, with the number of test cycles increasing, the slope of the discharging voltage curve changes along the discharging time. Therefore, we hypothesize that the discharging voltage and current curve data can be used to estimate SOH. 
Long short term memory networks
As in the ordinary recurrent neural network, the gradient can affect the change of the gradient through the weights matrix associated with the neurons in back propagation, which means that the changes of the weights in the transition matrix directly affect model learning process and results [18] . If the weights in the transition matrix are too large, the gradient signal may 
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Num. of Cycle Capacity(Ah) also be too large, leading to over-learning accident. This is often referred to as gradient explosion. Conversely, if the weights in the transition matrix are small, the gradient signal may be too small and the model learning process will become particularly long or even stop, which is called gradient vanishment.
The long short term memory (LSTM) model is a special form of recurrent neural network, which was proposed by [19] . Afterwards, many applications in other fields proved that LSTM can avoid gradient explosion or vanishment caused by back propagation error during the learning of recurrent neural networks [20] .
The difference between LSTM and traditional recurrent neural network is that LSTM adds a processor in the algorithm, which can judge whether the information is useful or not. The structure of the processor is named as memory cell. Three gates are placed in a cell, called input gate, forget gate and output gate, as shown in Figure 4 . A message enters the LSTM network and is judged according to some learned rules. Only information that complies with the algorithm's certification will be retained, and information mismatched will be forgotten through the forget gate. In addition, there are neurons in each cell connected to itself. The autoregressive connection weight will remain at 1.0, ensuring that the state of the cell will remain constant as the time step changes without any external interference. According to Figure 5 , the LSTM networks firstly decide what information will be thrown away from the cell state. In the structure of LSTM networks, the decision is made by a sigmoid layer that is called the 'forget gate layer' .The gate takes information,  . Here one represents 'completely keep this' while zero represents 'completely get rid of this'.
where t x present the input value for current network, 
Finally, the networks decide what information will be output through the cell. This output will be based on the filtered cell state. First, a sigmoid layer is run which decides what parts of the cell state will be output. Then, the cell state is put through tanh (to push the values to be between −1 and 1) and multiplied by the output of the sigmoid gate. By this manner, the parts based on the selection can be the output. 
Results and analysis
In the current research literatures, SOH is usually defined by battery capacity, remaining capacity, and battery internal resistance. In this paper, we choose the battery capacity to define SOH as: 100% During the process of model verification, the first twothird of experiments data were used to train the LSTM network model. The remaining data were selected to examine accuracy of model predictions. The experiment data of four battery cells are all used to build the LSTM networks model.
In this paper, mean-square error (MSE) and root mean square error (RMSE) are used to evaluate the estimation accuracy of the following verification, as: ) where i y is the experiment value in the data set, while ˆi y is the value from model estimation.
The prediction results based on the LSTM networks model are shown in Table 2 . The prediction performance and relative error for four battery cells are shown in Figures 6 and 7 for both training and testing. From the results above, we found the performance of LSTM networks model is effective in estimating the battery SOH. As shown in Figure 7 , the prediction error are limited under 6%. 
Conclusion
In this paper, we combined two current research focuses, deep learning and battery SOH estimation, to propose a new battery SOH estimation method considering discharging conditions. After detailed analysis of experimental data of li-ion battery, feature variables measured during battery discharging are extracted and used as input variables to build the LSTM prediction model for SOH estimation. Compared with the traditional SOH prediction algorithm, the ability of LSTM to learn from huge data has been proved to be more superior. Experiments results prove the feasibility of the proposed algorithm.
Currently, deep learning method and LSTM method applied to battery SOH have not been fully explored and verified yet. The LSTM model for battery SOH estimation proposed in this paper still needs further optimization, and a series of more detailed battery experiments are needed to verify the effectiveness of LSTM method for different batteries under different conditions as our next step work. 
