We introduce and investigate a new sort of stochastic differential inclusions on manifolds, given in terms of mean derivatives of a stochastic process, introduced by Nelson for the needs of the so called stochastic mechanics. This class of stochastic inclusions is ideologically the closest one to ordinary differential inclusions. For inclusions with forward mean derivatives on manifolds we prove some results on the existence of solutions.
Introduction
The notion of mean derivatives was introduced by Edward Nelson (see [16, 17, 18] ) for the needs of stochastic mechanics (a version of quantum mechanics). The equation of motion in this theory (called the NewtonNelson equation) was the first example of equations in mean derivatives. Later it turned out that the equations in mean derivatives arose also in the description of motion of viscous incompressible fluids (see, e.g., [6, 7, 10, 11] ), in the description of Navier-Stokes vortices (see, e.g., [13] ), etc. In [8, 9] (see also [11] ) investigation of the equations in mean derivatives as a special class of stochastic differential equations was started. In particular, [9] is devoted to the general theory of equations in mean derivatives on manifolds.
In all the above-mentioned cases the solutions of the equations were supposed to be Itô diffusion type processes (or even Markov diffusion processes) whose diffusion summand was given a priori since the classical Nelson's mean derivatives yield, roughly speaking, only the drift term of a stochastic process. In this paper, we present a two-fold generalization of the theory. First, giving a slight modification of a certain Nelson's idea, we introduce a new type of mean derivative on manifolds that is responsible for the diffusion term. And second, we investigate the differential inclusions with mean derivatives on manifolds, i.e., equations with set-valued right-hand sides.
Mean derivatives
Let M be a compact Riemannian manifold M with the Riemannian metric g(·, ·). Denote its matrix in local coordinates by (g ij ) and by H the LeviCivita connection of this metric.
Consider a probability space (Ω, F, P). Any stochastic process ξ(t) given for t ∈ [0, T ] ⊂ R on (Ω, F, P) and taking values in M determines three families of σ-subalgebras of F: "the past" P ξ t generated by preimages of Borel sets in M with respect to all ξ(s) with s ≤ t, "the future" F ξ t determined analogously for s ≥ t, and "the present" ("now") N ξ t generated by ξ(t). We suppose those σ-algebras to be complete, i.e., containing all sets of zero probability. For the sake of convenience we denote the conditional expectation E(·|N ξ t ) with respect to "the present" by E ξ t . Consider an M -valued stochastic process ξ(t). Let m be a point of the manifold M . Consider the normal chart U m at this point m with respect to the Levi-Civita connection. For any m from this chart we can compute the regression
Construct a vector field Y 0 (t, ·) such that at each point m ∈ M it is equal to Y 0 (t, m)| Um computed in the normal chart U m . Thus we have that Y 0 is a measurable section of the tangent bundle T M .
is called the mean forward derivative of a process ξ(t) on M at the time instant t.
Remark 1.
We refer the reader to [16, 17, 18] and [6, 7, 8, 11] for the general definition of a forward mean derivative in a linear space. The above construction with normal charts is applied in the case of manifolds in order to obtain the forward mean derivative as a tangent vector.
Introduce also another derivative for a stochastic process ξ(t) on M . Take any chart U and consider in it the L 1 random variable determined by the rule
where (ξ(t + t) − ξ(t)) is considered as a column vector in local coordinates while (ξ(t + t) − ξ(t)) * is a row vector in local coordinates, and the limit is supposed to exist in L 1 (Ω, F, P ). Note that for D 2 ξ(t) there exists the regression in any chart, i.e., a measurable field σ 0 (t, m) such that D 2 ξ(t) = σ 0 (t, ξ(t)). One can easily see that σ 0 is a Borel measurable symmetric positive semi-definite (2, 0)-tensor field. In particular, this means that it is well-posed on the entire M . Let a(t, m) be a Borel measurable vector field on M , A(t, m) be a Borel measurable field of linear operators A(t, m) :
Consider the exponential map of connection H. Take a Wiener process w(t) in R k . Following, e.g., [2, 11] we call the couple (a, A) an Itô vector field on M . Notice that under the change of local coordinates in M the field A is transformed like a tangent vector. Since a is a tangent vector by definition, the couple (a, A) is transformed as a tangent vector that clarifies the use of the term "Itô vector filed". 
if for any point ξ(t) there exists a neighborhood in M such that the process ξ(t + s), s ≥ 0 almost surely coincides with a certain process from the class
before it leaves the above-mentioned neighborhood of ξ(t).
The details about Itô equations in the Belopolskaya-Daletskii form can be found, e.g., in [2, 6, 7] . We should mention that in local coordinates equation (2) takes the form
where Γ m (·, ·) is the local connector of connection H in the chart under consideration. Equation (3) is also known as the Itô equation in the Baxendale form.
Recall that the local connector does not transform as a vector under changes of coordinates and that the components Γ k ij of Γ m (·, ·) in the local coordinates of given charts are the Christoffel symbols.
Lemma 1. For a solution ξ(t) of equation (2) the equalities
hold where A * is the transposed matrix (the matrix of conjugate operator).
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P roof. Equality (4) is proved, e.g., in [6, 7, 11] .
From (3) it follows that in a local chart
Taking into account the properties of Lebesgue and Itô integrals one can see
Applying formula (1) we obtain that D 2 ξ(t) = E ξ t (A(t, ξ(t))(A(t, ξ(t))) * ). Since A(t, m) is Borel measurable, from this (5) follows.
Recall that A(t, m)(A(t, m)) * is the diffusion coefficient of the solution ξ(t).
Differential equations in mean derivatives on a manifold
In this section, we introduce differential equations with mean derivatives on manifolds and prove a simple existence theorem that gives us a tool for investigating the differential inclusions with mean derivatives in the next section.
Let us take t from an interval [0, T ]. Consider a vector field a(t, m) and symmetric positive semi-definite (2, 0)-tensor field α(t, m) on M .
By the first order differential equation with mean derivatives we mean a system of the form
Definition 5. We say that (6) has a weak solution on [0, T ] with the initial condition ξ(0) = m 0 , if there exists a probability space (Ω, F, P) and a process ξ(t) given on (Ω, F, P) and taking values in M such that equalities (6) are satisfied P-a.s. and for almost all t in [0, T ].
In this paper, we shall mainly look for weak solutions of (6) among solutions of some equations of (2) type. Taking into account Lemma 1 it is clear that the first equation of (6) determines the drift of a solution of some equation of (2) type while the second one determines the diffusion coefficient.
Notice that we do not suppose a priori that a solution of (6) is also a solution of a certain equation of (2) form. That is why we do not consider the notion of strong solutions (recall that a solution of (2) is strong if it exists on any probability space where a Wiener process with values in R N is well posed and the solution is not anticipating with respect to the Wiener process).
In order to obtain the stochastic differential as in Definition 3 from equation (6) (and so to construct the corresponding equations of (2) type) one has to represent the smooth (or continuous) field α in the form α = AA * with A as in (2) . Recall that there exists a topological obstruction for getting such presentation with smooth or (at least) continuous A(t, m) : R n → T m M where n is the dimension of M (see, e.g., [14] ). Nevertheless such a presentation becomes possible in lager dimensions under some additional assumptions.
Lemma 2. Let α(t, m) be a C k -smooth (k ≥ 3) symmetric positive definite (2, 0)-tensor field on M . Then for N large enough there exists a C k -smooth field A(t, m) : R N → T m M of linear operators such that α = AA * . P roof. In any local chart on M the field α(t, m) is described as the field of positive definite (and so non-degenerate) symmetric n × n matrices (α ij ). The field of inverse matrices (α ij ) is also C k -smooth and non-degenerate, hence it determines a C k -smooth Riemannian metric α(·,
m ∈ M . Setting tangent spaces to R being orthogonal to tangent spaces to M at all (t, m)
, by Nash's theorem (see [15] ) for N large enough the Riemannian manifold [0, T ]×M with metric α + (·, ·) can be isometrically embedded into R N . Denote by P (t,m) : R N → T (t,m) ([0, T ] × M ) the field of orthogonal projectors. Then setting A(t, m) = π + • P (t,m) we obtain α = AA * and by construction the field A is C k -smooth.
Notice that by Nash's theorem, mentioned in the proof of Lemma 2, the Euclidean space R N depends only on the dimension of M , i.e., it can be chosen the same for all α on M satisfying the conditions of Lemma 2. Now suppose that M is a Riemannian manifold. As well as above we denote by H the Levi-Civita connection of its Riemannian metric.
Theorem 3.
Assume that in (6) a(t, m) is C 1 -smooth and the field α(t, m) is at least C 3 -smooth and positive definite. Then for any initial condition ξ(0) = m 0 ∈ M equation (6) has a weak solution that exists for all t ∈ [0, T ].
P roof. By the previous Lemma 2 we can construct a field of linear operators A(t, m). Consider equation (2) with those a(t, m) and A(t, m).
Since its coefficients are at least C 1 -smooth (i.e., locally Lipschitz continuous), for any initial condition ξ(0) = m 0 ∈ M , by the general existence theorem from [2] it has a strongly unique strong solution that exists on the entire interval t ∈ [0, T ] since M is compact (see, e.g., [4] ). From Lemma 1 it follows that this solution satisfies (6).
Differential inclusions in mean derivatives on a manifold
Now consider inclusions in mean derivatives on M . Let a(t, m) be a setvalued vector field on M , i.e., for every point m ∈ M a certain set a(t, m) ⊂ T m M is specified. Let also α(t, m) be a set-valued symmetric positive semidefinite (2, 0)-tensor field on M (this means that for all t, m any tensor from the set α(t, m) is symmetric and positive semidefinite). Consider the problem Dξ(t) ∈ a(t, ξ(t)),
Definition 6. We say that (7) has a weak solution on [0, T ] with the initial condition ξ(0) = m 0 , if there exists a probability space (Ω, F, P) and a process ξ(t) given on (Ω, F, P) and taking values in M such that inclusions (7) are satisfied P-a.s. and for almost all t in [0, T ].
Recall the following Definition 7. Let X and Y be metric spaces. For a given ε > 0 a continuous single-valued mapping f ε : X → Y is called an ε-approximation of the setvalued mapping F : X → Y , if the graph of f , as a set in X × Y , belongs to an ε-neighborhood of the graph of F .
Introduce the norm of a set B in a certain tangent space to M or in the space of (2, 0)-tensors at a point of M by the usual formula B = sup b∈B b where the norm b is generated by the Riemannian metric on M . Now we are in position to prove the following statement.
Theorem 4. Let α(t, m) and a(t, m) be an upper semicontinuous set-valued, uniformly bounded with respect to the above norm, symmetric positive semidefinite (2, 0)-tensor field and vector field on M , respectively, with closed convex images. Then for any initial condition ξ(0) = m 0 there exists a weak solution of (7) well-posed on the entire interval [0, T ].
P roof. Since a(t, m), α(t, m) are upper semicontinuous and have closed convex images, then for any ε > 0 there exist smooth ε-approximations for these set-values mappings (see, e.g., [3] ). Consider a sequence ε q → 0. Let a q (t, m) be an ε q -approximation for a(t, m) andα q be an εq 2 -approximation for α(t, ξ(t)). Denote by α q =α i + εq 4ĝ whereĝ is the (2, 0) metric tensor corresponding to the Riemannian metric g(·, ·) on M (recall that g(·, ·) is a (0, 2) tensor that is also called the metric one). Thus for each q the field α q is a smooth symmetric positive definite (2, 0) tensor field that is an ε qapproximation of α(t, m). It is clear that all α q are uniformly bounded. By Lemma 2 there exist smooth fields A q (t, m) : Recall that Θ has the structure of a direct product
where W is an open ball in R N −n that at any point m ∈ M can be identified with the normal space N m .
At any point (m, x) ∈ Θ product (8) yields the presentation of the tangent space to R N of the form
Introduce a new Riemannian metric g 1 (·, ·) on Θ by transferring the Riemannian scalar product from T m M into the factor T m M in the above product, by determining the scalar product in the factor T x W as the restriction of the Euclidean scalar product in R N and by setting the factors in T m M × T x W to be orthogonal to each other. Let U be a chart on M , consider the chart U = U × W in Θ. In this chart, the matrix of (0, 2) metric tensor g 1 (·, ·) will be denoted by (g 1 ij ) and the matrix of the corresponding (2, 0) metric tensor by (g ij 1 ). Calculate the Christoffel symbols 1 Γ l ij (the components of local connector) of the Levi-Civita connection of
. In [12] it is shown that (a) if 
if
It is also obvious that g 1 ik = 0 and g 1 ij = 0. Hence 1 Γ l ij = 0. Applying analogous arguments we obtain that 1 Γ l ij = 0 for Using the presentation of chart U on Θ as the above-mentioned direct product, introduce a new object on U by the formula
Consider Θ as a chart with local coordinates inherited from the global coordinate system in R N . This chart will be called global. In the chart U and in the global chart we denote by 1 Γ the local connector with components 1 Γ k ij . 2 Γ is the analogous object with the components 2 Γ k ij . Notice that 2 Γ is prolongated with zero value outside Θ from that on Θ, calculated in the global chart.
Define the vector fields a 1 q and the the fields of linear operators A 1 q : R × R N → T R N by setting them in the chart U by the formulas
and by prolongating them on the entire R N by zero value. Notice that by construction all a 1 q (m, x) and A 1 q (m, x) are uniformly bounded on [0, T ]×R N . Consider the following problems in R N :
All equations (11) satisfy the hypothesis of Theorem III.2.4 [5] and so they have weak solutions ξ q (t) well-posed on the entire interval [0, T ]. Consider the Banach space Ω = C 0 ([0, T ], R n ) with the usual norm x(·) C 0 = sup t∈[0,T ] x(t) . Via F we denote the σ-algebra on it, generated by cylinder sets. By P t we denote the σ-subalgebra of F, generated by cylinder sets with bases on [0, t]. The process ξ q (t) determines a measure µ q on (Ω, F). On the probability space (Ω, F, µ q ) the process ξ q (t) is the coordinate one, i.e., ξ q (t, x(·)) = x(t), x(·) ∈ Ω. By Corollary III.2 [5] the set of measures {µ q } is weakly compact, i.e., it is possible to select a subsequence weakly convergent to a certain measure µ. Denote by ξ(t) the coordinate process on the probability space (Ω, F, µ).
After transition to the chart U, taking into account the form of Christoffel symbols (see above), one can easily see that in the neighbourhood O ⊂ U equations (11) are transformed into the systems
Hence the solutions of (12) a.s. belong to M for all t ∈ [0, T ]. This means that all measures µ q take the value 1 on the curves lying in M . Since µ is a weak limit of µ q , it has the same property. Hence, the process ξ(t) a.s. belongs to M for all t ∈ [0, T ]. Now we have to show that it is a solutions of (7). Let us use the following fact (see [20, 19] ): since Ω = C 0 ([0, T ], R n ) is a separable metric space and the measures µ q weakly converge to µ, there exists a certain probability space (Ω,F,P) and random elementsξ q :Ω → Ω andξ :Ω → Ω such that the measures on (Ω, F), generated by them, coincide with µ q and µ, respectively, andξ q converge toξP-almost surely. Denote elementary events fromΩ byω.
Since all the coefficients of (11) are uniformly bounded, the sets {a 1 q (t,ξ q (t))} and {α 1 q (t,ξ q (t)) = A 1 q (t,ξ q (t))A 1 * q (t,ξ q (t))} are bounded in the spaces L 2 ([0, T ] ×Ω, R N ) and L 2 ([0, T ] ×Ω, S(n)), respectively, where S(n) is the space of symmetric n × n matrices. Thus those sets are weakly relatively compact in the corresponding L 2 spaces and we can select a subsequence of indices q (we keep the notation q for this subsequence) such that corresponding subsequences have weak limitsā andᾱ, respectively. Using the properties of weak convergence in the corresponding L 2 spaces one can easily see that the weak limit of tr 2 Γ(A 1 q (t,ξ q (t)), A 1 q (t,ξ q (t))) equals tr 2 Γ(ᾱ, I) where I is the unit operator. Using standard machinery of conditional expectations one can show that there exist Borel measurable mappings a : [0, T ] × Ω → R N and α : [0, T ] × Ω → S(n) such thatā = a(t,ξ(t)) and α = α(t, ξ(t)) (see details in [1] ).
Then in complete analogy with the proof of theorem 2.6 of [1] we obtain that for any uniformly continuous, bounded, real function h t on Ω, that is measurable with respect to P t , the equalities hold. By construction from (13) it follows that on M we obtain Dξ(t) = a(t, ξ(t)) (the last equality takes place since at the centers in normal charts on M , with respect to which D is calculated, see Definition 1, the local connectors equal zero). From (14) it follows that D 2 ξ(t) =ᾱ(t, ξ(t)).
The fact that a.s. a(t, ξ(t)) ∈ a(t, ξ 1 (t)) and α(t, ξ 1 (t)) ∈ α(t, ξ 1 (t)) is proved by applying Mazur's Lemma (see, e.g. [21] ) in complete analogy with the proof of Theorem 2.6 [1] .
