This paper applies three universal approximators for forecasting. They are the Artificial Neural Networks, the Kolmogorov-Gabor polynomials, as well as the Elliptic Basis Function Networks. We are particularly interested in the relative performance and stability of these. Even though forecast combination has a long history in econometrics focus has not been on proving loss bounds for the combination rules applied. We apply the Weighted Average Algorithm (WAA) of Kivinen & Warmuth (1999) for which such loss bounds exist. Specifically, one can bound the worst case performance of the WAA compared to the performance of the best single model in the set of models combined from. The use of universal approximators along with a combination scheme for which explicit loss bounds exist should give a solid theoretical foundation to the way the forecasts are performed. The practical performance will be investigated by considering various monthly postwar macroeconomic data sets for the G7 as well as the Scandinavian countries.
Introduction
In this paper we examine the forecast performance of nonlinear models compared to that of linear autoregressions. Linear models have the advantage that they can be understood and analyzed in great detail. However, it might be inappropriate to assume that the generating mechanism of a series is linear. Hence, nonlinear models have become increasingly popular, see e.g. Granger and Teräsvirta (1993) and Teräsvirta, Granger, and Tjøstheim (2010) . However, the nonlinear models are still restricted by the fact that modeling takes place within a prespecified family of models. Since the modeler often has little prior knowledge regarding the functional form of the data generating process, choosing the correct family is still not an easy task. If one wants to avoid making this choice, one may apply universal approximators which are able to approximate broad classes of functions arbitrarily well in a way to be made clear in Section 2.
The universal approximators are data driven in the sense that little a priori knowledge is needed about the functional relationship between the left-and the right-hand side variables. Artificial Neural Networks (ANN) are a particular type of universal approximators which have been applied in numerous forecasting studies such as Stock and Watson (1999) and Teräsvirta, van Dijk, and Medeiros (2005) . Other universal approximators have also been studied, but in our experience no comparison of the relative forecasting performance has been made.
The paper has three purposes. First, a comparison of the forecast performance of three universal approximators is made. Second, we wish to investigate the stability of forecasts from the universal approximators since recursive forecasts by nonlinear models can be erratic. Third, we investigate the performance of a forecast combination algorithm developed in the computer science literature. Its main virtue is that its worst case performance can be explicitly bounded independently of the joint distribution of forecasts combined from.
Besides the ANNs the universal approximators considered are the Kolmogorov-Gabor polynomials and Elliptic Basis Function Networks (EBF). The latter nest the more well known Radial Basis Function Networks as a special case. All the universal approximators applied nest the linear autoregression, and we are hence able to investigate how much (if at all) the nonlinear structure adds to the forecasting performance. While a comparison of recursive and direct nonlinear forecasting procedures is of interest in its own right, we focus on the former here. Hence standard direct procedures such as kernel regression are not considered.
In investigating the stability of the forecasts we are particularly interested in dealing with the importance of handling insane forecasts. Here insane forecasts are to be understood as forecasts that are clearly unrealistic in the light of the hitherto observed values of the time series to be forecast. A precise definition shall be given later. Handling insane forecasts turned out to be particularly important for the Kolmogorov-Gabor polynomials since their polynomial structure could yield explosive forecasts.
Forecast combination has a long history in econometrics. The first to study this were Bates and Granger (1969) . The literature has proliferated since then, and a recent survey is given in Timmermann (2006) . Two caveats apply, however, to many of these combination algorithms. First, nothing can be said a priori about the performance of the algorithm (combination rule) compared to the individual forecasts. And even if bounds are provided, they often depend on the joint distribution of the vector consisting of the forecasts made by the individual models. The Weighted Average Algorithm (WAA) of Kivinen and Warmuth (1999) developed in the computer science literature does not share any of these problems. First, explicit loss bounds for the worst case performance of the algorithm are available. Furthermore, these bounds do not depend on the distribution of the vector of forecasts from the individual models.
We argue that forecasting with universal approximators and combining these into a single forecast by an algorithm for which explicit bounds can be derived forms a solid theoretical foundation for combining forecasts. The empirical performance of the universal approximators as well as the WA A will be investigated by considering various monthly postwar macroeconomic data sets for the G7 and the Scandinavian countries.
The outline of the paper is as follows. Section 2 introduces the universal approximators applied in the paper and contains a review of important theoretical results. Next, Section 3 introduces the benchmark models, and Section 4 discusses forecasting with expert advice with particular emphasis on the Weighted Average Algorithm and its theoretical underpinnings. Section 5 presents the results of the application, and Section 6 concludes.
Universal Approximators
We begin by defining precisely what we mean by universal approximators and then discuss the three types employed in this paper.
In order to define universal approximators some preliminary notation is necessary. Let X be a topological space and A a subset of X. Let¯A denote the closure of A. Then A is dense in X if¯A = X. Since all topologies used in this paper will be induced by metrics, we may define the closure of A as where d is the metric on X. Hence, A is dense in X if for each x ∈ X one can choose an element a ∈ A that is arbitrarily close (in the metric on X) to x. We are now ready to define what we mean by universal approximators.
Definition 1 Let H be a subset of functions of a topological space F . Then H is a universal approximator of F ifH = F .
An example could be C C (R n ), the compactly supported continuous functions on R n , being dense in L p (λ n ) for 1 ≤ p < ∞, where λ n is the Lebesgue measure on (R n , B(R n )) with B(R n ) denoting the Borel σ -field on R n . So for any function f ∈ L p (λ n ) one can choose a function h ∈ C C (R n ) that is arbitrarily close to f , where closeness is expressed in terms of the metric induced by the L p -norm. This result can be found many places, see e.g. Rudin (1987) or Kallenberg (1997) . Next, we will introduce the universal approximators used in this paper.
Artificial Neural Networks
Artificial Neural Networks (ANN) form a very popular family of universal approximators. They are defined in the following way:
To be precise, H ANN is the set of single hidden layer neural network models. Hornik, Stinchcombe, and White (1989) show that if one chooses the hidden units G : R → R to be nondecreasing sigmoidal functions 1 (i.e. a squashing function), then H ANN is uniformly dense on compacta in C(R n ). More formally, for any f ∈ C(R n ) and any compact set K ⊆ R n , it holds that
Furthermore, they prove that H ANN is "dense in measure" in M(B(R n )) which denotes the set of Borel measurable functions on R n . For any finite measure µ on (R n , B(R n )) and f , g ∈ M(B(R n )) they define the metric
The defining property of a sigmoidal function in Cybenko (1989) is σ : R → R,
and show that H ANN is ρ µ -dense in M(B(R n )). So for any f ∈ M(B(R n )) and any ε > 0 there exists an h ∈ H ANN such that ρ µ ( f ,h) < ε. Since convergence in the metric ρ µ is a metrization of convergence in the measure µ, this result can also be understood as establishing the existence of an h ∈ H ANN for which the measure of the set {x ∈ R n | f (x) − h(x)| > ε} can be made arbitrarily small for any ε > 0. Hence, the term dense in measure is appropriate. Regarding uniform denseness of H ANN in M(B(R n )) Hornik et al. (1989) , show that for any f ∈ M(B(R n )) and for any ε > 0 there exists an h ∈ H ANN and a compact set K⊆R n such that µ(K C ) < ε and | f (x) − h(x)| < ε for all x ∈ K.
As a final interesting result we mention that H ANN is dense in L p for any p ∈ [1,∞) if there exists a compact set K⊆R n such that µ(K C ) = 0. This is true for any finite measure µ and any squashing function G. The choice of G has not been discussed but an obvious choice is any cumulative distribution function since these are squashing functions (they are sigmoidal and non decreasing).
Elliptic Basis Function Networks
The Elliptic Basis Function Networks (EBF) introduced in Park and Sandberg (1994) have been less frequently applied in econometrics than the more common Artificial Neural Networks. The better known Radial Basis Function Networks (RBF) may be regarded as a special case of the EBF. The set of EBF is defined as
The parameters c ij and σ ij are often referred to as the centroids and width (or smoothing) factors respectively. Though it is not necessary for the theorems stated below to be valid, it is often assumed that G : R n → R is radially symmetric. Put differently, G(x) = G(y) if ||x|| = ||y|| where ||.|| denotes the Euclidean norm on R n . If G is radially symmetric and σ ij = σ i for j = 1,...,n, i = 1,...,q, H EBF reduces to the set of RBF Networks 2 . A frequent choice of G is the Gaussian, for which
2 If σ ij = σ for j = 1,...,n, i = 1,...,q one still calls H EBF the set of RBF.
For this choice the output of the ith hidden unit is given by
Formula (1) simply defines a rescaling of the probability density function of a multivariate Gaussian vector with a diagonal covariance matrix. From (1) it is seen why the c i j s are called the centroids. The vector c i determines where in R n the ith hidden unit is centered. In practice one wants to center the hidden units in areas of high data intensity. Since the σ i j 's are allowed to vary across j for each i, the level sets of G will be elliptic (think of n = 2) which explains the term Elliptic Basis Function Network. In the RBFs the value of G only depends on the distance to the center in the sense that if ||x − c i || = ||y − c i || the ith hidden unit takes the same value at x and y. In other words, the level sets are circles (think of n = 2 again) -a special case of the ellipse.
Regarding the universal approximation ability of the EBF, it follows from Park and Sandberg (1991 that if G ∈ L 1 (R n ) is bounded and continuous almost everywhere wrt. the Lebesgue measure and satisfies
With respect to uniform approximation the following result holds. If G is continuous and satisfies the conditions above then H EBF is uniformly dense on compacta in C(R n ). In other words any continuous function may be approximated arbitrarily well in the supremum norm on any compact set. For more results and details, see Park and Sandberg (1991 .
Finally, we notice that a probability density function is an obvious choice for G in light of the above conditions on G. This is in contrast to the sigmoidal hidden units in the case of ANNs. A cumulative distribution function was an obvious choice in that case. This illustrates an interesting difference between the EBF (RBF) networks and the ANN. The former may be seen as local approaches since probability distribution functions tend to zero as the distance from the centroids goes to infinity. So the hidden units are only active close (locally) to their centroids. The ANN may be seen as a global approach since the hidden units take values close to one for sufficiently large x γ + δ . Put differently, a cumulative distribution function does not tend to 0 as the norm of the input vector goes to infinity. Global effects can, however, cancel out and become local.
The Kolmogorov-Gabor polynomials are qth degree polynomials with all possible cross-products included. They are the truncated sum analogue of the Vo l t e r r a expansions, see Teräsvirta et al. (2010) and references therein for more details. By the Stone-Weierstrass Theorem it follows that H KG is uniformly dense on compacta in C(R n ). H KG is clearly an algebra of (real) functions on K⊆R n for any compact set K. It vanishes at no point since
H KG also separates points in K. To see this, let x,y ∈ R n and assume x = y. So for at least one 1≤i≤n it holds that x i = y i . Since h(x) = x i belongs to H KG , the uniform closure of H KG consists of all continuous functions on K.
Benchmark Models

Smooth Transition Models
The Smooth Transition regression model is not a universal approximator. The reason for including it in this work is that it is a benchmark nonlinear model. A standard Smooth Transition regression model is given by
where G is the transition function. As is usual in the literature, we choose G to be the logistic function, i.e.,
where s t is the transition variable. Examples include s t = y t−d for some d≥1 or s t = t. The parameter γ controls the speed of transition and c determines the position of the transition function.
Autoregressions
Finally, the pth order linear autoregression
for some p ∈ N is employed as a benchmark. This allows a check of whether or not the universal approximators are able to outperform the autoregression when it comes to forecasting.
Forecasting with Experts
In this section we shall focus on the third aim of the paper: forecasting with experts. The emphasis will be on the Weighted Average Algorithm (WAA) of Kivinen and Warmuth (1999) . This is one of several algorithms of this type: for other choices, see Freund and Schapire (1997) , Littlestone and Warmuth (1994) , and Cesa-Bianchi and Lugosi (2006). To establish the notation, consider a setting with n experts (models) and let E i denote expert i, i = 1, 2, ..., n, and l the number of trials, i.e., the number of forecasts made with each model. Now consider a sequence
where (x t+τ,t , y t+τ ) ∈ [0, 1] n+1 for t ∈ {1, 2, ..., l}; for every t we have access to a vector of forecasts x t+τ,t = (x t+τ,t,1 , ..., x t+τ,t,n ) ∈ [0, 1] n whose elements are the τ period ahead forecasts made by each expert at time t. y t+τ ∈ [0, 1] denotes the actual outcome of the variable to be forecast. Upon observing y t+τ expert i incurs a loss L(y t+τ , x t+τ,t,i ). A frequently applied loss function to be used in this paper as well is the quadratic loss, i.e., L(y t+τ , x t+τ,t,i ) = (y t+τ − x t+τ,t,i ) 2 . The total loss of expert i given the sequence S l is defined as
Similarly, the total loss of an algorithm A that gives a sequence of weighted forecasts
In economic applications one cannot assume that (x t+τ,t , y t+τ ) ∈ [0, 1] n+1 . This assumption can, however, be relaxed to (x t+τ,t , y t+τ ) ∈ [a, b] n+1 . Thus, by choosing [a, b] sufficiently wide, one may circumvent this problem. The exact choice of [a, b] depends on the problem at hand and the procedure used in this paper to determine it will be described in Section 5.
The Weighted Average Algorithm. The Weighted Average Algorithm (WAA) of Kivinen and Warmuth (1999) provides a way of combining the forecasts x t+τ,t of the experts at trial t into a single forecast. As mentioned in the introduction, an attractive feature of the WAA is that, as opposed to many other forecast combination schemes applied in econometrics (see e.g. Timmermann (2006) ), the WA A does not make any assumptions regarding the joint distribution of the forecasts made by the experts. The loss bounds presented below are purely arithmetic results that hold for any distribution of x t+τ,t . Letting v t denote an n×1 probability vector of weights, i.e., 
/c) where the denominator ensures that the weights sum to 1 and c is a positive constant to be defined below.
Notice that if two experts, E 1 and E 2 have v t,1 /v t,2 = 1 due to differences in their previous performance but perform equally well in all future periods, we will not have v t,1 /v t,2 → 1 as t → ∞. Their ratio will stay unchanged unless they actually incur different losses.
What makes the WA A attractive from a theoretical point of view is the following result in Kivinen and Warmuth (1999) :
Theorem 1 Let L(y,x) be a convex twice differentiable loss function of x for every y. Assume L 2 (y,y) = 0. Letting WAA denote the Weighted Average Algorithm with uniform initial weights, i.e., v 1,i = 1/n, i = 1,...,n, and S l = {(x t+τ,t ,y t+τ )} l t=1 an arbitrary input sequence, it holds that
where c is a constant that depends on the loss function.
In particular, Kivinen and Warmuth (1999) show that it is enough that
in order for the inequality (4) to be valid. For a quadratic loss function this implies c ≥ 2. As mentioned above, one cannot in general know in advance that
Regarding the conditions on c for other loss functions we refer to Kivinen and Warmuth (1999) . The inequality (4) is the theoretical foundation of the Weighted Average Algorithm since it gives an explicit bound to the loss of the algorithm as compared to the best expert in the set of experts. In particular, the WAA will perform no worse than the best expert plus some constant independent of the number of trials. This implies lim sup
Thus, the average loss of the WAA will be no greater than the average loss incurred by the best expert as the number of trials (forecasts) approaches infinity. For more results regarding the WAA we refer to Kivinen and Warmuth (1999) but Theorem 1 gives the main point.
Theorem 1 gives the theoretical motivation for applying the WAA in econometric forecasting. A drawback of the WAA is that it does not apply to the absolute loss function L(y t+τ , x t+τ,t,i ) = |y t+τ − x t+τ,t,i | due to the non-differentiability of this function. Other algorithms such as the Hedge-β algorithm by Freund and Schapire (1997) are available in this case.
Application
In order to investigate the performance of the models introduced in Sections 2 and 3 as well as the Weighted Average Algorithm, we consider monthly postwar macroeconomic data sets for the G7 countries as well as the Scandinavian countries including Finland. Five different macroeconomic series were considered for each country: annual Inflation (INF), Industrial Production (IP), long term Interest Rates (I), narrow Money Supply (M), and Unemployment (U). For some countries certain series were missing, and in total 47 series were analyzed. The series have been obtained from the OECD Main Economic Indicators database and the IMF database. The starting date of the majority of the series is 1960 and most series are available until 2008. The series were seasonally adjusted except for INF and I. For IP and M the models are specified for yearly growth rates.
Estimation and Forecasting Methodology
In this section we describe the details of the estimation procedure for the various models as well as the details of the forecasting procedure. For all series forecasts were made 1, 3, 6, 12, and 24 months ahead. 72 forecasts were made at each horizon for each series. For all series, specification, estimation, and forecasting were carried out using an expanding window (a recursive scheme) with the last window closing 24 months prior to the last observation. All models were respecified and reestimated each time the window was expanded by one observation 3 . All models were univariate and nested the linear autoregression. The details of the individual models will follow.
Autoregressions. For each estimation window, autoregressions with up to five lags were estimated. The one with the lowest value of our Choice Criterion CC = log(MSE) + δk/T, where k denotes the number of parameters, δ = 1 and T is the number of observations in the window, was chosen for forecasting. Compared to the Akaike Information Criterion (AIC), in which δ = 2, CC is a rather liberal criterion 4 .
Since autoregressions are affine, E(y t+τ |F t ) equals the skeleton forecast τ periods ahead made at t (i.e. the recursive forecast ignoring the noise) where F t is the σ -algebra generated by {y s } t s=1 . Even though preliminary experiments indicated that an insanity filter as introduced in Swanson and White (1995) was not necessary for the linear autoregression, we adopted the following rule (similar in spirit, but not identical to the one in Swanson and White (1995) ) in order to safeguard ourselves against too extreme forecasts. If a forecast did not belong to the interval given by the last observation of the estimation window plus/minus three times the standard deviation of the 120 most recent observations in the window, it was replaced by the last observation of the window. In the words of Swanson and White (1995) , craziness was replaced by ignorance. The purpose of this insanity filter was to weed out unreasonable forecasts and thereby more closely mimic the behavior of a real forecaster. The reason for only calculating the standard deviation based on the last 120 observations of the window is that for many data sets the standard deviation of all observations in the window is often very high due to large historic fluctuations. As a result, basing the standard deviation on all observations in the window would lead to occasionally accepting wild forecasts.
No Change Forecasts. In order to investigate whether any of the estimated models was able to beat naive No Change (NC) forecasts, these were also included. Inability to beat the NC forecasts can be seen as an indication of a martingale (e.g. a random walk) like behavior of the series considered. This is due to the fact that the No Change forecasts are optimal in an expected square error sense when the underlying process is a martingale.
Smooth Transition Autoregressions. For each window a search over lag orders up to five was performed. The transition variables searched over were 1, 2, 6, and 12 lags of the left-hand side variable. The model with the lowest CC value was chosen for forecasting. This model could be, and was indeed quite often, a linear one. In order to avoid biased forecasts the forecasts were generated using the same bootstrap approach as in Teräsvirta et al. (2005) . It works in the following way:
Let y t = f (y t−1 , ..., y t−p ; θ θ θ ) + ε t for some parameter vector θ θ θ . In our case f (·) is the (nonlinear) function chosen by the CC criterion and hence it is known 5 . Letting h denote the maximal forecast horizon and N B the number of bootstrap replications we resampled h − 1 errors N B times. Put differently, we created (ε i t+1,t , ...,ε i t+h−1,t ) for i = 1, ..., N B and generated the τ-step ahead forecast in the following 
withˆy i t+τ−j,t +ε i t+τ−j,t replaced by y t+τ−j for j≥τ, j = 1,...,p. In this paper N B = 1000 was used. Furthermore, an insanity filter was applied at the level of the individual bootstrap replications. Specifically, if any forecast of a bootstrap sample path did not belong to the interval consisting of the last observation of the given window plus minus 3 times the standard deviation of the 120 most recent observations of the window, then the whole bootstrap path was discarded.
Kolmogorov-Gabor polynomials. For each window we searched over models with at most five lags and the highest degree of the polynomial was five. Since the number of parameters increases rapidly as a function of the number of lags and the degree of the polynomial, we implemented a parameter cap of 50 such that specifications containing more than 50 parameters were ignored. Among the remaining models the one with the lowest CC value was chosen. Due to the nonaffinity of the Kolmogorov-Gabor polynomials, the forecasts were obtained using the bootstrap technique outlined above. An insanity filter of the same kind as the one applied to the STR was used.
Artificial Neural Networks. In each window single hidden layer feedforward networks with at most five lags and five hidden units were estimated. Model specification and estimation were carried out using the QuickNet algorithm of White (2006) 6 . The model with the lowest CC value was chosen for forecasting, and as for all non-affine models, the forecasts were generated using a bootstrap approach combined with the insanity filter outlined for the STR.
Elliptic Basis Function Networks. Models with at most five lags and no more than five hidden units were estimated in each window. G was chosen as in (1). The models considered were of the following form:
where x t = (y t−1 ,...,y t−n ), n = 1,...,5. The multiplication of σ ij by n was done for practical reasons. In some initial experiments the hidden units had a very small radius of activity -in particular if many explanatory variables were included. By rescaling the width parameters proportionally to the number of explanatory variables this numerical problem was alleviated. EBF networks can be estimated in many ways. We settled for a procedure which learns the centroids and width parameters unsupervised (only the right hand side variables were used to determine the centroids and width parameters without access to the associated left hand side variables). After having determined these, the problem is linear and the w i s can be found by linear regression. This resembles the structure of QuickNet since the problem is split into two parts. First, the centroids and smoothing parameters are found by a grid search. Having done this, the problem becomes linear, and one can determine the w i s by linear regression.
We now explain how our grid is constructed. Let 1 ≤ n ≤ 5 be given.
1. For 1 ≤ j ≤ n sort y t− j in ascending order and divide it into five clusters of equally many observations, i.e the splits were made at the quintiles 7 . 2. Within each cluster of y t− j calculate the mean and standard deviations. These are our candidates for c i j and σ i j in (7). This yields five pairs of centroids and width parameters for each y t− j , j = 1, ..., n. 3. Take all possible combinations of centroid-width parameter pairs. This yields a grid of cardinality 5 n . A typical element of the grid takes the form
We are now in a position to describe the details of our proposed estimation algorithm which one could call the QuickEBF due to its similarity to the QuickNet. Choose n ∈ {1, ..., 5} and let x t = (y t−1 , ..., y t−n ) be given, i.e., consider a fixed vector of explanatory variables.
1. Determineα 0 andβ 0 by regressing y t on a constant and x t . Also calculate the value of the choice criterion CC. 2. Each of the 5 n grid points corresponds to a hidden unit (elliptic basis function). For q = 1, ..., 5, add hidden units one by one in the following way: Determineα q ,β q , andŵ i,q , i = 1, ..., q by OLS for each potential hidden unit not previously chosen, i.e., for each point in the grid of c's and σ 's. Notice that the weights of previously added hidden units as well asα q andβ q are allowed to change as further hidden units are added, whereas the centroids and smoothing parameters remain fixed once they have been determined. This resembles the QuickNet algorithm of White (2006) . Calculate the value of the choice criterion and add the hidden unit which yields the lowest value of CC. 3. Repeat (1) and (2) for all choices of explanatory variables which in our case corresponds to x t = (y t−1 ,...,y t−n ), n = 1,...,5. Chooseˆn ∈ {1,...,5} and q ∈ {0,...,5} such that they minimize the choice criterion and forecast with the parameter estimates corresponding to these values.
The forecasts of the Elliptic Basis Function Network were produced by the same bootstrap procedure as that for the aforementioned nonlinear models. Unreasonable forecasts were weeded out by the same insanity filter as outlined for the STR. One notices that the QuickEBF is easy to implement since after having fixed the centroids and width parameters it consists of linear regressions. This is convenient since on the outset the EBF is not easy to estimate since the centroids and width parameters are not identified when more than one hidden unit is included. The QuickEBF deals with this in an easy way.
Forecast Combinations. As mentioned in the Introduction, a major aim of the work is considering the effects of combining forecasts on forecast accuracy. Two equal weighting schemes were employed: (i) Equal weighting of all models and (ii) equal weighting of the three universal approximators.
As mentioned in Section 4, one must assume the existence of an interval [a,b] such that (x t+τ,t ,y t+τ ) ∈ [a,b] n+1 in order to give explicit loss bounds for the WA A . Our solution to this problem was the following. Let Y denote the last observation in the first estimation window and s the standard deviation of the 120 most recent observations of the first estimation window. Then we chose [a,b] = [Y − 3s,Y + 3s] which in the vast majority of the cases was more than wide enough to contain all forecasts and realizations 8 . The corresponding value of c was denoted c B . The reason for only calculating s on the basis of the last 120 observations was the same as that given in the treatment of the insanity filter.
The results for the WA A with c = c B were called WAA(c B ). In order to investigate the performance of the WA A for smaller values of c, i.e., a faster adjustment of the weights towards the models that have performed well in the more recent past, we calculated the forecasts of the WA A with c = c L = c B 100 . These forecasts were called WAA(c L ). Both WA A based forecasts were applied separately to each horizon. This allowed the WA A to attach different weights to each model for different horizons. This is sensible since models performing well at short horizons need not perform well in long term forecasting, and vice versa. All combination schemes in this paper were applied separately to each horizon.
To compare the WAA to another loss based algorithm we performed forecasting using inverse MSE weights with the MSE calculated from all previous forecast errors. Since the loss of a τ periods ahead forecast will not be observed until these τ periods have elapsed, one would have to initialize the weights of the loss based algorithms (WAA and MSE) in some fashion. We did this by not beginning the comparison until the first losses at the relevant horizon were realized. Consequently, for τ periods ahead forecasts the actual number of evaluation periods was 72-τ.
Results
Tables A.1-A.6 in the Appendix report the Root Mean Square Forecast Errors (RMSFE) of each point forecast relative to the RMSFE of the linear autoregressive specification. The numbers in brackets are the RMSFE of the linear autoregressive specification. Empty sections in the tables refer to series for which data was unavailable.
Inspection of these tables reveals that no single model systematically outperforms the others. This is in line with Teräsvirta et al. (2005) . One notices that for some time series there are models which have a relative RMSFE of 1 at all horizons. This indicates that the linear specification was chosen in each window for this model class. Table 1 summarizes Tables A.1- A.6 . It shows the RMSFE ratios as well as the rank of each model across all data sets and all horizons (Overall), all horizons (Horizon), and all types of data sets (Data).
Performance of the Universal Approximators
An aim of the paper was to consider the performance of universal approximators. Table 1 reveals that the Elliptic Basis Function Networks outperform the Kolmogorov-Gabor polynomials and the Artificial Neural Networks overall. We will explain this result below. All universal approximators perform well for the inflation series with relative RMSFE clearly below 1. In fact, for Denmark, France, and Italy all universal approximators yield more accurate forecasts at all horizons than the linear AR for this series. This is also the case for the forecasts of French industrial production. On the other hand there does not exist a single country/variable combination for which all the universal approximators have relative RMSFE above 1 at all horizons. (11) 1.000(7) 1.000(8) 1.000(12) 1.000(8) 1.000(12) 1.000(12) 1.000(8) 1.000(9) 1.000(1) 1.000(7) NC 0.980(6) 0.999(5) 0.989 (7) 0.977(6) 1.008(11) 0.926 (7) (5) 1.001(8) 0.977(5) 0.965(5) 0.965(5) 0.923(6) 0.864(5) 0.978(4) 1.011(10) 1.028(6) 0.986(5) WA A ( c B ) 0.948 (2) 0.984(2) 0.965(3) 0.949(2) 0.946(2) 0.894(4) 0.863(4) 0.969(2) 0.951(5) 1.027(5) 0.968(2) WA A ( c L ) 0.950 (4) 0.988(4) 0.971(4) 0.954(4) 0.948(3) 0.889(2) 0.869(6) 0.992(6) 0.913(2) 1.039(7) Furthermore, Table 1 shows that the performance of the universal approximators in general improves as the forecast horizon gets longer. For the EBF this relationship is even monotonic. This pattern can be found for all three universal approximators at the same time for, for example, the Japanese unemployment series and for the KG and EBF for Danish interest rates. The performance of the KG for the Danish interest rate series also illustrates that the relative RMSFE need not be decreasing when monotonic. In particular, the performance of the KG worsens as the forecast horizon gets longer. The fact that the most extreme forecasts (good as well as bad) are found at the longest forecast horizon is no surprise given that the forecasts are carried out recursively. This is due to the fact that the benefit/loss from a superior/inferior specification is accumulated as the forecasts are iterated forward.
Overall, the EBF is the best performing universal approximator. In fact, Table 1 reveals that the linear autoregression is beaten at all forecast horizons by the EBF. The EBF also outperforms the other universal approximators at all horizons except the 24 month horizon where it is outperformed by the ANN. The reason for the promising performance of the EBF is that it takes the best from two extremes. For 21 of the 47 data sets the EBF is actually just the linear AR (no hidden units are chosen) 9 . When this purely linear specification is chosen, it is often the case that the two other universal approximators perform less well compared to the linear AR, see for example the money supply series for Denmark, Germany, and Sweden. When basing the overall performance of the EBF only on those data sets in which the EBF differs from the linear AR, we get an overall relative RMSFE of .96. So for 21 data sets the EBF equals the linear AR, and for those data sets for which the two models differ, the EBF on average does 4% better. Table 2 contains the lowest and highest relative RMSFE of each procedure across all datasets. The table also shows the number of times the relative RMSFE of each procedure was below .9 as well as how often it was above 1.1. It is of interest that out of 47×5 = 235 relative RMSFE (number of table entries for each procedure in Tables A.1-A.6) the EBF never has a relative RMSFE exceeding 1.189. This value is much lower than the corresponding value for any of the other universal approximators. The Kolmogorov-Gabor polynomials, for example, have a worst case relative RMSFE of 1.91. Actually the worst case performance of the EBF is better than the worst case performance of any forecasting method consideredincluding forecast combinations. Furthermore, it only happens five times that the EBF performs more than 10% worse than the linear AR. This too is better than any other forecasting procedure and much lower than any non-combinatorial method. Hence, it is reasonable to conclude that the risk of very bad forecasts with the EBF is limited. This fact is emphasized by the above finding that the forecasts of the EBF often simply equal the forecasts of the linear AR in cases where the latter performs well. So it is not surprising that the EBF has relatively few extreme forecasts.
It is also worth noticing that the lowest relative RMSFE obtained by the EBF is lower than the corresponding number for the two other universal approximators. But then, the EBF has fewer relative RMSFEs below 0.9 than any other method. Nevertheless, our conclusion is that the EBF is a stable procedure which combines the best from linear and nonlinear forecasting procedures. Forecasting with the model which has the best previously realized forecast at the given horizon. Table 1 reveals that the Smooth Transition model performs very well at the 24 month horizon. For the Italian industrial production series it obtains a relative RMSFE as low as 0.297 at this horizon. On the other hand Table 2 shows that the STR is the only procedure which has more relative RMSFE above 1.1 than below 0.9. In particular it has 46 values above 1.1 which indicates that it is a less stable procedure than the EBF. As opposed to Stock and Watson (1999) we find that the STR can match the ANN. We also find that the ANN in general has its lowest RMSFE at the longest forecast horizon. This too is in opposition to Stock and Watson (1999) . It should be mentioned, however, that Stock and Watson (1999) carry out their forecasts directly while we do it recursively. Hence, the results are not directly comparable. Finally, we notice that the STR performs well for the interest rate series except for Denmark, Japan, and Norway. It is well known that the No Change forecasts are optimal in an expected square error sense if the series of interest is a martingale. Table 1 indicates that the No Change forecasts perform well for the inflation and interest rate series. In fact they perform better than any other procedure for these series. However, the opposite is the case for the industrial production and money supply series where they perform worse than any other method. This lack of stability is confirmed by Table 2 which shows that the No Change forecasts are the procedure with most relative RMSFE below 0.9 and above 1.1. In order to interpret these results we test whether each of the series is a random walk against a stationary AR(1) with intercept. Only for 1 out of 11 inflation series this hypothesis is rejected at a 5% significance level. For the interest rate series this hypothesis is never rejected. Consequently, the No Change forecasts should perform well for these data sets. For the industrial production series the random walk is rejected 5 out of 10 times while the corresponding numbers for the money supply series are 1 out of 6. These results are more mixed. While it is sensible that the random walk hypothesis is rejected rather often for the industrial production series, it is rejected less often than expected for the money supply series.
Smooth Transition and No Change forecasts
Importance of the Insanity Filter
Applying an insanity filter turned out to be very important. Forecasting recursively 24 months ahead meant that some of the bootstrap paths yielded clearly unrealistic forecasts. This was particularly pronounced for the Kolmogorov-Gabor polynomials which are of an explosive nature due to their polynomial structure. A single insane forecast can (and turned out to) make even the average over bootstrap paths a bad forecast, and so it is vital to remove insane paths. The problem was less pronounced for the other nonlinear models for which the hidden units are bounded. Still an insanity filter was important for these too -while explosive less often, they could yield very unreasonable forecasts. The number of bootstrap paths removed by the insanity filter could vary greatly. Sometimes very few (none) were removed, while in other cases several hundred were weeded out by the insanity filter.
Forecast Combinations
A general conclusion is that it pays of to combine forecasts. The forecast combination schemes in general outperform the individual methods. This is in line with Stock and Watson (1999) and Teräsvirta et al. (2005) . Weighting by inverse MSE performs best overall and is also superior at each forecast horizon as seen from Table 1 . The Weighted Average Algorithm performs roughly the same for both values of c. Table 2 reveals that c = c L gives more extreme values (good as well as bad) than c = c B . In total these two effects balance each other and WAA(c B ) and WAA(c L ) perform equally well. The inverse MSE scheme performs slightly better than the two versions of the WAA since it has as many good outcomes (< 0.9) as WAA(c L ) and as few bad outcomes (> 1.1) as WAA(c B ), see Table 2 .
Regarding equal weighting schemes, combinig all models is preferable to only combining the universal approximators. This is the case overall, at all horizons, and for all types of data sets. Table 2 indicates that the reason for this difference is more low (< 0.9) relative RMSFEs while the number of high (> 1.1) relative RMSFEs is roughly unaltered compared to only combining the universal approximators.
Finally, Figure A .1 in the Appendix shows the development of the weights in the WA A for c = c L for the industrial production series for the UK at all horizons. This series was chosen since it illustrates some interesting features of the WA A . When inspecting Table A .5 it is not surprising that as the forecast horizon increases more weight is given to the Kolmogorov-Gabor polynomials since these did well at the long horizons for this series. By the same token it is sensible that the linear autoregression receives less weight as the forecast horizon becomes longer. When inspecting the development of the weights at the 24-month horizon in Figure A .1, it is interesting to see how the weights of the WA A can adapt over time as the relative performance of the individual models changes. In particular, the relative weights assigned to the Elliptic Basis Function Networks and the KolmogorovGabor polynomials change around period 35.
Conclusions
In this paper we consider the forecasting performance of nonlinear models relative to linear autoregressions. Three of the model classes employed are universal approximators -the Kolmogorov-Gabor polynomials, the Artificial Neural Networks, and the Elliptic Basis Function Networks.
Regarding the first question posed in the introduction, we find that there are potential gains to be made from using universal approximators. In particular, the Elliptic Basis Functions turn out to deliver good forecasts. Their main merit is that they combine the best from two worlds. In the cases where the linear autoregressions tend to be superior, the EBF equals these and in the cases where there seem to be gains to be made from using hidden units, these are included into the EBF. As opposed to many other nonlinear procedures, forecasting with an EBF is not too risky either since even the worst performance observed is not too bad. Furthermore, the proposed estimation strategy is not difficult to implement since it essentially amounts to running a series of linear regressions. Hence, we believe that the EBF is a useful addition to the set of macroeconomic forecasters.
Secondly, when forecasting recursively with nonlinear models an insanity filter is definitely advisable since even a single wild bootstrap path can affect the forecast adversely. Econometrics, Vol. 3 [2011 ], Iss. 3, Art. 3 DOI: 10.2202 /1941 -1928 .1084 The No Change forecasts also perform quite well but their performance is very unstable compared to the one of the EBF.
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Thirdly, we find that the WAA is unable to outperform more standard methods. From a practitioners point of view it is encouraging that simple equal weighting does so well since it is easy to understand and implement.
All forecasts are carried out recursively in this paper. Hence a possible extension which we are currently working on is to investigate whether there are gains to be made by forecasting directly with the universal approximators. Other ways of selecting the hidden units could also be studied. Finally, we consider univariate procedures in this paper. Further gains in the forecast accuracy might be achievable by applying the universal approximators -in particular the EBF -in a multivariate setting. Table A 
A Appendix
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