The frequency with which various elements of the search space of a given evolutionary algorithm are sampled is affected by the family of recombination (reproduction) operators. The original Geiringer theorem tells us the limiting frequency of occurrence of a given individual under repeated application of crossover alone for the classical genetic algorithm. Recently, Geiringer's theorem has been generalized to include the case of linear GP with homologous crossover (which can also be thought of as a variable length GA). In the current paper we prove a general theorem which tells us that under rather mild conditions on a given evolutionary algorithm, call it A, the stationary distribution of a certain Markov chain of populations in the absence of selection is unique and uniform. This theorem not only implies the already existing versions of Geiringer's theorem, but also provides a recipe of how to obtain similar facts for a rather wide class of evolutionary algorithms. The techniques which are used to prove this theorem involve a classical fact about random walks on a group and may allow us to compute and/or estimate the eigenvalues of the corresponding Markov transition matrix which is directly related to the rate of convergence towards the unique limiting distribution.
Introduction
Geiringer's classical theorem (see (Geiringer, 1944) ) is an important part of GA theory. It has been cited in a number of papers: see, for instance, (Poli et al., 2002) , (Vose, 1999) , (Spears, 2000) and (Rabani et al., 1995) . The theorem has also been rediscovered and improved in various ways (see, for example, (Poli et al., 2002) and (Vose, 1999) ). It deals with the limit of the sequence of probability distributions obtained by repetitive applications of the crossover operator. To state the theorem formally, let Ω = n i=1 A i denote the search space of a given genetic algorithm. (Intuitively, n is the number of loci and A i is the set of alleles corresponding to the i th gene.) Denote by Λ the collection of all probability distributions on Ω. Now fix a probability distribution λ ∈ Λ and consider the sequence of probability distributions λ, C(λ), C 2 (λ), . . . where C(p)(k) = i,j p(i)p(j)r (i, j→k) and r (i, j→k) denotes the probability of obtaining the individual k from the parents i and j after crossover. Here crossover can be thought of as an operator which takes a pair of elements of the search space (the parents) and produces another element of the search space (the child) by mingling the alleles of the parents. This will be discussed in more detail later in the paper. Denote by λ i the marginal distribution of λ on A i . The classical Geiringer theorem says that lim t→∞ C t (λ) → n i=1 λ i (meaning that the frequency of occurrence of an individual x = (x 1 , x 2 , . . . , x n ) ∈ Ω under the limiting distribution is just the product of the frequencies of x i under the distributions λ i ). In (Poli et al., 2002) this theorem has been generalized to cover the case of variable-length GAs (or linear GP) under homologous crossover. The limiting distributions of the frequency of occurrence of individuals belonging to a certain schema under these algorithms have been computed. The special conditions under which such a limiting distribution exists for linear GP under homologous crossover have been established (see theorem 9 and section 4.2.1 of (Poli et al., 2002) ). The proofs of these results provided in (Poli et al., 2002) are modifications of Geiringer's original arguments. In the current paper a new version of this result will be proved for finite population models in the absence of the sampling stage, addressing the limiting distribution of the associated Markov chain. It turns out that in the known classical cases the formula for the limiting distribution coincides with the one for the infinite population. To see what the formula for the finite case is saying, recall that Ω = n i=1 A i denotes the search space of a given genetic algorithm. Fix a population P consisting of m individuals with m being an even number. P can be thought of as an m by n matrix whose rows are the individuals of the population P . Write Notice that the elements of the i th column of P are members of A i . Continuing with the notation used in (Poli et al., 2002) , denote by Φ(h, P, i) where h ∈ A i , the proportion of rows of P for which a ji = h. In other words, let R h (i) = {j | (a j1 , a j2 , . . . , a jn ) is a row of P and a ji = h}. Now simply let Φ(h, P, i) = |R h (i)| m . The classical Geiringer theorem (see (Geiringer, 1944) or (Poli et al., 2002) for modern notation) says that if one starts with a population P of individuals and runs a genetic algorithm in the absence of selection and mutation (2 parent → 2 children crossover as described in example 5.1 being the only operator involved) then, in the "long run", the frequency of occurrence of the individual (row) (h 1 , h 2 , . . . , h n ) before time t, call it Φ({(h 1 , h 2 , . . . , h n )}, P, t) (a formal definition will be given in section 6; see definition 6.2), approaches independence:
Φ(h i , P, i).
Thereby, the finite population version of Geiringer's theorem tells us something about the limiting frequency with which certain elements of the search space are sampled in the long run, provided one uses crossover alone. It turns out that in case of a finite population a general version of Geiringer's theorem follows rather easily from the basic facts about Markov chains and random walks on groups. This is mainly a matter of formulating the statement of the theorem in a slightly different language. In particular, it extends some of the already existing versions of Geiringer's theorem to the case of finite populations.
1 It is worth mentioning, however, that theorem 10.7 of (Vose, 1999) provides stronger results for the case of binary GAs than theorem 5.5 of the current paper. The primary advantage of theorem 5.5 is that it applies to a wider class of EAs. In a sequel paper we shall use the generalized Geiringer theorem together with the recipe provided in the current paper to derive a schema-based version of Geiringer's theorem for nonlinear GP with homologous crossover which is based on Poli's schemata (see, for instance, (Poli, 2000) for the notion of Poli's schemata). The extended Geiringer theorem also applies to many algorithms in the presence of mutation (see section 7 for a detailed exposition). Moreover, the elegant techniques developed by Diaconis and others (see (Rosenthal, 1995) for a detailed exposition) may allow one to estimate the rate of convergence to the limiting distribution in some cases. This topic is left for future investigation. It must be pointed out, however, that in chapter 10 of (Vose, 1999) a rather deeper investigation of the properties of crossover and mutation operators for the case of a classical genetic algorithm (GA) has been carried out. Strong versions of the classical Geiringer theorem have been established (see theorems 10.7 and 10.8 of (Vose, 1999) ). Furthermore, in (Rabani et al., 1995) the rate of convergence towards the limiting distribution for the case of classical GA's has been estimated in a very clever manner. The primary virtue of Geiringer's theorem presented in the current paper is that it applies to a wide class of evolutionary algorithms and to finite populations.
In the next section we introduce some algebraic notions and facts which allow us to extend Geiringer's theorem. Incidentally, these algebraic concepts have already been exploited in and in (Rowe et al., 2004) to study representations of evolutionary algorithms. In sections 3 and 4 a mathematical framework which rigorously describes a wide class of evolutionary algorithms is introduced. A similar description has already appeared in (Mitavskiy, 2004a) and in (Mitavskiy, 2003) . The generalized Geiringer theorem (theorem 5.5) itself appears in section 5. Section 6 is devoted to the demonstration of how the classical and already existing versions of Geiringer's theorem follow from theorem 5.5. The generalized Geiringer theorem applies in the presence of mutation as well. This is the subject of section 7.
role in generalizing Geiringer's theorem. It is easy to see that S X is a group under function composition. Definition 2.2. Let G denote a finite group and H ⊆ G. We say that H generates G, or that G is generated by H if every element of G is a product of elements in H. In other words ∀ g ∈ G, ∃ h 1 , h 2 , . . . , h n ∈ H such that g = h 1 h 2 . . . h n .
It is well known (see, for instance, (Dummit and Foote, 1991) ) that every permutation (i.e., a bijection whose domain and codomain is the same set) on a finite set X is a composition of transpositions. A transposition is a permutation which swaps a couple of elements and leaves everything else the same. Formally, a transposition is defined as follows:
According to definition 2.2 this means that that the set H = {σ ij | i, j ∈ X} of all transpositions generates the group S X (see example 2.1).
Definition 2.3. An action of a group G on a set X is a function · : G × X → X (again, we write g · x instead of ·(g, x)) satisfying the following properties:
When · is an action of a group G on the set X , we also say that G acts on X . We say that G acts transitively on X if for all x and y in X there exists g ∈ G such that g · x = y.
The group action defined in the example below will be of special importance in the derivation of the generalized Geiringer theorem (theorem 5.5). Example 2.2. Fix a set X . Let G be a subgroup 2 of the symmetric group S X . Then G acts on X as follows: π · x = π(x). It is easily seen that · is a group action in the sense of definition 2.3.
We now proceed to define a random walk associated with a group action:
Definition 2.4. Let X be a finite set and let G be a group acting on X . Let µ denote a probability distribution on G. We define a random walk associated with the action of G on X to be the Markov process with transition probabilities given as follows: for every x, y ∈ X we let p xy = µ({g | g · x = y}).
In the heart of the proof of the generalized Geiringer theorem lies the following fact (a variation of theorem 2.1 appears in (Rosenthal, 1995) ): Theorem 2.1. Let X be a set, let G be a finite group acting transitively on the set X and let H ⊆ G be a subset of G which satisfies the following two properties:
e ∈ H where e denotes the identity of the group G.
Let µ denote a probability distribution on G which is concentrated on H (meaning that µ(g) > 0 ⇐⇒ g ∈ H). Then the random walk associated with the action of G on X has a unique stationary distribution and this stationary distribution is the uniform distribution.
Proof. Denote by p n xy the probability that a state y ∈ X is reached from the state x in exactly n steps. Notice that, since the group G is finite, and since H generates G, there exists a large enough n so that for every g in G we have p n x (g·x) > 0. Indeed, since H generates G, for every g in G there exists a positive integer n g and elements h
This shows that the random walk associated to the action of G on X is an irreducible Markov chain with a finite state space (X is finite because G is finite and because G acts transitively on X ) and, therefore, it has a unique stationary distribution. To prove the desired assertion, now it suffices to check that the uniform distribution on X is stationary. This boils down to a direct computation: Denote by π the uniform distribution on X . We then have π(x) = 1 |X | . Now, if π is taken to be the initial distribution, then the distribution in the next generation, say ρ, is given as
( h∈H µ(h) = 1 since µ is concentrated on H). This shows that the uniform distribution is, indeed, stationary and completes the proof.
To extend Geiringer's theorem we need to recall the following basic fact which follows immediately from the definition of a group action: Proposition 2.2. Let G be a group acting on a set X . Consider the relation ∼ on X defined as x ∼ y if and only if there exists an element g in G such that g · x = y. Then ∼ is an equivalence relation on X .
Proof. x = e · x, so x ∼ x which shows that ∼ is reflexive. If x ∼ y then there exists a group element g in G such that g · x = y. But then x = g −1 · y so that y ∼ x. This shows that ∼ is symmetric. Finally, if x ∼ y and y ∼ z then there exist group elements g and h in G such that g · x = y and h · y = z. Now simply observe that (hg) · x = h · (g · x) = h · y = z. Thereby, ∼ is transitive. We now conclude that ∼ is an equivalence relation.
The equivalence classes under ∼ are known as orbits (see (Dummit and Foote, 1991) for a more detailed treatment).
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Notice now that the transitivity assumption in theorem 2.1 is not restrictive at all: if G is any finite group acting on a set X then G acts transitively on the set O x (see definition 2.5). Now simply apply theorem 2.1 to the set O x to obtain the following: Corollary 2.3. Let X be a set, let G be a finite group acting on the set X and let H ⊆ G be a subset of G which satisfies the following two properties:
2. e ∈ H where e denotes the identity of the group G.
Let µ denote a probability distribution on G which is concentrated on H (meaning that µ(g) > 0 ⇐⇒ g ∈ H). Fix an element x ∈ X . Then the random walk associated with the action of G on X which starts initially at x, in the long run visits every element of O x equally likely. Remark 2.1. Observe that in the statement of corollary 2.3, O x can be alternatively described as follows: O x = {y | p t xy > 0 for some t ∈ N}. This can be easily seen from the proofs of theorem 2.1 and corollary 2.3.
The description of the evolutionary computation techniques which appears below will allow us to establish Geiringer-like results in a rather general setting by means of corollary 2.3. A significant part of the framework presented below is also available in (Mitavskiy, 2004a) and in (Mitavskiy, 2003) .
Notation
Ω is a finite set, called a search space. F q is a collection of q-ary operations on Ω. Intuitively F q can be thought of as the collection of reproduction operators: some q parents produce one offspring. In nature often q = 2, for every child has two parents, but in the artificial setting there seems to be no special reason to assume that every child has no more than two parents. When q = 1, the family F 1 can be thought of as asexual reproductions or mutations. The following definitions will be used in section 4 to describe the general evolutionary search algorithm. This approach makes it easy to state Geiringer's theorem. Definition 3.1. A population P of size m is simply an element of Ω m . (Intuitively it is convenient to think of a population as a "column vector".) Remark 3.1. There are 2 primary methods for representing populations: multi-sets and ordered multi-sets. Each has advantages, depending upon the particular analytical goals. Lothar Schmitt has published a number of papers which use the ordered multiset representation to advantage (see, for instance, (Schmitt, 2001) and (Schmitt, 2004) ). According to definition 3.1, in the current paper we continue the development of analysis based upon this presentation. The following example illustrates an aspect of the representation which the reader should keep in mind: According to definition 3.1 these should be considered distinct populations despite the fact that they represent the same population under the multi-set model.
An elementary step is a probabilistic rule which takes one population as an input and produces another population of the same size as an output. In the current paper we shall analyze only those elementary steps which model recombination. Normally, in a practical situation, an elementary step of selection is also involved. Some preliminary results about the algorithms involving selection appear in (Mitavskiy and Rowe, 2005) In order to describe an elementary step modelling reproduction in a general setting we introduce the following preliminary definitions: Definition 3.2. Fix an ordered k-tuple of integers q = (q 1 , q 2 , . . . , q k ). Let K denote a partition of the set {1, 2, . . . , m} for some m ∈ N. We say that partition K is q-fit if for every element P of the partition K we can find an i (depending on P ) such that P consists of exactly q i elements. In logical symbols this means that if 
. . , T qi )}) to denote the probability that the tuple of transformations
Finally, let ℘ m be a probability distribution on the collection E m q of partitions of {1, 2, . . . , m} (see definition 3.2 above). We then say that the ordered
The following definition of reproduction covers many types of q parents → q children crossovers. In particular, it covers mutation (1 parent → 1 child crossover) Remark 3.2. Although 2 parents → 1 child crossover is often exploited in practice, the results of the current paper apply only in the case when the number of children produced is the same as the number of parents taken as an input during the recombination process. This is why definition 3.4 stated below models only q parents → q children crossovers.
Definition 3.5 (see also remark 3.3) will make it possible to combine different reproduction operators in a simple and natural way. 
The individuals of P are partitioned into pairwise disjoint tuples for mating according to the probability distribution ℘ m . For instance, if the partition selected ac-
. . .
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Having selected the partition, replace every one of the selected q j -tuples
qj . This gives us a new population which serves as the output of this elementary step.
Notice that a single child does not have to be produced by exactly two parents. It is possible that a child has more than two parents. Asexual reproduction (mutation) is also allowed. Remark 3.3. Intuitively, the steps in a cycle are linked together in such a way that the output of step s i is the input of step s i+1 . This is why all of the steps in the same cycle must have the same underlying search space and the same arity of input/output (otherwise the input/output relationship does not make sense).
We are finally ready to describe a class of evolutionary heuristic search algorithms about which we can prove Geiringer-like results for finite populations. This class of algorithms is more general than those classes for which Geiringer-like results have been previously established, although at the same time that class does not permit as strong a collection of Geiringer-like results as have been previously established (see, for instance, theorem 10.7 of (Vose, 1999) ).
How Does Our Heuristic Search Algorithm Work?
Our evolutionary search algorithm works as follows. Fix a cycle of elementary steps C. Now start the algorithm with an initial population P . This population may be selected completely randomly, or it may also be predetermined depending on the circumstances. The actual method of selecting the initial population P is irrelevant for the purposes of the current paper. To run the algorithm with cycle C, simply apply each of the elementary steps in turn, starting with input P . The output from the first step becomes the input to the second step, and so on. We repeatedly apply C for a finite number of times. Definition 4.1. A sub-algorithm of a given evolutionary search algorithm defined by a cycle C is simply an evolutionary search algorithm defined by a subsequence of C.
A recombination sub-algorithm is sub-algorithm defined by a sequence of elementary steps of type reproduction only.
The Extended Geiringer Theorem
To understand the intuitive meaning of the definitions below, see sections 3 and 4.
Definition 5.1. Given a set Ω and a family of transformations
q . Now consider the transformation
We say that the transformation T 1 , T 2 , . . . , T q is the tupling of the ordered q-tuple
The next definition emphasizes an important property of recombination which many evolutionary search algorithms have and which is sufficient to extend the Geiringer's theorem. To alleviate the level of abstraction we try to motivate the definition by pointing out this important property in case of a classical genetic algorithm. Suppose the search space is Ω = {0, 1}
5 . For the sake of concreteness, let's assume that the individuals a = (0, 1, 0, 1, 0) and b = (1, 0, 1, 0, 1) are selected for crossover. It is possible to replace the pair (a, b) with the pair (c, d) where c = (0, 0, 0, 1, 1) and d = (1, 1, 0, 0, 0) by applying the masked crossover transformations L {1, 3, 4} : Ω 2 → Ω sending a given pair ((a, b, c, d, e) , (f, g, h, k, l) ) to the individual (a, g, c, d, l) to obtain the first child and b, c, k, e) . Traditionally, when using 2 parent → 2 children crossover, such a thing is rarely done in practice, though. The point is that by doing so we may loose one of the alleles. In the above example the allele 1 does not appear in the third position of any one of the children while it is present in the third position of the second parent. One reason why 2 parent → 2 children crossover is often exploited in practice is so that the alleles are swapped and, thereby, neither one of them is lost during the process. In order to perform the swap one would have to use either the transformation L {2, 5} in place of L {2, 3, 5} to obtain the second child or the transformation L {1, 4} in place of L {1, 3, 4} to obtain the first child. Interestingly enough, this also ensures that the pair of parents can always be obtained from the pair or children by performing crossover alone (no mutation), or, in other words, that the transformation
Example 5.1. More generally, for the classical genetic algorithm the search space
Swapping the alleles when performing crossover corresponds to selecting the pair of transformations (L M , LM ) whereM denotes the complement of M in {1, 2, . . . , n}. At the same time the following is also true (for a more general version of proposition 5.1 which uses the ideas from (Mitavskiy, 2003) see theorem 3.3.7 of (Mitavskiy, 2004b) ).
n}, is bijective (one-to-one and onto) if and only if
is an involution (it is its own inverse) i. e. applying the same crossover transformation to the pair of children gives back the original parents.
For the "only if" part, suppose to the contrary that L M , L K is bijective and yet K =M . Then either K ∩ M = ∅ orK ∩M = ∅ which means that either there exists an i ∈ K ∩ M or there exists an i ∈K ∩M . In either case, according to the way in which the transformations in the family F M are defined (see the discussion above), there is an i such that either one of the following is true:
1. For all a = (a 1 , a 2 , . . . , a n ) and
2. For all a = (a 1 , a 2 , . . . , a n ) and
. . , a n ). Without loss of generality assume that condition 1 above holds (otherwise 2 holds and the argument below can be repeated
is the subset of the search space determined by the Holland schema H = ( * , * , . . . , * , u, * , . . . , * ) having u in the i th position and the * symbol everywhere else. Since the subsets of the search space determined by Holland schemata are well known to be invariant under crossover (see, for instance, corollary 3.4 of (Mitavskiy, 2004a 
Definition 5.2. A given elementary step of type reproduction associated with the re-
is said to be bijective if it satisfies condition 1 stated below:
1. For every i with
. . , T qi is a bijection (a one-to-one and onto map of Ω qi onto itself). If, in addition to condition 1, condition 2 stated below is satisfied as well, then we say that the algorithm is bijective and self-transient.
For every i with
. We say that a recombination sub-algorithm (see definition 4.1) of a given evolutionary search algorithm is bijective (and self-transient) if every given term of the subsequence by which the sub-algorithm is defined is bijective (and self-transient). Remark 5.1. Notice that no explicit assumption is made about the probability distribution on the partitioning, ℘ m . Remark 5.2. It is possible to weaken property 2 so that the generalized Geiringer theorem still holds by using the so-called "postage stamp problem" (see exercise 6 on page 277 of (Dummit and Foote, 1991) ), but this does not introduce any new ideas of particular interest to the current paper, even more so since most reasonable evolutionary search algorithms satisfy condition 2.
The properties of definition 5.2 allow us to apply corollary 2.3 from section 2 by means of lemma 5.3 to extend the Geiringer's theorem. To alleviate notation complexity at least to some extent, we shall prove the following intermediate lemma first: 
Lemma 5.2. Let s denote a bijective elementary step and let
m , the output of s is obtained by selecting a permutation π ∈ H according to the probability distribution µ and applying it to x. In other words, the output of s on the input x is π(x) with probability µ(π).
Moreover, if the elementary step s is self-transient as well, then
2). Now for every i with 1 ≤ i ≤ l fix a particular choice of tuples of transfor- −1 which sends a given x ∈ Ω m into y ∈ Ω m corresponding to the element
. . , τ l are chosen for reproduction as in definition 3.4 } denote the set of all such transformations. By construction H consists of bijections and so H ⊆ S Ω m . Moreover, according to the construction above, the probability, say µ, with which a transformation in H is selected to obtain an output of s on a given input depends exclusively on the choice of a q-fit partition K which is made with respect to the probability distribution ℘ m and on the choices of tuple-transformations τ 1 , τ 2 , . . . , τ l which depends on K and on the probability distributions p 1 , p 2 , . . . , p k . This establishes the first assertion of the lemma. The second assertion is almost immediate: if s is self-transient then τ i = 1 Ω |P i | has a positive chance of being selected. Doing so for every i with Proof. According to lemma 5.2 for every τ with 1 ≤ τ ≤ j there is a subset H τ ⊆ S Ω m and a probability distribution µ τ on H τ such that the output of the elementary step s n on any given input x is π τ (x) with probability µ τ (π τ ). Now simply define
• π τ } and let µ be the probability distribution on H which selects a given permutation π = π 1 • π 2 • . . .
• π τ ∈ H by choosing every π k with probability µ k independently. It is easy to see that this choice of H and µ establishes the lemma.
In (Vose, 1999) it has been pointed out that heuristic search algorithms give rise to the following Markov process 3 (see also (Coffey, 1999) , for instance): The state space of this Markov process is the set of all populations of a fixed size m. This set, in our notation, is simply Ω m . The transition probability p xy is simply the probability that the population y ∈ Ω m is obtained from the population x by going through the cycle once (where the notion of a cycle is described in section 4: see definition 3.5 and remark 3.3). These transition probabilities have been computed in (Vose, 1999) , but the formulas are rather involved and the Markov chain obtained in such a way is, in general (without any extra assumptions about the algorithm), difficult to analyze. Lemma 5.3 shows that a Markov chain associated with a bijective and self-transient sub-algorithm is a random walk associated with a group action (see definition 2.4 and example 2.2). Indeed, if A is a given bijective and self-transient algorithm, let H be a set of permutations constructed in Lemma 5.3. Let G be the subgroup of S Ω m generated by H (the set of all products of elements of H is a subgroup of S Ω m since S Ω m is a finite group). According to remark 2.1 definition 5.3, proposition 5.4 and definition 5.4 describe the orbit of a given population x under the action of the group G on the set of populations Ω m (this is the action described in example 2.2): Definition 5.3. Fix an evolutionary search algorithm A. Denote by p t x,y the probability that a population y is obtained from the population x upon the completion of t complete cycles (in the sense of definition 3.5 and remark 3.3) of the algorithm. We say that a population x leads to a population y under A if and only if p t x,y > 0 for some t. We also write x A −→ y as a shorthand notation for x leads to y. (This terminology is adopted from (Coffey, 1999) .)
The following proposition is then simply a restatement of proposition 2.2 in our specific case: 3 In the current paper the state space of this process is slightly modified for technical reasons which will be seen later.
When a given bijective and self-transient algorithm A starts running with the initial population P thanks to proposition 5.4, only the populations in [P ] A may occur with nonzero probability. It makes sense, therefore, to restrict the state space of our Markov chain to include only the elements of the equivalence class [P ] A . We shall call such a Markov process "the Markov chain initiated at P " (compare with the discussion following definition 2.5). The generalized Geiringer theorem is now simply a special case of the corollary 2.3: Remark 5.3. The statement of theorem 5.5 appears to be very different from the way in which the classical result has been stated. The similarity between the two versions will become more clear in section 6 (see also remark 5.5). It is also worth mentioning that the classical version of the Geiringer theorem for infinite population does not require the reproduction transformations to be bijective. Remark 5.4. Property 2 of definition 5.2 ensures that p 1 x,y > 0 which prevents the Markov chain initiated at some population P from being periodic. However, for small self-transition probability there may be rather long periodic transients. Sinclair (Sinclair, 1992 ) set the lower bound on the self-transition probability to 1 2 to ensure that all eigenvalues of the Markov chain are nonnegative, hence preventing any transient periodicities. Such a lower bound is unreasonable in our circumstances as the selftransition probability is usually quite small. However, there may be other mechanisms which ensure reasonably fast convergence to the stationary distribution. We leave this subject for future investigation. Remark 5.5. Notice that the framework above seems to apply to the algorithms with a fixed population size (which is denoted by m throughout the paper). It is worth pointing out that there is actually no restriction of this sort in the following sense. One can simply think of a population P as a probability distribution on the search space Ω defined as follows: Given a population P ∈ Ω m denote by λ P the probability distribution on Ω defined by λ P (x) = (the number of times x occurs in P )/m. Thereby we have a function φ : Ω m → Λ m between the set of all populations of size m and the collection of all probability distributions on Ω which assign to a given singelton subset {x} ⊆ Ω a rational probability whose denominator (when the fraction is written in the reduced form) divides m. The Markov transition matrix associated with an evolutionary algorithm with a fixed population size defines an operator, M : Z → Z, on the collection Z of probability distributions on [P ] A . Theorem 5.5 says that for any z ∈ Z the sequence
. Evidently, the map α is continuous and so we deduce that the sequence of distributions
. . converges to the distribution α( ) where denotes the uniform distribution on [P ] A . This interpretation of theorem 5.5 stays more in line with the way in which the classical Geiringer theorem is stated. The primary difference between the two versions lies in the fact that the sequence of probability distributions obtained from the Markov chain is actually very different from the sequence obtained applying the "crossover operator" in the introduction. Interestingly, it turns out that the two sequences do converge to the same limit distribution when we use 2 parent → 2 children crossover in the finite population model for the classical GA and variable length GP as we shall see in later sections. Although the general circumstances under which this happens remain an open question, some progress in this direction has already been made and it will be presented in a sequel paper.
Applications
In order to obtain the classical versions of the Geiringer theorem for the known examples (examples 5.1, 6.2 and 6.3) from the generalized version (theorem 5.5), one has to introduce a few definitions and to prove a few corollaries first: Definition 6.1. We define the characteristic function X : Ω m × P(Ω) → N ∪ {0} as follows: X (P, S) = the number of individuals of P which are elements of S. (Recall that P ∈ Ω m is a population consisting of m individuals and S ∈ P(Ω) simply means that S ⊆ Ω.)
Suppose Ω = {0, 1}
5 , and S ⊆ Ω = {0, 1} 5 is determined by the Holland schema ( * , 1, * , 1, * ). Then the 1 st , the 2 nd , and the 5 th rows of P are elements of S. The rest of the rows of P are not in S. Thereby, exactly 3 rows of P are elements of S, so that X (P, S) = 3. Definition 6.2. Fix an evolutionary algorithm A and an initial population P ∈ Ω m . Let P (t) denote the population obtained upon the completion of t cycles of the algorithm A. For instance, P (0) = P . Denote by Φ(S, P, t) the proportion of individuals from the set S which occur before time t. That is, Φ(S, P, t) =
. (Notice that tm is simply the total number of individuals encountered before time t. The same individual may be repeated more than once and the multiplicity contributes to Φ.) Denote by X (2, S) : Ω m → N the restriction of the function X when the set S is fixed (the notation suggests that one plugs a population P into the box).
Corollary 6.1. Fix a bijective and self-transient algorithm A and an initial population P ∈ Ω m . Denote by [P ] A the uniform probability distribution on Proof. This is a natural consequence of the generalized Geiringer theorem (theorem 5.5). The details are as follows: Fix an initial population P . For any given population P ∈ [P ] A denote by #(P , t) the number of times that the population P has been encountered during the run before time t. With this notation we have
But, according to theorem 5.5, lim t→∞
which is exactly what we were after.
To establish the next corollary which brings us one step closer to deriving results similar in flavor to Geiringer's original theorem we need one more, purely formal, assumption about the algorithm: Definition 6.3. We say that a given algorithm A is regular if the following is true: for every population P = (x 1 , x 2 , . . . , x m ) ∈ Ω m and for every permutation π ∈ S m , the population obtained by permuting the elements of P by π, namely π(P ) = (x π(1) , x π(2) , . . . , x π(m) ) ∈ [P ] A . In words this says that the equivalence classes [P ] A are permutation invariant.
Remark 6.1. Definition 6.3 is only needed because our description of an evolutionary search algorithm uses the ordered multi-set model. This makes the generalized Geiringer theorem (theorem 5.5) look nice (the stationary distribution is uniform on [P ] A ). A disadvantage of the multi-set model is that it allows algorithms which are not regular. If we were to use the model of (Vose, 1999) where the order of elements in a population is not taken into account (a reasonable assumption since most evolutionary algorithms used in practice are, indeed, regular) then the Generalized Geiringer theorem would have to be modified accordingly since the stationary distribution of the corresponding Markov process would be different from uniform (it is not difficult to compute it though since the corresponding Markov chain is just a "projection" of the one used in the current paper). 
(Indeed, since [P ] A is the uniform distribution, any bijection on [P ] A is an isomorphism of probability spaces. Thanks to the regularity assumption (see definition 6.3) the map t i↔j which swaps i th and j th individuals is a well-defined bijection on [P ] A . Therefore,
.) It follows, therefore, that for every i we have E [P ] A (X i (P )) = [P ]A (V S ). Now simply observe that X (2, S) = m i=1 X i so that, according to corollary 6.1, we have
Remark 6.2. Notice that corollary 6.2 says that lim t→∞ Φ(S, P, t) is simply the proportion of all populations whose 1 st element is in S among all populations in [P ] A .
The classical and the other already existing versions of the Geiringer theorem are fairly routine consequences of corollaries 6.1 and 6.2. The only relatively tedious step is to describe the equivalence class [P ] A explicitly. We shall informally refer to this step as proving the "orbit-description lemma". Example 6.2 (Classical Genetic algorithm). Continuing with example 5.1 let s 2 denote the elementary step of type reproduction associated with the reproduction 1-tuple
Here p is a probability distribution on the set (F M ) 2 which is concentrated on the pairs of the form (L M , LM ) whereM denotes the complement of M in {1, 2, . . . , n}. Notice that if M = {1, 2, . . . , l} or M = {l + 1, . . . , n} then L M is simply the one-point crossover transformation. Often p is also concentrated on the pairs of the form (L M , LM ) where M = {1, 2, . . . , l} or M = {l + 1, . . . , n} so that one uses only the one-point crossover transformations. ℘ m is then a probability distribution on the collection of partitions of the set of m elements into 2-element subsets (in the classical case, usually m is even). Usually ℘ m is taken to be the uniform distribution.
5 Now we simply let s 2 be the elementary step of type reproduction associated with the reproduction 1-tuple Ω crossover . Notice that the classical genetic algorithm described here is bijective and self-transient regardless of whether one uses only the one-point crossover transformations or the entire family of masked crossover transformations. Indeed, p is concentrated on the transformations of the form (L M , LM ) and every transformation of this form is an involution on Ω 2 , hence it is bijective (see proposition 5.1). This shows that condition 1 of definition 5.2 is satisfied. Condition 2 of definition 5.2 follows from the observation that if we let M = {1, 2, . . . , n} then (L M , LM ) = 1. The next step is to establish an appropriate "orbit-description" lemma. We prove Lemma 6.3 (as well as lemmas 6.5, 6.6, and 7.3) under the following two conditions on the algorithm A: Definition 6.4. We say that a given genetic algorithm A is fully shuffling if the following two conditions are satisfied:
1. For every pair {i, j} with i = j there exists a partition P ∈ E m (2) (see definition 3.2) such that {i, j} ∈ P and ℘ m (P ) > 0.
2. Every one-point crossover transformation has a positive probability of being chosen. 
where S m denotes the group of all permutations of the set {1, 2, . . . , m}.
Proof. This follows from the fact that every permutation on a finite set can be written as a product of transpositions (see for example (Dummit and Foote, 1991) ) together with the observation that it is possible to apply masked crossover transformations which swap (transposes) two given alleles in a given column and fixes the rest of the alleles so that the group generated by all of the permutations constructed in the proofs of lemmas 5.2 and 5.3 (lemma 5.2 is sufficient since we deal with crossover alone) is (S m ) n where S m is the group of permutations on the set of m elements. The desired assertion for the case when we use the entire family of masked crossovers now follows at once. The observation that every masked crossover is a composition of one-point crossovers completes the remainder of the argument.
Corollary 6.2 tells us that lim t→∞ Φ(S, P, t) = [P ]A (V S
. This equation holds, in particular, for the singleton set S = {h = (h 1 , h 2 , . . . , h n )}. Recall that [P ] A is the uniform probability distribution on the set [P ] A which is explicitly described in Lemma 6.3. The probability space [P ] A equipped with the uniform distribution [P ] A is easily seen to be isomorphic to the product of the following probability spaces: Let I m = {1, 2, . . . , m} and let f i : I m → A i be defined as follows: f i (j) = a ji . In words, f i is simply the function which assigns to j the i th allele of the j th individual of P . Let Θ i = {f i •π | π ∈ S m }. Now equip every Θ i with the uniform distribution ρ i and let Θ = n i=1 Θ i . Evidently the distribution ρ = n i=1 ρ i is the uniform distribution on Θ (since it is the product of uniform distributions) so that the natural bijective identification
is an isomorphism of probability spaces. Now, according to corollary 6.2 together with the above observation, we have lim t→∞ Φ({h}, P, t) = ρ(K) where
P, i) (recall from the introduction that Φ(h i , P, i)
traditionally denotes the proportion of the individuals in the population P belonging to the schema ( * , * . . . , * , h i , * , . . . , * ) which has h i in the i th position and has no other fixed positions). Combining all of the above, we finally obtain:
which is precisely what the classical Geiringer theorem asserts.
When deriving schema-based versions of Geiringer theorem for more complicated algorithms (such as linear genetic programming described in the next example) the following strategy may be implemented: Continuing with the notation in corollaries 6.1 and 6.2, suppose we are given a nested sequence of subsets of the search space:
just the proportion of populations in [P ]
A whose first individual is a member of S j inside the set of populations in [P ] A whose first individual is a member of S j−1 . We summarize this observation in the following corollary:
Corollary 6.4. Fix a regular bijective and self-transient algorithm A and an initial population
P ∈ Ω m . Fix a nested sequence of subsets S 1 ⊇ S 2 ⊇ . . . ⊇ S n of individuals in Ω (S 1 ⊆ Ω). Then lim t→∞ Φ(S n , P, t) = 1 m E [P ] A (X (2, S 1 )) · n−2 j=0 |V Sn−j | |V Sn−j−1 |
where, as before, V S denotes the set of all populations whose first individual is a member of S for a given subset S ⊆ Ω.
Example 6.3. (Variable-Length GA or Linear GP:) This type of algorithm is considered in (Poli et al., 2002) . The search space is Ω = N n=1 n i=1 A i where |A i | ≥ 2. To define the family of masked crossover transformations we proceed as follows: Denote by I n = {1, 2, . . . , n} the set of all integers between 1 and n. Then P(I n ) denotes the power set (i. e. the set of all subsets) of I n The elements of P(I n ) (i. e. the subsets of I n ) serve as binary masks of length n.
→ Ω which can be described in words as follows: Fix any a = (a 1 , a 2 , . . . , a l ) and b = (b 1 , b 2 , . . . , b k ) ∈ Ω. Without loss of generality assume that l < k. Then the common region for the crossover is I l = {1, 2, . . . , l} and, if i ∈ M l , the i th allele of the offspring is the i th allele of the first parent, while if i / ∈ M l , the i th allele of the offspring is the i th allele of the second parent. The largest element of M l has a similar meaning, except this time if the allele to be transferred to form the offspring belongs to the longer parent, then also the alleles to its right are transferred. Formally we can write T M (a, b) = x = (x 1 , x 2 , . . . , x B(l, k) ) where 1, 3, 3, 5, 5) . Notice that the result of crossover is completely determined by M 5 . This is simply because the shorter parent has length 5. The offspring has the length of the shorter parent because it is the 1 st parent and also because 5 ∈ M . If the 1 st parent is the longer one (namely b) then the result of crossover is T M (b, a) = (2, 2, 4, 4, 6, 7, 8) . We let
Once again there are many different ways to choose a probability distribution on the set F 2 . For the elementary step (crossover) to be bijective (see definition 5.2), it is sufficient and necessary that the probability distribution is concentrated on the pairs of the form 
. , I N ).
All we have to do now is to select a probability distribution on the set N n=1 P(I n ) (if a given element M ∈ N n=1 P(I n ) is chosen, then this corresponds to selecting the pair (T M , TM)). To obtain a description which is probabilistically equivalent to the one given in (Poli et al., 2002) , for every i with 1 ≤ i ≤ N fix a probability distribution p i on P(M i ) Now let p = N n=1 p n be the probability distribution on N n=1 P(I n ). To obtain the classical case where each mask is equally likely to be chosen, simply let every p n be the uniform distribution on P(I n ). The probability distribution ℘ m on the collection of all partitions into 2-element pieces of a set of cardinality m can be chosen in the same way as in example 6.2 above. Usually it is chosen to be uniform, but Geiringer's theorem applies under more general circumstances. We let s 2 be the elementary step of type reproduction associated with the reproduction 1-tuple Ω crossover = (Ω, F , p, ℘ m ). Let A denote the algorithm defined by a cycle C = {s 2 } (A simply performs crossover repeatedly). Here it is convenient to state the orbit description lemma in terms of schemata. We adopt the notation from (Poli et al., 2002) 
In words, S H is simply the subset of all individuals whose length is at least i + 1.
of the search space which is simply the set of all individuals of length exactly equal to i + j whose last j alleles are h i+1 , h i+2 , . . . , h i+j .
Fix a population P . Recall, that for a given subset S ⊆ Ω, X (P, S) denotes the number of individuals of P which are elements of S (see definition 6.1), while V S denotes the set of populations in [P ] A whose first individual is a member of S (see corollary 6.2). In case when S = S H for some schema H, we shall write X (P, H) instead of X (P, S H ) and V H instead of V SH respectively. Before proving the orbit-description lemma, let's recall a well-known fact about crossover in genetic algorithms: Remark 6.3. Notice that due to our choice of the probability distribution on F 2 , the alleles are neither lost nor created during crossover. In terms of schemata this means that
(Crossover is defined in such a way that an interior allele can not become a terminal allele and vice versa: a terminal allele can not become an interior one after crossover.) In particular, the function X (2, S H ) is constant on the equivalence class [P ] A and its value is X (P, H) = X (P, ( * l−1 , h l )). This tells us that the expectation (with respect to an arbitrary probability distribution) of X (2,
which is simply the number of individuals of length l whose last allele is h l which occur in P (we shall need this fact to apply corollary 6.4).
It turns out that it is a lot more convenient to establish the orbit-description lemma in a special case when all of the alleles corresponding to the same gene occurring in the initial population P are distinct. In mathematical symbols this assumption means that if H = (
We shall then apply corollary 6.4 to derive a schema-based version of Geiringer theorem for this special case. The general case will then follow by assigning enough extra labels to the alleles involved and then looking at the projection obtained by deleting the extra labels. A completely analogous strategy will be used in a forthcoming paper when we derive a schema-based version of Geiringer theorem for non-linear genetic programming.
Before stating the next orbit-description lemma let's notice that definition 6.4 can be restated for the case of a variable-length genetic algorithm just as easily. The only thing that needs to be formally mentioned is that one-point crossover transformations for a linear GP are just these which are built from the one-point crossovers for the classical GA:
P(I n )} of the masked crossover transformations for the linear GP (variable-length GA) as described in the preceding discussion. We say that a transformation F ∈ F is a one-point crossover transformation if for every a = (a 1 , a 2 , . . . , a l ) and b = (b 1 , b 2 1 , a 2 , . . . , a q , b q+1 , . . . , b k ) or F (a, b) = (b 1 , b 2 , . . . , b q , a q+1 , . . . , a l ) .
We also say that a given variable-length genetic algorithm is fully shuffling if conditions (1) and (2) below are satisfied:
2. Every one-point crossover transformation has a positive probability of being chosen.
Lemma 6.5. Let A denote a fully shuffling variable-length genetic algorithm (see definition 6.8). Fix an initial population P such that for any schema H of the form H = ( *
Consider the following sequence of subsets of the search space Ω determined by schemata: ( *  l−j+1 , #) ) .
Proof. The key idea of the proof is to establish the following fact:
Proof. In case X (P, (
Thanks to our extra assumption, the only other possibility is that X (P, (
A defined as follows: Given a population Q ∈ [P ] A , let x and y denote the unique individuals of Q fitting the schemata (
. Let now F (Q) denote the population obtained from Q by replacing the individuals x and y with the corresponding pair of children obtained by swapping the i th alleles of x and y and leaving the rest of the individuals of Q as they were. Notice that
A denotes the identity map. In particular, this tells us that F is bijective. Moreover, due to the way F is defined, we immediately get a2, hi+1, hi+2,...,h l ) and, likewise,
which implies the desired assertion. j , a, h l−j+2 ,...,h l ) . Moreover, according to the claim above, the only alleles a ∈ A l−j+1 which contribute to the disjoint union above are such that X (P, ( * l−j , a, #)) = 1. Furthermore, according to the claim, all the constituents corresponding to such alleles have the same number of elements. Evidently, |{a | X (P, ( * l−j , a, #)) = 1}| = X (P, ( * l−j+1 , #)) (remember that we assumed Evolutionary Computation Volume 14, Number 1 that all of the alleles corresponding to the same gene in P are distinct). Combining the deductions above together with the assumptions of the lemma we obtain
Now observe that S
Notice that j = 1 since by our assumption X (P, ( * l−1 , h l )) > 0 which means that there exists an individual of P fitting the schema ( * l−1 , h l ). Even if this individual is not the first one in the population, since our algorithm, A, is regular (see definition 6.3) it follows that V ( * l−1 ,h l ) > 0. So j = 1. But now simply observe that we get
which contradicts the minimality of j.) We now immediately obtain the equation
which establishes the lemma.
We now combine corollary 6.4 with lemma 6.5 to obtain the following Lemma 6.6. Let A denote a fully shuffling variable length genetic algorithm. Fix an initial population P such that for any schema H of the form H = (
.
To obtain the general case, suppose we are given an initial population P (in which 2 different individuals may have the same allele in the i th position). For every i between 1 and N consider the (relabelling) function f i : {1, 2, . . . , m} → A i ∪ {0} sending j ∈ {1, 2, . . . , m} into the i th allele of the j th individual of P if the length of the j th individual of P is at least i and to 0 if the length of the j th individual of P is less than i. Consider a new variable length genetic algorithm with the search space Θ =
that m is the number of individuals in the population P ). Notice that the relabelling functions induce a "projection" function ϕ : Θ m → Ω m which sends a given population Q consisting of the individuals from Θ to the population ϕ(Q) ∈ Ω m such that the i th allele of the j th individual of ϕ(Q) is f i (j) as long as f i (j) = 0 (0 does not correspond to any allele at all and serves as the terminating symbol) and the length of the j th individual of Q is the largest i such that f k (j) = 0 for every k ≤ i. Notice that the projection map ϕ commutes with the elementary step of crossover in the sense that performing the elementary step of crossover with fixed parameters (partition and the choice of crossover transformations) on a population Q ∈ Θ m and applying the projection afterwards produces the same population as applying the projection first and performing the elementary step of crossover with the same parameters afterwards. This tells us, in particular, that ϕ([P ] B ) = [P ] A where B is the algorithm defined in the same way as A with the exception that the search space is Θ instead of Ω and P ∈ Θ m is the population obtained from P in the following way: The j th individual of P has the same length as the j th individual of P and every allele of the j th individual of P is equal to j (note that ϕ(P ) = P ). In view of the observations made above, running the algorithm A starting with the initial population P is probabilistically equivalent to running the algorithm B with the initial population P and applying "projection" ϕ to every output population to see what the corresponding population is for the algorithm A. Seeing things this way tells us that a given individual h = (h 1 , h 2 , . . . , h l ) ∈ Ω is encountered in the projected population ϕ(Q) (here Q denotes some population in [P ] B which is encountered during a run starting at P ) whenever an individual x = (x 1 , x 2 , . . . ,
Thereby, the limiting frequency of occurrence of the individual h = (h 1 , h 2 , . . . , h l ),
Notice that lemma 6.6 applies to the algorithm B and we immediately obtain
Plugging the right hand side of the last equation into the preceding one and observing that |f
Recall from definition 6.2 that the ratios
are denoted by Φ(S ( * i−1 , hi, #) , P, 0) and Φ(S ( * i , #) , P, 0) respectively so that we can write
which is precisely the version of Geiringer's theorem obtained in (Poli et al., 2002) . In a forthcoming paper we shall use corollaries 6.4 and 6.1 to derive a similar schema-based version of Geiringer theorem for non-linear GP with homologous crossover based on Poli's schemata (see, for instance, (Poli, 2000) for the notion of Poli's schemata).
Evolutionary Computation Volume 14, Number 1
What Does the Generalized Geiringer Theorem Say When Mutation Is Present?
It turns out, that whenever the mutation rate is positive (regardless of how small it is), the stationary distribution of the irreducible Markov chain for most evolutionary search algorithms in the absence of selection is uniform. This is, actually, almost an immediate corollary of the generalized Geiringer theorem (theorem 5.5). A less general Geiringer-like theorem dealing with positive mutation was obtained in (Spears, 2000) .
Definition 7.1. We define mutation to be the elementary step of type 2 reproduction which is associated with the evolutionary 3-tuple of the form (Ω, M, p, ℘ m ) (see definition 3.4) where M is a family of unary operations, i. e. simply a family of functions on Ω. ℘ m is the trivial probability distribution which assigns probability one to the partition of Ω consisting of one-element subsets. We shall, therefore, omit ℘ m from the description and write
In case when M consists entirely of bijections, 1 Ω ∈ M and p(1 Ω ) > 0 we say that mutation is invertible.
An invertible mutation step for which there is an x such that for every y ∈ Ω there exists a transformation T y ∈ M with T y (x) = y and p(T y ) > 0 is said to be mixing.
Not every evolutionary search algorithm is equipped with a mixing and invertible mutation step, however, the main purpose of the mutation step is to make the algorithm ergodic in the sense of the following definition: Definition 7.2. We say that a given bijective and self-transient (see definition 5.2) subalgorithm A is ergodic if for some P ∈ Ω m we have [P ] A = Ω m (notice that, according to proposition 5.4, if this happens for some population P then the same is true for all populations P ). that B i and C i are disjoint. It can be the case that B i ∩ C i = ∅.) The alleles in B i are said to be internal, while these in C i are named terminal. 6 Recall from example 6.2 that B K denotes the set of all permutations of a given set K which have no fixed points. Recall also the transformation T Mn π : (
×C n was the search space in the previous example.) Now fix
Finally define the mutation transformation U M : Ω → Ω as follows:
We denote by M variable the family of all such mutation transformations. Formally,
A simple way to construct a probability distribution on the set M variable is to construct a sequence of probability distributions µ n on the sets M n = {T Mn, πn | M n = {i 1 , i 2 , . . . , i |Mn| } ⊆ I n and π n ∈ ( |Mn|−1 j=1 B Bi j ) × B Ci |Mn| }. Now one can simply choose a transformation U M by choosing every one of its components independently with respect to the distributions µ n . For example, in order to obtain an algorithm which is probabilistically equivalent to the classical case, i.e., every allele is mutated with a small probability and remains unchanged with probability 1 − , all we have to do is to choose every µ i in the same way as it was done in the previous example.
It turns out that the family of mutation transformations M variable is not mixing in the sense of definition 7.1. One can still use the generalized Geiringer theorem and corollary 6.4 to compute the limiting distribution of the Markov chain associated with the sub-algorithm A obtained from the linear GP with the standard type of mutation (the one described first in example 7.2) by omitting selection, started with an initial population P ∈ Ω m . We have already seen that the crossover elementary step satisfies 6 In view of this modification, the real search space for linear GP with homologous crossover is actually the
The restriction of any crossover transformation to this space is well-defined and does not affect the theoretical analysis presented in this paper in any way. We do need to take this into account when we consider mutation, though.
Evolutionary Computation Volume 14, Number 1 definition 5.2. To see that mutation is invertible, observe that every one of the mutation transformations from the family M variable is simply a disjoint union of bijections (the mutation transformations of the classical genetic algorithm considered in example 7.1 everyone of which was shown to be bijective) defined on disjoint sets. As usual, one has to prove an appropriate orbit-description lemma: Again we state the orbit description lemma in the language of Holland schema in a similar style as it was done in the previous section. We, therefore, introduce one more type of schema below: Definition 7.3. The schema H = ( * l ) represents the subset
In words, S H is simply the subset of all individuals whose length is exactly l.
Fix a population P . Recall from example 6.3 that we write V H instead of V SH to denote the set of all populations in [P ] A whose first individual is a member of S H where S H is the subset of the search space Ω determined by the schema H. We are now ready to state the desired orbit-description lemma which is very similar, but simpler than lemma 6.5: 
Proof. The argument is very much analogous to the corresponding part of the proof of lemma 6.5. Fix i with 1 ≤ i ≤ l − 1 and let a and b ∈ B i+1 . Now consider the function F a→b : V ( *  i , a, hi+2, hi+3,. ..,h l ) → V ( * i , b, hi+2, hi+3,. ..,h l ) defined as follows: given a population Q ∈ V ( *  i , a, hi+2, hi+3,. ..,h l ) , let F a→b (Q) denote the population whose last m − 1 individuals are the same as those of Q and the first individual of F a→b (Q) is obtained from the first individual of Q by performing mutation at position i + 1 which replaces the i+1 st allele, a with b and leaves the rest of the alleles unchanged. It is easily seen that F a→b (Q) ∈ [P ] A , and, evidently, F a→b (Q) ∈ V ( * i , b, hi+2, hi+3,...,h l ) so that the function F a→b : V ( *  i , a, hi+2, hi+3,. ..,h l ) → V ( * i , b, hi+2, hi+3,...,h l ) is well defined. Moreover, it is easy to check that F b→a : V ( * i , b, hi+2, hi+3,...,h l a, hi+2, hi+3,. ..,h l ) is a two-sided inverse of F a→b so that F a→b is a bijection and the desired conclusion that
follows at once. The second assertion of the lemma is obtained in a completely analogous way by considering the map G a→b : b) which is defined in the corresponding manner. We leave the details for the reader. Now observe that as long as mutation rate is positive (in other words, every member of the family M variable has a positive probability of being chosen) if the initial population P contains an individual of length l then [P ] A contains a population Q 1 whose first individual has length l (the algorithm A is easily seen to be regular in the sense of definition 6.3), and by applying an appropriate mutation transformation to the first individual of Q 1 we obtain a population Q whose first individual is h. In particular, this shows that hi+1, hi+2, hi+3 , hi+2, hi+3,. ..,h l ) = a∈Bi+1 V ( *  i , a, hi+2, hi+3,...,h l ) . Since all of the constituents in the unions above are disjoint and are also of equal size (thanks to the first assertion of the lemma which we already proved), it follows that |V ( * l ) | = |C l | · |V ( * l−1 , h l ) | and |V ( *  i+1 , hi+2, hi+3,. ..,h l ) | = |B i+1 | · |V ( *  i , hi+1, hi+2, hi+3,. ..,h l ) | which immediately implies the desired conclusion |V ( *  i , h i+1 , h i+2 , h i+3 ,. ..,h l ) | |V ( * i+1 , h i+2 , h i+3 ,...,h The algorithm A is regular in the sense of definition 6.3 and so we are in a position to apply corollary 6.4 to the nested sequence of subsets hi+1, hi+2, hi+3,. ..,h l ) ⊇ . . . ⊇ V (h1, h2,...,h l ) .
Notice that the function X (2, S ( * i ) ) is constant on the equivalence class [P ] A and its value is X (P, S ( * l ) ) since the number of individuals of a given length does not change when performing the elementary steps of crossover or mutation. This tells us that the expectation of X (2, S ( * l ) ) is exactly X (P S ( * l ) ) which is simply the number of individuals of length l in the population P . Combining corollary 6.4 with lemma 7.3 and the observation made above we immediately deduce that if the initial population P has an individual of length l then
As mentioned above, the family of mutation transformations M variable is not mixing in the sense of definition 7.1. The simplest way to repair the situation in such cases, is to extend the family M variable to include all permutations (bijections) on the search space. Of course, one still needs to select a probability distribution on the set of all permutations S Ω . There are many possibilities, but the simplest choice seems to be the following: select a probability distribution (α 1 , α 2 ) on the set of two elements (simply 2 nonnegative numbers adding up to 1). Usually we select α 1 α 2 > 0. Select a probability distribution, say µ on the family M variable (this is likely to be chosen in the same way as it was done above) and a probability distribution η on the collection S Ω − M variable (usually η is selected to be the uniform distribution). It will be easily shown in example 7.1 that M variable ⊆ S Ω so that S Ω = M variable ∪ (S Ω − M variable ). We now define a probability distribution ν on S Ω as follows:
One may use the entire family of permutations S Ω with a type of probability distribution described above in which case the corresponding elementary step of mutation is invertible and mixing. Indeed, by definition, S Ω consists entirely of bijections, Evolutionary Computation Volume 14, Number 1 ν(1 Ω ) = α 1 · µ(1 Ω ) > 0 because α 1 > 0 by assumption and above we have shown that µ is a probability distribution for another invertible mutation step so that µ(1 Ω ) > 0. Moreover, by definition of ν (the fact that α 1 and α 2 are positive, η is the uniform distribution on S Ω − M variable so that each transformation in S Ω − M variable has a positive chance of being chosen and µ assigns a positive probability to every transformation in the family M variable ) ν assigns a positive probability to every permutation. It is a general fact that for all x and y ∈ Ω there exists a permutation T on Ω with T (x) = y. We have shown now that the elementary step of mutation with the choices made above is, indeed, mixing.
Conclusions and Future Work
In the current paper the following contributions have been made:
1. It has been shown that the stationary distribution of the Markov chain associated with a bijective and self-transient sub-algorithm of a given evolutionary algorithm (see definition 5.2) is unique and it is always uniform on the set of populations [P ] A (see definitions 5.4, and 5.3 as well as proposition 5.4 and theorem 5.5). This fact is rather general and applies to a rather wide class of evolutionary algorithms.
2. Corollaries 6.1 and 6.2, which are stated and proved in section 6, demonstrate how theorem 5.5 generalizes the classical Geiringer theorem as well as the version established in (Poli et al., 2002) . The methodology developed in section 6 shall be used in a sequel paper to derive a schema-based version of the Geiringer theorem for nonlinear genetic programming with homologous crossover. This version is based on Poli's schemata (see (Poli, 2000) for a detailed description of Poli's schemata).
3. The extension of the Geiringer theorem (theorem 5.5) for the case of a finite population applies to a wide class of evolutionary algorithms in the presence of mutation. This subject has been discussed and illustrated with examples in section 7.
Remark 8.1. Notice, however, that theorem 5.5 applies only in the absence of a sampling stage. In fact, it is shown in (Mitavskiy and Rowe, 2005) , as a corollary of another theorem, that if a given algorithm is determined by a cycle whose last elementary step involves a sampling stage then the stationary distribution of the corresponding algorithm is never uniform 7 . Various modifications of this fact will also be established in the forthcoming paper. In particular, it will be shown that results such as corollary 7.1 still hold in the presence of flat-fitness selection despite the fact that the stationary distribution of the corresponding Markov chain is not uniform. Remark 8.2. The formal mathematical framework in which the version of the Geiringer theorem presented in the current paper is established is essentially different from the framework in which the classical version has been proved. The framework for the classical case was briefly discussed in the introduction. The main difference between the two frameworks, lies in the fact that theorem 5.5 relies heavily on the bijective property of crossover (requirement 1 of definition 5.2). This property is not at all necessary for the infinite population model. The classical Geiringer result applies to the usual 2-parent → 1-child crossover under rather mild assumptions (which certainly do not require the crossover transformations to be bijective). Interestingly, the formulas obtained in the finite population case are very similar to those derived in the classical case. The general circumstances under which the two frameworks produce the same answer remains an open question so far, although some progress has already been made. This issue will be addressed in detail in a forthcoming paper.
The proof of Geiringer's theorem (theorem 5.5), which is given in section 2, is based on classical applications of algebra to the theory of Markov processes (see (Rosenthal, 1995) for a detailed introduction to this subject). Incidentally, algebraic notions such as groups and group actions have already been applied to the study of evolutionary algorithms (see, for instance, and (Rowe et al., 2004) ). In many cases the eigenvalues of the Markov transition matrix can be computed as the values of characters on certain kinds of permutations (see section 5.2 of (Rosenthal, 1995) ). This gives some hope for estimating the rate of convergence towards the uniform stationary distribution in these cases. We leave this subject for future investigation.
