ABSTRACT: Two new nonlinear spectral conjugate gradient methods for solving unconstrained optimization problems are proposed. One is based on the Hestenes and Stiefel (HS) method and the spectral conjugate gradient method. The other is based on a mixed spectral HS-CD conjugate gradient method, which combines the advantages of the spectral conjugate gradient method, the HS method, and the CD method. The directions generated by the methods are descent directions for the objective function. Under mild conditions, we prove that the spectral conjugate gradient methods with an Armijo-type line search are globally convergent. Numerical results show the proposed methods are promising.
INTRODUCTION
Unconstrained optimization problems have extensive applications, for example, in petroleum exploration, aerospace, and transportation [1] [2] [3] . The purpose of this paper is to study the global convergence properties and practical computational performance of two Hestenes and Stiefel (HS) spectral conjugate gradient methods for unconstrained optimization without restarts, and with suitable conditions.
Consider the following unconstrained optimization problem:
where f : R n → R is continuously differentiable and its gradient is available. Iterative methods are widely used and the iterative formula is given by
where x k ∈ R n is the kth approximation to the solution, α k is a positive scalar and called the stepsize which is determined by some line search and d k is a search direction. There are many kinds of iterative methods that include Newton method 4, 5 , steepest descent method 6 , and nonlinear conjugate gradient method 7, 8 . The conjugate gradient methods are the most famous methods for solving (1) , especially in the case of large scale optimization problems in scientific and engineering computation due to the simplicity of their iteration and low memory requirements. The search direction d k is defined by
where g k = ∇f (x k ) and β k is a scalar which determines the different conjugate methods. The wellknown formulae for β k such as β
14 can be found in many related papers. The convergence behaviour of conjugate gradient methods with these formulae under some different line search conditions has been widely studied by many authors (see . In the original HS method proposed by Hestenes and Stiefel 9 β k is defined by
where
. In practical computation, the HS method is generally believed to be one of the most efficient conjugate gradient methods. Recently, some modified HS formulae have been proposed [16] [17] [18] . In these methods, the search direction is constructed to possess the sufficient descent property, and the theory of global convergence is established with different line search strategies. Zhang 17 proposed a three-term HS conjugate gradient method (called TTHS), in which the direction d k is given by
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The numerical results show that these methods are very effective. Unfortunately, the spectral conjugate gradient method 24 cannot guarantee to generate descent directions. Hence, based on the FR formula, Zhang et al 25 modified the FR method so that the direction generated is always a descent direction. The d k is defined by the following
2 ). They proved that this method can guarantee to generate descent directions and is globally convergent. In this paper, motivated by the success of the spectral gradient method, we first propose a new spectral conjugate gradient method by combining the HS method and the spectral gradient method. The direction is given by (3) and
Then, another new spectral conjugate gradient method obtained by combining the HS method and CD is proposed. The direction is given by (3) and
Under some mild conditions, we give the global convergence of the new spectral conjugate gradient methods with an Armijo-type line search 26 . The rest of this paper is organized as follows. First, we propose the corresponding algorithms and give some assumptions and lemmas, which are usually used in the proof of the global convergence properties of nonlinear conjugate gradient methods. Then, the global convergence of the new spectral conjugate methods will be proven. Some numerical experiments will be done to test the efficiency, especially in comparison with the modified FR 25 and the spectral PRP methods 26 in the last part of the paper.
ALGORITHMS AND LEMMAS
In this section, we will give the following assumption on objective function, which have often been used in the literature to analyse the global convergence of nonlinear conjugate gradient method and the spectral conjugate gradient method with inexact line searches.
Assumption 1: the level set Ω = {x|f (x) f (x 1 )} is bounded, where x 1 is the starting point.
Assumption 2: in some neighbourhood N of Ω, the objective function is continuously differentiable and its gradient is Lipschitz continuous, namely, there exists a constant L > 0 such that
Now we present the new spectral conjugate gradient method.
Algorithm 1 (Spectral HS Conjugate Gradient)
Step 1: Given constant δ 1 , ρ ∈ (0, 1), δ 2 > 0, > 0.
Choose an initial point x 1 ∈ R n , let k = 1.
Step 2: If g k , then the algorithm stops. Otherwise, compute d k by (3), (14) and β k by (13).
Step 3: Compute step-size α k = max{ρ j , j = 0, 1, 2, . . .} such that
Step 4: Set x k+1 = x k +α k d k , and k = k+1. Return to Step 2.
Algorithm 2 (Spectral HS-CD Conjugate Gradient) Whole steps of the spectral HS-CD algorithm are defined as Algorithm 1 except d k and β k in Step 2 that are computed by (3), (16) and (15), respectively.
The following theorem shows that both Algorithms 1 and 2 possess a descent direction in each iteration.
Theorem 1 Let the sequences g k and d k be generated by Algorithms 1 and 2 and let the step-size α k be determined by any line search, then
Proof : We can prove the conclusion by induction. From g 1 2 = −g T 1 d 1 , the conclusion (19) holds for k = 1. Now we assume that the conclusion is true for k − 1 and g k = 0, that is g (14), (16) and our assumption g
If g (3) , and (16), we have
If g (3) and (14), we have
From (20), (21) and (22), we know that the conclusion (19) holds for all k.
Proposition 1 (See Ref. 26).
Let f : R n → R be a continuously differentiable function. Suppose that d is a descent direction of f at x. Then there exists J 0 such that
where α = ρ J0 , g is the gradient vector of f at x, δ 1 , ρ ∈ (0, 1), δ 2 > 0 are given constant scalars.
Remark 1 From Proposition 1, it is known that both Algorithms 1 and 2 are well defined. In addition, it is easy to see that a larger descent magnitude can be obtained at each step by the modified Armijo-type line search (18) . The following conclusion is given in 
holds for all sufficiently large k.
Lemma 2 Under Assumptions 1 and 2,
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Proof : From the line search rule (18) and Assumption 1, there exists a constant M such that
Then from Lemma 1 we have
Hence the first conclusion is proven. Since
The series
The second conclusion is obtained.
Lemma 3 Suppose that Assumptions 1 and 2 hold. Consider both Algorithms 1 and 2, where α k is obtain by the modified Armijo line search (18) . If there exists a constant > 0 such that for all k > 0, g k > .
Then there exists a sufficiently large number k 0 such that for k k 0 , the scalars β k in Algorithms 1 and 2 satisfy
(30) (2), (3), (17) and using the Cauchy-Schwarz inequality, we have
From (26) in Lemma 2, it follows that
In particular, we have
Thus there exists a sufficient large number k 0 such that for k k 0 ,
Hence by substituting (34) in (31), we have (30). (6), (15), (13) and (21), we have (30).
GLOBAL CONVERGENCE PROPERTY
Theorem 2 Under Assumptions 1 and 2, lim inf
Proof : Suppose that there exists a positive constant > 0 such that g k > for all k. From (3), it follows that
(36)
2 then from Lemma 3, there exists a sufficient large k 0 such that for k k 0 , we obtain
(37)
www.scienceasia.org Table 1 The numerical results of the MFR (M), SHS-CD (C), SHS (S), and SPRP (P) methods. 27 . All codes were written in MATLAB 7.0.1 and were implemented on a PC with 2.0 GHz CPU, 1 GB RAM, and Windows 7. The parameters used were = 10 −5 , ρ = 0.9, δ 1 = 0.25, δ 2 = 0.45. Comparison of the results in Table 1 shows that the proposed algorithms in this paper are promising.
CONCLUSIONS
In this paper, two new spectral HS conjugate gradient algorithms have been developed for solving unconstrained minimization problems. Under some mild conditions, the global convergence has been proven with an Armijo-type line search rule. Compared with the other similar algorithms, the numerical performances of the developed algorithms are promising.
