An approach for deriving pulse rate variability (PRV) from photoplethysmography (PPG) signals is proposed. By combining sliding window iterative discrete Fourier transform (DFT) with the Hilbert transform algorithm, this method effectively reduces the influence of noise and sampling frequency compared with those of traditional methods. First, the fundamental component of the PPG signal is computed with the sliding window iterative DFT algorithm. Then, it is processed by an integer coefficient low-pass filter and the Hilbert transform to produce an instantaneous pulse rate (IPR). Finally, PRV is extracted from IPR in the frequency domain. PRV is also derived from the PPG signal in the time domain for comparison with that derived using the proposed method. Furthermore, PRV obtained from PPG signals at various sampling frequencies and with various noise levels is investigated. The results show that the proposed method can accurately derive PRV from PPG signals, even if the PPG signal has a low sampling frequency (4 Hz) and high noise (e.g., SNR is about 3.0). The experimental results indicate that the proposed method can be used to estimate PRV when the subjects are in different states (rest, sleeping, or visual fatigue). Moreover, the proposed method is efficient and thus suitable for detecting PRV in real time. It has potential for PRV assessment in various medical fields, such as home health and clinical and hospital environments.
Introduction
Heart rate variability (HRV), produced by subtle periodic changes in heart beats, can be computed from the delay between two R waves of the electrocardiogram (ECG) signal. It has been studied and widely applied in disease diagnosis, control, and prevention [1] [2] [3] [4] [5] [6] . HRV contains abundant information on cardiovascular neural and humoral regulation systems.
At present, the HRV is mainly derived from the ECG signal. The multiple electrode attachments and cable connections required for ECG recordings limit portability. Similar to HRV, pulse rate variability (PRV) is also produced by subtle periodic changes in heart beats, and contains abundant physiological and pathological information. In contrast to HRV, PRV is derived from photoplethysmography (PPG) signals that are picked up from many parts of the human body, such as fingertips, wrists, and ears. In recent years, wireless PPG measurement equipment has been developed that can easily be worn and collect PPG signals with a single optoelectronic sensor without any electrode attachments [7] . Moreover, some studies have shown that PRV can be an alternative to HRV for assessment of heart behavior [8] [9] [10] [11] .
Many algorithms have been proposed for obtaining PRV or HRV in the time or frequency domain. Because of its simplicity, the time domain method of computing PRV (HRV) is widely used, but its accuracy is susceptible to noise and sampling frequency. Briefly, in the time domain method [5, 6, 8, 9] , the PPG (ECG) signal's features, such as P waves (R waves), are detected, and then P-P intervals (R-R intervals) of the PPG (ECG) signal are used to estimate PRV (HRV). In recent years, some alternative frequency-domain detection algorithms for HRV or PRV have been proposed. Hayano et al. assessed PRV from PPG signals with the pulse frequency demodulation method (PFDM) [12, 13] . Barros et al. proposed an alternative approach that uses the heart instantaneous frequency (HIF) to extract HRV from the instantaneous fundamental frequency of ECG [14] , showing that it is possible to get HRV in the frequency domain. These methods demonstrate that PRV (HRV) is contained in the frequency of the PPG (ECG) signal. However, they have high computation complexity and thus cannot be used in real-time applications.
The present study proposes a method that uses sliding window iterative discrete Fourier transform (DFT) and the Hilbert transform for deriving PRV in the frequency domain with low computation complexity. Sliding window iterative DFT is used to compute the fundamental component in real time and the Hilbert transform is used to get the instantaneous frequency of fundamental component. Then, PRV is derived from an instantaneous pulse rate (IPR) signal, which is computed from the instantaneous frequency. PRV is also extracted from the PPG signal in the time domain for comparison with the proposed method. Finally, the practical applications of the proposed method are explored.
Materials and methods
Both simulated and experimental data were used as the PPG signals in this study.
Simulated data
The simulated data were produced in MATLAB (The MathWorks Inc., Natick, MA). They were constructed using
s 4 (k) is white noise, k∈ [0, 10] . The interval between two data points is 1/400 s. As shown in Fig. 1 , the clean simulated data ( Fig. 1(c) ) were generated with s 1 (k) at a fixed frequency of 1 Hz ( Fig. 1(a) , P waves of PPG signal) and s 2 (k) at a fixed frequency of 2 Hz ( Fig. 1(b) , dicrotic waves of PPG signal). The simulated data ( Fig. 1(f) ) were constructed with the signal in Fig. 1(c) , which is added to the fluctuating baseline s 3 (k) with a frequency of 0.1 Hz ( Fig. 1(d) ) and white noise (0,1) s 4 (k) ( Fig. 1(e) ).
Experimental data
The experimental data were taken from healthy nonsmoking college students with ages of 20-25 years. The data acquisition system recorded PPG signals at a sampling frequency of 400 Hz with 4-min duration. PPG signals were collected from subjects for three conditions, namely rest (the subjects were asked not to do strenuous exercise before data acquisition and do nothing during data acquisition), visual fatigue (the subjects were asked to play computer games at least 4 hours before data acquisition), and sleeping (the subjects were asked to go to sleep in the laboratory and were ensured to be in deep sleep before data acquisition), to establish a PPG signal database. 30 sets of data were randomly selected for this study. Five of the sets were signals obtained during visual fatigue. The data acquisition system consists of four parts: a PPG sensor, a hardware pretreatment circuit, an MP425 acquisition card (The Wwlab, Beijing, China), and a data acquisition system (developed by ourselves) on a personal computer (PC). In this system, the PPG sensor picks up physiological PPG signals from fingertips, converting them into current signals, which are then converted into voltage (μV-mV) signals via an I/V conversion module in the hardware pretreatment circuit. Then, these voltage signals are processed by high-and lowpass analog filters and amplified to a 0-5 V signal. The MP425 acquisition card collects and delivers the PPG signals to the PC through a USB port. Finally, the PPG signals are processed, analyzed, stored, and displayed in the data acquisition system.
Measurement of PRV by sliding window iterative DFT and
Hilbert transform
Sliding window iterative DFT
Many methods based on DFT are used to detect harmonics [15, 16] . Sliding window iterative DFT is widely used to detect voltage and current fundamental component and harmonics in many fields [17, 18] .
Given a discrete sequence {x(k)}, k = 0, ..., M, where M is the length of {x(k)}, then:
Equation (5) is the DFT for {x(k)}, where N is the length of the DFT interval, N ≥ M. Equation (6) is the inverse discrete Fourier transform (IDFT) for {X(l)}, which can be used to get the l-th harmonic. Because all of the data is used in each computation loop, this method is not suitable for detecting harmonics in real time.
For discrete periodic signals {x(k)}, k = 0, ..., M, where M is the length of {x(k)}, with N sampling numbers within one period T, sampling period τ = T/N, and angular frequency ω = 2π/T, the fundamental component
where:
In the programming, I = 1, 2, ..., N. Because ωτ = 2π/N:
As shown in Fig. 2 , the main idea of the sliding window method is to use the latest sampling datum and filter out the first sampling datum within the window. The width of the window is a complete signal period N. The latest sampling datum is put in the N-th position, the old data is shifted left by one bit, and the first sampling datum is filtered out each time the window slides. The iterative process can be divided into two steps, namely initialization and iteration, based on the length of data within the window.
In the initialization process, the length of data is less than the window length. The new datum is updated but the oldest one is not filtered out. Here, two iteration variables, S a (k) and S b (k), are introduced:
where k < N-1. x(k) is the k-th datum of {x(k)}, which is put in the N-th position each time the window slides. Denote the datum in the N-th position of the window as x(N c ); then, (1), and thus the old datum x(i) becomes the new datum x(i-1). cos(2πi/N) and sin(2πi/N) should not change. Thus, after the data shift:
After the initialization process, k = N-1:
S a (k) and S b (k) can be used to compute the fundamental component with Eq. (7) -Eq. (9).
In the iterative process, k > N-1, the first sampling datum is filtered out except when updating the new datum and shifting the old data. The first sampling datum is denoted as x(0). Thus, after data shifting:
Then:
Similarly:
In conclusion, the two steps of sliding window iterative DFT are: (1) Step one: initialization.
Step two: iteration.
The fundamental component of {x(k)} is denoted as f(k). Because the window is sliding, when the data x(k) is put into the window, it is put in the N-th position, so x(k) = x(N c ). Then, a new datum of the fundamental component, denoted as x 1 (N c ), is obtained using Eq. (7):
Because the PPG signal is an approximate periodic signal, sliding window iterative DFT can be used to compute its fundamental component.
Filtering
Although the fundamental component of the PPG signal can be obtained using the sliding windows iterative DFT method, it has some high-frequency noise that directly affects the results of the Hilbert transform. Here, the noise is filtered from the fundamental component using an integral coefficient low-pass filter [19] . The transfer function is:
where the sampling frequency is 400 Hz and the first cut-off frequency is 50 Hz. The fundamental component after filtering is denoted as F(k).
Extraction of IPR using Hilbert transform
Considering that PRV is the variability of the P-P interval, the fundamental component of the PPG signal expresses the variation of P waves. Therefore, the instantaneous frequency signal can effectively express the variation of the P-P interval [14] . For the fundamental component F(k), the instantaneous frequency of PPG IFFC(k) is calculated as:
where
H[F(k)] is the Hilbert transform of the fundamental component F(k).
According to the definition of PRV, the instantaneous frequency signal IFFC(k) should be magnified by 60 times. Thus, the IFFC(k) in Hz is the IPR signal in beats per minute.
Extraction of PRV from IPR
The periodic signal can be decomposed into a series of pure harmonic components with sliding window iterative DFT. The instantaneous frequency of the fundamental component is a constant under ideal conditions. However, since the PPG signal is an approximate periodic signal whose fundamental component is not a pure harmonic signal, IPR is not a constant but varies with the fundamental component. As shown in Fig. 3 , IPR changes dramatically, even within one PPG wave. According to the definition of PRV, it can be interpreted as the long-time frequency change of a series of P-P intervals. The long-time frequency variation tendency of IPR can express PRV, as shown in Fig. 3 . PRV is derived using a time domain method. The process used to extract PRV from IPR is as follows:
Step 1: Divide the IPR signal into a series of segments, each of which contains 400 data points.
Step 2: Estimate the variation tendency of each segment with linear regression to obtain a series of line segments.
Step 3: Connect and smooth these line segments to get PRV.
Note: The length of each segment is not less than the P-P interval based on the definition of PRV. 
Measurement of PRV in time domain
PRV was also extracted in the time domain based on the P-P interval for comparison. The processes include signal preprocessing, feature detection, and PRV extraction.
In practice, a number of interference signals are superimposed on the PPG signal. The interference sources are mainly baseline drift, EMG interference, and power line interference. According to the characteristics of the noise in the PPG signal, a 0 Hz and 50 Hz notch filter was designed for filtering out the baseline drift and power line interference, and an integral coefficient low-pass filter with the first cut-off frequency at 62.5 Hz was used to eliminate EMG interference [19] . Then, the threshold method is used to detect the peaks and their time points in PPG. The results are individually checked by manual operation to ensure the accuracy of feature detection. The interval of PPG peaks pp(j) is obtained using the first-order difference of the time series of P waves. Thus, PRV is:
where f s is the sampling frequency of the PPG signal, j = 1, 2, ..., n-1, where n is the number of P waves.
Relative error analysis
The relative error between two signals is calculated using [14] :
where S 1 (k) is the first signal, S 2 (k) is the second signal, and M is the length of the two signals.
Results

Simulated data
The proposed method was applied to the simulated signal s(k) in Eq. (1). The results are summarized in Fig. 4 . In Fig. 4(a), F(k) is the fundamental component extracted from simulated data. s 1 (k) is the signal in Eq. (2) that can be seen as the P waves; its time interval can be used to compute PRV using Eq. (30). A comparison of F(k) and s 1 (k) indicates that there is a significant difference in the first signal period, because the sliding window iterative DFT method has to conduct the initialization process. After that, s 1 
(k) overlaps F(k).
The results show that the sliding window iterative DFT method can accurately extract the fundamental component of the PPG signal. Figure 4(b) shows the instantaneous frequency of the fundamental component. Because of the initialization process, the frequency slightly fluctuates in the beginning and then mainly floats around 1 Hz (i.e., the frequency of s 1 (k)). Figure 4 (c) shows the IPR signal obtained from the instantaneous frequency signal. From the definition of PRV, the PRV signal of simulated PPG is mainly around 60 beats per minute. As shown in Fig. 4(c) , the IPR signal is also around 60 beats per minute. Since the simulated PPG signal is composed of pure harmonic components, the instantaneous frequency is a constant. In contrast, the collected PPG signal is not composed of pure harmonic components and thus its instantaneous frequency is not a constant, but varies around a constant. Thus, we can estimate PRV from IPR with the operations in the section 2.2.1 d). Therefore, the proposed method can be used as an alternative to time domain methods for extracting the PRV signal from PPG. 
Experimental data
The Figure 6 (a) shows the PRV derived from the IPR. For comparison, the PRV (from the same PPG signal) of the same subject was also obtained using the time domain method, as shown in Fig. 6(b) . It is easily seen that there is high similarity between them, suggesting that the proposed method can be used to extract PRV from PPG. The relative error between the results obtained using the two methods was calculated using Eq. (31), in which S 1 (k) is the PRV extracted with the proposed method and S 2 (k) is the PRV extracted in the time domain. The relative error cannot be directly computed using Eq. (31) due to the different lengths of the two kinds of PRV. The PRV derived with the proposed method was thus down-sampled to the length of the PRV derived with the time domain method. The results are shown in the first line of Table 1 . The maximum relative error is less than 0.055, suggesting that the proposed method can extract PRV from the PPG signal effectively. 
Noise immunity of proposed method
In order to check the noise immunity of the proposed method, the PRV was derived from PPG signals corrupted with various levels of white noise. First, the PPG signals (sampling frequency f s = 400 Hz) were standardized to zero mean and unity variance. Then, the noise (0, 1) was multiplied by 0.5, 1.0, 1.5, and 2 (corresponding to SNR values of 12.5, 7.0, 4.5, and 3.0) and added to the clean PPG signals to simulate various noise levels. Finally, the relative errors between S 1 (k) and S 2 (k) were calculated using Eq. (31), where S 1 (k) is the PRV extracted with the proposed method and S 2 (k) is extracted in the time domain. Table 1 shows the results from 10 of 30 subjects selected based on the variation range of relative errors.
The clean PPG shape (see Fig. 7(a) ) is completely destroyed by the white noise scaled to 2.0 (see Fig. 7(b) ). Therefore, the P-wave cannot be detected in the time domain. The proposed method was used to extract PRV from PPG, and the relative error was calculated using Eq. (31). Compared with the error obtained without noise, the maximum variation of the relative error is less than 0.03, as shown in Table 1 .
Influence of sampling frequency
In practice, the sampling frequency of a signal has a significant influence on the real-time performance of an algorithm. Thus, the PRV signals obtained with the proposed method at various sampling frequencies (4, 5, 10, 20, 50, 100, and 200 Hz) were evaluated, and the relative error among them was analyzed. Because the lengths of these PRV signals are different, the relative error cannot be directly computed using Eq. (31). Thus, the PRV signals obtained from PPG signals sampled at 5, 10, 20, 50, 100, and 200 Hz were down-sampled to the length of the PRV signal obtained from the PPG sampled at 4 Hz. Then, the relative errors between the PRV derived from the PPG signals sampled at 200 Hz and each of the other PRV signals were computed, the results are shown in Table 2 . We can see that the relative errors increase as frequency decreases. The relative errors are not more than 0.01 when the sampling frequency declines to 50 Hz, The maximal and minimum relative error is 0.0085 and 0.0030 and the mean value is Mean is the average of ten groups of data, c Max deviation is the max deviation of relative error under different noise scales for a given subject. 0.0058. However, when the sampling frequency declines to 20 Hz, some of the relative errors are more than 0.01 and even the minimal relative error is 0.0059. This can be explained by the fact that the under-sampled PPG signals cause the loss of some useful ingredients. Even in this case, we continue to decline the sampling frequency to 4 Hz and got the maximal relative error not more than 0.09, the mean relative error not more than 0.05. So the proposed method can still derive PRV from the PPG signal even if the sampling frequency is down to 4 Hz. In reality, the heart beat could be over 2Hz sometimes, especially when the subjects are under motion or hypertension states. In this study, the subjects are under rest, sleeping or VDT states, generally speaking, their heart beat cannot be over 2 Hz, so it is reasonable to decline the sampling frequency to 4 Hz. Specially, the proposed method is used when the subjects' heart beat are over 2 Hz, the anti-aliasing filter is needed to add. Table 3 . Compared with Table 2 , the relative errors still increase with the decrease in the sampling frequency. However, the growth speed of the relative errors in Table 3 is faster than those in Table 2 . The relative errors have already reached more than 0.01 when the sampling frequency declines to 50 Hz, with the mean relative error (0.0134) much larger than its corresponding error (0.0058) of the proposed method. When the sampling frequency declines to 4 Hz, the maximal, minimal and mean relative error is 0.1735 vs. is 0.0811, 0.1202 vs. 0.0194, and 0.1399 vs. 0.0444. From the above analysis, we can see that the proposed method can more accurately extract PRV than the time domain method. In reality, the sampling frequency is an important factor in influencing the real-time performance of a medical system, so this method could cut down computing time in the practical applications.
The computation time of proposed method
The proposed and time domain methods were used to extract PRV from PPG signals with 4-min duration and a sampling frequency of 400 Hz. The mean computation time of the proposed method is 0.230 s and that of the time domain method is 0.331 s. The tests were run in MATLAB 2011a on a PC with AMD Athlon (tm) Dual-Core Processor 4800+ (2.50 GHz, 2.0 GB buffered RAM). Since each PPG signal has 9600 data points, the computation time for one data point is 0.230/9600 = 0.000024 s for the proposed method and 0.000034 s for the time domain method. Because the time interval between two adjacent sampling points is 0.0025 s, both methods are able to derive PRV from PPG in real time. The proposed PRV detection method can thus be used for real-time monitoring for health preservation and disease recognition. Table 3 . Relative errors among PRV extracted with time domain method for various sampling frequencies.
Sampling frequency (Hz)\Subjects  S1  S2  S3  S4  S5  S6  S7  S8  S9 
Applications of proposed method
The above section demonstrated that the proposed method can accurately estimate PRV from the PPG signals for the rest state. The PPG signals obtained in other states, namely sleeping and visual fatigue were also analyzed. Since the PPG during sleep has similar characteristics to that obtained in the rest state, they have the same results. The PPG obtained under the visual fatigue state whose amplitude of the dicrotic wave slightly higher than the P-wave [20] , as shown in Fig. 8(a) . The time domain method could not exactly detect the P-wave, and thus the obtained PRV signal from PPG was imprecise. The results obtained with the proposed method are shown in Fig. 8(b) , compared with the PRV extracted by manual operation (see Fig. 8(c) ), they are exactly similar and with the relative error being below 0.05. Thus, the proposed method can accurately obtain the PRV signal from PPG under the visual fatigue state. 
Discussion
This study proposed an approach for extracting PRV using sliding window iterative DFT and the Hilbert transform, the simulated and experimental results indicate that the proposed method is feasible to derive PRV from PPG signal, and a large number of data analysis results show that the proposed method has the advantages as follows: Therefore, this would be a useful method to extract PRV in some other application fields. Furthermore, this method may be used in other biomedical signal such as ECG and blood pressure signal because they are approximate periodic signals and also produced by subtle periodic changes in heart beats.
However, there is a little flaw about this method. Here, we consider the PPG signal as approximate periodic to compute the fundamental component with sliding window iterative DFT, in which, the width of the window N is set to a constant based on the period of PPG. However, the period changed slightly with the variation of heart beats, the further works to compute and trace the period exactly will be helpful for improving the proposed method.
Conclusion
Sliding window iterative DFT and the Hilbert transform are used to extract the PRV signal from PPG signals. First, the fundamental component of the PPG signal is computed with sliding window iterative DFT. Then, the Hilbert transform is used to get the IPR signal, which contains the frequency information of PRV. Finally, PRV is estimated from IPR. The results show that the proposed method can accurately derive PRV signals from PPG signals even if they are corrupted by noise. Compared with the time domain method, the proposed method has better noise immunity and better PRV extraction accuracy. Moreover, because the proposed method is simple and computationally efficient, it can be applied in a Microcomputer Control Unit system for computing PRV signals in real time.
