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Abstract—Wireless networks used for Internet of Things
(IoT) are expected to largely involve cloud-based computing
and processing. Softwarised and centralised signal processing
and network switching in the cloud enables flexible network
control and management. In a cloud environment, dynamic
computational resource allocation is essential to save energy while
maintaining the performance of the processes. The stochastic
features of the Central Processing Unit (CPU) load variation
as well as the possible complex parallelisation situations of
the cloud processes makes the dynamic resource allocation an
interesting research challenge. This paper models this dynamic
computational resource allocation problem into a Markov Deci-
sion Process (MDP) and designs a model-based reinforcement-
learning agent to optimise the dynamic resource allocation of the
CPU usage. Value iteration method is used for the reinforcement-
learning agent to pick up the optimal policy during the MDP. To
evaluate our performance we analyse two types of processes that
can be used in the cloud-based IoT networks with different levels
of parallelisation capabilities, i.e., Software-Defined Radio (SDR)
and Software-Defined Networking (SDN). The results show that
our agent rapidly converges to the optimal policy, stably performs
in different parameter settings, outperforms or at least equally
performs compared to a baseline algorithm in energy savings for
different scenarios.
Index Terms—Reinforcement learning, IoT, Cloud, SDN, SDR,
Markov Decision Process
I. INTRODUCTION
Cloud-based systems have been proposed and implemented
for many promising Internet of Things (IoT) applications, such
as smart city and e-health [1], [2]. Two enabling technolo-
gies, Software-Defined Radio (SDR) and Software-Defined
Networking (SDN), recently started to be utilised in the cloud
to support the virtualisation of the IoT network [3]. In a cloud
environment, computational resources (e.g. CPU, memory, and
storage) are virtualised and allocated to fulfil the requirements
of different IoT services. Optimising computational resource
allocation in the cloud to balance energy consumption and
processing performance is an important research topic. Rein-
forcement learning provides an effective method for solving
such an optimisation problem in a stochastic and dynamic
environment.
In this paper, we design and implement a model-based
reinforcement-learning agent based on Markov Decision Pro-
cess (MDP), to intelligently allocate computational resources
for cloud-based wireless networks. The agent analyses the
state transition probabilities between different states, reflecting
different levels of Central Processing Unit (CPU) utilisation, as
well as the corresponding reward functions, and then decides
to either remain in the same state or to change states by
adding/reducing one CPU core. The reward function for each
state-action pair drives the agent to optimise the total reward
after multiple MDP steps. We use a value iteration algorithm
[4] for the agent to solve this MDP and arrive at an optimal
policy that balances the energy savings and cloud performance.
We simulate many different SDR and SDN scenarios to
evaluate the performance of our reinforcement-learning agent.
We have found that the optimal policies carried out by the
agent are different for SDR or SDN cases. The results show
that our agent with value iteration outperforms a baseline
algorithm in terms of energy savings in some of the scenarios
while achieving similar performance in the other scenarios. We
also investigate the performance of our agent with different
transition probabilities as well as a higher number of MDP
states to verify the scalability of our agent.
Our contribution in this paper can be summarised as follows:
1) the modelling of the dynamic CPU resource allocation
problem in the cloud-based wireless networks by MDP; 2)
the utilisation of value iteration method to solve the MDP to
get the optimal policy; and 3) the comprehensive analysis of
the performance of our reinforcement learning agent in various
scenarios with different parameters.
II. BACKGROUND AND RELATED WORK
Reinforcement learning was originally invented for robotics
and automation. Recently with the artificial intelligence and
machine learning being introduced to broader research areas,
reinforcement learning has started to be applied in communi-
cations and networking. The main advantage of reinforcement
learning is that it does not need a large dataset during the
training process. A reinforcement-learning agent is capable
to sense the environment and learn to make decisions by
itself during the training. To design a reinforcement learning
agent, a description of the environment is essential, either
mathematically modelled as an input to the agent (i.e., model-
based), or learnt by the agent itself (i.e., model-free). In this
paper we model the cloud computational resource allocation
problem as an MDP, which is a commonly used model
to describe a stochastic process [4]. We then get optimal
solutions for the agent by value iteration, which is an effective
reinforcement-learning algorithm to solve the MDP.
There are some recent works published on reinforcement
learning utilisation on the computational resource allocation
and offloading at the edge computing or fog computing. For
instance, authors in [5] used reinforcement learning to optimise
the computational task offloading problem from mobile users
to edge computing servers. The authors in [6] proposed a
reinforcement-learning method to offload the computational
task from one user to another user in ad-hoc wireless networks
with MDP model. Besides, authors in [7] applied MDP to
model the container migration problem in fog computing
and then use reinforcement learning to design an agent that
migrates containers between different physical servers while
optimising the total power consumption. Despite the fact that
reinforcement learning has been used for addressing many dif-
ferent resource or task allocation problems in cloud computing,
to the best of our knowledge, our work is the first one that
investigates the problem of dynamic CPU resource allocation
of cloud-based wireless networks by reinforcement learning.
III. SYSTEM MODEL
In this section we first describe the MDP model that we
build for the dynamic computational resource allocation prob-
lem of cloud-based wireless networks. After that we define
the reward function, value function and Q function for this
MDP model, as the parameters for our reinforcement-learning
agent. Finally we present the value iteration algorithm that
can help solve the MDP model and get optimal policies by
reinforcement learning.
A. The MDP model
MDP is a discrete-time stochastic process that is used for
modelling the decision making procedure involving multiple
states and actions in a stochastic environment [8]. According
to our observation of the statistics of Trinity College Dublin’s
cloud-based Iris testbed [9], we model the stochastic process
of the CPU usage and the CPU allocation of cloud processes
in our testbed as an MDP. Supposing Lmax denotes the
maximum instant CPU load percentage for the cores that
are being used (e.g., if a container in the cloud is using 3
CPU cores with the load percentage of 50%, 60% and 70%,
Lmax = 70%), the core with Lmax becomes the bottle neck of
the container in terms of the processing performance. We then
categorise the CPU load percentage Lmax into three levels,
i.e., low utilisation state s0 (< 20%), medium utilisation
state s1 (20 − 80%) and high utilisation state s2 (> 80%),
corresponding to the three states in the MDP. Note that we
have also made the cases with more states (i.e., more fine-
grained categorisation of CPU load percentage levels) later on
in the result section and proved that the results with more
states are similar with the three states case.
After defining the states, we define the three options of
actions for the reinforcement-learning agent in the MDP to
be 1) keeping the current CPU numbers, i.e., a0; 2) adding
one CPU core, i.e., a1; 3) reducing one CPU core, i.e.,
a2. The transitions between the states s’s after operating the
action a’s are stochastic processes due to the uncertainty of
the parallelisation situations of the processes running on the
CPU cores, i.e., adding or reducing one CPU core would not
necessarily change the states. We define the state transition
probability P (s′|s, a) as the probability of getting into the
next state s′ (either the same one or a different one) if taking
action a from state s. We also define the reward of this
transition as r(s, a, s′), as the parameter for our reinforcement
learning agent. The time interval of the agent taking the actions
can be customised to be different levels (e.g. in seconds, in









































Fig. 1. MDP state transition diagram
Figure 1 illustrates the state transition diagram of the
aforementioned MDP model, including the 3 states, i.e. s0,
(low CPU load percentage), s1 (medium CPU load percentage)
and s2 (high CPU load percentage), as well as the 3 actions,
i.e., a0 (doing nothing), a1 (adding one CPU core) and
a2 (reducing one CPU core). The figure also shows the
transition probabilities P (s′|s, a) as well as the corresponding
rewards r(s, a, s′) with the arrowed lines between the states
and actions. Different colours of arrowed lines are only for
improving visibility. Note that taking action a2 from state s2
is not considered because it is not realistic to reduce one CPU
core when the CPU load percentage is already high.
B. Reward function, Value function, and Q function
In this subsection we define the reward function, value
function and Q function from this MDP for the reinforcement
learning [4]. The objective of solving this MDP is to find a
policy π that maximises the total reward R when the system
transits between the states after certain MDP steps T . The total
reward R follows Equation (1) where ri denotes the reward
of each time step i and γ is the discount factor (0 < γ < 1,






We then define the value function of each state V π(s),
denoting the expected total reward for an agent starting from
state s with the policy π (shown in Equation (2)). In this way,
V π(s) indicates how good the state s is for an agent to stay.
Among all policy π’s, there existing an optimal policy π∗ that
makes V π(s) to be maximum (shown in Equation (3)) [4].







We then define V (s) as the short version for V π(s) from
now on for simplicity. In order to get the optimal V (s), in
reinforcement learning, the agent needs to try all policy π’s
that include all possible combinations of state-action pairs
(s, a). The Q function Q(s, a) for each state-action pair can
be defined to indicate how beneficial it is for the agent to
use action a when in the state s. Therefore the maximum
value of V (s) (V ∗(s)) equals to the maximum value of Q(s, a)
(Q∗(s, a)) for all the possible action a’s (shown in Equation
(4)) [4].
V ∗(s) = Q∗(s, a) = max
a
Q(s, a) (4)
According to the Bellman Equation [10], The optimal
Q∗(s, a) equals to the summation of 1) the expectation of
immediate reward r(s, a, s′) after taking action a from state s
(considering all possible next states s′’s) and 2) the discounted
expectation of all future maximum rewards V ∗(s′) (for all




P (s′|s, a)r(s, a, s′) + γ
∑
s′
P (s′|s, a)V ∗(s′)
(5)
Therefore, according to Equation (4) and (5), we can derive
Equation (6), for all possible state s′’s transiting from state s
taking action a [4].




P (s′|s, a)(r(s, a, s′) + γV ∗(s′)) (6)
C. Reinforcement learning and value iteration
According to the aforementioned Equations (2)-(6), the rein-
forcement learning agent needs to obtain the maximum V ∗(s)
and the corresponding optimal policy π∗ to perform an optimal
solution to this MDP. Assuming P (s′|s, a) and r(s, a, s′)
are both known for all the triple tuples (s, a, s′), we can
use a reinforcement learning method, namely value iteration
algorithm, to solve the optimal V ∗(s), by a recursive method
using Equation (6). The pseudo code of the value iteration
algorithm can be expressed as the following Algorithm 1 [4]:
Algorithm 1 Value iteration algorithm
1: Initialisation: initial V(0)(s) = 0 for all s
2: for j = 0, 1, 2... (j denotes the iteration step) do




′|s, a)(r(s, a, s′) + γVj(s′))
5: Vj+1(s)← maxaQj(s, a)
6: if |Vj(s)− Vj+1(s)| < ε then
7: break
8: V ∗(s)← Vj(s)
9: return V ∗(s) and π∗
The value iteration algorithm first initialises the value func-
tion V (s) with arbitrary values (in our case, zeros), and then
updates it with the value of the latest Q function Q(s, a) when
making a step ahead. After a number of iterations the value
function V (s) converges to the optimal value V ∗(s), when
the difference between the last two iterations is less than a
very small value ε. The corresponding policy π∗ becomes the
optimal policy (i.e., the optimal state-action pairs (s, a)).
IV. EXPERIMENTAL RESULTS
To evaluate the performance of our agent running the afore-
mentioned value iteration algorithm in a cloud-based wireless
network scenario, we investigate two commonly-used network
processes, i.e., SDN and SDR. We conduct our simulations
with different experimentation parameters and compare the
results with another baseline algorithm.
A. Definition of transition probabilities and rewards of MDP
We start with an experiment of 3 states for the MDP (shown
in Figure 1). We define the parameters we use for the MDP
simulation for both SDN and SDR cases in Table I. The
transition probabilities between the 3 states (i.e., 3 levels of
CPU core usage percentage) are derived from the general
experimental data statistics of the Trinity College Dublin Iris
testbed [9]. The SDN and SDR cases have different transition
probabilities, due to the facts that 1) a single SDN process
utilises a lower percentage of a CPU core but there are usually
multiple processes running at the same time to share the same
CPU core, meaning that SDN processes are more likely to
be parallelised; 2) a single SDR process utilises a higher
percentage of a CPU core and is usually not capable to be
parallelised. Therefore, the probability for SDN to transit to
other states is larger than the one for SDR when increasing or
decreasing the number of allocated CPU cores.
Besides, we define the normalised rewards of the reinforce-
ment learning procedure when solving the MDP (also shown
in Table I). The definition of the rewards is based on the
objective that is to minimise the total number of running CPU
cores (to save energy) while avoiding long-term high CPU load
percentage (to guarantee the overall performance of the cloud
system). In general, the reward is positive when 1) reducing
one CPU core and the CPU load keeps the same level; or 2)
adding one CPU core and the CPU load level gets lower. The
reward is negative when 1) doing nothing (i.e. with action a0);
or 2) adding one CPU core but CPU load level remains; or 3)
reducing one CPU core and CPU load level increases.
B. Results with 3 states, certain transition probability and
predefined rewards
As mentioned in the previous section, we design the
reinforcement-learning agent to find the optimal policy π∗
using the value iteration algorithm (Algorithm 1). We use
Python 3.5 open-source MDP library [11] to implement the
MDP model, the value iteration procedure and simulation
of the results. The threshold of the convergence (ε in the
Algorithm 1) is set to be a very small value (10−3). The value
TABLE I
STATE TRANSITION PROBABILITY AND CORRESPONDING REWARDS FOR
THE 3 STATES TRANSITION MAP
Transition probabilities Rewards
SDN SDR SDN & SDR
P (s0|s0, a0) 1 1 r(s0, a0, s0) -3
P (s0|s0, a1) 1 1 r(s0, a1, s0) -5
P (s0|s0, a2) 0.3 0.7 r(s0, a2, s0) +5
P (s1|s0, a2) 0.7 0.3 r(s0, a2, s1) -5
P (s1|s1, a0) 1 1 r(s1, a0, s1) -1
P (s0|s1, a1) 0.8 0.2 r(s1, a1, s0) +5
P (s1|s1, a1) 0.2 0.8 r(s1, a1, s1) -5
P (s1|s1, a2) 0.3 0.7 r(s1, a2, s1) +5
P (s2|s1, a2) 0.7 0.3 r(s1, a2, s2) -5
P (s2|s2, a0) 1 1 r(s2, a0, s2) -5
P (s1|s2, a1) 0.8 0.2 r(s2, a1, s1) +5
P (s2|s2, a1) 0.2 0.8 r(s2, a1, s2) -5
iteration algorithm converges rapidly to optimal values. For
SDN case it converges after 66 iterations, while for SDR case
it converges after 56 iterations.
Figure 2 and Figure 3 show the value function variations
and convergence during the value iteration process for SDR
and SDN respectively. For the case of SDR there is V (s0) >
V (s1) > V (s2) when converged; while for the case of SDN
there is V (s2) > V (s1) > V (s0) when converged. The results
mean that in the case of SDR the agent prefers to go for a
lower CPU load state, while in the case of SDN the agent
prefers to go for a higher CPU load state. To understand the
decision of the agent, we should take into account the fact that
the SDN processes are easier to be parallelised than the SDR
processes, therefore it is safer to push to a higher CPU load
state for SDN to save resources than SDR, because in the case
of SDN adding one CPU will more likely bring down the high
CPU load and get positive reward. However for the SDR case
the states tend to stay when adding/reducing CPUs therefore
there is a higher risk for the agent to stay in the high CPU
load state and get continuously high penalties.
Fig. 2. Value function of the 3 different states vs. Iterations for SDR
Besides, the agent also derives the optimal policy denoted
by state-action pairs (s, a). For the case of SDR they are
(s0, a2), (s1, a2), and (s2, a1), while for the case of SDN they
are (s0, a2), (s1, a1), and (s2, a1). These two cases have the
same optimal actions at the state s0 and s2, which are a2 and
Fig. 3. Value function of the 3 different states vs. Iterations for SDN
a1 respectively, meaning that the agent chooses to reduce one
CPU when the CPU load is low and to add one CPU when the
CPU load is high, which is straightforward to understand since
these two actions are the only options in these two states to
get an immediate positive reward. However, the optimal action
for the medium state s1 is different for SDR and SDN, For
the case of SDR the agent prefers to reduce one CPU at the
state of s1 while for the case of SDN the agent prefers to
add one CPU at the state of s1. These two decisions are not
obvious to understand since both actions on state s1 can make
the same immediate reward. Therefore the agent has to decide
these actions not only by the immediate reward, but also by
maximising the total reward considering future rewards with
the discount factor γ (see Equation (1)). These decisions are
optimised by the value iteration.
C. Results with different transition probabilities
In the previous subsection, we obtain the transition proba-
bilities shown in Table I based on the general statistics of the
Trinity College Dublin Iris testbed [9]. In this subsection we
change these probabilities and see how the changes would
effect to the results, to further evaluate the scalability of
our algorithm to other testbeds/scenarios. We keep those
probability values that equal to 1 in Table I for the cases in
which state transition is definite, and vary the other ”not-equal-
to-1” values that are for the transition probability between
different states. We assume that for the SDR case those values
vary among 0.01, 0.1, 0.2, 0.3, and 0.4, while for the SDN case
those values vary among 0.6, 0.7, 0.8, 0.9 and 0.99. The reason
is that SDN processes are more likely to be parallelised thus
more likely to transit to another state when adding/reducing
one CPU core.
The results in Figure 4 show the relation between the
aforementioned state transition probability from one state to
another state (X axis) and the standard deviation of the value
functions of the 3 states (Y axis). The results show that the
variation of transition probabilities affects a lot to the standard
deviation of the value functions for the SDR case but not so
much for the SDN case. Besides, the curves for the SDR and
SDN cases show different tendencies with the increasing of
transition probability. In general, higher standard deviation of
value functions means the reinforcement-learning agent has
more obvious preferences on different states. In Figure 4 we
also plot the case for equal probability values (i.e. with 0.5
transition probability, meaning equal probability to stay in the
same state or to transit to another state), in which case the state
value functions all equal to 0 (V (s0) = V (s1) = V (s2) = 0).
This means that the agent is indifferent to the 3 different states
therefore the value iteration does not work properly in this
case.
Fig. 4. Standard deviation of the value functions in different transition
probability cases
D. Results compared to other algorithms
In this subsection, we compare the results of our value
iteration algorithm with another baseline algorithm. According
to the previous analysis and review values in Table I, for the
states s0 or s2 there is only one optimal choice of state-action
pair, (i.e., (s0, a2) or (s2, a1)), which has positive reward
value. Therefore any optimisation algorithm would choose
these two state-action pairs. However, the difference occurs
when transiting from the state s1, where there is no obvious
preference for the agent on taking the action a1 or a2 in terms
of immediate rewards. The benefit of the algorithm will appear
with time goes by. Therefore, to compare the performance
of our algorithm and the baseline algorithm, we simulate the
MDP procedure to calculate the cumulative reward (defined
by Equation 1) after a certain number of MDP steps.
We define the baseline algorithm, namely Random-Action-
Selection (RAS) algorithm, to compare with our value iteration
algorithm. The RAS algorithm randomly chooses the action
a1 or a2 made at the state s1 with equally 50% probability
respectively. Figure 5 shows the comparison of cumulative
reward between our value iteration approach and the RAS
approach for one single time-based MDP simulation. The
simulation is conducted under the same SDR case with the
state transition probability equal to 0.1 for both adding one
CPU and reducing one CPU. The results show that our agent
with value iteration gets more cumulative reward during the
reinforcement learning process than the agent with RAS,
meaning our agent works more efficiently to reach our goal.
Fig. 5. Cumulative reward comparison between value iteration approach and
RAS approach for an SDR MDP case
We also build simulations to compare the energy savings
and CPU working performance for value iteration and RAS
algorithm, in a cloud with 1000+ available CPU cores. Instead
of showing the results for a single MDP as Figure 5, we build
10000 independent MDP simulations with each simulation
having 1000 MDP steps and take average results to get more
reliable comparisons.
To showcase the energy savings, Figure 6 shows the com-
parison between value iteration and RAS for total number of
added/reduced CPU cores in different transition probability
cases (positive numbers on Y-axis mean adding CPUs while
negative numbers mean reducing CPUs). Besides, to showcase
the performance maintenance, Figure 7 shows the comparison
between value iteration and RAS for percentage of time in high
CPU load state (s2) in different transition probability cases.
By looking at Figure 6, for SDR case, our agent with value
iteration reduces more number of CPU cores in the MDP than
RAS, especially for cases where transition probability is less
than 0.2. This means that our agent saves more energy than
the baseline RAS in the cloud systems for the SDR case. For
instance, for the case where transition probability equals to
0.01, our value iteration agent saves energy consumption of
40 more CPUs than RAS does. If one high-performance CPU
core consumes 80 watts [12], saving 40 CPUs corresponds to
around 76.8 kWh energy savings per day. However, Figure
7 shows that value iteration has around 25% more time in
high-load CPU state than RAS in SDR cases (although it is
still below 50% of time), meaning that our agent takes higher
risk on keeping the CPUs on high-load states than RAS. For
SDN case, our agent with value iteration has similar CPU core
reductions (i.e. energy savings) as RAS, but takes lower risk
on keeping the CPUs on high-load states than RAS. Note that
we don’t consider the case in which the transition probability
equals to 0.5 on the X-axis because in this case the value
iteration does not work properly (as mentioned in Figure 4).
E. Results with more states
In this subsection, we investigate the case with more MDP
states (4 states) and see if the results follow the similar trend,
to evaluate the scalability of our agent using value iteration
Fig. 6. Comparison between value iteration and RAS for total number of
added/reduced CPUs in different transition probability cases
Fig. 7. Comparison between value iteration and RAS for percentage of time
in high CPU load state (s2) in different transition probability cases
when the CPU-usage levels are defined to be more fine-
grained. To make the case for “4 states” we add one more
intermediate state to the previous 3-state scenario shown in
Figure 1, between the low-CPU-usage state s0 and high-
CPU-usage state s2 (becoming s3 after adding one state)
while keeping the same structure of actions a’s, transition
probabilities and rewards. We conduct the experiments on
the 4-state scenario with the same transition probabilities and
reward parameters as the 3-state scenario. The results show the
same trend as Figure 2 and Figure 3. The number of iterations
to reach convergence is also around 60. For the SDR case the
value functions follow V (s0) > V (s1) > V (s2) > V (s3),
while for the SDN case the value functions follow V (s3) >
V (s2) > V (s1) > V (s0). Besides, the optimal state-action
pair selections for the 4-state case are the same as the 3-
state case as well. We are not showing the figures here due to
the page limits. These results mean that our agent with value
iteration is extendable to scenarios with more states and more
fine-grained CPU levels.
V. CONCLUSION AND FUTURE WORK
In this paper, we have designed and implemented an MDP-
based model to represent the dynamic CPU resource allocation
problem in cloud-based wireless networks. We use value
iteration algorithm to build a reinforcement learning agent
to get the optimal policy. We have investigated different
scenarios with different parameters as well as comparing the
performance with another baseline algorithm, namely RAS.
From the simulation results we have found that our agent gets
the optimal policy rapidly in under 100 iterations and the al-
gorithm are extendable to many different scenarios. Our agent
with value iteration outperforms or at least equally performs
in energy savings compared to the baseline algorithm.
In this paper, we predefined the transition probabilities in
the MDP according to the statistics, which means that the
agent is fully aware of the environment. In future, we plan
to build more sophisticated reinforcement learning scenarios
where the agent is not fully aware of the environment, and has
to update its optimal decisions with time goes by. These will
involve deep Q-learning techniques with neural networks.
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