Abstract. Thangka Image Retrieval System is a challenging task in Thangka image classification. The Thangka images obtained from different ways are not all true Thangka images, which may lead to the misclassification of Thangka images. Therefore, a retrieval system is needed to distinguish true and false Thangka images. Thangka has rich texture characteristics, so this paper proposes a kind of feature extraction based on gray level co-occurrence matrix (GLCM) algorithm, to extract the statistical features of the matrix of thangka image retrieval, the distinction between has obtained the good effect.
Background Introduction
Thangka is a traditional art treasures of the Chinese nation, with the characteristics of fine, subtle and complex structure information. How to quickly and accurately retrieve the images of Thangka from the Thangka image library has important research significance. Based on the complex features of Thangka image texture, it is of practical significance to use Thangka image retrieval based on texture. Now texture measurement methods can be broadly divided into two categories: statistical analysis and structural analysis [1] . The former starts from the statistical analysis of the related attributes of the image, and the latter starts with the texture primitives and explores the structural rules of texture composition. In terms of historical development or current progress, statistical methods still dominate. GLCM is a commonly used statistical method in texture analysis. In this paper, a Thangka image retrieval system based on GLCM is designed.
Analysis of the Principle of GLCM
GLCM is a kind of analysis method which uses the spatial correlation of two pixels separated by a certain distance in the image space to reflect the arrangement pattern of the gray space in the image [2] . It reflects the integrated information of image gray with respect to direction, adjacent interval and change range, which lays the foundation for analyzing the global pattern and arrangement rules of images.
The selection of the step parameters and the direction parameters has a great influence on the calculation of the GLCM, which is directly related to the pros and cons of the generated texture features. Generally, the step parameters are selected first, and the selection direction is generally 0 However, due to the symmetry of the gray level co-occurrence matrix, the directions are actually 8 directions. There are 4 co-occurrence matrices available.
In order to facilitate the analysis, matrix elements commonly used to represent the probability value, that is, each element ( ) j i P , divided by the sum of each element R, a normalized value ( )
If the size of the image is
However, GLCM is not directly used as the distinguishing feature of the texture. Instead, some corresponding eigenvalues calculated by GLCM are used as the texture classification features. Since 1973, Haralick et al. have defined 14 gray level co-occurrence matrix characteristic parameters for texture analysis [3] , however, some eigenvalues are consistent with each other, which kind of texture features are more effective for the Thangka image retrieval. At present, there are still few studies at home and abroad. Therefore, according to the image features of Thangka, five of them are selected as the eigenvalues of texture recognition. They are energy, entropy, correlation, moment of inertia (or contrast), and local stationary (or inverse difference moment).
1) Energy
( )
Energy in the gray-scale co-occurrence matrix is very important, is a measure of the uniformity of the image, reflecting the uniformity of the grayscale distribution and texture of the thickness [4] . If the image is more uniform, the more rough the texture, the greater its value. 2) Entropy ( ) ( )
Entropy is a measure of the randomness of the image texture, which reflects the complexity of the texture of the image. The greater the entropy is, the more complex the image is [5] .
Measure the degree of similarity in the grayscale or column direction of the image, so the size of the value reflects local relevance, and the larger the value, the greater the correlation.
4)
Moment of inertia(or contrast) Compared with other statistic moments of inertia, the complexity of spatial distribution of image gray can be distinguished more. Its mathematical definition is:
Therefore, the value of the moment of inertia can reflect the grayscale complexity of the image. The larger the value of the image, the more obvious the image groove is, the clearer the image is. 5) local stationary (or inverse difference moment) ( ) ( )
It reflects the unity of the image texture, the value of the large image illustrates the lack of changes in different regions of the texture [8] .
Algorithm and Technical Analysis Algorithm to Achieve the Process
The algorithm uses the C++ programming, the algorithm implementation process as shown in Figure  1 : Figure 1 . Algorithm implementation process.
Grayscale Compression
In practice, the gray level of an image is generally 256 levels, and the size of a co-occurrence matrix is 256 × 256 [9] . Since Thangka gray scale images and more large size, which in turn requires the algorithm to calculate pixel by pixel, so will inevitably lead to unusually large amount of computation. Therefore, without affecting the texture feature extraction, the gray level of the original image is usually compressed to a smaller range in order to reduce the size of the generated gray level co-occurrence matrix and divide the image into several sub-windows [10] , improve the efficiency of the algorithm. The study designed to achieve the main use of the eight gray-scale compressions.
Experimental Results and Analysis
The Thangka images used in the experiments are all processed. As shown in Figure 2 , it can be seen that the image texture information is rich in information of the image texture through the experimental results. The outline, edge information, direction information and other texture performance has a good effect. Different Thangkas have different texture features. Since these features represent some aspect of the Thangka image, comparing these values can reflect the difference of Thangka image texture features, it is feasible to use it as a feature of the search. In the experimental results, we can see that the experimental results can be very good to find the image of the thangka in the image library.
Conclusion
This study in C++ programming to achieve the thangka image retrieval system based on gray level co-occurrence matrix, through comparative analysis of thangka image processing results, it is concluded that the energy, entropy, correlation, moment of inertia (or contrast) and local stationary (or inverse difference moment) for thangka image retrieval is a characteristic value of adaptability, stability is very good. As an important parameter in Thangka image retrieval, texture features play an important role in the accuracy of the results. Therefore, these five eigenvalues have very important application value.
At the same time there are many deficiencies in the system, such as the need to manually enter the error range of the 5 parameter values, this will make the system appear very tedious, is not conducive to the accuracy of the upgrade. We can use the machine learning method, the statistical distance, the number of compression series, the range of eigenvalue error, etc., to efficiently and quickly retrieve the image of the thangka in the image library, and it can also be improved from the algorithm to reduce the amount of computation, these will be the next step of the study.
