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Re´sume´
On e´tudie la dynamique d’un home´omorphisme de surface au voisinage d’un point fixe
isole´. Si l’indice du point fixe est strictement plus grand que 1, on construit une famille de
pe´tales autour du point fixe, alternativement attractifs et re´pulsifs, ce qui ge´ne´ralise un e´nonce´
de dynamique holomorphe. Si l’indice est strictement plus petit que 1, on obtient une famille
de branches alternativement stables et instables, ce qui ge´ne´ralise un e´nonce´ de dynamique
hyperbolique.
Abstract
The study of the dynamics of a surface homeomorphism in the neighbourhood of an isolated
fixed point leads us to the following results. If the fixed point index is greater than 1, a family
of attractive and repulsive petals is constructed, generalizing the Leau-Fatou flower theorem in
complex dynamics. If the index is less than 1, we get a family of stable and unstable branches,
generalizing the stable manifold theorem in hyperbolic dynamics.
Mots-cle´s Home´omorphisme, surface, point fixe, Brouwer.
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1 Introduction
1.1 Contexte
Au tout de´but de l’apparition des syste`mes dynamiques comme branche des mathe´matiques,
Poincare´ avait souligne´ l’importance des orbites pe´riodiques comme l’un des biais par lequel il
est possible d’attaquer l’e´tude d’un syste`me dynamique ; depuis, une bonne partie des proble`mes
de dynamique consiste d’une part a` chercher des orbites pe´riodiques, d’autre part a` tenter de
comprendre la dynamique au voisinage d’une orbite pe´riodique. Les re´sultats de dynamique locale
sont souvent un pre´liminaire incontournable a` l’e´tude de la dynamique globale : c’est le cas par
exemple en dynamique hyperbolique (the´ore`me de Hartman-Grobman, de la varie´te´ stable, e´tude
des bifurcations locales) ou en dynamique holomorphe a` une variable (the´ore`mes de line´arisation
locale, the´ore`me de la fleur de Leau-Fatou).
1.2 Proble´matique
Dans ce texte, nous nous inte´ressons a` la dynamique topologique, en dimension 2. Que peut-on
dire de la dynamique locale d’un home´omorphisme de surface au voisinage d’un point fixe isole´ ?
Cette question a e´te´ aborde´e il y a longtemps par G. D. Birkhoff, et plus re´cemment par M. Brown,
E. Slaminka, S. Pelikan, S. Baldwin, P. Le Calvez, J.-C. Yoccoz, S. Matsumoto ([Bro90b, BS90,
PS87, LC99, LCY97, LC]). Contrairement aux cate´gories avec plus de structures, il n’y a aucun
espoir de the´ore`me de line´arisation locale, ce qui explique qu’il n’y ait pas eu de re´ponse de´finitive.
Un des ingre´dients principal est l’indice de Lefschetz du point fixe, il permet de pre´ciser la
question initiale : quel lien y a-t-il entre l’indice et la dynamique ?
Le lien le plus simple est conse´quence de la the´orie des home´omorphismes de Brouwer : si
l’indice est diffe´rent de 1, alors de nombreuses formes de re´currence (points pe´riodiques, et meˆme
points non errants) sont exclues dans un voisinage du point fixe ; autrement dit, le comportement
individuel de chaque orbite est tre`s simple. Pre´ciser le comportement dynamique consiste alors a`
essayer de dire quelque chose du comportement collectif des orbites.
1.3 Re´sultats
Dans ce texte, on obtient des e´nonce´s qui s’inspirent de the´ore`mes classiques des cate´gories plus
structure´es, le the´ore`me de la varie´te´ stable en dynamique hyperbolique, et le the´ore`me de la fleur
de Leau-Fatou en dynamique holomorphe.
La version topologique du the´ore`me de la varie´te´ stable concerne le cas ou` l’indice de Lefschetz
est strictement plus petit que 1 : on prouve alors l’existence de p branches stables et p branches
instables locales, cycliquement alterne´es autour du point fixe (ou` le nombre p est la diffe´rence entre
1 et l’indice).
La version topologique du the´ore`me de la fleur de Leau-Fatou concerne le cas dual, ou` l’indice
de Lefschetz est strictement plus grand que 1 : on montre cette fois-ci l’existence de p pe´tales
attractifs et p pe´tales re´pulsifs, ici encore cycliquement alterne´s autour du point fixe (le nombre p
est la diffe´rence entre l’indice et 1).
On obtient e´galement une nouvelle preuve d’un re´sultat de M. Brown : l’indice du point fixe
pour toute puissance non nulle de l’home´omorphisme est e´gal a` l’indice pour h.
1.4 Strate´gie et outils
La strate´gie des preuves est la suivante. Un re´sultat d’extension (the´ore`me 7.1) permet de
se ramener a` un cadre de dynamique globale, celui d’un home´omorphisme de la sphe`re n’ayant
que deux points fixes, note´s N et S : ainsi, la quasi-totalite´ du texte portera en re´alite´ sur des
questions de dynamique globale. En particulier, les trois re´sultats de dynamique locale se de´duiront
rapidement d’un meˆme the´ore`me, que nous expliquons maintenant.
Dans le cadre global, on peut utiliser la the´orie de Brouwer. Celle-ci permet la construction, en
chaque point (non fixe), d’une droite de Brouwer, c’est-a`-dire d’un arc dont les extre´mite´s sont les
points fixes (ou d’une courbe ferme´e simple passant par l’un des points fixes), et qui ne rencontre
son image qu’aux points fixes. Le principal re´sultat de dynamique globale (the´ore`me 8.6) annonce
l’existence d’une famille finie de droites de Brouwer formant le bord de structures dynamiques
baptise´es croissants et pe´tales, dont le nombre et la disposition sont relie´s aux indices des points
fixes N et S.
La construction des croissants et des pe´tales utilise principalement deux outils. D’une part, une
notion d’indice entre deux droites de Brouwer disjointes, appele´e indice partiel. D’autre part, les
de´compositions en briques, e´labore´es et de´ja` utilise´es par P. Le Calvez et A. Sauzet : il s’agit d’un
certain type de triangulation du comple´mentaire des points fixes, adapte´e a` la dynamique. Cette
triangulation permet notamment d’e´vacuer une grande partie des proble`mes de´licats de topologie
plane, et d’obtenir des preuves simples des re´sultats de Brouwer, en construisant par une proce´dure
“automatique” des droites de Brouwer simpliciales (qui sont re´union d’areˆtes de la triangulation).
La plupart des preuves ont pour de´cor un autre cadre de dynamique globale, celui des home´o-
morphismes de Brouwer : ce sont des home´omorphismes du plan sans point fixe. Le passage du
cadre “sphe`re avec deux points fixes” au cadre “plan sans point fixe” s’effectue de la manie`re
suivante : en enlevant les deux points fixes N et S, puis en passant au reveˆtement universel, on
obtient une surface home´omorphe au plan ; on montre alors qu’il existe une seule manie`re “non
triviale” de relever la dynamique en un home´omorphisme du plan (qui est bien suˆr sans point
fixe). Ceci est l’objet de la proposition 12.18, et ne´cessite la construction pre´alable d’une droite
de Brouwer reliant les deux points fixes N et S. Celle-ci est obtenue par des arguments portant
principalement sur la combinatoire des droites de Brouwer simpliciales.
On prouve notamment une version du the´ore`me principal, concernant l’existence de croissants
et de pe´tales, dans le cadre des home´omorphismes de Brouwer (the´ore`me 12.8). Puis on en de´duit
la version initiale du the´ore`me.
1.5 Plan du texte
Dans la premie`re partie, on e´nonce pre´cise´ment les re´sultats locaux, et on illustre ces re´sultats
et leurs limites sur des exemples. La deuxie`me partie, tre`s courte, contient le the´ore`me d’extension
qui rattache le cadre local au cadre global. La troisie`me e´nonce le re´sultat principal de dynamique
globale, et construit les outils ne´cessaires a` sa de´monstration (the´orie de Brouwer “classique”, indice
partiel, de´composition en briques). La quatrie`me contient le cœur de la preuve. Enfin, la dernie`re
partie applique the´ore`me d’extension et re´sultat global pour re´colter les re´sultats de dynamique
locale.
Les parties concernant le cadre global (III et IV) sont largement inde´pendantes des autres
parties.
1.6 Remerciements
Je tiens a` remercier les professeurs du Colle`ge de France, et tout particulie`rement Jean-
Christophe Yoccoz, de m’avoir invite´, en janvier 2001, a` faire la se´rie d’expose´s qui m’a incite´
a` e´crire ce texte. Cette e´tude a pour origine le premier sujet de the`se que m’avait donne´ Lucien
Guillou, a` l’e´poque sans beaucoup de succe`s... Le sujet a rede´marre´ apre`s plusieurs discussions avec
Patrice Le Calvez, en particulier graˆce a` sa suggestion d’utiliser les “de´compositions en briques”,
qui jouent ici un roˆle central. Je remercie Lucien et Patrice pour leur inte´reˆt constant pour ce
travail. Ce texte a e´galement be´ne´ficie´ des conversations avec Franc¸ois Be´guin, Sylvain Crovisier,
Vincent Guirardel et Duncan Sands.
4
Premie`re partie
Pre´sentation des re´sultats de dynamique
locale
Dans cette partie, on e´nonce et on illustre les re´sultats de dynamique topologique locale de
dimension 2. Ceux-ci sont affilie´s a` deux the´ore`mes ce´le`bres, l’un en dynamique diffe´rentiable,
l’autre en dynamique holomorphe ; nous commenc¸ons par rappeler ces e´nonce´s. Apre`s avoir pre´sente´
les re´sultats nouveaux et certains de leurs anceˆtres, on de´crit quelques exemples, de complexite´
croissante, pour la plupart de´ja` connus ; les deux derniers exemples sont nouveaux (figures 14
et 16). Ces exemples ne sont pas utilise´s dans la suite du texte (mais en facilite sans doute la
compre´hension).
2 Rappels de quelques re´sultats classiques
On note 0 le point (0, 0) du plan R2. On notera Int(E), Adh(E) et ∂E l’inte´rieur, l’adhe´rence
et la frontie`re d’un ensemble E.
Rappelons que x est un point fixe d’une application f si f(x) = x. L’ensemble des points fixes
de f sera note´ Fixe(f).
De´finition 2.1. Un home´omorphisme local h : U → V est un home´omorphisme h entre deux
voisinages connexes U et V de 0 dans R2, pre´servant l’orientation, dont 0 est un point fixe.
De´finition 2.2. Un germe d’home´omorphisme est une classe d’e´quivalence d’home´omorphismes
locaux pour la relation :
(h1, U1, V1) ∼ (h2, U2, V2)⇔ il existe un voisinage U ′ de 0 tel que h1|U ′ = h2|U ′ .
De´finition 2.3. Deux home´omorphismes locaux (h1, U1, V1) et (h2, U2, V2) sont topologiquement
conjugue´s si il existe un home´omorphisme local g : U1 ∪ V1 → U2 ∪ V2, envoyant U1 sur U2 et V1
sur V2, tel que, sur U2, g ◦ h1 ◦ g−1 = h2.
Cette de´finition induit une de´finition sur les germes. On de´finit de manie`re similaire les diffe´o-
morphismes et les diffe´omorphismes holomorphes locaux, ainsi que leurs germes.
A` partir de maintenant, tous les home´omorphismes conside´re´s auront 0 comme unique point
fixe.
2.1 Dynamique diffe´rentiable
Soit f un germe de diffe´omorphisme en 0. On dit que f est topologiquement line´arisable s’il est
topologiquement conjugue´ a` sa diffe´rentielle en 0.
The´ore`me 2.4 (Hartman-Grobman, 1962). Supposons que la diffe´rentielle en 0 soit hyper-
bolique ( i.e. les modules des valeurs propres sont diffe´rents de 1). Alors f est topologiquement
line´arisable.
On en de´duit qu’a` conjugaison topologique pre`s, il n’existe que quatre germes de diffe´omor-
phismes hyperboliques (pre´servant l’orientation) : homothe´tie contractante ou dilatante, point selle
avec ou sans rotation (figure 1).
Soit f : U → V un diffe´omorphisme local hyperbolique de type selle, c’est-a`-dire que l’une des
valeurs propres a sa valeur absolue plus grande que 1, et l’autre plus petite que 1.
Si U ′ est un voisinage de 0 inclus dans U , on noteWU
′
→0 etW
U ′
0→ les ensembles stables et instables
locaux, i.e. WU
′
→0 = {x ∈ U
′ | ∀n ≥ 0, fn(x) ∈ U ′} et WU
′
0→ = {x ∈ U
′ | ∀n ≤ 0, fn(x) ∈ U ′}. Le
the´ore`me d’Hartman-Grobman permet bien suˆr de de´crire le comportement des orbites ; tout se
passe comme sur la figure 1 :
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Fig. 1: Les quatre mode`les de diffe´omorphismes hyperboliques locaux
Corollaire 2.5. Supposons que la diffe´rentielle est de type selle. Alors il existe un voisinage U ′
de 0 arbitrairement petit, tel que :
– les ensembles WU
′
→0 et W
U ′
0→ sont deux arcs d’intersection {0}, d’extre´mite´s sur la frontie`re
∂U ′ ;
– tous les points de WU
′
→0 \{0} ont un ite´re´ ne´gatif hors de U
′ et leurs ite´re´s positifs qui tendent
vers 0.
– tous les points de WU
′
0→ \{0} ont un ite´re´ positif hors de U
′ et leurs ite´re´s ne´gatifs qui tendent
vers 0.
Le the´ore`me de la varie´te´ stable ajoute que ces arcs sont diffe´rentiables et tangents aux directions
propres de la diffe´rentielle (mais ici seuls les aspects topologiques de la dynamique nous inte´ressent).
2.2 Dynamique holomorphe
On peut trouver des pre´cisions sur les re´sultats ci-dessous dans [Mil99, CG93]. Soit f un germe
de diffe´omorphisme holomorphe.
Si | f ′(0) |6= 1 (point hyperbolique), alors f est line´arisable, i.e. la dynamique est localement
(holomorphiquement) conjugue´e a` sa diffe´rentielle z 7→ f ′(0)×z. Remarquons qu’il n’ y a que deux
classes de conjugaison topologique, correspondant aux homothe´ties contractantes ou dilatantes ;
Si f ′(0) = ei2πθ, avec θ irrationnel “mal approche´” par des rationnels (condition diophantienne),
alors f est encore line´arisable, et donc (holomorphiquement) conjugue´ a` une rotation irrationnelle
(Siegel, Bryuno).
Si f ′(0) = ei2πθ, avec θ irrationnel “bien approche´” par des rationnels, alors il existe des
exemples ou` f n’est pas line´arisable (Cremer, Yoccoz).
Le dernier cas va nous inte´resser plus spe´cialement :
Si f ′(0) = ei2πθ, avec θ rationnel (point parabolique), on a encore conjugaison a` un mode`le
simple (pour simplifier, on se place dans le cas ou` θ = 0) :
The´ore`me 2.6 (Camacho, [Cam78]). Si f(z) = z + αz(p+1) + ... (p > 0 et α 6= 0), alors f est
topologiquement conjugue´ a` z 7→ z + z(p+1).
On peut alors de´crire la dynamique locale a` l’aide des de´finitions suivantes :
De´finition 2.7. On appelle disque topologique ferme´ un ensemble home´omorphe a` un disque
euclidien ferme´ du plan.
De´finition 2.8 (figure 2). Soit h : U → V un home´omorphisme local. Un pe´tale attractif est un
disque topologique ferme´ P inclus dans U , dont le bord contient 0, ve´rifiant h(P ) ⊂ Int(P ) ∪ {0}.
Le pe´tale P est dit re´gulier si de plus
⋂
n>0 h
n(P ) = {0}. Un pe´tale re´pulsif est un pe´tale attractif
pour h−1.
Corollaire 2.9 (the´ore`me de la fleur de Leau-Fatou, 1897-1917). Soit f ve´rifiant les hy-
pothe`ses du the´ore`me 2.6. Alors, pour tout home´omorphisme local h : U → V de germe f , il existe
p pe´tales attractifs re´guliers et p pe´tales re´pulsifs re´guliers cycliquement alterne´s autour de 0, dont
la re´union forme un voisinage de 0.
Remarquons que le the´ore`me 2.6 se de´duit facilement du corollaire 2.9.
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Pe´tales Feuilletage invariant
Fig. 2: Dynamique de z 7→ z + z3 au voisinage de 0
3 Re´sultats de dynamique topologique
On e´nonce ici les re´sultats de dynamique topologique locale.
Certain des re´sultats classiques ci-dessus sont du type :
Hypothe`se sur la diffe´rentielle =⇒ conjugaison a` un mode`le simple.
Si on essaie d’obtenir des re´sultats analogues en dynamique topologique, on se heurte a` deux
types de proble`mes :
1. au niveau des hypothe`ses, il faut trouver une ge´ne´ralisation topologique d’hypothe`ses portant
sur la diffe´rentielle ;
2. au niveau des conclusions, il n’y a aucun espoir d’obtenir une conjugaison a` un petit nombre
de mode`les (ceci sera clair sur les exemples de´crits ci-dessous, section 6).
La deuxie`me objection indique simplement qu’on ne pourra pas obtenir de the´ore`mes de
“line´arisation” (comme les the´ore`mes de Camacho ou d’Hartman-Grobmann) , et qu’il faudra
se contenter de the´ore`mes de description partielle de la dynamique (comme les corollaires 2.5 ou
2.9). La premie`re objection est plus se´rieuse, mais par miracle il existe une notion qui va permet-
tre d’y reme´dier : l’indice d’un point fixe. La de´finition est explique´e plus bas (section 6.2) ; pour
l’instant, remarquons simplement deux choses :
– si f(z) = z + αz(1+p) + · · ·, l’indice du point fixe est 1 + p (en particulier, il est strictement
plus grand que 1) ;
– pour un point selle sans rotation, l’indice est −1.
Si h est un home´omorphisme local fixant uniquement 0, on notera Indice(h, 0) l’indice du point
fixe (qui ne de´pend que du germe de h).
3.1 En indice > 1, pe´tales attractifs et re´pulsifs
De´finition 3.1. Soient U un voisinage de 0 dans le plan, F et F ′ deux familles finies de parties
compactes et connexes de U contenant 0, et supposons que les e´le´ments de F ∪ F ′ sont deux a`
deux d’intersection e´gale a` {0}. On dira que F et F ′ sont cycliquement alterne´es autour de 0 si
il existe une courbe ferme´e simple γ incluse dans U , entourant 0, rencontrant chaque e´le´ment de
F ∪ F ′ en un unique point, telle qu’en parcourant γ on rencontre alternativement les e´le´ments de
F et ceux de F ′.
Remarquons qu’on pourrait eˆtre plus pre´cis en de´finissant l’ordre cyclique autour de 0 de
n’importe quelle famille finie de parties connexes de U deux a` deux d’intersection e´gale a` {0}.
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The´ore`me 3.2 (version topologique du “the´ore`me de la fleur” de Leau-Fatou).
Soit h : U → V un home´omorphisme local fixant uniquement 0, d’indice strictement supe´rieur
a` 1 ; on e´crit Indice(h, 0) = 1 + p avec p > 0.
Alors il existe p pe´tales attractifs et p pe´tales re´pulsifs dans U , deux a` deux d’intersection e´gale
a` {0}, les pe´tales attractifs et re´pulsifs e´tant cycliquement alterne´s autour de 0.
Ce the´ore`me est illustre´ par la figure 3.
?
??
?
Fig. 3: Dynamique autour d’un point fixe d’indice plus grand que 1 (ici d’indice 3)
3.2 En indice < 1, branches stables et instables locales
Soit h : U → V un home´omorphisme local, et U ′ un disque topologique ferme´ inclus dans
Int(U ∩ V ).
De´finition 3.3. Un ensemble E ⊂ U ′ est plein si U \ E est connexe.1
De´finition 3.4. Un ensemble E ⊂ U ′ est positivement invariant si h(E) ⊂ E.
De´finition 3.5. Une branche stable U ′-locale est un ensemble k ve´rifiant les proprie´te´s suivantes :
1. k est inclus dans U ′, il contient 0 et rencontre la frontie`re de U ′ ;
2. k est compact, connexe, plein ;
3. k est positivement invariant, et la suite des ite´re´s positifs de tout point de k tend vers 0 ;
4. il existe un ensemble Wk, voisinage de k \ {0} dans U ′, tel que tout point de Wk a un ite´re´
ne´gatif hors de U ′.
Une branche instable U ′-locale est une branche stable U ′-locale pour h−1.
The´ore`me 3.6 (Version topologique du the´ore`me de la varie´te´ stable). Soit h : U →
V un home´omorphisme local fixant uniquement 0, d’indice strictement infe´rieur a` 1 ; on e´crit
Indice(h, 0) = 1− p avec p > 0.
Alors il existe un disque topologique ferme´ U ′, voisinage de 0 inclus dans Int(U ∩V ), p branches
U ′-locales stables et p branches U ′-locales instables, deux a` deux d’intersection e´gale a` {0}, les
branches stables et instables e´tant cycliquement alterne´es autour de 0.
Ce the´ore`me est illustre´ par la figure 4.
Remarquons que les pe´tales du the´ore`me 3.2 et le voisinage U ′ du the´ore`me 3.6 peuvent eˆtre
choisis arbitrairement petits (en appliquant chaque the´ore`me a` une restriction de h a` un voisinage
arbitrairement petit de 0).
1Ceci revient a` dire que toute composante connexe de U ′ \ E rencontre ∂U ′.
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Fig. 4: Dynamique autour d’un point fixe d’indice plus petit que 1 (ici d’indice −1)
3.3 Indices des ite´re´s d’un home´omorphisme local
On obtiendra e´galement une nouvelle preuve d’un the´ore`me de M. Brown ([Bro90b]) :
The´ore`me 3.7 (M. Brown). Soit h : U → V un home´omorphisme local fixant uniquement 0,
dont le point fixe est d’indice diffe´rent de 1. Alors il existe un voisinage U ′ de 0 tel que pour tout
n 6= 0,
1. 0 est le seul point fixe de hn dans U ′ ;
2. Indice(hn, 0) = Indice(h, 0).
4 Ante´ce´dents
4.1 La the´orie de Brouwer
La the´orie des home´omorphismes de Brouwer explique notamment qu’il ne peut pas y avoir
de re´currence au voisinage d’un point fixe d’indice diffe´rent de 1. Plus pre´cise´ment, il existe un
voisinage U de 0 tel que la suite des ite´re´s d’un point de U n’a que deux possibilite´s : tendre vers
le point fixe ou sortir de U . Ce re´sultat est un pre´liminaire essentiel pour l’e´tude des dynamiques
locales. La the´orie de Brouwer est de´taille´e dans la partie 9.
4.2 Anceˆtres du the´ore`me de la fleur
En e´tudiant les points fixes d’indice strictement plus grand que 1, C. P. Simon et N. A. Nikitin
ont d’abord montre´ que les points fixes des diffe´omorphismes pre´servant l’aire avaient un indice
infe´rieur ou e´gal a` 1 ([Sim74], [Nik74]). S. Pelikan et E. E. Slaminka ([PS87]) ont ensuite e´tendu ce
re´sultat aux home´omorphismes. P. Le Calvez a e´te´ le premier a` obtenir une proprie´te´ de dynamique
topologique qui interdit de pre´server l’aire : en indice strictement supe´rieur a` 1, tout voisinage du
point fixe contient tous les ite´re´s positifs d’un ouvert errant (i. e. disjoint de tous ses ite´re´s, voir
[LC99, LC]). Le the´ore`me de la fleur topologique renforce ces re´sultats, en de´crivant une proprie´te´
dynamique lie´e a` la valeur exacte de l’indice.
Mais ce the´ore`me ne contient pas encore toutes les proprie´te´s implique´es par la condition
d’indice : par exemple, une autre proprie´te´ dit que tout voisinage du point fixe contient une orbite
entie`re (diffe´rente du point fixe). Ceci est une conse´quence du the´ore`me d’indice de P. Le Calvez
et J.-C.Yoccoz ([LCY97]) ; auparavant, S. A. Andre´a l’avait prouve´, en indice 2, dans un contexte
global ([And70]).
4.3 Anceˆtres du the´ore`me de la “varie´te´” stable
Ce the´ore`me est extreˆmement proche d’un e´nonce´ de S. Baldwin et E. E. Slaminka ([BS90]) ;
celui-ci comporte une hypothe`se supple´mentaire (l’aire est pre´serve´e) et une proprie´te´ en moins dans
la conclusion (les orbites ne´gatives des points des branches stables ne sortent pas ne´cessairement
du voisinage). D’autre part, la preuve semble utiliser implicitement une hypothe`se additionnelle
assez forte : l’existence d’un voisinage qui ne contient aucune orbite entie`re. 2
2Voir [BS90], page 827, ligne 7 : “Since x ∈ S0 − p, there exists an N > 0 such that hˆ−N (x) 6∈ D.” Or sans
l’hypothe`se additionnelle donne´e ci-dessus, il n’est pas clair que l’ensemble S0 aie cette proprie´te´. D’autre part, la
construction est d’abord effectue´e pour un home´omorphisme hˆ qui est une perturbation de h, et la manie`re d’obtenir
les branches stables de h a` partir de celles de hˆ, qui n’est pas de´taille´e, semble e´galement poser proble`me.
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L’un des buts de ce travail e´tait d’obtenir une preuve comple`te de cet e´nonce´, en e´vitant la
the´orie de la “mise en position canonique” utilise´e par S. Baldwin et E. E. Slaminka. Cette the´orie
est due aux efforts successifs de B. S. Schmidt ([Sch75]), E. E. Slaminka ([Sla93, Sla88a]), et M.
Bonino ([Bon97, Bon01, Bon99]) ; bien que ne faisant appel qu’a` des notions e´le´mentaires, les
preuves sont assez de´licates. La mise en position canonique peut aussi eˆtre utilise´e pour e´tendre les
germes en e´vitant l’apparition de points fixes, et pour calculer les indices des ite´re´s hn ([Bro90b]).
On donne e´galement des preuves alternatives de ces deux re´sultats (the´ore`me 3.7 ci-dessus, et
the´ore`me d’extension 7.1 ci-dessous).
K. Hiraide et J. Lewowicz ont e´galement prouve´ et utilise´ un re´sultat de “varie´te´” stable
topologique, dans un contexte diffe´rent, celui des home´omorphismes expansifs de surfaces (voir
[Hir90], [Lew89]).
Pour ce qui est des anceˆtres plus lointain, rappelons que dans son e´tude des home´omorphismes
de l’anneau de´viant la verticale, G. D. Birkhoff montrait et utilisait une proprie´te´ de l’ensemble
stable local : sous une hypothe`se tre`s ge´ne´rale (n’eˆtre ni puit ni source, ce qui est le cas si l’aire
est pre´serve´e ou si l’indice est diffe´rent de 1), la composante connexe du point fixe est non triviale
(la preuve est tre`s courte, voir par exemple [LR00], lemme 5).
4.4 Autres re´sultats de dynamique topologique locale
P. Le Calvez et J.-C. Yoccoz, puis P. Le Calvez ont relie´ la suite des indices des ite´re´s (hn) d’un
home´omorphisme local aux proprie´te´s dynamiques de h ([LCY97, LC]). Notamment, P. Le Calvez
retrouve le the´ore`me de M. Brown e´nonce´ ci-dessus. En dynamique globale, un corollaire important
de cette e´tude est la preuve de la non-existence d’home´omorphismes minimaux de l’anneau ouvert
R× S1 ; P. Le Calvez obtient e´galement des the´ore`mes d’existence d’orbites pe´riodiques.
5 Limites des re´sultats, questions
5.1 En indice < 1
Par de´finition, l’ensemble stable d’un point fixe est l’ensemble des points dont la demi-orbite
positive tend vers le point fixe. Contrairement au cadre diffe´rentiable hyperbolique, pour un home´o-
morphisme, l’ensemble stable n’est pas ne´cessairement connexe (voir l’exemple du paragraphe 6.6
ci-dessous ; cette remarque re´pond a` la question pose´e par S. Baldwin et E. E. Slaminka a` la fin
de [BS90]). Le the´ore`me topologique de la “varie´te´” stable ne peut donc pas prendre en compte
l’inte´gralite´ des ensembles stables et instables. D’autre part, il ne dit rien sur la dynamique entre
les branches stables et instables ; dans quelle mesure ressemble-t-elle a` celle des diffe´omorphismes
selles ? Sur la figure 4, cette absence d’information est symbolise´e par les points d’interrogation
dans les secteurs entre les branches.
5.2 En indice > 1
Par rapport au cadre holomorphe du the´ore`me de Leau-Fatou, on a deux restrictions essen-
tielles : d’une part les pe´tales ne sont pas ne´cessairement re´guliers, c’est-a`-dire qu’on doit autoriser
les pe´tales a` contenir entie`rement l’orbite d’un point (voir l’exemple du paragraphe 6.4 ci-dessous,
qui ne posse`de aucun pe´tale re´gulier) ; et d’autre part on ne peut pas espe´rer que la re´union des
pe´tales forme un voisinage du point fixe (voir par exemple le deuxie`me dessin de la figure 6) : il
resterait donc ici aussi a` de´crire la dynamique entre les pe´tales.
5.3 Les constructions ne sont pas canoniques
Les constructions effectue´es font apparaˆıtre beaucoup de choix arbitraires (en particulier dans
la construction d’une “de´composition en briques”), ce qui empeˆche d’obtenir des objets canoniques.
En essayant de reme´dier a` cet inconve´nient, on tombe notamment sur les questions suivantes :
Question 1. En indice < 1, peut-on trouver un exemple avec une infinite´ de branches stables
“maximales” disjointes ?
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Question 2. En indice 1 + p > 1, disons que deux pe´tales attractifs P1 et P2 sont e´quivalents
si l’union des ite´re´s ne´gatifs de P1 co¨ıncide avec l’union des ite´re´s ne´gatifs de P2. Peut-on mon-
trer qu’il n’existe qu’un nombre fini (supe´rieur a` p) de classes d’e´quivalence maximales de pe´tales
attractifs ?
Une des difficulte´s est qu’en ge´ne´ral, dans un meˆme home´omorphisme, on trouve simultane´ment
des “zones hyperboliques” (contribuant a` de l’indice ne´gatif) et des “zones elliptiques” (contribuant
a` de l’indice positif) : ceci est clair sur les exemples de la section 6.1, figures 5 et 6. En particulier,
le the´ore`me de la fleur dit juste que si l’indice est 1 + p > 1, on aura force´ment au moins 2p zones
elliptiques ; mais il peut aussi y avoir des zones hyperboliques, et dans ce cas, il devra y avoir plus
de 2p zones elliptiques.
Question 3. Peut-on donner un sens pre´cis aux termes “secteurs hyperboliques” et “secteurs
elliptiques” ?
Une approche de cette question sera propose´e par l’auteur dans [LR], en partant de l’ide´e
suivante : meˆme sans savoir les de´finir pre´cise´ment, on peut compter les secteurs hyperboliques et
elliptiques !
6 Exemples, de´finition informelle de l’indice
On de´crit ici un certain nombre d’exemples utiles a` la compre´hension du texte ; en particulier,
le corollaire 6.2 et la proposition 6.3 montrent chacun une limite des the´ore`mes 3.2 et 3.6. Sur le
plan logique, la suite du texte ne fait pas appel a` cette section.
6.1 Flots simples
Un flot (diffe´rentiable) est une famille de diffe´omorphismes obtenue en inte´grant un champ de
vecteurs. On peut de´finir un flot topologique en ne gardant que la condition de composition : c’est
une famille (ht)t∈R d’home´omorphismes ve´rifiant ht ◦ hs = ht+s (et h0 est l’identite´). On montre,
comme dans le cas diffe´rentiable, que les orbites {ht(x) | t ∈ R} forment un feuilletage du plan
([Whi33]). Les exemples les plus faciles de germes d’home´omorphismes se construisent en prenant
le temps un, h1, d’un flot (ht)t∈R.
Les flots les plus simples se construisent a` l’aide de six mode`les de secteurs angulaires (cf
figure 5)3 :
elliptique
direct attractif
hyperbolique
indirect
parabolique
Fig. 5: Mode`les de secteurs des flots “simples”
– secteurs hyperboliques direct et indirect avec lesquels on fabrique les points hyperboliques
selles ;
– secteurs elliptiques direct et indirect avec lesquels on fabrique les points paraboliques ( !)
de la dynamique holomorphe ;
– secteurs paraboliques attractif et re´pulsif.
On passe du mode`le direct au mode`le indirect et d’attractif a` re´pulsif en changeant le sens du
temps (des fle`ches). La figure 6 montre deux exemples.
3On a repre´sente´ le feuilletage en orbites : pour x fixe´, quand t varie, ht(x) parcourt la feuille passant par x ; en
particulier, l’home´omorphisme h1 pre´serve chaque feuille du feuilletage et pousse les points dans le sens des fle`ches.
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Fig. 6: Deux exemples complets, duaux, de germes de flots “simples”
F. Dumortier a montre´ que tout germe de champ de vecteurs C∞ du plan au voisinage d’une
singularite´ ve´rifiant une certaine condition (portant sur l’expansion de Taylor et l’existence d’une
se´paratrice) est de cette forme ([Dum78, Dum77]).
6.2 L’indice
La de´finition sera pre´cise´e a` la section 9.1.
• De´finition informelle
Soit h : U → V un home´omorphisme local fixant uniquement 0. Pour obtenir l’indice de h en
0, on prend un disque D, inclus dans U , qui contient le point fixe dans son inte´rieur (figure 7). En
0
D
h(D)
x
h(x)
Fig. 7: De´finition de l’indice
tout point x de ∂D, on trace le vecteur
−−−→
xh(x), qui n’est pas nul puisque ∂D ne contient pas de
point fixe ; puis on calcule l’indice du champ de vecteurs ainsi de´fini le long de ∂D : autrement dit,
le nombre (alge´brique) de tours faits par
−−−→
xh(x) quand on parcourt une fois ∂D. On montre que
cette de´finition ne de´pend pas du disque D choisi ; elle ne de´pend donc que du germe de h.
Par exemple, pour f(z) = z + zp+1, on a f(z)− z = zp+1 qui fait p+1 tours quand z parcourt
le cercle unite´ : le point fixe 0 est d’indice p+ 1.
• Formule pour les flots simples
Pour un flot compose´ des quatre types de secteurs de´crits pre´ce´demment, l’indice est donne´ par
la formule :
Indice(h, 0) =
#secteurs elliptiques−#secteurs hyperboliques
2
+ 1.
En effet, dans un secteur elliptique, le vecteur
−−−→
xh(x) fait un demi-tour dans le sens de parcours de
∂D, plus un “chou¨ıa” ; dans un secteur hyperbolique, il fait un demi-tour dans le sens contraire,
moins un “chou¨ıa” ; dans les secteurs paraboliques il ne tourne presque pas (juste un “chou¨ıa”).
Les “chou¨ıas” sont en fait exactement les angles des secteurs, et ils s’additionnent pour donner le
12
“1” de la formule. Le premier exemple de la figure 6 est donc d’indice 0, le deuxie`me est d’indice
2.
L’inte´reˆt principal de l’indice re´side dans la formule de Lefschetz, qui fait le lien entre le
local et le global : pour un home´omorphisme de´fini sur une surface compacte S, isotope a` l’identite´
et n’ayant qu’un nombre fini de points fixes, la somme des indices de ces points fixes est e´gale a`
la caracte´ristique d’Euler-Poincare´ de la surface (par exemple, les deux dessins de la figure 6 se
recollent en un home´omorphisme de la sphe`re S2, et on a bien 0+2 = 2). Cette formule permet de
de´tecter des points fixes ou pe´riodiques : par exemple, une conse´quence du the´ore`me de S. Pelikan
et E. E. Slaminka (tout germe pre´servant l’aire est d’indice strictement plus petit que 1) est que
tout home´omorphisme de la sphe`re S2 (de caracte´ristique 2), pre´servant l’aire, isotope a` l’identite´,
a au moins deux points fixes4. Elle est e´galement l’une des cle´s de la preuve du the´ore`me de P. Le
Calvez et J.-C. Yoccoz sur la non-existence d’home´omorphismes minimaux de l’anneau.
• Illustration des the´ore`mes
Pour ces flots simples, on peut facilement montrer les the´ore`mes 3.6 et 3.2 :
– “varie´te´” stable : soit h un germe d’indice 1 − p strictement plus petit que 1, construit a`
l’aide des six mode`les de secteur de´crits pre´ce´demment. D’apre`s la formule, il y a au moins
2p secteurs hyperboliques, donc au moins p ayant la meˆme orientation (directe ou indirecte) ;
a` cause de l’orientation, les bords de ces secteurs sont disjoints deux a` deux ; ils constituent
donc p branches stables et p branches instables cycliquement alterne´es.
– fleur topologique : en indice 1 + p strictement plus grand que 1, il y a au moins p secteurs
elliptiques avec la meˆme orientation ; dans chacun on trouve un pe´tale attractif et un re´pulsif
(voir la figure 8).
Fig. 8: Pe´tales dans un secteur elliptique
Remarquons que dans un secteur elliptique ou parabolique, tout disque assez petit est disjoint
de tous ses ite´re´s positifs (ou ne´gatifs), qui sont inclus dans le voisinage ; la dynamique ne peut
donc pas pre´server la mesure de Lebesgue (ou n’importe quelle autre “bonne” mesure, i. e. non-
atomique et chargeant les ouverts). Par conse´quent, un flot “simple” pre´servant une bonne mesure
est constitue´ uniquement de secteurs hyperboliques.
6.3 Flots complique´s
Tous les germes de flots n’admettent pas une description aussi simple ; par exemple :
– on peut compliquer un secteur hyperbolique en faisant pousser une infinite´ de “bulles” el-
liptiques (cf figure 9) ; remarquons que si on n’ajoute qu’un nombre fini de bulles, le germe
Fig. 9: De l’elliptique dans l’hyperbolique
obtenu est encore un flot simple (on a juste change´ un secteur hyperbolique en k+1 secteurs
hyperboliques et k secteurs elliptiques alterne´s).
4Ceci peut aussi se voir comme conse´quence de la the´orie de Brouwer.
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– on peut compliquer un secteur elliptique en y introduisant des “composantes de Reeb” (cf.
figure 10) ; la` encore, tout processus fini redonne un flot simple.
Fig. 10: Des composantes de Reeb dans l’elliptique
Les germes de feuilletages de surface au voisinage d’une singularite´ isole´e ont e´te´ e´tudie´s en
toute ge´ne´ralite´ par Kaplan ([Kap42]).
6.4 Flot le plus complique´ possible
En premie`re approximation, on peut mesurer la complexite´ d’un flot (du plan, par exemple) par
son ensemble singulier : celui-ci est de´fini comme la re´union des orbites qui ne sont pas se´pare´es
dans l’espace des feuilles du feuilletage par orbites ; ou comme l’ensemble des points de discon-
tinuite´ de l’application “x 7→ orbite de x” (pour une topologie de Hausdorff) ; ou encore comme
la re´union des bords des composantes de Reeb, une composante de Reeb e´tant un sous-ensemble
du plan, pas ne´cessairement ferme´, sur lequel le feuilletage est home´omorphe au feuilletage de
Reeb (repre´sente´ figure 11). L’ensemble singulier est alors la re´union des ensembles positivement
Bord ne´gatif
Bord positif
(ensemble ne´gativement singulier)
(ensemble positivement singulier)
Fig. 11: Une composante de Reeb
singulier et ne´gativement singulier, ceux-ci e´tant de´finis comme la re´union des bords ne´gatifs (re-
spectivement des bords positifs) des composantes de Reeb (cf. figure 11). Remarquons encore que
l’ensemble singulier est l’ensemble des points en lesquels la famille {hn1} n’est pas e´quicontinue pour
la me´trique sphe´rique, ce qui en fait l’analogue des ensembles de Julia de la dynamique holomorphe.
L’ensemble singulier est e´tudie´ dans [Ker34, HT53, Nak95a, Nak95b, BLR].
Proposition 6.1. Il existe un flot du plan, sans orbite pe´riodique ni point singulier, dont les
ensembles positivement et ne´gativement singuliers sont chacun denses dans le plan.
Preuve — On peut trouver une construction complique´e due a` T. Homma et H. Terasaka dans
[HT53]. Voici une construction e´le´gante que m’a signale´e C. Bonatti. On conside`re le feuilletage
du plan par les droites verticales. Enlevons les points de l’ensemble
F = {(
p
q
, q) | p, q ∈ Z, q 6= 0} ;
il nous reste un ouvert U muni d’un feuilletage F , que l’on rele`ve au reveˆtement universel U˜ ≃ R2
pour obtenir un feuilletage F˜ du plan. Soit (φt)t∈R n’importe quel flot de U dont les orbites sont
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Bord positif
Bord ne´gatif
D
(
p
q
, q)
Fig. 12: La re´union des feuilles de F qui rencontrent le demi-disque D est une composante de Reeb
les feuilles de F ; alors les ensembles positivement et ne´gativement singuliers de (φt)t∈R sont e´gaux,
et constitue´s de tous les points de U d’abscisse rationnelle (figure 12 ; remarquons que la droite
verticale d’abscisse p/q dans le plan contient une infinite´ de points de l’ensemble F , tous les points
((kp)/(kq), kq)). Les ensembles singuliers sont donc denses. Comme la pre´image d’une composante
de Reeb au reveˆtement universel est une re´union de composantes de Reeb, c’est aussi le cas pour
n’importe quel flot le long de F˜ . 
Cet exemple montre une des limites du the´ore`me de la “fleur topologique” (cf section 5) :
Corollaire 6.2. Il existe un home´omorphisme local h fixant uniquement 0, d’indice 2, pour lequel
il n’y a ni pe´tale attractif re´gulier ni pe´tale re´pulsif re´gulier.
Preuve — Si P est un pe´tale attractif re´gulier et D un disque inclus dans l’inte´rieur de P ,
la suite des ite´re´s (hn(D))n≥0 tend vers le point fixe (par exemple au sens de la topologie de
Hausdorff).
Conside´rons alors l’home´omorphisme h1 temps un de l’exemple de la proposition 6.1, au voisi-
nage du point fixe a` l’infini. Ce point fixe est d’indice 2 (a` cause de la formule de Lefschetz). D’autre
part, l’inte´rieur de tout disque du plan rencontre l’ensemble positivement singulier de h1 (qui est
le bord ne´gatif d’une composante de Reeb), donc la limite de la suite (hn1 (D))n≥0 contient le bord
positif d’une composante de Reeb : ceci montre qu’aucun pe´tale attractif en l’infini n’est re´gulier.

Remarquons que le feuilletage F˜ ci-dessus posse`de un grand nombre de syme´tries (tous les
automorphismes du reveˆtement utilise´ dans la construction) ; par contre, on peut choisir un flot
(φt)t∈R le long de F˜ qui n’a aucune syme´trie, au sens ou` les seuls home´omorphismes du plan
commutant avec φ1 sont les φt. On pourrait e´galement construire un home´omorphisme h pre´servant
chaque feuille de F˜ , et ne commutant qu’avec ses ite´re´s (en utilisant les ide´es de [LR99b] et
de [BLR]).
6.5 Modification simple de flots
Il existe des germes d’home´omorphismes qui ne sont pas temps un d’un flot. C’est le cas de
l’exemple de la figure 13. En effet, quand h est temps un d’un flot, l’ensemble stable du point fixe
(de´fini comme {x | limn→+∞ hn(x) = 0}) est re´union d’orbites du flot ; c¸a ne peut pas eˆtre le cas
pour ce dessin. Remarquons qu’on construit facilement une bonne mesure pre´serve´e par ce germe.
Dans le cas holomorphe parabolique, le voisinage de 0 est feuillete´ par des courbes invariantes
(figure 2) ; en particulier, on trouve des courbes totalement invariantes arbitrairement petites. Ceci
est encore vrai pour des flots. Mais il n’y a pas d’e´quivalent de cette proprie´te´ pour les home´o-
morphismes : en effet, la figure 14 montre un germe d’home´omorphisme, d’indice 2, pour lequel il
existe un voisinage V du point fixe tel que tout ensemble connexe, ne contenant pas le point fixe,
et totalement invariant doit sortir de V ([LR97]).
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Fig. 13: Cet home´omorphisme n’est pas le temps un d’un flot
V
Fig. 14: Il n’existe pas de “petit” ensemble connexe totalement invariant
6.6 Modification complique´e de flots
Les exemples pre´ce´dents ressemblent encore beaucoup a` des flots (notamment par le fait qu’ils se
laissent facilement dessiner). Les choses se compliquent pour l’intuition (comme pour le dessinateur)
quand des orbites “se croisent”. Dans la proposition suivante, on note W→N et W→S les ensembles
stables de N et S, i. e. W→N = {x ∈ S2 | limn→+∞ hn(x) = N}.
Proposition 6.3. Pour tout entier p, il existe un home´omorphisme h de la sphe`re S2, ve´rifiant :
– h a exactement deux points fixes N et S ;
– il existe un disque topologique D tel que
– ∂D ⊂W→N ;
– D ∩W→S 6= ∅ ;
– les indices des points N et S sont respectivement 1 + p et 1− p.
De plus, si p > 0, h pre´serve une bonne mesure au voisinage de S.
Comme pour beaucoup d’exemples, on va partir d’un flot tre`s simple et lui faire subir une se´rie
de modifications libres :
De´finition 6.4 (M. Brown, figure 15). L’home´omorphisme h2 est une modification libre de
h1 a` support dans D si h2 = φ ◦ h1, ou` φ est un home´omorphisme tel que :
1. le support de φ est inclus dans D, autrement dit tout point hors de D est fixe par φ ;
2. D est un disque topologique ferme´ d’inte´rieur libre pour h1, c’est-a`-dire ve´rifiant h1(Int(D))∩
D = ∅.
L’inte´reˆt des modifications libres est qu’on a :
Affirmation 6.5. Une modification libre ne change pas l’ensemble des points fixes, ni les indices
des points fixes isole´s.
La preuve est imme´diate (en particulier, on peut toujours calculer les indices le long de courbes
qui e´vitent le support de la modification libre) .
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Preuve de la proposition 6.3 — La figure 16 repre´sente un flot sur une demi-sphe`re, qui est
compose´ d’un secteur hyperbolique en S, et en N d’un secteur elliptique avec une petite bulle
elliptique. Soit h1 le temps un de ce flot, que l’on comple`te sur la “face cache´e” (demi-sphe`re
restante) par n’importe quelle dynamique sans point fixe, de manie`re a` obtenir les indices souhaite´s
pour les points N et S. Soit D un disque topologique ferme´ comme sur la figure 16, suffisamment
petit pour eˆtre disjoint de son image. Remarquons que D ⊂W→N (h1), mais que la suite (hn1 )n≥0
ne converge pas uniforme´ment vers N sur D (le bord de la bulle est dans l’ensemble positivement
singulier de h1).
La figure 17 repre´sente les ite´re´s positifs de D au voisinage du point fixe S. Soit γ un petit arc
issu de S, transverse au flot, qui rencontre tous les ite´re´s hn1 (Int(D)) pour n ≥ 0 ; on choisit pour
chaque n ≥ 0 un point xn sur Int(hn1 (D)) ∩ γ.
Le point x0 tente de s’enfuir vers N a` chaque ite´ration par h1, le but du jeu va eˆtre de le ramener
vers S par des modifications libres. On choisit pour chaque n ≥ 1 un disque Dn inclus dans hn1 (D)
et contenant h1(xn−1) et xn ; ainsi qu’un home´omorphisme φn qui est l’identite´ hors de Dn et qui
envoie h1(xn−1) sur xn. On pose alors h2 = φ1 ◦ h1, et par re´currence hn+1 = φn ◦ hn. D’apre`s
l’affirmation 6.5, hn n’a pas d’autres points fixes que N et S, avec le meˆme indice que h1. D’autre
part, on a pu choisir les Dn de manie`re a` ce que la suite (Dn) tende vers S (pour la topologie de
Hausdorff), et dans ce cas la suite (hn) converge uniforme´ment vers un home´omorphisme h∞.
Cet home´omorphisme re´pond au proble`me ; en effet :
– on n’a pas modifie´ la dynamique sur les ite´re´s de ∂D ; on a donc, comme pour h1, ∂D ⊂
W→N (h∞) ;
– la suite (xn)n≥1 est devenue une demi-orbite positive de h∞ ; donc x0 est un point de D dont
les ite´re´s positifs tendent vers S.
– si p > 0, on a pu partir d’un flot h1 qui, au point S, est un germe de flot “simple” ne compor-
tant que des secteurs hyperboliques (voir section 6.1) ; ce flot pre´serve une bonne mesure au
voisinage de S. Pour que h∞ pre´serve encore cette mesure, il suffit alors qu’elle soit pre´serve´e
par chacun des home´omorphismes φn ; ceci est possible (on montre tre`s facilement que le
groupe des home´omorphismes du disque pre´servant la mesure de Lebesgue agit transitive-
ment sur l’inte´rieur du disque ; et le the´ore`me d’Oxtoby-Ulam [OU41] permet de ge´ne´raliser
ce re´sultat a` n’importe quelle bonne mesure sur n’importe quel disque topologique ferme´).

Cet exemple montre une des limites du the´ore`me de la “varie´te´” stable topologique : ici, con-
trairement au cas des points hyperboliques de la dynamique diffe´rentiable, ni l’ensemble stable de
S ni son ensemble stable local, ni meˆme leurs adhe´rences, ne sont connexes (cette remarque re´pond
a` une question de S. Baldwin et E. E. Slaminka, voir [BS89]).
6.7 Difficulte´s cache´es
Finissons ce panorama d’exemples en mentionnant un des pie`ges des germes d’home´o-
morphismes de surface (ou de diffe´omorphismes non hyperboliques) : le simple dessin d’un germe
hyperbolique selle (troisie`me dessin de la figure 1) est trompeur, parce qu’on pourrait croire qu’il
suffit a` de´finir la dynamique ; en re´alite´, il existe une infinite´ (non de´nombrable) de classes de
conjugaison de germes d’home´omorphismes qui sont toutes repre´sente´es par ce dessin. Formelle-
ment, ces home´omorphismes pre´servent tous chaque feuille du feuilletage par hyperboles dessine´
sur la figure 1, et de´placent les points dans le sens des fle`ches ; mais la liberte´ dans le choix de
la longueur du de´placement le long de chaque feuille permet cette coexistence d’une infinite´ de
dynamiques distinctes (bien qu’extreˆmement semblables). Certains de ces germes sont temps un
d’un flot, d’autres non, certains ne sont meˆme conjugue´s a` aucun de leurs ite´re´s hn. Le texte [BLR]
donne une ide´e de la diversite´ de cette faune, en de´crivant un nouvel invariant de conjugaison des
home´omorphismes de Brouwer, l’ensemble oscillant.
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h1h2 = h1
h2
φ h2 = h1
Fig. 15: Modification libre
D
hn1 (D)
S
N
Fig. 16: Flot a` modifier
D
h1(D)
h21(D)
S
h1
x0
x1
x2
h1(x0) x0
γh1(x1) x1
D1
D2
φ1
φ2
Fig. 17: Modifications libres successives
18
Deuxie`me partie
Interme`de : du local au global
Les re´sultats sur les home´omorphismes locaux vont se de´duire de l’e´tude de la dynamique d’une
certaine classe d’home´omorphismes de la sphe`re ; cette partie fait le lien entre le contexte local et
le contexte global.
7 Le the´ore`me d’extension
The´ore`me 7.1 (d’extension). Soit h : U → V un home´omorphisme local 5 fixant uniquement
0. Alors il existe un home´omorphisme H : R2 → R2, fixant uniquement 0, ayant le meˆme germe
que h en 0.
Ce the´ore`me est de´ja` connu : il apparaˆıt essentiellement dans un article de O. H. Hamilton, qui
l’attribue a` M. H. A. Newman (voir [Ham54]).
Nous donnons ici une nouvelle preuve, reposant uniquement sur la the´orie e´le´mentaire des
reveˆtements, principalement sur les the´ore`mes de classification des reveˆtements et de rele`vement
des applications (voir [Spa66], chapitre 2, the´ore`mes 13 et 5 des sections 5 et 4). Plus pre´cise´ment,
nous allons de´montrer la proposition suivante :
Proposition 7.2. Soit h : U → V un home´omorphisme local fixant uniquement 0 ; on suppose
que U est un disque topologique ferme´ 6, et on note W n’importe quel ouvert connexe, contenant
le point 0, tel que W et son image h(W ) sont inclus dans U .
Alors la restriction de h a` W s’e´tend en un home´omorphisme H du plan dont 0 est le seul point
fixe.
Voici l’ide´e de la preuve : il est facile d’e´tendre h en un home´omorphisme du plan si l’on
autorise l’apparition de nouveaux points fixes ; toute la difficulte´ consiste ensuite a` e´liminer ceux-
ci. A` l’aide de la the´orie des reveˆtements, on montre que l’application identite´ de U peut s’e´tendre
en une application q du plan R2 sur le comple´mentaire de l’ensemble des points fixes a` e´liminer,
qui est un reveˆtement (sauf au dessus du point fixe 0, qui n’a qu’un seul ante´ce´dent par q). On
obtient alors le re´sultat en relevant l’home´omorphisme h par cette application q.7 Soulignons l’un
des inte´reˆts de la me´thode par reveˆtement : cette partie de la construction est canonique (voir [LR]
pour une application de cette remarque).
La figure 18 montre un home´omorphisme local h : U → V , fixant uniquement 0, mais tel que
tout home´omorphisme H qui e´tend h posse`de au moins deux points fixes8. Ceci montre qu’on ne
peut pas e´tendre h sans restriction pre´alable, et explique le roˆle de W dans l’e´nonce´ .
V
U
Point fixe de H
Fig. 18: On ne peut pas e´tendre h sans rajouter de point fixe
Preuve de la proposition 7.2 — Pour tout espace topologique X localement simplement
connexe, et tout point x0 de X , on notera π1(X, x0) le groupe fondamental de X base´ en x0.
5De´finition 2.1.
6De´finition 2.7.
7Cette application q n’apparaˆıt pas explicitement dans la preuve ci-dessous, mais correspond a` l’application p◦s.
8On peut prouver cette affirmation en utilisant le lemme 9.7 ci-dessous.
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Quand cela a un sens, on note f# l’application induite par une application continue f au niveau
des groupes fondamentaux. On notera aussi, pour tout sous-ensemble X du plan, X˙ = X \ {0}.
Extension avec points fixes Comme U est un disque topologique ferme´, le the´ore`me de Schoen-
flies (voir appendice) permet d’e´tendre h en un home´omorphisme du plan, que l’on note encore h ;
bien suˆr, en ge´ne´ral, cet home´omorphisme a des points fixes hors de U .
Soit O l’unique composante connexe de R2 \ Fixe(h) contenant U˙ ; on a h(O) = O.
Reveˆtement de O par un anneau ouvert Soit x0 un point de W˙ , et notons i l’inclusion de
U˙ dans O. Le groupe π1(U˙ , x0) est isomorphe au groupe infini cyclique Z, et s’identifie via i#
a` un sous-groupe de π1(O, x0) que l’on note G. Soit p : (O˜, x˜0) → (O, x0) le reveˆtement tel que
p#(π1(O˜, x˜0)) = G (the´ore`me V.13 de [Spa66]). L’espace topologique O˜ est une surface orientable,
sans bord, de groupe fondamental isomorphe a` Z, il est par conse´quent home´omorphe a` l’anneau
ouvert A = R/Z× R.
Soit ˜˙U la composante connexe de p−1(U˙) qui contient x˜0 ; on voit facilement que la restriction
de p a` ˜˙U est un home´omorphisme sur U˙ (ceci vient du fait que p#(π1(
˜˙U, x˜0)) = π1(U˙ , x0) et du
the´ore`me de rele`vement des applications). Dans la compactification de l’anneau O˜ en deux bouts,
on note +∞ le bout qui est dans l’adhe´rence de ˜˙U . On conside`re alors l’inverse de la restriction de
p a` ˜˙U : elle s’e´tend en 0 en un home´omorphisme s entre U et ˜˙U ∪ {+∞}.
Releve´ de h Puisque x0 est dans W˙ , que W et h(W ) sont inclus dans U , et que h pre´serve
l’orientation, on a h#(G) = i#π1(U˙ , h(x0)).
9 Par conse´quent, p#(π1(O˜, s ◦ h(x0))) = h#(G) =
(h ◦ p)#(π1(O˜, x˜0)). Le the´ore`me de rele`vement des application entraˆıne alors l’existence d’une
(unique) application h˜ : O˜ → O˜ telle que ph˜ = hp, et qui envoie x˜0 = s(x0) sur s(h(x0)). Cette
application est un home´omorphisme (car c’est un reveˆtement qui induit un isomorphisme au niveau
des groupes fondamentaux). Cet home´omorphisme se prolonge en un home´omorphisme du plan
O˜ ∪ {+∞} qui fixe +∞, et qui n’a pas d’autre point fixe (car h n’a pas de point fixe autre que 0
dans O). L’application s e´tablit une conjugaison entre le germe de h en 0 et celui de h˜ en +∞.
Le the´ore`me de Schoenflies permet de prolonger s en un home´omorphisme S entre R2 et O˜ ∪
{+∞}. On ve´rifie que l’home´omorphisme du plan H = S−1h˜S fixe seulement 0, et qu’il co¨ıncide
avec h sur W (car h˜(s(W )) ⊂ s(U)). 
9C’est ici que la preuve “coince” si h(W ) n’est pas inclus dans U : en effet la premie`re extension de h aurait alors
pu faire apparaˆıtre des points fixes “dans les trous” entre W et h(W ) (voir figure 18) ; dans ce cas, on n’aurait pas
cette e´galite´.
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Troisie`me partie
Dynamique globale : e´nonce´ et re´sultats
pre´liminaires
Dans cette partie, on e´nonce un the´ore`me sur la dynamique de certains home´omorphismes de
la sphe`re (section 8), et on introduit les outils ne´cessaire a` sa de´monstration : la the´orie des home´o-
morphismes de Brouwer (section 9), la notion d’indice partiel (section 10), et les de´compositions en
briques (section 11). Les parties III et IV sont inde´pendantes des parties I et II. Dans la partie III,
les sections 10 et 11 sont inde´pendantes, et peuvent eˆtre lues dans un ordre quelconque.
8 De´finitions, e´nonce´
On note S2 la sphe`re topologique oriente´e de dimension 2, N et S deux points distincts de S2.
On se donne un home´omorphisme h de S2 qui pre´serve l’orientation. On suppose que
Fixe(h) = {N,S}, ou` Fixe(h) est l’ensemble des points fixes de h,
Fixe(h) = {x ∈ S2 | h(x) = x}.
L’ensemble de ces donne´es sera appele´ “hypothe`se (H2)”.
8.1 De´finitions
De´finition 8.1. Un ensemble E ⊂ S2 est positivement invariant si h(E) ⊂ E ; on dit aussi que
E est un attracteur. L’ensemble E est un attracteur strict si h(E) ⊂ Int(E) ∪ Fixe(h). On de´finit
aussi les ensembles ne´gativement invariants, re´pulseurs et re´pulseurs stricts en changeant h en h−1.
Un ensemble E est totalement invariant si il est a` la fois positivement et ne´gativement invariant
(h(E) = E).
De´finition 8.2. Un disque topologique ferme´ (respectivement ouvert) est un ensemble home´o-
morphe au disque unite´ ferme´ (respectivement ouvert) du plan.
De´finition 8.3 (figure 19). Un pe´tale attractif base´ en S est un disque topologique ferme´ P
dans S2, ve´rifiant :
– S ∈ ∂P ;
– N 6∈ P ;
– P est un attracteur strict.
Un pe´tale re´pulsif est un pe´tale attractif pour h−1. On de´finit de meˆme les pe´tales attractifs et
re´pulsifs base´s en N .
P
h(P )
N
S
Fig. 19: Un pe´tale attractif en S
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De´finition 8.4 (figure 20). Un croissant attractif pour h est un disque topologique ferme´ C
dans S2, ve´rifiant :
– N,S ∈ ∂C ;
– C est un attracteur strict.
Un croissant re´pulsif est un croissant attractif pour h−1.
N
S
h(C) C
Fig. 20: Un croissant attractif
Certains croissants ont la proprie´te´ d’eˆtre des limites de pe´tales :
De´finition 8.5 (figure 21). Le croissant attractif C est dit a` dynamique Nord-Sud si de plus
pour tout voisinage ON de N , il existe un pe´tale attractif P base´ en S tel que
– P ⊂ C ;
– C \ P ⊂ ON .
Un croissant re´pulsif a` dynamique Sud-Nord est un croissant attractif a` dynamique Nord-Sud
pour h−1. On de´finit de meˆme les croissants attractifs a` dynamique Sud-Nord et les croissants
re´pulsifs a` dynamique Nord-Sud en inversant les roˆles des points N et S.
P
N
S
h(P )
C
h(C)
ON
Fig. 21: Un croissant attractif a` dynamique Nord-Sud
8.2 E´nonce´ du the´ore`me principal
On peut maintenant e´noncer le re´sultat qui constitue le cœur de l’article (figure 22) :
The´ore`me 8.6. Soit h un home´omorphisme de la sphe`re, pre´servant l’orientation, fixant unique-
ment les deux points N et S (hypothe`se (H2)), et tel que Indice(N) = 1− p < 1.
Il existe alors p croissants attractifs a` dynamique Nord-Sud, et p croissants re´pulsifs a` dy-
namique Sud-Nord, deux a` deux d’intersection re´duite a` {N,S}, les croissants attractifs et re´pulsifs
e´tant cycliquement alterne´s autour de N et S.
D’apre`s le the´ore`me de Schoenflies-Homma (voir l’appendice), on peut supposer que les bords
des croissants et leurs images sont des grands cercles (ge´ode´siques) de la sphe`re euclidienne ; le
the´ore`me est alors illustre´ par la figure 22. Remarquons que les hypothe`ses du the´ore`me ne sont
pas syme´triques en N et S : le point N est d’indice 1−p < 1, tandis que l’indice de S est 1+p > 1
(d’apre`s la formule de Lefschetz) ; la conclusion est tout aussi dissyme´trique : notamment, tous les
pe´tales associe´s aux croissants sont base´s en S.
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SN
Fig. 22: Illustration du the´ore`me principal
8.3 Ide´e de la preuve du the´ore`me 8.6
Expliquons brie`vement les grandes e´tapes de la preuve du the´ore`me. On commence par constru-
ire une de´composition en briques : il s’agit d’une sorte de triangulation de S2\{N,S}, suffisamment
fine pour que chaque triangle (appele´ ici brique) soit disjoint de son image par h (section 11). On
cherche alors des croissants et pe´tales simpliciaux, c’est-a`-dire qui sont des re´unions de briques
de la de´composition. Une courte e´tude combinatoire permet tout d’abord de trouver un premier
croissant simplicial (en fait, on se contente d’en trouver un coˆte´, proposition 12.13 et section 16).
Par ailleurs, on montre que tout croissant simplicial minimal pour l’inclusion est a` dynamique
Nord-Sud ou Sud-Nord (proposition 12.9 et section 14).
On conside`re alors une famille maximale F de croissants attractifs et re´pulsifs simpliciaux
minimaux deux a` deux d’inte´rieurs disjoints (section 13). Il reste a` montrer que cette famille F
contient suffisamment de croissants. Pour cela, on calcule l’indice du point fixe N a` l’aide de la
notion d’indice partiel (e´tudie´e a` la section 10). Dans ce calcul (proposition 12.12 et section 15), on
montre d’une part que les zones entre deux croissants successifs de la famille F ont une contribution
nulle (c’est une conse´quence de la maximalite´ de F). D’autre part, la contribution d’un croissant
vaut +1/2 ou −1/2 selon qu’il est attractif ou re´pulsif, et a` dynamique Nord-Sud ou Sud-Nord :
les “bons” croissants (ceux des deux types recherche´s par le the´ore`me 8.6) ayant une contribution
ne´gative et les “mauvais” une contribution positive. Un petit argument combinatoire montre alors
que la famille de croissants F contient une sous-famille satisfaisant le re´sultat du the´ore`me.
Il reste a` pre´ciser que les re´sultats interme´diaires sont raconte´s dans un cadre diffe´rent, obtenu
en relevant la dynamique au reveˆtement universel de S2 \{N,S}. L’existence d’une unique manie`re
non triviale10 de relever la dynamique est prouve´e a` la section 17. On peut re´sumer l’inte´reˆt de
ce passage au reveˆtement par le fait suivant : dans la sphe`re, le comple´mentaire d’un croissant est
connexe ; par contre, le releve´ d’un croissant au reveˆtement universel est une bande qui se´pare le
plan en deux composantes connexes, ce qui permet de parler du “coˆte´ droit” et du “coˆte´ gauche”
de la bande.
9 La the´orie de Brouwer
Dans cette section, on rappelle des objets et des re´sultats autour de la the´orie de Brouwer :
l’indice, les chaˆınes de disques et une variante d’un lemme de Franks qui joue un roˆle important
dans ce texte, les droites de Brouwer et l’e´nonce´ du the´ore`me de translation plane.
La the´orie de Brouwer traite des home´omorphismes de la sphe`re S2 qui n’admettent pas
de courbe d’indice 1. Le point cle´ est que cette hypothe`se interdit presque toute forme de
re´currence non triviale dans la dynamique (section 9.2). Cette proprie´te´ remarquable permet en-
suite de montrer que tous ces home´omorphismes peuvent eˆtre obtenus en recollant des trans-
lations : plus pre´cise´ment, le comple´mentaire des points fixes est recouvert par des ouverts
totalement invariants, home´omorphes au plan (autrement dit : connexes et simplement con-
nexes), sur lesquels la dynamique est conjugue´e a` une translation du plan ; c’est une partie de
10C’est-a`-dire non conjugue´e a` une translation, voir la proposition 17.5.
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ce qu’on appelle le the´ore`me de translation plane (section 9.4). Les re´fe´rences modernes sont
[BF93, Bro84, Bro85, Bro90a, Fat87, Fra92, Gui94, Gui95, LCS96].
La the´orie construit notamment des courbes disjointes de leur image, appele´es droites de
Brouwer (section 9.3) ; de telles courbes formeront les bords des croissants et des pe´tales dans
la preuve du the´ore`me principal.
On suppose de´sormais que h est un home´omorphisme de la sphe`re S2, pre´servant
l’orientation, n’ayant qu’un nombre fini de points fixes (h posse`de au moins un point fixe
d’apre`s la formule de Lefschetz, voir ci-dessous). A` partir de la section 9.3, on supposera de plus
que h n’a pas de courbe d’indice 1.
9.1 Rappels sur l’indice
La formule de Lefschetz est explique´e dans les livres [GP74] dans le cadre diffe´rentiable, [Bro71,
Dol95] dans le cadre topologique.
• Indice d’une courbe dans le plan
De´finition 9.1. Une courbe du plan est une application continue γ de [0, 1] dans R2. Elle est
simple si c’est une application injective (on dit aussi que c’est un arc) ; ferme´e si γ(0) = γ(1) ;
ferme´e simple si elle n’a pas d’autre point double que γ(0) (dans ce cas, on parle aussi de courbe
de Jordan, ou de cercle topologique). Une courbe va de X a` Y ou joint X et Y si γ(0) ∈ X et
γ(1) ∈ Y . Les extre´mite´s de γ sont les points γ(0) et γ(1) ; son inte´rieur est γ(]0, 1[), note´ Int(γ).
On utilisera le meˆme vocabulaire pour les courbes de la sphe`re. On confondra souvent une
courbe et son image.
Soit γ une courbe du plan euclidien R2. Si ~v est un champ de vecteurs continu de´fini sur γ et ne
s’y annulant pas, on appelle indice de ~v le long de γ, et on note Indice(~v, γ), la variation angulaire
de ~v quand on parcourt γ : plus pre´cise´ment, soit φ le reveˆtement universel du cercle unite´ du
plan :
φ : R −→ S1
θ 7−→ exp(2iπθ).
L’application
f =
~v ◦ γ
‖~v ◦ γ‖
: [0, 1] −→ S1
se rele`ve par φ en une application F : [0, 1]→ R (i.e. telle que φ◦F = f), et on pose Indice(~v, γ) =
F (1)− F (0). Remarquons que si γ est une courbe ferme´e, l’indice est un nombre entier.
Soit g une application continue d’un ouvert U du plan dans le plan, et E l’ensemble des points
fixes de g ; on de´finit sur U \ E le champ de vecteurs
~gx =
g(x) − x
‖g(x)− x‖
.
Si maintenant γ est une courbe dans U \ E, on pose Indice(g, γ) = Indice(~g, γ).
Si γ est une courbe ferme´e, l’entier Indice(g, γ) ne de´pend que de la classe d’homotopie de γ (en
tant que courbe ferme´e) dans le comple´mentaire des points fixes de g : en particulier, une courbe
qui y est nulhomotope est d’indice nul. L’indice est un invariant de conjugaison, c’est-a`-dire que
pour tout home´omorphisme φ pre´servant l’orientation, on a
Indice(φ ◦ g ◦ φ−1, φ(γ)) = Indice(g, γ).
En effet, l’espace des home´omorphismes du plan pre´servant l’orientation est connexe, et le nombre
Indice(φ ◦ g ◦ φ−1, φ(γ)) est un entier qui de´pend continuˆment de φ, il est donc constant (voir par
exemple [LR97] pour les proprie´te´s topologiques des espaces d’home´omorphismes de surfaces).
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• Indice d’un point fixe
Soit g comme ci-dessus, et x0 un point fixe isole´ de g, c’est-a`-dire un point isole´ de l’ensemble
E. On de´finit alors l’indice de x0 comme l’indice de n’importe quelle courbe de Jordan γ dans U
qui entoure x0 mais n’entoure aucun autre point fixe. Ce nombre ne de´pend pas de la courbe γ
choisie, et ne de´pend que de la classe de conjugaison du germe de g en x0.
On a alors la formule suivante : l’indice d’une courbe de Jordan γ qui n’entoure qu’un nombre
fini de points fixes de g est e´gal a` la somme des indices de ces points fixes.
• Indices sur la sphe`re
Revenons a` notre home´omorphisme h de la sphe`re. On peut maintenant de´finir l’indice d’un
point fixe de h en se ramenant au plan au moyen d’une carte de la sphe`re.
Comme h est isotope a` l’identite´, et comme la caracte´ristique d’Euler-Poincare´ de la sphe`re
vaut 2, on a la formule de Lefschetz (voir []) :
La somme des indices des points fixes de h vaut 2.
Notamment, h a au moins un point fixe.
Soit γ une courbe de Jordan de la sphe`re e´vitant les points fixes de h. Choisissons un point fixe
de h, que l’on va noter ∞, et identifions l’ouvert S2 \ {∞} au plan. On peut montrer que l’indice
de γ dans cette carte, que l’on note Indice∞(h, γ), ne de´pend que de la position de ∞ par rapport
a` γ : plus pre´cise´ment, le comple´mentaire de γ dans S2 a exactement deux composantes connexes
(the´ore`me de Jordan) ; si ∞ et ∞′ sont dans la meˆme composante connexe, on a Indice∞′(h, γ) =
Indice∞(h, γ) ; dans le cas contraire (i.e. si γ se´pare∞ et ∞′), Indice∞′(h, γ) = 2− Indice∞(h, γ).
Cette affirmation est en fait e´vidente si h n’a qu’un nombre fini de points fixes (avec la formule
de Lefschetz), puisque l’indice d’une courbe plane est la somme des indices des points fixes qu’elle
entoure.
Il ressort de ce qui pre´ce`de que :
Affirmation 9.2. Soit γ une courbe de Jordan sur la sphe`re ; les proprie´te´s suivantes sont e´qui-
valentes :
1. il existe un point fixe ∞ de h tel que Indice∞(h, γ) = 1 ;
2. pour tout point fixe ∞ de h, Indice∞(h, γ) = 1 ;
3. la somme des indices des points fixes de h dans chacune des deux composantes du
comple´mentaire de γ vaut 1.
L’affirmation pre´ce´dente permet de dire ce qu’est une courbe de Jordan d’indice 1 dans la
sphe`re :
De´finition 9.3. Une courbe γ dans S2 est dite d’indice 1 si les proprie´te´s e´quivalentes de l’affir-
mation 9.2 sont ve´rifie´es.
• Indice des bords des disques attractifs
Finissons par un lemme qui nous servira a` plusieurs reprises, et dont la preuve est typique des
calculs d’indices :
Lemme 9.4. Soit D un disque topologique ferme´ de S2 dont la frontie`re ne contient pas de point
fixe. Si D est un attracteur ou un re´pulseur, alors le bord de D est une courbe d’indice 1.
Preuve — Quitte a` changer D en son comple´mentaire, on suppose que D est un attracteur.
Le disque comple´mentaire de D est un attracteur pour h−1, il contient donc un point fixe de h
(d’apre`s le the´ore`me de point fixe de Brouwer). Le comple´mentaire de ce point fixe est identifie´ au
plan. En utilisant le the´ore`me de Schoenflies, on se rame`ne alors a` la situation ou` D est le disque
unite´ du plan.
Pour tout t ∈ [0, 1], on note φt l’homothe´tie de centre (0, 0) et de rapport t, et on pose
ht(x) = φt ◦ h(x). L’hypothe`se h(D) ⊂ D entraˆıne que ht n’a pas de point fixe sur ∂D. Le
nombre Indice(ht, ∂D) est donc de´fini pour tout t, c’est un entier qui varie continuˆment, il
est donc constant. D’autre part, h1 = h, et h0 est l’application constante x 7→ (0, 0), d’ou`
Indice(h, ∂D) = Indice(h0, ∂D) = 1. 
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9.2 Re´currence entraˆıne indice 1
Les trois lemmes de ce paragraphe annoncent l’existence d’une courbe d’indice 1 sous des
hypothe`ses de “quasi-pe´riodicite´” de plus en plus faibles, illustre´es par la figure 23.
Disque libre non errantPoint pe´riodique Chaˆıne de disques pe´riodique
Fig. 23: Trois types de re´currence de plus en plus fins
• Orbite pe´riodique
Lemme 9.5. Si h a un point pe´riodique non fixe, alors il existe une courbe d’indice 1.
Nous admettons ce lemme : pour la preuve en toute ge´ne´ralite´, voir [Gui94], [Fat87], [Bro84]
ou [BF93].
Si la pe´riode est 2, voici un argument adapte´ de la preuve de A. Fathi revisite´e par M. Barge
et J. Franks. On conside`re le reveˆtement π : S2 → S2 a` deux feuillets ramifie´ au dessus des deux
points de l’orbite pe´riodique. Soit h˜ un releve´ de h par π, et F le sous-ensemble des points fixes
de h constitue´ de ceux qui se rele`vent en deux points fixes de h˜. Alors l’ensemble des points fixes
de h˜ est π−1(F ) ; la somme des indices des points de π−1(F ) pour h˜ est donc e´gale a` 2 (formule
de Lefschetz) ; mais c’est aussi le double de la somme des indices des points de F pour h. D’apre`s
l’affirmation 9.2, toute courbe se´parant F des autres points fixes de h est d’indice 1.
Pour une pe´riode plus grande, on ne connaˆıt pas de preuve de “topologie alge´brique”. L’ide´e de
[BF93] consiste a` se ramener au cas d’une pe´riode 2 en effectuant une se´rie de modifications libres
de h (de´finition 6.4). Nous allons de´duire les deux lemmes suivants de ce lemme admis.
• Disque libre non errant
De´finition 9.6. Un ensemble connexe C est libre s’il est disjoint de son image h(C).
Lemme 9.7 (figure 23, milieu). Soit D un ensemble connexe par arcs de la sphe`re. On suppose
que D est libre, mais qu’il rencontre l’un de ses ite´re´s hn(D) pour n 6= 0. Alors il existe une courbe
d’indice 1.
La preuve utilise la notion de modification libre (de´finition 6.4).
Preuve du lemme 9.7 — Dans un premier temps, on suppose que D est un disque topologique
ouvert. On peut d’abord supposer que n est positif (quitte a` remplacer D par D′ = hn(D) et n
par n′ = −n), puis que c’est le plus petit entier positif ve´rifiant D ∩ hn(D) 6= ∅. Par hypothe`se, il
existe un point x de D tel que hn(x) ∈ D. Soit φ un home´omorphisme qui envoie hn(x) sur x et
qui est l’identite´ hors de D ; on pose h1 = φ ◦ h (voir figure 24).
En utilisant la minimalite´ de n, on voit qu’en restriction a` D, on a hn1 = φ ◦ h
n. On en de´duit
que x est un point pe´riodique de h1. D’apre`s le lemme 9.5, il existe une courbe γ d’indice 1 pour
h1. D’autre part, les modifications libres ne changent pas l’indice des courbes, donc γ est aussi une
courbe d’indice 1 pour h.
On traite maintenant le cas ge´ne´ral, ou` D est n’importe quel ensemble connexe par arcs. Soit x
un point de D tel que hn(x) soit aussi dans D. Soit γ un arc inclus dans D allant de x a` hn(x). Cet
arc est clairement libre ; en utilisant le the´ore`me de Schoenflies, on trouve un disque topologique
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Fig. 24: Transformation d’une orbite “quasi-pe´riodique” en orbite pe´riodique
ouvert D′, contenant γ, qui est encore libre ; or D′ rencontre son ite´re´ hn(D′). On conclut alors en
appliquant le premier cas. 
Rappelons que l’ensemble ω-limite d’un point x est
ω(x) =
⋂
n0≥0
Adh({hn(x) | n ≥ n0}).
Corollaire 9.8. Soit x ∈ S2 ; si il n’y a pas de courbe d’indice 1, alors ω(x) est re´duit a` un point
fixe de h : autrement dit, la suite (hn(x))n≥0 converge vers un point fixe de h.
Preuve — Soit x0 un point de S
2 qui n’est pas fixe. Alors tout disque D centre´ en x0 et assez
petit est libre. D’apre`s le lemme 9.7, D est disjoint de tous ses ite´re´s (on dit que x0 est un point
errant), autrement dit aucune orbite ne peut rencontrer D plus d’une fois ; donc x0 n’est dans
l’ensemble ω-limite d’aucun point x.
Ceci montre que pour tout x, ω(x) ⊂ Fixe(h) ; il reste a` voir que ω(x) ne peut pas contenir deux
points fixes distincts. Soit k le nombre de points fixes de h, soit V1, · · · , Vk des petits voisinages
ouverts (disjoints) de chacun des points fixes, et K le compact comple´mentaire de la re´union des
Vi. On peut choisir les Vi assez petits pour que la proprie´te´ de transition suivante soit respecte´e :
tout point x dans un Vi qui a un ite´re´ futur h
n(x) dans un autre Vj doit avoir un ite´re´ interme´diaire
hm(x) (0 < m < n) dans K. D’autre part, K peut eˆtre recouvert par un nombre fini de disques
libres, et chaque disque libre ne peut contenir qu’un seul ite´re´ de x (lemme 9.7). Le point x n’a
donc qu’un nombre fini d’ite´re´s positifs dans K ; d’apre`s la proprie´te´ de transition, tous ses ite´re´s
assez grands appartiennent alors au meˆme Vi, et ω(x) contient un point fixe. 
• Chaˆıne de disques pe´riodique
Le concept de chaˆıne de disques a e´te´ introduit par J. Franks pour ge´ne´raliser le the´ore`me
de Poincare´-Birkhoff ([Fra88]). Il permet d’affaiblir encore l’hypothe`se de quasi-pe´riodicite´ du
lemme 9.7. Le lemme de J. Franks concerne les chaˆıne de disques ouverts (de´finition 9.10 ci-
dessous). Nous donnons ici une ge´ne´ralisation aux chaˆınes de pseudo-disques (de´finitions 9.9 et
9.11). Cette petite ame´lioration technique nous permettra de simplifier les preuves utilisant les
de´compositions en briques, en rendant inutile la proprie´te´ de transversalite´ (voir [LCS96], [Sau01]
et la section 11 du pre´sent texte).
De´finition 9.9. Un pseudo-disque est une partie D de la sphe`re telle que pour tout x, y ∈ D, il
existe un arc γ qui va de x a` y, tel que l’inte´rieur de γ est inclus dans l’inte´rieur de D.
De´finition 9.10 (figure 23, droite). Une chaˆıne de disques ouverts pour h est une suite
(Bi)i=1..k, (k ≥ 1), de disques topologiques ouverts de la sphe`re tels que :
1. les disques Bi sont disjoints deux a` deux ;
2. chaque disque Bi est libre ;
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3. il existe des entiers ni > 0 tels que h
ni(Bi) ∩Bi+1 6= ∅ pour i = 1, · · · , k − 1.
La chaˆıne de disques ouverts est dite pe´riodique si de plus il existe nk > 0 tel que h
nk(Bk)∩B1 6= ∅.
De´finition 9.11. Une chaˆıne de pseudo-disques pour h est une suite (Bi)i=1..k, (k ≥ 1), de
pseudo-disques de la sphe`re tels que :
1’. les inte´rieurs des pseudo-disques Bi sont disjoints deux a` deux ;
2’. chaque pseudo-disque Bi est libre ;
3’. il existe des entiers ni > 0 tels que h
ni(Bi) ∩Bi+1 6= ∅ pour i = 1, · · · , k − 1.
La chaˆıne de pseudo-disques est dite pe´riodique si de plus il existe nk > 0 tel que h
nk(Bk)∩B1 6= ∅.
De´finition 9.12. Soit (Bi)i=1..k une chaˆıne de pseudo-disques. Pour chaque entier i entre 1 et
k − 1, soit ni le plus petit entier positif ve´rifiant hni(Bi) ∩ Bi+1 6= ∅. Les entiers (ni)i=1..k−1
seront dits temps de transition de la chaˆıne de pseudo-disques, et on appellera points de transition
des points (xi)i=1..k−1 avec xi ∈ Bi∩h−ni(Bi+1). Pour une chaˆıne pe´riodique, on de´finira de meˆme
un temps de transition nk et un point de transition xk ∈ Bk ∩ h−nk(B1).
Lemme 9.13 (“lemme de Franks”). Si il existe une chaˆıne pe´riodique de pseudo-disques pour
h, alors il existe une courbe d’indice 1.
Preuve du lemme 9.13 — L’ide´e consiste a` montrer que l’existence d’une chaˆıne pe´riodique de
pseudo-disques entraˆıne l’existence d’une chaˆıne pe´riodique de disques ouverts, puis l’existence
d’une orbite pe´riodique (apre`s une se´rie de modifications libres, en ge´ne´ralisant la preuve du
lemme 9.7).
Soit (Bi)i=1..k une chaˆıne pe´riodique de pseudo-disques, telle que k soit minimal parmi toutes
les chaˆınes pe´riodiques pour h. Soient (ni) les temps de transition de cette chaˆıne, et (xi) des points
de transition.
Supposons qu’il n’existe pas de courbe d’indice 1. Montrons d’abord que k 6= 1 : en effet, sinon,
B1 serait un ensemble libre, connexe par arcs, qui rencontre l’un de ses ite´re´s par h ; ceci contredirait
le lemme 9.7.
La minimalite´ de k implique alors11 :
(∗) ∀i, j, ∀n > 0, ( hn(Bi) ∩Bj 6= ∅ =⇒ j = i + 1 ).
On en de´duit que les points x1, h
n1(x1), x2, h
n2(x2), . . . , xk, h
nk(xk) sont deux a` deux distincts. En
effet :
1. xi 6= h
ni(xi) d’apre`s le lemme 9.5 ;
2. si i 6= j, alors xi 6= xj (sinon hni(Bj) rencontre Bi+1, ce qui contredit (∗)) ;
3. si i 6= j, alors xi 6= hnj (xj) (sinon hni+nj (Bj) rencontre Bi+1, ce qui contredit encore (∗)).
On utilise maintenant la de´finition des pseudo-disques : pour chaque i, on choisit un arc γi
d’inte´rieur inclus dans l’inte´rieur de Bi et reliant xi et yi = h
ni−1(xi−1). D’apre`s le point 2’
de la de´finition d’une chaˆıne de pseudo-disques, chaque arc γi est libre. D’apre`s le point 1’, les
inte´rieurs de ces arcs sont disjoints deux a` deux. D’autre part, les conside´rations pre´ce´dentes sur
leurs extre´mite´s montrent que les arcs γi sont e´galement disjoints deux a` deux.
En e´paississant le´ge`rement ces arcs (a` l’aide du the´ore`me de Schoenflies), on obtient des disques
topologiques ouverts B′i (chaque B
′
i contient γi), qui sont encore libres et disjoints deux a` deux.
La suite (B′i)i=1,...,k est alors une chaˆıne pe´riodique de disques ouverts.
Quitte a` changer de chaˆıne, on peut supposer que k est encore minimal et que les (ni) sont
les temps de transition de (B′i)i=1,...,k. Dans ce cas, pour chaque i, les ite´re´s h(xi), . . . , h
ni−1(xi)
sont en dehors de la re´union de tous les disques de la chaˆıne. Pour chaque i, on conside`re alors un
home´omorphisme φi, a` support dans Adh(B
′
i), qui envoie h
ni−1(xi−1) sur xi. Remarquons que ces
k home´omorphismes commutent (voir figure 25). On pose Φ = φ1 ◦ · · · ◦φk, et h1 = Φ ◦h. Le point
x1 est un point pe´riodique de h1 (sa pe´riode est la somme des temps de transition). 
11Dans tout ce paragraphe, les indices i et j sont conside´re´s modulo k.
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hn1 hn2
hnk
B′1
Φ
Φ Φ
Fig. 25: Transformation d’une “quasi-orbite pe´riodique” en orbite pe´riodique
9.3 Droites et domaines de Brouwer
On suppose dore´navant qu’il n’existe pas de courbe d’indice 1 dans S2 \ Fixe(h), ce
qui revient a` dire qu’il n’existe pas de sous-ensemble de points fixes dont la somme des indices fait
1 (affirmation 9.2).
• De´finitions
De´finition 9.14. Un plongement est une application continue injective. Un plongement est pro-
pre si l’image re´ciproque de tout compact est compacte. Une droite topologique est l’image d’un
plongement propre φ de la droite re´elle R dans S2 \ Fixe(h).
Pour un plongement de R dans S2 \ Fixe(h), le fait d’eˆtre propre e´quivaut a` se prolonger
continuˆment a` la droite acheve´e {−∞} ∪ R ∪ {+∞} en envoyant les extre´mite´s +∞ et −∞ dans
Fixe(h) (ou encore, φ est un home´omorphisme sur son image, qui est ferme´e dans S2 \ Fixe(h)).
On confondra souvent le plongement φ et son image. D’autre part, remarquons que l’adhe´rence
(dans S2) d’une droite topologique est un cercle topologique ou un arc, selon qu’elle contient 1 ou
2 points fixes.
De´finition 9.15. Si M est un espace topologique et A, B et C sont trois sous-espaces disjoints,
on dit que C se´pare A et B si A et B sont inclus dans deux composantes connexes distinctes du
comple´mentaire de C.12
De´finition 9.16. Une droite topologique ∆ est une droite de Brouwer si
1. elle est libre par h ;
2. dans le cas ou` son adhe´rence est un cercle topologique, elle se´pare son image h(∆) et sa
pre´image h−1(∆).
∞
Fig. 26: Une fausse droite de Brouwer
On peut voir des exemples de droites de Brouwer sur les figures 32 et 49. La figure 26 repre´sente
une droite topologique libre pour la translation τ : (x, y) 7→ (x+1, y) sur la sphe`re R2 ∪{∞}, mais
qui n’est pas une droite de Brouwer, montrant la ne´cessite´ de la deuxie`me hypothe`se.
12La relation “ne pas eˆtre se´pare´s par C” est e´videmment une relation d’e´quivalence sur l’ensemble des parties
connexes de M disjointes de C.
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• Proprie´te´s
Remarque 9.17. Soit ∆0 une droite topologique libre dont l’adhe´rence est un cercle topologique,
et notons ~∆0 la droite ∆0 oriente´e de manie`re a` ce que h(∆0) soit situe´ a` droite de ~∆0. Alors
la deuxie`me condition de la de´finition 9.16 est ve´rifie´e (et ∆0 est une droite de Brouwer) si et
seulement si ∆0 est a` gauche de h(~∆0). Ceci est duˆ au fait que h pre´serve l’orientation.
Remarque 9.18. Soit ∆0 une droite topologique libre dont l’adhe´rence est un cercle topologique, et
notons P+(∆0) l’unique disque topologique ferme´ de la sphe`re, de frontie`re Adh(∆0), qui contient
h(∆0). Alors ∆0 est une droite de Brouwer si et seulement si P
+(∆0) est un attracteur strict. Cet
attracteur sera baptise´ pe´tale attractif de ∆0.
Le lemme 9.7 entraˆıne imme´diatement :
Remarque 9.19. Une droite de Brouwer est disjointe de tous ses ite´re´s. En particulier, avec la
remarque 9.18, on voit qu’une droite de Brouwer pour h est une droite de Brouwer pour hn pour
tout entier n 6= 0.
L’inte´reˆt des droites de Brouwer re´side dans l’existence d’une zone ou` la dynamique est con-
jugue´e a` une translation :
Fixe(h)
U(∆)
∆
Fig. 27: Droites et domaines de Brouwer
Affirmation 9.20 (figure 27). Soit ∆ une droite de Brouwer.
1. Il existe un unique disque topologique ouvert D tel que
– ∂D \ Fixe(h) = ∆ ∪ h(∆) ;
– D ∩ h−1(∆) = ∅.
De plus, ce disque est libre.
2. Soit
U(∆) =
⋃
n∈Z
hn(D ∪∆).
Il existe un home´omorphisme φ : R2 → U(∆) qui conjugue la translation τ : (x, y) 7→ (x+1, y)
et la restriction h : U(∆)→ U(∆). De plus,
– les ensembles φ({x} × R) sont des droites de Brouwer ;
– φ({0} × R) = ∆.
De´finition 9.21. Le disque D de l’affirmation pre´ce´dente est appele´ domaine fondamental de ∆,
et note´ D(∆, h(∆)). L’ouvert U(∆) est appele´ domaine de Brouwer engendre´ par ∆.
L’ouvert U(∆) est home´omorphe au plan, mais sa frontie`re n’est en ge´ne´ral pas localement
connexe.
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Preuve de l’affirmation 9.20 —
Premier point Soit ∆ une droite de Brouwer ; on fait la preuve dans le cas ou` l’adhe´rence
de ∆ contient deux points fixes distincts N et S (l’autre cas e´tant similaire). L’ensemble γ =
∆∪h(∆)∪{N,S} est une courbe de Jordan, et h2(∆) est disjointe de γ (remarque 9.19). Appelons
D celui des deux disques topologiques ouverts de frontie`re γ qui ne contient pas h2(∆).
Montrons que D est libre. La frontie`re de h(D) est h(γ), elle ne rencontre pas D. Il y a donc
deux possibilite´s : ou bien D ⊂ h(D), ou bien D ∩ h(D) = ∅ ; il reste a` montrer que le premier cas
est impossible.
Ceci est duˆ au fait que h pre´serve l’orientation. En effet, notons ~∆ la droite ∆ oriente´e de S
vers N ; ceci de´finit localement un coˆte´ droit et un coˆte´ gauche de ~∆. L’image h(~∆) e´galement
oriente´e de S vers N (parce que h fixe N et S). Supposons par exemple que D soit du coˆte´ droit
de ~∆. Alors D est du coˆte´ gauche de h(~∆) (regarder l’allure au voisinage de N), mais h(D) est du
coˆte´ droit de h(~∆) puisque h pre´serve l’orientation. Ceci montre que le premier cas est impossible
(meˆme raisonnement si D est du coˆte´ gauche de ∆).
Deuxie`me point On de´finit le plongement φ en envoyant le domaine fondamental de la transla-
tion [0, 1]×R sur ∆∪D∪h(∆), en respectant la condition de conjugaison sur le bord du domaine ; il
y a ensuite une unique manie`re de prolonger φ au plan en remplissant la condition de conjugaison.
L’affirmation pre´ce´dente et le lemme 9.7 sur les ite´re´s des disques libres montrent alors que φ est
injective. Les de´tails sont laisse´s au lecteur. 
9.4 The´ore`me de translation plane
On peut maintenant e´noncer le the´ore`me de translation plane de Brouwer. L’e´nonce´ d’origine
de Brouwer concerne le cas avec un seul point fixe ; l’e´nonce´ ge´ne´ralise´ ci-dessous est duˆ a` Slaminka
(voir [Sla88b]). Par ailleurs, rappelons que L. Guillou a encore e´tendu l’e´nonce´ a` tout home´omor-
phisme libre d’une surface compacte ([Gui95]).
The´ore`me 9.22 (Brouwer). Soit h un home´omorphisme de la sphe`re, pre´servant l’orientation,
ayant un nombre fini de point fixe, sans courbe d’indice 1. Alors pour tout x ∈ S2 \Fixe(h) il existe
une droite de Brouwer ∆ contenant x.
De manie`re e´quivalente, tout point qui n’est pas fixe est dans un domaine de Brouwer (via
l’affirmation 9.20, deuxie`me point). Une des preuves modernes, due a` P. Le Calvez et A. Sauzet,
sera donne´e a` la section 11.5 comme premie`re application des de´compositions en briques.
10 Indices partiels
Les sections 11, 14, 16, 17 sont inde´pendantes de cette section du texte.
Dans cette section, on suppose que h est un home´omorphisme de la sphe`re, pre´servant
l’orientation, et ayant un unique point fixe, qu’on note ∞. L’ensemble de ces donne´es sera
appele´ “hypothe`se (H1)”.
D’apre`s la formule de Lefschetz, le point fixe est d’indice 2, et les re´sultats des paragraphes
pre´ce´dents (9.2, 9.3, 9.4) s’appliquent a` h. On identifiera S2 \ {∞} au plan oriente´ R2 via un
home´omorphisme pre´servant l’orientation, ce qui fait de h un home´omorphisme de Brouwer :
De´finition 10.1. Un home´omorphisme de Brouwer est un home´omorphisme du plan, pre´servant
l’orientation, sans point fixe.
Le the´ore`me principal relie l’indice du point fixe N au nombre de croissants. Pour sa preuve,
lorsqu’il faudra montrer qu’on a obtenu le nombre de croissants voulu, nous devrons calculer la
contribution de chaque croissant et de chaque zone entre deux croissants adjacents a` l’indice du
point N . A cet effet, nous introduisons et e´tudions dans cette section une notion d’indice partiel.
En re´alite´, nous effectuerons le calcul apre`s un passage au reveˆtement universel de S2 \ {N,S} ;
ceci explique le cadre de cette section, celui des home´omorphismes de Brouwer. Dans ce cadre,
l’indice partiel va eˆtre de´fini comme un invariant de conjugaison associe´ a` n’importe quel couple
de droites de Brouwer disjointes.
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10.1 Topologie des couples de droites de Brouwer disjointes
Soient ∆0 et ∆1 deux droites de Brouwer disjointes. D’apre`s le the´ore`me de Schoenflies-Homma
(voir l’appendice), il n’y a qu’une seule configuration topologique possible pour le couple (∆0,∆1).
Nous faisons quelques conside´rations pre´liminaires sur la topologie de ces deux droites et de leurs
ite´re´s.
De´finition 10.2. On appellera disque de´limite´ par ∆0 et ∆1, et on notera D(∆0,∆1), l’unique
disque topologique ouvert de frontie`re ∆0 ∪∆1.
De´finition 10.3 (figure 28). On dit que ∆0 est de type attractif ou attractive (sous-entendu,
relativement a` ∆1) si elle ne se´pare pas ∆1 et h(∆0) (de manie`re e´quivalente, si elle se´pare ∆1 et
h−1(∆0)). Dans le cas contraire, on dit que ∆0 est re´pulsive. Les meˆmes de´finitions s’appliquent a`
∆1.
Si les types des deux droites sont oppose´s, le couple (∆0,∆1) est dit indiffe´rent ; sinon, il est
qualifie´ d’attractif ou de re´pulsif selon le type commun.
Couple attractif Couple re´pulsif
Couple indiffe´rentCouple indiffe´rent
h(∆0)
h(∆1) ∆1
∆0
Fig. 28: Couples de droites de Brouwer disjointes
Affirmation 10.4 (Topologie des couples attractifs). Soit (∆0,∆1) un couple attractif de
droites de Brouwer disjointes. Alors l’ensemble Adh(D(∆0,∆1)) est un attracteur strict, et la
configuration des droites ∆0, h(∆0),∆1 et h(∆1) est home´omorphe a` celle de la figure 29.
Preuve — Avec les notations de la remarque 9.18, on a Adh(D(∆0,∆1)) = P
+(∆0)∩P+(∆1).
Cet ensemble est donc un attracteur strict. En particulier, on a h(∆0) ⊂ D(∆0,∆1), et les quatre
droites ∆0, h(∆0),∆1 et h(∆1) sont deux a` deux disjointes.
Il reste a` e´tudier la configuration topologique. D’apre`s le the´ore`me de Schoenflies-Homma (voir
l’appendice), il suffit de montrer que h(∆0) se´pare ∆0 de ∆1, et que h(∆1) se´pare h(∆0) de ∆1.
Montrons que h(∆0) se´pare ∆0 et ∆1. Supposons le contraire :
1. la situation est home´omorphe a` la figure 30 (a) (d’apre`s le the´ore`me de Schoenflies-Homma,
quitte a` renverser l’orientation) ;
32
∆0 h(∆0)
h(∆1) ∆1
Fig. 29: Topologie d’un couple attractif
2. on oriente ∆0 et ∆1 comme sur la figure 30 (b), et on en de´duit l’orientation de h(∆0)
(d’apre`s la remarque 9.17) ;
3. comme h pre´serve l’orientation, et que ∆1 est a` droite de ~∆0, la droite h(∆1) est aussi a`
droite de h(~∆0), et la situation est home´omorphe a` la figure 30 (c) ;
4. l’orientation de h(~∆1) est alors celle de la figure 30 (d) (d’apre`s la remarque 9.17).
∆0 ∆1
h(∆0)
h(∆1)
(a) (b) (c) (d)
Fig. 30: Si h(∆0) ne se´pare pas ∆0 et ∆1...
Mais cette dernie`re figure est contradictoire, puisque ∆0 est a` gauche de ~∆1, alors que h(∆0) est
a` droite de h(~∆1), et que h pre´serve l’orientation.
On montre de la meˆme manie`re que h(∆1) se´pare h(∆0) et ∆1, ce qui termine la preuve. 
Remarquons qu’il n’y a e´galement qu’une seule configuration topologique possible pour les n
premiers ite´re´s de ∆0 et ∆1, pour tout entier n.
10.2 De´finition de l’indice partiel
Soient ∆0 et ∆1 deux droites de Brouwer disjointes. Nous allons de´finir l’indice partiel de h
entre ∆0 et ∆1 en examinant la situation au moyen de “cartes” qui redressent ces deux droites ;
le jeu consistera alors a` montrer que les objets construits ne de´pendent pas du choix des cartes.
Nous ferons ici un usage intensif des coordonne´es euclidiennes du plan R2.
D’apre`s le the´ore`me de Schoenflies-Homma (voir l’appendice), il existe un home´omorphisme g′
du plan, pre´servant l’orientation, tel que les droites ∆′0 = g
′(∆0) et ∆
′
1 = g
′(∆1) sont verticales,
et ∆′0 est a` gauche de ∆
′
1 (i. e. ∆
′
0 = {x0} × R, ∆
′
1 = {x1} × R, avec x0 < x1, ce que dore´navant
nous e´crirons ∆′0 < ∆
′
1). On pose h
′ = g′ ◦ h ◦ g′−1.
Soit γ′ une courbe allant de ∆′0 a` ∆
′
1 (on ne suppose pas que γ est simple). On distingue deux
cas (figure 31) :
Premier cas. Le couple (∆0,∆1) est indiffe´rent. Dans ce cas, les vecteurs h
′(γ′(0))−γ′(0) et h′(γ′(1))−γ′(1)
sont tous les deux d’abscisses strictement positive ou bien tous les deux d’abscisses strictement
ne´gative ; en tous cas, ils ne peuvent pas avoir des directions oppose´es, et on a Indice(h′, γ′) 6∈
(1/2 + Z). On de´finit le nombre I comme l’entier le plus proche de Indice(h′, γ′).
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Cas attractif Cas indiffe´rent
γ′
h′(γ′)
Fig. 31: De´finition du nombre I
Second cas. Le couple (∆′0,∆
′
1) est attractif ou re´pulsif. Cette fois-ci, on a Indice(h
′, γ′) 6∈ Z, et on de´finit
I comme le demi-entier le plus proche de Indice(h′, γ′).
De´finition 10.5. On appelle indice partiel de h entre ∆0 et ∆1, et on note IP(h,∆0,∆1), le
nombre I.
Nous allons montrer que cette de´finition est correcte, c’est-a`-dire que le nombre I ne de´pend
pas des choix de la courbe γ′ et de l’home´omorphisme g′.
Affirmation 10.6. Le nombre I ne de´pend pas du choix de la courbe γ′.
Preuve — L’ensemble des choix possibles pour γ′ est un espace de courbes qui est connexe
(pour la topologie de la convergence uniforme) : c’est meˆme un espace convexe pour la structure
affine naturelle. Or Indice(h′, γ′) de´pend continuˆment de γ′ (pour la meˆme topologie). Dans le
cas d’un couple indiffe´rent, la composante connexe de R \ (Z + 1/2) qui contient Indice(h′, γ′) ne
de´pend donc pas de γ′, et le nombre I non plus. Le raisonnement est analogue dans le cas attractif
ou re´pulsif. 
Affirmation 10.7. Le nombre I ne de´pend pas du choix de l’home´omorphisme g′.
Il s’agit encore d’un argument de connexite´. Appelons G l’ensemble des home´omorphismes G
du plan, pre´servant l’orientation, tels que G(∆′0) et G(∆
′
1) soient encore deux droites verticales
avec G(∆′0) < G(∆
′
1). On a :
Lemme 10.8. L’espace G, muni de la topologie de la convergence uniforme sur les compacts, est
connexe par arcs.
Preuve du lemme 10.8 — Soit G ∈ G, on cherche un chemin dans G de G a` l’identite´. On
peut d’abord se ramener au cas ou G fixe globalement ∆′0 et ∆
′
1 (a` l’aide d’une isotopie affine),
puis au cas ou` G fixe tous les points de ces deux droites. On termine par une variante de l’isotopie
d’Alexander ([Ale23], ou bien [LR97]). 
Preuve de l’affirmation 10.7 — On fait la preuve dans le cas indiffe´rent, l’argument e´tant
le meˆme dans l’autre situation. Soit g′′ un autre home´omorphisme ayant les proprie´te´s requises
(pre´server l’orientation et envoyer les deux droites de Brouwer ∆0 et ∆1 sur deux droites verticales
avec g′′(∆0) < g
′′(∆1)). Posons G = g
′′ ◦g′−1 ; alors G ∈ G. D’apre`s le lemme, il existe une isotopie
(Gt)t∈[0,1] telle que G0 = G et G1 est l’identite´. Soit γ une courbe allant de ∆0 a` ∆1, γ
′ = g′(γ) et
γ′′ = g′′(γ). Le nombre I(t) = Indice(Gth
′G−1t , Gt(γ
′)) varie continuˆment, il ne prend pas de valeurs
dans Z+1/2, donc les deux nombres I(0) = Indice(g′′hg′′−1, γ′′)) et I(1) = Indice(g′hg′−1, γ′) sont
dans la meˆme composante connexe de R \ (Z+ 1/2), ce que l’on voulait montrer. 
L’affirmation 10.7 entraˆıne imme´diatement :
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Corollaire 10.9. L’indice partiel est un invariant de conjugaison (oriente´e) : autrement dit, si g
est un home´omorphisme du plan pre´servant l’orientation, on a
IP(h,∆0,∆1) = IP(ghg
−1, g(∆0), g(∆1)).
On a aussi, de manie`re imme´diate :
Affirmation 10.10.
1. IP(h,∆1,∆0) = −IP(h,∆0,∆1) ;
2. IP(h−1,∆0,∆1) = IP(h,∆0,∆1).
10.3 Exemples
On peut voir facilement que pour la translation τ : (x, y) 7→ (x + 1, y), tout couple de droites
de Brouwer disjointes est d’indice partiel 0, 1/2 ou −1/2. Ceci sera d’ailleurs une conse´quence du
lemme 10.12.
Pour l’home´omorphisme “multi-Reeb” repre´sente´ sur la figure 32 :
1. le couple (∆0,∆1) est re´pulsif d’indice partiel −1/2 ;
2. le couple (∆1,∆2) est attractif d’indice partiel −1/2 ;
3. le couple (∆0,∆2) est indiffe´rent d’indice partiel −1 ;
4. le couple (∆3,∆2) est re´pulsif d’indice partiel 3/2.
∆0 ∆1 ∆2 ∆3
Fig. 32: Exemples d’indices partiels
Ce type d’exemple montre que l’indice partiel peut prendre toute valeur n/2 avec n entier. Un
des principaux re´sultats de cet article montrera que si | IP(∆0,∆1) |> 1/2, alors on peut de´couper
la bande D(∆0,∆1) en tranches, a` l’aide d’une famille de droites de Brouwer, de manie`re a` ce que
l’indice partiel dans chaque tranche soit e´gal a` 0, 1/2 ou −1/2.
10.4 Relation d’additivite´
L’efficacite´ de l’indice partiel dans les calculs d’indice repose de manie`re cruciale sur la proprie´te´
d’additivite´ suivante :
Lemme 10.11 (relation de Chasles). Soient ∆0, ∆1 et ∆2 trois droites de Brouwer disjointes,
et supposons que ∆1 se´pare ∆0 et ∆2. On a alors :
IP(h,∆0,∆2) = IP(h,∆0,∆1) + IP(h,∆1,∆2).
Preuve — Commenc¸ons par une remarque banale : dans la construction conduisant a` la
de´finition de l’indice partiel (de´finition 10.5, figure 31), si chacune des extre´mite´s de la courbe γ′
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M0 M1 M2
∆0 ∆1 ∆2
γ2γ1
Fig. 33: La relation de Chasles
est sur la meˆme droite horizontale que son image par h′, alors l’indice partiel est exactement e´gal
a` Indice(h′, γ′).
Puisque l’indice partiel est un invariant de conjugaison, on peut supposer que ∆0, ∆1 et ∆2
sont trois droites verticales ve´rifiant ∆0 < ∆1 < ∆2 (quitte a` conjuguer en utilisant le the´ore`me de
Schoenflies-Homma ). Soient M0, M1 et M2 les points d’intersection respectifs des droites ∆0, ∆1,
∆2 avec l’axe des abscisses. En conjuguant a` nouveau h par une application (x, y) 7→ (x, y/k) avec
k tre`s grand, on peut supposer que les trois vecteurs h(Mi)−Mi forment des angles arbitrairement
petits avec la direction horizontale (figure 33).
Soient alors γ1 une courbe allant de M0 a` M1, γ2 une courbe allant de M1 a` M2, et γ la courbe
obtenue en mettant les deux pre´ce´dentes bout a` bout. On a bien suˆr
Indice(h, γ) = Indice(h, γ1) + Indice(h, γ2).
On utilise maintenant la remarque initiale : dans la carte choisie,
– le nombre IP(h,∆0,∆2) est arbitrairement proche de Indice(h, γ) ;
– le nombre IP(h,∆0,∆1) + IP(h,∆1,∆2) est arbitrairement proche de Indice(h, γ1) +
Indice(h, γ2).
Or ces deux nombres sont des demi-entiers : si l’e´galite´ du lemme e´tait fausse, ils diffe´reraient d’au
moins 1/2, ce qui est absurde. 
10.5 Indice partiel et arcs libres
Nous e´nonc¸ons ici un lemme qui permettra notamment de calculer l’indice partiel a` travers un
croissant attractif ou re´pulsif a` dynamique Nord-Sud ou Sud-Nord.
Soient ∆0 et ∆1 deux droites de Brouwer disjointes. On suppose qu’il existe un arc libre γ
allant de ∆0 a` ∆1. Puisqu’un sous-arc d’un arc libre est encore libre, on peut en fait demander de
plus que l’inte´rieur de γ soit disjoint des deux droites.
A l’aide du the´ore`me de Schoenflies-Homma (quitte a` conjuguer la situation par un home´o-
morphisme pre´servant l’orientation), on peut alors supposer que les deux droites de Brouwer sont
verticales, avec ∆0 < ∆1, et aussi que γ est un segment horizontal.
Si le couple (∆0,∆1) est attractif, la disque D(∆0,∆1) qu’il de´limite est un attracteur (d’apre`s
l’affirmation 10.4), et h(γ) est un arc disjoint de γ et inclus dans ce disque. Il y a donc deux
possibilite´s : ou bien h(γ) est situe´ au-dessus de γ, ou bien h(γ) est situe´ au-dessous de γ. On
montre que la situation ne de´pend pas du choix de la “carte” (pre´servant l’orientation) donne´e par
le the´ore`me de Schoenflies-Homma. Ceci vaut e´galement dans le cas re´pulsif en remplac¸ant h par
h−1.
Lemme 10.12. Soient ∆0 et ∆1 deux droites de Brouwer disjointes, et γ un arc libre allant de
∆0 a` ∆1, dont l’inte´rieur est disjoint des deux droites.
Si (∆0,∆1) est indiffe´rent, l’indice partiel entre ∆0 et ∆1 est nul.
Si (∆0,∆1) n’est pas indiffe´rent, il y a quatre cas :
– si le couple est attractif et que h(γ) est au-dessus de γ, l’indice partiel vaut +1/2 ;
– si le couple est attractif et que h(γ) est au-dessous de γ, l’indice partiel vaut −1/2 ;
– si le couple est re´pulsif et que h−1(γ) est au-dessus de γ, l’indice partiel vaut +1/2 ;
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– si le couple est re´pulsif et que h−1(γ) est au-dessous de γ, l’indice partiel vaut −1/2.
Preuve — On fait la preuve dans le cas indiffe´rent, les autres cas e´tant similaires, et on suppose
par exemple que ∆0 est attractive et ∆1 re´pulsive ; autrement dit, pour tout point x de ∆0 ou ∆1,
le vecteur h(x) − x est d’abscisse strictement positive (figure 34). Pour tout t ≥ 0, on pose
it = Indice (h(x) + (t, 0)− x, γ) .
Fig. 34: L’indice partiel est nul
Comme γ est libre pour h et que ∆0 est attractive, quand x est un point de γ, le point h(x)
n’est jamais situe´ sur la demi-droite horizontale a` gauche de x, donc le vecteur h(x) + (t, 0) − x
n’est jamais nul, et le nombre it est bien de´fini. D’autre part it 6∈ (1/2 + Z), it varie continuˆment
avec t, et limt→+∞ it = 0, donc it ∈]−1/2,+1/2[ pour tout t ≥ 0 ; comme IP(h,∆0,∆1) est l’entier
le plus proche de i0, il est bien nul. 
Corollaire 10.13. Soient ∆0 et ∆1 deux droites de Brouwer disjointes.
1. Si le domaine de Brouwer engendre´ par ∆0 rencontre ∆1, alors IP(h,∆0,∆1) = 0 (en parti-
culier, pour tout entier n non nul, IP(h,∆0, h
n(∆0)) = 0).
2. Dans le cas contraire, l’indice partiel IP(h, hp(∆0), h
q(∆1)) est bien de´fini pour tous entiers
p et q, et est e´gal a` IP(h,∆0,∆1).
Remarquons que si le couple (∆0,∆1) est attractif ou re´pulsif, on est toujours dans le deuxie`me
cas (d’apre`s l’affirmation 10.4).
Preuve —
Premier point D’apre`s la remarque pre´ce´dente, dans ce cas, le couple (∆0,∆1) est indiffe´rent.
Notons ensuite que si deux points du plan appartiennent a` un meˆme domaine de Brouwer, alors
ou bien ils sont dans la meˆme orbite, ou bien il existe un arc libre les joignant : en effet, puisque
sur un domaine de Brouwer la dynamique est conjugue´e a` une translation, il suffit de prouver
la meˆme proprie´te´ pour la translation, ce qui n’est pas difficile (par exemple en raisonnant dans
l’anneau quotient de l’action du plan par la translation). Ceci permet de montrer que si le domaine
de Brouwer engendre´ par ∆0 rencontre ∆1, alors il existe un arc libre allant de ∆0 a` ∆1, puis on
conclut a` l’aide du lemme 10.12.
Deuxie`me point Conside´rons d’abord le cas ou` le couple (∆0,∆1) est attractif. Comme l’indice
partiel est un invariant de conjugaison, quitte a` composer par h−p, on peut supposer que p = 0.
On traite le cas ou` q est positif (le cas ne´gatif e´tant similaire). En utilisant de manie`re ite´re´e
l’affirmation 10.4 sur la topologie des couples attractifs, on montre que hq(∆1) se´pare ∆0 et ∆1.
Ceci permet d’appliquer la relation de Chasles (lemme 10.11) a` ces trois droites ; comme l’indice
partiel entre ∆1 et h
q(∆1) est nul d’apre`s le premier point, on obtient le re´sultat.
On obtient le cas re´pulsif de la meˆme manie`re ; il reste le cas indiffe´rent. On peut encore supposer
que p = 0, et on se place dans le cas ou` q est positif (le cas ne´gatif est similaire). Si la droite ∆1
est re´pulsive, alors ∆1 se´pare ∆0 et h
q(∆1), et on peut appliquer la relation de Chasles et conclure
comme dans le cas pre´ce´dent.
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Supposons enfin que ∆1 est attractive. Si h
q(∆1) se´pare ∆0 et ∆1, on conclut comme avant a`
l’aide de la relation de Chasles. Si hq(∆1) ne se´pare pas ∆0 et ∆1, on voit facilement que ∆0 est
inclus dans le domaine de Brouwer engendre´ par ∆1, et les deux indices partiels sont nuls d’apre`s
le premier point. 
10.6 Indice partiel entre deux droites qui se touchent
Dans certains calculs, il sera pratique de pouvoir parler de l’indice partiel entre deux droites
de Brouwer non disjointes, mais “qui ne se traversent pas”.
Soit ∆0 et ∆1 deux droites topologiques, et P0 et P2 les deux composantes connexes du
comple´mentaire de ∆1.
De´finition 10.14. On dira que les droites ∆0 et ∆1 ne se traversent pas si ∆0 est contenue dans
l’adhe´rence de P0 ou de P2. On dira que deux droites se touchent si elles ne se traversent pas, mais
ne sont pas disjointes.
On peut montrer que ces deux relations sont syme´triques.
On e´tend alors la de´finition de l’indice partiel au cas de deux droites qui se touchent, en posant
simplement IP(∆0,∆1) = 0 dans ce cas.
De´finition 10.15. Soient ∆0, ∆1, ∆2 trois droites topologiques qui, deux a` deux, ne se traversent
pas. Soient P1 et P2 les deux composantes connexes du comple´mentaire de ∆1. On dira que ∆1
se´pare ∆0 et ∆2 si ∆0 ⊂ Adh(P0) et ∆2 ⊂ Adh(P2) (ou vice-versa)
Ces de´finitions permettent de ge´ne´raliser la relation de Chasles (lemme 10.11) :
Lemme 10.16 (relation de Chasles ge´ne´ralise´e). On se donne trois droites de Brouwer ∆0,
∆1 et ∆2 qui, deux a` deux, ne se traversent pas, et on suppose que ∆1 se´pare ∆0 et ∆2. On a
alors :
IP(h,∆0,∆2) = IP(h,∆0,∆1) + IP(h,∆1,∆2).
Preuve — On reprend les notations de la de´finition 10.15. Il est clair que l’une des deux
droites h(∆0) et h
−1(∆0) est incluse dans P0, on la note ∆
′
0. De meˆme, on note ∆
′
2 celle des deux
droites h(∆2) et h
−1(∆2) qui est incluse dans P2. Les trois droites de Brouwer ∆
′
0, ∆1 et ∆
′
2 sont
maintenant disjointes deux a` deux, et ∆1 se´pare les deux autres : on peut alors leur appliquer la
premie`re relation de Chasles (lemme 10.11). La formule en de´coule, a` l’aide du corollaire 10.13.
Les de´tails sont laisse´s au lecteur.

10.7 Indice partiel et chaˆınes de disques
Nous allons ge´ne´raliser le lemme 10.12 liant indice partiel et arcs libres a` l’aide de la notion de
chaˆıne de pseudo-disques (de´finition 9.11).
Soit (∆0,∆1) un couple de droites de Brouwer disjointes ; on suppose que ∆0 est attractive. Le
comple´mentaire de ∆0 ∪∆1 a trois composantes connexes, dont les frontie`res sont respectivement
∆0, ∆0 ∪∆1 et ∆1 ; on les note O0, O1 et O2.
De´finition 10.17 (figure 35). Une chaˆıne de pseudo-disques de ∆0 a` ∆1 est une chaˆıne de
pseudo-disques (Bi)i=1..k, (k ≥ 1), telle que Adh(B1) rencontre Adh(O0) et Adh(Bk) rencontre
Adh(O2).
Remarquons que si k = 1, B1 contient un arc libre allant de ∆0 a` ∆1 ; dans le cas indiffe´rent,
la proposition suivante est donc bien une ge´ne´ralisation du lemme 10.12 :
Proposition 10.18 (“lemme de Franks” pour l’indice partiel). On se donne deux droites
de Brouwer ∆0 et ∆1 disjointes, avec ∆0 attractive. S’il existe une chaˆıne de pseudo-disques de
∆0 a` ∆1, alors :
– si le couple (∆0,∆1) est indiffe´rent, IP(h,∆0,∆1) vaut 0 ;
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∆1∆0
O1O0 O2
B1
Bk
Fig. 35: Une chaˆıne de pseudo-disques de ∆0 a` ∆1
– si le couple (∆0,∆1) est attractif, IP(h,∆0,∆1) vaut +1/2 ou −1/2.
La suite du texte n’utilisera que le cas ou` le couple (∆0,∆1) est indiffe´rent.
Preuve —
Cas indiffe´rent Supposons qu’il existe une chaˆıne de pseudo-disques (Bi)i=1..k de ∆0 a` ∆1, et
choisissons-la de fac¸on a` ce que k soit minimal parmi toutes les chaˆınes de ∆0 a` ∆1. Comme dans
la preuve du lemme de Franks (lemme 9.13), l’ide´e est de transformer la “quasi-orbite” fournie par
l’hypothe`se en une vraie orbite, a` l’aide de modifications libres ; le domaine de Brouwer engendre´
par ∆0 rencontrera alors ∆1, ce qui permettra de conclure a` l’aide du corollaire 10.13.
On commence par montrer l’existence d’une chaˆıne de disques ouverts pour h, encore note´e
(Bi)i=1..k, qui est une chaˆıne de pseudo-disques de ∆0 a` ∆1 : pour cela on recopie les arguments
de minimalite´ de la preuve du lemme 9.13 (les de´tails correspondant sont laisse´s au lecteur).
Dans un deuxie`me temps, expliquons comment modifier cette chaˆıne de disques ouverts en
une chaˆıne dont tous les disques ouverts sont inclus dans O1. Notons (ni)i=1..k−1 les temps de
transition de la chaˆıne et (xi) des points de transition. On peut supposer que l’entier k est minimal
(parmi toutes les chaˆınes de disques ouverts de ∆0 a` ∆1). Tout d’abord, cette minimalite´ entraˆıne
clairement que les disques B2, . . . Bk−1 sont tous inclus dans O1. La suite (h
−n1(B2), B3, . . . , Bk)
est encore une chaˆıne de disques ouverts (en particulier, h−n1(B2) est disjoint des autres disques
de la chaˆıne, sans quoi il existerait une chaˆıne de disques pe´riodique, ce qui contredirait le lemme
de Franks 9.13). D’autre part, x1 appartient a` h
−n1(B2). Si x1 e´tait dans Adh(O0), alors cette
nouvelle chaˆıne de disques contredirait la minimalite´ de k. Ceci montre que x1 appartient a` O1.
Soit B′1 la composante connexe de B1 ∩O1 qui contient x1. Puisque Adh(B1) rencontre Adh(O0),
l’adhe´rence de B′1 rencontre ∆0. En remplac¸ant de meˆme Bk par un disque B
′
k plus petit, on
obtient une chaˆıne de disques ouverts (B′1, B
′
2 = B2, . . . , B
′
k−1 = Bk−1, B
′
k) qui sont tous inclus
dans O1.
Puisque Adh(B′k) rencontre Adh(O2), et que la droite ∆2 est re´pulsive, il existe un point xk
dans B′k tel que h(xk) soit dans O2. De meˆme, il existe un point x0 dans O0 tel que h(x0) soit dans
B′1. On pose n0 = 1.
On effectue maintenant k modifications libres de h : plus pre´cise´ment, on choisit pour chaque
entier i entre 1 et k un home´omorphisme φi, a` support dans Adh(B
′
i), et qui envoie h
ni−1(xi−1)
sur xi. On conside`re alors l’home´omorphisme h1 = φ ◦ h, avec φ = φ1 ◦ · · · ◦ φk (figure 36). Pour
cet home´omorphisme, le point h(xk) est un ite´re´ du point x0.
Puisque les disques B′i sont tous inclus dans O1, le support de φ est inclus dans Adh(O1). Par
conse´quent, on voit facilement que les droites ∆0 et ∆1 sont aussi des droites de Brouwer pour
l’home´omorphisme h1. Ceci montre que l’indice partiel IP(h1,∆0,∆1) est bien de´fini. Comme il
existe une orbite de h1 qui rencontre a` la fois O0 et O2, le domaine de Brouwer engendre´ par ∆0
(pour h1) doit rencontrer ∆1. D’apre`s le corollaire 10.13, on a alors IP(h1,∆0,∆1) = 0. D’autre
part, les indices partiels pour IP(h1,∆0,∆1) et IP(h,∆0,∆1) sont e´gaux : en effet, on peut calculer
ces deux indices dans une carte ou` les deux droites sont verticales (comme dans la de´finition de
l’indice partiel), au moyen d’une courbe γ disjointe du compactK = Adh(B′1∪· · ·∪B
′
k) ; et puisque
les deux home´omorphismes co¨ıncident hors de K, leurs indices le long de γ sont e´gaux.
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∆1
O2
∆0
O1O0
h(xk)x0
Fig. 36: Modifications libres pour obtenir une orbite qui traverse la bande
Cas attractif (sche´ma de preuve) Les ide´es sont les meˆmes que dans le cas indiffe´rent. La seule
diffe´rence significative apparaˆıt apre`s avoir obtenu la chaˆıne de disques ouverts inclus dans O1 :
cette fois-ci, il n’existe pas de point de B′k dont l’image est dans O2. On se contente donc d’effectuer
k−1 modifications libres, a` support dans B′1, . . . , B
′
k−1. On obtient ainsi un home´omorphisme h1 tel
que, pour un certain n positif, hn1 (∆0) rencontre B
′
k ; d’autre part, B
′
k est libre pour h1, il y a donc
un arc libre pour h1 de h
n
1 (∆0) a` ∆1. D’apre`s le lemme 10.12, l’indice IP(h1, h
n
1 (∆0),∆1) vaut +1/2
ou −1/2. Le deuxie`me point du corollaire 10.13 donne alors la meˆme valeur pour IP(h1,∆0,∆1).
Comme dans le cas indiffe´rent, on a IP(h,∆0,∆1) = IP(h1,∆0,∆1), ce qui permet de conclure.

11 De´composition en briques
Les re´sultats de cette section sont tous adapte´s de la the`se de A. Sauzet ([Sau01]) et de l’article
de P. Le Calvez et A. Sauzet [LCS96]. La possibilite´ de se passer de la condition de transversalite´
pour la preuve du the´ore`me de translation plane est apparue lors d’une discussion avec Lucien
Guillou.
Dans toute cette section, on suppose que h est un home´omorphisme de la sphe`re13,
pre´servant l’orientation, dont l’ensemble des points fixes est fini. Rappelons que les home´o-
morphismes de Brouwer s’identifient a` des home´omorphismes de la sphe`re R2∪{∞} ve´rifiant cette
hypothe`se. Nous rappelons d’abord la de´finition des de´compositions en briques et leur construction ;
puis, en supposant l’absence de courbe d’indice 1, nous montrons l’existence d’une droite de
Brouwer associe´e a` chaque brique, qui fournit une preuve du the´ore`me de translation plane.
11.1 Introduction aux de´compositions en briques
En premie`re approximation, une de´composition en briques est une sorte de triangulation (lo-
calement finie) du comple´mentaire des points fixes de h dans la sphe`re. L’ide´e principale consiste
a` choisir les triangles assez petits pour qu’ils soient libres. Ceci permet d’appliquer le lemme de
Franks aux suites de triangles : on pourrait dire qu’on a ainsi obtenu une discre´tisation de la
dynamique qui garde la proprie´te´ de ne pas avoir d’orbite pe´riodique. Une autre proprie´te´ impor-
tante des de´compositions, appele´e minimalite´, est que les triangles ne sont pas trop petits, plus
pre´cise´ment que la re´union de deux triangles adjacents n’est jamais libre. Sous ces hypothe`ses, un
proce´de´ dynamique simple (et automatique) associe a` chaque triangle B un attracteur A+(B) :
celui-ci est simplement obtenu en prenant le plus petit attracteur, re´union de triangles, qui contient
l’image de B. La minimalite´ entraˆınera la connexite´ de cet ensemble. On montrera qu’il existe alors
une unique composante connexe ∆(B) du bord de A+(B) qui rencontre B, et que ∆(B) est une
droite de Brouwer.
13En re´alite´, la construction explique´e a` la section 11.4 est valable sur n’importe quelle surface compacte sans
bord.
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Dans sa preuve du the´ore`me de Brouwer, L. Guillou ([Gui94]) utilisait de´ja` des triangulations li-
bres. D’autre part, M. Flucher avait combine´ des triangulations libres avec le lemme de Franks pour
obtenir des points fixes d’home´omorphismes du tore, autour de la conjecture d’Arnol’d ([Flu90]).
P. Le Calvez et A. Sauzet ont alors exploite´ ces ide´es pour obtenir ce qui est sans doute la preuve la
plus claire du the´ore`me de Brouwer ([LCS96]). Enfin, la proprie´te´ de minimalite´ est introduite dans
la the`se d’A. Sauzet ([Sau01]), qui y e´tudie les proprie´te´s combinatoires de ces triangulations de
manie`re intensive, afin de construire des courbes disjointes de leur image pour les home´omorphismes
du tore, de l’anneau ou de la sphe`re. On peut citer e´galement l’utilisation de discre´tisation de la
dynamique dans les preuves combinatoires du the´ore`me de Conley-Zehnder donne´es par S. Alpern
et V. S. Prasad ([AP93]) ; dans ce contexte, la tre`s jolie utilisation du re´sultat combinatoire appele´
“the´ore`me des mariages” remonte a` P. Lax ([Lax71]).
11.2 De´finition
On pose U = S2 \ Fixe(h). On dira qu’un sous-ensemble de U est borne´ si son adhe´rence dans
S
2 est disjointe de Fixe(h).
De´finition 11.1. Un graphe triadique est un sous-ensemble ferme´ F de U , tel que, en tout point
x de F , F est localement home´omorphe a` l’un des deux dessins de la figure 37. Si F est localement
home´omorphe au dessin de droite, on dit que le point x est un sommet de F .
x x
Fig. 37: Aspect local d’un graphe triadique
Soit F un graphe triadique.
De´finition 11.2. Une brique de F est l’adhe´rence (dans U) d’une composante connexe du
comple´mentaire de F dans U .
De´finition 11.3. Deux briques de F , distinctes, sont adjacentes si leur intersection n’est pas vide.
De´finition 11.4. Une areˆte de F est l’adhe´rence (dans U) d’une composante connexe du comple´-
mentaire dans F des sommets.
De´finition 11.5. Un graphe triadique F est dit compact si aucun point fixe de h n’est dans
l’adhe´rence d’une brique (autrement dit, toute brique est borne´e).
De´finition 11.6. Le graphe triadique F est dit libre (pour h) si toute brique de F est libre.
De´finition 11.7. Le graphe triadique F , libre, est dit minimal si pour tout couple de briques
adjacentes B et B′, la re´union B ∪B′ n’est pas libre.
De´finition 11.8. Une de´composition en briques pour h est un graphe triadique, compact, libre,
minimal.14
Nous avons explique´ plus haut les motivations des deux proprie´te´s principales, la liberte´ et la
minimalite´. Prendre un graphe triadique au lieu d’une triangulation quelconque est une astuce
topologique pour que le bord de n’importe quelle re´union de briques soit toujours une sous-varie´te´
14Le vocabulaire adopte´ ici diffe`re le´ge`rement de celui de [Sau01] : notamment, on a remplace´ “brique ferme´e”
par “brique”, “borne´” par “compact”, et “maximal” par “minimal”.
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(cf. affirmation 11.20 ci-dessous). Les briques borne´es sont une commodite´, sans doute pas essen-
tielle, qui e´vitera les e´tudes de cas.
Remarque 11.9. Une de´composition en briques pour h est aussi une de´composition en briques
pour h−1.
Remarque 11.10. Dans la de´finition d’une de´composition en briques, on ne suppose pas que F
est connexe, ni qu’une areˆte contient deux sommets distincts, et borde deux briques adjacentes
distinctes. Ne´anmoins, en l’absence de courbe d’indice 1, toutes ces proprie´te´s de´couleront des
proprie´te´s de h (voir le corollaire 11.23 ci-dessous).
Remarque 11.11. Soit F un graphe triadique libre. Si F est minimal pour l’inclusion (i.e. s’il
n’existe aucun graphe triadique libre strictement inclus dans F ), alors F est minimal au sens de
la de´finition 11.7 ci-dessus. 15
Preuve de la remarque — Sinon, il existe deux briques B1, B2 distinctes, adjacentes, dont
la re´union B est libre. On ve´rifie facilement que F ′ = F \ Int(B) est un graphe triadique libre,
strictement inclus dans F .

11.3 Exemples
La figure 38 montre l’allure au voisinage d’un point fixe : remarquons que puisque les briques
sont borne´es, tout voisinage du point fixe doit contenir une infinite´ de briques. Par contre, comme
F est un graphe triadique, la famille des briques de F est localement finie au voisinage de tout
point de U (et la re´union d’un nombre quelconque de brique est toujours un ferme´ de U).
Fig. 38: Allure d’une de´composition au voisinage d’un point fixe
Les figures 39 et 40 montrent des de´compositions pour la translation (x, y) 7→ (x + 1, y) et
l’home´omorphisme line´aire hyperbolique selle (x, y) 7→ (2x, y/2) dans le mode`le du plan.
11.4 Construction d’une de´composition
La preuve du the´ore`me de cette section n’est pas essentielle a` la compre´hension du texte, et peut
eˆtre omise en premie`re lecture.
The´ore`me 11.12 (A. Sauzet). Il existe une de´composition triadique, compacte, libre et minimale
pour h.
Nous donnons une de´monstration fortement inspire´e de celle d’A. Sauzet ; voici la principale
modification : plutoˆt que de construire d’abord une de´composition dont les briques ne sont pas
compactes et qu’il faut re-de´couper a posteriori, on impose dans la de´composition la pre´sence d’un
certain nombre de briques, construites a priori, qui vont obliger la de´composition a` eˆtre compacte.
Remarquons que ceci permet d’e´viter le recours au lemme de Franks (voir [Sau01], section 3.6) ; la
construction pre´sente´e ici a donc l’avantage d’eˆtre valable pour tout home´omorphisme de la sphe`re
(ou d’une autre surface compacte) avec un nombre fini de points fixes, sans hypothe`se d’indice.
15La re´ciproque est e´galement vraie si l’on suppose que toute areˆte borde deux briques distinctes, ce qui est ve´rifie´
en l’absence de courbe d’indice 1 (voir le corollaire 11.23) ; nous n’en aurons pas besoin.
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τFig. 39: Une de´composition pour la translation
Fig. 40: Une de´composition pour le line´aire hyperbolique
Preuve — Tout d’abord, il est tre`s facile de trouver un graphe triadique compact F (par ex-
emple, en utilisant le dual d’une triangulation localement finie de U). On peut tout aussi facilement
gagner la liberte´ : si une brique B de F n’est pas libre, on la subdivise en briques assez petites
(de diame`tres infe´rieurs a` ǫ = Inf{d(x, h(x) | x ∈ B}). On voudrait ensuite obtenir la minimalite´
en choisissant deux briques adjacentes dont la re´union est libre, en enlevant une areˆte dans leur
intersection, et en recommenc¸ant tant que F n’est pas minimale. En ge´ne´ral, malheureusement, ce
proce´de´ fait perdre la compacite´ en donnant naissance a` des briques non compactes (autrement
dit, la famille des de´compositions triadiques libres F ′ incluses dans F est inductive pour l’inclusion
et on peut lui appliquer le lemme de Zorn, mais ceci est faux en ge´ne´ral pour les de´compositions
triadiques, libres et compactes).
Le lemme suivant a pour but d’obtenir une proprie´te´ supple´mentaire qui empeˆche l’apparition
des briques non compactes :
De´finition 11.13 (figure 41). On appelle anneau pre´-de´compose´ tout ensemble C inclus dans
U , home´omorphe a` l’anneau S1 × [0, 1], muni d’un ensemble FC appele´ pre´-de´composition de C et
ve´rifiant :
1. FC est un graphe triadique, inclus dans C ;
2. FC contient le bord de C ;
3. les adhe´rences des composantes connexes de C \ FC sont libres (on les appellera briques de
FC) ;
4. la re´union de deux briques de FC adjacentes n’est pas libre ;
5. proprie´te´ supple´mentaire : aucune brique ne rencontre simultane´ment les deux com-
posantes connexes du bord de C.
Lemme 11.14. Soit J un cercle topologique dans U tel que h(J)∩ J 6= ∅. Alors tout voisinage de
J contient un anneau pre´-de´compose´.
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Fig. 41: Topologie d’un anneau pre´-de´compose´
Utilisation du lemme A l’aide de ce lemme, on reprend toute la preuve du the´ore`me 11.12.
Soit x un point fixe de h ; on trouve facilement un cercle topologique qui entoure x, arbitrairement
petit, et qui rencontre son image. Le lemme permet donc de trouver une suite (Ci(x))i≥0 de petits
anneaux pre´-de´compose´s, entourant x, convergeant vers x (pour la topologie de Hausdorff) et
disjoints deux a` deux (figure 42). On effectue cette construction pour chacun des points fixes de h.
On recommence alors la preuve explique´e plus haut : l’ensemble ∪x,iFCi(x) est un graphe triadique,
Fig. 42: Suite d’anneaux pre´-de´compose´s autour d’un des points fixes de h
et il est facile de l’e´tendre, a` l’exte´rieur de la re´union des anneaux Ci(x), pour obtenir un graphe
triadique et libre que l’on note F . On utilise le lemme de Zorn pour choisir un graphe triadique libre
F ′, inclus dans F , qui est minimal pour l’inclusion. D’apre`s la remarque 11.11, F ′ est e´galement
minimal au sens de la de´finition 11.7. On montre enfin que F ′ est une de´composition en briques
graˆce a` l’affirmation suivante :
Affirmation 11.15. Tout graphe triadique libre F ′ inclus dans F est compact.
En effet, si F ′ est inclus dans F , toute brique de F ′ est re´union de briques de F . Une brique de
F ′ non borne´e devrait traverser de part en part au moins un des anneaux pre´-de´compose´s C ; elle
rencontrerait alors les deux bords de cet anneau, donc contiendrait deux briques de FC adjacentes
(proprie´te´ supple´mentaire de la de´finition 11.13), et ne pourrait pas eˆtre libre (proprie´te´ 4 de la
de´finition 11.13). Ceci termine la preuve du the´ore`me 11.12 a` partir du lemme 11.14. 
Preuve du lemme 11.14 — On part d’une “de´composition libre minimale” de J , i.e. une
famille finie (J0, · · · , Jk−1), k ≥ 2 de sous-arcs de J d’inte´rieurs disjoints deux a` deux, d’union J ,
libres, tels que la re´union de deux arcs adjacents ne soit pas libre (son existence est imme´diate
puisque J ∩ h(J) 6= ∅). a` l’aide du the´ore`me de Schoenflies, on e´paissit ensuite J en un anneau C
home´omorphe a` J × [0, 1] suffisamment fin pour que les ensembles Bi ≃ Ji × [0, 1] soient encore
libres ; l’ensemble FC re´union des bords des Bi ve´rifie alors les points 1 a` 4 de la de´finition 11.13.
Par un argument classique de transversalite´, quitte a` remplacer C et les briques Bi par un anneau
et des briques arbitrairement proches, on peut renforcer le point 4 en supposant de plus qu’on a
la proprie´te´ :
4’. pour tout couple (Bi, Bi+1) de briques adjacentes de FC , l’image de l’inte´rieur de l’une
rencontre l’autre.
Nous allons maintenant successivement de´former et re-de´couper une a` une les briques Bi pour
obtenir la proprie´te´ supple´mentaire de la de´finition 11.13. Expliquons le traitement subi par B0.
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De´formation de la brique B0 On choisit une brique adjacente a` B0, que l’on note B
′. D’apre`s
la proprie´te´ 4’, l’image par hǫ (ǫ = −1 ou 1) de B0 rencontre l’inte´rieur de B
′ ; on peut donc trouver
un arc α0 inclus dans B
′, d’inte´rieur inclus dans B′ \ hǫ(B0), ayant une extre´mite´ sur l’areˆte entre
B0 et B
′ et l’autre sur hǫ(B0) ∩ Int(B′) (figure 43). On modifie alors B0 et B′ en pre´levant sur
B′ un voisinage de α0 et en l’ajoutant a` B0 (par abus, on continuera a` noter B0 et B
′ les deux
nouvelles briques). La nouvelle brique B0 cesse alors d’eˆtre libre. Si le voisinage de α0 pre´leve´ sur
B′ est suffisamment mince, on a encore la proprie´te´ 4’ entre B′ et les briques qui lui sont adjacentes
(plus pre´cise´ment, pour chaque brique B′′ adjacente a` B′, on a (h(B′) ∪ h−1(B′)) ∩ Int(B′′) 6= ∅).
On choisit aussi ce voisinage assez petit pour que B0 ∩h−ǫ(B0) ne rencontre pas les deux bords de
l’anneau C.
hǫ(B0)
B0
B0
α0
B′ B′
De´formation
B0 ∩ h
−ǫ(B0)
Fig. 43: De´formation de la brique B0
De´coupage de la brique B0 Pour chaque brique B adjacente a` B0, on choisit deux points x
1(B)
et x2(B) dans Int(B0) ∩ h
ǫ(B)(B) (ou` ǫ(B) = −1 ou 1). On de´coupe alors B0 en deux briques B
1
0
et B20 a` l’aide d’un arc β0 de manie`re a` ce que :
β0
B20B
1
0
hǫ(B0)
h−ǫ(B0)
Fig. 44: De´coupage en deux de la brique B0
1. ni B10 ni B
2
0 ne rencontre simultane´ment les deux composantes connexes de ∂C ;
2. hǫ(B0) ∩B0 ⊂ B10 et h
−ǫ(B0) ∩B0 ⊂ B20 ;
3. pour chaque brique B adjacente a` B0, x
1(B) ∈ B10 et x
2(B) ∈ B20 .
Le deuxie`me point signifie que les deux nouvelles briques sont libres ; le dernier entraˆıne que la
proprie´te´ 4’ est encore ve´rifie´e. On obtient ainsi un nouveau graphe triadique F 1C , re´union des
frontie`res des briques apre`s de´formation et de´coupage.
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De´formation et de´coupage des autres briques A partir de F 1C , on re´ite`re la meˆme ope´ration,
successivement, pour toutes les autres briques Bi, en recopiant mot pour mot les e´tapes de
de´formation et de de´coupage de B0.
Le processus produit finalement un nouveau graphe triadique F kC de C, qui de´coupe C en 2k
briques, dont aucune ne rencontre les deux bords de C : on a obtenu la proprie´te´ supple´mentaire,
ce qui montre que F kC est une pre´-de´composition de C. 
De´finition 11.16. On appelle pre´-de´composition finie un graphe triadique F tel que
1. F est un ensemble compact de U ;
2. si l’on appelle pre´-briques les adhe´rences des composantes connexes du comple´mentaire de
F ne contenant pas de point fixe, les pre´-briques sont libres.
D’apre`s la premie`re proprie´te´, les pre´-briques sont en nombre fini, et leur unionK est compacte.
La construction des de´compositions en briques a pour corollaire imme´diat :
Corollaire 11.17. Soit F une pre´-de´composition finie. Il existe une de´composition en briques F ′
telle que F ′ ∩K ⊂ F ∩K, autrement dit toute pre´-brique de F est incluse dans une brique de F ′.
11.5 Premie`res proprie´te´s
On conside`re toujours un home´omorphisme de la sphe`re S2, pre´servant l’orienta-
tion, n’ayant qu’un nombre fini de points fixes ; de plus, on suppose de´sormais qu’il
n’existe pas de courbe d’indice 1 pour h. On se donne une de´composition en briques F pour
h (the´ore`me 11.12).
• Lemme de Franks
Nous commenc¸ons par appliquer le lemme de Franks aux briques de F .
De´finition 11.18. Une chaˆıne de briques est une suite B1, · · · , Bk de briques de la de´composition
F telles que pour tout i = 1, · · · , k − 1, h(Bi) rencontre Bi+1 (figure 45).
Insistons sur le fait que, contrairement a` la de´finition des chaˆınes de disques, les briques d’une
chaˆıne de briques ne sont pas suppose´es eˆtre deux a` deux distinctes.
τ
B1
B6B2 B4
B5
B3
Fig. 45: Une chaˆıne de briques pour la translation
Lemme 11.19 (discre´tisation du lemme de Franks). Toutes les briques d’une chaˆıne de
briques sont distinctes. En particulier, toute chaˆıne de briques est une chaˆıne de pseudo-disques,
et il n’existe pas de chaˆıne de briques qui soit une chaˆıne de pseudo-disques pe´riodique.
Preuve — Remarquons d’abord qu’une brique ve´rifie clairement la de´finition d’un pseudo-
disque (de´finition 9.9). Soit (B1, · · · , Bk) une chaˆıne de briques, et supposons qu’il existe deux
entiers i < j tels que Bi = Bj . Il est clair que, quitte a` extraire, on peut supposer de plus que les
briques Bi, · · · , Bj−1 sont deux a` deux distinctes. Elles forment alors une chaˆıne de pseudo-disques
pe´riodique, ce qui contredit le lemme de Franks (lemme 9.13). 
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• E´nonce´s des proprie´te´s
On note ∂U la frontie`re topologique dans U .
Affirmation 11.20. Si V est une re´union quelconque de briques, alors ∂UV est une sous-varie´te´
sans bord de U , ferme´e dans U , donc une re´union (finie ou non) de cercles topologiques et de
droites topologiques.
Affirmation 11.21. Soit B1 et B2 deux briques adjacentes ; alors de deux choses l’une :
1. soit h(B1) rencontre B2,
2. soit h(B2) rencontre B1.
Affirmation 11.22. Les briques sont des disques topologiques ferme´s.
Corollaire 11.23.
1. Toute areˆte est incluse dans deux briques distinctes ;
2. toute areˆte contient deux sommets distincts ;
3. F est connexe.
Affirmation 11.24. L’image par h de toute brique B rencontre au moins une brique adjacente a`
B. Meˆme chose pour l’image par h−1.
• Preuves des proprie´te´s
La preuve de l’affirmation 11.20 est imme´diate.
Preuve de l’affirmation 11.21 — Puisque B1 ∪B2 n’est pas libre, mais que B1 et B2 le sont,
c’est que h(B1) rencontre B2 ou h(B2) rencontre B1. D’autre part, si ces deux possibilite´s e´taient
simultane´ment re´alise´es, alors (B1, B2, B1) serait une chaˆıne de briques qui contredirait le lemme
11.19. 
Preuve de l’affirmation 11.22 — Soit B une brique. D’apre`s l’affirmation 11.20, son bord
est une re´union de cercles et de droites topologiques ; comme B est compacte (par de´finition des
de´compositions en briques), c’est en fait une re´union de cercles. Il suffit donc de montrer que le
bord de B est connexe, ou encore que le comple´mentaire de B dans la sphe`re est connexe.
Comme ∂B est une re´union de cercles topologiques, chaque composante connexe de S2 \ Int(B)
est un disque topologique ferme´. Soit D1 l’un d’entre eux ; c’est aussi une re´union de briques de la
de´composition.
Soit B1 = B, et B2 une brique de D1 adjacente a` B. En appliquant l’affirmation 11.21, on voit
que D1 rencontre h(B) ou h
−1(B). Supposons par exemple que D1 rencontre h(B) : comme B est
libre, h(B) est un ensemble connexe inclus dans le comple´mentaire de B, il est donc inclus dans
D1. Comme ∂D1 ⊂ B, on a alors h(∂D1) ⊂ D1.
Ceci nous donne deux possibilite´s : ou bien h(D1) ⊂ D1, ou bien h(Adh(S2\D1)) ⊂ D1. Dans le
premier cas, D1 serait un disque attractif, mais c’est exclu, car le lemme 9.4 entraˆınerait l’existence
d’une courbe d’indice 1, contrairement aux hypothe`ses. On est par conse´quent dans le deuxie`me
cas, et l’ensemble Adh(S2 \D1) est libre. Par minimalite´ de la de´composition, cet ensemble e´tant
une re´union de briques, il est en fait constitue´ d’une seule brique, qui est ne´cessairement la brique
B. Ceci prouve que le comple´mentaire de B est le disque D1, qui est connexe. 
Preuve du corollaire 11.23 —
Point 1 (figure 46) Soient B une brique et α une areˆte incluse dans B, qui n’est incluse dans
aucune autre brique. Nous allons montrer que sous ces hypothe`ses, B ne peut pas eˆtre un disque
topologique.
L’inte´rieur de α est inclus dans l’inte´rieur de B (sans quoi α borderait une autre brique). Par
de´finition des briques, l’ensemble O = B \ F est un ouvert connexe. Il existe donc une courbe
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de Jordan γ incluse dans O ∪ α, rencontrant α en unique point, et de manie`re transverse (voir
figure 46).
Soient D1 et D2 les deux disques topologiques de´limite´s par γ. Montrons que D1 rencontre le
comple´mentaire de B. Ou bien D1 contient un point fixe de h, qui est dans le comple´mentaire de B
puisque B est borne´e (compacite´ des de´compositions). Ou bien D1 ne contient aucun point fixe :
dans ce cas, l’ensemble G = (F ∩D1) \ Int(α) est un graphe triadique qui n’a qu’un nombre fini
de sommets. Comme tout graphe fini sans feuille posse`de un cycle, on peut trouver une courbe de
Jordan γ′ incluse dans G, donc dans F ∩ D1. L’un des deux disques topologiques ouverts borde´s
par γ′ est alors inclus dans le comple´mentaire de B.
En appliquant le meˆme raisonnement a` D2, on voit que le comple´mentaire de B a au moins
deux composantes connexes, ce qui contredit l’affirmation 11.22.
Point 2Point 1
α
γ
α β
B γ′
Fig. 46: Preuve du corollaire 11.23
Point 2 (figure 46) Si une areˆte β contenait un unique sommet, alors l’autre areˆte α adjacente
a` ce sommet serait contenue dans une unique brique, contredisant le point 1.
Point 3 Commenc¸ons par remarquer que tout point de F appartient a` la frontie`re d’au moins
une brique : ceci est une conse´quence du point 1.
Les briques sont en nombre de´nombrable ; on peut les nume´roter de manie`re a` ce que chaque
brique Bi soit adjacente a` une brique Bj avec j < i. Pour tout entier n, la re´union ∂B0∪· · · ∪∂Bn
est alors connexe puisque chaque bord ∂Bi est connexe. Or d’apre`s la remarque initiale, F = ∪∂Bi,
c’est donc une re´union croissante d’ensembles connexes, il est connexe. 
Preuve de l’affirmation 11.24 (figure 47) — On raisonne par l’absurde. Soit E l’ensemble
des briques adjacentes a` B. Si h(B) ne rencontre aucune des briques de E , c’est que h−1(B) les
rencontre toutes (d’apre`s l’affirmation 11.21). Soit B0 ∈ E ; comme B est libre, h
−1(B) ne rencontre
pas B0 ∩ B, en particulier B0 n’est pas contenu dans h−1(B). La brique B0 rencontre donc a` la
fois h−1(B) et son comple´mentaire, elle rencontre donc la frontie`re h−1(∂B). Il existe donc une
brique B1, adjacente a` B, telle que h
−1(B1) ∩ B0 6= ∅. En re´ite´rant le processus, on trouve une
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h−1(B)
h−1(B1) B0 B
B1
Fig. 47: Preuve de l’affirmation 11.24
suite B0, B1, · · · de briques de E telles que h(Bi) ∩ Bi+1 6= ∅. D’apre`s la discre´tisation du lemme
de Franks (lemme 11.19), les briques (Bi)i≥0 sont toutes distinctes ; mais c’est impossible puisqu’il
n’y a qu’un nombre fini de briques adjacentes a` B. 
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11.6 Construction des attracteurs A+(B)
Soit B une brique de la de´composition. On pose A0(B) = B, et on de´finit par re´currence, pour
tout entier positif i,
Ai+1(B) =
⋃
{B′ brique de F | B′ ∩ h(Ai) 6= ∅}.
On pose alors :
De´finition 11.25 (figure 48).
A+(B) =
⋃
i≥1
Ai.
On montre facilement :
Affirmation 11.26. A+(B) est l’union des briques B′ telles qu’il existe une chaˆıne de briques
(B1 = B, · · · , Bk = B′) avec k ≥ 2. C’est aussi le plus petit ensemble dont l’inte´rieur contient
h(B), qui est une re´union de briques de F , et est un attracteur strict.
On de´finit A−(B) de manie`re syme´trique :
De´finition 11.27. A−(B) est l’union des briques B′ telles qu’il existe une chaˆıne de briques
(B1 = B
′, · · · , Bk = B) avec k ≥ 2.
La figure 48 illustre la construction de l’ensemble A+(B), la figure 49 montre A+(B) et A−(B)
pour une brique d’une de´composition pour l’home´omorphisme line´aire hyperbolique selle.
Affirmation 11.28. L’attracteur A+(B) est connexe et rencontre B. Les inte´rieurs des ensembles
B, A+(B) et A−(B) sont deux a` deux disjoints.
Affirmation 11.29. Toute brique adjacente a` B est soit dans A+(B), soit dans A−(B), et A+(B)∩
B et A−(B) ∩B sont connexes et non vides.
L’allure au voisinage d’une brique est donc celle de la figure 50.
Affirmation 11.30. Soit A un attracteur strict, connexe, qui est une re´union de briques. Alors
les composantes connexes de la frontie`re de A dans U sont des droites topologiques.
Preuve de l’affirmation 11.28 — Comme B est connexe, la re´union A1 des briques qui rencon-
trent h(B) est connexe. De plus, elle rencontre B car h(B) rencontre au moins une brique adjacente
a` B (affirmation 11.24). La connexite´ de A+(B) s’en suit. Comme A+(B) contient A1, il rencontre
B.
La deuxie`me phrase de l’affirmation est une conse´quence imme´diate de la version discre´tise´e du
lemme de Franks (lemme 11.19). 
Preuve de l’affirmation 11.29 — D’apre`s l’affirmation 11.21, toute brique adjacente a` B est
dans A+(B) ou dans A−(B) ; mais pas dans les deux d’apre`s l’affirmation pre´ce´dente. Celle-ci dit
e´galement que les ensembles A+(B) ∩ B et A−(B) ∩ B ne sont pas vides. Il reste a` montrer leur
connexite´.
Supposons que l’un de ces deux ensembles ne soit pas connexe. Alors on peut trouver quatre
briques B1, B2, B3, B4, adjacentes a` B, telle que B1 et B3 soient dans A
+(B) et B2 et B4 dans
A−(B), et telles qu’en parcourant ∂B on rencontre successivement B1, B2, B3 et B4 (figure 51).
Comme A+(B) est connexe et re´union de briques, son inte´rieur est connexe par arcs, et il
existe un arc γ ⊂ Int(A+(B)) joignant un point de B1 a` un point de B3. A l’aide d’un autre arc
γ′ ⊂ B ∪ B1 ∪ B3, on peut prolonger γ en une courbe de Jordan J . Cette courbe de Jordan ne
rencontre pas A−(B) et se´pare B2 et B4, ce qui contredit la connexite´ de A
−(B). 
Preuve de l’affirmation 11.30 — Soit C l’une de ces composantes connexes. D’apre`s l’affir-
mation 11.20, il suffit de prouver que C n’est pas un cercle topologique. Supposons le contraire ;
comme A est connexe, l’un des deux disques topologiques ouverts borde´s par C est disjoint de A,
on le note D. Comme A est un attracteur strict, on a h(C)∩D = ∅, donc de deux choses l’une : ou
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Bh(B)
h(A1)
h(A2)
A1
A2
A3
∆(B) :
Fig. 48: Construction de l’attracteur A+(B) : les premie`res e´tapes
A−(B) :
A+(B) :
B
∆(B) :
Fig. 49: Les ensembles A+(B) et A−(B) pour l’home´omorphisme line´aire hyperbolique selle (la
de´composition est celle de la figure 40)
A+(B)A
−(B)
∆(B)
Fig. 50: Topologie des ensembles A−(B), A+(B) et ∆(B) au voisinage d’une brique
J
B2
B1
B3
B B4
Fig. 51: Preuve de l’affirmation 11.29
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bien D ⊂ h(D), mais le lemme 9.4 interdit les disques attractifs ; ou bien l’adhe´rence de D est libre.
Dans ce cas, l’adhe´rence de D est exactement l’une des briques de la de´composition (minimalite´
de la de´composition). Par ailleurs, les briques adjacentes a` D sont toutes dans A ; et l’une d’entre
elles au moins, notons-la B1, doit rencontrer h
−1(D) (affirmation 11.24). On a alors h(B1)∩D 6= ∅,
ceci contredit le fait que A est un attracteur. 
11.7 Construction des droites de Brouwer ∆(B)
D’apre`s l’affirmation 11.29, il existe une unique composante connexe de ∂A+(B) qui rencontre
B.
De´finition 11.31 (figures 48 et 49). On note ∆(B) l’unique composante connexe de la frontie`re
de A+(B) dans U qui rencontre B.
Proposition 11.32. L’ensemble ∆(B) est une droite de Brouwer. L’ensemble B ∪∆(B) est libre,
et le domaine de Brouwer engendre´ par ∆(B) contient B.
Preuve —
∆(B) est libre C’est clair puisque A+(B) est un attracteur strict.
∆(B) est une droite topologique C’est une conse´quence de l’affirmation 11.30.
∆(B) est une droite de Brouwer Si les deux extre´mite´s de ∆ aboutissent au meˆme point
fixe x de h, il reste a` montrer que ∆ se´pare h(∆) et h−1(∆). Soit D celui des deux disques
topologiques ferme´s borde´s par ∆(B)∪{x} qui contient A+(B), et D′ son comple´mentaire. Puisque
h(A+(B)) ⊂ A+(B), on a h(∂D) ⊂ D. Si h(D′) ⊂ D, alors D′ est libre, ce qui contredit la
minimalite´ de la de´composition car D′ contient plusieurs briques (par exemple, A−(B) ⊂ D′). On
a donc h(D) ⊂ D.
On en de´duit h(D) ⊂ D ⊂ h−1(D), et la proprie´te´ de se´paration est ve´rifie´e.
Fin de la preuve Par de´finition de A+(B), h(B) ⊂ Int(A+(B)), donc h(B)∩∆(B) = ∅. D’autre
part h(∆(B)) ⊂ Int(A+(B)), donc h(∆(B))∩B = ∅ d’apre`s l’affirmation 11.28. Comme B et ∆(B)
sont libres, ceci montre que B ∪∆(B) est libre.
Comme B est connexe et rencontre ∆(B), on en de´duit que B est dans le domaine de
Brouwer engendre´ par ∆(B) (plus pre´cise´ment, h(B) est dans le domaine fondamental de ∆(B),
D(∆(B), h(∆(B)))). 
11.8 Preuve du the´ore`me de Brouwer, corollaires
The´ore`me 11.33 (Brouwer). Tout point de S2 \ Fixe(h) est dans un domaine de Brouwer.
Preuve (P. Le Calvez, A. Sauzet) — Tout point de U est dans une brique B, et toute brique
B est dans le domaine de Brouwer engendre´ par ∆(B) (proposition 11.32). 
Le re´sultat suivant nous servira a` la section 17 :
Corollaire 11.34 (de la preuve du the´ore`me de Brouwer).
1. Tout arc libre est contenu dans un domaine de Brouwer ;
2. S’il existe un arc libre γ de x a` y, alors il existe un arc libre de x a` hn(y) pour tout entier n.
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Preuve —
Premier point Un arc libre est inclus dans un disque topologique ferme´ libre D ; le bord d’un
tel disque forme une pre´-de´composition finie (de´finition 11.16). D’apre`s le corollaire 11.17, on peut
choisir une de´composition en briques dont une brique contient D. Comme toute brique est incluse
dans un domaine de Brouwer, on obtient le re´sultat.
Deuxie`me point Remarquons tout d’abord que l’arc γ e´tant libre, il est disjoint de tous ses
ite´re´s par h (lemme 9.7). En particulier, x et y ne sont pas dans la meˆme orbite de h.
Examinons d’abord le cas ou` h est une translation affine du plan. Soit p l’application quotient
du plan dans l’anneau ouvert R2/h. L’hypothe`se entraˆıne donc que p(x) 6= p(y). On construit alors
facilement, dans l’anneau, un arc qui relie p(x) a` p(y) et qui fait “n tours de plus de p(γ)”. Cet
arc se rele`ve en un arc γ′ joignant x a` hn(y) ; comme p(γ′) est un arc, γ′ est libre.
Revenons au cas ge´ne´ral. D’apre`s le premier point, un arc libre est inclus dans un domaine de
Brouwer. Mais puisque la restriction de h a` un tel domaine est conjugue´ a` une translation affine
du plan (affirmation 9.20, second point), le cas pre´ce´dent permet de conclure. 
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Quatrie`me partie
Preuve du the´ore`me principal de
dynamique globale
Dans cette partie, nous prouvons le the´ore`me principal de dynamique global (8.6). Rappelons
que l’ide´e de la preuve du the´ore`me 8.6 est de´crite a` la section 8.3. La section 12 contient les
e´nonce´s des lemmes et propositions utilise´s dans cette preuve ; la preuve proprement dite occupe
la section 13. Les lemmes sont ensuite de´montre´s dans les sections 14 a` 17. Les sections 13 a` 17
sont largement inde´pendantes les unes des autres, et peuvent eˆtre lues dans un ordre quelconque
(la seule exception notable concerne la section 16, qui utilise les notions introduites au de´but de la
section 14).
12 E´nonce´s des lemmes
Dans cette section, on e´nonce les lemmes et propositions qui seront utilise´s dans la preuve du
the´ore`me principal ; leurs de´monstrations font l’objet des sections suivantes. En 12.1, on transpose
les de´finitions des croissants et des pe´tales, introduites pre´ce´demment sous l’hypothe`se (H2) du
the´ore`me principal, au cadre des home´omorphismes de Brouwer (hypothe`se (H1)). Ceci permet,
en 12.2, d’e´crire une version du the´ore`me principal dans ce cadre (the´ore`me 12.8). Il reste alors
a` e´noncer les re´sultats permettant le changement de cadre : en 12.3, l’existence d’une droite de
Brouwer reliant les deux points fixes ; en 12.4 et 12.5, la possibilite´ de relever canoniquement la
dynamique sur S2 \ {N,S} en un home´omorphisme de Brouwer.
12.1 Croissants et pe´tales pour les home´omorphismes de Brouwer
Nous commenc¸ons par de´finir pe´tales et croissants pour un home´omorphisme de Brouwer H ,
c’est-a`-dire sous l’hypothe`se (H1). La de´finition des pe´tales ne posera pas de proble`me si on
assimile H a` un home´omorphisme de la sphe`re fixant un unique point. La de´finition des croissants
est un peu plus complique´e : pour la comprendre, il peut eˆtre utile de garder a` l’esprit que lorsqu’on
appliquera la de´finition, H sera le releve´ d’un home´omorphisme h de l’anneau S2 \ {N,S}, et que
les croissants de H (pour la nouvelle de´finition) doivent correspondre a` des croissants de h (pour
la de´finition donne´e a` la section 8). Il faudra ainsi penser aux croissants de H comme ayant deux
extre´mite´s (bien que, dans la sphe`re R2 ∪{∞}, ces extre´mite´s aboutissent toutes les deux au point
fixe ∞). Ceci est illustre´ sur la figure 52.
≃
N˜
S˜
N˜
∞N
S
S˜
(reveˆtement)
←−
Fig. 52: Les deux notions de croissants : pour un home´omorphisme de la sphe`re fixant N et S
(a` gauche), ou pour un home´omorphisme de Brouwer, vu comme home´omorphisme du plan sans
point fixe (au milieu) ou comme home´omorphisme de la sphe`re fixant le point a` l’infini (a` droite)
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• Pe´tales
Soit H un home´omorphisme de Brouwer.
De´finition 12.1. Soit ∆ une droite de Brouwer pourH . On appellera pe´tale attractif de ∆ l’unique
disque topologique ferme´ P+(∆) de la sphe`re R2∪{∞} dont la frontie`re est ∆∪{∞} et qui contient
H(∆). De meˆme, le pe´tale re´pulsif de ∆ sera le pe´tale attractif de ∆ pour l’home´omorphisme H−1,
note´ P−(∆).
Nous avons de´ja` vu que P+(∆) est un attracteur strict (remarque 9.18). On confondra parfois
le pe´tale et sa trace dans le plan.
• Croissants
De´finition 12.2. Si ∆0 et ∆1 sont deux droites topologiques disjointes, rappelons que D(∆0,∆1)
de´signe l’unique disque topologique ouvert du plan de frontie`re ∆0 ∪∆1. On dira que l’adhe´rence,
dans le plan R2, de l’ensemble D(∆0,∆1) est une bande topologique. Les deux droites ∆0 et ∆1
seront appele´es bords de la bande.
De´finition 12.3. Si (∆0,∆1) est un couple attractif de droites de Brouwer disjointes, on appellera
croissant (attractif) de (∆0,∆1) la bande topologique Adh(D(∆0,∆1)). On de´finit de meˆme le
croissant (re´pulsif) associe´ a` un couple re´pulsif.
Nous avons de´ja` vu que les croissants attractifs ainsi de´finis sont des attracteurs stricts (affir-
mation 10.4, figure 29).
• Bouts d’une bande topologique
Soit A = Adh(D(∆0,∆1)) une bande topologique. On notera Aˆ le compactifie´ en bouts de A ;
Aˆ est home´omorphe au disque ferme´. On le muni d’une orientation compatible avec celle du plan.
On notera N˜ et S˜ les deux bouts de A, de manie`re a` ce qu’en parcourant la courbe bordant Aˆ
dans le sens positif, on rencontre ∆0, S˜, ∆1 et N˜ dans cet ordre (autrement dit, si l’on se place
dans une carte ou` ∆0 et ∆1 sont des droites euclidiennes verticales avec ∆0 a` gauche de ∆1, N˜
est le bout “en haut” et S˜ est le bout “en bas” : voir la figure 52). Remarquons que ce choix de
notation de´pend de l’ordre des deux droites de Brouwer dans le couple (∆0,∆1) (si on permute
ces deux droites, les bouts N˜ et S˜ sont e´galement permute´s).
Supposons de plus que A est un croissant attractif. Puisque H(A) ⊂ A, et que H est propre,
la restriction de H a` A s’e´tend a` Aˆ. De plus, la configuration topologique des deux droites et de
leurs images (affirmation 10.4, figure 29) montre que cette extension fixe les deux bouts N˜ et S˜.
• Croissants a` dynamique N˜-S˜
De´finition 12.4. Un croissant attractif A = Adh(D(∆0,∆1)) est dit a` dynamique N˜-S˜ si pour
tout voisinage ON˜ de N˜ dans Aˆ, il existe un pe´tale attractif P pour H tel que
– P ⊂ A ;
– A \ P ⊂ ON˜ .
On de´finit de la meˆme manie`re les croissants attractifs a` dynamique S˜-N˜ , et les croissants re´pulsifs
a` dynamique N˜ -S˜ ou S˜-N˜ .
• Pe´tales et croissants simpliciaux
De´finition 12.5. Soit F une de´composition en briques pour H . On dira alors qu’une droite
topologique est simpliciale si elle est incluse dans F (c’est-a`-dire re´union d’areˆtes de F ). On dira
qu’un pe´tale ou un croissant est simplicial si sa frontie`re (dans S2 \Fixe(h)) est incluse dans F . On
dira enfin qu’un croissant a` dynamique N˜ -S˜ ou S˜-N˜ est simplicial si c’est un croissant simplicial,
et si les pe´tales de la de´finition 12.4 (ou 8.5) peuvent eˆtre choisis simpliciaux. Ces de´finitions se
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transposent sans difficulte´ au cadre d’un home´omorphisme de la sphe`re ayant deux points fixes
(hypothe`se (H2)).
De´finition 12.6. Soit D une bande topologique ; un croissant A′ est un sous-croissant de D si
A′ est inclus dans D, et si l’inte´rieur de A′ se´pare les deux bords de D (de manie`re e´quivalente, si
l’adhe´rence de A′ dans Aˆ contient les deux bouts de Aˆ).
Remarquons que si A′ est un sous-croissant d’une bande topologique D, alors les bouts de A′
s’identifient aux bouts de D.
De´finition 12.7. On dira qu’un croissant attractif simplicial A est minimal si il ne posse`de pas
de sous-croissant attractif simplicial diffe´rent de A.
12.2 Une version du the´ore`me principal pour les home´omorphismes de
Brouwer
Dans cette partie, nous commenc¸ons par e´noncer une version du the´ore`me principal pour les
home´omorphismes de Brouwer (the´ore`me 12.8). Cet e´nonce´ est ensuite de´coupe´ en trois morceaux :
la proposition 12.9 affirme qu’il existe des croissants simpliciaux minimaux, et qu’ils contiennent
toujours suffisamment de pe´tales ; le lemme 12.10 permettra de parler de famille maximale de
croissants simpliciaux minimaux ; enfin, la proposition 12.12 calcule l’indice partiel dans une bande
en fonction du type des croissants minimaux qu’elle contient.
The´ore`me 12.8. Soient H un home´omorphisme de Brouwer, et F une de´composition en briques
pour H. Soit (∆0,∆1) un couple de droites de Brouwer simpliciales disjointes, tel que IP(∆0,∆1) =
−p < 0.
La bande Adh(∆0,∆1) contient alors 2p sous-croissants simpliciaux minimaux : p croissants
attractifs a` dynamique N˜ -S˜, et p croissants re´pulsifs a` dynamique S˜-N˜ , d’inte´rieurs disjoints deux
a` deux, les croissants attractifs et re´pulsifs e´tant alterne´s entre ∆0 et ∆1.
Remarquons que dans le cas ou` l’indice partiel est strictement positif, on peut appliquer le
the´ore`me au couple (∆1,∆0). On peut tester le the´ore`me sur l’exemple “multi-Reeb” de la figure 32
(section 10.3).
Proposition 12.9. Soit H un home´omorphisme de Brouwer, et F une de´composition en briques
pour H.
1. Tout croissant attractif simplicial A posse`de un sous-croissant attractif simplicial minimal ;
2. tout croissant attractif simplicial minimal est a` dynamique S˜-N˜ ou N˜ -S˜.
L’e´nonce´ est encore vrai en changeant “attractif” en “re´pulsif”.
Lemme 12.10 (figure 53). Soit H un home´omorphisme de Brouwer, et F une de´composition en
briques pour H. Soit (∆0,∆1) un couple de droites de Brouwer simpliciales disjointes.
Il existe alors un entier k ≥ −1 et une famille (e´ventuellement vide)
F = {Adh(D(∆′0,∆
′
1)), . . . ,Adh(D(∆
′
2k,∆
′
2k+1))}
de sous-croissants simpliciaux de la bande topologique Adh(D(∆0,∆1)), telle que
– les disques topologiques ouverts D(∆′2i,∆
′
2i+1) sont deux a` deux disjoints ;
– ces croissants sont minimaux ;
– la famille F est maximale pour l’inclusion : autrement dit, il n’existe pas de famille F ′ de
sous-croissants de D(∆0,∆1), d’inte´rieurs deux a` deux disjoints, simpliciaux, minimaux, qui
contienne strictement F .
Preuve du lemme 12.10 — On se place sous les hypothe`ses du lemme. Soit k0 la largeur
simpliciale de la bande Adh(D(∆0,∆1)), c’est-a`-dire le plus petit entier tel qu’il existe une famille
de k0 areˆtes de la de´composition F , dont la re´union est connexe et rencontre ∆0 et ∆1.
Si F = {C1, · · · , Ck} est une famille de croissants simpliciaux, attractifs ou re´pulsifs pour H ,
d’inte´rieurs deux a` deux disjoints, et tels que l’inte´rieur de chaque croissant se´pare ∆0 et ∆1, alors
il est clair que k ≤ k0.
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∆′1
. . .
∆′
−1 = ∆0
∆′
0
∆′
2k+2
= ∆1
∆′
2k+1
N˜
S˜
Fig. 53: Famille maximale de croissants minimaux
Ceci entraˆıne imme´diatement l’existence d’une famille F de croissants minimaux qui est maxi-
male pour l’inclusion. 
Si F est une famille de croissants ve´rifiant les conclusions du lemme pre´ce´dent, on supposera tou-
jours que les droites ∆′i sont nume´rote´es dans l’ordre naturel de ∆0 vers ∆1
16. Dans ce cas, le bout
N˜ de chacun des croissants de F s’identifie naturellement au bout N˜ de la bande Adh(D(∆0,∆1))
(meˆme remarque pour les bouts S˜). On posera aussi ∆′−1 = ∆0 et ∆
′
2k+2 = ∆1.
On note alors #(F , a, N˜S˜), #(F , r, S˜N˜), #(F , a, S˜N˜) et #(F , r, N˜ S˜) le nombre de croissants
de chaque type dans F (attractif N˜ -S˜, etc.).
Remarque 12.11. Dans une telle famille F , deux croissants successifs Adh(D(∆′2i,∆
′
2i+1)) et
Adh(D(∆′2i+2,∆
′
2i+3)) sont toujours l’un attractif et l’autre re´pulsif. En effet, si par exemple ils
e´taient tous deux attractifs, alors la bande qui les se´pare serait un croissant re´pulsif simplicial, donc
contiendrait un croissant re´pulsif simplicial minimal d’apre`s la proposition 12.9. Ceci contredirait
la maximalite´ de F . Le meˆme raisonnement montre que si le couple (∆0,∆1) est indiffe´rent, F
contient autant de croissants attractifs que de re´pulsifs.
Proposition 12.12. Soit H un home´omorphisme de Brouwer, et F une de´composition en briques
pour H. Soit (∆0,∆1) un couple de droites de Brouwer simpliciales disjointes, et F une famille
maximale de sous-croissants simpliciaux minimaux de la bande Adh(D(∆0,∆1)) (c’est-a`-dire que
F ve´rifie la conclusion du lemme 12.10). Alors :
1. pour tout i = −1, . . . , k, l’indice partiel IP(H,∆′2i+1,∆
′
2i+2) entre les bords de deux croissants
successifs est nul, et si ces deux droites sont disjointes, il existe une chaˆıne de pseudo-disques
de l’une a` l’autre, constitue´e de briques de la de´composition17 ;
2. on a la formule suivante :
IP(H,∆0,∆1) =
(
#(F , a, S˜N˜) + #(F , r, N˜ S˜)
)
−
(
#(F , a, N˜ S˜) + #(F , r, S˜N˜)
)
2
.
Remarquons en particulier que si l’indice partiel entre ∆0 et ∆1 est tre`s ne´gatif, on obtient un
grand nombre de croissants attractifs a` dynamique N˜ -S˜ ou re´pulsifs a` dynamique S˜-N˜ . Inverse-
ment, si la famille F est vide, on a k = −1, et la proposition affirme l’existence d’une chaˆıne de
briques de ∆0 a` ∆1.
12.3 Existence d’une droite de Brouwer a` extre´mite´s Nord-Sud
Proposition 12.13. Soit h un home´omorphisme de la sphe`re S2, pre´servant l’orientation, avec
Fixe(h) = {N,S} (hypothe`se (H2)). On suppose que Indice(h,N) 6= 1. Soit F une de´composition
en briques pour h.
Alors il existe au moins une droite de Brouwer ∆0 pour h, simpliciale ( i.e. incluse dans F ),
dont l’adhe´rence contient N et S.
16Autrement dit, que l’inte´rieur du croissant D(∆′
2i,∆
′
2i+1) se´pare la droite ∆0, la droite ∆
′
2i et les croissants
D(∆′
2j ,∆
′
2j+1) pour j < i, d’une part, de la droite ∆1, de la droite ∆
′
2i+1, et des croissants D(∆
′
2j ,∆
′
2j+1) pour
j > i, d’autre part.
17De´finition 10.17.
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12.4 De´finition d’un indice pour les home´omorphismes de Brouwer com-
mutant a` la translation
On se place sous l’hypothe`se (H2) : h est un home´omorphisme de la sphe`re S2, pre´servant
l’orientation, avec Fixe(h) = {N,S}. Nous allons me´langer trois points de vue, qu’on appelle
“mode`le de la sphe`re, du plan, de l’anneau”. Le passage d’un point de vue a` l’autre se fait de la
manie`re suivante :
– on identifie S2 \ {S} au plan R2 via un home´omorphisme pre´servant l’orientation qui envoie
N sur (0, 0) (par exemple la projection ste´re´ographique);
– soit τ la translation (θ˜, r) 7→ (θ˜ + 1, r). On identifie l’anneau A = R2/τ a` R2 \ {(0, 0)}
via l’home´omorphisme (θ, r) 7→ exp(−r + 2iπθ) (“exp” est l’exponentielle complexe, on a
e´galement identifie´ R2 au plan complexe).
Il est clair que l’home´omorphisme h vit dans chacun des trois mode`les. Ces mode`les sont oriente´s
de manie`res compatibles, en choisissant t 7→ exp(it) comme orientation du cercle unite´ du plan.
On a un quatrie`me point de vue avec le reveˆtement universel de l’anneau A :
π :
{
R
2 −→ A
(θ˜, r) 7−→ (θ˜ + Z, r).
Pour ne pas confondre ce dernier point de vue avec le mode`le du plan, on notera A˜ le reveˆtement
universel de A. La figure 54 re´sume les diffe´rents points de vue.
N
S
N
S
A˜R
2
A←֓S2
N = (0, 0)
τ
←←֓
π
Fig. 54: Les diffe´rents mode`les
De´finition 12.14. Un releve´ de h par π est un home´omorphisme H de A˜ tel que πH = hπ. Si C
est un sous-ensemble connexe de A, un releve´ de C est une composante connexe de π−1(C).
On note maintenant Comm(τ) l’ensemble des home´omorphismes du plan A˜, pre´servant l’ori-
entation, qui commutent avec la translation τ : (θ˜, r) 7→ (θ˜ + 1, r) ; c’est aussi l’ensemble des
releve´s d’home´omorphismes de l’anneau A isotopes a` l’identite´ (voir par exemple [LR01], section
3). Comme h pre´serve l’orientation et fixe N et S, il est isotope a` l’identite´ dans le mode`le de
l’anneau. Autrement dit :
Affirmation 12.15. Tout releve´ H de h est un e´le´ment de Comm(τ), sans point fixe.
Nous allons montrer :
Affirmation 12.16. Soit H ∈ Comm(τ) un home´omorphisme de Brouwer et γ une courbe du plan
ve´rifiant τ(γ(0)) = γ(1). Le nombre Indice(H, γ) est un entier qui ne de´pend pas de la courbe γ.
De plus, il est invariant par conjugaison : si g ∈ Comm(τ), on a Indice(gHg−1, γ) = Indice(H, γ).
De´finition 12.17. Cet entier est appele´ indice de H (par rapport a` τ), et note´ Indice(H, τ).
Preuve de l’affirmation 12.16 — Soit Γ l’espace des courbes γ du plan ve´rifiant γ(1) = τ(γ(0)),
muni de la topologie de la convergence uniforme. Cet espace est connexe par arcs (et meˆme convexe).
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Le nombre Indice(H, γ) de´pend continuˆment de γ ; comme H commute avec la translation τ , il
prend des valeurs entie`res sur Γ ; donc ce nombre ne de´pend pas de γ. D’autre part, l’espace
Comm(τ) est connexe (puisque constitue´ de releve´s d’home´omorphismes isotope a` l’identite´). Le
nombre Indice(gHg−1, τ) de´pend continuˆment de g, donc Indice(H, τ) est constant sur l’espace
connexe des conjugue´s a` H via un e´le´ment de Comm(τ). 
12.5 Existence d’un releve´ canonique
Proposition 12.18. Soit h un home´omorphisme de la sphe`re S2, pre´servant l’orientation, avec
Fixe(h) = {N,S} (hypothe`se (H2)). On suppose que Indice(h,N) 6= 1.
Il existe alors un unique releve´ h˜ de h par π ve´rifiant Indice(h˜, τ) = Indice(h,N)− 1. On a de
plus :
1. si ∆ est une droite de Brouwer pour h dont l’adhe´rence contient N et S, alors tout releve´ de
∆ est une droite de Brouwer pour h˜ ;
2. si γ est un arc libre pour h˜, π(γ) est un arc libre pour h ;
3. si F est une de´composition en briques pour h, alors F˜ = π−1(F ) est une de´composition en
briques pour h˜.
De´finition 12.19. Le releve´ h˜ de h donne´ par cette proposition est appele´ releve´ canonique de h.
13 Preuve du the´ore`me a` partir des lemmes
Nous allons prouver un e´nonce´ qui pre´cise le the´ore`me 8.6 :
The´ore`me 13.1 (“version simpliciale” du the´ore`me principal). Soit h un home´omorphis-
me de la sphe`re, pre´servant l’orientation, fixant uniquement les deux points N et S (hypothe`se
(H2)). On suppose que Indice(h,N) = 1− p < 1. Soit F une de´composition en briques pour h.
Il existe alors p croissants attractifs simpliciaux, minimaux, a` dynamique Nord-Sud, et p crois-
sants re´pulsifs simpliciaux, minimaux, a` dynamique Sud-Nord, d’inte´rieurs disjoints deux a` deux,
les croissants attractifs et re´pulsifs e´tant cycliquement alterne´s autour de N et S.
On de´duit facilement le the´ore`me 8.6 de cet e´nonce´. En effet, on peut toujours trouver une
de´composition en briques pour h (the´ore`me 11.12). On applique alors le the´ore`me 13.1. Puis on
remplace chaque croissant attractif par son image par h. On obtient ainsi une nouvelle famille de
croissants deux a` deux d’intersection re´duite a` {N,S} (et non plus seulement d’inte´rieurs disjoints),
qui ve´rifie donc la conclusion du the´ore`me 8.6. Remarquons par contre que les nouveaux croissants
ne sont plus simpliciaux.
Preuve du the´ore`me 13.1 — Soit h ve´rifiant les hypothe`ses du the´ore`me, et F une de´compo-
sition en briques pour h.
On applique d’abord la proposition 12.13 qui nous donne une droite de Brouwer ∆0, simpliciale,
dont l’adhe´rence contient les points N et S.
On utilise maintenant la proposition 12.18 : on note H = h˜ l’home´omorphisme de Brouwer,
releve´ canonique de h. L’automorphisme du reveˆtement universel π est toujours note´ τ . On note
aussi F˜ la de´composition en briques pour H obtenue en relevant F (point 3 de la proposition).
Soient ∆˜0 un releve´ de ∆0, et ∆˜1 = τ(∆˜0). Ces deux ensembles sont des droites de Brouwer pour
H (point 1 de la proposition). Elles sont disjointes. On peut alors relier l’indice partiel entre ces
deux droites a` l’indice de H en tant que commutant a` la translation :
Affirmation 13.2.
IP(H, ∆˜0, ∆˜1) = Indice(H, τ).
En effet, le the´ore`me de Schoenflies permet de supposer que ∆0 est une droite verticale de
l’anneau A, donc que ∆˜0 et ∆˜1 sont deux droites euclidiennes verticales dans le plan A˜. Dans
cette situation, d’apre`s les de´finitions, chacun des deux indices est e´gal a` l’indice de H le long de
n’importe quelle courbe allant d’un point x˜ de ∆˜0 a` τ(x˜), ce qui prouve l’affirmation.
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On applique maintenant le lemme 12.10 au couple (∆˜0, ∆˜1) de droites de Brouwer simpliciales
pour H (pour la de´composition F˜ ). On obtient ainsi une famille maximale F˜ de croissants simpli-
ciaux minimaux. D’apre`s la proposition 12.9, ces croissants sont tous a` dynamique N˜ -S˜ ou S˜-N˜ .
Et on a la formule de la proposition 12.12 reliant l’indice partiel IP(H, ∆˜0, ∆˜1) au nombre de
croissants de chaque type. Remarquons que d’apre`s l’affirmation 13.2 ci-dessus et les proprie´te´s du
releve´ canonique, on a
IP(H, ∆˜0, ∆˜1) = Indice(H, τ) = Indice(h,N)− 1 = −p < 0 ;
la formule de la proposition 12.12 montre alors que la famille F˜ contient au moins 2 croissants.
D’autre part, la restriction de la projection π au disque topologique ouvert D(∆˜0, ∆˜1) se pro-
longe continuˆment aux bouts N˜ et S˜ de la bande Adh(D(∆˜0, ∆˜1)), en une application πˆ qui envoie
N˜ sur N et S˜ sur S ; cette application est un home´omorphisme sur son image.
Ceci permet de voir facilement que les projections des croissants de F˜ sont des croissants pour
h, et que “les types dynamiques se correspondent” (c’est-a`-dire que l’image par π d’un croissant
attractif a` dynamique N˜ -S˜ pour H est un croissant attractif a` dynamique Nord-Sud pour h, etc.).
Le compte y est Soit maintenant F l’image par π de la famille F˜ . C’est une famille de croissants
attractifs ou re´pulsifs, a` dynamique Nord-Sud ou Sud-Nord, d’inte´rieurs deux a` deux disjoints. Il
reste a` extraire de la famille F une sous-famille F ′ constitue´e de p croissants attractifs Nord-Sud
et p croissants re´pulsifs Sud-Nord, la difficulte´ e´tant que les croissants des deux types doivent eˆtre
cycliquement alterne´s autour de N .
Rappelons tout d’abord que F contient exactement le meˆme nombre de croissants attractifs
que de croissants re´pulsifs, et qu’ils sont alterne´s autour de N . Ceci provient de la maximalite´ de
F˜ (remarque 12.11.
D’autre part, la formule de la proposition 12.12 donne alors (avec des notations e´videntes) :
(∗) (#(F , a,NS) + #(F , r, SN))︸ ︷︷ ︸
types recherche´s
− (#(F , a, SN) + #(F , r, NS)) = 2p.
Il y a deux cas :
1. Si la famille F ne contient que des croissants des types recherche´s (attractifs Nord-Sud et
re´pulsifs Sud-Nord), comme il y a autant d’attractifs que de re´pulsifs, il y en a p de chaque
sorte, et F ve´rifie la conclusion du the´ore`me.
2. Dans le cas contraire, d’apre`s la formule, puisque 2p > 0, F contient ne´anmoins des croissants
des types recherche´s ; il y a donc dans F deux croissants successifs, l’un qui est d’un des deux
types recherche´s, l’autre non. On conside`re la sous-famille F1 obtenue a` partir de F en
enlevant ces deux croissants. Comme on a enleve´ un croissant non-recherche´ et un croissant
recherche´, la formule (∗) est encore valable en remplac¸ant F par la sous-famille F1 ; comme ils
e´taient adjacents, F1 est encore constitue´e de croissants alternativement attractifs et re´pulsifs.
On ite`re ce proce´de´ d’extraction jusqu’a` obtenir une sous-famille Fl qui ne contient plus que
des croissants des types recherche´s. Cette sous-famille satisfait encore a` la formule (∗), et ve´rifie
donc la conclusion du the´ore`me d’apre`s l’e´tude du premier cas.
Ceci termine la preuve du the´ore`me 13.1. 
14 E´tude des croissants minimaux (Proposition 12.9)
Pour cette section, on suppose que H est un home´omorphisme de Brouwer, et que F est une
de´composition en briques pour H . On conside`re un couple attractif (∂−A, ∂+A) de droites de
Brouwer disjointes, le croissant A associe´, et sa frontie`re ∂A = ∂−A ∪ ∂+A. On note N et S les
deux bouts de A. Tous les ensembles conside´re´s seront suppose´s eˆtre inclus dans Aˆ = A∪{N,S}.18
Remarquons notamment que, puisque A est un attracteur strict simplicial, pour toute brique
B incluse dans A, l’attracteur A+(B) et la droite de Brouwer ∆(B) sont e´galement inclus dans A.
18 De fait, nous n’utiliserons que la restriction de H a` A, et ce qui suit est valable pour tout plongement de Aˆ
dans Aˆ, ve´rifiant des hypothe`ses e´videntes.
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14.1 Types topologiques et types dynamiques des droites de Brouwer
De´finition 14.1 (figure 55). Soit ∆ une droite topologique dans A ; on appelle extre´mite´s de ∆
l’intersection de l’ensemble {N,S} avec l’adhe´rence de ∆ (dans Aˆ). Il y a donc trois possibilite´s, et
selon les cas, la droite topologique ∆ est dite a` extre´mite´s Nord, a` extre´mite´s Sud ou a` extre´mite´s
Nord-Sud (ou encore de type topologique Nord, Sud ou Nord-Sud).
De´finition 14.2 (figure 55). Une droite de Brouwer ∆, incluse dans A, qui est une droite
topologique a` extre´mite´s Nord est dite de type dynamique (→ N) si ∆ ∪ {N} se´pare H(∆) et le
point fixe S (ou, de manie`re e´quivalente, si H(∆) ∪ {N} ne se´pare pas ∆ et S).
Dans le cas contraire, elle est dite de type dynamique (N →). On de´finit de meˆme les droites
de Brouwer de type dynamique (→ S) et (S →).
Remarquons que si ∆ est de type dynamique (→ N), alors le pe´tale attractif P+(∆) est inclus
dans Aˆ ; de meˆme, si ∆ est de type dynamique (N →), alors le pe´tale re´pulsif P−(∆) est inclus
dans Aˆ.
De´finition 14.3 (figure 55). Une droite de Brouwer ∆ qui est une droite topologique a` extre´mite´s
Nord-Sud est dite de type dynamique Est-Ouest si H(∆) se´pare ∆ de ∂−A dans A ; dans le cas
contraire, elle est dite de type dynamique Ouest-Est.
Par exemple, les droites ∂−A et ∂+A sont respectivement de types dynamiques Ouest-Est et
Est-Ouest.
N
S
N
S
N
S
N
S
N
S
N
S
Extre´mite´s
Nord-Sud
Type (→ N) Type (N →)
Extre´mite´s
Nord
Type (→ S) Type (S →)
Extre´mite´s
Sud
Est-Ouest Ouest-Est
Fig. 55: Extre´mite´s et types dynamiques des droites de Brouwer
De´finition 14.4 (figure 56). Le type topologique d’une brique B de la de´composition F , incluse
dans A, est le type topologique de sa droite de Brouwer associe´e ∆(B). De meˆme, le type dynamique
de B est le type dynamique de ∆(B).
Type (→ N)
N
S
Type (N →)
N
S
∆(B)
B
Fig. 56: Briques de type Nord
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Si B est une brique de type dynamique (→ N), A+(B) est un attracteur dont l’adhe´rence (dans
Aˆ) ne contient pas S. Puisque les points errent (lemme 9.7 et corollaire 9.8), les ite´re´s positifs des
points de A+(B) tendent alors vers N (et aussi ceux des points de B puisque H(B) ⊂ A+(B)). De
meˆme, les ite´re´s positifs d’une brique de type dynamique (→ S) tendent vers S. On en de´duit que
les types dynamiques (→ N) et (→ S) sont “incompatibles” :
Affirmation 14.5. Si B est une brique de type dynamique (→ N), et B′ une brique de type
dynamique (→ S), alors B et B′ ne peuvent pas eˆtre adjacentes. Mieux, les ensembles B ∪A+(B)
et B′ ∪ A+(B′) sont disjoints.
De meˆme, si B est une brique de type dynamique (N →), le pe´tale re´pulsif de ∆(B), P−(∆(B)),
est un attracteur pour H−1, inclus dans Aˆ, dont l’adhe´rence ne contient pas S. On en de´duit :
Affirmation 14.6. Si B est une brique de type dynamique (N →), et B′ une brique de type
dynamique (S →), alors B et B′ ne peuvent pas eˆtre adjacentes.
La preuve de la dernie`re affirmation est laisse´e au lecteur :
Affirmation 14.7. Soit ∆ une droite de Brouwer a` extre´mite´s Nord-Sud, simpliciale, incluse dans
A. Si ∆ rencontre ∂+A, alors ∆ est de type dynamique Est-Ouest.
14.2 Courbes simpliciales
Dans cette section, nous soulignons l’un des principaux inte´reˆts des de´compositions en briques :
la recherche de droites de Brouwer simpliciales est grandement facilite´e par des proprie´te´s de
passage a` la limite.
Soit V1 l’ensemble des sous-varie´te´s du plan, incluses dans A, de dimension 1, e´ventuellement
a` bord, qui sont des re´unions d’areˆtes de la de´composition F .19 Les e´le´ments de V1 sont appele´s
sous-varie´te´s simpliciales. Cet ensemble V1 est muni d’une topologie de Hausdorff (induite par le
plongement C 7→ Adh(C) de V dans l’espace des compacts de Aˆ). On a un crite`re tre`s simple de
convergence : une suite (Vk) ⊂ V1 converge vers V∞ si et seulement si pour toute brique B de la
de´composition, pour tout k assez grand, B ∩ Vk = B ∩ V∞ (autrement dit, une suite converge si et
seulement si sa trace sur tout compact de A est stationnaire). Insistons sur le fait que V1 contient
l’ensemble vide.
Affirmation 14.8.
1. L’espace topologique V1 est compact ;
2. l’ensemble des sous-varie´te´s simpliciales libres pour H est ferme´ dans V1.
Les preuves sont laisse´es au lecteur.
Voici un exemple d’utilisation de l’espace V1.
Lemme 14.9. Soit (δk) une suite de sous-varie´te´s simpliciales connexes, telle qu’il existe deux
suites (xk) et (yk) de points de (δk) qui tendent respectivement vers N et S. Alors toute valeur
d’adhe´rence L de (δk) dans V1 contient une droite topologique a` extre´mite´s Nord-Sud.
Preuve — Quitte a` raccourcir δk, on peut supposer que δk est un arc dont xk et yk sont les
extre´mite´s. Quitte a` extraire, on peut de plus supposer que la suite (δk) converge vers L. Comme
(xk) tend vers N et (yk) tend vers S, la sous-varie´te´ simpliciale L est une sous-varie´te´ sans bord.
Si L contenait un cercle topologique, ce cercle serait aussi inclus dans δk pour k assez grand, ce
n’est pas le cas : les composantes connexes de L sont donc des droites topologiques. Nous allons
montrer que l’une d’entre elles est a` extre´mite´s Nord-Sud.
Il est facile de trouver un ensemble R, re´union de briques incluses dans A, qui est un disque
topologique ferme´, et qui se´pare N et S dans Aˆ (on prend une courbe γ se´parant N et S, on prend
la re´union des briques qui rencontrent γ, et on “bouche les trous”). Les composantes connexes
de L ∩ R sont des arcs inclus dans F , ils sont en nombre fini ; soit L l’ensemble de ceux qui
“traversent” R (figure 57). Pour k assez grand, on a δk ∩ R = L ∩ R, et on voit que L contient
un nombre impair d’e´le´ments. On raisonne par l’absurde : si toutes les composantes connexes de
L e´taient des droites topologiques de type Nord ou de type Sud, L contiendrait un nombre pair
d’e´le´ments. Par conse´quent L contient au moins une droite topologique a` extre´mite´s Nord-Sud.

19Autrement dit, toute re´union d’une famille d’areˆtes qui ne contient pas trois areˆtes ayant un sommet commun.
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LN
xk
S
yk
A
R
δk
Fig. 57: L contient un nombre impair d’e´le´ments
14.3 E´tude des croissants attractifs minimaux
Remarque 14.10 (de lecture). La preuve de la proposition 12.9 est la plus “technique” de ce
texte. Cependant, on peut se convaincre facilement que les preuves des the´ore`mes de dynamique
locale 3.2 et 3.7 (version topologique du “the´ore`me de la fleur” de Leau-Fatou, et indice des ite´re´s)
n’utilisent qu’une proprie´te´ faible des croissants a` dynamique Nord-Sud, proprie´te´ qui s’obtient
assez rapidement (e´tape 4 du deuxie`me point de la preuve ci-dessous, affirmation 14.15). Plus
pre´cise´ment, on peut de´finir :
De´finition 14.11. Un croissant attractif C est dit faiblement a` dynamique Nord-Sud si il existe
un pe´tale attractif P base´ en S, inclus dans C, qui rencontre les deux bords de C.
Dans tous les e´nonce´s conduisant aux the´ore`mes 3.2 et 3.7 (notamment dans le the´ore`me 13.1
et l’affirmation 15.2), on peut alors remplacer “croissant attractif a` dynamique Nord-Sud” par
“croissant attractif faiblement a` dynamique Nord-Sud”.
Par contre, la version topologique du the´ore`me de la varie´te´ stable (the´ore`me 3.6) ne´cessite
la notion forte de croissant a` dynamique Nord-Sud, et donc la lecture de toute la preuve de la
proposition 12.9.
Preuve de la proposition 12.9 —
Preuve du premier point L’existence d’un sous-croissant attractif simplicial minimal dans A
va essentiellement de´couler du lemme de Zorn : l’ide´e est de conside´rer une droite de Brouwer
∆−, de type dynamique Ouest-Est, “la plus a` droite possible” dans A, puis une droite de Brouwer
∆+, de type dynamique Est-Ouest, a` droite de ∆−, “la plus a` gauche possible”, pour obtenir un
croissant minimal Adh(∆−,∆+). De´taillons cette ide´e.
Soit D la famille des droites de Brouwer incluses dans A, simpliciales, a` extre´mite´s Nord-Sud,
et de type dynamique Ouest-Est. Cette famille contient ∂−A. Si ∆ est un e´le´ment de D, alors ∆ est
disjointe de ∂+A d’apre`s l’affirmation 14.7. A` chaque e´le´ment ∆ de D correspond donc un croissant
attractif Adh(∆, ∂+A) (affirmation 10.4). On munit D de l’ordre induit, via cette correspondance,
par l’inclusion sur les croissants.
Montrons rapidement que D est inductive. Soit (∆n)n≥0 une suite d’e´le´ments de D totale-
ment ordonne´e, c’est-a`-dire telle que pour tout n, Adh(∆n+1, ∂
+A) ⊂ Adh(∆n, ∂+A). D’apre`s le
lemme 14.9, il existe une droite topologique ∆∞, a` extre´mite´s Nord-Sud, incluse dans une valeur
d’adhe´rence de la suite (∆n). Cette droite est libre (affirmation 14.8), c’est donc une droite de
Brouwer ; on montre facilement qu’elle est de type dynamique Ouest-Est : ∆∞ est donc un e´le´ment
de D.20 De plus, il est clair que Adh(∆∞, ∂+A) ⊂ ∩nAdh(∆n, ∂+A), ce qui prouve que D est
inductive.
On choisit alors un e´le´ment ∆− de D qui soit minimal pour l’ordre.
20Il est tout a` fait possible que la suite (∆n) ne converge pas vers ∆∞ (et que l’inclusion Adh(∆∞, ∂+A) ⊂
∩nAdh(∆n, ∂+A) soit une inclusion stricte).
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De manie`re syme´trique, on conside`re la famille D′ des droites de Brouwer incluses dans le
croissant attractif Adh(∆−, ∂+A), simpliciales, a` extre´mite´s Nord-Sud, et de type dynamique Est-
Ouest. On montre que cette famille est inductive. On trouve ainsi une seconde droite de Brouwer
∆+. Le croissant attractif Adh(∆−,∆+) est alors un sous-croissant simplicial de A, attractif,
minimal pour l’inclusion.
Preuve du deuxie`me point On suppose maintenant que le croissant attractif simplicial A
est minimal. Voici comment la preuve va se de´rouler. Nous allons montrer que pour toute brique
B, incluse dans A et rencontrant ∂−A, la droite de Brouwer ∆(B) est a` extre´mite´s Nord ou a`
extre´mite´s Sud. L’incompatibilite´ entre ces deux types de briques oblige alors toutes les briques
(dans A) adjacentes a` ∂−A a` eˆtre du meˆme type ; et ce type de´terminera le type dynamique du
croissant (Nord-Sud ou Sud-Nord). Si par exemple elles sont toutes a` extre´mite´s Nord, on e´tudie le
pe´tale attractif P+(∆(B)) pour B adjacente a` ∂−A et tre`s proche du point S. On montre d’abord
que ce pe´tale rencontre les deux bords de A (ce qui prouve que A est faiblement a` dynamique
Sud-Nord). Finalement, on prouve que ce pe´tale est arbitrairement grand dans A, ce qui conclut.
1.
Affirmation 14.12. Les seules droites de Brouwer simpliciales a` extre´mite´s Nord-Sud in-
cluses dans A sont ∂−A et ∂+A.
Preuve — Soit ∆′ une telle droite. Si ∆′ est de type dynamique Est-Ouest, alors elle ne peut
pas rencontrer ∂−A (affirmation 14.7) ; et la bande Adh(∂−A,∆′) est un croissant attractif
inclus dans A (affirmation 10.4). Par minimalite´, on en de´duit que ∆′ = ∂+A. Pour l’autre
type dynamique, on conclut de manie`re analogue. 
2. Soit B une brique dans A rencontrant la frontie`re ∂A.
Affirmation 14.13. La brique B est de type dynamique (→ N) ou (→ S).
Preuve — Comme A est attractif, ∆(B) ne contient pas B ∩ ∂A, et ne peut pas eˆtre e´gale
a` ∂−A ou a` ∂+A ; elle n’est donc pas a` extre´mite´s Nord-Sud d’apre`s l’affirmation 14.12.
Supposons par exemple que B est de type topologique N . Comme H(∆(B)) ⊂ A \ (∂A∪B),
et que B rencontre ∂A, la droite H(∆(B)) ne se´pare pas B et S. Or H(∆(B)) ne se´pare
pas non plus B et ∆(B). Donc H(∆(B)) ne se´pare pas S et ∆(B), elle est donc de type
dynamique (→ N).
Pour les meˆmes raisons, le type dynamique (S →) est exclu. 
3. Puisque les types dynamiques (→ N) et (→ S) sont incompatibles (affirmation 14.5), toutes
les briques adjacentes a` ∂−A sont du meˆme type dynamique. Dans la suite, on se place dans
le cas ou` ce type dynamique commun est (→ N) (le cas (→ S) s’en de´duit en e´changeant
les roˆles de N et S). Soit alors (Bi)i≥0 n’importe quelle suite de briques adjacentes au bord
∂−A, telle que limi→+∞Bi = S. On note P
+(Bi) le pe´tale attractif associe´ a` la droite de
Brouwer ∆(Bi).
Nous allons montrer que pour tout i assez grand, le pe´tale P+(Bi) est arbitraire-
ment grand dans A, ce qui prouvera que le croissant attractif A est a` dynamique
Sud-Nord.
4. Soit ∆∞ une valeur d’adhe´rence de la suite (∆(Bi))i≥0 dans l’espace topologique V1 (sec-
tion 14.2).
Affirmation 14.14. ∆∞ contient ∂
−A ∪ ∂+A.
Preuve — Pour tout i, on note δ−i et δ
+
i les deux composantes connexes de ∆(Bi) \ Bi
(le fait qu’il y en ait exactement deux provient de l’affirmation 11.29, figure 50). Par com-
pacite´ de V1, les suites de sous-varie´te´s simpliciales (δ
−
i ) et (δ
+
i ) ont des valeurs d’adhe´rence.
De plus, elles ve´rifient chacune les hypothe`ses du lemme 14.9 : notons alors δ−∞ et δ
+
∞ deux
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droites topologiques a` extre´mite´s Nord-Sud incluses dans leurs valeurs d’adhe´rence respec-
tives. Puisque l’ensemble des sous-varie´te´s simpliciales libres est compact, δ−∞ et δ
+
∞ sont
libres : ce sont deux droites de Brouwer. Puisque pour tout i, δ−i ∩ δ
+
i = ∅, on a encore
δ−∞ ∩ δ
+
∞ = ∅ (le fait d’eˆtre disjoint “passe a` la limite” dans V1). Comme les seules droites
de Brouwer simpliciales a` extre´mite´s Nord-Sud sont ∂−A et ∂+A (affirmation 14.12), on en
de´duit que δ−∞ ∪ δ
+
∞ = ∂
−A ∪ ∂+A, ce que l’on voulait. 
On en de´duit imme´diatement :
Affirmation 14.15. Pour i assez grand, P+(Bi) est un pe´tale attractif base´ en N qui ren-
contre les deux bords de A. Notamment, A est faiblement a` dynamique Sud-Nord.
5. Soient x− et x+ deux points respectivement sur ∂−(A) et ∂+(A). D’apre`s le point 4, quitte
a` re´-indexer les (Bi), on peut supposer que pour tout i ≥ 0, ∆(Bi) contient x
− et x+. On
note (cf. figure 58, dessin de gauche) :
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∆(B0)
δ1
Fig. 58: Anatomie de ∆(Bi)
– ∆+i la composante connexe de ∆(Bi) ∩ ∂
+(A) contenant x+ ;
– ∆++i la composante connexe de ∆(Bi) \∆
+
i qui ne contient pas x
− ;
– Oi la composante connexe de A \∆(Bi) contenant S ;
et on de´finit syme´triquement ∆−i et ∆
−−
i . Remarquons que d’apre`s le point 4, ∆
+
i tend vers
∂+A quand i tend vers +∞.
La fin de la preuve consiste a` montrer que pour tout i assez grand, ∆++i est vide,
et que ∆∞ = ∂
−A ∪ ∂+A.
6. La suite (A+(Bi))i≥0 est essentiellement croissante ; plus pre´cise´ment :
Affirmation 14.16.
– Pour tout j ≥ 0 il existe ij tel que pour tout i ≥ ij, A+(Bj) ⊂ A+(Bi).
– La suite ∆(Bi) converge (vers ∆∞) dans V1.
Preuve — Le point 4 dit que Bj ∩ ∂−(A) est incluse dans ∆(Bi) pour tout i assez grand,
ce qui n’est possible que si Bj ⊂ A+(Bi), ce qui entraˆıne la premie`re partie de l’affirmation
puisque A+(Bj) est le plus petit attracteur strict, re´union de briques, contenant H(Bj).
On de´duit de cette premie`re affirmation que pour toute brique B incluse dans A, de deux
choses l’une : soit B n’est inclus dans A+(Bi) pour aucun i ≥ 0, soit il existe n0 tel que pour
tout i ≥ n0, B est inclus dans A+(Bi). Par conse´quent, la trace de la suite (A+(Bi)) sur tout
compact de A est constante a` partir d’un certain rang, donc la trace de ∆(Bi) e´galement. La
seconde partie de l’affirmation en de´coule. 
Quitte a` extraire, on peut supposer que la suite (A+(Bi))i≥0 est croissante, ce que
nous ferons dore´navant.
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7. Soit i > 0 ; puisque (A+(Bi)) contient A
+(B0), il est clair que ∆
++
i ∩O0 = ∅ (cf. figure 58).
Nous allons en de´duire :
Affirmation 14.17. Pour tout i assez grand, ∆++i et ∆
−−
i sont vides.
Preuve — Fixons i ; soit δ0 = ∆
++
i , δ1 = ∆
+
i , et δ2 la composante connexe de ∂
+A \ δ1
dont l’adhe´rence contient S (figure 58, dessin de droite) ; on pose δ = δ0 ∪ δ1 ∪ δ2. Montrons
alors que δ est libre. Les deux ensembles δ′0 = δ0 ∪ δ1 et δ
′
2 = δ1 ∪ δ2 sont libres, en tant que
morceaux des droites de Brouwer ∆(Bi) et ∂
+A ; par conse´quent, il y a juste a` montrer que
h(δ0)∩δ2 = ∅ et h(δ2)∩δ0 = ∅. La premie`re e´galite´ est toujours vraie car A est un attracteur
strict ; la deuxie`me est ve´rifie´e si on choisit i est assez grand pour que h(δ2) ⊂ O0 (ce qui
est possible puisque, dans V1, limi→+∞∆
+
i = ∂
+A, donc limi→+∞ δ2 = ∅). La droite δ est
donc une droite de Brouwer simpliciale a` extre´mite´s Nord-Sud ; d’apre`s le point 1, on a alors
δ = ∂+A, c’est-a`-dire ∆++i = ∅. 
8.
Affirmation 14.18. On a ∆∞ = ∂
−A ∪ ∂+A.
Preuve — Les composantes connexes de ∆∞ sont des droites topologiques ; on raisonne par
l’absurde en supposant que l’une d’entre elles, note´e δ∞, est distincte (et donc disjointe) de
∂−A et de ∂+A.
Graˆce aux deux affirmations pre´ce´dentes (14.16 et 14.17), on voit que pour tout i assez grand,
A+(Bi) ∪ {N} est un voisinage de N dans Aˆ ; par conse´quent, la seule possibilite´ est que
δ∞ soit a` extre´mite´s Sud. De plus, elle est libre (affirmation 14.8). On appelle P∞ le disque
topologique ferme´ de frontie`re δ∞ ∪ {S} inclus dans Aˆ.
Montrons que P∞ est un pe´tale re´pulsif, autrement dit que δ∞ est une droite de Brouwer.
Nous savons de´ja` que c’est une droite topologique libre, il s’agit donc de prouver que la
condition de se´paration est respecte´e. Soit x un point arbitraire de δ∞, et notons δ
−
∞ et δ
+
∞
les deux arcs de´coupe´s par les deux points x et S sur la courbe de Jordan δ∞ ∪ {S}, de
manie`re a` ce que les arcs ∂−A ∪ {N,S}, δ−∞, δ
+
∞ et ∂
+A ∪ {N,S} soient dispose´s dans cet
ordre autour de S (figure 59, gauche).
P∞
S
N
S
N
δ1
x
Od0
∆(B0)
∆(Bi)
δ2
δ0
x
Og0
δ+∞
BB′
δ−∞
Fig. 59: Construction de δ
Conside´rons deux briques adjacentes B ⊂ P∞ et B′ 6⊂ P∞, situe´es de part et d’autre de
δ∞. Pour i assez grand, l’attracteur A
+(Bi) contient B
′ mais ne contient pas B. On ne peut
donc pas avoir H(B′) ∩ B 6= ∅ ; par minimalite´ de la de´composition en briques, on a alors
H(B) ∩B′ 6= ∅.
En appliquant cet argument a` des briques rencontrant δ−∞ ou δ
+
∞ et arbitrairement proches
de S, on obtient que les arcs ∂−A ∪ {N,S}, H(δ−∞), δ
−
∞, H
−1(δ−∞),H
−1(δ+∞) δ
+
∞, H(δ
+
∞) et
∂+A∪{N,S} (qui sont disjoints deux a` deux) sont dispose´s dans cet ordre autour de S. Ceci
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prouve que δ∞ se´pare son image par H de sa pre´image : c’est bien une droite de Brouwer ;
on voit e´galement que son type dynamique est (S →).
Nous allons conclure la preuve de l’affirmation 14.18 par un argument similaire a` celui utilise´
dans la preuve de l’affirmation 14.17 (figure 59, droite). Comme P∞ est un pe´tale re´pulsif
simplicial, on a ∆(Bi)∩ Int(P∞) = ∅ pour tout i. Conside´rons a` nouveau un point x de δ∞ ;
quitte a` re´-indexer, on peut supposer que ∆(Bi) contient x pour tout i ≥ 0. Soit i assez
grand (voir plus loin). On note (figure 59) :
– δ1 la composante connexe de ∆(Bi) ∩ δ∞ contenant x ;
– δ2 la composante de ∆(Bi) \ δ1 rencontrant ∂+A ;
– δ0 = δ
−
∞ \ δ1.
Posons encore δ′0 = δ0 ∪ δ1, δ
′
2 = δ1 ∪ δ2, et δ = δ0 ∪ δ1 ∪ δ2 = δ
′
0 ∪ δ
′
2.
Montrons que δ est une droite de Brouwer. Les arcs δ′0 et δ
′
2 sont libres, donc (comme au
point 7) il suffit de montrer que H(δ′0) ∩ δ
′
2 = ∅ et H
−1(δ′0) ∩ δ
′
2 = ∅. La deuxie`me e´galite´
est toujours vraie car P∞ est un re´pulseur strict, donc H
−1(δ0) ⊂ Int(P∞). Montrons la
premie`re : l’ensemble O0 a e´te´ de´fini au point 5 ; on e´crit O0 \P∞ comme l’union disjointe de
Og0 et O
d
0 (points situe´s “a` gauche” et “a` droite” de P∞, figure 59). D’apre`s le point 6, pour
tout i ≥ i0, δ2 ∩O
g
0 = ∅. Mais si i tend vers +∞, δ1 tend (dans V1) vers δ∞ = ∂P∞, donc δ0
tend vers ∅ ; comme P∞ est un re´pulseur, on peut choisir i pour que H(δ0) ⊂ O
g
0 , et dans ce
cas l’e´galite´ est ve´rifie´e.
On a alors trouve´ une droite de Brouwer a` extre´mite´s Nord-Sud δ dans A qui n’est e´gale a`
aucun des deux bords de A, ce qui contredit l’affirmation 14.12. 
9. Les affirmations 14.17 et 14.18 entraˆınent que pour tout voisinageOS de S, pour i assez grand,
∆(Bi) \ ∂A ⊂ OS . Ceci prouve que A est un croissant attractif a` dynamique Sud-Nord.

15 Indice partiel et construction de droites de Brouwer
(proposition 12.12)
Dans cette section, on suppose que H est un home´omorphisme de Brouwer, et que F est une
de´composition en briques pour H .
15.1 Indices partiels et de´composition en briques
La formule contenue dans la proposition 12.12 affirme l’existence d’un certain nombre de crois-
sants. Le lemme suivant est un morceau de la proposition (obtenu dans le cas particulier ou` la
famille F est vide). Il nous permettra de prouver cette proposition en construisant, l’une apre`s
l’autre, les droites de Brouwer qui bordent les croissants.
Lemme 15.1 (figure 60). Soit H un home´omorphisme de Brouwer, F une de´composition en
briques pour H, et (∆0,∆1) un couple indiffe´rent de droites de Brouwer simpliciales disjointes, ∆0
e´tant attractive.
Supposons que l’une des deux hypothe`ses suivantes est ve´rifie´e :
1. l’indice partiel IP(H,∆0,∆1) est diffe´rent de 0 ;
2. il n’existe pas de chaˆıne de pseudo-disques de ∆0 a` ∆1, constitue´e de briques de la de´compo-
sition F .
Alors il existe une droite de Brouwer simpliciale ∆′0 disjointe des droites topologiques ∆0 et ∆1,
les se´parant, telle que le couple (∆0,∆
′
0) est attractif.
Preuve du lemme 15.1 — Rappelons que d’apre`s la proposition 10.18 (“lemme de Franks”
pour l’indice partiel), l’hypothe`se 1 du lemme implique l’hypothe`se 2. Il suffit donc d’e´crire la
preuve sous la deuxie`me hypothe`se du lemme.
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∆0
B
∆1∆
′
0 H(∆1)
A+(B)
Fig. 60: Obtention d’une droite de Brouwer a` contre-courant
On note O1 le disque ouvert D(∆0,∆1) (figure 60). Soit B l’ensemble des briques de F incluse
dans Adh(O1) et rencontrant ∆0. Soit B ∈ B. Puisque (B) est une chaˆıne de briques (de longueur
1), l’hypothe`se 2 du lemme implique que B∩∆1 = ∅. D’apre`s la caracte´risation de A+(B) en termes
de chaˆıne de briques (affirmation 11.26), on a aussi A+(B)∩∆1 = ∅. Puisque ∆0 est attractive, on
a A+(B) ⊂ P+(∆0) ; on en de´duit que A+(B) est inclus dans O1 ∪∆0. D’autre part, remarquons
que l’ensemble B ∪ A+(B) est encore un attracteur strict puisque, par de´finition de A+(B), on a
h(B) ⊂ Int(A+(B)). Posons alors
A =
⋃
B∈B
B ∪ A+(B).
Cet ensemble est inclus dans O1∪∆0. C’est un attracteur strict, puisqu’il est re´union d’attracteurs
stricts, et il est connexe. D’apre`s l’affirmation 11.30, les composantes connexes de ∂A sont des
droites topologiques. Soit ∆′0 l’unique composante connexe de ∂A qui se´pare ∆0 et ∆1 (on peut
par aussi de´finir ∆′0 comme la frontie`re de la composante connexe de R
2\A qui contient ∆1). Cette
droite topologique est disjointe de ∆0 et de ∆1, et elle est libre puisque A est un attracteur strict.
Ve´rifions qu’elle se´pare son image et sa pre´image. Tout d’abord, remarquons que ∆1 se´pare ∆0
et H(∆1) (car ∆1 est re´pulsive pour le couple (∆0,∆1)) ; comme ∆
′
0 se´pare ∆0 et ∆1, on peut
supposer que ∆0, ∆
′
0, ∆1, H(∆1) sont quatre droites verticales dans le plan, dont les abscisses
sont range´es dans cet ordre (a` l’aide du the´ore`me de Schoenflies-Homma, voir l’appendice). En
particulier, ∆′0 ne se´pare pas ∆1 et H(∆1). Soit maintenant U le demi-plan ouvert de frontie`re
∆′0 qui contient ∆1. L’attracteur A ne rencontre pas U , donc H(∆
′
0), qui est inclus dans A, est
disjoint de U . Autrement dit, U ne rencontre pas la frontie`re de H(U), et comme U est connexe,
U est inclus dans H(U) ou dans son comple´mentaire. Mais d’autre part H(U) contient H(∆1), qui
est aussi dans U , donc on a en fait U ⊂ H(U).
L’ensemble Adh(U) est donc un pe´tale re´pulsif, et sa frontie`re ∆′0 est une droite de Brouwer
d’apre`s la remarque 9.18. Comme A est un attracteur, le couple (∆0,∆
′
0) est attractif. 
On peut remarquer que dans cette construction, il existe une chaˆıne de briques de ∆0 a` ∆
′
0, et
que par conse´quent l’indice partiel entre ces deux droites vaut +1/2 ou −1/2 (d’apre`s le “lemme
de Franks pour l’indice partiel”, proposition 10.18).
15.2 Indice partiel et type des croissants
Preuve de la proposition 12.12 — Soit (∆0,∆1) un couple de droites de Brouwer simpli-
ciales disjointes, et F une famille maximale de sous-croissants simpliciaux minimaux de la bande
Adh(D(∆0,∆1)).
Premier point Soit i un entier entre −1 et k. Puisque les inte´rieurs des croissants sont disjoints
deux a` deux, les droites topologiques ∆′2i+1 et ∆
′
2i+2, appartenant a` deux croissants successifs, ne
se traversent pas (de´finition 10.14), et l’indice partiel est bien de´fini (section 10.6). Dans le cas ou`
elles ne sont pas disjointes, il vaut 0 par de´finition.
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Dans le cas ou` elles sont disjointes, (∆′2i+1,∆
′
2i+2) est un couple indiffe´rent de droites de
Brouwer simpliciales. On se place par exemple dans le cas ou` ∆′2i+1 est attractive. Supposons
par l’absurde que l’indice partiel n’est pas nul, ou qu’il n’existe pas de chaˆıne de pseudo-
disques de ∆′2i+1 a` ∆
′
2i+2 constitue´e de briques. On peut alors appliquer le lemme 15.1 au cou-
ple (∆′2i+1,∆
′
2i+2), et on obtient une droite de Brouwer ∆, se´parant ∆
′
2i+1 et ∆
′
2i+2, la bande
Adh(D(∆′2i+1,∆)) e´tant un croissant attractif simplicial dont l’inte´rieur est disjoint des autres
croissants de la famille F . D’apre`s la proposition 12.9, ce croissant contient un sous-croissant
attractif simplicial minimal C. L’existence de C contredit la maximalite´ de la famille F .
Deuxie`me point Soit C = Adh(D(∆′2i,∆
′
2i+1)) un croissant de F . D’apre`s la proposition 12.9,
le croissant C, e´tant minimal, est a` dynamique S˜-N˜ ou N˜ -S˜. L’indice partiel a` travers le croissant
est alors donne´ par l’affirmation suivante :
Affirmation 15.2. Si Adh(D(∆,∆′)) est un croissant attractif a` dynamique N˜ -S˜, ou re´pulsif
a` dynamique S˜-N˜ , alors l’indice partiel IP(∆,∆′) vaut −1/2. Dans les deux autres cas, l’indice
partiel vaut +1/2.
Preuve de l’affirmation — On suppose par exemple que le croissant est attractif. D’apre`s la
de´finition 12.4 des croissants a` dynamique N˜ -S˜ ou S˜-N˜ , il existe un pe´tale attractif, base´ en S˜ ou
en N˜ , dont le bord rencontre les deux bords du croissant D(∆,∆′). Soit γ un sous-arc du bord
du pe´tale, rencontrant les deux bords du croissant, et minimal pour l’inclusion. L’arc γ est libre.
Si le croissant est a` dynamique S˜-N˜ , H(γ) est au-dessus de γ, et s’il est a` dynamique N˜ -S˜, H(γ)
est au-dessous de γ. Le lemme 10.12 montre alors que l’indice partiel IP(∆,∆′) vaut 1/2 dans le
premier cas, −1/2 dans le second. 
On obtient bien suˆr l’indice partiel a` travers les croissants re´pulsifs a` dynamique S˜-N˜ ou N˜ -S˜
en appliquant l’affirmation a` H−1.
Terminons maintenant la preuve du deuxie`me point. Nous connaissons l’indice partiel entre
deux droites successives quelconques de la famille (∆′−1, . . . ,∆
′
2k+2).
Puisque les inte´rieurs des croissants sont deux a` deux disjoints, pour tout i, les deux droites
∆′i et ∆
′
i+1 ne se traversent pas. De plus, pour tous i < j < k, la droite ∆
′
j se´pare ∆
′
i et ∆
′
k
(au sens de la de´finition 10.15). On peut donc appliquer 2k fois la relation de Chasles ge´ne´ralise´e
(lemme 10.16), ce qui donne la formule voulue. 
15.3 Preuve du the´ore`me sur les home´omorphismes de Brouwer
Preuve du the´ore`me 12.8 — A` partir de la proposition 12.12, il suffit de recopier les arguments
de la fin de la preuve du the´ore`me principal (section 13, paragraphe intitule´ “le compte y est”).
Les de´tails de la preuve sont laisse´s au lecteur. Ajoutons que cet e´nonce´ n’est pas utilise´ dans le
reste du texte. 
16 Existence d’une droite de Brouwer a` extre´mite´s Nord-
Sud (Proposition 12.13)
Soit h un home´omorphisme de la sphe`re S2, pre´servant l’orientation, avec Fixe(h) = {N,S}
(hypothe`se (H2)). On suppose que Indice(h,N) 6= 1. Soit F une de´composition en briques pour
h.
Les notions de types topologiques, de types dynamiques, ainsi que l’espace V1 des sous-varie´te´s
simpliciales ont e´te´ de´finis dans le contexte d’un croissant attractif simplicial A pour un home´o-
morphisme de Brouwer H (sections 14.1 et 14.2). Ces de´finitions et les re´sultats de ces sections
se transposent sans difficulte´, et quasiment mot pour mot, au contexte de la pre´sente section
(remplacer H par h, le plan R2 et A par S2 \ {N,S}, et le compactifie´ Aˆ par S2).
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Preuve de la proposition 12.13 —
Premier cas Si il y a une brique B de type topologique Nord-Sud, on a gagne´.
Deuxie`me cas Supposons maintenant qu’il existe des droites de Brouwer ∆(B) de type
topologique Sud arbitrairement proches de N .
Autrement dit, il existe une suite (Bk) de briques de type topologique Sud et une suite (xk) de
sommets de F tendant vers N telle que pour chaque k, xk ∈ ∆(Bk). La suite (∆(Bk)) ve´rifie alors
les hypothe`ses du lemme 14.9.21
Il existe donc une droite topologique ∆ de type Nord-Sud, incluse dans une valeur d’adhe´rence
de la suite (∆(Bk)). Cette droite est libre (affirmation 14.8), c’est donc une droite de Brouwer a`
extre´mite´s Nord-Sud : on a encore gagne´.
Troisie`me cas S’il existe des droites de Brouwer ∆(B) a` extre´mite´s Nord arbitrairement proches
de S, on conclut comme au deuxie`me cas en e´changeant les roˆles de N et S.
Et c’est tout Nous allons montrer qu’on est force´ment dans l’un des trois cas e´nume´re´s.
On raisonne par l’absurde, en supposant le contraire. Il existe alors un voisinage connexe ON
de N qui ne rencontre pas de droite ∆(B) a` extre´mite´s Sud, et un voisinage connexe OS de S qui
ne rencontre pas de droite ∆(B) a` extre´mite´s Nord. Remarquons que si B est de type dynamique
(→ N), ∆(B) se´pare A+(B) de S, donc aussi de OS ; en particulier, A+(B) et OS sont disjoints.
Affirmation 16.1. Il existe une famille {B1, · · · , Bk} de briques qui sont toutes du meˆme type
dynamique ((S →) ou (N →)), telles que C = B1 ∪ · · · ∪Bk est connexe et se´pare N et S.
Preuve de l’affirmation — On pose
EN =
⋃
{B ∪ A+(B) | B brique de type dynamique (→ N)},
ES =
⋃
{B ∪ A+(B) | B brique de type dynamique (→ S)}.
Puisque EN est une re´union de briques et ne rencontre pas OS , EN ∪ {N} est ferme´. Cet
ensemble est aussi connexe (comme re´union de connexes contenant N). De plus, EN ∩ ES = ∅
(voir l’affirmation 14.5 sur “l’incompatibilite´” des types (→ N) et (→ S)). Il n’est pas difficile
de voir qu’il existe alors une famille {B1, · · · , Bk} de briques telles que C = B1 ∪ · · · ∪ Bk est
connexe, ne rencontre pas Int(EN ∪ ES) et se´pare N et S (figure 61 : on peut construire C en
“faisant le tour” de ON ∪ EN ). Les briques Bi ne peuvent pas eˆtre de type Nord-Sud, sans quoi
EN
ON
ES
C
OS
Fig. 61: Construction de C
on serait dans le premier cas ; ni de type dynamique (→ N) ou (→ S), sinon elles seraient incluses
dans EN ou ES . Elles sont donc chacune de type dynamique (S →) ou (N →) ; comme ces deux
types dynamiques sont “incompatibles” (affirmation 14.6) et que C est connexe, elles sont toutes
du meˆme type dynamique. 
21Ce lemme a e´te´ e´nonce´ dans le contexte d’un croissant attractif pour un home´omorphisme de Brouwer, mais
l’e´nonce´ et la preuve se transposent quasiment mot pour mot au pre´sent contexte (le seul changement, dans la
preuve, est que R est maintenant un anneau et non un disque topologique).
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A−(B)
∆(B)
S
B
Fig. 62: L’ensemble A−(B) pour une brique de type dynamique (S →)
On suppose par exemple que toutes les briques Bi sont de type dynamique (S →).22 Remar-
quons d’abord que dans ce cas, l’adhe´rence du re´pulseur A−(Bi)
23 contient S et pas N (figure
62).
Soit C′ = A−(B1) ∪ · · · ∪ A−(Bk). Cet ensemble est connexe, c’est une re´union de re´pulseurs,
donc un re´pulseur. De plus, Adh(C′) contient S et pas N .
On conside`re la composante connexe de S2 \C′ qui contient N ; soit D son adhe´rence. Comme
C′ est un re´pulseur, on a h−1(∂D) ∩ Int(D) = ∅ ; donc D est un attracteur. De plus, on voit
facilement que c’est un disque topologique. D’apre`s le lemme 9.4, ceci contredit le fait qu’il n’existe
pas de courbe d’indice 1. 
Remarquons que le deuxie`me cas envisage´, dans lequel l’absence de brique de type topologique
Nord-Sud oblige a` effectuer un passage a` la limite, survient pour la de´composition de l’home´omor-
phisme line´aire hyperbolique selle dessine´e sur les figures 40 et 49.
17 Construction du releve´ canonique (proposition 12.18)
17.1 Preuve de la proposition 12.18
Soit h un home´omorphisme de la sphe`re S2, pre´servant l’orientation, avec Fixe(h) = {N,S}
(hypothe`se (H2)). On suppose que Indice(h,N) 6= 1.
Construction du releve´ h˜ D’apre`s la proposition 12.13, il existe au moins une droite de Brouwer
∆0 dont l’adhe´rence contient N et S.
On se place dans le mode`le du plan. Commenc¸ons par remarquer que les quatre droites
topologiques ∆0, h(∆0), h
2(∆0) et h
3(∆0) sont dispose´ dans cet ordre cyclique autour du point
N . Ceci de´coule facilement du fait que le domaine fondamental D(∆0, h(∆0)) est libre (affirma-
tion 9.20). Quitte a` conjuguer h en utilisant le the´ore`me de Schoenflies-Homma, (voir l’appendice)
on peut supposer que ces quatre droites topologiques sont des demi-droites euclidiennes issues de
N de´coupant quatre quart-de-plans, dispose´es comme sur la figure 63.
∆
h2(∆)
P1
P2P3
P4
h3(∆) h(∆)N
h(x)
X
Fig. 63: L’image d’un point X n’est jamais sur la demi-droite issue de N , oppose´e a` X
22Ici, on conclurait facilement avec un lemme de Birkhoff, (voir par exemple [LR00]), mais un petit argument
permet de l’e´viter.
23De´finition 11.27.
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Notons P1 = D(∆0, h(∆0)), · · · , P4 = D(h3(∆0),∆0) les quatre quart-de-plans comme sur la
figure 63. L’ensemble P1 e´tant un disque topologique ouvert libre, il est disjoint de tous ses ite´re´s
(lemme 9.7) : on a donc h(P1) = P2, h(P2) = P3, h(P3) ⊂ P4 et h(P4) ⊂ P4 ∪ P1. Notons [AB] le
segment euclidien, dans le mode`le du plan, joignant les deux points A et B. Dans cette situation,
pour tout X ∈ R2, on a la proprie´te´ N 6∈ [Xh(X)], autrement dit le segment [Xh(X)] est inclus
dans l’anneau A.
On conside`re :
– X0 un point quelconque de l’anneau A ;
– γ = [X0h(X0)] ;
– X˜0 un releve´ de X0 a` A˜ ;
– γ˜ l’arc releve´ de γ issu de X˜0 ;
– Y˜0 l’autre extre´mite´ de γ˜.
D’apre`s les proprie´te´s ge´ne´rales des reveˆtements, il existe un unique releve´ h˜ de h ve´rifiant h˜(X˜0) =
Y˜0.
Comme h˜ commute avec l’automorphisme de reveˆtement τ , il ne de´pend pas du choix du releve´
X˜0. Comme l’arc [Xh(X)] varie continuˆment avec X , le releve´ h˜ ne de´pend pas non plus du choix
du point X0.
Calcul des indices Notons θ˜ l’application (θ˜, r) 7→ θ˜ du plan A˜. Par construction, l’home´o-
morphisme h˜ ve´rifie la proprie´te´ :
(∗) Pour tout X˜ ∈ A˜, |θ˜(X˜)− θ˜(h˜(X˜))| <
1
2
.
La formule reliant les indices de´coule alors du lemme suivant :
Lemme 17.1. Soit g un home´omorphisme de l’anneau A, sans point fixe, isotope a` l’identite´, et
g˜ un releve´ de g au plan A˜. Supposons que g˜ ve´rifie la proprie´te´ (∗) ci-dessus. Alors Indice(g˜, τ) =
Indice(g,N)− 1.
(La preuve du lemme 17.1 est donne´e plus loin.)
Unicite´ Le lemme pre´ce´dent prouve notamment que l’indice de h˜ par rapport a` τ n’est pas nul.
Soit maintenant h˜′ = τk ◦ h˜ un autre releve´ de h (pour fixer les ide´es, prenons k > 0, le cas ne´gatif
e´tant similaire), et X˜ un point de A˜. De la proprie´te´ (∗), on de´duit l’ine´galite´
(∗∗) θ˜(h˜′(X˜)) = θ˜(h˜(X˜)) + k ≥ θ˜(h˜(X˜)) + 1 > θ˜(X˜) + 1/2
ce qui entraˆıne facilement que l’indice de h˜′ par rapport a` τ est nul (“le vecteur h˜′(X˜)− X˜ pointe
partout vers la droite, il ne peut pas faire de tours” : voir par exemple la preuve du lemme 10.12).
Point 1 : releve´ des droites de Brouwer Un releve´ d’une droite topologique de S2 est claire-
ment une droite topologique de A˜. Un releve´ d’un ensemble libre est clairement libre. Il reste a` voir
que tout releve´ ∆˜ d’une droite de Brouwer ∆ dont l’adhe´rence contient N et S ve´rifie la proprie´te´
de se´paration : ∆˜ se´pare h˜(∆˜) de h˜−1(∆˜).
Or cette proprie´te´ est clairement ve´rifie´e si ∆ est la droite de Brouwer ∆0 utilise´e dans la
construction de h˜ donne´e ci-dessus. Par unicite´, l’home´omorphisme h˜ ne de´pend pas de la droite
utilise´e dans la construction, donc la proprie´te´ est ve´rifie´e pour toute droite ∆.
Point 2 : projection des arcs libres Rappelons que le nombre Indice(h˜, τ) n’est pas nul. Nous
allons alors utiliser le lemme suivant (dont la preuve est donne´e plus loin) :
Lemme 17.2. Soit H ∈ Comm(τ), et supposons qu’il existe un arc γ dans A˜, libre pour H, et un
entier k non nul tels que γ(1) = τk(γ(0)).
Alors Indice(H, τ) = 0.
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Soit γ un arc de A˜ libre pour h˜, montrons que π(γ) est un arc libre pour h. La courbe π(γ)
est bien un arc : sinon l’arc γ rencontre un de ses ite´re´s τk(γ), ce qui est exclu d’apre`s le lemme
17.2 ci-dessus (que l’on applique au sous-arc γ′ de γ allant d’un point x dans γ ∩ τ−k(γ) au point
τk(x)). Si π(γ) n’est pas libre, h˜(γ) rencontre τk(γ) pour un certain entier k (avec k 6= 0 puisque
γ est libre pour h˜). Soit x ∈ γ tel que y = h˜−1(τk(x)) ∈ γ. L’arc γ est alors un arc libre pour h˜
contenant x et y : d’apre`s le corollaire 11.34, il existe aussi un arc libre pour h˜ qui contient x et
h˜(y) = τk(x). Ceci contredit encore le lemme 17.2.
Point 3 : releve´ d’une de´composition en briques Soit enfin F une de´composition en briques
pour h, et F˜ = π−1(F ) ; il s’agit de montrer que F˜ est une de´composition en briques pour h˜.
Il est clair que F˜ est encore un graphe triadique. Comme les briques de F sont des disques
topologiques, chaque brique de F˜ est un disque topologique releve´ d’une brique de F . En particulier,
le graphe triadique F˜ est libre et compact. Il reste a` prouver que F˜ est minimal, c’est-a`-dire que
la re´union de deux briques adjacentes n’est pas libre.
Soient B˜0 et B˜1 deux briques de F˜ adjacentes, et appelons B0 = π(B˜0) et B1 = π(B˜1) les
briques correspondantes dans F . Les briques B0 et B1 sont adjacentes ; donc l’image de l’une
rencontre l’autre, par exemple il existe x ∈ B0 tel que h(x) ∈ B1. Soit x˜ un releve´ de x dans B˜0,
et y˜ un releve´ de h(x) dans B˜1. Puisque B˜0 et B˜1 sont adjacentes, il existe un arc γ allant de x˜ a`
y˜ et inclus dans B˜0 ∪ B˜1.
Or l’arc π(γ) n’est pas libre, puisqu’il va de x a` h(x) ; d’apre`s le point pre´ce´dent de la proposition,
l’arc γ n’est pas libre. A fortiori, la re´union B˜0∪B˜1 n’est pas libre. Ceci prouve que F˜ est minimal,
et ache`ve la preuve de la proposition 12.18.
Transitions pour F˜ Remarquons au passage que puisque h(B0) ∩B1 6= ∅, le lemme de Franks
(11.19) entraˆıne h(B1) ∩B0 = ∅, donc h˜(B˜1) ∩ B˜0 = ∅. La de´composition F˜ e´tant minimale, c’est
donc l’image de B˜0 qui rencontre B˜1. Autrement dit, l’application π envoie les “transitions” de F˜
sur les transitions de F (ou, en terme de l’orientation des areˆtes de´finie dans [Sau01], est compatible
avec les orientations).
17.2 Preuve des deux lemmes
τ
N
~u
x
g(x)
x˜
~˜u
A
A˜
α1
α2
R
2
π
g˜(x˜)
Fig. 64: Preuve du lemme 17.1
Preuve du lemme 17.1 — Voici une explication informelle, qui s’appuie sur la figure 64. On
se place sous les hypothe`ses du lemme. D’apre`s la de´finition de l’indice, le nombre Indice(g,N)− 1
correspond alors, dans le mode`le du plan R2 (dessin en bas a` gauche), a` la variation angulaire de
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l’angle α1 entre le vecteur “tournant” ~u et la direction du segment euclidien de x a` g(x), lorsque
le point x parcourt un cercle qui entoure N (le “−1” vient du fait que le vecteur ~u fait un tour
lorsque x parcourt le cercle).
Le nombre Indice(g˜, τ), lui, correspond a` la variation angulaire de l’angle α2 repre´sente´ sur le
dessin du haut, entre le vecteur horizontal ~˜u, releve´ de ~u, et la direction du segment de x˜ a` g˜(x˜),
lorsque le point x˜ parcourt un segment horizontal de longueur 1 (qui se projette sur le cercle).
Pour montrer que ces deux nombres n’en sont qu’un, le proble`me vient du fait que les deux
angles α1 (en un point x) et α2 (en un releve´ x˜) ne sont pas e´gaux (comme on peut le voir sur
le dessin : la projection de A˜ sur A est une isome´trie locale pour les me´triques naturelles sur les
dessins, mais pas celle de A˜ sur R2).
Cependant, graˆce a` l’hypothe`se (*), ces deux angles ne prennent jamais des valeurs oppose´es.
On en de´duit facilement que les deux variations angulaires co¨ıncident (une manie`re ge´ome´trique
de voir que l’application α1 est homotope a` l’application α2 consiste a` de´former le plan R
2 en
l’anneau A, en passant par des coˆnes de plus en plus pointus ; a` tout moment de la de´formation,
l’hypothe`se (*) assure l’existence d’une unique ge´ode´sique minimisante de x a` g(x) ; au de´but de la
de´formation, cette ge´ode´sique co¨ıncide avec le segment euclidien du plan R2 ; a` la fin, elle co¨ıncide
avec le segment ge´ode´sique dans l’anneau A, qui se rele`ve en un segment euclidien dans le plan A˜).

Preuve du lemme 17.2 — On se place sous les hypothe`ses du lemme. On conside`re, dans
l’anneau A, la courbe π(γ) ; c’est une courbe ferme´e, qui fait k fois le tour de A. On voit facilement
qu’une telle courbe contient une courbe ferme´e simple, et que cette courbe ferme´e simple fait une
fois le tour de A (pas plus, sinon elle aurait un point double ; et elle ne peut pas eˆtre nulhomotope,
sans quoi γ aurait un point double). Cette courbe ferme´e simple posse`de un releve´ γ′ inclus dans
γ, et γ′ est encore libre pour H : quitte a` remplacer γ par γ′, on peut supposer que k = 1 et que
π(γ) est une courbe ferme´e simple de A.
On peut maintenant se ramener au cas ou` γ = [0, 1]×{0} : en effet, le the´ore`me de Schoenflies
fournit un home´omorphisme g de A, isotope a` l’identite´, ve´rifiant g(π(γ)) = π([0, 1]× {0}), et on
remplace H par g˜Hg˜−1 ou` g˜ est un releve´ de g ; ceci ne change pas la valeur de Indice(H, τ) d’apre`s
l’affirmation 12.16.
Rappelons que Int(α) de´signe l’inte´rieur d’un arc α, c’est-a`-dire l’ensemble α(]0, 1[). Soit, dans
A˜, les deux demi-droites D1 =]−∞, 0]×{0} et D2 = [1,+∞[×{0}. Supposons que H(γ) rencontre
D1 etD2. On voit alors facilement que Int(τ(H(γ))) doit rencontrer Int(H(γ)) ; mais alors Int(τ(γ))
rencontrerait Int(γ), or ce n’est pas le cas.
L’une au moins des deux demi-droites D1 et D2 est donc disjointe de H(γ) ; supposons par
exemple qu’il s’agisse de D1. Alors, comme γ est libre, H(γ) est disjoint de D1 ∪ γ. Dans ce cas,
pour tout X ∈ γ, le vecteur H(X)−X ne pointe jamais dans la direction horizontale gauche. Ceci
entraˆıne que Indice(H, τ) = 0 (l’argument est le meˆme que celui donne´ dans la preuve du lemme
10.12 et repre´sente´ sur la figure 34). 
17.3 Comple´ments sur h˜ et sur les autres releve´s de h
L’e´nonce´ suivant contient quelques proprie´te´s supple´mentaires des releve´s de h, qui ne seront
pas utilise´es dans le texte. Il ne´cessite les de´finitions suivantes (et les de´finitions similaires pour
h˜) :
De´finition 17.3. Un arc de translation pour h est un arc γ qui relie un point x a` son image h(x),
et tel que γ ∩ h(γ) = {h(x)}.
De´finition 17.4. Un couple (x, y) de points de A n’appartenant pas a` la meˆme orbite de h est
singulier si pour tout ǫ > 0, il existe un point z et un entier positif n, tel que z soit ǫ-proche de x,
et hn(z) ǫ-proche de y.
Proposition 17.5 (comple´ment a` la proposition 12.18). Sous les hypothe`ses de la proposi-
tion 12.18, on a :
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1. un couple (x, y) de points de A est singulier si et seulement si il existe des releve´s x˜ et y˜ de
x et y tels que (x˜, y˜) soit singulier pour h˜ ;
2. le releve´ canonique h˜ n’est pas conjugue´ a` une translation affine. En particulier, il existe des
couples singuliers pour h˜ ;
3. les autres releve´s h′ de h sont tous conjugue´s a` une translation affine ;
4. si γ est un arc de translation pour h, alors tout releve´ γ˜ est un arc de translation pour le
releve´ canonique h˜, et est libre pour les autres releve´s de h.
Preuve — Pour le premier point, la proprie´te´ essentielle est que dans les coordonne´es de la
figure 63, toute orbite pour h˜ est entie`rement incluse dans une bande verticale de largeur 2.
Le deuxie`me point peut se de´duire du lemme 17.2 (l’existence de couples singuliers provient
alors d’un re´sultat de B. Kere´kja´rto´, voir par exemple [LR99a], proposition 8).
Le troisie`me point de´coule imme´diatement de l’ine´galite´ (∗∗) (preuve de l’unicite´ dans la propo-
sition 12.18).
Le dernier point de´coule du point 2 de la proposition 12.18 concernant les arcs libres.
Les de´tails sont laisse´s au lecteur. 
Une conse´quence de ce comple´ment est qu’il existe aussi des couples de points de A singuliers
pour h. Ceci peut e´galement se prouver directement, selon la strate´gie suivante : dans le cas
contraire, tous les points de l’anneau A ont le meˆme ensemble ω-limite, qui est l’un des deux points
fixes (par exemple N). Dans ce cas, un argument ce´le`bre de Birkhoff montre qu’il existe un disque
attractif contenant le point N (voir par exemple [LR00]). D’apre`s le lemme 9.4, l’indice de N est
alors e´gal a` 1.
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Cinquie`me partie
Applications en dynamique locale
Nous de´duisons du the´ore`me d’extension 7.1, du the´ore`me d’existence de de´composition en
briques 11.12 et du the´ore`me principal 13.1 les the´ore`mes de dynamique locale 3.6, 3.2 et 3.7. La
preuve du the´ore`me 3.2 utilisera aussi les re´sultats e´le´mentaires sur les de´compositions en briques ;
celle du the´ore`me 3.7 ne´cessite de plus un certain nombre des re´sultats interme´diaires de ce texte.
Les sections 18, 19 et 20 sont comple`tement inde´pendantes.
18 The´ore`me de la fleur topologique
Preuve du the´ore`me 3.2 — Soit h : U → V un home´omorphisme local dont le point fixe est
d’indice strictement supe´rieur a` 1. On applique le the´ore`me d’extension 7.1, et on se place dans le
mode`le de la sphe`re, mais en identifiant (0, 0) a` S et l’infini a` N . On obtient ainsi un home´omor-
phisme de la sphe`re fixant uniquement N et S, que l’on note encore h, avec Indice(h, S) = 1+p > 1.
L’home´omorphisme h ve´rifie alors les hypothe`ses du the´ore`me principal, et il suffit maintenant de
montrer que tout voisinage de S contient p pe´tales attractifs et p pe´tales re´pulsifs, d’intersections
deux a` deux e´gales a` {S}, cycliquement alterne´s.
Soit F une de´composition en briques pour h (the´ore`me 11.12). D’apre`s le the´ore`me 13.1 (“ver-
sion simpliciale” du the´ore`me principal), il existe p croissants attractifs a` dynamique Nord-Sud,
simpliciaux, et p croissants re´pulsifs a` dynamique Sud-Nord, e´galement simpliciaux, deux a` deux
d’inte´rieurs disjoints, et cycliquement alterne´s autour de S. Par de´finition, un croissant attractif
a` dynamique Nord-Sud contient un pe´tale simplicial attractif base´ en S ; de meˆme un croissant
re´pulsif a` dynamique Sud-Nord contient un pe´tale simplicial re´pulsif base´ en S.
Pour obtenir l’existence des 2p pe´tales dans tout voisinage de S, il suffit donc de montrer
qu’un pe´tale attractif simplicial contient des pe´tales attractifs arbitrairement proches de S ; plus
pre´cise´ment, il nous reste a` prouver :
Lemme 18.1. Soit h un home´omorphisme de la sphe`re, pre´servant l’orientation, fixant uniquement
les deux points N et S, tel que Indice(h,N) 6= 1. Soit F une de´composition en briques pour h, et
OS un voisinage de S. Alors tout pe´tale attractif simplicial P base´ en S contient un pe´tale attractif
simplicial base´ en S et inclus dans OS.
Soit K = P \OS ; il s’agit de montrer qu’il existe un pe´tale attractif simplicial, inclus dans P ,
et disjoint de K. On peut toujours supposer que K est re´union d’un nombre fini de briques de la
de´composition, et que chaque composante connexe de K rencontre le bord de P (quitte a` grossir
K).
Puisque K rencontre le bord de P , il existe une brique B1 incluse dans K et rencontrant le
bord de P . Comme P est un attracteur strict re´union de briques, A+(B1) ⊂ P , et ∆(B1) est a`
extre´mite´s Sud ; de plus, on voit facilement que la brique B1 ne peut qu’eˆtre de type dynamique
(→ S). La droite ∆(B1) de´limite donc un pe´tale attractif P1 = P+(B1), inclus dans P , et ne
contenant pas B1.
On applique ce proce´de´ autant de fois que ne´cessaire jusqu’a` obtenir un pe´tale attractif Pk dis-
joint de K (plus pre´cise´ment, on peut raisonner par re´currence sur le nombre de briques contenues
dans K, en remarquant que, a` la ke`me e´tape, chaque composante connexe de K ∩ Pk rencontre le
bord de Pk). 
19 Branches stables et instables locales
Preuve du the´ore`me 3.6 — Soit h : U → V un home´omorphisme local dont le point fixe est
d’indice strictement infe´rieur a` 1. D’apre`s le the´ore`me d’extension 7.1, il suffit de traiter le cas
ou` l’home´omorphisme local h est la restriction a` un voisinage de N (que l’on notera encore U)
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d’un home´omorphisme de la sphe`re fixant uniquement N et S (que l’on notera encore h), avec
Indice(h,N) = 1− p < 1.
D’apre`s le the´ore`me global 8.6, il existe p croissants attractifs a` dynamique Nord-Sud et p
croissants re´pulsifs a` dynamique Sud-Nord, deux a` deux d’intersection e´gale a` {N,S}, cycliquement
alterne´s autour de N .
Soit A l’un des croissants attractifs a` dynamique Nord-Sud. Par de´finition, il existe un pe´tale
attractif P en S, inclus dans A, tel que A \ P ⊂ U . On peut de plus supposer que la situation est
home´omorphe au dessin de la figure 65 (a), c’est-a`-dire que l’ensemble α = ∂P \ ∂A est connexe :
en effet, dans le cas contraire, on peut se ramener a` cette situation en modifiant le´ge`rement le
pe´tale P , comme indique´ sur la partie (b) de la figure.
S
N
h(A)
A k1
k2
kAα
P
h(P )
(a)
(b)
Fig. 65: Construction d’une branche instable locale
On pose alorsWkA = Adh(A \P ) (c’est un disque topologique) ; et pour tout n ≥ 0, on appelle
kn la composante connexe de h
n(A) ∩WkA qui contient N . On pose kA = ∩n≥1kn.
Affirmation 19.1. Soit U ′ un disque topologique ferme´, voisinage de N , tel que U ′ ∩ A = WkA ;
alors l’ensemble kA est une branche instable U
′-locale.
Preuve — Nous prouvons successivement que kA ve´rifie les quatre points de la de´finition des
branches instables U ′-locales (de´finition 3.5).
L’ensemble kn contient N , et on voit facilement qu’il rencontre α. Il est compact, connexe,
plein (une composante connexe d’un ensemble plein est pleine). On a aussi hn+1(A) ⊂ hn(A), donc
kn+1 ⊂ kn.
Par conse´quent l’ensemble kA contient N , rencontre α et est inclus dans U
′ (ceci prouve le
premier point). Il est compact et connexe comme intersection de´croissante d’ensembles compacts
et connexes ; il est plein comme intersection d’ensembles pleins. Ceci prouve le deuxie`me point.
Montrons que kA ⊂ h(kA). Tout d’abord, k1 ⊂ h(WkA) ; en effet, on a
k1 ⊂ h(A) ∩ (WkA) = h(WkA ∪ P ) ∩WkA
= (h(WkA) ∩WkA) ∪ (h(P ) ∩WkA)
= h(WkA) ∩WkA
car h(P ) ∩WkA = ∅ (P est un attracteur strict). On a donc kn+1 ⊂ k1 ⊂ h(WkA) ; kn+1 est un
ensemble connexe inclus dans hn+1(A) ∩ h(WkA) et qui contient N . Or h(kn) est la composante
connexe de hn+1(A) ∩ h(WkA) contenant N ; on a donc kn+1 ⊂ h(kn). On en de´duit kA ⊂ h(kA).
Soit x un point de kA. Ses ite´re´s ne´gatifs sont tous dans kA, donc ne peuvent que tendre vers
N d’apre`s le corollaire 9.8. Ceci prouve le troisie`me point.
L’ensemble WkA est un voisinage de kA \ {N} dans U
′. Soit y un point de WkA . D’apre`s la
de´finition des croissants attractifs a` dynamique Nord-Sud, il existe un pe´tale attractif base´ en S
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contenant y, par conse´quent les ite´re´s positifs de y tendent vers S, et y posse`de un ite´re´ positif
hors de U ′. Ceci prouve le quatrie`me point. 
On effectue la meˆme construction pour chaque croissant attractif a` dynamique Nord-Sud
A1, · · ·Ap, et la construction similaire pour chaque croissant re´pulsif a` dynamique Sud-Nord
A′1, · · ·A
′
p (en remplac¸ant h par h
−1). Ceci produit des ensembles WkAi , WkA′i
et des compacts
kAi , kA′i .
On trouve facilement un disque topologique ferme´ U ′, voisinage de N , inclus dans U ∩ h(U),
tel que pour tout i, U ′ ∩Ai =WkAi et U
′ ∩A′i =WkA′
i
. Les compacts kAi et kA′i sont des branches
instables et stables U ′-locales ve´rifiant les proprie´te´s voulues. 
20 Indices des ite´re´s
Dans cette section, nous montrons que pour un home´omorphisme local d’indice diffe´rent de 1,
les indices de hn et de h sont e´gaux pour tout n non nul. Le point 1 du the´ore`me, qui revient
a` montrer que l’indice de hn est bien de´fini pour tout entier n non nul, de´coule du lemme (bien
connu) suivant :
Lemme 20.1 (absence de re´currence locale). Soit h : U → V un home´omorphisme local
fixant uniquement 0, tel que l’indice du point fixe est diffe´rent de 1. Il existe alors un ensemble
U ′ ⊂ U , voisinage de 0, ayant la proprie´te´ suivante. Pour tout point x de U ′, si la suite (hn(x))n≥0
est de´finie pour tout n positif et entie`rement incluse dans U ′, alors cette suite tend vers 0.
En particulier, pour tout entier n > 0, il existe un voisinage U ′′ de 0 tel que l’home´omorphisme
local hn : U ′′ → hn(U ′′) n’a pas d’autre point fixe que 0.
Remarquons que l’exemple de la figure 18 montre qu’on ne peut pas toujours choisir U ′ = U .
Preuve du lemme — Le the´ore`me d’extension 7.1 permet de supposer que h est un home´omor-
phisme de´fini sur le plan R2, et fixant uniquement 0. Dans ce cadre, l’hypothe`se d’indice permet
d’appliquer la the´orie de Brouwer : le lemme de´coule alors du corollaire 9.8. 
Passons maintenant au calcul de l’indice des ite´re´s de h. L’ide´e de la de´monstration est simple.
Comme toujours, il suffit de faire la preuve dans le cadre global. A l’aide des re´sultats de ce
texte, nous pouvons de´couper la sphe`re en un certain nombre de croissants attractifs et re´pulsifs,
a` dynamique Nord-Sud ou Sud-Nord, d’inte´rieurs disjoints deux a` deux. On voit assez facilement
que les indices partiels pour h et pour hn a` travers chaque croissant co¨ıncident. D’autre part, entre
deux croissants adjacents, l’indice partiel pour h est nul, et il existe une chaˆıne de disques pour h,
graˆce a` laquelle on peut montrer que l’indice partiel pour hn est encore nul. La relation de Chasles
permet de conclure.
En pratique, on va se ramener, via le releve´ canonique, au cadre des home´omorphismes de
Brouwer. On commence donc par prouver une version du the´ore`me dans ce cadre. Remarquons
que l’une des difficulte´s de la preuve concerne le changement de cadre : en effet, si H de´signe le
releve´ canonique de h, il n’est pas clair a priori que Hn soit le releve´ canonique de hn (tant qu’on
ne sait pas quel est l’indice de hn, le releve´ cnonique n’est pas de´fini...). Ceci sera par contre un
corollaire imme´diat du the´ore`me et de la proposition 20.2.
Rappelons qu’une droite de Brouwer pour H est encore une droite de Brouwer pour toute les
puissances non nulles de H (remarque 9.19).
Proposition 20.2 (Indices partiels des ite´re´s). Soit H un home´omorphisme de Brouwer, et F
une de´composition en briques pour H. Soit (∆0,∆1) un couple de droites de Brouwer simpliciales
disjointes. Alors pour tout entier n non nul, les indices partiels IP(H,∆0,∆1) et IP(H
n,∆0,∆1)
sont e´gaux.
On se place sous les hypothe`ses de la proposition 20.2, et on conside`re une famille ve´rifiant
la conclusion du lemme 12.10, autrement dit une famille maximale de sous-croissants simpliciaux
minimaux de la bande Adh(D(∆0,∆1)),
F = {Adh(D(∆′0,∆
′
1)), . . . ,Adh(D(∆
′
2k,∆
′
2k+1))}.
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On a alors :
Lemme 20.3 (comple´ment a` la proposition 12.12). Pour tout i = −1, . . . , 2k + 1, pour tout
entier n non nul, on a
IP(H,∆′i,∆
′
i+1) = IP(H
n,∆′i,∆
′
i+1).
Preuve du lemme 20.3 — Il suffit de traiter le cas n > 0, puisque l’indice partiel pour H est
toujours e´gal a` l’indice partiel pour H−1 (affirmation 10.10).
Soit C un croissant de la famille F . Le croissant C e´tant minimal, d’apre`s la proposition 12.9,
il est a` dynamique S˜-N˜ ou N˜ -S˜. Il est clair que C est encore un croissant pour Hn, ayant le meˆme
type dynamique que pour H (on peut par exemple utiliser l’affirmation 10.4). Puisque l’indice
partiel entre les deux bords de C ne de´pend que du type dynamique de C (affirmation 15.2), les
indices partiels pour H et pour Hn sont e´gaux. Ceci montre le lemme pour les entiers i pairs.
Soit maintenant i un entier impair. Si les droites ∆′i et ∆
′
i+1 ne sont pas disjointes, elles se
touchent (de´finition 10.14), et l’indice partiel est nul pour H comme pour Hn (par de´finition). Il
reste le cas ou` ces deux droites sont disjointes ; il s’agit de montrer que l’indice partiel pour Hn
est encore nul.
Le couple (∆′i,∆
′
i+1) est indiffe´rent, on suppose par exemple que ∆
′
i est attractive. D’apre`s
la proposition 12.12, l’indice partiel est nul pour H , et il existe une chaˆıne de pseudo-disques
(D1, . . . Dp), pour H , de ∆
′
i a` ∆
′
i+1 (constitue´e de briques). Notons (ni)i=1,...,p−1 les temps de
transition de la chaˆıne. Conside´rons alors la suite
(D1, H
(n−1)×n1(D2), . . . , H
(n−1)×(n1+···+np−1)(Dp)).
Les disques topologiques qui la composent sont deux a` deux disjoints, sans quoi il existerait une
chaˆıne de pseudo-disques pe´riodique pour H (ce qui contredirait le lemme de Franks 9.13). De
plus, cette suite est une chaˆıne de pseudo-disques pour Hn, avec les meˆmes temps de transi-
tion (ni). Cette chaˆıne de pseudo-disques va de la droite de Brouwer ∆
′
i a` la droite ∆
′′
i+1 =
H(n−1)×(n1+···+np−1)(∆′i+1).
Le lemme de Franks pour l’indice partiel (proposition 10.18) montre alors que le nombre
IP(Hn,∆′i,∆
′′
i+1) est nul.
D’autre part, la droite ∆′′i+1 est incluse dans le domaine de Brouwer engendre´, pour H
n, par
∆′i+1. D’apre`s le deuxie`me point du corollaire 10.13, on a IP(H
n,∆′i+1,∆
′′
i+1) = 0.
Les droites de Brouwer ∆′i, ∆
′
i+1 et ∆
′′
i+1 sont clairement disjointes, la deuxie`me se´parant
les deux autres. On peut donc appliquer la relation de Chasles (lemme 10.11), obtenant
IP(Hn,∆′i,∆
′′
i+1) = IP(H
n,∆′i,∆
′
i+1) + IP(H
n,∆′i+1,∆
′′
i+1). Deux des termes de la relation e´tant
nuls, le troisie`me l’est aussi, ce qui nous donne bien
IP(Hn,∆′i,∆
′
i+1) = 0 = IP(H,∆
′
i,∆
′
i+1).
Ceci termine la preuve du lemme. 
Preuve de la proposition 20.2 — Comme dans la preuve de la formule de la proposition 12.12,
on applique la relation de Chasles ge´ne´ralise´e (lemme 10.16), pour H d’une part, et pour Hn
d’autre part, a` la famille des droites ∆′−1 = ∆0, . . . ,∆
′
2k+2 = ∆1. D’apre`s le lemme, les indices
partiels entre deux droites successives sont les meˆmes pour H et Hn, et on obtient le re´sultat. 
Preuve du the´ore`me 3.7 — Graˆce au the´ore`me d’extension, il suffit de prouver que si h est un
home´omorphisme de la sphe`re, pre´servant l’orientation, fixant uniquement les deux points N et S,
tel que Indice(N) = 1− p 6= 1, alors pour tout entier n 6= 0, Indice(hn, N) = Indice(h,N).
Comme dans la preuve du the´ore`me principal :
– on se donne une de´composition en briques F pour h (the´ore`me 11.12) ;
– on note ∆0 une droite de Brouwer simpliciale a` extre´mite´s Nord-Sud pour h (son existence
est assure´e par la proposition 12.13) ;
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– on note H = h˜ le releve´ canonique de h au plan A˜, fourni par la proposition 12.18 ;
– on note ∆˜0 un releve´ de ∆0, et ∆˜1 = τ(∆˜0) (ou` τ de´signe l’automorphisme de reveˆtement).
On a alors (comme dans l’affirmation 13.2) :
IP(H, ∆˜0, ∆˜1) = Indice(H, τ),
IP(Hn, ∆˜0, ∆˜1) = Indice(H
n, τ).
D’autre part, on a aussi
Indice(h,N) = Indice(H, τ) + 1,
Indice(hn, N) = Indice(Hn, τ) + 1.
En effet, la premie`re e´galite´ vient de la de´finition du releve´ canonique. Montrons la deuxie`me. On
reprend pour cela les ide´es de la construction du releve´ canonique. Soit n > 0 fixe´ ; puisque les
indices sont des invariants de conjugaison, quitte a` conjuguer h, on peut supposer que les (2n+3)
droites de Brouwer ∆0, . . . , h
2(n+1)(∆0) sont des demi-droites euclidiennes issues de N , de´coupant
le plan en 2n + 3 secteurs de meˆme taille (ge´ne´ralisant la figure 63). Dans ce mode`le, on voit
facilement que le releve´ canonique H de h ve´rifie l’ine´galite´ :
Pour tout X˜ ∈ A˜, |θ˜(X˜)− θ˜(Hn(X˜))| <
1
2
.
Comme Hn est un releve´ de hn, l’e´galite´ Indice(hn, N) = Indice(Hn, τ) + 1 de´coule alors du
lemme 17.1.
Il ne nous reste plus qu’a montrer que
IP(H, ∆˜0, ∆˜1) = IP(H
n, ∆˜0, ∆˜1).
Cette dernie`re e´galite´ est une application de la proposition 20.2. 
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Appendice
A The´ore`me de Schoenflies-Homma et variantes
Le the´ore`me de Schoenflies est l’un des outils techniques les plus couramment utilise´s dans les
proble`mes de topologie plane. Dans ce texte, nous appliquons un certain nombre de variantes qui
peuvent toutes eˆtre vues comme des corollaires d’un the´ore`me de Homma. Dans cet appendice,
nous e´nonc¸ons le the´ore`me de Homma et expliquons quelques-unes de ses utilisations.
A.1 Le the´ore`me de Schoenflies
The´ore`me A.1 (Schoenflies). Tout home´omorphisme entre deux courbes de Jordan incluses
dans S2 s’e´tend en un home´omorphisme de S2.
A.2 Le the´ore`me de Schoenflies-Homma
De´finition A.2( [Hom53]). On appelle ensemble en forme de ✭✭Y ✮✮ un ensemble qui est la
re´union de trois arcs ayant en commun un seul point, extre´mite´ de chacun d’eux.
L’orientation de la sphe`re induit un ordre cyclique sur l’ensemble des trois arcs qui constituent
n’importe quel ensemble de ce type, au voisinage du point d’intersection.
The´ore`me A.3 (Homma). Soit F un ensemble compact, connexe et localement connexe de la
sphe`re. Une application continue et injective de F dans la sphe`re s’e´tend en un home´omorphisme
de la sphe`re pre´servant l’orientation si et seulement si elle pre´serve l’ordre cyclique de tous les
ensembles en forme de ✭✭Y ✮✮ contenus dans F .
A.3 Utilisations
On utilise le the´ore`me avec divers ensembles F , ces ensembles e´tant a` chaque fois des graphes
simpliciaux finis. Les de´tails sont laisse´s au lecteur. On a essentiellement besoin de trois variantes :
– Dans le cas ou` F est une courbe ferme´e simple ou bien un arc, F ne contient aucun ensemble
en forme de ✭✭Y ✮✮, et on retrouve en particulier le the´ore`me de Schoenflies.
– Soient ∆1, . . . ,∆k (k ≥ 2), une famille de droites topologiques du plan, deux a` deux disjointes.
Supposons que pour tout 0 ≤ i1 < i2 < i3 ≤ k, la droite ∆i2 se´pare ∆i1 de ∆i3 . Alors il existe
un home´omorphisme h du plan, pre´servant l’orientation, qui envoie chacune des droites ∆i
sur la droite verticale i× R.
– Soient N et S deux points antipodaux de la sphe`re, et ∆1, . . . ,∆k, k ≥ 2 une famille d’arcs
d’extre´mite´s N et S, deux a` deux d’inte´rieurs disjoints. Alors il existe un home´omorphisme
de la sphe`re, fixant N et S, qui envoie chacun des arcs sur un demi-grand cercle.
Remarquons que dans beaucoup de cas, on a besoin de spe´cifier l’image d’un certain nombre
de points par l’home´omorphisme recherche´ ; ceci arrive en particulier quand on veut obtenir un
home´omorphisme du plan, c’est-a`-dire qui fixe le point a` l’infini. Ceci ne pose pas de proble`me
(typiquement, on utilise que le groupe des home´omorphismes du disque qui fixent chaque point du
bord est transitif).
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