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Abstract. In this paper, we propose a variational Lagrangian scheme for a modified phase-field
model, which can compute the equilibrium states of the original Allen-Cahn type model. Our dis-
cretization is based on a prescribed energy-dissipation law in terms of the flow map. By employing
a discrete energetic variational approach, this scheme preserves the variational structure of the con-
tinuous energy-dissipation law and is energy stable. Plentiful numerical tests show that, by choosing
the initial value properly, our methods can compute the desired equilibrium state and capture the
thin diffuse interface with a small number of mesh points.
1. Introduction. Phase field models, i.e., diffuse interface models, have been a
successful tool in studying many problems arise in physics, biology, material science
and image processing [15, 30, 16, 27, 52, 8, 9]. Due to the important applications,
there is substantial interest in developing efficient numerical methods for phase-field
models [41, 32, 31, 23, 36, 56, 58, 19, 68, 55, 54].
From a modeling perspective, phase-field models can be classified into two cate-
gories, known as Allen-Cahn type [2] and Cahn-Hilliard type [10]. The Allen-Cahn
type models are typical examples of L2−gradient flows [55], while the Cahn-Hilliard
type models, which are concerned with a conserved quantity, are examples of H1-
diffusions [34]. Although numerical methods for both types of phase-field models are
well developed [41, 56, 55, 26], most of them are Eulerian methods, which solve the
equation of the “phase” function ϕ in a fixed grid [56]. In order to resolve the thin
diffuse interface, one must have mesh sizes much smaller than the width of the thin
diffuse interface [62, 47, 26], which requires huge computational efforts. This difficulty
is often handled by using adaptive mesh techniques [51, 1] or moving mesh approaches
[31, 23, 56, 58].
For many real problems modeled by Allen-Cahn type phase field models, the goal
is to find stationary states of the free energy functional. The purpose of this paper is to
propose a variational Lagrangian scheme for a modified phase-field model, which can
compute the equilibrium states of the original Allen-Cahn type model. The approach
presented here can be extended to other free energy minimization problem.Compared
with Eulerian methods, Lagrangian methods, which are often self-adaptive, have po-
tential advantages for problems involving singularity, sharp interface and free bound-
ary. Recently, there has been an increasing interest in applying Lagrangian schemes
to generalized diffusions, such as the porous medium equation and nonlinear Fokker-
Plank equations [13, 67, 14, 39, 12, 45, 11, 42]. However, it is more difficult to
construct Lagrangian schemes for L2-gradient flows. Unlike generalized diffusions,
which have natural variational structures on the Lagrangian maps [29, 39, 11, 42],
the variational structures of L2-gradient flows are on the physical variables defined in
the Eulerian coordinates. Moreover, as a drawback of all Lagrangian methods, the
meshes of Lagrangian solutions may become too skew, which not only influence the
accuracy of the solution, but also may result in premature termination of Lagrangian
calculations [37].
In order to overcome these difficulties, we first propose an energy-dissipation law
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for a phase-field model, given by
(1.1)
d
dt
∫
Ω
W (ϕ,∇ϕ)dx = −
∫
Ω
γ|ϕt|2 + ν|∇u|2dx,
where ϕ is a “phase” function satisfying a transport equation
(1.2) ϕt +∇ϕ · u = 0,
u is the virtual velocity associated with the Lagrangian map, and W (ϕ,∇ϕ) is the
free energy density. This model is inspired by phase-field models of mixture of two
incompressible fluids [71, 38, 1]. For ν = 0, this model employs the same energy-
dissipation law of Allen-Cahn type models. So one can view (1.1) as a modified
Allen-Cahn type model. The additional term in the dissipation part of (1.1) can be
viewed as a regularization term on Lagrangian maps, which plays an essential role in
calculations. The dissipation part imposes a mechanism to minimize the total free
energy in terms of the Lagrangian map for the given initial condition ϕ0(X).
By employing an energetic variational approach, we can obtain the corresponding
PDE of this system, given by
(1.3)
{
−ν∆u + γ (∇ϕ⊗∇ϕ) u = −∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
)
ϕt +∇ϕ · u = 0,
subject to suitable initial and boundary conditions. Formally, it is straightforward
to reformulate (1.1) and (1.3) in terms of a Lagrangian map and its time derivative.
Hence, based on the energy-dissipation law (1.1), we can construct a variational-
structure-preserved Lagrangian scheme by employing a discrete energetic variational
approach [42].
The rest of this paper is organized as follows. We first give a detailed descrip-
tion to our phase-field model in the next section. Then we construct our variational
Lagrangian scheme by a discrete energetic variational approach in Sect. 3. Plentiful
numerical tests to validate our methods are shown in Sect. 4.
2. Model development. In this section, we give a detailed description of our
phase-field model by an energetic variational approach [40, 34], including the motiva-
tion of proposing the energy-dissipation law (1.1).
2.1. Energetic variational approach. An energetic variational approach, orig-
inated from pioneering work of Onsager [48, 49] and Rayleigh [57] provides a general
framework to determine the dynamics of system from a prescribed energy-dissipation
law through two distinct variational processes: Least Action Principle (LAP) and
Maximum Dissipation Principle (MDP) [40, 34]. During the last decade, this approach
has been successfully applied to build up many mathematical models in physics, chem-
istry and biochemistry [30, 40, 59, 28, 34, 64].
For an isothermal closed system, an energy-dissipation is given by
(2.1)
d
dt
Etotal(t) = −2D(t),
which is the consequence of the first and second laws of thermodynamics [34]. Here
Etotal is the total energy, which is the sum of the Helmholtz free energy F and the
kinetic energy K, and 2D is the rate of energy dissipation. The Least Action Principle
states that the equation of motion for a Hamiltonian system can be derived from the
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variation of the action functional A(x) = ∫ T
0
K − Fdt with respect to the flow maps
x (the trajectory in Lagrangian coordinates) if applicable [4, 34], i.e.,
(2.2) δA =
∫ T
0
∫
Ω(t)
(finertial − fconv) · δxdxdt.
It gives a unique procedure to derive the conservative forces for the system. On the
other hand, for a dissipative system (D ≥ 0), the dissipative force can be obtained
by minimization of the dissipation functional D with respect to the “rate” xt in the
regime of linear response [22], known as Onsager’s Maximum Dissipation Principle
(MDP), i.e.,
(2.3) δD =
∫
Ω(t)
fdiss · δxt dx.
Hence, the force balance condition (finertial = fconv + fdiss) results in
(2.4)
δD
δxt
=
δA
δx
,
which is the dynamics of the system. We refer the reader to [34] for more detailed
descriptions of energetic variational approaches and we only consider systems without
kinetic energy, i.e. K = 0, throughout this paper.
2.2. Energetic variational approaches to phase-field models. From an
energetic variational viewpoint, Allen-Cahn and Cahn-Hilliard type of models, provide
a dynamics to minimize the free energy functional
(2.5) F [ϕ,∇ϕ] =
∫
Ω
W (ϕ,∇ϕ)dx,
for ϕ in some admissible set H subject to some boundary conditions on ∂Ω. Here,
(2.6) ϕ =
{
1 Phase 1
−1 Phase 2,
is a “phase” function that introduced to identify the two phases, W (ϕ,∇ϕ) is the free
energy density given by
(2.7) W (ϕ,∇ϕ) = 1
2
|∇ϕ|2 + V (ϕ),
where V (ϕ) is the interfacial (potential) energy that often taken as a double-well
potential
(2.8) V (ϕ) =
1
42
(ϕ2 − 1)2.
Different phase-field models can be derived by different choices of admissible sets H
and dissipation functional 2D.
In Allen-Cahn type models, H is often chosen to be H1(Ω) with a suitable bound-
ary conditions, and the energy-dissipation law is given by
(2.9)
d
dt
F(ϕ,∇ϕ) = −
∫
Ω
1
γ
|ϕt|2dx,
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where γ > 0 is the dissipation rate [34]. We take γ = 1 in the following. The energy-
dissipation law (2.9) can be viewed as a gradient flow of the phase function ϕ(x, t),
which specify the dynamics approaching to the equilibrium of system. According
to the general framework of an energetic variational approach, the corresponding
gradient flow equation can be derived by first performing LAP with respect to ϕ and
MDP with respect to ϕt:
(2.10)
LAP :
δA
δϕ
= −δF
δϕ
= ∇ · ∂W
∂∇ϕ −
∂W
∂ϕ
,
MDP :
δ 12D
δϕt
= ϕt,
where we assume all boundary terms vanish due to the given boundary condition.
Then the force balance equation (2.4) leads to an Allen-Cahn type equation
(2.11) ϕt = ∇ · ∂W
∂∇ϕ −
∂W
∂ϕ
.
A stationary solution of the Allen-Cahn type equation satisfies the Euler-Lagrangian
equation of the functional (2.5), i.e.,
(2.12)
δW
δϕ
−∇ ·
(
δW
δ∇ϕ
)
= 0.
The above derivation performs an energetic variational approach in terms of ϕ and
ϕt. We call this as an Eulerian approach, in which ϕ can be viewed as a generalized
coordinate of the system [24]. There is an alternative way to derive a dynamic of the
system, known as the Lagrangian approach [34]. Instead of studying the evolution
of phase function ϕ(x, t) directly, the Lagrangian approach study the evolution of a
Lagrangian map, or flow map, x(X, t) for given initial condition ϕ0(X). For fixed t,
xt(X) = x(X, t) is a diffeomorphism between the initial domain Ω0 and the current
domain Ωt, known as a deformation map [61, 35]. For fixed X, x(X, t) is the trajectory
of the particle labeled by X. We can view X ∈ Ω0 are Lagrangian coordinates and
x ∈ Ωt are Eulerian coordinates.
For a given flow map x(X, t), we can define the virtual velocity in Eulerian coor-
dinate, u(x(X, t), t) as
(2.13) u(x(X, t), t) = xt(X, t).
Another important quantity associated with x(X, t) is the deformation tensor F (X, t),
defined by
(2.14) F (X, t) = ∇Xx(X, t),
which carries all the information about how the physical quantity ϕ transport with
the flow. Since x(X, t) is a one-to-one map between Ω0 and Ωt for fixed t, we can
enforce detF (X, t) > 0, which means the map x(X, t) is orientation-preserving for ∀t
[35].
In order to get the equation of x(X, t), we shall impose the kinematic relation to
the physical quantity ϕ. Then the dynamics of ϕ(x(X, t), t) will be totally determined
by the dynamics of the flow map x(X, t). For Allen-Cahn type models, it is often
assumed that ϕ satisfies
(2.15) ϕ(x(X, t), t) = ϕ0(X),
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where ϕ0(X) is the initial condition. One can view (2.15) as a composition between
ϕ0 and inverse flow map X
−1(x, t) at time t, that is
(2.16) ϕ(x, t) = ϕ0 ◦X−1(x, t).
From the kinematic equation (2.15), we have
(2.17) 0 =
d
dt
ϕ(x(X, t), t) = ∂tϕ+∇ϕ · u.
Hence, ϕ(x, t) satisfies scalar transport equation
(2.18) ∂tϕ+ u · ∇ϕ = 0,
in Eulerian coordinates.
Remark 2.1. The above transport relation (2.18) is the macroscopic transport
on the microscopic variable ϕ, which might only be valid locally. The complicated
phase evolution, such as interface merging or pinching off, which is a consequence of
microscopic evolution of ϕ, cannot be described by this kinematic.
Within the kinematic (2.15), ϕ(x) is determined by x(X, t) for given ϕ0(X).
Hence, we can propose a energy-dissipation law in terms of x(X, t) and xt(X, t) to
characterize the dynamics of the flow map, that is
(2.19)
d
dt
F [x] = −2D[x,xt],
where
(2.20) F [x] =
∫
Ω0
W (ϕ0, F
−T∇Xϕ0) detFdX,
and 2D[x,xt] ≥ 0 is the rate of energy dissipation. One can view the free energy as
a function of X, x(X, t) and F , denoted by
(2.21) F [x] =
∫
Ω0
W(X, F )dX.
The energy-dissipation law (2.19) can be viewed as a generalized gradient flow
of the flow map x(X, t). Since we are only concerned with equilibria of the system,
the choice of dissipation only effects the dynamics approaching to equilibria. We’ll
discuss this later.
The evolution equation of the flow map x(X, t) can be derived by employing an
energetic variational approach, that is
(2.22)
δD
δxt
= −δF
δx
,
where [See Appendix. A for the detailed computation]
(2.23)
δF
δx
= ∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
)
.
A stationary solution in the Lagrangian approach satisfies
(2.24) ∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
)
= 0.
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Remark 2.2. The Lagrangian approach minimizes the free energy functional in
the admissible set
(2.25) Q = {ϕ(x) | ϕ(x) = ϕ0 ◦X−1(x), X−1 : Ω→ Ω0},
which is different with that in the Eulerian approach. So it is subtle to choose a
suitable ϕ0 to get a desired equilibrium. For the classical Allen-Cahn equation, since
|ϕ| ≤ 1, it is not difficult to choose a proper ϕ0 . In general, ϕ0 can be obtained by
some Eulerian approach. We can also update ϕ0 during the evolution of the flow map.
Remark 2.3. If ϕ is a conserved quantity that satisfies
(2.26)
d
dt
∫
Ω
ϕ(x, t)dx = 0,
then the kinematic equation is given by
(2.27) ϕ(x(X, t), t) =
ϕ0(X)
detF
.
This is the kinematic for the Cahn-Hilliard type equation, which can be viewed as a
generalized diffusion with the energy-dissipation law given by [43]
(2.28)
d
dt
∫
Ω
W (ϕ,∇ϕ)dx = −
∫
Ω
ϕ2|u|2dx.
Both Allen-Cahn and Cahn-Hilliard equations types are driven by the same mixture
energy (2.5), but the kinematic and dissipation mechanisms are different.
Although the equations for the stationary solutions obtained by the Eulerian ap-
proach (variation on the phase variable ϕ(x, t)) and the Lagrangian approach (varia-
tion on the flow maps) look different [(2.12) and (2.24)], formally one can easily show
that [41]:
Theorem 2.1. For a given energy functional (2.5), all smooth (regular enough)
solutions of the Euler-Lagrangian equation:
(2.29) −∇ ·
(
∂W
∂∇ϕ
)
+
∂W
∂ϕ
= 0
also satisfy the equation
(2.30) ∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W I
)
= 0.
This result indicates connection between variation with respect to ϕ and the variation
with respect to flow map through Legendre transform [41]. In general, the weak
solution of the Euler-Lagrange equation (2.29) may not satisfy (2.30). In the theory
of harmonic map, a weak solution of (2.29) that also satisfies the weak form of (2.30)
is known as a stationary weak solution [41, 53, 6]. From a numerical perspective, this
theorem indicates that all equilibria in the Eulerian approach can be obtained from
the Lagrangian approach with a proper choice ϕ0(X). However, for a given ϕ0(X),
the Lagrangian calculation may not end up with the same equilibrium of the Eulerian
approaches.
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2.3. Dissipation functional. In this subsection, we discuss the choice of dissi-
pation functional in Lagrangian approaches to phase-field models. Different choices
of dissipation provide different dynamics approaching equilibria of the system. Since
we may have multiple equilibria for the free energy like (2.5) [70], different dynamics
may end up with different equilibria for given ϕ0(X).
By using the kinematic relation (2.16) and (2.18), the dissipation for the gradient
flow (2.9) can be reformulated in terms of x(X, t) and xt(X, t), that is
(2.31) D[x,xt] = −1
2
∫
|∇ϕ · u|2dx
for given initial condition ϕ0(X). The equation of the flow map x(X, t) can be ob-
tained via a standard energetic variational approach (2.22), which is
(2.32) (∇ϕ⊗∇ϕ)u = −∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
)
.
Here the right hand side is obtained by the LAP, which corresponds to δAδx [see (2.23)],
while the left hand side is obtained by MDP, i.e. δDδu = (∇ϕ⊗∇ϕ)u. In a recent work
[17], the authors study numerical methods for equation (2.32) in one-dimension by
discretizing x(X, t) directly. Their results show that the dynamics (2.32) can capture
the thin diffuse interfaces of Allen-Cahn type equations with a small number of mesh
points in 1D. However, the energy-dissipation law (2.31) may not be suitable for
Lagrangian calculations, especially for high dimensions d ≥ 2. Indeed, since ∇ϕ⊗∇ϕ
is a rank one matrix, ∇ϕ⊗∇ϕ is not a invertible matrix for d ≥ 2, so u is not well-
defined everywhere. Moreover, even for one-dimensional cases, ∇ϕ ⊗ ∇ϕ is almost
zero in non-interfacial regions, which restricts the choice of ϕ0.
The degeneracy of the equation (2.32) motivates us to consider a different dissi-
pation functional by adding a new term, that is
(2.33) D = 1
2
∫
Ω
|∇ϕ · u|2 + ν|∇u|2dx,
where ν is a constant. By a direct computation, for such an energy-dissipation law,
the dynamics of the system is given by
(2.34) − ν∆u + (∇ϕ⊗∇ϕ) u = −∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
)
,
which gives us the equation of the flow map x(X, t) in Lagrangian coordinates. The
energy-dissipation law (2.33) fixes the degeneracy of ∇ϕ ⊗ ∇ϕ. Moreover, from a
computational perspective, ν|∇u|2 can be viewed as a regularization term to the flow
map x(X, t), which controls the quality of mesh generated by the flow map.
In Lagrangian coordinates, (2.33) can be written as
(2.35) D[x,xt] = 1
2
∫
Ω0
∣∣∣(F−T∇Xϕ0) · xt∣∣∣2 + ν|∇XxtF−1|2 detFdX.
In order to simplify the numerical implementation, we replace |∇XxtF−1|2 by |∇Xxt|
in the following. Then the equation for flow map x(X, t) is given by (recall ∂W∂∇ϕ = ∇ϕ
due to (2.7))
(2.36)
− ν∆Xu +
(
(F−T∇Xϕ0)⊗ (F−T∇Xϕ0)
)
u
= −∇X
(
(F−T∇Xϕ0)⊗ (F−T∇Xϕ0)−W (ϕ0, F−T∇Xϕ0)I
)
: F−1,
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subject to the initial condition x(X, 0) = X and a suitable boundary condition, where
A : B =
∑n
j,k=1AijkBjk for A ∈ Rn×n×n and B ∈ Rn×n.
Remark 2.4. It is worth mentioning that the additional terms in both (2.33) and
(2.35) are not physically acceptable viscosity for compressible fluids, and we add them
into the dissipation functional only for the numerical purpose. More specifically, let
(2.37) x∗(X, t) = R(t)x(X, t),
then according to the frame-indifference, we should have
(2.38) D(x,xt) = D(x∗,x∗t ).
Note
∇x∗u∗ = R˙R−1 +R∇xuR−1, ∇Xu∗ = R˙F +R∇Xu,
hence, it is easy to show that the additional terms in both (2.33) and (2.35) conflict
with the frame-indifference. For compressible flow, a physically acceptable viscosity in
the dissipation is often taken as
(2.39) D =
∫
ν
∣∣∣1
2
(∇u +
(
∇u)T)
∣∣∣2 + (ζ − 2
3
ν
)
|∇ · u|2dx,
where ν > 0 and η > 0. We refer the reader to [3, 21] for more detailed discussions.
At the end of this section, We should emphasize that the above derivation is
rather formal, in which we assume that the flow map exists at least locally. The goal
of this paper is designing some Lagrangian schemes that preserve the above variational
structures in a discrete level. More analysis are certainly need to show the existence
of flow map. We refer the interested reader to [29, 20] for some theoretical results on
some related but different systems.
3. Numerical Scheme. In this section, we construct our variational Lagrangian
scheme for the phase-field model with the energy-dissipation law (1.1) by a discrete
energetic variational approach [42]. Instead of considering a particular weak form
of the flow map equation (2.36), a discrete energetic variational approach, which
performs an energetic variational approach in a semi-discrete level, derives a “semi-
discrete equation” that preserves the variational structure from a discrete energy-
dissipation law directly. By introducing a proper temporal discretization to the “semi-
discrete equation”, we can construct an energy stable Lagrangian scheme to our phase-
field model.
3.1. A discrete energetic variational approach. In general, for a system
without kinetic energy, a discrete energy-dissipation law can be written as
(3.1)
d
dt
Fh(Ξ(t)) = −2Dh(Ξ(t),Ξ′(t)),
where Ξ(t) ∈ RK is the “discrete” state variable, Fh(Ξ(t)) is the discrete free energy
and 2Dh(Ξ(t),Ξ′(t)) is the discrete dissipation. One can obtain a discrete energy-
dissipation law (3.1) from the continuous energy-dissipation law by either discretizing
the physical quantity ϕ(x, t) (Eulerian approach) or the flow map x(X, t) (Lagrangian
approaches) in space.
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Similar to an energetic variational approach in a continuous level, the governing
equation of Ξ(t), a system of nonlinear ODEs, can be obtained from the force balance
equation
(3.2)
δDh
δΞ′
(Ξ(t),Ξ′(t)) = −δFh
δΞ
(Ξ(t)),
where the right-hand side comes by performing LAP, taking variation of the discrete
action functional Ah(Ξ(t)) =
∫ T
0
−Fh(Ξ(t))dt with respect to Ξ(t), while the left-
hand side comes by performing MDP, taking variation of the discrete dissipation
functional Dh(Ξ(t),Ξ′(t)) with respect to Ξ′(t).
A discrete energetic variational approach follows the strategy of “discrete-then-
variation”, which has been a powerful tool to construct numerical schemes for compli-
cated systems with variational structures [33, 18, 13, 14, 69, 42]. Compared with the
traditional “variation-then-discrete” approach, the “semi-discrete” equation obtained
by a discrete energetic variational approach can automatically inherit the variational
structure from the continuous level. One may obtain the same “semi-discrete” equa-
tion through a “variation-then-discrete” approach by choosing a particular weak form
for the PDE.
For our phase-field model, in order to get a discrete energy-dissipation law, we
first introduce a piecewise linear approximation to the flow map x(X, t), which can
be constructed by a standard finite element method. In the following, we only dis-
cuss the two-dimensional case, the procedure can be easily extended to other spatial
dimensions. Let Th be a triangulation of domain Ω0, consists of a set of simplexes
{τe | e = 1, . . .M} and a set of nodal points Nh = {X1,X2, . . . ,XN}. Then the
approximated flow map is given by
(3.3) xh(X, t) =
N∑
i=1
ξi(t)ψi(X) ∈ Vh,
where
Vh = {v ∈ C(Ω) | v is linear on each element τe ∈ Th},
and ψi(X) : R2 → R is the hat function satisfying ψi(Xj) = δij . Since xh(Xi, t) =
ξi(t), ξi(t) = (ξi,x, ξi,y) ∈ R2 can be viewed as the coordinate of i-th mesh point
at Ωt, and ξ′i(t) defines the velocity of i-the mesh point. Within the above spatial
discretization, the discrete state variable of the system Ξ(t) is defined by
(3.4) Ξ(t) = (ξ1,x, ξ2,x, . . . , ξN,x, ξ1,y, ξ2,y, . . . , ξN,y) ∈ RK ,
where K = 2N . For simplicity’s sake, we consider the natural boundary condition for
the flow map through this section. For the Dirichlet boundary condition that consid-
ered in the next section, if ϕ0 is chosen to satisfy the Dirichlet boundary condition, we
can set x(X, t) = X for X ∈ ∂Ω0, i.e., the velocity of the mesh points on the boundary
to be zero, such that the Dirichlet boundary condition is satisfied for ϕ(x, t).
The framework of finite element discretization enables us to compute the defor-
mation matrix F explicitly on each element [see the Appendix in [42] for the explicit
form]. We denote the deformation matrix Fh(xh(X, t), t) on each element τe, which is
a constant matrix for fixed t, by Fe(Ξ(t)) = ∇X|X∈τexh. The admissible set of Ξ(t)
is defined by
(3.5) Shad =
{
Ξ(t) ∈ RK | detFe(Ξ(t)) > 0, ∀e
}
.
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It can be noticed that Shad is not a convex set, which imposes difficulties in both
simulations and numerical analysis.
Inserting (3.3) into the original energy-dissipation law, we can obtain the discrete
free energy
(3.6) Fh(Ξ(t)) =
M∑
e=1
∫
τe
W
(
ϕ0(X), F
−T
e ∇Xϕ0
)
detFedX,
and the discrete dissipation functional
(3.7) D(Ξ(t),Ξ′(t)) = 1
2
M∑
e=1
∫
τe
(|(F−Te ∇Xϕ0) · uh|2 + ν|∇Xuh|2) detFedX,
where
(3.8) uh(X, t) =
M∑
j=1
ξ′j(t)ψj(X).
Then by a discrete energetic variation approach, we can derive a system of ordinary
differential equations of Ξ(t), that is
(3.9) Dh(Ξ(t))Ξ
′(t) = −δFh
δΞ
(Ξ(t)).
We refer readers to the Appendix for the detailed computation of D(Ξ(t)) and the
δFh
δΞ . Although the explicit forms of both D(Ξ(t)) and
δF
δΞ may not be available in a
general mesh, both of them are easy to obtain during the numerical implementation by
summing the results on each element over the mesh. It can be noticed that D(Ξ(t)) ∈
RK×K given by
(3.10) D(Ξ(t)) = M(Ξ(t)) + νK(Ξ(t))
with
M =
(
Mxx Mxy
Myx Myy
)
, K =
(
K0 0
0 K0
)
.
Here Mαβ (α, β = x, y) is the modified mass matrix defined by
(3.11) Mαβ(i, j) =
∑
e∈N(i)
∂αϕ(xe)∂βϕ(xe) detFe
∫
τe
ψiψjdX,
where xe is the centroid of x
t(τe), and K0 is the modified stiff matrix defined by
(3.12) K0(i, j) =
∑
e∈N(i)
detFe
∫
τe
∇Xψi · ∇XψjdX.
It is easy to show that detM(Ξ) = 0, M is positive semi-definite and K(Ξ) is a positive-
define matrix if Ξ ∈ Shad [see Appendix B]. Hence, the presence of νK ensures that D
is positive-definite.
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3.2. Temporal discretization. Now we discuss the temporal discretization. A
numerical scheme can be obtained by introducing a suitable temporal discretization
to the “semi-discrete equation” (3.9). An advantage of existing a variational structure
in the semi-discrete level is that various of classical numerical schemes can be refor-
mulated as optimization problems [26, 68, 46]. In the current study, we use implicit
Euler for temporal discretization. It is not difficult to apply high-order temporal dis-
cretization, such as BDF2 or Crank-Nicolson [26] to our system, which will be studied
in the future work.
For given Ξn ∈ Shad, the implicit Euler scheme for (3.9) is given by
(3.13) Dn∗
Ξn+1 −Ξn
τ
= −δFh
δΞ
(Ξn+1).
where Dn∗ is chosen to be independent with Ξ
n+1, that is taking ∂αϕ, ∂βϕ and detFe
in (3.11) and (3.12) to be value at n−th step.
Although (3.13) is a system of highly nonlinear equations that is often difficult
to solve, by virtue of the variational structures in the semi-discrete level, we can
reformulate (3.13) into an optimization problem, given by
(3.14) Ξ = argminΞ∈ShadJn(Ξ),
where
(3.15) Jn(Ξ) =
(Dn∗ (Ξ−Ξn), (Ξ−Ξn))
2τ
+ Fh(Ξ).
There are various of advantages in solving optimization problem (3.14) instead
of solving the original nonlinear system (3.13) directly. Since Jn(Ξ) might not be a
convex function, solving (3.13) with standard nonlinear solvers, such as fixed-point it-
erations or Newton-type methods, may only obtain a saddle point or a local minimizer
of Jn(Ξ), which may not decrease the discrete energy. Moreover, the standard non-
linear solver can not guarantee that the obtained solution is in the admissible set Shad.
For the optimization problem (3.14), we can use some line-search based optimization
method and manually set
Jn(Ξ) =∞, Ξ /∈ Shad.
Then the line search based method can guarantee detFe > 0 as if Jn(Ξ
n+1) ≤ Jn(Ξn),
even though the exact global minimizer of Jn(Ξ) may not be found. Noticed that
J(Ξn+1) ≤ J(Ξn) indicates
(3.16)
1
2τ
D∗n(Ξ
n+1 −Ξn) · (Ξn+1 −Ξn) + Fh(Ξn+1) ≤ Fh(Ξn).
Hence, our scheme is energy stable satisfies the discrete energy-dissipation law
(3.17)
Fh(Ξn+1)−Fh(Ξn)
τ
≤ − 1
2τ2
D∗n(Ξ
n −Ξn+1) · (Ξn −Ξn+1) ≤ 0,
For particular form of free energy, following [11], we can prove the existence of a
minimal solution of the optimization problem (3.14):
Proposition 3.1. For a given initial condition ϕ0(X), if the free energy density
W(X, F ) (see (2.21) for the definition) satisfies W(X, F ) > 0 for detF > 0 and
(3.18) W(X, F )→ 0, detF →∞,
then for given Ξn ∈ FΞad, there exists a solution Ξn+1 to numerical scheme (3.13)
such that the following discrete energy dissipation law holds, i.e.,
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Proof. Due to the assumption (3.18), we know for ∀Ξ ∈ ∂SΞad, Jn(Ξ) = ∞.
Following the proof in the Lemma 3.1 in [11], the existence of a minimizer can be
obtained by showing the set
(3.19) A = {Ξ ∈ Shad | Jn(Ξ) ≤ Fh(Ξn)}
is a non-empty compact subset of RK . Obviously, Ξn ∈ A, so A is non-empty. On
the other hand, since D∗n is positive-definite, there exists λ1 > 0 such that ∀Ξ ∈ Sgad
(3.20) ‖Ξ−Ξn‖2 ≤ 1
λ1
D∗n(Ξ−Ξn) · (Ξ−Ξn) ≤
2τ
λ1
(Fh(Ξn)−Fh(Ξ)) ,
which indicates A is bounded. So we only need to show A is closed in RK . For any
converged sequence {Ξ(k)}∞k=1 ⊂ Shad, our goal is to show that the limit Ξ˜ is in Shad.
Note for ∀e ∈ {1, 2, . . .M} and all k,
(3.21) Fh(Ξn) ≥ Fh(Ξ(k)) ≥ W(Xe, Fe)|τe|
where |τe| is the area of element τe. SinceW(X,F )→∞ if detF → 0, we can conclude
that detFe(Ξ
(k)) > 0 is uniformly bounded away from zero. So detFe(Ξ¯) > 0 for all
e, which means Ξ˜ ∈ Shad.
Under the same condition, we can prove the convergence of series {Ξn} for the
discrete scheme for the given triangulation and fixed τ .
Proposition 3.2. For the given triangulation and fixed τ , if the free energy den-
sity W(X, F ) (see (2.21) for the definition) satisfies W(X, F ) > 0 for detF > 0
and
(3.22) W(X, F )→ 0, detF →∞,
for given ϕ0(X), then the series {Ξn} converges to a stationary solution of the discrete
energy Fh(Ξ).
Proof. We first prove that there exist c0 such that
ΞTD∗nΞ ≥ c0‖Ξ‖2, ∀Ξ ∈ RK .
Since M∗n is non-negative (see Appendix. A for the proof), we only need to show, for
(K0)
∗
n, there exist c
′
0 such that
αT(K0)
∗
nα ≥ c′0‖α‖2, ∀α ∈ RN .
Indeed, note Fh(Ξn) ≤ Fh(Ξ0), we have
Fh(Ξ0) ≥ Fh(Ξn) ≥ W(Xe, Fe)|τe|,
following the same argument in the proof of the previous theorem, we can show
that detFe is uniformly bounded away from zero, i.e., there exists cb > 0 such that
detFe(Ξ
n) > cb for ∀e, . Hence,
αT(K0)
∗
nα =
M∑
e=1
∫
τe
∣∣∣ N∑
i=1
αi∇ψi
∣∣∣2 detFedX ≥ cb ∫
Ω
∣∣∣αi∇ψi∣∣∣2dX ≥ cbλ1‖α‖2,
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where λ1 > 0 is the smallest eigenvalue of the stiff matrix.
Then by theorem 3.1, we have
(3.23)
c0‖Ξn+1 −Ξn‖2 <
(
(Dn∗ (Ξ
n+1 −Ξn),Ξn+1 −Ξn)
≤ 2τ(Fh(Ξn)−Fh(Ξn+1))
Hence,
(3.24)
n∑
k=0
c0‖Ξk+1 −Ξk‖2 ≤ 2τ(Fh(Ξ0)−Fh(Ξn+1)) ≤ C,
where C is independent with n. So
(3.25) lim
k→∞
‖Ξk+1 −Ξk‖2 = 0,
which indicates the series {Ξk}∞k=1 converges to some point in RK , denoted by Ξ∗.
Following the same argument in the proof of the theorem 3.1, we can show Ξ∗ ∈ Shad.
Moreover, since
(3.26) lim
n→∞
δFh
δΞ
(Ξn+1) = lim
n→∞−
1
τ
D∗n(Ξ
n+1 −Ξn),
we have δFhδΞ (Ξ
∗) = 0, so Ξ∗ is a stationary solution of the discrete energy Fh(Ξ).
It should be emphasised that the condition (3.18) doesn’t hold for classical phase-
field free energy. Hence, it might be difficult to show the existence of the numerical
scheme that minimizer the Jn(Ξ). Moreover, even the minimizer of Jn(Ξ) exists, our
line-search based optimization cannot guarantee to find it in each iteration. This is
a limitation of the current numerical approach. In practice, we choose a small value
of τ and large value of ν such that the optimization problem can be handled by a
standard optimization method, such as L-BFSG. Indeed, the first term in (3.15) can
be viewed as a regularization term, which restricts us to find a minimizer around Ξn.
The positive-definite condition on D∗n is crucial, otherwise, Jn(Ξ) may have infinite
minimizer even around Ξn. In all numerical experiments shown in the next section,
we adopt L-BFGS with line search to find a minimizer Ξn+1 in the admissible set
that decreases the discrete energy. The Lagrangian calculations will terminate if no
Ξn+1 is found or |Fh(Ξn+1)−Fh(Ξn)| ≤ , where  is the given tolerance.
3.3. Reinitialization. In the numerical implementation, we can compute xn+1h
by
(3.27) xn+1h (X) = x˜
n+1
h ◦ xnh(X),
which is equivalent to set Xi = ξ
n
i after each iteration as in [39]. An advantage of
this treatment that in each iteration, we only need to compute a close to identity map
[39]. So the optimization problem (3.14) is often easy to solve.
One can view this as a reinitialization procedure. More complicated reinitializa-
tion procedure can be incorporated in our numerical framework. Indeed, for given
xn(X), we also obtain the numerical solution φn defined at mesh points, that is
(3.28) φn(ξni ) = φ0(X).
When the mesh become too skew, we can interpolate the numerical solution φn into
a more regular mesh, obtained by coarsening or refining the current mesh [7]. More
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importantly, we can also apply Eulerian solver by using φn as the initial condition, to
update the value at each mesh point. This is close to the idea in velocity-based moving
mesh method [5], which update both positions and values of mesh points. Unlike
the traditional velocity-based moving mesh methods, our solution is spontaneously
updated when the mesh moves. We’ll explore reinitialization procedures in details in
the future work.
4. Numerical validation and discussion. In this section, we apply our La-
grangian scheme to several problems modeled by Allen-Cahn type phase-field models.
Most of numerical examples used here are widely studied by Eulerian methods previ-
ously [16, 31, 56, 23, 72]. Numerical results show that, by choosing a suitable initial
condition, our methods can capture the thin diffuse interfaces with a small number
of mesh points, and reach a desired equilibrium.
Since we might apply a few Eulerian step in following numerical examples. here we
brief introduce the Eulerian method that we’ll use. There are a lot of Eulerian methods
for Allen-Cahn type phase-field model. By the spirit of “discrete-then-variation”
approach, here we use an Eulerian solver derived by the discrete energetic variational
approach. We use the same finite element space with the Lagrangian solver, and
approximate the phase variable ϕ by
(4.1) ϕh(X, t) =
N∑
i=1
γi(t)ψi(X),
where ψi(X) are hat functions on the current mesh. Inserting (4.1) into the continuous
energy-dissipation law, we can get an discrete energy-dissipation law with the discrete
energy and the discrete dissipation given by
(4.2)
FEulerh =
N∑
e=1
∫
τe
1
2
∣∣∣ N∑
i=1
γi∇ψi(X)
∣∣∣2 + 1
2
N∑
i=1
(γ2i − 1)2ψi(X)dX,
DEulerh =
N∑
e=1
∫
τe
∣∣∣ N∑
i=1
γ′i(t)ψi(X)
∣∣∣2dX,
respectively, where we also introduce the piecewise linear approximation to the nonlin-
ear term in the discrete energy. This form of discrete energy was used in [68] and has
an advantage in preserving the maximum principle at the discrete level [68]. After we
obtain the semi-discrete equation of γi(t), we solve it by implicit Euler method, which
can also be reformulated into a minimization problem, similar to (3.14). Indeed, the
Eulerian solver we used here is close to that in [68].
4.1. Quasi-1D example. First, we consider a quasi-1D problem, in which Ω =
[−1, 1]2. We impose Dirichlet boundary condition on x = −1 and 1, that is
(4.3) ϕ(t,−1, y) = −1, ϕ(t, 1, y) = 1,
and Neumann boundary condition on y = −1 and 1, that is
(4.4)
∂ϕ
∂y
(t, x,±1) = 0.
If the initial condition ϕ0(X) satisfies (4.3) and (4.4), we can impose the boundary
condition
(4.5) x(±1, Y, t) = (±1, Y ), x(X,±1) = (x,±1)
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for the flow map x(X, t) : (X,Y ) 7→ (x, y) such that ϕ(x(X, t)) satisfies (4.3) and
(4.4). The boundary condition (4.5) can be satisfied if u(X,Y ) satisfies
(4.6) u(t,±1, Y ) = 0, u(t,X,±1) · n = 0,
where n = (0, 1)T. In the following, we take the initial condition as
(4.7) ϕ0(X,Y ) = − tanh(5X);
(a) (b) (c)
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Fig. 4.1: Numerical results for the quasi-1D example with 2 = 1e−4. (a) - (c) Initial conditions and
numerical solution at t = 0.01 and t = 0.2 (equilibrium). (d)Side view of the equilibrium solution,
compared with the 1D exact solution. (e) Discrete free energy Fh along with time for various ν.
Typical meshes and computed solution for 2 = 10−4 and ν = 0.05 at t = 0, 0.01
and 0.2 are shown Fig. 4.1 (a)-(c). The initial mesh is the uniform mesh with
M = 400. We compare the obtained equilibrium solution with the 1D exact solution
ϕ(x) = − tanh
(
x√
2
)
in Fig. 4.1 (d), in which the circles represent the projection of
mesh points in the x-z plane, and the red line is the exact solution. It can be noticed
that the equilibrium numerical solution can capture the thin interface with a small
number of mesh points. Due to the presence of |∇u|2 term in the dissipation, the
vertical velocity of all mesh points are almost zero, which is essential for a successful
Lagrangian computation in this case.
Fig. 4.1 (e) shows the discrete energy as a function of time t for different values
of ν. One can notice that our scheme is energy stable in all cases and all calculations
go to the same equilibrium. The convergence to the equilibrium becomes slower when
ν become larger. On the other hand, numerical tests show that the optimization
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problem (3.14) in each iteration will be easier to solve for larger ν. In general, the
value of ν also effect the equality of the obtained mesh. We are not going to discuss
the choice of ν in this paper, in the following, we choose larger ν for smaller 2.
Compared with Eulerian method, the Lagrangian methods has advantage in cap-
ture the diffuse interface with a small number of number points. However, the numer-
ical approximation in the bulk region might be poor since most of the mesh points
are concentrated in the interface region. To illustrate this, we perform a accuracy test
for this example. Since the solution is y-invariant, we take Ω = [−1, 1]× [−0.1, 0.1] in
the accuracy test, and only look at the numerical error for the equilibrium solution on
y = −0.1 in the following. In Fig. 4.2(a) - (b), we show show the numerical error ob-
tained by the Lagrangian (blue circles) at each mesh point on y = −0.1 with h = 0.2
and h = 0.1 respectively. It can be noticed that in both cases, the numerical error
attain its maximum at the transition area between the diffuse interface and the bulk
region. We can apply the Eulerian solver to the obtained solution, the numerical error
after applying the Eulerian solver is shown in Fig. 4.2 by red squares. Interestingly,
although the Eulerian solver decrease the L2-error of the numerical solution (so is
the discrete free energy), the numerical error near the interface might increase a bit.
This simple numerical test suggests that the Lagrangian methods has advantage in
capturing the thin diffuse interface, while the Eulerian methods can achieved better
numerical approximation to the solution in the bulk region. We should emphasize
that for the phase-field type model, Eulerian methods cannot obtain a right results
if the mesh size is larger than the diffuse interface. So it is a nature idea to combine
the Lagrangian method with some Eulerian method.
We quantify the numerical error for Lagrangian method with different choice of
h for 2 = 10−3 and 10−4 . The error in space is measured by the L∞− norm defined
by
‖eh‖∞ = max
i∈{1,2,...N}
|ϕh(xh(Xi, T ))− ϕeq(xh(Xi))|,
where T is the final time for the Lagrangian calculations. Here we only test the conver-
gence rate near the interface. It can be noticed that near the interface, our Lagrangian
method can achieve second order in space. Another interesting phenomenon is that
the numerical perform seems to be independent with . We should also mention that
the numerical error also is sensitive to the choice of the initial condition ϕ0(X). A
detailed numerical analysis is needed in order to understand these phenomena for the
Lagrangian method.
 = 10−3  = 10−4
h τ L∞-error Order h τ L∞-error Order
0.2 1/100 0.0185 0.2 1/100 0.0175
0.1 1/400 0.0059 1.6487 0.1 1/400 0.0052 1.7508
0.05 1/1600 0.0015 1.9758 0.05 1/1600 0..0015 1.7935
Table 4.1: The convergence rate of numerical solutions near the interface ( x ∈ [−3, 3]) with
ν = 0.05.
4.2. Shrinkage of a circular domain. As a numerical test, we consider shrink-
age of a circular domain in two-dimension. It is a classical benchmark problem for
the Allen-Cahn equation [16, 31, 56], in which the circular interface governed by the
16
-1 -0.5 0 0.5 1
-0.02
-0.01
0.00
0.01
0.02
Lagrangian
Lagrangian+Eulerian
(a)
-1 -0.5 0 0.5 1
-0.01
0.00
0.01
Lagrangian
Lagrangian + Eulerian
(b)
Fig. 4.2: Numerical Error on y = −0.1 for the equilibrium solution, obtained by Lagrangian and
Lagrangian+Eulerian methods: (a) h = 0.2 and (b) h = 0.1.
Allen-Cahn equation will shrink and eventually disappear.
We take Ω = [−1, 1]2 and impose the Dirichlet condition ϕ(x) = −1,x ∈ ∂Ω.
The initial condition ϕ0(X) is taken as
(4.8) ϕ0(X) = tanh(10(
√
X2 + Y 2 − 0.5)),
such that the Dirichlet condition satisfies numerically. It is worth pointing out that
in our Lagrangian methods, it is crucial to choose a proper initial condition. For
the phase model, it is often choose ϕ0(X) in a hyperbolic tangent form such that
ϕ0 ∈ [−1, 1], and the width of initial interface should be larger than the mesh size,
since we need enough mesh points in the region of interface.
Fig. 4.3 (a) shows the numerical results for 2 = 10−3 with ν = 1 at various
time in a uniform mesh (M = 1600), while Fig. 4.3 (b) and (c) show the numerical
results for 2 = 10−4 with ν = 10 in uniform (M = 1600) and non-uniform meshes
(M = 1348) respectively. The non-uniform mesh is generated by DistMesh [50]. We
choose larger ν for smaller 2 to control the quality of the mesh. It can be noticed
that in all three cases, the mesh points will be concentrated at thin interface after
one time iteration and maintain concentrated at the moving interface all the time.
The results in Fig. 4.3 (c) suggest that we can incorporate our Lagrangian method
with adaptive mesh technique. Within the Lagrangian solver, we only need to adapt
the initial mesh. As a limitation, for this problem the Lagrangian calculation cannot
reach the equilibrium, in which the circular domain is disappeared. Such a problem
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t = 0 t = 0.01 t = 0.1 t = 0.15
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Fig. 4.3: (a) Numerical results of the evolution of the circular domain for 2 = 1e − 3 [τ = 10−2].
(b) - (c) Numerical results of the evolution of the circular domain for 2 = 10−4 [τ = 10−2]: (b)
Uniform mesh, (c) Non-uniform mesh.
can be handled easily by applying some Eulerian solver to the numerical solutions
obtained by Lagrangian calculations at the late stage.
Although we are mainly interested in the equilibrium solutions obtained by La-
grangian methods, we also compare the dynamics of Lagrangian approach with the
original Eulerian approach by studying the evolution of diffuse interface in this exam-
ples. It is well known that at the sharp interface limit, the movement of interface is
driven by mean curvature flow, and R(t) =
√
R20 − 2t, where R(t) denotes the radius
of the interface at time t [68]. The singularity happens at t = R0/2, which is the
disappearing time. We compare the radius of the interface obtained by our numerical
calculations for  = 10−3 with R(t) for different choices of ν. We refer the authors to
a similar comparison for some Eulerian methods. It can be noticed that for nu = 0.1,
the evolution of sharp interface can be well approximated by our methods with small
number of mesh points. Indeed, our initial mesh size is larger than , it is impossible
to get the right result by using Eulerian methods on this mesh [47]. For nu = 1, it
is expected that the movement of interface is slower, similar to previous example [see
Fig. 4.1 (c). Indeed, for large ν, the second term in the dissipation actually dominate
the dynamics of the Lagrangian method.
4.3. Phase-field model with the volume constraint. In this subsection,
we consider an Allen-Cahn type phase-field model with the volume constraint. We
impose the volume constraint by introducing a penalty term in the free energy. So
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Fig. 4.4: The evolution of interface as a function of time by our Lagrangian method for 2 = 10−3
and the different choice of ν. The black line show the evolution of interface driven by mean curvature.
the total free energy of the system is given by
(4.9) F =
∫
Ω
1
2
|∇φ|2 + 1
42
(φ2 − 1)2dx+Wb
(∫
φdx−A
)2
.
We take Ω = [−1, 1]2, Wb = 1000, A = −3 and 2 = 10−4, and impose the Dirichlet
boundary condition ϕ(x) = −1,x ∈ ∂Ω, throughout this section.
t = 0
(a)
t = 0.05 t = 0.2 t = 1.5
(b)
t = 0 t = 0.01 t = 0.05 t = 0.2
Fig. 4.5: Numerical results for phase-field model with volume constraints for 2 = 10−4 with
different initial conditions [τ = 10−2]: (a) Single bubble. (b) Coalescence of four kissing bubbles.
Fig. 4.5 (a) shows numerical results for initial condition
(4.10) ϕ0(X,Y ) = − tanh(10(
√
X2 + 4Y 2 − 1/2)),
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in which we use a non-uniform mesh (M = 1484) generated by the DistMesh [50]
As expected, due to the effect of surface tension and the volume constraints, the
bubble deforms into a circular bubble, and the mesh points keep concentrated at the
thin interface when the shape of interface changes. As a benefit of pure Lagrangian
calculation, we can guarantee the numerical solution ϕh(x, t) ∈ [−1, 1].
We also consider the initial condition
(4.11) ϕ0(X,Y ) = −
4∑
i=1
tanh(15(ri − 1/3)) + 3,
where r1 =
√
(X − 0.4)2 + Y 2, r2 =
√
(X + 0.4)2 + Y 2, r3 =
√
X2 + (Y − 0.4)2 and
r4 =
√
X2 + (Y + 0.4)2. This is also a classical test problem in phase-field models
[41, 72], which correspond to coalescence of four kissing bubbles. As time evolves,
the four bubbles are expected to coalesce into a big bubble. The initial condition and
numerical solutions obtained by pure Lagrangian calculations at various t are shown in
Fig. 4.5 (b) [Uniform mesh, M = 1600]. Although the mesh points are concentrated
immediately at the thin interface, the natural of our Lagrangian methods prevent four
bubbles merging together. This is a limitation of our Lagrangian methods which can
not handle topological changes in the phase-field model, since the kinematic (2.15) is
only valid locally.
(a)
t = 0.04 t = 0.05
t = 0.1 t = 0.2
0 0.05 0.1 0.15 0.2 0.25
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Fig. 4.6: (a) Numerical results of “coalescence of two kissing bubbles” with an Eulerian step
[2 = 10−4, τ = 10−2]. (b) The total discrete energy with and without the Eulerian step.
This drawback can be easily overcome by running a few Eulerian steps on the
obtained mesh at the reinitialization step.
A subtle issue is when shall we apply the Eulerian solver, which is problem-
dependent in general. For phase-field models, the Eulerian steps are necessary to
handle the topological changes, like the examples in Fig. 4.3 and Fig. 4.5 (b). In the
current study, we are not going to discuss this issues in details. For the test problem
shown in Fig.4.5 (b), we actually only need one Eulerian step to handle the topological
change. Fig. 4.6 (a) shows the numerical results with applying the Eulerian step at
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the fifth step (t = 0.05). Since we only do one Eulerian step, we didn’t include the
penalty term in (4.9) to ensure maximum principle is preserved at the discrete level.
Fig. 4.6 (b) shows the computed total discrete energy with and without the Eulerian
step. It can be noticed that Eulerian step significantly decreases the discrete energy.
A better performance can be achieved by applying local mesh coarsening [7].
It is worth mentioning that for some particular problems modeled by phase-
field methods, such as colloidal particles in liquid crystals [71, 73, 65], in which the
coalescence of colloidal particles is often not allowed, it might be an advantage to use
our Lagrangian scheme to prevent the topological changes.
4.4. “Slightly compressible” flow. In the final example, we consider a phase-
field model with the total energy given by
(4.12)
∫
Ω0
1
2
|F−T∇Xϕ0|2 + 1
42
(ϕ2 − 1)2 + η
(
1
detF
− 1
)2
detFdX.
where the last term can be viewed as a penalty term for the incompressible condition
∇ ·u in the incompressible two-phase flow [41, 38]. One can noticed that this form of
free energy satisfies (??). This model is analogous to slightly compressible two phase
flow [60].
t = 0 t = 0.01 t = 0.05 t = 0.1
t = 0.2 t = 0.3 t = 0.4 t = 0.5
Fig. 4.7: Numerical results for “slightly compressible” phase-field model for 2 = 10−4 [τ = 10−2]
at various time.
Fig. 4.7 shows numerical results for initial condition
(4.13) ϕ0(X,Y ) = max(− tanh(15(r1 − 0.7)),− tanh(15(r2 − 0.7))),
where r1 =
√
X2 + 4Y 2 and r2 =
√
4X2 + Y 2, with 2 = 10−4 and ν = 10. Here, we
impose the free boundary on the flow map x(X, t), and take Ω0 = [−1, 1]2, 2 = 10−4
and η = 5000. As expected, the bubble will also deform into a circular bubble,
and shrink. Compared with previous examples, due to penalty terms on constraints
of detF = 1, the mesh will not immediately concentrate around the thin diffuse
interface. One can also view the additional penalty term in the free energy as a
regularization term, which improves the mesh quality.
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5. Summary. In this paper, we propose a variational Lagrangian scheme to
a phase-field model, which can compute the equilibrium states of the original Allen-
Cahn type phase field model, with a proper choice of ϕ(X). Numerical examples show
that our scheme has advantage in capturing the thin diffuse interface in the equilibria
with a small number of mesh points. Our approach can be extended to general
gradient flow system, especially those have equilibria with singularity, sharp interface
and free boundary, such as Landau-de Gennes model for liquid crystal [44, 66, 63] and
GinzburgLandau model for superconductivity [25].
There are still many limitations of our methods. As mentioned previously, it is
important to combine some Eulerian solver with the Lagrangian solver presented here.
For Allen-Cahn like gradient flow system, choosing a proper initial data ϕ0 is crucial
in order to get a reasonable results, as the kinematic relations, i.e., the transport
equations, in the Lagrangian approach may only valid locally. Moreover, a pure
Lagrangian scheme are not able to deal with the large deformation and topological
change. These drawbacks might be overcome by incorporating Eulerian steps into the
Lagrangian calculations. Moreover, from a numerical approximation perspective, as
shown in Fig. 4.2, Lagrangian methods have advantage in capture the interface, while
Eulerian methods can a achieve better numerical approximations in the bulk region.
So it is necessary to combine both approaches to achieve high accuracy with small
computational efforts. The main difficulty in combining a Lagrangian solver with an
Eulerian solver is to decide which one to apply during the computational procedure.
Another drawback for our methods, the Lagrangian mesh may still become too skew
even with the regularization ν|∇u|2 term in the dissipation. The local mesh refinement
or coarsening is needed to improve the robustness of the Lagrangian calculations.
These points will be the subjects of future work.
Appendix A. Derivation of (2.23). In this appendix, we provide a detailed
calculation of (2.23). For any smooth map y(X, t) = y˜(x(X, t), t), we denote
(A.1) x = x+ y, F  = ∇Xx.
Then we have
d
d
∣∣∣
=0
F(x) = d
d
∣∣∣
=0
(∫
Ω
W (ϕ(x),∇xϕ(x))dx
)
=
d
d
∣∣∣
=0
(∫
Ω0
W (ϕ0(X), (F
)−T∇Xϕ0) detF dX
)
=
∫
Ω0
−
(
∂W
∂∇ϕ ⊗∇Xϕ
)
: F−T(∇Xy)TF−T detF +W (ϕ,∇ϕ) detFF−T : ∇XydX
=
∫
Ω0
det(F )
(
−
(
∂W
∂∇ϕ ⊗ F
−T∇Xϕ0
)
+W (ϕ,∇ϕ)I
)
: (∇XyF−1)TdX
=
∫
Ω0
det(F )F−1
(
−
(
∂W
∂∇ϕ ⊗ F
−T∇Xϕ0
)
+W (ϕ,∇ϕ)I
)
: (∇Xy)TdX
Pushing forward the above result to the Eulerian coordinates and performing
integration by parts, we have
(A.2)
d
d
∣∣∣
=0
F(x) =
∫
Ω
(
−
(
∂W
∂∇ϕ ⊗∇ϕ
)
+W (ϕ,∇ϕ)I
)
: ∇y˜dx
=
∫
Ω
(
∇ ·
(
∂W
∂∇ϕ ⊗∇ϕ−W (ϕ,∇ϕ)I
))
· y˜dx,
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where the boundary term vanishes due to the boundary condition of y˜ or ϕ. Hence,
(A.3)
δA
δx
= − F
δx
= −∇ ·
((
∂W
∂∇ϕ ⊗∇ϕ
)
−W I
)
.
Appendix B. The form of semi-discrete equation. Here we provide
detailed calculations to δAδΞi and
δD
δΞ′i
in each element τe. The calculations are very
close to the variation with respect to x and xt in the continuous level.
Recall the discrete free energy Fh(Ξ(t)) and the discrete dissipation functional
Dh(Ξ(t),Ξ′(t)) are given by
(B.1) Fh(Ξ(t)) =
M∑
e=1
∫
τe
W (ϕ0, F
−T
e ∇Xϕ0) detFedX,
and
(B.2)
Dh(Ξ(t),Ξ′(t)) = 1
2
M∑
e=1
∫
τe
∣∣∣(F−Te ∇Xϕ0) · ( N∑
j=1
ξ′jψj(X))
∣∣∣2
+ ν
∣∣∣∇X( N∑
j=1
ξ′jψj(X))
∣∣∣2 detFedX,
respectively. Let N(i) be all the indices e such that Xi is contained in τe for given
Xi ∈ Nh. Then for χi = ξi,x or ξi,y, we have
∂Fh
∂χi
=
∑
e∈N(i)
∫
τe
∂
χi
(
W
(
ϕ0(X), F
−T
e ∂Xϕ0
)
detFe
)
dX
=
∑
e∈N(i)
∫
τe
F−1e
((
− ∂W
∂(∇xϕ) ⊗∇Xϕ0
)
F−1e +W I
)
:
(
∂Fe
∂χi
)T
detFedX.
The numerical integration above can be computed by using centroid method.
Meanwhile, for the dissipation part, direct computation results in
(B.3)
∂Dh
∂ξ′i,x
=
∑
e∈N(i)
∫
τe
N∑
j=1
(
(ϕ2xψi(X)ψj(X))ξ
′
j,x + (ϕxϕyψi(X)ψj(X))ξ
′
j,y
)
+ ν(∇Xψi · ∇Xψj)ξ′i,x detFedX,
and
(B.4)
∂Dh
∂ξ′i,y
=
∑
e∈N(i)
∫
τe
N∑
j=1
(
(ϕxϕyψi(X)ψj(X))ξ
′
j,x + (ϕ
2
yψi(X)ψj(X))ξ
′
j,y
)
+ ν(∇Xψi · ∇Xψj)ξ′j,y detFedX.
Hence,
(B.5) D(Ξ(t)) = M(Ξ(t)) + νK(Ξ(t))
with
M =
(
Mxx Mxy
Myx Myy,
)
K =
(
K0 0
0 K0
)
.
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Here Mαβ (α, β = x, y) is the modified mass matrix defined by
(B.6) Mαβ(i, j) =
∑
e∈N(i)
∂αϕ(xe)∂βϕ(xe) detFe
∫
τe
ψiψjdX,
where xe is the centroid of x
t(τe), and K0 is the modified stiff matrix defined by
(B.7) K0(i, j) =
∑
e∈N(i)
detFe
∫
τe
∇Xψi · ∇XψjdX.
Next we show that positive definiteness of D if Ξ ∈ Shad and ν > 0. We first show
that M is positive semi-definite. Recall that M is obtained by the summing the results
on each element the over mesh, we only need to show Me(Ξ) is positive semi-definite,
for each e ∈ {1, 2, . . .M}. The positive semi-definiteness of Me(Ξ) can be proved by
looking at the principal minor formed by all non-zero element, which is 6× 6 matrix
given by
(B.8) M˜e =
(
Mexx M
e
xy
Mexy M
e
yy
)
,
where Meαβ is defined by
(B.9) Meαβ =
1
12
|τe|detFe (∂αϕ(xe)∂βϕ(xe))
2 1 11 2 1
1 1 2
 = ∂αϕ(xe)∂βϕ(xe)Me0,
where Me0 is positive definite matrix since detFe > 0. Due to the positive definiteness
of Me0, we can write M
e
0 as M
e
0 =
√
Me0
√
Me0. Then ∀a = (aT1 ,aT2 )T ∈ R6 with
ai ∈ R3, by direct calculation, we have
aTM˜ea =
(
∂xϕ(xe)a
T
1
√
Me0 + ∂yϕ(xe)a
T
2
√
Me0)(∂xϕ(xe)
√
Me0a1 + ∂yϕ(xe)
√
Me0a2
)
=
∥∥∥∂xϕ(xe)√Me0a1 + ∂yϕ(xe)√Me0a2∥∥∥2 ≥ 0.
So M˜e is positive semi-definite, which indicates that Me(Ξ) is positive semi-definite
if Ξ ∈ Shad. Next, we show that K(Ξ) is positive definite, we only need to show
that K0(Ξ) is positive definite, which follows the positive definiteness of the standard
stiffness matrix in the finite element method. Indeed, for ∀α ∈ RN ,
αTK0α =
M∑
e=1
∫
τe
∣∣∣ N∑
i=1
αi∇ψi
∣∣∣2 detFedX ≥ cb ∫
Ω
∣∣∣∇( N∑
i=1
αiψi
)∣∣∣2 ≥ 0,
where cb is defined by cb = mine∈{1,2,...M} detFe, the the equality holds only if αi = 0,
i = 1, 2, . . . N . Since for Ξ ∈ Shad, M is positive semi-definite, K is positive definite,
we can conclude that K is positive define for ν > 0. Noticed that detM = 0, so it is
important to have non-zero ν > 0 to guarantee the positive definiteness of D.
Appendix C. A failed example. As mentioned previously, a pure Lagrangian
calculation is sensitive to the choice of ϕ0. This problem is somehow easy to deal with
for the phase-field model, as it is nature to choose ϕ0 ∈ [−1, 1]. In this appendix, we
consider an extremely example by taking
(C.1) ϕ0(X,Y ) = 2.5(X
2 − 1)(Y 2 − 1)− 1, (X,Y ) ∈ [−1, 1]2
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The boundary condition are same to section 4.2. Fig. C.1 (a) - (d) show the numerical
solutions and computed meshes by our Lagrangian scheme for  = 10−3 and ν = 10
at various time. Although the mesh points can be concentrated at the thin interface,
the dynamics of Lagrangian calculation is quite different with Eulerian approach, as
shown in Fig. C.1 (e), and fail to get the right equilibrium. With Eulerian method,
due to the discrete maximum principle, the numerical solutions will be in [−1, 1] after
one iteration (t = 10−2), Then the bubble will deform into a circular bubble and
shrink as in Fig. 4.3. But in the Lagrangian approach, since the value at each mesh
point cannot be changed, the only way to minimize the total energy is to minimize
the size of the region with ϕ > 1, and the flow map will tend to be singular at (0, 0),
which results in a poor mesh quality at the later stage of the Lagrangian calculations.
This example illustrated the importance of a suitable ϕ0. For general problems, we
can use Eulerian approaches to obtain a proper ϕ0, or combine the Eulerian methods
with Lagrangian methods in the simulation to improve the robustness of the numerical
scheme.
(a) (b) (c) (d)
t = 0 t = 0.05 t = 0.1 t = 0.5
(e)
t = 0 t = 0.01 t = 0.1 t = 0.2 t = 0.25
Fig. C.1: (a) - (d) The meshes and computed solutions by the Lagrangian scheme at various time
for the initial condition (C.1) for 2 = 10−3 and ν = 10 [Uniform mesh. M = 1600]. (e) Numerical
solutions for the initial condition (C.1) by an Eulerian method in a uniform mesh (M = 64000). The
Eulerian solver used here is the one described in the section 4.
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