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a b s t r a c t
A spanning tree T of a graph G is said to be a tree t-spanner if the distance between any
two vertices in T is at most t times their distance in G. A graph that has a tree t-spanner
is called a tree t-spanner admissible graph. The problem of deciding whether a graph is tree
t-spanner admissible is NP-complete for any fixed t ≥ 4 and is linearly solvable for t ≤ 2.
The case t = 3 still remains open. A chordal graph is called a 2-sep chordal graph if all of
its minimal a − b vertex separators for every pair of non-adjacent vertices a and b are of
size two. It is known that not all 2-sep chordal graphs admit tree 3-spanners. This paper
presents a structural characterization and a linear time recognition algorithm of tree 3-
spanner admissible 2-sep chordal graphs. Finally, a linear time algorithm to construct a
tree 3-spanner of a tree 3-spanner admissible 2-sep chordal graph is proposed.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A spanning subgraph H of a connected graph G is called a t-spanner if the distance between every pair of vertices in H
is at most t times their distance in G. The notion of t-spanner was introduced by Peleg and Ullman [20] in connection with
the design of synchronizers in distributed systems. Spanners find applications in areas such as communication networks,
message routing, computational geometry, and phylogenetic analysis (see [1,4,22]). We refer to [5,6,19,20] for more results.
A t-spanner H of G is called a tree t-spanner if H is a tree. Tree spanners are used as models for broadcast operations
[2,18]. Tree spanners are also used in approximating the bandwidth of graphs [23] and in biology [3].
The problemof determiningwhether an arbitrary graph admits a tree t-spanner has been studied in detail, as summarized
below. Cai and Corneil [8] have shown that, for a given graph G, the problem of deciding whether G has a tree t-spanner is
NP-complete for any fixed t ≥ 4 and is linearly solvable for t ≤ 2. The status of the case t = 3 is still open for arbitrary
graphs and was conjectured by Cai and Corneil [8] to be NP-complete. Brandstädt et al. [6] strengthened the result of Cai
and Corneil by showing that the tree t-spanner problem remains NP-complete even for chordal graphs of diameter at most
t+1 for any fixed t ≥ 4. However, tree 3-spanners exist for many special classes of graphs. Cai [7] showed that split graphs,
cographs, and complements of bipartite graphs always admit tree 3-spanners. Madanlal et al. [14] have shown that interval
graphs and permutation graphs admit tree 3-spannerswhich can be constructed in linear time. They have also characterized
regular bipartite graphs which admit tree 3-spanners. Brandstädt et al. [6] have shown that very strongly chordal graphs
(containing all interval graphs) admit tree 3-spanners. They have also characterized diameter-two chordal graphs which
admit tree 3-spanners. Fekete and Kremer [11] have shown that it can be decided in polynomial time whether a planar
graph has a tree 3-spanner.
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Courcelle [9] has established that every graph problem that can be described by monadic second-order logic (MSOL) can
be solved in linear time in graphs of bounded treewidth, given a tree decomposition as input. The tree 3-spanner problem
can be expressed in monadic second-order logic. So tree 3-spanner problem can be solved in graphs of bounded treewidth.
Graphs of treewidth at most k are exactly the partial k-trees.
Le and Le [13] claimed that directed path graphs, a proper subclass of chordal graphs, always admit tree 3-spanners.
However, the proof of their claim contained a mistake which was pointed out by Panda and Das [15]. Panda and Das [15]
have shown that not all directed path graphs admit tree 3-spanners by producing a 2-sep directed path graph that does not
admit a tree 3-spanner. Panda and Das [16] then characterized tree 3-spanner admissible 2-sep directed path graphs and
have presented a linear time recognition algorithm of tree 3-spanner admissible 2-sep directed path graphs. Note that not
all 2-sep chordal graphs admit tree 3-spanners. This result also follows from the work of Kratsch et al. [12]. This motivates
us to characterize tree 3-spanner admissible 2-sep chordal graphs. As the treewidth of a chordal graph is equal to one less
than its maximum clique size and the maximum clique size of a 2-sep chordal graph is unbounded, the treewidth of a 2-
sep chordal graph is unbounded. So the tree 3-spanner problem in 2-sep chordal graph cannot be solved using the MSOL
approach.
Note that 2-sep directed path graphs are free from an induced k-sun (see Section 2 for definition). The presence of a k-sun
in 2-sep chordal graphsmakes the tree 3-spanner problemmuch harder in 2-sep chordal graphs than in 2-sep directed path
graphs.
In this paper, we characterize tree 3-spanner admissible 2-sep chordal graphs. Based on this characterization, a linear
time recognition algorithm for tree 3-spanner admissible 2-sep chordal graphs is presented. Finally, a linear time algorithm
to construct a tree 3-spanner of a tree 3-spanner admissible 2-sep chordal graph is proposed.
The rest of the paper is organized as follows. Section 2 contains some pertinent definitions and preliminary results.
The clique separator tree of a 2-sep chordal graph is introduced in Section 3. Section 4 introduces the concept of strong
edge in tree 3-spanner admissible 2-sep chordal graphs. It is shown that strong edges are forced edges (edges of G which
are present in every tree 3-spanner of G) in 2-sep chordal graphs. A structure lemma and the characterization of tree 3-
spanner admissible 2-sep chordal graphs are given in Section 5. It is shown in Section 6 that the strong edges of a 2-sep
chordal graph can be computed in linear time. A linear time algorithm to recognize tree 3-spanner admissible 2-sep chordal
graphs is presented in Section 7. Section 8 presents a linear time algorithm to construct a tree 3-spanner of a tree 3-spanner
admissible 2-sep chordal graph. Finally, Section 9 concludes the paper.
2. Preliminaries
All graphs considered in this paper are assumed to be connected, having n vertices and m edges, unless otherwise
mentioned. A set S ⊆ V (G) is called a clique if G[S], the induced subgraph of G on S, is a complete subgraph of G. A clique S
is called a maximal clique if no proper superset of S is a clique of G. For a graph G, let NG(v) = {w ∈ V |vw ∈ E} be the set
of neighbors of v. Let dG(v) denote the degree of v in G. Let dG(u, v) denote the distance from u to v in G. The unique path in
a tree T from u to v is denoted by PT (u, v). A tree T having n vertices is called a star if it has a vertex v of degree n − 1. In
this case, v is called the star center of T . If T has exactly two vertices, say x and y, of degree more than one, then T is called
a bi-star and x and y are called the bi-star centers of T . A directed graph T is a directed tree if the underlying graph T ′ of T ,
which is obtained from T by ignoring the directions of the edges in T , is a tree. A directed tree T is a rooted directed treewith
root r if r is the only vertex in T of in-degree (the number of arcs entering r) zero. Let T be a rooted directed tree with root
r . If xy is an arc in T from x to y, then x is called the parent of y. All the vertices from a vertex x to r are called ancestors of x. If
x is an ancestor of y, then y is called a descendant of x. If x is an ancestor of y and x ≠ y, then x is called a proper ancestor of y
and y is called a proper descendant of x. The least common ancestor of x and y is the common ancestor z of x and y such that,
for any common ancestor z ′ of x and y, z ′ is an ancestor of z. The depth of a vertex x is the length of the path from r to x in T .
If xy ∈ E(G)− E(T ) and y is an ancestor of x, then xy is called a back edge of Gwith respect to T .
A graph G is said to be chordal if every cycle in G of length at least four has a chord, i.e., an edge between two non-
consecutive vertices of the cycle. Chordal graphs include several important subclasses of graphs such as interval graphs,
directed path graphs, path graphs, and strongly chordal graphs.
A subset S ⊂ V is called an a − b separator for non-adjacent vertices a and b if G − S, i.e., the subgraph obtained from
G by removing all the vertices in S from G, is disconnected and a and b lie in different components of G− S. If S is an a− b
separator and no proper subset of S is an a− b separator of G, then S is called aminimal a− b separator of G. A chordal graph
G in which all the minimal a − b separators are of size two is called a 2-sep chordal graph (see [21]). An edge xy is called a
2-sep if {x, y} is a minimal a − b separator for some a, b ∈ V . A path P = x1, x2, . . . , xk is called a 2-sep path if xixi+1 is a
2-sep for each i, 1 ≤ i ≤ k− 1. A 2-sep path consisting of three 2-seps is called a 2-sep P3. A cycle is called a 2-sep cycle if all
the edges of the cycle are 2-seps. A 2-sep cycle of length three is called a 2-sep C3. The concepts of 2-sep P3 and 2-sep C3 are
illustrated in Fig. 1.
If G− C is disconnected for a maximal clique C with components Hi = (Vi, Ei) for 1 ≤ i ≤ r and r ≥ 2, then C is said to
be a separating clique and Gi = G[(Vi ∪ C)] is called a separated subgraph of Gwith respect to C , where 1 ≤ i ≤ r and r ≥ 2.
Let W (Gi) = {v ∈ C | there is a w ∈ Vi with vw ∈ E(G)}. Maximal cliques of G other than C which intersect C are called
relevant cliques of Gwith respect to C . A relevant clique Cj of Gi for which (Cj ∩ C) = W (Gi) is called a principal clique of Gi.
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Fig. 1. The path p, q, r, s in (i) is a 2-sep P3 , and the cycle p, q, r, p in (ii) is a 2-sep C3 .
The existence of a principal clique of every separated subgraph of a chordal graph is guaranteed by the following result
due to Panda and Mohanty [17].
Lemma 2.1 ([17]). Every separated subgraph Gi of a chordal graph has a principal clique.
The following lemma is useful in checking whether a given spanning subgraph H of a graph G is a t-spanner of G.
Lemma 2.2 ([8]). A spanning subgraph H of G is a t-spanner if and only if dH(x, y) ≤ t for every edge xy ∈ E(G).
In view of Lemma 2.2, in the rest of the paper, we assume that a spanning tree T of G is a tree t-spanner if dT (x, y) ≤ t
for every edge xy ∈ E(G).
The following important lemma is due to Brandstädt et al. [6].
Lemma 2.3 ([6]). Let T be a tree 3-spanner of a chordal graph G. For any maximal clique C of a chordal graph G, one of the
following conditions holds.
(i) C induces a star in T ;
(ii) either C induces a bi-star in T or there is a vertex v ∉ C such that C ∪ {v} induces a bi-star in T .
The following two lemmas, which were proved in [16], state some important properties of tree 3-spanner admissible
2-sep chordal graphs.
Lemma 2.4 ([16]). If T is a tree 3-spanner of a tree 3-spanner admissible 2-sep chordal graph G and xy is an arbitrary 2-sep of
G, then dT (x, y) ≤ 2.
Lemma 2.5 ([16]). Let G be a tree 3-spanner admissible 2-sep chordal graph and xy be a 2-sep of G. Let C1 and C2 be twomaximal
cliques of G containing xy. If dT (x, y) = 2 and PT (x, y) = x, z, y such that z ∈ C1, then C2 ∪ {z} induces a bi-star having bi-star
centers z and one of x and y.
The following lemma will be useful for the characterization of tree 3-spanner admissible 2-sep chordal graphs.
Lemma 2.6. Let T be a tree 3-spanner of a 2-sep chordal graph G. If a, b, c, d is a path of length three in T such that {a, b, c, d} ⊂
C for some maximal clique C of G, then there exists no 2-sep path x0, x1, . . . , xk, k ≥ 1 such that {x0, x1, . . . , xk} ⊂ C,
x0 = a, xk = d, and {a, b, c, d} ∩ {x0, x1, . . . , xk} = {a, d}.
Proof. Let T be a tree 3-spanner of G. Let a, b, c, d be a path of length three in T such that {a, b, c, d} ⊂ C for somemaximal
clique C of G. So T1 = T [C] is a bi-star having bi-star centers at b and c . If possible, let x0, x1, . . . , xk be a 2-sep path from
a to d, where x0 = a, xk = d and {x0, x1, . . . , xk} ⊂ C . Since dT (x, y) ≤ 2 for a 2-sep xy, xi is adjacent to b in T1 for all i,
1 ≤ i ≤ k − 1 as x0 is adjacent to b in T1. Now xk−1, b, c, xk is a path of length three in T1 from xk−1 to xk. Since xk−1xk is a
2-sep contained in C , this is a contradiction to Lemma 2.4. So the lemma is true. 
For any integer k ≥ 3, a k-sun consists of a k-clique {v1, v2, . . . , vk} and a k-vertex independent set {u1, u2, . . . , uk},
and edges uivi, uivi+1, 1 ≤ i ≤ k − 1 and ukvk, ukv1. A chordal graph is called strongly chordal graph [10] if it does not
contain any induced subgraph isomorphic to a k-sun. For any integer k ≥ 3, a k-planet is obtained from the path of k vertices
v1, v2, . . . , vk and a triangle abc by adding edges bvi, 1 ≤ i ≤ k− 1 and cvi, 2 ≤ i ≤ k. A strongly chordal graph is called a
very strongly chordal graph [6] if it does not contain any induced subgraph isomorphic to a k-planet.
Lemma 2.7 ([6]). Every connected very strongly chordal graph admits a tree 3-spanner.
A clique C is called a base clique of a 2-sep path (2-sep cycle) if all the vertices of the path (cycle) is contained in C . Aminimal
induced 2-sep chordal graph containing a 2-sep P3 is basically a 4-planet (see Fig. 1(i)). Similarly, a minimal induced 2-sep
chordal graph containing a 2-sep C3 is basically a 3-sun (see Fig. 1(ii)).
For k ≥ 5, a k-planet is not a 2-sep chordal graph. Thus 2-sep chordal graphs can only contain a 3-planet (which is a
3-sun) and a 4-planet. So a 2-sep chordal graph free from 2-sep P3 and 2-sep C3 is a very strongly chordal graph and hence
admits a tree 3-spanner. So we have the following corollary to the Lemma 2.7.
Corollary 2.8. Every 2-sep chordal graph free from 2-sep P3 and 2-sep C3 admits a tree 3-spanner.
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Fig. 2. The edge xy in (i), (ii), and (iii) is a strong edge of type 1.
3. Clique separator tree
The clique-separator graph, denoted by CSG(G), of a 2-sep chordal graph G is defined as CSG(G) = (V ′, E ′), where
V ′ = V1 ∪ V2, V1 is the set of all maximal cliques of G, V2 is the set of all 2-separators of G, and E ′ = {SK |S ∈ V2 and
K ∈ V1 such that S ⊂ K}. Panda and Das [16] have shown that CSG(G) of a 2-sep chordal graph G is a unique tree and can be
constructed in linear time.
Lemma 3.1 ([16]). The clique separator graph of a 2-sep chordal graph G is a unique tree and can be constructed in linear time.
Moreover, given any node, either a clique node or a 2-sep node, say x, the clique separator tree can be made a rooted tree with
root x in linear time.
As CSG(G) is a tree for a 2-sep chordal graph G, we denote the clique separator tree of G by CST (G). A path from a node x
to a node y in the clique separator tree is an alternating sequence of clique nodes and 2-sep nodes. Such a path in T is called
a clique-sep path in G. The nodes x and ymay be clique nodes or 2-sep nodes. Since T is the unique clique separator tree of
G, between any two 2-seps or between any two cliques there exists a unique clique-sep path in G.
Let xiyi, 1 ≤ i ≤ k, be the 2-seps in the clique-sep path from x1y1 to xkyk. The clique-sep path P is called a disjoint clique-
sep path if no two different 2-seps in P are adjacent, i.e., {xi, yi}∩ {xi+1, yi+1} = ∅ for all i, 1 ≤ i ≤ k−1. The clique-sep path
P is said to intersect exactly once if there exist i, 1 ≤ i ≤ k, such that the clique-sep subpaths of P from x1y1 to xiyi and from
xi+1yi+1 to xkyk are disjoint and {xi, yi} ∩ {xi+1, yi+1} ≠ ∅. The clique-sep path P is said to intersect exactly twice if there exist
i, j, 1 ≤ i < j ≤ k, such that the three clique-sep subpaths of P from x1y1 to xiyi, from xi+1yi+1 to xjyj, and from xj+1yj+1 to
xkyk are all disjoint and {xi, yi} ∩ {xi+1, yi+1} ≠ ∅ and {xj, yj} ∩ {xj+1, yj+1} ≠ ∅.
A 2-sep P3 having 2-seps ab, bc , and cd is called a compatible 2-sep P3 with respect to a 2-sep xy if the unique clique-sep
path from xy to ab in the clique separator tree T contains bc but does not contain cd and the unique path from xy to cd in the
clique separator tree T contains bc but does not contain ab. Further, the 2-sep bc of the compatible 2-sep P3 with respect to
xy is called the middle edge of a compatible 2-sep P3 with respect to xy. Similarly, a 2-sep C3 having 2-seps ab, bc , and ca is
called a compatible 2-sep C3 with respect to a 2-sep xy if the unique clique-sep path from xy to ab in the clique separator tree
T contains bc but does not contain ca and the unique path from the 2-sep xy to the 2-sep ca in the clique separator tree T
contains bc but does not contain ab. Further, the 2-sep bc of the compatible 2-sep C3 with respect to xy is called themiddle
edge of a compatible 2-sep C3 with respect to xy.
4. Strong edges
Let G be a 2-sep chordal graph. An edge of G is called a forced edge if it appears in every tree 3-spanner of G.
In this section, we first identify some structures such that a 2-sep chordal graph admits a tree 3-spanner in the absence
of these structures. Using these structures, we define certain edges to be strong edges and we show that these edges are
forced edges. Using these strong edges, we characterize tree 3-spanner admissible 2-sep chordal graphs.
As a 2-sep chordal graph free from 2-sep P3 and 2-sep C3 admits a tree 3-spanner, 2-sep P3 and 2-sep C3 in a 2-sep chordal
graph play an important role in the characterization of tree 3-spanner admissible 2-sep chordal graphs. Nextwe define some
edges in terms of 2-sep P3 and 2-sep C3 and show that these edges are forced.
Definition. A strong edge in a 2-sep chordal graph is defined recursively as follows:
R1: A 2-sep xy is said to be a strong edge of type 1 if it is (i) the middle edge of two 2-sep P3 having different base cliques,
or (ii) an edge common to two 2-sep C3 having different base cliques, or (iii) the middle edge of a 2-sep P3 and an edge of
another 2-sep C3 having different base cliques. Fig. 2 illustrates such edges.
A strong edge of type 1 is a strong edge.
R2: A 2-sep xy is called a strong edge of type 2 if it is present in the disjoint clique-sep path between the 2-seps x1y1 and xkyk
such that either x1y1 is the middle edge of a 2-sep P3 or an edge of a 2-sep C3 compatible with respect to xkyk and xkyk is the
middle edge of a 2-sep P3 or an edge of a 2-sep C3 compatible with respect to x1y1.
A strong edge of type 2 is a strong edge. Fig. 3 illustrates strong edges of type 2.
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Fig. 3. x2x3 , ab, cd, and y2y3 are strong edges of type 2.
R3: A 2-sep xy present in the disjoint clique-sep path P between ab and cd is a strong edge if either (i) ab and cd are both
strong edges, or (ii) ab is a strong edge and cd is an edge of a 2-sep C3 compatible with respect to ab or cd is the middle edge
of a 2-sep P3 compatible with respect to ab.
Before introducing other rules, we define a property P as follows.
Let P be the clique-sep path between the 2-seps x1y1 and xkyk and xiyi, 1 ≤ i ≤ k, be the 2-seps contained in P . Let Ci and
Ci+1 be the maximal cliques which contain the 2-sep xiyi, 1 ≤ i ≤ k.
The maximal clique Ck+1 is said to satisfy the property P with respect to the 2-sep xkyk if at least one of the following
conditions holds.
(i) Ck+1 contains two non-adjacent strong edges ab and pq non-adjacent to xkyk.
(ii) Ck+1 contains a 2-sep cycle having 2-seps z0, z1, z2, . . . , zr−1, zr , z0, r ≥ 2, where z0 = xk and zr = yk, such that zi−1zi
and zizi+1 are strong edges for some i, 1 ≤ i ≤ r − 1.
(iii) Ck+1 contains strong edges pq, qr , and rxk, where p, q, and r are different from xk and yk.
(iv) Ck+1 contains a strong edge, say ab, such that {a, b}∩{xk, yk} = ∅ andCk+1 contains a cycle of 2-seps, say z1, z2, . . . , zl, z1,
where z1z2 = ab and zizi+1 = xkyk, and if S = {z1, z2, . . . , zl}, then at least one of the following conditions holds.
(a) There exists a 2-sep path internally vertex disjointwith S from zc to zd in Ck+1 such that 2 < c < i and i+1 < d ≤ k.
(b) There exists a 2-sep path internally vertex disjoint with S from z2 to zd in Ck+1 for all d, i+1 ≤ d ≤ k, or there exists
a 2-sep path internally vertex disjoint with S from z1 to zc in Ck+1 for all c , 2 < c ≤ i.
(c) There exists a 2-sep path internally vertex disjoint with S from z1 to zc in Ck+1 for all c , 2 < c ≤ i, or there exists a
2-sep path internally vertex disjoint S from zi+1 to zd in Ck+1 for all d, 2 ≤ d < i.
(v) Ck+1 contains a strong edge, say ab, such that {a, b} ∩ {xk, yk} = ∅ and Ck+1 contains a 2-sep path z1, z2, . . . , zl such
that zizi+1 = ab and zjzj+1 = xkyk, 1 ≤ i < j ≤ l, and there exist c and d, i+ 1 < c ≤ j, i+ 1 ≤ d < j, such that z1zc and
zlzd are 2-seps.
(vi) IfCk+1 contains twonon-adjacent strong edges and contains at least three strong edges, then at least one of the following
holds.
(a) Ck+1 contains a 2-sep path z1, z2, . . . , zk, k ≥ 4, such that z1z2 and zk−1zk are strong edges and z1 = xk and zk = yk.
(b) Ck+1 contains a 2-sep path z1, z2, . . . , zj, j ≥ 5, such that z1z2, z2z3, and zj−1zj are strong edges and there exists l,
3 ≤ l ≤ j− 2, such that zl = xk and zl+1 = yk.
Next we define some more rules to identify other strong edges using the property P .
R4: Let P be the clique-sep path between the 2-seps x1y1 and xkyk. Let xiyi, 1 ≤ i ≤ k, be the 2-seps in P such that x1y1
is either the middle edge of a 2-sep P3 which is compatible with respect to xkyk, or x1y1 is an edge of a 2-sep C3 which is
compatiblewith respect to xkyk, or x1y1 is a strong edge. Let Ci and Ci+1 be themaximal cliques in P containing xiyi, 1 ≤ i ≤ k,
such that Ck+1 satisfies the property P with respect to xkyk.
If the clique-sep path P intersects exactly once and if i is the index such that {xi, yi} ∩ {xi+1, yi+1} ≠ ∅, then the edges
xjyj, 1 ≤ j ≤ i, are strong edges. Fig. 4 illustrates such edges.
R5: Let P be the clique-sep path between the 2-seps x1y1 and xkyk and let xiyi, 1 ≤ i ≤ k, be the 2-seps contained in P . Let
Ci and Ci+1 be the maximal cliques in P containing xiyi, 1 ≤ i ≤ k. Suppose that C1 and Ck+1 satisfy the property P with
respect to the 2-seps x1y1 and xkyk, respectively.
If P intersects exactly twice and if i is the first index such that {xi, yi}∩ {xi+1, yi+1} ≠ ∅ and j > i is the second index such
that {xj, yj} ∩ {xj+1, yj+1} ≠ ∅, then the 2-seps xlyl, i+ 1 ≤ l ≤ j, are strong edges.
Fig. 5 illustrates such edges.
R6: Let x1, x2, . . . , xk, x1, k ≥ 3 be a cycle of 2-seps contained in a maximal clique C such that xi−1xi and xixi+1 are two
consecutive strong edges. Let C1 be another maximal clique containing the 2-sep xjxj+1, j ≠ i− 1 and j ≠ i. If C1 contains a
2-sep adjacent to xjxj+1, say xjx, then xjx is a strong edge.
Fig. 6(i) illustrates such an edge.
R7: If xx1, xx2, yy1, and yy2 are strong edges in a maximal clique C such that {x, x1, x2} ∩ {y, y1, y2} = ∅, then the edge xy is
a strong edge. Such an edge is illustrated in Fig. 6(ii).
The following lemma shows that strong edges in a tree 3-spanner admissible 2-sep chordal graph are forced edges.
Lemma 4.1. A strong edge of a tree 3-spanner admissible 2-sep chordal graph G is a forced edge.
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Fig. 4. xiyi , 1 ≤ i ≤ 4, are strong edges produced by rule R4 .
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Fig. 6. (i) xy is a strong edge defined by rule R6 with strong edges qp and px. (ii) xy is another strong edge defined by rule R7 with strong edges xx1 , xx2 , yy1
and yy2 .
Proof. First we show that strong edges of type 1, i.e., strong edges produced by rule R1, are forced edges.
Let xy be a strong edge of type 1 contained in the maximal cliques C1 and C2. If possible, suppose that xy is not a forced
edge. So there exists a tree 3-spanner, say T , of G such that xy ∉ T . As xy is a 2-sep, by Lemma 2.4, dT (x, y) = 2. Let
PT (x, y) = x, z, y. Without loss of generality, z ∉ C2. So, by Lemma 2.5, C2 ∪ {z} will induce a bi-star having bi-star centers
at z and one of x and y, say at x. By the definition of a strong edge of type 1, there are 2-seps incident on x as well as on y.
Let yz ′ be the 2-sep incident on y in C2. Now dT (y, z ′) = 3. This is a contradiction to Lemma 2.4. So xy ∈ T . Since T is an
arbitrary tree 3-spanner of G, every tree 3-spanner of Gwill contain the edge xy. So xy is a forced edge.
Next we show that strong edges of type 2, i.e., strong edges produced by rule R2, are forced edges. Let aibi, 1 ≤ i ≤ k,
be the strong edges of type 2. So there is a clique-sep path P from a1b1 to akbk. Let Ci and Ci+1 be two maximal cliques in P
containing aibi, 1 ≤ i ≤ k. We will prove that aibi is a forced edge for every i, 1 ≤ i ≤ k. On the contrary, suppose that there
exists a tree 3-spanner T which does not contain ajbj for some j, 1 ≤ j ≤ k. Now, by Lemma 2.4, dT (aj, bj) = 2. Let the path
from aj to bj in T be aj, z, bj. Without loss of generality, let z ∉ Cj+1. By Lemma 2.5, Cj+1∪{z}will induce a bi-star in T having
one of the bi-star centers either at aj or at bj. Without loss of generality, let aj be one of the bi-star centers of the bi-star
induced by Cj+1 ∪ {z} in T . Now aj+1, aj, bj+1 is a path in T . So Cj+1 ∪ {aj} will induce a bi-star in T . Similarly, Cj+2 ∪ {aj+1}
or Cj+2 ∪ {bj+1}will induce a bi-star in T . Continuing in this manner, akbk ∉ E(T ) and dT (ak, bk) = 2. Let xak and ybk be the
2-seps in Ck+1. Now, either dT (x, ak) ≥ 3 or dT (y, bk) ≥ 3. This is a contradiction by Lemma 2.4. Hence, ajbj ∈ E(T ) for all j,
1 ≤ j ≤ k. Since T is an arbitrary tree 3-spanner of G, these edges will be present in every tree 3-spanner of G. So the strong
edges produced by rule R2 are forced edges.
The strong edges produced by rules R3, R4, R5, R6, and R7 use strong edges which are already found. Note that, initially,
strong edges of types 1 and 2 are the only strong edges. So, to prove that the strong edges produced by rules R3, R4, R5, R6,
and R7 are forced, we can use the fact that the strong edges used in these rules are forced edges.
The strong edges produced by rule R3 can be shown to be forced by following a similar argument to that given to prove
that the strong edges produced by rule R2 are forced; this is omitted.
Let G be a tree 3-spanner admissible 2-sep chordal graph. Let P be the clique-sep path between the 2-seps x1y1 and xkyk
of G. Let Ci and Ci+1 be the maximal cliques which contain the 2-sep xiyi, for 1 ≤ i ≤ k. Suppose that the maximal clique
Ck+1 satisfies the property P with respect to the 2-sep xkyk. The following claim holds for the maximal clique Ck+1.
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Claim 1. None of the tree 3-spanners of G contains the 2-sep xkyk and PT (xk, yk) = xk, z, yk, for z ∈ Ck+1 for every tree spanner
T of G.
Proof. Let T be a tree 3-spanner of G. If possible, suppose that xkyk ∈ T . As discussed above, here we can assume that the
strong edges present in Ck+1 are forced edges. In Condition (i) of the property P , ab and pq are strong edges and hence are
forced. So ab, pq ∈ T . Similarly, if Ck+1 satisfies Condition (iv), then pq, qr, rxk ∈ T . In this case, if T contains the edge xkyk,
then Ck+1 will induce either three disjoint edges or a path of length four in T . This is a contradiction to Lemma 2.3. Hence
xkyk ∉ T , if Ck+1 satisfies Condition (i) or Condition (iv) of the property P . Similarly, if Ck+1 satisfies at least one of the
Conditions (ii), (iii), (v), and (vi) and xkyk ∈ T , then it is easy to see that the end points of at least one 2-sep of the maximal
clique Ck+1 will be at distance three in T , which is a contradiction to Lemma 2.4. Hence xkyk ∉ T .
If Ck+1 satisfies one of the Conditions (i), (ii), (iv) and (v), then Ck+1 induces a bi-star in T as Ck+1 contains disjoint strong
edges. So PT (xk, yk) = xk, z, yk, where z ∈ Ck+1. If Ck+1 satisfies Condition (vi), then Ck+1 will induce a star in T and hence
PT (xk, yk) = xk, z, yk, where z ∈ Ck+1. Similarly, if Ck+1 satisfies Condition (iii), then PT (xk, yk) = xk, z, yk, where z ∈ Ck+1.
Hence, if Ck+1 satisfies the property P with respect to the 2-sep xkyk, then xkyk will not be present in any of the tree
3-spanners of G and PT (xk, yk) = xk, z, yk, where z ∈ Ck+1.
Nextwe show that the strong edges produced by rule R4 are forced edges. Let P be the clique-sep path between the 2-seps
x1y1 and xkyk and let xiyi, 1 ≤ i ≤ k, be the 2-seps in P such that P intersects exactly once and the edges xjyj, 1 ≤ j ≤ i < k,
be the strong edges produced by rule R4. Let Ci and Ci+1 be the maximal cliques in P containing xiyi, 1 ≤ i ≤ k. If possible,
assume that these edges are not forced. So there exists a tree 3-spanner T of G which does not contain at least one of xjyj,
for 1 ≤ j ≤ i. Let xtyt ∉ T , for some t , 1 ≤ t ≤ i. By Lemma 2.4, dT (xt , yt) = 2. Let PT (xt , yt) = xt , z, yt .
Case I: z ∈ Ct+1.
Since dT (xt , yt) = 2, by Lemma 2.5, Ct ∪ {z}will induce a bi-star having bi-star centers at z and one of xt or yt , say xt . So
Ct−1 ∪ {xt} will induce a bi-star in T having bi-star centers at xt and one of xt−1 and yt−1. Continuing in this way, we have
dT (x1, y1) = 2 and PT (x1, y1) = x1z1y1 for z1 ∈ C2. By the definition of strong edges produced by rule R3, either x1y1 is an
edge of a 2-sep C3 or middle edge of a 2-sep P3 compatible with respect to x2y2 or a strong edge. In the first two cases, the
end vertices of one of the 2-seps x1x or yy1 will be at distance 3 in T , which is a contradiction to Lemma 2.4, and in the later
case, i.e., if x1y1 is a strong edge, then T will contain a cycle x1, z1, y1, x1, which is again a contradiction. So z ∉ Ct+1.
Case II: z ∈ Ct .
Now, by Lemma 2.5, Ct+1∪{z}will induce a bi-star in T having z and one of xt or yt , say xt , as bi-star centers. So Ct+2∪{xt}
will induce a bi-star in T . Continuing in this way, we can show that Ck+1 ∪ {z}, where z ∈ Ck, induces a bi-star in T . This is
a contradiction to the Claim 1. Hence xtyt ∈ E(T ) for all t , 1 ≤ t ≤ i. Since T is an arbitrary tree 3-spanner of G, every tree
3-spanner of Gwill contain xtyt , for all t , 1 ≤ t ≤ i. Hence the strong edges produced by rule R4 are forced edges.
The strong edges produced by rule R5 can be shown to be forced edges using a similar argument to that used to show
that the strong edges produced by rule R4 are forced edges.
Let x1, x2, . . . , xk, x1, k ≥ 3, be a cycle of 2-seps contained in a maximal clique C such that xi−1xi and xixi+1 are two
consecutive strong edges. Let C1 be another maximal clique containing the 2-sep xjxj+1, j ≠ i− 1 and j ≠ i. Let C1 contain a
2-sep adjacent to xjxj+1, say xjx. So xjx is a strong edge produced by rule R6. If possible, suppose that xjx is not a forced edge
of G. So there exists a tree 3-spanner, say T , of G such that xy ∉ E(T ). Clearly, C1 ∪ {v} will induce a bi-star in T for some
v ∈ C . Since xjx is a 2-sep incident on x, x will be another bi-star center; otherwise, dT (xj, x) = 3. This is a contradiction to
Lemma 2.4. Hence xjx ∈ T . As T is an arbitrary tree 3-spanner of G, xjxwill be present in every tree 3-spanner of G. So xjx is
a forced edge.
Next, suppose that the edges produced by rule R7 are not forced. Let xy ∈ C be a strong edge produced by rule R7. By the
definition of strong edges produced by rule R7, there exist vertices x1, x2, y1, y2 ∈ C such that xx1, xx2 and yy1, yy2 are strong
and hence are forced in G. So they will belong to all the tree 3-spanners of G. Let T be a tree 3-spanner of G. Now C induces
two disjoint stars of strong edges having star centers at x and at y in T . So C will induce a bi-star having bi-star centers as
the star centers of the disjoint stars. That is, the edge xy will be present in T . Since T is an arbitrary tree 3-spanner of G, xy
will be present in every tree 3-spanner of G. So xy is a forced edge.
Hence strong edges are forced. 
Lemma 4.2. If a separating clique C contains exactly two strong edges, say e1 = x1y1 and e2 = x2y2, such that e1 and e2 are
non-adjacent, then there exist two separated subgraphs, say G1 and G2, with respect to C such that x1y1 and x2y2 are also strong
edges in G1 ∪ G2.
Proof. Since C contains exactly two strong edges, both x1y1 and x2y2 are 2-seps. Let Gi, 1 ≤ i ≤ r , r ≥ 2, be separated
subgraphs with respect to C . By the definition of strong edges which are produced by rules R1, R2, R3, R4, and R5, there exist
i, j, k, and l such that x1y1 is strong in Gi ∪ Gj and x2y2 is strong in Gk ∪ Gl. Again, it is clear from the definition of strong
edges that there exist s ∈ {i, j} and t ∈ {k, l} such that x1y1 and x2y2 are strong in Gs ∪ Gt . Now, renumbering the separated
subgraphs Gi, 1 ≤ i ≤ r , r ≥ 2, as s = 1 and t = 2, we get x1y1 and x2y2 to be strong in G1 ∪ G2. 
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5. Characterization
In this section, we present a structural characterization of tree 3-spanner admissible 2-sep chordal graphs. The following
lemma is key in characterizing tree 3-spanner admissible 2-sep chordal graphs, and hencewe name the lemma the Structure
Lemma.
Lemma 5.1 (Structure Lemma). Let C be a non-separating maximal clique of a tree 3-spanner admissible 2-sep chordal graph G
and let xy be the 2-sep contained in C. Let CST (G) be the clique separator tree of G rooted at C. If G satisfies the following:
(i) if G has a strong edge x′y′ or a 2-sep C3 or a 2-sep P3 whose middle edge x′y′ is compatible with respect to xy, then x′y′ ≠ xy
and the clique-sep path between xy and x′y′ is not disjoint;
(ii) if P is the clique-sep path between the 2-seps xy and x′y′ of G and C ′ is a maximal clique of G such that the parent of C ′ is x′y′
in CST (G) (P(C ′) = x′y′) and C ′ satisfies the property P with respect to the 2-sep x′y′, then the clique-sep path P intersects
more than once;
then, the following statements hold.
(a) Given any star B1 having vertex set C and star center z, where z ∈ C − {x, y}, there exists a tree 3-spanner T of G such that
C induces the star B1 in T .
(b) If C has at least five vertices, then given any bi-star B2 having vertex set C containing the edges xa, ya and having bi-star
centers a and b, where a, b ∈ C − {x, y}, there exists a tree 3-spanner T of G such that C induces the bi-star B2 in T .
Proof. First we show that conclusion (a) of the lemma implies conclusion (b). Assume that Lemma 5.1(a) is true. Suppose
that C has at least five vertices and let B2 be any bi-star having vertex set C and having bi-star centers a and b such that
a, b ∈ C − {x, y} and xa, ya ∈ E(B2). By Lemma 5.1(a), there exists a tree 3-spanner T of G such that C induces a star in T
having star center a. Let T ′ = T − (C − {x, y}) ∪ B2. Now T ′ is a tree 3-spanner of G such that C induces the bi-star B2. In
view of this, it is enough to prove only conclusion (a) of the lemma. In the rest of the proof of the lemma, by Lemma 5.1 we
mean Lemma 5.1(a).
We will prove the lemma by induction on the number of maximal cliques of G. The base case, when G has two maximal
cliques, can easily be checked to be true. Assume that the lemma is true for all tree 3-spanner admissible 2-sep chordal
graphs with l or fewer maximal cliques satisfying the hypothesis of the lemma. Let G be a tree 3-spanner admissible 2-sep
chordal graph with l + 1 maximal cliques satisfying the hypothesis of the lemma with respect to the maximal clique C
containing the 2-sep xy. Let C and C1 be the two maximal cliques containing xy.
Let Gi, 1 ≤ i ≤ k, k ≥ 2, be the separated subgraphs of G with respect to C1 and W (Gi) = {xi, yi}, 1 ≤ i ≤ k,
where x1 = x and y1 = y. So C ∈ G1. If all the 2-seps contained in C1 are disjoint from xy, then each Gi, 2 ≤ i ≤ k,
will satisfy the conditions of the lemma; otherwise, G will violate at least one of the conditions of the lemma. So, by the
induction hypothesis, each Gi, 2 ≤ i ≤ k, has a tree 3-spanner, say Ti, such that C1 induces a star in Ti centered at x. Let
T = ∪ki=2 Ti − {xy} ∪ (∪x′∈C−{z}{x′z}, z ∈ C − {x, y}). Now T is a tree 3-spanner of G such that C induces a star in T having
star center at z such that z ∈ C − {x, y}. So the lemma is true in this case.
Next, suppose that C1 contains a 2-sep adjacent to xy. Due to the first condition of the lemma, C1 cannot contain 2-seps
incident on both x and y. Without loss of generality, suppose that C1 contains a 2-sep yz ′.
Suppose that C1 contains a 2-sep incident on z ′, say z ′s. Let G1 and G2 be the separated subgraphs of G with respect
to C1 containing yz ′ and z ′s, respectively. Let G′ = G1 ∪ G2 ∪ C . Let T ′ be a tree 3-spanner of G′. Note that either
yz ′ ∈ T ′ or PT (y, z ′) = y, z ′′, z ′, for z ′′ ∈ C1 as x, y, z ′, s is a 2-sep P3. As {x, y} ∩ {z ′, s} = ∅, G2 will satisfy the
conditions of the lemma and hence has a tree 3-spanner, say T2, such that C1 induces a star in T2 having star center y.
Let T ′′ = ((T ′ ∪ T2) − E(T ′[V (G2)]) ∪ E(T2[C1])) ∪ (∪p′∈C1{yp′}). Clearly T ′′ is a tree 3-spanner of G′ which contains the
edge xy. Since Gi, 3 ≤ i ≤ k, satisfies the conditions of the lemma, Gi has a tree 3-spanner, say Ti, such that C1 induces a star
having star center at y in Ti for all i, 3 ≤ i ≤ k. Let T ′′′ = ∪ki=3 Ti − {xy} ∪ (∪x′∈C−{z}{x′z}, z ∈ C − {x, y}). Now it is easy to
see that T = T ′′′ ∪ T ′′ is a tree 3-spanner of G such that C induces a star having star center z, z ∈ C − {x, y}. So the lemma is
true in this case.
Next, suppose that C1 does not contain a 2-sep incident on z ′. Let Gi, 1 ≤ i ≤ k′, be the separated subgraphs such that
W (Gi) ∩ {y, z ′} ≠ ∅, 1 ≤ i ≤ k′.
As eachW (Gi) ∩ {x, y} = ∅, k′ + 1 ≤ i ≤ k, each Gi, k′ + 1 ≤ i ≤ k, will satisfy the conditions of the lemma. If each Gi,
1 ≤ i ≤ k′, also satisfies the conditions of the lemma, then, as we have seen above, G admits a tree 3-spanner satisfying the
lemma. So suppose that at least one Gi, 1 ≤ i ≤ k′, say G2, violates at least one of the conditions of the lemma.
Claim: G2 has a tree 3-spanner which contains the edge yz ′.
Let T1 be a tree 3-spanner of G2. Suppose that yz ′ ∉ T1. If PT1(y, z ′) = y, p, z ′, for p ∈ C1; then, without loss of generality,
we can assume that C1 induces a star in T1. Then T ′ = (T1 − {pz ′}) ∪ {yz ′} is a tree 3-spanner of G2 containing the edge yz ′.
So suppose that PT1(y, z
′) = y, p, z ′, for p ∈ C2, where C2(≠ C1) is a maximal clique in G2 which contains the edge yz ′.
That is, C1 ∪ {p}, p ∉ C1, induces a bi-star in T1. Now C2 can induce a star or a bi-star or C2 ∪ {v}, v ∉ C2, induces a bi-star
in T1. Suppose C2 ∪ {v}, v ∉ C2(∈ C3) induces a bi-star. Then consider C3. Again, C3 can induce either a star or a bi-star, or
C3 ∪ {v′}, v′ ∉ C3, induces a bi-star in T1. Continuing in this manner, we get the least index i such that Ci induces a star or a
bi-star in T1. Let ajbj be the 2-sep contained in Cj−1 and Cj, 2 ≤ j ≤ i. As i is the minimum index such that Ci induces a star or
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a bi-star in T1, the clique-sep path between yz ′ and aibi will be disjoint. Note that i ≥ 3. We will obtain a tree 3-spanner T ′1
from T1 by modifying the star or the bi-star induced by Ci in T1 such that Ci−1 induces a star or a bi-star in T ′1. Applying this
procedure (i− 1) times, the resultant tree will contain the edge yz ′.
We, now, describe the transformation. The transformation depends on whether Ci induces a star or a bi-star. So we will
describe our transformation for the two cases.
Case I: Suppose that Ci induces a star in T1 having star center at vi.
By the minimality of i, Ci−1 ∪ {vi} induces a bi-star in T1. As G satisfies Condition (ii), both aivi and bivi cannot be strong
edges. Without loss of generality, suppose that bivi is not a strong edge. Let S be the star induced by Ci in T1. If there exists
a strong edge viz ∈ Ci and there exists a 2-sep path from ai or from bi, then, without loss of generality, suppose that the
2-sep path is from ai. Let S ′ = S ∪ {aibi} − {bivi} ∪ {yiai} − {yivi}, where yi ∈ C such that there exists a 2-sep path from yi
to bi. Clearly S ′ is a spanning bi-star of Ci. Note that, in this case, yivi is not a strong edge; otherwise, Gwill violate Condition
(ii). Note that, if viv ∈ S is a 2-sep, then dS′(vi, v) ≤ 2. In this case, none of the separated subgraphs containing viv will
violate the conditions of the lemma; otherwise, G will violate at least one of Conditions (i) and (ii). Hence by the induction
hypothesis each such separated subgraph has a tree 3-spanner such that Ci induces the bi-star S ′.
Now S ′ is a spanning bi-star of Ci, such that S ′ contains all the strong edges of Ci and all the 2-seps of Ci are at distance
two in S ′. Now T = (T1 − S) ∪ S ′ is a tree 3-spanner of G1 such that aibi ∈ T and Ci−1 induces a star in T .
Case II: Suppose that Ci induces a bi-star in T1 having bi-star centers p and q.
As Ci induces a bi-star, Ci−1 ∪ {p} or Ci−1 ∪ {q}, say Ci−1 ∪ {p}, will induce a bi-star in T1. If Ci contains two non-adjacent
strong edges, then the strong edges must be pp′ and qq′ for some p′, q′ ∈ Ci. If Ci does not contain two non-adjacent strong
edges but contains a strong edge different from pq such that it is incident on p or is incident on q, then let it be pp′.
First, assume that Ci contains two disjoint strong edges. So pp′ and qq′ are strong in Ci. Then aibi will be adjacent to one
of the strong edges, say qq′; otherwise, G will violate Condition (ii) of the lemma. If more than one strong edge is incident
on q, then aibi will be incident on q (otherwise Gwill violate Condition (ii)). Suppose that bi = q. Let B be the bi-star induced
by Ci in T1. In this case, suppose that B′ = B ∪ {aibi} − {aip} ∪ {yibi} − {yip}, where yi ∈ C such that there exists a 2-sep
path from yi to ai. Note that, in this case, aip and yip are not strong edges; otherwise, G will violate Condition (ii). Also, if
yip is a 2-sep, then none of the separated subgraphs containing yip will violate the conditions of the lemma; otherwise, yip
will be strong (as yipwill be the middle edge of a 2-sep P3 or C3 in that case). So, by the induction hypothesis, the separated
subgraphs containing the edge yip will have a tree 3-spanner such that Ci induces the bi-star B′. Let T ′ = T1 − B ∪ B′. Now
it is easy to see that T ′ is a tree 3-spanner of G2 containing the edge aibi and Ci−1 induces a star in T ′.
Now suppose that no strong edge is incident on q. If the edge aibi is incident on q, then, by the above argument, we can
show that there exists a tree 3-spanner of G containing edge aibi.
Next, suppose that edge aibi is not incident on any of the bi-star centers. Then it will be incident on p′, as Ci−1∪{p} induces
a bi-star. Without loss of generality, suppose that bi = p′. As qq′ is disjoint from pp′, no strong edge other than pp′ can be
incident on p; otherwise, Gwill violate Condition (ii) of the lemma. Let B′ = B− {pq, qz} ∪ {aibi, biq, biz}, where z ∈ C such
that qz ∈ B. Note that B′ contains all the strong edges of Ci. If qz, z ∈ C , is a 2-sep, then the separated subgraphs containing
qz will not violate any of the conditions of the lemma; otherwise, qz will be strong in G, which is a contradiction to the fact
that no strong edge is incident on q. So, by induction hypothesis, each of these separated subgraphs has a tree 3-spanner
such that Ci induces the bi-star B′ in it. The end vertices of the 2-seps of Ci are at distance less than or equal to two in B′. Let
T ′ = T1 − B ∪ B′. Now it is easy to see that T ′ is a tree 3-spanner of G2 containing the edge aibi and Ci−1 induces a star in T ′.
Next, assume that Ci does not contain two disjoint strong edges. If aibi is incident on one of pp′ or qq′, then we can prove
the lemma, arguing as above. Suppose that aibi is disjoint from pp′ and qq′. Now qx is not a strong edge if x ≠ p. So qq′ is
not a strong edge. So the separated subgraphs, say G′1, containing qq′ with respect to Ci will satisfy all the conditions of the
lemma; otherwise, qq′ will be strong, as pp′ is a strong edge disjoint from qq′.
Note that none of the 2-seps incident on q (except pq) is a strong edge. If there is a 2-sep incident on ai or on bi, then,
without loss of generality, assume that there is a 2-sep incident on ai. Let T ∗
′ = T1[V (G2) − (V (G′1) − Ci)]. So T ∗′ is a tree
3-spanner of G2 − (V (G′1) − Ci). Let B be the bi-star induced by Ci in T ∗′ . We will obtain a bi-star B′ from B as follows. Let
B′ = B ∪ {aibi, aip, aiz} − {zp, qa} for each z ∈ Ci such that aiz is a 2-sep and each a ∈ Ci such that qa ∈ B′. As G′1 satisfies
the conditions of the lemma, by the induction hypothesis G′1 has a tree 3-spanner, say T
′
1, such that Ci induces the bi-star B
′
in T ′1. Let T ′ = T ∗′ ∪ T ′1.
Now Ci induces the bi-star B′ in T ′ such that aibi ∈ B′. Replace B in T ′ by B′ to obtain T ′′. T ′′ is a tree 3-spanner of G2 such
that Ci−1 induces a star in T ∗.
Now, applying this transformation (i − 1) times, we obtain a tree 3-spanner of G2 containing the edge yz ′. So our claim
is true. 
So G2 has a tree 3-spanner such that C1 induces a star having star center at y. Since each Gi, 3 ≤ i ≤ k, satisfies the
properties of the lemma, by the induction hypothesis it has a tree 3-spanner, say Ti, 3 ≤ i ≤ k, such that C1 induces a star in
Ti having star center y. Let T = ∪ki=1 Ti − {xy} ∪ {zx′, for all x′ ∈ C and z ∈ C is a fixed vertex}. Clearly T is a tree 3-spanner
of G such that C induces a star in T having star center at z, where z ∈ C − {x, y}. Hence the lemma is true. 
Next we present a sufficient condition for tree 3-spanner admissible 2-sep chordal graphs.
Lemma 5.2. A 2-sep chordal graph G free from strong edges admits a tree 3-spanner.
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Proof. We will prove the lemma by induction on the number of maximal cliques. The base case, when G has at most two
maximal cliques, can easily be seen to be true. Assume that the lemma is true for all 2-sep chordal graphswithout any strong
edges and having l or fewer maximal cliques. Let G be a 2-sep chordal graph with l + 1 maximal cliques having no strong
edges. If G does not contain a 2-sep P3 or 2-sep C3, then, by Corollary 2.8, G admits a tree 3-spanner. So, let C be a maximal
clique of G which contains a 2-sep P3 or a 2-sep C3, say a, b, c, d (in the case of a 2-sep C3, d = a). Let Gi, 1 ≤ i ≤ r , r ≥ 3,
be the separated subgraphs of Gwith respect to C . Let Gi, 1 ≤ i ≤ 3, be the separated subgraphs such thatW (G1) = {a, b},
W (G2) = {b, c} and W (G3) = {c, d}. Note that G2 cannot violate the conditions of Lemma 5.1 as W (G2) = {b, c} is the
middle edge of a 2-sep P3 (or an edge of a 2-sep C3); otherwise, bc will be strong in G, and this is a contradiction. By the
induction hypothesis, Gi admits a tree 3-spanner, for each i. Suppose that none of the separated subgraphs violates the
conditions of Lemma 5.1. Then, by Lemma 5.1, each Gi, 1 ≤ i ≤ r , has a tree 3-spanner, say Ti, 1 ≤ i ≤ r , such that C induces
a fixed star in each Ti. Now, combining all the Ti, 1 ≤ i ≤ r , we will get a tree 3-spanner of G.
So suppose that each G′i , 1 ≤ i ≤ k, 1 ≤ k < r , violates the conditions of Lemma 5.1. Note that theW (G′i), 1 ≤ i ≤ k, will
form a star in C; otherwise, Gwill contain strong edges of type 2. Let p be the star center of theseW (G′i) and let p1, p2, . . . , pk
be the pendant vertices of this star. Now G′ = ∪ki=1 G′i admits a tree 3-spanner by the induction hypothesis. Let T ′ be a tree
3-spanner of G′.
Case I: C induces a star in T ′.
In this case, dT (x, y) = 2, for xy ∉ T ′ and x, y ∈ C . Each of the other separated subgraphs which does not violate the
conditions of Lemma 5.1 has a tree 3-spanner such that C induces the same star in C by Lemma 5.1. Now, combining all
these tree 3-spanners with T ′, we will get a tree 3-spanner of G.
Case II: C induces a bi-star in T ′.
Since p is the star center induced byW (G′i), 1 ≤ i ≤ k, p will be one of the bi-star centers of the bi-star induced by C in
T ′. Let q be the other bi-star center. Note that, if k ≥ 2, then no 2-sep can be incident on pi, 1 ≤ i ≤ k. Now join all other
2-seps of C with p or q and the rest of the vertices of C with p to get a spanning bi-star of C . Now, by Lemma 5.1, each Gi,
k+ 1 ≤ i ≤ r , has a tree 3-spanner, say Ti, k+ 1 ≤ i ≤ r , such that C induces the same bi-star in each Ti as induced by C in
T ′. Now, combining all these Ti, k+ 1 ≤ i ≤ r , with T ′, we will get a tree 3-spanner of G.
Case III: C ∪ {x} induces a bi-star in T ′, x ∉ C .
In this case, x ∈ G′i for some i, 1 ≤ i ≤ r , and pwill be the other bi-star center induced by C ∪ {x} in T ′. Let dT ′(p, p1) = 2
and PT ′(p, p1) = p, x, p1. As W (G′i) = {p, pi}, 1 ≤ i ≤ k, and W (G′i) violates the conditions of Lemma 5.1, no 2-sep can be
incident on any pi, 1 ≤ i ≤ k. Now we can join all other vertices of C with p to get a spanning bi-star of C having bi-star
centers p and x. The separated subgraphs of G with respect to C which do not violate the conditions of Lemma 5.1 have a
tree 3-spanner such that C induces the same bi-star in each of the tree 3-spanners by Lemma 5.1. Combining these tree
3-spanners with T ′, we will get a tree 3-spanner of G.
In all the cases, T ′ can be suitably extended to get a tree 3-spanner of G. That is, G admits a tree 3-spanner. Hence the
result follows. 
The following lemma presents another sufficient condition for tree 3-spanner admissible 2-sep chordal graphs.
Lemma 5.3. If none of the maximal cliques of a 2-sep chordal graph G contains either two non-adjacent strong edges or a cycle
of strong edges of length three, then G admits a tree 3-spanner.
Proof. We will prove the lemma by induction on the number of maximal cliques of G. The base case, when G has at most
two maximal cliques, can easily be seen to be true. Assume that the lemma is true for all 2-sep chordal graphs which satisfy
the hypothesis of the lemma with l or fewer maximal cliques. Let G be a 2-sep chordal graph with l + 1 maximal cliques
satisfying the hypothesis of the lemma.
As none of the maximal cliques of G contains non-adjacent strong edges, by the definition of strong edges, strong edges
of G can only be produced by rules R1 and R6.
Case I: Some maximal clique of G contains two or more strong edges.
Note that strong edges are produced by rule R6 if and only if a maximal clique of G contains more than one strong edge
(which form a star) produced by rule R1.
Let C be a maximal clique of G that contains at least two strong edges which are produced by rule R1. Let Gi, 1 ≤ i ≤ r ,
r ≥ 2, be the separated subgraphs of Gwith respect to the separating clique C . Let Gi, 1 ≤ i ≤ k, 2 ≤ k ≤ r , be the separated
subgraphs such thatW (Gi) is a strong edge produced by rule R1. SoW (Gi) = {x, xi}, 1 ≤ i ≤ k for some x, xi ∈ C . Let G′ be
obtained from
k
i=1 Gi by removing all the vertices of C from
k
i=1 Gi except the vertices x, x1, x2, . . . , xr and contracting all
xi, 1 ≤ i ≤ k to a single vertex, say y. Let Hi be the graph obtained from Gi − (C −W (Gi)) by treating xi as y, 1 ≤ i ≤ k. As
the strong edges xxi, 1 ≤ i ≤ k are produced by rule R1 and k ≥ 2, xywill be strong in G′. As G′ contains at least onemaximal
clique less than that of G, by the induction hypothesis, G′ admits a tree 3-spanner, say T ′. As xy is strong in G′, xy ∈ E(T ). Let
Ti be obtained from T ′[V (Hi)] by treating y as xi and adding the edges xz for all z ∈ C − {x, xi}. Now Ti is a tree 3-spanner of
Gi for 1 ≤ i ≤ k.
Let G′i , 1 ≤ i ≤ s, s < r , be the separated subgraphs such that for each i, either G′i violates at least one of the conditions
of Lemma 5.1 or W (G′i) is a 2-sep incident on x. Then, all the W (G
′
i), 1 ≤ i ≤ s, will form a star having the star center
at x; otherwise, C will contain either two disjoint strong edges or a strong cycle of length three. Let G′′ = ∪si=1 G′i . By the
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induction hypothesis, G′′ admits a tree 3-spanner. Let T ′′ be a tree 3-spanner of G′′. Now C will induce a star or a bi-star or
C ∪ {v}, v ∉ C , will induce a bi-star in T ′′. Note that, in each of these cases, x will be the star center or one of the bi-star
centers. As other 2-seps of C which are not incident on x do not violate the conditions of Lemma 5.1, they will have a tree
3-spanner such that C induces the same star or bi-star as in the case of T ′′. Now, combining these tree 3-spanners with T ′′
and Ti, 1 ≤ i ≤ k, we will get a tree 3-spanner of G.
Case II: None of the maximal cliques of G contains more than one strong edge.
If G does not contain any strong edge, then, by Lemma 5.2, G admits a tree 3-spanner. So suppose that G contains strong
edges. Let C1 be a maximal clique of G which contains a strong edge. So C1 contains exactly one strong edge, say xy, which
is in fact a strong edge produced by rule R1, as discussed above. By the definition of strong edges produced by rule R1, there
exists another maximal clique, say C2, such that xy is contained in both C1 and C2, and there exists 2-seps, say a1x and b1y,
in C1 incident on x and y, respectively, and there exists 2-seps, say a2x and b2y, in C2 incident on x and y, respectively. Note
that a1 may be equal to b1, and similarly a2 may be equal to b2.
Now consider the separating clique C1 of G. Let Gi, 1 ≤ i ≤ r , r ≥ 3, be the separated subgraphs of G with respect to
C1. Let Gi, 1 ≤ i ≤ 3, be the separated subgraphs containing the 2-seps a1x, xy and yb1, respectively. Now both G1 and G3
cannot violate the conditions of Lemma 5.1; otherwise, C1 will contain two disjoint strong edges, which is not true. Without
loss of generality, assume that G3 does not violate the conditions of Lemma 5.1. Let G′i , 1 ≤ i ≤ k, k < r , be the separated
subgraphs which violate the conditions of Lemma 5.1. So all theW (G′i), 1 ≤ i ≤ k, will form a star having star center either
at x or at y, say x; otherwise, C1 will contain more than one strong edge. Let G′ = ri=1(i≠3) Gi. By the induction hypothesis,
G′ admits a tree 3-spanner. Let T ′ be a tree 3-spanner of G′. Now C1 will induce a star or a bi-star or C1 ∪ {v}, v ∉ C1,
will induce a bi-star in T ′ and x will be one of the bi-star centers or the star center induced by C1 in T ′, as the W (Gi) of
the separated subgraphs which violates the conditions of Lemma 5.1 incident on x. As G2 violates Lemma 5.1, v ∈ G2. Let
T ′′ = T ′ ∪ {xy} − (V (G2)−W (G2)). Clearly T ′′ is a tree 3-spanner ofki=1(i≠2,3) Gi and contains the edge xy. As G3 satisfies
the conditions of Lemma 5.1 and also admits a tree 3-spanner, it has a tree 3-spanner, say T ∗, such that C induces the same
star or bi-star as in T ′′. So T1 = T ′′ ∪ T ∗ is a tree 3-spanner of ∪ki=1(≠2) Gi containing the edge xy.
Next consider the separating clique C2. Using a similar argument to the one given above, it can be shown that G2 has a
tree 3-spanner, say T2, containing the edge xy. It is easy to see that T = T ∗ ∪ T2 is a tree 3-spanner of G. So G admits a tree
3-spanner.
Hence the lemma is true by the induction principle. 
Theorem 5.4. A 2-sep chordal graph G admits a tree 3-spanner if and only if each maximal clique C of G satisfies the following
six conditions.
(i) C does not contain a cycle of strong edges of length three.
(ii) C does not contain a path of strong edges of length four.
(iii) C does not contain three mutually non-adjacent strong edges.
(iv) Suppose that C contains exactly two strong edges and that these strong edges are non-adjacent. If C contains a cycle of 2-
seps, say x1, x2, . . . , xk, x1, containing the two non-adjacent strong edges, say x1x2 and xixi+1, and if S = {x1, x2, . . . , xk},
then
(a) there exists no 2-sep path internally vertex disjoint with S from xc to xd in C, such that 2 < c < i and i+ 1 < d ≤ k;
(b) either there is no 2-sep path internally vertex disjoint with S from x2 to xd in C for all d, i+1 ≤ d ≤ k, or there is no 2-sep
path internally vertex disjoint with S from x1 to xc in C for all c, 2 < c ≤ i;
(c) either there is no 2-sep path internally vertex disjoint with S from x1 to xc in C for all c such that 2 < c ≤ i, or there is
no 2-sep path internally vertex disjoint with S from xi+1 to xd in C for all d such that 2 ≤ d < i.
(v) Suppose that C contains exactly two strong edges and that these strong edges are non-adjacent. If C contains a 2-sep path
x1, x2, . . . , xk containing the two non-adjacent strong edges, say xixi+1 and xjxj+1, i < j, and if S = {x1, x2, . . . , xk}, then
either x1xc is not a 2-sep for all c such that i+ 1 < c ≤ j or xkxd is not a 2-sep for all d such that i+ 1 ≤ d < j.
(vi) If C contains two non-adjacent strong edges and contains at least three strong edges, then
(a) there is no cycle of 2-seps containing three strong edges in C;
(b) if x1, x2, . . . , xk is a 2-sep path in C containing the strong edges x1x2, x2x3 and xixi+1, i > 3, then xkxc is not a 2-sep for
all c with 3 ≤ c < i.
Proof. Necessity: Let T be a tree 3-spanner of G. Let C be any arbitrary maximal clique of G. By Lemma 2.3, C induces either a
star, a bi-star, or C ∪ {x}, x ∉ C , induces a bi-star in T . So C will induce neither (i) a cycle in T nor (ii) a path of length four in
T , and (iii) C will not contain a set of three mutually non-adjacent edges in T . Since strong edges are forced edges, C will not
contain (i) a cycle of strong edges of length three, (ii) a path of strong edges of length four, and (iii) three mutually disjoint
strong edges. So C will not violate any of Conditions (i), (ii), and (iii).
Suppose that C contains a cycle of 2-seps, say x1, x2, . . . , xk, x1, containing two non-adjacent strong edges x1x2 and xixi+1.
Let S = {x1, x2, . . . , xk}. So C will induce a bi-star in T containing the strong edges x1x2 and xixi+1. So either x1xi or x2xi+1
will be an edge in T . Without loss of generality, x1xi is present in T . So x1xs ∈ E(T ) for all s, 2 ≤ s ≤ i − 1, and xixt ∈ E(T ),
for all t , i+ 2 ≤ t ≤ k. So, if any of Conditions (a), (b), and (c) of Condition (iv) is violated, then there will be a 2-sep xy in C
such that dT (x, y) = 3. This is a contradiction to Lemma 2.4. So C will not violate Condition (iv).
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Similarly, it can be checked that if C violates Condition (v) or Condition (vi), then there will be a 2-sep xy in C such that
dT (x, y) = 3. This is a contradiction to Lemma 2.4. So C will not violate either of Conditions (v) and (vi).
Since C is an arbitrary maximal clique of G, each maximal clique of G satisfies all the six necessary conditions.
Sufficiency: We will prove the theorem by induction on the number of maximal cliques of G. The base case, when G has at
most two maximal cliques and satisfies all the six conditions of the theorem, can easily be seen to be true. Assume that the
theorem is true for all 2-sep chordal graphs with l or fewer maximal cliques satisfying the six conditions of the theorem. Let
G be a 2-sep chordal graph with l+ 1 maximal cliques satisfying the six conditions. If G does not contain any strong edge or
if G contains strong edges such that no maximal cliques of G contains two non-adjacent strong edges, then G admits a tree
3-spanner by Lemmas 5.2 and 5.3. So suppose that there exists amaximal clique, say C , ofGwhich contains twonon-adjacent
strong edges. Let G1,G2, . . . ,Gk, k ≥ 2, be the separated subgraphs of G with respect to C .
Case I: C contains exactly two strong edges.
Let ab and cd be the two strong edges present in C . As C contains at least two non-adjacent strong edges, ab and cd are
non-adjacent. Suppose that G contains exactly two separated subgraphs G1 and G2 with respect to the maximal clique C .
Let G′ be the graph obtained from G by removing all vertices C−{a, b, c, d} andmerging the edges ab and cd into a single
edge, say pq. It is easy to see that G′ is a 2-sep chordal graph having exactly one less maximal clique than that of G. So, by the
induction hypothesis, G′ admits a tree 3-spanner, say T ′. As ab and cd are strong edges in G, pqwill be a strong edge in G′. So
pq ∈ E(T ′). Now, by treating pq as ab, T1 = T ′[V (G1)− (C − {a, b})] and by treating pq as cd, T2 = T ′[V (G2)− (C − {c, d})]
are tree 3-spanners of G1 − (C − {a, b}) and G2 − (C − {c, d}), respectively. Let T ′ = T1 ∪ T2 ∪ {ax|x ∈ C − {a, b, c, d}}.
Clearly T ′ is a tree 3-spanner of G.
Next suppose that G contains more than two separated subgraphs with respect to the maximal clique C . Let G1 and G2
be the separated subgraphs containing the strong edges ab and cd, respectively. We will, first, construct a tree B such that
V (B) = C and B contains all strong edges of C and dB(x, y) ≤ 2, for all 2-seps xy ∈ C , and dB(u, v) ≤ 3, for all the edges
uv ∈ C .
Let E(B) = {ab}∪{cd}. Consider the following sets. Sa = {x ∈ C |x is reachable from ausing a 2-sep path ofC not containing
the 2-sep ab}, Sb = {x ∈ C |x is reachable from b using a 2-sep path of C not containing the 2-sep ab}, Sc = {x ∈ C |x is
reachable from c using a 2-sep path of C not containing the 2-sep cd}, Sd = {x ∈ C |x is reachable from d using a 2-sep path
of C not containing the 2-sep cd}, Sab = {x ∈ C |x is reachable from a as well as from b using a 2-sep path of C not containing
any of the 2-seps ab and cd}, Scd = {x ∈ C |x is reachable from c as well as from d using a 2-sep path of C not containing
any of the 2-seps ab and cd}, Sbc = {x ∈ C |x is reachable from b as well as from c using a 2-sep path of C not containing the
2-seps ab and cd}, Sad = {x ∈ C |x is reachable from a as well as from d using a 2-sep path of C not containing the 2-seps ab
and cd}.
It is easy to see that Sad ∩ Sbc = ∅; otherwise, Condition (iv)(a) will be violated. Also, Sab ∩ Scd = ∅; otherwise, Condition
(iv) will be violated. Similarly, Sa ∩ Sd ∩ Sbc = ∅ and Sb ∩ Sc ∩ Sad = ∅.
If Sbc ≠ ∅ and Sad ≠ ∅, then there exists a cycle of 2-seps containing the disjoint strong edges in C . In this case, both ac
and bd cannot be 2-seps. Without loss of generality, suppose that bd is not a 2-sep. Include ac in E(B).
If ac and bd both are not 2-seps, then either ax or by, x ∈ Sbc , y ∈ Sad, is not a 2-sep. If ax is a 2-sep, then let
E(B) = E(B) ∪ {ac}; else, let E(B) = E(B) ∪ {bd}. Similarly, cy or dx, x ∈ Sbc , y ∈ Sad, is not a 2-sep. If dx is a 2-sep,
then E(B) = E(B) ∪ {bd}; else, E(B) = E(B) ∪ {ac}.
If either Sbc ≠ ∅ or Sad ≠ ∅, then we get a path of 2-seps containing the strong edges. Suppose that Sad ≠ ∅. Then,
either xy or zy is not a 2-sep, x ∈ Sa, y ∈ Sad, and z ∈ Sc ; otherwise, Condition (v) will be violated. If xy is a 2-sep, then
E(B) = E(B) ∪ {bd}; else, E(B) = E(B) ∪ {ac}.
Suppose that we have added ac to E(B). Now include the edges of C in E(B) as follows.
E(B) = E(B) ∪ {ax} ∪ {cy} ∪ {cz} ∪ {az ′}, for x ∈ Sab and y ∈ Scd, z ∈ Sad, z ′ ∈ Sbc .
E(B) = E(B) ∪ {ax} ∪ {ay} ∪ {cz} ∪ {cz ′}, x ∈ Sa, y ∈ Sb, z ∈ Sc , z ′ ∈ Sd. For a 2-sep xy which is not in any of the sets
mentioned above, join both x and ywith either a or c. For each x ∈ C not incident on any 2-sep, join xwith either a or c.
Now E(B) is a spanning subgraph of C which is acyclic; otherwise, Condition (iv) will be violated. As per the construction,
for all 2-seps xy of C , either xy is present in E(B) or both x and y are connected either to a or c. So, for all the 2-seps xy of G,
dB(x, y) ≤ 2, and also, for all u, v ∈ C , dB(u, v) ≤ 3.
The edges ab and cd are strong in G1 ∪ G2 by Lemma 4.2. By the induction hypothesis, G1 ∪ G2 admits a tree 3-spanner.
Let T ′ be a tree 3-spanner of G1 ∪ G2 containing ab and cd. Since B contains the strong edges of C and C satisfies Condition
(iv), T = (T ′ − C) ∪ B is a tree 3-spanner of G1 ∪ G2.
Also by the induction hypothesis, all the Gi admit tree 3-spanners. All the Gi, i ≠ 1, 2, will satisfy the conditions of
Lemma 5.1; otherwise, the number of strong edges of C will be more than two. So, by Lemma 5.1(b), each Gi, i ≠ 1, 2 has a
tree 3-spanner Ti such that C induces the bi-star B in each Ti. Now T ∗ = ∪i≠1,2 Ti ∪ T is clearly a tree 3-spanner of G. Hence
G admits a tree 3-spanner.
Case II: C contains more than two strong edges such that the induced subgraph of the strong edges in C is not connected.
Since C does not contain three mutually non-adjacent strong edges, and because of rule R7, the strong edges in C will
induce two connected components in such a way that one component is a star and the other component is a single strong
edge.
Suppose that C contains exactly three strong edges. Let G1, G2, and G3 be the separated subgraphs containing the strong
edges ab, bc , and de, respectively.
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Suppose that G has exactly three separated subgraphs, G1,G2, and G3. Now consider the subgraph G′ = G1∪G3. Clearly G′
has strong edges ab and de in C . By the induction hypothesis, G′ admits a tree 3-spanner and has a tree 3-spanner containing
the edges ab and de of C . Similarly, G′′ = G2 ∪ G3 has strong edges bc and de in C . Again, by the induction hypothesis, G′′ has
a tree 3-spanner containing the edges bc and de on C . These two tree 3-spanners can be combined by taking a bi-star in C
containing the edges ab, bc , and de, to get a tree 3-spanner of G. Hence G admits a tree 3-spanner.
Suppose that G contains more than three separated subgraphs with respect to C . We will construct a tree B containing
all the strong edges of C such that V (B) = C , dB(x, y) ≤ 2, for all 2-seps xy ∈ C , and dB(u, v) ≤ 3, for all the edges uv ∈ C .
Let E(B) = {ab} ∪ {bc} ∪ {de}. Consider the following sets: Sa = {x ∈ C |x is reachable from a using a 2-sep path of C not
containing any of the strong edges of C}. The sets Sb, Sc, Sd, and Se are defined in the same way as Sa. Sab = {x ∈ C |x
is reachable from a as well as from b using a 2-sep path of C not containing any of the strong edges of C}. The sets
Sbc, Scd, Sbd, Sac, Sde and Sbe are defined in the same way as Sab.
Note that, if Scd ≠ ∅, then Sae = ∅ and Sce = ∅; otherwise, Condition (vi) gets violated. Similarly, if Sae ≠ ∅, then
Scd = ∅ and Sad ≠ ∅. In the first case, i.e., if Scd ≠ ∅, add bd to E(B), and in the second case, i.e., if Sae ≠ ∅, add be
to E(B). If Scd = ∅ and Sae = ∅, then add bd to E(B). Suppose that bd is added to E(B). Now add edges in B as follows:
E(B) = E(B)∪{bx}∪{by}∪{bz}∪{cp}∪{cq}, for x ∈ Sa, y ∈ Sb, z ∈ Sc , p ∈ Sd, q ∈ Se. Again, E(B) = E(B)∪{bx}∪{by}∪{bz}
∪ {cp}, x ∈ Sab, y ∈ Sbc , z ∈ Sca, p ∈ Sde.
For each 2-sep of C which is not in the above-mentioned sets, join both the ends to either b or to d in B. For each x ∈ C
such that x is not adjacent to any 2-sep, join x to either b or d.
Now B is a spanning subgraph of C and it does not contain any cycle; otherwise, Condition (vi) will be violated.
dB(x, y) = 3 if and only if x ∈ Se and y ∈ Scd or x ∈ Sd and y ∈ Sae. But these edges are not 2-seps as per Condition
(vi)(b). Due to the construction, for all 2-seps xy of C , either xy is present in B or both x and y are joined to either b or d. So,
for all the 2-seps of C , dB(x, y) ≤ 2 and for any uv ∈ E(C), dB(u, v) ≤ 3.
The edges ab, bc , and de are strong in G′ = G1 ∪ G2 ∪ G3 by Lemma 4.2. By the induction hypothesis, G′ admits a tree
3-spanner. Let T ′ be such a tree 3-spanner containing the strong edges of C . Since B contains all the strong edges of C and C
satisfies Conditions (v) and (vi), T = (T ′ − C) ∪ B is a tree 3-spanner of G′.
Each of the separated subgraphs Gi, i ≠ 1, 2, 3, satisfies all the conditions of Lemma 5.1; otherwise, C will contain more
than three strong edges. So, by Lemma 5.1(b), each of the separated subgraphs Gi, i ≠ 1, 2, 3, has a tree 3-spanner, say Ti,
such that C induces the bi-star B in each Ti. Now, clearly T = T ∪i≠1,2,3 Ti is a tree 3-spanner of G. Hence G admits a tree
3-spanner.
Now suppose that C contains more than three strong edges. Then the strong edges other than ab, bc , dewill be incident
on b. As C satisfies Conditions (v) and (vi), using the construction rule described above, in this case also, we can construct a
tree B such that V (B) = C such that B contains all the strong edges of C and for all the 2-seps xy of C , dB(x, y) ≤ 2 and for all
uv ∈ E(C), dB(u, v) ≤ 3. Arguing as above, in this case also, we can show that G admits a tree 3-spanner.
Case III: C contains more than two strong edges such that the strong edges in C induce a connected subgraph.
First, suppose that C contains exactly three strong edges. In this case, they will form a path of length three in C . Let the
strong edges be ab, bc , and cd. Suppose that G contains exactly three separated subgraphs G1, G2, and G3 with respect to
C containing the edges ab, bc , and cd respectively. The edges ab and cd are strong in G′ = G1 ∪ G3, by Lemma 4.2. By the
induction hypothesis, as G′ contains fewer maximal cliques than G, it admits a tree 3-spanner, say T ′, containing the edges
ab and cd of C .
Now consider the graph G′′ = G2 ∪ C1 ∪ C3, where C1 and C3 are the principal cliques of G1 and G3 respectively. As G′′
contains fewer maximal cliques than G, by the induction hypothesis, G′′ admits a tree 3-spanner. Let T ′′ be a tree 3-spanner
of G′′. Since bc is a 2-sep of G′′, dT ′′(b, c) ≤ 2.
Suppose that bc ∈ T ′′. Let T = T ′′ − (C1 − {a, b}) ∪ (C3 − {c, d}). Clearly T is a tree 3-spanner of G2 containing the edge
bc of C . Let T1 = T ′ ∪ T such that C induces a bi-star containing ab, bc , and cd in T1. Clearly T1 is a tree 3-spanner of G.
Now suppose that bc ∉ T ′′. So dT ′′(b, c) = 2. Let PT ′′(b, c) = b, x, c. Since ab and cd are both 2-seps in G′′, x cannot be
present in C2. So x ∈ C . Let T1 = T ′′ ∪ {bc}. Clearly T2 = T1 − (C − {bc}) is a tree 3-spanner of G[V (G2) \ (C \ {b, c})].
Now T = T2 ∪ T ′ is a tree 3-spanner of G such that C induces a bi-star in T containing ab, bc and cd. Hence G admits a tree
3-spanner.
Now suppose that G contains more than three separated subgraphs with respect to the maximal clique C , and let G1, G2,
G3 be the separated subgraphs containing the strong edges of C . We will construct a tree B containing all the strong edges
of C such that V (B) = V (C), dB(x, y) ≤ 2 for all the 2-seps xy such that x, y ∈ C , and dB(u, v) ≤ 3 for all the edges u, v ∈ C .
Let ab, bc , and cd be the strong edges present in C . Let E(B) = E(B) ∪ {ab} ∪ {bc} ∪ {cd}. Consider the sets
Sa, Sb, Sc, Sd, Sab, Sbc, Scd, Sbd, and Sac as defined in Case II. Note that Sac ∩ Sbd = ∅; otherwise, Condition (vi)(a) will be
violated. Now construct a bi-star as follows:
E(B) = E(B) ∪ {ab} ∪ {bc} ∪ {cd}. The edges with respect to the vertices of the above mentioned sets will be added to B
as follows: E(B) = E(B)∪ {bx} ∪ {by} ∪ {cz} ∪ {cz ′} ∪ {cp} ∪ {cq} ∪ {br}, where x ∈ Sa, y ∈ Sb, z ∈ Sc , z ′ ∈ Sd, p ∈ Scd, q ∈ Sbc ,
r ∈ Sab. If Sbc ∩ Scd ≠ ∅, then E(B) = E(B) ∪ {cx}, x ∈ Sbc ∩ Scd; if Sab ∩ Sbc ≠ ∅, then E(B) = E(B) ∪ {bx}, x ∈ Sab ∩ Sbc .
Note that at least one of Sab ∩ Sbc and Sbc ∩ Scd is empty; otherwise, Condition (vi)(a) will be violated. For each of the 2-sep
xy of C which is not present in any of the above sets, join both the ends x and y to either b or to c. For each x ∈ C which is
not incident on any 2-sep, join x to any one of b and c .
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Clearly B is a spanning subgraph of C . B does not contain any cycle; otherwise, the conditions of (vi) will be violated. As
per the construction, for all the 2-seps xy of C , dB(x, y) ≤ 2; also, for any u, v ∈ C , dB(u, v) ≤ 3.
By the same argument as we made above, we can show that the edges ab, bc and cd are strong in G′ = G1 ∪ G2 ∪ G3. By
the induction hypothesis, G′ admits a tree 3-spanner, say T ′, containing the strong edges of C . Since B contains all the strong
edges of C and C satisfies Condition (vi), clearly T = (T ′ − C) ∪ B is a tree 3-spanner of G′.
The separated subgraphs Gi, i ≠ 1, 2, 3, satisfy all the conditions of Lemma 5.1; otherwise, C will containmore than three
strong edges. So, by Lemma 5.1(b), each of the separated subgraphs Gi, i ≠ 1, 2, 3, has a tree 3-spanner, say Ti, such that C
induces the bi-star B in each Ti, i ≠ 1, 2, 3. Now clearly T = T ∪ {∪i≠1,2,3 Ti} is a tree 3-spanner of G. Hence G admits a tree
3-spanner.
Suppose that C contains more than three strong edges which induce a connected subgraph; then, three of the strong
edges will form a path, say a, b, c , and the other strong edges of C which are not a part of the path will be incident with
either b or c. Since C satisfies Condition (vi), using a similar construction rule, we can construct a tree B such that V (B) = C
containing all the strong edges of C and dB(x, y) ≤ 2 for all the 2-seps xy contained in C and for all u, v ∈ C , dB(u, v) ≤ 3.
Arguing as above, we can show that, in this case also, G admits a tree 3-spanner.
So, in all the cases, G admits a tree 3-spanner. Hence the result follows by induction. 
6. Computation of strong edges
In this section, we propose algorithms to compute all the strong edges of a 2-sep chordal graph G.
Strong edges of type 1, that is, strong edges produced by rule R1 can be found as follows.
For each maximal clique C of G, let GC = (C, E ′), where E ′ = {xy|x, y ∈ C and xy is a 2-sep of G}. Construct an array S0
such that S0[C] contains the list of 2-seps of GC such that the degree of both the end vertices of each 2-sep is more than one.
Construct another array S1 such that S1[e], where e appears in some S0[C] in GC , contains all the maximal cliques containing
e. Now S1[e] contains more than one maximal cliques if and only if e is a strong edge of type 1.
Note that, for e ∈ E[GC ], if the degrees of both the end points of e are more than one, then either e is a middle edge of a
2-sep P3 of C or is an edge of a 2-sep C3. As the array S1 contains the list of maximal cliques which contain such edges, for an
edge e, if S1[e] contains more than one maximal clique, then, by the definition of strong edges of type 1, e is a strong edge of
type 1. In this way, we can compute all the strong edges of type 1 of G.
Next we propose an algorithm to compute all the strong edges of type 2. To compute strong edges of type 2, we first
mark all the 2-seps which are potential candidates for strong edges of type 2. Then we visit each clique node of the clique
separator tree T using breadth-first search (BFS) and declare certain marked edges as strong edges of type 2. The detailed
marking scheme and means of identifying the strong edges of type 2 are presented below.
Algorithm_mark_ 2-seps1
(1) Construct the clique separator tree T of G having root, r(T ), of T at an arbitrary clique node C . Let Si, 1 ≤ i ≤ r , be
the 2-seps of r(T ).
(2) Use BFS to compute PC3[C] for each clique node C of T such that PC3[C] = 1 if C contains a 2-sep P3 or a 2-sep C3
such that the middle 2-sep of the 2-sep P3 or C3 is P[C], i.e., parent of C , and PC3[C] = 0 otherwise.Mark[C] = false
and label[xy] = 0 for all maximal cliques C and for all 2-seps xy of G.
(3) Marking of the 2-seps.
Number the leaves as li, 1 ≤ i ≤ k, where k is the total number of leaves of the clique separator tree. Let l∗i , 1 ≤ i ≤ k,
be the maximal clique having largest depth in the path from li to r(T ) such that PC3[l∗i ] = 1.
foreach i = 1 to k do
if (Mark[l∗i ]==false) then
Let C1, C2, ...Cj be the maximal cliques in decreasing order of their depth in the path from l∗i to r(T ) such that
PC3[Ci]=1 for each i, 1 ≤ i ≤ j.
t = 1 ;
while (t ≤ j and Mark[Ct ]==false) do
Let Cl0 , Cl1 , ..., Clr+1 be the maximal clique nodes in order in the path from Ct to Ct+1 such that Cl0 = Ct and
Clr+1 = Ct+1.
Let li be the largest index such that the clique-sep path from Cl0 to Cli ,
li ≤ (t + 1), is disjoint.
s = 0 ;
while (s ≤ i− 1 and Mark[Cls ]==false) do
label[P[Cls ]]=1;Mark[Cls ]=true; i++ ;
end
t ++ ;
end
end
end
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Fig. 7. A 2-sep chordal graph G.
Consider the graph G of Fig. 7. This graph will serve as an example to illustrate all the algorithms presented in
this section and the next section. It is easy to see that Algorithm_mark_2-seps1, when applied to G taking C = {i, j,
k, l, a6, z7} as the root of the clique separator tree T of G, will assign label 1 to each edge ab, cd, ef , gh, ij, kl, x8y10, x7y9, x1y1,
x2y2, x2x3, z1z2, z3z4, a1z9, a2z8, a3z3, and a4z4.
The clique nodes in the clique separator tree T of Gwill be visited using breadth first search and some label 1 edges will
be marked as label F edges which are nothing but strong edges of type 2.
Algorithm 1
Use BFS from r(T ) and visit all the clique nodes of the clique separator tree T of G.
Let C be the maximal clique being visited currently by BFS.
if (C is the root of the CST (G)) then
if(C has two or more non-adjacent label 1 2-seps) then
mark all the label 1 edges of C as label F ;
else
Let ab = P(C).
Case I: ab is a label F edge
if (C contains a label 1 edge non-adjacent to ab or C contains more than one label 1 edges) thenmark all label 1 edges
of C as label F ;
Case II: ab is a label 1 edge
if (ab is the middle edge of a 2-sep P3 or 2-sep C3 which is compatible with respect to a label 1 edge of C and is
nonadjacent to ab) then
mark ab and other label 1 edges of C as label F ;
else
if (C contains two non-adjacent label 1marked edges different from ab) thenmark all the label 1 edges of C
excluding ab as label F ;
end
end
It is easy to see that the edges which will be marked as label F by Algorithm 1, when applied to G of Fig. 7 taking
C = {i, j, k, l, a6, z7} as the root of the clique separator tree T of G, are the edges ij, lk, ab, cd, ef , gh, x2x3, z1z2, and
z3z4.
The label F edges computed by the above algorithm are nothing but strong edges of type 2 in G. In the following lemma,
we proved that Algorithm 1 correctly computes all the strong edges of type 2 in G.
Lemma 6.1. Algorithm 1 computes all the strong edges of type 2 in a 2-sep chordal graph G.
Proof. Let xy be a strong edge of type 2. So, by the definition of a strong edge of type 2, there exist xiyi, 1 ≤ i ≤ k, k ≥ 2
such that each one is a strong edge of type 2 in G and xy = xiyi for some i, 1 ≤ i ≤ k. So there exists a disjoint
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clique-sep path P from x1y1 to xkyk. Let Cj and Cj+1 be two maximal cliques in the path P containing xjyj, 1 ≤ j ≤ k. So,
C1 as well as Ck+1 contains a 2-sep P3 or a 2-sep C3. Note that all the edges xiyi, i ∈ {1, 2, . . . , k}, will be marked as label 1
by Algorithm_mark_2-seps1. Without loss of generality, the depth of C1 is at least as large as the depth of Ck+1 in T . Let Cj be
the least common ancestor of C1 and Ck+1. If j ≠ (k+ 1), then Cj will contain two disjoint label 1 edges, namely xj−1yj−1 and
xjyj. These edges will be marked as label F by the elseif part of Case II of Algorithm 1. So, by Case I of Algorithm 1, all other
edges xiyi, i ∈ {1, 2, . . . , k} − {j, j − 1}, will be marked as label F . If j = (k + 1), then xkyk and xk−1yk−1 will be marked as
label F by Case II of Algorithm 1. So, by Case I of Algorithm 1, all other edges xiyi, i ∈ {1, 2, . . . , k − 2}, will be marked as
label F . So all strong edges of type 2 will be marked as label F by Algorithm 1.
Next, let xiyi be a 2-sep which is marked as label F by Algorithm 1. So xiyi must be a label 1 edge. So there exists a disjoint
clique-sep path P from x1y1 to xiyi for some 2-sep x1y1 such that C1 contains a 2-sep P3 or 2-sep C3 having x1y1 as themiddle
edge and P[C1] = x1y1. If xiyi is contained in the root of T , then the root contains another label 1 edge, say xi+1yi+1. So, there
exists a disjoint clique-sep path Q from xi+1yi+1 to themiddle edge of a 2-sep P3 or 2-sep C3, say xkyk. Now P ∪Q is a disjoint
clique-sep path from x1y1 to xkyk. So xiyi is a strong edge of type 2. If xiyi is not contained in the root clique, then xiyi is
marked as label F by Case II of the Algorithm 1. Using a similar analysis, we can show that there exists a disjoint clique-sep
path from x1y1 to xkyk such that x1y1 and xkyk are middle edges of a 2-sep P3 or C3 such that the 2-sep P3 or C3 containing
x1y1 is compatible with respect to xkyk and the 2-sep P3 or C3 containing xkyk is compatible with respect to x1y1. So xiyi is a
strong edge of type 2. So every label F edge is a strong edge of type 2.
Hence the set of all label F edges produced by Algorithm 1 is exactly the set of all strong edges of type 2 of G. 
Below, we discuss how Algorithm_mark_2-seps1 and Algorithm 1 can be implemented in linear time.
Step 1 of Algorithm_mark_2-seps1 takes O(m+ n) time, as discussed in Section 3. Step 2 can be implemented as follows.
For each maximal clique Ci, 1 ≤ i ≤ r , find the 2-seps contained in Ci and check for a 2-sep path of length three. This takes
constant time. Since G contains O(n)maximal cliques, the array L3, where L3[C] = 1 if C contains a 2-sep P3 or a 2-sep C3,
can be computed in O(m + n) time. The array PC3[Ci] in Step 2 can be obtained from the array L3, by checking whether
the middle edge of the 2-sep P3 or C3 is the parent of Ci or a child of Ci in CST (G). So Step 2 can also be implemented in
O(m + n) time. We first find the array LP3 such that LP3[C] = C ′ if C ′ has the largest depth in the path from C to r(T ) and
PC3[C ′] = 1. We use BFS and compute LP3[C] by the recursive rule: LP3[C] = ∅ if C = r(T ) and LP3[C] = C if C ≠ r(T )
and PC3[C] = 1 and LP3[C] = LP3[P[C]] if C ≠ r(T ) and PC3[C] = 0. So, in Step 3, we need to find LP3[li], which is l∗i , for
each leaf li. So, this can be done in O(m + n) time. Once l∗i is found for each leaf li, we need to traverse the path from l∗i to
r(T ) to complete other operations of Step 3. While traversing from some l∗j to r(T ), we stop once we encounter a marked
clique node. This ensures that we have to visit at most O(n)maximal clique nodes in total. So Step 3 requires O(m+n) time.
So Algorithm_mark_2-seps1 takes O(m+ n) time.
Algorithm 1 visits T in a BFS manner, and depending upon the marked edges present in each clique, it declares some
edges as label F . So Algorithm 1 also takes O(m+ n) time. Hence we have the following result.
Lemma 6.2. In a 2-sep chordal graph, strong edges of type 2 can be computed in O(m+ n) time.
From the definition of a strong edge of type 2, it follows that, if a 2-sep chordal graph G contains a strong edge of type 2,
then it has a maximal clique containing two non-adjacent strong edges. If G does not contain a maximal clique containing
non-adjacent strong edges, then Gwill not contain any strong edge other than strong edges of type 1. Next, suppose that C ′
is a maximal clique of G containing two non-adjacent strong edges of type 1 or type 2. Let T be the clique separator tree of
G rooted at C ′. Next we propose a marking scheme to mark certain edges. We have the label F edges, i.e., the strong edges
of type 2, computed by Algorithm 1. Let S1 be an array such that, for each maximal clique Ci ∈ G, S1[Ci] = 1, if P[Ci] in T
is a strong edge of type 1 or 2; else S1[Ci] = 0. Clearly this can be done in O(m + n) time using BFS after getting all strong
edges of type 2 by Algorithm 1. Label every strong edge of type 1 or 2 with label s1. Use a BFS traversal to compute PC3[C]
for each maximal clique node C of T such that PC3[C] = 1 if C contains a 2-sep P3 or 2-sep C3 such that the middle 2-sep is
the parent of C; otherwise, PC3[C] = 0. Set Mark[C] = false and label[xy] = 0 for all maximal cliques C and for all 2-seps
xy of G.
Next we propose an algorithm to label certain edges with label 1, 2 or 3.
An edge which has a label 1, 2, or 3 is called a labeled edge. Next, the maximal cliques of G in CST (G) will be visited in a
BFS manner and some labeled edges will be marked as label F∗.
We state six conditions now which will be used later.
Let T be a given clique separator tree of G and let C be a given clique node such that P(C) = xkyk in T .
Condition 1: Let ab, pq ∈ C be two non-adjacent 2-seps such that ab and pq are label s1 edges or label F∗ edges or any of the
labeled edges and xkyk is non-adjacent to ab and pq.
Condition 2: C contains a 2-sep cycle z0, z1, . . . , zr−1, zr , z0, r ≥ 2, where z0 = xk and zr = yk, such that zi−1zi and zizi+1 are
label s1 edges or label F∗ edges or label 3 edges for some i, 1 ≤ i ≤ r − 1.
Condition 3: C contains edges pq, qr, rxk such that they are label s1 edges or label F∗ edges or any of the labeled edges.
Condition 4: C contains a label s1 edge or a label F∗ edge, say ab, non-adjacent to xkyk. If C contains a cycle of 2-seps, say
z1, z2, . . . , zl, z1, where z1z2 = ab and zizi+1 = xkyk and if S = {z1, z2, . . . , zl}, then at least one of the following conditions
hold.
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(a) There exists a 2-sep path internally vertex disjoint with S from zc to zd in C such that 2 < c < i and i+ 1 < d ≤ k.
(b) There exists a 2-sep path internally vertex disjoint with S from z2 to zd in C for all d, i + 1 ≤ d ≤ k, and there exists a
2-sep path internally vertex disjoint with S from z1 to zc in C for all c , 2 < c ≤ i.
(c) There exists a 2-sep path internally vertex disjoint with S from z1 to zc for all c , 2 < c ≤ i, and there exists a 2-sep path
internally vertex disjoint with S from zi+1 to zd in C for all d such that 2 ≤ d < i.
Condition 5: C contains a label s1 edge or label F∗ edge, say ab, such that {a, b} ∩ {xk, yk} = ∅ and C contains a 2-sep path
z1, z2, . . . , zl such that zizi+1 = ab and zjzj+1 = xkyk, 1 ≤ i < j ≤ l and there exists c and d, i + 1 < c ≤ j, i + 1 ≤ d < j,
such that z1zc and zlzd are 2-seps.
Condition 6: C contains two non-adjacent label s1 or label F∗ edges and at least three label s1 or label F∗ edges, then one of
the following holds.
(a) C contains a 2-sep path z1, z2, . . . , zk, k ≥ 4, such that z1z2 and zk−1zk are label s1 edges or any of the labeled edges and
z1 = xk and zk = yk.
(b) C contains a 2-sep path z1, z2, . . . , zj, j ≥ 5, such that z1z2, z2z3, and zj−1zj are label s1 edges or any of the labeled edges
and there exists l, 3 ≤ l ≤ j− 2, such that zl = xk and zl+1 = yk.
Algorithm_mark_ 2-seps2
Input: The clique separator tree T and the arrays PC3 and S1.
Output: Certain 2-seps of G having labels 1, 2 or 3.
Number the leaves as li, 1 ≤ i ≤ k, where k is the total number of leaves of T .
Let l∗i , 1 ≤ i ≤ k, be the clique having largest depth in the path from li to r(T )
such that PC3[l∗i ]=1 or S1[l∗i ]=1.
foreach i = 1 to k do
Let C1, C2,. . .,Cj be the maximal cliques in decreasing order of their depth in the path
from l∗i to r(T ) such that PC3[Ci]=1 or S1[Ci]=1 for each i, 1 ≤ i ≤ j.
foreach t = 1 to j do
Let C ′i , 1 ≤ i ≤ r be the maximal cliques in the path from Ct to Ct+1 such that
Ct = C ′1 and Ct+1 = C ′r .
if (Ct satisfies at least one of the conditions Ci, 1 ≤ i ≤ 6) then
Traverse(Ct );
else
if (PC3[Ct ]==1 or S1[Ct ]==1) then let i be the largest index such that
the 2-sep path from Ct to C ′i is disjoint.
k=1;
while (k ≤ i) do
if (Mark[C ′k]== false) then Label[P(C ′k)] = 1;
Mark[C ′k]= true; k++;
elseif (C ′k satisfies at least one of the conditions Ci, 1 ≤ i ≤ 6) then
Traverse(C ′k);
end
end
end
end
Traverse(C1)
{
Let Ci and Cj, 1 < i < j, be the maximal cliques having largest depth in the clique-sep path
from C1 to r(T ) such that the clique-sep path from C1 to Ci is disjoint and the
clique-sep path from Ci+1 to Cj is disjoint.
k = 1; l = i+ 1;
while (k ≤ i) do
Label[P(Ck)]= 3; Mark[Ck]= true; k++;
end
while (l ≤ j) do
if (Mark[Cl]== false) then Label[P(Cl)] = 2; l++;
elseif (Cl satisfies any of the conditions Ci, 1 ≤ i ≤ 6) then
Traverse(Cl);
end
}
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Consider the graphG of Fig. 7. The set of strong edges ofGproduced byAlgorithm1 is {ab, cd, ef , gh, ij, kl, x2x3, z1z2, z3z4}.
It is easy to verify that Algorithm_mark_ 2-seps2, when applied to G, taking C = {i, j, k, l, a6, z7} as the root of the clique
separator tree T of G, will mark x8y10, x7y9, x1y1, and x2y2 as label 3 edges, x7y8, x6y7, x5y6, x4y5, and x3y4 as label 2 edges
and a1z9, a2z8, a3z3, and a4z4 as label 1 edges. Given these labeled edges and the label F edges, Algorithm 2 declares
x7y8, x6y7, x5y6, x4y5, x3y4, a1z9, a2z8, a3z3, and a4z4 as label F∗ edges. Note also that Algorithm 2 will assign the value 1
to H[e] if and only if e ∈ {a6z7, a5z6, a4z5, x3y3}.
Algorithm 2
(1) For all 2-seps ab of G, set H[ab] = 0.
(2) Use BFS to visit all the clique nodes of CST (G) and mark certain edges as follows.
Let C be the currently visiting node of the CST (G) by BFS.
if (C is the root of the CST (G)) then
if (C has a labeled edge) thenmark all the labeled edges of C as label F∗;
else
Let ab = P(C).
Case I: ab is not a labeled edge.
if(H(ab) == 1 and C contains a labeled edge) thenmark all the labeled edges of C as label F∗;
Case II: ab is a label s1 edge or a label F∗ edge.
if (there exists a labeled edge or a label s1 edge non-adjacent to ab or two non-adjacent labeled or label s1 edges in C)
thenmark all labeled edges of C as label F∗;
Case III: ab is a labeled edge and Label[ab] is either 1 or 2.
if (C contains two non-adjacent labeled or label s1 edges) then
mark all labeled edges excluding ab as label F∗;
else
if(ab is the middle edge of a 2-sep P3 or C3 which is compatible with respect to a non-adjacent labeled or a label s1
edge of C) thenmark all labeled edges of C including ab as label F∗;
elseif (C contains a label 3 edge, say xy, incident on a or b such that P(C∗) == xy and satisfies Condition C2) then
mark all the label 1 and label 2 edges of C including ab as label F∗;
end
Case IV: ab is a labeled edge and Label[ab] is 3.
if (a 2-sep with label 3 incidents on a or b or C contains two non-adjacent labeled edges) thenmark all the labeled
edges of C as label F∗ in the first case and in second case mark all edges except ab as label F∗;
elsemark all the label 1 and label 2 edges of C as label F∗;
end
if (C contains disjoint label s1 or F∗ edges ab and cd such that on a(or b) and on c (or d), say on a and c, more than one label
s1 or F∗ edges incident) thenmark the edge ac as label F∗;
if (C satisfies the Condition 1) then
for all 2-seps abwhich are not labeled and disjoint from the disjoint label s1 or label F∗ edges, H(ab) = 1;
else
if (C satisfies the Condition 2 )then for all unlabeled 2-seps ab ∈ C such that a = zj and b = zj+1, 1 ≤ i ≤ r − 1,
H(ab) = 1;
elseif (C satisfies the Condition 3) then for all the unlabeled 2-seps ab ∈ C , if ab does not incident on q or r , then
H(ab) = 1;
elseif (C satisfies Condition 4 or Condition 5) then for all unlabeled 2-seps zizi+1 ∈ C , 1 ≤ i ≤ l, such that it does not
incident on a or b, H(zizi+1) = 1;
elseif (C satisfies the Condition 6) then for all unlabeled 2-seps zizi+1 ∈ C , 2 ≤ i ≤ k− 1, H(zizi+1) = 1;
elseif (C contains two label 3 edges, say, ab and cd, such that P(C) = ab) then for all 2-seps pq of C which are not
labeled and not incident on c or d, H(pq) = 1;
elseif (C contains a label 3 edge, say ab) then for all 2-seps pq of C such that {a, b} ∩ {p, q} = ∅, H(pq) = 1;
end
Let S be the set of all label s1 edges and label F∗ edges of G. It can be seen easily that, for a 2-sep ab, a, b ∈ C ′, which is
not a labeled edge, H(ab) = 1 if and only if one of the following six conditions is true.
(i) ab ∈ C ′ and C ′ contains two non-adjacent edges of S which are non-adjacent to ab.
(ii) C ′ satisfies Condition 2 such that a = zj and b = zj+1, 0 ≤ j ≤ r − 1.
(iii) C ′ satisfies Condition 3 and ab is not incident with p or r .
(iv) C ′ satisfies Condition 4 or Condition 5 and zizi+1 ∈ C , 1 ≤ i ≤ l, is an unlabeled 2-sep such that it is not incident with a
or b.
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(v) C ′ satisfies Condition 6 and zizi+1 ∈ C , 2 ≤ i ≤ k− 1, is an unlabeled 2-sep.
(vi) H(a′b′) = 1, where a′b′ = P[P[ab]] and {a′, b′} ∩ {a, b} = ∅.
(vii) ab ∈ C ′ is unlabeled and C ′ contains two label 3 edges.
Label F∗ edges computed by Algorithm 2 are nothing but the strong edges produced by rules R3, R4, R5, R6, and R7.
Lemma 6.3. Algorithm 2 computes all the strong edges produced by rules R3, R4, R5, R6, and R7 correctly.
Proof. Let xy be a strong edge produced by rule R3. By the definition of rule R3, there exist strong edges xiyi, 1 ≤ i ≤ k, k ≥ 2
which are produced by rule R3 such that xy = xiyi for some i, 1 ≤ i ≤ k. So there exists a disjoint clique-sep path P from
x1y1 to xkyk, where x1y1 and xkyk are strong edges or one of them is a strong edge and the other is the middle edge of a 2-sep
P3 or 2-sep C3 which is compatible with respect to the other. Let Cj and Cj+1 be two maximal cliques in path P containing
xjyj, 1 ≤ j ≤ k. So C1 as well as Ck+1 contains strong edges or a 2-sep P3 or C3. These strong edges are either label s1
edges or label F∗ edges produced by one of the rules Ri, 3 ≤ i ≤ 7. As Algorithm_mark_2-seps2 gives non-zero labels to
all potential strong edges, x1y1 and xkyk will be labeled edges. So all the edges xiyi, i ∈ {1, 2, . . . , k}, will get a label by
Algorithm_mark_2-seps2. Without loss of generality, the depth of C1 is at least as large as the depth of Ck+1 in T . Let Cj be
the least common ancestor of C1 and Ck+1. If j ≠ (k + 1), then Cj will contain two disjoint labeled edges, namely xj−1yj−1
and xjyj. These edges will get the label F∗ by the if part of Case III of Algorithm 2. So, by Case I of Algorithm 2, all other edges
xiyi, i ∈ {1, 2, . . . , k} − {j, j − 1}, will get label F∗. If j = (k + 1), then as xkyk is a label F or label F∗ edge, xk−1yk−1 will be
labeled F∗ by Case I of Algorithm 2. So, by Case I of Algorithm 2, all other edges xiyi, i ∈ {2, . . . , k− 2}, will be labeled F∗. So
all strong edges produced by rule R3 will get label F∗ by Algorithm 2.
Let P be the clique-sep path between the maximal cliques C1 and Ck+1 which contains the 2-seps xiyi, 1 ≤ i ≤ k, and
xiyi, 1 ≤ i ≤ r , r < k, be the 2-seps of the path P which are produced by rule R4. Let Ci and Ci+1 be the maximal cliques
which contain the 2-sep xiyi, 1 ≤ i ≤ k. Note that Algorithm_mark_2-seps2 will always assign these edges label 1 or label
2. If Ci, 1 ≤ i ≤ k, are present in one branch, and if Ck+1 is of larger depth than C1, then these edges will be assigned label
2; else, they will be assigned label 1. If C1 and Ck+1 are in different branches of T , then they may be assigned label 1 as
well as label 2. Let Cj be the least common ancestor of C1 and Ck+1. First, suppose that the depth of C1 is at least as large as
the depth of Ck+1 in T . Let j ≠ (k + 1). If j ≤ i, then Cj will contain two disjoint labeled edges, namely xj−1yj−1 and xjyj.
These edges will be assigned label F∗ by the if part of Case III of Algorithm 2. So, by Case I of Algorithm 2, all other edges
xiyi, i ∈ {1, 2, . . . , k} − {j, j− 1}, will be assigned label F∗. If j > i, then xjyj will be assigned label 3 by Algorithm_mark_2-
seps2. For the 2-sep xj−1yj−1, H(xj−1yj−1) = 1 by the second if part of Algorithm 2. Similarly, H(xi+1yi+1) = 1. Now, by Case
IV of Algorithm 2, xiyi will be assigned label F∗, and by Case I of Algorithm 2, all other edges xiyi, i ∈ {1, 2, . . . , i}, will be
assigned label F∗. Next suppose that j = (k+ 1). By the definition of strong edges produced by rule R4 and as Ck+1 is of least
depth, Ck+1 contains two non-adjacent label F or label F∗ edges. So, by definition, H(xtyt) = 1 for i + 1 ≤ t ≤ k. As the
maximal clique Ci+1 contains a label 3 edge and xiyi is a label 1 edge, by Case IV of Algorithm 2, xiyi will be assigned label F∗,
and by Case I of Algorithm 2, xjyj, 1 ≤ j ≤ i− 1, will also be assigned label F∗.
Next suppose that the depth of Ck+1 is at least as large as the depth of C1 in T . Let Cj be the least common ancestor of C1
and Ck+1. If j ≠ (k+1), then it is the same case as above. So suppose that j = k+1. Now Ck+1 can contain two non-adjacent
label s1 edges, each of which is non-adjacent to xkyk, or the non-adjacent strong edges of Ck+1 can be produced by any of
the rules Ri, 3 ≤ i ≤ 7. As all the potential strong edges are labeled by Algorithm_mark_2-seps2, these strong edges will be
assigned some label. As xkyk is non-adjacent to the labeled edges of Ck+1, it will be assigned label 3 by Algorithm_mark_2-
seps2. Similarly, xtyt , i + 1 ≤ t ≤ k, will be assigned a label and xjyj, 1 ≤ j ≤ i, will be assigned label 2. Note that the
edge x1y1 is either a strong edge or the middle edge of a 2-sep P3 or C3 which is compatible with respect to x2y2. If x1y1 is
not a label F or label F∗ edge, by the else part of Case III of Algorithm 2, x1y1 will be assigned the label F∗, and by Case I of
Algorithm 2, xjyj, 2 ≤ j ≤ i, will be assigned label F∗.
Let P be a clique-sep path between the maximal cliques C1 and Ck+1 which contains the 2-seps xiyi, 1 ≤ i ≤ k, and let
xiyi, r ≤ i ≤ s, r < s < k, be the 2-seps of the path P which are produced by rule R5. Let Ci and Ci+1 be the maximal
cliques which contain the 2-sep xiyi, 1 ≤ i ≤ k. Note that Algorithm_mark_2-seps2 will always assign these edges label 2.
Let Cj be the least common ancestor of C1 and Ck+1. Let j ≠ (k + 1). If r < j < s, then Cj will contain two disjoint label 2
edges, namely xj−1yj−1 and xjyj. These edges will be assigned label F∗ by the if part of Case III of Algorithm 2. So, by Case I of
Algorithm 2, all other edges xiyi, i ∈ {1, 2, . . . , k} − {j, j − 1}, will be assigned label F∗. If j < r , then xjyj will be assigned
label 3 by Algorithm_mark_2-seps2. For the 2-sep xj+1yj+1, H(xj+1yj+1) = 1 by the second if part of Algorithm 2. Similarly,
H(xr−1yr−1) = 1. Now, by Case IV of Algorithm 2, xryr will be assigned label F∗, and by Case I of Algorithm 2, all other edges
xiyi, i ∈ {1, 2, . . . , i}, will be assigned label F∗. The case j > s can be handled similarly.
Next, suppose that j = (k + 1). By the definition of strong edges produced by rule R4 and as Ck+1 is of least depth, Ck+1
contains two nonadjacent label F or label F∗ edges. So, by definition, H(xtyt) = 1 for s+ 1 ≤ t ≤ k. As the maximal clique
Cs+1 contains a label 3 edge and xsys is a label 2 edge, by Case IV of Algorithm 2, xsys will be assigned label F∗, and by Case I
of Algorithm 2, xjyj, r ≤ j ≤ s, will also be assigned label F∗.
Next, suppose that xy is a strong edge produced by rule R6. Certainly Algorithm_mark_2-seps2 will mark xywith label 2.
By the else part of Case III of Algorithm 2, xywill be marked as label F∗.
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Suppose that xy is an edge produced by rule R7. Then more than one label s1 or label F∗ edges will be incident on x as
well as on y. By the second if part of the Algorithm 2, the edge xy will be marked as label F∗. So the strong edges produced
by rule R7 will be marked as label F∗.
Thus all strong edges produced by rules Ri, 3 ≤ i ≤ 7, will be assigned label F∗ by Algorithm 2.
Next, suppose that xiyi is an edge marked as label F∗ by Algorithm 2. We will show that xiyi is an edge produced by one
of the rules Ri, 3 ≤ i ≤ 7. As discussed above, xiyi must be a labeled edge with labels 1 or 2 or 3. As Algorithm 2 assigns xiyi
label F∗, there exists either a disjoint clique-sep path P from xiyi to x1y1 for some 2-sep x1y1 such that C1 contains a 2-sep P3
having x1y1 as the middle edge and P[C1] = x1y1 or x1y1 is a label s1 edge or P intersects exactly once and C1 satisfies one
of the conditions Ci, 1 ≤ i ≤ 4.
Suppose that xiyi is contained in the root of T . Since the root of T contains two disjoint label s1 edges, either xiyi is disjoint
from one of the strong edges of r(T ) or is a middle edge of a 2-sep P3. In the first case, xiyi is a strong edge produced by rule
R3, and in the second case, xiyi will be produced by rule R4, R5, or R6.
Suppose that xiyi is not contained in the root clique. Let Ci and Ci+1 be the maximal cliques which contain xiyi. Let Ci+1
be at smaller depth than Ci. If Ci+1 does not contain any other labeled edge, then Ci+1 contains a 2-sep, say xi+1yi+1, incident
on xiyi. If H(xi+1yi+1) = 1, then xiyi is a strong edge produced by rule R3 in the first case, and in the second case it will be
produced by rule R4. If Ci+1 contains another labeled edge disjoint from xiyi, then, using a similar analysis, we can show that
xiyi will be produced by one of the rules Ri, 3 ≤ i ≤ 7. So, every label F∗ edge is a strong edge produced by one of the rules
Ri, 3 ≤ i ≤ 7. Hence the set of all label F∗ edges produced by Algorithm 2 is exactly the set of all strong edges produced by
the rules Ri, 3 ≤ i ≤ 7.
Hence Algorithm 2 correctly computes all the strong edges produced by rules R3, R4, R5, R6, and R7. 
Below, we analyze the complexity of Algorithm_mark_ 2-seps2 and Algorithm 2.
The array PC3[C] for each maximal clique C of G and the maximal clique l∗i can be constructed in O(m + n) time, as
discussed previously in the analysis of Algorithm_mark_ 2-seps1. The array S1 can be constructed by visiting all themaximal
cliques of G. As G has O(n)maximal cliques, the array S1 can also be constructed in linear time. Once l∗i is found for each leaf
node li of G, we need to traverse the path from l∗i to r(T ) to complete other operations.While traversing from some l
∗
j to r(T ),
we stop under the following condition. Once we encounter a marked clique node, say C , in the path then the conditions i,
1 ≤ i ≤ 6, are checked on C . If C does not satisfy any of the conditions, then Algorithm_mark_ 2-seps2 stops there, and if
C satisfies at least one of the Conditions i, 1 ≤ i ≤ 6, then Algorithm_mark_ 2-seps2 visits at most two intersections of the
maximal cliques in the path. This ensures that Algorithm_mark_ 2-seps2 visits at most O(m + n)maximal clique nodes in
total. Note that the Conditions i, 1 ≤ i ≤ 6, are nothing but the conditions of the characterization theoremwhen the parent
of maximal clique C is a strong edge. As discussed in the previous section, this can be done in linear time in the number of
2-seps of C . Since the sum of the number of 2-seps in all the maximal cliques of G is O(n+ m), Conditions i, 1 ≤ i ≤ 6, can
be checked in all the maximal cliques in O(m+ n) time. So Algorithm_mark_ 2-seps2 takes O(m+ n) time.
Algorithm 2 visits the CST (G) in a BFS manner, and depending upon the marked edges present in the maximal cliques of
G, it declares certain edges as label F∗. So Algorithm 2 takes O(m+ n) time. Hence the following theorem follows from the
above discussion.
Lemma 6.4. In a 2-sep chordal graph, the set of all strong edges can be computed in O(m+ n) time.
7. Recognition
In this section, we show how to recognize in linear time whether a 2-sep chordal graph G is tree 3-spanner admissible
given the set of all strong edges and the set of all 2-seps of G. We do this by checking all the six conditions of Theorem 5.4.
For each maximal clique C of G, construct GC = G[E ′], where E ′ is the set of all strong edges contained in the maximal
clique C . The maximal clique C satisfies Conditions (i), (ii) and (iii) of Theorem 5.4 if and only if (i) GC is acyclic, (ii) GC
has at most two components, and (iii) if GC has exactly two components, then both the components are stars and one of
the components consists of a single edge and if GC has exactly one component, then GC has no path of length four. These
conditions can be checked by using DFS (depth-first search) on GC . Since the sum of the number of strong edges in all the
maximal cliques of G is O(n+m), Conditions (i), (ii) and (iii) of Theorem 5.4 can be tested in linear time.
Assume that Conditions (i), (ii), and (iii) of Theorem 5.4 are satisfied for the maximal clique C .
If GC has no two non-adjacent edges, then Conditions (iv), (v) and (vi) of Theorem 5.4 are trivially true. So, assume that
C contains two non-adjacent strong edges, say ab and cd.
First, assume that ab and cd are the only strong edges in C . Condition (iv) of Theorem 5.4 can be checked as follows.
Let E ′′ be the set of all 2-seps of the maximal clique C . If there exists a bi-connected component of G[E ′′] containing ab
and cd, then apply DFS on G[E ′′] starting with the vertex a, and choose vertex b after that. If vertex c or d, say c , is selected
in this process, then choose d as the next vertex. If there does not exist any back edge from a descendent of d to a, then, in
order to have a cycle of 2-seps containing ab and cd, there will be a back edge from a descendent of d to a descendent of a,
say c ′, and a back edge from a descendent of c ′ to a. But in this case C violates Condition (iv)(a). So assume that there exists
a back edge from a descendent of d to a. Now Condition (iv) will be violated if and only if either (a) there exists a back edge
from a descendent of d to b or to a descendent of b, say c ′, and there exists another back edge from a descendent of c ′, which
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is also an ancestor of c , to a, or (b) there exists a back edge from a descendent of d to a as well as to a descendent of bwhich
is also an ancestor of c , or (c) there exists a back edge from a descendent of d to c as well as to b. The presence of these back
edges can be tested using DFS in G[E ′′] in linear time in the number of 2-seps present in C . Since the sum of the number of
2-seps in all the maximal cliques of G is O(n+m), Condition (iv) of Theorem 5.4 can be tested in linear time.
Condition (v) can be checked as follows.
Apply DFS on G[E ′′] starting with vertex a and choose the vertex b after that. If vertex c or d, say c , is selected in this
process then choose d as the next vertex. Suppose that there exists a back edge from a descendent of d to a descendent of b
which is also a proper ancestor of c . Again, apply DFS on G[E ′′] starting with vertex d, and choose vertex c after that. If vertex
a or b, say b, is selected in this process, then choose a as the next vertex. Condition (v) is violated if there exists a back edge
from a descendent of a to a descendent of c which is also a proper ancestor of b. These back edges can be tested using DFS
in linear time in the number of 2-seps present in C . Since the sum of the number of 2-seps in all the maximal cliques of G is
O(n+m), Condition (v) of Theorem 5.4 can be tested in linear time.
Next we show how to check Condition (vi) in linear time. Condition (vi) needs at least three strong edges. So either
GC = G[E ′], where E ′ is the set of strong edges contained in C , has one component which is of diameter three or it has two
components such that one component is a star having at least two edges and the other component has exactly one edge.
First, assume thatGC has a single component of diameter three. As Condition (ii) of Theorem5.4 is satisfied by themaximal
clique C , Condition (vi)(b) is vacuously satisfied. Let the bi-star centers of the bi-star induced by the strong edges of C be x
and y. Let X = {a ∈ C |ax ∈ E(GC ), a ≠ y} and Y = {b ∈ C |by ∈ E(GC ), b ≠ x}. To check Condition (vi)(a), we need to check
whether there is a path of 2-seps from a vertex a ∈ X to a vertex b ∈ Y in G[E ′′′], where E ′′′ is the set of 2-seps contained
in C that are not strong edges. This can be done using DFS in linear time in the number of 2-seps of C . Since the sum of the
number of 2-seps in all the maximal cliques of G is O(n + m), Condition (vi)(a) of Theorem 5.4 can be tested in O(n + m)
time.
Next suppose that GC has two connected components. So one component is a star having star center at x and the other
is a single edge, say ab. Let X = {y ∈ C |xy ∈ E(GC )}. Condition (vi)(a) is true if there is path from yi to yj for some yi, yj ∈ X
in G[E∗ ∪ {ab}] containing ab, where E∗ = {st|st is a 2-sep in C which is not a strong edge and |{s, t} ∩ X | ≤ 1}. This can
be tested using DFS in linear time in the number of 2-seps present in C . Since the sum of the number of 2-seps in all the
maximal cliques of G is O(n+m), Condition (vi)(a) can be tested in linear time.
Condition (vi)(b) can be checked as follows. Assume that Condition (vi)(a) is satisfied by the maximal clique C . Let xxi,
1 ≤ i ≤ k, be the strong edges which form a star having star center at x. Let E1 = {pq|pq is a 2-sep of C}. Now apply DFS on
G[E1] starting with the vertex x. Choose x1 as the child of x and continue the DFS. If a or b, say a, is chosen in this process,
then choose b just immediately after that. Check if there exists a back edge from a descendent of b to a descendent of xi
which is also an ancestor of a. Suppose that P = x, x1, y1, y2, yk, a, b, z1, z2, zk is a path in the DFS tree and either zkx1 is
a back edge or zkyi is a back edge. As Condition (vi)(a) is satisfied by C , none of the xi, 2 ≤ i ≤ k, is present in P . Now x2
followed by the vertices of P is the required path violating the Condition (vi)(b). So Condition (vi)(b) can be checked using
DFS. Since the sumof the number of 2-seps in all themaximal cliques ofG isO(n+m), Condition (vi)(b) can be tested in linear
time.
In view of the above discussion, we have the following theorem.
Theorem 7.1. Tree 3-spanner admissible 2-sep chordal graphs can be recognized in linear time.
8. Construction
Mark all the label s1 and label F∗ edges as label s. Note that label s edges are nothing but all the strong edges of G. Below,
we list some properties of the labeled edges of a tree 3-spanner admissible 2-sep chordal graph G in the form of a lemma
whose proof is easy and hence is omitted.
Lemma 8.1. Let G be a tree 3-spanner admissible 2-sep chordal graph whose 2-seps are assigned different labels by
Algorithm_mark_2-seps2 and by Algorithm 2. Let C be the root of CST (G) and C ′ be any maximal clique of G other than C.
Then the following are true.
(i) C does not contain any labeled edge.
(ii) C ′ does not contain three mutually non-adjacent labeled edges having label 1, 2 or s.
(iii) C ′ contains atmost two label 3 edges. If C ′ contains two label 3 edges, then these label 3 edges are non-adjacent. If C ′ contains
a label 3 edge, then it will not contain any label 1 edge. If C ′ contains a label 3 edge, then it can contain at most one strong
edge adjacent to the label 3 edge.
(iv) If C ′ contains a label 2 edge and a label 1 edge, then the label 1 edge is adjacent to the label 2 edge.
(v) If C ′ is a leaf node of CST (G), then C ′ contains neither any labeled edges nor any strong edges.
Next we propose an algorithm to construct a tree 3-spanner of a tree 3-spanner admissible 2-sep chordal graph G.
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Algorithm tree 3-spanner construction
T = ∅; Use BFS traversal to visit all the clique nodes of CST (G). Let C be the currently visited clique node of CST (G) by
BFS. Let GC = (C, EC ), where EC is the set of all strong edges present in C .
if (C is the root of the CST (G)) then
if (C contains two non-adjacent strong edges) then Let a1b1, a2b2 be two non-adjacent strong edges of C . If there is
a strong edge incident on a1b1 or on a2b2, then without loss of generality, there is a strong edge incident on a1, else
if there is a 2-sep incident on a1b1 or on a2b2, then without loss of generality, there is a 2-sep incident on a1.
T = T ∪ {a1b1} ∪ {a2b2} ∪ {a1a2} ∪ {a1x|x ∈ C \ {a1, a2, b1, b2}};
else T = T ∪ {ax|x ∈ C \ {a}}, where a ∈ C is a maximum degree vertex in GC .
else
Let ab = P(C).
Case I: ab ∈ T .
if (there exists no label 1, label 2 and strong edge non-adjacent to ab) then
if(there exists strong edges incident on both a and b, say pa and bq) then
T = T ∪ {pa} ∪ {bq} ∪ {ax | x ∈ C − {p, q, a, b}};
elseif(there exists a label 1 or a label 2 or a strong edge incident on a) then
T = T ∪ {ax | x ∈ C − {b}};
if (there exists a label 3 edge, say a1b1 incident on a or on b, say on a = a1) then
T = T ∪ {ax} for all x ∈ C − {b1};
else T = T ∪ {bx | x ∈ C − {a}};
else
Let cd be a label 1 or a label 2 or a strong edge present in C non-adjacent to ab.
If (there exists no 2-sep in C which is adjacent to cd) then
T = T ∪ {cd} ∪ {ac} ∪ {ax | x ∈ C − {a, b, c, d}};
else let there exists a 2-sep incident on c , then
T = T ∪ {cd} ∪ {ac} ∪ {cx | x ∈ C − {a, b, c, d}};
end
Case II: ab /∈ T .
if (ab is a label 3 edge) then
if (C contains another label 3 edge, say uv, non-adjacent to ab) then (T = T ∪ {ux} for all x ∈ C − {v} if two or
more 2-seps are incident on u) else (T = T ∪ {vx} for all x ∈ C − {u});
if (C contains two non-adjacent strong edges, say a1b1 and a2b2, which are non-adjacent to ab) then
(T = T ∪ {a1b1} ∪ {a2b2} ∪ {a1a2} ∪ {a1x}, x ∈ C − {a1, a2, b1, b2});
else ( if there exists a 2-sep incident on a then (T = T ∪ {ax | x ∈ C − {b}}) else
T = T ∪ {bx | x ∈ C − {a}});
else
if (there exists a label 1, label 2 or a strong edge incident on a )then
T = T ∪ {ax | x ∈ C − {b}};
else T = T ∪ {bx | x ∈ C − {a}};
end
end
Consider the graph G of Fig. 7. Algorithm tree 3-spanner construction when applied to G selects all the bold edges of the
graph G. It can be seen that the set of all bold edges form a tree 3-spanner of G.
Next we prove the correctness of Algorithm tree 3-spanner construction.
Theorem 8.2. Algorithm tree 3-spanner construction correctly constructs a tree 3-spanner of a given tree 3-spanner admissible 2-
sep chordal graph G.
Proof. Note that Algorithm tree 3-spanner construction visits each clique node C of CST (G) in a BFS manner and includes
certain edges present in C to T following the rules of the Cases I, II, and III of Theorem 5.4. Again, it follows by Lemma 8.1
that Algorithm tree 3-spanner construction considers all the cases on a clique C when including edges in T . Let ab be an edge
in E(G) such that ab ∉ T .
Case I: ab is not a 2-sep of G.
Let C be the maximal clique of G containing ab and let P(C) = xy. Suppose that xy ∈ T . So Algorithm tree 3-spanner
construction will add edges of C to T using the rules of Case I, II or III of Theorem 5.4, if there is no label 3 edge incident on
ab. So either C will induce a star or a bi-star in T or C − {z}, z ∉ C , will induce a star in T . In the later case, either xz or yz
must be a label 3 edge in C . If C induces a star or a bi-star in T , then dT (a, b) ≤ 3, as we have seen in Theorem 5.4. If xz is a
label 3 edge, then there will be a maximal clique C ′ such that P[C ′] = ax, and by Case I of the algorithm, there will be edges
px and pz in T for some p ∈ C ′. So dT (a, b) ≤ 3.
Next, suppose that xy ∉ T . If dT (x, y) = 2 when the maximal clique C is considered, then C ∪ {x} or C ∪ {y} will induce
a bi-star in T . So, in this case, dT (a, b) ≤ 3. If there is no path from x to y in T when C is considered, then by Case II of the
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algorithm there will be a maximal clique C ′ such that P[C ′] = ax, and there will be edges px and pz in T for some p ∈ C ′. So
dT (a, b) ≤ 3.
Case II: ab is a 2-sep of G.
Let C be the maximal clique containing ab such that P(ab) = C . Let P[C] = xy. If ab is not a label 3 2-sep, then, as we
have seen in Case (I), there will be a vertex p in C such that the edges pa and pb will be present in T . If ab is a label 3 2-sep,
then there will be a maximal clique C ′ such that P[C ′] = ab, and by Case II of the algorithm, there will be edges px and pz in
T for some p ∈ C ′. In both situations, dT (a, b) = 2.
Hence, for any edge ab ∈ E(G), dT (a, b) ≤ 3, if ab is not a 2-sep of G, and dT (a, b) ≤ 2, if ab is a 2-sep of G. As we have
observed that T will not contain a cycle, T is a tree 3-spanner of G. Hence we have the result. 
Algorithm tree 3-spanner construction visits the CST (G) in a BFS manner, and depending upon the number of strong
edges and other labeled edges and 2-seps present in a maximal clique, it adds edges to T . As the information about the
strong edges is given, Algorithm tree 3-spanner construction takes O(m+ n) time. Hence we have the following theorem.
Theorem 8.3. A tree 3-spanner of a tree 3-spanner admissible 2-sep chordal graph can be constructed in O(m+ n) time.
9. Conclusion
This paper presents a structural characterization of tree 3-spanner admissible 2-sep chordal graphs. Based on this char-
acterization, a linear time recognition algorithm to recognize tree 3-spanner admissible 2-sep chordal graphs is presented.
Finally, a linear time algorithm to construct a tree 3-spanner of a given tree 3-spanner admissible 2-sep chordal graph is
proposed.
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