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Abstract
This paper addresses the problem of robust and optimal control for the class of nonlinear quadratic systems subject to norm-
bounded parametric uncertainties and disturbances, and in presence of some amplitude constraints on the control input. By
using an approach based on the guaranteed cost control theory, a technique is proposed to design a state feedback controller
ensuring for the closed-loop system: i) the local exponential stability of the zero equilibrium point; ii) the inclusion of a
given region into the domain of exponential stability of the equilibrium point; iii) the satisfaction of a guaranteed level of
performance, in terms of boundedness of some optimality indexes. In particular, a sufficient condition for the existence of
a state feedback controller satisfying a prescribed integral-quadratic index is provided, followed by a sufficient condition
for the existence of a state feedback controller satisfying a given L2-gain disturbance rejection constraint. By the proposed
design procedures, the optimal control problems dealt with here can be efficiently solved as Linear Matrix Inequality (LMI)
optimization problems.
Key words: Nonlinear quadratic systems; guaranteed cost control; robust control.
1 Introduction
The goal of this paper is to investigate the extension of the linear quadratic regulator (LQR) and H∞ optimal control
techniques to the class of nonlinear quadratic systems (NQSs).
The stability analysis and design of nonlinear quadratic systems has been performed in [1,2,3]; these papers provide
conditions ensuring the existence of state feedback controllers, which stabilize the given quadratic system and
guarantee that an assigned polytopic region belongs to the domain of attraction of the zero equilibrium point;
applications of such approach are reported in [4], to study the interaction dynamics between tumor and immune
system, and in [5], to investigate the bistable behavior of gene regulatory network.
The extension of the above-mentioned optimal control methodologies to NQSs will be pursued through an approach
that is reminiscent of the Guaranteed Cost Control (GCC) theory [6].GCC-based methodologies guarantee that the
control performance is bounded by a specified performance level for all admissible uncertainties of the closed loop
system [7,8].
In the GCC literature, few works have dealt with nonlinear systems; for instance, in [9], a minimax optimization
methodology has been developed for designing a robust GCC law for a class of uncertain nonlinear systems, whereas
some LMI-based conditions have been formulated in [10] to solve a robust GCC problem for a class of input-affine
nonlinear systems. Preliminary works concerning guaranteed-cost optimal control of NQSs can be found in [11,12].
As H∞ optimal control theory for nonlinear systems is concerned, the design of state feedback controllers is tackled
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in [13], where bilinear systems are considered, whereas H∞ filtering for a class of Lipschitz nonlinear systems with
time-varying uncertainties is proposed in [14], in order to attain both the exponential stability of the estimation
error dynamics and robustness against uncertainties. In [15], the H∞ control theory has been extended to the class
of discrete-time piecewise-affine systems with norm-bounded uncertainties; the basic aim of the contribution is to
design a piecewise-linear static output feedback controller guaranteeing the asymptotic stability of the resulting
closed-loop system with a prescribed H∞ disturbance attenuation level.
Since the achievement of global stabilization and/or the determination of the optimal cost is a difficult or even
impossible task when NQSs are dealt with, following the guidelines of [1,2,3], we look for sub-optimal controllers
with guaranteed performance into a certain compact region containing the origin of the state space (such region can
be interpreted as the operating domain of the system). More precisely, given an uncertain NQS, possibly subject
to exogenous disturbances, the main results of this paper consist of some sufficient conditions for the existence of a
linear state feedback controller which will ensure for the closed-loop system: i) the local exponential stability of the
zero equilibrium point; ii) the inclusion of a given region into the domain of exponential stability of the equilibrium
point itself; iii) the safisfaction of a guaranteed level of performance, in terms of the boundedness of a quadratic cost
function in the form ∫
∞
0
(
xTQx+ uTRu
)
dt ,
where x and u are the system input and state, respectively (when the extension of the LQR approach is considered),
or in terms of the negativeness of a quadratic cost function in the form∫
∞
0
(
zT z − wTw
)
dt ,
where z and w are the system controlled variable and the disturbance, respectively (when the H∞ case is considered).
It is worth noting that the proposed results, for both optimal control problems, can explicitly take into account
assigned constraints on the control input amplitude.
The devised conditions involve the solution of LMI optimization problems, which can be efficiently solved via off-
the-shelf routines.
The remainder of the paper is organized as follows. Section 2 provides the problems statement and some preliminary
results. The main results of the paper, namely some sufficient conditions for the existence of linear state feedback
controllers guaranteeing optimal quadratic regulator and H∞ performance, are presented in Section 3. Eventually,
some concluding remarks are given in Section 4.
Notation: The symbol Lnw2 denotes the subspace of vector-valued functions in R
nw which are square-integrable
over [0,+∞) with Euclidean vector norm || · ||2 = (
∫
∞
0 || · ||
2dt)1/2. The matrix operation A ⊗ B denotes the
Kronecker product of matrices A and B, while In denotes the identity matrix of order n. Given a square matrix M ,
symm(M) := M +MT . In general, when it is not explicitly specified, all matrices must be intended of compatible
dimensions.
2 Problem statement and preliminaries
2.1 Uncertain NQSs
Consider the class of uncertain NQSs, described by the following state-space representation
x˙(t) = (A+∆A)x(t) + f(x(t)) + ∆f(x(t))
+ (B +∆B)u(t) + g(x(t), u(t))
+ ∆g(x(t), u(t)) +Bww(t)
z(t) = Cx(t) ,
(1)
where x(t) ∈ Rn is the system state, u(t) ∈ Rm is the control input, z(t) ∈ Rnz is the controlled variable, w(t) denotes
the external disturbance which belongs to the space of square-integrable functions Lnw2 [0,+∞). It is assumed that
the energy of the disturbance is bounded, that is ‖w‖22 ≤ 1.
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The matrices ∆A and ∆B describe the uncertainties of the linear part of system (1). The nonlinear and uncertain
dynamics are described by the vector-valued functions
f(x) =
(
FT1 x F
T
2 x . . . F
T
n x
)T
x ,
∆f(x) =
(
∆FT1 x ∆F
T
2 x . . .∆F
T
n x
)T
x ,
g(x, u) =
(
GT1 x G
T
2 x . . . G
T
nx
)T
u ,
∆g(x, u) =
(
∆GT1 x ∆G
T
2 x . . .∆G
T
nx
)T
u ,
(2)
where Fi ∈ R
n×n, Gi ∈ R
n×m i = 1, . . . , n, are known constant matrices, whereas ∆Fi, ∆Gi i = 1, . . . , n, denote
parameter-varying matrices of appropriate dimensions.
It is assumed that the uncertainties in (1) exhibit a structured, norm bounded form, that is
[
∆A ∆B ∆F1 . . . ∆Fn ∆G1 . . . ∆Gn
]
=
DH
[
E1 E2 R1 . . . Rn S1 . . . Sn
]
, (3)
where H is any matrix 1 satisfying HTH ≤ I. As usual, I denotes any identity matrix of compatible dimensions and
D, E1, E2, R1, . . . Rn, S1, . . . Sn are known constant matrices of appropriate dimensions. Furthermore, the following
set of constraints on the control input of system (1) is specified
|ui(t)| ≤ ui,max , (4)
where ui,max, i = 1, . . . ,m denote prescribed peak bounds on each component of u(t).
2.2 Problems statement
The present work investigates the state feedback control problem for system (1); more precisely, we focus on linear
state feedback controllers in the form
u(t) = Kx(t) , (5)
where K ∈ Rm×n is the control gain matrix. The reason for considering linear controllers is twofold. First of all,
linear design permits a very simple implementation of the control system; moreover, as we shall show later, it allows
to derive a convex optimization procedure for the selection of the optimal controller gain matrix.
The resulting closed loop system has the following form
x˙ =
(
A+BK +DH
(
E1 + E2K
))
x
+
(
(F1 +DHR1)
Tx . . . (Fn +DHRn)
Tx
)T
x
+
(
KT (G1 +DHS1)
Tx . . . KT (Gn +DHSn)
Tx
)T
x
+Bww .
(6)
In the following, letting Bw = 0, if the controller K is such that the closed loop system (6) is (locally) exponentially
stable for all admissible uncertainties, we refer to the domain of exponential stability of system (6) (DES) 2 as the
connected set surrounding the origin, such that any trajectory starting at a point in the DES converges exponentially
to zero for all admissible uncertainties.
1 Without loss of generality, H can be any Lebesgue measurable time-varying matrix-valued function (see [16]).
2 For the sake of simplicity, we adopt the statement the DES of the closed loop system in place of the DES of the zero
equilibrium point of the closed loop system.
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2.2.1 Extension of the LQR methodology to NQSs
Consider the quadratic cost function
J2 :=
∫
∞
0
(
xT (t)Qx(t) + uT (t)Ru(t)
)
dt , (7)
associated to the closed loop system (6) with Bw ≡ 0, where Q and R are symmetric positive definite matrices.
It is well known that, by a proper choice of the weighting matrices Q and R, it is possible to specify the desired
quadratic-regulator control performance.
Note that the cost index function (7) depends on the control input as well as on the initial conditions. By assigning
a closed set D ⊂ Rn, 0 ∈ D, the designer is allowed to specify the operative range in the state space over which the
control performance has to be guaranteed. In the following we shall refer to D as the admissible set. In the sequel,
the definition of Quadratic Guaranteed Cost Controller (QGCC) for the class of uncertain NQSs is precisely stated.
Definition 1 Consider the NQS (1) with Bw = 0. Given the cost function (7), an admissible set D, and a positive
definite matrix P , the static state feedback controller (5) is said to be a QGCC, with associated cost matrix P , for
the uncertain system (1) if the following hold:
i) The admissible set D is included into the DES of the closed loop system (6);
ii) The performance index (7) for the closed loop system (6) satisfies, for all x0 ∈ D, and for all H
TH ≤ I
J2 ≤ x
T
0 Px0 .
Remark 1 The term quadratic in Definition 1 follows from the fact that, according to condition ii), we require that
the cost is bounded by a quadratic form of the initial state. This is consistent with the GCC theory developed for
linear systems (see [7]).
It is worth noting that condition i) in Definition 1 guarantees that the trajectory of the closed loop system starting
at any point x0 ∈ D exponentially converges to zero, which in turn implies well posedness of condition ii).
2.2.2 Extension of the H∞ optimal control to NQSs
The problem of conferring robustness to the closed loop system subject to disturbance input is considered here. A
state feedback controller in the form (5), attenuating the effects of the exogenous disturbance signals on the system
response, can be designed resorting to an H∞-like control theory. In this framework, disturbance attenuation can be
achieved through the cost function
J∞ :=
∫
∞
0
(
zT (t)z(t)− wT (t)w(t)
)
dt . (8)
Note that the cost index (8) depends on the control input u, and the exogenous disturbance w; according to the H∞
framework, the initial state is assumed to be zero.
The extension of the H∞ control problem to NQSs can be easily recast in terms of L2-gain [17]; indeed the existence
of a state feedback control law in the form (5) such that J∞ < 0 for all w ∈ L
nw
2 [0,+∞), w(t) : ‖w‖
2
2 ≤ 1, and
HTH ≤ I implies that, for all admissible uncertainties,
sup
w∈L
nw
2
[0,+∞)
‖w‖2≤1
‖z‖2
‖w‖2
< 1 . (9)
The left hand side in (9) can be interpreted as the L2-gain of the NQS (1); therefore negativeness of J∞ implies
that the L2 gain of the NQS (1) is guaranteed to be less than 1 for all admissible uncertainties. This justifies the
following definition.
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Definition 2 Consider the NQS (1). Given the cost function (8), the static state feedback controller (5) is said to
be a guaranteed L2-performance controller (GL2PC), for the uncertain quadratic system (1) if
i) The closed loop system (6) is (locally) exponentially stable for any matrix H such that HTH ≤ I;
ii) Starting from zero initial conditions, the L2-performance of the closed loop system (6) satisfies, for all matrix H
such that HTH ≤ I,
sup
w∈L
nw
2
[0,+∞)
‖w‖2≤1
J∞ < 0 .
In the following we denote by R the reachable set associated to the uncertain NQS (1), that is
R := {x(T ) ∈ Rn : x(·), w(·) satisfy (1), T ≥ 0 ,
x(0) = 0 , HTH ≤ I , ‖w‖22 ≤ 1
}
.
According to the above definition, the set R envelopes all the trajectories which, starting from zero initial conditions,
are perturbed by an admissible exogenous bounded-energy disturbance signal.
Remark 2 Condition i) in Definition 2 plays a role analogous to the internal stability requirement in the context
of the H∞ control of linear systems. To this regard, note that condition ii) alone does not guarantee exponential
stability of the closed loop system, since some unstable open loop dynamics might be not included in the index (8).
Also, condition i) guarantees that the DES of the closed loop system does not reduce to a singleton; later in the paper
we shall see that the reachability set of the closed loop system (if finite) is an estimate of the DES.
2.3 Some ancillary results
Before introducing the main results on the design of QGCCs and GL2PCs for the uncertain NQS (1) with input
constraints (4), some preparatory results are necessary. First, we recall the following lemma, whose proof can be
easily derived from the result in [18].
Lemma 1 Given any scalar ǫ > 0, some matrices of appropriate dimensions Ω1, Ω2, Ω3 and any matrix M such
that MTM≤ I, then
symm
(
xTΩ1MΩ2x
)
≤
ǫxTΩ1Ω
T
1 x+ ǫ
−1xTΩT2 Ω2x , ∀x ∈ R
n .
Lemma 2 Consider the uncertain NQS (1), with Bw = 0.Given an admissible set D and the cost index (7), assume
there exist some positive scalars ǫ1, ǫ2, an invariant set E ⊂ R
n, E ⊃ D, a symmetric positive definite matrix P , and
a matrix K such that, ∀x ∈ E,
xT
{
Q+KTRK + symm
(
P [A+BK] +
+
(
(F1 +G1K)
Tx . . . (Fn +GnK)
Tx
)
P
)}
x
+ ǫ1x
TPDDTPx+ ǫ−11 x
T (E1 + E2K)
T (E1 + E2K)x
+ ǫ2x
TP
[
In ⊗
(
xTD
)] [
In ⊗
(
DTx
)]
Px
+ ǫ−12 x
T
(
(R1 + S1K)
T . . . (Rn + SnK)
T
)
(
(R1 + S1K)
T . . . (Rn + SnK)
T
)T
x < 0 . (10)
Then, the state feedback controller (5) is a QGCC for the uncertain system (1) with associated cost matrix P
5
PROOF. Consider the candidate Lyapunov function v(x) = xTPx. By exploiting Lemma 1, it is straightforward
to prove the following majoration holds
v˙(x) ≤xT {symm(P [A+BK]
+
(
(F1 +G1K)
Tx . . . (Fn +GnK)
Tx
)
P
)}
x
+ symm
(
xTPBww
)
+ ǫ1x
TPDDTPx
+ ǫ−11 x
T (E1 + E2K)
T (E1 + E2K)x
+ ǫ2x
TP
(
In ⊗ x
TD
)(
In ⊗D
Tx
)
Px
+ ǫ−12 x
T
(
(R1 + S1K)
T
. . . (Rn + SnK)
T
)
(
(R1 + S1K)
T
. . . (Rn + SnK)
T
)T
x . (11)
In view of (11), since Bw = 0, condition (10) yields
v˙(x) < −xT (Q+KTRK)x , ∀x ∈ E . (12)
Condition (12) guarantees the negative definiteness of v˙(x) over the invariant set E . Therefore, using standard
Lyapunov arguments, it is possible to conclude that the equilibrium point x = 0 is exponentially stable, whereas E is
contained into the DES of the equilibrium point of the closed loop system. Hence, each trajectory starting from an
arbitrary x0 ∈ E converges exponentially to zero; therefore, for each x0 ∈ E , it makes sense to integrate both sides
of (12) from 0 to +∞; we obtain
J2 < x
T
0 Px0 . (13)
The proof follows from the arbitrariness of x0, and the fact that D is included into the invariant set E . 
Now let us consider the L2-performance control problem; the following technical lemma is necessary for the derivation
of the main result.
Lemma 3 Consider the uncertain NQS (1).Given the cost index (8), assume there exist some positive scalars ǫ1,
ǫ2, a symmetric positive definite matrix P , and a matrix K such that,
i) The reachable set RCL of the closed loop system (6) is a finite subset of R
n ;
ii) The following inequality holds for all x ∈ RCL, and w ∈ R
nw ,
xT
{
CTC + symm(P [A+BK])
+symm
((
(F1 +G1K)
Tx . . . (Fn +GnK)
Tx
)
P
)}
x
+ ǫ1x
TPDDTPx+ ǫ−11 x
T (E1 + E2K)
T (E1 + E2K)x
+ ǫ2x
TP
(
In ⊗ x
TD
)(
In ⊗D
Tx
)
Px
+ ǫ−12 x
T
(
(R1 + S1K)
T
. . . (Rn + SnK)
T
)
(
(R1 + S1K)
T . . . (Rn + SnK)
T
)T
x
+ symm
(
xTPBww
)
− wTw < 0 . (14)
Then, the state feedback controller (5) is a GL2PC for the NQS (1). 
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PROOF. Let us consider the candidate Lyapunov function v(x) = xTPx and the H∞ performance index (8). J∞
satisfies
J∞ =
∫
∞
0
(
z(t)T z(t)− w(t)Tw(t) + v˙(x(t))
)
dt
−
∫
∞
0
v˙(x(t))dt . (15)
Since RCL is a finite subset of R
n, we have that x(·) is bounded at infinity; moreover x(0) = 0, therefore
∫
∞
0
v˙(x(t))dt ≥ lim inf
t→∞
v(x(t)) ≥ 0 . (16)
From (15) and (16) we obtain
J∞ ≤
∫
∞
0
(zT (t)z(t)− wT (t)w(t) + v˙(x(t)))dt . (17)
From (17), a sufficient condition for negative definiteness of J∞ is
v˙(x(t)) ≤ −zT (t)z(t) + w(t)Tw(t) , ∀t ∈ [0,+∞) . (18)
In view of (11), condition (14) implies the satisfaction of (18) for all t ≥ 0; therefore condition ii) in Definition 2 is
satisfied. Moreover, if w = 0, condition (18) guarantees negative definiteness of v˙ over RCL, which in turn implies
the satisfaction of condition i) of Definition 2. 
In the main results, given in the next section, we will assume that the admissible set D is a polytope. Therefore, let
us recall that a polytope P ⊂ Rn can be described as follows
P = conv
{
x(1), x(2), . . . , x(r)
}
(19a)
=
{
x ∈ Rn : aTk x ≤ 1 , k = 1, 2, . . . , q
}
, (19b)
where p and r are suitable integers, x(i) denotes the i-th vertex of the polytope P , ak ∈ R
n and conv{·} denotes the
operation of taking the convex hull of the argument.
3 Main Results
The next theorems state some sufficient conditions for the existence of QGCCs and GL2PCs for uncertain NQSs
with external disturbance and constraints on the control input. For the further developments, it is assumed that the
admissible set has a polytopic structure; therefore we let D = P .
3.1 Design of QGCCs
Theorem 1 Given the uncertain system (1), an admissible polytopic set P in the form (19), some positive scalars
ui,max, i = 1, . . . ,m, the cost index (7), if there exist some positive scalars ǫ1, ǫ2, a scalar γ, a matrix Y and
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symmetric positive definite matrices X such that
0 < γ < 1 (20a)(
1 γaTkX
Xakγ X
)
≥ 0 , k = 1, 2, . . . , q (20b)
(
1 xT(i)
x(i) X
)
≥ 0 , i = 1, 2, . . . , r (20c)
(
U2max Y
Y T X
)
≥ 0 , (20d)


L(i) γX γY
T γWT γMT ΓT(i)
γX −γQ−1 0 0 0 0
γY 0 −γR−1 0 0 0
γW 0 0 −γǫ1I 0 0
γM 0 0 0 −γǫ2I 0
Γ(i) 0 0 0 0 −γǫ2I


< 0 , i = 1, 2, . . . , r . (20e)
where ak, k = 1, 2, . . . , q, x(i), i = 1, 2, . . . , r and Umax = diag(u1,max, . . . , um,max), define the polytope P according
to (19), and
L(i) :=γ symm(AX +BY ) + γǫ1DD
T
+ symm
(
(F1X +G1Y )
Tx(i) . . . (FnX +GnY )
Tx(i)
)
,
W :=E1X + E2Y , M :=


R1X + S1Y
...
RnX + SnY

 ,
Γ(i) :=ǫ2
(
In ⊗D
Tx(i)
)
,
then u(t) = Y X−1x(t) is a QGCC for system (1) with associated cost matrix X−1, and satisfying the input constraints
(4).
PROOF. Given the scalar γ satisfying the hypothesis of the theorem, let ρ = 1/γ > 1 and define ρP as the
polytope obtained by multiplying by ρ the coordinates of the vertices of P . After multiplying (20e) by ρ, all of its
elements become affine matrix functions of the variable x. Therefore, it is possible to invoke the result in [16], Ch. 3,
which guarantees that an affine function is negative definite on the polytope ρP if and only if the property holds at
the vertices of the polytope. Thus (20e) can be equivalently rewritten as


Ξ(ρx(i)) X Y
T WT MT ΠT (ρx(i))
X −Q−1 0 0 0 0
Y 0 −R−1 0 0 0
W 0 0 −ǫ1I 0 0
M 0 0 0 −ǫ2I 0
Π(ρx(i)) 0 0 0 0 −ǫ2I


< 0 , (21)
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where
Ξ(x) := symm(AX +BY )
+ ǫ1DD
T + symm
(
(F1X +G1Y )
Tx . . . (FnX +GnY )
Tx
)
,
Π(x) := ǫ2
(
In ⊗D
Tx
)
By noting that the matrix functions Ξ(·) and Π(·) depend affinely on their arguments, it is possible to invoke the
result in [16], Ch.3, which guarantees that an affine function is negative definite on the polytope ρP if and only if
the property holds at the vertices of the polytope. Therefore, using also the properties of the Schur complements
(see [19], p.7), condition (21) is equivalent to
XQX + Y TRY + symm(AX +BY )
+ symm
(
(F1X +G1Y )
Tx . . . (FnX +GnY )
Tx
)
+ ǫ1DD
T + ǫ−11 (E1X + E2Y )
T (E1X + E2Y )
+ ǫ−12
(
(R1X + S1Y )
T . . . (RnX + SnY )
T
)


(R1X + S1Y )
...
(RnX + SnY )


+ ǫ2
(
In ⊗D
Tx
)T (
In ⊗D
Tx
)
< 0 , ∀x ∈ ρP . (22)
Pre- and post- multiplying the left-hand side of (22) by X−1 =: P , and letting K := Y P , (22) can be rewritten as
(10). The completion of the proof can be achieved through the following steps.
i) Letting X = P−1 in (20c), from the result in [19], p. 69, condition (20c) ensures the inclusion of the polytope P
into the ellipsoid
E˜ =
{
x ∈ Rn , xTPx ≤ 1
}
. (23)
ii) Using again the Schur complements and recalling that X = P−1 and γ = 1/ρ, (20b) is equivalent to
aTk
ρ
P−1
ak
ρ
≤ 1 , k = 1, 2, . . . , q , (24)
which implies ρP ⊃ E˜ ⊃ P (see [19], p. 70).
Therefore we can conclude that there exists an invariant set E˜ , containing the admissible set P , such that
condition (10) is satisfied on E˜ . Hence, the application of Lemma 2 allows to conclude that u(t) = Y X−1x(t) is a
QGCC for system (1) with associated cost matrix P . Moreover:
iii) Recalling that X = P−1 and Y = KX , (20d) is equivalent to
(
U2max KP
−1
P−1KT P−1
)
≥ 0 . (25)
The Schur complements of (25) yield KP−1KT ≤ U2max . Therefore, denoting the i-th row of the matrix K by ki,
we have that, for all x ∈ P ,
|ui|
2 =|kix|
2 = |kiP
−1/2P 1/2x|2
≤ ‖kiP
−1/2‖2‖P 1/2x‖2
= kiP
−1kTi x
T (t)Px
≤ kiP
−1kTi ≤ u
2
i,max . (26)
Inequality (26) allows to conclude that the control law (5), with K = Y X−1, also satisfies the input constraints
(4); this concludes the proof. 
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Note that a minimization of the guaranteed cost can be achieved by minimizing the volume of the set (23), through
its approximated measure provided by trace(P−1). Since, for a given γ ∈ (0, 1), the conditions of Theorem 1 are a set
of Linear Matrix Inequalities (LMIs) [19] in the variables ǫ1, ǫ2, X , Y , which can be solved via available software [20],
we propose the following convex optimization problem, for a fixed γ. A one parameter search in order to optimize γ
over the interval (0, 1) is necessary.
Problem 1
min
ǫ1,ǫ2,X,Y
trace(X) (27)
s.t. (20b) , (20c) , (20d) , (20e).
If Problem 1 has an optimal solution, then u(t) = Y X−1x(t) is a QGCC with associated cost matrix P = X−1, for
the NQS (1), satisfying the control input constraints (4).
3.2 Design of GL2PCs
A solution to the GL2PC design problem, which allows to address both robustness constraints and disturbance
attenuation requirements, is proposed through the following theorem.
Theorem 2 Given the uncertain system (1), the polytope P∞ ⊂ R
n, defined according to (19), and some positive
scalars ui,max, i, . . . ,m, if there exist positive scalars α, ǫ1, ǫ2, a matrix Y , and a symmetric positive definite matrix
X such that

 1 a
T
kX
Xak X

 ≥ 0 , k = 1, 2, . . . , q, (28a)

U
2
max Y
Y T X

 ≥ 0 , (28b)


L(i) W
T XCT MT ΓT(i) Bw
W −ǫ1I 0 0 0 0
CX 0 −I 0 0 0
M 0 0 −ǫ2I 0 0
Γ(i) 0 0 0 −ǫ2I 0
BTw 0 0 0 0 −I


< 0 , i = 1, 2, . . . , r . (28c)
where ak, k = 1, 2, . . . , q, x(i), i = 1, 2, . . . , r and Umax = diag(u1,max, . . . , um,max), define the polytope P∞ according
to (19), and
L(i) := symm(AX +BY ) + ǫ1DD
T
+ symm
(
(F1X +G1Y )
Tx(i) . . . (FnX +GnY )
Tx(i)
)
,
W := E1X + E2Y , M :=


R1X + S1Y
...
RnX + SnY

 ,
Γ(i) := ǫ2
(
In ⊗D
Tx(i)
)
,
then u(t) = Y X−1x(t) is a GL2PC, for system (1), satisfying the input constraints (4).
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PROOF. Consider the quadratic Lyapunov function candidate for system (6) as v(x) = xTPx. Letting P = X−1,
and K = Y X−1, the proof proceeds through similar arguments of the proof of Theorem 1. Using both the properties
of norm-bounded uncertainties (see Lemma 1) and Schur complements, and after exploiting the affine structure of
the resulting matrix function, (28c) is readily seen to imply (14); therefore condition ii) in Lemma 3 is satisfied over
the set P∞.
By (28a), and through the LMI conditions in [19], p.70, it readily follows that the ellipsoid E˜ defined in (23) is such
that
E˜ ⊂ P∞ . (29)
Now we shall prove that the ellipsoid E˜ contains the reachable set RCL of the closed loop system. Indeed, since
condition (28c) implies (14), we have that, for all x ∈ E˜ and w,
v˙(x) ≤ −zT z + wTw
≤ wTw . (30)
Integration of both sides of (30) between 0 and t > 0, yields
xT (t)Px(t) ≤
∫ t
0
wT (σ)w(σ)dσ ≤ 1 ; (31)
therefore, we can conclude that
RCL ⊂ E˜ ⊂ P∞ . (32)
From the first inclusion in (32) it follows condition i) in Lemma 3, while the second inclusion guarantees the
satisfaction of condition ii). Finally, inequality (28b), as in Theorem (1), ensures condition (4). This completes the
proof. 
Robust control performance can be achieved by minimizing the reachable set bounding all the state trajectories
perturbed by the disturbance. To this end, the next problem minimizes the volume of the ellipsoid E˜ such that
RCL ⊂ E˜ ⊂ P∞.
Problem 2
max
ǫ1,ǫ2,X,Y
trace(X)
s.t. (28a) , (28b) , (28c) . (33)
If Problem 2 has an optimal solution, u(t) = Y X−1x(t) is a GL2PC for system (1), satisfying the control input
constraints.
4 Conclusions
The problem of robust and optimal control for the class of NQSs subject to norm-bounded parametric uncertainties
and disturbance inputs has been investigated. Some constraints, both on control inputs and disturbance attenuation,
have been also taken into account into the proposed control design methodologies which are conceived as contributions
to a unified theory of constrained and optimal control for uncertain NQSs.
The guaranteed cost control and the L2-gain disturbance rejection problems have been addressed. A common feature
of both the devised techniques is that the Lyapunov stability of the equilibrium is guaranteed and, moreover, the
optimization conditions yields regions included into the DES of the equilibrium. The proposed design methods are
both effectively applicable, since they are based on the solution of a LMI optimization problem, which can be easily
computed by means of off-the-shelf software packages.
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