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ABSTRACT
We compile a sample of about 157,000 spaxels from the Mapping Nearby Galaxies at the Apache Point Observatory
survey to derive the average dust attenuation curve for subgalactic star-forming regions of local star-forming galaxies
(SFGs) in the optical wavelength, following the method of Calzetti et al. (1994). We obtain a Dn(4000)-independent
average attenuation curve for spaxels with 1.1 ≤ Dn(4000) < 1.3, which is similar to the one derived from either local
starbursts or normal SFGs. We examine whether and how the shape of the average attenuation curve changes with
several local and global physical properties. For spaxels with 1.2 ≤ Dn(4000) < 1.3, we find no dependence on either
local or global physical properties for the shape of the average attenuation curve. However, for spaxels with younger
stellar population (1.1 ≤ Dn(4000) < 1.2), shallower average attenuation curves are found for star-forming regions
with smaller stellar mass surface density, smaller star formation rate surface density, or those residing in the outer
region of galaxies. These results emphasize the risk of using one single attenuation curve to correct the dust reddening
for all type of star-forming regions, especially for those with fairly young stellar population.
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1. INTRODUCTION
The spectral energy distributions (SEDs) of galaxies
encode abundant information of their physical proper-
ties, such as star formation rate (SFR), star formation
history (SFH), stellar mass (M∗), and so on (see Con-
roy 2013 for a review). However, as a main compo-
nent of interstellar medium, dust can absorb or/and
scatter star light, resulting in a significant reddening of
the intrinsic SEDs that prevents us from recovering the
physical properties of galaxies. Such reddening, which
is wavelength-dependent and more serious at the blue
end, can be described by an extinction (for point-like
sources, e.g., Cardelli et al. 1989; Misselt et al. 1999)
or attenuation (for extend sources, e.g., Calzetti et al.
2000; Charlot & Fall 2000) curve (Calzetti 2001).
For the Milky Way and several local galaxies in which
individual stars can be resolved, extinction curves were
constructed to describe the dust effects including ab-
sorption and scattering out of the line of sight (e.g,
Cardelli et al. 1989; Misselt et al. 1999; Gordon et al.
2003; Clayton et al. 2015). The behavior of extinction
as a function of wavelength depends on the composi-
tion and the size distribution of dust grains, and can be
used to retrieve the properties of the interstellar dust
(Weingartner & Draine 2001; Draine 2003). For distant
galaxies, attenuation curves are derived and take into
account not only the extinction but also both the dust
scattering into the line of sight and the geometry be-
tween stars and dust (e.g., Calzetti et al. 2000; Battisti
et al. 2016; Salmon et al. 2016; Narayanan et al. 2018).
Due to the crucial character of dust attenuation curve
in investigation of galaxy formation and evolution, a
number of efforts were undertaken to reveal the dust
attenuation curve for either local (e.g., Calzetti et al.
2000; Wild et al. 2011; Battisti et al. 2016; Battisti
et al. 2017b; Salim et al. 2018) or high-redshift (e.g.,
Scoville et al. 2015; Reddy et al. 2015; Salmon et al.
2016; Lo Faro et al. 2017; Tress et al. 2018; Cullen
et al. 2018) galaxies. In local universe, average attenu-
ation curves were determined for both starburst galax-
ies (Calzetti et al. 1994, 2000) and normal star-forming
galaxies (SFGs; Wild et al. 2011; Battisti et al. 2016;
Battisti et al. 2017b). The shape of the attenuation
curve was found to correlate with some physical prop-
erties of SFGs, such as inclination (Wild et al. 2011;
Battisti et al. 2017b) and stellar mass surface densities
(Wild et al. 2011). For individual galaxies, dust attenua-
tion curves were also derived based on multi-wavelength
SED fitting from which a large diversity of both the slope
and the amplitude of UV bump at 2175 A˚ was revealed
(Salim et al. 2018).
At subgalactic scale, as the development of the IFU
observation, spatially-resolved attenuation curves are
available for early type galaxies with dust lane. For
instance, on the basis of the assumed simple dust distri-
bution, Viaene et al. (2017) calculated spatially-resolved
optical dust attenuation curves down to a physical scale
of 0.1 kpc for NGC 5626. Similar study was also per-
formed for FCC 167 (Viaene et al. 2019).
However, in most cases, due to the unknown and com-
plex intrinsic SED of star-forming regions or SFGs, only
the average attenuation curve can be derived. Given
that most of attenuation curves reported by previous
works were derived based on photometry/spectra of ei-
ther the entire galaxies (e.g., Calzetti et al. 1994; Wild
et al. 2011; Salim et al. 2018) or the most central regions
of galaxies (e.g., Battisti et al. 2016), our knowledge to
the wavelength-dependence of dust attenuation at the
scale of star-forming region is very limited. Therefore, it
is important to determine an average attenuation curve
for sub-galactic regions and examine whether the curves
vary with physical scale or local physical properties.
In this work, we aim at using the spatially-resolved
spectra from the MaNGA (Mapping Nearby Galaxies at
Apache Point Observatory; Bundy et al. 2015) survey to
derive the dust attenuation curve at sub-galactic scale.
We follow the procedure applied in Calzetti et al. (1994)
and Battisti et al. (2016) to measure the behavior of the
optical dust attenuation curves, using a sample of 982
SFGs (∼ 157, 000 spaxels), as a function of several local
(e.g., surface density of stellar mass, surface density of
SFR, gas-phase metallicity) and global (e.g., M∗, incli-
nation) physical properties.
This paper is organized as follows. Section 2 describes
the data processing and sample selection of spaxels in
SFGs. In Section 3 we briefly review the method of de-
riving attenuation curve and apply it to the MaNGA
data. Our main results are presented in Section 4.
We discuss effects of the assumed stars/dust geometry
and diffuse ionized gas (DIG) in Section 5 and summa-
rize in Section 6. Throughout this paper, we adopt a
flat ΛCDM cosmology with ΩΛ = 0.7, Ωm = 0.3, and
H0 = 70 km s
−1 Mpc−1 and an initial mass function of
Chabrier (2003).
2. DATA AND SAMPLE SELECTION
2.1. MaNGA Overview
The MaNGA1 survey aims to observe spatial resolved
spectra for ∼ 10, 000 galaxies across a redshift range
of 0.01 < z < 0.15. Spectra observed by the MaNGA
1 https://www.sdss.org/dr14/manga/
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survey have a wavelength range from 3600 to 10300 A˚
with a spectral resolution from R ∼ 1400 at 4000 A˚ to
R ∼ 2600 near 9000 A˚. The FWHM of the reconstructed
point spread function (PSF) of the datacubes is about
2.′′5 (Law et al. 2016). In this work, we take the MaNGA
data from the SDSS DR142 (Abolfathi et al. 2018) as the
parent sample, which provides 2812 datacubes.
2.2. Data Processing
We first correct the Galactic foreground extinction
based on the color excesses saved in the header of dat-
acubes using the Milky Way dust extinction curve of
Cardelli et al. (1989). The underlying continua of spec-
tra are modeled via the public full-spectrum fitting code
of STARLIGHT (Cid Fernandes et al. 2005). During the
fitting, a dust attenuation curve of Calzetti et al. (2000)
and spectrum templates from the Bruzual & Charlot
(2003) models are adopted. The best-fit continua are
then subtracted from the original spectra to obtain the
pure emission line spectra. We stress that the best-fit
continua are only used to create the pure emission line
spectra and thus measure emission line fluxes, while the
derivation of attenuation curves described in Section 3.2
is based on the observed spectra from which emission
lines have been subtracted. Therefore, the derived emis-
sion line fluxes, as well as the derived attenuation curves,
are not affected by using a Calzetti et al. (2000) atten-
uation curve for the continuum fitting.
Each emission line is fitted with single Gaussian pro-
file utilizing the MPFIT IDL code (Markwardt 2009).
The signal-to-noise ratios (S/N) of emission lines are
estimated following the procedure of Ly et al. (2014).
We use the Balmer decrement to correct the galactic
internal reddening, assuming an intrinsic flux ratio of
Hα/Hβ = 2.86 under the Case B recombination with
electron temperature of Te = 10, 000 K and electron
density of ne = 100 cm
−3 (Storey & Hummer 1995), to-
gether with the Calzetti et al. (2000) attenuation curve.
The global stellar mass (M∗) and axial ratio (b/a) used
in the following analysis are taken from the NASA-Sloan
Atlas (NSA) catalog adopted by the MaNGA survey3
(Blanton et al. 2011).
2.3. Sample Selection
From the 2812 galaxies released by the SDSS DR14,
we first select SFGs based on the criterion of NUV−r <
4 that is widely used to select galaxies within the blue-
cloud in the literature (e.g., Li et al. 2015). To ensure re-
2 https://www.sdss.org/dr14/
3 https://www.sdss.org/dr14/manga/
manga-target-selection/nsa/
liable measurement of emission line fluxes, only spaxels
with S/N(Hα) > 5, S/N(Hβ) > 5, S/N([O iii]λ5007) >
5, S/N([N ii]λ6583) > 3, and the S/N of continua greater
than 10 are used. The excitation mechanisms of spax-
els can be classified by the Baldwin–Phillips–Terlevich
(BPT) diagram (Baldwin et al. 1981), together with the-
oretical (Kewley et al. 2001) or empirical (Kauffmann
et al. 2003a; Kewley et al. 2006) boundaries. Due to the
fact that we only focus on star-forming regions, spax-
els affected by the active galactic nucleus (AGN) are
excluded from our sample by applying the Kauffmann
et al. (2003a) demarcation. The above selections result
in a sample of ∼ 326, 000 spaxels from 1227 SFGs.
3. METHODS
3.1. Basic Idea
As elucidated in Kinney et al. (1994), for galaxies
with similar morphology, similar star formation histories
(SFHs) but different inclinations, and thus different dust
attenuation, the reddening curve can be derived from
the comparison of their spectra. This method was gen-
eralized by Calzetti et al. (1994), and is widely used in
calculation of dust attenuation curve for local (e.g., Bat-
tisti et al. 2016; Battisti et al. 2017a) and high-redshift
(e.g., Reddy et al. 2015) galaxies. In this work, we ap-
ply this method to our selected sample to obtain dust
attenuation curve for subgalactic star-forming regions.
Here, we give a brief description of the method, more
discussions can be found in Calzetti et al. (1994) and
Battisti et al. (2016). This method begins with three
main arguments/assumptions as following:
• The dust attenuation is dominated by a uniform
foreground-like dust component.
• The reddening of ionized gas is correlated with
that of the stellar continuum.
• Galaxies/regions have roughly similar SFHs and
stellar populations.
The first assumption gives the relation between the
observed and intrinsic fluxes as
fλ,obs = fλ,inte
−τλ , (1)
in which fλ,obs and fλ,obs are the observed and intrin-
sic fluxes at wavelength λ, respectively, τλ is the optical
depth along the line of sight. Based on this formula,
one can define the Balmer optical depth (τB) as the dif-
ference between optical depth at wavelength of Hα and
Hβ, i.e,
τB = τHα − τHβ = ln
(
fHα,obs/fHβ,obs
2.86
)
, (2)
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where τHα (τHβ) and fHα,obs (fHβ,obs) are the optical
depth and observed flux at wavelength of Hα (Hβ), re-
spectively. The ratio between the intrinsic fluxes of Hα
and Hβ is already replaced by 2.86 that is the intrin-
sic Hα–to–Hβ flux ratio under the Case B recombina-
tion (Storey & Hummer 1995). If a specified total-to-
selective extinction curve kλ ≡ Aλ/E(B−V ) is applied,
the color excess related to the ionized gas can be ex-
pressed as
E(B − V )gas = 1.086τB
kHβ − kHα , (3)
in which kHα (kHβ) is the kλ value at the wavelengths
of Hα (Hβ). Hence, the Balmer optical depth can di-
rectly link to the nebular color excess E(B−V )gas. The
second argument allows us to use nebular attenuation
derived from the Balmer decrement to trace the stellar
attenuation. Previous works showed that the color ex-
cesses derived from emission lines and stellar continuum
are correlated with each other in either galactic (e.g.,
Calzetti 1997) or sub-galactic (e.g., Kreckel et al. 2013;
Lin & Kong 2020) star-forming systems. Therefore, one
can use τB to represent the relative reddening of of stel-
lar continuum.
Considering two star-forming regions with the same
SFHs and thus very similar intrinsic spectra, the only
difference in their observed spectra should be due to
dust attenuation. Denoting these two spectra as fλ,i
and fλ,j , their relative optical depth is
τi,j(λ) = − ln fλ,i
fλ,j
. (4)
Then the selective attenuation can be determined from
Qi,j(λ) =
τi,j(λ)
δτB,i,j
, (5)
in which δτB,i,j is the difference between the Balmer
optical depths of the two spectra, i.e., δτB,i,j = τB,i −
τB,j (Calzetti et al. 1994). Finally, the total-to-selective
extinction can be expressed as k(λ) = fQi,j(λ) + RV
(Battisti et al. 2016) if
f =
kHβ − kHα
E(B − V )star/E(B − V )gas . (6)
Note that the extinction curve of ionized gas used to
calculate kHα and kHβ is different from the attenuation
curve of the underlying stellar populations that we de-
rive from Qi,j(λ). From the above formula, it is clear
that the factor f describes the difference between dust
attenuation of ionized gas and stars.
Therefore, the basic steps of this strategy are (1) select
spectra that meet the third assumption to the maximum
extent; (2) divide them into bins with different stellar
reddening according to their τB; (3) calculate Qi,j(λ)
for the average spectra of two bins with different τB; (4)
determine f and RV .
3.2. Application to IFU Data
Due to the complication of galactic SFH, the third as-
sumption listed in Section 3.1 is nearly broken for the
overall SFG population. To meet this assumption ap-
proximately, physical properties related to SFH, such as
age indicators (e.g., Dn(4000); Battisti et al. 2016) or
sSFR (Reddy et al. 2015), are used to select subsamples
with similar intrinsic SEDs. In the case of IFU spec-
tra, given the pixel size of 0.′′5 × 0.′′5, one spaxel of the
MaNGA survey corresponds to a region of ∼ 0.3 × 0.3
kpc at z = 0.03 that is slightly larger than/comparable
to the size of normal star-forming regions (e.g., Gusev
2014), while the spatial resolution is about 1.5 kpc (2.′′5)
at the same redshift. Therefore, the SFH of individual
spaxels should be much simpler than that of individ-
ual galaxies. However, additional age criterion is also
needed to obtain a cleaner sample.
As shown in Kauffmann et al. (2003b), both the
Balmer absorption line index Hδ and the 4000 A˚ spectral
break defined by narrow continuum bands (Dn(4000);
Balogh et al. 1999) are sensitive to the age of stellar
population. The strength of Dn(4000) increase with the
stellar population becoming older, while Hδ peaks at
an age of ∼ 5 × 108 yr and decreases for both younger
and older populations (Kauffmann et al. 2003b). In this
work, we determine to use Dn(4000) as age indicator
to select spaxels with similar ages due to its positive
correlation with age. Kauffmann et al. (2003b) also
demonstrated that the evolution of Dn(4000) depends
strongly on metallicity when age > 109 yr. To reduce
the effect of metallicity, we constrain our sample to spax-
els with 1.1 ≤ Dn(4000) < 1.3 and divide them into
two Dn(4000) bins with a width of ∆Dn(4000) = 0.1
to minimize the effects of stellar population age on the
derived attenuation curve. The number of spaxels with
Dn(4000) < 1.1 is only ∼ 6, 000 that is too small to set
as a single Dn(4000) bin. Within the adopted Dn(4000)
window, our final sample consists of about 157,000 spax-
els from 982 SFGs, which is nearly half of the star-
forming sample selected from Section 2.3. We present
the distribution of Dn(4000) for all of the star-forming
spaxels in Figure 1 in which the Dn(4000) window of
our final sample is also marked out.
Utilizing the Gaussian fitting results from Section 2.2,
we subtract emission lines from the de-redshifted spec-
tra to create emission line-free spectra, which are then
smoothed using a running median in a wavelength win-
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Figure 1. Distribution of Dn(4000) for all of the star-
forming spaxels selected from Section 2.3. The black solid
and dashed lines indicate Dn(4000) of 1.1 and 1.3, respec-
tively, which enclose the Dn(4000) window used to construct
attenuation curves in this work.
dow of 100 A˚. The smoothed spectra are normalized to
their rest-frame flux densities at λ = 5500 A˚. Within
each Dn(4000) bin, we divide spaxels into τB bins with
a step of ∆τB = 0.1. An average spectrum is obtained
for spaxels within the same τB bin, and is taken as the
template spectrum of the bin. Although the observed
spectra of the MaNGA survey span a wide wavelength
range of 3600–10300 A˚, we restrict our analysis to rest-
frame wavelengths of 3800–9000 A˚ due to the following
reasons: (1) our sample covers a redshift range of 0.01–
0.15 that limits our analysis to rest-frame wavelengths
shorter than ∼ 9000 A˚; and (2) in this work we assume
that the observed continua consist of only emission lines
and the underlying stellar emission, i.e., we ignore the
nebular continua that might have significant contribu-
tion to the observed spectra at rest-frame wavelengths
of . 3800 A˚, especially for those regions with very young
stellar populations (e.g., Cullen et al. 2018).
In Figure 2 we present template spectra for different
dust attenuation bins with 0 ≤ τB < 0.7, together with
the colored shadows indicating the 68% ranges around
the mean spectra. The numbers of spaxels and the
Dn(4000) ranges (i.e., 68% ranges around the median
values) within each τB bin are also listed. The Dn(4000)
ranges of the templates are consistent with each other,
suggesting a good approximate for the third assump-
tion presented in Section 3.1. Directly comparisons of
the templates are shown in the bottom panels for each
Dn(4000) bin. There is a clear trend that the shape of
templates becomes flatter as the τB increases, indicating
a higher dust reddening of the stellar continua.
The selective attenuation curves can be derived for
each pair of templates via Equation (5) in which i (j)
denotes the template with larger (smaller) τB. Since
the dispersions of templates with spaxels numbers less
than 500 are fairly large, we do not include these tem-
plates in the calculation. Additionally, due to the similar
shape of the Template 1 compared to that of Template
2, especially at blue end, we remove Template 1 from
our calculation for both Dn(4000) subsamples to avoid
over-weight of Template 1. In Battisti et al. (2016) the
template with the smallest τB was also excluded from
their calculation due to similar reason. Therefore, for
1.1 ≤ Dn(4000) < 1.2, only Template 2–6 are used,
while for 1.2 ≤ Dn(4000) < 1.3, Template 2–7 are used.
The combinations of these templates will result in 10 and
15 Qi,j for the two Dn(4000) subsamples, respectively.
4. RESULTS
In this section, we will present the attenuation curve
for the selected star-forming regions, and examine how
the curve varies with local and global physical properties
such as Dn(4000), equivalent widths of Hα emission line
EW(Hα), inclinations (b/a), distances to the galactic
center, and so on.
4.1. Attenuation Curve of All Spaxels
All the derived selective attenuation curves are shown
in Figure 3. Since the templates are normalized at
λ = 5500 A˚, it is naturally that Qi,j(5500A˚) = 0 accord-
ing to Equation (5). Following Battisti et al. (2016),
for each Dn(4000) subsample, an effective attenuation
curve, denoted as Qeff(λ), is calculated by averaging all
the selective attenuation curve Qi,j(λ), and is fitted with
a third-order polynomial in form of
Qfit(x) = p0 + p1x+ p2x
2 + p3x
3, (7)
where x = 1/λ, and λ is in units of A˚. The best-fit
results within the wavelength range of 3800–9000 A˚ are
Qfit(λ) = −1.3448 + 0.1151x+ 0.6238x2 − 0.1544x3,
(8)
Qfit(λ) = −1.7998 + 1.0351x+ 0.0596x2 − 0.0447x3,
(9)
for 1.1 ≤ Dn(4000) < 1.2 and 1.2 ≤ Dn(4000) < 1.3, re-
spectively. Qeff(λ) and Qfit(λ) are also shown in Figure
3.
As mentioned above, the selective attenuation can
be linked to the total-to-select attenuation via k(λ) =
fQ(λ)+RV . By definition, k(B)−k(V ) ≡ 1. Therefore,
in case of Qfit(λ), the factor f can be derived from
f =
1
Qfit(B)−Qfit(V ) . (10)
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Figure 2. Average spectra in different τB bins for spaxels with 1.1 ≤ Dn(4000) < 1.2 (left) and 1.2 ≤ Dn(4000) < 1.3 (right),
normalized at 5500 A˚. The τB ranges, the numbers of spaxels, and the medians and 68% ranges of Dn(4000) of each τB bin are
listed in each panel. The colored shaded area indicate the 68% scatters around the mean spectra. A direct comparison of all
mean spectra is given in the bottom panel for each Dn(4000) subsample.
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Figure 3. Selective attenuation curve Qi,j(λ) derived from all adopted template spectra for 1.1 ≤ Dn(4000) < 1.2 (left) and
1.2 ≤ Dn(4000) < 1.3 (right). The colored thin curves indicate Qi,j(λ) computed from the comparisons of Template i and
Template j presented in Figure 2. The solid red line is the effective attenuation curve Qeff(λ) calculated from averaging all
Qi,j(λ). The black solid line represents the Qfit(λ) that is the best-fit result for Qeff(λ). The differences between Qi,j(λ) and
Qeff(λ) are shown in the bottom panel for each Dn(4000) subsample. The differences between Qi,j(λ) within the same Dn(4000)
bin reflect variations in the differential reddening between the stellar and ionized components (i.e., the f value).
Here, we assume the wavelength of B and V bands to
be 4400 A˚ and 5500 A˚, respectively. According to this
formula, the similar shape of Qfit(λ) exhibited in Fig-
ure 3 suggests a similar f for two Dn(4000) subsam-
ples. The resulting f are 3.05+0.50−0.55 and 3.07
+0.79
−0.52 for
1.1 ≤ Dn(4000) < 1.2 and 1.2 ≤ Dn(4000) < 1.3, re-
spectively. The upper and lower limits of f denote the
ranges of f for individual Qi,j(λ).
Following from Equation (6), the large range of f for
individual Qi,j(λ) within the same Dn(4000) bin sug-
gests there are significant variations in the differential
reddening between the stellar and nebular components.
Clearly, a steeper Qi,j(λ) (corresponding to a lower f)
will lead to a larger E(B−V )star/E(B−V )gas ratio. Fur-
thermore, it is evident that Qi,j(λ) tends to be steeper
for a larger “i” (i.e., the more attenuated templates in
Equation (4) have a larger τB) within each Dn(4000)
bin. This trend implies a smaller difference between the
stellar and nebular dust reddening for more obscured
stellar/ionized gas regions, given a fixed Dn(4000).
In Figure 4, we compare our results with attenua-
tion curves derived from local starburst galaxies, i.e.,
the widely used Calzetti et al. (2000) curve, and local
SFGs (Battisti et al. 2016). The Milky Way extinction
curve of Cardelli et al. (1989) is also shown to compare
with fQfit(λ). The shadow regions indicate the cover-
age of the fitting results for individual Qi,j(λ) (and the
corresponding fQ(λ)) , which can be regarded as the
scatters of Qfit(λ) (fQfit(λ)).
Our selective attenuation curves (both Qfit(λ) and
fQfit(λ)) for the two Dn(4000) subsamples are con-
sistent with each other within the scatters, indicating
that the shape of attenuation curve is independent of
Dn(4000) within the wavelength range and Dn(4000)
range we explored in this work. Similar results were
also reported in Battisti et al. (2016) but at galactic
scale. Within the scatters, the Qfit(λ) and fQfit(λ) are
roughly consistent with those of Calzetti et al. (2000)
and Battisti et al. (2016) at λ > 4400 A˚, regardless
of the Dn(4000) ranges. At the blue end, the fQfit(λ)
curve for the subsample of 1.2 ≤ Dn(4000) < 1.3 is also
in agreement with the reference ones. while a flattening
is observed for spaxels with 1.1 ≤ Dn(4000) < 1.2. By
comparing with Figure 3, we note that this flattening
arises from the Qi,j with small i values (small Balmer
optical depth for the more attenuated template). How-
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Figure 4. Comparison between our attenuation curves, i.e., Q(λ) (left) and fQ(λ) (right), and those from previous studies.
The black and red solid lines indicate our results for spaxels with 1.1 ≤ Dn(4000) < 1.2 and 1.2 ≤ Dn(4000) < 1.3, respectively.
The colored shadow regions represent the corresponding area spanned by all Qi,j(λ) (in case of fQ(λ), f is calculated for each
Qi,j(λ)). The orange dashed line and blue dashed-dotted line denote the results from Battisti et al. (2016) and Calzetti et al.
(2000), respectively. The magenta dotted curve indicates the Milky Way extinction curve of Cardelli et al. (1989) subtracted
by RV = 3.1. All attenuation/extinction curves are normalized at λ = 5500 A˚.
ever, due to the lack of observations at shorter wave-
length, we cannot ensure the existence of this feature at
present. Observations at UV is needed to confirm the
flattening. For this reason, we will focus on the shape
of selective attenuation curves at the red end (mainly
λ > 4400 A˚) in the following analysis.
The above results indicate that local subgalactic star-
forming regions and SFGs share the same averaged op-
tical attenuation curve in the wavelength range of 3800–
9000 A˚. The agreements of the shape of selective atten-
uation and f between two Dn(4000) subsamples suggest
a similar E(B − V )star/E(B − V )gas ratio for them on
average according to Equation (6), although consider-
able variations as a function of Balmer optical depth, as
well as possible variations on a region-by-region basis,
still exist.
4.2. Dependence on Local Physical Properties
Making full use of the IFU data, we first consider
whether the shape of dust attenuation curve varies with
some local physical properties (i.e., physical properties
derived from individual spaxel), such as stellar mass sur-
face density (Σ∗), SFR surface density (ΣSFR), equiva-
lent width of the Hα emission line EW(Hα), O3N2 in-
dex, and the location of spaxels within the host galaxies.
Most of previous studies used the specific star formation
rate (sSFR) to characterize the star formation activity
(e.g., Wild et al. 2011; Battisti et al. 2016), however,
the EW(Hα) also can be a good proxy of sSFR but is
independent of models. Thus, we adopt the EW(Hα)
of each spaxel to describe the level of local star forma-
tion activity. Note that EW(Hα) used in this work is an
absolute value with higher value denoting more intense
star formation. The O3N2 index is defined as
O3N2 ≡ log
(
[O iii]λ5007
Hβ
× Hα
[N ii]λ6584
)
, (11)
and can be used as an indicator of gas-phase metallicity
(e.g., Kewley & Ellison 2008; Marino et al. 2013; Lin
et al. 2017). To characterize the location of spaxels,
we use the de-projected distances to the galactic centers
normalized by the effective radius re (r/re).
Within each Dn(4000) subsample, we divide spaxels
into two bins according to the median value of each pa-
rameter. The medians of these physical properties for
each Dn(4000) subsample, as well as the medians and
68% dispersions of the binned distributions for the low-
and high-value bins, are given in Table 1.
We note that although our aim of this subsection is
to explore any dependence of the slope of dust attenua-
tion curve on the aforementioned physical properties,
a Calzetti et al. (2000) attenuation curve is already
adopted during the calculations of these physical prop-
erties (mainly Σ∗, ΣSFR, and the O3N2 index) as de-
scribed in Section 2.2. On the one hand, Σ∗ is derived
from the continuum fitting and is less affected by the
assumed attenuation curve since stellar mass estimation
via modeling spectra is not sensitive to the treatment of
dust attenuation (Conroy 2013). On the other hand, the
reddening correction for emission lines only affects the
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Table 1. Ranges of physical properties for binned samples
Parameters 1.1 ≤ Dn(4000) < 1.2 1.2 ≤ Dn(4000) < 1.3
Median low-value bin high-value bin Median low-value bin high-value bin
log Σ∗(M kpc−2) 7.57 7.39+0.12−0.16 7.82
+0.31
−0.18 7.81 7.60
+0.14
−0.19 8.05
+0.27
−0.17
log ΣSFR(M yr−1 kpc−2) −1.61 −1.87+0.18−0.29 −1.32+0.32−0.20 −1.81 −2.05+0.16−0.24 −1.54+0.35−0.20
EW(Hα)(A˚) 52.00 38.41+9.29−12.61 69.16
+24.48
−12.45 28.13 21.75
+4.31
−5.55 36.54
+12.25
−6.16
O3N2 0.51 0.24+0.18−0.27 0.81
+0.39
−0.22 0.15 −0.06+0.14−0.15 0.46+0.38−0.22
r/re 0.82 0.55
+0.19
−0.26 1.10
+0.29
−0.19 0.73 0.49
+0.16
−0.22 0.98
+0.32
−0.18
b/a 0.69 0.49+0.13−0.17 0.82
+0.11
−0.08 0.65 0.45
+0.13
−0.18 0.81
+0.11
−0.11
logM∗(M) 9.82 9.43+0.25−0.55 10.09
+0.35
−0.16 9.98 9.53
+0.30
−0.46 10.31
+0.32
−0.24
Note—Ranges of physical properties for subsamples considered in this work. For each Dn(4000) bin and each
physical property, the median of the whole subsample, as well as the medians and 68% dispersions of the binned
distributions for the low- and high-value bins, are given.
absolute values of emission line luminosities (and thus
ΣSFR), but not the relative values of them. The O3N2
index is defined by two ratios of emission line pairs that
have very close wavelengths, indicating a negligible red-
dening correction for this index. Given that our sub-
samples are generated based on the relative values of
these properties, we believe that the assumed attenua-
tion curve should not significantly affect our subsample
division and thus the derived attenuation curves.
The calculation of the binned selective attenuation
curves Q(λ) and fQ(λ) is the same as the global ones,
while the results for the two Dn(4000) subsamples are
shown in Figures 5 and 6, respectively, comparing with
the ones for the overall Dn(4000) subsamples plotted in
Figure 4 (labeled as “global”) and two reference atten-
uation curves from Calzetti et al. (2000) and Battisti
et al. (2016). The best-fit parameters of the selective
attenuation curves for all binned samples are listed in
Table 2. The diversity of the shapes of Q(λ) for the
binned subsamples reveal remarkable variation in the f
factor, and thus in E(B − V )star/E(B − V )gas.
For the fQ(λ), the bins with Σ∗ < median and
ΣSFR < median exhibit large deviations at longer wave-
lengths from the global one, as well as the referenced
starbursts and normal SFG attenuation curves when
1.1 ≤ Dn(4000) < 1.2, suggesting a flatter curve for
these two bins. Since these two properties form a
well-studied subgalactic main sequence (SGMS; Hsieh
et al. 2017; Liu et al. 2018), the above results imply a
flatter selective attenuation curve for star-forming re-
gions at the low-mass end of the SGMS. In the case
of 1.2 ≤ Dn(4000) < 1.3, the variations in the binned
fQ(λ) is smaller. For each local physical property, the
fQ(λ) derived from the two bins are consistent with
each other, as well as the global one and two reference
attenuation curves, if the scatters are taken into account.
Binning by the average stellar mass surface density (µ∗)
of galaxies, Wild et al. (2011) also reported a steeper
optical slope for their high-µ∗ sample compared to the
low-µ∗ sample, which is consistent with our result of
the younger subsample. However, our results further
imply an age-dependence of this behavior that was not
explored in Wild et al. (2011).
Intriguingly, we find that the binning in r/re also gives
significant difference in the fQ(λ) for 1.1 ≤ Dn(4000) <
1.2. With the Dn(4000) range, spaxels in the inner re-
gions of galaxies have a steeper selective attenuation
at longer wavelengths compared to the global curve,
while outer regions present a much flatter selective at-
tenuation. However, this difference vanishes for the
1.2 ≤ Dn(4000) < 1.3 subsample. The location of spaxel
is not a physical parameter, there should be other more
intrinsic physical properties related to the location to
account for the observation. Given the similar behavior
of the Σ∗ < median and ΣSFR < median subsamples to
the r/re > median subsample in fQ(λ), we argue that
these two surface densities might be such more intrin-
sic properties. On the one hand, the outer regions of
galaxies tend to have smaller Σ∗ and ΣSFR compared to
the inner regions. On the other hand, we have demon-
strated that spaxels with smaller Σ∗ and ΣSFR give a
flatter selective attenuation that is consistent with the
fQ(λ) of the outer bin. Hence, we speculate that the
differences in Σ∗ and ΣSFR can (at least partly) explain
the observed different slopes of the selective attenuation
curve between the inner and outer bins.
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Figure 5. Selective attenuation curve Q(λ) in bins of local physical properties (Σ∗, ΣSFR, EW(Hα), O3N2 index, and r/re)
for the 1.1 ≤ Dn(4000) < 1.2 (left) and 1.2 ≤ Dn(4000) < 1.3 (right) subsamples. For each physical properties, the solid curves
indicate the results of the low-value bins, while the dashed curves are derived from the high-value bins. The black and red solid
curves represent the global ones of this work shown in Figure 4. The orange dashed curve and blue dashed-dotted curve are the
attenuation curves of Battisti et al. (2016) and Calzetti et al. (2000), respectively.
Therefore, we conclude that star-forming regions with
different sSFR or gas-phase metallicity within the ranges
we examined in this work (i.e., Table 1) share similar av-
erage selective attenuation curve, irrespective of the age
of stellar population. At galactic scale, the dependence
of the shape/slope of attenuation curve on sSFR is found
to be negligible for either local (Battisti et al. 2016) or
high-redshift (Reddy et al. 2015) SFGs. However, for
the younger subsample (1.1 ≤ Dn(4000) < 1.2), star-
forming regions with smaller Σ∗, smaller ΣSFR, or larger
r/re tend to have a flatter attenuation curves compared
to the the global one and two reference curves, while for
the slightly older stellar population, no evident differ-
ence is observed between the binned results for all local
properties we explored. These results indicate a different
size distribution of dust grains (i.e., different underlying
extinction curves) or stars/dust geometry (different be-
havior in scatting; Narayanan et al. 2018) between the
younger and slightly older stellar populations.
4.3. Dependence on Galactic Global Properties
Moving toward properties at larger scale, we examine
the dependence of the selective attenuation curve on the
axial ratio b/a (i.e., inclination) and the global stellar
mass M∗ of the host galaxies. Similar to the local cases,
the median values of these parameters are used to sepa-
rate each Dn(4000) subsample into two bins. Repeating
the derivation of the selective attenuation curve, we ob-
tain the Q(λ) and fQ(λ) for each bin, and show them
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Table 2. Best-fit results of selective attenuation curves for binned samples
Bin 1.1 ≤ Dn(4000) < 1.2
p0 p1 p2 p3 f
Σ∗ < med −0.056± 0.043 −1.065± 0.075 0.918± 0.008 −0.175± 0.008 4.53+0.74−0.68
Σ∗ > med −1.539± 0.040 0.522± 0.069 0.373± 0.007 −0.106± 0.007 3.10+0.58−0.70
ΣSFR < med −0.923± 0.067 −0.002± 0.117 0.410± 0.012 −0.071± 0.012 2.81+0.07−0.07
ΣSFR > med −1.388± 0.044 0.169± 0.078 0.572± 0.008 −0.134± 0.008 2.70+0.61−0.30
EW(Hα) < med −1.414± 0.049 0.363± 0.086 0.417± 0.009 −0.103± 0.009 2.84+0.27−0.32
EW(Hα) > med −1.494± 0.043 0.350± 0.076 0.495± 0.008 −0.129± 0.008 2.94+0.91−0.77
O3N2 < med −0.912± 0.030 −0.557± 0.053 0.960± 0.005 −0.209± 0.005 2.97+1.31−0.80
O3N2 > med −0.805± 0.039 −0.369± 0.069 0.749± 0.007 −0.168± 0.007 3.79+0.84−0.61
r/re < med −1.845± 0.048 0.811± 0.084 0.319± 0.009 −0.113± 0.009 3.19+0.56−0.59
r/re > med −0.529± 0.038 −0.811± 0.067 0.945± 0.007 −0.186± 0.007 3.10+0.25−0.43
b/a < med −1.444± 0.042 0.205± 0.073 0.604± 0.008 −0.154± 0.008 2.99+0.84−0.70
b/a > med −1.081± 0.052 −0.018± 0.091 0.588± 0.009 −0.137± 0.009 3.33+0.63−0.48
logM∗ < med −1.647± 0.043 0.490± 0.076 0.459± 0.008 −0.125± 0.008 2.77+0.44−0.53
logM∗ > med −0.672± 0.028 −0.781± 0.049 1.011± 0.005 −0.209± 0.005 3.07+0.31−0.23
Bin 1.2 ≤ Dn(4000) < 1.3
p0 p1 p2 p3 f
Σ∗ < med −1.334± 0.034 0.930± 0.060 −0.112± 0.034 0.004± 0.006 4.20+0.39−0.44
Σ∗ > med −1.281± 0.036 0.481± 0.063 0.263± 0.036 −0.075± 0.007 3.59+2.83−0.95
ΣSFR < med −1.926± 0.037 1.884± 0.065 −0.656± 0.037 0.113± 0.007 3.50+3.31−0.83
ΣSFR > med −1.727± 0.042 0.987± 0.074 0.036± 0.042 −0.028± 0.008 2.84+1.67−0.27
EW(Hα) < med −1.975± 0.034 1.559± 0.060 −0.312± 0.034 0.030± 0.006 3.32+0.77−0.43
EW(Hα) > med −1.829± 0.042 0.941± 0.073 0.149± 0.041 −0.060± 0.008 2.79+1.16−0.46
O3N2 < med −0.975± 0.027 −0.035± 0.047 0.554± 0.027 −0.131± 0.005 3.78+8.73−1.05
O3N2 > med −2.249± 0.034 1.626± 0.060 −0.214± 0.034 0.002± 0.006 2.84+1.48−0.62
r/re < med −1.868± 0.044 1.023± 0.078 0.119± 0.044 −0.062± 0.008 3.03+0.74−0.31
r/re > med −1.696± 0.031 1.005± 0.055 0.014± 0.031 −0.028± 0.006 3.09+0.50−0.52
b/a < med −2.069± 0.040 1.381± 0.071 −0.100± 0.040 −0.017± 0.007 2.89+0.30−0.34
b/a > med −1.091± 0.040 0.192± 0.070 0.420± 0.039 −0.106± 0.007 3.82+0.92−0.32
logM∗ < med −2.248± 0.040 1.443± 0.071 −0.054± 0.040 −0.031± 0.007 2.62+0.86−0.20
logM∗ > med −1.023± 0.025 0.078± 0.043 0.468± 0.025 −0.110± 0.005 3.61+5.87−1.05
Note—The central values of f listed above are calculated from the Qfit(λ), while the upper and lower limits denote the range
of f for individual Qi,j(λ) in each case.
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Figure 6. Same as Figure 5 but for selective attenuation curve fQ(λ). The colored shadow regions around the global fQ(λ)
are the same as those in the right panel of Figure 4, representing the corresponding areas spanned by all fQi,j(λ).
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Figure 7. Selective attenuation curve Q(λ) (top) and fQ(λ) (bottom) in bins of global properties (b/a and M∗) for the
1.1 ≤ Dn(4000) < 1.2 (left) and 1.2 ≤ Dn(4000) < 1.3 (right) subsamples. For each physical properties, the solid curves
indicate the results of the low-value bins, while the dashed curves are derived from the high-value bins. The black and red solid
curves represent the global ones of this work shown in Figure 4, while the colored shadow regions around the global fQ(λ) are
the same as those in the right panel of Figure 4. The orange dashed curve and blue dashed-dotted curve are the attenuation
curves of Battisti et al. (2016) and Calzetti et al. (2000), respectively.
in Figure 7. Again, we present the ranges of physical
properties and the corresponding best-fit parameters of
the selective attenuation curves for all binned samples
in Tables 1 and 2, respectively.
As we know, stellar light in more edge-on galaxies suf-
fers more reddening (e.g., Yip et al. 2010) compared to
face-on galaxies due to the larger dust column density.
Thus, we would wonder if the inclination has effect on
the shape of attenuation curve or not. The fQ(λ) in
Figure 7 reveal that the inclination (b/a) of the host
galaxies has negligible effect on the selective attenuation,
regardless of the Dn(4000). Based on photometric and
spectroscopic data of local galaxies, Wild et al. (2011)
found that the slope of attenuation curve in the opti-
cal wavelengths increases with increasing b/a ratio. In
other words, more face-on galaxies have steeper atten-
uation curve, which is contrary to our result. However,
Battisti et al. (2017a) elucidated that the dependence of
the shape of attenuation curve on inclination is mainly
at UV wavelengths, whereas the longer region remains
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unchanged. One should note that our derived attenua-
tion curves focus on the red end of optical wavelength
due to the lack of UV observation, thus the negligible
effect of inclination on the curve are in good agreement
with Battisti et al. (2017a). Battisti et al. (2017a) also
discussed several possible reasons for the different de-
pendence of the slope of attenuation curve on inclination
at longer wavelengths between their results and those of
Wild et al. (2011). We here highlight the differences
in the adopted aperture. Wild et al. (2011) used pho-
tometry from the entire galaxy, while the SDSS spectra
used in Battisti et al. (2017a) only enclose the most cen-
tral regions of galaxies. Similarly, limited by the field of
view of the MaNGA survey, the IFU observations only
reach out to 1.5re for most of the MaNGA targets (i.e.,
the “Primary+” sample; Bundy et al. 2015). Thus, our
selected spaxels cannot cover the most outer regions of
the targeted galaxies. As discussed in Battisti et al.
(2017a), the central and most outer regions of galaxies
might have different dust properties, which is already
suggested by our result that the shapes of the attenua-
tion curves of star-forming regions located in the inner
and outer regions are different.
For the binning in the global M∗, the fQ(λ) of the
more massive galaxies is slightly flatter than that of
the less massive galaxies for the younger population.
However, such differences are not significant. Although
all Qi,j(λ) of the less massive bin (logM∗ < med) are
steeper than the average curve of the more massive bin,
the spanned area of all Qi,j(λ) of logM∗ > med forms
a large region and cover the average curve of the less
massive bin, suggesting a large diversity of the shape of
dust attenuation curve in more massive galaxies. For the
older population, it seems that the shape of the selective
attenuation shows no dependence on M∗.
In short, there is no significant evidence of variation
with global properties from either Dn(4000) subsample.
5. DISCUSSION
5.1. Effect of Stars/dust Geometry
As we elucidated in Section 3, the derivation of se-
lective attenuation curve assumes that dust attenuation
is dominated by a uniform foreground-like dust compo-
nent. This dust geometry model is consistent with the
linear relation between τB and the UV slope (β) ob-
served in local starburst galaxies (Calzetti et al. 1994)
or normal SFGs (Battisti et al. 2016), as well as in z ∼ 2
SFGs (Reddy et al. 2015), and enables a straightforward
derivation of selective attenuation curve. However, the
real stars/dust geometry of star-forming regions might
be more complex.
Based on high spatial resolution observations of the
starburst galaxy M83, Liu et al. (2013) found a large di-
versity of the dust geometry for star-forming regions at a
spatial resolution of 6 pc. Nevertheless, for star-forming
regions smoothed to a large physical scale (100–200 pc),
the dust attenuation is in good agreement with a uni-
form dust screen model. In other words, the simple
uniform foreground screen assumption of dust geome-
try should be reasonable for observations with a spa-
tial resolution coarser than ∼ 200 pc. On the other
hand, the reconstructed PSF of the MaNGA data has
an FWHM of ∼2.′′5 (Law et al. 2016), which corresponds
to a physical size of ∼ 1.5 kpc at the mean redshift of
the MaNGA survey (Bundy et al. 2015). Therefore, al-
though the stars/dust geometry of star-forming regions
has a large diversity on small physical scales (Liu et al.
2013), the adopted assumption in this work is plausible
for our sample.
Furthermore, even for more complex dust geometry,
the derivation of selective attenuation curve is also ap-
plicative. Calzetti et al. (1994) introduced five models
for the stars/dust geometry to understand the observed
linear τB–β relation in local starburst galaxies, including
1. a uniform foreground screen model in which dust is
uniformly distributed and acts as a screen between
the radiation source and the observers;
2. a uniform scattering slab model in which dust is
still uniformly distributed but is located close to
the radiation source so that scattering into to the
line of sight should be considered;
3. a clumpy foreground screen model that is similar
to the first model but dust is clumpy;
4. a scattering slab model that is similar to the sec-
ond model but dust is clumpy;
5. an internal dust model in which dust and radiation
source are uniformly mixed.
We refer the readers to Calzetti et al. (1994) for a de-
tailed description of these models. Note that only the
uniform foreground screen model naturally gives Equa-
tion (1) in the sense that τλ, and thus τB and τi,j in
Equation (4), only depends on dust properties. For
the other four models, the expressions between the ob-
served spectra fλ,obs and the intrinsic spectra fλ,int as
a function of τλ are more complex. However, it is also
convenient to define an effective optical depth τλ,eff ≡
− ln(fλ,obs/fλ,int), which depends on both dust proper-
ties and stars/dust geometry (Calzetti et al. 1994). By
doing so, the derivation of attenuation curve given in in
Section 3 is still reasonable in term of τλ,eff .
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5.2. Effect of Diffuse Ionized Gas
In this work, we simply attribute non-AGN ionized
gas to star-forming regions. However, such ionized gas
also might have a nonnegligible contribution from DIG,
which might be excited by mechanisms other than star
formation, such as hot, low-mass evolved stars (Flores-
Fajardo et al. 2011; Zhang et al. 2017) or shock (see
Haffner et al. 2009 for a review), and have a signifi-
cant contribution to a sample of star-forming regions
selected from the MaNGA survey (Lin & Kong 2020).
DIG-dominated spaxels might not support the assump-
tions adopted in this work. For instance, an intrinsic
Hα/Hβ ratio of 2.86 in the definition of τB might be not
suitable for DIG that does not leak from star-forming re-
gions. Moreover, a positive correlation between stellar
and nebular attenuations (i.e., the second assumption
listed in Section 3.1) enables us to use τB as a tracer of
stellar attenuation, however, such correlation almost dis-
appears for DIG-dominated spaxels (Lin & Kong 2020).
Fortunately, the DIG-dominated spaxels in the
MaNGA survey can be selected by Hα luminos-
ity surface brightness (ΣHα; Zhang et al. 2017) or
EWHα (Lacerda et al. 2018) criterion, i.e., ΣHα <
1039 erg s−1 kpc−2 and EWHα < 3 A˚, respectively. We
have checked the final sample that we use to derive
the dust attenuation curves, and find that the medians
and 68% ranges of log ΣHα/erg s
−1 kpc−2 and EWHα
are 39.6+0.4−0.4 and 32
+21
−11 A˚, respectively. The fraction
of spaxels in our sample that are classified as DIG by
the ΣHα and EWHα criteria are only 4.8% and < 0.1%,
respectively. Therefore, although DIG-dominated re-
gions might not follow the assumptions listed in Section
3.1 and the assumed intrinsic Hα/Hβ ratio, the effect
arisen from DIG is negligible due to the small fraction
of DIG-dominated regions in our sample.
6. SUMMARY
In this paper, we construct a sample of 157,000 spaxels
from 982 SFGs based on the DR14 of the IFS survey
of MaNGA. Applying the method described in Calzetti
et al. (1994) and Battisti et al. (2016), we determine the
average selective dust attenuation for spatially-resolved
star-forming regions with 1.1 ≤ Dn(4000) < 1.2 and
1.2 ≤ Dn(4000) < 1.3. Further analysis are performed
to see whether the shape of optical attenuation curve
varies with local and global physical properties. The
main results of this work are listed below.
• The average attenuation curve of subgalactic star-
forming regions in the wavelength range of 3800−
9000 A˚ shows no dependence on Dn(4000) within
1.1 ≤ Dn(4000) < 1.3, and is similar to the one
derived from either starbursts (Calzetti et al. 2000)
or normal SFGs (Battisti et al. 2016).
• For the younger population (1.1 ≤ Dn(4000) <
1.2), spaxels at the low-mass end of the SGMS
or resided in the outer regions of the host galax-
ies tend to have flatter attenuation curves com-
pared to the global ones, while spaxels with dif-
ferent sSFR or gas-phase metallicity show similar
attenuation curves. For the older population (i.e.,
1.2 ≤ Dn(4000) < 1.3), no dependence on local
physical properties is found for the average atten-
uation curves. These results may suggest a differ-
ent size distribution of dust grains or stars/dust
geometry between the younger and slightly older
stellar populations.
• No significant trend with global properties (incli-
nation and M∗) in the shape of the derived atten-
uation curves are observed from either Dn(4000)
subsample.
The above results suggest a diversity of the shape of
dust attenuation curve in the optical wavelength for sub-
galactic star-forming regions. For the relatively old pop-
ulation, there is a fairly uniform dust attenuation curve
that is similar to the one of either starbursts (Calzetti
et al. 2000) or normal SFGs (Battisti et al. 2016). Con-
versely, remarkable dependences on local physical prop-
erties are observed for the younger population, high-
lighting the risk of applying a single attenuation curve
across the disks of SFGs. More detailed analysis on
these dependences are restricted by the limited number
of high-quality spectra. With the future release of the
MaNGA data, we expect to have a better understanding
of the behavior of dust attenuation curve.
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