Inverse simulation allows input time histories to be found that generate specified outputs for non-linear dynamic models in cases where analytical methods of inversion present difficulties. The two approaches considered involve continuous system simulation principles. One is an approximate differentiation method while the second involves feedback principles. These approaches are compared for a non-linear six-degrees-of-freedom flight-mechanics model of a fixed-wing unmanned aerial vehicle incorporating actuator sub-models with saturation and rate limits. Additional insight is provided through analysis of a linearised version of the vehicle model. It is concluded that both the continuous system simulation methods for finding inverse solutions, for the type of application described in this paper, provide a useful alternative to more conventional iterative methods of inverse simulation based on discrete models. In many cases, including those involving hard non-linearities in control surface actuator sub-systems, they allow issues of vehicle handling and manoeuvrability to be addressed in a more direct fashion than is possible using conventional simulation methods alone.
Introduction
Inverse models can generate time histories of input variables that satisfy given output time history requirements. This has relevance for problems in system dynamics and control, particularly where actuator limits are important. Aircraft and helicopter handling qualities studies and agility investigations are examples where inverse solutions can provide information about manoeuvring problems and about control margins as actuator amplitude or rate limits are approached. 1, 2 In the context of aircraft, the inversion of vehicle dynamics can be used as the design basis of flight control systems and autonomous path planning algorithms. Also, the inverse dynamic solution can be used in the specification process for actuation and sensor systems where appropriate. Although this paper relates to a fixed-wing unmanned aerial vehicle (UAV), the inverse simulation methods described have broad applicability.
Inverse simulation methods
Inverse simulation techniques divide into iterative approaches involving discretised models and methods based on continuous system simulation principles that do not involve iteration. Although the second approach is emphasised in this paper, both are discussed since there are links between continuous system simulation approaches and some of the iterative methods involving discretised models.
Iterative methods of inverse simulation
The iterative technique most widely used was developed by Hess, Gao and Wang and involves repeated solution of a forward simulation model of the vehicle to determine inputs needed to follow a specified manoeuvre. 3 This is termed an 'integration-based' approach and similar methods were developed independently by Thomson and Bradley and their colleagues. 1, 4 These methods are based mainly on the use of gradient information but search-based optimisation has also been applied successfully. 5 A second iterative method involves a discrete 'differentiation' approach, which was developed by Thomson and his colleagues 6, 7 in the context of helicopter applications and by Kato and Suguira 8 for fixed-wing aircraft problems. Other iterative techniques were developed for similar applications, including optimisation-based approaches by Celi 9 and by Lee and Kim. 10 A very useful review of iterative methods involving discrete-time models has been provided by Thomson and Bradley. 2 The continuous system simulation approach to inverse simulation Methods of inverse simulation have also evolved that use continuous system simulation principles. Numerical solutions of differential algebraic equations (DAEs) provide one possible approach, 11, 12 but DAE solvers can introduce numerical difficulties and published accounts involve relatively simple loworder models. 13 Two other approaches to inverse simulation using continuous system simulation principles have been developed. One of these is based on an approximate method of differentiation, while the second involves feedback principles.
The approximate differentiation method
Approximate differentiation, using continuous system simulation principles, may be applied over a range of frequencies which must be matched to the frequency range for the specific application. 14 This is a continuous system equivalent of the discrete 'differentiation' methods mentioned above.
The starting point is the non-linear model arranged in state-space form, as given in Appendix 2. Equations involving the system inputs are then organised so that the inputs of interest appear on the left hand sides. Derivatives of state variables are then approximated using an integrator block and feedback pathway, as in Figure 1 . The first-order equation defining that system is given by
The variable h(t) in Figure 1 is first replaced by x id ðtÞ, the desired time history for the variable x i . Then, if the time constant T is small in terms of the dynamic response of the model, the variable m(t) in Figure 1 approximates the desired state variable x id t ð Þ. The integrator block input is 1 T ðx id ðtÞ À mðtÞÞ and this is a close approximation to the time derivative of x id t ð Þ. Thus a derivative of any given state variable, _ x j , may be replaced by 1 T x jd t ð Þ À x j t ð Þ À Á , where x jd ðtÞ is the desired time history. State equations that do not include state variables that are specified for the manoeuvre or input variables that have to be found are not unaltered.
Methods using feedback principles
The feedback approach to inverse simulation may be explained using a linear model and Laplace transform analysis. The block diagram of Figure 2 involves a single-input single-output (SISO) linear model having a transfer function G(s) and a feedback loop having a cascaded block K(s). The transfer function relating the variable C(s) to a reference input B(s) is given by
If 1/K(s) is small compared with the magnitude of G(s), over the relevant range of frequencies, the transfer function may be approximated by
Thus, if K(s) is large, the transfer function C(s)/B(s) is a close approximation to the inverse model. The same principle applies with non-linear models and with multi-input multi-output (MIMO) models. Although high-gain feedback often provides acceptable solutions the approach is not limited to proportional control methods. The feedback approach originates from methods use in dividers and inverse function generators in electronic analogue computers. For inverse modelling, some early applications of feedback can be found in work carried out at the DLR aerospace research institute in Germany. [15] [16] [17] A broadly similar approach, termed 'inverse dynamics compensation via simulation of feedback control systems' (IDCS) was developed by Tagawa and Fukui in Japan. 18 Further developments in terms of these feedback-based methods and their application to practical problems have been reported recently. [19] [20] [21] [22] [23] One problem with the feedback method is hard limiting which produces limit cycles which are not a property of the inverse model and arise from the discontinuities and the feedback structure. 23 Rate limits are a particular problem in terms of limit cycle oscillations and this may be understood from the fact that the describing function for this non-linearity has both imaginary and real components and net phase lags of the model output in excess of À180 (relative to the input) are potentially troublesome. 24 High-order models are also more likely to present difficulties than low-order models in terms of limit cycles and instabilities introduced by feedback.
Although limit cycling and instability may occur with the feedback approach, it should be noted that feedback design for inverse simulation is generally easier than the design of feedback control systems. In control applications designers must allow for disturbance rejection, measurement noise and model uncertainty, in addition to issues of stability and dynamic response. Thus, although high gain solutions may not lead to robust control systems, they often provide satisfactory outcomes for inverse simulation applications. [21] [22] [23] An application to an UAV model
The application concerns a non-linear model of a small UAV of mass 28 kg and wing-span 3.1 m. 25, 26 Typical flight conditions involve a forward speed of 30 m/s. The reference frames and associated dynamic variables are illustrated in Figure 3 .
Details of the state variables of the model are given in Table 1 and inputs are defined in Table 2 .
A non-linear six degrees-of-freedom description, relating state variables to control surface deflections and engine speed, is provided in Appendix 2 and typical parameter values are given in Table 3 . 25 The model of Appendix 2 does not include actuator sub-models. Any actuator will have well-defined amplitude and rate limits which can limit performance. 24 Generalised actuator sub-models have been proposed previously, involving simplified block diagram representations of the form shown in Figure 4 . 27 The value of the gain constant G r is chosen to be 10 for this application, which corresponds to an actuator time constant in the linear mode of operation of 0.1 s. The value for the gain factor G a is unity. The saturation limiter has a simple form and when its input G a d C lies in the range between the upper and lower saturation limits ( cU and cL) it behaves as a linear element with unit gain,. However, if G a d C 5 cU the output value is limited at cU and, correspondingly, when G a C 4 cL the output is limited at cL . This behaviour is usually symmetrical for positive and negative inputs with cU ¼ À cL. The rate limit block has an identical form, having unity gain when the rate of change of actuator ouput position ( _ (t)) has a value that lies within the specified upper and lower rate limits. The block diagram can be modified for actuators with second-order characteristics within the linear range. In that case the block labelled G r within the feedback loop of Figure 4 would have first-order lag characteristics.
Inverse simulation results
As shown in Table 2 , the model has four inputs, involving engine speed, elevator angle, aileron angles and rudder angle. Note that the left and right aileron control surfaces operate in a differential sense, whereas the elevator surfaces move in the same direction. In this application the engine speed is kept constant and only the three control surface inputs are considered.
Results are divided between cases involving linear operation of the control surface actuators and situations in which the control surface actuators reach one or both limits.
The chosen flight conditions involve an initial forward velocity component in the body-axis system of 32.57 m/s and a vertical velocity component of 2.57 m/ s, corresponding to an angle of attack of 0.07 . and an initial elevator deflection of À1.438 .
Situations involving actuators within the linear operating range
In this case the actuators for the ailerons, elevator and rudder are all modelled as linear systems with transfer function
Equation (4) is equivalent to the model of Figure 4 with ¼ 1 G r and G a ¼ 1 for situations where each actuator sub-system operates linearly.
Manoeuvres may be specified in terms of demanded time histories of the roll rate, pitch rate and yaw rate variables. In this application, these variables are specified as being zero or having a bellshaped time history which is described by a polynomial
where T m is the time taken to complete the manoeuvre and v des t ð Þ is the required time history of the selected angular rate variable. Polynomials of this form give smooth transitions at the entry and exit points of the manoeuvre. 2 For the polynomial of equation (5) 
Results for the linear case using the approximate differentiation approach
Application of the approximate differentiation approach to equations (22) to (27) of Appendix 2, involves a model in which the three state equations involving time derivatives of angular velocities in the 
where T is the time constant of the approximate differentiator. From Appendix 2, the roll, pitch and yaw torques in the body-fixed frame, L, M and N respectively, may then be found from the equations L ¼ 1 P L pdot app À P pq pq À P qr qr À P N N À Á ð9Þ
Here the variables pdot app , qdot app and rdot app are the approximate derivatives, as calculated from the expressions on the right-hand sides of equations (6) to (8) , and other variables and parameters are as given in Appendix 2. From equations (9) to (11) the control surface deflections are found using equation (40), giving the three algebraic equations needed to complete the set of equations for inverse simulation, together with the remaining state equations of Appendix 2 (equations (22) to (24) and (28) to (37)). Figure 5 shows results for the case involving zero values of desired roll rate and pitch rate variables (p des and q des ) and a desired yaw rate (r des ) having the form of equation (5) with parameter values of h and T m of 15 and 3 respectively, giving a maximum demanded yaw rate of 9.375 deg/s at time t ¼ 1.5 s. The time constants, T, used for differentiation were 0.001 s. Figure 5 also shows the pitch, roll and yaw rate variables for this manoeuvre together with the desired time histories. The yaw rate response is slightly delayed compared with the corresponding desired response. This is due to the actuator time constant which has a value of 0.1 s, corresponding to a value of 10 for the G r parameter value in the block diagram of Figure 4 .
Roll, pitch and yaw angles found from the inverse simulation are shown in Figure 6 together with the forward, lateral and vertical velocities in the bodyfixed frame.
These results can be understood from analysis of the UAV model of Appendix 2. Equations defining the angular accelerations, as represented in equations (25) to (27), involve products of the angular rates p and q, p and r and q and r. These products disappear if we constrain the angular rates p and q to be zero, giving
where I rr ¼ I xx I zz À I 2 xz . The L, M and N moments depend on the aileron, elevator and rudder deflections respectively and on other terms which are known. From equation (12) , it follows that
and thus, from equation (14) N
Thus, from equation (16), the rudder deflection follows the form of the demanded heading rate change and from equation (15) the pattern of aileron deflection can be expected to be similar in shape to the pattern of rudder deflection, but with the opposite sign. This can be observed in Figure 5 where the rudder deflection has the same general shape as the demanded heading rate change (but shifted slightly in terms of time) and the aileron deflection is similar to the rudder deflection, but opposite in sign.
Actuator inputs for these required control surface movements are found by inverting the linear actuator sub-model of equation (4) to give an approximate inverse transfer function
The pole at s ¼ À 1 0 in the s-plane (which must be far to the left of the pole at s ¼ À 1 in equation (4)) is necessary to give a realisable transfer function. The value of 0 is chosen as 0.001 s since that is considered small enough compared with the time constant s which is 0.1 s for all three actuators.
Results for the linear case using the feedback approach
The inverse simulation cases considered all involve three feedback loops, each with an actuator submodel. The first loop involves feedback of the pitch rate variable, comparison with a desired pitch rate and simple proportional feedback control to the input of the actuator sub-model for the elevator. The second and third loops are similar to this, but involve the roll-rate variable and the sub-model of the aileron actuator in the second case and heading rate together with the rudder actuator sub-model in the third.
Gain factors in all three loops have been chosen to be 10 4 , which is a compromise between accuracy and computational efficiency. These gain factor values are also used for all the other cases considered in this paper using the feedback approach.
The results of Figure 7 are almost indistinguishable, graphically, from those found by approximate differentiation and shown in Figure 5 , except that they do not show any effects of the actuator time constants observed with the approximate differentiation method. Other state variable plots, such as those for the attitude angles and the velocity components, are very similar to the approximate differentiation results of Figure 6 . Similar findings are obtained for other forms of manoeuvre, involving demanded roll rate or pitch rate time histories and for more complex combinations of demanded variables, but without limiting.
Situations involving actuator saturation and rate limiting effects
Actuator limits for normal operation were chosen to be AE20 . for control surface deflections and AE30 deg/s for rate limits. The actuator sub-model time constant was 0.1 s, as before. Increasing the maximum demanded heading rate gives a manoeuvre having the same shape as the manoeuvre considered previously until the rudder deflection reaches the limit of 20 . Similarly, reducing the time period for the manoeuvre leads, eventually, to rudder rate limiting. Then any further increase in demanded heading rate produces no further change of rudder position. Similar limiting effects are found with demanded aileron and elevator inputs in terms of roll rates or pitch rates, respectively. Figure 6 . Roll, pitch and yaw angles for the control inputs found from inverse simulation results of Figure 5 , together with the forward, lateral and vertical velocities of the vehicle in the body-fixed frame of reference.
Inverse simulation results with actuator limiting by the approximate differentiation approach
Although actuator inputs can be found from the required control surface deflections in the case of a linear actuator model, this form of inversion process for the actuator sub-model is inapplicable with limiting. A two-stage approach, which first involves finding the inputs that would have to be applied to the actuators for linear operation, is necessary. These inputs are then applied, in the second stage, to the UAV model with the nonlinear actuator sub-model included to find how amplitude and rate limits affect the control surface deflections and other variables. This procedure allows the time of occurrence of limiting to be investigated and the ways in which the limits affect the other state variables of the UAV model can also be observed. Figure 8 is a block diagram that illustrates the approach used.
Results obtained using this two-stage approach are shown in Figure 9 for the type of manoeuvre considered previously, but with the amplitude of demanded yaw rate increased so that the rudder actuator reaches its amplitude and rate limits during the manoeuvre.
In Figure 9 the effect of the saturation limit of 20 on the rudder deflection is clear. The form of the aileron and elevator deflections resemble those of Figures 5 and 7 but the aileron deflection is greater. This is expected as the manoeuvre in this case is much larger. In terms of the angular rates, it can be seen in Figure 9 that both the roll rate (p) and pitch rate (q) remain close to the desired values of zero until the rudder reaches saturation at about t ¼ 1.5 s. Then, while the rudder remains in a saturated condition, the values of p and q start to diverge from the required values of zero. The yaw rate time history also diverges significantly from that desired, due to the rudderactuator non-linearities, but reaches a maximum of about 18 deg/s which is close to the demanded maximum of 18.75 deg/s.
Records for the attitude angles , and when the control surface inputs found from inverse simulation are applied to the vehicle model show, as would be expected, larger changes from the trimmed state than in the case considered previously in which actuator limits were not reached. The effects of rate limiting can be seen more clearly by considering a larger manoeuvre with the rudder actuator rate limit changed from AE30 deg/s to AE 10 deg/s. Figure 10 shows the control surface deflections and resulting attitude rates for these limits for a case involving a demanded manoeuvre with a maximum yaw rate of 56.25 deg/s. The limiting of the rudder rate is very obvious in this case and divergence of the attitude rates of the vehicle from the desired values may also be seen. Due to the rate limit the maximum yaw rate achieved is about 9 deg/s which is about one sixth of the demanded value. Figure 7 . Angular positions (deg) of ailerons, elevator and rudder for the demanded manoeuvre involving a maximum yaw rate of 9.375 deg/s, as found by inverse simulation using the feedback approach. Also shown are the roll, pitch and yaw rates resulting from these inputs. The desired time histories are shown by dashed lines but, in this case, these coincide with the plots for the angular rate variables.
Inverse simulation results with actuator limiting using the feedback approach Figure 11 shows results for a maximum demanded heading rate of 18.75 deg/s implemented within the feedback structure that was used previously. For this larger manoeuvre the rudder actuator reaches its amplitude limit. These are equivalent to the results shown in Figure 9 for the approximate differentiation method.
Although the general form of the control surface time histories obtained by the feedback method are similar to those found by the two-stage approximate differentiation procedure, it is clear that, with the feedback method, the rudder comes out of saturation at about time t ¼ 2.5 s whereas, with the approximate differentiation approach, the rudder remained at its amplitude limit. The magnitude of the control surface deflections for the ailerons and elevator are also slightly smaller for the feedback method. One point of detail is that the rudder deflection record shows an oscillation during the final stage when the rudder actuator comes out of saturation and this oscillatory response is rate limited. This oscillation has little effect on other variables of the model as it is of relatively high frequency compared with the dynamics of the forward model of the vehicle. For the variables p and q, the angular rate values in Figure 11 are close to the required values of zero, in contrast to the values for the approximate differentiation method (shown in Figure 9 ). For the yaw rate, r, the form of the response in Figure 11 is similar to that in Figure 9 and the maximum is also similar and occurs at a similar time.
Changing the rate limit from AE30 deg/s to AE 10 deg/ s and repeating the test shows very clearly the effect of the rate limit on the behaviour of the actuator (Figure 12) . The time history of the rudder deflection is similar to that of Figure 10 for the approximate differentiation method for the same manoeuvre and the same rate limit. On the other hand, the results of Figure 12 show that, with the feedback approach, the pitch and roll rates are much closer to the desired values in than those found by the approximate differentiation method for the same conditions. However, it should be noted that the range of elevator and aileron deflections to achieve this is significantly different from those found by the approximate differentiation method and the smaller values of error associated with the pitch and roll rates is clearly due to the action of the high-gain feedback pathways.
Analysis of the feedback approach to inverse simulation
Problems of instability or limit cycle oscillations have been reported in other applications of the high-gain feedback approach and more complex feedback structures based, for example, on eigenstructure assignment design methods have been applied in some cases to counter the problems of instability. 21, 23 SISO models having non-minimum phase characteristics present particular difficulties in terms of instability of the inverse simulation model because right-half plane zeros in a forward model lead, inevitably, to right-half plane poles in the inverse. It might be considered surprising that problems of this kind have not been encountered in this case study, especially when it is noted that the transfer function descriptions, given in Appendix 3, include some cases with non-minimum phase characteristics. However, analysis based on the linearised model, and especially the two-input two-output block diagram of Figure 15 (in Appendix 3), allows a better understanding to be gained of reasons for the success of the feedback approach in this MIMO case. Figure 13 shows the linearised model structure of Appendix 3 with high-gain feedback applied. There are two reference inputs representing the required time histories of the roll rate and yaw rate, which are the output variables. As for the SISO situation shown in Figure 2 , the inverse solutions are obtained at the ouputs of the two controller blocks K 1 and K 2 . Analysis of the model may be simplified using concepts developed for the 'individual channel' approach to the analysis and design of MIMO feedback systems. 28 Through this the MIMO structure may be transformed into two SISO feedback loops with loop interactions preserved. Figure 14 shows block diagrams of the two single-loop representations and these, when taken together, are equivalent to the structure of Figure 13 .
The coupling pathways between Channel 1 and Channel 2 appear now as disturbance inputs and, because of the cross-coupling within this model, the transfer function relationships between the reference inputs p des and r des and the actuator inputs w 1 and w 2 (the inverse models) depend on all four of the system transfer functions.
The quantities h 1 and h 2 in these diagrams are defined as follows
If the reference input r des is zero, so that we are defining an output p only, and if the gain factors K 1 and K 2 are chosen to have values tending to infinity, the signal w 1 can be shown to have the form Figure 14 . Structure of Channels 1 and 2 involving single-input single-output representations of the two-input system of Figure 13 . Reference input p des is linked to output p with an additional 'disturbance' pathway representing the effect of reference input r des . Similarly input r des is linked to output r with a disturbance pathway representing the effect of reference input p des . For these outputs this is equivalent to the structure of Figure 13 . Substituting the four transfer functions G pA , G rR , G pr and G rA of Appendix 3 allows the overall transfer function relating w 1 to p des to be evaluated. Following pole-zero cancellation using the MATLAB Control Systems Toolbox minreal function 29 the resulting reduced-order transfer function is found to have zeros at s ¼ À11.3738, s ¼ 0.0341 and s ¼ À1.7849 AE j4.6213. The poles lie at s ¼ 0.0284 and at s ¼ À1.7420 AE j4.6589 and are therefore at the positions of the zeros of G pA . It therefore follows that the zeros are at the positions of the poles of that transfer function. Similarly, if the reference input p des is zero so that we are defining an output r only, the signal w 2 has the form
In this case, the transfer function from r des to w 2 is found to have poles at s ¼ À11.3403 and at s ¼ À0.2908 AE j0.6882. The zeros of the transfer function are at s ¼ À11.3738, s ¼ 0.0341 and at s ¼ À1.7849 AE j4.6213. The poles and zeros of this transfer function are thus the same as the zeros and poles, respectively, of the transfer function G rR .
It can be seen that the inverse models have the form that would be expected from the SISO case. They have poles in the right-half of the s-plane, corresponding to the positions of non-minimum phase zeros, but these are located close to the positions of the poles of the forward model (which become zeros in the inverse) and their effects are partially cancelled. Over a period of 30 s the unstable modes, in both the forward and inverse models, do produce an apparent drift but, for the much shorter periods over which responses are considered in manoeuvring flight or in handling qualities investigations, this is not significant.
Discussion and conclusions
This study, which has involved application of two continuous system approaches to inverse simulation of a non-linear MIMO model of a UAV, has highlighted several issues. These relate both to the methods used and to the application, especially in terms of issues that can arise in dealing with hard nonlinearities, such as actuator saturation and rate limiting.
The results obtained using the two methods are almost identical for cases in which the model does not include actuator non-linearities. However, the approximate differentiation method involves more preparatory work since the given model has to be altered in structure from the state-space form used for forward simulation. Any changes introduced at a later stage could result in further algebraic manipulation to include those changes in the inverse simulation. However, the feedback approach simply involves the application of feedback to the forward simulation and thus avoids the need to change the inverse simulation structure when alterations are made. Unfortunately, the feedback can lead to further problems of instability and limit cycling, [21] [22] [23] and to other limitations, as discussed below.
Actuator non-linearities cannot be included within the inverse simulation using the approximate differentiation method and a two-stage approach has to be adopted. This is satisfactory for detecting the onset of actuator limiting for a given manoeuvre and could therefore be useful within the design process for investigating of design limits and for path planning.
For the feedback approach few difficulties arise, even if actuator non-linearities are included. Feedback can be applied around the complete system model and it might be assumed that the effect of actuator non-linearities on the performance could be observed directly. However, it is clear that the feedback approach to inverse simulation is useful only when the system model has not reached any hard limit. From the moment when saturation or rate limiting occurs until the time when the actuator sub-model comes out of the limited condition again, the feedback loop is inactive. Since the basis of this feedback approach to inverse simulation depends upon erroractuated feedback loops this suggests that there are limits to the applicability of this methodology. However, for most practical applications involving amplitude and rate limited actuators, interest is focussed on the detection of conditions where limiting occurs and avoiding the occurrence of limiting rather than on finding the complete inverse response once the system has limited. The feedback approach is well suited to doing this directly. However, a twostage approach, similar to that used with the approximate differentiation method, could also be used in situations where the feedback approach with actuator non-linearities proves difficult to apply. It can be concluded that the continuous simulation methods considered provide useful alternatives to conventional iterative methods for inverse simulation based on discrete models. In particular, the continuous approach avoids issues associated with choice of sampling rates that arise with inverse simulation methods based on discretised models. Both the approaches considered have been shown to provide useful information about the onset of actuator limiting for specific demanded manoeuvres. Although the emphasis in this paper is on a non-linear model, the use of linear methods of analysis has also provided useful insight. The ICAD methodology has provided insight about inverse solutions that could not have been gained so readily using conventional simulation methods. The state variables are referred to the body-fixed frame of reference (unless stated otherwise) and are as given in Table 2 .
In equation (22), the variable F T represents the thrust force which is given by
where J ¼ V T Dn is termed the thrust advance ratio and the other quantities are as given in Table 3 .
Variables X, Y and Z in equations (22) to (24) are aerodynamic forces. In the wind frame these are ð39Þ and can be translated to the body-fixed frame. 24 Other quantities in equation (39) are given in Table 3 .
In equations (25) ð40Þ where a , e and r are control surface angular deflections and other quantities are as given in Table 3 . The variable q is defined as q ¼ V T where is the air density. The quantitiesp,q andr arẽ
Other quantities in equation (40) are defined in Table 3 .
In equations (25) to (27), the quantities P pq , P qr , Q pp , Q pr , Q rr , R pq , R qr , P L , P N , Q M , Q rr , R L and R N are 
In equations (35) to (37), the quantities g w x , g w y and g w z are the x, y and z components of the gravitational acceleration, all referred to the wind frame.
Appendix 3 Linearised model of the UAV
A linearised model is available for an operating condition involving straight and level flight with a forward velocity of 30 m/s. 26 This is close to the initial conditions used in the simulation studies. Coupling between the longitudinal and lateral dynamics is not strong and the longitudinal and lateral sub-models can be considered separately.
The linearised model for longitudinal variables has the form _
x ¼ Ax þ Bu where the vector of state variables is x ¼ q V T ½ T and the input vector is u ¼ e where e represents the elevator deflection perturbation. For the chosen operating point the system matrix A long and input matrix B long are 
