We introduce and characterise the performance of the Markov chain Monte Carlo (MCMC) inference method Prune Sampling for discrete and deterministic Bayesian networks (BNs). We developed a procedure to obtain the performance of a MCMC sampling method in the limit of infinite simulation time, extrapolated from relatively short simulations. This approach was used to conduct a study to compare the accuracy, rate of convergence and the time consumption of Prune Sampling with two conventional MCMC sampling methods: Gibbs-and Metropolis sampling. We show that Markov chains created by Prune Sampling always converge to the desired posterior distribution, also for networks where conventional Gibbs sampling fails. Beside this, we demonstrate that pruning outperforms Gibbs sampling, at least for a certain class of BNs. Though, this tempting feature comes at a price. In the first version of Prune Sampling, for large BNs the procedure to choose the next iteration step uniformly is rather time intensive. Our conclusion is that Prune Sampling is a competitive method for all types of small and medium sized BNs, but -for now -standard methods still perform better for all types of large BNs.
INTRODUCTION
Bayesian networks (BNs) are used to model complex uncertain systems with interrelated components. As an illustration, stochastic and deterministic dependencies are used in discrete BNs to model genetic linkage [1] , causal reasoning [2] and defence systems [3] . The activity of calculating the posterior distribution of a BN given certain evidence is called inference. Exact inference in BNs is often too computationally intensive. On the other hand, popular approximate inference methods often perform poorly in the presence of determinism [4, 5, 6] . Due to the real world applications of BNs, improving the reliability of approximate inference methods is quite important and can have a significant impact. Many solutions have been proposed in the past to address this problem. In the section BACKGROUND AND NOTATION, we elaborate further on some of these sampling methods and their pitfalls.
In this article, our main contribution is the introduction of Prune Sampling. This is a Markov chain Monte Carlo (MCMC) sampling method that always converges to the correct posterior distribution, even in the presence of determinism. This technique is inspired by the sound MC-SAT algorithm, which takes advantage of auxiliary variables and slice sampling in the more general framework of Markov Logic Networks (MLNs) [5] . Though, Prune Sampling avoids the memory intensive translation of a BN to a MLN. Instead, Prune Sampling brings a key feature of the MC-SAT algorithm -the construction of a random sample space -to the field of BNs. In doing so, it makes use of the compact and graphical structure of BNs directly.
The key idea of Prune Sampling is straight-forward: since the exhaustive listing of all feasible states of the original BN is impossible (due to too much memory and time consumption), the exhaustive listing of all solutions of the randomly pruned BN is possible. The implementation of the pruning technique requires two non-trivial steps: to generate an initial state of the BN and to sample uniformly over the pruned BN. We explain how we met these requirements in this first version of Prune Sampling and explain how the MC-SAT algorithm deals with these questions.
We conducted experiments with the class of BNs that the conventional MCMC approximation technique Gibbs sampling fails and explain why Prune Sampling does converge to the correct distribution on these BNs. Then, we compare the accuracy, the rate of convergence and the time consumption of the Prune Sampling algorithm with Gibbs-and Metropolis sampling. For evaluation, we used BNs from several benchmark domains with a gradually increasing level of either available evidence or deterministic relations. Furthermore, we show mathematically why Prune Sampling always guarantees convergence of the constructed Markov chain.
BACKGROUND AND NOTATION
We start with a brief review of the main concepts we use in this article: the BN framework, the poste-rior distribution -which is of interest when doing inference -and MCMC sampling methods. Beside this, we demonstrate the pitfall of the arguably most widely used MCMC inference technique Gibbs sampling in the presence of determinism and elaborate on the influences the MC-SAT inference algorithm had on the idea of Prune Sampling.
BAYESIAN NETWORKS
Definition 1 (Bayesian network). A BN structure G is a directed acyclic graph whose nodes represent random variables X = (X 1 , . . . , X n ). Let Pa X i denote the direct parents of X i in G and ND X i denote the variables in the graph that are non-descendants of X i , where 1 ≤ i ≤ n. Then G encodes the following set of conditional independence assumptions, called the local independencies, and denoted by I l (G):
In other words, the local independencies state that each node X i is conditionally independent of its nondescendants given its parents. [4] When dealing with spaces composed solely of discrete-valued random variables, to each node X i we assign a state x i ∈ Val(X i ). We could display the conditional probability distribution P(X i |Pa X i ) in a conditional probability table (CPT), where ∑ i∈{1,...,n} P(x i |Pa X i ) = 1.
So, a BN G exists of a graph with a collection of local probability distributions, displayed in CPTs. Together, these local probability distributions give the joint probability distribution of the BN. When a CPT contains one or more zeros, we deal with determinism.
Definition 2 (Deterministic relation). That is, there exists a function
Furthermore, we use X ⊆ X to denote a set of random variables, while x denotes an assignment of values to the variables in this set. For convenience a state of a BN is denoted as x = (x 1 , . . . , x n ). And P(x) denotes the probability of state x.
INFERENCE
When values of variables are known, we call this set E ⊂ X evidence. We can formulate our main goal as: given a set of evidence E = e and nodes of interest X ⊂ X -such that E ∩ X = ∅ -what is the probability distribution P(X|E = e)? The task of answering this question is called inference. We write P as the posterior probability distribution of interest, with reduced CPTs according to the evidence nodes.
Definition 3 (Feasible state)
. A feasible state of the BN is a state x such that P(x) > 0, i.e. each unique CPT-value corresponding to state x is positive.
Since naively summing out all possible configurations -to determine P(X|e) -could easily result in an exponential blown up, we want to appeal to a more sophisticated approach. Approximate inference methods provide such a solution. In this article, we focus on MCMC sampling methods.
MCMC METHODS
MCMC sampling methods construct a Markov chain such that, although the first sample may be generated from the prior distributions, successive samples are generated from distributions that provably get closer and closer to the desired posterior distribution. One can examine the desired distribution by observing its equilibrium distribution after a number of steps. In order to use this tempting feature of MCMC methods, we need to guarantee that the limit of this process exists and is unique. Since we only consider Markov chains on finite state spaces, from the theory of Markov chains we know that if a Markov chain is regular and reversible with respect to a distribution π, then π is the unique stationary distribution. These notions are defined below [4] .
Definition 4 (Regular Markov chain)
. A Markov chain is said to be regular if there exists some number h ∈ N such that, for every x, x ∈ Val(X), the probability of getting from x to x -denoted as x → x -in exactly h steps, is > 0. 
Definition 5 (Reversible Markov chain
(1)
Having recalled these definitions from probability theory, we visit the widely used MCMC approximate inference method Gibbs sampling. And -as already mentioned in the INTRODUCTION -its limitations.
GIBBS SAMPLING
Gibbs sampling [7] is one of the most popular MCMC methods to date. Let (X 1 , . . . , X n ) be an arbitrary ordering of the variables in G. The Gibbs sampling algorithm begins with a random assignment x (0) to all variables in the BN. Then, for t = 1, . . . , T it performs the following T ∈ N steps (each step is called a Gibbs iteration). For i = 1, . . . , n, it generates a new value x (t) i for X i by sampling a value from the distribution P(X i |x
). After T samples are generated, all one-variable marginals can be estimated using the following quantity
In the limit of infinite samples, P T (x i ) will converge to P(x i ) if the underlying Markov chain is regular and reversible. Thus, if the BN contains no deterministic relations, then the Markov chain is guaranteed to have a stationary distribution. Unfortunately, when the BN has deterministic dependencies, regularity and reversibility could break down and the estimation given in Equation (3) could no longer converge to P(x i ) [8] . We illustrate this with the following example.
Example 1. In Figure 1 , consider the initial configuration (a (0) = 0, b (0) = 0) -shortened (0, 0) -and suppose no evidence is available. In the first Gibbs iteration, we resample both unobserved variables, one at a time, in the order A, B. So, we first sample a (1) from the distribution P(A|B = 0). According to the CPTs, with probability 1 this turns out to be A = 0. Consecutively, we sample b (1) from the distribution P(B|A = 0). Which always returns B = 0. As a consequence the Markov chain created by Gibbs sampling behaves like
yielding that all samples are equal to (0, 0). The real distribution for A on the other hand must equal P(A = 0) = P(A = 1) = 0.5.
In the above example, the main problem of applying Gibbs sampling on BNs with deterministic relations becomes visible: the Markov chain could get trapped in a subset of the entire state space. Therefore, the Markov chain generated by this process does not converge to the desired unique stationary distribution.
MC-SAT
Many solutions have been proposed in the past to address the above problem. Notable examples are the Sample Search and GiSS algorithm [8] or the slice sampling method [9, 10, 11] . The algorithm MC-SAT [5] is a special case of slice sampling and applies the strategy of using auxiliary variables. Poon and Domingos show -in the more general framework of Markov Logic Networks (MLNs) -that MC-SAT is a sound MCMC algorithm, meaning it generates a Markov chain which is regular and reversible, even in the presence of deterministic relations.
To use MC-SAT for BN inference, a BN needs to be converted to a weighted weighted satisfiability problem (SAT). This has two drawbacks. In the first place, an explicit translation of a BN to a weighted SAT problem is memory intensive. Secondly, the graphical dependencies of BNs are lost when the BN structure is translated to a collection of weighted clauses. In order not to suffer from these drawbacks, we used concepts of the MC-SAT algorithm to create an MCMC sampling method that preserves the BN representation.
PRUNE SAMPLING
In this section we define our main contribution: the Prune Sampling algorithm. We start introducing the mathematical notation and definition of Prune Sampling. Consecutively, we prove theoretically that Prune Sampling always generates a regular and reversible Markov chain with respect to the desired distribution.
DEFINITION OF PRUNE SAMPLING
Before describing the algorithm, we introduce some additional notation. Given a BN structure G with i = 1, . . . , n variables and corresponding CPTs. For
be the collection of all CPT-labels of G. In general, k is an abbreviation of the name assigned to node X i . A state x of the BN corresponds to a unique collection of n CPT-entries. We denote the collection of CPT-labels k(l i ) corresponding to this state by C x . Accordingly, state x = (A = 0, B = 0) of the BN presented in Figure 1 corresponds to C x = {A(1), B(1)}. In general, observe that for i = 1, . . . , n
In addition, let C be a collection of CPT-labels. We denote the set of possible (not necessarily feasible) states that correspond to these CPT-labels by S C . Having introduced this notation, we are ready to define the concept of Prune Sampling. Figure : A BN with a deterministic relation: the state of B is equal to the state of A with probability . In this BN we display the corresponding probability at the left side of the CPT entry and the indexation at the right side.
Definition 7 (Pruning around state x). Let C p x be the subset of C that is constructed by adding each CPTlabel k(l i ) ∈ C \ C x with probability 1 − c k(l i ) to the set C p x and with probability c k(l i ) not. We say that the collection C p x contains the pruned CPT-labels. Example 3. Consider the BN in Figure 2 . Pruning around the boldfaced initial state
Note that the lower the value of the CPT-entry, the higher the probability the label gets pruned.
The collection of CPT-labels that do not get pruned is given by C 
Due to the pruning of CPT-labels, the number of feasible states in the pruned BN is much smaller in comparison to the number of feasible states in the original BN. This significant decrease of the number of feasible states can make Prune Sampling practically applicable. Assuming we have sufficient memory, a breath first search approach can be used to list all feasible states of the pruned BN. From this collection we can easily draw a state uniformly to select the next sample.
Definition 8 (Uniform sampling over a set of states). As defined before, S C np x is the set of (feasible) states corresponding to the CPT-labels which are not pruned. We define U (S C np x ) as the uniform distribution over the states in S C np x and we write
for the probability of sampling state y with respect to this uniform distribution. Doing these steps -pruning, uniform sampling, selecting a new sample -gives us a sequence of samples that is able to visit the whole state space. We call this process Prune Sampling , the pseudo-code could be found in Algorithm 1. The algorithm takes as input a BN structure G with corresponding CPTs, an initial configuration x (0) and the integer T for the number of samples to be generated. The algorithm starts with the initial sample x (0) . For t = 1, . . . , T it then prunes around x (t−1) to obtain C np x (t−1) and to consecutively sample
). Finally, the algorithm adds the new sample x (t) to the set S.
Algorithm 1 Prune sampling algorithm
function PruneSampling(BN, initial, T)
Note that with strictly positive probability we have that C np x (t−1) contains all the non-zero indices in C, implying that S C np
contains all feasible states of the BN. This means that Prune Sampling generates a regular Markov chain: with positive probability a state x can transition to an other (arbitrary) feasible state y. To show that the Markov chain satisfies the reversibility condition generated by Prune Sampling takes more effort and is addressed in the next section.
A REGULAR AND REVERSIBLE MARKOV CHAIN
To make a transition from a state x to a state y we need to prune around x such that non of the labels corresponding to y is pruned. This leads to the following definition. Note that the lower the value of the CPT-entry, the higher the probability that the index gets pruned. We see that S C ).
We define the transition probability to get from x to y by
In words, Equation (5) expresses the probability of pruning certain CPT-labels around x, such that none of the CPT-labels corresponding to y is pruned, and subsequently sampling y uniformly from the states corresponding to the CPT-labels that were not pruned. The total probability of transitioning from x to y is therefore given by
To show reversibility we need to show that the transition probability satisfies the detailed balance equation P(x)R(x → y) = P(y)R(y → x) which equals
So, it is sufficient to show that
for h = 1, . . . , H. The following computation shows that Equation (7) holds
where Z = |S C np {x,y},h |. We conclude that Prune Sampling generates a regular and a reversible Markov chain with respect to the desired distribution P. As discussed before, we now know that P is the unique stationary distribution of the Markov chain generated by Prune Sampling.
PRACTICAL IMPLEMENTATION
To implement the Prune Sampling algorithm, two nontrivial steps are required 1. to generate an initial state of the BN;
2. to sample uniformly over the pruned BN, i.e. sampling from the distribution U (S C np x ).
In the next two subsections we elaborate on how we meet these requirements.
GENERATE INITIAL STATES
To create an initial state, we need a complete assignment to the BN variables. To fulfill this, MC-SAT uses local search SAT solvers. The first version of the Prune Sampling algorithm generates an initial state by the commonly used method forward sampling. First, we describe this forward sampling method. Subsequently, we present two easy to implement variations.
Definition 10 (Forward sampling). Let X 1 , . . . , X n be a topological ordering of X . We assign a value to the variables consistent with the topological order of the BN. We start assigning randomly values to the root variables of the network. Consecutively, we choose -conditioned on the assigned values to the variable its parents -randomly a value from the corresponding distribution defined in the CPT. Continuing this process results in an initial state x (0) of the BN.
Since forward sampling is guided by its CPTentries, it is likely that a generated initial state of the BN is a state with high probability. This bias could be a disadvantage of forward sampling. To obtain more diversity in the generated samples, one could consider a custom forward sampling strategy. We propose random forward sampling.
Definition 11 (Random forward sampling). Suppose we apply forward sampling, but instead of sampling variable X i from P(X i | Pa X i = x), we choose a random sample from the set of non-zero probability states {x i : P(X i = x i | Pa X i = x) > 0}. At this point, x is a collection of i − 1 assigned values to corresponding variables in the BN.
Note that in random forward sampling it is only relevant to know whether a CPT-entry is zero or non-zero. We could also consider a hybrid forward sampling approach that combines forward sampling and random forward sampling.
Definition 12 (Hybrid forward sampling). Consider a hybrid approach in which we apply forward sampling, but at each variable X i either (say with probability p) we choose the sampling distribution P(X i | Pa X i = x) or (with probability 1 − p) we choose the uniform distribution over {x :
Hybrid forward sampling provides a heuristic to assess the maximum a posteriori (MAP) estimate, which is a state x such that P(x) is maximised. In the case one wants to start with a Markov chain from a highly probable state, this approach could be of added value. For situations in which this MAP estimate is useful, could be found in [12] .
SAMPLING FROM THE PRUNED NETWORK
The MC-SAT algorithm uses an intelligent heuristic based on a weighted SAT problem and applies the concept of simulated annealing [13] to generate state nearly uniform (instead of completely uniform). Prune Sampling does generates states completely uniform. This could be considered as a major difference between MC-SAT and prune sampling. In this section we explain two methods how the Prune Sampling algorithm samples from U (S C np x ). In the first version of Prune Sampling, we only implemented the first discussed method.
As argued earlier, where exhaustive listing of all feasible states of the original BN might be impossible due to too much memory consumption, the exhaustive listing of all solutions of the pruned BN is possible. On top of that, drawing a state uniformly from the pruned network even guarantees convergence. Though, the exhaustive enumeration of all feasible states of the pruned network is unavoidable.
If one still runs into memory problems or one wants to reduce the computational effort, heuristic methods can be developed. We propose to use random forward sampling to construct a set V (of predetermined fixed size) of feasible states of the pruned BN. Subsequently, a state from V can be sampled uniformly. This can be interpreted as a trade-off between uniformity and computational effort. We expect that there should be more intelligent heuristics to obtain near-uniform samples from the pruned network and we again refer to the simulated annealing approach in [13] for inspiration.
EXPERIMENTS
We compare Prune Sampling with the two widely used MCMC inference methods Gibbs-and Metropolis sampling in terms of accuracy, rate of convergence and time consumption. Since Prune Sampling is devised to deal with determinism, we conduct experiments on BNs with gradually increasing rates of deterministic relations. On top of that, in order to examine Prune Sampling as a broad-applicable BN inference technique, we study the performance of the pruning technique on non-deterministic BNs with increasing rates of available evidence. We used the three MCMC sampling methods to approximate onevariable marginals on small, medium and large BNs from four benchmark domains: simple deterministic-, block shaped-, Grid-and real world BNs. We worked with a tool capable of creating and translating BNs in GeNIe into an equivalent model in Python. In Python, we used the implementations of Gibbs-and Metropolis sampling from the PyMC package. All Figure : Superior performance of Prune Sampling. As described in Example , due to the presence of determinism, Gibbs sampling (green and red line) does not converge to the correct distribution since it is trapped in a subset of the state space.
the BNs used in this study can be found for free online via the bnlearn Bayesian network repository or the UAI repository. We produced results without thinning. If we used a burn-in period, this could be mentioned from the starting number of the 'number of samples' at the x-axis. We executed our experiments on an Intel(R) Core(TM) i5-5300 CPU 2.30GHz core machine with 8 GB RAM, running operating system Windows 10.
In the section RESULTS, we elaborate on the characteristics of the four benchmark BNs and present the results for accuracy. Details about the average Hellinger distance (a measure for accuracy), the results for the rate of convergence and time consumption, is discussed in the consecutive section PERFOR-MANCE INDICATORS. Table 2 -3 show the results. On first sight, we can see that Prune Sampling is a less accurate but fast approximation method for small and medium sized BNs. For large BNs, Prune Sampling is a less accurate and time intensive method. Simple deterministic BN. As illustrated in Example 1, we know that a Markov chain generated by Gibbs sampling could be trapped in a subset of the state space and therefore does not always converge to the desired distribution. Based on this deterministic BN (Figure 1), Figure 3 displays the trapped and converging Markov chains generated by Gibbs-and Prune Sampling respectively. This plot shows the ratio that the Markov chain assigns the most common state to the variable of interest. The horizontal red and green lines at 0 and 1 correspond to the trapped Markov chains generated by Gibbs sampling. The red line represents: P(A = 1) = 0. The green line represents: P(A = 1) = 1. However, if we apply Prune Sampling on this example, from Equation (6) we could derive that
RESULTS

Figure 3-5 and
This means that Prune Sampling is capable of making a transition from (0, 0) to (1, 1) and vice versa. In Figure 3 , the two moving lines -blue and orangecorrespond to the trace plots of two Markov chains generated by Prune Sampling. From both initial states -(0, 0) and (1, 1) -the Prune Sampling algorithm is able to move around the entire state space, i.e. able to converge to the correct mean. The horizontal line at 0.5 represents the exact probability of variable A = 0.
Block shaped BN.
Not only determinism could prevent Gibbs sampling of visiting the whole state space. Consider the BN X 1 → X 2 → . . . → X n , where each X i ∈ {0, 1, 2, 3} for 1 ≤ i ≤ n. Let X 1 be uniformly distributed and let each X i , for i = 2, . . . , n be conditionally distributed according to the block shaped distribution P(X i |X i−1 ) = Figure : Beside determinism, a non-deterministic block shaped BN can prevent a Markov chain generated by Gibbs sampling of visiting the entire state space. Again, Prune Sampling does converge to the desired distribution.
Applying Gibbs sampling will not reveal the correct posterior distribution since if X 1 ∈ {0, 1}, then for all i: X i ∈ {0, 1}, hence the Markov chain is trapped in the subset {0, 1} of the state space {0, 1, 2, 3}. In Figure 4 we see that the Gibbs sampling generates two disconnected regions: the Markov chain is trapped in {0, 1} or in {2, 3}. The red and green Markov chain find with probability 0.5 that X i = 0 or X i = 1 and X i = 2 or X i = 3 respectively. In the same figure we see that the Markov chain generated by Prune Sampling -the blue and orange line -is again able to move freely around the entire state space and therefore converges -for all 2 ≤ i ≤ n -to the correct probability P(X i = k) = 0.25, where k ∈ {0, 1, 2, 3}.
Real world BNs. We experimented with three real world Bayesian networks. The small network (8 nodes, 18 parameters) Asia [14] , the medium network (37 nodes, 509 parameters) Alarm [15] and the large network (76 nodes, 574 parameters) Win95pts. Figure 5(a)-(c) show the results of experiments with 0% deterministic relations. In Figure 5(d)-(f) , we conducted experiments with 25% available evidence. Figure 5 (a)-(f) reveal that Prune Sampling is a reliable BN inference technique for both deterministic as non-deterministic BNs. Though, we see strong underperformance of Prune Sampling on the win95pts network..
Grid BNs.
We conducted experiments with grid BNs of size 3 × 3, 5 × 5 and 8 × 8. This type of BNs is generated by Sang, Beame, and Kautz 2005 [16] . We used Grid networks with 50% deterministicand 50% stochastic relations. In Figure 5 (g)-(i), we see that Prune Sampling does not reach accuracy as Gibbs-and Metropolis do. Hence, in contrast to our expectations, we conclude that Prune Sampling is not competitive on the class of BNs with the most available deterministic relations.
PERFORMANCE INDICATORS
In this section, we make clear how we measured the performance of the sampling methods and present our results in terms of the rate of convergence and time consumption.
AVERAGE HELLINGER DISTANCE
We measured accuracy using the average Hellinger distance (AHD) between the exact and the approximate one-variable marginal. The AHD quantifies the closeness of two probability distributions. For our discrete probability distributions P and Q with n binary variables, the AHD is defined as
Note that the maximum distance H(P, Q) = 1 occurs when for all i: p i = 1 and q i = 0 or vice versa. For all our experiments, we first computed all 25.000 Hellinger distances with respect to the exact probability. Note that this exact probability could be computed by an exact inference algorithm, for example by using the decision modelling software in GeNIe. Consecutively, for all 100 runs we averaged these Hellinger distances at every t-th point in the sample, 1 ≤ t ≤ 25.000. For all the 9 benchmark BNs, this yielded the AHDs displayed in Figure 5 .
RATE OF CONVERGENCE
We devised a procedure to obtain the performance of the MCMC sampling methods in the limit of infinite simulation time. In this subsection, we explain how relatively short simulations -100 runs of 25.000 samples -could be used to determine the rate of convergence (ROC). Say, we qualify the probability we want to know as the expected value of a random variable Y, such as µ = E[Y]. Suppose that by repeating a MCMC sampling method, we generate N runs: y 1 , . . . , y N . Where each run (again) exists of T number of samples. In order to approximate Y, we could take the averageμ = ∑ N s=1 y s . The accuracy of this approximation depends on the number of runs N and the number of samples T. A possible measure for the error of MCMC approximation methods, is the standard deviation σ 2 t = y 2 t − y t 2 , where
and y method. As an example, in Figure 6 (a) we have run metropolis sampling N = 100 times to generate samples of T = 25.000 points. It could be shown [17] that σ 2 t decreases with the number of samples t according to
To emphasize that the rate of convergence is of order t −1/2 and to de-emphasize σ t , we write ROC = O(t −1/2 ) as t → ∞. In Figure 6 (b), we see that -based on N = 100 simulations -σ t indeed behaves like t −1/2 . One could consider σ 2 t = α/ √ t. This proportionality constant α quantifies the ROC of the MCMC sampling technique that belongs to the convergence class O(t −1/2 ). Therefore, α is a performance indicator of the MCMC sampling techniques we are examining in contrast.
In order to determine this constant α we introduce an intelligent procedure. First, plot log σ t versus log t. In doing so, we obtain Figure 6 (c). For the interval 10 0 < t < 10 1 , we see that σ t does not yet behave as t −1/2 . Ideally -when determining α for the simulations in this figure -we do not involve this non-representative region. We show how to ignore this region in a sophisticated way. First, we introduce an auxiliary polynomial expansion such that
Due to the prospect of overfitting, we simplify the above equation as
One should note that if we plot g(t) in terms of t −δ , for certain δ, g(t) becomes approximately a linear function. We learn how to choose δ by doing. Figure 6 (a) we determine that the proportionality constant of the ROC is α = 0.40. Following this procedure, we have determined the ROCs of Gibbs-, Metropolis-and Prune Sampling for all the 9 benchmark networks in Figure 5 . The results are presented in Table 2 . We see that Prune Sampling has always a significantly higher ROC than Gibbsand Metropolis sampling . Hence, Prune Sampling convergences slower to the desired distribution.
TIME CONSUMPTION
The last performance indicator we take into account is the time consumption of the MCMC sampling methods. Based on the average of 100 simulations, for all networks in Figure 5 we examined the time the methods took to achieve σ 2 t = 0.01. Note that the equilibrium a sampling method is converging to, is not necessarily the correct probability (distribution). And, notice that with the information about α -from Table 2 -we can determine the amount of samples a method need to generate to achieve σ 2 t = 0.01, namely: t = (α/0.01) 2 . Consecutively, we measured the time the methods needed to generate this number of samples, including the generation of an initial state at the start. The results are displayed in Table 3 (c) Plotting the log of the standard deviation -log σ 2 t -versus the log of the number of points -log t -yields a linear function, which could be approximated. Due to the exhaustive enumeration during the uniform sampling step, for large BNs this could still result in an exponential blow up of |S C np x |. As a consequence, for large BNs Prune Sampling becomes a time intensive technique.
CONCLUSION
Prune Sampling is a broad applicable approximate MCMC sampling method for all types of BNs which always converges to the desired distribution. For this reason, Prune Sampling outperforms Gibbs sampling for a class of block shaped and deterministic BNs.
However, this tempting feature comes at a price. If Gibbs-and Metropolis sampling do converge to the correct distribution and regardless of the amount of available evidence or deterministic relations, Prune Sampling is a less accurate method with a lower ROC. Though, on small and medium sized BNs Prune Sampling is the fastest method. For large BNs, due to exhaustive enumeration of all possible feasible states, Prune Sampling becomes a time intensive method. In order to improve this first version of Prune Sampling, we advise to develop an intelligent heuristic which avoids a breath first search approach but that does guarantee uniformly sampling from the entire sample space.
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