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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 58 стор., 9 рисункiв, 10 таблиць i
алгоритмiв, 18 джерел.
Об’єкт дослiдження: iнформацiйнi процеси в системах
криптографiчного захисту
Предметом дослiдження є статистичнi атаки збоїв на
ARX-криптосистеми.
Метою дослiдження є вдосконалення методiв криптоаналiзу
реалiзацiй криптографiчних примiтивiв у певних обчислювальних
середовищах.
При розв’язаннi поставлених завдань використовувались наступнi
методи дослiдження: методи лiнiйної та абстрактної алгебри, теорiї
iмовiрностей, математичної статистики, комбiнаторного аналiзу, методи
комп’ютерного та статистичного моделювання.
У данiй роботi проаналiзованi старi та новi атаки збоїв на
ARX-криптосистеми, та запропонована атака на процедуру Sparkle у
шифрi Schwaemm, в ходi дослiдження вдалось зменшити перебiр ключа з





Qualification work contains: 58 pages, 9 figures, 10 tables and algorithms,
18 sources.
Object of research: information processes in cryptographic protection
systems
The subject of the study are statistical crash attacks on ARX
cryptosystems.
The purpose of the study is to improve the methods of cryptanalysis
of implementations of cryptographic primitives in certain computing
environments.
The following research methods were used to solve the tasks: methods of
linear and abstract algebra, probability theory, mathematical statistics,
combinatorial analysis, methods of computer and statistical modeling.
This paper analyzes old and new crash attacks on ARX cryptosystems,
and proposes an attack on the Sparkle procedure in the Schwaemm cipher. In
the course of the research it was possible to reduce the key search from 2192
to 264, thus executing attack 3 times allows recovering of the whole encryption
key.
SCHWAEMM, SPARKLE, ARX CRYPTOSYSTEMS
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
𝐹 𝑛2 – множина бiтових рядкiв довжини 𝑛
𝐹 *2 – множина бiтових рядкiв довiльної довжини
⊕ – операцiя побiтового додавання
+ – додавання за модулем 232
|| – конкатенацiя бiтових рядкiв
𝑥 ≪ 𝑠 слово 𝑥 циклiчно зсувається влiво на 𝑠 бiт
𝑥 ≫ 𝑠 слово 𝑥 циклiчно зсувається вправо на 𝑠 бiт
𝑥≪ 𝑠 слово 𝑥 зсувається влiво на 𝑠 бiт
𝑥≫ 𝑠 слово 𝑥 зсувається вправо на 𝑠 бiт
𝜖 – пустий бiнарний рядок
Слово – елемент 𝐹 322
Гiлка – пара двох слiв (𝑥, 𝑦)




Актуальнiсть З появою Iнтернету речей (IoT) безлiч пристроїв
приєднуються один до одного для обмiну iнформацiєю. Ця iнформацiя
повинна бути захищена. Симетрична криптографiя може гарантувати, що
данi, якими обмiнюються цi пристрої, залишаються конфiденцiйними,
автентифiкованими, та що їх не було пiдроблено. Оскiльки такi об’єкти
мають невелику обчислювальну потужнiсть, алгоритими повиннi
використовувати якомога менше ресурсiв. Щоб задовiльнити цi потреби,
NIST закликав розробити автентифiкованi шифри та геш-функцiї, що
забезпечують достатнiй рiвень безпеки при мiнiмальних витратах ресурiв
[1]. У данiй роботi розглядається алгоритм Schwaemm, побудований з
використанням сiмейства перестановок Sparkle [3], що є кандидатом на
стандарт легкої криптографiї. Автентифiкований шифр Schwaemm
забезпечує конфiденцiйнiсть вiдкритого тексту, а також цiлiснiсть та
автентифiкацiю для вiдкритого тексту та для додаткових
загальнодоступних даних. Дослiдження стiйкостi цього шифру є
вiдкритим питанням у криптографiчнй спiльнотi, поки йде другий раунд
проекту Lightweight Cryptography Standardization.
Метою дослiдження є застосування методу криптоаналiзу реалiзацiй
криптографiчних примiтивiв у певних обчислювальних середовищах.
Для досягнення мети необхiдно виконати такi завдання:
1) проаналiзувати iснуючi методи побудови атак збоїв на симетричнi
блоковi шифри;
2) запропонувати атаку збоїв на шифр SCHWAEMM;
3) експериментально дослiдити ефективнiсть запропонованої атаки;
4) сформулювати рекомендацiї для захисту реалiзацiй вiд подiбних
атак.
Об’єкт дослiдження: iнформацiйнi процеси в системах
криптографiчного захисту
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Предметом дослiдження є статистичнi атаки збоїв на
ARX-криптосистеми.
При розв’язаннi поставлених завдань використовувались наступнi
методи дослiдження: методи лiнiйної та абстрактної алгебри, теорiї
iмовiрностей, математичної статистики, комбiнаторного аналiзу, методи
комп’ютерного та статистичного моделювання.
Наукова новизна: Вперше запропоновано атаку збоїв на шифр
Schwaemm у моделi випадкових фiксованих збоїв у 32-бiтних словах.
Практичне значення: Результати даної роботи можуть
використовуватись для побудови надiйних засобiв криптографiчного
захисту iнформацiї.
Апробацiя результатiв та публiкацiї.
– XVIII Всеукраїнськiй науково-практичнiй коференцiї
студентiв,аспiрантiв та молодих вчених «Теоретичнi та прикладнi
проблеми фiзики, математики та iнформатики» (12 - 13 травня, 2020,
Київ)
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1 ВIДОМI АТАКИ ЗБОЇВ НА СИМЕТРИЧНI
ARX-КРИПТОСИСТЕМИ
Спочатку ми розглянемо iснуючи методи атак збоїв на алгоритми
на базi схеми Фейстеля, зокрема, на DES. Цi атаки використовують
апарат математичної статистики; на одержаному пiд час аналiзу
матерiалi фактично будуються розпiзнавачi для правильних ключiв.
1.1 Атаки на шифри типу Фейстеля
Схема Фейстеля виконує шифрування блоку даних iтеративним
чином; пiд час кожної iтерацiї половина блоку замiшується iз ключем,
пiддається деякому нелiнiйному перетворенню (перемiшуванню бiт) та,
можливо, додатковим перетворенням.
Надалi будемо користуватись такою нотацiєю. Вхiдний блок з 2𝑛 бiт
розбивається на частини (𝐿0, 𝑅0) по 𝑛 бiт кожен, пiсля чого послiдовно
обчислюються такi змiннi:
𝐿𝑚+1 = 𝑅𝑚
𝑅𝑚+1 = 𝐿𝑚 ⊕ 𝐹 (𝑅𝑚, 𝑘𝑚+1),
де 𝐹 (.) – раундова функцiя, 𝑘𝑚 – раундовий ключ, що обчислюється
деякою функцiєю. Шифротекстом вважається блок (𝑅𝑟, 𝐿𝑟), де 𝑟 –
кiлькiсть раундiв.
Першi атаки збоїв на фейстелiвськi шифри, зокрема, на DES, були
запропонованi ще у 1996 роцi Бiхамом та Шамiром. В подальшому вони
були покращенi Аккаром у 2004 роцi.
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1.2 Атаки Бiхама-Шамiра та Аккара
Атаки Бiхама-Шамiра на DES вiдносяться до класу
диференцiальних атак збоїв, що викривають декiлька бiт ключа (зокрема,
викривається останнiй раундовий ключ). При проведеннi атаки
використовується той факт, що раундова функцiя шифру DES має
блокову структуру, тобто вхiднi данi розбиваються на 8 блокiв, кожен з
яких оброблюється незалежно, тому раундову функцiю можна
представити у виглядi набору 𝐹 = (𝑓1...𝑓8), де кожна 𝑓𝑖 є 4-бiтовим
перетворенням (зауважимо, що пiд час обробки вхiднi данi
розширюються до 6-ти бiт)
Сутнiсть атаки полягає у внесеннi помилки в оброблюваний блок
даних безпосередньо перед останнiм раундом (для DES це 16-й раунд) та
порiвняннi одержаного «збитого» шифротексту iз оригiнальним. Нехай
помилка була внесена у блок 𝑅15; позначимо збитий блок через ?̃?15. Тодi
маємо:
?̃?16 = ?̃?15, ?̃?16 = 𝐿15 ⊕ 𝐹 (?̃?15, 𝑘16)
та вiдповiдний диференцiал:
(𝐿16 ⊕ ?̃?16, 𝑅16 ⊕ ?̃?16) = (𝐿16 ⊕ ?̃?16, 𝐹 (𝑅15, 𝐾16)⊕ 𝐹 (?̃?15, 𝐾16))
Звiдси маємо перевiрочнi спiввiдношення:
𝑓𝑖(𝑅15,𝑘16,𝑖) ⊕ 𝑓𝑖(?̃?15,𝑘16,𝑖) = (𝑅16 ⊕ ?̃?16)𝑖, де справа беруться 𝑖-тi 4-
бiтовi блоки, а 𝑘16,𝑖 - 𝑖-тий 6-бiтний блок ключа. Отже, для збою у блоцi
𝑅15 атака будується так:
1) Виконати збiй та одержати вiдповiдний «збитий» шифротекст.
2) Для кожного 𝑖 припустити значення 𝑘16,𝑖 та перевiрити його через
перевiрочне спiввiдношення 𝑓𝑖(𝑅15,𝑘16,𝑖)⊕ 𝑓𝑖(?̃?15,𝑘16,𝑖) = (𝑅16 ⊕ ?̃?16)𝑖.
3) Якщо перевiрка не проходить, вважати зроблене припущення
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невiрним.
4) Якщо перевiрка пройшла для декiлькох значень 𝑘16,𝑖, повторити
процедуру для цих значень, але з iншим збоєм.
Не завжди можна внести помилку саме у блок 𝑅15. Частiше можна
внести помилку у виконання 15-го раунду, що приведе до випадкової змiни
всього оброблюваного блоку в цiлому. В такому випадку маємо:
?̃?16 = ?̃?15, ?̃?16 = ?̃?15 ⊕ 𝐹 (?̃?15, 𝑘16),
вiдповiдний диференцiал:
(𝐿16 ⊕ ?̃?16, 𝑅16 ⊕ ?̃?16) = (𝐿16 ⊕ ?̃?16, 𝐿15 ⊕ 𝐹 (𝑅15, 𝐾16)⊕ ?̃?15 ⊕ 𝐹 (?̃?15, 𝐾16))
та перевiрочне спiввiдношення
𝑓𝑖(𝑅15, 𝑘16,𝑖)⊕ 𝑓𝑖(?̃?15, 𝑘16,𝑖) = (𝑅16 ⊕ ?̃?16)𝑖 ⊕ (𝐿15 ⊕ ?̃?15)𝑖,
Проблема полягає в тому, що значення 𝐿15 ⊕ ?̃?15, взагалi кажучи, є
невiдомим. Для встановлення цього значення Бiхам i Шамiр
використовували додатковий збiй у один бiт на 14-му та 15-му раундi.
Аккар робив додатковий збiй у 13-му раундi, користуючись тим, що
𝐿13 ⊕ ?̃?13 = 𝐿15 ⊕ ?̃?15.
Пiсля встановлення значення 𝐿15 ⊕ ?̃?15 проведення атаки не
вiдрiзняється вiд описаної вище.
1.3 Атаки Рiвайна
У 2009 роцi Матьє Рiвайн, вiдштовхуючись вiд iдей Бiхама-Шамiра
та Аккара, запропонував схему атаки збоїв на DES, що використовує збої
не лише у останньому раундi, а в довiльному центральному раундi схеми
Фейстеля.
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Основним iнструментом оцiнювання в атацi Рiвайна виступає серiя
припускаючих функцiй 𝑔𝑖(𝑘) = 𝑓𝑖(?̃?15,𝑘)⊕ 𝑓𝑖(𝑅15,𝑘)⊕ (𝑅16 ⊕ ?̃?16) (окрема
функцiя для кожного 4-бiтного блоку). Якщо значення змiнної 𝑘
спiвпадатиме з iстинним значенням ключа 𝑘16,𝑖, то 𝑔𝑖(𝑘) = (𝐿15 ⊕ ?̃?15)𝑖; в
iншому випадку значення 𝑔𝑖(𝑘) буде рiвномiрно розподiленим. Отже,
якщо величина (𝐿15 ⊕ ?̃?15)𝑖 має нерiвномiрний розподiл, то функцiя 𝑔𝑖(𝑘)
виступає розпiзнавачем неправильних ключiв.
Таким чином, загальна схема атаки Рiвайна виглядає так:
1) Виконати 𝑁 збоїв та зiбрати вiдповiднi 𝑁 пар «коректний
шифротекст – збитий шифротекст».
2) Обчислити значення 𝑔𝑖(𝑘) на зiбраних парах та припустимих
значеннях 𝑘.
3) Перевiрити гiпотезу «𝑔𝑖(𝑘) мають такий саме розподiл, що й
(𝐿15 ⊕ ?̃?15)𝑖»; якщо гiпотеза виконується, то ми знайшли вiрне значення
ключа.
Для розрiзняння гiпотез Рiвайн пропонує два шляхи. У випадку,
коли модель проведення збоїв фiксована або дискретна, розподiл
величини (𝐿15 ⊕ ?̃?15)𝑖 фактично вiдомий до проведення атаки (його
можна обчислити безпосередньо: 𝑝𝑖(𝑥) = 𝑃 [𝐿15 ⊕ ?̃?15 = 𝑥]), i тодi для





𝑖 (𝑘))), де 𝑗 – номер пари шифротекстiв,
для якої обчислювались припускаючi функцiї. В iншому випадку, коли
розподiл (𝐿15 ⊕ ?̃?15)𝑖 невiдомий, для розрiзнення використовується









Рiвайн розглядає збої двох типiв: бiтовi та байтовi (блоками по 8
бiт); також має значення метод вибору позицiї для внесення збоїв:
визначеним чином або випадково. Звiдси маємо чотири типи збоїв та двi
моделi розрiзнювачiв, наведенi вище. Рiвайн наводить значення для
кiлькостi збоїв, що потрiбнi для визначення раундового ключа 16-го
раунду DES iз iмовiрнiстю > 99%, в залежностi вiд раунду, де цi збої
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вiдбулись. Значення вказанi у таблицi 1.1. Таким чином, атака Рiвайна
виявляється ефективною навiть для байтової помилки на останнiх
семи-восьми раундах DES.
Висновки до роздiлу 1
Цi атаки можна застосувати до будь-якого шифру, побудованого на
базi схеми Фейстеля, зокрема до ARX-блоку Sparkle в автентифiкованому
шифрi Schwaemm, що й було основною темою мого дослiдження. Як
можна побачити, анi атаки Бiхама-Шамiра, анi атаки Рiвайна не
використовували внутрiшню структуру раундового перетворення DES.
Проте функцiї розпiзнавання для шифру Sparkle будуть використовувати
внутрiшню структуру одного раунду перетворення ARX-блоку Sparkle.
Було виявлено, що шифр пiддається атакам замiни операцiй пiд час
фiнального додавання та класичним атакам збоїв конкретних чи
випадкових бiтiв або байтiв пiд час раундового перетворення. Втiм, данi
атаки вiдновлюють не власне ключ шифрування, а лише одну з його
частин, вiдповiдно до структури ARX-блоку, у шифрi Schwaemm це два
слова по 32 бiти. Для визначення iнших частин ключа та вiдновлення
вихiдного ключа шифрування потрiбно проводити атаку ще таку
кiлькiсть разiв, на скiльки частин був роздiлений ключ.В нашому
випадку вiдповiдно 6 разiв,оскiльки довжина ключа 192 бiти. Повний
перебiр розмiру 264 є занадто великим для практичного проведення атаки
на однiй пересiчнiй машинi, проте для бiльш потужних пристроїв, таких
як суперкомп’ютери, такий перебiр не є проблемою i атака стає
практичною. Даний пiдхiд вимагає додаткових технiк для реалiзацiї
плану.
Наявнiсть блокової структури у раундовiй функцiї дуже спрощує
аналiз, оскiльки для блокової структури збої можна вносити в окремi
блоки, що локалiзує помилку i дозволяє аналiзувати розподiл на меншiй
кiлькостi даних, що зменшує розмiр простору для перебору ключа. В той
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Таблиця 1.1 – Кiлькiсть збоїв, що необхiдна для вiдновлення
раундового ключа 16-го раунду DES, в залежностi вiд номеру раунду, типу
збою та моделi розпiзнавача
Раунд Розпiзнавач Бiтова помилка Байтова помилка
обрана випадкова обрана випадкова
12 Правдоподiбнiсть 7 11 9 17
Евклiдова вiдстань 14 12 17 21
11 Правдоподiбнiсть 11 44 210 460
Евклiдова вiдстань 30 71 500 820
10 Правдоподiбнiсть 290 1500 13400 18500
Евклiдова вiдстань 940 2700 26400 23400
9 Правдоподiбнiсть 3.4 * 105 2.2 * 107 > 108 > 108
Евклiдова вiдстань 1.4 * 106 > 108 > 108 > 108
же час вiдсутнiсть блокової структури не є перешкодою для наведених
атак: схеми статистичного розпiзнавання не змiнюються. Однак
обчислювальна складнiсть в цьому випадку суттєво зростає за рахунок
великої кiлькостi значень раундового ключа. Тому для шифрiв, раундовi
функцiї яких не мають блокової структури, перед проведенням даних
атак треба додатково оцiнити загальну складнiсть визначення ключа
шифрування (чи деякої його частини) у порiвняннi iз простим перебором.
Захист реалiзацiї шифрiв вiд атак Бiхама-Шамiра полягає у
дублюваннi останнiх раундiв шифрування (чи тiльки останнього, чи ще
одного-двох попереднiх): данi обробляються в незалежних контурах,
пiсля чого йде звiрка результатiв. Для захисту вiд атак Рiвайна тим
самим методом треба дублювати щонайменше останнi сiм-вiсiм раундiв,
що є порiвняно посиленим навантаженням на реалiзацiю.
16
2 АНАЛIЗ ОСТАННЬОЇ АТАКИ ЗБОЇВ НА ШИФР ASCON
Автентифiкованi шифри схильнi до криптографiї iз секретним
ключем, оскiльки такий пiдхiд поєднуює конфiденцiйнiсть, цiлiснiсть та
автентифiкацiю в одному алгоритмi та пропонуює потенцiйну
ефективнiсть над використанням окремих блокових шифрiв i хешiв.
Сучаснi криптографiчнi конкурси та процеси стандартизацiї намагаються
брати до уваги усi слабкi мiсця автентифiкованих шифрiв, щоб врахувати
вразливостi реалiзацiї, такi як атаки помилок. У цьому роздiлi буде
розглянуто атаки помилок на шифр Ascon, обраний CAESAR, як
найкращий для використання серед легких шифрiв, а саме технiку
аналiзу статистично неефективних збоїв (statistical ineffective fault
analysis, SIFA) iз застосуванням подвiйних збоїв i роздiлення ключа. Збої
вносяться у два обранi S-блоки для кожного шифрування пiд час
останнього раунду перестановки на стадiї фiналiзацiї Ascon. Корректнi
значення тегiв у результатi введення неефективних збоїв потiм
використовуються для аналiзу ключових гiпотез. Складнiсть методу
нападу - це компромiс мiж розмiром простору пошуку ключових гiпотез
та кiлькiстю подвiйних збоїв. Достатня кiлькiсть значень коректних тегiв,
необхiдна для вiдновлення пiдмножини ключа, залежить вiд
упередженостi розподiлу збоїв. Експерименти виконувались над деякою
iмплементацiєю Ascon, щоб показати, що мiж 12,5 i 2500 коректних
значень тегiв (тобто неефективних збоїв) достатньо для вiдновлення
ключа вiд сильно упереджених до бiльш рiвномiрних розподiлiв збоїв
вiдповiдно.
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2.1 Опис подвiйної атаки збоїв на прикладi шифру Ascon
У зв’язку зi зростанням Iнтернету речей (IoT) та збiльшенням
використання пристроїв з обмеженими ресурсами реалiзацiя безпечних
легких шифрiв стала критичною. Звичайнi протоколи безпеки поєднують
алгоритми шифрування, наприклад, блоковi або потоковi шифри,
алгоритми з кодом автентифiкацiї повiдомлення (MAC), наприклад
функцiї з ключем-хешем або унiверсальне хешування, для вiдповiдностi
вимогам безпеки. Цi протоколи можуть накладати великi накладнi
витрати, за пам’яттю, потужнiстю та пропускною здатнiстю на легкi
пристрої. Навпаки, автентифiкованi шифри надають конфiденцiйнiсть
iнформацiї, цiлiснiсть даних та автентифiкацiю в одному алгоритмi, який
може полегшити реалiзацiю сервiсiв безпеки з використанням меншої
кiлькостi ресурсiв. Сучаснi криптографiчнi конкурси, такi як Конкурс
автентифiкованого шифрування: безпека, застосовнiсть та надiйнiсть
(CAESAR), оцiнювали автентифiкованi шифри на гарантiї безпеки та
вразливостi iмплементацiї для рiзних випадкiв використання, включаючи
легкi програми. Нацiональний iнститут стандартiв i технологiй США
(NIST) також розпочав багаторiчний процес стандартизацiї для легкої
криптографiї (LWC), в якiй автентифiкованi шифри оцiнюються для
ефективної реалiзацiї на платформах з обмеженими ресурсами та
простоти включення контрзаходiв проти атак за побiчними каналами.
Аутентифiкований шифр Ascon був обраний фiналiстом у березнi 2018
року, i був оголошений комiтетом CAESAR як найкращий вибiр для
впровадження у легкi пристрої в лютому 2019 року [1]. Збалансований
дизайн пiдходить для iмплементацiї у легких пристроях як на
апаратному, так i програмному рiвнi, та забезпечує ефективне
впровадження контрзаходiв проти аналiзу за побiчними каналами (SCA)
[2]. Хоча добре розробленi криптографiчнi алгоритми надiйнi проти
криптоаналiзу або атак грубого перебору, фiзичнi криптографiчнi
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реалiзацiї можуть втрачати важливу iнформацiю, яка може
експлуатуватися при атаках за побiчними каналами. Диференцiальний
аналiз енергiї (DPA) - це пасивна методика SCA, яка експлуатує
спiввiдношення мiж обробленими даними та енергоспоживанням або
електромагнiтне поле пiд час роботи пристрою для отримання частини
або цiлого секрету [3],[4]. Уцьому роздiлi фокус йде на аналiз збоїв (FA),
що є потужною технiкою SCA, яка отримує секретну iнформацiю шляхом
введення збоїв у платформу, де працює криптографiчний алгоритм i
аналiзуючи вихiд алгоритму. Бiльшiсть методiв FA використовують
вихiдну iнформацiю вiд помилок у промiжних змiнних, спричинених
введенням збоїв (Рис. 2.1).
Однак статистично неефективний аналiз збоїв (SIFA),
представлений у [5], базується на моделi мiнiмального збою та
використовує ймовiрнiсть того, що введення збоїв може не викликати
помилки - так зване неефективне введення збою. Основне припущення в
SIFA полягає в тому, що ймовiрнiсть помилки в результатi введення збою
залежить вiд даних. Iншими словами, розподiл ймовiрностей неоднаковий
або упереджений. В випадку правильної ключової здогадки, ми очiкуємо,
що спостерiгатимемо певний розподiл зiбраних даних вiд неефективних
збоїв. Далi представлено методику аналiзу збоїв щодо автентифiкованого
шифру Ascon на основi SIFA. Пiд час використання SIFA атакувати Ascon
єдиною помилкою виявилось непрактичним, завдяки особливим
властивостям його шару перемiшування та S-блоку, тому запропоновано
подвiйний збiй зi стратегiєю роздiлення секретного ключа, яка в
поєднаннi з SIFA здатна вiдновити весь секретний ключ. Ми також
припускаємо мiнiмальну модель збоїв SIFA, в якiй основним
припущенням є залежнiсть даних вiд розподiлу збоїв. Ця атака збоїв
також пропонує компромiс мiж розмiром ключового простору для пошуку
та кiлькiстю необхiдних експериментiв з подвiйними збоями.
Ascon побудований на основi губки, показанiй на рис. 2.2. Стан
шифру, позначений 𝑆, складається з п’яти 64-бiтних слiв 𝑥0, 𝑥1, 𝑥2, 𝑥3, 𝑥4.
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Рисунок 2.1 – Технiки атак збоїв
Вiдкритий текст i пов’язанi з ним данi дiляться на блоки по 𝑟 бiт. Кожен
блок даних поглинається в першi 𝑟 бiти стану, так званi "rate"бiти. Решта
прихованих 𝑐 = 320 − 𝑟 бiтiв стану є бiтами ємностi. Кiлькiсть бiтiв
ємностi безпосередньо впливає на конфiденцiйнiсть та межi безпеки
аутентифiкацiї шифру на основi губки [6]. Вiдповiднi блоки шифртексту
видiляються з конструкцiї губки Перестановочна функцiя Ascon
складається з додавання константи, шару замiщення (S-блок) i шару
перемiшування. S-блок - це 5-бiтна нелiнiйна функцiя. Входи до S-блоку -
це бiти п’яти слiв стану вiд 𝑥0 до 𝑥4, по одному бiту вiд кожного слова.
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Рисунок 2.2 – Структура шифру Ascon
Концептуально iснує 64 S-блоки, вiдповiдно до 64 бiтiв слiв стану.
Рисунок 2.3 – Нелiнiйна операцiя з використанням S-блоку з одним
бiтом кожного слова
Функцiонування S-блоку в Ascon схематично зображено на рис. 2.3.
Оновлений стан на виходi операцiї S-блоку обробляється лiнiйним шаром
перемiшування. Функцiя лiнiйного перемiшування дiє на кожне слово
𝑥𝑖, 𝑖 = 0, ..., 4 окремо. Iснує п’ять рiзних лiнiйних вiдображень для
кожного слова, яке змiшує бiти в словах. Кожна функцiя перемiшування
включає обертальний зсув слова на заданi значення, визначенi для
кожного слова. Лiнiйне вiдображення перемiшування може бути
представлене в матричнiй формi як
∑︁
𝑖
(𝑥𝑖) = (𝐿𝑖𝑥𝑖) mod 2, 𝑖 = {0, 1, ..., 4} (2.1)
У цьому зв’язку, 𝑥𝑖 - векторне представлення слова стану, i 𝐿𝑖 є
розрiдженою матрицею розмiрностi 64 * 64. Множення матриць
обчислюється по (mod 2). Перший рядок матриць 𝐿𝑖 мiстить ненульовi
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елементи в мiсцях, якi представляють значення обертального зсуву
вiдповiдної функцiї перемiшування. Як приклад, перший рядок матрицi
𝐿3 - вектор з елементами 0, 10 i 17, що дорiвнюють 1, а решта - 0.
ненульовi елементи першого ряду в 𝐿4 також розташованi на 0, 7 та 41.
Наступнi рядки матриць отримуємо обертанням попереднього рядка
праворуч на один елемент.
2.2 Аналiз статистично неефективних збоїв (SIFA)
Диференцiальний аналiз збоїв (DFA) аналiзує рiзницю мiж
правильним i збитим шифротекстом, щоб отримати повну або часткову
iнформацiю про секрет [7]-[10]. Статистичний аналiз помилок, з iншого
боку, використовує упереджений збiй для нападу на криптографiчнi
системи. Спостережуванi данi, що використовуються в статистичному
аналiзi збоїв мають неоднорiдний розподiл, як результат введення збою.
Статистична атака DFA на AES в [11], використовує нерiвномiрний
розподiл помилки, викликаний промiжним значенням в результатi збою
такту. Нерiвномiрний аналiз значень помилок (NUEVA) та нерiвномiрний
аналiз значень збоїв (NUFVA) покладається на помилку, залежну вiд
даних i розподiл значень збою вiдповiдно [12]. Рiзнi класи статистичного
аналiзу збоїв, розглянутi вище на рис. 2.1.
Аналiз чутливостi до збоїв (FSA) [13] використовує залежну вiд
даних чутливiсть до збоїв, що визначається як iнтенсивнiсть збоїв при
якiй помилки починають виникати в промiжних змiнних внаслiдок
введення збою. Залежна вiд даних чутливiсть до помилок має на увазi,
що розподiл чутливостi є упередженим. Диференцiальний аналiз
iнтенсивностi збоїв (DFIA) розширює FSA шляхом спостереження, що
незначна змiна iнтенсивностi призводить до невеликої змiни помилки, пiд
правильною ключовою гiпотезою [14]. Однак DFIA не використовує
iнформацiю про розподiл; вона зауважує варiацiю у вазi Хеммiнга
несправних значень за рiзницею iнтенсивностi збоїв для заданого
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вiдкритого тексту. Атаки збоїв, якi мiстять лише шифротекст (CFA),
використовують нерiвномiрний розподiл значень збоїв 𝑥′. У [15] ефект
введення збою представлений random-AND моделлю, як 𝑥′ = 𝑥 ⊙ 𝑦. У цiй
моделi похибка 𝑢 розподiлена рiвномiрно. Маємо при рiвномiрному
розподiлi 𝑥, розподiл збитих значень 𝑥′ є упередженим, через нелiнiйнiсть
операцiї AND. Ця властивiсть є основою методiв CFA, якими
користуються, щоб отримати секретний ключ шифрування, таких як AES
[15], [16] та легких шифрiв [17].
Методи аналiзу неефективних збоїв припускають, що розподiл 𝑥 при
введеннi збоїв неоднаковий. Основнi припущення в SIFA полягають в
тому, що розподiл збоїв залежить вiд даних. Ймовiрнiсть, що промiжна
змiнна 𝑥, спотворена помилкою через збiй, залежить вiд значення 𝑥. Тому
розподiл значень 𝑥, що не зазнають помилок, при введеннi збоїв є
упередженим. В атацi SIFA, шифр запускається для декiлькох вхiдних
повiдомлень, в той час як збiй вноситься в промiжну змiнну 𝑥 пiд час
кожного шифрування. Тiльки шифротексти, якi виникають вiд введення
неефективних збоїв, використовуються в SIFA. Використовуючи зiбранi
шифротексти, значення 𝑥 обчислюється, використовуючи зворотну
роботу шифру та ключову здогадку. Якщо ключова здогадка вiрна, 𝑥
розподiлена так, як очiкувалося. Однак якщо ключова здогадка є
невiрною, тодi значення розподiляються випадковим чином.
2.3 Запропонована атака збоїв
Запропонована методологiя аналiзу збоїв складається з SIFA у
поєднаннi з введенням збоїв у вибранiй парi S-блокiв. А стратегiя
роздiлення ключа використовується для зменшення ключового простору
для пошуку. Ми приймаємо значення на виходi атакованих S-блокiв як
промiжну змiнну, в той час як цiль введення збою – операцiї S-блоку в
останньому раундi стадiї Finalization. Завдяки особливим властивостям
його перестановочної функцiї, SIFA не в змозi атакувати Ascon,
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використовуючи введення збою в один S-блок. По-перше, обернена
операцiя з виходу шифру до виходу S-блоку пiд будь-якою ключовою
гiпотезою, є лiнiйним вiдображенням один в один. Отже, для будь-якої
ключової здогадки, розподiл даних на виходi S-блоку розподiлений
нерiвномiрно з однаковим змiщенням. По-друге, обернена функцiя
перемiшування для слiв стану 𝑥3 та 𝑥4 використовує 68 бiтiв виходу, а
також ключ для обчислення бiтiв входу шару перемiшування. Отриманий
простiр пошуку розмiру 268 не є практичним для перебору. Щоб з цим
впоратись запропоновано стратегiю роздiлення ключа.
2.3.1 Модель i розподiл збою
У цiй моделi збою, нападник здатний вводити збої в будь-яку
обрану пару S-блокiв останнього раунду стадiї Finalization. Це
називається експериментом подвiйного збою. У цiй моделi бiльше двох
S-блокiв може зазнати збiй. Поки збiй викликається у двох обраних
S-блоках, атака успiшна. Зловмисник може запустити шифр для багатьох
вiдкритих текстiв з подвiйною помилкою та однаковим значенням ключа.
Початковий стан може не бути однаковим для рiзних шифрувань. Тiльки
нападник вимагає коректних значень тегiв пiд час введення збою.
У цiй моделi збою передбачається, що ймовiрнiсть розподiлу
неефективних збоїв упереджена. Ця модель атаки має менше необхiдних
умов, нiж багато iнших методик диференцiального аналiзу. Атаку можна
здiйснити за допомогою простих збоїв такту та/або напруги пiд час
роботи S-блоку в останньому раундi. Через статистичну природу аналiзу,
навiть ефект шуму можна звести до мiнiмуму, якщо зiбрано достатнiй
обсяг даних. Приклади шумових збоїв включають подвiйнi збої, якi не
нацiленi на вибранi S-блоки та/або останнiй раунд шифрування. У цих
випадках атака буде все-таки успiшною, якщо достатньо даних внаслiдок
бажаного збою будуть доступнi.
Нерiвномiрний розподiл збитих значень або правильних значень пiд
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Рисунок 2.4 – Розподiл 5-бiтового промiжного значення пiд
неефективним збоєм
неефективними помилками можна пояснити, використовуючи
random-AND модель збою. У цiй моделi розподiл значень 𝑥 за
неефективного збою можна обчислити як
𝑃𝑟{𝑥′ = 𝑥} =
∑︁
𝑢
𝑃𝑟{𝑥⊙ 𝑈 = 𝑥|𝑈 = 𝑢}𝑝𝑈(𝑢) (2.2)
Неефективний розподiл збоїв зображений на рис. 2.4 для
рiвномiрного розподiлу похибки 𝑢 та 5-бiтних значень 𝑥. У зв’язку з
нелiнiйною властивiстю операцiї AND, 𝑥 з бiльшою ймовiрнiстю приймає
значення з меншою вагою Хеммiнга. З iншого боку, значення 𝑥 з меншою
вагою Хеммiнга також з бiльшою ймовiрнiстю не змiнюються пiсля
введення збою. Спостереження мотивує вважати, що розподiл Больцмана





У цьому вiдношеннi 𝐻𝑤(𝑥) являє собою вагу Хеммiнга 𝑥. Причиною
моделювання розподiлу даних за допомогою функцiї Больцмана є те, що
змiщення розподiлу може бути легконалаштовним одним параметром ℎ.
Отже, ефективнiсть запропонованої атаки може бути перевiрена для
рiзних рiвнiв розподiлiв у моделюваннях. Розподiл неефективного збою в
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моделi random-AND можна точно отримати, встановивши ℎ = 1, 443 в
розподiлi Больцмана. Це значення обчислюється як мiнiмiзацiя евклiдової
вiдстанi мiж розподiлом Больцмана та random-AND моделлю. Це
спостереження також демонструє, що розподiл збоїв експоненцiйно
залежить вiд ваги Хеммiнга даних у randon-AND моделi. Збiльшуючи
значення ℎ, змiщення розподiлу Больцмана зменшується. В крайньому
випадку ℎ ↦→ ∞, розподiл Больцмана стає просто рiвномiрним. Розподiл
ℎ = 6 також показано на рис. 2.4 для порiвняння. Загальна метрика в
лiтературi для вимiрювання зсуву розподiлу це - квадрат евклiдової






Коли 𝑝𝑎(𝑥) – функцiя маси ймовiрностi рiвномiрного розподiлу,
вищезазначена вiдстань визначає SEI 𝑝𝑏(𝑥). SEI використовується для
вимiрювання упередженостi розподiлу даних так, що мiнiмальна кiлькiсть
iнформацiї про розподiл необхiдна.
Рисунок 2.5 – Мiсце для введення подвiйного збою
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У запропонованiй методологiї атаки збої вносяться у два обраних S-
блоки, пiд час кожного шифрування. Перестановочна операцiя останнього
раунду схематично показана на Рис. 2.5. Пiсля додавання константи, S-
блоки працюють зi станом i функцiєю перемiшування, змiшують бiти в
кожному 64-бiтному словi 𝑥𝑖. Правильнi значення тегiв при неефективних
збоях зiбранi для аналiзу. Правильнi теги можна iдентифiкувати двома
способами:
1) автентифiкована розшифровка, в якiй немає вiдкритого тексту
через невдалу автентифiкацiю, позначає неправильний тег;
2) ми можемо порiвнювати значення тегiв з та без внесення помилок.
Данi на виходi атакованих S-блокiв обчислюються вiд значень тегiв
за допомогою зворотньої операцiї функцiї перемiшування пiд кожною
ключовою гiпотезою. Використовуючи матричне подання, оберненi
вiдображення перестановки – це просто оберненi матрицi 𝐿−1𝑖 .
Розглядаючи 𝑥𝑖 та
∑︀
𝑖 як вхiднi та вихiднi слова шару перемiшування,






) mod 2, 𝑖 = {0, 1, ..., 4} (2.5)





1 , ..., 𝑙
(𝑖)𝑇
63 ]
𝑇 , 𝑖 = {0, 1, ..., 4} (2.6)
У цьому вiдношеннi 𝑙(𝑖)𝑇𝑗 – це 𝑗-й рядок матрицi зворотнього
перемiшування, що вiдповiдає слову стану 𝑥𝑖. Напис 𝑇 являє собою
матрицю транспозицiї. Використовуючи це визначення, бiти 3 та 4 на
виходi S-блоку 𝑗, позначеного 𝑠(𝑗)3 та 𝑠
(𝑗)














[(𝑇1,𝑟 ⊕ 𝑘𝑟+64)⊙ 𝑙(4)𝑗,𝑟 ] mod 2 (2.8)
У цих рiвняннях 𝑇0,𝑟 та 𝑇1,𝑟 є 𝑟-м бiтом першої i другої половинки тегу
вiдповiдно (див. рис. 2.5). Також, 𝑘𝑟 – 𝑟-й бiт ключа i 𝑙
(𝑖)
𝑗,𝑟, 𝑟-й елемент в
𝑗-му рядку матрицi зворотнього перемiшування 𝐿−1𝑖 .
Промiжними змiнними, якi використовуються для статистичного
аналiзу, є значення бiтiв 3 i 4 з виходу обраних S-блокiв. Якщо промiжну
змiнну позначають 2-бiтним значенням 𝑧(𝑗), перший та другий бiти у
двiйковому поданнi 𝑧(𝑗) є бiтами 3 i 4 на виходi S-блоку 𝑗. Розглянемо
випадок, коли Ascon шифрує кiлька вiдкритих текстiв з подвiйними
збоями, якi нацiлюються на S-блоки 0 i 1, на останньому раундi стадiї
фiналiзацiї, пiд час кожного шифрування. Припустимо у 𝑀
шифруваннях збої малоефективнi; таким чином, 𝑀 правильних значень
тегiв збираються в експериментi з подвiйною помилкою. Розподiл











2 , ..., 𝑧
(1)
𝑀 , використовується для оцiнки змiщення
введених збоїв пiд ключовою гiпотезою.
Враховуючи функцiї перемiшування Ascon, кожен рядок 𝐿−13 та 𝐿
−1
4
має, вiдповiдно, 33 та 35 ненульових елементiв. Це означає, що
пiдмножина ключа, необхiдна для обчислення значень одного S-блоку
включає 33 + 35 = 68 бiт ключа. Оскiльки ми вимагаємо вихiднi значення
двох S-блокiв, розмiр ключового пiдпростору бiльше, нiж 268, що досить
важко для пряммолiнiйного грубого перебору. У запропонованому способi
128-бiтний ключ роздiлений на слова довжини 𝑤 бiт, як показано на рис.
2.6, де ми припускаємо що 𝑤 – степiнь 2. Бiти 3 i 4 на виходi S-блоку j
можуть бути обчисленi лiнiйною комбiнацiєю бiтiв у ключових словiах.
Коефiцiєнти комбiнацiї визначаються за допомогою 𝑗-го рядку матрицi
зворотнього перемiшування 𝐿−13 та 𝐿
−1
4 , як показано на рис. 2.6. Це
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Рисунок 2.6 – Стратегiя роздiлення ключа


















𝑇1,𝑟 ⊙ 𝑙(4)𝑗,𝑟 )⊕𝐾
(𝑗)
𝑠+64/𝑤 (2.10)





𝑘𝑟 ⊙ 𝑙𝑗,𝑟 (2.11)





того, щоб обчислити бiти 3 i 4 на виходi S-блоку 𝑗, нам потрiбнi лише
комбiнацiї бiтiв ключа замiсть окремих 68 бiт ключа, що
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використовуються при обчисленнях. Використовуючи векторне подання,





1 , ..., 𝐾
(𝑗)
128/𝑤−1) (2.12)
Розглянемо приклад, у якому цiлями введення подвiйних збоїв є
пара S-блокiв 0 i 1. Отже, ключовою гiпотезою є вектор (𝐾(0), 𝐾(1)).
Використовуючи аналiз збоїв, значення 𝐾(0)𝑠 та 𝐾(1)𝑠 для
𝑠 = {0, 1, ..., 128/𝑤 − 1} оцiнюються. Кожен 𝐾(𝑗)𝑠 – лiнiйна комбiнацiя 𝑤
бiт ключа всерединi слова 𝑠. Коли введення збоїв нацiлене на рiзнi пари
S-блокiв, виходять рiзнi комбiнацiї 𝑤 бiт ключа отримуються як набiр 𝑤
бiнарних рiвнянь для 𝑤 бiт ключа у словi. Тодi 𝑤 бiт кожного ключового
слова 𝑠 обчислюється розв’язуванням набору лiнiйних рiвнянь,
вiдповiдних даному слову.
2.4 Алгоритм аналiза ключiв
Ключова гiпотеза 𝐾𝑗 = (𝐾(𝑗), 𝐾(𝑗+1)), для двох атакованих S-блокiв
𝑗 та 𝑗 + 1, мiстять комбiнацiї пiдмножин ключiв. Кожен елемент 𝐾𝑗
визначається, коли ключ дiлиться на слова по 𝑤 бiт. Розглянемо приклад,
в якому ключ дiлиться на слова довжиною 𝑤 = 32, тодi ключова гiпотеза
𝐾𝑗 включає 8 елементiв; розмiр простору пошуку таким чином 28. Щоб
отримати правильнi здогадки 𝐾𝑗, SIFA використовується для аналiзу
даних на виходi S-блоку 𝑗 та 𝑗 + 1. З вичерпним пошуком над усiма 28
можливими значеннями 𝐾𝑗, бiти 3 i 4 на виходi S-блоку 𝑗 i 𝑗 + 1
рахуються з рiвнянь вище. Показник SEI обчислюється для розподiлу
значень, отриманих для кожної ключової гiпотези. Правильнi здогадки
для 𝐾𝑗 показують максимальний SEI або змiщення розподiлу даних.
Алгоритм 2.1 детально оцiнює поєднання ключових бiтiв за допомогою
атаки SIFA. Припустимо, що 128-бiтний ключ роздiлений на слова по 𝑤
бiт, 𝑤 − 1 експеримент з подвiним збоєм необхiдний для пари S-блокiв
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(0, 1), (1, 2), (2, 3), ..., (𝑤 − 2, 𝑤 − 1). З кожного експеримента iз цiльовою
парою (𝑗, 𝑗 + 1) отримуємо правильнi здогадки для комбiнацiй
(𝐾(𝑗), 𝐾(𝑗+1)). Далi ключовi бiти обчислюються за допомогою зiбраних
ключових комбiнацiй в алгоритмi аналiзу ключових бiтiв (Алгоритм 2.2).
Algorithm 2.1 Ключова здогадка з SIFA
1: Проiнiцiалiзуємо пустi таблицi 𝑆, 𝑇
2: for 𝑗 = 0→ 𝑤 − 2 do
3: for 𝑛 = 1→ 𝑁 do
4: Запустiть шифр для вiдкритого тексту 𝑃𝑛 та введiть помилки у два S-блоки 𝑗, 𝑗 + 1 на
останньому раундi стадiї Finalization
5: Порiвняти отриманий тег з коректним, без збою. Зберегти тег, якщо вiн правильний
6: end for
7: Записати зiбранi теги як {𝑇1, 𝑇2, ..., 𝑇𝑀}
8: for 𝑘 = 0→ 2256/𝑤 − 1 do
9: Встановити (𝐾(𝑗),𝐾(𝑗+1)) одним з можливих 2256/𝑤 значень
10: Iнiцiалiзувати пустий вектор 𝑉
11: for 𝑚 = 1→𝑀 do
12: Обрахувати бiти 3 та 4 на виходi S-блоку 𝑗, використовуючи 𝐾(𝑗+1) та значення тегу
𝑇𝑚.Зберегти отримане значення 𝑧
(𝑗+1)
𝑚 у вектор 𝑉
13: end for
14: Обрахувати SEI для даних, збережених у векторi 𝑉
15: Зберегти значення SEI у таблицi 𝑆
16: end for
17: Знайти максимальнi значення SEI, збереженi у таблицi 𝑆. Зберегти вiдповiднi значення для
комбiнацiй ключiв (𝐾(𝑗),𝐾(𝑗+1)) у рядку 𝑗 таблицi 𝑇 .
18: end for
Треба взяти до уваги, що коректнi ключовi здогадки (𝐾(𝑗), 𝐾(𝑗+1))
отриманi в Алгоритмi 2.1 не унiкальнi. Для кожного значення 𝐾(𝑗) є
вiдповiдне значення 𝐾(𝑗+1) з якого отримуємо такий самий розподiл
даних на виходi S-блокiв 𝑗 та 𝑗 + 1. Таким чином кiлькiсть правильних
здогадок для комбiнацiї (𝐾(𝑗), 𝐾(𝑗+1)) дорiвнює 2128/𝑤. Однак значення
𝐾(𝑗) у кожнiй здогадцi унiкальне.
Ключовi бiти можуть бути обчисленi зi здогадок
(𝐾(𝑗), 𝐾(𝑗+1)), 𝑗 = {0, 1, ..., 𝑤 − 2}, використовуючи алгоритм 2.2. Далi за
алгоритмом ми беремо одну пару (𝐾(0), 𝐾(1)). Серед iнших варiантiв для
(𝐾(1), 𝐾(2)), взяти один, з таким самим значенням 𝐾(1), як у (𝐾(0), 𝐾(1)).
Те ж саме для (𝐾(2), 𝐾(3)), взяти здогадку з тим самим значенням 𝐾(2),
як у (𝐾(1), 𝐾(2)), i так далi. В кiнцi матимемо послiдовнiсть
{𝐾(0), 𝐾(1), ..., 𝐾(𝑤−1)}. Кожен елемент 𝐾(𝑗) мiстить 128/𝑤 бiнарних
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значень, вiдповiдних 128/𝑤 словам ключа. Для кожного слова 𝑠, ключовi
бiти обчислюються рiшенням множини лiнiйних бiнарних рiвнянь для
𝑗 = {0, 1, ..., 𝑤 − 1}. Це призводить до однiєї здогадки ключових бiтiв.
Для перевiрки коректностi ключа, запускаємо шифр з обчисленим
ключем. Якщо згенерований шифротекст вiдповiдає очiкуваному, ключ
коректний. В iншому випадку починаємо з iншої здогадки (𝐾(0), 𝐾(1)).
Algorithm 2.2 Аналiз ключових бiтiв
1: Проiнiцiалiзуємо пусту таблицю 𝐾
2: for 𝑡 = 1→ 2128/𝑤 do
3: Взяти одну з 2128/𝑤 здогадок (𝐾(0),𝐾(1))
4: Записати значення (𝐾(0) та (𝐾(1) в рядку 𝑡 таблицi 𝐾
5: for 𝑗 = 1→ 𝑤 − 2 do
6: З рядка 𝑗 таблицi 𝑇 знайти елемент (𝐾(𝑗),𝐾(𝑗+1)), який має такий самий (𝐾(𝑗), як
збережений в рядку 𝑡 таблицi 𝑇 . Зберегти значення (𝐾(𝑗+1) в рядку 𝑡 таблицi 𝐾
7: end for
8: Елементи збереженi в рядку 𝑡 таблицi 𝐾 зараз {𝐾(0),𝐾(1), ...,𝐾(𝑤−1)}. Далi:
9: for 𝑠 = 0→ 128/𝑤 − 1 do
10: Значення формують множину лiнiйних бiнарних рiвнянь для бiтiв ключа у словi. Вирiшити
множину рiвнянь для ключових бiтiв.
11: end for
12: Запустити шифр з обчисленими ключовими бiтами для одного вiдкритого тексту. Порiвняти
шифротекст з очiкуваним. Якщо вони спiвпадають, повернути ключовi бiти.
13: end for
2.4.1 Результати атаки та достатня кiлькiсть даних
Квадратична евклiдова вiдстань (SEI) розподiлу даних на виходi
пари S-блокiв (0, 1), на якi нацiленi подвiйнi збої, порiвняно з простором
пошуку комбiнацiй ключа (𝐾(0), 𝐾(1)), показано на рис.2.7 для достатньої
кiлькостi правильних значень тегiв. У наступних експериментах ключ
дiлиться на два слова довжиною 64 бiта. Звiдси i простiр пошуку
(𝐾(0), 𝐾(1)) має розмiр 16 можливих значень. Пiд час експерименту
максимальний SEI отримується для 4 значень ключового простору. 4 пiки
вiдповiдають 4 можливим значенням 𝐾(0) = (𝐾(0)0 , 𝐾
(0)
1 ). Усi 4 пiки мають
однакове значення SEI, оскiльки для кожного значення 𝐾(0) iснує певне
значення 𝐾(1), що призводить до розподiлу даних з однаковим
змiщенням, як на виходi двох S-блокiв. Правильна ключова гiпотеза
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Рисунок 2.7 – SEI для даних з кандидатiв ключового простору
позначена на рис. 2.7, яка є одним з 4 значень з пiком SEI. Правильна
ключова гiпотеза не може бути визначена на цьому етапi, оскiльки всi 4
гiпотези мають однаковий пiк SEI, незалежно вiд розмiру зiбраних даних.
Щоб вiдновити весь ключ, значення SEI та ключовий простiр повиннi
бути обрахованi для всiх експериментiв з подвiйними збоями
(0, 1), (1, 2), ..., (62, 63). У разi успiху експерименту з активними збоями
(𝑗, 𝑗 + 1) i (𝑗 + 1, 𝑗 + 2) заплутуються крiзь S-блок 𝑗 + 1, для кожного пiку
експерименту (𝑗, 𝑗 + 1), iснує лише один вiдповiдник експерименту
(𝑗 + 1, 𝑗 + 2). Тому iснує всього 4 можливих послiдовностi
{𝐾(0), 𝐾(1), ..., 𝐾(63)} i тiльки 4 здогадки ключових бiтiв включають
правильний ключ.
Пiковi значення SEI включають правильний ключ, якщо достатня
кiлькiсть даних отримується з кожного експерименту з введенням збоїв.
Значення SEI для правильного значення ключа порiвнюється з
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максимальним SEI для невiрних ключових здогадок. Достатнiй розмiр
даних для вилучення правильних значень ключа залежить вiд
упередженостi розподiлу збоїв. У випадку 𝑆𝐸𝐼 = 0, 001 розподiл є бiльш
рiвномiрним, нiж random-AND модель. Отже, кiлькiсть текстiв,
необхiдних для виявлення правильного значення ключа виростає
щонайменше до 450 – на порядок бiльше, нiж те, що потрiбно для моделi
random-AND. Необхiдний розмiр даних разом з розподiлом помилок для
кожного експерименту з подвiйним збоєм, таким, що SEI обчислених
даних з правильними ключовими здогадками бiльше, нiж з
неправильними ключовими здогадками. Ми використовуємо метрику SEI
для вимiрювання змiщення розподiлу збоїв. Ми спостерiгаємо, що розмiр
даних збiльшується обернено змiщенню розподiлу збоїв. Для заданого
набору вiдкритих текстiв може знадобитися бiльше даних. Одним iз
обмежень методiв статистичного аналiзу збоїв є те, що достатнiй розмiр
даних, необхiдний для вiдновлення ключа дуже сильно залежить вiд
змiщення розподiлу збоїв. Однак зловмисник не знає змiщення в данiй
реалiзацiї. Просте рiшення цього питання – поступово збiльшувати
розмiри даних та вiдгадати ключ. Якщо значення ключової здогадки не
змiнюється, це означає, що розмiр даних достатнiй i ключова здогадка
правильна.
2.4.2 Збої з шумом
Великою перевагою статистичного аналiзу збоїв є його
толерантнiсть до шумових збоїв. Зловмисник може мати недостатньо
контролю над впровадженням збоїв, наприклад, контролю над часом або
проявом збоїв у системi. Далi розглядається вплив шумiв щодо
запропонованої атаки на Ascon у двох випадках.
У першому випадку зловмисник може вводити збої у неправильнi
пари S-блокiв з вiрогiднiстю 0, 5. Для виявлення потрiбного ключа
необхiдно не менше 1530 значень тегiв у випадку 𝑆𝐸𝐼 = 0.001. Для
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порiвняння необхiдно приблизно в 3 рази бiльше даних для випадку збоїв
без шуму.
Подiбно до випадку шумових збоїв нацiлених на неправильнi
S-блоки з ненульовим значенням ймовiрностi, коли впровадження збоїв
нацiлене на неправильний раунд з деякою ненульовою ймовiрнiстю,
змiщення даних для даної кiлькостi збоїв зменшується. В результатi
необхiдна кiлькiсть даних, необхiдних для вiдновлення правильного
ключа, збiльшується до 1121, на вiдмiну вiд необхiдного розмiру даних у
випадку вiдсутностi шумiв у збоях (450). Цей випадок може статися в
реалiзацiях з неефективними контрзаходами, в яких раунди-манекени
вставляються в роботу шифру. Отже, нападник не має точного контролю
над цiльовим раундом для впровадження збою. Однак за рахунок
збiльшення кiлькостi збоїв, достатнiй обсяг даних, орiєнтований на
бажаний раунд набувається.
Висновки до роздiлу 2
У цьому роздiлi було продемонстровано методологiю статистичного
аналiзу збоїв та вiдновлення всього 128-бiтного секретного ключа для
реалiзацiї аутентифiкованого шифру Ascon за допомогою введення
подвiйних збоїв та стратегiї подiлу ключа на основi статистичного аналiзу
неефективних збоїв (SIFA). Ця методологiя атаки дозволяє досягти
компромiсу мiж кiлькiстю подвiйних збоїв та розмiром ключового
простору пошуку. Дiленням ключа на слова по 𝑤 бiт, необхiдний 𝑤 − 1
експеримент з подвiйним збоєм з простором пошуку розмiром 2256/𝑤 .
Достатня кiлькiсть зiбраних даних, необхiдних для виявлення
правильного ключа, у кожному експериментi з подвiйним збоєм,
залежить вiд упередженостi розподiлу збоїв. Для розподiлу збоїв,
починаючи вiд дуже упередженого до бiльш рiвномiрного, достатня
кiлькiсть правильних тегiв коливається в середньому вiд 12, 5 до 2500
вiдповiдно. Запропонований спосiб також є толерантним до введення
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шумових збоїв. Для зловмисника, нацiленого на неправильну пару
S-блокiв або неправильний раунд перестановки з вiрогiднiстю 0, 5,
достатня кiлькiсть правильних тегiв збiльшується в 2–3 рази.
Запропонована атака успiшно вiдновлює весь секретний ключ iз
використанням симуляцiй реалiзацiї Ascon на мовi програмування 𝐶. В в
майбутньому ця методика атаки може бути перевiрена на рiзних
апаратних реалiзацiях шифру, включаючи FPGA, ASIC i вбудованi
процесори, використовуючи збiй живлення або тактовий збiй. Успiх атак
оцiнюватиметься за допомогою рiзних реалiзацiй S-блокiв Ascon. Як
обговорювалося ранiше, бiльшiсть звичайних контрзаходiв проти атак
збоїв не можуть захистити шифр вiд запропонованої атаки. Це можливо
перевiрити в реальних технiчних реалiзацiях. Крiм того, протидiї
неефективним збоям пiдлягають оцiнцi.
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3 АНАЛIЗ ШИФРУ SCHWAEMM ТА ПОБУДОВА
СТАТИСТИЧНОЇ АТАКИ ЗБОЇВ
Далi розглянемо саме автентифiкований шифр Schwaemm та
спробуємо проаналiзувати його стiйкiсть до статистичних атак збоїв. Пiд
час формування роздiлу були використанi наступнi матерiали
[3],[7],[8],[9],[10],[11].
3.1 ARX-блок Sparkle, Esch та Schwaemm
Iдея полягає у внесеннi бiтових помилок у процедуру Sparkle, яка
використовується у функцiях Esch та Schwaemm.
Sparkle – це сiмейство криптографiчних перестановок, заснованих
на ARX дизайнi. Його розробили Крiстоф Бейерле, Алекс Бiрюков, Луан
Кардосо Душ Сантуш, Йоганн Гросщадль, Лео Перрiн, Олексiй Удовенко,
Веселiн Величков та Цiнджу Ванг. Його назва походить вiд блокового
шифру Sparx, з яким Sparkle тiсно пов’язаний. Sparkle в основному може
бути зрозумiлий як екземпляр Sparx з бiльшим розмiром блоку та
фiксованим ключем, звiдси його назва: SPARx, але Key LEss.
Iснує три версiї, що вiдповiдають трьом розмiрам блокiв, а саме
Sparkle256, Sparkle384 та Sparkle512. На вiдмiну вiд бiльшостi ARX
конструкцiй, розробники гарантують безпеку щодо диференцiального та
лiнiйного криптоаналiзу завдяки стратегiї довгого слiду (LTS).
Запропонована структура також зручна для дослiдження iнших типiв
атак (iнтегральних, неможливих диференцiальних, атак збоїв тощо) i,
таким чином, дає змогу сперечатися про безпеку цих алгоритмiв проти
них. LTS – це стратегiя, яка вперше була використана для розробки
легкого блокового шифру Sparx, представлена на ASIACRYPT 2016.
Кiлька незалежних дослiдницьких команд вже проаналiзували цей
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алгоритм, i їх результати дають впевненiсть у цьому дизайнерському
пiдходi, яку я буду намагатися перевiрити.
Esch та Schwaemm – це криптографiчнi алгоритми, розробленi
таким чином, щоб вони мали легку програму (тобто мали невеликий
розмiр коду та використовували невеликий обсяг RAM) i все ще досягали
високої продуктивностi в дiапазонi 8, 16 та 32-бiтових мiкроконтролерiв.
Esch та Schwaemm також можуть бути оптимiзованi зменшенням площi
кремнiю та енергоспоживання, якщо впровадженi в апаратне
забезпечення. Цi схеми побудованi на основi добре зрозумiлих принципiв,
тобто sponge конструкцiї, заснованої на сiмействi перестановок Sparkle.
Esch – це сiмейство криптографiчних хеш-функцiй. Назва
розшифровується як Effective Sponge Cheap Hashing. Це також частина
назви невеликого мiстечка на пiвднi Люксембурга, що знаходиться
недалеко вiд кампусу Люксембургського унiверситету. Esch використовує
сiмейство перестановок Sparkle в губцi.
Ефективнiсть вищезазначених шифрiв полягає в наступному:
Невеликий розмiр стану
I для Esch, i для Schwaemm характерний порiвняно невеликий
розмiр стану, який становить лише 256 бiт для найлегшого екземпляра
Schwaemm (досягнення рiвня безпеки 120 бiт) i 384 бiт для найлегшого
варiанту Esch. Малий стан – важливий актив для легких криптосистем з
кiлькох причин. Перш за все, розмiр стану значною мiрою визначає
споживання оперативної пам’ятi (у разi впровадження програмного
забезпечення) та область кремнiю (якщо реалiзується апаратно)
симетричного алгоритму. Крiм того, реалiзацiя програмного забезпечення
для 8 i 16-бiтових мiкроконтролерiв з невеликим розмiром регiстра
(наприклад, Atmel AVR або TI MSP430) може отримати значнi переваги
вiд невеликого розмiру стану, оскiльки дозволяє великiй частцi стану
перебувати в регiстрах, що зменшує кiлькiсть операцiй завантаження та
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збереження. На 32-бiтних мiкроконтролерах (наприклад, серiї ARM
Cortex-M) навiть можливо зберегти повний 256-бiтний стан в регiстрах,
тим самим усуваючи майже всi навантаження на ресурси. Можливiсть
утримувати весь стан в регiстрах не тiльки приносить користь часу
виконання, але й забезпечує певний внутрiшнiй захист вiд атак за
побiчними каналами.
Надзвичайно легка перестановка
Сiмейство перестановок Sparkle – це класичниа ARX
криптосистема, яка виконує додавання, зсув та операцiї XOR на 32-бiтних
словах. Використання 32-бiтного розмiру слова забезпечує високу
ефективнiсть програмного забезпечення на 8, 16 та 32-бiтних
платформах; меншi розмiри слiв (наприклад, 16 бiт) погiршать
продуктивнiсть на 32-бiтних платформах, тодi як 64-бiтнi слова є
проблематичними для 8-бiтових мiкроконтролерiв. Кiлькiсть зсувiв були
ретельно вибранi, щоб мiнiмiзувати час виконання та розмiр коду на
мiкроконтролерах, якi пiдтримують лише зсув по одному бiту за один
раз. Впровадження Sparkle для мiкроконтролерiв ARM може
використовувати їх здатнiсть поєднувати додавання або XOR iз зсувом в
одну iнструкцiю iз затримкою на один тактовий цикл. З iншої сторони,
апаратна реалiзацiя може скористатися тим, що потрiбно пiдтримувати
лише шiсть арифметико-логiчних операцiй: 32-бiтний XOR, додавання за
модулем 232 та обертання на 16, 17, 24 та 31 бiт. Мiнiмалiстичний
32-бiтний арифметико-логiчний блок (ALU) для цих шести операцiй може
бути добре оптимiзований для досягнення невеликої площi кремнiю та
низького енергоспоживання.
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Цiлiснiсть на всiх рiвнях безпеки
Schwaemm та Esch були розробленi таким чином, щоб вони
вiдповiдали рiвню безпеки, що полегшує параметризовану програмну
реалiзацiю алгоритмiв та базову перестановку. Усi екземпляри Schwaemm
та Esch можуть використовувати одну реалiзацiю Sparkle,
параметризовану щодо розмiру блоку (тобто стану) та кiлькостi крокiв.
Така параметризована реалiзацiя значно скорочує зусилля з розробки
програмного забезпечення, оскiльки потрiбно реалiзувати та протестувати
лише одну функцiю для Sparkle.
Висока швидкiсть при паралельному запуску
Продуктивнiсть Schwaemm та Esch на процесорних платформах з
векторними двигунами (наприклад, ARM NEON, Intel SSE/AVX) можна
значно збiльшити, скориставшись паралелiзацiєю рiвня SIMD, яку вони
надають, оскiльки всi 32-бiтнi слова стану виконують тi самi операцiї в
тому самому порядку. Реалiзацiя обладнання може помiняти
продуктивнiсть на областi кремнiю шляхом застосування декiлькох
32-бiтних ALU, якi працюють паралельно.
Безпека sponge конструкцiй
Захищенiсть цих схем ґрунтується на захистi криптографiчних
перестановок, що лежать в основi, та захищеностi режимiв на основi
губки, точнiше режиму хешування на основi губки та режиму Beetle для
автентифiкованого шифрування. Пiдхiд на основi губки привернув багато
уваги, оскiльки вiн використовувався в останнiй стандартизованiй
хеш-функцiї, стандартизованiй NIST, SHA-3. Ми повторно
використовуємо цей пiдхiд, щоб користуватися такими перевагами як
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невеликий обсяг пам’ятi, так i довiрою криптографiв до таких
компонентiв.
Лiтература про розробку блокових шифрiв
Конструкцiя перестановки сiмейства Sparkle заснована на
багаторiчнiй структурi SPN, що дозволяє розкласти її аналiз на два
етапи: по-перше, вивчення шару замiщення, а по-друге, вивчення шару
лiнiйних операцiй. Останнiй поєднує структуру Фейстеля, яка
застосовується з моменту публiкацiї DES, та лiнiйну перестановку з
великим числом розгалуження, як i велика кiлькiсть SPN, таких як AES.
Щоб поєднати цi два типи пiдкомпонентiв, ми покладаємось на стратегiю
розробки, яка використовувалася для блочного шифру Sparx: стратегiя
довгого слiду. Наш шар замiщення працює на 64-бiтних гiлках,
використовуючи ARX блоки. Дослiдження диференцiальних та лiнiйних
властивостей модульного додавання в контекстi блочного шифру можна
простежити до кiнця 90-х. Той факт, що розмiр блоку компонента ARX
обмежений 64 бiтами, означає, що його можна ретельно дослiдити за
допомогою комп’ютерних методiв. Простота та особливiсть форми
лiнiйного шару дозволяє нам вивести властивостi повної перестановки з
властивостей 64-розрядного ARX-блока.
Компоненти з урахуванням випадкiв їх використання
При використаннi перестановки в режимi роботи можливi два
пiдходи. Ми можемо використовувати герметичний пiдхiд, тобто немає
вiдомих розрiзнювачiв проти перестановки. Потiм ця безпека передається
безпосередньо всiй функцiї (наприклад, всiй хеш-функцiї або схемi
AEAD). Мiнусом у цьому випадку є те, що ця герметична стратегiя
вимагає складної перестановки, яка в умовах легкої криптографiї може
41
бути занадто важкою.
Навпаки, ми можемо використовувати перестановку, яка сама по
собi не може забезпечити необхiднi властивостi. Потiм захист
забезпечується з’єднанням перестановки з режимом роботи, в якому вона
використовується. Наприклад, нещодавно оголошений переможець
конкурсу CAESAR ASCON та кандидат третього туру CAESAR Ketje,
обидва аутентифiкованi шифри, використовують такий пiдхiд. Перевага в
цьому випадку полягає в набагато бiльшiй ефективностi, оскiльки нам
потрiбно менше раундiв перестановки. Однак гарантiї безпеки в цьому
випадку апрiорi слабкiшi, оскiльки складнiше оцiнити силу, необхiдну
перестановцi.
Для Sparkle (i, таким чином, для Esch i Schwaemm) ми
використовуємо останнiй пiдхiд: перестановка, що використовується, має
ряд раундiв, якi можуть дозволити iснування деяких розрiзнювачiв.
Однак, застосовуючи нову встановлену стратегiю довгого слiду, можна
довести, що нашi алгоритми на основi губки є безпечними щодо найбiльш
важливих векторiв диференцiальних атак та лiнiйних атак iз зручним
запасом безпеки. У описi не згадується про можливостi впроваджувати
збої у процес роботи пристрою, зокрема у роботу процедури Sparkle, що
робить шифр потенцiйно вразливим до атак збоїв, що будуть розглянутi
нижче.
3.2 Автентифiкований шифр SCHWAEMM
Schwaemm – це сiмейство шифрiв для автентифiкованого
шифрування iз супутнiми даними. Назва розшифровується Sponge-based
Cipher for Hardened but Weightless Authenticated Encryption on Many
Microcontrollers. Це також люксембурзьке слово «губки». Schwaemm
використовує сiмейство перестановок Sparkle в режимi роботи Beetle
(який заснований на дуплекснiй губцi). Розробники пропонують чотири
екземпляри автентифiкованого шифрування iз супутнiми даними, а саме
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Schwaemm128-128, Schwaemm256-128, Schwaemm192-192 та
Schwaemm256-256, якi для заданого ключа 𝐾 та нонсу 𝑁 дозволяють
обробляти пов’язанi данi 𝐴 та повiдомлення 𝑀 довiльної довжини та
виводити шифротекст 𝐶 з |𝐶| = |𝑀 | та тегом автентифiкацiї 𝑇 . Для
заданих (𝐾,𝑁,𝐴,𝐶, 𝑇 ) процедура дешифрування повертає розшифровку
𝑀 шифртексту 𝐶, якщо 𝑇 тег є валiдним, iнакше вiн повертає символ
помилки ⊥. Наш головний кандидат з сiм’ї, який ми розглядаємо –
Schwaemm192-192. Усi екземпляри використовують (iз незначними
змiнами) режим роботи Beetle, який базується на добре вiдомiй
конструкцiї дуплексної губки. Рiзниця мiж екземплярами – це версiя
основної перестановки Sparkle (i, отже, швидкiсть i стiйкiсть рiзна) i
розмiр тегу автентифiкацiї. В якостi угоди при iменуваннi
використовувалось 𝑆𝑐ℎ𝑤𝑎𝑒𝑚𝑚𝑟 − 𝑐, де 𝑟 посилається на розмiр рейту i 𝑐
до розмiру ємностi в бiтах. Як i для хешування, використовується велика
версiя Sparkle для iнiцiалiзацiї, промiжку мiж обробкою асоцiйованих
даних та обробкою секретного повiдомлення, i фiналiзацiєю, i легка версiя
Sparkle для оновлення промiжного стану. У таблицi 3.1 наведено огляд
параметрiв екземплярiв Schwaemm. Межi даних вiдповiдають 264 блокам
по 𝑟 бiт, округлених до найближчого ступеня двох, за винятком
Schwaemm256-256 з високою безпекою, для якого вони становлять 𝑟 * 2128
бiт.
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Таблиця 3.1 – Члени сiмейства Schwaemm з вiдповiдними рiвнями
безпеки в бiтах з врахуванням кофiденцiйностi цiлiсностi та обмеженнями
даних (у байтах) для обробки. Перший рядок вiдповiдає основному
кандидату
n r c |𝐾| |𝑁 | |𝑇 | security data limit
Schwaemm192-192 384 192 192 192 192 192 184 268
Schwaemm256-128 384 256 128 128 256 128 120 268
Schwaemm128-128 256 128 128 128 128 128 120 268
Schwaemm256-256 512 256 256 256 256 256 248 2133
3.2.1 Алгоритм
Основна вiдмiннiсть режиму Beetle – це використання функцiї
комбiнованого зворотнього зв’язку 𝜌 для диференцiацiї блокiв
шифртексту та рейту частини станiв. Цей комбiнований зворотний
зв’язок створюється за допомогою застосування функцiї 𝐹𝑒𝑖𝑠𝑡𝑒𝑙𝑆𝑤𝑎𝑝 до
рейтової частини стану, яка обчислюється як
𝐹𝑒𝑖𝑠𝑡𝑒𝑙𝑆𝑤𝑎𝑝(𝑆) = 𝑆2||(𝑆2 ⊕ 𝑆1),
де 𝑆 ∈ 𝐹 𝑟2 та 𝑆1||𝑆2 = 𝑆 з |𝑆1| = |𝑆2| = 𝑟2 . Функцiя зворотнього зв’язку
𝜌 : (𝐹 𝑟2 × 𝐹 𝑟2 ) → (𝐹 𝑟2 × 𝐹 𝑟2 ) визначається як 𝜌(𝑆,𝐷) = (𝜌1(𝑆,𝐷), 𝜌2(𝑆,𝐷)),
де
𝜌1 : (𝑆,𝐷) ↦→ 𝐹𝑒𝑖𝑠𝑡𝑒𝑙𝑆𝑤𝑎𝑝(𝑆)⊕𝐷, 𝜌2 : (𝑆,𝐷) ↦→ 𝑆 ⊕𝐷.
Для дешифрування ми повиннi використовувати функцiю
зворотнього зв’язку 𝜌′ : (𝐹 𝑟2 × 𝐹 𝑟2 ), визначену як
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𝜌′(𝑆,𝐷) = (𝜌′1(𝑆,𝐷), 𝜌
′
2(𝑆,𝐷)), де
𝜌′1 : (𝑆,𝐷) ↦→ 𝐹𝑒𝑖𝑠𝑡𝑒𝑙𝑆𝑤𝑎𝑝(𝑆)⊕ 𝑆 ⊕𝐷, 𝜌′2 : (𝑆,𝐷) ↦→ 𝑆 ⊕𝐷.
Пiсля кожного застосування 𝜌 та додавання раундових констант,
тобто перед кожним викликом перестановки Sparkle, окрiм iнiцiалiзацiї,
ми додаємо шар забiлювання рейту, який XORить значення 𝑊𝑐,𝑟(𝑆𝑅) до
рейту, де 𝑆𝑅 вiдповiдний внутрiшнiй стан, що вiдноситься до частини
ємностi. Для екземплярiв Schwaemm з 𝑟 = 𝑐 визначаємо 𝑊𝑐,𝑟 : 𝐹 𝑐2 ↦→ 𝐹 𝑟2
(тобто, ми просто XORимо частину ємностi до частини рейту). Для
Schwaemm256-128 визначаємо 𝑊128,256(𝑥, 𝑦) = (𝑥, 𝑦, 𝑥, 𝑦), де 𝑥, 𝑦 ∈ 𝐹 642 .
Зауважимо, що цей твiк все ще можна описати у фреймворцi Beetle, так
як забiлювання рейту можна вважати частиною визначення вiдповiдної
перестановки.
На малюнку 3.1 зображено режим для основного кандидата
Schwaemm192-192. Формальний опис специфiкацiї процедур шифрування
та дешифрування наведенi у Алгоритмах 3.1 та 3.2.
Схема атаки
Як вiдомо, атаки з фiксованими випадковими збоями
застосовуються до останнього раунду перетворення, таким чином, щоб
використовувати отриманi збитi та коректнi данi для побудови
статистичних розпiзнавачiв. У нашому випадку, ми можемо роздiлити тег
автентифiкацiї на частини розмiром з гiлку вiдповiдного ARX-блоку
Sparkle, тобто на частини (𝑥, 𝑦) по 64 бiти, де |𝑥| = 32 бiти та |𝑦| = 32
бiти. Розглянутi нижче функцiї розпiзнавання нацiленi на 3,4,5 гiлки
вiдповiдно, перебор ключiв вiдбувається для кожної гiлки окремо.
Хоча шифр Ascon має схожу структуру губки, атака random-And не
застосовна до даного шифру, оскiльки там в якостi шару замiщення
використовуються 5-бiтнi S-блоки, що впливають на конкретнi бiти ключа
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Algorithm 3.1 Процедура шифрування Schwaemm
Require: (𝐾,𝑁,𝐴,𝑀)𝑤ℎ𝑒𝑟𝑒𝐾 ∈ 𝐹 1922 𝑖𝑠𝑎𝑘𝑒𝑦,𝑁 ∈ 𝐹 1922 is a nonce and 𝐴,𝑀 ∈ 𝐹 *2
Ensure: (𝐶, 𝑇 ), 𝑤ℎ𝑒𝑟𝑒𝐶 ∈ 𝐹 *2 is a ciphertext and 𝑇 ∈ 𝐹 1922 is a authentication tag
1: if 𝐴 ̸= 𝜖 then
2: 𝐴0||𝐴1||...||𝐴𝑙𝐴−1 ← 𝐴 with ∀𝑖 ∈ {0, ..., 𝑙𝐴 − 2} : |𝐴𝑖| = 192, 1 ≤ |𝐴𝑙𝐴−1| ≤ 192
3: if |𝐴𝑙𝐴−1| < 192 then
4: |𝐴𝑙𝐴−1| ← 𝑝𝑎𝑑192(𝐴𝑙𝐴−1)
5: 𝐶𝑜𝑛𝑠𝑡𝐴 ← 0⊕ (1≪ 3)
6: else
7: 𝐶𝑜𝑛𝑠𝑡𝐴 ← 1⊕ (1≪ 3)
8: end if
9: end if
10: if 𝑀 ̸= 𝜖 then
11: 𝑀0||𝑀1||...||𝑀𝑙𝑀−1 ← 𝐴 with ∀𝑖 ∈ {0, ..., 𝑙𝑀 − 2} : |𝑀𝑖| = 192, 1 ≤ |𝑀𝑙𝑀−1| ≤ 192
12: 𝑡← |𝑀𝑙𝑀−1|
13: if |𝑀𝑙𝑀−1| < 192 then
14: |𝑀𝑙𝑀−1| ← 𝑝𝑎𝑑192(𝑀𝑙𝑀−1)
15: 𝐶𝑜𝑛𝑠𝑡𝑀 ← 2⊕ (1≪ 3)
16: else
17: 𝐶𝑜𝑛𝑠𝑡𝑀 ← 3⊕ (1≪ 3)
18: end if
19: end if
20: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411(𝑁 ||𝐾)𝑤𝑖𝑡ℎ|𝑆𝐿| = 192, |𝑆𝑅| = 192
21: if 𝐴 ̸= 𝜖 then
22: for all 𝑗 = 0, ..., 𝑙𝐴 − 2 do
23: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒3847((𝜌1(𝑆𝐿, 𝐴𝑗)⊕ 𝑆𝑅||𝑆𝑅))
24: end for
25: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411((𝜌1(𝑆𝐿, 𝐴𝑙𝐴−1)⊕ 𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝐴||(𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝐴))
26: end if
27: if 𝑀 ̸= 𝜖 then
28: for all 𝑗 = 0, ..., 𝑙𝑀 − 2 do
29: 𝐶𝑗 ← 𝜌2(𝑆𝐿,𝑀𝑗)
30: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒3847((𝜌1(𝑆𝐿,𝑀𝑗)⊕ 𝑆𝑅)||𝑆𝑅)
31: end for
32: 𝐶𝑙𝑀−1 ← 𝑡𝑟𝑢𝑛𝑐𝑡(𝜌2(𝑆𝐿,𝑀𝑙𝑀−1))
33: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411((𝜌1(𝑆𝐿,𝑀𝑙𝑀−1)⊕ 𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ||(𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ))
34: end if
35: return (𝐶0||𝐶1||...||𝐶𝑙𝑀−1, 𝑆𝑅 ⊕𝐾)
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Algorithm 3.2 Процедура розшифрування Schwaemm
Require: (𝐾,𝑁,𝐴,𝐶, 𝑇 )𝑤ℎ𝑒𝑟𝑒𝐾 ∈ 𝐹 1922 𝑖𝑠𝑎𝑘𝑒𝑦,𝑁 ∈ 𝐹 1922 is a nonce and 𝐴,𝐶 ∈ 𝐹 *2 , 𝑇 ∈ 𝐹 1922
Ensure: Decryption 𝑀 of 𝐶 if the tag 𝑇 is valid, ⊥ otherwise
1: if 𝐴 ̸= 𝜖 then
2: 𝐴0||𝐴1||...||𝐴𝑙𝐴−1 ← 𝐴 with ∀𝑖 ∈ {0, ..., 𝑙𝐴 − 2} : |𝐴𝑖| = 192, 1 ≤ |𝐴𝑙𝐴−1| ≤ 192
3: if |𝐴𝑙𝐴−1| < 192 then
4: |𝐴𝑙𝐴−1| ← 𝑝𝑎𝑑192(𝐴𝑙𝐴−1)
5: 𝐶𝑜𝑛𝑠𝑡𝐴 ← 0⊕ (1≪ 3)
6: else
7: 𝐶𝑜𝑛𝑠𝑡𝐴 ← 1⊕ (1≪ 3)
8: end if
9: end if
10: if 𝐶 ̸= 𝜖 then
11: 𝐶0||𝐶1||...||𝐶𝑙𝑀−1 ← 𝐶 with ∀𝑖 ∈ {0, ..., 𝑙𝑀 − 2} : |𝐶𝑖| = 192, 1 ≤ |𝐶𝑙𝑀−1| ≤ 192
12: 𝑡← |𝐶𝑙𝑀−1|
13: if |𝐶𝑙𝑀−1| < 192 then
14: |𝐶𝑙𝑀−1| ← 𝑝𝑎𝑑192(𝐶𝑙𝑀−1)
15: 𝐶𝑜𝑛𝑠𝑡𝑀 ← 2⊕ (1≪ 3)
16: else
17: 𝐶𝑜𝑛𝑠𝑡𝑀 ← 3⊕ (1≪ 3)
18: end if
19: end if
20: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411(𝑁 ||𝐾)𝑤𝑖𝑡ℎ|𝑆𝐿| = 192, |𝑆𝑅| = 192
21: if 𝐴 ̸= 𝜖 then
22: for all 𝑗 = 0, ..., 𝑙𝐴 − 2 do
23: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒3847((𝜌1(𝑆𝐿, 𝐴𝑗)⊕ 𝑆𝑅||𝑆𝑅))
24: end for
25: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411((𝜌1(𝑆𝐿, 𝐴𝑙𝐴−1)⊕ 𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝐴||(𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝐴))
26: end if
27: if 𝐶 ̸= 𝜖 then
28: for all 𝑗 = 0, ..., 𝑙𝑀 − 2 do
29: 𝑀𝑗 ← 𝜌′2(𝑆𝐿, 𝐶𝑗)
30: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒3847((𝜌′1(𝑆𝐿, 𝐶𝑗)⊕ 𝑆𝑅)||𝑆𝑅)
31: end for
32: 𝑀𝑙𝑀−1 ← 𝑡𝑟𝑢𝑛𝑐𝑡(𝜌′2(𝑆𝐿, 𝐶𝑙𝑀−1))
33: if t < 192 then
34: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411((𝜌1(𝑆𝐿, 𝑝𝑎𝑑192(𝑀𝑙𝑀−1)⊕ 𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ||(𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ))
35: else
36: 𝑆𝐿||𝑆𝑅 ← 𝑆𝑝𝑎𝑟𝑘𝑙𝑒38411((𝜌′1(𝑆𝐿, 𝐶𝑙𝑀−1)⊕ 𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ||(𝑆𝑅 ⊕ 𝐶𝑜𝑛𝑠𝑡𝑀 ))
37: end if
38: end if






Рисунок 3.1 – Автентифiкований алгоритм шифрування
Schwaemm192-192 з 𝑟 = 192, 𝑐 = 192
пiд час операцiї XOR, проте у випадку шифру Schwaemm, один раунд
замiщення для двох слiв використовує 64 бiти ключа, що не дає
можливостi розбивати ключ на меншi частини для зменшення кiлькостi
перебору. На малюнку 3.2 зображенi ARX-блоки, якi беруть участь в
операцiї XOR з ключем.
Сутнiсть атаки полягає у внесеннi помилки в оброблюваний блок
даних безпосередньо перед останнiм раундом функцiї Sparkle та
порiвняннi одержаного «збитого» значення тегу 𝑇 iз оригiнальним за
допомогою функцiй розпiзнавання [2, 5]. Оскiльки ключ у 192 бiти
занадто великий для прямого перебору, ми роздiлимо його на 𝑤 частин
(𝑤 дiлить 192) довжини 192/𝑤. Нехай у нашому випадку 𝑤 = 6, тодi
маємо функцiї розпiзнавання для помилки у збитих блоках, де
𝐾𝑖 ∈ {𝐾0..𝐾4}, 𝑇𝑖 ∈ {𝑇0..𝑇4}:
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Рисунок 3.2 – Схема раунду процедури SPARKLE, де 𝑧𝑖 – це 64-бiтнi
гiлки, якi подаються на вхiд вiдповiдним ARX-блокам, червоним
позначенi блоки, в яких атакуємо промiжне значення перед останнiм
раундом
𝑔(𝐾𝑖, 𝐾𝑖+1) = [(𝑇𝑖 ⊕𝐾𝑖 ⊕ 𝑐)− ((((𝑇𝑖 ⊕𝐾𝑖 ⊕ 𝑐) >>> 16)⊕
⊕( ˜𝑇𝑖+1 ⊕𝐾𝑖+1)) >>> 24)]⊕
⊕[(𝑇𝑖 ⊕𝐾𝑖 ⊕ 𝑐)− ((((𝑇𝑖 ⊕𝐾𝑖 ⊕ 𝑐) >>> 16)
⊕(𝑇𝑖+1 ⊕𝐾𝑖+1)) >>> 24)],
де 𝑇𝑖 – «збитий» тег, 𝑇𝑖 – оригiнальний тег.
Вигляд цiєї функцiї обумовлений структурою останнього раунду
процедури Sparkle У роботi розглядається випадкова модель збоїв, де
кожен збiй розмiром 32 бiти, тобто змiнюємо значення одного з 6-ти
32-бiтних промiжних слiв, якi беруть участь в операцiї ⊕ з ключем, на
випадкове.
Враховуючи внутрiшню структуру шифру Sparkle (Алгоритм 3.3),
маємо вносити збiй в слова 𝑍𝑖,0, 𝑍𝑖,1, 𝑍𝑖,2 останнього раунду, оскiльки 𝑍𝑖,3,
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𝑍𝑖,4, 𝑍𝑖,5 не впливають на ту частину, яка бере участь в операцiї ⊕ з
ключем. Ми припускаємо, що вмiємо запускати процедуру шифрування з
фiксованим ключем 𝐾 та фiксованим значенням nonce 𝑁 , що загалом
припустимо для подiбних атак.
Algorithm 3.3 ARX-блок 𝐴𝑐
Require: (𝑥, 𝑦) ∈ 𝐹 322 × 𝐹 322
𝑥← 𝑥+ (𝑦 >>> 31)
𝑦 ← 𝑦 ⊕ (𝑥 >>> 24)
𝑥← 𝑥⊕ 𝑐
𝑥← 𝑥+ (𝑦 >>> 17)
𝑦 ← 𝑦 ⊕ (𝑥 >>> 17)
𝑥← 𝑥⊕ 𝑐
𝑥← 𝑥+ (𝑦 >>> 0)
𝑦 ← 𝑦 ⊕ (𝑥 >>> 31)
𝑥← 𝑥⊕ 𝑐
𝑥← 𝑥+ (𝑦 >>> 24)
𝑦 ← 𝑦 ⊕ (𝑥 >>> 16)
𝑥← 𝑥⊕ 𝑐
return (𝑥, 𝑦) ∈ 𝐹 322 × 𝐹 322
Алгоритм виглядає таким чином:
1) згенерувати 𝑅 тегiв перевiрки та виконати 𝑅 збоїв в останньому
раундi фiнального перемiшування функцiї Sparkle (випадковий збiй у
фiксованому блоцi пiд час кожного шифрування);
2) для кожної частини-кандидата ключа 𝐾𝑖 порахувати розподiл
значень функцiй розпiзнавання 𝑔(𝑗), де 𝑗 – номер тексту;
3) перевiрити гiпотезу «𝑔(𝑗) має розподiл, що максимально
вiдрiзняється вiд рiвноймовiрного».











де #(𝑔(𝑗)(𝐾𝑖) = 𝑥) означає кiлькiсть значень по всiх тегах автентифiкацiї
при фiксованих 𝐾𝑖. Розподiл значень припускаючих функцiй 𝑔(𝑗)
залежить вiд розподiлу внесених у 𝑅 тегiв помилок i очiкується близьким




Для практичної перевiрки гiпотези було побудовано модель шифру
Schwaemm на мовi програмування Java, використовуючи функцiю
SecureRandom для генерування випадкових значень помилки. Далi для
кожної з 264 частини ключа обчислюємо значення 𝑑(𝐾𝑖) для 1000 або
бiльше шифротекстiв (звичайних та збитих).
Вiдповiднi максимальнiй евклiдовiй вiдстанi значення i є нашими
кандидатами в ключi. Проте у цьому випадку перебiр все ж не є
практичним для пересiчного користувача, ми зменшили перебiр ключа до
264, проте це все ж недостатньо для практичного проведення атаки через
внутрiшню структуру шифру Sparkle, у якому для проведення зворотньої
операцiї все ж необхiдно знати 64 бiти ключа (𝐾𝑖, 𝐾𝑖+1) (по 32 бiти на
кожне слово). Для ключа довжини 192 бiти маємо повторити цю атаку 3
рази вiдповiдно, щоб вiдновити повний ключ шифрування.
Контрзаходи




3) контрзаходи на основi сенсорiв.
Методи виявлення збоїв використовують в роботi шифру надмiрностi для
виявлення помилок та вживають вiдповiдних заходiв для придушення
несправних значень. Приклади такої надлишкової арифметики для
виявлення помилок в роботi шифрiв включають [18] для 8-бiтових
S-блокiв, [19] для легких шифрiв, та [20] використання надлишковостi
програмного забезпечення, що називається внутрiшнiми контрзаходами
надлишковостi (IRC), використовуючи iнструкцiї SIMD для блокового
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шифру PRIDE та потокового шифру TRIVIUM.
Другий клас контрзаходiв, тобто рандомiзацiя помилки, реалiзує
додатковi операцiї в шифрi таким чином, що помилка, викликана
введенням збоїв рандомiзується та корисна iнформацiя про залежний вiд
даних розподiл не просочується до нападника. Приклад включає
контрзахiд на AES, запропонований в [21] та оцiнений в [22]. У цiй технiцi
стан шифру порiвнюється iз надлишковим станом i, у випадку рiзницi, що
виникає внаслiдок помилок, стан замiнюється пiдставним станом. Отже,
замiсть збитого стану, випадковий стан пiддається впливу зловмисника.
Щоб запобiгти тому, що зловмисник може вчинити такий самий збiй у
шифрi, i надлишковому станi [20] пропонують трансформувати простiр
перетворення збоїв, при якому шифрувальнi та надлишковi операцiї
виконуються пiд рiзними кодуваннями. В результатi простiр збоїв у
операцiї шифрування вiдображається на iнший простiр збоїв у
надлишкових операцiях. Вiдображення обирається таким чином, щоб
розподiл збитих значень у шифрi та надлишкових станах був рiзним. Усi
вищезазначенi контрзаходи зосередженi на тому випадку, коли помилки
виникають при роботi шифру пiд час впровадження збою i намагаються
запобiгти передачi будь-якої iнформацiї про розподiл помилки нападнику.
У технiцi аналiзу збоїв на основi введення неефективних збоїв, тiльки
коректнi виходи необхiднi для вилучення секретних ключiв. Звiдси такi
контрзаходи, як обговорено вище, не захищають реалiзацiю вiд
неефективних збоїв. Нормальнi контрзаходи для атак збоїв, що
використовують неефективнi збої, включають також виявлення введених
збоїв, незалежно вiд їх впливу на оброблюванi данi, або видаляють
залежнiсть даних вiд розподiлу помилки.
Третiй клас контрзаходiв проти атак збоїв - це методи, заснованi на
сенсорах, якi "вiдчувають"механiзм введення збою незалежно вiд того, чи
викликає вiн помилку в роботi шифру. Вставляються вiдповiднi датчики
в реалiзацiю шифру для виявлення механiзмiв введення збоїв, наприклад,
температурнi удари, свiтло або електромагнiтне випромiнювання, i
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аномальнi зсуви живлення/тактiв виконання [20] - [25]. Обмеження цих
типiв контрзаходiв – це рiзноманiтнiсть механiзмiв введення помилок.
Унiверсальний датчик, який може виявити всi можливi механiзми, не
iснує.
В альтернативному класi контрзаходiв проти аналiзу розподiлу,
промiжнi змiннi роблять випадковими так, що розподiл збоїв бiльше не
залежить вiд значення секрету. Маскування – поширений контрзахiд, що
застосовується проти диференцiального аналiзу споживання (DPA),
оскiльки кореляцiя мiж витратою енергiї та даними зменшується
використовуючи рандомiзованi промiжнi значення [22], [23]. Контрзаходи
проти комбiнованого аналiзу споживання/збоїв включають коди
управлiння помилками (ECC); в масковану реалiзацiю для зменшення
витрат на захист шифру вiд рiзних типiв атак [24], [25]. Однак щодо
захисту вiд атак збоїв, такi методи можна класифiкувати за
контрзаходами виявлення збоїв, проти яких не ефективний аналiз
неефективних збоїв. Дослiдження [26] показують, що контрзаходи
виявлення збоїв на основi паритету/залишку перевiряють схему
полегшення атак на споживання з посиленою вигодою нападника у
кiлькостi контрольних бiтiв.
Основна властивiсть маскування, що захищає реалiзацiю проти
аналiзу споживання рандомiзує промiжнi змiннi, так, що немає кореляцiї
мiж споживанням енергiї та таємним значенням. Аналогiчно до захисту
вiд упереджених атак збоїв, маскування може декорелювати вiрогiднiсть
помилки через введення збою та секретне значення. Однак якщо
зловмисник здатний викликати збої в усiх блоках, сума всiх блокiв все ще
є розподiленою та атака залишається успiшню [5]. Отже, хоча маскування
може зробити цю атаку складнiшою, вимагаючи вiд зловмисника вчинити
збої у кiлькох мiсцях одночасно, все ще можливо атакувати масковану
iмплементацiю з введенням розподiлених певним чином збоїв. Однак iдею
генерування випадкових незалежних блокiв у звичайних методах
маскування можна адаптувати для розробки контрзаходу, що призводить
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до рiвномiрного розподiлу промiжних змiнних навiть при введеннi
розподiлених певним чином збоїв. Потрiбно бiльше дослiджень для
аналiзу ефективностi таких методик маскування проти аналiзу
неефективних збоїв.
Висновки до роздiлу 3
У даному роздiлi було проведено дослiдження стiйкостi кандидату з
сiмейства AEAD шифрування Schwaemm192-192 до атак збоїв. Вдалось
сформулювати модель побудови даного типу атак у запропонованих
обмеженнях. Цi обмеження є достатнiми для зменшення перебору
ключового простору до 264, використовуючи три пристрої одночасно. Ми
роздiляємо ключ на 3 частини довжини 64 бiти, як i довжина гiлки
Sparkle блоку, та використовуючи зворотнi перетворення за допомогою
функцiй розпiзнавання вiдновлюємо значення збою внутрiшнього стану
Sparkle, що дозволяє аналiзувати його розподiл. Додатковi збої або
використання iнших побiчних каналiв необхiдно для практичної атаки.
Для того, щоб покращити алгоритм знаходження ключiв,
криптоаналiтику потрiбно вносити не випадковi, а конкретнi помилки, що
дозволить контролювати розподiл значень 𝑔(𝑗) i користуватися
максимальною евклiдовою вiдстанню ефективнiше. Запропонована
модель атаки на Ascon може бути застосовна у якостi подвiйних збоїв,
проте не вдається зменшити ключ бiльше нiж на 64 бiти, оскiльки цi
частини повнiстю беруть участь у ARX-конструкцiї, на вiдмiну вiд Ascon,
де використовуються 5-бiтнi S-блоки.
Для захисту вiд атак збоїв, де помилка належить до певного
розподiлу на практицi використовуються методи знаходження помилок




Атаки збоїв можна застосувати до будь-якого шифру, побудованого
на схемi Фейстеля, зокрема до ARX-блоку Sparkle в автентифiкованому
шифрi Schwaemm, що й було основною темою мого дослiдження. Як
можна побачити, анi атаки Бiхама-Шамiра, анi атаки Рiвайна не
використовували внутрiшню структуру раундового перетворення DES.
Однак атака на останнiй раунд процедури Sparkle, описана в останньому
роздiлi, використовувала обернену раундову функцiю. Було виявлено, що
шифр пiддається атакам замiни операцiй пiд час фiнального додавання iз
ключем та класичним атакам збоїв конкретних чи випадкових слiв пiд
час раундового перетворення. Також були запропонованi розпiзнаючi
функцiї для збору статистичних даних на основi евклiдової вiдстанi. Втiм,
данi атаки вiдновлюють не власне ключ шифрування, а лише одну з його
частин, вiдповiдно до структури ARX-блоку, у шифрi Schwaemm це два
слова по 32 бiти. Для визначення iнших частин ключа та вiдновлення
вихiдного ключа шифрування потрiбно проводити атаку ще таку
кiлькiсть разiв, на скiльки частин був роздiлений ключ, в нашому
випадку 3 рази вiдповiдно. Стратегiя, описана в роботi, дозволяє
проводити атаку на 3 пристроях одночасно, з рiзними частинами ключа.
Хоча повний перебiр розмiру 264 все ж менше, нiж перебiр всього ключа
розмiру 2192, проте є занадто великим для практичного проведення атаки
на пересiчнiй машинi. Даний пiдхiд вимагає додаткових технiк для
реалiзацiї плану.
Наявнiсть блокової структури у раундовiй функцiї дуже спрощує
аналiз, оскiльки для блокової структури збої можна вносити в окремi
блоки, що локалiзує помилку i дозволяє аналiзувати розподiл на меншiй
кiлькостi даних, що зменшує розмiр перебору ключа. В той же час
вiдсутнiсть блокової структури не є перешкодою для наведених атак:
схеми статистичного розпiзнавання не змiнюються. Однак обчислювальна
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складнiсть в цьому випадку суттєво зростає за рахунок великої кiлькостi
значень раундового ключа. Тому для шифрiв, раундовi функцiї яких не
мають блокової структури, перед проведенням даних атак треба
додатково оцiнити загальну складнiсть визначення ключа шифрування
(чи деякої його частини) у порiвняннi iз простим перебором. Враховуючи
викладенi думки та огляди атак на схожi шифри, зокрема Ascon, є досить
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Тексти iнструментальної програми для проведення
експериментальних дослiджень, що необхiдно виносити у додатки.
А.1 Sparkle
import java . n io . ByteBuffer ;
import java . n io . I n tBu f f e r ;
import java . u t i l . ArrayList ;
import java . u t i l .Random ;
pub l i c c l a s s GlobalMembers
{
p r i va t e s t a t i c i n t ROT( in t x , i n t n) {
re turn In t eg e r . ro ta teRight (x , n ) ;
}
p r i va t e s t a t i c i n t ELL( i n t x )
{
re turn ROT( ( x ^ (x << 16) ) , 1 6 ) ;
}
pub l i c s t a t i c f i n a l i n t [ ] RCON = { 0xB7E15162 , 0xBF715880 , 0x38B4DA56 , 0x324E7738 , 0xBB1185EB , 0x4F7C7B57 , 0xCFBFA1C8, 0xC2B3293D} ;
p r i va t e s t a t i c f i n a l i n t MAX_BRANCHES = RCON. length ;
p r i va t e s t a t i c ArrayList<Integer> generateMass iveOfPla inTexts ( i n t numberOfInts ){
ArrayList<Integer> re su l tAr ray = new ArrayList <>();
f o r ( i n t i = 0 ; i < numberOfInts ; i++) {
re su l tAr ray . add (new Random ( ) . next Int ( ) ) ;
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}
re turn re su l tAr ray ;
}
pub l i c s t a t i c state_t l i n ea r_ lay e r ( state_t s ta te , i n t nb)
{
i n t i ;
i n t b = nb / 2 ;
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
i n t tmp ;
// F e i s t e l f unc t i on ( adding to y part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= x [ i ] ;
}
tmp = ELL(tmp ) ;
f o r ( i = 0 ; i < b ; i++)
{
y [ i + b ] ^= (tmp ^ y [ i ] ) ;
}
// F e i s t e l f unc t i on ( adding to x part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= y [ i ] ;
}
tmp = ELL(tmp ) ;
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f o r ( i = 0 ; i < b ; i++)
{
x [ i + b ] ^= (tmp ^ x [ i ] ) ;
}
// Branch swap o f the x part
tmp = x [ 0 ] ;
f o r ( i = 0 ; i < b − 1 ; i++)
{
x [ i ] = x [ i + b + 1 ] ;
x [ i + b + 1 ] = x [ i + 1 ] ;
}
x [ b − 1 ] = x [ b ] ;
x [ b ] = tmp ;
// Branch swap o f the y part
tmp = y [ 0 ] ;
f o r ( i = 0 ; i < b − 1 ; i++)
{
y [ i ] = y [ i + b + 1 ] ;
y [ i + b + 1 ] = y [ i + 1 ] ;
}
y [ b − 1 ] = y [ b ] ;
y [ b ] = tmp ;
s t a t e . x = x ;
s t a t e . y = y ;
re turn s t a t e ;
}
pub l i c s t a t i c state_t l inear_layer_with_error ( state_t s tate , i n t nb)
{
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i n t i ;
i n t b = nb / 2 ;
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
i n t tmp ;
// F e i s t e l f unc t i on ( adding to y part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= x [ i ] ;
}
tmp = ELL(tmp ) ;
f o r ( i = 0 ; i < b ; i++)
{
y [ i + b ] ^= (tmp ^ y [ i ] ) ;
}
// F e i s t e l f unc t i on ( adding to x part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= y [ i ] ;
}
tmp = ELL(tmp ) ;
f o r ( i = 0 ; i < b ; i++)
{
x [ i + b ] ^= (tmp ^ x [ i ] ) ;
}
// Branch swap o f the x part
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tmp = x [ 0 ] ;
f o r ( i = 0 ; i < b − 1 ; i++)
{
x [ i ] = x [ i + b + 1 ] ;
x [ i + b + 1 ] = x [ i + 1 ] ;
}
x [ b − 1 ] = x [ b ] ;
x [ b ] = tmp ;
// Branch swap o f the y part
tmp = y [ 0 ] ;
f o r ( i = 0 ; i < b − 1 ; i++)
{
y [ i ] = y [ i + b + 1 ] ;
y [ i + b + 1 ] = y [ i + 1 ] ;
}
y [ b − 1 ] = y [ b ] ;
y [ b ] = tmp ;
s t a t e . x = x ;
s t a t e . y = y ;
re turn s t a t e ;
}
p r i va t e s t a t i c state_t spa rk l e_re f ( state_t s tate , i n t nb , i n t ns )
{
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
// The number o f branches (nb) must be even and not b igge r than MAX_BRANCHES.
a s s e r t ( ( nb & 1) == 0) && (nb >= 4) && (nb <= MAX_BRANCHES) ;
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f o r ( i n t i = 0 ; i < ns ; i++)
{
// Add step counter
y [ 0 ] ^= RCON[ i % MAX_BRANCHES] ;
y [ 1 ] ^= i ;
// ARXBox l ay e r
f o r ( i n t j = 0 ; j < nb ; j++)
{
x [ j ] += ROT(y [ j ] , 3 1 ) ;
y [ j ] ^= ROT(x [ j ] , 2 4 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 1 7 ) ;
y [ j ] ^= ROT(x [ j ] , 1 7 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += y [ j ] ;
y [ j ] ^= ROT(x [ j ] , 3 1 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 2 4 ) ;
y [ j ] ^= ROT(x [ j ] , 1 6 ) ;
x [ j ] ^= RCON[ j ] ;
}
// Linear l a y e r
s t a t e = l i n ea r_ l aye r ( s ta te , nb ) ;
}
re turn s t a t e ;
}
pub l i c s t a t i c state_t l inear_layer_inv ( state_t s tate , i n t nb)
{
i n t i ;
65
i n t b = nb / 2 ;
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
i n t tmp ;
// Branch swap o f the x part
tmp = x [ b − 1 ] ;
f o r ( i = b − 1 ; i > 0 ; i−−)
{
x [ i ] = x [ i + b ] ;
x [ i + b ] = x [ i − 1 ] ;
}
x [ 0 ] = x [ b ] ;
x [ b ] = tmp ;
// Branch swap o f the y part
tmp = y [ b − 1 ] ;
f o r ( i = b − 1 ; i > 0 ; i−−)
{
y [ i ] = y [ i + b ] ;
y [ i + b ] = y [ i − 1 ] ;
}
y [ 0 ] = y [ b ] ;
y [ b ] = tmp ;
// F e i s t e l f unc t i on ( adding to x part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= y [ i ] ;
}
66
tmp = ELL(tmp ) ;
f o r ( i = 0 ; i < b ; i++)
{
x [ i + b ] ^= (tmp ^ x [ i ] ) ;
}
// F e i s t e l f unc t i on ( adding to y part )
tmp = 0 ;
f o r ( i = 0 ; i < b ; i++)
{
tmp ^= x [ i ] ;
}
tmp = ELL(tmp ) ;
f o r ( i = 0 ; i < b ; i++)
{
y [ i + b ] ^= (tmp ^ y [ i ] ) ;
}
s t a t e . x = x ;
s t a t e . y = y ;
re turn s t a t e ;
}
pub l i c s t a t i c state_t spark le_inv_ref ( state_t s tate , i n t nb , i n t ns )
{
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
i n t i ; // Step and branch counter
i n t j ;
// The number o f branches (nb) must be even and not b igge r than MAX_BRANCHES.
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a s s e r t ( ( nb & 1) == 0) && (nb >= 4) && (nb <= MAX_BRANCHES) ;
f o r ( i = ns − 1 ; i >= 0 ; i−−)
{
// Linear l a y e r
s t a t e = l inear_layer_inv ( s tate , nb ) ;
// ARXbox l ay e r
f o r ( j = 0 ; j < nb ; j++)
{
x [ j ] ^= RCON[ j ] ;
y [ j ] ^= ROT(x [ j ] , 1 6 ) ;
x [ j ] −= ROT(y [ j ] , 2 4 ) ;
x [ j ] ^= RCON[ j ] ;
y [ j ] ^= ROT(x [ j ] , 3 1 ) ;
x [ j ] −= y [ j ] ;
x [ j ] ^= RCON[ j ] ;
y [ j ] ^= ROT(x [ j ] , 1 7 ) ;
x [ j ] −= ROT(y [ j ] , 1 7 ) ;
x [ j ] ^= RCON[ j ] ;
y [ j ] ^= ROT(x [ j ] , 2 4 ) ;
x [ j ] −= ROT(y [ j ] , 3 1 ) ;
}
// Add step counter
s t a t e . y [ 1 ] ^= i ;
s t a t e . y [ 0 ] ^= RCON[ i % MAX_BRANCHES] ;
}
s t a t e . x = x ;
s t a t e . y = y ;
re turn s t a t e ;
}
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pub l i c s t a t i c void pr int_state_re f ( state_t s tate , i n t nb)
{
ByteBuffer byteBuf f e r = ByteBuffer . a l l o c a t e ( s t a t e . x . l ength ∗ 4 ) ;
I n tBu f f e r i n tBu f f e r = byteBuf f e r . a s In tBu f f e r ( ) ;
i n tBu f f e r . put ( s t a t e . x ) ;
byte [ ] xbytes = byteBuf f e r . array ( ) ;
ByteBuf fer byteBuf f e r1 = ByteBuffer . a l l o c a t e ( s t a t e . y . l ength ∗ 4 ) ;
I n tBu f f e r i n tBu f f e r 1 = byteBuf f e r1 . a s In tBu f f e r ( ) ;
i n tBu f f e r 1 . put ( s t a t e . y ) ;
byte [ ] ybytes = byteBuf f e r1 . array ( ) ;
f o r ( i n t i = 0 ; i < nb ; i++) {
i n t j = 4 ∗ i ;
System . out . p r i n t f ("(%02x%02x%02x%02x %02x%02x%02x%02x )" ,
xbytes [ j ] , xbytes [ j + 1 ] , xbytes [ j + 2 ] , xbytes [ j + 3 ] ,
ybytes [ j ] , ybytes [ j + 1 ] , ybytes [ j + 2 ] , ybytes [ j + 3 ] ) ;
i f ( i < nb − 1) {
System . out . p r i n t (" " ) ;
}
}
System . out . p r i n t ("\n " ) ;
}
pub l i c s t a t i c void main ( S t r ing [ ] a rgs )
{
state_t d e f au l t S t a t e = new state_t (new in t [ ] {0xB7E15163 , 0xBF715883 , 0x38B4DA53 , 0x324E7733 , 0xBB1185E3 , 0x4F7C7B53} ,
new in t [ ] {0xB7E15162 , 0xBF715880 , 0x38B4DA56 , 0x324E7738 , 0xBB1185EB , 0x4F7C7B57 } ) ;
ArrayList<Integer> massiveOfTexts = generateMass iveOfPla inTexts ( 1 000 ) ;
System . out . p r i n t l n ( massiveOfTexts ) ;
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i n t nb = 6 ;
i n t ns = 7 ;
// 6 32−b i t words f o r SPARKLE384 with 6 number o f branches and random number o f s t ep s (7 )
state_t s t a t e = new state_t (new in t [ ] {0xB7E15163 , 0xBF715883 , 0x38B4DA53 , 0x324E7733 , 0xBB1185E3 , 0x4F7C7B53} ,
new in t [ ] {0xB7E15162 , 0xBF715880 , 0x38B4DA56 , 0x324E7738 , 0xBB1185EB , 0x4F7C7B57 } ) ;
i n t [ ] message = new in t [ ] { 0 xB7E15163 , 0xBF715883 , 0x38B4DA53 , 0x324E7733 , 0xBB1185E3 , 0x4F7C7B53 } ;
System . out . p r i n t (" input : \ n " ) ;
pr int_state_re f ( s ta te , nb ) ;
System . out . p r i n t (" spa rk l e : \ n " ) ;
pr int_state_re f ( spa rk l e_re f ( s ta te , nb , ns ) , nb ) ;
//System . out . p r i n t (" spa rk l e with e r r o r s : \ n " ) ;
// pr int_state_re f ( spark le_re f_withErrors ( de f au l tS ta t e , nb , ns ) , nb ) ;
System . out . p r i n t (" spa rk l e inv : \ n " ) ;
pr int_state_re f ( spark le_inv_ref ( s ta te , nb , ns ) , nb ) ;
// System . out . p r i n t (" spa rk l e inv with e r r o r s : \ n " ) ;
// pr int_state_re f ( spark le_inv_ref ( de f au l tS ta t e , nb , ns ) , nb ) ;
System . out . p r i n t ("\n " ) ;
}
p r i va t e s t a t i c state_t spark le_re f_withErrors ( state_t s tate , i n t nb , i n t ns ) {
i n t [ ] x = s t a t e . x ;
i n t [ ] y = s t a t e . y ;
i n t e r r o r = new Random ( ) . next Int ( ) ;
// The number o f branches (nb) must be even and not b igge r than MAX_BRANCHES.
a s s e r t ( ( nb & 1) == 0) && (nb >= 4) && (nb <= MAX_BRANCHES) ;
f o r ( i n t i = 0 ; i < ns−1; i++)
70
{
// Add step counter
y [ 0 ] ^= RCON[ i % MAX_BRANCHES] ;
y [ 1 ] ^= i ;
// ARXBox l ay e r
f o r ( i n t j = 0 ; j < nb ; j++)
{
x [ j ] += ROT(y [ j ] , 3 1 ) ;
y [ j ] ^= ROT(x [ j ] , 2 4 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 1 7 ) ;
y [ j ] ^= ROT(x [ j ] , 1 7 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += y [ j ] ;
y [ j ] ^= ROT(x [ j ] , 3 1 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 2 4 ) ;
y [ j ] ^= ROT(x [ j ] , 1 6 ) ;
x [ j ] ^= RCON[ j ] ;
}
// Linear l a y e r
s t a t e = l i n ea r_ l aye r ( s ta te , nb ) ;
}
// l a s t s tep
y [ 0 ] ^= RCON[ ( ns−1) % MAX_BRANCHES] ;
y [ 1 ] ^= ( ns−1);
// ARXBox l ay e r
f o r ( i n t j = 0 ; j < nb−1; j++)
{
x [ j ] += ROT(y [ j ] , 3 1 ) ;
y [ j ] ^= ROT(x [ j ] , 2 4 ) ;
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x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 1 7 ) ;
y [ j ] ^= ROT(x [ j ] , 1 7 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += y [ j ] ;
y [ j ] ^= ROT(x [ j ] , 3 1 ) ;
x [ j ] ^= RCON[ j ] ;
x [ j ] += ROT(y [ j ] , 2 4 ) ;
y [ j ] ^= ROT(x [ j ] , 1 6 ) ;
x [ j ] ^= RCON[ j ] ;
}
// l a s t branch
x [ nb−1] += ROT(y [ nb−1] , 3 1 ) ;
y [ nb−1] ^= ROT(x [ nb−1] , 2 4 ) ;
x [ nb−1] ^= RCON[ nb−1] ;
x [ nb−1] += ROT(y [ nb−1] , 1 7 ) ;
y [ nb−1] ^= ROT(x [ nb−1] , 1 7 ) ;
x [ nb−1] ^= RCON[ nb−1] ;
x [ nb−1] += y [ nb−1] ;
y [ nb−1] ^= ROT(x [ nb−1] , 3 1 ) ;
x [ nb−1] ^= RCON[ nb−1] ;
x [ nb−1] += ROT(y [ nb−1] , 2 4 ) ;
y [ nb−1] ^= ROT(x [ nb−1] , 1 6 ) ;
x [ nb−1] ^= RCON[ nb−1] ;
// Linear l a y e r
s t a t e = l i n ea r_ l aye r ( s ta te , nb ) ;
r e turn s t a t e ;
}
}
