The entropy solutions of the compressible Euler equations satisfy a minimum principle for the specific entropy [10] . First order schemes such as Godunov-type and Lax-Friedrichs schemes and the second order kinetic schemes [6] also satisfy a discrete minimum entropy principle. In this paper, we show an extension of the positivity-preserving high order schemes for the compressible Euler equations in [13, 14] , to enforce the minimum entropy principle for high order finite volume and discontinuous Galerkin (DG) schemes.
Introduction
The one dimensional version of the compressible Euler equations for the perfect gas in gas dynamics is given by w t + f(w) x = 0, t ≥ 0, x ∈ Ê, where ρ is the density, u is the velocity, m is the momentum, E is the total energy and p is the pressure. We consider the initial value problem for system (1.1) with the initial data
It is well known that entropy inequalities should be considered for general hyperbolic conservation laws. The generalized entropy function for (1.1) is a smooth convex function U(w) with an entropy flux F (w) such that the following relation holds:
Entropy solutions of (1.1) are weak solutions which in addition satisfy U(w) t + F (w) x ≤ 0 in the sense of distributions for all the entropy pairs (U, F ).
In [10] , a minimum principle of the specific entropy S(x, t) = ln p ρ γ was proved for the entropy solutions:
S(x, t + h) ≥ min{S(y, t) : |y − x| ≤ ||u|| ∞ h}.
The first order schemes including Godunov and Lax-Friedrichs schemes preserve a similar discrete property [10] . In [6] , a first order kinetic scheme for multi-dimensional cases on a general mesh and a second order kinetic scheme satisfying the same property were discussed.
However, it seems difficult to construct higher order minimum-entropy-principle-satisfying schemes.
In this paper, we will discuss the minimum entropy principle of an arbitrarily high order scheme on a rectangular or unstructured triangular mesh. To have the specific entropy well-defined, the very first step is to guarantee the positivity of density and pressure of the numerical solution, which can be done for a high order finite volume or a discontinuous Galerkin (DG) scheme following [7, 13, 14, 15] . The main idea of positivity-preserving techniques for high order schemes in [13] is to find a sufficient condition to preserve the positivity of the cell averages by repeated convex combinations, namely, 1. Use strong stability preserving (SSP) high order time discretizations which are convex combinations of Euler forward. For more details, see [9, 8, 4, 3] . Then it suffices to find a way to preserve the positivity for the Euler forward time discretization since the set of states with positive density and positive pressure is convex.
2. Use first order schemes which can keep the positivity of density and pressure as building blocks. High order spatial discretization with Euler forward is equivalent to a convex combination of formal first order schemes, thus will keep the positivity provided a certain sufficient condition is satisfied.
3. A simple conservative limiter can enforce the sufficient condition without destroying accuracy for smooth solutions.
In fact, the methodology above can be used to enforce any property for high order schemes as long as the states satisfying this property form a convex set. In particular, we will show in Section 2 that the specific entropy function is quasi-concave, thus the following set is convex,
Therefore, we can easily derive a sufficient condition for a high order scheme to keep numerical solutions lie in G, i.e., the minimum of the specific entropy at any later time will be bounded from below by the initial minimum. Then a straightforward extension of the limiter in [13] 3 can enforce this condition without destroying conservation. This limiter will not destroy accuracy for generic smooth solutions, to be explained in Section 2.
The conclusion of this paper is, by adding a simple limiter which will be specified later to a high order accurate finite volume scheme, i.e., the essentially non-oscillatory (ENO) and the weighted ENO (WENO) finite volume schemes, or a discontinuous Galerkin scheme solving one or multi-dimensional Euler equations, with the time evolution by a SSP RungeKutta or multi-step method, the final scheme satisfies the minimum entropy principle and remains high order accurate for generic smooth solutions.
The paper is organized as follows. We first describe the one-dimensional case in Section 2.
Then we discuss the two-dimensional cases in Section 3. In Section 4, we show the numerical tests for high order DG schemes. Concluding remarks are given in Section 5.
2 The one-dimensional case 2.1 Preliminaries Lemma 2.1. S(w) = ln p ρ γ is a quasi-concave function, namely, the following inequality holds,
where w 1 = w 2 λ 1 , λ 2 > 0 and λ 1 + λ 2 = 1.
Proof. Let U(w) = −ρh(S(w)), then U ww is positive definite if and only if ρ(h ′ (S) − γh ′′ (S)) > 0 and h ′ (S) > 0, see [5] . In particular, we can take h(S) = S. Letw =
Thus we have S(w) > S * = min{S(w 1 ), S(w 2 )}.
Lemma 2.2. For a vector valued function
] satisfying ρ(x) > 0 for all x ∈ I j , we have
where ∆x = x j+ 1 2
Proof. Define U(w) = −ρS then U is a convex function. Letρ =
Therefore, G defined in (1.2) is a convex set by the concavity of pressure and Lemma 2.1. The entropy solutions are in the set G, see [10] .
Consider a first order scheme for (1.1)
where f(·, ·) is a numerical flux, n refers to the time step and j to the spatial cell (we assume uniform mesh size only for simplicity), and λ = ∆t ∆x is the ratio of time and space mesh sizes. w n j is the approximation to the cell average of the exact solution v(x, t) in the cell
], or the point value of the exact solution v(x, t) at x j , at time level n. For Godunov, Lax-Friedrichs and kinetic type fluxes [6] , the scheme (2.1) satisfies that w n j being in the set G for all j implies the solution w n+1 j being also in the set G. This is usually achieved under a standard CFL condition
where α 0 is a constant depending on the flux.
Recall that the numerical solutions of Godunov scheme are the cell averages of the exact solution if λ (|u| + c) ∞ ≤ 1. Thus Lemma 2.2 implies α 0 = 1 for the Godunov flux.
Following the same proof as that in the Appendix of [7] , it is straightforward to check that
for the Lax-Friedrichs flux.
High order schemes
We now consider a general high order finite volume scheme, or the scheme satisfied by the cell averages of a DG method solving (1.1), with Euler forward time discretization, which has the following form
where f is Godunov, Lax-Friedrichs or kinetic type flux, w 
T (either reconstructed in a finite volume method or evolved in a DG method) with degree k, where k ≥ 1, defined on I j such that w n j is the cell average of q j (x) on I j , w
) and w
).
We need the N-point Legendre Gauss-Lobatto quadrature rule on the interval
], which is exact for the integral of polynomials of degree up to 2N − 3. We would need to choose N such that 2N − 3 ≥ k. Denote these quadrature points on I j as
Let w α be the quadrature weights for the interval [− 
under the CFL condition
Proof. The positivity of density and pressure of w n+1 j was proved in Theorem 2.1 of [13] .
) is well-defined. The exactness of the quadrature rule for polynomials of degree k implies
By adding and subtracting f w
, the scheme (2.3) becomes
where
Notice that (2.6) and (2.7) are both of the type (2.1), and w 1 = w N , therefore H 1 and H N satisfy the minimum entropy principle under the CFL condition (2.5). Since w ∈ G, we need to
The positivity of density and pressure of q j ( x α j ) ∈ G was discussed in [13] . Thus here we only show how to enforce the entropy part.
At time level n, given w n j ∈ G, assume q j ( x α j ) (α = 1, · · · , N) have positive density and pressure. Define ∂G = {w : ρ, p > 0, S = S 0 = min x S(w 0 (x))} , and
∂G is a surface and L(t) is the line segment connecting the two points w n j and q j (x), where t is a parameter. If S(q j (x)) < S 0 , then the line segment L(t) (t ∈ [0, 1]) intersects with the surface ∂G at one and only one point since G is a convex set. If
denote the parameter in (2.8) corresponding to the intersection point; otherwise let t(x) = 1.
In practice, we can find t(x) by using Newton iteration to solve S (L(t(x))) = S 0 . Now we
The limiter (2.9) should be used for each stage in a SSP Runge-Kutta method or each step in a SSP multi-step method. It is easy to check that the cell average of q j (x) over I j is
Proof. First notice that q j (x) is a convex combination of q j (x) and w n j , thus q j ( x α j ) still have positive density and pressure since pressure is a concave function. We only need to
We refer to a generic smooth solution as a smooth solution v(x, t n ) ∈ G satisfying min S(v(x, t n )) = S 0 and the second order derivative of S(v(x, t n )) with respect to x does not vanish at the global minimum. For such generic smooth solutions, the limiter (2.9)
does not affect the high order accuracy of the original scheme. Assume q j (x) is a (k + 1)-th order accurate approximation q j (x) − v(x, t n ) = O(∆x k+1 ). Without loss of generality,
) and w n j lie on the same line, we have
On the other hand,
Finally, notice that
We remark that for the non-generic situation that the second derivative of S(v(x, t n )) with respect to x does vanish at the global minimum, it seems difficult to design a conservative limiter which can be proved not to destroy accuracy. On the other hand, the fact that our limiter is easy to implement also for multi-dimensional cases (see next section) and that it maintains high order accuracy for generic smooth solutions makes it a good technique to adopt for high order schemes.
3 The two-dimensional cases
In this section we extend our result to finite volume or DG schemes of (k + 1)-th order accuracy solving two-dimensional Euler equations with initial data w 0 (x, y)
where m = ρu, n = ρv, E = 
Rectangular meshes
For simplicity we assume we have a uniform rectangular mesh. At time level n, we have an approximation polynomial q ij (x, y) of degree k with the cell average w 
where f (·, ·), g(·, ·) are one dimensional fluxes. The integrals can be approximated by quadratures with sufficient accuracy. Let us assume that we use a Gauss quadrature with L points, which is exact for single variable polynomials of degree k. We assume S ], so that L β=1 w β = 1. We will still need to use the N-point Gauss-Lobatto quadrature rule where N is the smallest integer satisfying 2N − 3 ≥ k, and we distinguish the two quadrature rules by adding hats to the Gauss-Lobatto points, i.e., S , then the scheme becomes
We use ⊗ to denote the tensor product, for instance, S
Define the set S ij as
For simplicity, let µ 1 = λ 1 a 1 λ 1 a 1 +λ 2 a 2 and µ 2 = λ 2 a 2 λ 1 a 1 +λ 2 a 2 where a 1 = (|u| + c) ∞ , a 2 = (|v| + c) ∞ . Notice that w 1 = w N , we have ,β ∈ G and q ij (x, y) ∈ G (for any (x, y) ∈ S ij ), then w n+1 j ∈ G under the CFL condition
Proof. Plugging (3.4) in, (3.2) can be written as
, w
Following the same arguments as in Theorem 2.3, we conclude w n+1 j ∈ G.
The limiter in the previous section can be extended easily to two-dimensional cases. At time level n, given w n ij ∈ G, do the following modification
where t(x, y) is the parameter corresponding to the intersection point of the surface ∂G and the line segment L(t) = (1 − t)w n ij + tq ij (x, y) if q ij (x, y) / ∈ G; t(x, y) = 1 otherwise.
Triangular meshes
For simplicity, we only discuss DG schemes in this subsection. All the conclusions will also hold for a high order finite volume scheme. 
A high order finite volume scheme or a scheme satisfied by the cell averages of a DG method, with first order Euler forward time discretization, can be written as The scheme becomes
where w β denote the (k + 1)-point Gauss quadrature weights on the interval [− We need the quadrature rule introduced in [14] for q K (x, y) on K. In the barycentric coordinates, the set S k K of quadrature points for polynomials of degree k on a triangle K can be written as
where 
The the same limiter can be used to enforce the sufficient condition. At time level n, given w n K ∈ G, do the following modification
where t(x, y) is the parameter corresponding to the intersection point of the surface ∂G and the line segment L(t) = (1 − t)w n K + tq K (x, y) if q K (x, y) / ∈ G; t(x, y) = 1 otherwise.
Numerical Tests
Example 4.1. Accuracy tests.
We first test the accuracy of the limiter (2.9). The initial condition is ρ 0 (x, y) = 1 + The third order SSP Runge-Kutta method in [9] (with the CFL coefficient c = 1) is
where F (u) is the spatial operator, and the third order SSP multi-step method in [8] (with
) is u n+1 = 16 27 (u n + 3∆tF (u n )) + 11 27 (u n−3 + 12 11 ∆tF (u n−3 )).
Here, the CFL coefficient c for a SSP time discretization refers to the fact that, if we assume The accuracy result is listed in Table 4 .1. We observe that, for Runge-Kutta, the accuracy degenerates when the mesh is fine enough. This is due to the lower order accuracy in For high order DG schemes solving the compressible Euler equations, even though the characteristicwise TVB limiter in [2] can kill oscillations, it is not sufficient to stabilize the scheme for problems with low densities or low pressures. In [13] , it was reported that high order RKDG scheme with both the positivity-preserving limiter and the TVB limiter worked fine for a lot of demanding problems. Recent study reveals that the third order RKDG scheme with only the positivity-preserving limiter is stable even for strong shocks, see [11] , which is not surprising since a conservative positivity-preserving scheme is L 1 stable [15] . However, the positivity-preserving limiter alone can not kill oscillations for high order DG schemes, and the oscillations are much more prominent in the fourth order DG scheme than in the third order scheme. See Figure 4 .1 for the result of the fourth order DG scheme with P 3 element for the Lax shock tube problem. We can see that the result with only the positivity-preserving limiter is oscillatory and the result with the positivity-preserving limiter and (2.9) has much less oscillations. In other words, enforcing the minimum entropy principle will damp the oscillations in high order schemes, which was pointed out in [6] .
Concluding Remarks
In this paper, we have discussed the minimum entropy principle for high order schemes solving the compressible Euler equations in gas dynamics. An extension of positivity-preserving limiter in [13] can be used to enforce the minimum entropy principle. The generalizations to higher dimension are straightforward. Numerical tests imply that enforcing the minimum entropy principle may damp the oscillations in high order schemes.
