



























































1. XYZ  coordinates of active  clusters  for  the  right  (R) and  left  (L) parietal  lobe 















3.    ROI glass  brain  images  of  parietal  lobe  activation  for  each  sound  location 
based on group analyses.  Images are in neurological coordinates.............29 
 
4.   ROI  areas  of  activation  of  the  right  (R)  and  left  (L) parietal  lobes  for  each 











The  purpose  of  this  study  was  to  investigate  the  role  of  the  parietal  lobe  in 
auditory  localization  through  functional  magnetic  resonance  imaging  (fMRI).  
Previous  cortical  lesion  research  as  well  as  research  conducted  with  positron 
emission topography suggests that the parietal  lobe  is  involved  in the ability to 
localize  the  direction  of  a  sound  source.    The  right  parietal  lobe  may  play  a 
particularly  important  role.    Nine  participants,  wearing  headset  microphones 
that hung down within the auditory canal, sat on a chair in the middle of a room.  
Sound recordings were taken from eight different locations around them (0°, 45°, 
90°, 135°, 180°, 225°, 270°, & 315°).   These  recordings were played back  for  the 
participants  through  a  set  of  headphones  while  in  the  MRI  scanner  and 
participants  were  instructed  to  try  to  determine  the  location  of  the  sound.  
Results revealed bilateral activation of  the  temporal,  frontal, and parietal  lobes.  
A  region  of  interest  analysis  of  the  parietal  lobes  revealed  that  the  right 
hemisphere was not significantly more active  than  the  left parietal  lobe during 
the  localization  task.       This  finding was  inconsistent with  the hypothesis  that 
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location of  the  source of a  sound  in  space.   This  can be done with or without 
corresponding visual input.  Unlike vision in which information about location is 
projected  directly  on  to  the  retina,  auditory  localization  involves  taking 
predominately binaural cues and  transforming  that  information  into exogenous 
spatial  positions.    Information  needed  for  the  auditory  system  to  accurately 
localize  sounds  includes  the difference  in  time  it  takes  a  sound wave  to  reach 
each ear,  the difference  in  the  intensity of  the sound wave at each ear, and  the 
filtering of sound waves by the external ear.   
Much of the information about localization is sorted at the lower levels of 
the  central  nervous  system.    For  example,  the  cochlear  nerve  transmits 






necessary  for accurate sound  localization.  (Pinek, Duhamel, Cave, & Brouchon, 
1989; Sanchez‐Longo & Forster, 1958).   For example,  lesion studies have shown 
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that  the  primary  auditory  cortex  of  both  primates  and  cats  is  involved  in 
auditory  localization  (Heffner & Masterson, 1975; Cranford, Ravizza, Diamond, 
& Whitfield,  1971).    Studies  involving humans with  left  and  right hemisphere 
brain damage have shown the same effect (Haeske, Canavan, & Homberg, 1996).  
While the primary auditory cortex plays a role  in auditory  localization  it 
appears the parietal lobe plays a particularly important role.  Studies have shown 
that  participants  with  parietal  lobe  damage  have  difficulty  localizing  sounds, 
particularly when  the damage  is  in  the  right parietal  lobe  (Pavani, Ladavas, & 
Driver,  2001; Pinek, Duhamel, Cave, & Brouchon,  1989).    In  addition,  imaging 






in  the  environment produces  fluctuations  in  the  surrounding  air  and  some  of 
these small changes in pressure are detected by the hearing apparatus as a sound 
wave.   Regular  oscillations  of  the  pressure wave  produce  the  perception  of  a 
pure tone; complex fluctuations of the pressure wave are perceived as a complex 
sound.    (Moore,  1992).   As  a  sound wave  travels  from  its  source  to  the  ear  it 
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becomes weaker.   The sound wave  is also reflected and refracted off of objects.  
As a  result, what  the ear perceives differs  from what was originally generated 
(Goldstein, 2002). 
  From both  a physical  and mathematical perspective  the  sine wave,  also 











and  the  inner ear.   The  job of  these  three components  is  to deliver an auditory 
stimulus  to  its  receptors,  translate  the sound wave  into an electrical signal and 
finally  process  the  electrical  signal  to  provide  information  about  frequency, 
volume and sound location (Goldstein, 2002; Martin, 1996). 
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  The  outer  ear  is  composed  of  the  pinna,  the  auditory  canal  and  the 




pinnae  and  their  ability  to  accurately  localize  sound.    How  an  individual’s 
pinnae  filters  sound  is unique  to  that person.   The unique characteristics of an 
individual’s  pinnae  can  be  linked  to  differences  in  the  ability  to  accurately 
localize sound  that have not been  filtered by  that  individual’s pinnae  first.   For 
example,  if  an  individual  hears  a  recorded  sound  played  through  a  set  of 
headphones  that was not  first  filtered by  their pinnae  they will have difficulty 
localizing  where  the  sound  originated  (King,  Schnupp,  &  Doubell,  2001; 
Wrightman & Kistler, 1993). 
As a sound wave approaches the ear it first passes by the pinna and enters 
the  auditory  canal, which  is  approximately  three  centimeters  (cm)  long.    The 
purpose of the auditory canal is to help enhance the intensity of sound through 
resonance.    It  also  serves  to protect  the  tympanic membrane  (more  commonly 
referred  to  as  the  eardrum), which  is  located at  the  end of  the  auditory  canal.  
Resonance occurs when a  sound wave  travels down  the auditory  canal and  is 
reflected  back  off  the  tympanic  membrane.    The  reflected  sound  wave  then 
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interacts with new incoming sound waves.  The interaction between the reflected 
and  the  new  sound waves  serves  to  reinforce  a  sounds  frequency  (Goldstein, 
2002). 
As  a  sound  wave  reaches  the  end  of  the  auditory  canal  it  causes  the 
tympanic membrane to vibrate.  This vibration is then translated to the ossicles – 
the structures that compose the middle ear.  The ossicles are made up of the three 
smallest bones  in  the human body:  the malleus,  the  incus and  the stapes.   The 
vibration of  the  tympanic membrane causes  the malleus,  to which  it  is directly 
attached, to vibrate.  The malleus passes vibrations on to the incus, which in turn 
passes vibrations along  to  the  stapes.   The  stapes  then passes vibrations  to  the 
oval window, which is the opening between the middle and inner ear. 
The purpose of the middle ear is to aide in the transmission of an air borne 
sound  wave  to  the  fluid  filled  inner  ear,  as  low‐density  airwaves  are  not 
transmitted well to high‐density liquids.  The ossicles help transmit the airwaves 
to the inner ear in one of two ways.  First, they concentrate the vibrations of the 
relatively  large  tympanic  membrane  onto  the  much  smaller  footplates  of  the 
stapes, which are  in direct contact with  the oval window.   Second,  the malleus 
and incus are hinged and act like an Archimedes lever (Goldstein, 2002).  These 
two strategies combine  to create enough pressure on  the oval window  to move 
the fluid located in the spirally coiled cochlea of the inner ear. 
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The  cochlea  is made up  of  three  fluid  filled  canals.   Within  the middle 





the  fluid  of  the  cochlea  caused  by  the  movement  of  the  stapes  on  the  oval 
window.  As the cilia bend they brush against the overlying tectorial membrane.  
This action enhances the response of the hair cells. 
Different  locations  on  the  basilar  membrane  respond  to  specific  sound 
frequencies.   High  frequency sound waves cause  the hair cells near  the base of 
the cochlea  to move, whereas  low  frequency sound waves affect hair cells near 
the  apex  of  the  cochlea.    As  the  cilia  of  a  hair  cell  bends  in  one  direction  it 
depolarizes  the  cell  and  when  bent  in  the  opposite  direction  the  cell 
hyperpolarizes.    This  pattern  of  activity  causes  a  burst  of  firing  that  passes 
information about the frequency of a sound stimulus to the auditory nerve fibers 






the  ventral  and  dorsal  cochlear  nuclei  located  in  the  medulla.  The  cochlear 
nucleus neurons  then project  rostrally  into  the pons.   While many  axon  fibers 
decussate  forming  the  trapaziod  body  some  fibers  remain  ipsilateral.    Some 
cochlear inputs terminate bilaterally in the superior olivary complex while other 
inputs  project  to  the  lateral  leminscus  and  then  terminate  in  the  inferior 
colliculus (Martin, 1996). 
While most  fibers  of  the  lateral  leminscus  terminate  upon  reaching  the 
inferior colliculus some fibers continue past the inferior colliculus and extend to 
either  the  dorsal  or  ventral medial  geniculate  bodies  via  the  brachium  of  the 
inferior  colliculus.   Fibers  from  the ventral geniculate body  then project  to  the 
primary  auditory  cortex  (Brodmann’s  area  41).   Dorsal  geniculate  body  fibers 
extend  to  the secondary auditory cortex  (Brodmann’s areas 42 and 22)  (Martin, 
1996). 
The  same  tonotopic  organization  found  within  the  organ  of  Corti  is 
apparent  in  the  primary  auditory  cortex  such  that  low  frequencies  are 
represented rostrally and high frequencies are represented more posteriorly and 
medially  (Wessinger,  Buonocore,  Kussmaul  &  Mangun,  1997).    While  the 
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directly  onto  the  visual  receptors,  auditory  stimuli  provide  information  about 
volume and  frequency only.   There  is no direct reference  to  the sound  location 
contained  in  the  stimulus.    As  such,  the  auditory  system  has  to  incorporate 
information  about  how  sound  stimuli  interact  with  the  head  and  ears  to 
determine the location of sound.  According to the Duplex Theory of Localization 











at  the same  time and have an  ITD of zero.   As a sound source  is moved  to  the 
side  of  the  listener,  such  that  it  is  directly  opposite  one  of  the  ears,  the  ITD 
increase  to a maximum of 600 microseconds  (Middlebrooks & Green, 1991). A 
number  of  studies  have  shown  that  humans  can  detect  ITDs  as  little  as  10 
microseconds (Durlach & Colburn, 1978; Kind, Schnupp, & Doubell, 2001).  ITDs 
are most prominent when a sound is of a low frequency (Martin, 1996). 
  The  other  cue  the  auditory  system  uses  to  determine  the  location  of  a 





listener’s  head  and,  as  such,  create  a  greater difference  in  the  sound pressure 
intensity  at  each  ear  (Middlebrooks & Green,  1991).    The  longer wavelengths 
associated  with  low  frequency  sounds  are  relatively  unaffected  by  the 
dimensions of a  listeners head,  therefore  the sound pressure  level  reaching  the 
two ears is of equal value.   




to  low‐frequency  tones.    The  lateral  superior  olivary  complex, which  is more 
sensitive  to  high  frequency  tones,  processes  information  about  ILDs  (Martin, 
1996). 
  Intraaural  time  and  level  differences  are  well  suited  to  provide 
information  about  the  location  of  a  sound  source when  it  is  in  the  horizontal 
plane however they offer little information about the elevation of a sound source.  
For  example,  if  a  sound  source  is  located directly  in  front  of  a  listener  at  any 
elevation  the ITD and ILD are zero as  the sound waves  travel exactly  the same 
distance  to  both  ears  (Goldstein,  2002).    Therefore,  some  other  information  is 
needed to aid the listener in determining the elevation of a sound source.  Cues 
about elevation are provided by spectral cues and are  related  to how  the head 
and pinnae affect the frequencies of sound stimuli. 
As a sound source approaches the listener’s head it is first reflected from 
the  head  and  reflected  within  the  various  folds  that  make  up  an  individual 
listener’s pinnae.   A  study  by Gardner  and Gardner  (1973)  revealed  just  how 
crucial  the  role  of  the  pinnae  are  in  localizing  sound.    By  inserting modeling 





pinnae  affects  the  frequency  of  the  sound,  such  that  the  sound  entering  the 
auditory  canal  is of a different  frequency  than when originally produced  from 
the  sound  source.   The difference  in  frequency  from when  a  sound  is  initially 
emitted from a source to when it enters the auditory canal is known as the head‐
related  transfer  function  (HRTF)  (Middlebrooks & Green,  1991; Wrightman & 
Kistler, 1993).   The way in which a sound wave interacts with the head and the 
folds of the pinnae causes an increase in the intensity of some frequencies, while 
decreasing  the  intensity  of  other  frequencies.    For  example,  a  study  by 
Middlebrooks (2000) revealed there is a decrease in the HRTF at 6,000 Hz, 11,000 
Hz, and 14,000 Hz.  If a sound wave approaches a listener directly from the front 
there  is  a decrease  at  10,000 Hz but  an  increase  at  13,000 Hz.   When  a  sound 
wave approaches  from overhead, a decrease  in  the HRTF occurs between 8,000 
Hz and 10,000 Hz.  
   The distance of  a  sound  source  to  the  listener  also  affects  the  listener’s 
ability  to  judge  location.    In general,  it  is easier  to  judge distance  the closer  the 
sound  source  is  and distances within  an  arms  length  are  the  easiest  to  judge.  
Research  suggests  that  listeners  tend  to underestimate  the distance of a  sound 
source when it is more than an arm’s length away (Loomis, Klatzky, & Golledge, 
1999).   While  little research has been done  in this area,  it appears that a sounds 
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level,  frequency,  movement  parallax,  and  reflection  play  a  role  in  judging 
distance. 
  There  is  an  inverse  relationship  between  sound  level  pressure  and 
distance  to  the  sound  source  such  that  as  distance  increases  sound  pressure 
decreases.   This  relationship  suggests  that  the  lower  a  sound’s pressure  is  the 
greater the perceived distance of the sound source.  However, research suggests 
that this is only the case when the sound is familiar to the listener (e.g. a person’s 
voice).   Frequency can also have an effect on  the perception of distance.   High 









hemisphere  in  localizing  sound  (Sanchez‐Longo &  Forster,  1958;  Shankweiler, 





  Haeske‐Dewick, Canavan & Homberg  (1996)  investigated  the  role of  the 
left  and  right  hemispheres  in  auditory  localization.    They  compared  10  right 
brain damaged, 10 left brain damaged and 10 control participants on a free field 
sound  localization  task.   Participants were  instructed  to call out  the number of 
the speaker they perceived a tone as coming from.  Eight speakers were arranged 
at azimuths of ‐105° to 105°.  A pattern of results was observed such that control 
subjects were most  accurate  at  localizing  sounds when  the  sound  source was 
directly in front of them.  They were slightly less accurate when the sounds were 
emitted form the speakers to their left and right.  While overall less accurate than 
the  control  participants,  the  same  pattern  of  results  was  observed  for  left 
hemisphere  brain  damaged  participants.    Right  hemisphere  brain  damage 




to  stationary  and  moving  sounds.    The  perception  of  movement  was 











damage and results  in an  inattention  to objects  in  the contra‐lateral visual  field 
(Lezak, 1995).  Some visuospatial neglect patients respond to sounds (e.g. voices) 
that  originated  from  their  neglected  side  as  if  those  sounds  came  from  their 
unaffected side (Pavani, Ladavas, & Driver, 2002).   This phenomenon  is due,  in 
part, to the strong connection between the visual and auditory senses in humans.  
For example, when watching a  television program  the  sound  coming  from  the 
speakers appears as though it is coming directly from the actor’s mouth.  There is 
no discrepancy between the two sensory stimuli as the brain takes the auditory 





patients  who  had  right  hemisphere  lesions  with  visuospatial  neglect.    When 
participants were  presented with  syllables  played  through  a  loud  speaker  on 
their neglected side they had difficulty identifying the syllables.  When the same 
syllables were  played  again  from  a  loud  speaker  positioned  on  the  neglected 
side, but this time paired with a fictitious visual sound source in the unaffected 
side, performance  improved.   The authors attributed  the effect of  the  fictitious 
visual  sound  source  to  the  activation  of  an  audiovisual  map  and  used  it  as 
evidence of the coupling of the auditory and visual systems.   
Another study showed that when visuospatial neglect patients were asked 
to  point  to  the  location  of  a  sound  source  using  their  ipsilesional  hand  or  by 
turning their heads toward the sound source they tended to incorrectly shift the 
sound source  location toward their  ipsilesional (right) side (Pinek, & Brouchon, 
1992).   However, an argument  could be made  that  the  corresponding auditory 
localization  deficit  is  a  function  of  an  overall  shift  in  all  sensory  modalities 
toward the ipsilesional (right) side rather than a true auditory localization deficit.  
In  order  to  distinguish  between  solely  rightward  shifts  in  spatial 
localization versus an overall impairment of auditory localization in visuospatial 
neglect  patients,  Pinek  &  Brouchon  (1992)  examined  the  ability  of  neglect 
patients  to  locate  the vertical position of a sound source.   Right brain‐damaged 
 16
participants with and without visuospatial neglect were required to move a lever 
up  or  down  in  accordance  with  the  vertical  position  of  a  target  sound.  
Performance  of  the  participants  with  visuospatial  neglect  was  impaired 
compared  to  the  participants  without  neglect.    While  the  ability  to  localize 
auditory  stimuli was  impaired  in  neglect patients,  it  is  important  to  note  that 
other aspects of auditory processing were spared (e.g. the detection of the sound 
stimuli and perception of pitch).  Given that all neglect participants had a portion 






different  sound  locations  through  a  set  of  headphones.    In  one  condition 
participants were asked to make same/different discriminations about perceived 
sound  locations  and  in  another  condition  participants  moved  a  joystick  to 
indicate the perceived direction of the sound.   Results revealed that the  inferior 
parietal lobules were activated bilaterally during both the sound localization and 






allowed  listeners  to  localize  sounds  “with  their  own  ears,”  as  opposed  to 
listening  to  simulated  locations  through  a  set  of  headphones.    Data  revealed 
significant activation of the right parietal lobe on two localization tasks. 
Not all studies however suggest that the right parietal lobe is significantly 
more  active  than  the  left  parietal  lobe  during  localization  tasks.    In  one  PET 
study,  Bushara  et  al.  (1999)  used  synthesized  sounds  presented  through 
headphones  to  “mimic  sounds  arriving  from  the  free  field.”    Subjects  were 
instructed  to move  a  joystick  to  indicate  the  perceived  location  of  the  sound.  
Data revealed bilateral activation of the superior and inferior parietal lobes. 
Lewald,  Foltys,  &  Topper  (2002)  used  receptive  transcranial  magnetic 
stimulation  to  investigate  the  role  of  the  posterior  parietal  cortex  in  the 
processing of auditory  information.   By generating high  current pulses  from a 
coil of wire which was placed above the scalp, magnetic fields were created that 
induced  electrical  fields.    These  electric  field  changes  resulted  in  the 
uncoordinated stimulation of neurons, which  interrupted normal brain activity.  
They discovered  that with  focal magnetic stimulation of both  the  left and right 
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posterior parietal cortices a systematic shift  in sound  lateralization of  intraaural 
time differences occurred. 
Previous  research  provides  strong  evidence  of  the  cortex’s  role, 
particularly  the parietal  lobe,  in  auditory  localization.    Imaging  studies which 
have  focused on  the  role of  the parietal  lobe have primarily  relied on positron 
emission  topography  to provide  images of areas of brain activation.   However, 
functional  magnetic  resonance  imaging  (fMRI)  is  an  imaging  technique  that 
allows  for  a more  detailed  image  of  active  cortical  areas  by  providing  higher 
spatial  resolution  (Wesinger et al., 2001;  Jancke & Shah, 2002).   The purpose of 
this  study  is  to  use  fMRI  to  detect  Blood  Oxygen  Level  Dependant  (BOLD) 
responses  during  an  auditory  localization  task  in  hopes  of  providing  a  more 







  Participants  included  nine  adult  volunteers  with  no  history  of 
neurological or audiological illness.  Participants included seven females and two 
males  who  ranged  in  age  from  20‐31  years  old.    All  participants  were  right 
handed.   Due  to  limitations  to  the amount of  time a person could comfortably 
tolerate  the conditions of  the MRI scanner, participants were divided  in  to  two 
groups:   a “Right‐Side” group and a “Left‐Side” group.   One participant was a 
subject for both the left and right side conditions; therefore, there were a total of 
five participants  in each condition.   All participants provided  informed consent 




  The  apparatus  used  for  the  sound  sampling  was  a  slightly  modified 
version of the procedure used by Wightman, Kistler, Foster and Abel (1995). Two 
monaural  miniature  electret  microphones  configured  as  a  stereo  microphone 
(Radio Shack Catalog # 33‐3028) were modified to fit into two small headphone 
frames  that  wrapped  around  the  back  of  the  external  ear.    The  miniature 
microphone unit was placed in the auditory canal and the microphone cables ran 
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behind  the  head  and  down  the  back  of  the  subject.  The  microphones  were 
connected to a Shure Microphone Mixer to amplify the sound.  The amplifier was 
connected  to a Macintosh  IBook  laptop computer  that contained  the SoundEdit 







ten  feet  away.    In  order  to  assure  the participants  head was  oriented directly 
toward the speaker (0° azimuth) the participant wore headgear with an attached 
laser pointer.   The participant was oriented on  the chair so  that  the  laser beam 
lined up with pre‐measured  and marked  locations  on  the walls.   The  speaker 
then presented a 2500‐hertz pure tone for one second.  The microphone recorded 
the tone which was digitized and stored using the SoundEdit 16 program.   The 
participant was  then rotated on  the stool 45°.   The  laser pointer attached  to  the 
headgear  again  assured  that  the  participants  head  was  correctly  oriented  45° 
from  the speaker.   The speaker again presented a 2500‐hertz pure  tone  for one 
second,  which  was  recorded  and  stored  by  the  SoundEdit  16  program.    The 
 21
procedure was  repeated until all sound samples were  recorded.   Participant  in 





for a given angle  through a  set of headphones.   The participant,  sitting on  the 






  FMRI was performed using  the Blood Oxygen Level Dependant  (BOLD) 
contrast method.   Magnetic  resonance  images were obtained using  a  standard 
clinical 1.5 Tesla Siemens Vision scanner (Siemens Gmbh., Enlargen, Germany).  
Brain  scans  were  conducted  with  26  contiguous  no‐gap  5‐mm  axial  oblique 
image  planes  to  cover  the  cerebrum.   An  imaginary  line  passing  through  the 
anterior‐posterior  commisures was used  to position  and  align  the  slice planes.  
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This  orientation  was  selected  in  order  to  assist  a  spatial  transformation  of 
obtained volumes into a standard anatomical space. 




resolution  = 0.86 x 0.86 mm².   The T₂‐weighted  images were  collected with an 
echo‐planar  imaging  free  induction decay  (EPI‐FID) single‐shot pulse sequence.  
The positions of the T₂‐weighted images were identical to those of the anatomical 







Participants  were  placed  in  the  MRI  scanner  and  instructed  to  get 
comfortable because once the testing began they would have to remain as still as 
possible.  The participants were then instructed to close their eyes and that they 
would hear a series of  tones  followed by a pause.   At  the presentation of each 
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series of tones the participant was asked to determine the location of the sound.  
The subjects were  instructed  to  think about  the  location and were asked not  to 
make  an  overt  verbal  response.    Active  stimulus  and  rest  conditions  were 
presented using  a  conventional on‐off boxcar design.   Each  series  consisted of 
multiple periods of baseline at which point only  the ambient noise of  the MRI 
was  heard,  and  periods  of  activation  during which  the  tones were  presented.  
The  sequence  consisted  of  20  seconds  of  rest  followed  by  20  seconds  of  the 
activation  condition.   Scans of  the whole brain were acquired every 4  seconds.  
The activation sequence was alternated six  times, resulting  in a set of 60 whole 





The  analyses  were  performed  with  the  software  package  SPM99 
(Statistical Parametric Mapping, Wellcome Department of Cognitive Neurology, 
University College  of  London, UK),  run  under  the Matlab®  (The Mathworks, 
Inc.,  Natick,  MA)  software  program.    Region  of  interest  (ROI)  analyses  were 
conducted using the WFU PickAtlas version 1.02 (Maldjian, Laurienti, Burdette, 
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All  collected  images were  converted  from  the Seiman’s  format  in which 
they were  initially stored  into  the ANALYZE  (AnalyzeDirect,  Inc., Lenexa, KY) 
format used by the SPM package.  Next, a slice timing correction was performed 
which  compensates  for  delays  associated  with  acquisition  time  differences 
between  slices  during  the  imaging.    This was  done  to  adjust  the MR  signal’s 






template  and  the  SPM  normalization  procedure  (Ashburner  &  Friston,  1999).  
This procedure used a sinc interpolation algorithm which accounts for brain size 
and  position.    This  step  was  used  to  correct  for  morphological  differences 
between  the  template  and  the  participants  given  brain  volume.    Next,  all 
volumes underwent spatial smoothing by convolution with a Gaussian kernel to 
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  In  order  to  determine  the  spatial  extent  of  the  recruited  neurons  and 
subsequently  calculate  the  BOLD  signal,  SPM  general  linear  model  (GLM) 
procedures were used.  This procedure resulted in the identification of the voxels 
associated with  the  auditory  stimulation.    By  administering  a  series  of  voxel‐
based t‐tests and creating statistical parametrical maps, a visual representation of 









Compared  to  the  resting  state,  the  auditory  localization  task  produced 
significant  blood  oxygenation  changes  in  multiple  areas  of  the  cerebral 
hemispheres.  Specifically, significant activation was observed in the areas of the 
parietal,  temporal,  and  frontal  lobes  across  all  sound  locations  (Fig.  2).    The 





program.   This ROI  analysis  revealed  consistent  significant  bilateral  activation 
for all sound locations (Fig. 3 & Fig. 4).  The right parietal lobe was not observed 
to be significantly more  involved  in the auditory  localization tasks than the  left 
parietal lobe (Table 1).  For sound source locations 0° and 315° the right parietal 
lobe had more active voxel clusters.   For  sound source  locations 45°, 180°, and 
270°  there were  an  equal number  of  active  voxel  clusters  in  the parietal  lobes 
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Fig. 4.  ROI areas of activation of the right (R) and left (L) parietal lobes for each sound source location based on group 










             X, Y, Z Coordinates of Active Clusters 
        ______________________________________ 
Location  p‐value  R Parietal Lobe    L Parietal Lobe   
            (T‐score)                (T‐score)   
________________________________________________________________________ 
      0°    .02    46, ‐34, 38 (3.09)    ‐58, ‐24, 38 (2.76)     
           26, ‐40, 50 (2.88) 
           36, ‐50, 46 (2.63) 
           46, ‐34, 46 (2.61) 
        46, ‐28, 38 (2.56) 
           38, ‐55, 40 (2.53) 
          
      45°   .03        58, ‐30, 26 (2.99)    ‐62, ‐50, 34 (2.55) 
           62, ‐20, 20 (2.55)    ‐48, ‐38, 42 (2.45) 
          44, ‐58, 32 (2.31)    ‐52, ‐42, 50 (2.43) 
 
      90°   .05    60, ‐32, 44 (2.26)    ‐52, ‐50, 40 (2.66)   
           48, ‐38, 46 (2.24)    ‐10, ‐54, 40 (2.45) 
           48, ‐32, 38 (2.13)    ‐38, ‐40, 60 (2.10) 
                 ‐38, ‐54, 40 (2.07) 
 
      135°  .01    56, ‐14, 24 (3.80)    ‐58, ‐12, 26 (4.08) 
           38, ‐40, 44 (3.03)    ‐32, ‐48, 56 (3.15) 
                   ‐30, ‐54, 46 (2.91) 
                  ‐54, ‐30, 38 (2.68) 
 
      180°  .01    54, ‐28, 46 (3.60)    ‐4, ‐58, 30 (3.81)     
           60, ‐26, 36 (3.54)    ‐56, ‐34, 24 (2.99) 
           34, ‐44, 40 (3.41)    ‐40, ‐54, 36 (2.92) 







225°  .02    36, ‐66, 30 (3.85)    ‐36, ‐38, 44 (3.62)     
           42, ‐28, 44 (3.38)    ‐44, ‐28, 48 (3.43) 
           14, ‐50, 56 (2.73)    ‐44, ‐42, 54 (3.31) 
                  ‐54, ‐22, 20 (3.18) 
                   ‐18, ‐56, 60 (2.88) 
 
270°  .01    50, ‐40, 32 (3.41)    ‐62, ‐24, 34 (4.73) 
           42, ‐34, 32 (3.04)    ‐60, ‐40, 34 (4.68) 
           36, ‐34, 34 (3.03)    ‐48, ‐56, 40 (3.11) 
           50, ‐34, 38 (2.96)    ‐40, ‐40, 52 (2.90) 
           60, ‐30, 30 (2.63)    ‐48, ‐48, 44 (2.74) 
 
315°  .02    60, ‐38, 44 (4.38)     ‐52, ‐50, 40 (3.18) 
32, ‐40, 38 (3.44) 
           52, ‐34, 38 (2.95) 





  The  present  study  revealed  a  combination  of  parietal,  frontal,  and 
temporal lobe activation that occurs during auditory  localization.   The presence 
of  temporal  and  frontal  lobe  activation  is  consistent  with  previous  research.  
Bushara  et  al.  (1999)  conducted  a  PET  study  that  used  synthesized  sounds  to 
mimic free field locations.  They reported areas of activation which included the 
posterior parietal  lobule, middle  temporal and  lateral prefrontal cortices.   They 
took these findings to support the notion that, similar to the organization of the 
visual system,  the auditory system has a hierarchical organization.   Part of  this 
organization  includes  areas  of  the  frontal  and  parietal  lobes  which  are 
specialized for processing spatial information.   
Given the nature of the task in the present study, listening to sounds, it is 
not  surprising  that activity  in  the  temporal  lobes was observed as  the primary 
auditory  cortex  lies  in  this  region.    Neuropsysiological  studies  from  several 
species  have  shown  that  the primary  auditory  cortex  is  sensitive  to  intraaural 
cues for azimuth position (Zatorre & Penhune, 2001). 
  Frontal lobe activation may be explained by the high attentional demands 
of the task.   Subjects were  instructed to try to determine the  location the sound 




have been competing with  the experimental  stimuli.   As a  result,  subjects may 
have been actively inhibiting the ambient scanner noise in order to better attend 
to  the  sound  stimuli, which would have  resulted  in  frontal  lobe activation.    In 
addition to the posterior parietal and middle temporal cortices, working memory 
of audiospatial information has also been linked to areas in the superior, middle, 






three  cases  (45°,  180°,  &  270°)  there  were  an  equal  number  of  active  clusters 
across  the hemispheres and  in  the other  three  cases  (90°, 135°, & 225°)  the  left 
parietal lobe had more active clusters than the right parietal lobe.  Of note is the 
fact  that  the  previous  studies  that  have  shown  greater  right  parietal  lobe 
activation  during  localization  tasks  have  not  distinguished  areas  of  activation 
across  different  locations.    Analyses  in  these  studies  involve  localization  in 




parietal  lobe  and  vice  versa.    This  may  partially  explain  why  greater  right 
parietal  lobe activation was not  consistently observed  in  the present  study.    In 
addition, the possibility that activations within the right parietal  lobe may have 
been too subtle to be detected by MRI should be considered.  
  One  confound  to  this  study  is  that  the ambient  scanner noise may have 
affected the subjects’ ability to accurately localize the sound stimuli.  The sound 
stimuli presented  to  the  subjects while  in  the  scanner was  2500 Hz, arbitrarily 
chosen  because  it  falls  within  the  middle  range  of  the  human  voice.    The 
frequency  of  the  ambient  scanner  noise,  however, was  never measured.    It  is 
possible that the frequency of the scanner noise was similar to the sound stimuli 
played to the subjects through the headphones.  If this was the case, it could have 









stimuli were presented during  the  interscan  gap.   As  a  result, when  scanning 
started  the BOLD responses produced by  the experimental stimuli had already 
been  elicited  and  were  at  their  peak.    Therefore,  the  initial  scanning  images 
capture  the  BOLD  responses  associated  with  the  experimental  stimuli,  as  the 
BOLD responses associated with the ambient scanner noise have not yet reached 
their peak.   
Participants  in  this  study  were  instructed  not  to  respond  while  in  the 
scanner, but only think about the perceived location of the sound stimuli.  It was 
decided not to have the subjects respond while in the scanner because they had 
already  verified,  through  the  sound  stimulus  sampling  procedure,  that  they 
could  accurately  localize  the  direction  of  the  sound  stimuli.    However,  by 
choosing not to have them verify the sound source location while in the scanner, 
there  is no data available  to  test  the hypothesis  that  the ambient scanner noise 
may have affected the perceived sound stimulus location. 
Perhaps  by  increasing  the  spatial  demands  of  the  auditory  localization 
tasks greater right parietal lobe activation would be elicited.  The majority of the 
auditory  localization studies  involve  the presentation of pure  tones as auditory 
stimuli.   An  interesting  twist  on  future  studies  of  auditory  localization  could 
include  the presentation of more “real world” complex sounds, such as speech 





Another  topic  to  consider  when  discussing  the  present  results  is  what 
effect,  if any,  lying down  in  the  scanner had on  the perceived direction of  the 
sound  source.   When  the  sound  samples were  recorded,  the participants were 
sitting upright on a  stool.   However, when  the MRI  images were obtained  the 
participants were in the supine position.  While a literature review failed to find 
any studies pertaining  to  this  topic  in particular, a study by Lewald & Kamath 
(2002) examines the effect of whole body tilt on sound  lateralization.   They had 
participants  strapped  in  to a  chair  in a “cabin”  that  rotated 45° and 90°  to  the 
right  and  left.    They  discovered  that  when  the  body  was  tilted  the  auditory 
median plane of the head was shifted to the upward facing ear, which indicated 
a shift of the auditory percept to the downward facing ear.  This is an interesting 




role of  the parietal  lobe  in auditory  localization.   However,  this study does not 
provide support for the hypothesis that the right parietal lobe is more active than 
 38
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