Purpose -This study aims to focus on the development of a high-order discontinuous Galerkin method for the solution of unsteady, incompressible, multiphase flows with level set interface formulation.
Introduction
Multiphase flows occur in many areas of practical importance such as flow-structure interaction, air-water interfacial dynamics, phase change problems and reacting flows. It is hard to define multiphase flows precisely but it generally denotes the systems in which more than one phase is simultaneously present. Phases refer to fluids of the same substance such as a liquid and its vapor or fluids of different substances such as liquid and gas or fluid and solid, all coexisting in the same domain and at the same time (Andrea and Grétar, 2009) . In this work, we investigate a specific multiphase flow, i.e. incompressible and immiscible flow where the phases are separated with a well definite, sharp interface. Numerical prediction of the deformable interfaces in these complex flows are challenging because of discontinuity in the material properties, varying topology and wide range of scales.
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Numerous numerical methods were proposed to represent the phase dynamics in incompressible flows. These methods can be classified as interface tracking and interface capturing. The former group is Lagrangian or semi-Lagrangian, where the mesh or massless particles explicitly represent the interface (Unverdi and Tryggvason, 1992; Harlow and Welch, 1965) . Interface tracking approaches are generally accurate and robust but difficult to use when the interface encounters topological changes. Interface capturing methods, Volume of Fluid (VOF) (Hirt and Nichols, 1981) and Level Set (LS) (Osher and Sethian, 1988) are Eulerian, i.e. an implicit function defined on a fixed grid represents the interface. Specifically, VOF methods are widely used in multiphase flow simulations (Kleefsman et al., 2005; Caron et al., 2015) because of their natural conservation properties and efficiency, but reconstruction of the interface from volume fraction data and obtaining geometry dependent properties, such as interface normal and curvature, are difficult.
LS method addresses the problems of interface tracking and VOF methods. In the LS method, an interface between the phases is represented by a specified contour level of a continuous function. This implicit interface representation offers many advantages such as straightforward extension from 2D to 3D, simple handling of topological changes and easy calculation of geometric properties. Because of these advantages, LS method is also widely used to model different multiphase flows (Osher and Fedkiw, 2002; Wang et al., 2011; Stap or, 2016) . The main difficulty with use of the LS method is the need to control mass loss present in the method. Various techniques have been proposed to improve the conservation properties of the original method. Popular ones are combining LS with VOF (Sussman and Puckett, 2000) or with a semi-Lagrangian particle method (Enright et al., 2002) and applying additional mass correction procedures (Sussman and Fatemi, 1999; Wang et al., 2012) . Common to all these approaches is the fact that simplicity and computational efficiency of the original LS method are partly lost. In fact, mass loss problem of the LS method is more inherent in the discretization scheme used than the formulation itself Karakus et al., 2016a) .
The discontinuous Galerkin (DG) methods ( (Hesthaven and Warburton, 2008) and references (therein) are a class of finite element methods that make use of completely discontinuous spatial discretization. In DG method, trial and test spaces are restricted to each element, and all communications occur weakly by numerical fluxes, which offer compact stencil size with a substantial flexibility. The DG methods have also excellent dissipation properties achieved by local high-order polynomial approximations to overcome the mass loss problem of the LS formulation. For this reason, using DG for LS advection gives more accurate results compared with the widely used essentially non-oscillatory type schemes (Sussman and Hussaini, 2003; Karakus et al., 2016a) . DG LS modeling is also applied in incompressible multiphase flow simulations, i.e. it is combined with a stabilized finite element ) and a conservative finite difference (Owkes and Desjardins, 2013) flow solvers. These hybrid methods require interpolation of the velocity field obtained from the lower-order flow solver to higher-order discontinuous polynomial space in each time step. Fine grids are needed for flow solver, which may become computationally inefficient when high-order interpolation orders are used for LS evolution.
Multiphase flows are generally highly dynamic in the sense that location and topology of the interface change considerably during the simulation. In a fixed grid approach, resolution should be increased in the whole domain to capture the full physics of the interface, which obviously creates unnecessary burden in computational time. Adaptive mesh refinement (AMR) techniques decrease the computational effort by increasing the resolution in the vicinity of the interface by keeping coarse grid at less dynamic regions. There are some Incompressible multiphase flows adaptive LS methods for multiphase flows based on the low-order finite difference/volume schemes on structured Cartesian grids and tree type data structures Sussman, 2005) . Unstructured anisotropic mesh refinement is also coupled with the loworder finite element flow solution with higher-order DG interface modeling . In this conformal discretizations, each face can only be shared by two elements. Then, AMR algorithm should handle the complicated interpolation between grids and mesh transition to ensure the conformity. Global re-meshing or iteratively optimized local modifications may also become inefficient when frequent adaptation is needed as in the multiphase flow simulations. Because of relaxed strong elemental connectivity, DG methods can easily be used on unstructured elements with hanging nodes (Kopera and Giraldo, 2014) that enable the fast adaptation with accurate interpolation between the grids.
In this study, we present a high-order, fully DG method for immiscible, incompressible multiphase flows with sharp interfaces on adaptive unstructured grids. The proposed method allows to capture interface topology accurately in simulating wide range of flow regimes with high density/viscosity ratios and offers good mass conservation even in relatively coarse grids while keeping the simplicity of the LS interface modeling. Outline of this paper is as follows: the governing equations of the problem are given in Section 2. Section 3 represents the notation used in the numerical scheme, time and high-order DG spatial discretizations and matrix-free solution techniques. Local interface model with reinitialization of the level set function and AMR strategy are described in Section 4. Finally, Section 5 gives distinct numerical test cases to show accuracy and mass conservation of the method.
Governing equations
Incompressible, laminar flow of two immiscible, non-reacting fluids are governed by the Navier-Stokes equations defined on the domain X = X 1 | X 2 . Here, subscripts 1 and 2 denote the sub-domains of the first and the second fluids, respectively. Domain boundary is represented by @X while the C = X 1 \ X 2 denotes the interface separating the fluid phases. Problem domain, X, is fixed but two fluid domains, X 1 and X 2 , and the interface, C, change in time.
The non-dimensional, incompressible Navier-Stokes and the continuity equations on X can be written as:
where, u denotes the velocity field, p is the static pressure, r is the density, m is the dynamic viscosity, S ¼ 1 2 ru þ ru T ð Þ is the deformation rate tensor, e g is the direction of the gravitational acceleration, n C is the unit normal of C and k = r · n C is the local curvature of the interface. The non-dimensional Reynolds, Froude and Weber numbers are defined using the reference variables denoted with subscript R as Re
Fr 2 is used as the non-dimensional body force term. In this study, surface tension forces are neglected but the method still governs many practical, large scale problems where curvature is too small to contribute to the governing equations.
LS method is used to model phase dynamics where the interface is represented by at least a Lipschitz continuous function, f , which is positive in one fluid domain and negative in the HFF 28,6 other. The zero contour of the implicit LS function, i.e. f (x,t) = 0, defines the current location of interface. Using this definition, r and m can be globally defined as:
where, H(f ) is the Heaviside step function. Time evolution of the interface can be obtained by simple advection of the LS function with the known velocity field, as given below:
In the interface model, LS is kept as signed distance function such that jrf j = 1 is fulfilled. Evolution of the interface destroys regularity of LS function and creates very large or small gradients near the interface. Reinitialization is required to replace distorted LS with a more desired signed distance function to enhance accuracy of the interface representation and given in section 4.
Numerical method 3.1 Preliminaries and notations
We assume that d dimensional domain X & R d is well approximated by the computational domain, X h , having boundaries, @X h , which can be Dirichlet, @X D , or Neumann type, @X N . X h is partitioned into non-overlapping, possibly nonconforming triangular/tetrahedral elements, X h ¼ [ K k¼1 D k . Two element domains, D À k and D þ k , of the triangulation X h has a common face if @D À k \ @D þ k 6 ¼ 1, where @D k denotes the element interface. n -= -n þ be the unit outward normal vector of @D k . w À k and w þ k denote the traces of a scalar function, w when evaluated at @D À k and @D þ k , respectively. According to this definition, average and jump operators for a scalar-valued function can be defined as:
When w is a vector-valued function, the above operators act on it component wise. On Dirichlet or Neumann boundaries, normal vectors point outward to X h , and average and jump operators are equal to the trace of function w unless otherwise stated. The discontinuous approximate spaces are V N ¼ fv 2 L 2 X ð Þjvj D k 2 P N D k ð Þ; 8D k 2 X h g and its vector version, V d N . P N (D k ) is the space of discontinuous piecewise polynomial functions of degree N ! 1 on each elemental domain. Lagrange polynomials are constructed as the basis for this polynomial space using Warp and Blend nodes (Warburton, 2006) and orthonormal Proriol-Koornwinder-Dubiner (Proriol, 1957; Koornwinder, 1975; Dubiner, 1991) polynomials. Let Á; Á ð Þ D k represent the inner product computed over the volume of the element k. Similarly, let Á; Á ð Þ @D k denote the inner product taken along the element boundaries.
Temporal discretization
A high-order splitting (Karniadakis et al., 1991) is used for the temporal discretization of the flow equations. The scheme is semi-implicit, in which non-linear terms are integrated explicitly and linear terms are treated implicitly. Second-order backward differentiation is Incompressible multiphase flows used for the unsteady term and second-order extrapolation is used for the non-linear terms. With this implementation, equation (1) can be advanced from time levels, n to n þ 1 by solving the following semi-discrete equations decomposed into three fractional steps for u:
The coefficients, a, b and g correspond to a second-order stiffly stable scheme, and their values can be found in Karniadakis et al.'s (1991) and Karniadakis and Sherwin's (2005) studies. In the splitting scheme, pressure is decoupled from the velocity, which avoids spurious pressure modes and enables to use equal order approximations for both flow fields.
In the first step, nonlinear terms and body forces are advanced explicitly by a secondorder stiffly stable extrapolation scheme. Then, incompressibility constraint is enforced in equation (5b) by forcing the second intermediate velocity field,û to be divergence free. Finally, a modified Helmholtz equation is solved for the viscous terms to obtain next timelevel velocities. In Guermond et al.'s (2006) study, it was demonstrated that the splitting scheme preserves the optimal second-order accuracy.
Nonlinear treatment
The first step of splitting scheme requires approximation of the nonlinear term, which is written in divergence form as
Multiplying the nonlinear term with test functions, v h 2 V d N , integrating over element domain and performing integration by parts, we obtain the following local statement.
Because of discontinuous approximation space, flux function, n · [[u h u h ]], in the boundary contribution is not uniquely defined and hence replaced with the local Lax-Friedrich numerical flux,F cF
j is the absolute value of maximum eigenvalue of the flux Jacobian. The first term of the flux function denotes central part and the second one is the dissipative contribution. K @D k determines the required artificial diffusion to stabilize the system. This flux choice leads to compact stencil size such that the degrees of freedom of an element couples only with its immediate neighbors. Dirichlet boundary conditions are HFF 28,6 applied weakly by defining an exterior ghost state where average jump operators become
Þ . Explicit treatment of nonlinear terms introduces a CFL type restriction on the time step size. CFL estimate for high-order methods gives Dt % O (h/UN 2 ) for advection model problems, with U and h referring to the characteristic velocity and mesh size, respectively.
Implicit treatment
The time splitting scheme requires solution of implicit pressure Poisson equation for velocity projection and modified Helmholtz equation for velocity correction. Especially, Poisson equation needs special attention because of poor conditioning of the system for efficient solution and obtaining divergence free velocity field for long-term stability.
In the splitting scheme, incompressibility constraint is enforced by taking the divergence of equation (5b), which leads to the following variable density pressure Poisson equation:
Boundary conditions of this Neumann problem can be derived from the original equation.
To preserve the temporal accuracy and fulfill the compatibility condition, Neumann boundary conditions have to be approximated to the same order as the time discretization scheme, which requires extrapolation of the Neumann boundary data:
There are different DG methods developed for the discretization of the equations with second-order (or higher-order) operators, most of which are based on the mixed formulation (Arnold et al., 2002) . In this study, symmetric interior penalty (SIP) (Arnold, 1982) method is preferred because of its simplicity, computational efficiency and compact stencil size. Let pressure p be approximated by p h [ V N , and v h [ V N be the test functions. SIP discretization of equation (8) for an elemental domain reads as follow:
where, g is the penalty parameter and p D and p N are Dirichlet and derived Neumann boundary conditions. In the equation, time dependence of the pressure is dropped for clarity. Penalty parameter plays an important role for the stability of scheme and should be selected sufficiently large to enforce coercivity. On the other hand, selecting arbitrarily large g values increases condition number of the system and degrades performance of the linear solvers. Penalty parameter is defined as:
Incompressible multiphase flows where, h @D k and h D k denote surface area and volume of the element, respectively. On the nonconformal faces with hanging nodes, where more than two elements are connected, g is computed using the collection of all adjacent elements, which guarantees coercivity of the bilinear form (Shahbazi, 2005) . Solution of the projection step is challenging and time consuming because of construction of global system matrices in each time step. Also, discretization matrix of the Poisson problem is poorly conditioned in high density ratio flows even with optimum penalty parameter selection.
The pressure system arising from the SIP discretization can be written in the generic form, Ax = b, where A is the symmetric and positive definite coefficient matrix that enables the solution of the system efficiently using the preconditioned conjugate gradient method. To avoid costly set-up time and minimize the memory requirements, no global matrices are constructed in the conjugate gradient (CG) solver. Instead, matrix vector multiplications are performed explicitly by doing the calculations per-element as given in equation (10). Because the system is poorly conditioned in high-density ratio flows, efficient preconditioners are required to converge the system within small iteration numbers.
Because of its known advantages, algebraic multigrid (AMG) is used as the CG preconditioner in this study. AMG has set-up and solve phases. Set-up phase includes construction of hierarchical grids and defining restriction and interpolation operators to transfer data between fine to coarse and coarse to fine grids, respectively. Hierarchy of the different grids can be computed at the beginning of the solution and stored for fixed grid and constant coefficient problems, where sparsity pattern and spectral properties of the coefficient matrix do not change in time. But this is not the case for adaptively refined meshes, where computational burden of the set-up phase of the preconditioner may suppress the actual solution time.
A p-multigrid preconditioner is designed for the pressure Poisson system to reduce the computational time and memory requirements. Construction of the full matrix and related hierarchical levels are avoided. Required residuals are computed with a matrix-free approach starting from the approximation order of N until reaching first-order coarse system. Restriction operator, I q p that projects the errors from the polynomial space of order p to a space of order q for p > q is easily constructed because of discontinuous interpolating functions:
where corresponding matrices can be computed in index notation as:
Note that restriction operator is defined on the reference element and can be applied elementwise through the whole domain. Prolongation operator that transforms state vectors from the low-order polynomial space to the higher one can be defined similarly, leading
. With the use of Lagrange basis space, these operators are full but small matrices in the size of polynomial space dimension, N q Â N p , implying required matrixvector multiplication can be performed efficiently for an element. Because residuals are computed in matrix-free form, we do not need to define residual restriction/prolongation operators where they can be different from the state vector operators. Instead, residual functions handling different approximation orders are constructed. Geometric mappings HFF 28,6 and metric identities are constant for straight sided elements, which enables the computation of residuals without storing extra information. After reducing approximation order to the first order, q = 1, the system matrix is assembled, and related hierarchical grids are constructed at this level based on the recently introduced AMG method (Gandham et al., 2014) . One pre-and one post-smoothing step, S l are used to remove high-frequency errors at the corresponding level, l. Damped Jacobi smoother given below is used because of its comparatively low set-up cost:
where, D is the diagonal of A and %(D À1 A) is the spectral radius of the matrix D -1 A estimated from the Arnoldi iterations. K-multigrid cycles are used as the preconditioner for CG iterations as illustrated in Algorithm 1. Number of coarse level iterations increases with K-cycles but it is required to achieve grid-independent convergence and improve overall run-time performance. Note that combining matrix-free p-multigrid with AMG reduces the storage and computational effort significantly. If the system is solved with matrix form, N N Â N N Â (1 þ N f ) non-zero entries have to be stored for an element only at the highest level, where N f stands for the total face connection pairs. This requirement is reduced to N 1 ÂN 1 Â(1 þ N f ) so that matrix free approach becomes more effective in 3D problems and high orders.
Algorithm 1 K-Cycle Multigrid Preconditioner 1: x l,p / K-Cycle ((l,p), b l,p , x l,p ) 2: Input: initial guess x 0 , order n, level l 3: Output: Updated Solution x N l 4: if q ! 1 then {Operations in Matrix-free Form} 5:
x p / S p (b p , A p , x p ) {pre-smoothing} 6:
r q / b q -A q x q {compute residual for 1 < n # N} 7: r q I q p r q {restrict residual to coarse-grid} 8:
xq / K-Cycle (q, rq, xq) {inner CG iteration} 9: else {Operations in Matrix Form} 10:
xl / Sp(lp, Al, xl) {pre-smoothing} 11:
rl / bl -Alxl {compute residual in matrix form} 12: r lþ1 I lþ1 l r l {restrict residual to coarse-grid} 13:
if l þ 1 = L then {coarsest grid exact solution} 14:
x lþ1 A À1 lþ1 r lþ1 15:
if kr lþ1 k # TOLkr lþ1 k then 20:
x lþ1 a 1 a 1 c lþ1 21:
25: 
where the flux function in the surface integral contribution is replaced with the numerical central flux.
Finally, time discretization of the flow equations is completed by applying viscous correction through the solution of a modified Helmholtz equation given in equation (5c) which can be recast into following form: 
where penalty parameters and boundary conditions are as defined before. The system is symmetric, positive definite and solved with CG method in matrix-free form. Because solution of velocity system is considerably easier than the pressure equation because of scaled mass matrix, block-Jacobi preconditioner is preferred.
Interface modeling 4.1 Discontinuous fluid properties
Discontinuous fluid properties are avoided by smoothing their variations in the vicinity of interface with thickness of size, e . There are many definitions of smoothing functions, such as piecewise continuous (Grooss and Hesthaven, 2006) or continuous trigonometric HFF 28,6 . Here, hyperbolic tangent function is used as the regularized Heaviside function:
which smooths variations over the distance 2e . Heaviside function is infinitely differentiable and more appropriate for high-order discretizations.
Interface thickness, e , should be selected as small as possible to get sharp profile but large enough to capture variations and to stabilize the system. Classical low-order methods require to choose e at least in the order of characteristic mesh size, e = O(h). Because of highorder interpolation of the DG method, variations can be resolved and integrated stably in the smaller distance of e = O(h/N). Our numerical tests showed that e = 2h/N offers sharp but smooth profiles with good integrability of the equations.
After defining the smoothed Heaviside function, discontinuous material properties can be replaced with globally defined continuous counterparts. For the isothermal, incompressible flows, only density and viscosity are to be smoothed as follows:
which gives, r (f ) = r 1 for f < 0 and r (f ) = r 2 for f > 0 with smooth transition around f = 0. LS function has to be symmetric with respect to the zero-level set to accurately represent the material properties, which requires constant gradient at least around the e -neighborhood of the interface which is achieved by the use of signed distance function.
Level set advection
For incompressible velocity field, using the identity, r · (uf ) = f r · u þ u · rf , LS equation can be written in the following conservative form: (20) can be obtained by integration by parts:
Þis the numerical flux to approximate the normal trace of non-uniquely defined flux function, n · [[u h f h ]]. ForF L , upwinding is used to approximate f h on @D k , such that:F
Incompressible multiphase flows LS equation, hence the interface location, is evolved in time with an explicit TVD Runge-Kutta (RK) method. Stability region of the RK method is larger than the Adams-Bashforth method used in the explicit integration of the flow equations. This guarantees the stability of LS advection under the time step restriction of the semi-explicit flow solution. DG method has excellent mass conservation properties because of the low numerical dissipation achieved by the use of local high-order polynomial approximations (Karakus et al., 2016b) . So that, the formulation enables to capture the motion of interface accurately without using any special treatments or modifications of the original LS formulation.
Reinitialization
While advancing the LS equation in time, level sets adjacent to interface may move with velocities different from the zero LS which distorts the scalar LS field. Losing the regularity and symmetry of the LS function around the interface may cause numerical instabilities, errors in the computation of fluid properties and precisely locating interface location. LS function should be reinitialized to signed distance at least around the interface. But, it is not required to apply reinitialization at the end of each time step to improve the mass loss unlike the standard LS methods (Sussman et al., 1994; Smolianski, 2005) because of the high-order, conservative interface modeling. We reinitialized the LS function only when it produces too steep or flat profile near the interface based on the indicator relying jrf j.
The flow-based reinitialization (Sussman et al., 1994) given below is used here because of its flexibility, high-order accuracy and efficiency:
where, t is the pseudo time which is not related with the physical time, t and sgn a is the regularized signum function. Equation (23) defines an artificial flow to obtain signed distance function in steady state. We choose to regularize sign function similar to Heaviside function:
where, band thickness, e , is selected as in the smoothing material properties. Because LS function is not reinitialized in each time step, it is not exactly signed distance function in the whole computation time. The scaling factor, jrf 0 j, is added to avoid very small coefficients resulting in small characteristic speeds, when the LS function becomes flat or to improve the accuracy when the LS function is too steep around the interface. After regularizing the signum term, reinitialization equation can be written as the following Hamilton-Jacobi form with smooth coefficient:
where, the Hamiltonian, H(rf ,x) denotes sgn e (f 0 )(jrf j -1) and x = x i and i = 1, . . . , d are the Cartesian coordinates. In Karakus et al. (2016b) , we introduced a direct, adaptive, high-order DG method for the LS reinitialization with artificial diffusion stabilization which HFF 28,6 preserves the optimal accuracy. Our technique is updated here for accounting the local interface modeling for efficient multiphase flow simulations. Solution of HJ equation requires accurate approximation of derivatives. We followed the local DG scheme (Yan and Osher, 2011) to approximate rf by defining two new variables for each derivative component and applied the standard upwind DG method. Let p l x and p r x be auxiliary variables used to approximate @ f @x i when fluxes are chosen from the left and right upwinding sides such that, p l;r
x i À f x i ¼ 0. Multiplying the relation with smooth test functions, v h , and integrating by parts gives the following upwind DG scheme in weak form:
the left, F l R i , and right, F r R i , upwind fluxes associated with the i th component are defined as:
Although two auxiliary variables are defined for each component, it is obvious that volume terms are the same and only the flux functions differ between directional derivative approximations. Finally, equation (25) is integrated over the cell D k to get:
is the Godunov numerical Hamiltonian approximating H(rf ,x). For a piecewise constant approximation, this scheme is monotone and converges to the entropy solution. However, stabilization is needed for higher order approximations. An artificial diffusion approach is used to damp out the high frequencies in the solution (Karakus et al., 2016b) .
Characteristic velocities of the reinitialization equation, as mentioned before, point outwards from the interface in the direction of normals. In other words, LS function is reinitialized to signed distance starting from interface. Multiphase flows require LS function to be signed distance around interface only. This means that we do not need to solve the reinitialization equation to steady state over the whole domain instead over small neighborhood of interface. We kept signed distance function on the thickness of 2e which requires approximately 2e /Dt time steps. Because characteristic speed is slightly lower than 1 because of regularization of the signum function, we use more time steps than the estimated value. Numerical tests show that 10 per cent extra time step is satisfactory to obtain the signed distance function in the band thickness. Constant LS function is used outside of interface band. In practice, a few explicit RK step is satisfactory to get the signed distance function around the interval so that reinitialization does not create any computational burden in total simulation time.
Mesh adaptivity
A non-conformal discretization on unstructured triangular/tetrahedral elements is used in this study. The refinement strategy enables to obtain fast and local adaptation and accurate interpolation of field variables between the grids. In the adaptive scheme, the computational mesh consists of elements in a range of predefined levels with l 0 denoting initial coarse level and l M being the maximum level. Refinement and coarsening are performed dynamically Incompressible multiphase flows during the solution. The level of refinement and the elemental dependencies are stored in a hierarchical tree for efficient h type adaptivity. Refinement is carried out in an isotropic way, i.e. a parent element is divided into siblings by connecting the mid-edges resulting with four and eight children for a triangle and a tetrahedron, respectively. A threshold value, g , is selected to mark the elements for refinement. If minjf k j # g holds and refinement level of the element is smaller than the predefined maximum refinement level (l k < l M ), the element is marked for refinement and the approximation on the parent element is projected onto its siblings. If minjf k j > g holds and refinement level of all four siblings are larger than the initial coarse level, these elements are marked for coarsening and combined by removing all siblings and their newly created vertices. Solution of the siblings are then projected to their parent element and level of refinement information is updated. Projection from and to siblings are local operations, which can be performed efficiently by local matrix-vector multiplications.
The DG method supports arbitrary number of hanging nodes per face, but it is restricted to decrease computational complexity in the flux evaluations (Karakus et al., 2016a) . Adaptive mesh is 3:1 and 2:1 balanced for triangular and tetrahedral elements, respectively. In other words, a face of a triangular and a tetrahedral element can connect to four and three elements at most, respectively. Any 1:1 connection (conformal pair) is a member of 2:1 balanced grid and so on.
Numerical tests
Verification problems in two and three spatial dimensions are solved to investigate convergence and mass conservation characteristics of the developed numerical framework for multiphase flows with various density and viscosity ratios and interface topologies.
Poiseuille two-phase flow
We first consider the flow of two immiscible fluids between parallel plates where exact solution is known at steady state. This test case does not include the interface deformation but helps to characterize errors in the flow field . Density of fluids is the same, whereas kinematic viscosities are 1 = 0.1 and 2 = 0.02. The problem is solved on 2D computational domain of [0,4] Â [-1,1]. Interface between the fluids is located at the half of the channel height. To ensure the constant gradient of -2, pressure is imposed on the left and the right boundaries of the domain, while standard wall conditions are used on the upper and the lower boundaries.
We performed convergence studies for both successive mesh refinements and approximation order enrichment. Figure 1(a)-(b) illustrate the exact and numerical computed velocity field along x = 0 line on three different semi-structured meshes with the characteristic sizes of h, h=2 and h=4 for h = 0.1 and polynomial order, N = 3. It can be seen that the numerical scheme captures the analytical solution well in all cases. The zoomed view shows that errors are larger around the interface as expected. Increasing resolution improves the quality of approximation, and numerical result matches with the exact solution. Finally, Figure 1(c) shows L 1 error on velocity field for the same meshes and approximation orders of N = 3, N = 4 and N = 5. Numerical results show spectral convergence which is around the optimal N þ 1 rate for this undeformed interface problem. HFF 28,6
Sloshing in rectangular tank
This test case has a liquid column oscillating in a rectangular tank, with an incompressible gas phase over it. The driving forces are gravitational acceleration and viscous dissipation, causing the liquid column eventually reach its lowest potential energy level from the initially perturbed shape, which is given by the following sinusoidal function:
where d is the mean liquid depth and a 0 is the amplitude of the initial wave. Reference velocity, U R and length, L R for this problem are ffiffiffiffiffi gd p and d, respectively. The problem is first solved in the computational domain of [0, d] Â [0, 2d] for the small amplitude, a 0 = 0.01, where an analytical solution based on the linearized Navier-Stokes equations is reported by Wu et al. (2001) . The initial grid has elements with a characteristic element length of h = 1=3 (K = 50), which is refined adaptively near y = 1 with l M = 3 as shown in Figure 2 Figure 3 shows the l M = 3 locally adapted mesh structures and interfaces at different simulation times for the high initial amplitude case with a 0 = 0.2. Polynomial order is set to five and all other parameters are kept the same as the previous low amplitude solution. Time integration is carried out until t = 40, where the liquid column comes to rest. Mesh adaptivity used here always keeps the interface in the highest refinement level elements. Table I shows the liquid phase mass fluctuations introduced by the scheme for long time integration. Different refinement levels and order of approximations are used in the numerical experiments. Mass fluctuations are computed very accurately by the adaptive contouring algorithm (Remacle et al., 2007) using the formula, A f = 100 Â (max (A t )min (A t ))/A exact , where A t is the time history of the area of the liquid phase. Mass is well Incompressible multiphase flows conserved for this long time integration solution and increasing resolution in the vicinity of interface significantly improves it.
Rayleigh-Taylor instability
In this commonly used test problem, a heavy fluid overlies a lighter one. Instability arises when the initial interface is perturbed. Because of the vertical gravitational field, fluids start penetrating into each other with increasing amplitude in time. Problem is solved in the 2D rectangular domain of [0, d/2] Â [0, 4d], with the characteristic length d being 1. Boundary conditions are slip at the side walls, no-slip at the bottom wall and prescribed zero pressure at the top wall. Initial conditions are taken as zero velocity field and hydrostatic pressure distribution. Interface between the fluids is initially perturbed with a cosine function of amplitude 0.1, h = 2.0d þ 0.1cos (2p x). Dynamic viscosities of the fluids are equal and their density difference is given by the Atwood ratio, At = (r l -r g )/(r l þ r g ). To use the same notation as used by Tryggvason (1988) , reference time is chosen as t r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi d= gAt ð Þ p . Non-dimensional tip positions of the rising and dropping fluid columns, x t , are given in Figure 4 for Re = r l d 3/2 g 1/2 /m l and At = 0.5. For comparison, results obtained by the Lagrangian-Eulerian vortex method (Tryggvason, 1988) and the variable density finite element projection method (Guermond and Quartapelle, 2000) is also included. Numerical results are obtained for a fixed grid with characteristic length h = 1=3 (K = 212) and locally adapted grid with l M = 2. As seen, present results compare well with the previous works and increasing resolution near the interface improves the accuracy. Figure 5 shows the interface shapes for l M = 2 locally adapted grid at different simulation times. Results compare well with those reported by Puckett et al. (1997) , Popinet and Zaleski (1999) and Xie et al. (2014) . Mesh adaptation details for Re = 500 solution are shown in Figure 6 . Effective local adaptation of the initial coarse mesh around the complex interface is Table II . Values are computed as described previously for the sloshing problem. Starting with the same initial coarse grid, simulations are conducted for different approximation orders and refinement levels. Results obtained for the same problem with a front tracking method (Popinet and Zaleski, 1999) and stabilized finite element discontinuous LS formulation (FEM-DGLS) are also included in the table. In adaptive simulations, time average of the element numbers are used for the comparison with the reference fixed-grid solutions. Use of adaptive grid improved the mass loss problem significantly, and very accurate results are obtained with increasing refinement level. It is worthwhile to mention that the degree of freedom for the finest solution (l M = 2, N = 5) is very close to those of the reference studies, but lower mass loss is achieved with the current approach.
3D dam break with obstacle
To test the developed solver on 3D, complex interface problems, a dam break problem with a rectangular obstacle is selected. For direct comparison with the experimental study of Maritime Research Institute Netherlands (MARIN) (SPHERIC, 2016), computational domain is taken as a box of size 3.22 Â 1 Â 1 m. Rectangular obstacle with dimensions 0.161 Â Table I . Percentage mass fluctuations of the liquid phase for the sloshing problem obtained using different refinement levels and approximation orders N l M 0 1 2 3 4.52 Â 10 -1 1.11 Â 10 -1 2.12 Â 10 -2 4 1.51 Â 10 -1 8.27 Â 10 -2 6.60 Â 10 -3 5 6.33 Â 10 -2 1.55 Â 10 -2 2.01 Â 10 -3 modeled as open boundary with zero atmospheric pressure and normal velocity gradients. Water and air properties are assigned to the liquid and gas phases as r l = 1,000 kg m À3 , r g = 1 kg m À3 and m l = 10 À3 Pa s, m g = 10 À5 Pa s. The problem is first solved on a fixed tetrahedral grid with characteristic length of 0.2 (K % 20000). Figure 7 shows snapshots of the interface at different solution times on l M = 1 locally adapted grid. The figure demonstrates how the developed solver is capable of tracking highly deformable interfaces with strong topological changes.
In the experimental work of MARIN (SPHERIC, 2016), pressure histories on the rectangular obstacle are measured by eight sensors, four located on the front wall and four on the top wall. Figure 8 presents computed pressure history on the first and third sensor location (SPHERIC, 2016) for fixed and l M = 1 grids. The instant that the water wave hits the obstacle is measured as t = 0.4 s, which is well approximated by the current solution. Simulation and the experiment show good agreement except the magnitude of the impact Incompressible multiphase flows pressure which is under-predicted by the numerical solution, especially with the fixed grid. This difference was also observed in other reference solutions using different techniques such as VOF (Kleefsman et al., 2005) and smoothed particle hydrodynamics (Lee et al., 2010) . 
Conclusion
A high-order, fully discontinuous Galerkin method for the solution of incompressible multiphase flows on unstructured adaptive meshes is presented. With the proposed numerical framework, the mass is well-conserved even in the coarse grid solutions without introducing any special treatment or modification of the level set formulation. Velocity, pressure and interface modeling uses the same high-order polynomial space preventing interpolation of the field variables, increasing the efficiency. All implicit systems are solved with a matrix-free, p-multigrid approach, reducing the memory requirement. As a future work, parallelization of the method on all GPU-CPU platforms will be considered using recently created unified multi-threading language, OCCA (Medina et al., 2014) . 
