The objective of this study is to propose and test a hybrid machine learning pipeline to uncover the unfolding of disaster events corresponding to different locations from social media posts during disasters. Effective disaster response and recovery require a comprehensive understanding of disaster situations, i.e., unfolding of disaster events and geographic distribution of the disruptions. Existing studies have employed machine learning methods to conduct coarse-grained event detection and analyze the geographical location information from geotagged social media data. However, only a very small fraction of the entire set of social media data includes geotagged information, which may not directly correspond to events described in the content of posts. In addition, the coarse-grained information detected by existing approaches is tokenbased, which does not provide sufficient information for situation awareness. Hence, the detection of location and finer-grained event information could significantly improve the utility, credibility, and interpretability of social media data for situation awareness. To address these limitations, this study proposed a hybrid machine learning pipeline that makes use of all relevant tweets to uncover the evolution of disaster events across different locations. The pipeline integrates Named Entity Recognition for detecting locations mentioned in the posts, location fusion approach to extract coordinates of the locations and remove noise information, fine-tuned BERT model for classifying posts with humanitarian categories, and graph-based clustering to identify credible situational information. The application of the study is demonstrated using the data set collected from Twitter during the 2017 Hurricane Harvey in Houston. The results show the capability of the proposed hybrid pipeline for automated mapping of events across time and space from social media posts with considerable accuracy. The findings also suggest that the potential for forensic analysis of disasters using mapped events and their evolution, and based on the variation of social media attention to different locations in disasters. Hence, this method could provide a useful tool to support emergency managers, public officials, residents, first responders, and other stakeholders in rapid situation awareness across time and space.
identify the timing and locations of events in disasters is critical. Over the past decade, social media has been increasingly used by people and responders to enhance information sharing and situational awareness [3] , [4] . Social media platforms enable public users to report events and share personal experiences and reactions to disasters. Hence, the data generated on social media provide a unique opportunity to capture disaster situations with a relatively high temporal and spatial resolution to map different events across various locations [5] , [6] .
The use of social media data for disaster management has led to the creation of a variety of analytics techniques for information processing [7] . There are two main streams of research in the existing literature that aim to leverage social media data for enhanced situation awareness during disaster response and recovery: (1) information extraction, and (2) geographical estimation. The first stream of studies focuses on developing analytic approaches to advance information extraction from social media in disasters. Specifically, text classification and sentiment analysis are the main tasks related to information extraction. Multiple machine-learning classifiers such as Naïve Bayesian classifier [8] , Convolutional Neural Networks [9] , and Generative Adversarial Network [10] have been deployed to classify the social media data with disaster-related topics. For example, Singh et al. proposed an algorithm to categorize the tweets into a high or low priority for evaluating the relevancy of the information in the tweets [11] . Mouzannar et al. proposed a multimodal deep learning framework to identify damagerelated information [12] . The development of these techniques enables detecting disaster events using posts shared on social media. Another stream of studies has focused on estimating the geographical information for disaster-related tweets in order to assess disaster damages over different locations. A generally used approach for estimating and mapping locations of tweets is to learn the locations of users from their historical posts. For example, Ikawa et al. proposed a method to learn the association between a location and its relevant keywords from past messages, and estimate the location of new posts in disasters [13] . Morstatter et al. examined multiple machine learning techniques to infer the location of social media posts [14] . By integrating the geographical information from geotagged tweets and the estimated locations, researchers have come up with some disaster mapping and tracking systems to retrieve and visualize social media data for disaster situation awareness [15] , [16] .
Despite the advances in the techniques for information extraction and geographical estimation, reliable automated mapping of events across time and space during disasters remains a challenge. First, there are two types of information that are extracted from social media. One type of information is obtained using topic modeling, which provides a list of keywords to represent disaster events. While it is an efficient way to reduce the redundancy of the information from social media, a list of keywords is hard to be interpreted as a description of a disaster event. The other type of information is labeled tweets using topic classifiers. However, the size of the labeled tweets is often too large to be processed by humans and the credibility of the information needs improvement. Hence, existing techniques for information extraction have limitations in terms of interpretability and credibility of the situational information extracted from social media. Second, although existing techniques can estimate where a post came from based on geotags and users' historical information, the location information obtained based on users' location may not be consistent with the reported situation (sender-situation mismatch). Also, using the existing techniques, the resolution of an estimated location tends to be at the city or neighborhood level, and gaining more detailed information such as a street or a store is still challenging. Thus, better techniques are needed to improve the accuracy and resolution of location information obtained from social media data.
To address this gap, this study proposed a hybrid machine learning pipeline to extract credible and interpretable situational information for understanding the evolution of disaster events and locations from social media posts. The proposed pipeline enables (1) mapping the evolution of the disaster situations for different humanitarian event categories across time and locations, and (2) understanding the geographic distribution of social media attention to different locations in disasters. A case study of the 2017 Hurricane Harvey in Houston was conducted to examine the capabilities of the proposed pipeline in automated mapping of events and locations.
II. RELATED WORK
The existing literature related to the analysis of social media data for crisis response and disaster management is rapidly growing. This paper, however, focuses more narrowly on the state-of-the-art machine learning techniques that have been employed to detect and map disaster events and their geographical information. Hence, this section discusses related work in the extant literature focusing on this aspect.
The role of social media data for information propagation in disasters has been recognized in devastating natural disasters such as the 2010 Haiti Earthquake and the 2012 Hurricane Sandy [17] . The majority of studies focus on processing disaster-related social media data to gain situational awareness. One branch of existing studies focus on developing topic modeling and event detection approaches to extract frequently mentioned keywords corresponding to disaster events [18] . For example, Mishler et al. modeled the temporal changes in topics in the Ukrainian Crisis using Structural Topic Modeling [19] . Kireyev et al. conducted topic modeling on tweets during two earthquakes in American Samoa and Sumatra, emphasizing dynamic corpus refinement [20] . In addition, researchers also designed a number of platforms to perform automatic classification of crisis-related microblog communications [21] . AIDR (Artificial Intelligence for Disaster Response) is a platform that aims to classify social media posts into humanitarian categories in real-time [22] . The majority of the existing machine learning pipelines focus on grabbing and classifying real-time posts to improve the efficiency of situational awareness in disasters. However, these approaches have an important limitation related to providing detailed information about specific disaster events (such as which road is closed, when it will open, which building is damaged, and how long service was interrupted). In addition, existing classifiers and event detection pipelines do not provide the capability to map events to specific locations based on the content of posts.
Second, the majority of existing studies related to analyzing the geographical information on social media primarily employ the geotags from the posts to specify location insights. One branch of studies has focused on analyzing the geotagging behaviors of people in disasters [23] , [24] . For example, Kumar et al. proposed an approach to identify whether a tweet is generated from crisis regions based on the historical geotags [25] . Another branch of the studies has examined the utility of geotagged social media posts for disaster response and recovery [26] . For example, Kryvasheyeu et al. examined the relationships among geotagged tweets, human sentiments, disaster damages, and the hurricane's path [1] . Wang et al. developed an approach for detecting disaster events solely based on geotagged tweets [27] . Hodas et al. extracted and classified highly relevant tokens used in geotagged tweets during emergencies [28] . Using the relevant tokens, people can craft more relevant geotagged tweets to capture the situation in disaster-affected areas. To further gain real-time and intuitive disaster situations, a number of studies developed tools to track and map the geotagged social media posts [29] . Tweet-Tracker is one of the popular tools for monitoring and analyzing location and keyword specific Tweets with near real-time trending [30] . TWRsms is another tool which supports data collection and early warning using geotagged tweets [31] . Despite the progress in exploring the capabilities of geotagged tweets for disaster management, there are important limitations related to drawing insights from geotagged tweets. In particular, the geotagged tweets only account for less than 1% of all types of tweets [32] . Situational information published by government officials, organizations, news media, and reporters tend not to include geotags. Individuals may not attach the geotags to their tweets, either, due to privacy concerns. Also, the sender of a post might report an event at a location different from her/his location, and thus, using geotags could create a mismatch between the location of the user and location of the event. In addition, Twitter recently removed the support for precise geotagging on mobile devices.
In summary, existing studies and techniques for analyzing disaster situations mainly focus on topic classification and Twitter geotags. These approaches have important shortcomings for exploring the evolution of the events for a specific location due to the limitations related to extracting finegrained situational information and identifying specific locations. In order to address this gap, this paper presents a hybrid machine learning pipeline that enables mapping events across various locations based on the content of social media posts.
III. THE HYBRID MACHINE LEARNING PIPELINE
We propose a hybrid machine learning pipeline to detect the evolution and geographical distribution of disaster events using social media data (see Figure 1 ). The pipeline is composed of three modules: input, learning, and output.
First, the input module is designed to prepare the data for learning. There are multiple types of posts on social media. Take an example of Twitter. Users can post original tweets to share their experiences and observations in disasters. They can also retweet the posts from other users to transmit the situational information to their connections. In addition, users can quote and reply to the tweets that pique their interests. Except for the original tweets, all other types of tweets have repeated content which is retransmitted from the original tweets. To avoid processing repeated content, the first module filters out retweets, replies, and quotes, and only keeps original tweets to be analyzed in the following modules. In addition, since social media posts are made by users without any structure in the content, it is important to remove the noise from the data so that the results can be more reliable. For example, users might post emoji and multiple exclamation marks to indicate their emotions regarding a disaster or its impacts. In addition, users might add hyperlinks to share situational information from external sources such as news articles. Such heterogeneous posting behaviors lead to a challenge of removing noise for computational analysis. Hence, the first module of the pipeline employs regular expression to remove noise (such as emojis, punctuations, and hyperlinks) in the posts.
The second module, composed of two components, is designed to extract location entities and situational information from the posts. The first component is developed to identify and fuse location entities in the posts using Named Entity Recognition and Google Map Geocoding API. The second component adopts a classifier, fine-tuned BERT (i.e., Bidirectional Encoder Representations from Transformers) to classify the posts with different humanitarian categories, such as infrastructure and utility damages, rescue and donation, and injured victims. The classification of the posts can, to some extent, filter out some off-topic posts that may impair the precision of unfolding events and their geographic distribution. Finally, the posts with the same topic for a location are assembled for clustering, which enables identifying credible situational information. The following sub-sections explain the specific steps, equations, and algorithms in the learning module.
The third module is the output module, which enables interpreting and visualizing the results from the learning module to uncover the evolution and geographical distribution of disaster events. There are two components in this module, which are designed to represent both temporal and spatial information for disaster events. First, examining the unfolding of disaster events at a particular location requires temporal information as well as the event contexts. However, the temporal information for the occurrence of an event is sparse in social media posts. That is because users who post about the event may even not know the exact time when the event happened. To address this limitation, we consider the timing of the earliest related posts as an estimation of the timing of the event. By doing so, the unfolding of events can be mapped in a timeline for a particular location. Second, understanding the social media attention to a disaster-affected location requires detecting geographical information of the location in posts. By using the Google Maps Geocoding API, the coordinates of the recognized location entities can be saved. Accordingly, we can make use of the latitudes and longitudes for the recognized locations to locate a post on a geographic map to estimate the density of posts across various locations for different categories of events.
A. LOCATION RECOGNITION AND FUSION
Social media users tend not to share their locations due to privacy concerns. Therefore, a small fraction (less than 1%) of social media posts usually have geotags information. This leads to a challenge related to obtaining the location of events included in posts. However, a number of studies [33] have discovered that locations are mentioned in the content of posts, which provides an opportunity to complement the limited geotagged posts. Hence, we adopted the Stanford Named Entity Recognition (NER) tool [34] to extract the locations that are mentioned in the tweets. The Stanford NER tool is a Java implementation of Named Entity Recognizer. Based on the linear chain Conditional Random Field model, it labels sequences of words in the text into an entity type (i.e., ''location'' in this study).
By implementing the tool, we can obtain the locations mentioned in each tweet. However, due to the limitations of the tools, noise still persists. For example, some recognized locations are not in disaster-affected areas, and some locations are incorrectly identified as other entities and characters. These problems would negatively influence the accuracy in the analysis due to the loss of information or the insertion of noise. To reduce the noise, we deploy Google Map Geocoding API to match the identified locations with existing place names in disaster-affected areas. The locations that cannot be matched or matched with a place outside of the affected area are excluded from further analysis. Subsequently, the approach extracts the coordinates for the matched locations to enable the aggregation of frequent posts about a particular event in a specific location.
In addition to the above-mentioned noise, there are two additional issues in refining the list of locations. First, some location entities are exactly the same or close to each other, but are referred to different names in the posts, such as ''hwy 10'' and ''Highway 10''. In general, the situation in nearby locations remains the same. For this type of location entities, the approach should identify them as the same location and combine the sets of posts mentioning the names of these entities. One feasible approach to solve this problem is to define a radius so that the location entities within the radius of the circle can be merged to represent a single location (see Figure 2 ). In the proposed pipeline, the radius can be customized based on the resolution needed for location mapping. However, the radius should also be defined within a reasonable range. If the radius is too small such as 0.2 miles, two similar location entities cannot be merged. This would lead to the redundancy of situational information. On the contrary, the location entities that are far away from each other would be merged if the radius is too large such as 10 miles. This would provide confusing information related to various events and location entities in a single representative location, and cause a low accuracy for mapping disaster events. To make a trade-off between the information redundancy and mapping accuracy, we set the radius as 1 mile based on several trials in the Hurricane Harvey case study. Second, some locations represent a neighborhood area instead of a place with point coordinates. For this type of location entities, we need to develop and apply fusion rules to identify the geographical hierarchy of these location entities (e.g., neighborhoods, counties, and states). The proposed approach identifies the types of areas based on the length of VOLUME 8, 2020 the diagonal of the area (see Figure 2 ). By examining the sizes of different types of locations in Houston for the Hurricane Harvey case study, we find that the size of a neighborhood is significantly smaller than the size of a county, and in general, the diagonal length of a county is greater than 40 miles. Thus, we select 40 miles as the threshold to distinguish the neighborhood and county entities. In summary, we defined two rules for fusion and hierarchization of the location entities:
• Rule 1: two points (locations or the center of a place) are fused if their physical distance is less than 1 mile.
• Rule 2: a place (location) is categorized to a county if the distance between two diagonal points is larger than 40 miles. Otherwise, it is categorized into a neighborhood. In these rules, a point represents a location of which Geocoding API returns a pair of precise longitude and latitude. A place represents an area of which Geocoding API returns the coordinates of its four corner points. By doing so, we can categorize the locations into three levels of scales: point, neighborhood, and county. Then, the posts mentioning the fused locations are merged into a single set.
B. FINE-TUNING BERT CLASSIFIER
Social media data contain a variety of situational information such as infrastructure damages and utility outages that could inform disaster relief and response [35] . To process the situational information posted on social media efficiently, it is essential to classify the posts in terms of events related to different humanitarian categories. After classification, the noise and non-informative posts can be removed, and the dataset would be more informative for assessing the situation in terms of specific humanitarian categories. A number of existing studies [36] have developed multiple classifiers for the classification tasks by employing high-performance deep learning techniques, such as Convolutional Neural Network (CNN) [9] , Gated Recurrent Unit (GRU) [37] , and Long Short-term Memory (LSTM) [38] . Despite the advances and applications of these deep learning approaches, a key element impairing the performance of these approaches is the input embedding. Existing studies tend to adopt commonlyused pre-trained embedding packages to encode the textual information from the posts. However, most of the pre-trained packages are unidirectional and their parameters are fixed so that they may not adapt to other domains without the tuning parameters.
A state-of-the-art model, BERT, is proposed recently [39] to enhance language representation. The BERT model is designed to train deep bidirectional representations by jointly conditioning on both left and right contexts in all layers [39] . In addition, the tokens, segments, and positions of the tokens are all embedded in the representation. Due to the benefits of the BERT model, we adopted a pre-trained BERT model with 12 transformer layers (12-layer, 768-hidden, 12-heads, 110M parameters) and an output layer with SoftMax to perform the classification task on social media posts (see Figure 3 ). The transformer layer has two sub-layers: a multi-head self-attention mechanism, and a position-wise fully connected feed-forward network, followed by a normalization layer [40] . The SoftMax function for the posterior probability of j th class given the input vector x is:
where K is the number of distinct functions and w is the weighting vector. The pre-trained BERT model is then finetuned on specific data sets.
To assess the performance of the fine-tuned BERT model, multiple baseline models are adopted to conduct the same classification tasks. 
Using the classifier, we can label each post to a humanitarian category so that situational information can be reliably classified with no manual effort. The superior performance of the BERT-based classifier will be shown in the case study.
C. GRAPH-BASED CLUSTERING
A primary concern related to making use of social media data for disaster management is the credibility of the data. That is because social media posts can be generated by any users without fact-checking [41] . Therefore, it is important to have a measure to assess the credibility of the situational information obtained from social media. Previous work has discovered that credible situational information is usually discussed in different posts by different users [42] . Built upon this evidence, a graph-based approach which examines pairwise similarities among the posts is employed to identify credible posts (see Figure 4 ) [42] . Since previous steps have labeled the posts with different topics and location entities, it is efficient and precise to do clustering on the set of posts talking about the same topic and location. Thus, the algorithm starts with embedding the texts of the posts for the same topic and location into vectors which would be compatible for computers to process. Because of a limited number of words in this set of posts, low dimensionality of the embedding vectors can also reach high accuracy. To this end, this step adopts the well-defined and commonly used approach, TFIDF (short for term frequencyinverse document frequency), to construct vectors for each post. In this approach, the term frequency and inverse document frequency is calculated as:
where tf t,d is the term frequency of the term t in the document d, idf t,d is the inverse document frequency, df t is the number of documents where the term t appears in the corpus, and N is the number of documents in the corpus. In this study, the posts are considered as documents for computing the embedding vectors. Then, the TFIDF weight for the term t in the document d can be obtained by:
By calculating all terms in the corpus, we can obtain the vectors for each post. The next step is to examine the distance among the vectors and build the semantic graphs based on their similarities. There are multiple distance measures such as Euclidean distance and cosine similarity. Euclidean distance is a good proximity for the similarity between two vectors. However, since the posts do not have the same length, the Euclidean distance of two vectors with different lengths would be significantly large. Because of that, we measure the distance among the post vectors using cosine similarity:
where p 1 and p 2 are the vectors of two posts, and p 1i and p 2i are the TFIDF weights of term i in two posts. Then, we can build the semantic graph G (V , E) for the posts in the corpus based on the similarities among the posts. The edge between two posts is created if their similarity is greater than a threshold, which is specified case by case.
where k is a hyper-parameter which specifies the threshold of content similarity for creating an edge between two posts. The value of k ranges from 0 to 1, and can be customized for different cases.
Once the semantic graph is constructed, a set of credible posts can be identified by observing large components in the graph. The posts in the same component would have potential relationships: (1) the posts are talking about the same specific event such as road closure at different time stamps; (2) different posts may provide different observed evidence for the same specific event at the same time. The posts from different large components in the semantic graph may discuss different events. In addition, the posts might not be credible if they are isolated in the graph. Hence, to obtain credible posts, our approach does not include isolated posts in the analysis.
IV. CASE STUDY OF HURRICANE HARVEY A. DISASTER CONTEXT AND DATASET
To demonstrate the application of the proposed pipeline, we conducted a case study of the 2017 Hurricane Harvey in Houston. Hurricane Harvey was a Category 4 hurricane that caused catastrophic flooding and many deaths [43] . More than 115 thousand buildings were damaged, more than 30 thousand people were displaced, and more than 17 thousand rescues were requested. We collected 21 million tweets from August 22 to September 30 in 2017 using Twitter PowerTrack API and filtering rules. The dataset includes all the tweets posted by the users whose profile locations are in Houston, and the tweets with geotags within the predefined bounding box over Houston. Furthermore, to examine the proposed pipeline and analyze the patterns of user attention to disaster events and locations on social media, we selected the period of time (i.e., August 27 -September 2) when Harvey landed in Houston. Then, we filtered the original relevant tweets which were originally posted by uses without replying to, quoting to, or retweeting from any other tweets, using keywords ''hurricane harvey'', ''hurricane'', and ''harvey''. Subsequently, we obtain 95,606 original relevant tweets over the Houston for the selected time period to test the pipeline.
B. LOCATION RECOGNITION AND FUSION
By implementing the Named Entity Recognition approach and location fusion rules, we obtained locations that were mentioned in the relevant tweets, at three levels: point, neighborhood, and county. Because the tweets dataset was collected over Houston area which is in Harries County, obviously, there is only a single entity at the county level. In addition, we identified 186 point entities, and 41 neighborhood entities from the relevant tweets (see Figure 5 ). To better understand which type of location entities gains more attention on social media, we labeled the location entities to four categories: (1) transportation and other facilities, such as roads, reservoirs, and water channels; (2) schools, hospitals, parks, and churches; (3) houses and apartments; (4) business buildings and areas, such as companies, malls, and restaurants. As shown in Figure 5 , transportation facility entities gained most of the attention on social media during Hurricane Harvey. This could be due to the fact that transportation facilities play an important function in communities during crises. This is because the performance of transportation facilities does not only influence people's travel and evacuation, but also affect the dispatch of relief resources and personnel. The second and fourth categories which include schools, hospitals, churches and business buildings are also mentioned frequently on Twitter. These are notable public locations that play important functions for community response to disasters, such as serving as shelters, distributing meals, and providing healthcare. Conversely, only a few people posted about their houses or apartments because the situational information for houses and apartments are private and localized. On non-localized social media such as Twitter, users do not tend to share private information about their locations. Thus, the information related to houses and apartments is not as frequent as the information related to other location entities.
C. TWEETS CLASSIFICATION
Classifying the tweets into humanitarian categories is important for capturing the damages and needs of the affected areas. To make the analysis be comparable to other studies, we adopted the humanitarian categories and labeled data from a dataset paper which was published by Alam et al. [44] for training and validating the model. We define the categories and provide examples from our dataset as described below:
• Affected individuals: the text is related to the people who are in a disaster situation and need relief aid; for example, ''Does anyone have a canoe/boat/float of some sort to use tomorrow morning to get to our homes on Silvergate?''.
• Injured people: the text is related to injured people; for example, ''so throughout the whole hurricane harvey flooding and stuff, 5 • Other relevant: the text is related to the disaster, but it does not belong to any of the following humanitarian categories; for example, ''The weather is improving, and they are expecting 1-2'' of rain on our end of town today and tonight so fingers crossed the water levels will remain or possibly start to go down slowly''.
• Non-relevant: the text is not related to the disasters; for example, ''I liked a @YouTube video''. We tuned a BERT model using three data sets, Hurricane Harvey, Irma, and Maria, after merging them together and splitting them into training data and testing data. Then, the training data was further shuffled. 80% of the shuffled data was assigned for training and 20% was assigned for validation. As shown in Table 1 , the number of labeled tweets for different humanitarian categories are uneven. Specifically, most of the tweets are in the category of ''other relevant'' and ''rescue''. This may lead to learning bias in our machine learning models. In this study, we employed oversampling to mitigate this issue.
The validation and testing accuracy for the fine-tuned BERT and baseline models are shown in Table 2 . The validation accuracy of the fined-tuned BERT classifier is much higher than the accuracy of the existing models, which range from 70% to 75%. In addition, regarding the testing accuracy, the fine-tuned BERT model also outperforms other baseline deep learning models. Because this is an eight-class classification task, the accuracy is not very high compared to other binary classification tasks. The low accuracy primarily appears in the categories with low frequency, such as missing or found people, and vehicle damages. Due to the limitation of training data, the model would not be able to learn the features of these two categories very well. However, as shown in the following sections, the classification result is sufficiently good to capture the majority of the situational information in other categories. The results provide evidence for the capabilities of the model on precise classification. Hence, the model is capable of being applied to our learning tasks. The labeled tweets for our case study data using the fine-tuned BERT model is shown in the last column of Table 1 .
D. GRAPH-BASED CLUSTERING
To extract credible situational information for the identified location entities, we implemented the graph-based clustering algorithm on the set of tweets mentioning the same location. By doing so, we could create the semantic graph in which tweets are the nodes and their content similarities are the weights of the edges. The edges are removed if the weights are lower than the selected threshold. The weighted degree of a node is the sum of weights for all edges that connect to this node. Figure 6 depicts some examples of semantic graphs constructed for different humanitarian categories at different locations. Meyerland is a point, and Kingwood and Addicks are considered as neighborhoods. The graph of the tweets related to infrastructure damage at Meyerland is sparse, which is hard for verifying the credibility of all isolated tweets. But, the graph also has a few connected components that can indicate credible situational information. The results from these components are shown in the next section for an example related to the unfolding infrastructure damage events at Meyerland. In addition, we can observe a couple of structures in the semantic graphs for distinguishing the levels of credibility for different tweets. For example, there is a component with three nodes having the same weighted degree in both graphs for Meyerland and Kingwood. This indicates that these three tweets contain similar situational information. To reduce the information redundancy for unfolding events, we might only need one tweet from each component to represent the situation. The selection of the tweets would depend on the timestamps of the tweets and the completeness of the situational information included in the tweets. Another example of the component structure is that the three nodes FIGURE 6. Visualization of clustering results for categorized tweets related to Meyerland, Kingwood, and Addicks. VOLUME 8, 2020 in a component form a tree, instead of a fully connected component. In this case, the two leaf nodes have different situational information and both are related to the node in the middle. This indicates that the middle node provides more complete information regarding the disaster events. The structures of the three nodes are the basic building blocks which can be stacked and construct other structures involving more nodes. The example of tweets in the other relevant information category related to the Addicks entity shows a more complex giant component in the graph (see the last panel in Figure 6 ). As shown in the graph, there are a few nodes that have high weighted degrees. These high-degree nodes contain the situational information which is supported by other nodes. Based on the analysis of the component structures, we are able to identify the credible situational information from the tweets, which can improve the reliability of the results for unfolding events and geographical disparities.
E. EVOLUTION OF EVENTS AT DIFFERENT LOCATIONS
Understanding the evolution of disaster situations in a location is important for prioritizing disaster response and recovery actions. Based on the outcomes of the previous steps of the proposed pipeline, we can identify credible situational information from the tweets and map them in a timeline for a specific location. Figure 7 provides two examples of the events at two locations: infrastructure and utility damages at Meyerland, and rescue and volunteer efforts at Beltway 8.
Meyerland is a district with a few stores and community facilities. As shown in the posts, the houses and streets were the primary entities mentioned in the tweets. At the beginning of Hurricane Harvey on August 27, Meyerland was flooded due to the heavy rainfall. Based on the posts on August 30 and September 1, the flooding was severe, and was sustained for a long duration in Meyerland. The situation timeline shows that Meyerland was a flood-prone area in which house damage was a significant problem for the residents during Harvey. The unfolding of the events related to infrastructure and utility damages at Meyerland can support the decision making for future disaster response and mitigation planning. Specifically, using the proposed pipeline, first responders can efficiently capture the disruptions and damages from the public posts. In addition, the extraction of the events and their evolution for a particular location can contribute to forensic analysis of disasters to inform future hazard mitigation and risk reduction planning.
Beltway 8 is a state highway in Houston, which also experienced flooding during Hurricane Harvey. Since many communities surrounding Beltway 8 were flooded, volunteers self-organized at Beltway 8 to help and rescue affected people. The posts show that volunteers from unflooded areas provided boats to assist affected people at the beginning of the Hurricane Harvey. After the flooding receded, volunteers also offered free meals to those affected by Harvey. In addition, the affected people also posted their requests for rescue on Twitter. These results indicate that Twitter could support the emergence of self-organization and further assist efficient relief actions in disasters. This result also implies the role that social media plays as a new way for communication of disaster relief information among individuals who did not know each other before. Our proposed pipeline can enhance the use of social media by volunteers to more efficiently identify the situation about disaster events across different locations.
To examine the credibility of the situational information identified on social media using the proposed pipeline, we check the related information in published news articles and government reports. For example, the Wall Street Journal reported that Meyerland was severely flooded due to the floodwater from Brays Bayou and needs to be built to withstand rising water [45] . In addition, the New York Times reported that volunteer rescue boats on flooded highways rescued many affected Texans [46] . The situational information on social media is validated by the recorded information from news articles, which also shows that the proposed method is capable of capturing the credible information and mitigate the effects of noise information.
In summary, the findings shown in these two examples not only demonstrate the performance of the machine learning pipeline for correctly labeling the humanitarian categories of the tweets and identifying credible situational information, but also provide insights for enhancing the efficiency and effectiveness of disaster management by creating a new communication channel for volunteers and people at risks.
F. MAPPING GEOGRAPHIC DISTRIBUTION OF EVENTS
Social media posts related to different location entities can represent the extent of disaster impacts across different locations. Greater attention to a location can be representative of the extent of damage in that location. In some cases, less attention could be due to other factors such as disruption in communication services, socio-demographic factors (the events affecting socially vulnerable populations get less attention), and the absence of points of attraction. Social media attention is not uniformly distributed across disasteraffected areas. Existing studies [47] have explored the use of geotags to examine social media posts related to a particular location. However, geotagged tweets are not sufficiently representative of social media attention in different locations. The geographical information extracted through the use of the hybrid pipeline proposed in this study provides the capability to more effectively examine the geographic distribution of social media attention to different locations.
In the case study of Hurricane Harvey, we used the proposed pipeline to automatically map the tweets to a geographical map using the coordinates for the locations mentioned in the tweets (see Figure 8 ). Meanwhile, we plotted the FEMA (stands for ''Federal Emergency Management Agency'') modeled building damages assessment in Houston during Hurricane Harvey (see Figure 9 ) [48] . Comparing the social media attention maps to the FEMA damage map, two important patterns can be observed. First, relevant tweets are unevenly distributed across Houston. The locations reported in relevant tweets are mainly located at the center and south of Houston. Although other areas were similarly affected, social media posts paid less attention to those locations. This finding suggests the influence of other factors on social media attention in disasters. Second, social media attention to location entities varies among different humanitarian categories. For example, the central part of Houston attracts more attention in terms of infrastructure damages than that in terms of affected individuals. In addition, the geographic distribution of social media attention regarding volunteering and rescue efforts is not consistent with the distributions of relevant tweets in damages or other humanitarian needs categories. This finding implies using the magnitude of social media attention to a location without considering the category of content could be misleading.
In addition to the cumulative mapping of locations and categories, the temporal information in the tweets enables us to dynamically examine the geographic distribution of social media attention to affected locations in terms of different humanitarian categories. Figure 10 shows an example of infrastructure and utility damages, and maps the relevant tweets across seven days during Hurricane Harvey. As shown in Figure 10 , in general, multiple locations were mentioned by users during the first two days of Harvey, and the frequency of attention to different locations decreased with the dissipation of the disaster. This pattern can be observed from both the highlighted area and the scale of the color bar. In addition, social media attention to a few location entities (e.g., the top middle point in day 6) would also emerge at a late stage of Harvey, while these were not popular at the beginning. Although the geographic distribution of social media attention changes over time, some location entities keep a high profile (e.g., the red point at the bottom right corner). By combining the situational information identified from the graph-based clustering, we can further uncover the expansion of disaster impacts and the changes in the situation at different locations at different times. The results and findings here show the capabilities of the proposed hybrid pipeline for using social media in disaster management. Due to uneven social media attention to location entities, the relief needs and the extent of damages based on the situational information obtained from social media might be different from the real situation of different locations in disasters. This geographic bias in social media content in disasters should be further examined along with other factors such as service availability and social demographics in future studies. Future studies can dive deeper into the problem of geographic bias on social media using the output of the hybrid pipeline presented in this study.
V. CONCLUDING REMARKS
This study presented a hybrid machine learning pipeline to automatically map the evolution of disaster events across different locations using social media posts. The proposed hybrid pipeline integrates named entity recognition, location positioning and fusion, fine-tuned BERT-based classifier, and graph-based clustering. This pipeline has two important capabilities: (1) ability to detect credible situational information for a location in evolving disaster conditions on social media; and (2) mapping the geographic distribution of social media attention in the disaster-affected area, which have not been achieved in previous studies. The application of the proposed pipeline was demonstrated in a case study of Hurricane Harvey in Houston. The results suggest: (1) integrating named entity recognition and Google Map Geocoding API, the pipeline can remove the noise corresponding to locations, and accurately obtain the coordinates for effective recognition of location entities; (2) the fine-tuned BERT-based classifier performs better than existing deep-learning classifiers in classifying the tweets into different humanitarian categories;
(3) the pipeline enables the identification of credible situational information for different locations using graph-based clustering approach; and (4) the evolution and geographic distribution of disaster events can be automatically mapped by the proposed pipeline. In addition, the findings in the case study also suggest that the proposed pipeline is capable of capturing the spatial and temporal variation of social media attention to different locations and humanitarian categories. Specifically, we find that social media attention is unevenly distributed across different locations and the co-occurrence of different disaster events affects the attention to location entities.
This proposed hybrid pipeline and results in the case study have significant practical contributions and implications for existing disaster research and management processes. First, the proposed hybrid pipeline enables the automatic mapping of credible situational information for a location in disasters. This output of the pipeline can support multiple decisionmaking processes. For example, first responders can rapidly obtain situational information about events, and monitor the situation at different locations. In addition, by tracking the situation at different locations, volunteers and relief organizations can be aware of the allocation of relief efforts so that they can deploy their resources to the locations where people's needs are not satisfied. Second, the evolution of the events for a location identified by the proposed pipeline from social media can be used for forensic disaster analysis. For example, the situational information on social media might indicate the interactions among multiple location entities. This information contributes to probing more deeply into the complex interdependencies of location entities, and the underlying causes of cascading impacts. Hence, the automatic mapping enabled by the proposed hybrid pipeline can enable a timely forensic investigation to inform disaster recovery and future risk mitigation. Finally, the pipeline can be further scaled to address automated mapping for several disasters occurring at the same time, when it is put into production. The relevant tweets for each disaster can be filtered using keywords and geographical bounding boxes that are specified by disaster responders with domain knowledge. Then, multiple pipelines can work parallelly with specified inputs for different disasters to automated map the situations.
The proposed hybrid machine learning pipeline offers multiple important directions for future studies. First, the BERT-based classifier was trained for hurricane cases in this study. To extend the capabilities of the proposed pipeline to other disasters such as earthquake and wildfire, existing domain adaptation approaches can be further integrated in the pipeline. Second, the proposed pipeline can be implemented on other sources of data, such as news articles, crowdsourced platforms, and remote sensing data, to extend the applications of the proposed pipeline and gain better situation awareness for disaster-affected areas. Finally, the findings in geographic mapping raise an important question related to bias in social media attention to locations in disasters. The problem of geographic biases on social media should be further addressed by examining the confounding effects of multiple related factors such as the extent of damages and socio-demographic characteristics in future studies.
