Abstract. This paper applies a Gene Expression Programming (GEP) algorithm to the task of forecasting and trading the SPDR Down Jones Industrial Average (DIA), the SPDR S&P 500 (SPY) and the Powershares Qqq Trust Series 1 (QQQ) exchange traded funds (ETFs). The performance of the algorithm is benchmarked with a simple random walk model (RW), a Moving Average Convergence Divergence (MACD) model, a Genetic Programming (GP) algorithm, a Multi-Layer Perceptron (MLP), a Recurrent Neural Network (RNN) and a Gaussian Mixture Neural Network (GM). The forecasting performance of the models is evaluated in terms of statistical and trading efficiency. Three trading strategies are introduced to further improve the trading performance of the GEP algorithm. This paper finds that the GEP model outperforms all other models under consideration. The trading performance of GEP is further enhanced when the trading strategies are applied.
Introduction
Evolutionary and Genetic Programming are becoming popular forecasting tools with an increasing number of Finance applications ( [1] and [2] ). This paper applies a promising evolutionary algorithm, the GEP, to the task of forecasting and trading the DIA, SPY and QQQ ETFs. Its performance is benchmarked with a simple random walk model (RW), a Moving Average Convergence Divergence (MACD) model, a Genetic Programming (GP) algorithm a Multi-Layer Perceptron (MLP), a Recurrent Neural Network (RNN) and a Higher Order Neural Network (HONN). All models are evaluated in terms of statistical accuracy and trading profitability. The models under study will forecast the one day ahead return of the DIA, SPY and QQQ ETF. Based on the sign of the forecasted return, a trading signal will be generated. In order to further improve the trading performance of the GEP algorithm, three trading strategies based on one-day ahead volatilities forecasts of the series under study and the size of the forecasts will be introduced.
The five non linear forecasting models will attempt to capture the non linear, non stationary and complex behaviour that dominate financial trading series. The RW and MACD models will act as linear benchmarks. Concerning the trading strategies, the economic rational is twofold. To improve the trading performance of the best performing model (the GEP) and to reduce the risk from the trading signals generated. Complicated trading strategies can be a profitable tool to investors as they consider additional factors that might improve the overall profitability of their portfolio.
The GEP algorithm is a domain-independent technique that runs in various environments. These environments are structured in a manner which approximates problems in order to produce accurate forecasts. GEP is based on the Darwinian principle of reproduction and survival of the fittest. It applies biological genetic operations such as crossover recombination and mutation to identify complex non-linear and nonstationary patterns. [3] and [4] underline that Evolutionary Algorithms address and quantify complex issues as an automated process via programming, which enable computers to process and solve problems.
In financial forecasting although there are several applications of NNs, the empirical evidence of GEP is quite limited with the notable exceptions of [5] and [6] . This can be explained by the complexity of the algorithm compared to NNs (see [7] ). Nevertheless, GEP has been applied successfully in other fields of science, such as mining and computing ( [8] and [9] ). A primitive form of the GEP algorithm, the Genetic Programming (GP) has several financial applications. [10] applied successfully GP in predicting the daily highest and lowest stock prices of six US stocks while [11] applied successfully the same algorithm to the task of forecasting two exchange rates.
NNs are popular forecasting tools in Finance with numerous applications. [12] used NNs to combine volatility forecasts of the US, Canadian, Japanese and UK stock markets and [13] use NNs to forecast and trade successfully the general index of the Madrid Stock Market.
Although there are limited empirical evidence around the forecasting superiority of GEP compared to NNs and GP, their theoretical advantages are great. Genetic Programming (GP) classifies its individuals as non-linear comprising of different shapes and sizes (tree like structures). On the other hand, GEP it also classifies classifies individuals as symbolic strings of fixed size (i.e. chromosomes). GEP clearly distinguishes the differences between the genotype and the phenotype of individuals within a population. In [7] the authors argue that GEP represents not only an individual's genotype, in the form of chromosomes, but also its phenotype as a tree like structure of expressions in order to establish fitness. Compared with NNs, GEP has no risk of getting trapped in local optima and is able to reach the optimal solution faster. The findings of this paper support these arguments as the results show that the GEP algorithm outperforms all other models in terms of statistical accuracy and trading efficiency.
The rest of the paper is organized as follows. Section 2 describes the dataset while section 3 describes the GEP algorithm and the benchmark models while Section 4 displays the empirical results. Section 5 provides some concluding remarks.
Dataset
In this study, seven forecasting models are employed to the task of forecasting and trading the one day ahead logarithmic return of the DIA, SPY and QQQ ETFs. ETFs are investment funds that are designed to replicate stock market indices. The DIA, the SPY and the QQQ ETF are designed to mimic the Down Jones Industrial Average, the S&P 500 and NASDAQ 100 stock market indices respectively. ETFs offer investors the opportunity to trade stock market indices with extremely low transaction costs.
The period from 03/09/2002 to 31/12/2008 will act as initial in-sample and the period from 02/01/2009 to 31/12/2012 as out-of-sample period. The parameters of the forecasting models will be optimized during the in-sample period and their performance will be validated to the unknown out-of-sample dataset. This estimation will be rolled forward each year. For example in the start, the models will be trained from 
Forecasting Models
In this section, the forecasting models under study are discussed.
The Gene Expression Programming
GEP models are symbolic strings of fixed length that represent the chromosome/genotype (genome) of an organism. They are encoded as non linear entities of different sizes and shapes determining an organism's fitness. GEP chromosomes are consisted by multiple genes with equal lengths across the structure of the chromosome. Each gene is comprised of a head (detailing symbols specific to functions and terminals) and a tail (only includes terminals). These can be represented mathematically by equation [1] :
where: h = the head length of the gene. t = the tail length of the gene. n = total number of arguments within the function (maximum arity)
The set of terminals included within both the heads and tails of the chromosomes is consisted by constants and specific variables. Each gene is equal and fixed in size and they hold the capacity to code for multiple and varied expression trees (ET). The structure of GEP is able to cope in circumstances when the first element of a gene is terminal producing a single node as well as when multiple nodes ('sub-trees' reproduced by functions) are produced in search for eventual terminality. In GEP valid ETs are always generated while in GP this is not guaranteed. Each gene encodes an ET and in situations where multiple generations arise, GEP codes for sub ETs with interlinking functions to enable reproduction of generations. The parameters of our GEP algorithm are based on the guidelines of [5] and [7] . The different steps of the algorithm are explained below:
In the beginning GEP randomly generates an initial population from populations of individuals and all succeeding populations are spawned from this initial population. The size of the initial population in this application is set to 1000. In the spawning of new generations genetic operators evolve each of the individuals by 'mating' them with other individuals in the population. These genetic operators are deciphered by the nature of the problem. In the next step we develop expression trees from our chromosomes. The structure of each ET is in such a way that the root or the first node corresponds with beginning of each gene. The resulting offspring evolved from the first node is dependent on the number of arguments. In this process of evolution the functions may have numerous arguments however the terminals have a parity of zero. Each of the resulting offspring's characteristics is populated in nodes ordered from left to right. This process is concluded once terminal nodes are established. Later the initial population is generated and the resulting ETs are developed. This is explained in detail by [7] . In order to create an accurate model suited to our forecasting requirements it is imperative that a function which minimizes error and improves accuracy is used. In our application, the fitness value is defined as the MSE with the lowest MSE being targeted as the best. The main principal during the process of evolution is the generation of offspring from two superior individuals to achieve 'elitism'. As a consequence the best individuals from the parent generation produce offsprings with the most desirable traits whilst the individuals with less desirable traits are removed. On this basis our model minimizes error and maintains superior forecasting abilities. As explained in greater detail by [7] , elitism is the cloning of the best chromosome(s)/individual(s) to the next population (also called generation). The role of 'elitism' (via suited genetic operators) enables the selection of fitter individuals without eliminating the entire population. The selection of individuals based on their 'fitness' is carried out during the 'tournament' selection for reproduction and modification. This process selects the individuals at random with the superior ones being chosen for genetic modification in order to create new generations. The size of each tournament is set to 20. In the reproduction of future generations, we apply the mutation and recombination genetic operators. Then the tournament losers are replaced with the new individuals created by the reproduction in the population. A check is made to determine whether the termination criterion is fulfilled, if it is not we return to the second step. As a termination criterion we used a maximum number of 100,000 generations during which the GEP was left to run. As a result the best individual found during the evolution process is presented.
A RW and a MACD model will act as linear benchmarks to the GEP algorithm while three Neural Network (NN) models and a GP algorithm will act as non linear benchmarks.
Non Linear Benchmarks
Three Neural Network (NN) models and a GP algorithm will act as non linear benchmarks. All four models are well documented in the literature. NNs are usually consisted by three or more layers. The first layer is called the input layer (the number of its nodes corresponds to the number of indepedent variables). In this study the inputs were selected among the first 12 autoregressive lags of the forecasting series. The specific choice of each set of inputs was based on a sensitivity analysis in the in-sample period. The last layer is called the output layer (the number of its nodes corresponds to the number of response variables). An intermediary layer of nodes, the hidden layer, separates the input from the output layer. Its number of nodes defines the amount of complexity the model is capable of fitting. Normally, each node of one layer has connections to all the other nodes of the next layer. The training of the network (which is the adjustment of its weights in the way that the network maps the input value of the training data to the corresponding output value) starts with randomly chosen weights and proceeds by applying a learning algorithm called backpropagation of errors ( [14] ).The iteration length is optimised by minimising the MSE in a subset of in-sample dataset (the last year of the in-sample period each time). The most popular architecture NN model is the MLP. RNNs have the ability to embody short-term memory and past errors while HONNs are able to capture higher order correlations (up to the order three or four) within the dataset.
GP are algorithms that evolve algebraic expressions which enable the analysis / optimization of results in a 'tree like structure'. A complete description of GEP is provided by [4] .
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Empirical Results
Statistical Performance
In the table below, the statistical performance in the out-of-sample period of all models is presented. For the the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and Theil-U statistics, the lower the output the better the forecasting accuracy of the model concerned. The Pesaran-Timmermann (PT) test (1992) examines whether the directional movements of the real and forecast values are in step with one another. It checks how well rises and falls in the forecasted value follow the actual rises and falls of the time series. The null hypothesis is that the model under study has no power on forecasting the ETF return series. The Diebold-Mariano (1995) DM statistic for predictive accuracy statistic tests the null hypothesis of equal predictive accuracy. Both the DM and the PT tests follow the standard normal distribution. From the table above we note that GEP outperforms all benchmarks for all the statistical measures retained. The HONN model presents the second best performance while the GP algorithm produces the third more statistically accurate forecasts. The PT statistics indicate that all non-linear models under study are able to forecast accurately the directional movements of the three ETF return series while the DM statistics confirm the statistical superiority of the GEP forecasts. On the other hand, the two statistical benchmarks seem unable to provide statistically accurate forecasts for the series and period under study.
Trading Performance
The trading performance of our models in the out-of-sample period is presented in the table below. From the table above we note that GEP clearly outperforms its benchmarks are all the trading criteria retained. In the next section, two trading strategies are introduced to further increase the trading performance of GEP.
4.2.1
Time Varying Volatility Leverage In order to further improve the trading performance of our models we introduce a leverage based on one day ahead volatility forecasts. The intuition of the strategy is to exploit the changes in the volatility. As a first step we forecast the one day ahead exchange rate volatility with a GARCH, GJR, RiskMetrics and EGARCH model in the test and validation sub-periods. Then, we split these two periods into six sub-periods, ranging from periods with extremely low volatility to periods experiencing extremely high volatility. Periods with different volatility levels are classified in the following way: first the average (μ) difference between the actual volatility in day t and the forecast for day t+1 and its 'volatility' (measured in terms of standard deviation (σ) are calculated; those periods where the difference is between μ plus one σ are classified as 'Lower High Vol. Periods'. Similarly, 'Medium High Vol.' (between μ + σ and μ + 2 σ) and 'Extremely High Vol.' (above μ + 2 σ periods can be defined. Periods with low volatility are also defined following the same 1 ζ and 2 σ approaches, but with a minus sign. For each sub-period leverage is assigned starting with 0 for periods of extremely high volatility to a leverage of 2.5 for periods of extremely low volatility.
4.2.2
The Strongest Signal The second trading strategy is based on the absolute values of our forecasts. The GEP algorithm is forecasting the one-day ahead return of the three indices. In this trading strategy, each day we invest to the index that our GEP algorithm is giving the highest in absolute value return or else the strongest signal. Instead of investing in the three indices based on our GEP forecasts, we invest only to the one that the algorithm indicates that will be the most profitable. These trades are held for one day unless in the following day, our GEP signals indicate the same index with the same sign.
Empirical Results
In the table below, we present the performance of our trading strategies.
Table 3. Trading Strategies
We note that all trading strategies were successful.
Conclusions
In this study, a GEP algorithm was applied to the task of forecasting and trading the DJIA, S&P 500 and NASDAQ 100 indices. It was benchmarked against several non linear models. The GEP forecasts outperformed its benchmarks in terms of annualised return and information ratio. This trading performance was further enhanced with the introduction of two trading strategies. These results should go a step towards convincing a growing number of quantitative fund managers and academics to experiment beyond the bounds of traditional statistical and neural network models. They also validate the importance of trading strategies in improving the profitability of trading signals.
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