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Abstract
In this thesis we study three conjectures of Kato. The first one concerns p-adic Lie exten-
sions F∞/Q containing the cyclotomic Zp-extension Qcyc and the existence of an element Lp,u ∈
K1(Zp[[G(F∞/Q)]]S∗) depending on a global unit u. Lp,u is required to map to a specified
element under the connecting morphism Bglobal from K-theory and to satisfy a prescribed inter-
polation property. We state an analogous conjecture for imaginary quadratic number fields K
and, under a torsion assumption, prove it for certain abelian CM elliptic curves cases.
The second conjecture is Kato’s local main conjecture for p-adic Lie extensions F ′∞/Qp con-
taining Qcycp and concerns the existence of a element Ep,u′ ∈K1(Ẑurp [[G(F ′∞/Qp)]]S˜′∗) depending
on a global unit u. Ep,u′ is required to map to a specified element under Blocal and to satisfy a
prescribed interpolation property. In [Ven13], for certain abelian extensions an element Ep,u′ is
constructed and we prove that it satisfies the desired interpolation property.
Regarding the third conjecture, we prove the following for certain CM elliptic curves E/Q
and good ordinary primes p. Up to an element Ωp,u,u′ reflecting a base change related to u and u′,
twists of Lp,u and Ep,u′ by representations related to E assemble to an element Lp,u,E that, up to
an Euler factor, is a characteristic element of the dual Selmer group Sel(K(E[p∞]), TpE∗(1))∨
and that has an interpolation property related to that expected of a p-adic L-function of E.
Zusammenfassung
In dieser Arbeit werden drei Vermutungen von Kato untersucht, von denen die erste fu¨r eine
p-adische Lie Erweiterung F∞/Q formuliert wird, die die zyklotomische Zp-Erweiterung Qcyc
entha¨lt. Es wird die Existenz eines von einer globalen Einheit u abha¨ngigen Elementes Lp,u ∈
K1(Zp[[G(F∞/Q)]]S∗) vermutet, das einerseits Urbild eines gewissen Elementes unter dem
Verbindungshomomorphismus Bglobal aus der K-Theorie ist und andererseits eine vorgegebene
Interpolationseigenschaft besitzt. Wir formulieren ein Analogon der Vermutung fu¨r quadratisch
imagina¨re Zahlko¨rper K und beweisen dieses - unter einer Torsionsannahme - fu¨r abelsche Er-
weiterungen K(E[p∞])/K fu¨r eine bestimmte Klasse von CM elliptischen Kurven E.
Die zweite Vermutung betrifft eine p-adische Lie Erweiterung F ′∞/Qp, die Qcycp entha¨lt. Es
wird die Existenz eines Elementes Ep,u′ ∈ K1(Ẑurp [[G(F ′∞/Qp)]]S˜′∗) vermutet, das von einer
lokalen Einheit u′ abha¨ngt, wiederum eine bestimmte Interpolationseigenschaft besitzt und unter
Blocal auf ein gewisses Element abbildet. In [Ven13] wird fu¨r gewisse abelsche Erweiterungen ein
Element Ep,u′ konstruiert, fu¨r das wir das gewu¨nschte Interpolationsverhalten nachweisen.
Bezu¨glich der dritten Vermutung beweisen wir Folgendes fu¨r gewisse CM elliptische Kurven
E/Q und gute, ordina¨re Primstellen p. Wir betrachten von E induzierte Twists von Lp,u und Ep,u′
und definieren ein Element Ωp,u,u′ , das einen Basiswechsel beschreibt, der von u und u′ abha¨ngt.
Mittels dieser Twists und Ωu,u′,p definieren wir Lp,u,E , das einerseits, bis auf einen Eulerfaktor,
ein charakteristisches Element des Duals Sel(K(E[p∞]), TpE∗(1))∨ der Selmer Gruppe ist und
andererseits eine Interpolationseigenschaft besitzt, die in engem Zusammenhang zu der steht, die
von einer p-adischen L-Funktion von E erwartet wird.
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We begin this introduction by giving a brief summary of the development of a select few topics
from Iwasawa theory in order to recall some of the context of this thesis. Most facts about the
historical development are taken from the more detailed and expertly written accounts by J.
Coates and R. Sujatha [CS06], K. Kato [Kat07] and R. Greenberg [Gre01b]. Afterwards,
we summarize the contents and main results of this thesis.
Historical Development
In the middle of the 19th century E. E. Kummer made several remarkable discoveries includ-
ing what is nowadays called Kummer’s criterion for the irregularity of primes and Kummer’s
congruence ([CS10], Theorems 1.1.2 and 1.1.3), compare [Kum75] for Kummer’s original work
and some of his correspondence and the review [Maz77] for a concise summary. The criterion
for the irregularity of a prime p establishes a connection between special values of the Riemann
zeta function ζ(s) and the ideal class group Cl(Q(µp)) of Q(µp), the number field obtained by
adjoining µp to Q, where µpk , k ≥ 1, denotes the group of pk-th roots of unity. It says that a
prime p is irregular, i.e., it divides the order #Cl(Q(µp)) of Cl(Q(µp)), if and only if it divides
the numerator of at least one of ζ(−1), ζ(−3), . . . , ζ(4 − p).
In 1964, T. Kubota and H.-W. Leopoldt [KL64] proved the existence of a p-adic analogue
ζp of the Riemann zeta function that interpolates special values of ζ(s). Five years later, K.
Iwasawa [Iwa69] gave a different description of ζp in terms of power series in one indeterminate
T , which enabled an interpretation of ζp in terms of the Iwasawa algebra Λ(G) = lim←ÐU Zp[G/U],
where U runs through all open normal subgroups of G and G = Gal(Q(µp∞)+/Q) is the Galois
group of the maximal real subfield Q(µp∞)+ of Q(µp∞) = ⋃nQ(µpn) over Q. It is this construction
of ζp and results from K. Iwasawa’s paper [Iwa64], which led to Iwasawa’s Theorem as stated
in [CS06]. One should note that in loc. cit. the existence of ζp is proved by different means than
used in [Iwa69]. In fact, it is shown that ζp can be expressed as the image of a compatible system
of cyclotomic units under a map L˜ involving R. F. Coleman’s [Col79] interpolating power series
and an integral logarithm [CW78]. In order to state Iwasawa’s theorem let us write Un for the
principal units of Qp(µpn)+ and Cn, n ≥ 1, for the subgroup of cyclotomic units as defined in loc.
cit. Setting U∞ = lim←ÐnUn and C∞ = lim←ÐnCn where the limits are taken with respect to norm
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maps and writing I(G) = ker(Λ(G) augÐ→ Zp) for the augmentation ideal we can formulate the
following theorem.
Theorem (Iwasawa’s Theorem, see ([CS06], Theorem 1.5.1)). There is a canonical iso-
morphism
U∞/C∞ ≅ Λ(G)/(I(G) ⋅ ζp)
of Λ(G)-modules.
Via class field theory U∞/C∞ is closely connected to the Galois group X∞ of the maximal abelian
p-extension of Q(µp∞)+ which is unramified outside the unique prime above p of Q(µp∞)+ over
Q(µp∞)+. It was proven by K. Iwasawa [Iwa73] that X∞ is finitely generated and torsion as a
Λ(G)-module and that to such modules one can associate a characterictic ideal charΛ(G)(X∞),
an arithmetic invariant which, by definition, is a principal ideal in Λ(G), see [CS06] for details.
The natural question about generators of charΛ(G)(X∞) was (initially conjecturally) answered
by the cyclotomic main conjecture.
Theorem (Cyclotomic Main Conejcture). We have an equality
charΛ(G)(X∞) = I(G) ⋅ ζp. (MC(Gm,Q(µp∞)+/Q))
of ideals in Λ(G).
The augmentation ideal appears in the equation (MC(Gm,Q(µp∞)+/Q)) for the following reason.
Let us write G = Gal(Q(µp∞)/Q). ζp, by definition, is the image in Quot(Λ(G)) of an element
of the form λ(e)/(σe − 1) in Quot(Λ(G)), where λ(e) ∈ Λ(G) is the image of a a cyclotomic unit
associated to an integer e under the map L˜ mentioned above and σe−1 is a generator of I(G) such
that the quotient λ(e)/(σe−1) is independent of e. Therefore, while ζp is only a pseudo-measure,
any element of the form x ⋅ ζp, where x ∈ I(G), belongs to Λ(G).
As remarked by J. Coates and R. Sujatha (loc. cit., p. 8f) K. Iwasawa’s work [Iwa64] can
be considered as the “genesis of the main conjecture”. The conjecture (MC(Gm,Q(µp∞)+/Q))
was first proven by B. Mazur and A. Wiles [MW84]. A different proof was given by K.
Rubin in the appendix of [Lan90] using V. Kolyvagin’s [Kol90] and F. Thaine’s [Tha88]
Euler systems. For an exposition of the Iwasawa main conjecture for more general number fields
we refer to the book [NSW08] by J. Neukirch, A. Schmidt and K. Wingberg, which also
contains several explanations of the analogy between the number field and the function field case.
The Λ(G)-module X∞ is closely related to the inductive limit limÐ→n (Cl(Q(µpn)){p}) of the
p-primary parts of the ideal class groups Cl(Q(µpn)) of Q(µpn) via multiplicative Kummer
theory, see (loc. cit., (1.22)). From this viewpoint, the main conjecture (MC(Gm,Q(µp∞)+/Q))
constitutes a connection between the p-adic analogue ζp of the Riemann zeta function and the
Galois module structure of the inductive limit of the ideal class groups associated to the tower
Q(µpn), n ≥ 1.
From a historical point of view, one of the key new features of Iwasawa theory is the focus
on the action of the Galois group G on arithmetic objects. K. Kato ([Kat07], p. 338) phrases
it as
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“Compared with Kummer’s criterion and class number formula, Iwasawa theory is
finer in the point that it describes not only the class number, i.e. the order of the ideal
class group, but also the action of the Galois group on the ideal class group. In fact,
one could even say that the aim of Iwasawa theory is to describe Galois actions on
arithmetic objects in terms of zeta values.”
This description of Iwasawa theory is substantiated by the array of Iwasawa main conjectures
that have been formulated and studied over the past 60 years. In several abelian cases and in
a few non-abelian settings main conjectures have been proven. Among the most notable, A.
Wiles [Wil90] proved the main conjecture for totally real base fields and K. Rubin [Rub91]
proved certain cases of (one- and two- variable) main conjectures for quadratic imaginary fields
(versions without p-adic L-function). M. Kakde [Kak11], [Kak13] proved a non-commutative
main conjecture for (certain) p-adic Lie extensions of a totally real base field.
K. Rubin’s main conjecture for quadratic imaginary base field has applications to the Iwa-
sawa theory of elliptic curves, which was initiated by B. Mazur [Maz72], [MSD74] for cyclotomic
extensions. In loc. cit. B. Mazur and P. Swinnerton-Dyer constructed a p-adic L-function
Lp(E) for an odd prime p and a (modular) elliptic curve E/Q which has good ordinary reduc-
tion at p. Lp(E) is characterized by interpolating (up to a period and local term) the value
at 1 of the twisted Hasse-Weil L-series L(z,E,χ), where χ is a Dirichlet character of p-power
conductor regarded as a character of G via the cyclotomic character, see [Gre01b] for a more
detailed discussion. In the Iwasawa theory of elliptic curves curves the Galois group X∞ is re-
placed by the Pontryagin dual Sel(E/Q(µp∞))∨ ∶= Hom(limÐ→n Sel(E/Q(µpn)),Qp/Zp) of the direct
limit limÐ→n Sel(E/Q(µpn)) of Selmer groups, which, for a general number field F fit into an exact
sequence induced by the Kummer map
0→ E(F )⊗Q/Z→ Sel(E/F )→X(E/K)→ 0,
where X(E/K) ⊂ H1(GF ,E(F¯ )) is the Tate-Sˇafarevicˇ group and Sel(E/F ) is a subgroup of
H1(GF ,E(F¯ )tor), see [Gre01a] for a detailed discussion of these groups. K. Kato [Kat04]
proved that Sel(E/Q(µp∞))∨ is Λ(G)-torsion and the Iwasawa main conjecture now states
Conjecture. We have an equality
charΛ(G)(Sel(E/Q(µp∞))∨) = Λ(G)Lp(E), (MC(E,Q(µp∞)/Q))
of ideals in Λ(G).
Note the analogy to the cyclotomic main conjecture (MC(Gm,Q(µp∞)+/Q)). In [Kat07], K.
Kato gives a list of cases in which this conjecture is proven, which includes C. Skinner’s and
E. Urban’s work [SU] on elliptic modular forms.
Up to this point we have considered the cyclotomic Galois extension Q(µp∞)/Q, which was
Iwasawa’s starting point and can be considered as the extension obtained by adjoining the p-
power torsion points of the multiplicative formal group Gm to Q. There are, however, numerous
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other interesting Galois extensions arising, for example, from geometric objects such as abelian
varieties A over number fields F . Adjoining to F the coordinates of all p-power division points of
A one obtains a p-adic Lie extension F (A[p∞])/F which coincides with the trivializing extension
of the action of GF on the p-adic Tate-module TpA = lim←ÐnE(F¯ )[pn] of A. The existence of p-adic
L-functions in these cases is mostly conjectural and since, in general, the extensions F (A[p∞])/F
are non-abelian, one no longer has the notion of principal characteristic ideal at disposal. A
suitable analogue for non-commutative settings has been developed by O. Venjakob [Ven03] in
terms of K-theory and used in [CFK+05] to formulate a main conjecture for elliptic curves over
a large class of p-adic Lie extensions, compare the beginning of chapter 1 for a discussion. One
should mention that proven non-commutative main conjectures are scarce, M. Kakde’s result
mentioned above being one of the few examples.
Historically, elliptic curves E over a quadratic imaginary number field K with complex mul-
tiplication (CM) by OK were among the examples studied first. To have complex multiplication
means that the endomorphism ring EndK¯(E) of E is equal to OK , i.e., strictly bigger than Z.
These CM-cases are in some sense the most simple cases after Q(µp∞)/Q since the Galois group
G(K(E[p∞])/K) is also abelian and contains an open subgroup (the Galois group of the compos-
ite of all Zp-extensions of K over K) isomorphic to Z2p. For split primes p, K. Rubin’s [Rub91]
two variable main conjecture and R. I. Yager’s [Yag82] results on M. Katz’ [Kat76] p-adic
L-function(s) combined, imply the main conjecture in this case. It was shown by T. Bouganis
and O. Venjakob [BV10] that these results also imply the main conjecture for the non-abelian
p-adic Lie extension K(E[p∞])/Q adding to the short list of proven non-commutative cases.
The cyclotomic units that were used above are, in the CM setting, replaced by elliptic units.
Especially the p-adic L-function is now obtained from a compatible system of elliptic units in the
tower K(E[pn])n, n ≥ 1 (and the Coleman map). R. I. Yager’s main result ([Yag82], Theorem
1) is completely analogous to Iwasawa’s Theorem from the cyclotomic theory above. It states
that the p-adic L-function of M. Katz is a generator of the characteristic ideal of the quotient
of the (respective projective limits of) principal semi-local units and the elliptic units for the
tower K(E[pn])n, n ≥ 1.
We want to end this historical account by noting that several generalizations of Iwasawa
theory have been proposed and developed. For example, R. Greenberg and P. Schneider
have formulated an Iwasawa theory for p-adic representations [Gre89] and, more generally, for
motives [Sch89], [Gre94]. Moreover, non-commutative Iwasawa main conjectures as in [CFK+05]
and for more general motives (with good ordinary reduction above p) are nowadays also studied
in the context of equivariant Tamagawa number conjectures. The compatibility of the two
conjectures was shown in [FK06].
Content and Results of the Thesis
In this thesis three conjectures are studied that were stated by K. Kato during a talk he gave in
Cambridge on the occasion of J. Coates’ sixtieth birthday. As was explained in the historical
vaccount above, the search for p-adic L-functions and their relation to arithmetic objects such
as ideal class groups and Selmer groups has been central to Iwasawa theory. K. Kato’s three
conjectures are concerned with the possibility of expressing p-adic L-functions of motives by
twisting certain universal local and global elements. We note that T. Fukaya and K. Kato
[FK06] expect twisting principles to hold in much greater generality in the context of (global and
local) non-commutative Tamagawa number conjectures.
Before discussing the three conjectures in more detail, let us note that the first two conjectures
about the universal elements are stated independently of any motive and depend just on a global,
resp., local p-adic Lie extension F∞/F . Moreover, while we state the conjectures in full generality,
our results only concern certain special cases. In fact, we focus mainly on the case which arises
from the study of an elliptic curve over Q with complex multiplication by the ring of integersOK of a quadratic imaginary number field K, building on K. Rubin’s [Rub91] two variable
main conjecture and K. Kato’s [Kat] and O. Venjakob’s [Ven13] work on (commutative) local
-isomorphisms. Let us describe the conjectures.
The first conjecture is of global nature and will be studied in chapter 2. Let us fix a prime p
and a compact p-adic Lie extension F∞/Q containing Q(µp∞), where µp∞ denotes the group of
all p-power roots of unity. Moreover, we assume that F∞ = ⋃n≥1 Fn, where
. . . Fn−1 ⊆ Fn ⊆ Fn+1 . . .
is a tower of finite Galois extensions Fn of Q. We write G = Gal(F∞/Q) and H = G(F∞/Qcyc),
where Qcyc is the cyclotomic Zp-extension of Q, such thatG/H ≅ Zp.
Then, we write S and S∗ for the canonical left and right Ore sets of the Iwasawa algebra Λ(G)
from [CFK+05] associated to H, see also the beginning of section 2.3 for a definition. Moreover,
let Σ be the set of primes of Q consisting of the archimedean prime ν∞ of Q, the prime (p) and
those primes that ramify in F∞/Q and assume that Σ is finite. The first conjecture predicts the
existence of a universal element
Lp,u ∈K1(Λ(G)S∗).
This universal element Lp,u depends on a global unit u ∈ lim←Ðn(O×Fn ⊗ Zp) which is a Λ(G)S-
generator of S−1(lim←Ðn(O×Fn ⊗ Zp)) (in general, such a unit is only conjectured to exist). Lp,u
is characterized by two properties. Firstly, it is supposed to satisfy an interpolation property
(how to evaluate elements of K1(Λ(G)S∗) at Artin representations is explained in [CFK+05]): its
values at Artin representations ρ are supposed to interpolate the leading coefficient of the Artin




R(u, ρ) , (Lp,u-values)
where rΣ(ρ) is the order of vanishing of LΣf (ρ, s) at s = 0. Note that this formula is reminiscent
of the class number formula for number fields.
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Secondly, Lp,u is supposed to map to a prescribed element under the connecting homomor-
phism B ∶ K1(Λ(G)S∗) Ð→ K0(MH(G)) from K-theory, where MH(G) denotes the category of
finitely generated G-modules that are S∗-torsion. To be more concrete, let us define
HmΣ ∶= lim←Ð
n
Hme´t (OFn[ 1Σf ],Zp(1)) ≅ lim←Ðn Hm(GΣ(Fn),Zp(1))
for m ≥ 1 and note that these groups vanish for m ≥ 3 since cdpGΣ(Fn) ≤ 2 for any Fn, where
we also write Σ for the primes of Fn above Σ. The Kummer sequence gives an isomorphism
lim←Ðn(O×Fn,Σ⊗ZZp) ∼Ð→ H1Σ so that we can consider the image of u in H1Σ. The idea is to consider
H1Σ and H
2
Σ as universal Iwasawa modules attached to the extension F∞/Q. Now, the second
defining property of Lp,u is given by
B(Lp,u) = [H2Σ] − [H1Σ/Λ(G)u]. (B-image Lp,u)
While K. Kato formulated the global conjecture for the base field Q and, in general, non-
abelian extensions F∞/Q, we formulate an analogue of the conjecture for a quadratic imaginary
base field K and prove it in the following commutative setting
(i) there exists an elliptic curve E/K with complex multiplication by the ring of integers OK
and conductor divisible by one prime of K only,
(ii) K∞/K, where K∞ = K(E[p∞]) is the field obtained by adjoining all coordinates of p-
power division points of E to K for some prime p /= 2,3 above which E has good ordinary
reduction,
under the assumption that lim←Ðk,nCl(Kk,n){p} is S∗-torsion, where we write Kk,n =K(E[pinp¯ik]),
k,n ≥ 0, for two generators pi and p¯i of the distinct primes p and p¯ of K above p (p splits in K by
assumption (ii)). Cl(Kk,n){p} denotes the p-primary part of the ideal class group of Kk,n and
S∗ denotes the canonical Ore set in Λ(G), where we write G for the abelian p-adic Lie group
G(K∞/K).
It is more than likely that K. Kato knew (or at least expected) that an analogous conjecture
holds in this abelian setting when he formulated the conjecture for the base field Q. As for the
generality of the above setting we note that all elliptic curves defined over Q that are listed in
Appendix A, §3 of J. Silverman’s book [Sil99] satisfy the assumptions (i) and (ii) (and, in
fact, all assumptions of the cases in which we prove the local conjecture and the twist conjecture
discussed below).
It turns out that under the just mentioned torsion assumption one can choose u to be a
sequence of norm-compatible elliptic units u = u(q) in the tower Kk,n, k,n ≥ 1, depending on an
auxiliary ideal q of OK which is unramified in K∞/K. The universal element Lp,u is then given
by 1(Nq−Frobq) which we show belongs to Λ(G)×S , where Nq is the norm of the ideal q and Frobq
denotes the arithmetic Frobenius in G(K∞/K). In [dS87], the element 1(Nq−Frobq) is used to
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make the p-adic L-function corresponding to u(q) (under the Coleman map for the formal group
Eˆ and the integral logarithm) independent of the choice of q, just as the term σe − 1 appearing
in the definition of ζp makes ζp independent of e, which we discussed in the paragraph after the
cyclotomic main conjecture (MC(Gm,Q(µp∞)+/Q)).
Commutative Main Theorem (see Theorem 2.4.41). Let the setting be as in (i) and (ii)
above, assume that lim←Ðk,nCl(Kk,n){p} is S∗-torsion and write xq = Nq−Frobq. Then, under the
connecting homomorphism B, the class [1/xq] ∈K1(Λ(G)S∗) of the element 1xq ∈ Λ(G)×S maps to
B([1/xq]) = −[Λ(G)/Λ(G)xq] = [H2Σ] − [H1Σ/Λ(G)u(q)] in K0(MH(G)).
Moreover, 1xq = 1(Nq−Frobq) satisfies the following interpolation property. Let χ be a complex
Artin character χ ∶ GK Ð→ C× such that the fixed field of the kernel is equal to K¯ker(χ) = Kk,n,
k,n ≥ 1. Then, we have (Kronecker’s second limit formula)
d
ds
LΣf (χ, s) ∣s=0 = − 1Nq − χ(Frobq) ⋅ 112ωfp¯kpn ⋅ ∑σ∈G(Kk,n/K) log ∣ σ(ek,n(q)) ∣2 χ(σ),
where ek,n(q) ∈ O×Kk,n so that the image of (ek′,n′(q))k′,n′ in lim←Ðk,n(O×Kk,n ⊗ Zp) coincides with
u(q) and ωfp¯kpn denotes the number of roots of unity in K congruent to 1 modulo fp¯kpn, where
f is the conductor of the Gro¨ßencharacter ψE attached to E/K.
Let us remark that for the interpolation property little work is needed as it is just a slight
restatement of L. Kronecker’s classical second limit formula. As for the determination of the
image of [1/xq] under B, there are two main ingredients besides a vanishing result for finitely
generated Zp-modules in K0(MH(G)) (which we derive in chapter 1 from results of G. Za´bra´di
[Z1´0] and K. Ardakov and S. Wadsley [AW06], [AW08]) and the fact that the image of u(q)
under the semi-local version of the Coleman map for Eˆ is not a zero-divisor in the Iwasawa algebra
(which we prove in subsection 2.4.5). On the one hand, we use K. Rubin’s result [Rub91] on the
two variable main conjecture. On the other hand, we carefully compare K. Rubin’s elliptic unitsC∞ (which satisfy the analytic class number formula needed for the main result in loc. cit.) and
the smaller group D∞ considered by R. I. Yager [Yag82]. Strictly speaking, this comparison
is needed in order to derive the two variable main conjecture in the CM case from K. Rubin’s
and R. I. Yager’s work. Under assumption (i) from above, i.e., that the conductor f of E is a
prime power f = lr for some prime l of K, we prove
Theorem (see Theorem 2.4.33). In K0(MH(G)) we have an equality
[C∞/D∞] = [Λ(G/Dl)],
where we write Dl for the decomposition group of l in G.
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Next, we discuss the second of K. Kato’s conjectures, which is of local nature and will be
studied in chapter 3. For a fixed prime p, we let F ′∞ be a p-adic Lie extension of Qp containing
Qp(µp∞). We write G′ = Gal(F ′∞/Qp) and H′ = Gal(F ′∞/Qcycp ). Later, in the CM setting consid-
ered above, we will be interested in the case F ′∞ = K∞,ν¯ such that G′ = Gν¯ is the decomposition
group in G of a place ν¯ of K∞ above p. Let us write Ẑurp for the ring of Witt vectors W (F¯p) of
a fixed algebraic closure F¯p of Fp. Moreover, we write S ′∗ and S˜ ′∗ for the canonical Ore sets in
Λ(G′) and Ẑurp [[G′]], respectively.
The local conjecture predicts the existence of a universal local constant-like elementEp,u′ ∈K1(Ẑurp [[G′]]S˜′∗)
depending on a local Λ(G′)S′-generator u′ of U ′(F ′∞)S′ belonging to U ′(F ′∞) = lim←ÐL,mO×L/(O×L)pm ,
where the limit is taken over all finite subextensions L/Qp of F ′∞/Qp, with respect to norm maps,
and all m ∈ N. The element Ep,u′ , similar to Lp,u above, is characterized by an interpolation prop-
erty and by the requirement to map to a prescribed element under the connecting homomorphism
B ∶K1(Ẑurp [[G′]]S˜′∗)→K0(MẐurp ,H′(G′)) from K-theory, where MẐurp ,H′(G′) denotes the category
of finitely generated Ẑurp [[G′]]-modules that are S˜ ′∗-torsion. In order to state the conjecture let




for m ≥ 1, where L′ ranges through the finite subextensions of F ′∞/Qp, and note that Hmloc = 0 for
m ≥ 3 since cdp(GL′) = 2. We note that Kummer theory gives a map U ′(F ′∞)Ð→ H1loc.
Local Main Conjecture. There exists Ep,u′ ∈ K1(Ẑurp [[G′]]S˜′∗) such that for any Artin repre-
sentation ρ ∶ G′ Ð→ AutCp(V ), Ep,u′(ρ) = p(ρ)
Rp(u′, ρ) (Ep,u′-values)
whenever Rp(u′, ρ) /= 0, where p(ρ) = p(V ) is the local constant attached to V and Rp(u′, ρ)
is a p-adic regulator associated to ρ and u′. Moreover, the image of Ep,u′ under the connecting
homomorphism from K-theory is given by
B(Ep,u′) = [Ẑurp ⊗ˆZpH2loc] − [Ẑurp ⊗ˆZp(H1loc/Λ(G′)u′)] in K0(MẐurp ,H′(G′)). (B-image Ep,u′)
Based on the existence of an -isomorphism ′Λ(G)(Tun), O. Venjakob [Ven13] constructs an
element Ep,u′ satisfying (B-image Ep,u′) for abelian p-adic Lie extensions F ′∞/Qp of the form
F ′∞ = K ′(µp∞), where K ′ is an infinite unramified extension of Qp. Moreover, in this setting
a local Λ(G′)S′-generator u′ of U ′(F ′∞)S′ exists. We will prove that for F ′∞ = K ′(µp∞) O.
Venjakob’s element Ep,u′ (multiplied by −1) has the desired interpolation property (Ep,u′-values)
for Artin characters. Since Ep,u′ , or rather E−1p,u′ actually belongs to Ẑurp [[G′]]⋂(Ẑurp [[G′]]S˜′∗)× we
may consider E−1p,u′ as a Ẑurp -valued measure on G′. Our main result towards the local conjecture
is
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Theorem (see Theorem 3.3.7). Let F ′∞ be of the form K ′(µp∞) as above. Then, for an Artin
character χ ∶ G′ Ð→ C×p we always have(∫G′ χ d(E−1p,u′)) ⋅ εp(χ,ψ−1 , dx) = −Rp(u′, χ),
regardless of whether Rp(u′, χ) /= 0.
It follows that −Ep,u′ (O. Venjakob’s element multiplied by −1) has the interpolation property
(Ep,u′-values). Note that multiplying by −1 does not change the image of Ep,u′ under B. The
proof of this interpolation property is a rather lengthy computation unwinding the definition ofE−1p,u′ , which involves the Coleman map for Gm and the integral logarithm, and using the fact that
the local constans εp(χ,ψ−1 , dx) can be expressed as Gauß sums. The use of R. F. Coleman’s
machinery for the formal group Gm is the reason why we have to introduce Ẑurp -coefficients.
The third of K. Kato’s conjectures, which will be studied in chapter 6, brings together
the elements Lp,u = 1(Nq−Frobq) ∈ K1(Λ(G)S∗) from the commutative main theorem and Ep,u′ ∈
K1(Ẑurp [[G′]]S˜′∗) from the local main conjecture. In fact, let E/Q be one of the elliptic curves
from ([Sil99], Appendix A, §3) with complex multiplication by OK , K quadratic imaginary (these
curves have bad reduction at one prime (l) only and this prime ramifies in K/Q). As before, we
set K∞ = K(E[p∞]) for some prime p at which E has good ordinary reduction, which implies
that p splits in K into disctinct primes p = (pi) and p¯ = (p¯i).
Let us write G for the non-abelian Galois group G(K∞/Q) and H = G(K∞/Qcyc). Moreover,
we fix some prime ν¯ of K∞ above p and consider the extension K∞,ν¯/Qp which is abelian (since
p splits) and of the form K ′(µp∞) for some infinite unramified extension K ′/Qp, in fact, one
can take K ′ = ⋃kKp(E[p¯ik]) which follows from the Weil pairing. In particular, the local main
conjecture holds for G′ = G(K∞,ν¯/Qp), i.e., Ep,u′ exists. The Galois groups we consider are related
as follows G′ ⊂ G ⊂ G,
where G′ and G are abelian and G is non-abelian.
In chapter 1, based on work from [Ven03], we define twist operators τEp¯i(−1) on K1(Λ(G)S∗)
and τE/Eˆ(−1) onK1(Zˆurp [[G′]]S˜′∗) which are induced by theG-module Tp¯iE(−1) and the G′-module(TpE/TpEˆ)(−1), respectively, where (−1) denotes the −1-th Tate twist, Tp¯iE = lim←ÐnE[p¯in] and
TpEˆ = lim←Ðn Eˆ[pn]. In particular, we are interested in the elements
τEp¯i(−1)(Lp,u) ∈K1(Λ(G)S∗), τE/Eˆ(−1)(Ep,u′) ∈K1(Zˆurp [[G′]]S˜′∗).






loc appear in the sequence of
G. Poitou [Poi67] and J. Tate [Tat63] for the module Zp(1). Using a result of T. Fukaya
and K. Kato (about cases when tensoring commutes with taking cohomology), we then show
that tensoring these modules by Tp¯iE(−1) and (TpE/TpEˆ)(−1), respectively, and passing to the
induced G-modules, the resulting modules are related to the Pontryagin dual of the Selmer group
Sel(K∞, TpE∗(1))∨
x CHAPTER 0. INTRODUCTION
through the Poitou-Tate sequence for TpE. Here, TpE∗ denotes the Zp-dual representation of
TpE. The dual Selmer group is introduced in chapter 4, where we also study its relationship
to the Poitou-Tate sequence. One of the noteworthy results of this chapter is the vanishing of
lim←ÐnH1f (GΣ(K(E[pn])), TpE), where H1f denotes the finite part of cohomology, which we prove
in subsection 4.3.5 (similar results appear in the literature for the cyclotomic Zp-extension, e.g.,
in [Kat04]). In order to derive relations in K0(MZˆurp ,H(G)) from the Poitou-Tate sequence for
TpE we have to introduce the quotients
H1loc/Λ(G′)u′ and H1Σ/Λ(G)u(q)
which belong to MH′(G′) and MH(G), respectively, while H1loc and H1Σ do not.
This aim motivates the definition of Ωp,u,u′ ∈ Λ(G)×S∗ in chapter 5, which, by definition is a
base change between two generators determined by u and u′, respectively, of(IndG′G (TpE/TpEˆ(−1)⊗Zp H1loc))S∗ ,
which is a free Λ(G)S∗-module of rank 1. It turns out that there is a canonical way to define
Ωp,u,u′ so that it is independent of chosen bases of Tp¯iE(−1) and TpE/TpEˆ(−1). Finally, we may
define Lp,u,E ∶= τEp¯i(−1)(Lp,u)
τE/Eˆ(−1)(Ep,u′) ⋅Ωp,u,u′ ∈K1(Zˆurp [[G]]S˜∗),
where S˜∗ is a canonical Ore set in Zˆurp [[G]] and for which we note that there are canonical maps
between K1-groups K1(Λ(G)S∗)→K1(Zˆurp [[G]]S˜∗) and K1(Zˆurp [[G′]]S˜′∗)→K1(Zˆurp [[G]]S˜∗). Let
us write MZˆurp ,H(G) for the category of finitely generated Zˆurp [[G]]-modules which are S˜∗-torsion.
Our main theorems are the following.
Twist Theorem (see theorem 6.2.3). Assume that Sel(K∞, TpE∗(1))∨ is S∗-torsion. Then,
up to a twisted Euler factor, Lp,u,E is a characteristic element of Zˆurp ⊗ˆZpSel(K∞, TpE∗(1))∨, i.e.,
we have
B(Lp,u,E) = [Zˆurp ⊗ˆZpSel(K∞, TpE∗(1))∨] + [Zˆurp ⊗ˆZpIndGνlG TpE(−1)] in K0(MZˆurp ,H(G)),
where l is the unique prime at which E/Q has bad reduction and Gνl is the decomposition group
of some place of K∞ above l.
In order to determine the interpolation property of Lp,u,E we then first prove
Theorem (see theorem 6.2.5). The element
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) is equal to the τEp¯i(−1)-twist of the
image of u under the semi-local version of the Coleman map for Gm, i.e.,
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) = τEp¯i(−1)( ∑σ∈G/G′ σ ⋅ ( −L−1(locν¯(σ−1u)))) in (Zˆurp [[G]])S∗ ,
which shows that the left side does not depend on u′. In particular, Lp,u,E is independent of u′.
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From this theorem we conclude that Lp,u,E is just a different guise of a well-known element
studied in [dS87] for which an interpolation formula exists. In fact, we have the following
Corollary (see corollary 6.2.6). We have an equality of elements in Zˆurp [[G]]S∗Lp,u,E = τψ−1(λ),
where τψ−1(λ) denotes the twist of de Shalit’s element λ ∈ Λ(G) (from definition 2.4.24) by the






ResGGχ dLp,u,E = 1Ω ⋅G(ψ ⋅Resχ) ⋅ (1 − (ψ ⋅Resχ)(p)p ) ⋅Lfp¯((ψ ⋅Resχ)−1,0), (0.0.1)
where ψ = ψE is the Gro¨ßencharacter of E/K and we refer to ([dS87], p. 80) for the definition
of G(ψ ⋅Resχ) which is related to a local constant. In the expression (ψ ⋅Resχ)(p) we consider
ψ ⋅ Resχ as a map on ideals of K prime to f. Ω is a complex period and Ωp is a p-adic period
determining an isomorphism of formal group Gm ≅ Eˆ.
xii CHAPTER 0. INTRODUCTION
Notation and Conventions
(i) Unless stated otherwise, group actions are assumed to be left-actions and modules over any
ring are assumed to be left-modules.
(ii) If G is a profinite group and OL is the ring of integers of a finite extension L of Qp, then we
assume all OL[[G]]-modules to be Hausdorff topological OL[[G]]-modules. In particular,




MU and D =⋃
U
DU ,
where U runs through the open normal subgroups of G and the MU denote the U -
coinvariants while the DU denote the U -invariants.
(iii) Let G be a group and H a subgroup of G. For a module A with an action of H we write
IndHGA = Z[G]⊗Z[H] A and CoindHGA = MapH(G,A),
for the induced and the coinduced module, which are left- and right adjoint to the forgetful
functor G−Mod→H−Mod, respectively. If G is a profinite group, H a closed subgroup of
G and M a compact Zp[[H]]-module, then we write
c−IndHGA = Zp[[G]]⊗ˆZp[[H]]M (0.0.2)
for the compact induction of M from the closed subgroup H to G.
(iv) For a profinite group G and a topological finitely generated (free) Zp-module T with a
continuous Zp-linear action of G we write
T ∗ = HomZp(T,Zp)
for the Zp-dual representation, where g ∈ G acts on f ∈ T ∗ by (g.f)(t) ∶= f(g−1t), t ∈ T .
For a compact module like T we write
T∨ = Homcts(T,Qp/Zp)
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for the Pontryagin dual, the discrete module of continuous homomorphisms from T to the
discrete module Qp/Zp. If T is endowed with an action of G as above, then we define an
action on T∨ by (g.f)(t) ∶= f(g−1t), g ∈ G, f ∈ T∨, t ∈ T . For a discrete Zp-module D we
define D∨ similarly
D∨ = Homcts(D,Qp/Zp) = Hom(D,Qp/Zp)
where the second equation holds since D is discrete. As before, if D carries a Zp-linear
action of G, then so does D∨.
(v) For any ring R, an R-module M and a right and left denominator set S of R we will RS
for the ring localized at S and MS for the usual localized RS-module. Sometimes we also
write S−1R and S−1M for the localizations RS and MS , respectively.
Chapter 1
Some K-theory
In classical commutative Iwasawa theory one uses the notion of pseudo-isomorphism in order to
define principal characteristic ideals attached to (torsion) Iwasawa modules M , see, e.g., [Rub91]
and [Was97]. Generators of the characteristic ideals attached to M are called characteristic
elements of M and the search for characteristic elements of certain Iwasawa modules prompted
the formulation of several well-known main conjectures. As is explained in [CFK+05], in general,
in non-commutative Iwasawa theory the structure theory from the commutative setting is no
longer at our disposal.
For Iwasawa algebras of (non-abelian) p-adic Lie groups G containing a closed normal sub-
group H such that G/H ≅ Zp an alternative approach has been developed in [Ven03] and
[CFK+05]. Instead of defining characteristic ideals one considers classes of modules in the
Grothendieck group K0(MH(G)) of the category MH(G) of finitely generated Λ(G)-modules
M that are S∗-torsion (see (A.8.2) for a definition of S∗), the hope being that arithmetically
interesing Λ(G)-torsion modules belong to this category. Moreover, an element of K1(Λ(G)S∗)
is called a characteristic element of a module M belonging to MH(G) if it maps to [M] ∈
K0(MH(G)) under the connecting homomorphism
B ∶K1(Λ(G)S∗)Ð→K0(MH(G))
from K-theory. We refer to [Ven03] for a discussion that this appoach is an adequate alternative
to the classical one used in commutative Iwasawa theory.
In section 1.1 of this chapter we introduce twist operators on the above K-groups building
on results of ([Ven03], chapter 7), but working with more general discrete valuation rings O than
Zp since we will later also be interested in results over Zˆurp . The twist operators are defined in
such a way that they are compatible with the map B and with extensions of scalars from Zp to
Zˆurp coefficients.
In section 1.2, building on results of Za´bra´di [Z1´0] and Ardakov and Wadsley [AW06], [AW08],
we will show in corollary 1.2.3 that for certain pairs H ⊂ G the classes of finitely generated Zp-
modules vanish in K0(MH(G)).
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1.1 Twist Operators on K1- and K0-groups
In this section we will define twist operators on K1-groups of certain localized Iwasawa algebras
and also give compatible definitions for alternative descriptions of the K1-groups. We twist with
respect to continuous representations
ρ ∶ GÐ→ AutZp(T ),
where G is a p-adic Lie group containing a closed subgroup H such that G/H ≅ Zp and T is a
free Zp-module of finite rank.
With a view to the algebraic side of the main conjectures from Iwasawa theory we want to
determine how twisting affects the image of an element under the connecting homomorphism
from K-theory. As we will see in lemma 1.1.20 twisting on the K1-side corresponds to tensoring
and passing to the diagonal action on the K0-side. This result will then be used in the next
chapter in the proof of the twist conjecture for the p-adic L-function of an elliptic curve with
CM.
1.1.1 Technical background
In this section we prove some lemmata for Zp[[G]]- and Zˆurp [[G]]-modules that we need in order
to define twist operators on K-groups. Let us begin with Zp[[G]]-modules. Let G be a profinite
group and letO = OL be the ring of integers of a finite extension L ofQp. We write Λ(G) = ΛO(G)
for the Iwasawa algebra with coefficients in O and consider continuous representations
ρ ∶ GÐ→ AutO(T ),
where T is a finitely generated O-module, free of rank r. We fix an O-basis of T , i.e., an O-linear
isomorphism
φT ∶ T ≅ Or,
where we consider the elements of Or as column vectors. In the following, for any finitely
generated left Λ(G)-module M , unless specified otherwise, we always consider the left action of
Λ(G) on T ⊗OM induced by g.(t⊗m) ∶= (ρ(g)(t))⊗gm for g ∈ G, t ∈ T,m ∈M . We will call this
the diagonal action. For ρ(g)(t) we simply write g.t, for any g ∈ G, t ∈ T .
We will need the following Lemma.
Lemma 1.1.1. For any choice of φ ∶ T ≅ Or we have a canonical isomorphism of left Λ(G)-
modules
T ⊗O Λ(G) ∼Ð→ Λ(G)r,
with respect to the diagonal Λ(G)-action on the left and the canonical Λ(G)-action on the right.
The isomorphism is induced by mapping t⊗ g to φ(g−1.t)g, where g ∈ G, t ∈ T . Here we consider
the elements of Λ(G)r as column vectors.
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Proof. This lemma is quoted from ([Ven03], Lemma 7.2), but note that we use the canonical
isomorphism
T ⊗O Λ(G) ≅ Λ(G)⊗O T,
which is Λ(G)-linear with respect to the diagonal actions on both sides. ◻
Next we turn to Zˆurp [[G]]-modules. As above, let G be a profinite group. The aim of the
rest of this subsection is threefold. First, we want to show that the tensor product of a finitely
generated pseudo-compact Zˆurp [[G]]-module with a free Zp-module of finite rank naturally has
a Zˆurp [[G]]-action induced by the diagonal G-action (as in the Zp[[G]]-case), see lemma 1.1.4.
Then, we show that a Zˆurp -version of lemma 1.1.1 holds, see lemma 1.1.5. Lastly, we will prove that
twisting commutes with extension of scalars from Zp[[G]]- to Zˆurp [[G]]-modules, see corollary
1.1.7. For the notion of pseudo-compact modules over topological rings we refer to [Wit03] and
note that being pseudo-compact is not an intrinsic topological property of the module but a
relative property with respect to the ring. For example, Zˆurp is pseudo-compact as a Zˆurp -module,
but not as a Zp-module.
We write Λ˜(G) = Λ(G)⊗ˆZpZˆurp . For any open (or closed) subgroup U of G we write I˜(U) for
the kernel of the augmentation map Λ˜(U)↠ Zˆurp .
Remark 1.1.2. (i) Underlying all of what follows in this subsection is the fact that the two-
sided ideals of Λ˜(G) of the form
(pnΛ˜(G) + I˜(U)), n ≥ 1, U open and normal in G,
generate the topology of Λ˜(G) and that the modules
Λ˜(G)/(pnΛ˜(G) + I˜(U)) ≅ Zˆurp /pn[G/U]
for open and normal U in G and n ≥ 1, are discrete and of finite length as Zˆurp -modules,
compare ([Sch11], Chapter IV, §19).
(ii) All topological rings that we will consider, i.e., Zp, Zˆurp , Zp[[G]] and Zˆurp [[G]], are pseudo-
compact as right- and left-modules over themselves.
(iii) Note that (as in the case of Λ(G)-modules) any Λ˜(G)-linear map M → N between modules
M,N equipped with the topologies induced by the submodules {pnM + I˜(U)M}n,U and{pnN + I˜(U)N}n,U , respectively, where n ranges through N≥1 and U through the open
normal subgroups of G, is continuous.
In our setting, proposition A.7.2 says the following.
Proposition 1.1.3. Let G be a profinite group. The topology of any finitely generated pseudo-
compact Λ˜(G)-module M coincides with the topology induced by the submodules {pnM +
I˜(U)M}n,U , where n ranges through N≥1 and U through the open normal subgroups of G.
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Using proposition 1.1.3 we can prove the following lemma. We remark that for a finitely gen-
erated pseudo-compact Λ˜(G)-module M , the submodules {pnM + I˜(U)M}n,U , considered as
Zp-submodules, form a cofinal system among all open Zp-submodules of M , simply because the{pnM + I˜(U)M}n,U form a fundamental system of open neighbourhoods of 0.
Lemma 1.1.4. Let T be a free Zp-module of finite rank r ≥ 1 with a continuous Zp-linear
G-action and let M be a finitely generated pseudo-compact Λ˜(G)-module. Then, we have an
isomorphism
T ⊗Zp M ≅ T ⊗ˆZpM
induced by the natural map T ⊗Zp M → T ⊗ˆZpM . In particular, one can extend the diagonal
G-action on T ⊗ZpM , i.e., g.(t⊗m) ∶= (g.t)⊗(g.m), g ∈ G, t ∈ T , m ∈M , to an action of Zˆurp [[G]].
Proof. In the following we will consider pairs (n,U) such that n ∈ N≥1 and U is an open and
normal subgroup of G acting trivially on T /pn. Such pairs (n,U) form a cofinal subsystem
of all pairs (n,U) without any restriction on the open and normal U . Fixing an isomorphism
φT ∶ T ≅ Zrp, we have
T ⊗ˆZpM def= lim←Ð
n,U
(T /pn ⊗Zp M/(pnM + I˜(U)M))
≅ lim←Ð
n,U
(T ⊗Zp M/(pnM + I˜(U)M))
≅ lim←Ð
n,U




≅M r≅ Zrp ⊗Zp M≅ T ⊗Zp M. (1.1.1)
But the module lim←Ðn,U (T /pn⊗ZpM/(pnM+I˜(U)M)) carries a natural action of Zˆurp [[G]] induced
by the action of Zˆurp /pn[G/U] on T /pn ⊗Zp M/(pnM + I˜(U)M), which, in turn, is induced by
the diagonal action of G/U . ◻
Next, we state a Zˆurp -version of lemma 1.1.1
Lemma 1.1.5. For any choice of φ ∶ T ≅ Zrp we have a canonical isomorphism of left Λ˜(G)-
modules
T ⊗Zp Λ˜(G) ∼Ð→ Λ˜(G)r,
with respect to the diagonal Λ˜(G)-action on the left (see lemma 1.1.4) and the canonical Λ˜(G)-
action on the right. The isomorphism is induced by mapping t ⊗ g to φ(g−1.t)g, where g ∈ G,
t ∈ T . Here we consider the elements of Λ˜(G)r as column vectors.
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Proof. One can copy the proof of lemma 1.1.1, see ([Ven03], Lemma 7.2), using that for pairs(U,n), where n ≥ 1 is an integer and U is an open normal subgroup of G such that U acts trivially
on T /pn, the isomorphism
T /pn ⊗Zp Zp[G/U] ≅ Zrp/pn ⊗Zp Zp[G/U], t¯⊗ g¯ z→ φ(g−1.t)⊗ g¯,
induces an isomorphism
T /pn ⊗Zp Zˆurp [G/U] ≅ Zrp/pn ⊗Zp Zˆurp [G/U],
by tensoring with − ⊗Zp Zˆurp . The only point that needs special attention is the isomorphism
T ⊗Zp Λ˜(G) ≅ T ⊗ˆZpΛ˜(G),
which holds by lemma 1.1.4. ◻
We now prove the fact that twisting commutes with extension of scalars Λ˜(G)⊗Λ(G)− for finitely
presented Λ(G)-modules. For any open or closed subgroup U of G let us write I(U) for the
kernel of the augmentation map Λ(U)↠ Zp.
Remark 1.1.6. (i) Let M be a finitely presented Λ(G)-module. Then, as in remark A.8.18,
one can show that
Λ˜(G)⊗Λ(G)M ≅ Zˆurp ⊗ˆZpM.
(ii) If M is finitely generated as a Λ(G)-module, then Zˆurp ⊗ˆZpM is finitely generated and
pseudo-compact as a Λ˜(G)-module. Indeed, if M is finitely generated over Λ(G), then it
is compact and its topology is generated by the submodules {pnM +I(U)M}n≥1,U , U open
and normal in G, see ([NSW08], (5.2.17) Proposition (ii)). By ([Wit03], Proposition 1.10),
Zˆurp ⊗ˆZp− is right exact on compact Zp-modules showing that Zˆurp ⊗ˆZpM is certainly finitely
generated as a Λ˜(G)-module. Moreover, by definition, we have
Zˆurp ⊗ˆZpM = lim←Ð
n,U
(Zˆurp /pn ⊗Zp M/(pnM + I(U)M))
and Zˆurp /pn⊗ZpM/(pnM+I(U)M) is of finite length even as a Zˆurp -module (since M/(pnM+
I(U)M) is finitely generated as a Zp-module), so it is certainly of finite length as a Λ˜(G)-
module.
If M˜ is a finitely generated pseudo-compact Λ˜(G)-module and T a free Zp-module of rank r with
continuous action of G, then we equip T ⊗Zp M˜ with the Λ˜(G)-action induced by the diagonal
action of G, i.e., g.(t⊗ m˜) ∶= (g.t)⊗ (gm˜), for g ∈ G, t ∈ T, m˜ ∈ M˜ , compare lemma 1.1.4.
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Corollary 1.1.7. Let M be a finitely presented Λ(G)-module. Then, we have an isomorphism
Λ˜(G)⊗Λ(G) (T ⊗Zp M) ≅ T ⊗Zp (Λ˜(G)⊗Λ(G)M)
of Λ˜(G)-modules, mapping λ˜⊗ (t⊗m) to λ˜(t⊗ (1⊗m)), where λ˜ ∈ Λ˜, t ∈ T,m ∈M .
Proof. Recall that for finitely generated Λ(G)-modules N the original topology coincides with
that induced by the submodules {pnN + I(U)N}n,U where U is open and normal in G by
([NSW08], (5.2.17) Proposition). Therefore, any Λ(G)-homomorphism between finitely gen-
erated Λ(G)-modules is continuous. Now, one can show that there always is a map
Λ˜(G)⊗Λ(G) (T ⊗Zp M)Ð→ T ⊗Zp (Λ˜(G)⊗Λ(G)M)
as in the statement of the corollary and that it is functorial with respect to continuous (hence,
any) morphism M → N of finitely generated Λ(G)-modules. By our assumption that M is finitely
presented, the right exactness of the usual tensor product and the five lemma, it is sufficient to
prove the corollary for M = Λ(G)k for any k ≥ 1. But in this case, by lemmata 1.1.1 and 1.1.5
(recall the isomorphism in lemma 1.1.5 is induced by the one from lemma 1.1.1) we have
Λ˜(G)⊗Λ(G) (T ⊗Zp Λ(G)k) ≅ Λ˜(G)⊗Λ(G) (T ⊗Zp Λ(G))k≅ Λ˜(G)⊗Λ(G) Λ(G)rk≅ Λ˜(G)rk≅ (T ⊗Zp Λ˜(G))k≅ T ⊗Zp (Λ˜(G)⊗Λ(G) Λ(G)k),
which concludes the proof. ◻
1.1.2 Twist operators on K1 of localized Iwasawa algebras
For a unital ring R we define GL(R) to be the inductive limit GL(R) ∶= limÐ→nGLn(R), where














an,1 ⋯ an,n 0
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎟⎠
∈ GLn+1(R).
Similarly, we define the subgroup of elementary matrices E(R) ∶= limÐ→nEn(R), which is equal to
the commutator subgroup [GL(R),GL(R)] of GL(R), see ([Ros94], 2.1.4. Proposition (White-
head’s Lemma)). We then set
K1(R) = GL(R)/E(R),
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which is the definition of first K-group found in loc. cit. We see that K1(R) is the abelianization
of GL(R).
Now, let G be a p-adic Lie group.
Remark 1.1.8. Both Iwasawa algebras Λ(G) = OL[[G]], for some finite extension L of Qp,
and Λ˜(G) = Zˆurp [[G]] are now Noetherian as was proven by Lazard [Laz65]. This implies that
any finitely generated abstract Λ˜(G)-module M becomes pseudo-compact with respect to the
topology induced by the submodules {pnM + I˜(U)M}n,U , where n ranges through N≥1 and U
through the open normal subgroups of G. Indeed, for any such module we can now find a finite
presentation
Λ˜(G)n ϕ→ Λ˜(G)k →M → 0,
and the statement follows from the proof found in ([Gab62], Chapitre IV, §3, The´ore`me 3) of
the fact that the category of pseudo-compact Λ˜(G)-modules is abelian. In short, since ker(ϕ) is
closed one can show that Λ˜(G)n/ker(ϕ), equipped with the quotient topology, is pseudo-compact.
Identifying Λ˜(G)n/ker(ϕ) with the image im(ϕ) of ϕ one then shows that the quotient topology
on im(ϕ) coincides with the subspace topology induced by Λ˜(G)k. In particular, im(ϕ) must
then be a closed submodule of Λ˜(G)k since Λ˜(G)n/ker(ϕ) is complete. Since im(ϕ) is closed in
Λ˜(G)k, it follows that Λ˜(G)k/im(ϕ) is pseudo-compact with respect to the quotient topology.
That the latter module carries the topology as claimed was shown in proposition 1.1.3.
Henceforth we shall assume that G contains a closed normal subgroup H such that
G/H = Γ ≅ Zp.
Moreover, in the following O will stand for either
O = Zp or O = Zˆurp
and we will write ΛO(G) = O[[G]] for the Iwasawa algebra with coefficients in O. We write S
and S∗ for the two Ore sets of ΛO(G) as defined in (A.8.1) and (A.8.2).
Now, let ρ ∶ G Ð→ AutZp(T ) be a continuous Zp-linear representation, where T is a free
Zp-module of finite rank r. We fix an isomorphism
φT ∶ T ≅ Zrp, (1.1.2)
which is equivalent to choosing a Zp-basis of T , and for any g ∈ G we shall denote by
ρφT (g) ∈ Mr(Zp)
the (r × r)-matrix with coefficients in Zp associated to φT ○ ρ(g) ○ φ−1T and the standard basis of
Zrp. For any matrix A let us write At for the transpose of A. Consider the homomorphism
GÐ→ (Mr(ΛO(G)))×, g z→ (ρφT (g−1))tg,
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which induces an O-algebra map
τρ ∶ ΛO(G)Ð→Mr(ΛO(G)).
We want to show that τρ extends to the localized Iwasawa algebra, which will enable us to define
the twist operator τρ on K1(ΛO(G)S∗).
Proposition 1.1.9. The homorphism τρ extends to a ring homomorphism
τρ ∶ ΛO(G)S∗ Ð→Mr(ΛO(G)S∗).
Proof. The proof uses similar arguments as the proof of Lemma 7.6 in [Ven03]. First we note
that τρ(p) = p ⋅ id, so it suffices to show that τρ extends to a ring homomorphism τρ ∶ ΛO(G)S Ð→
Mr(ΛO(G)S). Let s be any element of S. Since s is a non-zero divisor in ΛO(G) by theorem
A.8.4, multiplication with s from the right induces an exact sequence of left ΛO(G)-modules
0Ð→ ΛO(G) ⋅sÐ→ ΛO(G)Ð→ ΛO(G)/ΛO(G)sÐ→ 0.
Applying the exact functor T ⊗Zp − we get an exact sequence
0Ð→ T ⊗Zp ΛO(G) idT⊗⋅sÐ→ T ⊗Zp ΛO(G)Ð→ T ⊗Zp (ΛO(G)/ΛO(G)s)Ð→ 0,
which is an exact sequence of right ΛO(G)-modules with respect to the diagonal ΛO(G)-actions.
By lemma 1.1.11, which we prove below, this sequence induces an exact sequence
0Ð→ ΛO(G)r ⋅τρ(s)Ð→ ΛO(G)r Ð→ T ⊗Zp (ΛO(G)/ΛO(G)s)Ð→ 0, (1.1.3)
where we view ΛO(G)r as a set of row vectors and ⋅τρ(s) denotes multiplication with τρ(s) from
the right. By lemmata 1.1.1 and 1.1.5 we know that T ⊗Zp (ΛO(G)/ΛO(G)s) is finitely generated
as a ΛO(H)-module and, hence, that it is S-torsion by proposition A.8.3. Since localizing by
S is an exact functor, (1.1.3) gives the desired isomorphism ⋅τρ(s) ∶ ΛO(G)rS ≅Ð→ ΛO(G)rS , i.e.,
τρ(s) belongs to GLr(ΛO(G)S). The universal property of localization implies that τρ extends
to the localized Iwasawa algebra. ◻
Using the fact ([Lam99], §17B, (17.20) Theorem) that ΛO(G)S∗ and Mr(ΛO(G)S∗), r ≥ 1,
are Morita-equivalent and the Morita invariance of K1 ([Wei13], III §1, Proposition 1.6.4), we
immediately get the following result.
Corollary 1.1.10. The homomorphism τρ induces an operator τρ on K1(ΛO(G)S∗).
It remains to prove the lemma that we used in the proof of proposition 1.1.9. We note that τρ
induces a ring homomorphism
Mk(ΛO(G))Ð→Mk(Mr(ΛO(G))),
which, by abuse of notation, we also denote by τρ.
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Lemma 1.1.11. For any k × k-matrix A ∈Mk(ΛO(G)), k ≥ 1, we have a commutative diagram
of left ΛO(G)-modules





where we consider ΛO(G)k and (ΛO(G)r)k as modules of row vectors and the vertical maps are
the composite of the natural map T ⊗Zp ΛO(G)k ≅ (T ⊗Zp ΛO(G))k and the maps induced from
lemmata 1.1.1 and 1.1.5 (for which, of course, we use the fixed φT ) and the transpose map
(ΛO(G)r, column vectors)→ (ΛO(G)r, row vectors), v ↦ vt.
Moreover, ⋅τρ(A) denotes multiplication with τρ(A) from the right.
Proof. Using that any matrix A = (ai,j)1≤i,j≤k can be written as A = ∑1≤i,j≤kAi,j , where Ai,j
is the matrix that has entries equal to zero everywhere except for its (i, j)-th entry, which is
given by ai,j , and by linearity of the involved maps, one easily reduces to the case k = 1. In
this case, first consider an element A = h belonging to G. Then, for an element of the form
t′ ⊗ g ∈ T ⊗Zp ΛO(G) with g ∈ G we have
(φT (ρ((gh)−1)(t′)))tgh = (φT (ρ(h−1)(ρ(g−1)(t′))))tgh
= (ρφT (h−1) ⋅ φT (ρ(g−1)(t′)))tgh
= (φT (ρ(g−1)(t′)))t ⋅ (ρφT (h−1))tgh
= (φT (ρ(g−1)(t′)))tg ⋅ τρ(h),
which, by continuity, shows that the diagram commutes for all elements of T ⊗Zp ΛO(G) and for
h belonging to G. The universal property of the Iwasawa algebra then implies that it commutes
for arbitrary A ∈ ΛO(G). ◻
1.1.3 Fukaya and Kato’s K1(ΛO(G),Σ)
There is a another description of K1(ΛO(G)S∗). We refer the reader to ([FK06], section 1.3) for
the definition of the localized K1-group K1(ΛO(G),Σ), where Σ, in our case, denotes the category
of bounded complexes of finitely generated projective ΛO(G)-modules, the cohomology groups
of which are S∗-torsion. Fukaya and Kato prove the following proposition ([FK06], Proposition
1.3.7).
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Proposition 1.1.12. There is an isomorphism
K1(ΛO(G),Σ) ≅K1(ΛO(G)S∗). (1.1.4)
Fukaya and Kato give an explicit desciption of this isomorphism and its inverse. A representative
of an element λ in K1(ΛO(G)S), can be written as A/s, where A ∈Mn(ΛO(G))∩GLn(ΛO(G)S∗)
and s ∈ S∗. The inverse of (1.1.4) is given by
λz→ [[ΛO(G)n ⋅AÐ→ ΛO(G)n], id] ⋅ [[ΛO(G)n ⋅s⋅idÐ→ ΛO(G)n], id]−1,
where we consider ΛO(G)n as the set of row vectors, matrix multiplication is from the right and
the complexes are concentrated in degrees 0 and 1.
Remark 1.1.13. Note that for A ∈Mn(ΛO(G))∩GLn(ΛO(G)S∗) the map ΛO(G)n ⋅AÐ→ ΛO(G)n
has S∗-torsion kernel and cokernel. Hence, [ΛO(G)n ⋅AÐ→ ΛO(G)n] belongs to Σ.
Next, we want to define a twist operator on K1(ΛO(G),Σ) and show that with respect to the
isomorphism (1.1.4) it is compatible with the twist operator on K1(ΛO(G)S∗).
First of all, let C● = . . .Ci−1 → Ci → Ci+1 . . . be an element of Σ. We want to show that
T ⊗Zp C● defined by . . . T ⊗Zp Ci−1 → T ⊗Zp Ci → T ⊗Zp Ci+1 . . . also belongs to Σ, where, on the
tensor products, we consider the diagonal action. This follows from two observations. If P is a
finitely generated, projective ΛO(G)-module, such that P ⊕Q ≅ ΛO(G)d for some ΛO(G)-module
Q, then with respect to the diagonal ΛO(G)-actions on each tensor product
(T ⊗Zp P )⊕ (T ⊗Zp Q) ≅ T ⊗Zp (P ⊕Q) ≅ T ⊗Zp ΛO(G)d ≅ (T ⊗Zp ΛO(G))d, (1.1.5)
from which it follows by lemmata 1.1.1 and 1.1.5 that T ⊗Zp P with the diagonal action is also
finitely generated and projective. On the other hand, we have the following
Lemma 1.1.14. If M is finitely generated over ΛO(G) and S∗-torsion, then so is T ⊗Zp M
equipped with the diagonal G-action.
Proof. M is S∗-torsion if and only if M/(M(p)) is S-torsion (where M(p) denotes the p-primary
torsion part of M) and a finitely generated ΛO(G)-module is S-torsion if and only if it is finitely
generated over ΛO(H) by proposition A.8.3. Let us prove that (T ⊗Zp M)/((T ⊗Zp M)(p))
is finitely generated over ΛO(H). Choose a surjection ΛO(H)k ↠ M/(M(p)) which induces a
surjection (T⊗ZpΛO(H))k ≅ T⊗ZpΛO(H)k ↠ T⊗Zp(M/(M(p))). By lemmata 1.1.1 and 1.1.5 we
have (T ⊗Zp ΛO(H))k ≅ ΛO(H)rk, so T ⊗Zp (M/(M(p))) is finitely generated over ΛO(H). Now,
we only have to note that we have a surjection T⊗Zp (M/(M(p)))↠ (T⊗ZpM)/((T⊗ZpM)(p)),
which concludes the proof. ◻
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Together, these observations and the exactness of T ⊗Zp − imply that
C● z→ T ⊗Zp C●
defines a functor from Σ to itself. For a morphism f between complexes, the functor is defined
by extending f to idT ⊗ f , of course.
Now, given an element [C●, a] of K1(ΛO(G),Σ), by definition of the morphisms in the
determinant category CΛO(G) given in ([FK06], §1.2.1), the isomorphism a ∶ DetΛO(G)(0) Ð→
DetΛO(G)(C●) canonically induces an isomorphism idT⊗a ∶ DetΛO(G)(0)Ð→ DetΛO(G)(T⊗ZpC●).
Now we define our twist operator on K1(ΛO(G),Σ) and afterwards remark that this definition
can be extended to more general modules, see remark 1.1.16 (ii).
Definition 1.1.15 (Twist operator on K1(ΛO(G),Σ)). We define the operator
σρ ∶K1(ΛO(G),Σ)Ð→K1(ΛO(G),Σ), [C●, a]z→ [T ⊗Zp C●, idT ⊗ a].
Remark 1.1.16. (i) It is a straighforward exercise to check that this operator is well-defined
(as in the case when proving that the functor Y ⊗ΛO(G) − below in (ii) for general finitely
generated projective Y is well-defined); most of the relations in K1(ΛO(G),Σ) can be
shown to be respected by the fact that T is free as a Zp-module.
(ii) A more conceptual approach than the one used in definition 1.1.15 would be to consider the(ΛO(G),ΛO(G))-bimodule Y ∶= ΛO(G) ⊗Zp T , where the left ΛO(G)-module structure is
given by the action on the ΛO(G)-factor and the right ΛO(G)-module structure is induced
by the diagonal G-action from the right given by (λ⊗ t).g ∶= (λ ⋅ g)⊗ g−1.t, λ ∈ ΛO(G), t ∈
T, g ∈ G. Y is finitely generated and free as a left ΛO(G)-module. In particular, it is
projective as a left ΛO(G)-module and for such bimodules there is functor between the
determinant categories
Y ⊗ΛO(G) − ∶ CΛO(G) Ð→ CΛO(G), (P,Q)z→ (Y ⊗ΛO(G) P,Y ⊗ΛO(G) Q),
see ([FK06], §1.2.5). For O = Zp and any finitely generated left ΛO(G)-module P there is
a natural isomorphism
(ΛO(G)⊗Zp T )⊗ΛO(G) P ∼Ð→ T ⊗Zp P
given in lemma A.3.11 (the proof there works for a general p-adic Lie group G), which
shows that naturally
Y ⊗ΛO(G) C● ≅ T ⊗Zp C● and Y ⊗ΛO(G) DetΛO(G)(C●) ≅ DetΛO(G)(T ⊗Zp C●)
for any C● in Σ. We conclude that the operator
[C●, a]z→ [Y ⊗ΛO(G) C●, Y ⊗ΛO(G) a]
coincides with σρ.
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The following lemma shows that definition 1.1.15 of σρ, via the isomorphism from (1.1.4), is
compatible with τρ.








where the vertical maps are the isomorphisms from proposition 1.1.12.
Proof. Let B be an element of Mk(ΛO(G)) ∩GLk(ΛO(G)S∗) for some k ≥ 1. The statement of
the lemma immediately follows from the commutative diagram






from lemma 1.1.11. In fact, first note that as complexes concentrated in degrees 0 and 1 the
upper and the lower row of diagram (1.1.7) belong to Σ, compare remark 1.1.13.
The upper and the lower row of diagram (1.1.7) are isomorphic as complexes. But isomorphic
complexes with compatible trivializations are equal in K1(ΛO(G),Σ), compare section 1.3 on the
localized K1 in [FK06]. Hence, the following two images are the same. Let A/s, A ∈Mk(ΛO(G))∩
GLk(ΛO(G)S∗), s ∈ S∗, be a representative of an arbitrary element of K1(ΛO(G)S∗). Note that
A/s = A ⋅ (1s ⋅ idk) = A ⋅ (s ⋅ idk)−1, where idk is the k × k-identity matrix, and that s ⋅ idk also
belongs to Mk(ΛO(G))∩GLk(ΛO(G)S∗). On the one hand, under the top horizontal map from
(1.1.6), the class of A/s maps to the class of τρ(A) ⋅ τρ(s ⋅ idk)−1 ∈ GLrk(ΛO(G)S∗), which maps
to
[[ΛO(G)rk ⋅τρ(A)Ð→ ΛO(G)rk], id] ⋅ [[ΛO(G)rk ⋅τρ(s⋅idk)Ð→ ΛO(G)rk], id]−1 in K1(ΛO(G),Σ).
On the other hand, the class of A/s maps to
[[ΛO(G)k ⋅AÐ→ ΛO(G)k], id] ⋅ [[ΛO(G)k ⋅(s⋅idk)Ð→ ΛO(G)k], id]−1 in K1(ΛO(G),Σ),
which, under σρ, maps to
[[T ⊗Zp ΛO(G)k idT⊗⋅AÐ→ T ⊗Zp ΛO(G)k], id] ⋅ [[T ⊗Zp ΛO(G)k idT⊗⋅(s⋅idk)Ð→ T ⊗Zp ΛO(G)k], id]−1,
which concludes the proof. ◻
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1.1.4 K0 and the connecting homomorphism
Let the setting be as in section 1.1.3. In ([FK06], Theorem 1.3.15) Fukaya and Kato define an
exact sequence
K1(ΛO(G))Ð→K1(ΛO(G),Σ) (ii)Ð→K0(Σ)Ð→K0(ΛO(G)),
where (ii) is defined by [C●, a] z→ −[[C●]]. For the precise definition of K0(Σ), which is the
abelian group, written additively, generated by elements of Σ, subject to some relations, we refer
to (loc. cit., Definition 1.3.14). We make the following
Definition 1.1.18. Let O be a complete discrete valuation ring of characteristic 0 and of residue
characteristic p. By MO,H(G) we denote the category of finitely generated O[[G]]-modules that
are S∗-torsion, where S∗ denotes the Ore set defined in (A.8.1) and (A.8.2). If O = Zp we also
write MH(G) =MO,H(G).
In case that G has no elements of order p, which we assume henceforth, it is important to note




compare ([FK06], Section 4.3.3). We define a connecting homomorphism B ∶ K1(ΛO(G)S∗) Ð→





Let us describe B concretely. The class of λ/s ∈ GLn(ΛO(G)S∗), where λ ∈ Mn(ΛO(G)) ∩
GLn(ΛO(G)S∗) and s ∈ S∗, maps to
[[ΛO(G)n λÐ→ ΛO(G)n], id] ⋅ [[ΛO(G)n s⋅idnÐ→ ΛO(G)n], id]−1 ∈ K1(ΛO(G),Σ)
under the vertical isomorphism on the left, where we recall that the complexes are concentrated
in degrees 0 and 1. Under (ii) this maps to
−[[ΛO(G)n λÐ→ ΛO(G)n]] + [[ΛO(G)n s⋅idnÐ→ ΛO(G)n]] ∈ K0(Σ),
which, in turn, maps to
[coker(λ)] − [coker(s ⋅ idn)] ∈ K0(MO,H(G)), (1.1.8)
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for which we note that multiplication from the right with both λ and s ⋅ idn has trivial kernel. In
particular, for λ/s ∈ ΛO(G)×S∗ we have
B([λ/s]) = [ΛO(G)/λΛO(G)] − [ΛO(G)/sΛO(G)],
where we write [λ/s] for the class of λ/s in K1(ΛO(G)S∗). For a representation ρ ∶ G Ð→
AutZp(T ) we have defined an operator σρ on K1(ΛO(G),Σ) in definition 1.1.15, which motivates
the following
Definition 1.1.19 (Twist operator on K0(Σ)). We define an operator σ˜ρ on K0(Σ) by
[[C●]]z→ [[T ⊗Zp C●]],
where C● is a complex in Σ and T ⊗Zp C● is the complex which arises by tensoring each module
Ci with T ⊗Zp − and passing to the diagonal ΛO(G)-action on T ⊗Zp Ci.
It follows immediately from the definition of K0(Σ) that this is well-defined. Evidently, we have







Lemma 1.1.20. Assume that G has no elements of order p. Let ρ ∶ GÐ→ AutZp(T ) be as above
and consider a representative A/s, A ∈ Mn(ΛO(G)) ∩GLn(ΛO(G)S∗), s ∈ S∗, of an element in
K1(ΛO(G)S∗). Then, we have
B(τρ([A/s])) = [T ⊗Zp coker(⋅A)] − [T ⊗Zp coker(⋅(s ⋅ idn))] ∈ K0(MO,H(G)).
Proof. Using that T is flat over Zp, this result can immediately be read off the following com-







1.2. FINITELY GENERATED ZP -MODULES AND K0-GROUPS 15
Comparing this result with (1.1.8), we see that twisting on K1 indeed corresponds to tensoring
with T ⊗Zp − and passing to the diagonal action on K0 as stated at the beginning of section 1.1.
Therefore, making the following definition is compatible with our previous definitions.
Definition 1.1.21 (Twist operator on K0(MO,H(G))). We define a twist operator τ˜ρ on
K0(MO,H(G)) by
τ˜ρ ∶K0(MO,H(G))Ð→K0(MO,H(G)), [M]z→ [T ⊗Zp M],
where the action of ΛO(G) on T ⊗Zp M is induced by the diagonal G-action.








1.2 Finitely generated Zp-modules and K0-groups
Let G be a p-adic Lie group and H a closed subgroup satisfying the conditions (i), (ii) and (iii)
defined below in section 1.2.1. Our goal in this chapter is to show that the class [M] of a module
M ∈MH(G), which is finitely generated as a Zp-module, vanishes in K0(MH(G)), that is,
[M] = 0 ∈K0(MH(G)).
The proof we present for finitely generated free Zp-modules is due to Gergely Za´bra´di, see ([Z1´0],
Lemma 4.1 and Proposition 4.2), who considered special groups H and G (in fact he considered
the GL2-case for elliptic curves without complex multiplication), but this proof can be adapted
to work in the setting described in section 1.2.1. In contrast to Za´bra´di, we then show that the
general case of any finitely generated Zp-module, not necessarily free, follows from the case of
free modules.
1.2.1 Setting
For any profinite group P , as before, we write Λ(P ) for the Iwasawa algebra of P with coefficients
in Zp and Ω(P ) for the Iwasawa algebra lim←ÐU Fp[P /U] with coeffiecients in Fp.
In this chapter we consider a compact p-adic Lie group G and a closed normal subgroup H
(which is automatically a compact p-adic Lie group, see [DdSMS03], 9.6 Theorem (i)) satisfying
the following conditions
(i) G ≅H × Γ, where Γ ≅ Zp,
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(ii) G, and therefore H, has no element of finite p-power order,
(iii) for all regular elements h in H, that is, for all elements h in H of finite order, the centralizer
CH(h) of h in H has dimension greater or equal to 1 as p-adic Lie group.
For such H and G we recall the facts that all of the following rings
Λ(G),Λ(H),Ω(G) and Ω(H)
are Noetherian and have finite global dimension, compare the paper ([AW06], 3.3 Proposition,
p. 349) by Ardakov and Wadsley.
We recall that for the Fp-algebra Ω(H) one can introduce the concept of Gelfand-Kirillov
dimension, see ([MR87] chapter 8, p. 297ff). One considers a filtration defined by powers of the
radical J of Ω(H) and then, for a finitely generated Ω(H)-module M one defines
d(M) ∶= GK(grM)
as the Gelfand-Kirillov dimensionGK(grM) of grM , which is a certain graded module associated
to M and J . GK(grM) is given by the growth rate γ(f) of the function
f(n) = dimFpM/MJn,
see the survey article of Ardakov and Brown ([AB06], proof of 5.4. Proposition). We are not
going to define what growth rate means - for a definition see ([MR87] chapter 8, p. 297ff) - but
note that for a Ω(H)-module M that is finitely generated as a Fp-vector space, the function f
is bounded by the dimension dimFpM , from which it immediately follows that the growth rate
equals 0, i.e., we have d(M) = 0.
1.2.2 Main results
We have the following proposition due to Serre, see [Ser98b], which was generalized by Ardakov
and Wadsley in [AW08].
Proposition 1.2.1. Let H be a compact p-adic Lie group satisfying conditions (ii) and (iii)
above and let M be a Ω(H)-module which is finitely generated as a Fp-vector space. Then, we
have [M] = 0 ∈ G0(Ω(H)),
where G0(Ω(H)) denotes K0(Ω(H)−mod), the 0-th K-group of the category Ω(H)-mod of
finitely generated Ω(H)-modules.
Proof. Due to Serre, see [Ser98b] or as a special case of the more general result ([AW08], Theorem
A) due to Ardakov and Wadsley, we know that under condition (iii) about the centralizers CH(h)
for regular h ∈H, the Euler characteristic χ(H,N) is given by
χ(H,N) = 1
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for all Ω(H)-modules N which are finitely generated Fp-vector spaces or, more generally, in the
language of Ardakov and Wadsley, for all finitely generated Ω(H)-modules N such that d(N) <
dimCH(h) for all regular h ∈ H. For a definition of the Euler characteristic see ([AW06], 4.5.
Definition). Since Ω(H) is Noetherian and has finite global dimension we have an isomorphism
γ ∶ G0(Ω(H)) ≅K0(Ω(H)),
which is known as the resolution theorem, see, for example, the books on K-theory by Srinivas
([Sri08], Theorem (4.6)) and Rosenberg ([Ros94], 3.1.13. Theorem). Ardakov and Wadsley give
a formula for the map γ in ([AW06], 4.8. Proposition), which shows that
γ([M]) = 0 if χ(H,M ⊗Fp V ∗i ) = 1 for i = 1, . . . , s,
where V1, . . . , Vs give a complete set of representatives for the isomorphism classes of simple
Ω(H)-modules. Since H is virtually pro-p, the Vi are all finite dimensional Fp-vector spaces,
see ([AW06], beginning of section 4.1.) and therefore M ⊗Fp V ∗i are finite dimensional and the
proposition follows from the result of Serre. ◻
Now, we are able to present the main result of this chapter, the proof of which is almost identical
to Za´bra´di’s proof of ([Z1´0], Lemma 4.1 and Proposition 4.2), who considered the GL2-case.
Theorem 1.2.2. Let G be a compact p-adic Lie group and H a closed normal subgroup of G
such that the pair (G,H) satisfies the conditions (i), (ii) and (iii) from the beginning of this
section. Moreover, let M be a Λ(G)-module that is finitely generated and free as a Zp-module.
We then have [M] = 0 in K0(MH(G)).
Proof. We note that since p is contained in the radical of Λ(H) we have an isomorphism
K0(Λ(H)) ≅K0(Ω(H))
induced by sending the class [P ] of a finitely generated projective Λ(H)-module P to [P /pP ].
Together with the two isomorphisms from the resolution theorem for Λ(H) and Ω(H), respec-
tively, we see that we have an isomorphism
G0(Ω(H)) ≅K0(Ω(H)) ≅K0(Λ(H)) ≅ G0(Λ(H)), (1.2.1)
mapping [Fp] in G0(Ω(H)) to [Zp] in G0(Λ(H)), which we show in lemma 1.2.5 below (this is
not obvious as it might seem, since there is generally no map between G0(Λ(H)) and G0(Ω(H))
induced by Λ(H)→ Ω(H) since Ω(H) is not flat as a Λ(H)-module).
Next, we have an exact functor
F ∶ Λ(H)−modÐ→MH(G),
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sending a finitely generated Λ(H)-module N to F(N) ∶= N considered as a Λ(G)-module, where
we extend the action of H to an action of G by simply letting Γ act trivially on N - recall that,
by (i), G is given by the direct product H × Γ. The functor F induces a map
F∗ ∶ G0(Λ(H))Ð→K0(MH(G)), [N]z→ [N]. (1.2.2)
Finally, we note that tensoring any N in MH(G) with the flat Zp-module M and passing to
the diagonal G-action induces a map K0(MH(G)) → K0(MH(G)), [N] ↦ [N ⊗Zp M], which,
composed with (1.2.2) and (1.2.1), yields
G0(Ω(H)) ≅ G0(Λ(H)) F∗Ð→K0(MH(G)) −⊗ZpMÐ→ K0(MH(G)),
mapping [Fp], Fp equipped with the trivial H-action, to [M] since Zp ⊗ZpM ≅M . But [Fp] = 0
in G0(Ω(H)) by proposition 1.2.1. ◻
Before giving the proof of the lemma mentioned in the proof above, we derive the general case
of the previous theorem for finitely generated, but not necessarily free Zp-modules and record a
corollary about induced modules.
Corollary 1.2.3. Let G be a compact p-adic Lie group and H a closed normal subgroup of G
such that the pair (G,H) satisfies the conditions (i), (ii) and (iii) from the beginning of this
section and let M be a Λ(G)-module that is finitely generated as a Zp-module. We then have[M] = 0 in K0(MH(G)).
Proof. We can reduce to the case that M is a finite module as follows. Let T (M) be the torsion
part of M which is finite of p-power order and consider the exact sequence
0Ð→ T (M)Ð→M Ð→M/T (M)Ð→ 0, (1.2.3)
of Λ(G)-modules. Note that M/T (M) is finitely generated and free as a Zp-module. The exact
sequence (1.2.3) and the previous theorem show that it is sufficient to prove that the class of
T (M) vanishes in K0(MH(G)).
From now on we assume that M is finite, given by {m1, . . .mr}. For each i = 1, . . . , r denote
by Ui some open normal subgroup of G that acts trivially on mi and write U for the intersection∩ri=1Ui, which is itself open and normal in G. Then Λ(G) acts on M through Zp[G/U] and we
have an exact sequence of Λ(G)-modules
0Ð→ N Ð→ r⊕
i=1 Zp[G/U]Ð→M Ð→ 0,
where N is, by definition, the kernel of the map to M . Since ⊕ri=1Zp[G/U] is a finitely generated
free Zp-module so is N and the exact sequence, in combination with the previous theorem, shows
that [M] = 0 in K0(MH(G)). ◻
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Sometimes one can use the previous corollary 1.2.3 to derive vanishing statements for induced
modules of finitely generated Zp-modules and more general compact p-adic Lie groups G.
Corollary 1.2.4. Let G be a compact p-adic Lie group containing a closed normal subgroup H
such that G/H ≅ Zp. Moreover, assume that G is an open, not necessarily normal subgroup ofG, set H ∶= H ∩G and assume that H and G satisfiy the conditions (i), (ii) and (iii) from the
beginning of this section. For a Λ(G)-module M which is finitely generated as a Zp-module we
then have [IndGGM] = 0
in K0(MH(G)).
Proof. By corollary A.8.16 we have an exact functor
IndGG ∶MH(G)Ð→MH(G), N z→ IndGGN,
which induces a map (IndGG )∗ ∶K0(MH(G))Ð→K0(MH(G))
showing that, as the image of [M] = 0 in K0(MH(G)) (which holds by assumption),
[IndGGM] = 0 in K0(MH(G)),
for all finitely generated Zp-modules M with an action of Λ(G). ◻
It remains to prove the following lemma, which Gergely Za´bra´di explained to me.
Lemma 1.2.5. Under the map from (1.2.1) [Fp] in G0(Ω(H)) maps to [Zp] in G0(Λ(H)).
Proof. Let us consider a projective resolution
0→ Pn → ⋅ ⋅ ⋅→ P 0 → Zp → 0 (1.2.4)
of Zp as a Λ(H)-module, so that [Zp] maps to ∑i(−1)i[P i] under the isomorphism
G0(Λ(H)) ≅K0(Λ(H)).
Moreover, ∑i(−1)i[P i] maps to ∑i(−1)i[P i/pP i] in G0(Ω(H)), so we have to show that
∑
i
(−1)i[P i/pP i] = [Fp].
Now, since the P i are all projective as Λ(H)-modules, they certainly are Zp-torsionfree and
therefore flat as Zp-modules. This implies that for the right-exact functor Fp ⊗Zp − the exact
sequence (1.2.4) is an acyclic resolution of Zp (this means Tor
Zp
k (Fp, P i) = 0, ∀i, k ≥ 1). Therefore,
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one can use (1.2.4) in order to compute TorZpi (Fp,Zp), which is equal to 0 for all i ≥ 1 since Zp
is flat as a Zp-module. It follows that tensoring (1.2.4) with Fp ⊗Zp − yields an exact sequence
0→ Pn/pPn → ⋅ ⋅ ⋅→ P 0/pP 0 → Fp → 0, (1.2.5)
regardless of the fact that Fp is not flat as a Zp-module. Now, (1.2.5) implies that we have the
relation ∑
i
(−1)i[P i/pP i] = [Fp] in G0(Ω(H)),




In this chapter we introduce the first of three conjectures stated by Kato during a talk he gave
in Cambridge on the occasion of John Coates’ sixtieth birthday. While Kato stated a global
conjecture for a p-adic Lie extension F∞/Q (non-abelian, in general) of the base field Q, we want
to allow a number field F which is either quadratic imaginary or equal to Q as base field in the
statement of the conjecture. We do this mainly because later on we will prove the conjecture in
a commutative case with quadratic imaginary base field. In fact, we will prove the conjecture in
theorem 2.4.41 for any extension K∞/K such that
(i) K is a quadratic imaginary number field,
(ii) there exists an elliptic curve E/K with complex multiplication by the ring of integers OK
and conductor divisible by one prime of K only,
(iii) K∞ =K(E[p∞]) is the field obtained by adjoining all coordinates of p-power division points
of E to K for some prime p /= 2,3 above which E has good ordinary reduction.
2.2 Setting
Let F be either a quadratic imaginary number field or equal to Q, fix an algebraic closure F¯ of
F and an embedding F¯ ↪ C and let us fix a prime p ∈ Z. Moreover, let F∞/F , F∞ ⊆ F ⊆ C, be a
compact p-adic Lie extension containing F (µp∞), where µp∞ = ⋃n≥1 µpn is the group of p-power
roots of unity. If p = 2, then assume that F is totally imaginary. We write G = Gal(F∞/F ) and ι
for the automorphism of F∞ induced by complex conjugation on C. Moreover, we write (Fn)n≥0
for a familiy of finite Galois extensions of F = F0 such that F∞ = ⋃n≥0 Fn. Let Σ be the set of
primes of F consisting of the infinite prime ν∞ of F , the primes of F above p and those primes
that ramify in F∞/F and assume that Σ is finite. Then, FΣ, the maximal subextension of F¯ /F
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that is unramified outside Σ, contains F∞. We will write GΣ(Fn) = G(FΣ/Fn), n ≥ 0. Let us
assume that there are only finitely many places of F∞ above p, i.e., for each place ν of F above
p the decomposition group Gν of some prime of F∞ above ν has finite index in G. We will write
Σf for the non-archimedean primes in Σ and Σ∞ = {ν∞}, so that Σ = Σf ∪Σ∞.
Remark 2.2.1. These assumptions are satisfied in the case when F∞ is the field obtained by
adjoining to F the coordinates of p-power torsion points of an elliptic curve E/F with complex
multiplication by OK , the ring of integers of a quadratic imaginary number field K, such that p
splits in OK and considering Σf = Σbad ∪ {ν ∣ ν divides p}, where Σbad is the set of primes where
F has bad reduction. The primes that ramify in F∞/F are precisely the primes of bad reduction
and the primes above p. Moreover, the primes above p are finitely decomposed.
We also write Σn = Σ(Fn) (or Σ if it is clear from the context which Fn is under consideration)
for the primes of Fn that lie above the primes in Σ and Σn,f = Σf(Fn) (or Σf ) for the finite
places contained in Σ(Fn).
In accordance with the literature, we will write OFn[ 1Σf ] = OFn,Σ for the subring of Fn
consisting of all x ∈ Fn that are integral at all finite primes not in Σf(Fn). We note thatOFn[ 1Σf ] can be interpreted as a localisation of the Dedekind domain OFn at the multiplicatively
closed set {(aΣf )n ∣ n ≥ 0} where aΣf is an element of OFn such that vP(aΣf ) is (greater or)
equal to 1 precisely for all finite places P of Fn contained in Σf and 0 for all other finite places.
Such an element aΣf exists by the finiteness of Σ as is shown by an argument stated in [Conb]:
writing hn for the class number of Fn, we know that the product ∏P∈Σf Phn is a principal ideal
generated by an element aΣf that has the required property. Since the localisation of a Dedekind




Hme´t (OFn[ 1Σf ],Zp(1)) ∶= lim←Ðn,k Hme´t (Spec(OFn[ 1Σf ]), (Zp/(pk))(1))
for m ≥ 0, which we want to study in more detail. First we note that we can express these Iwasawa
modules in terms of Galois cohomology of the Galois groups GΣ(Fn) = G(FΣ/Fn), see section A.3.
In fact, since the modules (Zp/(pk))(1) are finite and of order a power of p, the e´tale cohomology
groups Hme´t (Spec(OFn[ 1Σf ]), (Zp/(pk))(1)) coincide with the Galois cohomology groups
Hm(GΣ(Fn), (Zp/(pk))(1)),
see also ([FK06], section 1.6.3), and we get
HmΣ ≅ lim←Ð
n
Hm(GΣ(Fn),Zp(1)) ≅Hm(GΣ(F ),Λ(G)#(1)), (2.2.1)
the isomorphisms being explained in section A.3. In section A.3.4 we recall that the Kummer
sequence gives an isomorphism
lim←Ð
n
(O×Fn,Σ ⊗Z Zp) ∼Ð→ H1Σ. (2.2.2)
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As in ([Ven00], p. 84) we define
Xnr = Gal(F ur,ab∞ (p)/F∞) and XΣcs = Gal(F ur,ab,cs∞ (p)/F∞),
where F ur,ab∞ (p) denotes the maximal unramified abelian pro-p-extension of F∞ and we write
F ur,ab,cs∞ (p) for the maximal subextension of F ur,ab∞ (p)/F∞ such that every prime above Σ is
completely decomposed in F ur,ab,cs∞ (p)/F∞. Using the isomorphism (2.2.2), we have an exact




(O×Fn ⊗Z Zp)→ H1Σ → ⊕
ν∈Σun c−IndGνG Zp γÐ→Xnr →XΣcs → 0, (2.2.3)
where Σun = {ν ∈ Σf ∣ p∞ ∤ fν}, fν = [k∞,ν¯ ∶ kν], k∞,ν¯ denotes the residue field of F∞,ν¯ , kν denotes
the residue field of Fν and ν¯ is some prime of F∞ above ν. For our extension F∞/F , since the
cyclotomic Zp-extension Qcyc is contained in F∞ we see that Σun ⊆ Σp = {ν ∣ ν lies above p}.
The Kummer sequence also gives an exact sequence
1Ð→ lim←Ð
n
(Pic(OFn,Σ){p})Ð→ H2Σ Ð→ ⊕
ν∈Σf Λ(G)⊗Λ(Gν) Zp Ð→ Zp Ð→ 0. (2.2.4)






the kernel of which is a finitely generated Zp-module.
2.3 Statement of the Global Conjecture
Writing H for the closed normal subgroup of G corresponding to Qcyc ⊆ Q(µp∞), i.e. G/H ≅ Zp,
the Ore sets S and S∗ are defined as in [CFK+05] by
S = {f ∈ Λ(G) ∣ Λ(G)/Λ(G)f is finitely generated as a Λ(H) −module}
and S∗ = ⋃
n≥0pnS.
Note that the exact sequence (2.2.3) implies that
S−1( lim←Ð
n
(O×Fn ⊗Z Zp)) ≅ S−1H1Σ, (2.3.1)
since IndGνG Zp is finitely generated over Zp for any ν above p and hence S-torsion by ([CFK+05],
Proposition 2.3). We define A∞ = lim←Ð
n
(Cl(Fn){p})
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and note that due to (2.2.5) and (2.2.4) we have an exact sequence
0Ð→ S−1A∞ Ð→ S−1H2Σ Ð→ ⊕
ν∈Σf S−1(Λ(G)⊗Λ(Gν) Zp)Ð→ 0. (2.3.2)
From now on we make the following assumption.
Assumption 2.3.1. There exists an element u = (un)n ∈ lim←ÐnO×Fn such that the map Λ(G)S∗ →(S∗)−1(lim←ÐnO×Fn ⊗Z Zp) induced by 1↦ u is an isomorphism of Λ(G)S∗-modules.
In particular, the isomorphism (2.3.1) implies that H1Σ/Λu is S∗-torsion. Compare remark 2.4.40
for a discussion of this assumption in the abelian CM case considered in section 2.4.
Assumption 2.3.2. If the base field F equals Q, we assume that the element u from assumption
2.3.1 is fixed by complex conjugation (induced by the fixed embedding F∞ ⊂ C).
For an Artin representation ρ ∶ G Ð→ Aut(Vρ) that factors through Gn = Gal(Fn/F ), but not
through Gn−1 = Gal(Fn−1/F ), and for a unit u as in assumption 2.3.1 satisfying assumption 2.3.2
if F = Q we make the following definition.
Definition 2.3.3. For u and ρ as above we define the regulator
R(u, ρ) = ⎧⎪⎪⎨⎪⎪⎩det(∑g∈Gn/<ι> log ∣ g(un) ∣ ρ(g
−1) ;V +ρ ) if F = Q,
det(∑g∈Gn log ∣ g(un) ∣ ρ(g−1) ;Vρ) if K is quadratic imaginary,
where we write V +ρ for the subspace of Vρ on which complex conjugation ι acts as the identity.
We make the following torsion assumption.
Assumption 2.3.4. We assume that H2Σ is S∗-torsion.
Remark 2.3.5. In the CM elliptic curve case E/K, K quadratic imaginary, where we con-
sider the abelian extension K(E[p∞])/K, G = G(K(E[p∞])/K), we will later show that the
term ⊕ν∈Σf∖Σp S−1(Λ(G) ⊗Λ(Gν) Zp) from (2.3.2) vanishes, see corollary 2.4.34. The term⊕ν∈Σp S−1(Λ(G)⊗Λ(Gν) Zp) also vanishes since the decomposition groups of primes of K above
p have finite index in G. Therefore, in this situation, the condition that H2Σ is S
∗-torsion is
equivalent to A∞ being S∗-torsion, by (2.3.2).
Now we can formulate the first conjecture. We refer to [CFK+05] for a detailed explanation of
how one can evaluate elements of K1(Λ(G)S∗) at Artin representations.
Conjecture 2.3.6 (Global Conjecture). Under the assumption 2.3.1 (and 2.3.2 if F = Q),
there exists Lp,u ∈K1(Λ(G)S∗) such that
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where rΣ(ρ) is the order of vanishing of LΣf (ρ, s) at s = 0, and
(ii) under the connecting homomorphism B ∶ K1(Λ(G)S∗) Ð→ K0(MH(G)) the element Lp,u
maps to
B(Lp,u) = [H2Σ] − [H1Σ/Λ(G)u]. (2.3.3)
2.4 The CM case
We fix an embedding Q¯ ↪ C and a prime number p ∈ Z, p /= 2,3. By the CM case we mean the
case of an elliptic curve E defined over Q or, more generally, over K, an imaginary quadratic
number field, such that E has complex multiplication by the full ring of integers OK of K. In
this section, under a torsion assumption and an assumption on the reduction type of E above
p, we will show that an element as in assumption 2.3.1 exists and prove conjecture 2.3.6 in the
cases outlined in the introduction of this chapter.
Henceforth, we make the fundamental assumption that our elliptic curve E has good ordinary
reduction at (or, if E is only defined over K, above) the fixed prime p. Let us recall Deuring’s
reduction criterion, see proposition A.6.2, stating that the assumption on the reduction type is
equivalent to the following assumption.
Assumption 2.4.1. The prime p splits in K, i.e., (p) = pp in OK , where p is unequal to its
complex conjugate p.
We will write f for the conductor of the Gro¨ßencharacter ψ = ψE attached to E by the theory of
complex multiplication, the square of which is the conductor of E/K, see theorem A.6.8 or, for
example, [Coab]. We also write K(fp∞) = ∪nK(fpn) for the union of the ray class fields K(fpn)
of K with respect to the moduli fpn for various n ≥ 1.
Recall from subsection A.6.1 or [dS87], that the field K∞ ∶=K(E[p∞]) is abelian over K and
the field K(fp∞) is finite over K∞. We write G = Gal(K∞/K) for the Galois group of K∞ over
K. The field K∞ contains both, Kcyc and Kacyc, the cyclotomic and the anti-cyclotomic Zp-
extension of the quadratic imaginary field K, respectively. Kcyc and Kacyc are linearly disjoint
over K since p /= 2. We have a decomposition
G ≅ ∆ × Γcyc × Γacyc, (2.4.1)
where ∆ ≅ Z/(p − 1) × Z/(p − 1) is a finite group of order (p − 1)2, Γcyc ≅ G(Kcyc/K) ≅ Zp and
Γacyc ≅ G(Kacyc/K) ≅ Zp.
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2.4.1 Notation
Throughout the section, unless stated otherwise, we use the following notation.
K quadr. imag. number field, of class number 1 from assumption 2.4.4 onwards
K(a) the ray class field of K modulo some integral ideal a of OK
K¯ algebraic closure of K
F finite abelian extension of K in K¯ containing the Hilbert class field K(1)
µ∞(F ) group of all roots of unity in F
µp∞(F ) group of all p-power roots of unity in F for some prime p
I(F /K) augmentation ideal in Z[G(F /K)]
E elliptic curve def. over K with CM by OK , later required to be def. over Q
ψE Gro¨ßencharacter attached to E/K
f conductor of ψE
p prime number of Z, p ≥ 5, that splits in K and such that (p, f) = 1
p, p¯ the two distinct primes of K above p
Fk,n ray class field K(fp¯kpn)
Kk,n the field K(E[p¯kpn])
CF group defined by elements of the form (2.4.6)C(F ) = µ∞(F )CF (Rubin’s elliptic units for F )
Θm group defined over Z[G(K(m)/K)] by elements of the form (2.4.7)
Cm = {x ∈ O×K(m) ∣ x12 ∈ µ∞(K(m))Θm} (De Shalit’s elliptic units for K(m))
C ′F subgroup of CF , see definition 2.4.9
DF subgroup of CF , see definition 2.4.9
C ′′Kk,n = I(Kk,n/K)NFk,n/Kk,nΘfpnp¯k (subgroup of C ′Kk,n), see definition 2.4.15
κ the cyclotomic character.
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2.4.2 Global and semi-local units
First, we recall that Leopoldt’s conjecture holds for any finite abelian extension F of our quadratic
imaginary field K, see ([NSW08], Theorem (10.3.16)) for a proof. This implies, or, in fact, is
equivalent to the fact that the map
O×F ⊗Z Zp Ð→∏
ν∣p Oˆ×Fν , (2.4.2)
induced by the diagonal embedding O×F ↪ ∏ν∣pO×Fν , is injective. Here, for any abelian group A




Assume that p splits in K/Q and write p and p¯ for the two distinct primes of K above p. As
Bley remarks in ([Ble06], Remark 5.2) and kindly explained to the author, adjusting the proof
of the Leopoldt conjecture for an abelian extension F of K, one can even show that
O×F ⊗Z Zp ↪∏
ν∣p Oˆ×Fν (2.4.4)
is an embedding, where we take the product only over the primes of F above p. We will say that
the strong version of the Leopoldt conjecture holds for F /K. This observation will prove useful
for our purposes since it allows us to identify O×F ⊗Z Zp with the topological closure E¯(F ) of O×F
in ∏ν∣p Oˆ×Fν . The notation E¯(F ) is adopted from Rubin’s article [Rub91].
We recall that for any finite prime ν of F the inclusion O1Fν ↪ O×Fν of principal local into
local units induces an isomorphism O1Fν ≅ Oˆ×Fν .
Let p = char(k(ν)), the characteristic of the residue field. The local units O×Fν admit a decompo-
sition O×Fν = O1Fν × VFν into principal units and a finite group of order prime to p. In particular,
we can project a local unit x ∈ O×Fν to its principal part prν,1(x). We will later frequently use
the commutativity of the following diagram
O×F ∏ν∣pO×Fν
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which follows from the fact that for x ∈ O×F and any place ν above p we can write x = prν,1(x)yν
in O×Fν for some yν in VFν of order nν prime to p. Writing n =∏ν nν , in O×F ⊗Z Zp we then have
x⊗ 1 = xn ⊗ 1n and this maps to 1n(xn)ν = 1n(prν,1(x)n)ν = (prν,1(x))ν in ∏ν∣p Oˆ×Fν .
Next, we introduce some notation for the tower Kk,n, k, n ≥ 1, where Kk,n =K(E[p¯kpn]) and
E/K is an elliptic curve with complex multiplication by OK , K quadratic imaginary such that p
splits in K into p and p¯. We assume that K and all of its algebraic extensions are contained in
some fixed algebraic closure Q¯. Let us also fix an algebraic closure Q¯p of Qp and an embedding
Q¯ ↪ Q¯p. Assume that p is the prime of K determined by this embedding. For the semi-local




where the limit is taken with respect to the norm maps and for all k and n, ν ranges over all




since O1Kk,n,ν ≅ Oˆ×Kk,n,ν for all k,n and every place ν above p. For the global units we will writeE¯∞ = lim←Ð
k,n
E¯(Kk,n),
so that (2.4.4) induces an embedding E¯∞ ↪ U∞.
Remark 2.4.2. Write G = G(K∞/K), where K∞ = ∪k,n≥1Kk,n is the trivializing extension for
the action of GK on the p-adic Tate module TpE of E/K. Recall that since G is a p-adic Lie
group, Λ(G) is Noetherian, see ([Laz65], V 2.2.4). We remark that U∞ embeds into Λ(G) and is
therefore Noetherian, see ([Rub91], Theorem 5.1. (ii)) which builds on a result of Wintenberger
in [Win80] that we will use later. It follows that any submodule of U∞, in particular E¯∞, is
finitely generated over Λ(G). Since Λ(G) is compact, each submodule of U∞ (as the continuous
image of finitely many copies of Λ(G)) is compact.
For all k,n ∈ N the p-adic completion E¯(Kk,n) of O×Kk,n is separated as a topological space. In
particular, singletons {x} ⊆ E¯(Kk,n) are closed for x ∈ E¯(Kk,n). We will now prove a useful
lemma that we will need later when we deal with elliptic units.
Lemma 2.4.3. Let D∞ be a Λ(G)-submodule of E¯∞ and let D′k,n, k,n ≥ 1, be norm-compatible
submodules of E¯(Kk,n) such that the projection maps prk,n ∶ E¯∞ Ð→ E¯(Kk,n) induce surjectionsD∞↠ D′k,n
for all k,n ≥ 1 (in particular, we require that the image of D∞ under the projection is contained
in D′k,n). Then, passing to the projective limit with respect to k,n induces an isomorphismD∞ ≅ lim←Ð
k,n
D′k,n
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of Λ(G)-modules.
Proof. This follows from the fact that taking projective limits of exact sequences of compact
groups preserves exactness. ◻
2.4.3 Elliptic units
We will now turn our attention to the study of elliptic units. In the theory of abelian extensions
of an imaginary quadratic field K elliptic units play a role analogous to the role played by
cyclotomic units in the theory of abelian extensions of Q. For basic facts about elliptic units
our main references are the papers [Rub91] by Rubin and [dS87] by de Shalit. In ([Rub91],
Theorem 7.7), for certain extensions K∞/K, Rubin gives a description of the projective limit of
the p-adic completions of certain elliptic units for subfields F of K∞/K that he defines earlier in
the same article (these are the elliptic units that satisfy the analytic class number formula given
in ([Rub91], Theorem 1.3)). In case K∞/K is given by K∞ =K(E[p∞]), K quadratic imaginary,
however, where E/K is an elliptic curve with complex multiplication by OK with good ordinary
reduction above a split prime p, the description Rubin gives in (loc. cit., Theorem 7.7 (i)) does
not seem to describe the projective limit of elliptic units satisfying the analytic number formula,
but rather the limit considered by Yager in ([Yag82], Lemma 28, Theorem 29). Rubin’s elliptic
units (in the K(E[p∞])/K case) contain Yager’s units, but also they are strictly bigger. After
recalling the definition of the Coleman map in the next subsection, we will determine the precise
structure of the projective limit of Rubin’s elliptic units in theorem 2.4.31 for elliptic curves
whose conductor is a prime power.
The comparison of the two (Rubin’s and Yager’s units) will be the main theme of this sub-
section. The task will be to study Rubin’s elliptic units and, step by step, determine a relatively
small set of generators. The main results of this subsection are corollary 2.4.13, which describes
the projective limit of Rubin’s elliptic units for our extension K∞/K, and theorem 2.4.16, which
states that the quotient of the limits of Rubin’s and (a slight variant of) de Shalit’s elliptic units
is S-torsion and gives a concrete element of S that annihilates the quotient.
For Robert’s treatment of elliptic units see [Rob73], [Rob90] and [Rob90]. There are other
useful accounts due to Rubin in the appendix of [Rub87] and due to Coates and Wiles in section
5 of [CW77] and in section 3 of [CW78]. The different notation used in some of the above papers
is compared by Bley in [Ble04].
After writing this section the author found the paper [Vig12] by Viguie´, who proves a similar
statement as lemma 2.4.8 from this subsection, compare ([Vig12], Lemma 2.4, Corollary 2.5).
He also determines a set of generators for projective limits of elliptic units for a certain Zp-
extension, see (loc. cit., Lemma 2.7). Our situation will be rather different in that we deal with
a Z2p-extension, which requires different ideas.
Let us start by recalling Rubin’s definition of elliptic units for a number field F which is an
abelian Galois extension of a quadratic imaginary field K containing the Hilbert class field H of
K. For an integral ideal m of K we denote by K(m) the ray class field of K modulo m. We fix an
embedding K¯ ⊂ C and a period lattice L ⊂ C of some elliptic curve defined over H with complex
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multiplication by OK ; for the existence of such a curve Rubin refers to ([Shi71], theorem 5.7).
For any integral ideal a ⊂ OK , (a,6) = 1, Rubin then considers the meromorphic function
Θ0(z;a) = Θ0(z;L,a) = ( ∆(L)Na∆(a−1L))1/12 ∏u∈(a−1L/L)/±1 (℘(z;L) − ℘(u;L))−1,
where ∆ is the Ramanujan ∆-function, a twelfth root of ∆(L)Na
∆(a−1L) is fixed and ℘(z;L) is the
Weierstraß ℘-function for the lattice L.
Now, let m be an integral ideal of K such that O×K Ð→ OK/m is injective and let τ ∈ C/L be
an element of order exactly m. It is shown in ([Ble04], Proposition 2.2) that Θ0(τ ;a) belongs to
K(m). Rubin then defines the group CF generated by the various
(NFK(m)/F Θ0(τ ;a))σ−1, (2.4.6)
where σ ranges through Gal(F /K), m through the integral ideals of K such that O×K Ð→ OK/m
is injective, a through integral ideals such that (a,6m) = 1 and τ through primitive m-division
points. NFK(m)/F denotes the norm map from FK(m) to F and we note that the elements σ −1
generate the augmentation ideal I(F /K) of Z[G(F /K)]. Rubin then defines the elliptic units
of F to be C(F ) = µ∞(F )CF ,
where µ∞(F ) is the group of all roots of unity in F .
Next we briefly recall the definition of elliptic units used by De Shalit. He considers the
function
Θ(z;L,a) = Θ0(z;a)12,
which is an elliptic function with respect to L and can be expressed in terms of the fundamental
theta function, which is noted in ([dS87], II, 2.3). Moreover, Θ(z;L,a) satisfies the monogeneity
relation
Θ(cz; cL,a) = Θ(z;L,a), c ∈ C×.
Assumption 2.4.4. From now on we assume that K has class number one. Note that this is
automatically satisfied whenever we consider an elliptic curve E/K with complex multiplication
by OK , see proposition A.6.1.
So we can find Ω,m such that L = OKΩ and m = (m) for any integral ideal m of K. With this
notation τ = Ω/m is a point of order exactly m in C/L. De Shalit then defines Θm to be the
subgroup of K(m)× generated by
Θ(1;m,a) = Θ(Ω/m;L,a), (2.4.7)
where a ranges through the integral ideals of K such that (a,6m) = 1. If m is divisible by at
least two distinct primes, then Θm is a subgroup of the group of units O×K(m) in K(m)×. He then
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defines Cm to be the group of units in K(m)× whose 12-th power belongs to µ∞(K(m))Θm. The
group Cm is G(K(m)/K)-stable, which follows from ([dS87], II, proposition 2.4 (ii)).
The main theorem of complex multiplication can be used to show that the values of Θ
at two different primitive m-division points are related through the action of the Galois group
G(K(m)/K), which we want to illustrate in the next remark. Let us first introduce some notation
for arithmetic Frobenius elements.
Definition 2.4.5. Let F /K be an abelian (finite or infinite) extension in which the prime ideal
q is unramified. We then write
(q, F /K) ∈Dq ⊂ G(F /K)
for the arithmetic Frobenius at q which (topologically) generates the decomposition group Dq.
If c is an ideal which has a prime decomposition ∏ri=1 qmii and each qi is unramified in F /K, then
we define (q, F /K) ∶= r∏
i=1(qi, F /K)mi .
Remark 2.4.6. Assume that the conductor fE associated to the Gro¨ßencharacter ψE divides m.
Now, if τ is any primitive m-division point we can find c ∈ OK , c prime to m, such that τ = c Ωm .
Let us write σc = ((c),K(m)/K) in G(K(m)/K). Then the Gro¨ßencharacter ψE maps σc to a
generator of (c), so we can find a unit uc in O×K such that ψE((c)) = ucc. Then, by ([Rub87],
Proposition 12.3 (i)) and by the main theorem of complex multiplication (the part that says that
σc acts on E[m] through ψE), we have
Θ(Ω/m;L,a)σc = Θ(ψE((c))(Ω/m);L,a) = Θ(ucc(Ω/m);L,a) = Θ(τ ;L,a), (2.4.8)
where, for the last equation, we have used the monogeneity property and the fact that u−1c L = L.
We conclude that the values of Θ at two different primitive m division points belong to the same
orbit under the action of G(K(m)/K).
Note that Rubin’s group CF for arbitrary fields F , in general, is rather large, since in the
definition of generators as in (2.4.6) he allows m to range through all integral ideals of K such thatO×K Ð→ OK/m is injective. Other authors, e.g. Yager in [Yag82], consider only the conductor qF
of the extension F /K they are interested in, i.e. they take (NK(qF )/F Θ0(τ ;a))σ−1 as generators,
τ a primitive qF -division point and a, σ as above.
We will eventually be interested in the fields F = Kk,n ∶= K(E[p¯kpn]) for an elliptic curve
E/K with complex multiplication by OK , where K is an imaginary quadratic number field and
p and p¯ are distinct primes of K above a rational prime p, at which E/K has good reduction.
In our comparison of Rubin’s and de Shalit’s elliptic units for such fields the following lemma
is our starting point, which says that in the definition of CKk,n we can restrict ourselves to
certain integral ideals m dividing the conductor of Kk,n. We will prove in lemma 2.4.17 that the
conductor of Kk,n, for k,n ≥ 0, (k,n) /= (0,0), is given by fp¯kpn, where f is the conductor of ψE .
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Remark 2.4.7. Note that since K is quadratic imaginary, O×K consists only of a finite number
of roots of unity. Therefore, for any prime q, the map
O×K Ð→ (OK/qn)×
will always become injective for n large enough. Likewise, for any non-trivial ideal b prime to q
O×K Ð→ (OK/qnb)×
will always become injective for n large enough, since (OK/qnb)× ↪ (OK/qn)× × (OK/b)×.
Lemma 2.4.8. Let K be a quadratic imaginary number field and E/K an elliptic curve with
complex multiplication by OK . Moreover, let p ∈ Z, p /= 2,3, be a prime that splits in K
into distinct primes p = (pi) and p¯ = (p¯i) and assume that E has good reduction at p and p¯.
Let k,n ≥ 1 such that both O×K Ð→ OK/p¯k and O×K Ð→ OK/pn are injective. Let us write
F = Kk,n = K(E[p¯kpn]). Then, as a Zp[G(F /K)]-module, CF ⊗Z Zp is already generated by
elements of the form (NFK(m)/F Θ(τ ;a))σ−1,
where σ ranges through Gal(F /K), m through the integral ideals of K such that either
m = f′p¯kpn or m = f′p¯k or m = f′pn for some divisor f′ of f,
a runs through integral ideals such that (a,6m) = 1 and τ through primitive m-division points.
Proof. First note that after extending scalars, since 12 is a unit in Zp, we have
(NFK(m)/F Θ0(τ ;a))σ−1 ⊗ 1 = (NFK(m)/F Θ(τ ;a))σ−1 ⊗ 112 ,
so clearly all elements of the form (NFK(m)/F Θ(τ ;a))σ−1, for general m, τ , a and σ as in (2.4.6),
generate CF ⊗Z Zp as a Zp-module. Hence, from now on it is sufficient to consider the function
Θ(z,a) = Θ(z,L,a) (we omit the L from the notation).
Let us now fix an integral ideal m of K such that O×K Ð→ OK/m is injective. Write
x ∶= NFK(m)/F Θ(τ ;a),
where a is an integral ideal such that (a,6m) = 1 and τ is a primitive m-division point. We
will show that xσ−1, for any σ ∈ G(F /K), is already contained in the module generated by the
elements from the statement of the lemma. We will show step by step that we can impose more
conditions on m and still obtain a set of Zp[G(Kk,n/K)]-generators for CKk,n ⊗Z Zp.
Let us first make some general definitions. We define f′ = g.c.d.(f,m). We can then write
m = f′p¯k′pn′m′,
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for some m′ such that g.c.d.(m′, p) = 1, so that n′, resp. k′, are precisely the exponents of p, resp.
p¯, in m. We need not have g.c.d.(m′, f) = 1. Let us define q = g.c.d.(m, fp¯kpn), so that we have
F ∩K(m) ⊂K(fp¯kpn) ∩K(m) =K(q),
where the last equality is a simple excercise in class field theory. Since f and p are prime to each
other, we have an equality
q = f′p¯min{k,k′}pmin{n,n′}.
For the norm map NFK(m)/F restricted to K(m) we can write
NFK(m)/F = NK(m)/(F∩K(m)) = NK(q)/(F∩K(m)) ○NK(m)/K(q), (2.4.9)
where we note that F ∩K(m) = F ∩K(q). Let us now start with the computations. We will show
that we may exclude the following classes of m and are still left with a set of Zp[G(Kk,n/K)]-
generators for CKk,n ⊗Z Zp.
1. Case: g.c.d.(m, p) = 1.
In this case, since E/K has good reduction at p and p¯, we also have g.c.d.(mf, p) = 1. By ([dS87],
II, proposition 1.6, corollary 1.7) we know that K(mf) = K(E[mf]) and that K(E[mf]) and
F =K(E[p¯kpn]) are linearly disjoint over K. Therefore, we have an inclusion
F ∩K(m) ⊂ F ∩K(mf) =K,
which implies that G(FK(m)/F ) ≅ G(K(m)/K). This shows that if we restrict the norm map
NFK(m)/F to K(m), then NFK(m)/F = NK(m)/K . We conclude that
xσ−1 = (NK(m)/K Θ(τ ;a))σ−1 = 1.
since σ fixes K. From now on, we may and will assume that g.c.d.(m, p) /= 1, i.e., that p ∣ m or
p¯ ∣ m.
2. Case: n′ > n or k′ > k.
If n′ > n, then ([dS87], II, proposition 2.5), see also ([Rub99], corollary 7.7, p. 197) for a more
detailed proof, shows that
NK(m)/K(m/p) Θ(τ ;a) = Θ(piτ ;a),
where piτ is now clearly a primitive mp -division point. We note that here we use the fact that
pn ∣ mp and that O×K Ð→ OK/pn is injective, i.e., that there is precisely one root of unity in K
that is congruent to 1 modulo pn. Since q ∣ mp , we also have
F ∩K(m) = F ∩K(m/p).
Using (2.4.9), this shows that x = NFK(m/p)/F Θ(piτ ;a). Proceeding inductively, we may and will
assume that n′ ≤ n. Analogously, we can show that we may assume that k′ ≤ k.
3. Case: 1 ≤ n′ < n or 1 ≤ k′ < k.
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Without loss of generality, let us assume that n′ ≥ 1 (if n′ = 0, then, by the first case, we may
assume that k′ ≥ 1 and the following works precisely in the same way for k′). So p ∣ m. While we
have used ([dS87], II, proposition 2.5) above to see that we may make the exponent n′ of p in m
smaller if n′ > n, we now use it to see that we may make it bigger whenever n′ < n. In fact, by
the above-cited proposition we have
Θ(τ ;a) = NK(mp)/K(m)Θ( τ
pi
;a),
where, if we consider τ as an element of E(C), we write τpi for some primitive mp-division point
in E(C) such that pi τpi = τ (while if we consider τ as an element of C/L then we can actually
divide τ by pi - this depends on whether we view Θ as a function on E(C) or on C/L). Using
(2.4.9) again, it follows that
x = NK(mp)/(F∩K(m))Θ( τ
pi
;a) = N(F∩K(mp))/(F∩K(m)) ○NK(mp)/(F∩K(mp))Θ( τ
pi
;a),
showing that x is just a product of G(F /K)-conjugates of NK(mp)/(F∩K(mp))Θ( τpi ;a). Proceeding
inductively, we may assume that n′ = n.
We conclude that so far we may assume k′ ≤ k and n′ ≤ n and either n = n′ or k = k′. If both,
k′ and n′ are greater than zero, then the last argument shows that we may assume that k′ = k
and n′ = n.
In the last step we made m larger so that pn ∣ m (or p¯k ∣ m). By our assumption on n and
k, it follows that there is only one root of unity in K that is congruent to 1 modulo mm′ . This
enables us to use ([dS87], II, proposition 2.5) in the next step to eliminate m′.
4. Case: m′ /= 1.




In fact, if g.c.d.(ml , fp¯kpn) were equal to ql (it certainly cannot be anything else), write lr for the
exact power of l in q. We then see that lr ∣ fp¯kpn, and hence lr ∣ f. Moreover, lr ∣ m, so that
lr ∣ f′. By the assumption g.c.d.(ml , fp¯kpn) = q/l, we have lr ∤ ml . On the other hand, lr ∣ f′m′l and
f′m′l ∣ ml . This is a contradiction, showing that q = g.c.d.(ml , fp¯kpn) holds.
By (loc. cit.) we have
NK(m)/K(m/l) Θ(τ ;a) = ⎧⎪⎪⎨⎪⎪⎩Θ(lτ ;a) if l ∣
m
l ,
Θ(lτ ;a)1−σ−1l if l ∤ ml ,
where, in the case l ∤ ml , σl = (l,K(ml )/K). We conclude that
x = NK(m)/(F∩K(q)) Θ(τ ;a) = ⎧⎪⎪⎨⎪⎪⎩
NK(m/l)/(F∩K(q)) Θ(lτ ;a) if l ∣ ml ,
NK(m/l)/(F∩K(q)) (Θ(lτ ;a)1−σ−1l ) if l ∤ ml .
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In the latter case, since all of the involved Galois groups are abelian, we see that
NK(m/l)/(F∩K(q)) (Θ(lτ ;a)1−σ−1l ) = (NK(m/l)/(F∩K(q)) Θ(lτ ;a))1−σ˜−1l ,
where we write σ˜l for any lift to F of the restriction of σl to F ∩K(q). In any case, we see that
x is a product of G(F /K)-conjugates of NK(m/l)/(F∩K(q)) Θ(lτ ;a). We conclude that we may
assume that m′ is trivial.
We have shown that we may restrict to m of the form m = f′p¯kpn or m = f′p¯k or m = f′pn for
some divisor f′ of f and still get a generating set; in any case m ∣ fp¯kpn. ◻
We now split the set of Zp[G(F /K)]-generators of CF ⊗ZZp determined in lemma 2.4.8 (F =Kk,n
as in the lemma) and define two new modules.
Definition 2.4.9. Let the setting be as in lemma 2.4.8, in particular, n, k ≥ 1 and we write
F =Kk,n. We define C ′F to be the subgroup of CF generated by elements of the form
(NFK(m)/F Θ(τ ;a))σ−1,
where σ ranges through Gal(F /K), m through the integral ideals of K such that
m = f′p¯kpn for some divisor f′ of f,
a runs through integral ideals such that (a,6m) = 1 and τ through primitive m-division points.
Moreover, we define DF to be the subgroup of CF generated by elements of the form
(NFK(m)/F Θ(τ ;a))σ−1,
where σ ranges through Gal(F /K), m through the integral ideals of K such that
m = f′p¯k or m = f′pn for some divisor f′ of f,
a runs through integral ideals such that (a,6m) = 1 and τ through primitive m-division points.
Remark 2.4.10. First note that, by definition and lemma 2.4.8, we have (C ′FDF ) ⊗Z Zp =
CF ⊗Z Zp. Also, C ′F and DF are G(F /K)-stable, see ([dS87], II, proposition 2.4). Moreover, it
is not a difficult exercise to show that the norm maps NKk,n/Kk′,n′ , k ≥ k′ ≥ 1, n ≥ n′ ≥ 1, restrict
to maps C ′Kk,n Ð→ C ′Kk′,n′ and DKk,n Ð→DKk′,n′ , respectively.
Note that, in general, elements of the form
Θ(τ ;a) ∈ K(m)
for a primitive m-division point τ , where m = pn or m = p¯k, i.e., where f′ is trivial and m is
divisible by only one prime, are not units in OKk,n . However, in case m = pn, they are units
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outside the primes above p and in case m = p¯k, they are units outside the primes above p¯, see
(loc. cit.). Moreover, in our definition of CF ,C ′F and DF , we twist by σ − 1, σ ∈ G(F /K) (which
we can lift to G(FK(m)/K) and then restrict to G(K(m)/K)). We claim that, in case m = pn,(Θ(τ ;a))σ−1 is also a unit above p and therefore belongs to O×K(m). And similarly, in case m = p¯k,(Θ(τ ;a))σ−1 is also a unit above p¯
To see this, let us consider the case m = pn, the other one works analogously. Let P be a
prime of K(pn) above p. And consider the decomposition group Dp of p in G(K(pn)/K). It is
a fact that for the fixed field
Zp =K(pn)Dp
and the prime PZ of Zp below P, PZ has ramification index 1 over K, see ([Neu07], I, Satz 9.3).
This means that p is unramified in Zp. But Zp is also contained in K(pn), showing that it is
unramified everywhere and therefore contained in the Hilbert class field of K, which is K itself.
We conclude that Dp = G(K(pn)/K), which means that there is only one prime of K(pn) above
p. In particular, any element σ in G(K(pn)/K) fixes the unique prime P above p, which implies
for any a ∈K(pn), a /= 0, that σ(a)/a is integral and a unit at P.
With the above definitions lemma 2.4.8 implies that for all k,n ≥ 1 as in the lemma, we have
surjections of Zp[G(Kk,n/K)]-modules
DKk,n ⊗Z Zp↠ (CKk,n/C ′Kk,n)⊗Z Zp.




(C ′Kk,n ⊗Z Zp) ≅ lim←Ð
k,n
(CKk,n ⊗Z Zp). (2.4.10)
Lemma 2.4.11. We have the following identity
lim←Ð
k,n
(DKk,n ⊗Z Zp) = 0,
where the limit is taken with respect to the norm maps.
Proof. In remark 2.4.10 we have explained that DKk,n ⊂ O×Kk,n . This inclusion induces
DKk,n ⊗Z Zp ↪ O×Kk,n ⊗Z Zp,
and we note that by Dirichlet’s unit theorem the group on the right is given by the direct sum
of a finite number of copies of Zp and the finite group of p-power roots of unity in Kk,n.
Let us make a few more observations. For any integral ideal a of K we always have K(a) ⊂
K(E[a]), see ([Sil99], II, Theorem 5.6). It follows from proposition A.6.3 that for all k,n ≥ 1
(Kk,n ∩K(f′p¯k)) ⊂ (Kk,n ∩K(E[f′p¯k])) =Kk,0. (2.4.11)
2.4. THE CM CASE 37
Likewise, we have for all k,n ≥ 1
(Kk,n ∩K(f′pn)) ⊂ (Kk,n ∩K(E[f′pn])) =K0,n. (2.4.12)
For any r ≥ 1, let us consider an arbitrary generator dk+r,n+r = (NKk+r,n+rK(m)/Kk+r,n+r Θ(τ ;a))σ−1
of DKk+r,n+r , where
m = f′p¯k+r or m = f′pn+r for some divisor f′ of f.
First assume that m = f′p¯k+r. Note that for k,n ≥ 1 the Galois group G(Kk+r,n+r/Kk+r,n) is
of order pr, which follows from ([dS87], II, corollary 1.7), and any g ∈ G(Kk+r,n+r/Kk+r,n) fixes
Kk+r,0. Then, (2.4.11) shows that for k,n ≥ 1 we have
NKk+r,n+r/Kk,n(dk+r,n+r) = (NKk+r,n+r/Kk,n ○NK(f′p¯k+r)/(Kk+r,0∩K(f′p¯k+r)) Θ(τ ;a))σ−1= (NKk+r,n/Kk,n ○NKk+r,n+r/Kk+r,n ○NK(f′p¯k+r)/(Kk+r,0∩K(f′p¯k+r)) Θ(τ ;a))σ−1
= (NKk+r,n/Kk,n ○NK(f′p¯k+r)/(Kk+r,0∩K(f′p¯k+r)) Θ(τ ;a))pr(σ−1).
By a similar argument for m = f′pn+r, for k,n ≥ 1, we have
NKk+r,n+r/Kk,n(dk+r,n+r) = (NKk,n+r/Kk,n ○NK(f′pn+r)/(K0,n+r∩K(f′pn+r) Θ(τ ;a))pr(σ−1).
which follows from (2.4.12). These two cases imply that for any element d of DKk+r,n+r we have
NKk+r,n+r/Kk,n(d) = cpr (2.4.13)
for some unit c in O×Kk,n .
Now, let (ak,n)k,n be an element of lim←Ðk,nDKk,n⊗ZZp. Let k,n ≥ 1 be big enough so that they
satisfy the conditions of lemma 2.4.8, i.e., such that both O×K Ð→ OK/p¯k and O×K Ð→ OK/pn are
injective.
For any r ≥ 1 the element ak+r,n+r ∈DKk+r,n+r ⊗Z Zp is of the form
ak+r,n+r = m∑
i=1di ⊗ bi
for some di ∈DKk+r,n+r and bi ∈ Zp, i = 1, . . . ,m. Using (2.4.13) we see that we can find c1, . . . , cm
in O×Kk,n such that





i=1 ci ⊗ bi)pr,
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and we see that as an element of O×Kk,n ⊗Z Zp, ak,n is divisible by an arbitrarily large (we can
choose any r ≥ 1) power of p. By the remark made at the beginning of the proof, we see that
only the trivial element satisfies this divisibility property. ◻
According to the definition we gave, elliptic units of an abelian extension F of K contain the
roots of unity of F . Eventually, we will be interested in projective limits of elliptic units and
need the following vanishing result for p-power roots of unity for Z2p-extensions of K.
Lemma 2.4.12. Let L be a number field and M/L an extension containing a Zp-extension L∞/L
that is independent of the cyclotomic Zp-extension Lcyc/L of L. Then, we have
lim←Ð
L⊆fL′⊂M µp∞(L′) = 1,
where µp∞(L′) denotes the group of p-power roots of unity in L′ and the limit ranges through
the finite extensions L′ of L contained in M and is taken with respect to norm maps.
Proof. Let (ζL′)L′ be an element of lim←ÐL⊆fL′⊂M µp∞(L′). Let us show that ζL′ = 1 for any finite
extension L′. For any finite extension L′ of L the composite L′L∞ contains only finitely many
p-power roots of unity since L∞/L is independent of the cyclotomic Zp-extension Lcyc/L. In fact,
assume the contrary. Then, L′L∞/L contains L(µp∞) and therefore the Z2p-extension LcycL∞/L,
which is impossible since L′L∞/L is a finite extension L′L∞/L∞ of the Zp-extension L∞/L.
Let ζpn be a primitive pn-th root of unity belonging to L′L∞ such that n is maximal with
respect to this property. Write L′m for the m-th layer of the Zp-extension L′L∞/L′ (note that
G(L′L∞/L′) embedds into G(L∞/L) ≅ Zp and the image is the continuous image of a compact set
in a Hausdorff space and therefore closed in G(L∞/L), hence the image is of the form pnZp ⊂ Zp
and it follows that G(L′L∞/L′) is a Zp-extension). Then G(L′m/L′) has order pm. Let k be large
enough so that ζpn belongs to L′k (such k exists since L′L∞ = ⋃mL′m). Then, we have
ζL′ = NL′
k+n/L′(ζL′k+n) = NL′k/L′(NL′k+n/L′k(ζL′k+n)) = NL′k/L′(ζpnL′k+n) = NL′k/L′(1) = 1,
since ζL′
k+n ∈ µp∞(L′L∞) = µpn ⊂ L′k. ◻
Let us now recall that Rubin’s elliptic units for an abelian finite extension F of K were defined
by C(F ) = µ∞(F )CF , where µ∞(F ) is the group of all roots of unity in F . Tensoring with Zp
kills the roots of unity of order prime to p, so that as subgroups of O×F ⊗Z Zp (note that Zp is
flat as a Z-module) we have an equality
C(F )⊗Z Zp = (µp∞(F )CF )⊗Z Zp,
where µp∞(F ) is the group of p-power roots of unity in F . For the fields Kk,n = K(E[p¯kpn])
from lemma 2.4.8 let us consider the inclusions
ιk,n ∶ CKk,n ⊗Z Zp ↪ (µp∞(Kk,n)CKk,n)⊗Z Zp.
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Certainly, we have surjections
µp∞(Kk,n) ≅ µp∞(Kk,n)⊗Z Zp↠ coker(ιk,n).
Passing to the projective limit, lemma 2.4.12 shows that lim←Ðk,n coker(ιk,n) = 0 (to be able to apply




(CKk,n ⊗Z Zp) = lim←Ð
k,n
(C(Kk,n)⊗Z Zp).
Together with (2.4.10) this proves the following corollary.
Corollary 2.4.13. The natural inclusions induce an equality
lim←Ð
k,n
(C ′Kk,n ⊗Z Zp) = lim←Ð
k,n
(CKk,n ⊗Z Zp) = lim←Ð
k,n
(C(Kk,n)⊗Z Zp).
Let us prove one more technical lemma that shows that multiplication with the augmentation
ideal commutes with passing to the limit. We will write
Fk,n =K(fp¯kpn)
for the ray class field of K modulo fp¯kpn. Recall the definition of Θm from (2.4.7) and remark
2.4.6.
Lemma 2.4.14. Let p be a prime number, (p,6) = 1, that splits in K into distinct primes p and
p¯. Then, as subgroups of lim←Ðn,k(O×Kk,n ⊗Z Zp) we have the identity
I lim←Ð
k,n
((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) = lim←Ð
n,k
((I(Kk,n/K)NFk,n/Kk,nΘfpnp¯k)⊗Z Zp), (2.4.14)
where we write I for the augmentation ideal I(K∞/K), K∞ = ∪n,kK(E[pnp¯k]).
Proof. Let us write I∞ for the augmentation ideal I(F∞/K), F∞ = ∪n,kK(fpnp¯k). For n′, k′ ≥ 1
let us consider the projection maps
I∞ lim←Ð
n,k
(Θfpnp¯k ⊗Z Zp)↠ (I(Fk′,n′/K)Θfpn′ p¯k′)⊗Z Zp,
which are surjective since the norm maps on the groups Θfpnp¯k are surjective, see ([dS87], II,
2.3 and proof of Proposition 2.4 (iii)). Considering (I∞ lim←Ðn,k(Θfpnp¯k ⊗Z Zp))n′,k′ as a projective
system with respect to n′, k′ and identity maps, we can pass to the projective limit with respect
to n′, k′ and get the identity
I∞ lim←Ð
n,k
(Θfpnp¯k ⊗Z Zp) = lim←Ð
n′,k′
((I(Fk′,n′/K)Θfpn′ p¯k′ )⊗Z Zp)
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as subgroups of lim←Ðn,k(O×K(fpnp¯k) ⊗Z Zp), compare lemma 2.4.3. This equality fits into the com-
mutative diagram
I∞ lim←Ðn,k(Θfpnp¯k ⊗Z Zp) lim←Ðn′,k′ ((I(Fk′,n′/K)Θfpn′ p¯k′ )⊗Z Zp)
I lim←Ðn,k ((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) lim←Ðn′,k′ ((I(Kn′,k′/K)NFk′,n′/Kk′,n′Θfpn′ p¯k′)⊗Z Zp),
where the vertical maps are given by the norm maps and from which we conclude that the lower
horizontal map defines an equality. ◻
We remark that for k,n ≥ 1 the group I(Kk,n/K)NFk,n/Kk,nΘfpnp¯k is precisely the subgroup of
C ′Kk,n generated by elements of the form
(NK(fp¯kpn)/Kk,n Θ(τ ;a))σ−1,
where σ ranges through Gal(Kk,n/K), a runs through integral ideals such that (a,6fp) = 1 and
τ through primitive fp¯kpn-division points.
Definition 2.4.15. For k,n ≥ 1, we define C ′′Kk,n to be the subgroup I(Kk,n/K)NFk,n/Kk,nΘfpnp¯k
of C ′Kk,n , which was defined in definition 2.4.9.
With this notation the previous lemma says
I lim←Ð
k,n
((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) = lim←Ð
n,k
(C ′′Kk,n ⊗Z Zp)
and by corollary 2.4.13 these modules are submodules of lim←Ðk,n(C(Kk,n) ⊗Z Zp). We now come
to the main result of this section, which uses most of the results proven so far in this section and
([Rub99], corollary 7.7). In order to state it we need one more definition. For any prime ideal l
dividing f we define a Galois automorphism σl in G(K∞/K) as follows. Write nl for the exact




at l in G(K(p∞ flnl )/K), take a lift of it to G(K(p∞f)/K) and write σl for the restriction to
G(K∞/K).




((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) ⊂ lim←Ð
k,n
(C(Kk,n)⊗Z Zp)
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is annihilated by the element (σc −Nc) ⋅∏
l∣f (1 − σ−1l ),
where σc = (c,K∞/K) and the product is taken over the primes dividing the conductor f. In
particular, the quotient is S-torsion.
Proof. For the last statement about the quotient being S-torsion, just recall from lemmata A.9.2
and A.9.5 that choosing c to be equal to a prime q such that N(q) is congruent to 1 modulo p,
the element (σc −Nc) ⋅∏l∣f(1 − σ−1l ) belongs to S. Let us now prove the theorem.
By corollary 2.4.13 and lemma 2.4.14 the statement of this theorem is equivalent to proving
that the quotient of
lim←Ð
n,k
(C ′′Kk,n ⊗Z Zp) ⊂ lim←Ð
k,n
(C ′Kk,n ⊗Z Zp)
is annihilated by (σc −Nc) ⋅∏l∣f(1 − σ−1l ). This quotient is isomorphic to
lim←Ð
n,k
((C ′Kk,n/C ′′Kk,n)⊗Z Zp)
and it is clearly sufficient to show that for all k,n ≥ 1 as in lemma 2.4.8 (i.e. such that bothO×K Ð→ OK/p¯k and O×K Ð→ OK/pn are injective)(C ′Kk,n/C ′′Kk,n)⊗Z Zp
is annihilated by (σc −Nc) ⋅∏l∣f(1 − σ−1l ). Take an arbitrary generator of C ′Kk,n , which is of the
form (NKk,nK(f′p¯kpn)/Kk,n Θ(τ ;a))σ−1,
where σ belongs to Gal(Kk,n/K), f′ is some divisor of f, a is an integral ideal such that (a,6f′p) =
1 and τ is a primitive f′p¯kpn-division point. We will show that this generator multiplied by(σc −Nc) ⋅∏l∣f(1 − σ−1l ) belongs to C ′′Kk,n .




where nl ≥ 0 is the exponent of the prime l in the decomposition of f.
If l ∣ f′, then we may assume that lnl ∣ f′. This can be shown just as the third case in the proof
of lemma 2.4.8. In fact, if l is an OK-generator of l and ml, ml < nl, the exact exponent of l in
f′, then, by ([Rub99], corollary 7.7), we have
NK(lnl−ml f′p¯kpn)/K(f′p¯kpn)Θ( τlnl−ml ;a) = Θ(τ ;a)
which yields
(NKk,nK(f′p¯kpn)/Kk,n Θ(τ ;a))σ−1 = (NK(lnl−ml f′p¯kpn)/(K(f′p¯kpn)∩Kk,n)Θ( τlnl−ml ;a))σ−1,
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showing that our arbitrary generator is a product of Galois conjugates of
(NK(lnl−ml f′p¯kpn)/(K(lnl−ml f′p¯kpn)∩Kk,n)Θ( τlnl−ml ;a))σ−1.
This shows that we may assume that the exponent of l in f is equal to nl whenever l already
divides f.
We now turn our attention to primes l dividing f but not dividing f′. It is now, that the
element (σc −Nc) ⋅∏l∣f(1−σ−1l ) comes into play. The next observation will explain why we need
the term (σc −Nc). For our arbitrary generator
(NKk,nK(f′p¯kpn)/Kk,n Θ(τ ;a))σ−1
of C ′Kk,n we allow any a prime to 6pf′. In particular, l might divide a. But we want to use
([Rub99], corollary 7.7) again, which we can only do for a prime to l. Writing σc also for the lift(c, F∞/K) to G(F∞/K), ([dS87], II, proposition 2.4) shows that
Θ(τ ;a)(σc−Nc) = Θ(τ ;ac)
Θ(τ ; c)Na ⋅Θ(τ ;a)Nc= Θ(τ ; c)(σa−Na),
so that
(NKk,nK(f′p¯kpn)/Kk,n Θ(τ ;a))(σc−Nc)(σ−1) = (NKk,nK(f′p¯kpn)/Kk,n Θ(τ ; c))(σa−Na)(σ−1).
We see that it is sufficient to show that
(NKk,nK(f′p¯kpn)/Kk,n Θ(τ ; c))(σa−Na)(σ−1)∏l∣f(1−σ−1l ) (2.4.15)
belongs to C ′′Kk,n . Now, for a prime l dividing f but not dividing f′, ([Rub99], corollary 7.7) yields
NK(lf′p¯kpn)/K(f′p¯kpn) Θ(τl ; c) = Θ(τ ; c)(1−σ−1l ),
where we write σl also for the lift of (l,K(p∞ flnl )/K) to G(K(p∞f)/K) as in the definition of σl.
Applying this to all the primes l1, . . . , lr dividing f but not dividing f′ we see that the element
from (2.4.15) is equal to




where we write li for generators of li. Now we can proceed as in the first step, when we showed
that if l ∣ f′, then we may assume that lnl ∣ f′, showing that the element from (2.4.16) belongs to
C ′′Kk,n . ◻
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2.4.4 The formal group Eˆ and Coleman’s theorem in a semi-local framework
Let K be a quadratic imaginary number field of class number one and let E be an elliptic
curve defined over K with complex multiplication by OK . Assume that E/K has good ordinary
reduction above p ∈ Z. We have noted before that this implies that p splits in K into distinct
primes p = (pi) and p¯ = (p¯i). We write f = fψ for the conductor of the Gro¨ßencharacter ψ attached
to E/K and L for the period lattice associated to a fixed global minimal Weierstraß equation for
E (recall that K has class number 1). Moreover, we fix Ω ∈ L such that
OKΩ = L.
Let us fix an embedding Q¯ ⊂ Cp, where Cp denotes the completion ˆ¯Qp of an algebraic closure Q¯p
of Qp.
In this subsection we recall some work by de Shalit on the formal group Eˆ (corresponding to
the fixed Weierstraß equation) and Coleman’s theorem in a semi-local framework. We also prove
some probably well-known results for which a reference could not be found. We will write
Fk,n ∶=K(m0p¯kpn), (m0, p) = 1,
for the ray class fields of K of modulus m0p¯kpn. We are mostly interested in the case m0 = f.
This is because we want to study fields of the form
Kk,n ∶=K(E[p¯ikpin]),
the conductors of which over K are precisely fp¯kpn, which we now prove.
Lemma 2.4.17. Whenever k,n ≥ 0, (k,n) /= (0,0), the conductor of Kk,n = K(E[p¯ikpin]) is
fp¯kpn.
Proof. This lemma has already been proved by Coates and Wiles for fields of the form Kk,0,
k ≥ 1, and K0,n, n ≥ 1, see ([CW77], lemma 4). For general Kk,n we may therefore assume that
both k ≥ 1 and n ≥ 1. Write g for the conductor of Kk,n. The inclusion
Kk,0 ⊂Kk,n ⊂K(g)
and the result of Coates and Wiles (loc. sit.) shows that fp¯k ∣ g. Similarly, one gets fpn ∣ g.
It follows that fp¯kpn ∣ g. On the other hand, according to ([dS87], II, proposition 1.6) we have
K(E[fp¯kpn]) =K(fp¯kpn). Since Kk,n ⊂K(E[fp¯kpn]) we also see that g ∣ fp¯kpn. ◻
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We have Fk,n = K(E[fp¯kpn]) = Kk,nK(E[f]), see, as before, ([dS87], II, proposition 1.6) for
the first equality and note that for two integral ideals m,n of OK we have K(E[m])K(E[n]) =
K(E[l.c.m.(m,n)]), see proposition A.6.3. Moreover, for the conductor f of E it holds that
K(E[f]) =K(f), see (loc. cit.). It follows that
Fk,n = Fk,0Kk,n. (2.4.17)
Moreover, we have
Kk,n ∩ Fk,0 =Kk,0 (2.4.18)
since every prime above p is unramified in Fk,0/Kk,0 by definition and totally ramified inKk,n/Kk,0,
see ([dS87], II, proposition 1.9). We conclude from (2.4.17) and (2.4.18) that
G(Fk,n/Kk,n) ≅ G(Fk,0/Kk,0) (2.4.19)
for every n ≥ 1. We define
Fk,∞ ∶= ⋃
n≥1Fk,n and F∞ ∶= ⋃k≥1,n≥1Fk,n
and likewise
Kk,∞ ∶= ⋃
n≥1Kk,n and K∞ ∶= ⋃k≥1,n≥1Kk,n.
Again, if m0 is divisible by the conductor of E, F∞/K∞ is a finite extension. We define mk = m0p¯k
and from now on we fix some k ≥ 1 such that O×K Ð→ OK/p¯k is injective. Note that p is unramified
in Kk,0/K, see ([dS87], II, Proposition 1.9). We define the following semi-local objects
Kk,n,p ∶=Kk,n ⊗K Kp ≅∏
P∣pKk,n,P and Ok,n,p ∶= OKk,n ⊗OK OKp ≅∏P∣pOKk,n,P ,
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where, in the products, the primes P range through the primes of Kk,n above p. We will write
Gk = G(Kk,∞/K)
Moreover, we will write
Uk,n = O1k,n,p =∏
P∣pO1Kk,n,P ≅∏P∣p Oˆ×Kk,n,P
for the subgroup of principal units in the group of semi-local units O×k,n,p =∏P∣pO×Kk,n,P .
Remark 2.4.18. (i) As de Shalit, for every prime ideal P of Kk,0 above p we consider Eˆ as
a Lubin-Tate formal group of height one (recall our splitting assumption) relative to the
unramified extension Kk,0,P/Kp. At times, we will also consider Eˆ as a formal group with
coefficients in OKk,0 ⊗ OKp ≅ ∏P∣pOKk,0,P . For an excellent survey on commutative one
dimensional formal groups see ([dS87], section I.1).
(ii) Note that de Shalit, see (loc. cit., p. 64), starts with an integral ideal f and then fixes a
Gro¨ßencharacter dividing this ideal. He then considers the ray class fields K(fpn) which
coincide with the extensions generated by fpn-division points of an elliptic curve associated
to the chosen Gro¨ßencharacter. In contrast, we start with a fixed elliptic curve E and are
interested in extensions induced by division points the orders of which are prime to the
conductor of E. These fields are, in general, smaller than the ray class fields for moduli
divisible by the conductor. Coleman’s machinery applies to a norm-coherent system of units
in a tower of fields obtained by division points of Eˆ. As mentioned above, in de Shalit’s
setting these coincide with the ray class fields, so the reader should not be confused that
de Shalit does but we do not work over the ray class fields.
(iii) Moreover, note that de Shalit fixes, see (loc. cit., p. 64), for every ideal of the form fp¯k a
Gro¨ßencharacter ψfp¯k of type (1,0) over K and with conductor dividing fp¯k and an elltipic
curve Efp¯k over K(fp¯k) for which ψEfp¯k /K(fp¯k) is equal to ψEfp¯k = ψfp¯k ○NK(fp¯k)/K . If, as
we do, one starts with an elliptic curve E/K with CM, denote by ψ the Gro¨ßencharacter
of type (1,0) over K attached to E/K and write f for its conductor. Then, for every ideal
fp¯k one can simply consider E as an elliptic curve defined over K(fp¯k) and take E as Efp¯k
and ψ as ψfp¯k . This is possible, since the Gro¨ßencharacter attached to E/K(fp¯k) is given
by
ψ ○NK(fp¯k)/K ,
see Perrin Riou’s article ([PR84], II, §1.2, p.26).
Next, we want to introduce p-adic periods. Let us define the fields in which they live. We note
that K∞,0 = K(E[p¯∞]) is an extension of K in which p is unramified and finitely decomposed,
see ([dS87], II Proposition 1.9). Hence, K∞,0,p ∶= K∞,0 ⊗K Kp is a finite product of fields each
unramified over Kp. Likewise, we write OK∞,0,p ∶= OK∞,0 ⊗OK OKp , only to define
Dˆ = OˆK∞,0,p
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to be the completion of OK∞,0,p . We now quote proposition 4.3 from chapter II of [dS87].
Proposition 2.4.19. There is an isomorphism of formal groups defined over the ring Dˆ,
θ ∶ Gˆm ≅ Eˆ,
given by
θ(X) = ΩpX + terms of degree ≥ 2 ∈ Dˆ[[X]],
with Ωp ∈ Dˆ×.
We write φ = σp for the arithmetic Frobenius at p in G(K∞,0/K) and note that G(K∞,0/K)
acts on K∞,0⊗KKp via the action on the first factor and that, by continuity, this action extends
to the completion.
Definition 2.4.20. Let us fix a generator (ζn)n of lim←Ðn µpn(K¯), i.e., a compatible system of
primitive p-power roots of unity.
Moreover, we have remarked above that p is finitely decomposed in K∞,0/K. It follows that
there exists a smallest k0 ≥ 1 such that the number of primes in Kk0,0 above p is the same as the
number of primes in K∞,0 above p.
We will write
ωn = θφ−n(ζn − 1).
Also, from now on we fix some k ≥ k0. The semi-local version of Coleman’s theorem, see ([dS87],
II, Proposition 4.5), says that for every
u = (un)n ∈ Uk,∞ ∶= lim←Ð
n
Uk,n
there exists a unique power series gu(T ) ∈ Ok,0,p[[T ]]× such that
un = (φ−ngu)(ωn).
Moreover, see ([dS87], I, section 3.4 and II, Proposition 4.6), there is a unique Gk-homomorphism
ik ∶ Uk,∞ Ð→ Λ(Gk, Dˆ), ik(u) = λu (2.4.20)
such that ̃log(gu) ○ θ(X) = ∫
Gk,0
(1 +X)κ(σ)dλu(σ), (2.4.21)
where Gk,0 = Gal(Kk,∞/Kk,0), κ denotes the Z×p -valued character defined by the action of Gk,0
on E[p∞] and
l̃og g(T ) = log g(T ) − 1
p
∑
ω∈Eˆ[p] log g(T [+]ω),
where, in turn, Eˆ[p] denotes the set of division points of level 1 in Eˆ and [+] is addition induced
by the formal group. The division points in Eˆ are, by definition, a subset of the valuation ideal
of Cp, see ([dS87], I.1.7).
2.4. THE CM CASE 47
Remark 2.4.21. We want to explain how the measure λu from equation (2.4.21) is obtained in
the semi-local framework. First note that every prime P′ of Kk,0 above p is totally ramified in
Kk,∞/Kk,0 so that for every n ≥ 1 there is a unique prime in Kk,n above P′, which we will also
denote by P′. With this notation we then have Gk,0 ≅ G(Kk,∞,P′/Kk,0,P′). Also note that Uk,∞
admits a decomposition ∏PUk,∞,P ≅ Uk,∞ into P-parts Uk,∞,P ∶= lim←ÐnO1Kk,n,P for primes P in
Kk,0 above p. Now let (uP)P be an arbitrary element in ∏PUk,∞,P. For every prime P′ of Kk,0
above p the local theory, see ([dS87], I, Definition 3.4), gives us a map
ik,P′ ∶ Uk,∞,P′ Ð→ Λ(G(Kk,∞,P′/Kk,0,P′), Zˆurp ) (2.4.22)
so that for uP′ we get a Zˆurp -valued measure
ik,P′(uP′) = λuP′
on G(Kk,∞,P′/Kk,0,P′). By the method explained on page 20 in [dS87], every such λuP′ can be
extended to Gk,p = G(Kk,∞,P′/Kp), the decomposition group of p in Gk which is independent of






p ), (uP)P z→ (H ↦ (λuP′ (H))P′),
where H denotes any compact open subset of Gk,p. Now, the map (2.4.20) is obtained by the
universal property of CoindGk,pGk .
The map (2.4.20) takes values in Dˆ-valued measures on Gk. However, eventually, as de Shalit
remarks, we want to integrate Cp-valued characters of Gk, which are in general not Kˆ∞,0,p-valued.
Our fixed embedding Q¯ ⊂ Cp, which determines a prime P¯ of Q¯ above p, induces a map
Kˆ∞,0,p = (K∞,0 ⊗K Kp)̂ Ð→ Cp (2.4.23)
that sends the component of (K∞,0⊗KKp)̂ corresponding to the prime of K∞,0 below P¯ isomor-
phically to a subfield of Cp and the other components to 0. As de Shalit, we will write λ0 for the
image of λ under the map Λ(Gk, Kˆ∞,0,p)→ Λ(Gk,Cp) induced by (2.4.23). We also note that the
restriction of (2.4.23) to Dˆ takes values in Zˆurp since p is unramified in K∞,0/K. Therefore, since
for u ∈ Uk,∞, ik(u) = λu belongs to Λ(Gk, Dˆ), we can interpret λ0u as an element of Λ(Gk, Zˆurp ).
Definition 2.4.22. We define
Lk ∶ Uk,∞⊗ˆZpZˆurp Ð→ Λ(Gk, Zˆurp )
as the map induced by the composition of ik with the map Λ(Gk, Dˆ) → Λ(Gk, Zˆurp ) induced by
(2.4.23), so that Lk(u) = λ0u.
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Remark 2.4.23. We have explained in remark 2.4.21 how the map (2.4.20) is constructed. We
obtained a ∏P′∣p Zˆurp -valued measure on Gk and then, in order to define Lk we projected to the
Zˆurp -factor corresponding to the prime of K∞,0 below P¯, the prime of Q¯ corresponding to our
fixed embedding Q¯ ⊂ Cp. Let us write P for the prime of Kk,0 below P¯. We now want to remark




p ) ≅ IndGk,pGk Λ(Gk,p,∏
P′∣p Zˆ
ur




(Gk,p is of finite index in Gk) and
IndGk,pGk Uk,∞,P ≅∏
P′ Uk,∞,P′ ≅ Uk,∞
it is a tedious, yet straighforward exercise to show that Lk is the same map as the one obtained
from applying IndGk,pGk to the map
ik,P ∶ Uk,∞,P Ð→ Λ(Gk,p, Zˆurp ), uz→ (H ↦ λu(H))
from (2.4.22) (recall that the measures there can be extended to Gk,p) for the prime P.
Next we want to study the images of lim←Ðk Uk,∞ and of elliptic units under the map lim←Ðk Lk (such
a limit map exists as we show later). We defined the semi-local principal units Uk,n for Kk,n.
Let us define the elliptic units we are particularly interested in.
Definition 2.4.24. Assume that p is prime to 6 and set m0 = f, where f = fE = (f) is the
conductor of E. For k,n ≥ 1 and an integral ideal a, (a, fp¯p) = 1, define
e′k,n(a) ∶= Θ( Ωfp¯ikpin , L,a) ∈ O×Fk,n ,
which defines a norm-compatible system e′(a) = (e′k,n(a))k,n ∈ lim←Ðk,nO×Fk,n of global units. The
fact that the e′k,n(a) are norm-compatible follows from the distribution relation satisfied by Θ,
compare ([dS87], II, 2.3 and proof of Proposition 2.4 (iii)). Ultimately, we are interested in
elliptic units of the fields Kk,n and therefore define
ek,n(a) ∶= NFk,n/Kk,n(e′k,n(a)) ∈ O×Kk,n ,
which, again, gives a norm-compatible system e(a) = (ek,n(a))k,n ∈ lim←Ðk,nO×Kk,n of global units.
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O×k,n,p Ð→ Uk,∞, ek(a)z→ uk(a).
Likewise we write u(a) for the projection of e(a) to the pro-p part U∞ = lim←Ðk,nUk,n of lim←Ðk,nO×k,n,p.
We define
λk,a ∶= λ0uk(a) = Lk(uk(a)),
as the p-adic integral measure on Gk corresponding to uk(a). We also define
λk ∶= 112 ⋅ λk,axk,a ∈ Q(Λ(Gk, Zˆurp )),
where xk,a ∶= σk,a − Na, σk,a = (a,Kk,∞/K) ∈ Gk. It can be shown that λk is independent
of a and actually an integral measure, see ([dS87], II proof of Theorem 4.12), so that λk ∈
Λ(Gk, Zˆurp ). Lastly, using the fact that for k′ ≥ k ≥ 1, λk′ maps to λk under the canonical
projection Λ(Gk′ , Zˆurp )↠ Λ(Gk, Zˆurp ), see ([dS87], II, Theorem 4.12), we define
λ = (λk)k ∈ Λ(G, Zˆurp ), (2.4.24)
where G = G(K∞/K), K∞ = ∪n,kKk,n.
As before, we write
Gk,p ⊂ Gk
for the decomposition group of p in Gk. For a fixed prime P of Kk,0 above p we write Kk,∞,P for
the completion of Kk,∞ at the unique prime above P. With this notation Gk,p ≅ G(Kk,∞,P/Kp).
Likewise we denote by
Gp ⊂ G
the decomposition group of p in G = G(K∞/K). Fixing a prime P of K∞ above p and, by abuse
of notation, writing P also for the primes of Kk,n below P, we have maps Gp ≅ G(K∞,P/Kp)↠
G(Kk,∞,P/Kp) ≅ Gk,p. Let us write
J ⊂ Zp[[G]] (2.4.25)
for the annihilator of µp∞(K∞).
The images of Uk,∞⊗ˆZpZˆurp and ( lim←Ðn(Θmkpn ⊗ Zp))⊗ˆZpZˆurp under Lk are determined in
([dS87], III, Proposition 1.3 and Proposition 1.4). Closely following de Shalit’s proofs, in the
next theorem we explain that there is an injective map L = lim←Ðk Lk of Λ(G, Zˆurp )-modules and
we will determine the images of both
U∞⊗ˆZpZˆurp and D∞⊗ˆZpZˆurp ,
50 CHAPTER 2. GLOBAL CONJECTURE
under L, where U∞ = lim←Ðk,nUk,n and we define
D∞ = I lim←Ð
n,k
((NFn,k/Kn,kΘfpnp¯k)⊗Z Zp). (2.4.26)
At some points in the proof we provide some more explanation than can be found in (loc. cit.).
Theorem 2.4.25. Assume that (p,6) = 1. Then, there is a map L = lim←Ðk Lk that fits into an
exact sequence of Λ(G, Zˆurp )-modules
0Ð→ U∞⊗ˆZpZˆurp LÐ→ Λ(G, Zˆurp )Ð→ IndGpG Zˆurp (1)Ð→ 0. (2.4.27)
In particular, U∞⊗ˆZpZˆurp ≅ (AnnΛ(G,Zˆurp )µp∞(K∞ ⊗K Kp))⊗ˆZpZˆurp . Moreover, L induces an iso-
morphism D∞⊗ˆZpZˆurp ≅ Λ(G, Zˆurp )IJλ
where we write I for the augmentation ideal I(K∞/K), J is the annihilator of µp∞(K∞), λ was
defined in (2.4.47) and D∞ was defined in (2.4.26).
Proof. The exact sequence (2.4.27) is the semi-local version of an exact sequence arising in a
local framework. In fact, for k ≥ 1, write P for the prime of Kk,0 below the prime P¯ of Q¯
corresponding to our fixed embedding Q¯ ⊂ Cp. Then, we have Gk,p ≅ G(Kk,∞,P/Kp). We write
Uk,∞,P for the P-part of Uk,∞, i.e., for lim←ÐnO1Kk,n,P , where, by abuse of notation, we also write
P for the unique prime of Kk,n above P. We define Nk ∈ N ∪ {∞} to be the largest integer
such that ζpNk , a primitive p
Nk -th root of unity, belongs to Kk,∞,P. Then, de Shalit proves, see
([dS87], I, Theorem 3.7), that there is an exact sequence
0Ð→ Uk,∞,P⊗ˆZpZˆurp Ð→ Λ(Gk,p, Zˆurp )Ð→ (Zˆurp /pNk)(1)Ð→ 0, (2.4.28)
where Zˆurp /pNk should be replaced by Zˆurp in case Nk =∞. We have a similar exact sequence for
any other k′ ≥ 1. If k′ ≥ k, and if we write P′ for the prime of Kk′,0 below P¯, so that there is a
canonical map G(Kk′,∞,P′/Kp)↠ G(Kk,∞,P/Kp), then the two sequences for k′ and k fit into a
commutative diagram, see ([dS87], diagram (16) in I, 3.8),
0 Uk′,∞,P′⊗ˆZpZˆurp Λ(Gk′,p, Zˆurp ) (Zˆurp /pNk′)(1) 0
0 Uk,∞,P⊗ˆZpZˆurp Λ(Gk,p, Zˆurp ) (Zˆurp /pNk)(1) 0
Nk′,k,p
(2.4.29)
where the vertical map Nk′,k,p on the left is induced by the norm maps NKk′,n,P′/Kk,n,P and
the other two vertical maps are the natural projections. For a proof of the commutativity of
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diagram (2.4.29) see also the detailed account found in ([Ven13], section 2) that deals with the
mutliplicative formal group. Note that all vertical maps are surjective, which is clear for the
projections in the middle and on the right. For the vertical map on the left this follows from the
fact that for unramified extensions (Kk′,n/Kk,n, k′ ≥ k, is unramified at the primes above p since
E has good reduction at p, see ([dS87], II, prop. 1.9)) the norm map is surjective on principal
units, see ([Ser95], V, §2, proposition 3) or ([FV02], III, corollary to proposition 1.2, p.69).
Let us first make some general remarks about a Gk′,p-module M , a Gk,p-module N and a
map φ ∶ M Ð→ N that is a Gk′,p-module homomorphism if we consider N as a Gk′,p-module
via the canonical map Gk′,p ↠ Gk,p, k′ ≥ k. First we can consider the map from the universal
property of IndGk,pGk N which is a Gk,p-linear map N Ð→ IndGk,pGk N . We can consider IndGk,pGk N as
a Gk′-module via the map Gk′ ↠ Gk and then, by restriction, as a Gk′,p-module. The composite
map M
φÐ→ N Ð→ IndGk,pGk N is then a Gk′,p-linear map. By the universal property of IndGk′,pGk′ M
we get a unique Gk′-linear map Ind(φ) ∶ IndGk′,pGk′ M Ð→ IndGk,pGk N induced by φ. This construction
is functorial with respect to both N and M and the map Ind(φ) is surjective if φ is surjective
(note that for every k′′ ≥ 1 the group Gk′′,p is of finite index in Gk′′).
Now, we see that we can apply IndGk,pGk to the lower horizontal sequence of (2.4.29) and then
apply Ind
Gk′,p
Gk′ to the upper sequence and get a commutative diagram
0 Uk′,∞⊗ˆZpZˆurp Λ(Gk′ , Zˆurp ) IndGk′,pGk′ (Zˆurp /pNk′)(1) 0





where the vertical map Nk′,k on the left is induced by the norm maps NKk′,n/Kk,n and the other
two vertical maps are the canonical projections. As we have noted above Nk′,k is surjective.
Compare remark 2.4.23 for the fact that appying IndGk,pGk and Ind
Gk′,p
Gk′ to diagram (2.4.29), in
fact, gives the maps Lk and Lk′ in (2.4.30). Next, we recall that Gp is of finite index in G and
it is straightforward to write down an isomorphism
IndGpG Zˆ
ur
p (1) ≅ IndGpG ( lim←Ð
k
(Zˆurp /pNk)(1)) ≅ lim←Ð
k
(IndGk,pGk (Zˆurp /pNk)(1)).
We are no longer dealing with compact modules, which is why we need the following fact. The first
right derived functor of the left-exact lim←Ðk applied to a projective system with surjective transition
maps vanishes, see ([Wei94], chapter 3, lemma 3.5.3). Therefore, passing to the projective limit
with respect to k, k ≥ 1, and the vertical maps from (2.4.30), we obtain the desired exact sequence
0Ð→ U∞⊗ˆZpZˆurp LÐ→ Λ(G, Zˆurp )Ð→ IndGpG Zˆurp (1)Ð→ 0. (2.4.31)
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We will now prove the second statement about the image under L of the elliptic units.




as a Λ(G)-module, which follows from lemma 2.4.3 applied to the module generated by the e(a),(a, fp¯p) = 1, which surjects onto the various NFn,k/Kn,kΘfpnp¯k , k,n ≥ 1.





P∣p Oˆ×Kn,k,P ≅ lim←Ðn,k ∏P∣pO1Kn,k,P = U∞
and the elements e(a), (a, fp¯p) = 1, under this identification, coincide with u(a), by which we
denote the projections of the elements e(a) ∈ lim←Ðn,k∏P∣pO×Kn,k,P to their pro-p-parts in U∞,
compare diagram (2.4.5). With this notation the elements u(a), (a, fp¯p) = 1, generate (2.4.32)
considered as a Λ(G)-submodule of U∞.
The image of u(a) under L is given by
L(u(a)) = (Lk(uk(a)))k = (λk,a)k = (12xk,aλk)k = 12xaλ,
where xa = σa −Na, σa = (a,K∞/K) ∈ G and xk,a is the image of xa in Λ(Gk). Note that 12 is a
unit in Zp by the assumption on p. The statement now follows from the fact that the elements
xa = σa −Na for varying a, (a, fpp¯) = 1, generate J , which is proved in lemma 2.4.27 below. ◻
Corollary 2.4.26. The map L restricts to an injective Λ(G)-homomorphism
U∞ ↪ Λ(G, Zˆurp )
and this restriction defines an isomorphism of Λ(G)-modules
D∞ ≅ IJλ.
Proof. First note that as de Shalit remarks ([dS87], I, 3.4 Corollary), the first non-trivial map
in (2.4.28) is the linear extension of an injective Λ(Gk,p)-homomorphism Uk,∞,P ↪ Λ(Gk,p, Zˆurp ).
This means we have the following commutative diagram
Uk,∞,P Λ(Gk,p, Zˆurp )
Uk,∞,P⊗ˆZpZˆurp
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so that applying the exact functor IndGk,pGk and then passing to the projective limit we get




showing the first part of the corollary and that the canonical map U∞ → U∞⊗ˆZpZˆurp is actually
injective. The statement about the elliptic units follows exactly as in the proof of the previous
theorem. ◻
Lemma 2.4.27. The annihilator J = AnnΛ(G)(µp∞(K∞)) of µp∞(K∞) in Λ(G) is generated by
σa −Na, a, (a,6fpp¯) = 1, where σa = (a,K∞/K).
Proof. For each n we denote by ln the greatest number such that Kn,n = K(E[pn]) contains a
primitive pln-th root of unity. Then, for each n ≥ 1 we consider the Zp/(pln)[G(Kn,n/K)]-module
µp∞(Kn,n). Let ∑g agg be an element of Zp/(pln)[G(Kn,n/K)] that annihilates µp∞(Kn,n). By
Cˇebotarev’s density theorem, for all g ∈ G(Kn,n/K) we can find a prime ideal qg prime to 6fp








Clearly, ∑g ag(g −Nqg) belongs to the annihilator of µp∞(Kn,n) (since g = (qg,Kn,n/K) acts as
multiplication by Nqg on µp∞(Kn,n)) and we see that ∑g agNqg, which is just the residue class of
an integer, must be congruent to 0 modulo (pkn), which implies that ∑g agg = ∑g ag(g −Nqg) in
Zp/(pln)[G(Kn,n/K)]. We see that AnnZp/(pln)[G(Kn,n/K)](µp∞(Kn,n)) is generated by elements
of the form (a,Kn,n/K) −Na, (a,6fpp¯) = 1.
For each n ≥ 1 we can now consider the exact sequence
0→ AnnZp/(pln)[G(Kn,n/K)](µp∞(Kn,n))→ Zp/(pln)[G(Kn,n/K)]→ Zp/(pln)(1)→ 0.




Writing J0 for the ideal of Λ(G) generated by elements of the form σa −Na, a, (a,6fpp¯) = 1, we
have shown above that for each n ≥ 1 the natural projection Λ(G)↠ Zp/(pln)[G(Kn,n/K)] in-
duces a surjection J0 ↠ AnnZp/(pln)[G(Kn,n/K)](µp∞(Kn,n)). Since Λ(G) is compact and Noethe-
rian, see remark 2.4.2, J0 is also compact. Therefore, passing to the limit we get the desired
surjection J0 ↠ J , which concludes the proof. ◻
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2.4.5 Triviality of the annihilator AnnΛ(G,Zˆurp )(λ)
Let the setting be as in the previous subsection 2.4.4. In particular, we write G = G(K∞/K).
We also set m0 = fψ such that F∞/K∞ is a finite extension. We want to show that λ is not a
zero-divisor in Λ(G, Zˆurp ) which is the main result of this subsection. We will relate λ to elliptic
units studied by Yager in [Yag82] and use the fact that Λ(G, Zˆurp ) is a finite product of integral
domains and that Yager’s elliptic units each correspond to a finite number of power series in
Zˆurp [[T1, T2]] each of which interpolates non-zero L-values. Let us fix a non-trivial prime ideal c
of K prime to 6pf and write
yc ∶= 1 − σc = 1 − (c,K∞/K) ∈ Λ(G, Zˆurp ),
which is not a zero-divisor in Λ(G, Zˆurp ). In fact, K∞/K contains the cyclotomic Zp-extension
in which c is unramified. Hence, powers of Frobenius elements for c do not have finite order in
G. This is sufficient for yc not to be a zero-divisor, which can be seen from the aforementioned
decomposition of Λ(G, Zˆurp ) into (p − 1)2 integral domains from section A.9
Λ(G, Zˆurp ) ≅ Zˆurp [[∆ × Γ]] ≅ ∏
χ∈∆ˆ Zˆ
ur
p [[T1, T2]], (2.4.33)
where ∆ is a finite group of order (p − 1)2, Γ ≅ Z2p and ∆ˆ denotes the character group of ∆.
An element in Λ(G, Zˆurp ) is not a zero-divisor if and only if it is non-zero in every χ-component
Zˆurp [[T1, T2]] for χ running through ∆ˆ. Recall the definition of the characters χi, i = 1,2, from
section A.9 which, together, generate ∆ˆ.
Proposition 2.4.28. The element λ from definition 2.4.24 is not a zero-divisor in Λ(G, Zˆurp ).
Proof. Clearly, it is sufficient to show that for some integral ideal a of K, (a,6pf) = 1, the
element yc12xaλ = L(ycu(a)) is not a zero-divisor, which is to say that 0 = annΛ(G,Zˆurp )(yc12xaλ) =
annΛ(G,Zˆurp )(ycu(a)). Here, for a ring R, an R-module M and an element m ∈M , we write annRm
for the annihilator of m in R.
Now, we want to relate ycu(a) to the units studied by Yager in [Yag82]. For k,n ≥ 0, write
ρ = Ω
fp¯ik+1pin+1 , which is a primitive fp¯k+1pn+1-division point for L. First note that, by ([dS87], II,
Proposition 2.4 (ii)), for all k,n ≥ 1 and an integral ideal a, (a, fp¯p) = 1, we have
y′ce′k+1,n+1(a) = Θ(ρ,L,a)Θ(ρ,L, c)Na
Θ(ρ,L,ac) ∈ O×Fk,n , (2.4.34)
where we write y′c = 1−(c, F∞/K). Now, we choose and fix a non-trivial a coprime to c and define
a map
µ ∶ {integral ideals of K prime to 6pf}Ð→ Z
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by
µ(a) = 1, µ(c) = Na, µ(ac) = −1, µ(d) = 0, (2.4.35)
for all other ideals d of K. Using the Chinese remainder theorem (OK is a principal ideal domain),
we then get ∑
b
(Nb − 1)µ(b) = (Na − 1) + (Nc − 1)Na − (Nac − 1) = 0





where the product is taken over all integral ideals of K prime to 6pf. With this notation the
identity (2.4.34) says
y′ce′k+1,n+1(a) = Θ(ρ,L,µ). (2.4.36)
Next, let (τn)n, τn ∈ C, be a compatible system of primitive pn+1-division points for L - for
example, τn = Ωpin+1 . Moreover, since p¯i is a unit in OKp , we can choose elements n ∈ OK such
that
np¯i ≡ 1 mod pn+1.
Moreover, Cˇebotarev’s density theorem, see ([Neu07], VII, Theorem 13.4), allows us to choose a
prime qk,n of K, (qk,n,6pf) = 1, such that
(qk,n, Fk+1,0/K) = (p, Fk+1,0/K)−n ∈ G(Fk+1,0/K),
where we recall that Fk,n =K(fp¯kpn). Now, we note that Yager, in ([Yag82], Corollary 9), defines
norm-compatible elements
en,k(µ) ∈ O×Kk+1,n+1 ,
where we recall that Kk,n = K(E[p¯ikpin]). Unwinding Yager’s definition of these elements, one
can show that they are given by
en,k(µ) = NFk+1,n+1/Kk+1,n+1(Θ(k+1n τn + ψ(qk,n) Ωfp¯ik+1 , L, µ)). (2.4.37)
For those trying to derive this equality from Yager’s definitions, we note that one uses the
addition theorem for the Weierstraß ℘-function, see ([Lan87] chapter 1, section 3), in order to
see, as Yager remarks, that Θ(z + Ω
fp¯ik+1 , L,b) is a rational function of ℘(z) and ℘′(z) with
coefficients in Fk+1,0 for any integral ideal b of K prime to 6pf. From this expression as a
rational function of ℘(z) and ℘′(z) and the main theorem of complex multiplication, saying that(qk,n, Fk+1,0/K)(℘( Ωfp¯ik+1 )) = ℘(ψ(qk,n) Ωfp¯ik+1 ) holds (and a similar equation for ℘′), one can then
show that
Θ(qk,n,Fk+1,0/K)(z + Ω
fp¯ik+1 , L,b) = Θ(z + ψ(qk,n) Ωfp¯ik+1 , L,b),
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where the left-hand side denotes the function obtained by letting (qk,n, Fk+1,0/K) act on the coef-
ficients of Θ(z+ Ω
fp¯ik+1 , L,b). The last ingredient for (2.4.37) is the isomorphism from (2.4.19) and
the fact that ℘(k+1n τn),℘′(k+1n τn) ∈Kk+1,n+1 are fixed by any element in G(Fk+1,n+1/Kk+1,n+1).
Now, we proceed with the proof. Note that k+1n τn + ψ(qk,n) Ωfp¯ik+1 is a primitive fp¯k+1pn+1-
divison point for L. To see this, write pin+1τn = anΩ for some an ∈ OK prime to p, consider the
identity
k+1n τn + ψ(qk,n) Ωfp¯ik+1 = (fp¯ik+1k+1n an + pin+1ψ(qk,n)) Ωfp¯ik+1pin+1
and note that the residue class of fp¯ik+1k+1n an + pin+1ψ(qk,n) is non-zero in OK/f, OK/p and inOK/P¯ by the choice of qk,n (recall that ψ(qk,n) is a generator of qk,n).
Knowing that k+1n τn+ψ(qk,n) Ωfp¯ik+1 is a primitive fp¯k+1pn+1-divison point, we see from remark
2.4.6 that we can find an integral ideal dk,n of K prime to fpp¯ such that
Θ( Ω
fp¯ik+1pin+1 , L, µ)σ′dk,n = Θ(k+1n τn + ψ(qk,n) Ωfp¯ik+1 , L, µ), (2.4.38)
where σ′dk,n = (dk,n, Fk+1,n+1/K). We conclude from (2.4.37), (2.4.38) and (2.4.36) that Yager’s
elliptic unit en,k(µ) is equal to
en,k(µ) = NFk+1,n+1/Kk+1,n+1(Θ( Ωfp¯ik+1pin+1 , L, µ)σ′dk,n)= (NFk+1,n+1/Kk+1,n+1(y′ce′k+1,n+1(a)))σdk,n= ycek+1,n+1(a)σdk,n , (2.4.39)
where σdk,n = (dk,n,Kk+1,n+1/K), yc = 1 − (c,K∞/K) ∈ Λ(G) and ek+1,n+1(a) is our elliptic unit
from definition 2.4.24. If we write u(µ) for the projection of (en,k(µ))n,k to U∞, a simple
compactness argument shows that we can find δ ∈ Λ(G) such that
δycu(a) = u(µ). (2.4.40)
In fact, if we write un,k(µ) for the projection of en,k(µ) to O1k+1,n+1,p, then, for all k,n ≥ 1
the preimage of the closed set {un,k(µ)} under the continuous projection maps Λ(G)ycu(a)Ð→O1k+1,n+1,p is non-empty by (2.4.39). By compactness of Λ(G)ycu(a) and the norm-compatibility
of the various un,k(µ), the intersection of all those preimages cannot be empty, which is precisely
what we claimed.
Now, we recall that our original goal was to show that annΛ(G,Zˆurp )(ycu(a)) = 0. For this it is
clearly sufficient, by (2.4.40), to show that
annΛ(G,Zˆurp )(u(µ)) = 0. (2.4.41)
2.4. THE CM CASE 57
Let (i1, i2) be a pair of integers modulo p−1. We recall from section A.9 that we write ei1,i2 (this
has nothing to do with our elliptic units) for the idempotent in Zp[∆] corresponding to χi11 χi22 .
To show that (2.4.41) holds it is sufficient to show
annΛ(G,Zˆurp )(i1,i2)(ei1,i2u(µ)) = 0 (2.4.42)
for all pairs (i1, i2) in Z/(p − 1) × Z/(p − 1). From now on, let (i1, i2) be any pair of integers
modulo p−1. Recall that upon choosing topological generators γ1, γ2 of Γ ≅ Zp×Zp one can define
an isomorphism Λ(Γ, Zˆurp ) ≅ Zˆurp [[T1, T2]], γi ↦ Ti, i = 1,2, which we use to consider M (i1,i2) as
a Zˆurp [[T1, T2]]-module, where M is any Λ(G, Zˆurp )-module.
Now, we consider the injective Zp[[T1, T2]]-homomorphisms defined in ([Yag82], Lemma 24)
W (i1,i2) ∶ U(i1,i2)∞ Ð→ Zp[[T1, T2]]
for each pair (i1, i2) as above. Since Zˆurp is topologically flat over Zp, i.e., the functor −⊗ˆZpZˆurp
is exact, we can extend the map W (i1,i2) to an injective map
W (i1,i2) ∶ U(i1,i2)∞ ⊗ˆZpZˆurp Ð→ Zˆurp [[T1, T2]].
We will not give a precise definition of the map W (i1,i2), but only use the interpolation property
of the power series W (i1,i2)(ei1,i2u(µ)) given in [Yag82] (note that Yager writes < e(µ) > for
u(µ)) to prove that
W (i1,i2)(ei1,i2u(µ)) /= 0. (2.4.43)
Assume we have already shown that (2.4.43) holds. Then, if e(i1,i2)δe(i1,i2)u(µ) = 0 for some
δ ∈ Λ(G, Zˆurp ), let us first note that we can find δ˜ ∈ Λ(Γ, Zˆurp ) ≅ Zˆurp [[T1, T2]] (it is via this
isomorphism that the action of Zˆurp [[T1, T2]] on U(i1,i2)∞ ⊗ˆZpZˆurp is defined) such that
e(i1,i2)δ˜ = e(i1,i2)δ
as elements in Λ(G, Zˆurp ). Since e(i1,i2) is an idempotent and e(i1,i2) and δ˜ commute, it follows
that
0 =W (i1,i2)(e(i1,i2)δe(i1,i2)u(µ)) = δ˜W (i1,i2)(e(i1,i2)u(µ)),
from which we conclude that δ˜ = 0 since Zˆurp [[T1, T2]] is an integral domain and we have assumed
that (2.4.43) holds. It follows that e(i1,i2)δ = 0 and, in particular, that (2.4.42) holds, which is
what we wanted to show.
Lastly, it remains to prove (2.4.43), which we will do by showing that W (i1,i2)(ei1,i2u(µ))
interpolates non-zero values. We fix a generator u of 1 + pZp and write δk,j , k ≥ 1, j ≤ 0, for the
logarithmic derivative Zp-module homomorphisms
δk,j ∶ U∞ Ð→ (OK∞,0 ⊗OK OKp )̂
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defined in ([Yag82], section 3). Then for all integers k1 > −k2 ≥ 0, (k1, k2) ≡ (i1, i2) mod p − 1,
we have the following identities in (OK∞,0 ⊗OK OKp )̂
W (i1,i2)(ei1,i2u(µ))(uk1 − 1, uk2 − 1) =D′ ⋅ (1 − ψ(p)k1−k2(Np)1−k2 ) ⋅ δk1,k2(ei1,i2u(µ))
=D′ ⋅ (1 − ψ(p)k1−k2(Np)1−k2 ) ⋅ δk1,k2(u(µ))
=D′′ ⋅ (1 − ψ(p)k1−k2(Np)1−k2 ) ⋅ (k1 − 1)! ⋅ (1 − ψ¯k1−k2(p¯)(N p¯)k1 )
⋅ (∑
b
µ(b)(Nb − ψk1(b)ψ¯k2(b))) ⋅ ( 2pi√
dK
)−k2 ⋅ L(ψ¯k1−k2 , k1)
Ωk1−k2 ,
(2.4.44)
where D′,D′′ are units in (OK∞,0 ⊗OK OKp )̂, −dK denotes the discriminant of K, pi for now
denotes the smallest positive real number such that cos(pi/2) = 0 and for the first equation we
used theorems 27 and 22 from [Yag82], for the second lemma 6 from (loc. cit.) and for the last
equation theorem 15 from (loc. cit.).
The term (1 − ψ(p)k1−k2(Np)1−k2 ) ⋅ (k1 − 1)! ⋅ (1 − ψ¯k1−k2(p¯)(N p¯)k1 ) from (2.4.44) is non-zero (just think of it
as an element in K and consider the valutations of the individual terms at νp and νp¯).
Next we look at the term ∑b µ(b)(Nb−ψk1(b)ψ¯k2(b)) where the sum is taken over all integral
ideals of K prime to 6pf. Recalling the definition of µ from (2.4.35) and rearranging some terms
(here we use the multiplicativity of the norm N on coprime ideals), we see that it is given by
∑
b
µ(b)(Nb − ψk1(b)ψ¯k2(b)) = (Na − ψk1(a)ψ¯k2(a)) +Na(Nc − ψk1(c)ψ¯k2(c))
− (N(ac) − ψk1(ac)ψ¯k2(ac))= (Na − ψk1(a)ψ¯k2(a)) ⋅ (1 − ψk1(c)ψ¯k2(c)). (2.4.45)
For any fixed k2 ≤ 0, k2 ≡ i2 mod p − 1, the last term can at most be equal to 0 for two different




for all k ∈ Z − {0} since ψ(a) generates a non-trivial ideal of OK . The same argument applies to
the term (1 −ψk1(c)ψ¯k2(c)), so for fixed k2 there can be at most two elements k1 as above such
that (2.4.45) is equal to 0.
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Lastly, we will turn our attention to the term
( 2pi√
dK
)−k2 ⋅ L(ψ¯k1−k2 , k1)
Ωk1−k2 , (2.4.46)
which is algebraic by Damerell’s theorem found in [Dam70] and [Dam71] and, as Yager notes, in
fact belongs to K for all integers k1 > −k2 ≥ 0. Greenberg remarks in [Gre85] quite generally for
primitive Gro¨ßencharacters Ψ of type A0 for an imaginary quadratic field and infinity type (n,0),
n ≥ 1, that due to the convergence of the Euler product for L(Ψ, s) in the half-plane R(s) > n2 +1,
the L-function cannot have a zero there. Moreover, Greenberg quotes Lang ([Lan70], chapter
15) for the fact that also L(Ψ, s) /= 0 for R(s) = n2 + 1. Using the functional equation one can
then deduce that there cannot occur any zeros for 0 < R(s) ≤ n2 either (a fact which we will not
need).
For our purposes first note that, as Greenberg (loc. cit.) remarks, for the complex conjugation
automorphism c ∈ G(K/Q) we have L(ψ¯k1−k2 ○ c, s) = L(ψ¯k1−k2 , s) since c simply permutes the
prime ideals of K. Moreover, the Gro¨ßencharacter ψ¯k1−k2 ○ c has infinity type (k1 − k2,0). It
follows for k1, k2 such that k1 ≥ k1−k22 + 1, which happens precisely if k1 ≥ 2 − k2, that we have
L(ψ¯k1−k2 , k1) = L(ψ¯k1−k2 ○ c, k1) /= 0.
But for fixed k2 ≤ 0, k2 ≡ i2 mod p−1, we have k1 ≥ 2−k2 for almost all k1 ≥ 1, k1 ≡ i1 mod p−1.
We have shown that for fixed k2 ≤ 0, k2 ≡ i2 mod p − 1, both (2.4.45) and (2.4.46) are non-zero
for almost all k1 ≥ 1, k1 ≡ i1 mod p − 1.
In conclusion, we have shown that W (i1,i2)(ei1,i2u(µ)) interpolates a non-zero value, so
W (i1,i2)(ei1,i2u(µ)) /= 0,
which finishes the proof. ◻
2.4.6 Elliptic units continued
Let the setting be as in section 2.4.4. In particular, we consider an elliptic curve E/K with
complex multiplication by OK and, as before, write f for the conductor of the Gro¨ßencharacter
ψ attached to E/K. Moreover, we write p for a fixed split prime and assume that E/K has
good ordinary reduction above p. If E is already defined over Q and E is a representative with
minimal discriminant and conductor in its Q¯-isomorphism class as in ([Sil99], Appendix A, §3),
then, by theorem A.6.8 and proposition A.6.9 we know that
f = lr, r ≥ 1,
is a prime power for some prime ideal l. It is precisely this condition that we want to impose on
a general elliptic curve E/K with CM by OK in this subsection.
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Assumption 2.4.29. We assume that the conductor f of the Gro¨ßencharacter ψ over K is a
prime power
f = lr
for some prime ideal l and some r ≥ 1.
In theorem 2.4.25 and corollary 2.4.26 we have shown that the image of the Λ(G)-module
I lim←Ðk,n ((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) under the map L in Λ(G, Zˆurp ) is equal to Λ(G)IJλ.
Under the above assumption, the image of Rubin’s elliptic units lim←Ðk,n(C(Kk,n)⊗ZZp) under
L admits a similar description, the determination of which is the aim of this subsection. Recall
from corollary 2.4.13 that
lim←Ð
k,n
(C ′Kk,n ⊗Z Zp) = C∞,
where we define C∞ ∶= lim←Ðk,n(C(Kk,n) ⊗Z Zp) and C ′Kk,n was defined in definition 2.4.9. In
definition 2.4.24 we defined certain elliptic units that were values under Θ(−,−) of division points
the order of which was divisible by the conductor f. For our description of lim←Ðk,n(C(Kk,n)⊗ZZp)
we also need elliptic units that are values of division points the orders of which are prime to f.
Recall that we write Lk,n = K(p¯kpn) for the ray class field of K modulo p¯kpn, so that we have
Lk,n ⊂Kk,n ⊂ Fk,n =K(fp¯kpn).
Definition 2.4.30. Assume that p is prime to 6 and prime to #(OK/f)×. For k,n ≥ 1 and an
integral ideal a, (a, p¯p) = 1, define
e˜k,n(a) ∶= Θ( Ω
p¯ikpin
, L,a) ∈ O×Lk,n ,
which defines a norm-compatible system e˜(a) = (e˜k,n(a))k,n ∈ lim←Ðk,nO×Lk,n of global units. Now let
k,n ≥ 1 such that O×K → (OK/p¯k−1pn−1)× is injective. Since, Lk,n ⊂Kk,n and G(Kk,n/Kk−1,n−1)→
G(Lk,n/Lk−1,n−1) are bijections, see corollary A.6.6, e˜(a) is also a norm-compatible system in
lim←Ðk,nO×Kk,n . For fixed k ≥ 1, the norm-compatible system e˜(a) maps to a norm-compatible






Let us now think of lim←ÐnO×k,n as embedded into the semi-local units lim←ÐnO×k,n,p and write u˜k(a)
for the projection of e˜k(a) to the pro-p part Uk,∞ of lim←ÐnO×k,n,p, in symbols,
lim←Ð
n
O×k,n,p Ð→ Uk,∞, e˜k(a)z→ u˜k(a).
We define
λ˜k,a ∶= λ0u˜k(a) = Lk(u˜k(a)),
2.4. THE CM CASE 61
as the p-adic integral measure on Gk corresponding to u˜k(a). For a such that (a, fp¯p) = 1 we also
define
λ˜k ∶= 112 ⋅ λ˜k,axk,a ∈ Q(Λ(Gk, Zˆurp )),
where xk,a ∶= σk,a −Na, σk,a = (a,Kk,∞/K) ∈ Gk. For another b such that (b, fp¯p) = 1 we have an
equality
xk,bλ˜k,a = xk,aλ˜k,b
since the corresponding equation holds for u˜k(a) and u˜k(b), see ([dS87] II, proposition 2.4 (ii)).
It follows as in the proof of ([dS87], II, theorem 4.12) that λ˜k is independent of a and actually
an integral measure, so that λ˜k ∈ Λ(Gk, Zˆurp ).
Using the fact that for k′ ≥ k ≥ 1, u˜k′(a) maps to u˜k(a) under the norm map, the commuta-
tivity of diagram 2.4.30 shows that λ˜k′ maps to λ˜k under the canonical projection Λ(Gk′ , Zˆurp )↠
Λ(Gk, Zˆurp ). We can therefore define
λ˜ = (λ˜k)k ∈ Λ(G, Zˆurp ), (2.4.47)
where G = G(K∞/K), K∞ = ∪n,kKk,n.
Having defined λ˜ we can now state the main result of this subsection.
Theorem 2.4.31. The map L∣U∞ from corollary 2.4.26 defines an isomorphism of Λ(G)-modules
C∞ ≅ IJλ + IJλ˜
where, we recall, C∞ = lim←Ðk,n(C(Kk,n) ⊗Z Zp), I denotes the augmentation ideal I(K∞/K) in
Λ(G), J is the annihilator of µp∞(K∞) in Λ(G) and λ˜ was defined in (2.4.47).
Proof. We first look at C ′Kk,n for k,n ≥ 1 and note that, due to assumption 2.4.29, it is generated
by elements (NKk,nK(lr′ p¯kpn)/Kk,n Θ(τ ;a))σ−1, (2.4.48)
where σ ranges through Gal(Kk,n/K), 0 ≤ r′ ≤ r, a runs through integral ideals such that(a,6lr′ p¯p) = 1 and τ through primitive lr′ p¯kpn-division points. If r′ is greater or equal to 1 (a is
then prime to l), then, by ([dS87], II, proposition 2.5), we have
NKk,nK(lr′ p¯kpn)/Kk,n Θ(τ ;a) = NK(lr p¯kpn)/(K(lr′ p¯kpn)∩Kk,n) Θ( τlr−r′ ;a).
This shows that in (2.4.48) we may restrict to r′ = 0 and r′ = r and still obtain a set of





since the values of Θ(−,a) at other primitive division points are Galois
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conjugates, see remark 2.4.6 for the case r′ = r. The case r′ = 0 follows from ([dS87], II, proposi-
tion 2.4 (ii)), the proof of which uses, without mentioning it, (loc. cit., II, lemma 1.4, p.41); see
also ([Rub99], theorem 7.4).
So we have shown that
C ′Kk,n = I(Kk,n/K)(NFk,n/Kk,nΘfp¯kpn) + I(Kk,n/K)Θp¯kpn , (2.4.49)
where +, of course, means the group generated by the two subgroups I(Kk,n/K)(NFk,n/Kk,nΘfp¯kpn)
and I(Kk,n/K)Θp¯kpn of O×Kk,n and the augmentation ideals have coefficients in Z. Even though
we are dealing with units we use an additive notation because later we will tensor with Zp and
then naturally use the additive notation.
We have noted before that for n′ ≥ n ≥ 1, k′ ≥ k ≥ 1 the norm maps
NFk′,n′/Fk,n ∶ Θfp¯k′pn′ Ð→ Θfp¯kpn
are surjective. It follows that the norm maps
NKk′,n′/Kk,n ∶ NFk′,n′/Kk′,n′Θfp¯k′pn′ Ð→ NFk,n/Kk,nΘfp¯kpn
are surjective and using corollary A.6.6 we also see that the norm maps
NKk′,n′/Kk,n ∶ Θp¯k′pn′ Ð→ Θp¯kpn
are surjective. It follows that the norm maps
NKk′,n′/Kk,n ∶ ((NFk′,n′/Kk′,n′Θfp¯k′pn′) +Θp¯k′pn′)Ð→ ((NFk,n/Kk,nΘfp¯kpn) +Θp¯kpn) (2.4.50)





are surjective and the term on the right, by (2.4.49), is equal to C ′Kk,n ⊗Z Zp. Passing to the
projective limit with respect to k,n yields an isomorphism
I lim←Ð
k′,n′
([(NFk′,n′/Kk′,n′Θfp¯k′pn′) +Θp¯k′pn′ ]⊗Z Zp) ≅ lim←Ð
k,n




Another compactness argument shows that lim←Ðk′,n′ ([(NFk′,n′/Kk′,n′Θfp¯k′pn′)+Θp¯k′pn′ ]⊗Z Zp)
is generated over Λ(G) by e(a) and e˜(b), where a,b range through the integral ideals of K
such that (a, lp) = 1 and (b, p) = 1. In fact, this follows from lemma 2.4.3 applied to the
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module generated by the e(a) and e˜(b), (a, lp) = 1, (b, p) = 1, which surjects onto the various((NFk,n/Kk,nΘfp¯kpn) +Θp¯kpn)⊗Z Zp, k,n ≥ 1.
We embed the global units into the semi-local units U∞ as before and write u(a) and u˜(b)
for the images of e(a) and e˜(b), respectively. Then, we have
L(u(a)) = (Lk(uk(a)))k = (λk,a)k = (12xk,aλk)k = 12xaλ,
and likewise
L(u˜(b)) = (Lk(u˜k(b)))k = (λ˜k,b)k = (12xk,bλ˜k)k = 12xbλ˜,
where, in the last line, xb = σb −Nb with σb = (b,K∞/K) as usual if (b,6pl) = 1. In case l ∣ b we
can consider (b, L∞/K) and then define σb to be a lift to G(K∞/K). Note that µp∞(K¯) ⊂ L∞
(because for any primitive pn-th root of unity ζpn the extension K(ζpn)/K is unramified outside
the primes above p so the conductor of K(ζpn)/K divides a power of p, i.e., K(ζpn) is contained
in a field Lm,m for some m ≥ 1). It follows that even if l ∣ b the element xb = σb −Nb belongs to
J . In combination with lemma 2.4.27, this concludes the proof. ◻
2.4.7 Relations in K0(S−tor)
Let the setting be as in the previous subsection 2.4.6. Moreover, we keep the assumption 2.4.29
that the conductor of ψ is a prime power f = lr for some prime l and r ≥ 1. We know from
theorem 2.4.16 that the quotient C∞/D∞ (2.4.51)
is S-torsion and by remark 2.4.2 that it is finitely generated over Λ(G). Using corollary 2.4.26
and theorem 2.4.31, we see that its image in K0(S−tor) is
[(IJλ + IJλ˜)/IJλ] = [IJλ˜/(IJλ˜ ∩ IJλ)], (2.4.52)
where we consider IJλ and IJλ˜ as Λ(G)-submodules of Λ(G, Zˆurp ). From lemma A.6.4 we know
that K∞/L∞ is a Galois extension of degree ωK = #µ(K) and we define the norm element
N ∶= NK∞/L∞ ∶= ∑
g∈G(K∞/L∞) g ∈ Λ(G).
From the same lemma we know that for all k,n ≥ 1 such that O×K → (OK/p¯kpn)× is injective, we
have bijections
G(K∞/L∞) ≅ G(Kk,n/Lk,n).
induced by the restriction maps. It follows from ([dS87], II, proposition 2.5) that for such k,n
and for a prime to 6pf we have
NKk,n/Lk,nek,n(a) = NFk,n/Lk,nΘ( Ωfp¯ikpin , L,a) = Θ( Ωp¯ikpin , L,a)(1−σ−1l ) = e˜k,n(a)(1−σ−1l )
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and also
NKk,n/Lk,n e˜k,n(a) = e˜k,n(a)ωK
since e˜k,n(a) = Θ( Ωp¯ikpin , L,a) belongs to O×Lk,n and the extension Kk,n/Lk,n has degree ωK =
#µ(K). It follows from this that for xa = (a,K∞/K) −Na, (a,6pf) = 1, we have equations in
Λ˜ = Λ(G, Zˆurp ) Nxaλ = (1 − σ−1l )xaλ˜ and Nxaλ˜ = ωKxaλ˜
and hence, since xa is not a zero-divisor, we also haveNλ = (1 − σ−1l )λ˜ and N λ˜ = ωK λ˜ (2.4.53)
and note that ωK is a unit in Zp. This shows that we can apply the following lemma to R =
Λ,Q = Λ˜,M = IJλ˜,N = IJλ, x = N , y = 1 − σ−1l and getN ⋅ (IJλ˜ ∩ IJλ) = (1 − σ−1l )IJλ˜. (2.4.54)
Lemma 2.4.32. Let R be a commutative ring, M,N submodules of a R-module Q and x, y
elements of R such that xM =M and xN = yM . Then, we have an equality of submodules
x(M ∩N) = yM
of Q.
Proof. Clearly, we have x(M ∩N) ⊂ ((xM) ∩ (xN)) = yM . On the other hand, for an element
ya ∈ yM , with a ∈ M we can find a′ ∈ M such that a = xa′. It follows that ya = xya′ and ya′
belongs to M ∩N since xN = yM . ◻
Since multiplication with N induces an isomorphism of IJλ˜ and therefore also of IJλ˜ ∩ IJλ,
equation (2.4.54) shows that the class on the right of (2.4.52) is equal to
[IJλ˜/(IJλ˜ ∩ IJλ)] = [IJλ˜/((1 − σ−1l )IJλ˜)]. (2.4.55)
It follows from the lemmata A.9.2 and A.9.5 that all of the modules in the following two exact
sequences are S-torsion
0→ IJλ˜/((1 − σ−1l )IJλ˜)→ Λλ˜/((1 − σ−1l )IJλ˜)→ Λλ˜/IJλ˜→ 0 (2.4.56)
and
0→ ((1 − σ−1l )Λλ˜)/((1 − σ−1l )IJλ˜)→ Λλ˜/((1 − σ−1l )IJλ˜)→ Λλ˜/(Λ(1 − σ−1l )λ˜)→ 0. (2.4.57)
For all modules in the above two exact sequences it is clear that they are finitely generated over
Λ, recall that IJλ˜/((1 − σ−1l )IJλ˜) is isomorphic to (2.4.51). Since 1 − σ−1l is not a zero-divisor
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in Λ(G, Zˆurp ), i.e., for any Λ(G)-submodule M of Λ(G, Zˆurp ) multiplication with 1 − σ−1l defines
an isomorphism M ≅ (1 − σ−1l )M , the two exact sequences show that[IJλ˜/((1 − σ−1l )IJλ˜)] = [Λλ˜/(Λ(1 − σ−1l )λ˜)]. (2.4.58)
Recall the identity on the left of (2.4.53)
Nλ = (1 − σ−1l )λ˜.
Since 1 − σ−1l is not a zero-divisor in Λ(G, Zˆurp ) we see that the class on the right of (2.4.58) is
equal to [Λ(1 − σ−1l )λ˜/(Λ(1 − σ−1l )2λ˜)] = [ΛNλ/(Λ(1 − σ−1l )Nλ)]. (2.4.59)
Theorem 2.4.33. In K0(S−tor) we have an equality
[C∞/D∞] = [Λ(G/Dl)],
where we write Dl for the decomposition group of l in G = G(K∞/K).
Proof. Equations (2.4.52), (2.4.55), (2.4.58) and (2.4.59) show that
[C∞/D∞] = [ΛNλ/(Λ(1 − σ−1l )Nλ)]
and since λ is not a zero-divisor in Λ(G, Zˆurp ) by proposition 2.4.28 we see that the class on the
right is equal to [ΛN/(Λ(1 − σ−1l )N )].
We remark that ΛN and Λ(1−σ−1l )N are now already submodules of Λ and not only of Λ˜. Let us
write H ′ for the closed subgroup G(K∞/L∞) of G and pr ∶ Λ(G)↠ Λ(G/H ′) for the canonical
projection. Then, we have an exact sequence
0Ð→ ker(pr∣Λ(G)N )Ð→ Λ(G)N Ð→ Λ(G/H ′)Ð→ 0, (2.4.60)
which is exact because under pr the element N maps to ωK ∈ Z×p . Now, we claim that
ker(pr∣Λ(G)N ) = 0. In fact, let xN , x ∈ Λ(G), belong to ker(pr). Then, we have
0 = pr(xN ) = pr(x)ωK ,
from which we conclude that x ∈ ker(pr), because ωK ∈ Z×p . But ker(pr) is generated over Λ(G)
by elements of the form 1 − g, g ∈ H ′, and for such elements (1 − g)N = 0 and therefore xN = 0.
It follows from (2.4.60) that
Λ(G)N ≅ Λ(G/H ′),
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which is not surprising since ideals generated by norm elements in group rings and augmentation
ideals are annihilators of each other, compare ([Neu69], I, §1, (1.3) Satz). We get
Λ(G)N/(Λ(G)(1 − σ−1l )N ) ≅ Λ(G/H ′)/(Λ(G/H ′)(1 − σ¯−1l )), (2.4.61)
where we write σ¯l for the restriction of σl to L∞. Note that, by definition, σ¯l = (l, L∞/K) is
the arithmetic Frobenius at l for the extension L∞/K, in which l is unramified. In particular, σ¯l
topologically generates the decomposition group D′l of l in G/H ′ ≅ G(L∞/K). It follows that
Λ(G/H ′)/(Λ(G/H ′)(1 − σ¯−1l )) ≅ Λ(G(L∞/K)/D′l). (2.4.62)
Next, we claim that any place L of L∞ above l does not split in K∞/L∞, i.e., for L there is a
unique extension L′ to K∞. We also write vq for a non-archimedean place q in order to stress
that we think of it as a valuation. This means that we have to show that if L′ is a place of K∞
above L, then
vL′ ○ g = vL′ (2.4.63)
for all g ∈ G(K∞/L∞). But for any g ∈ G(K∞/L∞) and any k,n ≥ 1, the following lemma 2.4.35
applied to m = p¯kpn shows that (vL′)∣Kk,n , the restriction of vL′ to Kk,n, is the unique place of
Kk,n above (vL′)∣Lk,n , which implies that(vL′)∣Kk,n ○ g∣Kk,n = (vL′)∣Kk,n .
This equation holds for all k,n ≥ 1 and therefore implies the equation from (2.4.63).
Having shown that for any place L of L∞ above l there is a unique extension L′ to K∞, we
can conclude that the canonical restriction map induces an isomorphism
G/Dl ∼Ð→ G(L∞/K)/D′l , (2.4.64)
where we write Dl for the decomposition group of l in G = G(K∞/K).
All in all, equations (2.4.61), (2.4.62) and (2.4.64) show that we have an isomorphism of
Λ-modules
ΛN/(Λ(1 − σ−1l )N ) ≅ Λ(G/Dl), (2.4.65)
which finishes the proof. ◻
Before proving the lemma we have referred to above, let us record one immediate consequence
of (2.4.65) and lemma A.9.5.
Corollary 2.4.34. The Λ(G)-module Λ(G/Dl) is S-torsion.
Lemma 2.4.35. Let m be an integral ideal ofK and let l be a prime ofK such that (l,m) = 1. For
any integer r ≥ 1 and any prime L of K(m) above l, L cannot split in the extension K(lrm)/K(m).
In particular, L cannot split in any subextension L/K(m) of K(lrm)/K(m).
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Proof. Let L be a prime of K(m) above l. Assume that L splits in the extension K(lrm)/K(m).
Then, the fixed field Z of the decomposition group of L in G(K(lrm)/K(m)) is strictly bigger
than K(m) and L is unramified in the extension Z/K(m), see ([Neu07], I, §9, (9.3) Satz (iii)) for
the last fact. Since l is unramified in K(m)/K this implies that there is one prime of Z above l
which has ramification index 1 in Z/K. But then, since Z/K is Galois, all primes of Z above l
have ramification index 1 which means that l is unramified in the extension Z/K. In particular,
l does not divide the conductor of the extension Z/K. But the conductor of Z/K divides lrm
and therefore must divide m, which contradicts the fact that Z is strictly bigger than K(m).
Therefore, L cannot split in the extension K(lrm)/K(m). ◻
2.4.8 Commutative main theorem
Let the setting be as in subsections 2.4.4 and 2.4.6, including assumption 2.4.29. In this subsec-
tion we want to derive a commutative main theorem in our CM setting from the results of the
previous subsections and from Rubin’s proof of the two variable main conjecture.
Remark 2.4.36. We note that the compact p-adic Lie group G = G(K∞/K) and its closed
normal subgroup H = G(K∞/Kcyc) satisfy the conditions (i), (ii) and (iii) from subsection 1.2.1,
for which we recall the isomorphism (A.9.1) from the appendix and that H is abelian and contains
a subgroup corresponding to the anticyclotomic Zp-extension of K, so that H is of dimension 1
as a p-adic Lie group. In particular, the classes of modules that are finitely generated over Zp
vanish in K0(MH(G)) by corollary 1.2.3.
We write Σ = {p, p¯, l, ν∞}. Assume that p /= 2,3, as before, and write Λ = Λ(G). Moreover, for
any integral ideal b of K prime to 6pf we define
xb = N(b) − σb ∈ Λ(G),
where σb = (b,K∞/K). Next we fix an integral auxiliary ideal q of K, (q,6pf) = 1, q /= OK .
Definition 2.4.37 (Choice of auxiliary q). We choose and fix a prime q of K, subject to the
following conditions:
(i) (q,6pf) = 1,
(ii) N(q) is congruent to 1 modulo p, in symbols
N(q) ≡ 1 mod p.
Note that by Dirichlet’s theorem on arithmetic progressions infinitely many such prime ideals
exist, compare ([Neu07], VII, (5.14) p. 490). Henceforth, we will write q for the prime of Q
below q.
Remark 2.4.38. By lemma A.9.2 the element xq belongs to the Ore set S of Λ.
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Let us write I = I(K∞/K) for the kernel of the augmentation map aug ∶ Λ(G) → Zp and J for
the annihilator in Λ(G) of µp∞ = µp∞(K∞) = {ζ ∈K∞ ∣ ζpn = 1 for some n ≥ 1}.
Lemma 2.4.39. Assume that p /= 2. Then, the ideals I and J are coprime, i.e., I + J = Λ(G).
In particular, we have an equality of ideals IJ = I ∩ J .
Proof. Fix an element q ∈ Z such that q and q−1 belong to Z×p . This is possible by our assumption
on p. Then, 1 − q certainly belongs to Z×p . Now, fix an element σ ∈ G that acts on lim←Ðn µpn as
multiplication by 1−q, which is possible since the cyclotomic character χcyc ∶ G↠ Z×p is surjective.
Then, q = 1 − σ + σ − (1 − q) belongs to I + J . But q is also a unit, which concludes the proof of
the first claim. The second claim is easily derived from the first, see ([BIV98], p.12). ◻
We now come to our main theorem in the commutative setting. Recall that we write
C∞ = lim←Ð
k,n
(C(Kk,n)⊗Z Zp), D∞ = I lim←Ð
k,n
((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp)
for the elliptic units, D∞ ⊂ C∞, and E¯∞ = lim←Ð
k,n
(O×Kk,n ⊗Z Zp)
for the global units, D∞ ⊂ C∞ ⊂ E¯∞. It follows from (2.2.3) (note that Σur = ∅ since p¯ (resp. p)
is unramified in ∪n≥1K(E[pin]) (resp. ∪k≥1K(E[p¯ik])) that E¯∞ ≅ H1Σ.
Let us recall the following exact sequence from K-theory
. . .Ð→K1(Λ)Ð→K1(ΛS∗) BÐ→K0(MH(G))Ð→K0(Λ)Ð→K0(ΛS∗)→ 0,
where, we recall, MH(G) is the category of finitely generated Λ-modules that are S∗-torsion.
Note that we have a canonical map K0(S−tor) Ð→ K0(MH(G)), where S−tor denotes the
category of finitely generated Λ-modules that are S-torsion.
Remark 2.4.40 (S∗-torsion modules). (i) Recall the definition of the compatible system
u(q) of elliptic units
u(q) ∈ lim←Ð
k,n
((NFk,n/Kk,nΘfpnp¯k)⊗Z Zp) ⊂ E¯∞ ⊂ U∞
from definition 2.4.24. The module E¯∞/C∞ is always Λ(G)-torsion, see ([Rub91], Corollary
7.8). We want to remark that under the assumption that E¯∞/C∞ is not only Λ(G)-torsion
but even S∗-torsion, H1Σ/Λu(q) is also S∗-torsion. In fact, let us fix an auxilliary prime
ideal c of K prime to 6pf. Then yc ∶= 1 − (c,K∞/K) ∈ I belongs to S, see lemma A.9.3.
Corollary 2.4.26 shows that L induces an isomorphism
D∞/Λycu(q) ≅ IJλ/Λycxqλ,
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and these modules are S-torsion since ycxq belongs to S, see lemmata A.9.2 and A.9.3. In
theorem 2.4.16 we have seen that C∞/D∞ is S-torsion. Hence, C∞/Λycu(q) is S-torsion.
Under the assumption that E¯∞/C∞ is S∗-torsion, we see that E¯∞/Λycu(q) is S∗-torsion.
Since Λu(q)/Λycu(q) is S-torsion, we conclude that E¯∞/Λu(q) ≅ H1Σ/Λu(q) is S∗-torsion.
(ii) It is also a fact that A∞ = lim←Ðk,n (Cl(Kk,n){p}) is always Λ(G)-torsion, see ([Rub91],
Theorem 5.4). Recall remark 2.3.5, where we explained that the assumption of A∞ being
S∗-torsion is equivalent to H2Σ being S∗-torsion, which follows from (2.3.2) and corollary
2.4.34.
(iii) Lastly, we want to remark that we may conclude from Rubin’s main theorem 4.1 (i) in
[Rub91] (proof of the 2-variable main conjecture), that A∞ being S∗-torsion is equivalent
to E¯∞/C∞ being S∗-torsion. Indeed, this follows from the fact, as Rubin shows, that A∞
and E¯∞/C∞ have the same characteristic ideal. In conclusion, if we assume that either A∞
or E¯∞/C∞ is S∗-torsion, then the other is S∗-torsion and by (i) and (ii) H1Σ/Λu(q) and H2Σ
are S∗-torsion.
(iv) For the previous point (iii) we should note that for our G ((≅ Z×p)2) one can show that
a finitely generated pseudo-null (in the sense of Rubin [Rub91]) Λ(G)-module M is S∗-
torsion.
For an Artin character χ ∶ GK Ð→ C× factoring through G(Kk,n/K) we write
LΣf (χ, s) = ∑
b⊂OK(b,Σf )=1
χ(b)
N(b)s s ∈ C, R(s) > 1
for the L-function attached to χ, where χ(b) = χ((b,Kk,n/K)). This L-function can also be
expressed in terms of partial ζ-functions
LΣf (χ, s) = ∑
σ∈G(Kk,n/K)χ(σ)ζKk,n/K,Σ(σ, s) s ∈ C, R(s) > 1,
where
ζKk,n/K,Σ(σ, s) = ∑
b⊂OK ,(b,Σf )=1(b,Kk,n/K)=σ
1
N(b)s s ∈ C, R(s) > 1.
Theorem 2.4.41 (Commutative main theorem). Assume that f = lr for some prime l of K.
Moreover, assume that A∞ = lim←Ðk,n(Cl(Kk,n){p}) is S∗-torsion. Then, under the connecting
homomorphism B, the class [1/xq] ∈K1(ΛS∗) of the element 1xq ∈ Λ×S maps to
B([1/xq]) = −[Λ/Λxq] = [H2Σ] − [H1Σ/Λu(q)] in K0(MH(G)). (2.4.66)
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Moreover, 1xq = 1(Nq−σq) satisfies the following interpolation property. Let χ be a complex Artin
character χ ∶ GK Ð→ C× such that the fixed field of the kernel is equal to K¯ker(χ) =Kk,n, k,n ≥ 1.
Then, χ has conductor fχ = fp¯kpn and we have (Kronecker’s second limit formula)
d
ds
LΣf (χ, s) ∣s=0 = − 1Nq − χ(σq) ⋅ 112ωfp¯kpn ⋅ ∑σ∈G(Kk,n/K) log ∣ σ(ek,n(q)) ∣2 χ(σ), (2.4.67)
where ek,n(q) = NFk,n/Kk,n(e′k,n(q)) ∈ O×Kk,n so that u(q) is the image of (ek′,n′(q))k′,n′ in U∞ and
ωfp¯kpn denotes the number of roots of unity in K congruent to 1 modulo fp¯
kpn.
Before we give a proof of the theorem let us make a remark about the interpolation property.
Remark 2.4.42. (i) The interpolation property is derived from a classical result known as
Kronecker’s second limit formula. For the connection to the rank one abelian Stark con-
jecture, we refer to Tate’s book [Tat84], Stark’s original paper [Sta80] and the course notes
[DG11].
(ii) The requirement on χ that K¯ker(χ) = Kk,n, k,n ≥ 1 is rather strong. We can relax the
condition slightly by requiring only that χ has conductor fχ = fp¯kpn (which follows from
the stronger requirement) and then get the interpolation property as in (2.4.74) with the
units e′k,n(q) ∈ O×Fk,n instead of ek,n(q) ∈ O×Kk,n .
(iii) A question that immediately arises from (2.4.67) is: when are both sides of the equation
unequal to 0? An answer is provided by the following fact: In the course notes [DG11]
there is a formula for the order of vanishing rΣ(χ) of LΣf (χ, s) at s = 0, see (loc. cit.,
equation (1.11)), it is given by
rΣ(χ) = ⎧⎪⎪⎨⎪⎪⎩#{ν ∈ Σ ∣ χ(Gν) = 1} if χ /= 1,#Σ − 1 if χ = 1,
where Gν denotes the decomposition group at a place ν ∈ Σ = Σf ∪Σ∞. In particular, since
the complex archimedean place ν = ν∞ ∈ Σ∞ of K has trivial decomposition group, i.e.,
G(Kk,n/K)ν∞ = 1, we see that rΣ(χ) ≥ 1 for all χ. On the other hand, if χ is ramified at
the other primes, i.e., at the primes in Σf , then rΣ(χ) = 1. Moreover, we see that (2.4.67)
always holds for the trivial character χ, since both sides are equal to 0; for the left hand
side, note that #Σ = 4 and for the right hand side note that ek,n(q) is a unit so that
∑
σ∈G(Kk,n/K) log ∣ σ(ek,n(a)) ∣2= log ∣ NKk,n/Kσ(ek,n(a)) ∣2= 0
since NKk,n/Kσ(ek,n(a)) is a unit in K, i.e., a root of unit, and therefore has absolute value
1.
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We also want to make a remark about some identifications that we will use without mentioning.
Remark 2.4.43. (i) For this remark let G be any profinite group and H any closed subgroup
ofG, not necessarily of finite index. Then we consider Zp equipped with the trivialH action,
which extends to an action of Λ(H). Write augH ∶ Λ(H) → Zp for the augmentation map.
The action of δ ∈ Λ(H) on a ∈ Zp is then given by δ.a = augH(δ)a. If H is normal in G,
write I(H) for the kernel of the map pr ∶ Λ(G)↠ Λ(G/H). The ideal I(H) is generated
by elements of the form 1 − h, h ∈H. For H normal in G we then have an isomorphism
Λ(G)⊗Λ(H) Zp ∼Ð→ Λ(G/H), λ⊗ az→ pr(λ)a. (2.4.68)
Indeed, first note that Λ(G) × Zp → Λ(G/H) is Λ(H)-bilinear which follows from the fact
that for δ ∈ Λ(H) we have pr(δ) = augH(δ). Secondly, note that the inverse of the map in
(2.4.68) is induced by Λ(G)→ Λ(G)⊗Λ(H) Zp, λ↦ λ⊗ 1, which factors through I(H).
(ii) Now, assume that Λ(H) is Noetherian, which holds, e.g., if H is a p-adic Lie group. Then,
we have
c−IndHGZp def= Λ(G)⊗ˆΛ(H)Zp ≅ Λ(G)⊗Λ(H) Zp,
where the module on the left is the compact induction and the isomorphism follows from
([Wit03], Proposition 1.1.4 (2)) which says that for finitely presented modules the usual
and the completed tensor product coincide, just note that Zp is finitely presented as a
Λ(H)-module since by the assumption that Λ(H) is Noetherian, the kernel I(H) of the
augmentation map Λ(H)↠ Zp is finitely generated.
(iii) Lastly, we note that if H is of finite index and normal in G, then
Λ(G)⊗Λ(H) Zp ≅ Λ(G/H) = Zp[G/H] ≅ Zp[G]⊗Zp[H] Zp = IndHGZp,
where IndHG is just the usual induction.
Proof (of theorem 2.4.41). We first consider the relations inK0(MH(G)). We will use repeatedly
corollary 1.2.3 from section 1.2 stating that classes [M] ∈ K0(MH(G)) of modules M that are
finitely generated as Zp-modules are equal to the zero class, compare remark 2.4.36. We fix an
auxilliary prime ideal c of K prime to 6pf. Then yc ∶= 1 − (c,K∞/K) is not a zero-divisor in Λ.
In fact, yc even belongs to S, see lemma A.9.3. We then have
[E¯∞/C∞] − [E¯∞/Λycu(q)] = −[C∞/Λycu(q)]= −[D∞/Λycu(q)] − [C∞/D∞]= −[IJλ/Λycxqλ] − [Λ(G/Dl)]= −[IJ/Λycxq] − [Λ(G/Dl)]= −[Λ/Λycxq] − [Λ(G/Dl)], (2.4.69)
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where the first two equations follow from the exact sequences
0→ C∞/Λycu(q)→ E¯∞/Λycu(q)→ E¯∞/C∞ → 0
and
0→ D∞/Λycu(q)→ C∞/Λycu(q)→ C∞/D∞ → 0,
the third equation follows from corollary 2.4.26 and theorem 2.4.33, the fourth equation from
the fact that λ is not a zero-divisor, see proposition 2.4.28, and the last equation from the fact
that [Λ/IJ] = [Λ/(I ∩ J)] = 0,
where the first equality is lemma 2.4.39 and the second stems from the fact that Λ/(I∩J) embeds
into the finitely generated Zp-module Zp⊕Zp(1).
Recall that L(u(q)) = 12xqλ. Then, using the isomorphism E¯∞/Λycu(q) ≅ L(E¯∞)/Λycxqλ and
the fact that xqλ is not a zero-divisor one sees that
[E¯∞/Λycu(q)] = [E¯∞/Λu(q)] + [Λ/Λyc].
Similarly, using that xq is not a zero-divisor, we see that
[Λ/Λycxq] = [Λ/Λxq] + [Λ/Λyc].
It follows from (2.4.69) that we have an equation
[E¯∞/C∞] − [E¯∞/Λu(q)] = −[Λ/Λxq] − [Λ(G/Dl)], (2.4.70)
in which the auxilliary element yc no longer appears. Now, we use Rubin’s main result on the
two variable main conjecture, see ([Rub91], theorem 4.1 (i)), stating that
[E¯∞/C∞] = [A∞], (2.4.71)
where A∞ = lim←Ðk,n(Cl(Kk,n){p}) is the projective limit over the p-primary parts of the ideal
class groups Cl(Kk,n). It follows that
−[Λ/Λxq] = [A∞] + [Λ(G/Dl)] − [E¯∞/Λu(q)]. (2.4.72)
Note that Σf , the set of finite primes of K above p and those that ramify in K∞/K, by our
assumption on the conductor f, is given by {p, p¯, l}. The decomposition groups of p and p¯ have
finite index in G. Therefore, the map from (A.3.26) has a kernel which is a finitely generated
Zp-module, showing that [A∞] = [lim←Ð
k,n
(Pic(OKk,n,Σ){p})].
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The modules lim←Ðk,n(Pic(OKk,n,Σ){p}) and Λ(G/Dl) ≅ Λ(G) ⊗Λ(Dl) Zp appear in the exact se-
quence (A.3.25), yielding [H2Σ] = [lim←Ð
k,n
(Pic(OKk,n,Σ){p})] + [Λ(G/Dl)], (2.4.73)
where we used that IndDpG Zp and Ind
Dp¯
G Zp are finitely generated over Zp. Together with (2.2.3)
(note that Σur = ∅ since p¯ (resp. p) is unramified in ∪n≥1K(E[pin]) (resp. ∪k≥1K(E[p¯ik])), we
can rewrite (2.4.72) as −[Λ/Λxq] = [H2Σ] − [H1Σ/Λu(q)],
which is what we wanted to prove.
Next, we determine the interpolation property of xa for a prime to 6pf, which, as noted above,
is derived from Kronecker’s (second) limit formula. The latter has already been stated in the
form in which we want to use it in an article by Flach, see ([Fla09], Lemma 2.2 e), p. 265f).
For a lattice L ⊂ C, L = Zω1 + Zω2, Flach defines a Theta-function ϕ(z, τ), where τ = ω1ω2 . In
([dS87], II, 2.1) De Shalit defines a Theta-function θ(z,L) and thanks to the product expansion
of θ(z,L/ω2) for the normalized lattice L/ω2 one immediately derives an equality
θ(z,L/ω2) = ϕ(z, τ)12.
Using the monogeneity property of θ, one can now show for an integral ideal a of K, (a,6) = 1,
that the 12-th power of Flach’s function ψ(z,L,a−1L) is given by
ψ(z,L,a−1L)12 = Θ(z,L,a).
For an integral ideal g of K, considered as a lattice in C and generated over OK by g, it follows
that
ψ(1,g,a−1g)12 = Θ(1,g,a) = Θ(Ω
g
,L,a)
and we see that Flach’s element
azfp¯kpn ∶= ψ(1, fp¯kpn,a−1fp¯kpn)
is a twelfth root of our e′k,n(a) = Θ( Ωfp¯ikpin , L,a) ∈ O×Fk,n , recall that we write Fk,n =K(fp¯kpn).
Now, let χ be an Artin character as in the statement of the theorem. The claim that χ has
conductor fχ = fp¯kpn follows from a fact from the theory of Artin conductors, see ([Neu07], VII,
§11, (11.10) Satz), and the fact that Kk,n has conductor fp¯kpn, see lemma 2.4.17.
Racall that Fk,n =K(fp¯kpn). Kronecker’s second limit formula, as stated in ([Fla09], Lemma
2.2 e), p. 265f), says
d
ds
LΣf (χ, s) ∣s=0 = − 1Na − χ(σa) ⋅ 1ωfp¯kpn ⋅ ∑σ∈G(Fk,n/K) log ∣ σ(azfp¯kpn) ∣2 χ(σ)= − 1
Na − χ(σa) ⋅ 112ωfp¯kpn ⋅ ∑σ∈G(Fk,n/K) log ∣ σ(e′k,n(a)) ∣2 χ(σ) (2.4.74)
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where ωfp¯kpn denotes the number of roots of unity in K congruent to 1 modulo fp¯
kpn. Note that
ωfp¯kpn divides 12. Since χ factors through G(Kk,n/K), we immediately conclude that
d
ds
LΣf (χ, s) ∣s=0 = − 1Na − χ(σa) ⋅ 112ωfp¯kpn ⋅ ∑σ∈G(Kk,n/K) log ∣ σ(ek,n(a)) ∣2 χ(σ), (2.4.75)
where ek,n(a) = NFk,n/Kk,n(e′k,n(a)) ∈ O×Kk,n . Compare also the limit formulas in ([dS87], II, §5,
p. 88) and ([Kat04], section 15, p. 252). ◻
Chapter 3
Local Main Conjecture
In this chapter we study a local conjecture due to Kato that, as the global conjecture from
the previous chapter, he stated during a talk in Cambridge on the occasion of John Coates’
sixtieth birthday. The conjecture presented here concerns a p-adic Lie extensions F∞/Qp and
the universal case T = Zp(1). The idea is to prove the universal case and then derive analogous
results for more general representations T through twisting (and induction), compare corollary
A.3.10. For general conjectures concerning local -isomorphisms see [Kat] and [FK06].
Venjakob’s article [Ven13], based on Kato’s work [Kat], contains a proof of the existence of
-isomorphisms in certain abelian cases (arising from twists of the universal case). In the same
article Venjakob shows that the existence of -isomorphisms implies the algebraic part of the
(abelian version of the) local main conjecture studied in this thesis. The purpose of this chapter
is to build on these results and prove the analytic part of the abelian local main conjecture,
i.e., to determine the interpolation property of Eu′ = Ep,u′ , see conjecture 3.2.2 for the precise
statement.
For basic facts about local fields that are used, see [Cas03] and [Ser95].
3.1 Setting
We fix an algebraic closure Qp of Qp and a generator  = (n)n = (ζpn)n of Zp(1) = lim←Ðn µpn , where
µpn , n ≥ 1, denotes the group of pn-th roots of unities in Qp. We note that this choice determines
a unique homomorphism ψ ∶ Qp Ð→ C×p with kernel ker(ψ) = Zp, such that ψ(1/pn) = ζpn .
For an arbitrary, possibly infinite algebraic extension L/Qp we set
U ′(L) = lim←Ð
L′,m
O×L′/(O×L′)pm ,
where the limit is taken over all finite subextensions L′/Qp of L/Qp with respect to norm maps
and all m ∈ N with respect to the natural projections. Here, O×L′ is the unit group of the ring of
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integers OL′ of L′. For any extension F /L, there is a canonical projection mapU ′(F )Ð→ U ′(L).
Convention 3.1.1. In general, unless specified otherwise, we use the notation ()′ for objects
related to a local setting.
In this chapter we consider the cohomology groups
Hiloc = Hi(Qp,Tun), i = 1,2,
where the definition of Tun = Tun(F∞) is as follows, compare [Ven13]. We write G′ for the Galois
group Gal(F∞/Qp) of a not necessarily abelian p-adic Lie extension F∞/Qp. Then, we define the
universal module Tun by
Tun = Λ(G′)#(1), (3.1.1)
where (1) denotes the Tate twist and Λ(G′)# is just Λ(G′) as a Λ(G′)-module, but has the
following action of GQp . An element g ∈ GQp acts on λ ∈ Λ(G′) by g.λ = λg−1, where g is the
image of g in G′.






where ⊂f means that F /Qp is a finite extension. For extensions F∞/Qp of infinite residue degree,
compare ([Ven13], section 2.1), we have U ′(F∞) ≅ H1loc.
Convention 3.1.2. For the reciprocity map from local class field theory for a general non-
archimedean local field F we assume that a prime element piF of F corresponds to a geometric
Frobenius element ϕgeo, i.e. a map that, on an algebraic closure kF of the residue field kF of F ,
corresponds to x z→ x 1qF where qF is the number of elements of kF . Writing W (F¯ /F ) for the
Weil group and IF for the inertia group, as in [Del73], we then have a commutative diagram
IF W (F¯ /F ) Z





where vF is the valuation of F and the upper horizontal map is defined as the composite GF ↠
GkF → Zˆ where the second map sends the arithmetic Frobenius to 1.
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Remark 3.1.3. Convention 3.1.2 is in line with the conventions in Deligne’s article [Del73],
compare ([Del73], p. 523), Tate’s article [Tat79], compare ([Tat79], p. 6), and the conventions
in the book [BH06] by Bushnell and Henniart, compare ([BH06], p. 186).
Recall that for any topological ring A, we write PC(A) for the category of pseudo-compact
A-modules with continuous homomorphisms as morphisms, which is an abelian category, see
([Gab62], Chapitre IV, §3, The´ore`me 3) - as remarked in [Wit03], the proof in [Gab62] of this fact
does not require A to be pseudo-compact. In proposition A.8.17 we prove in greater generality
that the functor PC(Zp)Ð→ PC(Zˆurp ), N Ð→ Zˆurp ⊗ˆZpN (3.1.3)
is exact. Assume that the p-adic Lie group G′ = G(F∞/Qp) contains a closed normal subgroupH′ such that G′/H′ ≅ Zp.
Let us write Λ′ = Λ(G′) and
Λ˜′ = Λ(G′, Zˆurp )
for the Iwasawa algebra of G′ with coefficients in Zˆurp and note that
Λ˜′ ≅ Zˆurp ⊗ˆZpΛ′.
We recall our convention that any Λ′-module is a Hausdorff topological Λ′-module. Hence, any
such compact Λ′-module M is the projective limit of finite Λ′-modules, see ([NSW08], (5.2.4)
Proposition). Therefore, compact Λ′-modules M are pseudo-compact as Λ′-modules (and as
Zp-modules) in the sense of [Wit03].
Remark 3.1.4. As explained in remark A.8.18 we have a natural isomorphism
Λ˜′ ⊗Λ′ M ≅ Zˆurp ⊗ˆZpM (3.1.4)
induced by the universal property of − ⊗Λ′ −.
As in (A.8.1) and (A.8.2) we define canonical Ore sets of Λ′ and Λ˜′S ′ ⊂ S ′∗ ⊂ Λ′ and S˜ ′ ⊂ S˜ ′∗ ⊂ Λ˜′
and refer to section A.8 of the appendix for basic properties of these Ore sets.
Remark 3.1.5. Since Zˆurp ⊗ˆZp− is exact on PC(Zp) by (3.1.3) and since finitely generated Λ′-
modules are pseudo-compact over Zp we see from (A.8.12) that Λ˜′⊗Λ′ − is an exact functor from
the category of finitely generated Λ′-modules to the category of finitely generated Λ˜′-modules.
Lemma A.8.20 then shows that there is a map
K0(MH′(G′))Ð→K0(MZˆurp ,H′(G′)), [M]Ð→ [Λ˜′ ⊗Λ′ M] = [Zˆurp ⊗ˆZpM],
for which we also note that S ′ ⊂ S˜ ′ by lemma A.8.19.
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3.2 Statement of the Local Main Conjecture
We make the following assumption, which is satisfied by the isomorphism from (3.3.8) in the
setting considered in section 3.3, i.e., the setting considered by Venjakob in [Ven13].
Assumption 3.2.1. There exists u′ ∈ U ′(F∞) such that
Λ(G′)S′ → U ′(F∞)S′ , 1z→ u′,
is an isomorphism of Λ(G′)S′-modules. We will say that u is a local generator of U ′(F∞).
As above we write Λ˜′ = Λ(G′, Zˆurp ) and S˜ ′ and S˜ ′∗ for the Ore sets in Λ˜′. We now state the local
main conjecture.
Conjecture 3.2.2 (Local Main Conjecture). There exists Ep,u′ ∈K1(Λ˜′˜S′∗) such that
(i) for any Artin representation ρ ∶ G′ Ð→ AutCp(V ),
Ep,u′(ρ) = p(ρ)
Rp(u′, ρ) (3.2.1)
if Rp(u′, ρ) /= 0,
(ii) the image of Ep,u′ under the connecting homomorphism from K-theory is given by
B(Ep,u′) = [Λ˜′ ⊗Λ′ H2loc] − [Λ˜′ ⊗Λ′ (H1loc/Λ′u′)] in K0(MẐurp ,H′(G′)). (3.2.2)
We will also write Eu′ = Ep,u′ . In the above equation p(ρ) = p(V ) is the local constant attached
to V and Rp(u′, ρ) is the p-adic regulator associated to ρ and u′, see subsection 3.3.3. At the end
of section 2 in [Ven13] an element Ep,u′ satisfying (3.2.2) is given explicitly under the assumption
that F∞/Qp is an abelian p-adic Lie extension of the form K ′(µp∞), where K ′ is an infinite
unramified extension of Qp. We will prove that in this case Ep,u′ has the desired interpolation
property (3.2.1) for Artin characters.
3.3 Interpolation Property
In order to determine the values of Ep,u′ at Artin characters in the abelian setting, let us recall
its construction. In particular, we need to review Coleman’s interpolation theory for the mul-
tiplicative formal group, see Coleman’s article [Col79] for general Lubin-Tate groups and also
[Col83] for applications; there is also a summary contained in [dS87] and for the theory over Qp
compare [CS06].
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3.3.1 Coleman map
For any L/Qp we set Ln = L(µpn) and L∞ = ⋃nLn. We assume throughout the rest of this chapter
that K ′/Qp is an unramified Galois extension of infinite degree and that G′ = Gal(K ′∞/Qp) is a
p-adic Lie group. As noted in [Ven13], these assumptions imply that G′ ≅ Z2p ×∆′, where ∆′ is a
finite group of order prime to p. There is also a decomposition of G′G′ ≅ Γ ×H (3.3.1)
into the ramified part Γ = G(Qp(µp∞)/Qp) ≅ Z×p and the unramified part H = G(K ′/Qp). We
will write Λ′ for Λ(G′) and
Λ˜′ ∶= Λ′⊗ˆZpẐurp ≅ Ẑurp [[G′]]
for the Iwasawa algebra of G′ with Ẑurp -coefficients. We write φ for the arithmetic Frobenius
(given by a↦ ap on residue fields) in G(Qurp /Qp). Note that the action of φ extends to Ẑurp . We
define an element ϕp ∈ G′ that under the decomposition (3.3.1) corresonds to
ϕp = (idΓ, φ∣K′),
i.e., ϕp is the element that acts trivially on Qp(µp∞) and as the arithmetic Frobenius on K ′.
Let us recall the definition of Ep,u′ which we will also denote by Eu′ . In order to do this we
define a Λ′ submodule of Λ˜′. We let φ act on Λ˜′ through its action on the coefficients and denote
this action by φ(x), x ∈ Λ˜′. Now, we define
Λ′ϕp ∶= {x ∈ Λ˜′ ∣ φ(x) = ϕp ⋅ x},
where ϕp ⋅x is multiplication in the Iwasawa algebra Λ˜′. Since φ acts trivially on the coefficients
of any element in Λ′ it is clear that Λ′ϕp is a Λ′-module.
We note that for any quotient of G′ of the form (Γ/U) ×HL, where HL = G(L/Qp), L ⊂ K ′,
we can define a Λ((Γ/U) ×HL)-submodule Λ((Γ/U) ×HL)ϕ¯p of Ẑurp [[(Γ/U) ×HL]] in the same
manner
Λ((Γ/U) ×HL)ϕ¯p ∶= {x ∈ Ẑurp [[(Γ/U) ×HL]] ∣ φ(x) = ϕ¯p ⋅ x},
where ϕ¯p denotes the image of ϕp in Ẑurp [[(Γ/U)×HL]]. If (Γ/U)×HL is a finite quotient of G′
then we have
Ẑurp [[(Γ/U) ×HL]] = Ẑurp [(Γ/U) ×HL] = Ẑurp [Γ/U][HL]
and also write Zp[Γ/U][HL]ϕ¯p for Λ((Γ/U) ×HL)ϕ¯p .
Next, we follow [Ven13] and explain that there is an exact sequence
0Ð→ U ′(K ′∞) LK′,Ð→ Tun(K ′∞)⊗Λ′ Λ′ϕp Ð→ Zp(1)Ð→ 0 (3.3.2)
which arises as the projective limit of the following compatible exact sequences (3.3.3). Let
L/Qp be a finite unramified extension contained in K ′, L ⊂ K ′. Then, as in (3.3.1), we have a
decomposition of the Galois group
G(L∞/Qp) ≅ Γ ×HL,
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into a ramified and an unramified part, where HL = G(L/Qp). Writing Λ′(L) = Λ(Γ×HL) there
is an exact sequence
0Ð→ Zp(1)Ð→ U ′(L∞) LL,Ð→ Tun(L∞)⊗Λ′(L) Λ′(L)ϕ¯p Ð→ Zp(1)Ð→ 0, (3.3.3)
where LL, is given by the composite map
U ′(L∞) Col,LÐ→ OL[[Γ]] ∼Ð→ Λ′(L)ϕ¯p ∼Ð→ Tun(L∞)⊗Λ′(L) Λ′(L)ϕ¯p , (3.3.4)
which we now want to explain. The third map is given by x z→ (1 ⊗ ) ⊗ x, where (1 ⊗ ) ∈
Tun(L∞) = Λ(Γ × HL)# ⊗Zp Zp(1). The second map in (3.3.4), which is an isomorphism of
Λ′(L)-modules, not of algebras, is given as follows. If d = [L ∶ Qp] is the degree of L over Qp,
then HL is a cyclic group HL = {id, ϕ¯p, . . . , ϕ¯pd−1} generated by the image of ϕp in HL. In
([Ven13], Proposition 2.1) Venjakob shows that for all open normal subgroups U of Γ there is an
isomorphism given by
OL[Γ/U] ∼Ð→ Zp[Γ/U][HL]ϕ¯p ⊂ Ẑurp [Γ/U][HL], az→ d−1∑
i=0 φ−i(a)ϕ¯pi.
Passing to the limit with respect to open normal subgroups U and the canonical projection maps
one obtains the second map in (3.3.4).
The first map in (3.3.4) is the Coleman map, which we want to review in order to introduce
some notation. First recall that the p-adic completion lim←ÐmO×L′/(O×L′)pm of the units O×L′ in
a finite extension L′ of Qp can be naturally identified with the principal units O1L′ in O×L′ . In







where we let L′ range through the finite subextensions of L∞/Qp, or, equivalently, through the
(cofinal subsystem of) finite subextensions of L∞/L, note that we still assume [L ∶ Qp] <∞. For
our fixed generator  = (ζpn)n of the Tate module Zp(1) = lim←Ðn µpn Coleman’s theory gives a map
lim←Ð
n
O×Ln ↪ OL[[T ]]×, u = (un)n Ð→ fu
such that (fφ−nu )(ζpn − 1) = un, ∀n ≥ 1,
where φ acts on the coefficients of fu. The elements ζpn − 1 are the pn-torsion points in Gˆm(m),
where m is the valuation ideal of Cp, since multiplication by pn on the formal multiplicative
group Gˆm is given by [pn]Gˆm(X) = (1 +X)pn − 1.
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One may think of [p]Gˆm(X) as an endomorphism of the formal group Gˆm lifting Frobenius, see
([dS87], I, section 1.2, 1.3). We define a Zp-algebra homomorphism ϕ by
ϕ ∶ OL[[T ]]Ð→ OL[[T ]], f(T )z→ fφ((1 + T )p − 1),
where fφ means that φ acts on the coefficients of f . Let us fix the topological generator γ = 1Zp
of Zp considered as an additive profinite group. Then, there is an isomorphism
M ∶ OL[[Zp]] ∼Ð→ OL[[T ]], 1Zp z→ 1 + T,
which is non-canonical in the sense that it depends on the choice of γ, see ([Was97], Theorem
7.1). Here, M stands for Mahler transform, compare ([CS06], §3.3) and Mahler’s article [Mah58].
We note that there is a multiplicative norm operator N on OL[[T ]], see [dS87], such that for
fu ∈ OL[[T ]]×, u ∈ lim←ÐnO×Ln , we have N fu = fφu . Using property (loc. cit., I, §2.1, equation (1))
of N one gets an equality
ϕ(fu) = (N fu)((1 + T )p − 1) = ∏
ζ∈µp fu(T [+]Gˆm(ζ − 1)) = ∏ζ∈µp fu(ζ(1 + T ) − 1).
Let u ∈ lim←ÐL′ O1L′ now be a norm-compatible system of principal units. One can then show
that 1p log( fpuϕ(fu)) has integral coefficients, see (loc. cit., I, §3.3 Lemma). The integral measure
µu ∈ OL[[Zp]] satisfying M(µu) = 1p log( fpuϕ(fu)) is supported on Z×p , by which we mean that µu
belongs to the image of the map
ι ∶ OL[[Z×p ]]↪ OL[[Zp]], (3.3.5)
which sends a measure λ on Z×p to the measure ι(λ) = λ˜ extended by 0 to pZp, see (loc. cit.,
§3.3).
As before we write κ ∶ Γ ∼Ð→ Z×p for the cyclotomic character. We define
κ∗ ∶ OL[[Γ]]Ð→ OL[[Z×p ]]
to be the isomorphism of Iwasawa algebras induced by κ. Finally we can define the first map in
(3.3.4) U ′(L∞) ≅ lim←Ð
L′
O1L′ Col,LÐ→ OL[[Γ]], uz→ κ−1∗ ι−1M−1(1p log( fpuϕ(fu))), (3.3.6)
where we note that only the element fu depends on the choice of . We have now defined the mapLL, from (3.3.3). The first non-trivial map of (3.3.3) is just the inclusion and the last non-trivial
map (via the identifications from (3.3.4)) is given by the composite of OL[[Γ]]→ OL(1) (induced
by mapping γ ∈ Γ to κ(γ)) and TrL/Qp ⊗ id ∶ OL ⊗Zp Zp(1) Ð→ Zp ⊗Zp Zp(1). It is explained
in [Ven13] that, with respect to the norm maps and the natural projection maps, the sequences
from (3.3.3) are compatible for extensions Qp ⊂f L ⊂f L′ ⊂ K ′. Passing to the projective limit
one gets the sequence from (3.3.2).
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Remark 3.3.1. We note that starting with the generator −1 = (ζ−1pn )n of Zp(1) we get in an
entirely similar fashion a map Col−1,L and an exact sequence
0Ð→ U ′(K ′∞) −LK′,−1Ð→ Tun(K ′∞)⊗Λ′ Λ′ϕp Ð→ Zp(1)Ð→ 0 (3.3.7)
as in (3.3.2) for −1 and −LK′,−1 .
We fix a Λ′-basis of Tun(K ′∞)⊗Λ′ Λ′ϕp which free of rank 1, i.e., an isomorphism δ ∶ Tun(K ′∞)⊗Λ′
Λ′ϕp ≅ Λ′. Since Zp(1) is S ′-torsion, the exact sequence from (3.3.7) induces an isomorphism
U ′(K ′∞)S′ −LK′,−1Ð→ (Tun(K ′∞)⊗Λ′ Λ′ϕp)S′ δ≅ Λ′S′ , (3.3.8)
showing that assumption 3.2.1 is satisfied. In fact, let u′ ∈ U ′(K ′∞), s ∈ S ′ be such that
−L−1K′,−1(δ−1(1)) = u′s . (3.3.9)
Then, u′/s is a Λ′S′-generator of U ′(K ′∞)S′ and it follows that u′ is also a Λ′S′-generator ofU ′(K ′∞)S′ . The map 1z→ u′ then gives a map as required for assumption 3.2.1.
Let us remark that the map −LK′,−1 from (3.3.7) canonically induces a map
−LK′,−1 ∶ U ′(K ′∞)⊗Λ′ Λ˜′ Ð→ Tun(K ′∞)⊗Λ′ Λ˜′
of Λ˜′-modules, where the Λ˜′-module on the right is of rank 1 and generated by (1⊗ )⊗ 1. The
existence of this map is based on the fact that the intersection
Λ′ϕp ∩ (Λ˜′)× /= ∅
is non-empty, see ([Ven13], §2.2) or ([FK06], Proposition 3.4.5), where we note that K1(Λ˜′) ≅(Λ˜′)× for our abelian p-adic Lie group G′. Let c be an element belonging to Λ′ϕp ∩ (Λ˜′)×. Then,
we have a canonical isomorphism
Λ′ϕp ⊗Λ′ Λ˜′ ≅ Λ˜′, a⊗ b↦ a ⋅ b (3.3.10)
as in ([Ven13], explanation preceding equation (2.18)) with inverse x↦ c⊗ c−1x, which does not
depend on c (recall Λ′ϕp is free of rank 1 as a Λ′-module). Now, tensoring the exact sequence
(3.3.7) with ⊗Λ′Λ˜′ and using the isomorphism from (3.3.10), we get the exact sequence
0Ð→ U ′(K ′∞)⊗Λ′ Λ˜′ −LK′,−1Ð→ Tun(K ′∞)⊗Λ′ Λ˜′ Ð→ Zˆurp (1)Ð→ 0, (3.3.11)
see proposition A.8.17 and remark 3.1.4 for the fact that ⊗Λ′Λ˜′ is an exact functor.
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3.3.2 Definition of Ep,u′
We now define Ep,u′ = Eu′ ∈ (Λ˜′˜S′)× by the equation−LK′,−1(u′ ⊗ 1) = E−1u′ ⋅ ((1⊗ )⊗ 1). (3.3.12)
Let us introduce some notation and then make a remark about Eu′ . For L ⊆K ′, [L ∶ Qp] <∞, we
will write uL∞ and uLn for the images of any u ∈ U ′(K ′∞) under the maps U ′(K ′∞) Ð→ U ′(L∞)
and U ′(K ′∞) Ð→ U ′(Ln) ≅ lim←ÐmO×Ln/(O×Ln)pm = Oˆ×Ln , respectively. Moreover, we will write Γn =
G(Qp(ζpn)/Qp), n ≥ 1, and for an element λ ∈ OL[[Γ]] ≅ lim←ÐnOL[Γn] we write λ = (λn)n where
the λn belong to the group rings OL[Γn]. For example, we will write (Col−1,L(uL∞)n)n. Let us
write OK′ = ⋃LOL for the valuation ring of K ′, where L ranges through all finite subextensions
of K ′/Qp.
Remark 3.3.2. First note that Eu′ is actually a unit in Λ˜′˜S′ since both −LK′,−(u′ ⊗ 1) and(1⊗ )⊗1 are generators of Tun(K ′∞)⊗Λ′ Λ˜′˜S′ . Moreover, E−1u′ even belongs to OK′[[G′]]⋂(Λ˜′˜S′)×
since for L ⊂K ′ a finite extension of Qp of degree dL we have
−LL,−1(u′L∞) = (1⊗ )⊗ ( − dL−1∑
i=0 φ−i(Col−1,L(u′L∞)n)ϕ¯ip)n ∈ Tun(L∞)⊗ lim←Ðn Zp[Γn][HL]ϕ¯p ,
where the elements φ−i(Col−1,L(u′L∞)n) belong to OL[Γn], i.e., have coefficients in OL. It follows
that we get a compatible system of elements
E−1u′L∞ ∶= ( − dL−1∑i=0 φ−i(Col−1,L(u′L∞)n)ϕ¯ip)n ∈ lim←Ðn Zp[Γn][HL]ϕ¯p ⊂ lim←Ðn OL[Γn][HL]
for L ranging through all finite extensions ofQp contained inK ′. For the inclusion Zp[Γn][HL]ϕ¯p ⊂OL[Γn][HL] see the proof of ([Ven13], Proposition 2.1). This system gives E−1u′ = (E−1u′L∞ )L which
has coefficients in OK′ .
3.3.3 Local constants and p-adic regulators
Let χ ∶ G′ =H × ΓÐ→ C×p be an Artin character, i.e., a character with finite image. We fix χ for
the rest of this section. Restrict χ to H and define L to be the fixed field of the kernel of χ∣H ,
i.e., such that
χ ∶HL = G(L/Qp)↪ C×p
is injective. Note that L/Qp is a finite extension since we assumed χ to be an Artin character.
We write HL = G(L/Qp). Let d be the degree of L over Qp. Likewise, restrict χ to Γ and let n
be the smallest integer such that χ∣Γ factors through Γn = G(Qp(ζpn)/Qp) but not through Γn−1.
We will consider χ as a character of the finite group HL ×Γn ≅ G(L(ζpn)/Qp). When we restrict
χ to Γn ≅ (Zp/pn)× we can also interpret it as a primitive Dirichlet-character modulo pn.
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Definition 3.3.3 (Local constants). Let −1 = (ζ−1pm)m be the inverse of our fixed generator of
Zp(1). We write
ψ−1 ∶ Qp Ð→ C×p
for the map with kernel equal to Zp and ψ−1(1/pm) = ζ−1pm . Moreover, let dx = dx1 be the Haar
measure on Qp assigning the value 1 to Zp, see the discussion in ([Tat79], section (3.6)) for
consequences of this convention. Let us write aQp ∶ Q×p → W (Qp/Qp) for the reciprocity map
satisfying our sign convention 3.1.2. Then, we also interpret χ as a character
χ ∶ Q×p aQpÐ→W (Qp/Qp)↪ GQp ↠ G′ → C×p
of Q×p and the element n ≥ 0 (which is the smallest integer m ≥ 0 such that χ∣Γ factors through
Γm) is then its conductor. We now define the local constant attached to χ by
εp(χ,ψ−1 , dx) = ⎧⎪⎪⎨⎪⎪⎩∑m∈Z ∫pmZ×p
χ(x)−1ψ−1(x) dx if n ≥ 1, (ramified case)
1 if n = 0, (unramified case), (3.3.13)
which is in line with [Del73] and [Tat79].
Remark 3.3.4. In the ramified case, n ≥ 1, the local constant ε(χ,ψ−1 , dx) can be expressed
as a Gauß sum. In fact, first note that our Haar measure µ = dx assigns to each residue class
a(1 + (p)n) = a + (pn) of Z×p modulo (the n-th principal units) (1 + (p)n), a ∈ Z×p , the value
µ(a + (pn)) = µ((pn)) = 1/pn, see ([Bou04], INT VII.18). Also recall the explicit description of
the local reciprocity map for Γn, see ([Mil13a], I, §3, Example 3.13) or ([Ser10], §3.1, Theorem
2, p.146), but note that the sign convention there is opposite to ours. Then, using the change of
variables x↦ x/pn we get as in ([Hid93], §8.5, Example of integrals, Gauß sum, p. 259) that
εp(χ,ψ−1 , dx) = ∫
p−nZ×p χ(x)−1ψ−1(x) dx= χ(ϕ¯np)−1 ∑
γ∈Γn χ(γ)−1ψ−1(κ(γ)/pn)= χ(ϕ¯np)−1 ∑
γ∈Γn χ(γ)−1γ(ζ−1pn ), (3.3.14)
where the for the first equation see (loc. cit., (4b), p. 259). See also the discussion in ([Ven13],
Appendix A, p. 33, footnote 2) regarding the conventions made in [FK06].
We will now define the p-adic regulator associated to a character χ as above and a norm-
compatible sequence of principle units u ∈ U ′(K ′∞).
Definition 3.3.5 (p-adic regulator). Let χ be an Artin character as above and let u ∈ U ′(K ′∞).
Write uLn for the image of u under the projection U ′(K ′∞)→ O1Ln to the principal units of OLn .
Then, we define the p-adic regulator of χ and u by
Rp(u,χ) = ∑
g∈Γn×HL χ(g−1) ⋅ log(g(uLn))
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and note that this is equal to ∑g∈Γn×HL χ(g−1) ⋅ g(log(uLn)) since every Galois automorphism
g ∈ Γn ×HL is continuous.
3.3.4 The values of Eu′ at Artin characters
Let G′ = G(K ′∞/Qp) be as in subsection 3.3.1. Moreover, let χ ∶ G′ = H × Γ Ð→ C×p be an Artin
character and adopt the notation from the previous subsection 3.3.3, i.e., so that L is the fixed
field of the kernel of the restriction χ∣H of χ to H and χ restricted to Γ factors through Γn, but
not through Γn−1. Moreover, let u′ ∈ U ′(K ′∞) be an element as in assumption 3.2.1, which exists
as we have explained after equation (3.3.9).
Remark 3.3.6. While we work under the assumption that K ′/Qp is of infinite degree, we note
that this is not necessary. The proof of theorem 3.3.7 shows that the same interpolation property
holds for finite unramified extensions L′/Qp, the corresponding extension L′∞/Qp and elementsE−1u,L′ ∈ OL′[[Γ ×HL′]] defined by−LL′,−1(u⊗ 1) = E−1u,L′((1⊗ )⊗ 1), u ∈ U ′(L′∞). (3.3.15)
In fact, the value of Eu′ at χ only depends on E−1u′L∞ ∈ OL[[Γ ×HL]], the image of E−1u′ under the
projection OK′[[G′]]→ OK′[[Γ ×HL]], compare remark 3.3.2.
We now want to determine the value of Eu′ at χ, which, by definition, is given by
∫G′ χ dEu′ ∶= (∫G′ χ d(E−1u′ ))−1,
recall that E−1u′ ∈ OK′[[G′]]⋂(Λ˜′˜S′)× so that Eu′ is of the form 1E−1
u′ ∈ (Λ˜′˜S′)×. That means we
interpret E−1u′ as an OK′-integral measure on G′. Compare the interpolation property given in
the next theorem 3.3.7 with the formula in ([FK06], §3.6.1) for the extension Qp(ζp∞)/Qp which
is stated without proof.
Let us make the convention that elements of HL will be denoted h or h′ and elements of Γn
will be denoted γ or γ′. We identify h with (h,1) in HL×Γn and likewise we identify γ with (1, γ).
Moreover, as before, we will write uL∞ and uLn for the images of any u ∈ U ′(K ′∞) under the
maps U ′(K ′∞)Ð→ U ′(L∞) and U ′(K ′∞)Ð→ U ′(Ln) ≅ lim←ÐmO×Ln/(O×Ln)pm = Oˆ×Ln , respectively.
Theorem 3.3.7 (Interpolation property of Eu′). The value of Eu′ at an Artin character χ
is given by ∫G′ χ dEu′ def= (∫G′ χ d(E−1u′ ))−1 = −εp(χ,ψ−1 , dx)Rp(u′, χ)
whenever Rp(u′, χ) /= 0. In fact, we always have
(∫G′ χ d(E−1u′ )) ⋅ εp(χ,ψ−1 , dx) = −Rp(u′, χ),
regardless of whether Rp(u′, χ) /= 0.
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Proof. We adopt the same notation for χ as at the beginning of this subsection. In particular, χ
factors through Γn ×HL and n is the smallest integer with this property. We know from remark
3.3.2 that E−1u′ belongs to OK′[[G′]] and that it is given by the compatible system E−1u′ = (E−1u′
L′∞ )L′ ,
where E−1u′
L′∞ was defined in the same remark. Recall that under the canonical projection
OK′[[G′]]→ OK′[Γn ×HL], E−1u′ z→ − dL−1∑
i=0 φ−i(Col−1,L(u′L∞)n)ϕ¯ip ∈ OL[Γn ×HL],
where Col−1,L(u′L∞)n is the image of Col−1,L(u′L∞) under the projection OL[[Γ]] → OL[Γn].
Elements of OL[Γn ×HL] have the form ∑(γ,i) α[γ, i](γ, ϕ¯ip) with α[γ, i] ∈ OL, (γ, ϕ¯ip) ∈ Γn ×HL
and where we sum over Γn × {0, . . . , dL − 1}. Using this notation, and an analogous notation for
elements ∑γ∈Γn β[γ]γ in OL[Γn], we have
− dL−1∑
i=0 φ−i(Col−1,L(u′L∞)n)ϕ¯ip = − ∑(γ,i)φ−i(Col−1,L(u′L∞)n[γ])(γ, ϕ¯ip) ∈ OL[Γn ×HL],
so the coefficient of (γ, ϕ¯ip) is the coefficient Col−1,L(u′L∞)n[γ] ∈ OL acted upon by φ−i. We can
now start with the calculations. Since χ factors through Γn ×HL, by definition of the integral
we get ∫G′ χ d(E−1u′ ) = − ∑(γ′,i) (φ−i(Col−1,L(u′L∞)n[γ′]) ⋅ χ(γ′, ϕ¯ip)). (3.3.16)
Multiplying this expression with χ(ϕ¯np) ⋅ εp(χ,ψ−1 , dx), in view of (3.3.14) we get





γ′ (χ(γ−1, ϕ¯ip) ⋅ γγ′(ζ−1pn ) ⋅ φ−i(Col−1,L(u′L∞)n[γ′])) (rearrange).
(3.3.17)
Let us consider the summands of the last sum; φ−i acts on Col−1,L(u′L∞)n[γ′] ∈ OL and γ acts
on γ′(ζ−1pn ). Since ϕ¯p is the restriction of φ to L, we may also write φ−i(Col−1,L(u′L∞)n[γ′]) =
ϕ¯−ip (Col−1,L(u′L∞)n[γ′]). Since (γ, ϕ¯−ip ) ∈ G(L(ζpn)/Qp) acts on L through ϕ¯−ip and on Qp(ζpn)
through γ, we have
γγ′(ζ−1pn ) ⋅ φ−i(Col−1,L(u′L∞)n[γ′]) = (γ, ϕ¯−ip )(γ′(ζ−1pn ) ⋅Col−1,L(u′L∞)n[γ′]). (3.3.18)
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[χ(γ−1, ϕ¯ip) ⋅ (γ, ϕ¯−ip )(∑
γ′ γ
′(ζ−1pn ) ⋅Col−1,L(u′L∞)n[γ′])] (factor out). (3.3.19)
The element ∑γ′ γ′(ζ−1pn )⋅Col−1,L(u′L∞)n[γ′] from the last sum looks familiar. Note that the func-
tion Γ→ µpn defined by γ ↦ γ(ζ−1pn ) is locally constant modulo G(Qp(µp∞)/Qp(µpn)). Therefore,
considering Col−1,L(u′L∞) ∈ OL[[Γ]] as a measure on Γ, we get
∑
γ′ γ







pn d(Col−1,L(u′L∞))(γ′) (def. of κ)= ∫Z×p ζ−xpn d(κ∗Col−1,L(u′L∞))(x) (use OL[[Γ]] κ∗Ð→ OL[[Z×p ]])= ∫Zp ζ−xpn d(ικ∗Col−1,L(u′L∞))(x) (extend measure by 0 to pZp),
(3.3.20)
where ι ∶ OL[[Z×p ]] ↪ OL[[Zp]] is defined as in (3.3.5). By definition of the Coleman map
Col−1,L, see (3.3.6), the measure appearing in the last term of (3.3.20) is given by




where fu′L∞ ∈ OL[[T ]]× is the Coleman power series attached to u′L∞ ∈ U ′(L∞) (and with respect
to the generator −1 of Zp). Using lemma 3.3.9 that we prove after this theorem, we see that the
last term of (3.3.20) is equal to
1
p
log( fpu′L∞ (ζ−1pn − 1)
ϕ(fu′L∞ )(ζ−1pn − 1)) = log(fu′L∞ (ζ−1pn − 1)) − 1p log(fφu′L∞ (ζ−1pn−1 − 1)), (3.3.21)
where, we recall that for f(T ) ∈ OL[[T ]] we defined ϕ(f)(T ) = fφ((1+T )p−1). Note also that the
evaluation map evζ−1
pn
∶ OL[[T ]] Ð→ OLn , T z→ ζ−1pn − 1, from lemma 3.3.9 is continuous. Hence,
for a power series f(T ) ∈ OL[[T ]] congruent to 1 modulo (mL, T ), where mL is the maximal
ideal of OL, evaluating log(f(T )) at ζ−1pn − 1 yields the same as evaluating log at f(ζ−1pn − 1).
Since u′L∞ is a norm-coherent series of principal units, the Coleman power series fu′L∞ (T )
and also fφ
u′L∞ (T ) are congruent to 1 modulo (mL, T ), see ([dS87], I, §3.3, p. 18). Let us write
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mLn for the maximal ideal of OLn , Ln = L(ζpn). Then, since ζ−1pn −1 and ζ−1pn−1 −1 are uniformizers
for Qp(ζpn) and Qp(ζpn−1), respectively, they also belong to mLn and mLn−1 , respectively, and we
conclude that fu′L∞ (ζ−1pn −1) and fφu′L∞ (ζ−1pn−1−1) are principal units in O×Ln and O×Ln−1 , respectively.
Hence, their logarithms are given by the usual formula. Since (1, φ∣L) = (1, ϕ¯p) ∈ Γn ×HL is a
continuous automorphism of Ln (and acts trivially on Qp(ζpn) and the coefficients of log), we
have
log(fu′L∞ (ζ−1pn − 1)) − 1p log(fφu′L∞ (ζ−1pn−1 − 1))= (1, ϕ¯p)n(log(fφ−nu′L∞ (ζ−1pn − 1)) − 1p log(fφ−(n−1)u′L∞ (ζ−1pn−1 − 1)))= (1, ϕ¯p)n(log(u′Ln) − 1p log(u′Ln−1)), (3.3.22)
by definition of the Coleman power series (note we considered the maps constructed with respect
to −1). From (3.3.20) until now we have shown that
∑
γ′ γ
′(ζ−1pn ) ⋅Col−1,L(u′L∞)n[γ′] = (1, ϕ¯p)n(log(u′Ln) − 1p log(u′Ln−1)).




















[χ(γ−1, ϕ¯ip) ⋅ (γ, ϕ¯−ip )(log(u′Ln) − 1p log(u′Ln−1))] (factor out), (3.3.23)
where we note that we may make the substitution i↦ i+n since this just permutes HL through
multiplication by ϕ¯np . Since −1p log(u′Ln−1) belongs to Ln−1 (u′Ln−1 is a principal unit in O×Ln−1),





[χ(γ−1, ϕ¯ip) ⋅ (γ, ϕ¯−ip )(log(u′Ln))] = −χ(ϕ¯np)Rp(u′, χ).
So we have shown that
(∫G′ χ d(E−1u′ )) ⋅ (χ(ϕ¯np) ⋅ εp(χ,ψ−1 , dx)) = −χ(ϕ¯np)Rp(u′, χ),
which concludes the proof upon cancelling out the factor χ(ϕ¯np) /= 0. ◻
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We prove two lemmata that we used in the above proof.
Lemma 3.3.8. Let L be a finite unramified extension of Qp as before and let χ˜ ∶HL×Γn Ð→ C×p
be character such that χ˜∣HL is injective and χ˜∣Γn does not factor through Γn−1 for n, n ≥ 1. If
n = 1, then assume that p > 2. Then for any x ∈ L(ζpn−1) the identity∑(σ,g)∈HL×Γn (χ˜(σ, g)−1(σ, g)(x)) = 0
holds.
Proof. By assumption we have χ˜(G(Qp(ζpn)/Qp(ζpn−1))) /= 1. In case n ≥ 2, the Galois group
G(Qp(ζpn)/Qp(ζpn−1)) is cyclic of order p and in case n = 1 it is cyclic of order p− 1. In any case
fix a generator g0 of G(Qp(ζpn)/Qp(ζpn−1)). We then have χ˜(g0) /= 1. In G(Ln/Qp) ≅ HL × Γn
the element g0 corresponds to (idHL , g0), hence it acts trivially on L and Qp(ζpn−1), i.e., on Ln−1.
Write p˜ for the order of G(Qp(ζpn)/Qp(ζpn−1)), so p˜ = p if n ≥ 2 and p˜ = p − 1 if n = 1.
Now, for any γ ∈ Γn−1 fix an element γ ∈ Γn mapping to γ under the projection Γn Ð→ Γn−1.
Then {γ, γg0, γg20, . . . , γgp˜−10 } is the preimage of {γ} under the projection and we get
∑(σ,γ′)∈HL×Γn χ˜(σ, γ′)−1(σ, γ′)(x) = ∑σ∈HL ∑γ∈Γn−1
p˜−1∑




i=0 χ˜(σ, γgi0)−1(σ, γ)(x) (g0∣Ln−1 = idLn−1)
= ∑
σ∈HL ∑γ∈Γn−1 [χ˜(σ, γ)(σ, γ)(x)(
p˜−1∑
i=0 χ˜(gi0)−1)] (factor out)= 0
where the last equality follows because χ˜(g−10 ) is a p˜-th root of unity and not equal to 1 and
hence it is a root of the polynomial(X p˜ − 1)/(X − 1) =X p˜−1 +X p˜−2 + ⋅ ⋅ ⋅ + 1,
showing that ∑p˜−1i=0 χ˜(g−10 )i = 0. ◻
For the next lemma, let L be a finite unramified extension of Qp and consider Ln = L(ζpn),
where ζpn is our (or any) fixed primitive pn-th root of unity. The element ζ−1pn − 1 belongs to the
maximal ideal mOLn of OLn , which is complete with respect to the mOLn -adic topology. By the
universal property of the ring of power series we get a map
evζ−1
pn
∶ OL[[T ]]Ð→ OLn , T z→ ζ−1pn − 1,
which is a continuous OL-algebra homomorphism. Recall that we have a topological algebra
isomorphism M ∶ OL[[Zp]] ∼Ð→ OL[[T ]], 1Zp z→ 1 + T .
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Lemma 3.3.9. For every n ≥ 1 and every µ ∈ OL[[Zp]] we have the equality
∫Zp(ζ−1pn )xdµ(x) = evζ−1pn ○M(µ).
Proof. First let a ∈ Z ⊂ Zp ⊂ OL[[Zp]]×. Then, we can consider the measure da on Zp associated
to a, which is the Dirac measure, and get
∫Zp(ζ−1pn )xda(x) = (ζ−1pn )a.





((1 + T )a) = (ζ−1pn )a.
By continuity the same holds for a ∈ Zp ⊂ OL[[Zp]]× so that, as maps Zp Ð→ O×Ln , the above
two agree. Now, the result follows by the universal property of the completed group ring, see,
for example, ([Wit04], Satz 2.5.2), which says that the maps extend uniquely to continuous OL-
algebra homomorphisms. Only note that evζ−1
pn
○M is a continuous algebra homomorphism (since
evζ−1
pn
and M are) and OL[[Zp]] ∋ µÐ→ ∫Zp(ζ−1pn )xdµ(x) is, too, it factors through OL[Zp/pn]. ◻
Chapter 4
Selmer Groups of p-adic Galois
Representations
4.1 Definition
Let p be an odd prime and let us consider a number field F , a finite set of places Σ of F containing
Σp and Σ∞, and a finitely generated free Zp-module T endowed with a continuous action of GF
which is unramified outside Σ. We note that such T give rise to compact p-adic Lie extensions. In
fact, if F∞ denotes the fixed field of the kernel of the representation and r denotes the Zp-rank of
T , then G(F∞/F ) is isomorphic to a closed subgroup of the compact p-adic Lie Group GLr(Zp)
and therefore a compact p-adic Lie group itself, compare ([OV02], section 4.2, p. 561). Note that
by general topology the image of G(F∞/F ) in GLr(Zp) is compact (since the representation is
continuous) and since GLr(Zp) is Hausdorff it is then also closed, see ([Bre93], I, 7.5. Theorem).
Likewise, if ν¯ is a non-archimedean prime of F∞ above a prime ν of F , then the decomposition
group of ν¯ in G(F∞/F ) is closed in G(F∞/F ) and therefore a compact p-adic Lie group.
Before we define a Selmer group for the Galois representation T we recall that H1f (Fν , T ⊗Qp)
is defined as follows; compare ([Kat04],14.1, p. 235). For a finitely generated Qp vector space V
with an action of GFν for some ν ∈ Σ we define H1f (Fν , V ) to be
H1f (Fν , V ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ker(H1(Fν , V )Ð→H1(F urν , V )) if ν ∈ Σf ∖Σp,
ker(H1(Fν , V )Ð→H1(Fν ,Bcrys ⊗Qp V )) if ν ∈ Σp,
0 if ν ∈ Σ∞,
where Bcrys is the ring defined by Fontaine (and Messing) in [FM87], see also [Fon82], [Fon94]
or the more recent [FO]. We remark that in the literature the space H1f (Fν , V ) for ν ∈ Σf ∖Σp
is often denoted H1ur(Fν , V ) and called the subgroup of H1(Fν , V ) of unramified cohomology
classes.
We will also need the notion of finite cohomology groups for finitely generated free Zp-modules
T and discrete modules T ⊗Zp Qp/Zp with an action of GFν and define these to be the inverse
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image and image of H1f (Fν , T ⊗Qp), respectively, under the natural maps
H1(Fν , T ) ι∗Ð→H1(Fν , T ⊗Qp) pr∗Ð→H1(Fν , T ⊗Qp/Zp),
i.e., for any place ν ∈ Σ we define
H1f (Fν , T ) ∶= ι−1∗ (H1f (Fν , T ⊗Qp))
and
H1f (Fν , T ⊗Qp/Zp) ∶= pr∗(H1f (Fν , T ⊗Qp)).
We note that, p being odd, the first cohomology groups H1(Fν , V ) vanish for archimedean places
ν ∈ Σ∞. Accordingly, we have H1f (Fν , T ) =H1(Fν , T ) and H1f (Fν , T ⊗Qp/Zp) = 0 for ν ∈ Σ∞.
We make the following definition, similar to ([Kat04], 14.1, p. 234).
Definition 4.1.1 (Selmer group). (i) For a number field F , a finite set of places Σ con-
taining Σp ∪Σ∞, and a finitely generated free Zp-module T endowed with an action of GF
that is unramified outside Σ we define
Sel(F,T ) = ker(H1(GΣ, T ⊗Qp/Zp)Ð→⊕
ν∈ΣH1(Fν , T ⊗Qp/Zp)/H1f (Fν , T ⊗Qp/Zp)),
where ν runs through all places of F in Σ.
(ii) For an infinite algebraic extension F∞/F with finite subextensions . . . Fn ⊂ Fn+1 ⋅ ⋅ ⋅ ⊂ F∞
such that F∞ = ∪nFn, we define
Sel(F∞, T ∗(1)) ∶= limÐ→
n
Sel(Fn, T ∗(1)),
which is a subgroup of H1(G∞,Σ, T ∗(1)⊗Qp/Zp), the Pontryagin dual of which appears in
the Poitou-Tate sequence (A.4.10).
4.2 Connection with the sequence of Poitou-Tate
We want to show that the map
H1(G∞,Σ, T ∗(1)⊗Qp/Zp)∨ Ð→ lim←Ð
n
H2(Gn,Σ, T )
from the Poitou-Tate sequence (A.4.10) factors through the canonical epimorphism
H1(G∞,Σ, T ∗(1)⊗Qp/Zp)∨↠ Sel(F∞, T ∗(1))∨.
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We show this at the level of each Fn for Sel(Fn, T ∗(1))∨ and then pass to the limit. Let F and
Σ be as before. We extract from (A.4.2) the exact sequence
⊕
ν∈ΣH1(Fν , T )Ð→H1(GΣ, T ∗(1)⊗Qp/Zp)∨ Ð→H2(GΣ, T )
and consider its dual
H2(GΣ, T )∨ Ð→H1(GΣ, T ∗(1)⊗Qp/Zp) λ1Ð→⊕
ν∈ΣH1(Fν , T ∗(1)⊗Qp/Zp),
where we use local Tate duality ⊕ν∈ΣH1(Fν , T )∨ ≅ ⊕ν∈ΣH1(Fν , T ∗(1) ⊗Qp/Zp) (note that for
H1 local Tate duality also holds for archimedean places, see ([Rub00], Theorem 1.4.1)). By
exactness, H2(GΣ, T )∨ maps onto ker(λ1) which certainly is contained in Sel(F,T ∗(1)). But
this implies that H1(GΣ, T ∗(1)⊗Qp/Zp)∨ Ð→ H2(GΣ, T ) factors through Sel(F,T ∗(1))∨. This
holds for each fields Fn, n ≥ 1. Passing to the projective limit we get a commutative diagram
H1(G∞,Σ, T ∗(1)⊗Qp/Zp)∨ lim←ÐnH2(Gn,Σ, T ),
Sel(F∞, T ∗(1))∨
(4.2.1)
where we note that the vertical limit map is surjective as the dual of the injection Sel(F∞, T ∗(1))↪
H1(G∞,Σ, T ∗(1)⊗Qp/Zp). Substituting Sel(F∞, T ∗(1))∨ for H1(G∞,Σ, T ∗(1)⊗Qp/Zp)∨ into the
Poitou-Tate sequence (A.4.10) we preserve exactness at Sel(F∞, T ∗(1))∨ and all the following





1(Fn,ν , T )Ð→H1(G∞,Σ, T ∗(1)⊗Qp/Zp)∨↠ Sel(F∞, T ∗(1))∨
is, in general, larger than the kernel of just the first map. In order to remedy this failure of
exactness, we need to introduce the finite parts of cohomology for compact modules T and
discrete modules T ⊗Qp/Zp that we defined at the beginning of this chapter.
We remark that our definition ofH1f (Fν , T⊗Qp/Zp) coincides with the definition ofHf,(2)(Fν ,W )
for discrete modules W of the form (Qp/Zp)k given in ([FK06], 4.2.28). We now recall an impor-
tant duality result. We will write H i/f(. . . ) for the quotient H i(. . . )/H if(. . . ) both in local and
in global settings.
Proposition 4.2.1. Let F be a number field, Σ a finite set of places containing Σp, and T
a finitely generated free Zp-module endowed with a Zp-linear continuous action of GF that is
unramified outside Σ. Assume for ν ∈ Σp that T ⊗Qp is de Rham as a representation of GFν .
Then, for any ν ∈ Σ (archimedean primes included) the subgroups
H1f (Fν , T ) and H1f (Fν , T ∗(1)⊗Q/Z)
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are exact annihilators of each other with respect to the perfect pairing
H1(Fν , T ) ×H1(Fν , T ∗(1)⊗Q/Z)Ð→H1(Fν ,Qp/Zp(1)) ≅ Qp/Zp
that induces local Tate duality. See section A.2 for our definition of perfect pairing.
Proof. A full proof of this duality result is obtained as follows. Combine ([BK90], Proposition
3.8) for the case ν ∈ Σp and de Rham V = T ⊗Qp with ([Rub00], chapter 1, propositions 1.4.2
and 1.4.3) to see that
H1f (Fν , T ) =H1f (Fν , T ∗(1)⊗Q/Z)⊥,
for any ν ∈ Σ, i.e., that H1f (Fν , T ) is the exact annihilator of H1f (Fν , T ∗(1)⊗Q/Z). The identity
H1f (Fν , T )⊥ =H1f (Fν , T ∗(1)⊗Q/Z) then follows from proposition A.2.1 for ν ∈ Σf , compare also
example A.2.2. We note that the statement is trivially true for archimedean primes ν ∈ Σ∞,
since, by definition,
H1f (Fν , T ) =H1(Fν , T ) and H1f (Fν , T ⊗Qp/Zp) = 0
for ν ∈ Σ∞. ◻
Moreover, proposition A.2.1 shows that we get an isomorphism
H1f (Fν , T ) ≅H1/f(Fν , T ∗(1)⊗Q/Z)∨,
for any ν ∈ Σ. For T as in the proposition we have
Sel(F,T ∗(1))∨= ker(H1(GΣ, T ∗(1)⊗Q/Z)Ð→⊕
ν∈ΣH1/f(Fν , T ∗(1)⊗Q/Z))∨≅ coker(⊕
ν∈ΣH1f (Fν , T )Ð→H1(OF [1/Σ], T ∗(1)⊗Q/Z)∨).
It is now clear that we have to pass to the quotient ⊕ν∈ΣH1(Fν , T )/H1f (Fν , T ) in order to pre-
serve exactness when substituting Sel(F,T ∗(1))∨ for H1(GΣ, T ∗(1)⊗Qp/Zp)∨ in the Poitou-Tate
sequence (A.4.10). In order to guarantee exactness at H1(GΣ(F ), T ) (when cutting off the se-
quence (A.4.10) before this term), we define H1f (GΣ(F ), T ) to be the preimage of⊕ν∈ΣH1f (Fν , T )
under the map
H1(GΣ(F ), T )Ð→⊕
ν∈ΣH1(Fν , T ).
We conclude this section with the result of the above considerations, which is analogous to
the exact sequences Kato considers for the set Σp in ([Kat04], (14.9.3)) and which Perrin-Riou
considers in both ([PR00], Appendix A.3.) and ([PR92], chapters 3 and 4).
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Corollary 4.2.2. In the setting and under the assumptions of Proposition 4.2.1, the Poitou-Tate
sequence from (A.4.2) yields a six term exact sequence
0 H1/f(GΣ, T ) ⊕Σf H1/f(Fν , T ) Sel(F,T ∗(1))∨
H2(GΣ, T ) ∏ν∈Σf H2(Fν , T ) H0(GΣ, T ∨(1))∨ 0, (4.2.2)
where we note that for ν ∈ Σ∞ we have H1/f(Fν , T ) = 0 by definition of H1f (Fν , T ). Likewise, the
dual Poitou-Tate sequence from (A.4.3) gives an exact sequence
0 H1/f(GΣ, T ∗(1)⊗Qp/Zp) ⊕ΣH1/f(Fν , T ∗(1)⊗Qp/Zp) H1f (GΣ, T )∨
H2(GΣ, T ∗(1)⊗Qp/Zp) ∏ν∈Σf H0(Fν , T )∨ H0(GΣ, T )∨ 0. (4.2.3)
Later we will use projective limits (passing through finite subextensions of a p-adic Lie extension
F∞/F ) of the above sequences in order to derive relations in the group K0(MH(G)). However,
in order to get exact sequences in MH(G) we will have to pass to quotients of the corresponding
modules by appropriate submodules related to our fixed global and local units u ∈ U and u′ ∈ U ′.
4.3 Tate Module of an abelian variety
In this subsection we consider an abelian variety A of dimension d defined over a number field
F with good reduction at all primes above a fixed prime p. We will separately study (projective
limits of) the modules appearing in the exact sequence (4.2.2) for T = TpA.
We are particularly interested in the following case. We fix algebraic closures Q, Qp and an
embedding Q ⊂ Qp. All algebraic extensions of Q are considered inside Q. Now, let E/Q be an
elliptic curve with complex multiplication by OK and good ordinary reduction at p. Consider
the extension K∞ = ∪nKn, where Kn = K(E[pn]) (inside Q). We write p (resp. ν) for the
prime of K (resp. K∞) above p that is determined by the embedding Q ⊂ Qp. Moreover, we set
Σf = {p} ∪Σbad, where Σbad is the finite set of primes where E has bad reduction.
Under the assumption that p splits in OK we are able to prove that lim←ÐnH1f (Gn,Σ, T ) = 0
so that (as we will see) passing to the projective limit of the general exact sequence (4.2.2)
with respect to the Kn and the corestriction and dual restriction maps yields an exact sequence
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isomorphic to
0 H1(GΣ(Q),Λ(G)# ⊗ T ) IndG′G H1(Qp,Λ(G′)# ⊗ T /T 0)
Sel(K∞, T ∗(1))∨ H2(GΣ(Q),Λ# ⊗ T )
⊕q∈Σf IndGνqG T (−1) T (−1) 0. (4.3.1)
where G = Gal(K∞/Q), G′ = Gal(K∞,ν/Qp), Gνq = Gal(K∞,νq/Qq), where for every q ∈ Σf we
fix a prime νq of K∞ above q, T = TpE and T 0 = TpE ∩M0p (p). The Qp-vector space M0p (p) is
defined as follows.
Let us denote the other prime of K above p by p¯, p¯ /= p. Since K has class number one, we
may fix an OK-generator pi of p and a generator p¯i of p¯. We have Qp =Kp and pi is a uniformizer
for OKp , i.e., a generator of the maximal ideal of OKp . Note that p¯i is a unit in OKp , i.e., belongs
to O×Kp .
For any finite extension L of K in Q we write ν = νL for the prime of L above p determined
by the embedding Q ⊂ Qp and Lν , which is a finite extension of Kp, for the completion at ν.
Moreover, we write mLν for the maximal ideal of the ring of integers OLν of Lν . Note that p¯i
belongs to the units O×Lν . Let us write m for m = ⋃LmLν in ⋃LLν , where the union is taken over
all finite subextensions L/Q of Q/K. Considering E as an elliptic curve over Kp, we then have
exact sequences
0Ð→ Ê(mLν)Ð→ E(Lν) redpÐ→ E˜(kLν)Ð→ 0, K ⊂ L ⊂ Q, [L ∶K] <∞,
where Ê is the formal group law associated to E, kLν denotes the residue field of Lν and redp is
the reduction map to the elliptic curve E˜ with coefficients in Fp. Passing to the inductive limit
gives
0Ð→ Ê(m)Ð→ E(Qp) redpÐ→ E˜(Fp)Ð→ 0,
which induces an injection of Galois modules
TpE/TpÊ ↪ TpE˜. (4.3.2)
Note that the p-power division points in Ê(m) are actually pi-power division points since the
element p¯i is a unit in O×Kp and therefore defines an isomorphism of the formal group Ê/OKp
(and hence of Ê(m)), see ([Ser10], section 3.3, proposition 3). We define
M0p (p) = Qp ⊗Zp Tp(Ê)
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and recall that we defined T 0 = TpE ∩M0p (p), so clearly Tp(Ê) ⊂ T 0. Recall that due to our
ordinary good reduction assumption TpE˜ and TpÊ are both free of rank 1 as Zp-modules. Since
TpE/TpÊ /= 0 embeds into the free Zp-module TpE˜ ≅ Zp, it is itself free of rank 1. The module
T /T 0 is a natural quotient of TpE/TpÊ such that Qp ⊗ T /T 0 has Qp-dimension 1. Therefore,
T /T 0 must be free of rank 1 as a Zp-module and it follows that TpE/TpÊ ≅ T /T 0. Therefore and
since Tp(Ê) ⊂ T 0 we have
TpÊ = T 0.
We recall that the action of GQp on TpE˜ factors through GFp , i.e., is unramified. Therefore, the
action on T /TpÊ = T /T 0 is unramified.
4.3.1 First local cohomology groups for ν ∈ Σf ∖Σp
Assume that the abelian variety A/F has good reduction at all places of F above p. We will
prove the following proposition for primes belonging to Σf ∖ Σp = Σbad, the finite places where
A/F has bad reduction.
Proposition 4.3.1. For T = TpA and a finite place ν of F where A has bad reduction, we have
H1(Fν , T )/H1f (Fν , T ) = 0
for the modules H1(Fν , T )/H1f (Fν , T ) from the sequence (4.2.2).
We write VpA for TpA⊗Zp Qp. Let A∨ be the dual abelian variety of A and recall that there is a
non-degenerate Zp-bilinear (Weil) pairing
TpA × Tp(A∨)Ð→ Zp(1)
that commutes with the action of GF , see, for example, ([Mum85], section 20. Riemann forms).
This pairing induces a GF -isomorphism (VpA)∗(1) ≅ Vp(A∨).
We recall a well-known theorem proven by Lutz (in the case of an elliptic curve) und Mattuck
(in the general case), describing the structure of rational points over local fields. Let ν be a finite
place of F above the prime l of Q. A proof of the theorem can be found in Mattuck’s paper
([Mat55], VI, 13., Theorem 7, p. 114).
Theorem 4.3.2. The group A(Fν) of Fν-rational points of A contains a subgroup of finite index
that is isomorphic to d = dim(A) copies of OFν , the ring of integers of Fν . In symbols, there is
an isomorphism
A(Fν) ≅ OdFν × (a finite group).
In particular, for a prime p, p /= l, A(Fν) does not contain an element of order a power of p that
is infinitely divisible by p, i.e., in terms of the Tate module of A(Fν), TpA(Fν) = 0.
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Now, let the setting be as in Proposition 4.2.1, in particular we consider a free Zp-module T with
a continuous Zp-linear Galois action. Propositions 4.2.1 and A.2.1 imply that for any ν ∈ Σf we
have (H1(Fν , T )/H1f (Fν , T ))∨ ≅H1f (Fν , T ∗(1)⊗Qp/Zp), (4.3.3)
which holds without any restriction for ν ∈ Σf ∖ Σp, while for ν ∈ Σp, in general, one has to
assume that the GFν -representation T ⊗Qp is de Rham.
We now give a proof of proposition 4.3.1, which is rather lengthy (but gives more information
on the Galois actions invloved). After this proof we give another, shorter one, so the reader may
skip the following one and proceed with the other proof that uses Mattuck’s theorem.
Proof (of Proposition 4.3.1). We use equation (4.3.3) for T = TpA and ν ∈ Σbad, a place of F
where A has bad reduction. So we have to show that
H1f (Fν , T ∗(1)⊗Qp/Zp) = 0.
By definition, H1f (Fν , T ∗(1) ⊗Qp/Zp) is the image of H1f (Fν , T ∗(1) ⊗Qp) under the canonical
map
H1(Fν , T ∗(1)⊗Qp)Ð→H1(Fν , T ∗(1)⊗Qp/Zp).
Hence it is sufficient to prove that H1f (Fν , T ∗(1) ⊗Qp) vanishes for T = TpA and a finite place
ν of Σ not above p. We have remarked above that the Weil pairing induces an isomorphism
T ∗(1) ⊗ Qp ≅ (VpA)∗(1) ≅ Vp(A∨). Using this isomorphism and the inflation-restriction exact
sequence, we get
H1f (Fν , T ∗(1)⊗Qp) ≅H1(G(F urν /Fν),H0(GFurν , Vp(A∨))),
but the group on the right vanishes, see ([BK90], Example 3.11), which we want to show next
for elliptic curves. If A is an elliptic curve then A∨ = A.
As for the vanishing of H1(G(F urν /Fν),H0(GFurν , VpE)), Malte Witte explained to me a proof
that works for elliptic curves E and places ν of bad reduction. We sketch this proof. So let E
be an elliptic curve defined over F and let ν be a place of F where E has bad reduction. Write
l ∈ Z for the prime below ν. Let p be a prime different from l. We write kν ≅ Flr for the residue
field of ν and kν for an algebraic closure. We consider the two exact sequences found in ([Sil86],
VII. proof of Theorem 7.1). Firstly, consider
0Ð→ E0(F urν )Ð→ E(F urν )Ð→ E(F urν )/E0(F urν )Ð→ 0,
where E0(F urν ) is the subset of points of E(F urν ) that under the reduction map E(F urν )Ð→ E˜(kν)
map to a nonsingular point in E˜ns(kν) ⊂ E˜(kν), and, secondly, we have,
0Ð→ E1(F urν )Ð→ E0(F urν )Ð→ E˜ns(kν)Ð→ 0, (4.3.4)
where E1(F urν ) is the kernel of the reduction map, and, by a fact about formal groups, does
not have any non-trivial p-torsion. Now, assume that H0(GFurν , TpE ⊗ Qp) is non-trivial (if it
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is trivial then there is nothing to show). By proposition A.3.12 we have H0(GFurν , TpE ⊗Qp) ≅
H0(GFurν , TpE) ⊗ Qp and, hence, the Tate module for F urν -rational points lim←ÐnE(F urν )[pn] has
positive Zp-rank. But E(F urν )/E0(F urν ) is finite, due to Kodaira and Ne´ron, see ([Sil86], VII.
Theorem 6.1), and hence lim←ÐnE0(F urν )[pn] is non-trivial. In fact, if pr is the maximal power
of p that divides the cardinality of E(F urν )/E0(F urν ) and (tn)n≥1 is a non-trivial element that
belongs to lim←ÐnE(F urν )[pn], then prtn+r = tn belongs to E0(F urν ) for all n ∈ N. Hence, (tn)n≥1 also
belongs to lim←ÐnE0(F urν )[pn]. We have just seen that H0(GFurν , TpE) = lim←ÐnE(F urν )[pn] is equal
to lim←ÐnE0(F urν )[pn]. Now, by the exact sequence (4.3.4), and since E1(F urν ) does not contain
any non-trivial p-torsion, we have an embedding
lim←Ð
n
E0(F urν )[pn]↪ lim←Ð
n
E˜ns(kν)[pn]. (4.3.5)
Recall that the reduction type of E over Fν is the same as the reduction type of E over F urν ,
compare ([Sil86], VII. Proposition 5.4 (a)). Now, if E had additive reduction over F urν , then,
we would have an equality E˜ns(kν) ≅ kν , which is impossible, because kν does not have any
p-torsion. So E must have multiplicative reduction over F urν (and therefore over Fν), which
implies E˜ns(kν) ≅ (kν)× (as abelian groups), see ([Sil86], VII, §5, proposition 5.1 (b)). In case
the reduction is non-split multiplicative, then the isomorphism of abelian groups E˜ns(kν) ≅ (kν)×
need not be G(F urν /Fν)-linear. However, if P ∈ E˜(kν) denotes the node, i.e., the singular point
of the reduced curve, let us write k′ν for the finite extension of kν obtained by adjoining the
coefficients of the two distinct tangent lines at P . Then, write L for the finite extension of Fν
inside F urν corresponding to k
′
ν such that we have canonically G(F urν /L) ≅ G(kν/k′ν). It now
follows from the explicit description of the isomorphism E˜ns(kν) ≅ (kν)× that it is G(F urν /L)-




We conclude from this and from (4.3.5) that H0(GFurν , TpE) ≅ lim←ÐnE0(F urν )[pn] is a free Zp-
module of rank 1 and that we have an isomorphism
H0(GFurν , TpE)⊗Qp ≅ ( lim←Ð
n
E0(F urν )[pn])⊗Qp ≅ ( lim←Ð
n
E˜ns(kν)[pn])⊗Qp ≅ Qp(1)
of G(F urν /L)-modules. In particular, the Frobenius in G(F urν /L), and therefore the Frobenius
in G(F urν /Fν), do not act trivially on H0(GFurν , TpE). Let us write χ ∶ G(F urν /Fν) Ð→ Z×p for
the character giving the action on H0(GFurν , TpE) (restricted to G(F urν /L) this is the cyclotomic
character).
Then, we have H0(GFurν , TpE ⊗Qp) ≅ Qp(χ). The first cohomology group of the Pru¨fer ring
Zˆ ≅ G(F urν /Fν) for modules as in our situation is well-known, see ([Rub00], Appendix B, Lemma
B.2.8) or ([Ser95], XIII, §1), and given by
H1(G(F urν /Fν),Qp(χ)) = Qp(χ)/(1 − χ(Frobν))Qp(χ) = 0,
100 CHAPTER 4. SELMER GROUPS OF P -ADIC GALOIS REPRESENTATIONS
which holds, since the Frobenius does not act trivially on Qp(χ). This completes the proof. ◻
Of course, in the last step, we could have also used the inflation-restriction sequence to conclude
that
H1(G(F urν /Fν),H0(GFurν , TpE ⊗Qp)) = 0
using the facts thatH1(G(F urν /L),Qp(1)) = 0 and thatH0(GL, TpE⊗Qp) ≅H0(GL, TpE)⊗Qp = 0
by Mattuck’s theorem.
After writing up the above proof, the author found a similar, but shorter one using Mattuck’s
theorem as suggested in ([BK90], Example 3.11).
Proof (of Proposition 4.3.1, second version). As in the first proof one reduces to showing that
H1(G(F urν /Fν),H0(GFurν , TpE ⊗ Qp)) = 0. Since E/F has bad reduction at ν ∈ Σbad, GFurν
does not act trivially on the Tate-module TpE. Therefore, dimQp((TpE ⊗ Qp)GFurν ) < 2. If
dimQp((TpE⊗Qp)GFurν ) = 0 we are done, so assume dimQp((TpE⊗Qp)GFurν ) = 1. If the Frobenius
of G(F urν /Fν) acted trivially on (TpE⊗Qp)GFurν then we would have dimQp((TpE⊗Qp)GFν ) = 1,
which is a contradiction by Mattuck’s theorem (using that taking cohomology commutes with− ⊗Zp Qp). Therefore, the Frobenius does not act trivially, and we have
H1(G(F urν /Fν),H0(GFurν , TpE ⊗Qp)) ≅ (TpE ⊗Qp)GFurν /((1 − χ(Frobν))(TpE ⊗Qp)GFurν ) = 0
by the well-known formula for the first cohomology groups of Zˆ, where χ(Frobν) ∈ Q×p ∖ {1} is
the element that gives the action of the Frobenius on (TpE ⊗Qp)GFurν . ◻
4.3.2 First local cohomology groups for ν ∈ Σp
We writeA∨ for the dual abelian variety ofA. We will now study the groupsH1(Fν , T )/H1f (Fν , T )
for T = TpA and places ν ∈ Σp. Recall the non-degenerate Zp-bilinear Weil pairing
TpA × Tp(A∨)Ð→ Zp(1),
see ([Mum85], section 20. Riemann forms), which induces an isomorphism TpA ≅ Tp(A∨)∗(1),
see example A.2.1. Propositions 4.2.1 and A.2.1 imply that
(H1(Fν , T )/H1f (Fν , T ))∨ ≅H1f (Fν , T ∨(1)), (4.3.6)
for which we note that the Tate module of an abelian variety is de Rham as a representation
of GFν for ν ∈ Σp, see the work of Fontaine [Fon82]. Recall that T ∗(1) ⊗ Qp/Zp ≅ T∨(1) is
isomorphic to the p-primary part A∨(F ν){p} = ⋃nA∨(F ν)[pn] of F ν-rational points A∨(F ν) of
A∨; note that there is a natural isomorphism A ≅ (A∨)∨, see ([Mum85], p. 81) or ([Mil08], I,
section 8). In order to avoid confusion, note that our T is isomorphic to Fukaya and Kato’s
module T0, a Galois stable Zp-lattice of the p-adic realization of the motive h1(A∨)(1).
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We have already noted that our definition of H1f for discrete modules like T
∨(1) coincides
with the definition of H1f,(2) found in ([FK06], 4.2.28) and goes back originally to the paper
[BK90] of Bloch and Kato. However, there is a second definition due to Greenberg of a finite
part of the first local cohomology group given in [Gre89]. In our setting of an abelian variety and
a place ν above p one uses the unique GFν -stable Qp-subspace of Mp = Vp(A) = Qp ⊗Zp Tp(A),
denoted by M0p (ν) in ([FK06], 4.2.3), that satisfies
DdR(Fv,M0p (ν)) ≅DdR(Fv,Mp)/D0dR(Fv,Mp).
The existence of this subspace (for a general motive M and its p-adic realization) is called the
condition of Dabrowski-Panchishkin. In ([Ven05], Chapter 6, p. 25) Venjakob explains that for
the motive M = h(A∨)(1), where A∨/Q is an abelian variety with good ordinary reduction at
ν = p, M0p (ν) is given by Vp(Â) = Qp ⊗Zp Tp(Â), where Â is the formal group associated to
A (the m-valued points of which give the kernel of the reduction map at ν, m is the valuation
ideal of Qp). See also the article [Nek93] by Nekova´rˇ, in particular, 1.28 - 1.31, which includes
the definition of an ordinary p-adic Galois representation and ([Nek06], (9.6.7.2)) by the same
author. For more information on the theory of ordinary representations see also [PR94] and
[Gre89].
Now, we come to the definition of Greenberg’s finite cohomology group which is denoted by
H1f,(1)(Fv, T ∨(1)) in the paper of Fukaya and Kato.
Definition 4.3.3 (Greenberg’s H1
f
). We write
T 0(ν) = T ∩M0p (ν) (4.3.7)
for a GFν -stable Zp-lattice of Vp(Â) and define H1f,(1)(Fv, T ∨(1)) to be the kernel of the natural
map
H1(Fν , T ∨(1))Ð→H1(Fν , (T 0(ν))∨(1))
induced by the embedding T 0(ν) ⊂ T .
We now specialize to A = E, an elliptic curve defined over F with good ordinary reduction above
p, so that A = A∨. For a place ν above p Fukaya and Kato then show, see ([FK06], Lemma
4.2.32), that
H1f,(2)(Fv, T ∨(1)) =H1f,(1)(Fv, T ∨(1))(div),
where the right hand side denotes the divisible part of H1f,(1)(Fv, T ∨(1)). In order to be able
to apply the quoted Lemma we note that H0(Fν ,Mp/M0p (ν)) = 0 = H0(Fν , (M0p (ν))∗(1)), see
([FK06], 4.2.31).
For our purposes it is important to consider the situation for the whole tower F ⊂ Fn ⊂ F∞,
where Fn = F (E[pn]), F∞ = ∪nFn. We will write FnFν for the composite field of Fn and Fν inside
a fixed algebraic closure F ν , F ⊂ F ν . The proof of ([FK06], proposition 4.2.30), the conditions
of which are met by E/F with good ordinary reduction at every place above p and the extension
F∞/F , see (loc. cit., 4.2.31), shows the following proposition.
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Proposition 4.3.4. Passing to the inductive limit with respect to n ∈ N we get an equality
limÐ→
n
H1f,(1)(FνFn, T ∨(1)) = limÐ→
n
H1f,(2)(FνFn, T ∨(1))
as subgroups of H1(FνF∞, T ∨(1)).












coker(H1(FνFn, T 0(ν))Ð→H1(FνFn, T )), (4.3.8)
where, in the last equation, we use local Tate duality and the fact that for a map ϕ ∶M Ð→ N , we
have ker(ϕ)∨ = coker(ϕ∨). Let us write Coker(ν, n) = coker(H1(FνFn, T 0(ν))Ð→H1(FνFn, T )).
By the long exact cohomology sequences attached to
0Ð→ T 0(ν)Ð→ T Ð→ T /T 0(ν)Ð→ 0
we have exact sequences for all n ≥ 1
0→ Coker(ν, n)→H1(FνFn, T /T 0(ν))→H2(FνFn, T 0(ν))→H2(FνFn, T )→ . . .
in which all modules are projective limits of finite modules and therefore compact, compare
propositions A.3.2 and A.3.4. Passing to the projective limit with respect to n ≥ 1, we get an





H1(FνFn, T /T 0(ν)) (4.3.9)
is an isomorphism. By exactness of the sequence, this amounts to showing that the image of
the map lim←ÐnH1(FνFn, T /T 0(ν)) → lim←ÐnH2(FνFn, T 0(ν)) is equal to 0. But the image of the
latter map is equal to the kernel of lim←ÐnH2(FνFn, T 0(ν)) → lim←ÐnH2(FνFn, T ), which, we will
now show, is injective.
By local Tate duality we have
lim←Ð
n
H2(FνFn, T ) ≅ ( limÐ→
n
H0(FνFn, T ∨(1)))∨ ≅H0(FνF∞, T ∨(1))∨ ≅ T (−1),
where the last equation holds since GFνF∞ acts trivially on T ∨(1) (remember F∞ is precisely the
trivializing extension for T and it contains F (µp∞)). Likewise we have
lim←Ð
n
H2(FνFn, T 0(ν)) ≅ T 0(ν)(−1)
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and we see that lim←ÐnH2(FνFn, T 0(ν)) → lim←ÐnH2(FνFn, T ) is just the embedding T 0(ν)(−1) ↪
T (−1). We conclude that the map from (4.3.9) is an isomorphism. The next proposition is the
main result of this subsection and summarizes the above observations.
Proposition 4.3.5. Let E be an elliptic curve defined over a number field F with good ordinary
reduction at all primes above p. Then, for all ν ∈ Σp we have an isomorphism
lim←Ð
n
H1(FνFn, T )/H1f (FνFn, T ) ≅ lim←Ð
n
H1(FνFn, T /T 0(ν)),
where T = TpE and T 0(ν) is as in (4.3.7).
Remark 4.3.6. We want to remark that the results in this subsection are easily generalized to
Galois-stable Zp-lattices T of Mp for motives M over F and extensions F∞/F such that
(i) the p-adic realization Mp is ordinary as a representation of GFν for all places ν above p,
(ii) F∞/F is a trivializing extension for Mp, i.e., GF∞ acts trivially on Mp, and Fcyc ⊂ F∞,
(iii) M/F satisfies the assumptions of ([FK06], proposition 4.2.30).
Note that when Mp is ordinary as a representation of GFν , ν ∈ Σp, then it is semistable, see
([Nek93], 1.30 Theorem), and therefore de Rham, so we may apply the duality result of Bloch
and Kato for the finite parts of the local cohomology groups. Moreover, if Mp is ordinary at each
prime above ν, then the condition of Dabrowski-Panchishkin is satisfied, see ([Nek93], 6.7).
We conclude this subsection by giving a more concrete description of the finite part H1f (Fν , VpA)
for the Tate module VpA = Qp ⊗Zp TpA of an abelian variety A/F with scalars extended to Qp.
By ([BK90], Example 3.11, p. 361) we have an isomorphism
A(Fν)⊗Q ≅H1f (Fν , VpA),




We note that A(Fν)⊗Q is actually a finitely generated Qp-vector space by Mattuck’s theorem.
4.3.3 Second local cohomology groups
Assume we are given a p-adic Lie extension F∞/F such that F (µp∞) ⊂ F∞ and ∪nFn = F∞,
where each Fn is a finite Galois extension of F . Also T is a free finitely generated Zp-module
with GF -action. Moreover, assume that F∞ trivializes T , i.e., GF∞ acts trivially on T . We
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consider the groups ⊕ν∈ΣnH2(Fn,ν , T ), where Σn,f denotes the set of primes of Fn above Σf .



















0(F∞,ν¯ , T ∨(1)))∨
= ⊕
ν∈Σf c−IndGνG T (−1).
4.3.4 First global cohomology groups
We now consider the groups H1(GΣ, T )/H1f (GΣ, T ). For a more detailed study of the finite parts
H1f,Σ(F,T ) for general T see the work of Bloch and Kato ([BK90], chapter 5) and of Perrin-Riou
and Fontaine ([FPR91], Chapitre II, 1.3, p. 643f). The notation used in these sources differs
slightly from ours. With our notation, for a representation V unramified outside a finite set of
places Σ
H1f (GΣ(F ), V ) = ker(H1(GΣ, V )Ð→⊕
ν∈ΣH1/f(Fν , V ))
and H1f (GΣ(F ), T ) is the inverse image of H1f (GΣ(F ), V ) in H1(GΣ(F ), T ). In the notation of[FPR91] Σ is not mentioned explicitly and our H1f (GΣ(F ), V ) is denoted H1f (F,V ).
Conjecturally, see Perrin-Riou’s work ([PR92], p. 137f), for the motive M = h1(A)(1) asso-
ciated to an abelian variety A defined over a number field F , we have an isomorphism
Qp ⊗QH1f (F,M) ≅H1f (GΣ(F ), VpA),
where H1f (F,M) denotes the first motivic cohomology group. In our case H1f (F,M) ≅ Q⊗ZA(F ),
see, for example, Flach’s survey article [Fla04].
In the next subsection we study the example of an elliptic curve E/Q with complex multipli-
cation and good ordinary reduction at p and show that lim←ÐnH1f (Gn,Σ, T ) = 0 for T = TpE.
4.3.5 Vanishing of lim←ÐnH1f (Gn,Σ, TpE) for E/Q with CM and good ordinary
reduction at split p
Fix a prime number p ∈ Zp, p /= 2, and embeddings Q ⊂ Qp and Q ⊂ C. Let E/Q be an elliptic
curve with complex multiplication by OK and good reduction at p and set K∞ = ∪nKn, where
Kn = K(E[pn]). We assume that p splits in K, i.e., OKp = pp¯, p¯ /= p, which implies that E has
good ordinary reduction at p, see proposition A.6.2.
We will use the same notation as at the beginning of section 4.3. In particular, we write p
(resp. ν¯) for the prime of K (resp. K∞) above p that is determined by the embedding Q ⊂ Qp.
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Moreover, we set G = G(K∞/Q), G = G(K∞/K) and G′ = G(K∞,ν¯/Qp). We identify G(K∞,ν¯/Qp)
with the decomposition group of ν¯ in G.
Recall that we have T0 = TpEˆ. In this subsection we will study the first map appearing in
the Poitou-Tate sequence (4.3.1)
H1(GΣ(Q),Λ(G)# ⊗ T )Ð→ IndG′G H1(Qp,Λ(G′)# ⊗ (T /T 0)), (4.3.10)
the kernel of which is precisely lim←ÐnH1f (Gn,Σ, T ). We want to show that this kernel vanishes
when p splits in OK . For any Galois-module M we write M(−1) =M ⊗Zp Zp(−1) for the −1-Tate
twist. We recall that we have an isomorphism
T (−1)⊗Zp H1Σ ≅H1(GΣ(Q),Λ(G)# ⊗ T )
of Λ(G)-modules and an isomorphism
(T /T 0)(−1)⊗H1(Qp,Λ(G′)#(1)) ≅H1(Qp,Λ(G′)# ⊗ (T /T 0)),
of Λ(G′)-modules, which both follow from corollary A.3.10. Therefore, we have to study the
induced map
T (−1)⊗Zp H1Σ Ð→ IndG′G ((T /T 0)(−1)⊗H1(Qp,Λ(G′)#(1))) (4.3.11)
and show that it is injective; recall that H1Σ ≅ lim←ÐnH1(GΣ(Kn),Zp(1)). The map (4.3.11) is
given by (t⊗ 0)⊗ f z→ ∑
σ∈G/G′ σ ⊗ [σ−1t]⊗ σ−10 ⊗ locν¯(σ−1f), (4.3.12)
where we write 0 for some fixed generator of Zp(−1), [t˜] for the image of t˜ ∈ T in T /T0 and
locν¯ for the following composition. We compose the localization map λ1 from the Poitou-Tate
sequence (A.4.13) with the projection to the p-part, compare diagram (4.3.14) below, and we
compose this composition with the natural map IndM ≅ CoindM → M that exists for any M .
The resulting map H1Σ → H1(Qp,Λ(G′)#(1)) is denoted by locν¯ (in terms of units this is the
natural map E¯∞ Ð→ U ′(K∞,ν¯) from global to principal local units).
Let us consider the isomorphism between TpE and Ind
GK
GQ
TpiE, as described in subsection
A.6.4. ψE , the Gro¨ßencharacter attached to E, gives the action of G on TpiE. Recall that
we write ν¯ for the prime of K∞ above p determined by the embedding Q ⊂ Qp and definedG′ = G(K∞,ν¯/Qp). We note that due to the splitting assumption the decomposition groups
of ν¯ in G and G coincide, i.e., if we write G′ = G(K∞,ν¯/Kp), then G′ = G′. In particular,
H1(Qp,Λ(G′)#(1)) = H1(Kp,Λ(G′)#(1)). The map [ιp¯i] ∶ Tp¯iE ∼Ð→ TpE/TpEˆ from (A.6.19) is
G′-equivariant. We get a G′-equivariant map
Tp¯iE(−1)⊗Zp H1Σ Ð→ (T /T 0)(−1)⊗Zp H1(Kp,Λ(G′)#(1))
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given by
t⊗ 0 ⊗ f z→ [ιp¯i](t)⊗ 0 ⊗ locν¯(f). (4.3.13)
For every q ∈ Σf fix a prime ν¯q of K∞ above q (of course, we choose ν¯ above p). We then have
the following commutative diagram
H1Σ ⊕q∈Σf (K) IndGqG lim←ÐnH1(Kn,ν¯q ,Zp(1)) IndG′G H1(Kp,Λ(G′)#(1))




where the vertical map on the left, by (2.2.3), is an isomorphism since K∞/K contains a Zp-
extension of K unramified at p (which is the one in K(E[p¯i∞])/K) and another one unrami-
fied at p¯, (the one in K(E[pi∞])/K). Moreover, the vertical map on the right is an isomor-
phism since K∞,ν¯/Kp contains an unramified Zp-extension (the one contained in the compositum
K(E[p¯i∞])Kp), compare ([Ven13], section 2.1). The lower horizontal map is injective since we
have seen that the Leopoldt conjecture (which is a theorem for the abelian extensions Kn/K)
implies that for each n, n ≥ 1, O×Kn ⊗Z Zp ↪⊕ω∣p Oˆ×Kn,ω is injective, where we only sum over the
primes ω of Kn that lie above p and not over all that lie above p, i.e., we omit the ones lying
above p¯, see subsection 2.4.2. We conclude that the composite of the upper horizontal maps in
(4.3.14) is injective.
Remark 4.3.7. That the map H1Σ Ð→ IndG′G H1(Qp,Λ(G′)#(1)) = IndG′G H1(Kp,Λ(G′)#(1)),
where we induce up to G, is injective we already knew from the usual (or even weak) Leopoldt
conjecture. For the injectivity of the composite of the upper horizontal maps in (4.3.14), however,
we needed the stronger version of Leopoldt’s conjecture that we stated in subsection 2.4.2.
Now, note that since G′ is of finite index in G, there is an isomorphism of functors between IndG′G
and CoindG
′
G . The map locν¯ appearing in (4.3.13) is the map
locν¯ ∶ H1Σ Ð→H1(Kp,Λ(G′)#(1))
that induces, by the universal property of CoindG
′
G ≅ IndG′G , the composite of the upper horizontal
maps in (4.3.14), i.e., so that this composite is given by
H1Σ ∋ f z→ ∑
σ¯∈G/G′ (σ ⊗ locν¯(σ−1f)) ∈ IndG′G H1(Kp,Λ(G′)#(1)). (4.3.15)
By the universal property of CoindG
′
G ≅ IndG′G the map (4.3.13) induces the followingG-equivariant
map
Tp¯iE(−1)⊗Zp H1Σ Ð→ IndG′G ((T /T 0)(−1)⊗Zp H1(Kp,Λ(G′)#(1))) (4.3.16)
4.3. TATE MODULE OF AN ABELIAN VARIETY 107
given by
t⊗ 0 ⊗ f z→ ∑
σ¯∈G/G′ σ ⊗ [ιp¯i](σ−1t)⊗ σ−10 ⊗ locν¯(σ−1f).
Note that σ−10 = κ(σ)0, where κ denotes the cyclotomic character. We claim that the map
(4.3.16) is injective. Indeed, fixing a Zp-generator t of the free Zp-module Tp¯iE of rank 1, we first
see that any element of Tp¯iE(−1)⊗Zp H1Σ can be written in the form t⊗ 0 ⊗ f for some f ∈ H1Σ.
Recall that G′ is of finite index in G and note that for any Zp[G′]-module M we have an
isomorphism
⊕
σ¯∈G/G′ σM ≅ Zp[G]⊗Zp[G′]M = IndG′GM, (σmσ¯)σ¯ z→ ∑σ¯∈G/G′ σ ⊗mσ¯,
where σM is just M as a Zp-module. Hence, for the injectivity of (4.3.16) it is sufficient to show
that if (t⊗ 0 ⊗ f) /= 0, then there is at least one coset σ¯ ∈ G/G′ such that [ιp¯i](σ−1t)⊗ κ(σ)0 ⊗
locν¯(σ−1f) /= 0.
So let (t ⊗ 0 ⊗ f) /= 0. By the injectivity of the composite of the upper horizontal maps
in (4.3.14) which is given explicitly by (4.3.15) we must have locν¯(σ−1f) /= 0 for at least one
σ¯ ∈ G/G′. Let σ¯ be such a coset. Since t /= 0 we have κ(σ)σ−1t /= 0 and therefore the image[ιp¯i](κ(σ)σ−1t) under the injective map [ιp¯i] from (A.6.19) is non-zero in the free Zp-module
TpE/TpÊ ≅ T /T 0 of rank 1, (recall that due to our ordinary reduction assumption TpE/TpÊ /= 0
embeds into TpE˜ ≅ Zp, see (4.3.2)). Fixing a Zp-generator t′ of TpE/TpÊ we can write
[ιp¯i](κ(σ)σ−1t) = at′
for some a ∈ Zp, a /= 0. Noting that
(T /T 0)(−1)⊗Zp H1(Kp,Λ(G′)#(1)) ≅H1(Kp,Λ(G′)#(1)), bt′ ⊗ 0 ⊗ g z→ b ⋅ g,
defines a Zp-linear isomorphism, we can conclude our proof that (4.3.16) is injective by observing
that under the isomorphism just defined [ιp¯i](σ−1t)⊗ κ(σ)0 ⊗ locν¯(σ−1f) maps to
a ⋅ locν¯(σ−1f) /= 0
which is not zero since H1(Kp,Λ(G′)#(1)) has no non-trivial p-torsion. For the last fact we quote
Wintenberger’s result ([Win80], section 4, The´ore`me (i)), see also Yager’s ([Yag82], section 8,
Lemma 23, p.436) or Rubin ([Rub91], Theorem 5.1 (ii)). Recall that ν¯ is the prime of F∞ above p
determined by Q ⊂ Qp. Wintenberger’s result says that H1(Kp,Λ(G′)#(1)) ≅ lim←Ðn K̂×n,ν¯ embeds
into a free Λ(G′)-module of rank 1, and hence it does not have any p-torsion. Recall that K̂×n,ν¯
is the p-adic completion of K×n,ν¯ . Let us note that we may actually apply Winternberger’s result
since G′, as a subgroup of finite index in G ≅ Z2p×(Zp/(p−1))2, is itself of the form Z2p×∆′, with
∆′ finite and p ∤ #∆′.
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To conclude, we have shown that the map from (4.3.16) is injective. Now, note that in
(4.3.16) we considered H1Σ as a G-module, which it is by restriction from its G-action. Therefore,
using the identification
TpE(−1)⊗H1Σ ≅ IndGG (Tp¯iE(−1)⊗H1Σ),
compare remark 4.3.8, and applying the exact functor IndGG to (4.3.16) yields the map from
(4.3.11) and shows that it is injective. Since it is not entirely obvious (one has to be careful when
using the identifications of Ind and Coind) that applying IndGG to (4.3.16) yields the map from
(4.3.11), we show that it does in the following remark.
Remark 4.3.8. First recall that for a general G-module M and a G-module N one has the
canonical G-isomorphism
IndGG (M ⊗ResGGN) ≅ (IndGGM)⊗N, (4.3.17)
given by
1⊗ (m1 ⊗ n1) + c⊗ (m2 ⊗ n2)z→ (1⊗m1)⊗ n1 + (c⊗m2)⊗ cn2,
where c ∈ G denotes the complex conjugation isomorphism, compare ([Lan05] XVIII, Theorem
7.11). We will use this isomorphism twice below. Recall the isomorphism TpE → TpiE×Tp¯iE, t↦(tpi, tp¯i) from (A.6.12) and also the isomorphism TpiE × Tp¯iE ≅ IndGG Tp¯iE given by(y, z)z→ (c⊗ c−1y) + (1⊗ z),
the inverse of which is the natural map induced by Tp¯iE ↪ TpiE × Tp¯iE.
We will use the following identifications
[TpE ⊗Zp(−1)]⊗H1Σ ≅ [(TpiE × Tp¯iE)⊗Zp(−1)]⊗H1Σ≅ [(IndGG Tp¯iE)⊗Zp(−1)]⊗H1Σ≅ [IndGG (Tp¯iE ⊗Zp(−1))]⊗H1Σ use (4.3.17)≅ IndGG [Tp¯iE ⊗Zp(−1)⊗H1Σ] use (4.3.17)
under which an element of the form t⊗ 0 ⊗ f in [TpE ⊗Zp(−1)]⊗H1Σ maps to(t⊗ 0)⊗ f z→ ((tpi, tp¯i)⊗ 0)⊗ fz→ (((c⊗ c−1tpi) + (1⊗ tp¯i))⊗ 0)⊗ f
z→ ((c⊗ (c−1tpi ⊗ c−10)) + (1⊗ (tp¯i ⊗ 0)))⊗ f
z→ (c⊗ (c−1tpi ⊗ c−10 ⊗ c−1f)) + (1⊗ (tp¯i ⊗ 0 ⊗ f)). (4.3.18)
Under the map
IndGG [Tp¯iE(−1)⊗Zp H1Σ]Ð→ IndGG [IndG′G ((T /T 0)(−1)⊗Zp H1(Kp,Λ(G′)#(1)))]
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induced by (4.3.16), the element from (4.3.18) maps to
c⊗ ( ∑
σ¯∈G/G′ σ ⊗ [ιp¯i](σ−1c−1tpi)⊗ σ−1c−10 ⊗ locν¯(σ−1c−1f))+ 1⊗ ( ∑
σ¯∈G/G′ σ ⊗ [ιp¯i](σ−1tp¯i)⊗ σ−10 ⊗ locν¯(σ−1f)). (4.3.19)
We know by remark A.6.14 that [ιp¯i](σ−1c−1tpi) = [σ−1c−1t] and [ιp¯i](σ−1tp¯i) = [σ−1t] in TpE/TpEˆ
for any σ ∈ G, where we use the brackets [−] to denote the residue classes modulo TpEˆ. Hence,
the element from (4.3.19), under the canonical map IndGG IndG′G ⋅ ⋅ ⋅ ≅ IndG′G . . . maps to
( ∑
σ¯∈G/G′ cσ ⊗ [σ−1c−1t]⊗ σ−1c−10 ⊗ locν¯(σ−1c−1f))+ ( ∑
σ¯∈G/G′ σ ⊗ [σ−1t]⊗ σ−10 ⊗ locν¯(σ−1f))= ∑
σ¯∈G/G′ σ ⊗ [σ−1t]⊗ σ−10 ⊗ locν¯(σ−1f),
which, since elements of the form t⊗ 0 ⊗ f generate [TpE ⊗Zp(−1)]⊗H1Σ, shows that applying
IndGG to (4.3.16) and using the above standard identifications indeed yields the map from (4.3.11).
4.3.6 Second global cohomology group
Let the setting be as in the last subsection, i.e., we are given a p-adic Lie extension F∞/F such
that F (µp∞) ⊂ F∞ and ∪nFn = F∞, where each Fn is a finite Galois extension of F . As above, T
is a free finitely generated Zp-module with continuous GΣ-action which factors through G. We
then have isomorphisms, see section A.3,
lim←Ð
n
H2(Gn,Σ, T ) =H2(GΣ,Λ# ⊗ T )
= T (−1)⊗Zp H2(GΣ,Λ#(1)).
Now, we also assume that only finitely many primes ramify in F∞/F . We then have a short
exact sequence, see ([Kat06], p. 555),
0Ð→H2(GΣp ,Λ#(1))Ð→H2(GΣ,Λ#(1))Ð→ ⊕
ν∈Σf∖Σp c−IndGνG Zp Ð→ 0.
Having studied (the projective limits of) the terms appearing in (4.2.2), we conclude that
passing to the projective limit of (4.2.2) for the various Fn yields an exact sequence isomorphic
to (4.3.1).
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Chapter 5
The element Ωp,u,u′
We will see in this chapter that a choice of global unit u as in assumption 2.3.1 and a choice of local
unit u′ as in assumption 3.2.1 each canonically determine a generator of (IndG′G (TpE/T 0(−1)⊗Zp
H1loc))S∗ which is a free Λ(G)S∗-module of rank 1. The element Ωp,u,u′ ∈ Λ(G)×S∗ is then defined
to be the base change of these two bases. In (5.4.1) we will determine its image in K0(MH(G))
under the connecting homomorphism from K-theory, which will be an important ingredient in
the proof the main theorem 6.2.3 in chapter 6.
5.1 Setting
Fix a prime number p ∈ Zp, p /= 2, and embeddings Q ⊂ Qp and Q ⊂ C. Let E/Q be an elliptic
curve with complex multiplication by OK and good ordinary reduction at p, which we assume
to split in the quadratic imaginary number field K.
As before, we set K∞ = ∪nKn, where Kn = K(E[pn]). We write p = (pi) (resp. ν¯) for the
prime of K (resp. K∞) above p that is determined by the embedding Q ⊂ Qp. The other, complex
conjugate prime of K above p we denote by p¯ = (p¯i). Moreover, we set
G = G(K∞/Q), G = G(K∞/K) and G′ = G(K∞,ν¯/Qp) = G(K∞,ν¯/Kp)
and define subgroups
H = G(K∞/Qcyc), H = G(K∞/Kcyc) and H′ = G(K∞,ν¯/Qcycp )
of G, G and G′ respectively. By the splitting assumption we have G(K∞,ν¯/Qp) = G(K∞,ν¯/Kp)
and we also write G′ for G′. This makes sense since when we identify G′ with the decomposition
group of ν¯ in G (which we will do without further mentioning) it is already a subgroup of G.
Note that the extension K∞,ν¯/Qp meets all requirements of the setting that we studied in chapter
3. In fact, G(K∞,ν¯/Qp) ⊂ G is abelian, ∪nK(E[p¯in]) contains a Zp-extension of K in which p
is unramified and µp∞ ⊂ K∞ by the Weil pairing so that the abelian extension K∞,ν¯/Kp is
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indeed of the form K ′(µp∞)/Qp for some infinite unramified extension K ′/Qp. Let us write Λ′
for Λ(G′) = Λ(G′). For the Ore sets as defined in chapters 2 and 3 we write
S ⊂ S∗ ⊂ Λ(G), S ⊂ S∗ ⊂ Λ(G) and S ′ ⊂ S ′∗ ⊂ Λ′.
Remark 5.1.1. We recall that the discriminant −D of any quadratic imaginary field K =
Q(√−D) as above is divisible by one (positive) prime number in Z only, which we will de-
note by lK , compare ([Sil99], Appendix A, §3) or see subsection A.6.3. In the following we will
write Σ for the set of places of K consisting of the places Σp = {p, p¯} above p, of the complex
archimedean place Σ∞ = {ν∞} and the places Σbad,K where E/K has bad reduction, i.e.,
Σ = Σp ∪Σ∞ ∪Σbad,K
Then, we write ΣQ for the places of Q below those in Σ and assume that
QΣQ =KΣ, (5.1.1)
so that, in particular, GΣ(K) ⊂ GΣQ(Q). This condition is satisfied if we choose one of the
representatives E/Q with complex multiplication by OK with minimal discriminant listed in
Appendix A, §3 of Silverman’s book [Sil99]. In fact, writing f = fψ for the conductor of the
Gro¨ßencharacter ψ attached to E/K (considered as a curve over K), we know by theorem A.6.8
and proposition A.6.9 that for such a curve
f = lr, r ≥ 1,
is a prime power of the unique (lK ramifies in K) prime ideal l lying above ZlK . Hence, Σbad,K ={l} so that ΣQ = {p} ∪ {lK} ∪ {ν∞∣Q} and {lK} coincides with the set Σbad,Q consisting of the
unique prime of Z at which E/Q has bad reduction. We conclude that Σ is precisely the set of
primes of K above the primes of ΣQ and, since ΣQ contains the unique prime ZlK which ramifies
in K/Q, that (5.1.1) holds.




Note that, since GΣ(K) ⊂ GΣQ(Q), each module Hm(GΣ(Kn),Zp(1)) naturally carries an action
of G(Kn/Q) = GΣQ(Q)/GΣ(Kn) and, by restriction, a G(Kn/K)-action, just note that Kn, as
the composite of K and Q(E[pn]), is Galois over Q and see ([NSW08], (1.6.3) Proposition). For
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where we write ν¯ also for the prime of Kn below the prime ν¯ of K∞. We setE¯∞ = lim←Ð
n
(O×Kn ⊗Z Zp),
for the projective limit of the p-adic completions of the units of Kn, which, for all practical
purposes, we identify via the Kummer sequence with HmΣE¯∞ ≅ H1Σ,




ω∣pO1Kn,ω ≅ lim←Ðn ∏ω∣p Oˆ×Kn,ω ,
where Kn,ω denotes the completion of Kn at the some prime ω of Kn above p. Note that since
the (strong) version of the Leopoldt conjecture holds for the fields Kn, see (2.4.4), we have an
embedding E¯∞ ↪ U∞. For the local principal units in the extension K∞,ν/Qp we writeU ′(K∞,ν¯) = lim←Ð
n
Oˆ×Kn,ν¯ .
Note that G′ = G′ is of finite index in G and that we have an isomorphism
IndG
′
G U ′(K∞,ν¯) ≅ U∞
induced by the natural embedding U ′(K∞,ν)↪ U∞. Since K∞,ν/Qp is of infinite residue degree,
the Kummer sequence identifies U ′(K∞,ν¯) with H1locU ′(K∞,ν¯) ≅ H1loc.
5.2 Choices of u and u′
Recall the assumption 2.3.1 that there exists u ∈ lim←ÐnO×Kn such that
Λ(G)S∗ Ð→ (E¯∞)S∗ ≅ (H1Σ)S∗ , 1z→ u
is an isomorphism of Λ(G)S∗-modules. Also recall assumption 3.2.1 that there exists u′ ∈U ′(K∞,ν¯) such that
Λ′S′∗ Ð→ (U ′(K∞,ν¯))S′∗ ≅ (H1loc)S′∗ , 1z→ u′
is an isomorphism of Λ′S′∗-modules. These assumptions guarantee that the quotients
H1Σ/Λ(G)u and H1loc/Λ(G′)u′,
are S∗- and S ′∗-torsion, i.e., they belong to the categories S∗ − tor = MH(G) and S ′∗ − tor =
MH′(G′), respectively. We want to recall the choices of u and u′.
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5.2.1 Local Case
Fix a generator  of Zp(1) = lim←Ðn µpn and write K ′ for the intersection K∞,ν¯ ∩ Qurp in Qp.
We defined Λ′ϕp ∶= {x ∈ Λ˜′ ∣ φ(x) = ϕp ⋅ x}, where the arithmetic Frobenius φ ∈ G(Qurp /Qp)
acts on the coefficients of Λ˜′ = Ẑurp ⊗ˆZpΛ′ and ϕp ⋅ x is multiplication of x with the element
ϕp = (1, φ∣K′) ∈ G(Qp(ζp∞)/Qp) ×G(K ′/Qp) ≅ G′. Recall the exact sequence from (3.3.7)
0Ð→ U ′(K∞,ν¯) −L−1Ð→ Tun(K∞,ν¯)⊗Λ′ Λ′ϕp Ð→ Zp(1)Ð→ 0 (5.2.1)
which, as in [Ven13], was constructed by passing to the limit of Coleman’s exact sequences for
Gˆm and the finite unramified subextensions in K∞,ν¯/Qp. The module Tun(K∞,ν¯)⊗Λ′ Λ′ϕp in the
middle of (5.2.1) is non-canonically isomorphic to Λ′, see (loc. cit. Proposition 2.1 and its proof).
Fixing a Λ′-generator λ′ of Λ′ϕp , we get an isomorphism
Λ′S′ (Tun(K∞,ν¯)⊗Λ′ Λ′ϕp)S′ U ′(K∞,ν¯)S′1↦ 1⊗ λ′ (−L−1)−1S′ (5.2.2)
and define the element uλ′/sλ′ ∈ U ′(K∞,ν¯)S′ as the image of 1 under this isomorphism. Then uλ′
is an element satisfying the condition for assumption 3.2.1. Note that for any λ ∈ Λ′ ∩ (Λ′S′)×,
the element λuλ′ also satisfies the condition for assumption 3.2.1.
The annihilator of uλ′ in Λ′ is trivial. Indeed, if a ∈ Λ′ annihilates uλ′ , then it annihilates
uλ′/sλ′ ∈ U ′(K∞,ν¯)S′ and hence also 1 = 1/1 ∈ Λ′S′ which means that a/1 = 0 in Λ′S′ which implies
that a = 0 since S ′ does not contain any zero-divisors, see ([CFK+05], Theorem 2.4).
5.2.2 Global Case
In the global setting we considered compatible systems of elliptic units e(a) ∈ lim←ÐnO×Kn for an
integral ideal a of K prime to 6pf, see definition 2.4.24 (we used two variables there to distinguish
between pi- and p¯i-power torsion points, which is not necessary for our purposes in this chapter).
We write u(a) for the image of e(a) in E¯∞ ⊂ U∞. For the commutative main theorem 2.4.41
we then restricted to a prime ideal q of K that, in addition to being prime to 6pf has norm
Nq congruent to 1 modulo (p). Let us assume that E¯∞/C∞ is S∗-torsion, which implies that
H1Σ/Λ(G)u(q) is S∗-torsion, see remark 2.4.40.
We know from proposition 2.4.28 that λ is a non-zero divisor in Λ(G, Ẑurp ). Since neither
xq = N(q)−σq nor 12 ∈ Z×p are zero divisors, it follows that 12xqλ = L(u(q)) is not a zero divisor
in Λ(G, Ẑurp ). In particular, annΛ(G)u(q) = 0. We conclude that u(q) (or, strictly speaking, e(q))
satisfies the above global assumption under the assumption that E¯∞/C∞ is S∗-torsion.
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5.3 Definition
Using corollary A.3.10 we extract from the Poitou-Tate sequence (4.3.1) an exact sequence
0→ T (−1)⊗Zp H1Σ locÐ→ IndG′G (T /T 0(−1)⊗Zp H1loc)→ Sel(K∞, T ∗(1))∨, (5.3.1)
where T = TpE and T 0 = TpE ∩ Vp(Eˆ). As before, we write
S ⊂ S∗ ⊂ Λ(G), S ⊂ S∗ ⊂ Λ(G) and S ′ ⊂ S ′∗ ⊂ Λ′.
for the canonical Ore sets in Λ(G), Λ(G) and Λ′ = Λ(G′) = Λ(G′), respectively, as in (A.8.1)
and (A.8.2). Let u ∈ lim←ÐnO×Kn and u′ ∈ U ′(K∞,ν¯) be any global and local units satisfying
assumptions 2.3.1 (for G) and 3.2.1, respectively. We also write u and u′ for the images in H1Σ
and H1loc, respectively.
5.3.1 Global contribution
Since S∗ contains no non-trivial zero divisors by ([CFK+05], Theorem 2.4) we have annΛ(G)u = 0.
Hence, we get an exact sequence
0→ Λ(G) 1↦uÐ→ ResGGH1Σ → H1Σ/Λ(G)u→ 0,
where we write ResGGH1Σ for H1Σ to emphasize that the Λ(G) action on H1Σ is the restriction of a
Λ(G)-action. We twist this sequence with Tp¯i(−1) = Tp¯i(E)(−1) and get
0→ Tp¯i(−1)⊗Zp Λ(G)→ Tp¯i(−1)⊗Zp ResGGH1Σ → Tp¯i(−1)⊗Zp (H1Σ/Λ(G)u)→ 0, (5.3.2)
where each modules is equipped with the Λ(G)-action induced by the diagonal G-action. We
now fix a basis tp¯i of Tp¯i ≅ Zp and, as before, a basis  of Zp(1), which determines a basis of
Zp(−1). Together, tp¯i and  determine a basis t = tp¯i, of Tp¯i(−1), which, in turn, determines an
isomorphism
φt = φtp¯i, ∶ Tp¯i(−1)⊗Zp Λ(G) ≅ Λ(G)
of left Λ(G)-modules as in lemma 1.1.1. Using this isomorphism and applying IndGG to (5.3.2)
we get an exact sequence
0→ Λ(G) φt,uÐ→ Tp(−1)⊗Zp H1Σ → IndGG (Tp¯i(−1)⊗Zp (H1Σ/Λ(G)u))→ 0, (5.3.3)
where we used the isomorphism IndGG (Tp¯i(−1)⊗Zp ResGGH1Σ) ≅ Tp(−1)⊗Zp H1Σ.
Remark 5.3.1. We note that for a finitely generated Λ(G)-module M we canonically have
IndGGM ≅ Λ(G)⊗Λ(G)M , compare corollary A.8.9.
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Since H1Σ/Λ(G)u is S∗-torsion, lemma 1.1.14 shows that Tp¯i(−1)⊗Zp (H1Σ/Λ(G)u) is S∗-torsion.
Tp¯i(−1) ⊗Zp (H1Σ/Λ(G)u) is also finitely generated over Λ(G), which follows from lemma 1.1.1.
Therefore, we may apply corollary A.8.16 stating that IndGG (Tp¯i(−1) ⊗Zp (H1Σ/Λ(G)u)) is thenS∗-torsion.
We conclude that the image of 1 under the map φt,u from (5.3.3), which is given by
φt,u(1) = t⊗ u,
generates (Tp(−1)⊗ZpH1Σ)S∗ as a Λ(G)S∗-module. It also follows from (5.3.3) that in K0(MH(G))
we have [(Tp(−1)⊗Zp H1Σ)/Λ(G)φt,u(1)] = [IndGG (Tp¯i(−1)⊗Zp (H1Σ/Λ(G)u))]. (5.3.4)
5.3.2 Local contribution
In the local situation we proceed similarly and note that while G′ is, in general, not a normal
subgroup of G, it still holds that for a finitely generated Λ′-module M we canonically have
IndG′G M ≅ Λ(G)⊗Λ′ M , compare corollary A.8.9.
Since S′∗ contains no non-trivial zero divisors annΛ′(u′) = 0, see ([CFK+05], Theorem 2.4),
and we get an exact sequence
0→ Λ′ 1↦u′Ð→ H1loc → H1loc/Λ′u′ → 0.
Recall the definition of T 0 from section 4.3 and let us write T for TpE considered as a G′-module.
We twist the above exact sequence with T ′ ∶= (T /T 0)(−1), which is free as a Zp-module of rank
1 (it always embedds into TpE˜, which is free of rank one by our ordinary reduction assumption)
and get
0→ T ′ ⊗Zp Λ′ → T ′ ⊗Zp H1loc → T ′ ⊗Zp (H1loc/Λ′u′)→ 0. (5.3.5)
Fixing a basis t0 of T /T 0 and a basis  of Zp(1) as above (the one induced by the global choice
and the fixed embedding Q ⊂ Qp) we get a basis t′ = t′0, of T ′. This choice determines an
isomorphism
φt′ ∶ T ′ ⊗Zp Λ′ ≅ Λ′
of left Λ′-modules as in lemma 1.1.1. Using this isomorphism and applying IndG′G to (5.3.5) we
get an exact sequence
0→ Λ(G) φt′,u′Ð→ IndG′G (T ′ ⊗Zp H1loc)→ IndG′G (T ′ ⊗Zp (H1loc/Λ′u′))→ 0. (5.3.6)
As in the global case, using ([CFK+05], Proposition 2.3), lemma 1.1.1 and corollary A.8.16, one
can show that IndG′G (T ′ ⊗Zp (H1loc/Λ′u′)) is S∗-torsion.
We conclude that the image of 1 under the map φt′,u′ from (5.3.6), which is given by
φt′,u′(1) = 1⊗ t′ ⊗ u′ ∈ Λ(G)⊗Λ′ (T ′ ⊗Zp H1loc),
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generates (IndG′G (T ′ ⊗Zp H1loc))S∗ as a Λ(G)S∗-module. Moreover, it follows from (5.3.6) that in
K0(MH(G)) we have the equality[(IndG′G (T ′ ⊗Zp H1loc))/Λ(G)φt′,u′(1)] = [IndG′G (T ′ ⊗Zp (H1loc/Λ′u′))] (5.3.7)
From now on we assume the following fundamental conjecture.
Conjecture 5.3.2 (Torsion Conjecture). The dual Sel(F∞, T ∗(1))∨ of the Selmer group isS∗-torsion.
This assumption implies that the first two terms of (5.3.1) become isomorphic after extending
scalars to Λ(G)S∗ . In particular, we now have two generators
φt′,u′(1) and loc(φt,u(1))
of (IndG′G (T /T 0(−1)⊗Zp H1loc))S∗ as a Λ(G)S∗-module.
Definition 5.3.3 (of Ωp,u,u′). We define the element Ωp,u,t,u′,t′ ∈ Λ(G)S∗ by the equation
Ωp,u,t,u′,t′ ⋅ φt′,u′(1) = loc(φt,u(1))
and note that Ωp,u,t,u′,t′ actually belongs to Λ(G)×S∗ since φt′,u′(1) and loc(φt,u(1)) are both
generators of (IndG′G (T /T 0(−1)⊗Zp H1loc))S∗ . We will show next that a choice of t determines t′
canonically and that Ωp,u,t,u′,t′ is then independent of t and t′.
Remark 5.3.4 (Independence of t, t′). In the local setting we fixed a generator t0 of TpE/TpEˆ
and in the global setting we fixed a generator tp¯i of Tp¯iE. It follows from (A.6.14) and proposition
A.6.13 that we have a canonical isomorphism
Tp¯iE ≅ TpE/TpEˆ ≅ TpE˜, (5.3.8)
which means that a global choice, i.e., a generator of Tp¯iE, canonically determines a local choice,
and vice versa.
Let us choose a generator tp¯i of Tp¯iE and write t0 for the image of tp¯i under Tp¯iE ≅ TpE/TpEˆ.
Moreover, for a fixed generator  of lim←Ðn µpn(Q¯) let us also write  for the generator of lim←Ðn µpn(Q¯p)
induced by Q¯ ⊂ Q¯p. With these choices we have
Tp¯iE(−1) ≅ (TpE/TpEˆ)(−1), tz→ t′.
Any other choice of generator of Tp¯iE(−1) is of the form at for a ∈ Z×p and at determines at′ via
ι. Since φat′,u′(1) = 1⊗ at′ ⊗ u′ and φat,u(1) = at⊗ u for any a ∈ Z×p we have
loc(φat,u(1)) = a ⋅ loc(φt,u(1)) and aφt′,u′(1) = φat′,u′(1)
and therefore
Ωp,u,t,u′,t′ = Ωp,u,at,u′,at′
for any a ∈ Z×p . We conclude that Ωp,u,t,u′,t′ is independent of t and t′ as long as we let t determine
t′ canonically via ι. We shall henceforth let t determine t′ and simply write Ωp,u,u′ for Ωp,u,t,u′,t′ .
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5.4 Relations in K0(MH(G))






M = IndG′G ((TpE/T 0)(−1)⊗Zp H1loc)
Λ = Λ(G).
By definition and since S∗ does not contain any non-trivial zero divisors, we have
λΩ ⋅ x = sΩ ⋅ y
in Λ. We get the two exact sequences
0→ Λx/Λ(λΩ ⋅ x)→M/Λ(λΩ ⋅ x)→M/Λx→ 0
and
0→ Λy/Λ(sΩ ⋅ y)→M/Λ(sΩ ⋅ y)→M/Λy → 0.
Since x and y are generators of MS∗ ≅ ΛS∗ and since S∗ does not contain any non-trivial zero
divisors we have annΛ(x) = 0 = annΛ(y). It follows that
Λx/Λ(λΩ ⋅ x) ≅ Λ/ΛλΩ and Λy/Λ(sΩ ⋅ y) ≅ Λ/ΛsΩ.
In K0(MH(G)) we get
[M/Λx] = [M/Λ(λΩ ⋅ x)] − [Λx/Λ(λΩ ⋅ x)]= [M/Λ(sΩ ⋅ y)] − [Λ/ΛλΩ]= [M/Λy] + [Λy/Λ(sΩ ⋅ y)] − [Λ/ΛλΩ]= [M/Λy] + [Λ/ΛsΩ] − [Λ/ΛλΩ]
Rewriting this reads
[Λ/ΛλΩ] − [Λ/ΛsΩ] + [IndG′G ((TpE/T 0)(−1)⊗Zp H1loc)/Λφt′,u′(1)]= [IndG′G ((TpE/T 0)(−1)⊗Zp H1loc)/Λloc(φt,u(1))] (5.4.1)
and we note that B([Ωp,u,u′]) = [Λ/ΛλΩ] − [Λ/ΛsΩ] where B ∶ K1(Λ(G)S∗) → K0(MH(G))
is the connecting homomorphism from K-theory and [Ωp,u,u′] denotes the image of Ωp,u,u′ in
K1(Λ(G)S∗).
Chapter 6
Twist conjecture for Elliptic Curves
E/Q with CM
In this chapter, we study the third and last of Kato’s conjectures which were mentioned in the
introduction of this thesis. This last conjecture, in some sense, is the culmination of the work
we have done so far. While the study of Lp,u ∈K1(Zp[[G]]S∗) and Ep,u′ ∈K1(Ẑurp [[G′]]S˜′∗) from
the previous chapters is certainly interesting in its own right, it is strongly motivated by the
following question: Is it possible to express p-adic L-functions of motives M (satisfying, at the
minimum, conditions (C1) and (C2) from [FK06]), up to elements of the form Ωp,u,u′ , as twists of
universal elements such as Lp,u and Ep,u′ by p-adic representations associated to M? Moreover,
is such an element a characteristic element of the Pontryagin dual of the Selmer group (or Selmer
complex as in loc. cit.)?
Since (in his talk in Cambridge) Kato did not give a precise interpolation formula for the
element starring in his third conjecture, we do not aim to state the conjecture in the greatest
generality and simply restrict to the setting in which we can prove it. Therefore, let us consider
an elliptic curve E defined over Q with complex mutliplication by OK , the conductor of which
is a prime power (in K). In this setting we will define an element Lp,u,u′,E ∈ K1(Zˆurp [[G]]S˜∗) in
terms of twists of the elements Lp,u and Ep,u′ studied in chapters 2 and 3, respectively, and in
terms of Ωp,u,u′ defined in section 5.3. We will then prove that Lp,u,u′,E (up to an Euler factor)
is a characteristic element of the dual Selmer group, see theorem 6.2.3. Moreover, we show in
corollary 6.2.6 that Lp,u,u′,E coincides with τψ−1(λ), the twist of de Shalit’s element λ (from
definition 2.4.24) by the inverse ψ−1 of the Gro¨ßencharacter ψ attached to E/K which gives the
action of G = G(K([p∞])/K) on TpiE. For τψ−1(λ) an interpolation property is immediately
derived from ([dS87], Theorem 4.14, p. 80) and ([BV10], Lemma 2.10, p. 394).
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6.1 Setting
Let E/Q be one of the elliptic curves listed in Appendix A, §3 of Silverman’s book [Sil99] with
complex multiplication by OK , which are representatives of their Q¯-isomorphism classes with
minimal discriminant. Such a curve has bad reduction at precisely one prime number l = lK in Z,
which coincides with the unique prime dividing the discriminant of K as we explain in subsection
A.6.3.
Remark 6.1.1. Instead of restricting to one of the above curves, we could take any elliptic curve
E/Q with complex multiplication by OK that has bad reduction at precisely one prime l of Z
such that l is the only prime of Z that ramifies in K. The conductor over K of such a curve is
then a non-trivial prime power by the fact that E cannot have good reduction everywhere over
K, which was proven by Stroeker ([Str83], (1.7) Main Theorem).
We fix a prime number p ∈ Z, p ≥ 5, at which E has good reduction and which splits in K.
Recall from proposition A.6.2 that E has then good ordinary reduction at the primes p and p¯
of K above p. We fix an embedding Q¯ ⊂ Q¯p and assume that restricted to K this embedding
determines the valuation corresponding to p. We assume that the torsion conjecture 5.3.2 holds,
i.e., that Sel(F∞, TpE∗(1))∨ is S∗-torsion.
Remark 6.1.2. Assuming that Sel(F∞, TpE∗(1))∨ is S∗-torsion implies, by the Poitou-Tate
sequence from (4.3.1), and corollary 2.4.34 that H2(GΣ(Q),Λ(G)# ⊗ TpE) ≅ TpE(−1) ⊗ H2Σ isS∗-torsion. Since G is of finite index in G it follows that TpE(−1)⊗H2Σ is S∗-torsion. But as G-
modules we have an injection TpiE(−1)⊗H2Σ ↪ TpE(−1)⊗H2Σ, which shows that TpiE(−1)⊗H2Σ
is S∗-torsion. Since TpiE(−1) is of Zp-rank 1 we can twist this module by the inverse of the
character giving the action of G on TpiE(−1) and, hence, conclude that H2Σ must be S∗-torsion.
It follows now from remark 2.3.5 that A∞ = lim←Ðk,n(Cl(Kk,n){p}) is S∗-torsion. Hence, the
Sel(F∞, TpE∗(1))∨-torsion assumption implies the torsion assumption from the commutative
main theorem 2.4.41.
Let us fix a complex period Ω such that for the period lattice L of E we have L = OKΩ. We also
fix a generator  of Zp(1) as in [dS87] and let these choices determine the period Ωp as in (loc.
cit., p. 67f), which determines an isomorphism θ = θΩp ∶ Gm ≅ Eˆ of formal groups.
As before we write ψ for the Gro¨ßencharacter attached to E/K and set pi = ψ(p) and p¯i =
ψ(p) = ψ(p¯) (where the last equation holds by ([Kat76], p. 559)) for the generators of p and p¯,
respectively. Recall that we write
S ⊂ S∗ ⊂ Λ(G), S ⊂ S∗ ⊂ Λ(G) and S ′ ⊂ S ′∗ ⊂ Λ(G′).
for the canonical Ore sets in Λ(G), Λ(G) and Λ(G′), respectively, as in [CFK+05]. For the Ore
sets in the Iwasawa algebras with Zˆurp -coefficients Zˆurp [[G]], Zˆurp [[G]] and Zˆurp [[G′]] we will write
S˜∗ ⊂ Zˆurp [[G]], S˜∗ ⊂ Zˆurp [[G]] and S˜ ′∗ ⊂ Zˆurp [[G′]].
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Let us make a remark linking the setting considered in this chapter to some of the previous
chapters. We write Kn =K(E[pn]), n ≥ 1, and Λ′ = Λ(G′) = Λ(G′).
Remark 6.1.3. (i) If we consider the curve E/Q as a curve over K all the assumptions from
the setting of subsection 2.4.6 are satisfied, including assumption 2.4.29 that
f = lr, r ≥ 1,
where f denotes the conductor of the Gro¨ßencharacter ψ attached to E/K and l is a prime
ideal of OK , compare remark 5.1.1. Hence, up to the assumption that lim←Ðn(Cl(Kn){p})
is S∗-torsion, the commutative main theorem 2.4.41 holds. Moreover, when we consider
the decomposition group G′ ≅ G(K∞,ν¯/Qp) of a fixed prime ν¯ of K∞ =K(E[p∞]) above p,
then we are in the setting of section 3.3. In particular, the local main conjecture holds in
this case. Furthermore, since we assume that the torsion conjecture 5.3.2 holds (which was
used to define Ωp,u,u′), our present setting satisfies all conditions of the setting considered
in section 5.1 where we studied Ωp,u,u′ , including the assumption from (5.1.1), compare
also remark 5.1.1.
(ii) We note that the compact p-adic Lie group G′ and its closed normal subgroup H′ =
Gal(K∞,ν¯/Qcycp ) satisfy the conditions (i), (ii) and (iii) from subsection 1.2.1, for which
we recall the decomposition from (3.3.1), that G′ embedds into G, which has no elements
of order p, and the fact that K∞,ν¯ contains an unramified Zp-extension of Kp ≅ Qp gener-
ated by the coordinates of points in E[p¯i∞], where p¯i denotes a fixed generator of p¯ implying
that the abelian group H′ also has dimension 1 as a p-adic Lie group. Therefore, the classes
of modules that are finitely generated over Zp vanish in K0(MH′(G′)) by corollary 1.2.3.
Recall from remark 2.4.36 that a similar statement holds for G and H. Moreover, corollary
1.2.4 applies to G ⊂ G and H = G ∩H and to G′ ⊂ G and H′ = G′ ∩H, respectively (here we
identify G′ and H′ with their images in G, compare example A.8.7 in the appendix).
(iii) Recall from (1.1.2) that in order to define the twist operators on K1-groups, we fixed a Zp-
basis of the representation space. Throughout this chapter we fix the same basis tp¯i of Tp¯iE
as in section 5.3 where we defined Ωp,u,u′ . We also identify Tp¯iE with Tp¯i,⋅pE (the p¯i-adic Tate
module with transition maps given by multiplication with p) as in remark A.6.12 and recall
from the same remark that Tp¯i,⋅pE naturally embedds into TpE. Let us write [−] ∶ TpE Ð→
TpE/TpEˆ for the canonical projection and recall from remark 5.3.4 that it restricts to an
isomorphism [−] ∶ Tp¯iE ∼Ð→ TpE/TpEˆ. Hence, tp¯i canonically determines a basis t0 = [tp¯i]
of TpE/TpEˆ. Together with our fixed generator  of Zp(1) which determines a basis 0 of
Zp(−1), these determine bases t = tp¯i⊗0 and t′ = [tp¯i]⊗0 of Tp¯iE(−1) and (TpE/TpEˆ)(−1),
respectively, such that under the natural map ι1 ∶ TpE(−1)Ð→ (TpE/TpEˆ)(−1) induced by[−] we have t↦ t′. We also write ι1 for the restriction of ι1 to Tp¯iE(−1).
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6.2 Main theorems
Our first task is to define the element Lp,u,u′,E ∈K1(Zˆurp [[G]]S˜∗) in terms of twists of the elements
Lp,u and Ep,u′ and in terms of Ωp,u,u′ . The element Ep,u′ from the local main conjecture (which is a
theorem in the setting considered in the present chapter) will be twisted by the G′-representation(TpE/TpEˆ)(−1), which is of Zp-rank 1. We will write τE/Eˆ(−1) for the twist operator from
corollary 1.1.10 on K1(Zˆurp [[G′]]S˜′∗) induced by (TpE/TpEˆ)(−1). The element Lp,u ∶= 1xq from
the commutative global theorem 2.4.41 will be twisted by the G-representation Tp¯iE(−1), which
is also of Zp-rank 1. We will write τEp¯i(−1) for the twist operator from corollary 1.1.10 on
K1(Λ(G)S∗) induced by Tp¯iE(−1). We want to consider the elements
τEp¯i(−1)(Lp,u) ∈K1(Λ(G)S∗), τE/Eˆ(−1)(Ep,u′) ∈K1(Zˆurp [[G′]]S˜′∗), Ωp,u,u′ ∈K1(Λ(G)S∗)
(6.2.1)
in one common K1-group. By corollary A.8.15 and remark 3.1.5 we have inclusions
S∗ ⊂ S∗ ⊂ S˜∗ and S˜ ′∗ ⊂ S˜∗
and therefore we have natural inclusions of rings (via which we consider all of the following rings
as subrings of Zˆurp [[G]]S˜∗)
Λ(G)S∗ Λ(G)S∗ Zˆurp [[G]]S˜∗
Zˆurp [[G′]]S˜′∗ (6.2.2)
which induce maps
K1(Λ(G)S∗) K1(Λ(G)S∗) K1(Zˆurp [[G]]S˜∗)
K1(Zˆurp [[G′]]S˜′∗). (6.2.3)
It is through these maps that we consider the images of the elements from (6.2.1) in the group
K1(Zˆurp [[G]]S˜∗). We are now in a position to make the following
Definition 6.2.1 (of Lp,u,E). We define an element Lp,u,E in K1(Zˆurp [[G]]S˜∗) by
Lp,u,E = τEp¯i(−1)(Lp,u)
τE/Eˆ(−1)(Ep,u′) ⋅Ωp,u,u′ ⋅ 112 ,
which is independent of u′ as we show in theorem 6.2.5 and note that 12 ∈ Z×p since p ≥ 5 by
assumption.
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Remark 6.2.2. We could have also defined Lp,u,E as an element in the intersection of Iwasawa
algebras (Zˆurp [[G]]S˜∗)×⋂ Zˆurp [[G]]S∗
since the representations by which we twist have Zp-rank 1. In fact, τEp¯i(−1)(Lp,u) comes from
τEp¯i(−1)(1/xq) ∈ Λ(G)×S with xq = Nq − Frobq ∈ Λ(G)×S , where we also write τEp¯i(−1) for the ring
homomorphism Λ(G)S∗ → Λ(G)S∗ from proposition 1.1.9 corresponding to Tp¯iE(−1). Likewise,
recall from (3.3.12) that Ep,u′ was originally defined as an element in (Zˆurp [[G′]]S˜′∗)× and E−1p,u′ ∈
Zˆurp [[G′]], so that we can interpret τE/Eˆ(−1)(Ep,u′) as an element of (Zˆurp [[G′]]S˜′∗)×, where, as
above, we consider τE/Eˆ(−1) also as the ring homomorphism Zˆurp [[G′]]S˜′∗ → Zˆurp [[G′]]S˜′∗ from
proposition 1.1.9 induced by (TpE/TpEˆ)(−1). Lastly, Ωp,u,u′ is, by definition 5.3.3, an element
in Λ(G)×S∗ .
Before stating our first theorem let us recall some more facts from K-theory. First, recall the
definition of the torsion categories MH(G), MH(G), MZˆurp ,H(G) and MZˆurp ,H′(G′) from definiton
1.1.18. Moreover, recall from lemma A.8.8 that Λ(G) is free of rank [G ∶ G] over Λ(G) (in
particular flat over Λ(G)) and Zˆurp [[G]] is free over Zˆurp [[G′]] of rank [G ∶ G′]. Moreover, for
a finitely generated Λ(G)-module M we have Zˆurp [[G]] ⊗Λ(G) M ≅ Zˆurp ⊗ˆZpM , see remark 3.1.4,
and Zˆurp ⊗ˆZp− is exact on pseudo-compact Zp-modules, see proposition A.8.17 (finitely generated
Λ(G)-modules are pseodo-compact as Zp-modules). Corollary A.8.16 and lemma A.8.20 therefore
imply that we have maps
K0(MH(G))Ð→K0(MH(G)), [M]z→ [Λ(G)⊗Λ(G)M] = [IndGGM]
K0(MH(G))Ð→K0(MZˆurp ,H(G)), [M]z→ [Zˆurp ⊗ˆZpM] = [Zˆurp [[G]]⊗Λ(G)M]
K0(MZˆurp ,H′(G′))Ð→K0(MZˆurp ,H(G)), [M]z→ [Zˆurp [[G]]⊗Zˆurp [[G′]]M] = [IndG′G M],
see also corollary A.8.9. Lastly, let us recall the following exact sequence from K-theory
K1(Zˆurp [[G]])Ð→K1(Zˆurp [[G]]S˜∗) BÐ→K0(MZˆurp ,H(G))Ð→K0(Zˆurp [[G]])↠K0(Zˆurp [[G]]S˜∗).
We now prove one of the main theorems of this thesis.
Theorem 6.2.3. Let the setting be as above. Assume that Sel(K∞, T ∗(1))∨ is S∗-torsion.
Then, up to a twisted Euler factor, Lp,u,E is a characteristic element of Zˆurp ⊗ˆZpSel(K∞, TpE∗(1))∨,
i.e., we have
B(Lp,u,E) = [Sel(K∞, TpE∗(1))∨]Λ˜ + [IndGνlG TpE(−1)]Λ˜,
where l is the unique prime at which E/Q has bad reduction, Gνl is the decomposition group of
some place of K∞ above l and the notation [−]Λ˜ is defined in (6.2.4).
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Proof. Let us write Λ˜ = Zˆurp [[G]]. For any finitely generated Λ(G)-module M that is S∗-torsion
let us write [M]Λ˜ ∶= [Zˆurp [[G]]⊗Λ(G)M] = [Zˆurp ⊗ˆZpM] (6.2.4)
for its class in K0(MZˆurp ,H(G)). We will adopt a similar notation
[M]Λ˜ ∶= [Zˆurp [[G]]⊗Zˆurp [[G′]]M]
for a finitely generated Zˆurp [[G′]]-module M that is S˜ ′∗-torsion. We will use repeatedly the
diagram (1.1.9) which states that twisting on K1-groups corresponds to taking the tensor product
with the representation onK0-groups. The contribution of τEp¯i(−1)(Lp,u), by the defining property
(2.4.66) of Lp,u = 1xq , is given by
B(τEp¯i(−1)(Lp,u)) = [IndGG (Tp¯iE(−1)⊗Zp ResGGH2Σ)]Λ˜ − [IndGG (Tp¯iE(−1)⊗Zp H1Σ/Λ(G)u)]Λ˜= [TpE(−1)⊗Zp H2Σ)]Λ˜ − [(TpE(−1)⊗Zp H1Σ)/Λ(G)φt,u(1)]Λ˜ (6.2.5)
where the second equality follows from (5.3.4).
We write Λ˜′ = Zˆurp [[G′]] and T ′ = (TpE/TpEˆ)(−1) as before. The element Ep,u′ from the local
main theorem, by the defining property (3.2.2) of Ep,u′ , maps to
B(τE/Eˆ(−1)(Ep,u′)) = [T ′ ⊗Zp (Λ˜′ ⊗Λ′ H2loc)]Λ˜ − [T ′ ⊗Zp (Λ˜′ ⊗Λ′ (H1loc/Λ′u′))]Λ˜= [Λ˜′ ⊗Λ′ (T ′ ⊗Zp H2loc)]Λ˜ − [Λ˜′ ⊗Λ′ (T ′ ⊗Zp (H1loc/Λ′u′))]Λ˜= [Λ˜⊗Λ′ (T ′ ⊗Zp H2loc)] − [Λ˜⊗Λ′ (T ′ ⊗Zp (H1loc/Λ′u′))]= [IndG′G (T ′ ⊗Zp H2loc)]Λ˜ − [IndG′G (T ′ ⊗Zp (H1loc/Λ′u′))]Λ˜= [IndG′G (T ′ ⊗Zp H2loc)]Λ˜ − [(IndG′G (T ′ ⊗Zp H1loc))/Λ(G)φt′,u′(1)]Λ˜ (6.2.6)
where the second equality follows from corollary 1.1.7 (twisting commutes with extension of
scalars to Zˆurp ), the last equality from (5.3.7) and in the third and fourth equation we use the
isomorphisms
Λ˜⊗Λ˜′ Λ˜′ ⊗Λ′ M ≅ Λ˜⊗Λ′ M ≅ Λ˜⊗Λ(G) Λ(G)⊗Λ′ M
for a finitely generate Λ′-module M .
Let us write Λ = Λ(G). The element Ωp,u,u′ , by (5.4.1), maps to
B(Ωp,u,u′) = [Λ/ΛλΩ]Λ˜ − [Λ/ΛsΩ]Λ˜= [IndG′G (T ′ ⊗Zp H1loc)/Λloc(φt,u(1))]Λ˜− [IndG′G (T ′ ⊗Zp H1loc)/Λφt′,u′(1)]Λ˜. (6.2.7)
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We conclude from (6.2.5), (6.2.6) and (6.2.7) that the element Lp,u,E (the term 1/12 ∈ Z×p does
not alter the image) maps to
B(Lp,u,E) = B(τEp¯i(−1)(Lp,u)) − B(τE/Eˆ(−1)(Ep,u′)) + B(Ωp,u,u′)= [TpE(−1)⊗Zp H2Σ)]Λ˜ − [(TpE(−1)⊗Zp H1Σ)/Λ(G)φt,u(1)]Λ˜− [IndG′G (T ′ ⊗Zp H2loc)]Λ˜ + [IndG′G (T ′ ⊗Zp H1loc)/Λloc(φt,u(1))]Λ˜. (6.2.8)
Using corollary A.3.10 we can write the Poitou-Tate sequence from (4.3.1) as
0 TpE(−1)⊗Zp H1Σ IndG′G (T ′ ⊗Zp H1loc)
Sel(K∞, TpE∗(1))∨ TpE(−1)⊗Zp H2Σ
⊕q∈Σf IndGνqG TpE(−1) TpE(−1) 0.
loc
(6.2.9)
where we recall Σf = {p, l} where l is the unique prime at which E/Q has bad reduction. In the
above sequence we may pass to the quotients (TpE(−1)⊗Zp H1Σ)/Λ(G)φt,u(1) and IndG′G (T ′ ⊗Zp
H1loc)/Λloc(φt,u(1)) and still get an exact sequence as Λloc(φt,u(1)) lies in the kernel of the map
to the dual selmer group. By assumption Sel(F∞, T ∗(1))∨ is S∗-torsion. Moreover, corollary
2.4.34 implies that
Ind
GνlG TpE(−1) ≅ (IndGνlG Zp)⊗Zp TpE(−1)
is S∗-torsion. It follows from corollary 1.2.4, which we may use by remark 6.1.3 (ii), that
[IndG′G TpE(−1)] = 0, [TpE(−1)] = [IndGG TpiE] = 0, [IndG′G (T ′ ⊗Zp H2loc)] = 0
in K0(MH(G)). Hence, their images in K0(MZˆurp ,H(G)) vanish. It follows from (6.2.8) and the
above Poitou-Tate sequence that
B(Lp,u,u′) = [Sel(K∞, TpE∗(1))∨]Λ˜ + [IndGνlG TpE(−1)]Λ˜,
which concludes the proof. ◻
Next, we want to study the interpolation property of Lp,u,E and make a preparatory
Remark 6.2.4. (i) It is well-known that the Weil pairing (compare subsection A.2.1) induces
an isomorphism ⋀2(TpE) ≅ Zp(1). Hence, the determinant of ρE ∶ G Ð→ AutZp(TpE) is
given by the cyclotomic character κ, i.e., we have
ψ ⋅ ψ¯ = det(ρE) = κ,
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where ψ¯ is the Gro¨ßencharacter of infinity type (0,1) attached to E. Since the action of
G on Tp¯iE is given by ψ¯ we see that Tp¯iE(−1) corresponds to ψ¯ ⋅ κ−1 = ψ−1. In particular,
under the ring homomorphism τEp¯i(−1) ∶ Λ(G)→ Λ(G) we have for any g ∈ G
τEp¯i(−1)(g) def= ψ−1(g−1)g = ψ(g)g.
(ii) Recall from proposition 1.1.9 that the twist operators τE/Eˆ(−1) and τEp¯i(−1) are induced by
ring homomorphisms between the respective localized Iwasawa algebras and note by the
isomorphism from (5.3.8) that these fit into a commutative diagram
Zˆurp [[G′]]S˜′∗ Zˆurp [[G′]]S˜′∗ Zˆurp [[G]]S˜∗




where the vertical injections and the maps on the right are induced by the natural embed-
dings G′ ⊂ G ⊂ G and the inclusions S˜ ′∗ ⊂ S˜∗ ⊂ S˜∗ which hold by corollary A.8.15.
The second main theorem of this chapter, which we prove next, will enable us to derive as a
corollary an expression of Lp,u,E for which an interpolation property has been established. Let us
first recall that in theorem 2.4.25 we explained de Shalit’s construction of the semi-local version
L ∶ U∞⊗ˆZpZˆurp Ð→ Zˆurp [[G]] of the Coleman map associated to Eˆ, where U∞ = lim←Ðn∏ω∣pO1Kn,ω
denote that semi-local principal units for the tower Kn =K(E[pn]), n ≥ 1 (earlier we considered
the fields Kk,n =K(E[p¯ikpin]) in order to distinguish between the p¯i- and the pi-variable, so that
with this notation Kn =Kn,n). One can proceed in an entirely similar fashion for the formal group
Gm. In fact, as we explain in the proof of theorem 6.2.5 below, the (local) Coleman map −L−1 for
Gm from (5.2.1) may be viewed as a map −L−1 ∶ U ′(K∞,ν¯)Ð→ Zˆurp [[G′]] of Λ(G′)-modules, whereU ′(K∞,ν¯) = lim←ÐnO1Kn,ν¯ are the local principal units for the extension K∞,ν/Qp. Considering the
induced map of G-modules and using the natural isomorphism U∞ ≅ IndG′G U ′(K∞,ν¯) we obtain
the map
Lsemi−loc ∶ U∞ ≅ IndG′GU ′(K∞,ν¯) IndG′G Zˆurp [[G′]] ≅ Zˆurp [[G]],IndG′G (−L−1) (6.2.11)
which is the semi-local version of the Coleman map for Gm. Note that via the natural (diagonal)
map E¯∞ = lim←Ðn(O×Kn ⊗Z Zp) ↪ U∞, which is an embedding by (2.4.4), we can also evaluateLsemi−loc at global units. We also consider the natural map
locν¯ ∶ E¯∞ Ð→ U ′(K∞,ν¯)
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from global to local principal units, which we also interpret as a map locν¯ ∶ H1Σ → H1loc as we
explain after (4.3.12) via the isomorphisms E¯∞ ≅ H1Σ and U ′(K∞,ν¯) ≅ H1loc from Kummer theory.
We will intepret the elements Ωp,u,u′ and τE/Eˆ(−1)(Ep,u′)−1 = τE/Eˆ(−1)(E−1p,u′) as elements in(Zˆurp [[G]])S∗ which is possible as we have explained in remark 6.2.2. Here and in the following
proof, when we localize with respect to S∗ we always consider the modules in question as Λ(G)-
modules.
Theorem 6.2.5. The element
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) is equal to the τEp¯i(−1)-twist of the image of u under
the semi-local version Lsemi−loc of the Coleman map for Gm, i.e.,
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) = τEp¯i(−1)(Lsemi−loc(u)) = τEp¯i(−1)( ∑σ∈G/G′ σ ⋅ ( −L−1(locν¯(σ−1u))))
in (Zˆurp [[G]])S∗ , which shows that the element on the left side does not depend on u′. In
particular, Lp,u,E is independent of u′.
Proof. Let us write Λ˜′ = Zˆurp [[G′]] and recall that U ′(K∞,ν¯) ≅ H1loc. By abuse of notation let
us also write −L−1 for the composition of the map −L−1 from (5.2.1) with the isomorphism
Tun(K∞,ν¯)⊗Λ′ Λ′ϕp ≅ Λ′ϕp and the natural embedding Λ′ϕp ⊂ Λ˜′, i.e., for the map
−L−1 ∶ U ′(K∞,ν¯)Ð→ Λ˜′ (6.2.12)
of Λ′-modules. By definition of Ep,u′ from (3.3.12) we have −L−1(u′) = E−1p,u′ . Let us write
T ′ = (TpE/TpEˆ)(−1), which is free of Zp-rank 1. Tensoring (6.2.12) with T ′ ⊗Zp −, using lemma
1.1.5, applying IndG′G and applying (−)S∗ (viewing all modules as Λ(G)-modules) yields the
composite map
(IndG′G (T ′ ⊗Zp H1loc))S∗ (I)Ð→ (IndG′G (T ′ ⊗Zp Λ˜′))S∗ (II)Ð→ (IndG′G Λ˜′)S∗ (III)Ð→ (Zˆurp [[G]])S∗ . (6.2.13)
We note that our fixed basis t′ of T ′ (compare remark 6.1.3 (iii)) determines the isomorphism
T ′ ⊗Zp Λ˜′ ≅ Λ˜′ from lemma 1.1.5 and under this isomorphism we have
t′ ⊗ λz→ τE/Eˆ(−1)(λ), λ ∈ Λ˜′, (6.2.14)
which follows from lemma 1.1.11. By the defining property of Ωp,u,u′ = λΩsΩ ∈ Λ(G)S∗ we have an
equality
λΩ ⋅ φt′,u′(1) = sΩ ⋅ loc(φt,u(1))
in (IndG′G (T ′ ⊗Zp H1loc))S∗ . Recall that φt′,u′(1) = 1⊗ t′ ⊗ u′ and
loc(φt,u(1)) = loc(t⊗ u) = ∑
σ∈G/G′ σ ⊗ ι1(σ−1t)⊗ locν¯(σ−1u),
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where ι1 is the natural projection TpE(−1)Ð→ (TpE/TpEˆ)(−1) mentioned in remark 6.1.3 (iii).
Now, we make the important observation that for g ∈ G∖G, i.e., for an element that can be written
as g = g0c where c is complex conjugation and g0 belongs to G, the element g.tp¯i belongs to Tpi,⋅pE
(see remark A.6.12 for the definition of Tpi,⋅pE and Tp¯i,⋅pE and remark 6.1.3 for our convention
that we identify Tp¯iE with Tp¯i,⋅pE). This is true since by definition tp¯i ∈ Tp¯i,⋅pE and the action
of complex conjugation turns p¯i-power divisions into pi-power division points, compare (A.6.17).
It follows from proposition A.6.13 that TpE/TpEˆ = TpE/Tpi,⋅pE and hence that [g−1.tp¯i] = 0 in
TpE/TpEˆ and ι1(g−1t) = 0 in T ′ for all g ∈ G ∖G. We conclude that
∑
σ∈G/G′ σ ⊗ ι1(σ−1t)⊗ locν¯(σ−1u) = ∑σ∈G/G′ σ ⊗ ι1(σ−1t)⊗ locν¯(σ−1u),
where on the right we sum only over representatives of G/G′. We have noted in remark 6.2.4 (i)
that G acts on t ∈ Tp¯i(−1) through ψ¯ ⋅ κ−1 and hence we can rewrite the last sum as
∑
σ∈G/G′ σ ⊗ ι1(σ−1t)⊗ locν¯(σ−1u) = ∑σ∈G/G′ ((ψ¯ ⋅ κ−1)(σ−1) ⋅ σ)⊗ ι1(t)⊗ locν¯(σ−1u)= ∑
σ∈G/G′ τEp¯i(−1)(σ)⊗ t′ ⊗ locν¯(σ−1u), (6.2.15)
where the last equation holds by definition of τEp¯i(−1) and t′.
Now, we compare the images of λΩ ⋅ φt′,u′(1) and sΩ ⋅ loc(φt,u(1)) under the composite map
from (6.2.13) using (6.2.14). On the one hand we have
λΩ ⋅ φt′,u′(1) (I)z→ λΩ ⋅ (1⊗ t′ ⊗ −L−1(u′)) in (IndG′G (T ′ ⊗Zp Λ˜′))S∗(II)z→ λΩ ⋅ (1⊗ τE/Eˆ(−1)(E−1p,u′)) in (IndG′G Λ˜′)S∗(III)z→ λΩ
τE/Eˆ(−1)(Ep,u′) in (Zˆurp [[G]])S∗ . (6.2.16)
On the other hand we have
sΩ ⋅ loc(φt,u(1)) (I)z→ sΩ ⋅ ( ∑
σ∈G/G′ τEp¯i(−1)(σ)⊗ t′ ⊗ −L−1(locν¯(σ−1u)))(II)z→ sΩ ⋅ ( ∑
σ∈G/G′ τEp¯i(−1)(σ)⊗ τE/Eˆ(−1)( −L−1(locν¯(σ−1u))))(III)z→ sΩ ⋅ ( ∑
σ∈G/G′ τEp¯i(−1)(σ) ⋅ τE/Eˆ(−1)( −L−1(locν¯(σ−1u))))= sΩ ⋅ τEp¯i(−1)( ∑
σ∈G/G′ σ ⋅ ( −L−1(locν¯(σ−1u)))), (6.2.17)
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where the last equality follows from the commutativity of (6.2.10). We conclude so far that
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) = τEp¯i(−1)( ∑σ∈G/G′ σ ⋅ ( −L−1(locν¯(σ−1u)))) in (Zˆurp [[G]])S∗ , (6.2.18)
which shows, in particular, that the left side does not depend on u′. Next, let us consider the
composite map
E¯∞ CoindG′GU ′(K∞,ν¯) ≅ IndG′GU ′(K∞,ν¯) IndG′G Λ˜′ ≅ Zˆurp [[G]]CoindG′G (locν¯) IndG′G (−L−1)
(6.2.19)
under which u maps to ∑σ∈G/G′ σ ⋅ ( − L−1(locν¯(σ−1u))), the argument of τEp¯i(−1) on the right
side of (6.2.18).
Now, in order to conclude the proof, we only have to note that the composite map from
(6.2.19) coincides with the composite of the embedding E¯∞ ↪ U∞ with Lsemi−loc. ◻
As above, compare remark 6.2.2, we consider Ωp,u,u′ , τE/Eˆ(−1)(Ep,u′)−1 and τEp¯i(−1)(Lp,u) (and,
hence, also Lp,u,E) as elements in Zˆurp [[G]]S∗ and get the following
Corollary 6.2.6. We have an equality of elements in Zˆurp [[G]]S∗
Lp,u,E = τψ−1(λ),
where τψ−1(λ) denotes the twist of de Shalit’s element λ ∈ Λ(G) (from definition 2.4.24) by the






ResGGχ dLp,u,E = 1Ω ⋅G(ψ ⋅Resχ) ⋅ (1 − (ψ ⋅Resχ)(p)p ) ⋅Lfp¯((ψ ⋅Resχ)−1,0), (6.2.20)
where we refer to ([dS87], p. 80) for the definition of G(ψ ⋅ Resχ) which is related to a local
constant and in the expression (ψ ⋅Resχ)(p) we consider ψ ⋅Resχ as a map on ideals of K prime
to f. The periods Ω and Ωp are defined at the beginning of this chapter.
Proof. By the previous theorem 6.2.5 we know that
Ωp,u,u′
τE/Eˆ(−1)(Ep,u′) = τEp¯i(−1)(Lsemi−loc(u)).
But for large enough (unramified) abelian extensions the Coleman maps (composed with an
integral logarithm and an isomorphism to Gm and then extended to measures) induced by two
formal groups (in our case Eˆ and Gm) coincide, which is proven in ([dS87], Proposition 3.9, p.
130 CHAPTER 6. TWIST CONJECTURE FOR ELLIPTIC CURVES E/Q WITH CM
23) for the maximal abelian extension. The arguments in loc. cit. also work in our case using
the fact that for any n ≥ 1 we have
Kp(E[p¯in],E[pin]) =K(E[p¯in], µpn),
i.e., adjoining to the local field Kp(E[p¯in]) the pn division points of Eˆ or Gm yields the same
extension, which follows from the Weil pairing. Hence, we have an equality
Lsemi−loc(u) = L(u), (6.2.21)
where Lsemi−loc is the semi-local Coleman map forGm and L is the one for Eˆ. By definition 2.4.24,
u = u(q) is the the compatible system of elliptic units attached to q ⊂ OK and Lp,u = 1(Nq−Frobq) .
By definition of λ and since τEp¯i(−1)(12) = 12 we get
Lp,u,E thm 6.2.5= τEp¯i(−1)(Lp,u) ⋅ τEp¯i(−1)(Lsemi−loc(u)) ⋅ 112(6.2.21)= τEp¯i(−1)( L(u(q))12 ⋅ (Nq − Frobq))
def.λ= τEp¯i(−1)(λ).
Now, we only have to note that ψ−1 = ψ¯ ⋅κ−1 as was explained in remark 6.2.4 (i) and that ψ¯ ⋅κ−1
gives the action on Tp¯iE(−1), i.e., τEp¯i(−1) = τψ−1 .
Now we note that for an element g ∈ G, by definition of the twist operator, we have τψ−1(g) =
ψ−1(g−1)g = ψ(g)g, which shows that for an Artin character δ of G and any measure µ we have
∫
G
δ d(τψ−1(µ)) = ∫
G
δ ⋅ ψ dµ. (6.2.22)
But δ ⋅ ψ is a Gro¨ßencharacter of type (1,0) and for such Gro¨ßencharacters de Shalit ([dS87],
Theorem 4.14, p. 80) determines the interpolation property for λ. The interpolation property
for τψ−1(λ) is now derived from ([BV10], Lemma 2.10, p. 394) and (6.2.22). ◻
Appendix A
Appendix
A.1 Some Galois Isomorphisms
Let T be a finitely generated free Zp-module with continuous Zp-linear action of GF = G(F¯ /F ),
where F is a perfect field and F¯ an algebraic closure. We write T ∗ ∶= HomZp(T,Zp) for the
Zp-dual representation and T∨ ∶= Homcts(T,Qp/Zp) for the Pontryagin dual, the discrete Zp-
module of continuous homomorphisms of abelian groups where Qp/Zp is equipped with the
discrete topology. By continuity, the maps in T∨ are also Zp-linear. Now, there is a canonical
isomorphism
T ∗(1)⊗Zp Qp/Zp ≅ T ∨(1), (A.1.1)
which can be seen by applying ()∨ to both sides. In fact, we have
(T ∗(1)⊗Zp Qp/Zp)∨ = Homcts(T ∗(1)⊗Zp Qp/Zp,Qp/Zp)≅ HomZp(T ∗(1)⊗Zp Qp/Zp,Qp/Zp)≅ HomZp(T ∗(1), (Qp/Zp)∨)≅ (T ∗(1))∗≅ T (−1)
where the second equation holds since T ∗(1)⊗ZpQp/Zp is discrete (and therefore any map from it
is continuous), compare also the following remark. On the other hand, we have (T∨(1))∨ ≅ T (−1),
so there is an isomorphism as in (A.1.1), indeed.
Remark A.1.1. (i) Every Z-linear map B → A between abelian groups, where B is a Zp-
module that coincides with its p-primary part B = B{p}, and A is an arbitrary Zp-module,
is also Zp-linear. In particular, for any discrete module D such that D =D{p} we have
Homcts(D,Qp/Zp) = Hom(D,Qp/Zp) = HomZp(D,Qp/Zp).
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(ii) If T is a finitely generated Zp-module (which we always equip with the p-adic topology),
then it is compact. Hence, any continuous Z-linear map T → Qp/Zp factors through a
finite quotient of of the form T /pnT , n ≥ 1. By (i) we see that T → T /pnT → Qp/Zp is
Zp-linear. On the other hand, any Zp-linear map T → Qp/Zp factors through T /pnT for
some n ≥ 1 (simply choose a basis t1, . . . , tr of T , the image of each ti will be annihilated
by some power of p). Since T /pnT is equipped with the discrete topology the composite
T → T /pnT → Qp/Zp is then continuous. We have shown that
Homcts(T,Qp/Zp) = HomZp(T,Qp/Zp).
Now, let W be a discrete Zp-module of the form W ≅ (Qp/Zp)r, r ≥ 1, with a continuous Zp-linear
action of GF . Then, we have a GF -linear isomorphism
Homcts(Qp,W ) ≅ Qp ⊗Zp (lim←Ð
n
W [pn]), (A.1.2)
of Qp-vector spaces, where lim←ÐnW [pn] denotes the Tate-module of W , W [pn] denotes the pn-
torsion subgroup of W and the transition maps in the limit are multiplication by p. The Qp-vector
space structure for the module on the left is defined by (y.ϕ)(x) ∶= ϕ(yx), ϕ ∈ Homcts(Qp,W ),
x, y ∈ Qp.
The isomorphism (A.1.2) is given as follows. Let ϕ /= 0 belong to Homcts(Qp,W ) and let k ∈ Z
be the largest integer such that there exists a unit u ∈ Z×p satisfying ϕ(upk) /= 0. By continuity,
ϕ is Zp-linear and, hence, we must have ϕ(pk) /= 0. Now, let us write
xn ∶= ϕ(pk−n+1) ∈W [pn]
and define one direction of (A.1.2) by
ϕz→ p−k ⊗ (xn)n,
which is easily seen to be Qp-linear. The inverse of (A.1.2) is defined as follows. A non-trivial
element of the form z ⊗ (yn)n belonging to Qp ⊗Zp (lim←ÐnW [pn]) can be written as z ⊗ (yn)n =
pt ⊗ (xn)n with t ∈ Z and x1 /= 0, since if y1 = ⋅ ⋅ ⋅ = ym = 0 for m ≥ 1, then pm(yn+m)n = (yn)n.
Note that a continuous linear map ψ ∶ Qp Ð→W is determined by its values at powers of p. We
define the inverse of (A.1.2) by mapping pt ⊗ (xn)n to the continuous map induced by
ψ ∶ Qp Ð→W, pl z→ ⎧⎪⎪⎨⎪⎪⎩0 if l > −tx1−t−l if l ≤ −t
which satisfies pψ(pl) = ψ(pl+1) and can therefore be extended to Qp by defining ψ(upl) ∶= uψ(pl),
u ∈ Z×p .
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A.2 Non-degenerate and perfect Pairings
In this section we recall some isomorphisms induced by non-degenerate pairings that we will
need. Let A,B and C be R-modules. Then, we say that an R-bilinear pairing
A ×B Ð→ C
is nondegenerate if it induces R-linear injections
A↪ HomR(B,C) and B ↪ HomR(A,C).
It is called perfect if both of these two maps are isomorphisms.
A.2.1 Weil pairing
Let A be an abelian variety defined over a a field F of characteristic 0 and write A∨ for its dual
abelian variety. We write A[pn] for the pn-torsion points of A(F ). Moreover, we write
en ∶ A[pn] ×A∨[pn]Ð→ µpn
for the Weil pairing en = epn , see [Lan83] or ([Mum85], section 20. Riemann forms), compare
also [Mil86a]. This pairing is non-degenerate in both variables, see ([Lan83], VII, §2 Proposition
4 and its proof, p.189f). Moreover, it commutes with the action of GF .
For a finite abelian group B we write B′ = Hom(B,µ) where µ = ⋃m µm denotes the union
of all roots of unity in F . One has B ≅ (B′)′. Moreover B has the same cardinality as B′ (this
is clear for cyclic groups and then follows for general finite abelian B). By the non-degeneracy,
the maps en induce injective maps
A[pn]↪ A∨[pn]′ and A∨[pn]↪ A[pn]′, (A.2.1)
which must already be bijections since all groups have the same cardinality. Alternatively, write
C for the cokernel of A[pn]↪ A∨[pn]′. Dualizing, one gets
0→ C ′ → (A∨[pn]′)′ → A[pn]′
and checks immediately that the composite A∨[pn] ≅ (A∨[pn]′)′ → A[pn]′ is the map from
(A.2.1), which is injective. Hence, C ′ = 0 and therefore C ≅ (C ′)′ = 0. We see that the maps
from (A.2.1) are bijections. Note that A[pn]′ ≅ Hom(A[pn], µpn) and that any Z-linear map in
Hom(A[pn], µpn) is automatically Zp-linear. Using the canonical identification TpA/pn ≅ A[pn]
and noting that any linear map TpA → µpn factors through TpA/pn, the right map from (A.2.1)
induces an isomorphism
A∨[pn]→ A[pn]′ ≅ HomZp(A[pn], µpn) ≅ HomZp(TpA,µpn) (A.2.2)
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which maps a ∈ A∨[pn] to the map in HomZp(TpA,µpn) given by t = (tk)k z→ en(tn, a), where(tk)k ∈ lim←ÐkA[pk]. The maps form a projective system of maps with repect to the natural
maps A∨[pn] ⋅p→ A∨[pn−1] and the maps HomZp(TpA,µpn) → HomZp(TpA,µpn−1) induced by
µpn
()p→ µpn−1 , which follows from the fact that the Weil pairing satisfies
en(tn, a)p = en−1(p ⋅ tn, p ⋅ a) = en−1(tn−1, p ⋅ a), (tk)k ∈ lim←Ð
k
A[pk], a ∈ A∨[pn].
Passing to the limit of the maps from (A.2.2) we get an isomorphism
Tp(A∨)Ð→ lim←Ð
n
HomZp(TpA,µpn) ≅ HomZp(TpA,Zp(1)) = (TpA)∗(1).
Likewise, we get Tp(A∨)∗(1) ≅ TpA.
A.2.2 Qp/Zp-valued pairings
Now let A and B be Zp-modules and consider a non-degenerate Zp-bilinear pairing< −,− >∶ A ×B Ð→ Qp/Zp.
Let Af ⊂ A and Bf ⊂ B be two Zp-submodules. We define the orthogonal complements
B⊥f = {a ∈ A ∣< a, b >= 0 ∀b ∈ Bf} and A⊥f = {b ∈ B ∣< a, b >= 0 ∀a ∈ Af}.
of Bf in A and of Af in B, respectively. The non-degenerate pairing < −,− > induces two more
pairings
Af × (B/A⊥f)Ð→ Qp/Zp and (A/B⊥f ) ×Bf Ð→ Qp/Zp, (A.2.3)
which are both non-degenerate. We say that Af and Bf are exact annihilators or orthogonal
complements of each other if
Af = B⊥f and Bf = A⊥f .
From the theory of finite (and equi-) dimensional k-vector spaces V,W and perfect pairings
V ×W → k we know that if Vf ⊂ V is the orthogonal complement of Wf ⊂ W , then Wf is also
the orthogonal complement of Vf . We want to show that this also holds in the following setting
using that Qp/Zp is Zp-divisible, hence injective as a Zp-module. Consider the conditions:
(i) One of A, B is finitely generated as a Zp-module and the other is a discrete abelian p-
primary torsion group, i.e., each element is annihilated by some power of p. Compare
remark A.1.1 for the fact that then A∨ = HomZp(A,Qp/Zp) and B∨ = HomZp(B,Qp/Zp).
(ii) Assume (i) holds. The Zp-linear maps A → HomZp(B,Qp/Zp) and B → HomZp(A,Qp/Zp)
induced by < −,− > are continuous, where the Hom-sets are each equipped with the
compact-open topology.
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Proposition A.2.1. Assume that the above (i) and (ii) hold, that < −,− >∶ A ×B Ð→ Qp/Zp is
perfect and that Af = B⊥f . Then, we also have Bf = A⊥f , i.e., Af and Bf are exact annihilators of
each other. Moreover, the two pairings from (A.2.3) are perfect.
Proof. By assumption Af = B⊥f , so we have a non-degenerate pairing (A/Af) ×Bf Ð→ Qp/Zp.
Moreover, the image of the map Af ↪ Hom(B,Qp/Zp) is contained in Hom(B/Bf ,Qp/Zp) ⊂
Hom(B,Qp/Zp). Now, since Qp/Zp is injective as a Zp-module, see ([Rot09], chapter 3, Corollary
3.35), we get a commutative diagram
0 Af A A/Af 0
0 HomZp(B/Bf ,Qp/Zp) HomZp(B,Qp/Zp) HomZp(Bf ,Qp/Zp) 0
≅ι1 ι2
(A.2.4)
where ι1 and ι2 are injective and the vertical map in the middle is an isomorphism, by assumption
(all vertical maps are induced by the pairing). It follows that ι2 is surjective and a diagram chase
(or the five lemma) then shows that ι1 is also surjective, so that both ι1 and ι2 are isomorphisms.
Now, by condition (ii) the isomorphism A→ HomZp(B,Qp/Zp) is a topological isomorphism.
This is clear if A is discrete and if A is finitely generated as a Zp-module, hence compact, then
it follows from general topology since the map is continuous and HomZp(B,Qp/Zp) is Hausdorff.
It follows that ι1 and ι2 are topological isomorphisms. We get an isomorphism
B/Bf ≅ HomZp(B/Bf ,Qp/Zp)∨ (ι1)∨Ð→ A∨f
which is immediately verified to be the map induced by < −,− > and see that Bf = A⊥f . Likewise
we can apply (−)∨ to ι2 and see that the pairings from (A.2.3) are perfect. ◻
Example A.2.2. For a local non-archimedean field F of characteristic 0 and a finitely generated
free Zp-module T with continuous Zp-linear action of GF the cup product and the local invariant
map induce perfect pairings
H i(F,T ) ×H2−i(F,T∨(1))Ð→H2(F,Qp/Zp(1)) ≅ Qp/Zp
for i = 0,1,2 which are known as local Tate duality, see ([Rub00], Chapter 1, Theorem 1.4.1) and
([Ser97], Chapter II, §5.2, Theorem 2, p.91). The group H2−i(F,T∨(1)) is a discrete torsion group
and H i(F,T ) is finitely generated as a Zp-module, see ([PR00], Appendix A.1). Moreover, the
discussion following lemma A.3.5, see (A.3.5) and (A.3.6), shows that condition (ii) is satisfied.
We will later define finite parts of cohomology H1f (F,T ) ⊂ H1(F,T ) and H1f (F,T∨(1)) ⊂
H1(F,T∨(1)) and then quote results stating that H1f (F,T ) =H1f (F,T∨(1))⊥ with respect to the
above pairing (under the assumption that T ⊗Qp is de Rham in case F is a finite extension of
Qp). Proposition A.2.1 then shows that H1f (F,T ) and H1f (F,T∨(1)) are exact annihilators of
each other and that the induced pairings as in (A.2.3) are perfect.
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A.3 Galois Cohomology
Let us review some basic facts about Galois cohomology. Unless stated otherwise group actions
are assumed to be left actions. We will consider continuous cochain cohomology as defined in
([NSW08], section 2.7). Whenever F is a field (we will only consider perfect fields), we write
F¯ for an algebraic closure of F and GF = G(F¯ /F ) for its absolute Galois group. If F is a
number field and Σ a set of places of F we write FΣ for the maximal extension of F inside F¯
that is unramified outside Σ and GΣ(F ) = G(FΣ/F ) for the Galois group of FΣ/F . We recall
the following results (loc. cit., Proposition (8.3.18), Theorem (8.3.20) (i)). Let p ∈ Z be a prime
number and write cdpG for the cohomological p-dimension of a profinite group G.
Proposition A.3.1. Let F be a number field and Σ a finite set of places of F containing all
infinite places and Σp, the set of places above p. Then,
cdpGΣ(F ) ≤ 2.
Moreover, for a finite GΣ(F )-module T of order a power of p, Hn(GΣ(F ), T ) is finite for all
n ≥ 0.
For non-archimedean local fields we recall ([NSW08], Theorem (7.1.8) (i), (iii)).
Proposition A.3.2. Let L be a finite extension of Ql. For the cohomological p-dimension of
the absolute Galois group GL of L we have
cdp(GL) = 2.
Moreover, for a finite GL-module T of order a power of p, the groups Hn(GL, T ) are finite for
all n ≥ 0.
Remark A.3.3. In particular, profinite groups of the form GL and GΣ(F ), L a finite extension
of Qp, F a number field and Σp ⊆ Σ, satisfy the finitetess conditions (i) and (ii) of Case 1 of
([FK06], Proposition 1.6.5), which states that, for certain modules, Galois cohomology of such
groups commutes with the tensor product; see the next subsection for details.
For finitely generated free Zp-modules T with a continuous action of a profinite group G one can
often reduce questions concerning H i(G,T ) to questions regarding cohomology groups of the
finite discrete groups T /pn, n ≥ 1. Let us quote a result of Tate as stated in ([Rub00], Appendix
B, Proposition B.2.3) (see also ([Jan88], section 2)).
Proposition A.3.4. Let i ≥ 1 and T = lim←Ðn Tn where each Tn is a finite module with a continuous
action of a profinite group G. Assume that H i−1(G,Tn) is finite for every n. Then we have an
isomorphism
H i(G,T ) ≅ lim←Ð
n
H i(G,Tn). (A.3.1)
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A.3.1 Functoriality of local Tate duality
Let F be a finite extension of Ql for some prime l, fix an algebraic closure F¯ and write µ for the
group of all roots of unity in F¯ and GF for the absolute Galois group. For a finite GF -module
A write A′ = HomZ(A,µ). Recall Tate’s local duality result, for example from ([NSW08], (7.2.6)
Theorem). For lack of a reference we state the following lemma that we need for duality results
for finitely generated free Zp-modules.
Lemma A.3.5. Let pi ∶ A → B be a homomorphism of finite GF -modules. Then, for i = 0,1,2
we have the following diagram
H i(F,B) × H2−i(F,B′) H2(F,µ) ≅ Q/Z





which commutes in the sense that for f ∈ H i(F,A) and g ∈ H2−i(F,B′) we have f ∪ (pi∗)∗(g) =
pi∗(f)∪ g. Here we write pi∗ ∶ B′ → A′ for the map induced by pi and we write (−)∗ for the maps
induced on cohomology groups.
Proof. This is immediately verified at the level of cochains. ◻
Given a finitely generated free Zp-module T with continuous Zp-linear GF -action, we may apply
the lemma to the canonical maps T /pn+1 → T /pn, n ≥ 1. This means that the induced bijections
H i(F,T /pn)→ HomZ(H2−i(F, (T /pn)′),Q/Z), n ≥ 1, (A.3.3)
form a projective system of maps and the induced bijections
H i(F, (T /pn)′)→ HomZ(H2−i(F,T /pn),Q/Z), n ≥ 1, (A.3.4)
form a direct system of maps. The groups H i(F,T /pn) and H i(F, (T /pn)′), i = 0,1,2, are finite
discrete torsion groups annihilated by pn. They naturally are Zp-modules. If, in (A.3.3) and
(A.3.4) we replace Q/Z by Qp/Zp (which we may) then the above HomZ-sets become HomZp-
sets and the bijections from (A.3.3) and (A.3.4) become Zp-linear bijections. The modules on
the right of (A.3.3) and (A.3.4) are the Pontryagin duals of the finite discrete torsion modules
H2−i(F, (T /pn)′) andH2−i(F,T /pn), compare remark A.1.1. Hence, passing to the projective and
direct limit, respectively, we get a Zp-linear topological (see the following remark) isomorphism
H i(F,T )→ lim←Ð
n
HomZp(H2−i(F, (T /pn)′),Qp/Zp) ≅ HomZp(H2−i(F,T∨(1)),Qp/Zp) (A.3.5)
of compact modules, where the module on the right is equipped with the compact-open topology,
and a Zp-linear topological isomorphism
H i(F,T∨(1))→ HomZp(H2−i(F,T ),Qp/Zp) (A.3.6)
of discrete modules.
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Remark A.3.6. Let (Di)i∈I be a direct system of abelian discrete groups. The natural maps
Dj → limÐ→iDi, j ∈ I, induce compatible continuous maps (limÐ→iDi)∨ → D∨j where (limÐ→iDi)∨
and D∨j are equipped with the compact-open topology. We get a continuous map (limÐ→iDi)∨ →
lim←Ðj(D∨j ), which is a bijection and where lim←Ðj(D∨j ) is equipped with the projective limit topology.
It follows that this must be a topological isomorphism since it is a continous map from a compact
space to a Hausdorff space.
A.3.2 Connection with e´tale Cohomology and the Kummer sequence
In this subsection we want to recall that for a number field F , a finite set of places Σ of F
containing the infinite places Σ∞ and a finite discrete GΣ(F )-module A such that the order #A
of A is a unit in OF,Σ, continuous cochain cohomology coincides with the e´tale cohomology of
the sheaf determined by A on Spec(OF,Σ)e´t, i.e., we have canonical isomorphisms
H i(GΣ(F ),A) ≅H ie´t(Spec(OF,Σ),A), i ≥ 0,
see ([Nek06], section (9.2.1)). Let us briefly recall the connection between the category Spec(F )e´t
of e´tale F -schemes (resp., Spec(F )f,e´t of finite e´tale F -schemes) and the category GF − Setd of
discrete left GF -sets, (resp., GF − Setdf , the subcategory of finite discrete left GF -sets).
For a scheme S, let us write Se´t for the category of e´tale S-schemes and Sf,e´t for the sub-
category of finite e´tale S-schemes. Moreover, we write E´t(S) for the category of sheaves of
sets on Se´t, i.e., the e´tale topos on Se´t, and lcc − E´t(S) for the subcategory of locally constant
constructible sheaves.
The following diagram summarizes several well-known results, which we quote from Conrad’s
notes [Cona], see also Milne’s [Mil13b] and [Mil80]. We write XS(−) ∶= MorS(−,X) for the
sheaf on Se´t associated to an e´tale S-scheme X ∈ Se´t and for a sheaf F ∈ E´t(Spec(F )) we write
MF ∶= limÐ→LF(Spec(L)) for the associated discrete GF -set, where the limit ranges over all finite
subextensions L/F of F ⊂ F . As a localisation of the Dedekind domain OF , OF,Σ is a Dedekind
domain and we write ι ∶ Spec(F )→ Spec(OF,Σ) for the inclusion of the generic point.
X(F¯ ) for MorF (Spec(F ),X).
Spec(F )e´t E´t(Spec(F )) GF − Setd
Spec(F )f,e´t lcc − E´t(Spec(F )) GF − Setdf
Spec(OF,Σ)f,e´t lcc − E´t(Spec(OF,Σ))
X ↦ XF F ↦MF
F ↦MFX ↦ XF
X ↦ XOF,Σ
F ↦ ι∗F(−) ×OF,Σ F
⊆ ⊆ ⊆
(A.3.7)
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where the lower diagram commutes up to isomorphism, which can be shown using the Yoneda
Lemma, see ([Cona], Example 1.1.6.1). The functor (−)×OF,ΣF denotes base change and F ↦ ι∗F
is the pullback. Both of the arrows in the top row define equivalences of categories, see (loc.
cit., Theorem 1.1.4.3 and Corollary 1.1.4.6). Moreover, the other two horizontal arrows on the
left (X ↦ XF , X ∈ Spec(F )f,e´t and X ↦ XOF,Σ , X ∈ Spec(OF,Σ)f,e´t) also define equivalences of
categories, see (loc. cit., Theorem 1.1.7.2). The pullback functor F ↦ ι∗F is fully faithful with
essential image equal to the category of finite discrete GF -sets unramified at the closed points of
Spec(OF,Σ) ≅ Spec(OF ) ∖Σf , see (loc. cit., Corollary 1.1.7.3).
In the top row, group schemes over F correspond to sheaves of abelian groups, which corre-
spond to discrete GF -modules. Under the functor E´t(Spec(F ))→ GF −Setd, the global sections
functor corresponds to taking Galois invariants, which explains the relation between Galois coho-
mology (for discrete GF -modules) and e´tale cohomology (for the corresponding sheaf of abelian
groups), see ([Cona], Corollary 1.1.45 and the discussion preceding it). We also note that if X
is an e´tale F -scheme, then MXF is given by the discrete GF -set XF (F¯ ) =MorF (Spec(F ),X).
Let us now look at the sequence of sheaves of abelian groups on Spec(OF,Σ)e´t known as the
Kummer sequence
0Ð→ µn Ð→ Gm x↦xnÐ→ Gm Ð→ 0, n ∈ N≥1, (A.3.8)
where Gm is the sheaf of points of the group scheme Gm (note the abuse of notation, in (A.3.8)
we should write GmOF,Σ instead of Gm for the sheaf associated to Gm to be in line with our
notation), x ↦ xn is the map that, on points, is given by raising to the n-th power and µn is
the kernel. We just quote as a fact that if n is unit in OF,Σ, then the sequence (A.3.8) is exact
in the category of sheaves of abelian groups on Spec(OF,Σ)e´t (0 → µn → Gm → Gm is always
exact). Let us assume that n ∈ O×F,Σ from now on. The sheaf µn is represented by the finite
e´tale OF,Σ-group scheme Spec(Z[T ]/(Tn−1))×ZOF,Σ ≅ Spec(OF,Σ[T ]/(Tn−1)). We have noted
already that for X ∈ Spec(F )e´t, MXF is given by the discrete GF -set XF (F¯ ). Hence, the finite
discrete GF -module that, through (A.3.7), corresponds to Spec(OF,Σ[T ]/(Tn − 1)) is given by
MorF (F ,Spec(F [T ]/(Tn − 1))) which is just the finite GF -module µn(F¯ ) of n-th roots of unity
in the algebraic closure F¯ , which is unramified outside Σ.
A.3.3 Tensor products and cohomology
Next we turn to the behaviour of Galois cohomology with respect to twisting. We recall the
result ([FK06], Proposition 1.6.5 (3)) of Fukaya and Kato and explain how we want to use it
later on. We will not work in the greatest generality, but restrict to the following setting. Fix a
prime number p ∈ Z. Let F∞/F be a p-adic Lie extension inside a fixed algebraic closure F of F ,
where F is either a number field or a finite extension F /Qp for some fixed prime p ∈ Z. In case
F is a number field, assume that F∞/F is unramified outside a finite set of primes Σ containing
Σp. Also in the number field case we assume that F is totally imaginary if p = 2. Then, define a
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field
F˜ = ⎧⎪⎪⎨⎪⎪⎩FΣ if F is a number field,F if F is a finite extension of Qp. (A.3.9)
We will write
G = G(F˜ /F ) (A.3.10)
and note that by propositions A.3.1 and A.3.2 the Galois group G, for both cases, F a number
field and a local field, satisfies the conditions (i) and (ii) of Case 1 of (loc. cit., Proposition 1.6.5).
By definition, we have a canonical projection
G↠ G(F∞/F ),
in both, the global and the local case. Let us briefly recall some isomorphisms. Let L/F be a
finite Galois extension inside F˜ /F and write H = G(F˜ /L), H ⊆ G. Moreover, let T be a finitely
generated Zp-module with a continuous Zp-linear action of G and write Zp(0) for Zp equipped
with the trivial H-action from the right. More generally, whenever it makes sense, we write
T (k), k ∈ Z, for the k-th Tate twist of T . Using a standard result for induced modules ([Lan05]
XVIII, Theorem 7.11), we then have
IndHGRes
G
HT ≅ IndHG (Zp(0)⊗Zp ResGHT ) ≅ (IndHGZp(0))⊗Zp T ≅ Zp[G(L/F )]# ⊗Zp T, (A.3.11)
where G acts on Zp[G(L/F )]# (which is just Zp[G(L/F )] as a left Zp[G(L/F )]-module) from
the left via g.x = x ⋅ g−1, where g denotes the image of g ∈ G in G(L/F ) and the tensor product
on the right carries the diagonal action g.(x⊗ t) = x ⋅ g−1 ⊗ g.t.
Now, assume we are given an, in general, infinite Galois extension F∞ = ∪nFn of F as
above, with Galois group G(F∞/F ), where the Fn, n ≥ 1, form an increasing chain of finite
Galois extensions of F . Moreover, assume we are given a finitely generated Zp-module T with a
continuous action of G = G(F˜ /F ). For Λ = Λ(G(F∞/F )) we then have
Λ# ⊗Zp T ≅ lim←Ð
n
(Zp/(pn)[G(Fn/F )]# ⊗Zp T /pnT),
since for finitely generated Zp-modules T the completed tensor product agrees with the usual
tensor product, see ([Bru66], Lemma 2.1 (ii)).
We note that by propositions A.3.1 and A.3.2 we may apply proposition A.3.4 to G, Hn ∶=
G(F˜ /Fn), n ≥ 1, and projective limits of finite modules of p-power order. In particular, we may
apply it to the projective limits of the finite modules Tn = Zp/(pn)[G(Fn/F )]# ⊗ T /pnT and
T ′m = ResGHnT /pmT . Note that Tn ≅ IndHnG ResGHnT /pnT . Then, using Shapiro’s Lemma and the
isomorphism (A.3.11) we have





H i(Hn,ResGHnT /pmT )
≅ lim←Ð
n
H i(G(F˜ /Fn),ResGHnT ). (A.3.12)
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Les us now discuss Fukaya and Kato’s result about the behaviour of Galois cohomology with
respect to twisting. Note that Λ = Λ(G(F∞/F )) satisfies the condition (∗) of ([FK06], 1.4.1),
saying that there exists a two-sided ideal I of Λ such that Λ/In is finite of p-power order for all




Let Λ′ ≅ lim←ÐnΛ′/(I ′)n, where I ′ is a two-sided ideal of Λ′ such that Λ′/(I ′)n, for all n ≥ 1, is finite
of p-power order, be another such ring. The example we have in mind is Λ′ = Λ(G(F∞/K)),
where K is a subfield of F such that F /K is a finite extension and such that F∞/K is also a
p-adic Lie extension.
Now, let M be a finitely generated projective left Λ-module equipped with a continuous Λ-
linear action of G. Moreover, let Y be a (Λ′,Λ)-bimodule (i.e., a left Λ′-module and a right
Λ-module such that the actions commute) such that
(i) as a left Λ′-module Y is finitely generated and projective,
(ii) Y has a topology such that the right Λ-action is continuous.
Then, the above-mentioned result from (loc. cit.) states that there is an isomorphism in the
derived category of Λ′-modules
Y ⊗LΛ RΓ(G,M) ≅ RΓ(G,Y ⊗Λ M), (A.3.13)
where the action of G on Y ⊗Λ M is defined by g.(y ⊗m) = y ⊗ g.m, g ∈ G,y ∈ Y,m ∈ M , and
where for any G-module N we write RΓ(G,N) for C(G,N), the complex of continuous cochains
of G with values in N , regarded as an object in the derived category.
In fact, Fukaya and Kato prove in (loc. cit., Lemma 1.6.8), that there exists a bounded
complex L● of finitely generated projective Λ-modules and a homomorphism of complexes of
Λ-modules L● Ð→ C(G,M) such that for any pair (Λ′, Y ) as above, the induced map
Y ⊗Λ L● → C(G,Y ⊗Λ M) (A.3.14)
is a quasi-isomorphism, where Y ⊗Λ L● denotes the complex induced by tensoring each term Ln
of L● with Y . By the induced map we mean the composite map
Y ⊗Λ L● → Y ⊗Λ C(G,M)→ C(G,Y ⊗Λ M), (A.3.15)
where the first map is induced by L● Ð→ C(G,M) and the second map is defined in the obvious
way. In particular, from the case Y = Λ considered as a (Λ,Λ)-bimodule, we see that the map
L● → C(G,M) (A.3.16)
itself is a quasi-isomorphism. Now assume that Y is also flat as a right Λ-module. By the flatness
of Y the map Y ⊗Λ L● → Y ⊗Λ C(G,M) is then also a quasi-isomorphism. In fact, we have
Hn(Y ⊗Λ L●) ≅ Y ⊗Λ Hn(L●) ≅ Y ⊗Λ Hn(G,M) ≅Hn(Y ⊗Λ C(G,M)),
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where the first and the last isomorphism hold by the flatness of Y and the middle one since
(A.3.16) is a quasi-isomorphism. Now, consider the composite map from (A.3.15) again. Since
both, the composite and the first map of the composite are quasi-isomorphisms, so must be the
second map of the composite and we record this in the following
Proposition A.3.7. Let the setting be as in the preceding discussion. In addition, assume that
Y is flat as a right Λ-module. Then, the map
Y ⊗Λ C(G,M)→ C(G,Y ⊗Λ M)
is a quasi-isomorphism. In particular, we have Y ⊗Λ Hn(G,M) ≅ Hn(G,Y ⊗Λ M), for all n ≥ 0.
We recall that the G-action on Y ⊗Λ M is given by the action on M , i.e., by 1⊗ g, g ∈ G, on the
tensor product.
We will now discuss some examples for Y arising from p-adic Galois representations T , by which
we mean finitely generated free Zp-modules T with a continuous Zp-linear action of G that factors
through G(F∞/F ). We fix such a Galois representation T and assume, as before, that F∞/F
is a p-adic Lie-extension (this is automatically satisfied if F∞ is the trivializing extension, i.e.,
the fixed field of the kernel). Recall definition (A.3.9) of F˜ , and that for G = G(F˜ /F ) we have
a natural projection G↠ G(F∞/F ), for which we shall write g ↦ g¯. Let us write κ ∶ G Ð→ Z×p
for the p-cyclotomic character; note that F˜ always contains the p-power roots of unity, since we
assumed that Σp ⊂ Σ in the global case. Writing, as before, Λ = Λ(G(F∞/F )) we define the
following objects
M = Λ#(1),
which is just Λ as a left Λ-module (i.e., free of Λ-rank 1 and, in particular, projective) and g ∈ G
acts (Λ-linearly!) on λ ∈ Λ#(1) by g.λ ∶= λg¯−1κ(g),
Λ′ = Λ,
and
Y = Λ⊗Zp T,
which is a left Λ-module by the action on the first factor λ′.(λ ⊗ t) ∶= (λ′λ) ⊗ t for λ′, λ ∈ Λ,
t ∈ T , and a right Λ-module via the action induced by (λ⊗ t).h ∶= (λh)⊗ (h−1.t) for λ ∈ Λ, t ∈ T ,
h ∈ G(F∞/F ). Note that the left and right action of Λ on Λ ⊗Zp T are compatible and that, as
a left-module (!), Λ⊗Zp T is free and isomorphic to Λr, where r ∶= rkZpT is the Zp-rank of T . In
particular, it is finitely generated and projective as a left-module. The continuity of the right
action follows since we assumed that the action of G(F∞/F ) on T is continuous.
We claim that Λ⊗Zp T is also free of rank r as a right Λ-module. In a slightly different form,
this has been proved by Venjakob in ([Ven03], Lemma 7.2). Let us fix an isomorphism φ ∶ T ≅ Zrp
of Zp-modules. Next, consider the map
Λ⊗Zp T → Λ⊗Zp Zrp ≅ Λr, (A.3.17)
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induced by g ⊗ t ↦ g ⊗ φ(gt) ↦ gφ(gt). As we will explain below, it follows as in (loc.
cit., Lemma 7.2) that this map is an isomorphism of right Λ-modules (Λr is equipped with
the canonical right Λ-module structure). In order to avoid confusion, we note that if we
write φ(gt) = (φ(gt)1, . . . , φ(gt)r) for the image of gt under φ in Zrp, then gφ(gt) is given by(gφ(gt)1, . . . , gφ(gt)r)) ∈ Λr.
Remark A.3.8. Our definition of (A.3.17) is different from Venjakob’s, who defines a map
g ⊗ t ↦ g ⊗ φ(g−1t) ↦ gφ(g−1t), with the inverse of g acting on t, which makes the map left
Λ-linear, with Λ-action induced by h.(λ⊗ t) = (hλ)⊗ (ht), h ∈ G(F∞/F ) (and the canonical left
Λ-structure on Λr). However, our map (A.3.17), with respect to our right Λ-structure (and the
canonical right Λ-structure on Λr), is right Λ-linear
(g ⊗ t).h def= gh⊗ h−1tz→ ghφ(ghh−1t) = ghφ(gt) = (gφ(gt))h, g, h ∈ G(F∞/F ), t ∈ T.
We do not claim that our map (A.3.17) is left Λ-linear with respect to our left Λ-structure (and
the canonical left Λ-structure on Λr). In fact, it is not unless the Galois action on T is trivial.
As for the existence of the map (A.3.17), i.e., that it actually extends from (the group ring
tensored with T ) Zp[G(F∞/F )] ⊗Zp T to Λ ⊗Zp T , one proceeds as in the proof of ([Ven03],
Lemma 7.2). Consider pairs (U,n) where n ≥ 1 is an integer and U is an open normal subgroup
of G(F∞/F ) such that U acts trivially on the discrete space T /pnT . Then, for each such pair,
one can define a map Zp[G(F∞/F )/U]⊗ZpT /pnT → Zp/(pn)[G(F∞/F )/U]r by the same formula
as above just for cosets g¯⊗ t¯↦ g¯⊗φ(gt)↦ g¯φ(gt) and verify that it is an isomorphism. One then
passes to the projective limit and gets the desired map upon noting that the completed tensor
product coincides with the usual tensor product, since T is finitely generated as a Zp-module.
We conclude that Λ ⊗Zp T is a free right Λ-module of rank r. In particular it is flat as right
Λ-module and we may apply proposition A.3.7 to Λ⊗Zp T and Λ#(1). Before we do this let us
record the following
Proposition A.3.9. Let the setting be as at the beginning of this subsection and recall the
definition (A.3.9) and (A.3.10) of G = G(F˜ /F ). Then, the modules Hn(G,Λ#(1)) are 0 for n ≥ 3
and for n = 0. In the global case, the modules H i(GΣ(F ),Λ#(1)), i = 1,2 are finitely generated
over Λ. In the local case for F /Qp a finite extension we have
Hn(GF ,Λ#(1)) ≅ ⎧⎪⎪⎨⎪⎪⎩
lim←ÐL,k L×/(L×)pk if n = 1,
Zp if n = 2, (A.3.18)
where L ranges through the finite subextensions of F∞/F and the limit is taken with respect to
norm maps NL′/L, L ⊂ L′, and projection maps L×/(L×)pk+1 ↠ L×/(L×)pk . Let us, in addition,
assume that there exists a finite subextension K/F of F∞/F such that F∞/K is abelian and
G(F∞/K) ≅ Zrp × ∆, where r = 1,2 and ∆ is finite of order prime to p, and that either the
following (i) or the following (ii) hold
144 APPENDIX A. APPENDIX
(i) µp∞(F ) ⊂ F∞ and in case that p = 2, then also µ4 ⊂K,
(ii) µp∞(F∞) = {1}.
Then, H1(GF ,Λ#(1)) is finitely generated over Λ(G(F∞/K)) (and hence over Λ(G(F∞/F ))).
Proof. The vanishing of Hn(G,Λ#(1)) for n ≥ 3 follows since both, cdpGF for F local non-
archimedean and cdpGΣ(F ) for F a number field, are less than or equal to 2, see propositions
A.3.1 and A.3.2. The vanishing of H0(G,Λ#(1)) follows from the fact that neither a number
field, nor a finite extension of Qp contain infinitely many roots of unity.
In the global case, for the fact that H i(GΣ(F ),Λ#(1)), i = 1,2 are finitely generated, see
[Kat06].
In the local case, the description of H1(GF ,Λ#(1)) follows from Hilbert’s Satz 90 and the
Kummer sequence, while H2(GF ,Λ#(1)) ≅ Zp follows from local Tate duality, compare remark
A.4.6 (iii).
Now, assume the additional assumption on the existence of a finite subextension K/F of
F∞/F is satisfied. First consider the case r = 2. Note that since F∞/F is a p-adic Lie extension,
so is F∞/K since G(F∞/K) ⊂ G(F∞/F ) is an open, hence closed, subgroup. It follows that
Λ(G(F∞/K)) is Noetherian, see ([Laz65], V 2.2.4). Then, the fact that H1(GF ,Λ#(1)) is
finitely generated over Λ(G(F∞/K)) follows from a result of Wintenberger, see ([Win80], section
4, The´ore`m). When applying the quoted result, one only has to note that if φ is a character of ∆
and eφ the associated idempotent, then eφΛ(G(F∞/K))d, d ≥ 1, is Noetherian as a Λ(G(F∞/K))-
module (indeed, it is finitely generated, just consider the natural Λ(G(F∞/K))-linear projection
Λ(G(F∞/K))d ↠ eφΛ(G(F∞/K))d, note that G(F∞/K) is abelian!), so any eφΛ(G(F∞/K))-
submodule of eφΛ(G(F∞/K))d, d ≥ 1, (which is then automatically a Λ(G(F∞/K))-submodule)
is finitely generated over Λ(G(F∞/K)). Let us note that Wintenberger determines the structure
of lim←ÐL,k L×/(L×)pk much more precisely, but for now, we are only interested in it being finitely
generated.
The local case for r = 1 was treated by Iwasawa in ([Iwa73], §12, Theorem 25). In fact, if r = 1,
let K ′ be the finite extension of K such that G(F∞/K ′) ≅ Zp. Now, note that H1(GF ,Λ#(1))
is a different guise of the Galois group of the maximal abelian p-extension of F∞. Indeed, using
local Tate duality, we have




(H1(GL,Qp/Zp)∨) ≅ Hom(GF∞ ,Qp/Zp)∨.
Since Λ(G(F∞/K ′)) is Noetherian we can now derive the result for both cases (i) and (ii) from
(loc. cit.), where it is stated for the Galois group of the maximal abelian p-extension of F∞. ◻
For a more detailed description of the modules Hn(G,Λ#(1)), see ([Ven00], chapters 2 and 3).
We note that there is a criterion due to Balister and Howson for a Hausdorff Λ-module X that
is profinite to be finitely generated, see [BH03], it says the following. Let I be an ideal of Λ
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such that In → 0, n→∞, in Λ. Then, if X/IX is finitely generated as a Λ/I-module, then X is
finitely generated as a Λ-module.
Let us deduce the following corollary from propositions A.3.7 and A.3.9.
Corollary A.3.10. Let the assumptions be as in proposition A.3.9. Let T be a finitely generated
free Zp-module with a continuous Zp-linear action of G factoring through G(F∞/F ). For every
n ≥ 0 we have an isomorphism of left Λ-modules
T ⊗Zp Hn(G,Λ#(1))→Hn(G,Λ#(1)⊗Zp T ),
where the Λ-action on the left is induced by the diagonal action h.(t⊗f) = ht⊗hf , h ∈ G(F∞/F ),
t ∈ T , f ∈Hn(G,Λ#(1)) and G acts on Λ#(1)⊗Zp T diagonally, i.e., as g(λ⊗ t) = λκ(g)g¯−1 ⊗ g¯t,
g ∈ G, λ ∈ Λ, t ∈ T .
Proof. As we have explained above, we may apply proposition A.3.7 to Λ ⊗Zp T and Λ#(1),
which gives us an isomorphism
(Λ⊗Zp T )⊗Λ Hn(G,Λ#(1)) ≅Hn(G, (Λ⊗Zp T )⊗Λ Λ#(1)), (A.3.19)
for any n ≥ 0, where g ∈ G acts on (λ′ ⊗ t) ⊗ λ ∈ (Λ ⊗Zp T ) ⊗Λ Λ#(1) as g((λ′ ⊗ t) ⊗ λ) =(λ′ ⊗ t) ⊗ (λg¯−1κ(g)), i.e., only on the Λ#(1) factor. We will show that the two modules in
(A.3.19) are isomorphic to T ⊗Zp Hn(G,Λ#(1)) and Hn(G,Λ#(1) ⊗Zp T ), respectively. Let us
begin with Hn(G, (Λ⊗Zp T )⊗Λ Λ#(1)). Forgetting the G-actions for a moment, the map
Λ#(1)⊗Zp T → (Λ⊗Zp T )⊗Λ Λ#(1), λ⊗ t↦ (λ⊗ t)⊗ 1, (A.3.20)
certainly defines an isomorphism of left Λ-modules (the left Λ-module structure is in both cases
defined via the action on the first left factor). In fact, the map is even a (Λ,Λ)-bimodule
isomorphism (using the correct actions), but we do not need this fact. Recall from the statement
of the corollary that we let G act diagonally on Λ#(1) ⊗Zp T . It follows that (A.3.20) is also
G-equivariant. Indeed, let g ∈ G, then we have for λ⊗ t ∈ Λ#(1)⊗Zp T
g.(λ⊗ t) def= λκ(g)g¯−1 ⊗ g¯tz→ (λκ(g)g¯−1 ⊗ g¯t)⊗ 1 = (λ⊗ t)⊗ g¯−1κ(g) = g.((λ⊗ t)⊗ 1),
where on the right-hand side we used the definition of the right Λ-action on Λ⊗Zp T .
It remains to show that T ⊗Zp Hn(G,Λ#(1)) is isomorphic to (Λ ⊗Zp T ) ⊗Λ Hn(G,Λ#(1)),
which follows from the following lemma, which we may apply since Hn(G,Λ#(1)) is finitely
generated over Λ. ◻
Recall that any compact Λ-module N can be written as N ≅ lim←ÐV NV , where NV denote the
coinvariants and the projective limit is taken over all open normal subgroups V ⊂ G(F∞/F ), see
([CS06], Appendix A.1). Clearly, if N is finitely generated over Λ, then NV /pn is finite for all
open normal subgroups V ⊂ G(F∞/F ) and n ≥ 1.
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Lemma A.3.11. Let T be a free Zp-module endowed with a continuous left G(F∞/F )-action
and let N be a finitely generated left Λ-module. As above, we consider the right Λ-action on
Λ⊗Zp T induced by (λ⊗ t).g = λg ⊗ g−1t, where g ∈ G(F∞/F ), λ ∈ Λ, t ∈ T . We define a Λ-action
on T ⊗Zp N induced by the diagonal action of g ∈ G(F∞/F ), that is g.(t ⊗ x) = gt ⊗ gx, t ∈ T ,
x ∈ N . Then there is an isomorphism
(Λ⊗Zp T)⊗Λ N Ð→ T ⊗Zp N, (λ⊗ t)⊗ xz→ λ.(t⊗ x),
of left Λ-modules (for the Λ-action on the Λ-factor on the left and the diagonal action on the
right).
Proof. One checks that for fixed x ∈ N , the map Λ × T → T ⊗Zp N defined by (λ, t) ↦ λ.(t⊗ x)
is Zp-bilinear. Hence, one gets a map(Λ⊗Zp T) ×N Ð→ T ⊗Zp N, (λ⊗ t, x)z→ λ.(t⊗ x),
which is easily seen to be Zp[G(F∞/F )]-bilinear. Now, consider pairs (n,U), where n ≥ 1 is an
integer, and U is an open normal subgroup of G(F∞/F ) acting trivially on T /pn. Note that if
V is any other open normal subgroup of G(F∞/F ), then (n,U ∩ V ) is also such a pair. Let us
write G′ = G(F∞/F ). In an entirely similar fashion as above, for any pair (n,U) we get a map(Zp[G′/U]⊗Zp T /pn) × (NU/pn)Ð→ T /pn ⊗Zp (NU/pn)
which is Zp[G(F∞/F )]-bilinear, and therefore Λ-bilinear (since the Λ-action factors through
Zp[G′/U]). Hence, we get a map(Zp[G′/U]⊗Zp T /pn)⊗Λ (NU/pn)Ð→ T /pn ⊗Zp (NU/pn),
which is left Zp[G′/U]-linear with respect to the induced actions. One checks immediately (on
generators) that t¯ ⊗ x¯ ↦ (1 ⊗ t¯) ⊗ x¯, where x¯ ∈ (NU/pn), t¯ ∈ T /pr, defines an inverse. Recall
that Λ ⊗Zp T is free of rank r as a right Λ-module. Since for finitely presented modules (and
compact modules in the other variable) the completed tensor product coincides with the usual
tensor product, see ([Wit03], Proposition 1.14), we conclude
(Λ⊗Zp T)⊗Λ N ≅ (Λ⊗Zp T)⊗ˆΛN≅ lim←Ð(n,U) ((Zp[G′/U]⊗Zp T /pn)⊗Λ (NU/pn))≅ lim←Ð(n,U) (T /pn ⊗Zp (NU/pn))≅ T ⊗ˆZpN≅ T ⊗Zp N,
which concludes the proof. ◻
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We will also need the following standard result, see (the proof of) ([Tat76], proposition 2.3)
in Tate’s article or also ([Rub00], Appendix B, Proposition B.2.4). Had we worked in greater
generality in this subsection we could have also deduced it from the result of Fukaya and Kato.
Proposition A.3.12. Let T be a finitely generated free Zp-module with a continuous Zp-linear
action of a profinite group G. Then, for all i ≥ 0, the natural map
H i(G,T )⊗Zp Qp Ð→H i(G,T ⊗Zp Qp)
is an isomorphism.
Proof. One can proceed similarly as in the proof of ([Tat76], proposition 2.3). Tensor the exact
sequence
0→ Zp → Qp → Qp/Zp → 0
with T , which is flat over Zp by assumption, and look at the corresponding long exact cohomology
sequence. The groups H i(G,T ⊗Zp Qp/Zp) are torsion, which yields
H i(G,T )⊗Zp Qp ≅H i(G,T ⊗Zp Qp)⊗Zp Qp ≅H i(G,T ⊗Zp Qp)
as desired, where the second isomorphism is given by v ⊗ x↦ vx, v ∈H i(G,T ⊗Zp Qp), x ∈ Qp.◻
A.3.4 Kummer sequence
Let the setting be as in section 2.2.
Remark A.3.13. We note that, by definition of Σ, each canonical morphism
pin ∶ Spec(OFn,Σ)Ð→ Spec(OF,Σ)
is e´tale. Therefore, compare ([Mil80], Remark 3.1 (a) Chapter 2, p. 68), if F is any sheaf on the
small e´tale site Spec(OF,Σ)e´t, then the inverse image pi∗nF is just the restriction F ∣Spec(OFn,Σ).
We will simply also write F for pi∗nF .
We want to recall that H1Σ and H
2
Σ, which were defined to be
HmΣ ∶= lim←Ð
n
Hme´t (OFn[ 1Σf ],Zp(1)),
appear in the Kummer sequence. In fact, for every n ≥ 0 and every k ≥ 1 there is an exact
sequence of sheaves
0Ð→ µpk Ð→ Gm pkÐ→ Gm Ð→ 0
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on the site Spec(OFn[ 1Σf ])e´t since p is different from the residue characteristic of every point
of Spec(OFn[ 1Σf ]), compare ([Mil80], p.66) and recall Σp ⊂ Σf . We note that for n ≥ 1 these
sequences agree with
0Ð→ pi∗n(µpk,OF,Σ)Ð→ pi∗nGm,OF,Σ pkÐ→ pi∗nGm,OF,Σ Ð→ 0,
the sequences obtained by applying the inverse image functors pi∗n to the exact sequence on
Spec(OF,Σ)e´t. For each n ≥ 0 and every k ≥ 0, we get a long exact sequence
1 µpk(OFn,Σ) O×Fn,Σ O×Fn,Σ
H1e´t(OFn,Σ,µpk) Pic(OFn,Σ) Pic(OFn,Σ)





For the last arrow we note that, since the p-cohomological dimension of GΣ(Fn) is less than or
equal to 2, see proposition A.3.1, we have
H3e´t(OFn,Σ,µpk) = 0,
compare also ([FK06], section 1.6.3). The above sequence induces a short exact sequence
1Ð→ O×Fn,Σ/(O×Fn,Σ)pk Ð→H1e´t(OFn,Σ,Z/pkZ(1))Ð→ Pic(OFn,Σ)[pk]Ð→ 1.




(O×Fn,Σ ⊗Z Zp) ∼Ð→ H1Σ. (A.3.22)
We note that since Qcyc ⊆ F∞ we have
lim←Ð
n
(O×Fn,Σ ⊗Z Zp) ≅ lim←Ð
n
(O×Fn,Σp ⊗Z Zp),
see ([Kat06], section 2.5, p.554).
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where, for an abelian group A, we write A{p} for the p-primary subgroup, i.e., the subgroup of el-
ements of finite p-power order. The cohomology group H2e´t(OFn,Σ,Gm)[pk] ⊆H2e´t(OFn,Σ,Gm){p}
can be described as follows. By ([NSW08], proof of (8.3.11) Proposition) there is a short exact
sequence
0Ð→H2e´t(OFn,Σ,Gm){p}Ð→ ⊕
ν∈Σf (Fn)Qp/Zp sumÐ→ Qp/Zp Ð→ 0.
Note that the summation map ⊕ν∈Σf (Fn)Qp/Zp sumÐ→ Qp/Zp as a map of abelian groups has a
section, i.e. a splitting homomorphism. The Snake Lemma applied to mupltiplication with pk








where the exactness on the right is clear by definition of the sum map (or follows formally from
the above splitting). Together with (A.3.23), passing to the projective limit, we get
1Ð→ Pic(OFn,Σ){p}Ð→H2e´t(OFn,Σ,Zp(1))Ð→ ⊕
ν∈Σf (Fn)Zp
sumnÐ→ Zp Ð→ 0. (A.3.24)
Now, we can also pass to the projective limit with respect to the Fn, n ≥ 1, and get
1Ð→ lim←Ð
n
(Pic(OFn,Σ){p})Ð→ H2Σ Ð→ ⊕
ν∈Σf Λ(G)⊗Λ(Gν) Zp Ð→ Zp Ð→ 0. (A.3.25)
We also have a surjective map
Pic(OFn[1/p]){p}↠ Pic(OFn,Σ){p}






see ([Kat06], section 2.5). Now, since the primes above p are finitely decomposed in F∞, we also












has a kernel which is a finitely generated Zp-module.
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A.4 The sequence of Poitou-Tate
Fix a prime p ∈ Z, p /= 2. Recall that in our global setting we have considered a tower of finite
Galois extensions of number fields F ⊆ Fn ⊆ Fn+1 ⋅ ⋅ ⋅ ⊆ F∞ = ∪nFn such that F (µp∞) ⊂ F∞.
Assume that only finitely many primes ramify in F∞/F and fix a finite set of places Σ of F
containing the places above the fixed prime p, the infinite places of F and those that ramify in
F∞/F . We write FΣ for the maximal extension unramified outside the primes of Σ and GΣ(F ) for
Gal(FΣ/F ) or simply GΣ when F is clear from the context. Note that by assumption F∞ ⊂ FΣ.
We also write Gn,Σ for GΣn(Fn) = Gal(Fn,Σn/Fn), where Σn is the set of places of Fn above
those in Σ. Recall that we write G for Gal(F∞/F ).
In the local setting we have considered Gal(K ′(µp∞)/Qp), where K ′(µp∞)/Qp is a Galois ex-
tension that is obtained by adjoining all p-power roots of unity µp∞ ⊂ Qp to an infinite unramified
extension K ′ of Qp. The prime example we have in mind is Gν = Gal(F∞,ν/Qp) where ν is a prime
of F∞ above p for F∞ = Q(E[p∞]), E/Q being an elliptic curve with complex multiplication byOK , K quadratic imaginary, and good, ordinary reduction at p. If E is only defined over K and
p splits in K, OKp = pp¯, then Kp = Qp =Kp¯ and we are also in the setting just described.




Hie´t(OFn[ 1Σf ],Zp(1)) = lim←Ðn Hi(Gn,Σ,Zp(1)),
i = 1,2, in chapter 2.2 and
Hiloc = Hi(Qp,Tun) = Hi(Qp,Λ(G)#(1)) = lim←Ð
Qp⊆L⊂K∞ H
i(L,Zp(1)),
i = 1,2 where the limit is taken over all finite subextensions of Qp in K∞ in chapter 3. In this
chapter we study the sequence of Poitou-Tate that relates the above global and local cohomology
groups. We follow [NSW08] in our exposition. A modified version of the Poitou-Tate sequence
will allow us to integrate a Selmer group, see definition 4.1.1, as one of its terms, which we will
show in the next chapter.
A.4.1 Definition
We now quote the nine-term exact sequence of Poitou-Tate from ([NSW08], (8.6.10)) for number
fields F and finite sets of primes Σ, Σ∞ ⊂ Σ. For a finite GΣ(F )-module B we write
T ′ = Hom(B,O×Σ)
for the dual GΣ(F )-module, where O×Σ is the group of Σ-units of FΣ and OΣ = ⋃F ′⊂FΣ OF ′,Σ,
where the union is taken over all finite subextensions F ′ of FΣ/F .
We adopt the convention of [NSW08] that for an archimedean prime ν ∈ Σ∞ of F and a
Galois-module B as in the following theorem, we write H0(Fν ,B) for the modified cohomology
group Hˆ0(Fν ,B) ∶= BGFν /NGFνB, where NGFν = ∑g∈GFν g is the norm element in Z[GFν ].
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Theorem A.4.1 (Poitou-Tate). Let Σ be a finite set of primes of a number field F containing
all infinite primes. Let B be a finite GΣ(F )-module the order of which is a unit in OF,Σ. Then,
there is a long exact sequence of topological groups
0 H0(GΣ,B) ⊕ν∈ΣH0(Fν ,B) H2(GΣ,B′)∨
H1(GΣ,B) ⊕ν∈ΣH1(Fν ,B) H1(GΣ,B′)∨




where we write (−)∨ for Homcts(−,R/Z), which, for finite B of p-power order coincides with our
usual (−)∨, compare remark A.4.3 (i). The maps λi, i = 0,1,2, are called localization maps.
For the definitions of the various maps appearing in the sequence, compare the proof of lemma
A.4.5, where they are reviewed. We will refer to the above sequence as PT (F,Σ,B).
Remark A.4.2. Let B be as in the theorem. Note that for a complex archimedean place
ν ∈ ΣC ⊂ Σ∞, the groups H0(Fν ,B) = Hˆ0(Fν ,B), H1(Fν ,B) and H2(Fν ,B) are trivial. In
particular, if F has no real archimedean places (e.g., when F contains a non-trivial cyclotomic
field), then ∏
ν∈ΣH i(Fν ,B) = ∏ν∈Σf H i(Fν ,B), i = 0,1,2,
where Σf denotes the set of non-archimedean places in Σ. By a non-trivial cyclotomic field we
mean a field of the form Q(ζqn) for a primitive qn-th root of unity ζqn such that q ∈ Z is a prime
and either q /= 2 or n ≥ 2. Moreover, note that if ν ∈ ΣR is a real archimedean place and 2 does
not divide the order of B, then we also have
Hˆ0(Fν ,B) ∶= BGR/NGRB = 0.
If 2 does not divide the order #B of B, then it does not divide the order of B′ (since the latter
divides (#B)2) and the local duality theorem for the group G(C/R), see ([NSW08], (7.2.17)
Theorem), shows that for B, 2 ∤ #B, and a real archimedean place ν ∈ ΣR we also have
H2(Fν ,B) = 0.
A.4.2 Functoriality
In this subsection, functoriality properties of the Poitou-Tate sequence (with respect to the
ground field F and the module B) are reviewed. Most of them are well-known, but for lack of a
reference some details are provided concerning the functoriality with respect to F . Throughout
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this section we always assume Σ to be a finite set of places of F containing Σ∞, the set of
archimedean places of F , and Σp, the set of finite primes above a fixed prime p. We will also
assume that F is totally imaginary if p = 2, compare remark A.4.2.
Let us consider a finitely generated free Zp-module T with a continuous action of GF that is
unramified outside the finite set of primes Σ of F . Note that the units O×Σ contain the p-power
roots of unity, ⋃n µpn ⊂ O×Σ. Moreover, we have
(T /pnT )′ def= Hom(T /pnT,O×F,Σ) ≅ Hom(T,µpn) ≅ Hom(T,Zp(1))⊗ (( 1pnZp)/Zp),




((T /pnT )′) ≅ T ∗(1)⊗Qp/Zp, (A.4.1)
where we recall that T ∗ is defined to be the dual Zp-representation HomZp(T,Zp). It is time we
made a remark about Pontryagin duals.
Remark A.4.3. (i) For a general Hausdorff, abelian locally compact topological group A, one
defines A∨ = Homcts(A,R/Z), where R/Z is equipped with the quotient topology induced by
the usual topology on R. If D is a discrete torsion group, then the embedding Q/Z ⊂ R/Z
induces an isomorphism Hom(D,Q/Z) ≅ Homcts(D,R/Z). Moreover, if D is a discrete
torsion group and coincides with its p-primary subgroup D = D{p}, then Hom(D,Q/Z) ≅
Homcts(D,Qp/Zp), since the p-primary parts of Q/Z and Qp/Zp coincide, (Q/Z){p} =⋃n( 1pnZ)/Z ≅ ⋃m( 1pmZp)/Zp = (Qp/Zp){p}. Note that if T is finite discrete of p-power
order, then T ′ and H i(GΣ, T ′), i = 0,1,2, are too, compare proposition A.3.1.
(ii) Note that for finitely many discrete abelian groups D1, . . . ,Dk, the product topology on∏ki=1Di coincides with the discrete topology on ∏ki=1Di. Hence, we have a homeomorphism(∏ki=1Di)∨ ≅ ∏ki=1(D∨i ). For finitely many Hausdorff compact abelian groups T1, . . . , Tk
we therefore get (∏ki=1(T∨i ))∨ ≅ ∏ki=1((T∨i )∨) ≅ ∏ki=1 Ti, i.e., we also have (∏ki=1 Ti)∨ ≅∏ki=1(T∨i ).
(iii) Let (Di)i∈I be a direct system of discrete abelian groups, then limÐ→iDi equipped with the
final topology with respect to the canonical maps Dj → limÐ→iDi is certainly also discrete.
Hence, we get a homeomorphism (limÐ→iDi)∨ ≅ lim←Ði(D∨i ).
(iv) Let (Ti)i∈I be a projective system of Hausdorff compact abelian groups and consider
the induced direct system of discrete groups (T ∨i )i∈I . Using (iii) we get (limÐ→i(T∨i ))∨ ≅
lim←Ði((T∨i )∨) ≅ lim←Ði Ti and therefore, limÐ→i(T∨i ) ≅ (lim←Ði Ti)∨.
Let us consider the Poitou-Tate sequences PT (F,Σ, T /pnT ) for the finite modules T /pnT , n ≥ 1,
where T is a finitely generated free Zp-module as above. Note that since we assumed Σ to be
finite, all groups in the sequences PT (F,Σ, T /pnT ), n ≥ 1, are compact, in fact, they are even
finite, see ([NSW08], (8.6.10)) and propositions A.3.1 and A.3.2. We state without proof
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Lemma A.4.4. The Poitou-Tate sequence is functorial in the second variable, i.e., if f ∶ A→ B
is a morphism of finite GΣ(F )-modules, the orders of which are both units in OF,Σ, then f
induces a map f∗ ∶ PT (F,Σ,A)Ð→ PT (F,Σ,B).
The lemma allows us to pass to the projective limit of the sequences PT (F,Σ, T /pnT ), n ≥ 1,
where the transition maps are induced by the canonical maps T /pn+1T → T /pnT . Since Σ is finite,
the groups appearing in PT (F,Σ, T /pnT ) are compact and in view of (A.4.1) and proposition
A.3.4, we then get an exact sequence
0 H0(GΣ, T ) ⊕ν∈Σf H0(Fν , T ) H2(GΣ, T ∗(1)⊗Qp/Zp)∨
H1(GΣ, T ) ⊕ν∈ΣH1(Fν , T ) H1(GΣ, T ∗(1)⊗Qp/Zp)∨
H2(GΣ, T ) ⊕ν∈Σf H2(Fν , T ) H0(GΣ, T ∗(1)⊗Qp/Zp)∨ 0, (A.4.2)
where, see remark A.4.2, the groups H i(Fν , T ), i = 0,1,2, vanish for complex archimedean places
ν ∈ ΣC and H0(Fν , T ), H2(Fν , T ) also vanishes for ν ∈ ΣR (since if there are real places, then
p /= 2 by assumption). We will denote the above exact sequence by PT (F,Σ, T ). We remark that
there is a dual version of this sequence, which is given by
0 H0(GΣ, T ∗(1)⊗Qp/Zp) ⊕ν∈Σf H0(Fν , T ∗(1)⊗Qp/Zp) H2(GΣ, T )∨
H1(GΣ, T ∗(1)⊗Qp/Zp) ⊕ν∈ΣH1(Fν , T ∗(1)⊗Qp/Zp) H1(GΣ, T )∨
H2(GΣ, T ∗(1)⊗Qp/Zp) ⊕ν∈Σf H2(Fν , T ∗(1)⊗Qp/Zp) H0(GΣ, T )∨ 0.
(A.4.3)
Now, in our global setting, assume that µp∞ ⊂ F∞, which, e.g., holds in the case Fn = F (E[pn])
by the Weil pairing. More generally, it is also sufficient for our purposes in this section to assume
that Fn, for some n ≥ 1, has only complex archimedean places, which is then true for all Fm,
m ≥ n. Let T be a finitely generated free Zp-module with a continuous action of GF that is





H i(Gn,Σ, (T /pm)′) ≅H i(G∞,Σ, T ∗(1)⊗Qp/Zp)
≅H i(G∞,Σ, T ∨(1)).
For each number field Fn, n ≥ 1, we get a long exact sequence as in (A.4.2). We want to show
that these sequences form a projective system (with respect to corestriction maps and duals
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of restriction maps) of sequences in the following lemma. It has been remarked in ([Mil86b],
Remark 4.19) that the dual statement is true, i.e., that with respect to restriction maps and
duals of corestriction maps, the Poitou-Tate sequences form a direct system.
By a map (ϕn)n between sequences ((Mn)n, dn), where dn ∶ Mn → Mn+1, and ((Nn)n, d′n),
where d′n ∶ Nn → Nn+1, we mean, of course, a map such that ϕn+1 ○ dn = d′n ○ ϕn.
Lemma A.4.5. Given F and Σ as above, let L/F be a finite Galois subextension of FΣ/F and
write ΣL for the primes of L above those in Σ. Write GΣ(F ) = G(FΣ/F ) and GΣ(L) = G(FΣ/L) =
G(LΣL/L). Then, there is a map of exact sequences from the Poitou-Tate sequence (A.4.2) for
L and ΣL to the Poitou-Tate sequence (A.4.2) for F and Σ. The map is given by the maps
(i) corGΣ(L)
GΣ(F ) ∶Hm(GΣ(L), T )Ð→Hm(GΣ(F ), T ), m = 0,1,2,






ω∣νHm(Lω, T )Ð→Hm(Fν , T ), m = 0,1,2,
where (σω)∗ is the conjugation map Hm(Lω, T ) → Hm(Lω0 , T ) induced by certain Galois
automorphisms σω (fixing F ) such that σωGLωσ
−1
ω = GLω0 ,
(iii) (resGΣ(F )
GΣ(L))∨ ∶Hm(GΣ(L), T ∨(1))∨ Ð→Hm(GΣ(F ), T ∨(1))∨, m = 0,1,2.
Proof. We divide the proof into three parts.
1. Part: We begin with the compatibility of the maps from the first to the second non-trivial
column of (A.4.2). Let us fix a prime ν ∈ Σ of F , a prime ω¯0 of FΣ above ν and let us write FΣ,ω¯0
for the union of the completions at ω¯0 of the finite subextensions of FΣ/F . Let us write ω0 for
the prime of L below ω¯0 and fix a prime ω of FΣ above each other prime ω of L above ν, so that
we have
ω¯0 ω¯ . . . FΣ
ω0 ω . . . L
ν F
(A.4.4)
Moreover, for each ω above ν fix σω in GΣ(F ) so that ω¯0 ○ σω = ω¯. For any ω above ν we write
GΣ(F )ω¯ ≅ G(FΣ,ω¯/Fν) and GΣ(L)ω¯ ≅ G(FΣ,ω¯/Lω) for the decomposition groups of ω¯ in GΣ(F )
and GΣ(L), respectively; when we write ω to mean any prime of L above ν, then, in particular,
A.4. THE SEQUENCE OF POITOU-TATE 155
ω could be ω0. We have σω(GΣ(L)ω¯)σ−1ω = GΣ(L)ω¯0 (note that GΣ(L) is normal in GΣ(F )) and
write (σω)∗ ∶Hm(GΣ(L)ω¯, T )→Hm(GΣ(L)ω¯0 , T )
for the conjugation isomorphism, see ([NSW08], chapter I, §5) for a definition and note that
σωT = T . Moreover, we set GLω = G(FΣ,ω¯/Lω) for arbitrary ω ∣ ν, and GFν = G(FΣ,ω¯0/Fν),
where FΣ,ω¯ denote fixed algebraic closures. Then, we have surjections GLω ↠ GΣ(L)ω¯ and
GFν ↠ GΣ(F )ω¯0 . Note that the induced embeddings σω ∶ FΣ,ω¯ ↪ FΣ,ω¯0 extend to isomorphisms
σω ∶ FΣ,ω¯ ≅ FΣ,ω¯0 which we also denote by σω. As before, we have conjugation isomorphisms(σω)∗ ∶ Hm(Lω, T ) ≅ Hm(Lω0 , T ). Then, consider the following diagram, where, by proposition
A.3.1, A.3.2 and A.3.4, we may assume that T is of finite p-power order and therefore discrete,
Hm(GΣ(L), T ) ⊕ω∣νHm(GΣ(L)ω¯, T ) ⊕ω∣νHm(Lω, T )














the left diagram commutes by the double-coset formula for res and cor, see ([NSW08], (1.5.6)
Proposition), and the right diagram commutes since conjugation commutes with inflation, see
(loc. cit., (1.5.4) Proposition) and by (loc. cit., (1.5.5) proposition), which states that infG/VG ○
corU/V
G/V = corUG ○ infU/VU for V closed and normal and U open in a profinite group G. In our case
G = GFν , U = GLω0 and V = GFΣ,ω0 ; V is equal to the kernel of GLω0 ↠ GΣ(L)ω¯0 .
2. Part: Next, using the same notation as before, we consider the maps from the second to
the third non-trivial column of (A.4.2) and show that they are compatible. This is equivalent to
showing that for any ν ∈ Σ, m = 0,1,2, the dual diagram
⊕ω∣ν (Hm(Lω, T )∨) H2−m(GΣ(L), T ∨(1))
Hm(Fν , T )∨ H2−m(GΣ(F ), T ∨(1))
⊕ω∣ν ((corGLω0GFν ○ (σω)∗)∨) resGΣ(F )GΣ(L)
(A.4.6)
commutes, compare remark A.4.3 (ii) for the fact that (−)∨ commutes with finite products for
both discrete and compact modules. The horizontal arrows in (A.4.6) are defined via local Tate
cohomology and the localization maps λ2−m for T∨(1), which we explain now. Assume we have
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already shown that the following diagram commutes
⊕ω∣ν (Hm(Lω, T )∨) ⊕ω∣νH2−m(Lω, T ∨(1))
Hm(Fν , T )∨ H2−m(Fν , T ∨(1)),




where the horizontal maps are induced by local Tate duality. Then, showing the commutativity
of (A.4.6) is equivalent to showing that
⊕ω∣νH2−m(Lω, T ∨(1)) H2−m(GΣ(L), T ∨(1))
H2−m(Fν , T ∨(1)) H2−m(GΣ(F ), T ∨(1))




commutes, where, by abuse of notation, we use the same symbol λ2−m for both of the horizontal
localization maps, which, as before, are given by the restrictions to the decomposition groups in
the extension FΣ/F and FΣ/L composed with the inflation maps to the absolute Galois groups
of the local fields. In fact, (A.4.6) is, by definition, the diagram that arises by connecting (A.4.7)
with (A.4.8). As in the first part of the proof, we divide the diagram (A.4.8) into two diagrams,
one corresponding to the restriction maps and one to the inflation maps. The first commutes
since conjugation commutes with restriction. The second diagram commutes since conjugation
commutes with inflation and by ([NSW08], (1.5.5) Proposition) stating that for closed subgroups
V ⊂ U ⊂ G we have infU/VU ○ resG/VU/V = resGU ○ infG/VG . Use this result for V = GFΣ,ω¯0 , U = GLω0 and
G = GFν .
Now, it remains to prove that the diagram from (A.4.7) commutes. By the compatibility of
conjugation with res and cor, this follows from the next diagram, where, for ease of notation, we
write M/K for an arbitrary finite extension of non-archimedean local fields. Whenever we have
a map f ∶ A→ B, then (f)∗ denotes the induced map Hom(B,C)→ Hom(A,C), g ↦ g ○f , while(f)∗ means Hom(D,A)→ Hom(D,B), h↦ f ○ h. Let us write H2(M) = H2(M,Qp/Zp(1)) and
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H2(K) =H2(K,Qp/Zp(1)) and consider the diagram
Hom(Hm(M,T ),H2(M))
Hom(Hm(M,T ),Qp/Zp) Hom(Hm(M,T ),H2(K)) H2−m(M,T∨(1))











where we write Hm(K,T )×H2−m(K,T ∨(1)) ⋃Ð→H2(K) for the cup product and invK ∶H2(K) ≅
Qp/Zp for the local invariant map (and likewise for M), so that the composite of the two lowest
(resp. diagonal) morphisms of the diagram gives the local Tate duality isomorphism for K (resp.
M). The right part of the diagram commutes by a general result about the compatibility of
restriction, corestriction and the cup product, see ([NSW08], (1.5.3) Proposition (iv)). The
lower diagram on the left commutes by definition and the upper diagram on the left is just the
property ([NSW08], (7.1.4) Corollary) satisfied by local invariant maps for extensions M/K.
3. Part: For the maps from the third to the first column one has to show the compatibility
of global Poitou-Tate duality. We skip the proof of this part. ◻
In view of remark A.4.2 and our assumption that for some n, n ≥ 1, Fn has only complex
archimedean places, passing to the projective limit (with respect to the maps as in lemma A.4.5)
yields a long exact sequence
0 lim←ÐnH0(Gn,Σ, T ) lim←Ðn⊕ν∈Σn,f H0(Fn,ν , T ) H2(G∞,Σ, T ∨(1))∨
lim←ÐnH1(Gn,Σ, T ) lim←Ðn⊕ν∈Σn,f H1(Fn,ν , T ) H1(G∞,Σ, T ∨(1))∨
lim←ÐnH2(Gn,Σ, T ) lim←Ðn⊕ν∈Σn,f H2(Fn,ν , T ) H0(G∞,Σ, T ∨(1))∨ 0 (A.4.10)
where Σn,f denotes the set of finite places of Fn above Σf .
For a prime ν ∈ Σf we write F ν for an algebraic closure of the completion of F at ν and fix an
embedding F ⊂ F ν . This embedding determines a prime ν¯ of F∞ above ν and we denote by Gν
the correpsonding decomposition group in G = G(F∞/F ). We have seen in the proof of lemma
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A.4.5 that local Tate duality turns corestriction maps into duals of restriction maps, see (A.4.7)














2−i(Fn,ν , T ∨(1)))∨
≅ ( ⊕
ν∈Σf Coind
GνG H2−i(F∞,ν¯ , T ∨(1)))∨
≅ ⊕
ν∈Σf c−IndGνG (H2−i(F∞,ν¯ , T ∨(1))∨), (A.4.11)
and we refer to remark A.4.3 for the properties of (−)∨ that we used. Above, when we write
F∞,ν¯ for a prime ν ∈ Σf we mean the union of the completions Fn,ν¯ of Fn at the (restriction of
the) prime ν¯ of F∞ above ν induced by the embedding F ⊂ F ν . For i = 0,1,2, the last term from
(A.4.11) above is isomorphic to
⊕
ν∈Σf c−IndGνG (H2−i(F∞,ν¯ , T ∨(1))∨) ≅ ⊕ν∈Σf c−IndGνG (( limÐ→n,resH2−i(Fn,ν¯ , T ∨(1)))∨)≅ ⊕
ν∈Σf c−IndGνG lim←Ðn,res∨ (H2−i(Fn,ν¯ , T ∨(1))∨)≅ ⊕
ν∈Σf c−IndGνG lim←Ðn,corH i(Fn,ν¯ , T ). (A.4.12)
Remark A.4.6. Consider the case T = Zp(1). Then,
(i) we canonically have T ∗(1)⊗Qp/Zp ≅ Qp/Zp with trivial GQ-action on the right. It follows,
compare ([NSW08], Theorem (2.6.9)) that for all n ≥ 1
H2(Gn,Σ, T ∗(1)⊗Qp/Zp) =H2(Gn,Σ,Zp)∨.
Hence, if Leopoldt’s conjecture is true for p and all Fn, i.e., if H2(Gn,Σ,Zp) vanishes,
then the Poitou-Tate sequence as in (A.4.2) gives us a six term exact sequence consisting
of the lower two lines. This will be the case when Fn = K(E[pn]) for an elliptic curve
with complex multiplication by OK , since Fn is then abelian over the quadratic imaginary
number field K, compare ([NSW08], Theorem (10.3.16)).
Regardless of whether the Leopoldt conjecture holds for each Fn, the weak Leopoldt con-
jecture holds for F∞ and Qp/Zp whenever F cyc ⊂ F∞. In fact, it holds for each cyclotomic
extension F cycn /Fn, n ≥ 1, see ([NSW08], (10.3.25) Theorem) and compare also Iwasawa’s
article [Iwa73]. We may therefore conclude
H2(G∞,Σ,Qp/Zp) ≅ limÐ→
n
H2(G(FΣ/F cycn ),Qp/Zp) = 0,
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which shows that for T = Zp(1) the sequence (A.4.10) always restricts to an exact sequence
consisting of the lower two lines. We remark that the statement about the weak Leopoldt
conjecture holds for more general modules T as long as F∞/F contains the cyclotomic
extension of F and the trivializing extension for T∨(1), compare ([Ven00], remark 3.0.4).
For more information on weak Leopoldt conjectures see ([PR00], appendix B) and [Sch85]
for some results concerning elliptic curves.
(ii) we have H1(G∞,Σ,Qp/Zp)∨ = Homcts(G∞,Σ,Qp/Zp)∨ ≅ G(FΣ/F∞)ab(p).





2(Fn,ν , T ) ≅ ⊕
ν∈Σf c−IndGνG Zp.
(iv) lastly, we also have
H0(G∞,Σ, T ∗(1)⊗Qp/Zp)∨ = Zp.
(v) assuming that F cyc ⊂ F∞, in view of (A.4.12), the Poitou-Tate sequences (A.4.10) reduces
to
0 lim←ÐnH1(Gn,Σ,Zp(1)) ⊕ν∈Σf c−IndGνG lim←ÐnH1(Fn,ν¯ ,Zp(1)) H1(G∞,Σ,Qp/Zp)∨




where we recognise HiΣ = lim←ÐnH i(Gn,Σ,Zp(1)), i = 1,2, from the global theory and for
ν ∈ Σp, H1loc = lim←ÐnH1(Fn,ν¯ ,Zp(1)) and H2loc = Zp from the local theory.
A.5 Σ-units and Σ-ideal class groups
Let F be a number field and Σ′ ⊂ Σ be finite sets of places containing the infinite places Σ∞
of F . We write Σ′f and Σf for the finite primes in Σ′ and Σ, respectively. Denote by JF the
ideal group of F , the free abelian group generated by all non-zero prime ideals of F (i.e., by the
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non-archimedean primes). Then, by the Snake Lemma we have the following diagram
0 O×F,Σ′ O×F,Σ
0 F × F× 0
0 ⊕ν∈Σf∖Σ′f Zν JF / < ν ∈ Σ′f > JF / < ν ∈ Σf > 0
⊕ν∈Σf∖Σ′f Zν ClΣ′(F ) ClΣ(F ) 0 (A.5.1)
In particular, tensoring with Zp yields an exact sequence
0→ O×F,Σ′ ⊗Z Zp → O×F,Σ ⊗Z Zp → ⊕
ν∈Σf∖Σ′f Zpν → ClΣ′(F ){p}→ ClΣ(F ){p}→ 0. (A.5.2)
A.6 Elliptic curves with complex multiplication
In this section we gather some known facts about elliptic curves defined over a quadratic imagi-
nary number field K with complex multiplication by an order in K. We write K¯ for an algebraic
closure of K and GK for Gal(K¯/K). If one is interested in curves already defined over Q, one
can find a complete list of the finitely many Q¯-isomorphism classes of elliptic curves defined over
Q with complex multiplication in ([Sil99], Appendix A, §3).
As a special case of ([Sil99], Chapter II, Theorem 4.3) we have the following proposition.
Proposition A.6.1. Let E/K be an elliptic curve with complex multiplication by OK . Then,
K coincides with its Hilbert class field.
In the above proposition by Hilbert class field we mean the big Hilbert class field, i.e., the ray
class field of K modulo the unit ideal (1), which coincides with the maximal abelian extension
of K that is unramified at all primes. The proof, in a more general situation, shows that the
j-invariant j(E) of E generates the Hilbert class field. In our situation, since E is defined over
K, j(E) also belongs to K, which implies what we claimed.
We also note that for an elliptic curves E/K with complex multiplication, as Shimura remarks
in ([Shi71], (5.1.3)), every endomorphism in EndK¯(E) is rational over K, i.e., already defined
over K,
EndK¯(E) = EndK(E).
If EndK(E) is equal to the maximal order OK and p ∈ Z is a prime that splits in OK into two
primes generated by pi and p¯i, then we see that the pi-adic Tate module TpiE = lim←ÐnE[pin] carries
an action of GK since multiplication by pi, by the above remark, is defined over K.
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Let us recall a reduction criterion in terms of decomposition behaviour due to Deuring for
primes of good reduction.
Proposition A.6.2. Let E/K be an elliptic curve and let p be a prime of K where E has good
reduction. Write p in Z for the prime below p. Then, the reduction of E modulo p is ordinary if
and only if p splits in K.
Proof. See [Lan87], chapter 13, theorem 12 and also Deuring’s article [Deu41]. ◻
A.6.1 Fields generated by division points
Next we come to some properties of the extensions obtained by adjoining coordinates of division
points of E to K that we will use repeatedly. Assume that E has complex multiplication by the
maximal order OK . Let m and n be two integral ideals of OK . First note that for the ray class
fields K(m) and K(n), in general, we have an equality
K(m) ∩K(n) =K(g.c.d.(m,n)),
which is a simple exercise in class field theory. However, in general, we only have an inclusion
K(m)K(n) ⊂K(l.c.m.(m,n)),
which need not be an equality. For extensions generated by division points of E the situation is
nicer.
Proposition A.6.3. Let m and n be two non-trivial integral ideals of OK . Then, we have
identities
K(E[m]) ∩K(E[n]) =K(E[g.c.d.(m,n)]) and K(E[m])K(E[n]) =K(E[l.c.m.(m,n)]).
Proof. Let us first prove the second identity. We clearly have
K(E[m])K(E[m]) ⊂K(E[l.c.m.(m,n)])
since m-, resp. n-division points are also l.c.m.(m,n)-division points. On the other hand, let Q
be a l.c.m.(m,n)-division point of E(K¯). We can find integral ideals m′ and n′ such that
m′m = l.c.m.(m,n) and n′n = l.c.m.(m,n)
and m′ and n′ are easily seen to be coprime. Let m′, n′ ∈ OK be generators (K has class number
1 by proposition A.6.1) of m′ and n′, respectively. Then we can find a, b ∈ OK , prime to each
other, such that
am′ + bn′ = 1.
It follows that
Q = am′Q + bn′Q,
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where am′Q and bn′Q are m- and n-division points, respectively. Since E is defined over K,
addition on E is a K-rational operation and we see that the coordinates of Q already lie in the
compositum K(E[m])K(E[n]).
Now, we come to the first identity. The inclusion
K(E[g.c.d.(m,n)]) ⊂K(E[m]) ∩K(E[n])
is obvious. This time, we can find integral ideals m′ and n′ such that
m = m′ ⋅ g.c.d.(m,n) and n = n′ ⋅ g.c.d.(m,n).
Again, m′ and n′ are easily seen to be coprime. Assume we have m = ∏l lml and n = ∏l lnl ,
where ml and nl are the exact exponents of the prime l in the product decomposition of m and
n, respectively. Let us define
m′′ = ∏
l ∣m′ l
ml and n′′ = ∏
l ∣n′ l
nl
where the products are taken precisely over those primes that divide m′ and n′, respectively.
Since m′ and n′ are coprime, m′′ and n′′ are coprime, too. We claim that
m = l.c.m.(m′′, g.c.d.(m,n)). (A.6.1)
In order to show this write m′′ =∏l lm′′l and g.c.d.(m,n) =∏l ldl for the product decompositions.
Note that dl = min(ml, nl). By definition of the least common multiple, the exponent of a prime
l in the decomposition of l.c.m.(m′′, g.c.d.(m,n)) is given by
max{m′′l , dl}.
If the prime l divides m′, then, by definition of m′′, we have
m′′l =ml ≥ dl,
so the exponent of l in l.c.m.(m′′, g.c.d.(m,n)) is given by ml. Now assume that l ∤ m′. If
ml = 0, then m′′l = 0 and dl = 0, so also in this case ml coincides with the exponent of l in
l.c.m.(m′′, g.c.d.(m,n)). The last case to consider is l ∤ m′ and ml ≥ 1. In this case lml must
divide g.c.d.(m,n), so that ml ≤ dl. By definition of dl we then have ml = dl. Moreover, since
l ∤ m′ we have m′′l = 0 and we conclude that also in this last case ml coincides with the exponent
of l in l.c.m.(m′′, g.c.d.(m,n)). This finishes the proof of (A.6.1). Similar to (A.6.1) we can show
that
n = l.c.m.(n′′, g.c.d.(m,n)).
Writing q = g.c.d.(m,n) and using the second equality from the statement of the proposition
proved above, we can now write
K(E[m]) =K(E[l.c.m.(m′′, q)]) =K(E[q])(E[m′′])
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and, likewise,
K(E[n]) =K(E[l.c.m.(n′′, q)]) =K(E[q])(E[n′′]),
where the fields on the right are the ones obtained by adjoining coordinates of m′′- and n′′-
division points, respectively, to K(E[q]). They coincide with K(E[q])K(E[m′′]) and with
K(E[q])K(E[n′′]), respectively. Considering E as defined over K(E[q]) and recalling that m′′
and n′′ are coprime, ([dS87], corollary 1.7) yields
K(E[m]) ∩K(E[n]) =K(E[q])(E[m′′]) ∩K(E[q])(E[n′′]) =K(E[q]),
which finishes the proof. ◻
Now, assume that the prime number p ∈ Z splits in OK into distinct primes p and p¯. We
define Kk,n = K(E[p¯kpn]), Lk,n = K(p¯kpn) and Fk,n = K(fp¯kpn). We write µ(K) for the roots
of unity contained in K. For k,n ≥ 1 such that O×K → (OK/p¯kpn)× is injective, the cardinalities
of the Galois groups over K are given by
#Gal(Fk,n/K) = #(OK/fp¯kpn)×#µ(K) (A.6.2)
#Gal(Lk,n/K) = #(OK/p¯kpn)×#µ(K) (A.6.3)
#Gal(Kk,n/K) = #(OK/p¯kpn)×, (A.6.4)
where the first two equations follow from class field theory, see ([Neu07], VI, §1, Aufgabe 13),
and the third from ([dS87], II, corollary 1.7). For k ≥ 2, n ≥ 1 such that O×K → (OK/p¯k−1pn)× is
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where the numbers next to the edges are the degrees of the extensions. We define the following
infinite extensions of K
F∞ = ⋃
k,n
K(fp¯kpn), K∞ = ⋃
k,n
K(E[p¯kpn]), L∞ = ⋃
k,n
K(p¯kpn).
Lemma A.6.4. Assume that k,n ≥ 1 are big enough such that O×K → (OK/p¯k−1pn)× is injective.
Moreover, assume that (p,#µ(K)) = 1. Then, the restriction maps
Gal(Kk,n/Lk,n)Ð→ Gal(Kk−1,n/Lk−1,n)
are bijections. We have a similar statement for the roles of n and k interchanged. In particular,
G(K∞/L∞) = lim←Ðk,nG(Kk,n/Lk,n) has cardinality #µ(K).
Proof. Since both groups have the same finite cardinality it is sufficient to show that the maps
are injective. To show this, it clearly suffices to show that
Lk,nKk−1,n =Kk,n.
But Lk,nKk−1,n is a subextension of the degree p extension Kk,n/Kk−1,n, so it suffices to show
that Lk,nKk−1,n is strictly bigger than Kk−1,n. But the exponent of p in the cardinality of
Gal(Lk,nKk−1,n/K) is at least (k − 1) + (n − 1) by our assumption (p,#µ(K)) = 1, while the
exponent of p in the cardinality of Gal(Kk−1,n/K) is (k − 2) + (n − 1). ◻
Lemma A.6.5. Assume that k,n ≥ 1 are big enough such that O×K → (OK/p¯k−1pn−1)× is injec-
tive. Moreover, assume that (p,#(OK/f)×6) = 1. Then, in the following composite map, both of
the restriction maps
Gal(Fk,n/Fk−1,n)Ð→ Gal(Kk,n/Kk−1,n)Ð→ Gal(Lk,n/Lk−1,n)
are bijections. We have a similar statement for the roles of n and k interchanged.
Proof. Since all groups are of order p, it is sufficient to show that the composite is an injection.
This, in turn, is equivalent to showing that Fk−1,nLk,n = Fk,n. And since [Fk,n ∶ Fk−1,n] = p it suf-
fices to show that Fk−1,nLk,n is strictly bigger than Fk−1,n. By the assumption (p,#(OK/f)×6) = 1
the exponent of p in [Fk−1,n ∶ K] is n − 1 + k − 2. However, the exponent of p in [Lk,n ∶ K] is
n − 1 + k − 1 which is less than or equal to the exponent of p in [Lk,nFk−1,n ∶ K], showing that
Lk,nFk−1,n is bigger than Fk−1,n. ◻
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We then have a commutative diagram
1 G(Fk,n/Fk−1,n) G(Fk,n/Fk−1,n−1) G(Fk−1,n/Fk−1,n−1) 1
1 G(Kk,n/Kk−1,n) G(Kk,n/Kk−1,n−1) G(Kk−1,n/Kk−1,n−1) 1




with exact rows. By the five lemma we get the following corollary.
Corollary A.6.6. Let the setting be as in lemma A.6.5. Then, in the following composite map,
both of the restriction maps
Gal(Fk,n/Fk−1,n−1)Ð→ Gal(Kk,n/Kk−1,n−1)Ð→ Gal(Lk,n/Lk−1,n−1)
are bijections.
Lemma A.6.7. Let E/Q be an elliptic curve with complex multiplication by OK and good
ordinary reduction at p. Moreover, assume that (p,#(OK/f)×) = 1. Then, for any divisor f′ of f
and k,n ≥ 1 such that O×K → (OK/f′p¯kpn)× is injective, the natural maps induced by restriction
Gal(Kk+1,n/Kk,n)Ð→ Gal((Kk+1,n ∩K(f′p¯k+1pn))/(Kk,n ∩K(f′p¯kpn))) (A.6.7)
are injective.
Proof. We can write the map from (A.6.7) as the composite of the monomorphism
Gal(Kk+1,n/Kk,n)↪ Gal(Kk+1,n/(Kk,n ∩K(f′p¯kpn))) (A.6.8)
and the epimorphism
Gal(Kk+1,n/(Kk,n ∩K(f′p¯kpn)))↠ Gal((Kk+1,n ∩K(f′p¯k+1pn))/(Kk,n ∩K(f′p¯kpn))). (A.6.9)
By ([dS87], II, corollary 1.7), Gal(Kk+1,n/Kk,n) has order p. We next show that the kernel of
the map (A.6.9) has order prime to p, which proves that (A.6.7) is injective. The kernel of the
map (A.6.9) is given by
Gal(Kk+1,n/(Kk+1,n ∩K(f′p¯k+1pn))) ≅ Gal((Kk+1,nK(f′p¯k+1pn)))/K(f′p¯k+1pn)),
which is a quotient of Gal(K(fp¯k+1pn))/K(f′p¯k+1pn)) by ([dS87], proposition 1.6). Due to our
assumption on k,n and f′ and the fact that (f, p) = 1, class field theory, see ([Neu07], VI, §1,
Aufgabe 13), shows that the latter Galois group has order
#(OK/f)×
#(OK/f′)× ,
which is prime to p by our assumption. ◻
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A.6.2 Gro¨ßencharacters and conductors
Let us write fψ for the conductor of the Gro¨ßencharacter ψ attached to E/K, which can be
interpreted in several ways as we explain next, see also ([BV10], section 2) for a discussion.
Writing Σbad for the primes of K where E has bad reduction, then ψ can be defined as a
homomorphism from the free abelian group IΣbad on primes of K not belonging to Σbad to the
multiplicative group K×. For a finite place ν where E has good reduction write E˜ν/kν for
the reduction modulo ν, where kν denotes the residue field. By definition, ψ(ν) ∈ K× is the
unique element that maps to the arithmetic Frobenius element in Endkν(E˜ν) under the natural
(injective) map
K = EndK(E)⊗Z QÐ→ Endkν(E˜ν)⊗Z Q
induced by reduction modulo ν, compare [Coaa] for the fact that one can lift the Frobenius
elements to K. It is proved in [Coaa] that ψ is a Gro¨ßencharacter of type A0 in the sense of
Weil [Wei55] with infinity type (1,0), which means that there exists an ideal f of K such that
ψ((x)) = x for all x ∈ K× satisfying ordνq(x − 1) ≥ ordνq(f) for all q ∣ f, where we write ordνq
for the valuation function associated to q. fψ, by definition, is the smallest ideal f with this
propery as is also explained in [dS87]. Let p be a prime above which E has good reduction. Weil
[Wei55] has shown that the character ψE can be extended to a character G(K(p∞fψ)/K)Ð→ Cp
which we also denote by ψ, where we write Cp for the completion of an algebraic closure of Qp.
The extension to G(K(p∞fψ)/K) is defined in a way such that for the arithmetic Frobenius(ν,K(p∞fψ)/K) in G(K(p∞fψ)/K) attached to a finite prime ν of K not above p where E has
good reduction, we have ψ((ν,K(p∞fψ)/K)) = ψ(ν), see also [dS87].
We also have the notion of conductor fE/K of E/K in terms representations of the inertia
and higher ramification groups on Tate modules and certain torsion subgroups of E. We refer
to Silverman ([Sil99], IV, §10) and the article [ST68] by Serre and Tate for a precise definition
and the fact that fE/K is divisible precisely by the primes of K where E has bad reduction. The
relation between fE/K and fψ is given in the following
Theorem A.6.8. For the conductors fψ and fE/K we have have an equality
f2ψ = fE/K
of ideals in OK . In particular, fψ is divisible precisely by the primes where E/K has bad
reduction.
Proof. See the article of Serre and Tate ([ST68], theorem 12, p.514). See also Deuring’s work
[Deu55] and [Deu56] or Shimura’s book ([Shi71], theorem 7.42). ◻
A.6.3 Curves defined over Q
Appendix A, §3 in Silverman’s book [Sil99] contains a list of representatives with minimal discrim-
inant and conductor of all Q¯-isomorphism classes of elliptic curves defined over Q with complex
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multiplication by an order O in an imaginary quadratic field K = Q(√−D) of discriminant −D.
The discriminant of any such quadratic imaginary field K belongs to the finite set
−D ∈ {−3,−4,−7,−8,−11,−19,−43,−67,−163},
which consists of numbers, all of which are divisible by one prime number only.
Moreover, if we restrict our attention to those E/Q that have complex multiplication by the
maximal order OK , i.e., the full ring of integers of K = Q(√−D), then the following holds. Let
us write fE/Q for the conductor of E over Q. Then, each Q¯-isomorphism class of elliptic curves
defined over Q with complex multiplication by OK contains a representative E/Q such that
fE/Q is divisible by only one prime number which is precisely the prime dividing −D.
In particular, if l ∈ Z is the prime dividing fE/Q, then l ramifies in K and we can write
OK l = l2
for the prime l in OK that lies above the prime ideal generated by l. These considerations prove
part of the following proposition. We can consider E also as defined over K and when we do,
we write fE/K for the conductor of E/K.
Proposition A.6.9. Let E/Q be a representative as above and l ∈ Z be the prime dividing fE/Q.
Write l for the prime of K above Zl. Then, we have an equality of ideals
fE/K = lr
for some r ≥ 2 and r divisible by 2.
Proof. We have seen above that fE/K is divisible at most by one prime, namely l. But since
the class number of K is 1, E has a global minimal equation over K and we can use a general
result of Stroeker ([Str83], (1.7) Main Theorem) saying that E considered as an elliptic curve
over K cannot have good reduction everywhere, so the exponent r must be greater or equal to
1. Theorem A.6.8 now concludes the proof. We note that we could have concluded that r ≥ 2
independently of theorem A.6.8. In fact, since E has potential good reduction everywhere, the
reduction type at l must be additive and therefore r ≥ 2. ◻
We also state a fact in this subsection concerning fields generated by division points, which we
will use later when dealing with curves over Q. If E is a curve defined over Q with complex
multiplication by OK , K quadratic imaginary, then the following holds. Let us write K∞ =∪nK(E[pn]) and Q∞ = ∪nQ(E[pn]).
Proposition A.6.10. Assume that p splits in K. Then, we have an equality of fields K∞ = Q∞.
168 APPENDIX A. APPENDIX
The content of this proposition is that K is contained in Q∞ for split primes p. Write pi for a
generator of one of the two primes of K above p. The proof of the proposition follows immediately
from the following general lemma applied to
ρ ∶ GK Ð→ AutQp(Qp ⊗Zp TpiE),
the representation of the pi-adic Tate module TpiE of E and the two groups GK ⊲ GQ. In fact,
we will see in (A.6.18) that we have IndGKGQ ρ ≅ ρE , where
ρE ∶ GQ Ð→ AutQp(Qp ⊗Zp TpE),
and ker(ρE) = GQ∞ . The lemma now says that GQ∞ ⊆ ker(ρ) and, in particular, GQ∞ ⊂ GK ,
which proves what we wanted.
Lemma A.6.11. Let H ⊲ G be a normal subgroup of finite index n. Furthermore, let ρ ∶H Ð→
AutF (V ) be a finite dimensional representation. Then, we have the inclusion
ker(IndHGρ) ⊆ ker(ρ),
where the kernels both are considered as subgroups of G.
Proof. Let g belong to ker(IndHGρ). We fix both, a system of left coset representives σ1, . . . , σn
of H in G, with σ1 = 1, and a F -basis v1, . . . , vm of V . IndHGV = F [G] ⊗F [H] V is a F -vector
space with basis (σi ⊗ vj)i,j . Now, for any i we can find a k and an element h ∈ H such that
gσi = σkh. By assumption on g we get
σi ⊗ vj = g(σi ⊗ vj) = (gσi)⊗ vj = σkh⊗ vj = σk ⊗ ρ(h)vj .
Since (σi⊗vj)i,j forms a basis, we must have i = k. Hence, g = σihσ−1i , which belongs to H, since
H is assumed to be normal in G. Moreover, by a similar reasoning, and since g ∈H, we have
1⊗ v = g(1⊗ v) = 1⊗ ρ(g)v,
for all v ∈ V , whence it follows that v = ρ(g)v,∀v ∈ V since (σi ⊗ vj)i,j is a basis. This implies
that g belongs to ker(ρ), as was to be shown. ◻
We note that the Tate-module TpE for E/Q with complex multiplication by OK is irreducible
as a representation of GQ, see ([Ser98a], Chapter IV, 2.1) since E has no complex multiplication
over Q, by which we mean that EndQ(E) = Z, one has to allow a larger ground field to achieve
complex multiplication, in fact, as we have remarked before EndK(E) = OK .
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A.6.4 The Tate modules TpE,TpiE and Tp¯iE
In this section we recall some facts about Tate module of elliptic curves with complex multipli-
cation. Fix a prime number p ∈ Zp, p /= 2, and embeddings Q ⊂ Qp and Q ⊂ C. Let E/K, K
quadratic imaginary, be an elliptic curve with complex multiplication by OK and good reduction
at p and set K∞ = ∪nKn, where Kn = K(E[pn]). We assume that p splits in K, i.e., OKp = pp¯,
p¯ /= p, which implies that E has good ordinary reduction at p, see proposition A.6.2.
We write p (resp. ν¯) for the prime of K (resp. K∞) above p that is determined by the embed-
ding Q ⊂ Qp. Moreover, we set G = G(K∞/K) and G′ = G(K∞,ν¯/Kp). We identify G(K∞,ν¯/Kp)
with the decomposition group of ν¯ in G. Let us write ψ = ψE for the Gro¨ßencharacter attached to
E. We define pi ∶= ψ(p) and write p¯i = ψ(p) for the complex conjugate. Then, one has pi, p¯i ∈ OK ,
pi ⋅ p¯i = NK/Q(pi) = N(p) = p,
where N(p) = #OK/p, and (pi) = p and (p¯i) = p¯,
see ([Coaa], lecture 3, Lemma 8 and lecture 4, theorem 9). Moreover, if E is already defined over
Q we also have
ψ(p¯) = ψ(p) = p¯i
see ([Kat76], p. 559).
In any case, we have fixed OK-generators pi of p and p¯i of p¯. Note that pi is a uniformizer
for OKp and p¯i is a unit in OKp , i.e., belongs to O×Kp . Let us write m for the valuation ideal of
Qp, i.e., m = ⋃LmL where the unions is taken over all finite subsextensions L of Qp/Kp and mL
denotes the maximal ideal of OL. There is an exact sequence
0Ð→ Ê(m) ιEˆÐ→ E(Qp) redpÐ→ E˜(Fp)Ð→ 0, (A.6.10)
and the element p¯i, as a unit in O×Kp , defines an isomorphism of the formal group Ê/OKp (and
hence of Ê(m)), see ([Ser10], section 3.3, proposition 3). In particular, Ê(m) does not contain
any non-trivial p¯i-torsion. All non-trivial p-torsion of Ê(m) is pi-torsion. Recall that due to our
ordinary good reduction assumption TpE˜ ∶= lim←Ðn E˜[pn] and TpÊ ∶= lim←Ðn Eˆ[pn] are both free of
rank 1 as Zp-modules. Let us make a remark about p-, pi- and p¯i-primary Tate modules.
Remark A.6.12 (Conventions for Tate modules). One certainly defines the p-primary Tate
module TpE via the multpilication by p maps E[pn+1]→ E[pn], x↦ px. For the pi- and p¯i-primary
Tate modules some authors adopt different conventions, one can either define TpiE via the maps
E[pin+1] → E[pin], x ↦ pix, which will be our definition. Alternatively, recall that p = pi ⋅ p¯i, one
could define a pi-primary Tate module via the maps E[pin+1] → E[pin], x ↦ px, which also gives
a well-defined module which we will denote by Tpi,⋅pE (similarly we define Tp¯i,⋅pE). The modules
TpiE and Tpi,⋅pE are isomorphic for which we recall that E[pin] ≅ OK/(pn) as OK-modules. pin and
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p¯in are coprime and hence multiplication with p¯in induces an isomorphism ⋅p¯in ∶ E[pin] ∼Ð→ E[pin].
Passing to the projective limit we get an isomorphism
(⋅p¯in)n ∶ Tpi,⋅pE ∼Ð→ TpiE, (xn)n z→ (p¯inxn)n.
Note that Tpi,⋅pE naturally embedds into TpE since the maps of the corresponding projective
systems are compatible. TpiE embedds into TpE via the above isomorphism composed with
Tpi,⋅pE ↪ TpE. An analogous statement holds for the Tate modules Tp¯iE and Tp¯i,⋅pE, where the
latter is defined in an entirely similar fashion as Tpi,⋅pE.
Let us consider the maps
E[pn]Ð→ E[pin] ×E[p¯in], xz→ (p¯inx,pinx), n ≥ 1, (A.6.11)
for which we recall that pi ⋅ p¯i = p. It is a fact that E[pin] ≅ OK/(pn) as OK-modules and
likewise for p¯i. Since 1 is a greatest common divisor of pin and p¯in in the principal ideal domainOK (hence p¯in acts bijectively on OK/(pn)), we see that the map (A.6.11) is injective and
therefore bijective as a map between two groups of order (pn)2. It is evident that the maps
are Zp[G]-linear and are compatible with respect to the maps E[pn] → E[pn−1], x ↦ px and
E[pin] ×E[p¯in]→ E[pin−1] ×E[p¯in−1], (y, z)↦ (piy, p¯iz). For the latter fact just note
(p¯in−1px, pin−1px) = (p¯inpix,pinp¯ix).
Hence, we get an isomorphism
TpE → TpiE × Tp¯iE, (A.6.12)
which fits into the commutative diagram of GK-modules




where the vertical map is given by (s, t) z→ s + t, the horizontal map is the map from (A.6.12)
induced by (A.6.11) and the diagonal one is the product of the maps from remark A.6.12. Since
the horizontal and the diagonal maps are isomorphisms, the vertical map is an isomorphism, too.
In particular, we have a direct sum decomposition of GK-modules
TpE = Tpi,⋅pE ⊕ Tp¯i,⋅pE. (A.6.14)
The inverse of (A.6.11) is given by
E[pin] ×E[p¯in] ∋ (y, z)z→ (p¯in)−1y + (pin)−1z, (A.6.15)
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where, we recall, p¯in acts bijectively on E[pin] and pin acts bijectively on E[p¯in] (Note: we do not
claim that for x ∈ E[pn] we have (pin)−1(pinx) = x, which is clearly false in general! Rather, we
can always find a1, a2 ∈ OK such that a1pin+a2p¯in = 1 so that we can decompose x = a1pinx+a2p¯inx
as the sum of a pin-torsion element a2p¯inx and a p¯in-torsion element a1pinx).
Proposition A.6.13. The exact sequence from (A.6.10) induces an exact sequence of G′-modules
0→ TpEˆ ιEˆÐ→ TpE redpÐ→ TpE˜ → 0, (A.6.16)
which maps TpEˆ isomorphically to Tpi,⋅pE and Tp¯i,⋅pE isomorphically to TpE˜.
Proof. The sequence is always left exact. Exactness on the right does not hold in general, but it
holds under our assumption that E has CM by OK and good ordinary reduction at p above the
split prime p. In fact, it follows from ([PR84], II, §1.2, Lemme 1, p.28) that
E(Qp)(p¯i) redpÐ→ E˜(Fp)(p)
is an isomorphism, where we write N(p¯i) and N(p) for the p¯i- and p-primary torsion parts of anOK-module N , respectively. This induces an isomorphism of the Tate-modules
Tp¯i,⋅pE ≅ TpE˜.
Let us now show that ιEˆ(TpEˆ) = Tpi,⋅pE. Recall that ψ(p) = p¯i is a generator of p¯. Since p¯i
acts as an isomorphism on the formal group, we have Eˆ(m)(p) = Eˆ(m)(pi), where m denotes
the valuation ideal of Qp. Hence, the image of TpEˆ in TpE under ιEˆ is contained in Tpi,⋅pE, see
remark A.6.12 for the definition of Tpi,⋅pE.
I thank Otmar Venjakob for pointing out that the image of TpEˆ in TpE must then coincide
with Tpi,⋅pE. In fact, Tpi,⋅pE/TpEˆ is of finite order (both modules are free of Zp-rank 1 and the
one injects into the other) so for any t ∈ Tpi,⋅pE the element redp(t) is of finite order. But TpE˜
does not have any non-trivial torsion and therefore t must already belong to TpEˆ. ◻
Assume now that E is already defined over Q and write G = G(K∞/Q). Write c for the complex
conjugation isomorphism induced by Q ⊂ C. We let c act on (y, z) ∈ E[pin] ×E[p¯in] by c.(y, z) =(z¯, y¯), and note that this is well-defined since
pinz¯ = p¯inz = 0 (A.6.17)
and likewise for y. With this action (A.6.11) is GQ-linear. We extend this action to TpiE × Tp¯iE
and get the G-equivariant isomorphism
TpE ≅ TpiE × Tp¯iE ≅ IndGG Tp¯iE (A.6.18)
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where the second map is the map induced by the G-equivariant injection Tp¯iE ↪ TpiE × Tp¯iE
and the universal property of IndGG Tp¯iE. Composing the inverse of (A.6.18) with the natural
G-equivariant inclusion Tp¯iE ↪ IndGG Tp¯iE = Zp[G]⊗Zp[G] Tp¯iE, (zn)n ↦ 1⊗ (zn)n, we get
ιp¯i ∶ Tp¯iE ↪ TpE, (zn)n z→ ((pin)−1zn)n,
where zn ∈ E[p¯in], n ≥ 1, compare (A.6.15). The elements (pin)−1zn ∈ E[p¯in] are p¯in-torsion
points. Composing the last map with the natural projection [−] ∶ TpE ↠ TpE/TpÊ we get
[ιp¯i] ∶ Tp¯iE → TpE/TpÊ ≅ T /T 0 (A.6.19)
which is an isomorphism by proposition A.6.13.
Remark A.6.14. Similar to ιp¯i, let us define ιpi ∶ TpiE ↪ TpE, (yn)n z→ ((p¯in)−1yn)n, the image
of which is contained in Tpi,⋅pE. Then, the inverse of theG-equivariant map TpE → TpiE×Tp¯iE, t↦(tpi, tp¯i) from (A.6.12) is given by
TpiE × Tp¯iE Ð→ TpE, (y, z)z→ ιpi(y) + ιp¯i(z).
For t ∈ TpE and for any σ ∈ G = G(K∞/K), by G-equivariance, we have σt = ιpi(σ(tpi))+ιp¯i(σ(tp¯i)).
In TpE/TpÊ, by proposition A.6.13, we therefore have
[σt] = [ιpi(σ(tpi)) + ιp¯i(σ(tp¯i))] = [ιp¯i(σ(tp¯i))] = [ιp¯i](σ(tp¯i)).
Similarly, for the complex conjugation isomorphism c and for any σ ∈ G, since in TpiE × Tp¯iE
((σc−1t)pi, (σc−1t)p¯i) = σ((c−1t)pi, (c−1t)p¯i) = σ(c−1(tp¯i), c−1(tpi)) = (σc−1(tp¯i), σc−1(tpi)),
we get [σc−1t] = [ιpi(σc−1(tp¯i)) + ιp¯i(σc−1(tpi))] = [ιp¯i](σc−1(tpi)).
A.7 Modules over the completed group ring
Let O be a complete discrete valutation ring with uniformizer pi and let G be a profinite group.
For the notion of pro-discrete and pseudo-compact modules over a topological ring and the com-
pleted tensor product of such modules we refer to [Wit03]. We want to prove a fact about the




where U runs through the open normal subgroups of G. See ([NSW08], (5.2.17) Proposition)
for the analogous statement for compact finitely generated Zp[[G]]-modules. For any open (or
closed) subgroup U of G we write I(U) for the kernel of the augmentation map O[[G]]↠ O.
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Remark A.7.1. (i) Underlying all of what follows in this section is the fact that the two-sided
ideals of O[[G]] of the form(pinO[[G]] + I(U)), n ≥ 1, U open and normal in G,
generate the topology of O[[G]] and that the modulesO[[G]]/(pinO[[G]] + I(U)) ≅ O/pin[G/U]
for open and normal U in G and n ≥ 1, are discrete and of finite length as O-modules,
compare ([Sch11], Chapter IV, §19). Hence, the topological rings O and O[[G]] are pseudo-
compact as right- and left-modules over themselves and O[[G]] is pseudo-compact as anO-module.
(ii) Note that (as in the case of Zp[[G]]-modules) any O[[G]]-linear map M → N between
modules M,N equipped with the topologies induced by the submodules {pinM+I(U)M}n,U
and {pinN +I(U)N}n,U , respectively, where n ranges through N≥1 and U through the open
normal subgroups of G, is continuous.
Proposition A.7.2. Let G be a profinite group. The topology of any finitely generated pseudo-
compact O[[G]]-module M coincides with the topology induced by the submodules {pinM +
I(U)M}n,U , where n ranges through N≥1 and U through the open normal subgroups of G.
Proof. The author thanks Malte Witte for explanations regarding this proof. Consider a surjec-
tion
ϕ ∶ O[[G]]k ↠M, ei z→mi (A.7.1)
where ei denotes the element (0, . . . ,1, . . . ,0) with a 1 at the i-th place. The map ϕ is continuous
with respect to the given original topology of M , because M is a topological O[[G]]-module.
We can also endow M with the quotient topology. The proof proceeds in three steps. Whenever
we consider a module we consider it as a O[[G]]-module.
1. Step: We show that the quotient topology on M induced by ϕ coincides with the topology
given by the submodules {pinM + I(U)M}n,U . We will show that the latter topology is at least
as fine as the quotient topology, which implies that the two coincide, since ϕ is continuous with
respect to the topology defined by {pinM + I(U)M}n,U and the quotient topology is the finest
topology on M such that ϕ is continuous.
Let M ′ be an open set of M with respect to the quotient topology, i.e., ϕ−1(M ′) is open, and
take any m ∈M ′. Fix x ∈ O[[G]]k such that ϕ(x) =m. Then −m+M ′ is also open (with respect
to the quotient topology), since ϕ−1(−m+M ′) = −x+ϕ−1(M ′) is open. Now we can find an open
submodule N of O[[G]]k such that N ⊂ ϕ−1(−m +M ′). Since ϕ−1(ϕ(N)) = ∪x∈ker(ϕ)(x + N)
is open, we see that ϕ(N) is an open submodule of M (w.r.t. the quotient top.) and that
ϕ(N) ⊂ −m +M ′. We will show next that there is a set of the form pinM + I(U)M contained in
ϕ(N), which implies that
m + pinM + I(U)M ⊂m + ϕ(N) ⊂M ′,
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which shows that the topology generated by the pinM + I(U)M is at least as fine as the quotient
topology.
So let V be any open submodule in M with respect to the quotient topology. By definition
ϕ−1(V ) is an open neighboorhood of 0 in O[[G]]k. For large enough n and small enough U we
have (pinO[[G]] + I(U))ei ⊂ ϕ−1(V ), ∀i = 1, . . . k,
by continuity of the finitely many maps O[[G]]→ O[[G]]k, 1z→ ei and since the {pimO[[G]]+
I(U ′)}m,U ′ generate the topology of O[[G]]. Since V is a submodule, this implies that
(pinO[[G]] + I(U))M = (pinO[[G]] + I(U))ϕ(< e1, . . . , ek >O[[G]]) ⊂ V,
which is what we wanted to show.
2. Step: One has to show that M is pseudo-compact with respect to the quotient topology.
Note that M is Hausdorff with respect to the original topology and ϕ is continuous with respect
to the original topology, hence ker(ϕ) = ϕ−1({0}) is closed in O[[G]]k. Then, one can show as in
([Gab62], Chapitre IV, §3, proof of The´ore`me 3) that O[[G]]k/ker(ϕ) equipped with the quotient
topology is pseudo-compact, using ([Gab62], Chapitre IV, §3, Propositions 10, 11). Moreover,O[[G]]k/ker(ϕ)→M , where both modules are equipped with the quotient topology, is certainly
a homeomorphism. Hence, M is pseudo-compact with respect to the quotient topology.
3. Step: Conclude that the original topology of M coincides with the topology generated
by {pinM + I(U)M}n,U . We have shown that the latter topology coincides with the quotient
topology in the first step. In the second step we have shown that M is pseudo-compact as aO[[G]]-module with respect to the quotient topology. Hence the identity map
(M, quotient top.)Ð→ (M, original top.)
is a continuous bijection of pseudo-compact O[[G]]-modules. Now it follows as in (loc. cit.,
Chapitre IV, §3, proof of The´ore`me 3) that this must be a homeomorphism, which concludes the
proof. The crucial fact used here is that for any open submodule U of (M, quotient top.), theO[[G]]-module M/U is Artinian. ◻
A.8 Ore sets over complete DVRs
Let O be a complete discrete valutation ring with uniformizer pi, write F = O/Opi and assume
that char(F) = p > 0. Moreover, let G be a compact p-adic Lie group containing a closed normal
subgroup H such that G/H ≅ Zp.
It follows that G is the semidirect product G = H ⋊ Γ for some subgroup Γ ≅ Zp. One can then
show that Λ(G) = O[[G]] is a skew power series ring over O[[H]], see ([Wit03], Proposition 3.2)
and compare [SV04] and [SV10] for the study of such skew power series rings.
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In [CFK+05] a canonical Ore set S of Zp[[G]] was defined. The definition of the Ore set S
from loc. cit. can be extended to Iwasawa algebras Λ(G) = O[[G]] with coefficients in O and is
then given by
S = {f ∈ Λ(G) ∣ Λ(G)/Λ(G)f is finitely generated as a Λ(H) −module}. (A.8.1)
Our first task is to show that S, for general coefficient ring O, is an Ore set and enjoys similar
properties as in the Zp-coeffiecient case. We also defineS∗ = ⋃
n≥1pnS. (A.8.2)
A.8.1 Characterization
Let O be a complete discrete valutation ring as above. We will give different characterizations
of the set S and prove that it is actually an Ore set in Λ(G) = O[[G]]. We will proceed, with
modifications whenever needed, as in [CFK+05] where the Zp-coefficient case was treated. First
we recall the following proposition.
Proposition A.8.1. If P is a pro-p group, then O[[P ]] is a local ring with residue field F =O/Opi and the unique maximal ideal m(P ) of O[[P ]] (which coincides with the Jacobson radical)
is equal to the kernel of the composite map O[[P ]] augÐ→ O prÐ→ F.
Proof. See ([Sch11], Chapter IV, §19, Corollary 19.7). ◻
Now, fix a pro-p open subgroup J of H, which is normal in G. For example, since G is a p-adic
Lie group, by Lazard’s characterization, see [Laz65], we can find an open normal pro-p subgroupJ ′ of G. Then, J = J ′ ∩H is open in H, pro-p and normal in G. Similarly as in [CFK+05] we
define maps
ϕJ ∶ Λ(G)↠ Λ(G/J ) and ψJ ∶ Λ(G)↠ Ω(G/J ),
where we write Ω(G/J) = F[[G/J ]].
Lemma A.8.2. Let J be a pro-p open subgroup of H, which is normal in G. Then,
(i) S coincides with the set of those f in Λ(G) such that Λ(G/J )/Λ(G/J )ϕJ (f) is a finitely
generated left O-module,
(ii) S coincides with the set of those f in Λ(G) such that Ω(G/J )/Ω(G/J )ψJ (f) is a finitely
generated left F-module,
(iii) S coincides with the set of those f in Λ(G) such that multiplication with ψJ (f) from the
right induces an injection Ω(G/J )↪ Ω(G/J ),
(iv) S coincides with the set of those f in Λ(G) such that Λ(G)/fΛ(G) is finitely generated as
a right Λ(H)-module,
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(v) S coincides with the set of those f in Λ(G) such that Λ(G/J )/ϕJ (f)Λ(G/J ) is a finitely
generated right O-module,
(vi) S coincides with the set of those f in Λ(G) such that Ω(G/J )/ψJ (f)Ω(G/J ) is a finitely
generated right F-module,
(vii) S coincides with the set of those f in Λ(G) such that multiplication with ψJ (f) from the
left induces an injection Ω(G/J )↪ Ω(G/J ).
Proof. The proof is almost identical to ([CFK+05], Lemmata 2.1, 2.2). First note that a Λ(H)-
module is finitely generated over Λ(H) if and only if it is finitely generated over Λ(J ) sinceJ is of finite index in H, compare ([Sch11], Chapter IV, §19, Corollary 19.4 iv). Writing N =
Λ(G)/Λ(G)f for any element f ∈ Λ(G) we have
NJ ≅ Λ(G/J )/Λ(G/J )ϕJ (f) and N/m(J )N ≅ Ω(G/J )/Ω(G/J )ψJ (f),
where NJ denote the coinvariants and m(J ) is the maximal ideal of the local ring Λ(J ), compare
proposition A.8.1. For the above isomorphisms note that for any ring R, any ideal I of R and for
a R-module M passing to the quotient M/IM is right exact. The topological Nakayama lemma,
see ([Bru66], Corollary 1.5), for the local pseudo-compact ring Λ(J ) now implies assertions (i)
and (ii).
Now, as in the proof of ([CFK+05], Lemma 2.1), we choose a lifting Γ′ of G/H to G/J so thatG/J =H/J ⋊Γ′. Γ′ acts on H/J by conjugation and we can find an open subgroup Π of Γ′ that
acts trivially on H/J since the latter group is finite. Then, Π ≅ Zp and Π lies in the center ofG/J . We note that for Ω(Π) = F[[Π]] we have a topological isomorphism
Ω(Π) ≅ F[[T ]], (A.8.3)
see ([Sch11], Chapter IV, §20, Proposition 20.1 and its proof). Hence, Ω(Π) is discrete valuation
ring and, in particular, a principal ideal domain. Moreover, Π is of finite index in G/J and
therefore Ω(G/J ) is a free Ω(Π)-module of finite rank, just reduce the coefficients modulo pi in
the proof of ([Sch11], Chapter IV, §19, Corollary 19.4 iv). For any f ∈ Λ(G) consider the exact
sequence
0→ ker(⋅ψJ (f))→ Ω(G/J ) ⋅ψJ (f)Ð→ Ω(G/J )→ coker(⋅ψJ (f))→ 0. (A.8.4)
Now assume that f satisfies the condition of (iii). Then the above sequence reduces to a short
exact sequence 0→ Ω(G/J )→ Ω(G/J )→ coker(⋅ψJ (f))→ 0. Tensoring this exact sequence with
the quotient field of Ω(Π), we conclude that coker(⋅ψJ (f)) must be a torsion Ω(Π)-module. We
consider coker(⋅ψJ (f)) as a finitely generated torsion F[[T ]]-module via (A.8.3) and choose
F[[T ]]-generators x1, . . . , xk. But then the annihilator of each xi must be of the form F[[T ]]Tni
since F[[T ]] is a DVR. It follows that coker(⋅ψJ (f)) is finitely generated over F and therefore f
belongs to S by the characterization (ii).
On the other hand if f belongs to S, then, by (ii), coker(⋅ψJ (f)) must be a torsion Ω(Π)-
module. If this were not true, then, by the structure theory of finitely generated modules over
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PIDs, coker(⋅ψJ (f)) would contain a copy of Ω(Π) ≅ F[[T ]] and then could not be finitely
generated over F, which would contradict (ii). But if coker(⋅ψJ (f)) is a torsion Ω(Π)-module,
then tensoring (A.8.4) with the quotient field of Ω(Π) shows that ker(⋅ψJ (f)) is Ω(Π)-torsion.
But this implies that ker(⋅ψJ (f)) = 0 since ker(⋅ψJ (f)) is contained in the finitely generated
free Ω(Π)-module Ω(G/J ). This completes the proof of (iii).
Now, since Π lies in the center of G/J , the ring Ω(G/J ) is an Ω(Π)-algebra. In particular,
for any f ∈ Λ(G), multiplication with ψJ (f) from the left on Ω(G/J ) is Ω(Π)-left-linear. Recall
that an endomorphism of finite dimensional vector spaces is injective if and only if it is surjective
if and only if it is an isomorphism. Writing Q(Ω(Π)) for the quotient ring of Ω(Π), we know
by (iii) and since Ω(G/J ) does not contain non-trivial Ω(Π)-torsion that f belongs to S if and
only if multiplication by ψJ (f) from the right induces a Q(Ω(Π))-linear isomorphism⋅ψJ (f) ∶ Q(Ω(Π))⊗Ω(Π) Ω(G/J )Ð→ Q(Ω(Π))⊗Ω(Π) Ω(G/J ) (A.8.5)
of finite dimensional Q(Ω(Π))-vector spaces. So if f belongs to S, then, in particular, there is
an element x ∈ Q(Ω(Π))⊗Ω(Π) Ω(G/J ) such that x ⋅ ψJ (f) = 1. The element
1 − ψJ (f) ⋅ x
then lies in the kernel of ⋅ψJ (f), which is trivial, and hence ψJ (f)⋅x = 1. Here, of course, we write
ψJ (f) also for its image 1 ⊗ ψJ (f) in Q(Ω(Π)) ⊗Ω(Π) Ω(G/J ). But ψJ (f) ⋅ x = 1 implies that
multiplication with ψJ (f) from the left is surjective on Q(Ω(Π))⊗Ω(Π) Ω(G/J ). In fact, for any
y in Q(Ω(Π))⊗Ω(Π) Ω(G/J ), xy maps to y under ψJ (f)⋅, i.e., under mutliplication with ψJ (f)
from the left. Hence ψJ (f)⋅ is an automorphism of the Q(Ω(Π))-vector space Q(Ω(Π)) ⊗Ω(Π)
Ω(G/J ). In an entirely similar fashion one shows that if ψJ (f)⋅ is an automorphism of the
Q(Ω(Π))-vector space Q(Ω(Π))⊗Ω(Π)Ω(G/J ), then ⋅ψJ (f) is an automorphism of the Q(Ω(Π))-
vector space Q(Ω(Π))⊗Ω(Π) Ω(G/J ).
But ψJ (f)⋅ is an automorphism of the Q(Ω(Π))-vector space Q(Ω(Π))⊗Ω(Π) Ω(G/J ) if and
only if multiplication with ψJ (f) from the left induces an injection Ω(G/J ) ↪ Ω(G/J ), again
since Ω(G/J ) does not contain non-trivial Ω(Π)-torsion. We have shown that (vii) holds. (iv),
(v), (vi) are now deduced from (vii) by reversing the arguments used for (i), (ii) and (iii), this
time for right modules. ◻
We next state the analogue of the useful criterion ([CFK+05], Proposition 2.3) for finitely gen-
erated modules to be S-torsion.
Proposition A.8.3. For a finitely generated Λ(G)-module N the following are equivalent
(i) N is finitely generated as a Λ(H)-module,
(ii) N is S-torsion.
Proof. Using lemma A.8.2, one checks immediately that the proof of ([CFK+05], Proposition
2.3) also works for O-coefficients. ◻
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One can now deduce the important analogue of theorem ([CFK+05], Theorem 2.4).
Theorem A.8.4. The set S is closed under mutliplication and it satisfies the left and right Ore
conditions. Moreover, S contains no zero divisors.
Proof. Using proposition A.8.3 and lemma A.8.2, one deduces the result just as one proves
([CFK+05], Theorem 2.4). ◻
Ore sets have been considered in a more general setting in [Wit03] and the Ore sets defined in
loc. cit., in our setting and under the additional assumption that G contains no element of order
p, coincide with our S, which is proved in the following lemma. Let us first recall the following
well-known facts.
Proposition A.8.5. Let G be a profinite group. For the global dimension of O[[G]] we have
gldim(O[[G]]) = gldim(O) + cdpG = 1 + cdpG.
If G is a compact p-adic Lie group with no elements of order p and dimension n as a p-adic Lie
group, then cdpG = n. In particular, in this case O[[G]] has finite global dimension.
Proof. For the first fact see ([Bru66], Theorem 4.1) and recall that discrete valuation rings are
regular local rings of Krull dimension 1 and that the Krull dimension coincides with the global
dimension, see ([Ser56], The´ore`me 1) or ([Wei94], Main Theorem 4.4.16). For the second fact
see ([Ser65], Corollaire (1)). ◻
Lemma A.8.6. Assume that G contains no element of order p. Then, the set S coincides with
those elements f ∈ Λ(G) such that
Λ(G) ⋅fÐ→ Λ(G),
considered as a complex, say, in degree 0 and 1, is a perfect complex of Λ(H)-modules, i.e., it is
quasi-isomorphic to a bounded complex of finitely generated projective Λ(H)-modules.
Proof. Let f be an element of S. Then, since Λ(H) has finite global dimension by proposition
A.8.5, there is a finite projective resolution
0→ Pd → ⋅ ⋅ ⋅→ P1 → Λ(G)/Λ(G)f → 0,
where the Pi can be chosen to be finitely generated over Λ(H) since Λ(H) is Noetherian, compare
([Wei94], pd Lemma 4.1.6). But Λ(G) ⋅fÐ→ Λ(G), since f is a non-zero divisor, is quasi-isomorphic
to Λ(G)/Λ(G)f (concentrated in degree 1) and the latter is quasi-isomorphic to 0 → Pd → ⋅ ⋅ ⋅ →
P1 → 0, (where P1 is placed in degree 1) which shows one inclusion of the claim.
Next assume that Λ(G) ⋅fÐ→ Λ(G) is a perfect complex, quasi-isomorphic to the bounded
complex (Qk, dk)k consisting of finitely generated projective Λ(H)-modules Qi. Then, we have
Λ(G)/Λ(G)f ≅ ker(d1)/im(d0).
But ker(d1), as a submodule of Q1, is finitely generated over Λ(H) since Λ(H) is Noetherian,
which shows that f belongs to S. ◻
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A.8.2 Functorial properties
We will prove some functoriality results for the canonical Ore set S. We will be interested in the
functoriality with respect to the groups H ⊂ G and with respect to the coefficient ring O. Let us
start with the groups.
Assume that G is an open subgroup of G, not necessarily normal. Then G has finite index inG since G is compact. Define H ∶= G ∩H. Then, H is normal in G and we have an embedding
G/H ↪ G/H ≅ Zp. Hence, either G/H = {1} or G/H ≅ Zp. But G is of finite index in G, so the
image of G/H in G/H is of finite index and therefore we must have
G/H ≅ Zp.
For this setting we have two examples in mind.
Example A.8.7. (i) Let K be a perfect field, consider a p-adic Lie extension K∞/K con-
taining the cyclotomic Zp-extension Kcyc and write G for its Galois group G(K∞/K). We
define H = G(K∞/Kcyc) so that G/H ≅ Zp. Now let F /K be a finite Galois subextension
of K∞/K and write G = G(K∞/F ), which is open and normal in G. We then have
H
def= G ∩H = G(K∞/(KcycF )) = G(K∞/Fcyc),
where we write Fcyc for the cyclotomic Zp-extension of F .
(ii) The second example is one where G, in general, is not normal in G. Let K be a number
field, fix an algebraic closure sK, consider a p-adic Lie extension K∞/K inside sK containing
the cyclotomic Zp-extension Kcyc and write G for its Galois group G(K∞/K). We defineH = G(K∞/Kcyc) so that G/H ≅ Zp. Now, let q be a non-archimedean prime of K, fix an
algebraic closure sKq and fix an embedding sK ⊂ sKq. Write ν¯ for the prime of K∞ above
q determined by the embedding sK ⊂ sKq and suppose that the decomposition group of ν¯
which we denote by G ∶= Gν¯ ≅ G(K∞,ν¯/Kq) is of finite index in G. Write Z = KGν¯∞ for the
fixed field of the decomposition group Gν¯ , which is a finite extension of K. Then, we have
H
def= G ∩H = G(K∞/(KcycZ)) = G(K∞/Zcyc),
and G(K∞/Zcyc) ≅ G(K∞,ν¯/(Kq)cyc).
We recall the following well-known result.
Lemma A.8.8. Λ(G) is free as a right (resp. left) Λ(G)-module of rank n ∶= [G ∶ G] generated
by representatives σ1, . . . , σn ∈ G of the left (resp. right) cosets of G in G. Moreover, Λ(G) ≅
IndGGΛ(G) as left (resp. right) G-modules.
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Proof. For the first part see ([Sch11], Chapter IV, §19, Corollary 19.4 iv), which implies that for
left coset representatives σ1, . . . , σn ∈ G (the case of right coset representatives works analogously)
we have an isomorphism
n⊕
i=1 σiΛ(G) ∼Ð→ Λ(G).
But the module on the left carries a left G-action (given by g.(σiλ) = σi(g)g′λ, where i(g) ∈{1, . . . , n} and g′ ∈ G are such that gσi = σi(g)g′) such that the map is left G-equivariant and such
that⊕ni=1 σiΛ(G) ≅ IndGGΛ(G), compare ([Lan05] XVIII, Theorem 7.3) for the last isomorphism.◻
Recall that a finitely generated left Λ(G)-module M is also finitely presented since Λ(G) is
Noetherian (G and G are compact p-adic Lie groups). Moreover, Λ(G) is pseudo-compact, both
as a left Λ(G)-module and as a right Λ(G)-module. It follows by ([Wit03], Proposition 1.14)
that
Λ(G)⊗Λ(G)M ≅ Λ(G)⊗ˆΛ(G)M.
Corollary A.8.9. For a finitely generated left Λ(G)-module M we have a natural isomorphism
IndGGM = Zp[G]⊗Zp[G]M ∼Ð→ Λ(G)⊗Λ(G)M
of left Λ(G)-modules.
Proof. Using the previous lemma A.8.8 we have
Λ(G)⊗Λ(G)M ≅ ( n⊕
i=1 σiΛ(G))⊗Λ(G)M ≅ n⊕i=1 σiM ≅ IndGGM,
where ⊕ni=1 σiM is equipped with the left G-action defined by g.(σim) = σi(g)g′m, where i(g) ∈{1, . . . , n} and g′ ∈ G are such that gσi = σi(g)g′. ◻
The Ore-set for G is defined by
S = {f ∈ Λ(G) ∣ Λ(G)/Λ(G)f is finitely generated as a Λ(H)−module}.
We also consider the two Ore sets
S∗ ∶= ∞⋃
n=0pnS and S∗ ∶= ∞⋃n=0pnS.
Let σ be any element in G. We have a conjugation map tσ ∶ G → G ⊂ Λ(G)×, g ↦ σgσ−1 which
induces an O-algebra isomorphism
tσ ∶ Λ(G)→ Λ(G).
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Remark A.8.10. (i) Note that the map tσ coincides with the O-algebra isomorphism Λ(G)→
Λ(G), λ↦ σλσ−1.
(ii) Likewise, we get O-algebra isomorphisms
tσ ∶ Λ(G)→ Λ(σGσ−1) and tσ ∶ Λ(H)→ Λ(σHσ−1)
for any σ ∈ G. If G is normal in G, then H is normal in G and tσ restricts to isomorphisms
of Λ(G) and Λ(H), respectively.





For any σ ∈ G we also define
Sσ = {f ∈ Λ(σGσ−1) ∣ Λ(σGσ−1)/Λ(σGσ−1)f is finitely generated as a Λ(σHσ−1)−module}
and S∗σ = ⋃n pnSσ
Remark A.8.11. Note that σHσ−1 = σGσ−1 ∩ H, so had we started with the group σGσ−1
instead of G then Sσ would be the Ore set associated to σGσ−1 and σGσ−1 ∩H. Moreover, if G
is normal in G, then Sσ = S for any σ ∈ G.
We can now show how twisting through tσ affects the Ore set S.
Lemma A.8.12. We have tσ(S) = Sσ and tσ(S∗) = S∗σ for every σ in G. In particular, if G is
normal in G, then tσ(S) = S and tσ(S∗) = S∗ for every σ in G.
Proof. The second statement follows from the first and the second equality of the first statement
follows from the first equality. Let f be an element of S and choose x1, . . . , xk ∈ Λ(G) such that the
images of the xi in Λ(G)/Λ(G)f generate Λ(G)/Λ(G)f as a Λ(H)-module. We claim that (the
images of) tσ(x1), . . . , tσ(xk) generate Λ(σGσ−1)/Λ(σGσ−1)tσ(f) as a Λ(σHσ−1)-module, which
would imply that tσ(f) belongs to Sσ. Indeed, for any λ in Λ(σGσ−1) consider tσ−1(λ) ∈ Λ(G).
We can find λ1, . . . , λk ∈ Λ(H) and λ′ ∈ Λ(G) such that
tσ−1(λ) = k∑
i=1λixi + λ′f.
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Applying tσ to both sides yields
λ = k∑
i=1 tσ(λi)tσ(xi) + tσ(λ′)tσ(f),
where tσ(λi) ∈ Λ(σHσ−1) and tσ(λ′) ∈ Λ(σGσ−1). This shows that the tσ(x1), . . . , tσ(xk) indeed
generate Λ(σGσ−1)/Λ(σGσ−1)tσ(f) over Λ(σHσ−1). It follows that tσ(S) ⊆ Sσ for all σ ∈ G. In
the same way one shows that tσ−1(Sσ) ⊆ S, i.e., Sσ ⊆ tσ(S). ◻
Remark A.8.13. (i) The previous lemma applied to G = G shows that for σ ∈ G we always
have tσ(S) = S, i.e., any Ore set of the form S ⊂ Λ(G) is invariant under twists for σ ∈ G.
(ii) The proof also works for any ring isomorphism ι ∶ Λ(G) → Λ(G) that restricts to an
isomorphism of Λ(H), implying that ι(S) ⊂ S and hence also ι(S) = S.
Lemma A.8.14. Let M be a Λ(G)-module which is finitely generated as a Λ(H)-module. Then,
Λ(G)⊗Λ(G)M is finitely generated as a Λ(H)-module.
Proof. Let σ1, . . . , σn ∈ G be representatives of the (left-) cosets of G in G. Then, by corollary
A.8.9, we have an isomorphism
Λ(G)⊗Λ(G)M ≅ Zp[G]⊗Zp[G]M ≅ n⊕
i=1 σiM
where each σiM can be considered as a σiΛ(G)σ−1i -module. An element λ ∈ σiΛ(G)σ−1i acts on
an element σix of σiM by λσix = σitσ−1i (λ)x, where we note that tσ−1i (λ) belongs to Λ(G) and
therefore acts on M .
Now, let x1, . . . , xk be a set of Λ(H)-generators of M , then σix1, . . . , σixk generate σiM over
σiΛ(H)σ−1i . Since σiΛ(H)σ−1i ⊂ Λ(H) for all i = 1, . . . , n, we see that σiM is contained in the
Λ(H)-submodule of⊕nj=1 σjM generated by σix1, . . . , σixk. Hence, σ1x1, . . . , σ1xk, σ2x1, . . . , σnxk
generate ⊕nj=1 σjM over Λ(H). In particular, Λ(G)⊗Λ(G)M is finitely generated over Λ(H). ◻
Corollary A.8.15. We have S ⊆ S and S∗ ⊆ S∗.
Proof. The second equality follows from the first. Let f be an element of S. Then, we have an
isomorphism
Λ(G)/Λ(G)f ≅ Λ(G)⊗Λ(G) (Λ(G)/Λ(G)f)
and the corollary follows from the previous lemma A.8.14. ◻
Corollary A.8.16. Let M be a finitely generated Λ(G)-module which is S∗-torsion. Then, the
module Λ(G)⊗Λ(G)M is finitely generated over Λ(G) and it is S∗-torsion.
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Proof. For any module N denote by N(p) the p-primary torsion part of N . Then M/(M(p))
is S-torsion and, by proposition A.8.3, M/(M(p)) is finitely generated over Λ(H). By lemma
A.8.14, Λ(G)⊗Λ(G) (M/(M(p))) is finitely generated as a Λ(H)-module. The surjection
Λ(G)⊗Λ(G) (M/(M(p)))↠ (Λ(G)⊗Λ(G)M)/((Λ(G)⊗Λ(G)M)(p))
implies that (Λ(G) ⊗Λ(G) M)/((Λ(G) ⊗Λ(G) M)(p)) is finitely generated over Λ(H) and hence
that it is S-torsion by proposition A.8.3. Hence, Λ(G)⊗Λ(G)M is S∗-torsion. ◻
Let us now study the functoriality with respect to the coefficient ring. Let O′ be a complete
discrete valuation ring with uniformizer pi′ containing the complete DVR O with uniformizer pi.
We do not assume that the residue fields are finite. The topology of O, resp. O′, is the pi- resp
pi′-adic one, i.e., the topology induced by the ideals pinO, n ≥ 1, and (pi′)nO′, respectively. For
any topological ring A, we will write PC(A)
for the category of pseudo-compact A-modules with continuous homomorphisms as morphisms,
which is an abelian category, see ([Gab62], Chapitre IV, §3, The´ore`me 3) - as remarked in [Wit03],
the proof in [Gab62] of this fact does not require A to be pseudo-compact.
The rings O/pinO have finite length n as O-modules which follows immediately from the fact
that O/piO has length 1 and by induction using the obvious exact sequences. Therefore, O is
pseudo-compact as a module over itself. The same applies to O′. Important for our purposes is
the following
Proposition A.8.17. Assume that O′/O has finite ramification index, i.e., we can write pi =
u ⋅ (pi′)e for some unit u ∈ (O′)× and some e ∈ N. Then, the functor
PC(O)Ð→ PC(O′), N Ð→ O′⊗ˆON
is exact.
Proof. For the right exactness see the general result ([Wit03], Proposition 1.10) which uses only
that O′ is pseudo-compact as a module over itself (and the fact that the ideals (pi′)nO′ are alsoO-modules). For the left exactness let
ϕ ∶ N ↪M
be a continuous injection of pseudo-compact O-modules. For any open O-submodule U of M ,
M/U is discrete, see (loc. cit., Proposition 1.2). Therefore ϕ−1(U) is both, open and closed in
N . O′ is torsion-free over the principal ideal domain O and therefore flat over O, see ([Rot09],
§3.3, Corollary 3.50). Hence for any open submodule U of M we get an injection
O′ ⊗O (N/ϕ−1(U))↪ O′ ⊗O (M/U). (A.8.7)
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Since N and M are pseudo-compact N/ϕ−1(U) and M/U are of finite length as O-modules,
see ([Wit03], Proposition 1.2). In particular, N/ϕ−1(U) and M/U are both finitely generated
over O. But for finitely generated O-modules T one has O′⊗ˆOT = O′ ⊗O T . Indeed, all finitely
generated O-modules are finitely presented and by the five-lemma it is sufficient to prove the
equality for finitely generated free O-modules. Since the completed tensor product commutes
with finite products it is sufficient to show the identity for T = O, but in this case we have
O′⊗ˆOO def= lim←Ð
m,n
(O′/(pi′)m ⊗O O/pin) = lim←Ð
n
(O′/(pi′)n⋅e ⊗O O/pin) ≅ lim←Ð
n
O′/(pi′)n⋅e = O′,
where we used the isomorphism O′/(pi′)n⋅e ⊗O O/pin ≅ O′/(pi′)n⋅e, which holds by the finite
ramification assumption.
Hence we can rewrite (A.8.7) as
O′⊗ˆO(N/ϕ−1(U))↪ O′⊗ˆO(M/U).
Passing to the projective limit (which is left exact) over all open submodules U of M and
using ([Wit03], Proposition 1.7), which states that the completed tensor product commutes with
projective limits N = lim←ÐiNi of filtered systems (Ni)i such that the structure maps N → Ni are





note that filtered means directed and that the systems (M/U)U and (N/ϕ−1(U))U are directed.
We certainly have a homeomorphism M ≅ lim←ÐUM/U . Moreover, we have ⋂U ϕ−1(U) = {0},
where U ranges through all open submodules of M . Indeed, if x belongs to ⋂U ϕ−1(U), then
ϕ(x) ∈ ⋂U U = {0} (M is Hausdorff), hence x belongs to the kernel of ϕ which is trivial. We have
noted above that all submodules of the form ϕ−1(U), where U is an open submodule of M , are
closed in N . It follows from ([Gab62], Chapitre IV, §3, Proposition 10) that N ≅ lim←ÐU N/ϕ−1(U)
(and this is a homeomorphism since it is a continuous bijection of pseudo-compact modules,
compare (loc. cit, Chapitre IV, §3, proof of The´ore`me 3)). Hence, the map from (A.8.9) implies
that O′⊗ˆON ↪ O′⊗ˆOM is injective. ◻
Let us continue to assume that O′/O has finite ramification index, i.e., we can write pi = u ⋅ (pi′)e
for some unit u ∈ (O′)× and some e ∈ N. We write
SO and SO′
for the Ore sets in O[[G]] and O′[[G]], respectively, which are both pseudo-compact rings, see
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where U runs through the open normal subgroups of G. Since the modules (O/pinO)[G/U] are
finite products of O/pinO they are of finite length over O, which means that O[[G]] and likewiseO[[H]] are also pseudo-compact as O-modules. The same applies to the O′-modules O′[[G]]
and O′[[H]]. We have an isomorphism
O′⊗ˆOO[[G]] = lim←Ð
n,U
((O′/(pi′)n⋅e)⊗O (O/pin)[G/U]) ≅ lim←Ð
n,U
(O′/(pi′)n⋅e)[G/U] = O′[[G]], (A.8.10)
where we use that, by the finite ramification assumption, we have (O′/(pi′)n⋅e)⊗O (O/pin)[G/U] ≅(O′/(pi′)n⋅e)[G/U].
Remark A.8.18. The author wants to thank Malte Witte for pointing out the following facts.
Let M be a finitely generated O[[G]]-module, which is then finitely presented since O[[G]] is
Noetherian. Let O[[G]]r → O[[G]]k →M → 0 (A.8.11)
be a finite presentation. Equipped with the quotient topology, M becomes a pseudo-compactO[[G]]-module, in fact, it also becomes a pseudo-compact O-module, since O[[G]]r and O[[G]]k
are pseudo-compact over O[[G]] and O, see ([Gab62], Chapitre IV, §3, proof of The´ore`me 3).
Alternatively, if M already is a pseudo-compact O[[G]]-module, then its topology must coincide
with the quotient topology, see loc. cit. In any case, the exact sequence in (A.8.11) is an exact
sequence of pseudo-compact O-modules.
One can now deduce that for the finitely generated O[[G]]-module there is an isomorphism
of O′[[G]]-modules O′[[G]]⊗O[[G]]M ≅ O′⊗ˆOM (A.8.12)
induced by the universal property of − ⊗O[[G]] −. In fact, using the right-exactness of O′⊗ˆO−,
the finite presentation (A.8.11), the five lemma and the fact that the completed tensor product
commutes with finite products, one reduces to the case where M = O[[G]], which was treated in
(A.8.10). For further information on completed tensor products see also Brumer’s article [Bru66].
As before, we write S∗O = ⋃n≥1 pnSO and S∗O′ = ⋃n≥1 pnSO′ .
Lemma A.8.19. We have inclusions SO ⊂ SO′ and S∗O ⊂ S∗O′ .
Proof. The second inclusion follows from the first. Let f be an element of SO and O[[H]]k ↠O[[G]]/O[[G]]f be a surjection, then by right exactness of O′⊗ˆO− we have
O′[[H]]k ≅ O′⊗ˆO(O[[H]]k)↠ O′⊗ˆO(O[[G]]/O[[G]]f) ≅ O′[[G]]/O′[[G]]f,
hence f belongs to SO′ . ◻
Lemma A.8.20. If M is a finitely generated O[[G]]-module, which is S∗O-torsion, then the
module O′[[G]]⊗O[[G]]M is S∗O′-torsion.
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Proof. First consider an element of the form λ ⊗m of O′[[G]] ⊗O[[G]] M . Let s be an element
of S∗O such that sm = 0. Since s also belongs to S∗O′ by lemma A.8.19, the left Ore condition
implies that there exist λ′ ∈ O′[[G]] and s′ ∈ S∗O′ such that
λ′s = s′λ.
We get s′ ⋅(λ⊗m) = λ′s⊗m = λ′⊗sm = 0. For a general element ∑ni=1 λi⊗mi we can now proceed
by induction on n. For λn ⊗mn let sn be an element of S∗O ⊂ S∗O′ that annihilates mn. By the




i=1 s′nλi ⊗mi =
n−1∑
i=1 s′nλi ⊗mi.
For the sum on the right, by the induction hypothesis, we can find an element t ∈ S∗O′ that
annihilates it. Hence, ts′n ∈ S∗O′ annihilates ∑ni=1 λi ⊗mi. ◻
A.9 The Iwasawa algebra Λ(Z×p ×Z×p) and its modules
Our study of the Iwasawa algebra Λ(Z×p ×Z×p) is motivated by the following example from arith-
metic geometry. Let E/K be an elliptic curve with complex multiplication by OK , the ring of
integers of the quadratic imaginary field K. Assume that E has good reduction above the prime
p and that p splits in K into two distinct primes p and p with generators pi and pi, respectively.
We write Kn = K(E[pn+1]) for 0 ≤ n ≤ ∞ and define G = Gal(K∞/K). Moreover, we write
κ1 ∶ G Ð→ Z×p (respectively κ2 ∶ G Ð→ Z×p ) for the character giving the action of G on TpiE
(respectively on TpiE). The two characters induce an isomorphism(κ1, κ2) ∶ G ∼Ð→ Z×p ×Z×p . (A.9.1)
We write Γ = Gal(K∞/K0) and ∆ = Gal(K0/K). Under the isomorphism (A.9.1) Γ maps
isomorphically onto (1+pZp)× (1+pZp) ≅ Z2p and ∆ maps to µp−1 ×µp−1. We now want to study
the Iwasawa algebra of G = ∆ × Γ.
We write χi, i = 1,2, for the restriction of κi to ∆. So, χ1 and χ2 are Z×p -valued characters of
the finite group ∆. Products of the form χi11 χ
i2
2 give all characters in Hom(∆,Z×p) for i1 and i2
running through sets of representatives of Z/(p − 1). Given such a pair (i1, i2) we write
ei1,i2 = 1(p − 1)2 ∑δ∈∆χi11 (δ−1)χi22 (δ−1)δ
for the idempotent in Zp[∆] associated to χi11 χi22 . For any Zp[∆]-module M we write M (i1,i2)




2 , yielding a decomposition
M = ∏(i1,i2)M (i1,i2).
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In particular, we can apply this to M = Zp[∆] and, since Zp contains the (p − 1)-th roots of
unity, we immediately see that Zp[∆](i1,i2) is just a copy of Zp on which ∆ acts through χi11 χi22 .
Coming back to the Iwasawa algebra Λ(G) ≅ Zp[[∆ × Γ]] ≅ Zp[∆][[Γ]] the above decompo-
sition induces
Λ(G) = ∏(i1,i2)Λ(G)(i1,i2) ≅ ∏(i1,i2)Zp[∆](i1,i2)[[Γ]].
Next, we fix a topological generator u of 1 + pZp and let γ1, γ2 be the elements of Γ such that
κ1(γ1) = u = κ2(γ2) and κ1(γ2) = 1 = κ2(γ1). Using these generators we can define an isomor-
phism
Zp[[Γ]] ≅ Zp[[T1, T2]], γi z→ 1 + Ti, i = 1,2.
We see that Λ(G) is given by (p − 1)2 copies of the local integral ring Zp[[T1, T2]].
A.9.1 The Ore Set S and some of its elements
We define a subset S of Λ(G) by
S = {f ∈ Λ(G) ∣ Λ(G)/Λ(G)f is finitely generated over Λ(H)},
which is an Ore set as we have seen in subsection A.8.1. Next we fix a prime ideal q of K,
q /= OK , subject to the following conditions:
(i) (q,6pf) = 1,
(ii) N(q) is congruent to 1 modulo p, in symbols
N(q) ≡ 1 mod p.
Note that by Dirichlet’s theorem on arithmetic progressions infinitely many such prime ideals
exist, compare ([Neu07], VII, (5.14) p. 490). Henceforth, we will write q for the prime of Q
below q.
Definition A.9.1. For k,n ≥ 1 we write
(q,Kk,n/K) ∈ G(Kk,n/K)
for the arithmetic Frobenius at q in G(Kk,n/K). The elements (q,Kk,n/K) are compatible with
respect to restriction maps. We therefore get an element (q,K∞/K) ∈ G(K∞/K). Any prime
(valuation) q′ of K∞ above q must be fixed by (q,K∞/K) ∈ G(K∞/K) because all the restrictions
of q′ to subfields Kk,n are fixed by (q,K∞/K)∣Kk,n = (q,Kk,n/K). This implies that (q,K∞/K)
lies in the decomposition group Dq′/q ⊂ G(K∞/K). And since (q,K∞/K)∣Kk,n is the Frobenius
for all k,n ≥ 1, (q,K∞/K) must also be the Frobenius in Dq′/q.
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We defined ∆ = Gal(K0/K) where K0 =K(E[p]). The restriction map induces an isomorphism
G(K∞/KcycKacyc) ≅ ∆
and from now on, by abuse of notation, we shall write ∆ for G(K∞/KcycKacyc).
Lemma A.9.2. Let q satisfy the above two conditions (i) and (ii). Then, the element xq ∶=
N(q) − (q,K∞/K) belongs to the Ore set S of Λ(G).
Proof. We recall that G ≅ G(Kcyc/K) ×G(Kacyc/K) ×∆, where ∆ is finite and of order prime
to p. Under this decomposition H corresponds to G(Kacyc/K) × ∆ and we write J ⊂ H for
the pro-p open subgroup of H corresponding to G(Kacyc/K). We note that J is normal in
G and G/J ≅ G(Kcyc/K) × ∆. Considering G(Kcyc/K) × G(Kacyc/K) as a subgroup of G,
we write F for the fixed field of G(Kcyc/K) ×G(Kacyc/K), implying that ∆ ≅ Gal(F /K) and
G/J ≅ Gal(FKcyc/K).
We write ψJ for canonical map Λ(G)Ð→ Ω(G/J) and recall from ([CFK+05], Lemma 2.1, p.
166) that an element f in Λ(G) belongs to S if and only if
Ω(G/J)/Ω(G/J)ψJ(f)
is finite. Since (q,6pf) = 1, q is unramified in K∞. We recall that, by definition, σq = (q,K∞/K)
is the arithmetic Frobenius element in the decomposition group G(K∞,q¯/Kq) ⊆ G for some fixed
prime q¯ of K∞ above q. The image σq of σq in G/J is then the Frobenius in G((FKcyc)q¯/Kq) ⊂
G/J , where we also write q¯ for the restriction of q¯ to FKcyc. In particular, σq is a topological
generator of G(F cyc)q ∶= G((FKcyc)q¯/Kq). Moreover, G(F cyc)q is of finite index in G/J , because
both groups contain precisely one copy of Zp. This implies that Ω(G/J) is finitely generated as
a Ω(G(F cyc)q/Kq))-module. It is therefore sufficient to show that
Ω(G(F cyc)q)/Ω(G(F cyc)q)ψJ(xq)
is finite. But this can be shown. Indeed, by condition (ii) for q we have
ψJ(xq) = N(q) − σq = 1 − σq.
Let us consider the augmentation map,
aug ∶ Ω(G(F cyc)q)Ð→ Fp,
the kernel of which, we will now show, is precisely Ω(G(F cyc)q)ψJ(xq), which then concludes
the proof.
It is a fact that each finite quotient of G(F cyc)q is cyclic, generated by the image of σq, and
that for finite cyclic groups < τ >, generated by τ , the kernel of the augmentation map
Fp[< τ >]Ð→ Fp,
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is generated by 1 − τ . Now we can use a compactness argument to conclude the proof, which,
for the sake of completeness, we recall. First note that Ω(G(F cyc)q)ψJ(xq), as the image of the
compact algebra Ω(G(F cyc)q) under the continuous multiplication with ψJ(xq), is compact. Let
λ ∈ Ω(G(F cyc)q) belong to ker(aug). Then, for each open, normal subgroup U ⊂ G(F cyc)q the
projection λU of λ to Fp[G(F cyc)q/U] belongs to the kernel of augU ∶ Fp[G(F cyc)q/U]Ð→ Fp and
we see by the above fact for finite cyclic groups that the pre-image of {λU} under the canonical
continuous projection map
ϕU ∶ Ω(G(F cyc)q)ψJ(xq)Ð→ Fp[G(F cyc)q/U]
is non-empty (we use here, that the maps defining the projective limit Ω(G(F cyc)q) are surjec-
tive). We now claim that ⋂
U
ϕ−1U (λU) /= ∅,
where the intersection is taken over all open, normal U in G(F cyc)q. Assume the contrary. Since
each ϕ−1U (λU) is closed (Fp[G(F cyc)q/U] has the discrete topology), ⋃U ϕ−1U (λU)c is an open
covering of Ω(G(F cyc)q)ψJ(xq). By compactness, we can find a finite subcovering such that
n⋃
i=1ϕ−1Ui(λUi)c = Ω(G(F cyc)q)ψJ(xq),
for which we then have ⋂ni=1ϕ−1Ui(λUi) = ∅. But this contradicts the fact that for V = ⋂ni=1Ui,
ϕ−1V (λV ) /= ∅. Therefore, ⋂U ϕ−1U (λU) /= ∅, showing that λ indeed belongs to Ω(G(F cyc)q)ψJ(xq).◻
The proof of the previous lemma also shows that the following lemma holds.
Lemma A.9.3. Let q be a prime ideal that satisfies the above condition (i), i.e., (q,6pf) = 1.
Then, the element yq = 1 − (q,K∞/K) belongs to the Ore set S of Λ(G).
Now, let us consider a prime l dividing the conductor f of E/K and let r = nl be its exact exponent
in the prime decomposition of f. Recall the facts about L∞ ⊂ K∞ ⊂ F∞ from subsection A.6.1.




which is the Frobenius for l inG(K( flr p∞)/K), compare remark A.9.1. Certainly, (l,K( flr p∞)/K)
restricts to (l, L∞/K). We define σl to be a lift of (l,K( flr p∞)/K) to G(F∞/K) and also write
σl for its restriction to K∞. With this notation, σl restricted to L∞ also gives (l, L∞/K).
Remark A.9.4. We remark that the field L∞ = ⋃k,nK(p¯kpn) contains all p-power roots of unity
µp∞(K¯). This is because for a primitive pm-th root of unity ζpm , the field K(ζpm) is unramified
outside p. In particular, its conductor over K is only divisible by the primes p and p¯ and therefore
we must have K(ζpm) ⊂ Lk,n for some k,n ≥ 1.
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Lemma A.9.5. The element 1 − σ−1l belongs to S.
Proof. For this we have to be more careful than previously for the element N(q) − (q,K∞/K),
q prime to f. In this proof, let us write σ for σ−1l .
Again, we consider the decomposition G ≅ G(Kcyc/K) ×G(Kacyc/K) ×∆, where ∆ is finite
of order d prime to p and write
σ = (σc, σa, σf),
where σc is the projection of σ to G(Kcyc/K), σa is the projection of σ to G(Kacyc/K) and σf
is the projection of σ to ∆. We then have
σd = (σdc , σda,1)
which belongs to the subgroup G(Kcyc/K)×G(Kacyc/K) of G. Moreover, for general a, b ∈ Λ(G),
we have a surjection
Λ(G)/Λ(G)ab↠ Λ(G)/Λ(G)b,
showing that if a ⋅ b belongs to S, then so does b. Therefore, since we can write
1 − σd = (1 + σ + ⋅ ⋅ ⋅ + σd−1) ⋅ (1 − σ),
it is sufficient to show that 1 − σd belongs to S. As above, we write ψJ for canonical map
Λ(G) Ð→ Ω(G/J) where we write J for the pro-p open subgroup of H = G(Kacyc/K) × ∆
corresponding to G(Kacyc/K). Now, one of the equivalent conditions for 1 − σd to belong to S
is that
Ω(G/J)/Ω(G/J)ψJ(1 − σd)
is finite. Since Gal(Kcyc/K) is of finite index in G/J ≅ Gal(Kcyc/K) × ∆, Ω(G/J) is finitely
generated as a Ω(G(Kcyc/K))-module. Since, ψJ(σd) belongs to Ω(G(Kcyc/K)) (this would not
have been true for σ, which is why we had to take the d-th power!), we see that it is sufficient
to show that
Ω(G(Kcyc/K))/Ω(G(Kcyc/K))ψJ(1 − σd)
is finite. But σ−1 restricts to a Frobenius element for the prime l in the outside p unramified
extension Kcyc/K. In particular, since d is a unit in Zp, σd restricts to a topological generator
of the decomposition group Dl ⊂ G(Kcyc/K). However, Dl ≅ Zp is of finite index in G(Kcyc/K)
and we can conclude the proof, as above, by noting that ψJ(1− σd) generates the augmentation
ideal of Ω(Dl). ◻
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