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RESUMO 
 
 
A otimização de processos e produtos, a caracterização do sistema e a quantificação do 
impacto da incerteza dos parâmetros de entrada na resposta do sistema, assumem 
importância cada vez maior na investigação nas mais diversas áreas da sociedade, seja pelo 
impacto económico seja pelas consequências que possam advir. A Metodologia de 
Superfície de Resposta (MSR), nas suas mais diversas abordagens, tem-se revelado uma 
ferramenta da maior importância nestas áreas.  
Desde a publicação do artigo de Box e Wilson (1951) que a metodologia foi sendo objeto 
do interesse de investigadores no âmbito dos fundamentos e das aplicações. Esta 
metodologia, na abordagem tradicional, tem um carater sequencial e em cada iteração 
contemplam-se três etapas: definição do planeamento experimental, ajuste do modelo e 
otimização. Nestas seis décadas, os planeamentos experimentais foram sendo desenvolvidos 
para responder às aplicações e aos objetivos, com vista a proporcionar um modelo o mais 
preciso possível. Os modelos utilizados para aproximar a resposta foram evoluindo dos 
modelos polinomiais de primeira e segunda ordem para os modelos de aprendizagem 
automática, passando por diferentes modelos não lineares. Os métodos de otimização 
passaram pelo mesmo processo de expansão da metodologia, com vista a responder a 
desafios cada vez mais exigentes.  
A este caminho não são alheios o desenvolvimento computacional e a simulação. Se no 
início a metodologia se aplicava apenas a sistemas reais, hoje, a simulação de sistemas, nas 
mais diversas áreas e com crescente grau de complexidade, socorre-se dos metamodelos para 
reduzir os custos computacionais associados. A quantificação probabilística da incerteza é 
um excelente exemplo da aplicação da MSR. 
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 A quantificação do impacto da incerteza nas variáveis de entrada na resposta do sistema 
pode ser obtida implementando a metodologia com uma abordagem estocástica. Esta forma 
de implementação da metodologia também permite implementar a análise de sensibilidade. 
Neste trabalho faz-se um levantamento dos desenvolvimentos da MSR, nas várias fases 
da implementação da metodologia, nas seis décadas que decorreram desde a sua introdução. 
Apresentam-se três aplicações: na indústria da cerâmica, na produção florestal e na área da 
saúde, mais especificamente no prognóstico do cancro da mama.          
  
Palavras-chave: Metodologia de Superfície de Resposta, Metodologia de Superfície de 
Resposta Estocástica, Modelos de Superfície de Resposta, Planeamentos de Superfície de 
Resposta, Algoritmos Genéticos, Prognóstico do Cancro da Mama. 
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SUMMARY 
 
The processes and products optimization, the system characterization and quantification 
of the uncertainty impact of the input parameters on the system response assume increasing 
importance in research in several areas of society, either by economic impact or by the 
consequences that may ensue. The Response Surface Methodology (RSM), in its various 
approaches, has proven itself to be a tool of major importance in these fields. 
Since the publication of the paper of Box and Wilson (1951) the methodology has been a 
subject of interest to researchers in the context of the fundamentals and applications. In the 
traditional approach, this methodology has a sequential character, and for each iteration there 
are three steps involved: defining the experimental design, fitting the model and 
optimization. 
In these six decades, the experimental designs have been developed to respond to the 
applications and objectives, in order to provide the most accurate model possible, according 
to the purpose. The models used to approximate the response have evolved from first and 
second order polynomials models to machine learning models, going through different 
nonlinear models. Optimization methods have gone through the same process of expansion 
of the methodology, in order to meet increasingly demanding challenges.  
And this path is not unconnected with the computational development and computer 
simulation. If at the beginning the methodology was applied only to real systems, today, in 
simulation systems, in different areas and with increasing degree of complexity, we use the 
metamodel to reduce the associated computational costs.  
The probabilistic quantification of uncertainty is an excellent example of the application 
of the MSR. The quantification of the input uncertainties impact in the system response can 
be obtained by implementing the method with a stochastic approach. This way of 
implementing the methodology also allows the implementation of the sensitivity analysis. 
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In this paper we make a survey of the developments of the MSR, at various stages of the 
implementation of the methodology, in the six decades that have elapsed since its 
introduction. We present three applications: in the ceramics industry, in forestry production 
and in healthcare, specifically in the breast cancer prognostic. 
 
Key words: Response Surface Methodology, Stochastic Response Surface Methodology, 
Response Surface Models, Response Surface Design, Genetic Algorithm, Breast Cancer 
Prognosis.  
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INTRODUÇÃO 
 
 
Tradicionalmente, a Metodologia de Superfície de Resposta (MSR), introduzida por Box 
e Wilson em 1951, enquadra-se no contexto do planeamento experimental, da aproximação 
da superfície de resposta e da otimização de processos (Myers, 1999). No entanto, ao longo 
das últimas seis décadas, evoluiu em direções bem mais abrangentes: simulação 
computacional, métodos robustos, métodos não paramétricos, planeamento Bayesiano, 
modelos lineares generalizados (GLM), análise de incerteza passaram a integrar a 
metodologia, sendo a panóplia de ferramentas e de aplicações cada vez mais diversa.  
O ajuste do modelo é o centro da metodologia, para onde converge o planeamento 
experimental e de onde se parte para a caracterização e/ou otimização do sistema.   
Na sua génese, a MSR é uma metodologia de simulação, que pode ser vista em duas 
perspetivas: uma em que a estimação de um modelo que relacione as variáveis de entrada e 
a função objetivo de saída é feita em todo o domínio de interesse (metamodelo), e em que 
este é tratado como uma função determinista à qual são aplicados métodos determinísticos 
de otimização; outra em que, de forma iterativa, se aplica um conjunto de procedimentos 
sequenciais em pequenas regiões do domínio de interesse, e que termina quando o valor 
ótimo é localizado na região experimental (Fu, 1994). 
A MSR tem como finalidade essencial responder a três tipos de problema: 
• de que forma um conjunto de variáveis de entrada afeta a resposta particular numa região 
de interesse; 
• que conjunto de variáveis de entrada dá origem a produtos ou processos que satisfazem 
simultaneamente um conjunto de especificações desejadas; 
• que valores das variáveis produzem um valor ótimo de resposta e como se comportam 
as respostas em torno desse valor. 
Em última análise, o objetivo principal da metodologia é a otimização de produtos ou 
processos, embora a componente da caracterização do sistema que a metodologia 
proporciona seja sobejamente reconhecida. 
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Os campos de aplicação da metodologia são cada vez mais vastos e com relevância cada 
vez maior. Se inicialmente a predominância aconteceu na indústria, onde continua a ter um 
papel fundamental, com o passar do tempo propagou-se à biologia, à biomedicina, às 
engenharias mais diversas, passando pela aeronáutica, segurança nuclear, pelas mais 
diversas áreas das ciências da vida e das ciências económicas, e por muitas outras áreas. A 
atestar esta afirmação está a grande quantidade de artigos com aplicação da metodologia que 
é possível encontrar numa simples pesquisa na web. 
A Metodologia de Superfície de Resposta é uma das áreas mais ativas da Estatística 
Aplicada, tendo em conta que: 
•  os problemas a que atende são cada vez mais desafiantes e mais relevantes; 
•  um dos objetivos principais é o desenvolvimento, o incremento e a otimização de 
produtos e processos, problemática fundamental no controlo de qualidade e na 
competitividade; 
•  há um sem número de possibilidades de aplicações práticas, seja no desenvolvimento 
de estudos científicos ou nas aplicações práticas nas mais diversas áreas de interesse da 
sociedade, seja em sistemas reais ou sistemas simulados; 
• ainda há muitas áreas de investigação em aberto, tanto no que respeita aos planeamentos, 
como à análise da superfície de resposta e às técnicas de otimização, nomeadamente para 
experiências de multirresposta, experiências computacionais, restrição à aleatorização ou 
ainda às propriedades de convergência na simulação da otimização, à não automatização 
da metodologia. 
Hill e Hunter (1966), Mead e Pike (1975), Myers, Khuri e Carter (1989), Myers (1999), 
Myers et al. (2004) e Khuri e Mukhopadhyay (2010) apresentam revisões de literatura, no 
que respeita aos desenvolvimentos e aplicações, que permitem ter uma visão de alguma 
forma abrangente do processo de evolução por que foi passando a metodologia desde o artigo 
de Box e Wilson.  
Khuri e Cornel (1996) e Myers, Montgomery e Anderson-Cook (2009) são duas 
referências fundamentais para os fundamentos teóricos da metodologia.   
Khuri (2006) reúne um conjunto de artigos que proporcionam uma cobertura muito 
interessante sobre diversos assuntos relacionados com a MSR. 
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O objetivo do presente trabalho é o de fazer uma revisão dos fundamentos da metodologia 
e dos seus desenvolvimentos nas três etapas da metodologia: modelação, planeamentos e 
métodos de otimização, que trace o caminho percorrido nas últimas seis décadas de 
desenvolvimento da metodologia. Pretende-se ainda apresentar casos práticos que ilustrem 
a sua aplicação em abordagens não tradicionais. 
No primeiro capítulo é feita uma vasta revisão de literatura sobre os modelos de superfície 
de resposta.  
No segundo capítulo, a revisão incide sobre os planeamentos de superfície de resposta. 
Aqui são analisados diversos tipos de planeamentos, de acordo com o objetivo a que se 
destinam.   
No terceiro capítulo é feita a caracterização da MSR na forma clássica da implementação, 
com especial ênfase no método tradicional de otimização: o método Steepest Ascent. Numa 
abordagem menos tradicional, analisa-se a otimização de mutirresposta com recurso à 
função desirabilty e os algoritmos genéticos como método de otimização. São apresentadas 
duas aplicações, uma na área da indústria da cerâmica e outra na área da produção florestal.  
No quarto capítulo é analisada a metodologia de superfície de resposta como ferramenta 
ao serviço da análise de risco e em particular na análise de incerteza. A Metodologia de 
Superfície de Resposta Estocástica vem sendo aplicada à simulação de sistemas complexos, 
simulados computacionalmente. Neste capítulo ensaia-se a sua aplicação numa nova área: a 
da medicina e, em particular, a análise de sobrevivência.  
As aplicações são feitas com recurso ao software R. O pacote rms, concebido para a 
aplicação da MSR na sua forma tradicional, não serve o objetivo da sua aplicação em formas 
menos usuais. Assim, foram exploradas funções que fazem parte de diversos pacotes que, 
embora não tenham sido concebidas para o objetivo que aqui se impõe, serviram-no e 
permitiram que as aplicações fossem implementadas apenas com recurso a funções já 
definidas.   
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1.  MODELOS DE SUPERFÍCIE DE RESPOSTA 
 
 
 
A Metodologia de Superfície de Resposta (MSR) é um conjunto de técnicas matemáticas 
e estatísticas utilizadas com o objetivo de encontrar uma relação funcional adequada entre 
a(s) resposta(s) de interesse e um conjunto de variáveis independentes, que são controláveis, 
no pressuposto de que existe esta relação funcional.  
Ao longo de cerca de seis décadas de desenvolvimento da metodologia, traçou-se um 
caminho que se iniciou com a estimação de modelos polinomiais de grau reduzido a partir 
de dados resultantes da experimentação em sistemas reais até à estimação de modelos de 
complexidade crescente, a partir de dados reais ou simulados na experimentação 
computacional.  
Neste capítulo esse caminho é delineado, partindo dos modelos polinomiais de grau 
reduzido da metodologia clássica até aos metamodelos utilizados na simulação. 
 
1.1. MODELOS DE SUPERFÍCIE DE RESPOSTA – METODOLOGIA CLÁSSICA  
 
A Metodologia de Superfície de Resposta (MSR) assenta no pressuposto de que a 
resposta  de um produto, processo ou sistema é função de um conjunto de variáveis 
𝑥1, 𝑥2, … , 𝑥𝑘 e que esta função pode ser aproximada por uma função 𝑓 tal que                      =
𝑓(𝑥1, 𝑥2, … , 𝑥𝑘) + 𝜀. A forma da verdadeira função 𝑓 é desconhecida e 𝜀 é uma componente 
de erro (erro estatístico) que representa fontes de variação não contempladas em 𝑓. Na forma 
tradicional de aplicação da metodologia, assume-se que 𝜀 é normalmente distribuído com 
valor médio zero e variância constante mas outras formas de implementação foram surgindo 
que são livres destes pressupostos. A função 𝑓 é estimada com um conjunto de pontos 
experimentais ou simulados.  
Apesar do artigo de Box e Wilson (1951) e dos trabalhos produzidos posteriormente por 
Box e pelos seus colaboradores serem a fonte principal das ideias fundamentais da 
Metodologia de Superfície de Resposta, a ideia de ajustar modelos funcionais a conjuntos 
de dados experimentais, com o objetivo de caracterizar fenómenos que envolvem a relação 
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entre variáveis, tinha sido desenvolvida antes. No seu artigo de revisão da metodologia, 
Mead e Pike (1975) apresentam exemplos em três áreas: curvas de crescimento, Análise 
Probit e Agronomia. Wishart (1938, 1939) trabalhou na aproximação empírica de 
polinómios ortogonais para traduzir a relação entre taxas de crescimento de animais e fatores 
nutricionais; a curva de Gompertz foi utilizada com o mesmo propósito num artigo de 
Winson (1932), e a curva logística foi utilizada para modelar curvas de crescimento em 
função do tempo (p.e. Reed e Berkson, 1929). A análise Probit, desenvolvida por Gaddum 
(1933) e Bliss (1935a, b), é um outro exemplo que cedo introduziu a procura de 
aproximações de modelos funcionais, para traduzir a relação entre a resposta e um conjunto 
de variáveis independentes. Na Agronomia, as curvas de Mitscherlich (1930) são relações 
assintóticas entre a produção agrícola e fatores para estimular a produção e foram usadas, 
nomeadamente, por Crowther e Yates (1941). 
Como já referido, na maioria dos casos não se conhece a forma da função resposta. 
Embora haja problemas em que o que se conhece dos dados permite a utilização de um 
modelo teórico, regra geral, o modelo empírico descreve os dados com uma eficácia muito 
semelhante ao modelo teórico, tendo um número mais reduzido de parâmetros. 
Box e Wilson trabalharam no pressuposto de que a resposta pode ser aproximada por um 
modelo polinomial. No entanto, estes não são os únicos modelos que dão resposta a todo e 
qualquer tipo de problema, ou a todo e qualquer objetivo de investigação. A escolha do 
modelo deve obedecer aos objetivos da investigação e, na maioria das vezes, estes objetivos 
são conflituosos, pelo que o modelo que responde melhor a um objetivo não é o que responde 
melhor a outro. O modelo que melhor se aproxima da verdadeira relação funcional entre as 
variáveis resposta e as variáveis independentes pode assumir diversas formas: polinomial, 
hiperbólico, polinomial inverso, exponencial, trigonométrico ou combinação linear de 
alguns destes modelos. As funções definidas por dois ou mais ramos lineares também são 
comuns em algumas áreas, como a biologia.  
Embora na forma clássica de aplicação da MSR sejam usados os modelos lineares 
(polinómios de grau reduzido), esta também se aplica a modelos não-lineares e a modelos 
lineares generalizados. Estes últimos modelos surgiram numa abordagem mais recente à 
Metodologia de Superfície de Resposta para resolver o problema da não normalidade dos 
erros. A forma da distribuição dos dados tem um impacto significativo na estimação dos 
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parâmetros do modelo pelo que, se esta for conhecida, pode-se fazer uso dessa informação. 
McCullagh e Nelder (1983) propuseram esquemas para o tratamento de problemas 
subjacentes a dados cuja distribuição é da família das funções exponenciais: binomial, 
Poisson, binomial negativa ou beta-binomial, gama, normal - os Modelos Lineares 
Generalizados. Foram vários os trabalhos em que se estabeleceu a ligação entre a 
Metodologia de Superfície de Resposta e os Modelos Lineares Generalizados. A título de 
exemplo, Solana et al. (1986) usaram uma regressão binomial negativa numa MSR, para 
modelar um problema, e Tarsicio (2006) estabeleceu os princípios da Metodologia de 
Superfície de Resposta para modelos logísticos.  
Nelder e Wedderburn (1972) introduziram os Modelos Lineares Generalizados como 
uma extensão dos modelos lineares. McCullagh e Nelder (1989) publicaram um livro de 
referência sobre o tema e, posteriormente, outros autores publicaram sobre o mesmo tema, 
na perspetiva das aplicações: Lindsey (1997), Gill (2000), McCulloch e Searle (2001), 
Dobson (2002) e Myers et al. (2002; 2012).  
Os modelos de superfície de resposta podem variar quanto à natureza dos efeitos do 
modelo. Na metodologia clássica o modelo linear é de efeitos polinomiais fixos, sendo toda 
a fonte de erro incluída numa única componente de erro. Os modelos de efeitos mistos e de 
efeitos aleatórios, com ou sem efeitos de blocos, foram estudados na metodologia de 
superfície de resposta por autores como Myers et al. (1992) e Khuri (1992; 1996a; 2003; 
2006).   
A metodologia tem evoluído para outras aproximações, como as redes neuronais que se 
têm revelado uma ferramenta poderosa para o ajuste de modelos de superfície de resposta 
mais precisos que os modelos polinomiais usados na forma tradicional de aplicação da MSR. 
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1.2. SELEÇÃO DO MODELO  
  
A Metodologia de Superfície de Resposta assenta no pressuposto de que há um modelo 
funcional que se ajusta ao conjunto de pontos experimentais ou simulados. Uma vez que se 
pretende ajustar um modelo empírico, é necessário selecionar um modelo a ajustar, de entre 
os muitos disponíveis, e que se aproxime do verdadeiro modelo. No entanto, há um erro 
inerente a esta seleção, seja porque é um modelo aproximado, seja porque há uma má escolha 
do modelo que se traduz numa falta de ajustamento que compromete significativamente os 
resultados da análise. 
Chatfield (1995) faz uma revisão dos efeitos da incerteza na seleção do modelo e discute 
formas de os evitar ou minimizar.  
Os testes à adequação do modelo e as metodologias de seleção mediante determinados 
critérios são diversos. Na literatura surgem muito trabalhos versando sobre estes dois 
aspetos. A título de exemplo, Box e Draper (1959), Cox e Coh (1989), Falsone e Impollonia 
(2004), Papila et al. (2004), Qu et al. (2004) Hamad (2006) e Goel et al. (2007) tratam de 
aspetos relacionados com a adequação e a qualidade do ajuste do modelo; Buckland et al. 
(1997), Zucchini (2000), Zao Yu (2007) e Pintar (2010) abordam critérios e técnicas para 
selecionar o modelo a ajustar aos dados.   
 
1.3. ESTIMAÇÃO DOS PARÂMETROS DO MODELO  
 
Os modelos – deterministas (saturados), estocásticos ou estatísticos (deterministas com 
uma componente probabilística) – são representações abstratas simplificadas da realidade e 
são usados com frequência na ciência e na tecnologia. Box disse a propósito que “Todos os 
modelos são errados, mas alguns são úteis” (Box, G.E.,1999b). De facto, o objetivo dos 
investigadores é escolher, para cada situação, o modelo que melhor se ajusta à realidade, ou 
seja, aquele cujas respostas mais se assemelham ao conjunto de respostas observadas ou 
simuladas, mas que seja o mais parcimonioso possível.  
A especificação do modelo é um processo que tem como objetivo principal estabelecer 
quais as variáveis explicativas a incluir no modelo e quais as que se deve ignorar, postulando 
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uma relação probabilística e/ou matemática entre as variáveis explicativas e a(s) variável 
(eis) de saída, mediante um critério de sucesso. O sucesso do processo depende mais da arte 
do investigador que do seu conhecimento cientifico, uma vez que mesmo um pequeno 
conjunto de fatores permite um grande número de especificações. No entanto, geralmente, o 
investigador tem uma justificação teórica e um conjunto de convenções baseadas no que se 
conhece do fenómeno para especificar o modelo que vai utilizar.  
Os problemas de estimação dos parâmetros do modelo funcional dependem do tipo de 
modelo que se pretende estimar: modelos lineares com termos de erros independentes e 
aditivos, todos os modelos lineares ou não lineares com termos de erros independentes mas 
não necessariamente aditivos, modelos de curvas para sequências de observações para a 
mesma unidade experimental, para a qual os termos de erro podem não ser independentes.  
Mead e Pike (1975) referem diversos autores que, numa época próxima do início do 
desenvolvimento da MSR, descrevem métodos de ajuste de modelos lineares com termos de 
erro independentes e aditivos: Método dos Mínimos Quadrados ou Método da Máxima 
Verosimilhança, no pressuposto de normalidade dos erros. Kempthorne (1952), Scheffé 
(1959), Plackett (1960), Graybill (1961), Draper e Smith (1966), são alguns desses autores. 
Box e Draper (1987), Khuri e Cornell (1996), Myers, Montgomery e Cook (2009) são ainda 
referências incontornáveis nesta área.   
Em épocas mais próximas do início do desenvolvimento da MSR, o ajustamento de 
modelos não lineares foi objeto de muita discussão. Cornell e Speckman (1967) discutiram 
e compararam nove métodos de ajustamento de modelos não lineares – modelos 
exponenciais unidimensionais, que foram surgindo na literatura estatística; os modelos 
logísticos foram extensamente discutidos e Finney (1971) fez uma abordagem da análise 
Probit. Stevens (1951) desenvolveu métodos de estimação dos parâmetros de Máxima 
Verosimilhança, e de aproximação da matriz de variância-covariância das estimativas, por 
processos iterativos baseados na série de Taylor, métodos que convergem bem com 
estimativas iniciais razoáveis, mesmo com fraca qualidade dos dados. Foram desenvolvidas 
técnicas para melhorar as propriedades de convergência destes métodos, que foram 
publicadas por Hartley (1961), Marquardt (1963) e Hartley e Booker (1965) e Smith e 
Shanno (1971), entre outros. Muitas destas técnicas deixaram de ter relevância prática com 
o desenvolvimento dos computadores e dos métodos numéricos de otimização, rapidamente 
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implementados. Powell (1965), Nelder e Mead (1965) e Box, Davies e Swann (1969) 
descreveram métodos eficientes de estimação de parâmetros de modelos não lineares pelo 
método da Máxima Verosimilhança. Os modelos lineares multivariados, bem como a 
respetiva análise, foram desenvolvidos e analisados por Rao (1965, 1966, 1967). O mesmo 
autor apresentou uma formulação geral destes modelos no seu livro “Linear Statistic 
Inference and its Applications” (1973), e Grizzle e Allen (1969) fizeram uma abordagem 
mais prática dos mesmos.  
Anderson–Cook e Prewitt (2005) exploram algumas condições para a estimação de 
modelos de superfície de resposta usando métodos não paramétricos, que permitem 
aumentar a flexibilidade das superfícies obtidas. 
Bashiria e Moslemia (2011) apresentam um método de estimação do modelo de 
superfície de resposta que é robusto à presença de outliers ou de padrões nos resíduos. 
 
1.4. METODOLOGIA DE SUPERFÍCIE DE RESPOSTA E SIMULAÇÃO - 
METAMODELOS 
 
O desenvolvimento da tecnologia computacional levou a Metodologia de Superfície de 
Resposta para outros patamares. Inicialmente, a sua aplicação situou-se em sistemas do 
mundo real, cuja complexidade, em muitos casos, tornava a avaliação analítica e a 
otimização de resposta quase impraticáveis O desenvolvimento computacional a nível de 
hardware e de software veio não só tornar possíveis a análise e a otimização destes sistemas 
reais, como permitir a implementação da simulação de sistemas, com benefício claro para 
os custos e para a amplitude da pesquisa. Foram propostos modelos de resposta mais 
flexíveis, novos métodos de construção da superfície de resposta e aproximações alternativas 
das suas estimativas; foram concebidos novos métodos de amostragem e outras extensões 
da metodologia para quantificar a incerteza na resposta ou o desempenho de características 
baseadas na resposta.  
Os modelos computacionais são especialmente importantes quando o processo 
experimental real é muito dispendioso, seja em termos de tempo ou de custos, ou quando é 
impossível de implementar. A simulação em áreas como a modelação do clima, a ecologia 
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vegetal, a fusão nuclear, a aeronáutica ou os circuitos integrados é de extrema importância, 
embora venha sendo feita na maioria das áreas industriais e científicas.   
É de notar, no entanto, que os modelos de simulação são por vezes tão complexos que 
também eles implicam custos computacionais que são em muitos casos incomportáveis. 
Assim, em muitos problemas de Simulação-Otimização, para reduzir custos computacionais, 
torna-se necessário aproximar (substituir) o modelo de simulação por um modelo mais 
simples que estabeleça uma relação funcional entre os valores de entrada e de saída, que está 
implícita no modelo de simulação. Esta aproximação é designada por metamodelo (Kleijnen 
1975; 2008).   
As famílias de superfície de resposta usadas nas diferentes aproximações da Metodologia de 
Superfície de Resposta vão hoje muito para além da família de funções polinomiais, 
características da forma tradicional de aplicação da metodologia. Para além dos modelos não 
polinomiais referidos anteriormente, é possível encontrar na literatura mais recente 
adaptações da MSR em que são usados modelos de elementos finitos, modelos de Processo 
Gaussiano ou Kriging, introduzidos por Sacks et al. (1989), modelos Spline - Multivariate 
adaptive regression splines (MARS), introduzidos por Friedman (1991), funções de 
domínios de frequência (transformadas de Fourier ou transformadas de Wavelets), redes 
neuronais artificiais, em particular as funções de base radial e mais geralmente modelos 
obtidos por Programação Genética. A literatura sobre a metamodelação é vasta, seja no que 
diz respeito ao estudo e comparação dos diferentes modelos e à sua aplicação, seja no que 
diz respeito às adaptações metodológicas à Metodologia de Superfície de Resposta 
tradicional, seja na comparação de metamodelos e nas aplicações. Citam-se alguns autores 
como Schruben e Cogliano (1987), Barton (1992;1998; 2009), Donohue et al. (1993a; 
1993b; 1995), Hood e Welch (1993), Kilmer et al. (1994), Kleijnen (1998), Simpson et al. 
(1998), Santos e Nova (1999), Alvarez (2000), Jin et al. (2000), Kleijnen e Sargent (2000), 
Neddermeijer et al. (2000), Irizarry et al. (2001), Jones (2001), Simpson et al. (2001a; 
2001b), Safizadeh (2002), Kleijnen e Beers (2004b), Hendrick e Dhaene (2005;2006), Qian 
et al. (2006), Rutherford et al. (2006), Cook e Skadron (2007), Wang e Shan (2007), Bucher 
e Most (2008), Kleijnen (2009), e Santos e Santos (2010). 
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Os métodos não paramétricos de regressão, como a k-nearest-neighbor ou a regressão 
Kernel (Altman, 1992; Takeda et al., 2007; Sanchez et al., 2008) surgem como alternativa à 
regressão paramétrica tradicional para estimar os parâmetros dos modelos.  
Forrest e Keane (2009) oferecem uma revisão dos métodos de otimização baseados em 
diferentes metamodelos.  
A seleção do modelo pode ter um impacto substancial nos resultados de uma análise. 
Nesta, deve-se ter em conta diversos fatores: a capacidade de obter uma superfície que 
respeite o requisito de suavidade ou lisura exigido na aplicação a que se destina, a 
variabilidade que se percebe na medição das respostas ou os objetivos da análise. Os custos 
computacionais e a precisão do modelo também devem ser tidos em consideração. 
Os objetivos da utilização dos metamodelos são diversos, não sendo por isso possível 
escolher o metamodelo que seja o mais adequado para todo o tipo de problema. A sua 
utilização permite ao investigador trabalhar com um conjunto de funções matemáticas e de 
técnicas de análise de simulações, sem a execução de programas de computador complexos, 
para resolver problemas que vão desde a simplificação do modelo, a otimização global ou 
local, a interpretação do modelo, a generalização para outros modelos de sistemas similares, 
a eficiente análise de sensibilidade do modelo, e a utilização de modelos substitutos de 
funções matemáticas para responder a perguntas sobre diferentes variáveis dentro de um 
estudo de simulação. 
 
Na sequência da análise apresentada, para além do estudo dos modelos MSR, perspetivamos 
ser de importância crucial a exploração dos planeamentos de superfície de resposta no 
âmbito da otimização da resposta do sistema. 
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2.  PLANEAMENTOS DE SUPERFÍCIE DE RESPOSTA 
 
 
Para estimar os parâmetros de um modelo de superfície de resposta é necessário obter 
um conjunto de 𝑛 pontos experimentais nos quais a resposta 𝑦 é observada ou simulada. Este 
conjunto de pontos é designado por planeamento de superfície de resposta.  
O planeamento experimental desempenha, na Metodologia de Superfície de Resposta 
(MSR), um papel fundamental na investigação de qualquer relação funcional que represente 
a resposta do sistema. É possível encontrar vasta literatura que explora este tema. Davies 
(1954), Cochran e Cox (1957), Cox (1958), Roy et al. (1970), Myers (1971), Federov (1972), 
Khuri e Cornell (1996), Box e Draper (1975;1987) são alguns exemplos de uma fase mais 
clássica do desenvolvimento da MSR. Ryan (2007) e Myers et al. (2009) são duas 
referências importantes, mais recentes. O desenvolvimento computacional abriu dois novos 
campos no planeamento experimental, os planeamentos gerados por computador e os 
planeamentos para a experimentação computacional. O planeamento experimental na 
metamodelação apresenta particularidades que levaram os investigadores a procurar 
planeamentos que respondam de forma mais adequada a estas especificidades. Autores como 
McKay et al. (1979), Fang (1980), Shewry e Wynn (1987), Sacks et al. (1989), Johnson  et 
al. (1990), Donohue et al. (1993a;1993b),  Donohue (1994), Koehler e Owen (1996), Batmaz 
e Tunali (2002), Chen et al. (2003), Wang e Fang (2003), Kleijnen (2005), Bates et al. 
(2006), Bursztyn e Steinberg (2006), Steinberg e Lin (2006), Bingham et al. (2009), Pang et 
al. (2009), Qian et al. (2009), Lin et al. (2010), Sun et al. (2010), Ai, He Liu (2012) e Yin e 
Liu (2012) debruçaram-se sobre os planeamentos para experimentação computacional. 
Steinberg e Hunter (1984), Welch (1984), Hardin e Sloane (1991), Montgomery (1992), 
Kennard e Stone (1996), são exemplos de autores que se debruçam sobre os planeamentos 
gerados em computador. Steinberg e Hunter apresentam uma revisão de literatura e uma 
extensa lista de referências neste e noutros aspetos que são referidos de seguida.   
A escolha apropriada de um planeamento é muito importante na investigação de 
superfície de resposta, uma vez que a precisão de uma predição, medida pela dimensão da 
variância de predição, depende da matriz do planeamento. Snee (1985), Box e Draper (1975, 
1987) e Andersen e Whitcomb (2005) começaram por propor listas de propriedades 
desejáveis num planeamento de superfície de resposta. Box e Draper (1975) sugerem um 
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conjunto de catorze propriedades desejáveis num planeamento de superfície de resposta: 1) 
gerar uma distribuição satisfatória do comportamento da variável resposta ao longo da região 
de interesse; 2) assegurar que a resposta ajustada, yˆ , está tão próxima quanto possível da 
verdadeira resposta; 3) ter uma boa capacidade para detetar falta de ajustamento; 4) permitir 
transformações para a estimação; 5) permitir experiências em blocos; 6) permitir a extensão 
a ordens crescentes, para ser construído sequencialmente; 7) proporcionar uma estimativa 
interna do erro; 8) ser insensível às observações extremas e à violação dos pressupostos 
usuais da normalidade; 9) proporcionar um número mínimo de pontos experimentais; 10) 
proporcionar um padrão de dados simples que permita uma interpretação visual; 11) 
assegurar simplicidade nos cálculos; 12) reagir bem na presença de erros na seleção dos 
níveis das variáveis preditoras; 13) não exigir um largo número de níveis das variáveis 
preditoras; 14) permitir avaliar o pressuposto da homogeneidade da variância do erro. É de 
notar que é praticamente impossível que um plano experimental verifique todas as 
características enumeradas. No entanto, dependendo dos objetivos da situação experimental, 
há propriedades que são fundamentais e então essas devem ser acauteladas. Algumas destas 
propriedades podem ser ignoradas nos planeamentos para a experimentação computacional, 
especialmente no caso da simulação determinista (Anderson e Whitcomb, 2005). Santner et 
al. (2003) propõe uma lista bem mais curta de propriedades para estes casos: i) proporcionar 
informação sobre todas as porções da região experimental e ii) permitir o ajustamento de 
vários modelos.  
Selecionar o planeamento adequado é fundamental para que a experimentação seja 
eficaz. O desejo de obter tanta informação quanto possível sobre as relações do par 
fator/resposta deve ser equilibrado, o mais possível, com os custos e a eficiência da 
experimentação. Estão disponíveis diversas ferramentas para selecionar e avaliar 
planeamentos que asseguram a maior adequação possível à investigação pretendida. 
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2.1. CRITÉRIOS PARA A SELEÇÃO DE UM PLANEAMENTO DE SUPERFÍCIE DE 
RESPOSTA 
 
 
O objetivo inicial dos planeamentos de superfície de resposta prendeu-se com a obtenção 
da resposta ótima na superfície de resposta. Os planeamentos fatoriais foram os primeiros a 
ser usados com este objetivo. Com o aumento do interesse dos investigadores pela descrição 
da forma da superfície de resposta e com o desenvolvimento computacional surgiram 
trabalhos onde se discutem diferentes critérios para escolher a matriz do planeamento e que 
dependem do objetivo principal do planeamento. Box e Draper (1959) agruparam-nos de 
acordo com esse objetivo: explorar a superfície de resposta, estimar os parâmetros do modelo 
ou discriminar os modelos de superfície de resposta.  
Na escolha de um planeamento há algumas propriedades que são desejáveis, qualquer 
que seja o objetivo da experimentação (real ou simulada): rotatividade, ortogonalidade, 
variância e viés mínimos (robustez), propriedades que permitem uma estimação eficiente 
dos parâmetros do modelo, conferindo-lhe uma boa capacidade preditiva.  
 
2.1.1. ROBUSTEZ 
 
A noção de robustez foi introduzida por Box e Draper (1959;1963). Um planeamento é 
robusto se algumas das características enumeradas anteriormente: 1), 3), 8) e 14) não 
sofrerem um impacto significativo quando os pressupostos do modelo e da distribuição dos 
erros não são verificados.  
Os autores apresentaram argumentos convincentes para que, não só não se deva ignorar 
o enviesamento devido ao erro de especificação do modelo, mas se deva considerar este 
aspeto na escolha do planeamento, mesmo que se suspeite que esse erro é pequeno. 
Contrariamente a investigadores anteriores que apresentam como principal preocupação a 
minimização da variância do erro, estes consideram que pode ser preferível ignorar a 
variação na amostragem, a ignorar o viés no modelo. A filosofia fundamental destes autores 
assenta na consideração de que o valor esperado do quadrado médio do erro, normalizado 
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com respeito ao número de observações e à variância, e integrado ao longo de toda uma 
região R,  
                                                 R dxxgxyE
NK
J
2
2
)()(ˆ

                                                (1)  
(R- região de interesse, K – inverso do volume de R, N – número total de observações, 𝜎2 – 
variância constante do erro, )(ˆ xy  modelo polinomial ajustado e 𝑔(𝑥) – modelo verdadeiro), 
se divide na soma da variância do erro e do quadrado do viés do erro, calculados, em média, 
ao longo de toda a região R. Uma estratégia robusta de escolha de planeamento é aquela em 
que o viés está próximo do mínimo, uma vez que o mínimo de 𝐽 não se pode obter. Draper 
e Lawrence (1965) e Draper e Guttman (1986, 1992) desenvolveram trabalhos na mesma 
temática. Draper e Lawrence desenvolveram planeamentos que são robustos ao erro de 
especificação do modelo em regiões cuboidais, completando o trabalho de Box e Draper que 
o fizeram em regiões esféricas. Allen et al. (2003) apresentam um estudo de caso em que 
este critério é aplicado para minimizar o erro de predição de um metamodelo para a fundição 
de alumínio.    
Karson et al. (1969) propuseram uma modificação às propostas de Box e Draper na 
escolha do planeamento para minimizar o viés - não ignorar a variância, uma vez que 
concluíram que os planeamentos ótimos obtidos segundo as propostas de Box-Draper, no 
caso dos polinómios de primeiro e segundo grau, são muito próximos dos que se obtêm 
considerando as duas fontes de erro. Estes investigadores alegaram que, se se aceitar a pouca 
importância dada à variância, não se justifica a utilização do método dos mínimos quadrados 
para estimar os parâmetros do modelo. Assim, propuseram que o método de estimação dos 
parâmetros fosse no sentido de minimizar J, considerando as duas componentes: variância e 
viés do erro. A ideia é obter um estimador que minimize o viés devido à omissão de termos 
de ordem superior na equação estimada e minimizar depois a variância, visando alcançar o 
viés mínimo. Assim, é possível construir planeamentos em que J é mínimo. Karson (1970) 
propôs a introdução de um critério que proporciona proteção em modelos de grau superior a 
dois. Kupper e Meydrech (1973; 1974) adotaram um método para minimizar J sem uma 
aproximação sequencial como a proposta por Karson et al. Draper e Herzberg (1971) 
desenvolveram uma técnica que permite estudar a natureza das possíveis fontes de 
enviesamento.  
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Montepiedra e Fedorov (1997) desenvolveram um método para obter planeamentos que 
proporcionam equilíbrio entre o viés e a variância. DuMouchel e Jones (1994) 
desenvolveram uma aproximação Bayesiana para obter planeamentos menos sensíveis à 
especificação do modelo. 
Allen e Yu (2002) usam o critério do viés mínimo para planeamentos de simulação. 
Donohue et al. (1995) estudam planeamentos de simulação considerando um critério que 
contempla as duas fontes de erro, viés e variância. 
Como já foi referido, a robustez dos planeamentos MSR diz respeito também à robustez 
à presença de outliers nos dados, aos erros nos níveis dos fatores e à extrapolação sob 
condições de erro na especificação do modelo. A robustez aos outliers foi estudada na MSR 
por Box e Draper (1975). Estes autores lembram que um planeamento experimental é 
concebido para vários objetivos e que é necessário ter presente que o que se procura são 
planeamentos de compromisso (Compromise Design), uma vez que é pouco plausível obter 
planeamentos que sejam ótimos para todos os objetivos. Vários autores partilham a mesma 
opinião como, por exemplo, Kiefer (1975) e Atkinson (1982). 
Herzberg e Andrews (1976) ocuparam-se de planeamentos ótimos sob condições que 
não são ótimas, nomeadamente com dados em falta e na presença de outliers. Draper e 
Herzberg (1979b) publicaram um artigo em que se ocuparam simultaneamente do erro de 
especificação do modelo e da presença de outliers. Siddiqi (2010) propõe-se gerar 
planeamentos Draper e Lin (1990) que são robustos à presença de um outlier e compara-os 
com outros planeamentos através de diversos critérios de otimalidade. Bhar e Gupta (2001) 
também propõem um critério de robustez à presença de outliers. 
Draper e Beggs (1971) e Vuchlov e Boyadjieva (1983) ocuparam-se de famílias de 
planeamentos robustos na presença de erros nos níveis dos fatores. Box (1963), apesar de 
não apresentar qualquer critério para planeamentos robustos nestas condições, fez uma 
análise dos danos quando ocorrem erros nas variáveis preditoras. 
Draper e Herzberg (1973; 1979a) dedicaram-se aos planeamentos que são robustos 
quanto aos erros de extrapolação, em modelos de primeira e de segunda ordem. Assumem 
que a capacidade de extrapolar a partir de um modelo é influenciada pela presença de termos 
de ordem mais elevada no modelo real, em relação ao modelo ajustado. Dette e Wong (1996) 
mostram que a eficiência de um planeamento ótimo para extrapolação a partir de um 
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polinómio de grau 𝑚 é a mesma quando o verdadeiro modelo é um polinómio de grau 𝑘 ou 
de grau 𝑚 –  𝑘, com 𝑘 = 1,2, … , 𝑚– 1. 
Akhtar e Prescott (1986) usaram o planeamento composto central para ilustrar a seleção 
de planeamentos robustos a dados em falta. Lal et al. (2001) investigam a robustez de 
planeamentos desenhados para estimar modelos lineares gerais. 
Na modelação não linear e, em particular, nos Modelos Lineares Generalizados, a 
robustez à escolha dos parâmetros iniciais é um aspeto importante a ter em conta na escolha 
do planeamento. Os planeamentos bayesianos e os planeamentos sequenciais desempenham 
um papel fundamental nesta área.   
 
2.1.2. ROTATIVIDADE 
 
Box e Hunter (1957), no seu artigo, deram ênfase especial à variância de predição, 
 
2
)(ˆvar

xy , para a comparação de planeamentos de superfície de resposta. Exploraram a 
distribuição da variância dos valores preditos pela região de interesse e consideraram uma 
propriedade natural: a rotatividade. Um planeamento diz-se rotativo se a variância dos 
valores preditos se mantém constante em pontos que são equidistantes do centro do 
planeamento. Os planeamentos rotativos para a exploração da superfície de resposta foram 
introduzidos neste artigo.  
Khuri (1988) introduziu uma medida quantitativa da rotatividade de um planeamento, 
em percentagem, em função dos momentos do planeamento. O valor 100% corresponde a 
um planeamento rotativo. Esta medida tem as vantagens de permitir: a) comparar 
planeamentos com base na rotatividade, b) avaliar a extensão do desvio da rotatividade 
quando esta é sacrificada para satisfazer outra propriedade desejada e c) aumentar a 
rotatividade através de um adequado aumento de um planeamento não rotativo. Draper e 
Guttman (1988) introduziram uma outra medida de rotatividade, que fornece informação 
sobre a forma total da distribuição da variância para planeamentos de segunda ordem 
simétricos. Box e Hunter (1957) introduziram ainda a propriedade de precisão uniforme num 
planeamento rotativo: a variância do valor predito é a mesma no centro do planeamento e na 
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hiperesfera de raio 1. Esta propriedade ajuda a produzir alguma estabilidade na variância de 
predição na vizinhança do centro do planeamento.  
Draper e diversos coautores debruçaram-se sobre os planeamentos rotativos, 
nomeadamente os planeamentos rotativos de terceira ordem. Outros autores citados na 
bibliografia estudaram a construção de planeamentos rotativos e medidas de rotatividade. 
Uma vantagem dos planeamentos rotativos resulta de a variância de predição se manter 
constante em qualquer direção, na superfície de uma hiperesfera, o que permite comparar 
valores preditos na hiperesfera. Estes planeamentos são especialmente importantes quando 
se deseja a otimização da resposta nas superfícies de hiperesferas concêntricas, como 
acontece com a aplicação da análise ridge. 
A ênfase muitas vezes não está no valor absoluto da resposta mas na diferença da 
resposta em dois pontos experimentais e, mais especificamente, na taxa de variação da 
resposta, ou seja, na estimação das primeiras derivadas em relação a cada uma das variáveis 
independentes. Diversos autores estudaram medidas de rotatividade e planeamentos 
rotativos com este fim (slope-rotatable designs), seja na construção seja na obtenção de 
medidas de rotatividade destes planeamentos, tais como Hader e Park (1978), Park (2006), 
Park e diversos coautores.  
 
2.1.3. ORTOGONALIDADE  
 
Um planeamento diz-se ortogonal se 𝑋𝑇𝑋 é uma matriz diagonal, sendo X a matriz do 
modelo. Neste caso, os coeficientes estimados são não correlacionados, sendo possível 
estimar cada coeficiente independentemente dos outros. Se os erros verificarem os 
pressupostos usuais, planeamentos com esta propriedade permitem que se teste facilmente a 
significância dos parâmetros desconhecidos do modelo.  
A análise de planeamentos experimentais é simplificada quando estes são ortogonais ou 
quase ortogonais, pelo que esta é uma propriedade desejável num planeamento.   
Um planeamento diz-se em blocos ortogonais se os efeitos lineares, quadráticos ou os 
produtos cruzados são estimados independentemente do efeito dos blocos. Uma vantagem 
dos planeamentos em blocos ortogonais, em comparação com os planeamentos em blocos 
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não ortogonais, é os primeiros originarem valores pequenos para as variâncias da resposta 
estimada e dos parâmetros estimados. Outra vantagem reside no facto de um planeamento 
rotativo conduzido em blocos ortogonais ainda ser rotativo.    
Box e Hunter (1957, 1961a, b) desenvolveram condições gerais que originam blocos 
ortogonais em planeamentos de superfície de resposta de segunda ordem. É possível 
encontrar diversos exemplos de aplicação a problemas reais em que o planeamento em 
blocos ortogonais é parte integrante do planeamento: Myers (1976), Box e Draper (1987) e 
Cornell e Khuri (1987). 
Na experimentação computacional, um grande número de variáveis de entrada pode 
levar à existência de correlação significativa entre pares de variáveis, o que pode complicar 
a análise posterior de dados e dificultar a identificação dos fatores mais importantes para o 
estudo de simulação. Por este facto, a ortogonalidade dos planeamentos é uma característica 
importante a ter em conta na definição do planeamento. Citam-se alguns autores que se 
debruçaram sobre a construção de planeamentos ortogonais para experimentação 
computacional: Butler (2001), Cioppa e Lucas (2007), Joseph e Hung (2008) e Bingham et 
al. (2009). 
 
2.2. OBJETIVO DO PLANEAMENTO 
 
Para além das três características analisadas, a escolha do planeamento é condicionada 
pelo objetivo a que se destina. Prossegue-se este trabalho analisando alguns desses objetivos. 
 
2.2.1. PLANEAMENTOS PARA EXPLORAR A SUPERFÍCIE DE RESPOSTA 
 
Quando se assume que existe uma relação funcional entre as variáveis independentes e 
a variável resposta, que sendo desconhecida tem que ser estimada, o objetivo do planeamento 
é o de explorar a superfície de resposta procurando o modelo a estimar que melhor se adequa 
aos dados experimentais e que melhor poderá caracterizar a verdadeira resposta.  
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Neste processo, Box e Wilson (1951) identificam duas fontes de erro: o erro experimental 
na estimação do modelo e o viés resultante da discrepância entre o modelo estimado, 
escolhido pelo investigador, e o modelo real. Assim, na seleção do planeamento devem ser 
considerados a variância do erro e o viés. Box e Hunter (1957) e Box e Draper (1959; 1963; 
1974) salientam a necessidade de ter critérios precisos de avaliação dos planeamentos e 
apontam conjuntos de características, sendo o mais amplo proposto por Box e Draper (1974) 
e já anteriormente referido.  
Karson et al. (1969), Karson (1970), Kupper e Meydrech (1973; 1974) são alguns autores 
que se debruçaram sobre o critério do viés mínimo na construção e seleção de planeamentos. 
Na fase inicial do desenvolvimento da Metodologia de Superfície de Resposta, os 
modelos privilegiados eram os modelos polinomiais de ordem reduzida. O advento da 
tecnologia computacional permitiu a diversificação de modelos passíveis de caracterizar a 
superfície de resposta e alargou o leque de escolhas. No entanto, muitas vezes a 
complexidade dos modelos e o custo computacional inerente exigem que se procure um 
modelo aproximado, a ajustar aos dados, e o consequente planeamento experimental. 
Simpson et al. (1997), Montepiedra e Federov (1997), Allen e Yu (2002), Allen et al. (2003), 
Wang (2003) e Lin et al. (2010) são alguns dos autores que se debruçaram sobre 
planeamentos experimentais para explorar a superfície de resposta simulada 
computacionalmente.   
Donohue et al. (1992; 1995) consideram, num ambiente de simulação, a seleção de 
planeamentos para estimar o metamodelo de segunda ordem, e avaliam a qualidade do ajuste, 
com base no critério de Box e Draper (1959) do quadrado médio do erro da resposta predita. 
 
2.2.2. PLANEAMENTOS PARA ESTIMAR OS PARÂMETROS DO MODELO 
 
Na forma tradicional de implementação da MSR, a experimentação processa-se de forma 
sequencial e, consequentemente, os planeamentos tradicionais de superfície de resposta são 
conduzidos sequencialmente: numa primeira fase aplica-se um planeamento de triagem 
(Screening Design – planeamento de resolução III) com um número pequeno de dados, que 
pode ser um planeamento fatorial, um planeamento fatorial fracionário a dois níveis com 
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pontos centrais, um planeamento Plackett – Burman com pontos centrais ou ainda um 
planeamento simplex regular sugerido por Box (1951). Ajustar um modelo linear de primeira 
ordem permite identificar os fatores importantes, que são posteriormente investigados 
recorrendo a uma superfície de resposta obtida ajustando um modelo de primeira ordem mais 
refinado. Se este modelo providenciar um bom ajustamento pode ser utilizado para os 
objetivos da investigação.  
É a utilização do método Steepest Ascent que permite progredir na região experimental 
de interesse em direção à solução ótima. Este método pode ser usado várias vezes para 
melhorar as condições pretendidas ou pode-se proceder a transformações nos dados que 
permitam a sua representação por um modelo de primeira ordem. Quando tal não é possível 
há que considerar o ajustamento a um modelo de segunda ordem, que pode também ele exigir 
transformação nas variáveis, se não se revelar adequado. Um modelo de ordem superior deve 
ser o último recurso quando nenhuma estratégia das anteriormente referidas é eficaz. 
Este processo sequencial pode falhar na primeira etapa se houver interação significativa 
dos fatores, dificultando por isso a identificação dos fatores principais. Se houver suspeita 
de que esta situação se verifica deve ser conduzido um planeamento de resolução IV. 
Também pode não ser prático conduzir sequencialmente um planeamento e neste caso, 
Bursztyn e Steinberg (2001) e Cheng e Wu (2001), entre outros, sugerem que a triagem dos 
fatores, o ajustamento de superfície de resposta e a otimização sejam feitos com uma única 
experiência, devendo o planeamento ter um número de pontos que permita estimar todos os 
parâmetros do modelo e obter uma estimativa da variância do erro. No entanto, pode ser 
difícil, neste caso, encontrar a solução ótima se o planeamento não cobrir a região 
experimental.  
Os planeamentos de superfície de resposta definidos para a estimação dos parâmetros do 
modelo dependem naturalmente da forma do modelo a ajustar. Biswas e Chaudhuri (2002) 
estudaram planeamentos para modelos lineares. Chaudhuri e Mykland (1995) consideram 
planeamentos adaptativos para modelos não lineares que otimizam a informação de Fisher 
associada e apresentam um extenso conjunto de referências no tema. 
Dependendo da ordem do modelo a ajustar tem-se planeamentos de primeira ordem, de 
segunda ordem, e assim sucessivamente ou ainda modelos não lineares, modelos lineares 
generalizados: binários, de Poisson, ou outros. 
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2.2.2.1. MODELOS DE PRIMEIRA ORDEM 
 
Os planeamentos de primeira ordem, adequados para estimar os parâmetros de um 
modelo linear de primeira ordem que, segundo Box e Wilson (1951), devem ser ortogonais, 
distribuem-se entre os planeamentos fatoriais e fatoriais fracionários com possíveis pontos 
centrais - Plackett e Burman (1946) e Box e Hunter (1961a; 1961b) e os planeamentos 
Simplex – Spendley et al. (1962).  
Hussey et al. (1987) exploram os planeamentos de superfície de resposta para modelos 
de primeira ordem num ambiente de simulação. Donohuen et al. (1993b) analisam 
planeamentos de simulação que proporcionem proteção contra a possível falha na 
especificação do modelo de primeira ordem, para além da atenção dada à variância do erro, 
com o objetivo de ajudar os investigadores a fazerem uma boa escolha do planeamento de 
simulação.   
 
2.2.2.2. MODELOS DE SEGUNDA ORDEM 
 
Os planeamentos de segunda ordem foram introduzidos por Box e Wilson (1951) e foram 
discutidos e investigados inicialmente por Box e Hunter (1957), Box e Draper (1959; 1963), 
Bose e Carter (1959), Bose e Draper (1959), De Baum (1959), Dykstra (1959; 1960), Hartley 
(1959), Box e Behnken (1960a; 1960b), Draper (1960a), Das e Narasimham (1962) e Das 
(1963). Nguyen e Borkowski (2008) apresentam um leque significativo de planeamentos de 
segunda ordem que têm um conjunto interessante de propriedades desejadas.   
Os planeamentos de segunda ordem mais importantes e mais frequentes são os 
Planeamentos Compostos, sendo a classe dos Planeamentos Compostos Centrais (CCD) a 
mais representativa. A génese destes planeamentos pode ser encontrada em Box e Wilson 
(1951), a motivação para a sua invenção pode ser encontrada em Box (1999a) e o relato da 
controvérsia que envolveu a passagem dos planeamentos fatoriais e fatoriais fracionários 
para estes planeamentos pode ser encontrada em Bisgaard (1997). 
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 Estes planeamentos são constituídos por 2𝑘 pontos fatoriais, 2𝑘 pontos axiais com 
parâmetro 𝛼 (distância do ponto axial ao centro do planeamento) e 𝑛0 pontos centrais. A 
importância destes planeamentos deve-se às suas propriedades de ortogonalidade e de 
rotatividade e à sua flexibilidade e utilidade como planeamento adequado para experiências 
sequenciais. Os pontos fatoriais e os pontos centrais utilizam-se numa fase preliminar para 
ajustar um modelo de primeira ordem e avaliar a importância do erro quadrático puro, 
respetivamente. Os pontos axiais são utilizados para, numa segunda fase, estimar os 
coeficientes dos termos quadráticos. Encontram-se textos de referência com uma abordagem 
completa destes planeamentos, por exemplo, em Myers (1976), Box e Draper (1987) e 
Cornell e Khuri (1987). 
 A flexibilidade destes planeamentos reside muito na possibilidade de escolha de 𝛼 e de 
𝑛0, com respeito a vários critérios que se pretenda usar na definição dos planeamentos. 
Myers et al. (1989) apresentam alguns critérios de escolha destes parâmetros.  
É possível encontrar muitas variações destes planeamentos, resultantes da escolha dos 
pontos axiais, nomeadamente os planeamentos em que os pontos axiais são substituídos por 
centros das faces de uma região cuboidal – planeamentos CCF (Face Center Cube design), 
ou em que os pontos axiais estão nos eixos, numa região esférica mas dentro da esfera – CCI 
(Inscribed Central Composite design).  
Mateus et al. (2008) estudam a viabilidade do planeamento composto central na obtenção 
do ótimo na superfície de resposta. 
Hartley (1959) deu um contributo importante para os planeamentos de segunda ordem 
ao introduzir os planeamentos Small Composite, que constituem uma classe económica de 
planeamentos. Hartley defendeu que se pode usar um planeamento de resolução III para a 
componente fatorial do planeamento CCD conjuntamente com outros métodos propostos por 
Gosh e Al-Sbah (1996) e Draper e Lin (1990), além de outros. Além de serem económicos, 
estes planeamentos reduzem a correlação entre os efeitos quadráticos estimados à medida 
que é reduzido o número de pontos fatoriais. Westlake (1965), usando frações irregulares de 
um planeamento 2𝑘  e Draper (1985), usando colunas dos planeamentos Plackett-Burman, 
desenvolveram esforços no mesmo sentido. Draper e Lin (1990) ampliaram estes 
planeamentos encontrando planeamentos para um maior número de fatores e desenvolveram 
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planeamentos que Draper (1985) supunha não existirem. Os planeamentos construídos não 
são rotativos, além de termos da mesma ordem não serem estimados com a mesma precisão.   
Para além dos planeamentos CCD, há outros planeamentos de segunda ordem cuja 
referência se impõe: Box e Behnken (1960a) propuseram os planeamentos Box-Behnken 
rotativos e que consistem num subconjunto de combinações fatoriais de um planeamento 
fatorial 3𝑘 – Myers (1976), Box e Draper (1987), e Khuri e Cornell (1996) são referências 
mais atuais para a construção destes planeamentos. A sua utilização é mais usual na 
indústria, uma vez que são económicos e requerem apenas três níveis de cada fator. Zhang 
et al. (2011) propõem planeamentos ortogonais Box-Behnken mas com um menor número 
de pontos experimentais que os tradicionais e que permitem o ajustamento de modelos de 
segunda ordem com uma eficiência razoavelmente elevada. Edwards e Mee (2010) propõem 
planeamentos Box-Behnken fracionários para implementar a MSR numa única fase, isto é, 
usam um único planeamento para a triagem dos fatores principais e o ajustamento do 
modelo.  
Segue-se a referência a outros exemplos de planeamentos de segunda ordem: os 
planeamentos Hoke (1974), baseados em frações irregulares de um planeamento fatorial 3𝑘 
e que constituem uma classe económica de planeamentos; os planeamentos híbridos, 
desenvolvidos por Roquemore (1976) e que são, como os de Hoke, planeamentos saturados 
(o número de parâmetros a estimar é igual ao número de pontos experimentais disponíveis) 
ou quase saturados, e que têm muitas semelhanças com um planeamento CCD; Notz (1982) 
sugeriu um método para construir planeamentos que são muito eficientes em termos de 
variância generalizada, que são saturados e são construídos a partir de um planeamento 3𝑘 
latice. Box e Draper (1974) também propuseram planeamentos saturados e eficientes, de 
acordo com o mesmo critério de eficiência em termos de variância generalizada – D-
Eficiência. Mitchell e Bayne (1978), Welch (1982) e outros desenvolveram trabalhos na 
mesma linha. Note-se que os planeamentos saturados têm um problema de cobertura da 
região de interesse. 
Pode-se referir ainda os planeamentos Uniform Shell e Koshal. Os primeiros foram 
desenvolvidos por Dorhlert (1970) e Dohlert e Klee (1972) e são planeamentos para k fatores 
que se distribuem uniformemente sobre uma esfera de dimensão k. Há registo de muitas 
aplicações destes planeamentos, como por exemplo Dumenil et al. (1988), Hu e Massart 
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(1989), Araujo et al. (2012), Araujo e Janagap (2012). Os segundos, desenvolvidos por 
Koshal (1933), são muito simples e requerem um número muito reduzido de pontos 
experimentais para estimar os efeitos (são planeamentos saturados). Myers et al. (2009) 
apresentam o desenvolvimento teórico destes planeamentos.  
Ryan (2007) apresenta uma discussão sobre diversos planeamentos de superfície de 
resposta em blocos: CCD, Box-Behnken e outros.  
Johnson e Montgomery (2009) exploram a escolha de planeamentos de segunda ordem 
adequados a modelos binomiais e de Poisson.   
Montgomery e Evans (1975) usam os planeamentos de segunda ordem para 
experimentação computacional num simulador digital de uma rede de ruas.  
Donohue et al. (1992; 1995) exploram a seleção de planeamentos para ajustar 
metamodelos de segunda ordem para a resposta e para os gradientes da resposta.  
Batmaz e Tunali (2002) analisam e comparam um conjunto de planeamentos de segunda 
ordem para estimar o metamodelo quadrático, tendo em conta propriedades como eficiência, 
ortogonalidade, rotatividade, robustez, viés e variância de predição.  
 
2.2.2.3. MODELOS DE TERCEIRA ORDEM 
 
Os planeamentos de terceira ordem, discutidos em diversos artigos: Gardiner et al. 
(1956) e Gardiner et al. (1959), Draper (1960b; 1960c; 1961; 1962) e Herzberg (1964), Huda 
(1983), Draper e Pukelsheim (1994), Mukerjee e Huda (1985), Draper et al. (1996), Huda e 
Al-Shiha (1998), Huda et al. (2007), Yang (2008), são aplicados quando um modelo de 
segunda ordem se revela inadequado. Mas como já foi referido, a utilização de um modelo 
de terceira ordem só deve ser usado quando transformações simples não permitem o 
ajustamento a um modelo de segunda ordem, uma vez que o número de parâmetros é muito 
elevado no modelo de terceiro grau. 
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2.2.2.4. MODELOS DE SIMULAÇÃO 
 
A simulação está amplamente disseminada pelos mais variados campos da investigação 
científica ou tecnológica mas os elevados custos computacionais conduziram os 
investigadores à procura de técnicas estatísticas que incluem a estimação de modelos e o 
planeamento experimental.     
A literatura produzida nesta área é muito vasta. Para além dos exemplos já citados, segue-
se a referência a alguns trabalhos.  
Simpson et al. (2001) apresentam um estudo comparativo usando cinco tipos de 
planeamento experimental e quatro tipos de metamodelos, em termos da sua capacidade de 
gerar aproximações precisas para duas aplicações típicas da engenharia: uma da engenharia 
de estruturas e outra para incremento das características de manipulação de um veículo.    
Chen et al. (2003) apresentam uma revisão de métodos estatísticos adequados à 
experimentação computacional, com ênfase na seleção do planeamento experimental e no 
ajuste do modelo. 
Kleijnen et al. (2005) refletem sobre um conjunto de questões típicas dos problemas de 
simulação e que devem ser tidos em conta na seleção de planeamentos adequados à sua 
implementação.   
Johnson et al. (2008) comparam planeamentos para experiências simuladas 
computacionalmente com base na sua variância de predição, usando gráficos de Frações do 
Espaço de Planeamento.  
Chen et al. (1999), Romero et al. (2000), Kleijnen e Beers (2004), Busby et al. (2007), 
Santos (2008), Balestrassi et al. (2009),Yin e Liu (2012) constituem algumas de entre as 
muitas referências que versam sobre os mais variados assuntos relacionados com o 
planeamento de experiências computacionais e metamodelação.    
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2.2.2.5. PLANEAMENTOS ÓTIMOS/ PLANEAMENTOS PARA ESTIMAÇÃO DE 
PARÂMETROS ROBUSTOS 
 
Na década de setenta e princípio da década de oitenta, o desenvolvimento do 
planeamento experimental fez-se em torno dos critérios de otimalidade: Otimização e 
Eficiência dos planeamentos. A teoria dos planeamentos ótimos foi impulsionada por 
trabalhos de vários investigadores como Elfving (1952, 1954, 1959), Chernoff (1953), Kiefer 
(1958; 1959; 1960; 1961; 1962a; 1962b), Kiefer e Wolfowitz (1959; 1960) e Karlin e 
Studden (1966), podendo remontar a um artigo de Smith (1918), e a trabalhos de Wald 
(1943) e Mood (1946). A característica principal da teoria dos planeamentos ótimos é a 
minimização da variância dos parâmetros estimados ou da resposta estimada. O critério D-
Ótimo, introduzido por Wald (1943), enfatiza a qualidade das estimativas dos parâmetros. 
Sob este critério, o planeamento selecionado é o que minimiza a variância generalizada dos 
parâmetros do modelo, maximizando o determinante da matriz de informação 𝑋𝑇𝑋, em que 
X é a matriz do planeamento. Este critério depende da pré-especificação do modelo e tem 
como objetivo a comparação de planeamentos.  
A D-eficiência de um planeamento 𝜉∗ é medida pela potência  
                                                      (
|𝑋𝑇𝑋|
𝜉∗
  
max
𝜉
|𝑋𝑇𝑋 |
)
1
𝑝
                                                      (2) 
sendo 𝑝 o número de parâmetros do modelo.  
No critério A-Ótimo, formalizado algebricamente por Yang (2008), minimiza-se o traço 
da matriz (𝑋𝑇𝑋)−1, o que é equivalente a minimizar a soma das variâncias da estimativas  
dos coeficientes do modelo. A A-eficiência de um planeamento 𝜉∗ é medida por  
                                                        
𝑡𝑟 (𝑋𝑇𝑋)
𝜉𝐴
−1
𝑡𝑟((𝑋𝑇𝑋)𝜉∗
−1                                                          (3) 
No critério G-Ótimo, introduzido por Smith (1918), minimiza-se a variância máxima 
normalizada da resposta predita, 
                                        
𝑁𝑉𝑎𝑟[?̂?(𝑥)]
𝜎2
= 𝑁𝑓𝑇(𝑥)(𝑋𝑇𝑋)−1𝑓(𝑥)                                        (4) 
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sendo 𝑓(𝑥) o  vetor função das potências e produtos cruzados das variáveis controladas 
𝑥1, 𝑥2, … 𝑥𝑛, até um grau 𝑑 ≥ 1 ,  em todo 𝑥 da região de interesse 𝑅.  
A G–eficiência de um planeamento 𝜉∗ é medida por  
                                                        






 2
)(ˆ(

xyNVar
Máx
p
Rx
                                              (5) 
No critério I-Ótimo, introduzido por Fedorov (1972), minimiza-se a variância média 
integrada da resposta predita em toda a região de interesse 
                                                          
1
∫ 𝑑𝑥𝑅
∫
𝑁𝑉𝑎𝑟[?̂?(𝑥)]
𝜎2
𝑑𝑥
𝑅
                                            (6) 
    A I–eficiência de um planeamento 𝜉∗ é medida por  
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                                           (7) 
sendo 𝜉 um planeamento qualquer.  
Pelo critério E-ótimo, introduzido por Ehrenfeld (1955), a seleção do planeamento é feita 
pela minimização do máximo valor próprio 𝜆 da matriz (𝑋𝑇𝑋)−1. A E-eficiência de um 
planeamento 𝜉∗ é medida por 
                                                           
𝜆min(𝑋
𝑇𝑋)
𝜉∗
−1
)
𝜆𝑚𝑖𝑛(𝑋
𝑇𝑋)𝜉𝐸
−1                                                       (8) 
Até esta época, os critérios para a construção de planeamentos de superfície de resposta 
assentavam na minimização do viés do erro de especificação do modelo, aspeto que nos 
planeamentos ótimos tem pouca importância. No entanto, a minimização do viés do erro é 
um aspeto importante da superfície de resposta e por isso a aplicação dos planeamentos 
ótimos à MSR deve ser feita com cautela.  
Na superfície de resposta, o critério D-Ótimo tem outra formulação: DN-Ótimo. Este 
planeamento consiste em N réplicas, com N fixo, e o determinante da matriz da informação, 
𝑋𝑇𝑋, para o modelo ajustado, é máximo. Com os critérios de otimalidade e porque 
dependem de um único valor, foi possível desenvolver algoritmos para gerar planeamentos 
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com recurso ao computador. Há vários algoritmos para construir estes planeamentos. Um 
exemplo é o que se designa por DETMAX, de Mitchell (1974), que foi melhorado por Galil 
e Kiefer (1980) e que consiste em adicionar (apagar) pontos ao planeamento que aumentam 
(diminuem) o determinante de 𝑋𝑇𝑋. Outro exemplo é o algoritmo de Fedorov (1972). Este 
algoritmo gera N pontos experimentais de forma que o determinante de 𝑋𝑇𝑋 não decresce. 
É possível encontrar uma revisão de algoritmos para construir planeamentos DN-Ótimos em 
Cook e Nachtsheim (1980) e Johnson e Nachtsheim (1983).  
Na literatura encontra-se uma grande diversidade de abordagens destes planeamentos, 
no que diz respeito a comparação com outros planeamentos, a aplicações ou ainda a técnicas 
para obtenção dos mesmos.  
Seguem-se alguns exemplos. 
Unal et al. (1998) aplicam a MSR ao estudo da otimização da configuração de um 
foguete movido por um veículo de lançamento para comparar três planeamentos: CCD, 
Bayesiano e D-Ótimo. 
Kitsos e Kolovos (2013) apresentam uma compilação de aplicações de planeamentos D- 
Ótimos em Cinética.  
Lucas (1974; 1976;1977) usou os critérios de D-eficiência e G-eficiência para avaliar o 
desempenho de alguns planeamentos de superfície de resposta tradicionais.  
Wang et al. (2006a; 2006b) e Russell et al. (2008) constroem planeamentos D-Ótimos 
para modelos de Poisson, e Antille e Weinberg (2000) estudam a eficiência de planeamentos 
D-Ótimos para polinómios com grau conhecido ou não. 
Dette et al. (2004) resolvem problemas de planeamentos E- e c-Ótimos (minimiza-se a 
variância do estimador BLUE de uma combinação linear dos parâmetros do modelo pré-
determinada) para modelos não lineares, em particular para modelos racionais, logísticos, 
exponenciais. Dette e Kiss (2012) consideram problemas de planeamentos localmente 
ótimos para funções racionais. 
Chipman e Welch (1996) desenvolvem, para os Modelos Lineares Generalizados, um 
critério de D-Otimalidade análogo ao usado para os modelos de regressão linear e 
proporcionam exemplos em que comparam e contrastam planeamentos D-Ótimos para 
Modelos Lineares Generalizados e para modelos de regressão linear. 
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Das e Lin (2011) constroem planeamentos de primeira ordem D-Ótimos para séries 
temporais com uma estrutura de correlação bem conhecida, sendo que estas não respeitam 
os pressupostos da MSR convencional.  
Os planeamentos D-Ótimos foram sujeitos a críticas por se basearem num conjunto de 
pressupostos que podem ser pouco realistas. Mas, a preocupação com o viés que pode estar 
presente no modelo ajustado na Metodologia de Superfície de Resposta, foi igualmente alvo 
de crítica em certos aspetos. Por exemplo, Kiefer (1975) considera que o critério da 
minimização da variância dos valores preditos é comprometido por causa da preocupação 
com o viés. No entanto, Box, principal defensor do critério do viés, e Kiefer concordam que 
a seleção de um planeamento experimental deve ser orientada por mais que um critério.  
Myers (1999) é de opinião que até certa altura os investigadores depositaram muita 
confiança nos planeamentos ótimos e deram-lhe muita ênfase em detrimento da robustez, 
tendo com isso comprometido a criação de ferramentas mais flexíveis para a aplicação na 
MSR.  
Heredia-Langner et al. (2003) e Park Y. J. et al. (2005) contribuíram para a discussão 
propondo a utilização de algoritmos genéticos em alternativa aos algoritmos usuais para 
construir planeamentos D-Ótimos. Os primeiros compararam os planeamentos assim obtidos 
com os que se obtêm usando técnicas de troca de pontos ou troca de coordenadas. Haines 
(1987) usa o algoritmo de emparelhamento (annealing algorithm) para construir 
planeamentos D-, I- e G-Ótimos para modelos de regressão linear. 
Nos anos oitenta, com Taguchi, surgiu a discussão sobre os planeamentos para 
parâmetros robustos numa perspetiva diferente da abordada atrás. A metodologia Taguchi, 
motivada essencialmente pelo interesse na melhoria de produtos e processos e não 
necessariamente na sua otimização, tem por pressuposto que no desenvolvimento de 
produtos devem ser considerados dois conjuntos de fatores: fatores de controlo – variáveis 
que são controladas nas experiência e fatores de “ruído” – variáveis que podem ser 
controladas na experiência mas não no processo. Neste âmbito, o experimentador procura 
conjuntos de fatores de controlo que são insensíveis à variabilidade introduzida na resposta 
pelas variáveis “ruído”.  
Esta metodologia resultou num conjunto de discussões levadas a cabo por alguns autores 
como Easterling (1985), Pignatiello e Ramberg (1985), Box (1985; 1988), Box et al. (1988), 
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Nair e Pregibon (1988), Welch et al. (1990), Myers et al. (1992), Nair (1992), Miller e Wu 
(1996), entre outros.  
Na linha da metodologia Taguchi para a construção de planeamentos para parâmetros 
robustos, foram introduzidas, nos anos noventa, duas aproximações de superfície de 
resposta: uma em que são ajustados dois modelos: um para a média e outro para a variância 
do processo – otimização de resposta dual (Myers e Carter,1973) e outro com um único 
modelo ajustado para os dois propósitos e um único planeamento. 
Vining e Myers (1990) foram os primeiros a defender e mostrar, usando a aproximação 
de resposta dual, que o objetivo preconizado pela metodologia Taguchi, de manter um valor 
fixo de resposta média enquanto a variância é minimizada, pode ser atingido pela superfície 
de resposta, ou seja, a Metodologia de Superfície de Resposta também serve o objetivo da 
metodologia Taguchi.  
Del Castillo e Montgomery (1993) resolveram o mesmo problema que Vining e Myers 
usando um procedimento não linear e substituindo o valor fixo da resposta média por 
intervalos de variação. Lin e Tu (1995) propuseram uma metodologia baseada no critério do 
quadrado médio do erro e com o mesmo exemplo de Vining e Myers mostraram que é 
possível reduzir a variância introduzindo um pouco de viés no erro. Uma crítica à utilização 
deste critério é que nenhuma limitação é considerada na distância da resposta média à 
resposta objetivo. Este problema foi resolvido por Copeland e Nelson (1996) que 
minimizaram a variância mantendo a distância entre a média e o objetivo de resposta menor 
que um valor fixo. Del Castillo et al. (1997), Kim e Lin (1998), Fan (2000), Kim e Cho 
(2002), Tang e Xu (2002) e Koksoy e Doganaksoy (2003), Ding e Lin (2004), Miro-Quesada 
e Del Castillo (2004), Jeong et al. (2005), Lam e Tang (2005), entre outros, foram 
proporcionando vários desenvolvimentos no âmbito da resposta dual. Myers et al. (1992) 
propuseram uma aproximação para a estimação robusta de parâmetros de modelos lineares 
de efeitos mistos (o vetor dos coeficientes de regressão das variáveis ruído e os efeitos de 
interação destas e das variáveis controladas foram tomadas como variáveis aleatórias). 
Myers et al. (2005) propuseram uma aproximação de resposta dual quando se usam 
planeamentos de parâmetros robustos nos Modelos Lineares Generalizados. 
Welch et al. (1990) propuseram uma matriz combinada, em substituição da matriz 
cruzada da metodologia Taguchi, que constitui um planeamento experimental único para as 
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variáveis controlo e para as variáveis ruído. Esta matriz, que se revelou substancialmente 
mais económica que a matriz cruzada de Taguchi uma vez que requer menos réplicas e, 
simultaneamente, permite ao investigador estimar possíveis interações importantes, foi 
usada por Myers et al. (1992) para ajustar um modelo contendo variáveis dos dois tipos. 
Estes autores mostraram que, embora apenas um modelo seja ajustado às variáveis dos dois 
tipos, continuam a definir-se duas superfícies de resposta: uma para a média e uma para a 
variância. Draper e John (1988), Welch et al. (1990), Montgomery (1990), Shoemaker et al. 
(1991), Atkinson e Donev (1992) (propuseram um algoritmo para construir planeamentos 
próximo do D-Ótimo envolvendo variáveis das duas naturezas), Lucas (1994), Chen et al. 
(1996), Borkowski e Lucas (1997), Borror e Montgomery (2000), Shaibu et al. (2009), 
Kunert et al. (2007), Myers et al. (2009), constituem referências importantes nas matrizes 
combinadas e nas suas aplicações.  
Aggarwal e Bansal (1998), Wu e Ding (1998) e Aggarwal et al. (2000) consideraram 
planeamentos robustos para os parâmetros envolvendo fatores qualitativos e quantitativos. 
Brenneman e Myers (2003) consideraram o modelo simples com variáveis controladas e de 
ruído para modelo de resposta, considerando as variáveis de ruído de natureza categórica. 
Robinson et al. (2006) também discutiram os planeamentos robustos com variáveis ruído de 
natureza categórica.  
Dellino et al. (2010) usaram Hipercubos Latinos e adaptaram a sistemas simulados a 
metodologia de otimização de Montgomery e Myers (1995) que combina a filosofia de 
Taguchi com a MSR. 
 
2.2.2.6. PLANEAMENTOS PARA MODELOS LINEARES GENERALIZADOS (MLG)  
 
Os Modelos Lineares Generalizados (MLG), introduzidos por Nelder e Wedderburn 
(1972) e discutidos por McCullagh e Nelder (1989) e por Myers et al. (2002), correspondem 
a uma estratégia de modelação unificadora que permite obter estimativas de máxima 
verosimilhança para situações em que os modelos pertencem à família dos modelos 
exponenciais. São usados para ajustar modelos a dados discretos e contínuos e não estão 
sujeitos aos pressupostos de normalidade e homocedasticidade dos erros, como os modelos 
de regressão linear usuais.  
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O critério para um bom planeamento experimental para o ajuste a Modelos Lineares 
Generalizados é uma variância dos valores preditos ou um quadrado médio do erro de 
predição baixos. Este critério sofre de um problema de dependência pois os valores a 
minimizar – variância de predição ou quadrado médio dos erros de predição – dependem dos 
parâmetros do modelo, que são desconhecidos. Khuri et al. (2006) apresentam um 
levantamento de diversas abordagens para a resolução deste problema, para além de 
apresentarem diversos critérios para a seleção de planeamentos para os MLG.   
Para se poder construir um planeamento para estes modelos é necessário assumir valores 
iniciais para os parâmetros, com base em algum conhecimento a priori sobre os mesmos. A 
adequação do planeamento depende da proximidade dos valores escolhidos aos verdadeiros 
valores dos parâmetros. Planeamentos construídos com base nesta escolha e sob um 
determinado critério de otimização são chamados planeamentos localmente ótimos. 
Algumas referências nesta área são, para além dos atrás referidos, Abdelbasit e Plackett 
(1983), Minkin (1987), Khan e Yazdi (1988), Wu (1988), Chaloner e Larntz (1989), Ford et 
al. (1989), Sitter (1992), Mukhopadhyay e Haines (1995), Sitter e Wu (1993), Mathew e 
Sinha (2001).  
Ford et al. (1992), Sitter e Wu (1993), Kalish (1990) e Kalish e Rosenberger (1978) 
desenvolveram planeamentos localmente ótimos para regressão logística com uma variável 
independente. Heise e Myers (1996) estudaram planeamentos ótimos e planeamentos 
robustos para regressão logística bivariada, Yang e Stufken (2009) fizeram-no para modelos 
não lineares com dois parâmetros e Zocchi e Atkinson (1999) para modelos logísticos 
multinomiais.  
A aproximação por planeamentos sequenciais é usada na construção de planeamentos 
para Modelos Lineares Generalizados. Wu (1985), Sitter e Forbes (1997) e Sitter e Wu 
(1999), entre outros, construíram planeamentos sequenciais para estes modelos. 
As referências apresentadas apoiam a seleção e construção dos planeamentos 
essencialmente em critérios alfabéticos de otimalidade. Na aproximação Bayesiana para os 
MLG, a seleção de planeamentos assenta em critérios de otimização equivalentes aos 
critérios alfabéticos de otimização D, G, A, E e F (o planeamento F-ótimo minimiza a largura 
de um intervalo de confiança para o quociente de duas médias – intervalo de Fieller (Finney, 
1971)) e no pressuposto de que os parâmetros desconhecidos têm uma distribuição definida 
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a priori. Vários autores debruçaram-se sobre esta aproximação e construíram planeamentos 
para famílias de modelos exponenciais: Zack (1977) (critério Bayesiano D-Ótimo), Chaloner 
(1988), Chaloner e Larntz (1989, 1992), Chaloner e Verdinelli (1995). Dette e Sperlich 
(1994), Mukhopadhyay e Haines (1995) e Dette e Neugebauer (1997). Atkinson et al. (1993) 
desenvolveram planeamentos Bayesianos D-Ótimos e DS-Ótimos (ótimos para um 
subconjunto) para modelos parcelares.  
Merlé e Mentré (1995) comparam planeamentos para modelos não lineares com a 
distribuição de parâmetros conhecida a priori, usando três critérios: o determinante da matriz 
de informação Bayesiana, o determinante da matriz de covariância preposterior e a 
informação esperada numa experiência. Robinson e Khuri (2003) desenvolveram uma 
aproximação gráfica de quantis de dispersão numa situação de regressão logística. O critério 
de comparação de planeamentos para modelos MLG para pequenas amostras, usado por 
estes autores, é o quadrado médio do erro de predição, uma vez que, neste caso, os 
parâmetros estimados sofrem de algum viés. Estes autores, mais tarde, aplicaram este critério 
para comparar planeamentos para modelos log-lineares representando dados com 
distribuição de Poisson. Mais recentemente, Mukhopadhyay (2006), na sua tese de 
doutoramento, propôs uma solução para o problema da dependência de um planeamento para 
um MLG dos parâmetros desconhecidos do modelo ajustado, recorrendo a uma técnica 
gráfica (Quantile Dispersion Graphs) que também é usada para comparar e avaliar 
planeamentos para MLG uni e multivariados. Mukhopadhyay e Khuri (2008) usaram esta 
técnica para comparar planeamentos para MLG multivariados. Ozol-Godfrey et al. (2008) 
adaptaram representações de Frações do Espaço do Planeamento para avaliar planeamentos 
para MLG.  
Na comparação de planeamentos para os MLG, a robustez a estimativas pobres dos 
parâmetros iniciais para os MLG é importante. Sitter (1992), usando procedimento 
MINMAX para dados binomiais, mostrou que um planeamento localmente ótimo para dados 
binomiais é menos robusto a parâmetros iniciais pobres que os planeamentos que construiu 
com base em critérios D-Ótimos e F-Ótimos. King e Wong (2000) ampliaram o trabalho de 
Sitter.   
Citam-se alguns trabalhos mais recentes desenvolvidos na área dos planeamentos para 
MLG. Woods et al. (2006) propõem um método para obter planeamentos exatos recorrendo 
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a um critério que permite a incerteza na função de ligação, no preditor linear ou nos 
parâmetros do modelo, conjuntamente com a definição do planeamento experimental. 
Avaliam e comparam estes planeamentos, por simulação da distribuição de ganhos de 
eficiência, com planeamentos localmente ótimos, ao longo de um espaço de modelos 
possíveis. Dror e Steinberg (2006) sugerem uma heurística simples que permite encontrar 
planeamentos para MLG que são robustos à escolha dos parâmetros por parte do 
experimentador, incluindo incerteza nos valores dos coeficientes, na equação do preditor 
linear ou na função de ligação. Dror e Steinberg (2008) desenvolvem um procedimento para 
implementar planeamentos sequenciais eficientes para os MLG, considerando que um 
planeamento eficiente requer conhecimento dos parâmetros, e portanto é útil utilizar todos 
os dados atuais para escolher os próximos pontos experimentais. Russel et al. (2008) obtêm 
uma solução analítica para um planeamento D-ótimo para um modelo de regressão de 
Poisson com um modelo de ligação log-linear, um preditor linear aditivo e um número 
qualquer de variáveis independentes. Estabelecem a D-otimalidade local de uma classe de 
planeamentos com a utilização de uma forma canónica do problema e de um teorema de 
equivalência geral. Nandy et al. (2010) exploram planeamentos D-, A-, e E-ótimos num 
modelo de regressão logística binário de dois parâmetros, após introduzir um classificador 
qualitativo com níveis independentes. Yang et al. (2011) estudam planeamentos 
experimentais ótimos para modelos multifatores logit e probit e proporcionam fórmulas 
explícitas para uma vasta gama destes planeamentos. McGree e Eccleston (2012) apresentam 
um resultado analítico para a obtenção de planeamentos robustos através de uma distribuição 
a priori sobre o espaço de parâmetros, o que dispensa métodos computacionalmente 
dispendiosos tipicamente associados com planeamentos robustos. Waite et al. (2012) 
desenvolvem e comparam planeamentos ótimos para os modelos lineares generalizados 
mistos.  
 
2.2.2.7. MODELOS NÃO LINEARES  
 
Até ao momento não foram feitas referências explícitas aos planeamentos para a 
estimação de parâmetros de modelos não lineares, cuja aplicação é muito comum na área da 
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biologia e das ciências químicas. Note-se que os MLG correspondem a uma abordagem 
linear de modelos não lineares.  
Os modelos não lineares são função de um vetor 𝑋 de variáveis da experiência, do vetor 
de erros aleatórios e de um vetor variável 𝜃 de parâmetros desconhecidos. O critério 
principal de otimização nestes modelos é o critério D-Ótimo, que Chernoff (1953) designou 
por critério localmente D-Ótimo e que envolve a maximização da matriz de informação, que 
é equivalente à minimização da variância generalizada. Este critério foi formalizado por Box 
e Lucas (1959), no que foi o avanço mais significativo no planeamento para modelos não 
lineares, sob o pressuposto da distribuição normal dos parâmetros e do conhecimento a 
priori da matriz de variância-covariância de 𝜃 . A sua aplicação é feita numa forma 
linearizada do modelo não linear: se 𝑓(𝑥, 𝜃) é aproximadamente linear em 𝜃 numa 
vizinhança de 𝜃0, então um planeamento D-Ótimo é escolhido de forma a maximizar o 
determinante |𝐹𝑇(𝐷, 𝜃0)𝐹(𝐷, 𝜃0) |, sendo 𝐹 a matriz Np, cujas colunas são as derivadas 
parciais de 𝑓 em ordem às 𝑝 componentes de 𝜃 para 𝜃 = 𝜃0 e para as 𝑁 observações 𝑋𝑖 de 
𝑋 . Estes autores discutiram especificamente a estimação de um certo conjunto de modelos 
não lineares por aplicação deste método. No entanto, a utilização da variância generalizada 
tem limitações no que respeita a permitir avaliar a importância de determinados parâmetros 
em relação a outros e de os estimar com grande precisão.   
Atkinson (1965) e Box, M.J. (1971) consideraram uma forma reduzida de variância 
generalizada para estimar subconjuntos de parâmetros de um modelo não linear. M. J. Box 
também adaptou o argumento para modelos não lineares em situações de multirresposta e de 
matrizes de variância-covariância não constante.  
M. J. Box em 1968 (a, b) e em artigos subsequentes fez uma revisão dos avanços na área 
do planeamento para modelos não lineares e tratou o uso do critério de Box-Lucas da 
minimização da variância generalizada dos parâmetros num modelo não linear, onde é 
assumido que é possível obter uma estimativa preliminar do vetor dos parâmetros, o que cria 
uma situação de dependência nos planeamentos. Silvey e Silvey (1980) discutiram este 
problema usando vários exemplos de modelos não lineares.  
A aproximação proposta por M. J. Box é não sequencial, no sentido em que qualquer 
experiência é planeada por completo antes de qualquer avaliação de resultados. Entretanto, 
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este autor mostrou a existência de planeamentos ótimos com tantos pontos experimentais 
quantos os parâmetros a serem estimados.  
Para atenuar o problema da dependência no planeamento para a estimação dos 
parâmetros do modelo não linear, Box e Hunter (1963) desenvolveram uma aproximação 
sequencial: em cada etapa da experiência a variância generalizada é reavaliada à luz da 
informação entretanto recolhida. Os melhores níveis experimentais em cada nova etapa são 
escolhidos para minimizar o determinante da matriz de dispersão da distribuição posterior, 
com respeito ao novo conjunto de níveis. Este método consiste portanto numa sequência em 
que alternam a fase de planeamento e a fase de estimação de parâmetros. Zaks (1977) propôs 
uma aproximação Bayesiana para resolver este mesmo problema, considerando a 
maximização do valor esperado do determinante referido atrás, com respeito a alguma 
distribuição a priori de 𝜃. Nesta aproximação aplica-se um procedimento sequencial 
semelhante ao proposto por Box e Hunter.    
ElAbiad et al. (2008) propõem um procedimento sequencial com uma alteração 
relativamente ao tradicional: considerar as observações anteriores não só durante as fases de 
estimação dos parâmetros, mas também no critério utilizado durante as fases de conceção do 
planeamento. 
Box e Draper (1965), M.J. Box e Draper (1972) e Draper e Hunter (1966, 1967a, b) 
propuseram critérios ligeiramente diferentes, mas relacionados, para situações de 
multirresposta.  
Santos e Santos (2008) propõem um procedimento sequencial para construir 
planeamentos para simulação de metamodelos não lineares. 
 
2.2.2.8. MODELOS DE MULTIRRESPOSTA 
 
Na secção anterior fez-se referência aos planeamentos para modelos de multirresposta. 
Um planeamento para ajustar um modelo de multirresposta é uma coleção de pontos de um 
espaço Euclideano 𝑘-dimensional que especifica o planeamento experimental para as 
variáveis preditoras. Os critérios de escolha do planeamento de multirresposta, à semelhança 
dos planeamentos para os modelos em que há apenas uma resposta, passam por permitir 
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obter boas estimativas dos parâmetros do modelo, aumentar a potência do teste à bondade 
de ajustamento do modelo, aumentar a robustez dos testes com respeito à presença de 
outliers ou contra desvios particulares aos pressupostos do modelo e proporcionar predições 
fiáveis a partir do modelo ajustado.  
Embora Zellner (1962) e Box e Draper (1965) tivessem abordado o problema da 
estimação de parâmetros de modelos de resposta múltipla, foram Draper e Hunter quem 
publicaram o primeiro artigo sobre o planeamento de multirresposta em 1966, onde 
propuseram um critério para selecionar réplicas adicionais após um certo número de dados 
ter sido escolhido, usando uma aproximação Bayesiana. Ainda Draper e Hunter (1967a; 
1967b) estenderam esta aproximação a situações em que o vetor dos parâmetros do modelo 
tem uma distribuição multinormal. Outra extensão ao critério inicial foi introduzida por M.J. 
Box e Draper (1972): o planeamento é dividido em blocos, cada um com uma estrutura 
diferente de variância-covariância, que pode ser desconhecida.    
Os planeamentos adequados aos modelos de multirresposta podem ser os localmente D-
Ótimos, os planeamentos para incrementar a potência do teste à bondade de ajustamento e 
os planeamentos rotativos de multirresposta. O critério mais comum é o D-Ótimo e foi 
proposto por Fedorov (1972), supondo a matriz de variância-covariância conhecida. A 
utilização de uma estimativa desta matriz em cada passo do processo sequencial foi proposta 
por Cooray-Wijesinha e Khuri (1987b), quando a matriz é desconhecida.   
Cooray-Wijesinha e Khuri (1987a; 1991) propuseram outros critérios para a definição 
de um bom planeamento para estes modelos: o critério da potência e o da robustez, este 
último proposto também por Yue (2002). 
O critério do quadrado médio do erro integrado, J, proposto por Box e Draper para 
problemas de uma resposta foi ampliado por Kim e Draper (1994) ao caso de duas respostas. 
Krafft e Schaefer (1992), Bischoff (1993), Kurotschka e Schwabe (1996), Chang (1994; 
1997), Imhof (2000), Chang et al. (2001), Chen e Asprey (2003), Noorossana et al. (2009), 
Liu et al. (2011), Su e Chen (2012) abordam diversas questões e introduzem novas 
aproximações, relacionadas com os planeamentos de multirresposta.  
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2.3. PLANEAMENTOS COM OUTROS OBJETIVOS 
 
 
2.3.1. DISCRIMINAÇÃO ENTRE MODELOS. INCREMENTO DO PODER DOS TESTES À 
BONDADE DE AJUSTAMENTO. 
 
Vários autores propuseram métodos para proceder à avaliação da adequação de um 
modelo funcional para ajustar à resposta. Hoel (1968) mostrou que é possível recorrer a uma 
aplicação sequencial de testes F ao grau do polinómio, quando o modelo considerado é 
polinomial.  
Uma aproximação mais geral consiste na aplicação de uma sequência de técnicas para a 
construção do modelo proposto por Box e Hunter (1962). Esta aproximação apoia-se no 
princípio de que os parâmetros devem permanecer invariantes quando se usam diferentes 
níveis de fator em diferentes experiências. A avaliação deste facto é feita através da aplicação 
de uma análise estatística aos parâmetros do modelo ajustado e a não verificação deste 
critério dá indicação sobre a natureza da inadequação do modelo.  
M. J. Box (1969), baseado no critério da discriminação entre modelos de Box e Hill 
(1967), propôs uma aproximação diferente à discriminação entre modelos. O critério de 
discriminação entre modelos é usado para comparar um determinado modelo com outros 
modelos ajustados como, por exemplo, modelos polinomiais. Se o modelo escolhido for o 
correto, então o critério de discriminação referido será sempre favorável a este modelo.  
Hunter e Reiner (1965) propuseram um procedimento sequencial cuja ideia base consiste 
em escolher como próximo ponto experimental aquele que melhor discrimina entre dois 
modelos rivais - o que produz maior diferença entre as respostas estimadas, e indicam como 
avaliar o critério de discriminação apropriado baseado na maior diferença estimada na 
resposta. Também aventam a possibilidade de escolher vários pontos simultaneamente em 
cada etapa da experiência. Box e Hill (1967) apontaram uma falha a este procedimento, uma 
vez que não tem em conta a magnitude do erro da estimativa da diferença. Estes autores só 
consideram o critério da discriminação entre modelos quando se assume que a variação do 
erro das observações é conhecida. Usam o conceito de entropia (Shannon, 1948) e de Teoria 
da Informação (Kullback, 1959), em conjunto com experimentação sequencial e 
aproximação Bayesiana, para avaliarem a probabilidade de cada modelo. Esta aproximação 
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é generalizada por Hunter e Hill (1969) ao caso em que se desconhece a variância. Atkinson 
(1981) compara planeamentos para descriminar dois modelos de regressão linear, obtidos 
aplicando os dois critérios: de Box e Hill (1967) e de Hunter e Reiner (1965).  
Hill et al. (1968) discutiram o problema conjunto da descriminação do modelo e da 
estimação dos parâmetros. Quando o investigador explora a discriminação entre modelos e 
só depois estima os parâmetros corre o risco de escolher o modelo errado e perder tempo a 
estimar parâmetros de um modelo incorreto. Para contornar este problema, os autores 
propõem um critério que utiliza simultaneamente o critério Box-Lucas para estimação dos 
parâmetros e o critério de discriminação entre modelos de Box-Hill, com pesos relativos, 
que podem variar à medida que a experiência vai sendo realizada. M. J. Box (1968b) mostrou 
que esta técnica pode ser aplicada em várias circunstâncias, nomeadamente quando a 
variância do erro não é constante ou quando o planeamento experimental é feito em blocos. 
Borth (1975) propôs a entropia total como medida das incertezas sobre o modelo que está 
correto e sobre o vetor de parâmetros do modelo. Aplicou este critério a planeamentos 
sequenciais para modelos de regressão. Srivastava (1975) propôs um critério designado por 
“poder de resolução” para medir a capacidade de um planeamento discriminar entre modelos 
e cujo objetivo é desenvolver uma forma ótima de procura do planeamento que tem a 
capacidade de estimar e discriminar um conjunto de candidatos a modelos. 
Borowiak (1983) desenvolveu um procedimento sequencial que produz a probabilidade 
da seleção incorreta de modelos. Buzzi et al. (1983; 1984) propõem planeamentos 
sequenciais para discriminação de modelos de resposta única e de multirresposta.  
Atkinson e Cox (1974), Atkinson e Federov (1975a; 1975b) Atkinson (2008; 2010), 
Dette e Titoff (2009), Braess e Dette (2011) e Dette et al. (2012) desenvolveram 
planeamentos para discriminação de modelos com base no critério T-Ótimo. Neste critério 
minimiza-se a distância ponderada entre o suposto verdadeiro modelo e o modelo ajustado: 
min
𝜗1𝜖Θ1
(∑ 𝑤𝑖‖𝜂(𝑥𝑖, 𝛽) − 𝜂1(𝑥𝑖, 𝛽, 𝜗1‖
2𝑁
𝑖=1 ) sendo ϑ1 um vetor de parâmetros desconhecidos 
pertencentes a um conjunto compacto Θ1 conhecido, e ‖. ‖  a norma Euclideana. O critério 
assenta no princípio de que o verdadeiro modelo é conhecido, bem como os seus parâmetros. 
Meyer et al. (1996) e Bingham (2002) propõem critérios Bayesianos para escolherem 
planeamentos ótimos de discriminação do modelo. 
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Zen e Tsai (2002), Jones et al. (2007), Schwaab et al. (2006; 2008), Atkinson (2008), 
Wiens (2009), Alberton et al. (2010; 2011; 2012), Donckels et al. (2012) são algumas 
referências mais recentemente que desenvolveram trabalhos nos planeamentos para 
discriminação de modelos usando diversos critérios. Dariva et al. (1998), Lorenz et al. 
(2007), Myung et al. (2009), Skanda, Lebiedz (2010; 2012) desenvolveram planeamentos 
para discriminar modelos, para aplicações em áreas concretas, como a termodinâmica, 
processos biológicos e processos químicos ou a psicologia. 
Além da escolha do modelo que melhor se ajusta aos dados experimentais e da avaliação 
da adequação de um modelo concreto aos dados experimentais, é importante detetar falta de 
ajustamento do modelo numa etapa inicial do processo experimental. 
Draper e Herzberg (1971) lançaram algumas ideais sobre a natureza das hipóteses que 
podem ser testadas com testes de falta de bondade no ajustamento do modelo, quando é 
possível obter réplicas de um ou mais pontos experimentais.  
Thompson (1973) usou um critério para construir um planeamento da classe de 
planeamentos com viés médio mínimo que permite estimar um modelo polinomial de 
terceiro grau e testar a falta bondade no ajustamento do modelo. 
O planeamento experimental deve ser selecionado de forma a maximizar o poder de um 
teste à bondade de ajustamento. Foram surgindo várias aproximações a este problema: 
Atkinson (1972) usou planeamentos D-Ótimos para a estimação precisa de parâmetros do 
verdadeiro modelo, que não estavam incluídos no modelo ajustado, mas estes planeamentos 
podem fornecer estimativas pobres dos parâmetros do modelo ajustado; Atkinson e Fedorov 
(1975a, 1975b) apontaram procedimentos suscetíveis de permitir testar a falta de 
ajustamento e Jones e Mitchel (1978) adotaram um procedimento MAXMIN para 
desenvolver um critério de planeamento que permita detetar a inadequação do modelo.  
Box e Draper (1982) discutiram alguns planeamentos de primeira e de segunda ordem 
no que respeita à sua capacidade de detetar a necessidade de usar um modelo mais complexo 
do que o escolhido para ajustar aos dados, especificamente para os modelos polinomiais de 
primeiro e segundo grau. 
Shelton et al. (1983) propuseram um método para selecionar pontos para um 
planeamento de forma a aumentar o poder do teste à bondade de ajustamento de um modelo. 
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Morris e Mitchel (1983) desenvolveram planeamentos para detetar a presença de 
interação de dois fatores entre vários fatores com dois níveis, quando é ajustado um modelo 
de primeira ordem.    
Goos (2005) apresenta uma aproximação cujo objetivo é a redução de dependência da 
escolha do modelo e que incorpora no critério de seleção do planeamento o viés e a 
capacidade de testar a bondade de ajustamento do modelo. 
Cooray-Wijesinha e Khuri (1987a) desenvolveram planeamentos de multirresposta para 
aumentar a potência do teste à bondade de ajustamento do modelo.   
 
2.3.2. AUMENTO DE UM PLANEAMENTO   
 
A possibilidade de ampliar um planeamento é fundamental em MSR, uma vez que a 
metodologia pressupõe várias etapas de experimentação e de análise. Na maioria das 
situações reais de aplicação de MSR é necessário planear sequencialmente uma experiência, 
para que diversos modelos possam ser ajustados e/ou para que se possa proceder ao 
ajustamento do modelo e à análise, movendo a experiência de uma região experimental para 
outra até que o objetivo seja atingido. Frequentemente é necessário proceder a repetições 
adicionais após uma experiência ter sido realizada, ou porque é necessário obter mais 
informação acerca da resposta em certa região experimental, se a que se recolheu não cobre 
adequadamente alguma parte da região experimental, ou porque a informação recolhida teve 
apenas como objetivo planear a próxima etapa, entre outros motivos. Myers et al. (1989) dão 
exemplos de artigos de investigadores que abordam e descrevem diversas técnicas para 
proceder ao aumento de um planeamento de Superfície de Resposta, com diversos objetivos 
e com diversos critérios.   
Citam-se a título de exemplo mais alguns autores cujos trabalhos versam sobre aumento 
de planeamentos com diversos fins, como por exemplo Johnson e Nachtsheim (1983), 
Nelson et al. (2000), Scibilia et al. (2002), Montgomery e Jennings (2006), Edwards e Mee 
(2010).  
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2.3.3. PLANEAMENTOS PARA ESTIMAR O GRADIENTE DA EQUAÇÃO DE SUPERFÍCIE DE 
RESPOSTA   
 
Para muitas aplicações é mais importante a estimação dos gradientes da função resposta 
do que estimar a resposta média, pois é a partir das derivadas que se localizam os pontos 
estacionários numa análise de segunda ordem ou se utilizam as técnicas do gradiente no 
método Steepest Ascent ou análise ridge.  
As propriedades dos planeamentos para a resposta média não se conservam nas derivadas 
estimadas. Atkinson (1970), observou que a diferença entre respostas pode interessar mais a 
um investigador do que a resposta média e que as estimativas destas diferenças podem ser 
usadas na estimação das inclinações locais das curvas. Estudou planeamentos para estimar 
os gradientes da função de superfície de resposta de primeira ordem num ponto específico 
ou numa região de interesse. Os planeamentos foram escolhidos para minimizar o quadrado 
médio do erro da derivada direcional esperada, calculada, em média, em todas as direções 
possíveis, quantidade que é dividida em duas parcelas: variância do erro e viés do erro, à 
semelhança do proposto por Box e Draper (1959,1963) para a resposta estimada. Ott e 
Mendenhall (1972) propuseram a estimação de gradientes de modelos lineares de segunda 
ordem e compararam os seus resultados com os de Atkinson (1970) e com os que foram 
obtidos usando o critério MINMAX de Kiefer e Wolfowitz (1959). Murty e Studden (1972) 
consideraram modelos de regressão polinomial, e para selecionar o planeamento, usaram o 
critério da variância mínima da derivada estimada num ponto fixo e calculada, em média, ao 
longo de um intervalo.     
Outros autores desenvolveram os seus trabalhos em planeamentos para a diferença de 
duas respostas estimadas. Citam-se alguns: Herzberg (1967), Box e Draper (1980), Huda 
(1985; 1997; 2006), Mukerjee e Huda (1984; 2010), Dette et al. (2010).             
Myers e Lahoda (1975) aplicaram o critério do quadrado médio do erro integrado para a 
falta de especificação do modelo, de Box e Draper, para estimar um conjunto de modelos 
paramétricos e, em particular, de gradientes. 
Mukerjee e Huda (1985), Huda e Al-Shiha (1999; 2001) aplicaram os critérios 
alfabéticos de otimização a planeamentos para estimação dos gradientes da função de 
superfície de resposta em todos os pontos do espaço dos fatores, para modelos polinomiais 
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de segunda e terceira ordem, sobre uma região esférica. Huda e Shafiq (1992) e Huda e Al-
Shiha (1998; 2000; 2001; 2003) fizeram-no para hipercubos.  
Hader e Park (1978) ampliaram a noção de rotatividade de um planeamento, para 
abranger a derivada num ponto, no caso de um modelo de segunda ordem – um planeamento 
em que a variância das derivadas estimadas é constante para todas os pontos equidistantes 
do centro do planeamento. 
Das (1997) introduziu o conceito de planeamentos rotativos robustos de segunda ordem. 
Park e Kwon (1998) introduziram o conceito de rotatividade dos planeamentos para os 
gradientes com variância direcional máxima igual, para modelos de superfície de resposta 
de segunda ordem. Das (2003) introduziu o conceito de planeamento rotativo e rotativo 
robusto de segunda ordem para o gradiente, com erros correlacionados e variância do 
gradiente estimado constante. Das e Park (2006) exploraram planeamentos rotativos 
robustos para estimar o gradiente de modelos de segundo grau, em todas as direções, com 
erros correlacionados. Das et al. (2010) exploram planeamentos robustos de segunda ordem 
rotativos, para o gradiente, com variância direcional máxima igual, para modelos de segundo 
grau com observações correlacionadas. 
Park e Kim (1992) introduziram uma medida para aceder ao grau de rotatividade de um 
dado planeamento construído para estimar o gradiente de superfície de resposta. Jang e Park 
(1993) propuseram uma medida da rotatividade dos planeamentos para o gradiente, em todas 
as direções e usaram-na para construir Gráficos de Dispersão da Variância do gradiente que 
permitem avaliar a rotatividade do gradiente em todas as direções do planeamento de 
superfície de resposta e comparar esses planeamentos. Kim et al. (1996) propuseram um 
método para estimar a distribuição da variância média do gradiente numa hiperesfera 
representando graficamente os seus quantis, proporcionando assim maior informação que os 
gráficos propostos por Jang e Park, uma vez que estes apenas consideram os valores máximo 
e mínimo da variância média do gradiente.  
Jang (2002) propuseram um método gráfico para avaliar a rotatividade do planeamento 
para estimar o gradiente na direção axial, para modelos de segunda ordem.  
Das e Park (2009) desenvolveram uma medida da robustez de um planeamento rotativo 
para o gradiente de superfícies de resposta de segunda ordem, sob um padrão geral fixado 
para a estrutura de correlações das observações. 
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Dette et al. (2009; 2011) consideraram o problema da conceção de planeamentos ótimos 
para a estimação do gradiente da resposta esperada em modelos não lineares.  
 
2.4.  COMPARAÇÃO DE PLANEAMENTOS 
 
Na escolha de um planeamento de entre os potenciais candidatos deve-se ter em conta as 
características desejáveis mas também a consciência de que é necessário encontrar o 
equilíbrio entre o que é desejável e o que é possível. O investimento numa boa escolha pode 
evitar problemas cuja resolução, após a recolha de dados, pode ser impossível ou proibitiva 
dado os gastos que o aumento de um planeamento pode implicar.  
Na avaliação e comparação de planeamentos, para além das características específicas 
dos diferentes planeamentos e o objetivo da experimentação, deve-se considerar os critérios 
de otimalidade na estimação de parâmetros e na capacidade preditiva do modelo.  
A utilização de um único critério ou de um critério baseado num único valor pode não 
ser suficiente para assegurar uma boa escolha. Os critérios de otimalidade alfabética 
baseiam-se num único valor e não permitem avaliar a qualidade da predição ao longo de toda 
a região experimental. O recurso a ferramentas gráficas como Gráficos de Dispersão de 
Variância (Giovannitti-Jensen e Myers,1989), representações das Frações do Espaço de 
Planeamento (Zahran et al., 2003), Representação dos Quantis (Khuri et al.,1996) ou 
Gráficos de Dispersão Quantílica (Khuri,1997) permitem obter uma maior informação sobre 
o desempenho de um planeamento. 
Anderson-Cook, Borror e Montgomery (2009), para além da discussão sobre critérios de 
otimalidade alfabética para comparar planeamentos, discutem os dois primeiros métodos 
gráficos de comparação e avaliação de planeamentos, incluindo casos especiais como 
planeamentos de parâmetros robustos, planeamentos Split-Plot, planeamentos para 
experiências de mistura e para Modelos Lineares Generalizados.  
A comparação de planeamentos foi sempre uma preocupação dos investigadores. Citam-
se seguidamente algumas contribuições.  
Vining e Myers (1991) propõem uma aproximação gráfica para a avaliação de 
planeamentos de superfície de resposta em termos de quadrado médio do erro de predição 
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na superfície da esfera numa região de interesse. Anderson-Cook, Borror e Jones (2009), 
discutem a comparação de planeamentos especificamente quando há falta de ajustamento do 
modelo, através da representação gráfica do quadrado médio do erro esperado. 
Lucas (1976), Hamilton e Watts (1985), Haines (1987), Hardin e Sloane (1993), 
Borkowsk e Valeroso (2001), Hamada et al. (2001), Meckesheimer et al. (2001), Zhou 
(2001), Batmaz e Tunali (2003), Borkowski (2003), Heredia-Langner et al. (2003; 2004) 
tratam da construção e comparação de planeamentos usando os critérios de otimalidade 
alfabética e estratégias computacionais diversificadas. Saliente-se a importância destes 
critérios para a modelação computacional.    
Giovannitti-Jensen e Myers (1989) introduzem os Gráficos de Dispersão de Variância 
(Variance Dispersion Graph – VDG) para medir a capacidade de predição em locais da 
superfície de uma hiperesfera. Estes gráficos consistem na representação bidimensional do 
máximo, do mínimo e da média da variância de predição em esferas concêntricas escolhidas 
dentro da região de interesse, em função do seu raio. 
Estes gráficos foram frequentemente usados para a comparação de planeamentos. Vining 
et al. (1993) usaram-nos para comparar planeamentos de mistura. Jang e Park (1993) 
usaram-nos para representar a variância de dispersão do gradiente e comparar planeamentos 
concorrentes. Liang et al. (2006) usaram a versão tridimensional destes gráficos para 
comparar planeamentos Split-Plot. 
A representação da distribuição da variância de predição padronizada através dos seus 
quantis (Quantile Plot - QP) foi proposta por Khuri et al. (1996) e a representação do mínimo 
e máximo da distribuição (em termos de quantis) do estimador da componente de variância 
de predição na ANOVA sobre um subconjunto de parâmetros do espaço de planeamento 
produz os Gráficos de Dispersão dos Quantis (Quantile Dispersion Graph – QDG) foi 
proposta por Khuri (1997). Os gráficos QP foram usados para comparar planeamentos de 
superfície de resposta para modelos lineares e para modelos de mistura em regiões limitadas.  
Khuri e Lee (1998) usaram a representação QP para o erro quadrático médio de predição 
para comparar planeamentos não lineares. Lee e Khuri (1999; 2000) usaram os QDG para 
comparar planeamentos para modelos aleatórios ou mistos. Saha e Khuri (2009) usaram este 
método para comparar planeamentos para modelos de superfície de resposta com efeito de 
blocos aleatórios. Robinson e Khuri (2003) e Mukhopadhyay e Khuri (2008) generalizaram 
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o método aos MLG, aplicando-o à comparação de planeamentos para modelos logísticos e a 
MLG multivariados, respetivamente. 
Zahran et al. (2003) introduziram a representação gráfica de variância de predição em 
função de frações do espaço de planeamento (Fraction Design Space – FDS) que têm 
variância de predição inferior ou igual a um valor predefinido. Este método completa o 
anterior dando ao investigador maior informação sobre a distribuição da variância de 
predição e da capacidade preditiva do planeamento.  
Goldfarb et al. (2004) aplicaram este método a planeamentos de mistura. Ozol-Godfrey 
et al. (2005) comparam planeamentos quanto à sua robustez usando um conjunto de 
potenciais modelos num espaço predefinido de modelos. Liang et al. (2006) usaram o 
método para comparar planeamentos Split-Plot e Ozol-Godfrey et al. (2008) adaptaram o 
método para comparar planeamentos para Modelos Lineares Generalizados. 
Haines (2006) faz uma revisão de diversos métodos para avaliar o desempenho de um 
planeamentos e ilustra-os recorrendo a um planeamento composto não standard.  
Alam (2004) compara planeamentos experimentais para a simulação de metamodelos de 
redes neuronais.  
Uma vez analisados os planeamentos de superfície de resposta, está-se em condições de 
avançar para a descrição da metodologia. No próximo capítulo é feita uma revisão da 
metodologia de superfície de resposta clássica e do método de otimização Steepest Ascent, 
utilizado tradicionalmente nesta abordagem à metodologia. Faz-se uma incursão nos 
algoritmos genéticos, método de otimização que pode ser utilizado em alternativa ao Steepest 
Ascent, nomeadamente na otimização de problemas de multirresposta. 
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3. METODOLOGIA E MÉTODOS DE OTIMIZAÇÃO  
 
 
A Metodologia de Superfície de Resposta consiste num processo iterativo, aplicado de 
forma faseada, que permite ao investigador adquirir conhecimento sobre o sistema em 
investigação (Box e Draper, 2007). Numa primeira fase conjetura-se sobre a forma do 
modelo empírico a utilizar para aproximar o verdadeiro modelo, que, regra geral, é parcial 
ou totalmente desconhecido. Além de conjeturar sobre o modelo a ajustar numa região 
compacta, é necessário decidir os níveis dos fatores em que a experimentação será 
conduzida, se as variáveis de entrada devem ser transformadas ou ser analisadas na forma 
original, e em que escala as variáveis de saída serão medidas. Segue-se a escolha do plano 
experimental adequado para desenvolver, estimar e testar o modelo da conjetura atual, e a 
implementação da experiência. Por fim, procede-se à análise dos resultados experimentais 
com vista à verificação da adequação do modelo conjeturado e à modificação ou definição 
de nova conjetura, recorrendo a estatísticas, análise de variância e técnicas de análise gráfica.    
O objetivo da aplicação da MSR é a exploração progressiva do sistema em investigação, 
o que proporciona um conhecimento cada vez maior, seja da região experimental seja da 
combinação de níveis dos fatores que conduz à resposta ótima. 
Quando as variáveis de entrada são quantitativas e o erro experimental não é demasiado 
grande em comparação com a área coberta pelas respostas observadas, pode ser proveitoso 
ajustar um modelo empírico.  
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3.1. METODOLOGIA 
 
3.1.1. IMPLEMENTAÇÃO DA MSR NA FORMA TRADICIONAL 
 
Na forma tradicional de implementação da metodologia os modelos empíricos usados 
são, como já referido, os modelos polinomiais de grau reduzido, que são obtidos por 
regressão múltipla, e que se revelam como boas aproximações locais da verdadeira relação 
funcional entre as variáveis.  
Os modelos polinomiais de primeira ordem, utilizados na primeira fase de 
implementação da metodologia, e os modelos polinomiais de segunda ordem, usados na 
segunda fase, assumem, respetivamente, a forma  
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sendo 𝑦 a variável resposta, 𝑥1, 𝑥2, … , 𝑥𝑘 as variáveis independentes contínuas e 
controláveis, 𝛽𝑖 e 𝛽𝑖𝑗, com 𝑖, 𝑗 = 1,2, … , 𝑘 coeficientes do modelo e 𝜀 a componente de erro 
associado à resposta 𝑦, com distribuição 𝑁(0, 𝜎2). No caso de haver 𝑟 variáveis resposta, o 
modelo linear para a 𝑖-ésima resposta é 𝑌𝑖 = 𝑍𝑖𝛽𝑖 + 𝜀𝑖, sendo 𝑌𝑖 o vetor de observações da 
𝑖-ésima resposta, 𝑍𝑖  a matriz das funções conhecidas do conjunto de variáveis 
independentes, 𝛽𝑖 o vetor dos coeficientes e 𝜀𝑖 o vetor aleatório dos erros associados à 𝑖-
ésima resposta com distribuição 𝑁(0, 𝜎2) e não correlacionados. Os coeficientes do modelo 
são determinados pelo Método dos Mínimos Quadrados Ordinários.  
A adequação do modelo aos dados experimentais é examinada através da análise de 
resíduos, para avaliar os pressupostos sobre os erros, e a Análise de Variância é usada para 
testar a bondade de ajustamento do modelo. Box e Draper (1987) mostraram que o teste à 
bondade de ajustamento avalia simultaneamente a existência de interação entre os fatores e 
a existência de curvatura.  
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A aplicação da metodologia começa com um planeamento experimental para ajustar um 
modelo de primeiro grau, que é usado, inicialmente, para a triagem dos fatores principais do 
sistema e, posteriormente, para progredir na região experimental até que a análise revele a 
presença de curvatura. O caminho de progressão na região experimental é obtido pelo 
método do gradiente ascendente/descendente (método Steepest Ascent/Descent) aplicado a 
modelos polinomiais de primeiro grau e conduz a experimentação de uma região 
experimental, que inicialmente se localiza longe da solução ótima, para regiões mais 
pequenas e mais próximas da solução que se procura. Quando o modelo de primeiro grau 
revela falta de bondade de ajustamento, mesmo após a transformação das variáveis, passa-
se para a segunda fase ajustando um modelo de segundo grau num ponto na proximidade do 
que se espera seja a solução ótima, após a recolha de mais pontos experimentais definidos 
no plano experimental. Por fim, por derivação simples do polinómio localmente ajustado, 
pela análise dos gráficos de contorno (curvas de nível) ou por Análise Canónica determinam-
se as possíveis combinações das variáveis de entrada que originam a resposta ótima. A 
Análise Canónica permite determinar a natureza da função objetivo ajustada na vizinhança 
do centro região experimental (se é convexa – admite mínimo, côncava - admite máximo ou 
indefinida - admite um ponto de sela) e a Análise Ridge revela a natureza do ótimo estimado 
(se a solução ótima é única ou se há múltiplas soluções ótimas). 
O modelo ajustado de segunda ordem na forma matricial assume a forma:  
                                                     ?̂? = 𝑏0 + 𝑋´𝑏 + 𝑋
T?̂?𝑋                                                 (11) 
em que    𝑋𝑇 = (𝑥1,𝑥2,, … , 𝑥𝑛),     𝑏
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A determinação do ponto estacionário consiste na determinação da solução do sistema 
de equações 
0
ˆ



X
y
, cuja solução é dada por 𝑋𝑠 = −
1
2
?̂?−1𝑏.   
A representação das curvas de nível da superfície de resposta para resposta concretas, 
quando o número de variáveis é pequeno, ou a Análise Canónica permitem determinar a 
natureza do ponto estacionário; mínimo, máximo ou ponto de sela.  
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A Análise Canónica consiste em escrever o modelo na forma canónica exprimindo-o 
num novo referencial cuja origem é 𝑋𝑠 e cujos eixos coincidam com os eixos da superfície 
de resposta, através das transformações apropriadas das coordenadas (figura 1).  
                                  
Figura 1: Forma canónica de um modelo de segunda ordem (adaptado de Myers et al., 2009) 
Nesse referencial a forma da superfície é 
                                 Ŷ = Yŝ + λ1w1
2 + λ2w2
2 + ⋯ + λnwn
2,                                 (12) 
onde wi , i = 1,2, … , n, são as variáveis independentes transformadas e  λi, i = 1,2, … , n, são 
valores próprios da matriz B. 
Se λi, i = 1,2, … , n são todos positivos, então em Xs há um mínimo; se λi,     i = 1,2, … , n 
são todos negativos, então em Xs há um máximo e se há  λi, i = 1,2, … , n com sinais 
diferentes então em Xs há um ponto de sela.  
A ordem de grandeza de λi, i = 1,2, … , n e a análise dos gráficos de contorno permitem 
concluir que nem sempre o máximo ou o mínimo são únicos ou então que se localizam fora 
da região de experimentação. Quando o ponto estacionário origina um máximo e se procura 
um máximo mas há valores próprios λi que são muito próximos de zero,  então há uma 
“crista” (ridge) na superfície de resposta que corresponde a uma linha de máximos na direção 
do eixo do valor próprio correspondente, uma vez que a resposta do sistema varia muito 
pouco com a variação da variável  associada. Quando se quer um máximo mas o ponto 
estacionário é um mínimo ou ponto de sela e há algum valor λi muito próximo de zero, então 
o ponto estacionário localiza-se fora da região experimental e a direção paralela ao eixo da 
variável correspondente pode ser a direção ao longo da qual a resposta aumenta. Será nesta 
𝑤1 
𝑤2 
𝑥1.𝑠 
𝑥2.𝑠 
𝑥2 
𝑥1 
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direção que o investigador deve continuar a experimentação para tentar localizar a solução 
pretendida.  
A representação das curvas de nível, quando o número de variáveis é reduzido, constitui 
a forma mais reveladora de ilustrar e interpretar a superfície de resposta (Myers et al., 2009) 
(figura 2 – adaptado de Box e Draper, 2007). Quando há muitas variáveis independentes 
envolvidas, é possível representar o gráfico de contornos de um par de variáveis, 
considerando as restantes constantes.  
 
Figura 2: Gráficos de linhas de contorno da superfície de resposta 
A solução ótima encontra-se fora da região 
experimental (Rising Ridge) (Box e Draper,2007) 
O ponto estacionário é um ponto de sela e a solução ótima 
encontra-se forma da região experimental (Rising Ridge) 
(Box e Draper, 2007) 
𝜉1 𝜉1 
 𝜉2 𝜉2 
Existência de uma linha de máximos (stationary ridge) (Box e Draper, 2007) 
𝑚𝑚𝜉2 
𝜉1 
Existência de um máximo aproximadamente simétrico. 
(Box e Draper, 2007) Existência de um máximo atenuado.  
(Box e Draper, 2007) 
𝑚𝑚𝜉1𝑚𝑚  𝑚 
𝑚𝑚𝜉2 
 
𝑚𝑚𝜉2 
𝑚𝑚𝜉1𝑚𝑚  𝑚 
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Assim, a implementação da metodologia carateriza-se pela seguinte sequência: 
 Conduzir a experiência com as variáveis tomando valores em torno do ponto 
operacional atual, usando um planeamento experimental fatorial e alguns pontos 
centrais; 
 Obter um modelo ajustado com os pontos resultantes da experiência. Normalmente 
a regressão é o método utilizado e um modelo linear representa suficientemente bem 
o verdadeiro modelo, na vizinhança do centro da experimentação.  
 Mover o ponto experimental na direção de subida/descida mais íngreme e repetir os 
passos anteriores;  
 Quando o incremento obtido na resposta é muito pequeno, o ótimo está nas 
proximidades. 
 Conduzir um planeamento de segunda ordem em torno do ponto experimental atual; 
 Obter o modelo quadrático ajustado com este conjunto de pontos, por regressão; 
 Baseada na equação quadrática determinar o ótimo. 
 Conduzir nova experimentação para verificar os resultados obtidos. 
 
3.2. MÉTODOS DE OTIMIZAÇÃO  
 
3.2.1. MÉTODO DO GRADIENTE ASCENDENTE (STEEPEST ASCENT) 
 
Na forma tradicional da MSR, a pesquisa da solução ótima é feita com recurso a métodos 
numéricos de otimização baseados no gradiente ascendente ou descendente (Steepest 
Ascent/Descent Method). 
Quando se inicia uma pesquisa, o conhecimento que se tem do sistema, normalmente, é 
reduzido e esta inicia-se numa região afastada da solução ótima. Neste caso, a curvatura é 
reduzida e um modelo de primeiro grau oferece uma boa aproximação da verdadeira relação 
funcional entre as variáveis. Assim, este método de procura aplica-se a modelos de primeiro 
grau obtidos por regressão, com planeamentos fatoriais completos ou fracionários, de dois 
níveis, 2k ou 2k−p e com alguns pontos centrais, e envolve um movimento experimental 
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sequencial de uma região experimental para outra. A direção de pesquisa é estimada a partir 
do modelo ajustado e um número de passos é considerado ao longo dessa direção até que 
não se verifique um acréscimo evidente na função objetivo. Aqui, uma nova sub-região de 
experimentação é utilizada para repetir o processo.  
Sem perda de generalidade vai-se analisar o método de gradiente ascendente, uma vez 
que basta considerar a maximização da função simétrica da função objetivo f, – f,  se se 
pretende localizar o mínimo. 
Para iniciar o método do gradiente ascendente é selecionado um ponto inicial X0 na 
região de experimentação definida, ponto este que deve estar próximo do perímetro da região 
experimental.  É calculado nesse ponto o gradiente da função ajustada e é tomada para a 
progressão a direção positiva do gradiente, direção essa que é perpendicular à curva de nível 
do valor predito da superfície, na vizinhança de X0 (figura 3). O ponto seguinte é escolhido 
de tal forma que o avanço seja proporcional ao gradiente e com o mesmo sinal. Assim, para 
repetir o processo, a partir de um ponto Xk é selecionado um ponto Xk+1 tal que  Xk+1 =
X + λ∇f(X0). A experiência é conduzida uma ou mais vezes em cada um destes novos 
pontos. Quando há evidência que a resposta deixou de aumentar o processo para, é escolhido 
novamente um planeamento experimental de primeira ordem, centrado no ponto atual e com 
pontos centrais para testar a curvatura, e ajusta-se novamente um modelo de primeira ordem 
(figura 4). O processo continua até que não haja um bom ajustamento a um modelo de 
primeiro grau, situação que se verifica quando o vetor gradiente não é significativamente 
diferente do vetor nulo. Aqui, um modelo polinomial de segundo grau é ajustado.   
 
Figura 3: Caminho de progressão ascendente numa sub-região da região experimental.  
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Figura 4: Iterações sucessivas do método Steepest Ascent. 
 
Cada modelo ajustado de primeiro grau é objeto de um teste à bondade do ajustamento. 
É prática comum ajustar um novo modelo de primeiro grau após um a três resultados 
experimentais com a resposta a diminuir (Fan et al., 2011). Myers et al. (2009) sugerem 
como regra de ouro continuar o processo experimental até obter duas resposta consecutivas 
a diminuir. No entanto, este procedimento pode levar a que o processo de otimização pare 
prematuramente. Ou então, se o processo é repetido mais vezes, este pode ser ineficaz por ir 
além do ótimo, uma vez que há desperdício de recursos na experimentação. Apesar de não 
se encontrarem descritos na literatura os procedimentos a adotar para mudar de direção de 
procura ou parar a investigação da localização do ótimo, é possível encontrar algumas regras. 
Myers e Khuri (1979) definem uma regra formal de paragem do processo, baseada num teste 
de hipótese formal, para determinar se uma redução na resposta é estatisticamente 
significativa, isto é, se esta diminuição resulta do erro amostral ou do ruído, ou se há 
efetivamente uma diminuição da resposta. Esta regra assenta em dois pressupostos: os erros 
são normalmente distribuídos e o número de passos para atingir o ponto ótimo é antecipado 
pelo investigador. Del Castillo (1997) propôs uma regra de paragem que assenta num 
processo recursivo, que ajusta uma parábola à sequência de valores observados até ao 
momento e testa se a derivada é negativa. O termo independente e o coeficiente do termo de 
primeiro grau são estimados com as respostas das etapas anteriores e o coeficiente do termo 
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de segundo grau é estimado com a resposta da etapa atual. Este método não exige a 
normalidade da distribuição dos erros mas é aplicado apenas a funções quadráticas com erros 
aditivos. Também aqui é necessário estimar o número de passos necessários para atingir o 
ótimo. Miró e Del Castillo (2004) melhoraram esta regra de paragem obtendo uma regra 
mais robusta que a proposta por Del Castillo. De facto, a regra de Del Castillo foi aplicada 
apenas para modelos quadráticos com erros aditivos, no pressuposto que a verdadeira função 
é bem modelada por estes modelos, e é muito sensível a um comportamento não quadrático 
da função. Miró e Del Castillo propõem duas alterações que tornam a regra robusta à 
ausência de comportamento quadrático: o coeficiente do termo de segundo grau passa a ser 
estimado também com as observações das etapas anteriores e é definido um número limitado 
de experiências de forma que o modelo quadrático é ajustado apenas numa região limitada. 
Miró e Del Castillo, através de extensos estudos de simulação, verificaram que a sua 
regra de paragem é mais robusta à não normalidade dos erros (problema verificado pela regra 
de Myers e Khuri) e a comportamentos não quadráticos (problema da regra de Del Castillo).  
 
3.2.1.1. SELEÇÃO DO TAMANHO DO PASSO 
 
O passo da progressão é decidido pelo investigador mas depende das características da 
superfície de reposta e, regra geral, deve ser pequeno para provocar alterações pequenas na 
resposta e manter o algoritmo estável. Segundo Myers et al. (2009), será vantajoso escolher 
o passo na variável xi sobre a qual se tem mais informação ou então na variável que tem 
coeficiente no modelo com maior valor absoluto. O incremento nas restantes variáveis é 
então definido por ∆xj =
bj
bi/∆xi
 , sendo bi e bj as estimativas dos coeficientes de xi e xj no 
modelo ajustado.      
Considerando uma região limitada, definida pela restrição ∑ xi
2k
i=1 = r
2 e aplicando o 
Método dos Multiplicadores de Lagrange a um hiperplano com esta restrição , mostra-se que 
xi = λbi, para todo i = 1,2, … , k, com λ  positivo. Portanto, o avanço de cada xi  é 
proporcional à magnitude do coeficiente de regressão e com o mesmo sinal desse coeficiente.  
Este método de otimização, usado na forma tradicional de implementação da 
metodologia, tem alguns problemas, nomeadamente: a magnitude relativa da progressão de 
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cada fator depende da escala utilizada, a solução obtida depende de uma boa escolha do 
ponto inicial, e o passo a utilizar para avançar na região de experimentação é selecionado 
intuitivamente pelo investigador (Myers et al., 2009). Este deve recorrer a todo o 
conhecimento que tenha ao seu dispor sobre o sistema para a aplicação deste método de 
otimização, de forma a minimizar estes problemas.  
Alguns autores tentaram encontrar formas de ultrapassar estes problemas. Kleinjen et al. 
(2004a) propuseram uma adaptação do método de gradiente ascendente/descendente 
ajustando os efeitos dos fatores de primeira ordem estimados, através da sua matriz de 
variância-covariância estimada e provaram que o problema da dependência da escala fica 
resolvido. O problema da escolha do tamanho do passo também foi abordado e obtiveram 
uma possível solução. Propuseram e compararam duas técnicas, uma que designaram por 
Adapted Steepest Ascent (ASA), e que proporciona a direção de pesquisa e o tamanho do 
passo, e outra que usa o método Steepest Ascent (SA) tradicional para selecionar a direção 
de pesquisa mas que seleciona o tamanho do passo ao longo do caminho dado pela estimativa 
local do gradiente, inspirado no tamanho da técnica ASA. Na técnica ASA inicia-se o 
caminho no ponto com menor variância de predição e escolhe-se para próximo ponto de 
experimentação aquele que minimiza o limite inferior do intervalo de confiança a  (1 − α)% 
para a resposta predita. A matriz de variância-covariância dos coeficientes de regressão é 
que conduz a direção de progressão ascendente/descendente e proporciona o tamanho do 
passo apropriado. Através de simulações de Monte Carlo, os autores mostraram que a técnica 
ASA, em geral, proporciona uma melhor direção de pesquisa que a tradicional SA. Driessen 
et al. (2001; 2006) tinham mostrado que o método é independente de transformações afim.  
 
3.2.1.2. MÉTODO STEEPEST ASCENT COM RESTRIÇÕES 
 
A MSR, na sua forma clássica, foi concebida para resolver problemas de otimização com 
uma função objetivo estocástica e apenas com restrições deterministas. No entanto, e uma 
vez que, na prática, os problemas de otimização também têm restrições estocásticas, foram 
desenvolvidas abordagens para a resolução de problemas com restrições nas variáveis de 
entrada. Khuri (1996b) faz uma revisão de diferentes abordagens à resolução de problemas 
de otimização com restrições, estocásticas ou deterministas, nas variáveis de entrada: função 
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desirability, distância generalizada, resposta dual. Em todas estas aproximações, o problema 
de otimização com restrições é reformulado, combinando as restrições com a função objetivo 
original numa única função objetivo, usando transformações adequadas. A solução ótima é 
depois investigada, como se de um problema sem restrições se tratasse, por um algoritmo de 
programação não linear comum. A escolha das transformações é arbitrária, o que representa 
um problema. Angün (2004), Kleinjen (2008) e Angün et al. (2009), abstendo-se de 
transformar o problema com restrições num problema de otimização sem restrições, 
propuseram uma alternativa focada no problema inicial com restrições. A abordagem assenta 
na generalização da estimativa da direção de pesquisa descendente, usando algoritmos de 
escala afim. Propuseram uma heurística para a aplicação desta metodologia a problemas de 
simulação dispendiosos. A metodologia recorre a ferramentas padrão de métodos de pontos 
interiores e de programação não linear e a sua aplicação inicia-se em pontos do interior da 
região admissível e parte em direção à solução ótima. A direção de pesquisa proposta gera 
um vetor de entrada que evita atingir a fronteira, de forma a assegurar que o programa de 
simulação não falha ou não se torna inválido porque a progressão na experimentação 
ultrapassou os limites da região admissível. Provaram que a direção proposta é independente 
da escala e é, de facto, uma direção de pesquisa ascendente/descendente. Propõem uma 
heurística para usar iterativamente em polinómios de primeiro grau, com a direção de 
pesquisa proposta, e que rapidamente conduza o experimentador à vizinhança da solução 
ótima (figura 5). 
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Figura 5: Algoritmo de implementação do método Steepest Ascent com restrições  (Angün,2004). 
 
3.2.1.3. OUTRAS FORMAS DE IMPLEMENTAÇÃO DO MÉTODO STEEPEST ASCENT 
 
Outra adaptação do método do gradiente ascendente foi proposta por Joshi et al. (1998) 
e Fan et al. (2011). Estes autores propuserem integrar no método Steepest Ascent o gradiente 
conjugado. O algoritmo proposto por Joshi et al. (1998), para pesquisas multidimensionais, 
além de integrar a direção do gradiente conjugado, inclui duas técnicas de reiniciação do 
algoritmo durante o processo de procura, quando os critérios de ativação de reinício são 
0. Início 
1.Ajustar um polinómio do primeiro 
grau, estimar a variância e implementar 
a amostragem por Monte Carlo 
2.Estimar a direção de pesquisa e 
o tamanho máximo do passo 
3. Estimar uma linha mínima 
aproximada 
4. Selecionar um planeamento de resolução III 
e implementar a simulação nos pontos do 
planeamento para estimar as saídas  
5.O critério 
de paragem é 
satisfeito 
FIM 
Sim 
Não 
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desencadeados. O método proposto por Fan et al. (2011) introduz o gradiente conjugado na 
definição da mudança de direção de investigação quando há uma diminuição da resposta. Se 
inicialmente se ajusta um modelo de primeiro grau sem interações, então é necessário 
considerar um planeamento composto central para estimar o Hessiano que é usado para 
definir a direção conjugada. Se é ajustado um modelo de primeiro grau com interações, então 
o Hessiano pode ser estimado sem recurso ao planeamento CCD, o que resulta num menor 
esforço experimental. Estudos de simulação revelaram que a precisão e a estabilidade do 
ponto onde ocorre o ótimo e a resposta ótima são melhoradas com a aplicação desta 
metodologia, que para ao fim de N iterações - N é a dimensão da matriz Hessiana -, do que 
usando a regra clássica de paragem (até três diminuições da resposta) ou a regra de Myers e 
Khuri (1979). Note-se que este método não requer uma estimativa inicial do número de 
passos para a obtenção de um ótimo, e permite evitar cálculos matemáticos e estatísticos 
adicionais. 
 
3.2.1.4. MÉTODO STEEPEST ASCENT E REGIÕES DE CONFIANÇA 
 
A precisão do caminho Steepest Ascent é um aspeto importante a ter em conta. O tamanho 
do passo e a qualidade do ajuste do modelo de primeiro grau condicionam a precisão do 
caminho de investigação. Se o modelo ajustado é pobre, as estimativas dos parâmetros dos 
efeitos principais e consequentemente a estimativa do gradiente são pobres, o que significa 
que não se deve confiar na direção máxima ascendente estimada. No entanto, o ajuste do 
modelo pode ser razoável e ainda assim é necessário ter cautela na escolha do tamanho do 
passo.  
Box e Draper (1987) discutiram uma metodologia introduzida por Box (1955) para 
calcular a região de confiança ou o cone (ou hipercone) de confiança para a direção da 
progressão obtida pelo método Steepest Ascent. A proporção de direções incluídas no cone 
de confiança dá uma medida da precisão do percurso de subida mais íngreme, e é medido 
tomando a razão entre a área da base do cone e a área de superfície da esfera que o contém 
(o centro da esfera é o vértice do cone) (Myers et al. 2009).  
Se a fração de todas as possíveis direções em torno do caminho de subida mais íngreme 
que estão incluídas no cone de confiança é pequena, então pode dizer-se que este foi 
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estimado com precisão suficiente e pode-se continuar a conduzir a experimentação ao longo 
desse caminho. Caso contrário, é prudente considerar passos pequenos nessa direção ou é 
necessário incrementar o planeamento para melhorar a precisão do caminho ou determinar 
se a superfície de resposta é essencialmente plana. Para mais detalhes ver Del Castillo 
(2008). 
 
3.2.2. ALGORITMOS GENÉTICOS E MSR. FUNÇÃO DESIRABILITY  
 
A maioria dos problemas de interesse da investigação, nas mais diversas áreas, envolve 
mais que uma resposta e, neste caso, o objetivo principal é a otimização simultânea das várias 
respostas envolvidas no sistema em estudo. Enquanto uma parte significativa dos estudos 
em Metodologia de Superfície de Resposta diz respeito a uma única resposta do sistema ou 
às respostas analisadas uma a uma, na maioria das aplicações é necessário e conveniente 
considerar simultaneamente todas as respostas, até porque é comum encontrar problemas de 
otimização com várias respostas conflituosas. Historicamente, o problema da otimização 
simultânea de um conjunto de variáveis resposta, no contexto da MSR, foi resolvido com a 
modelação de cada uma das variáveis resposta e a sobreposição de gráficos de contorno da 
cada uma delas. A análise da sobreposição assim obtida permite encontrar visualmente uma 
combinação de níveis das variáveis do sistema que se aproxima o mais possível de satisfazer 
todas as especificações desejáveis para as respostas. É muito improvável encontrar um único 
ponto que produza uma solução ótima para todas as respostas simultaneamente.  
Este método é útil mas a sua utilização fica limitada a situações de duas a três dimensões. 
No entanto, o desenvolvimento de softwares de visualização 3D veio permitir que, 
rapidamente, se explore a sobreposição de gráficos de contorno com qualquer escolha de três 
fatores e qualquer número de respostas identificadas por superfícies de contorno de cores 
diferentes, além de permitir visualizar simultaneamente vários gráficos 3D deste tipo no ecrã 
do computador, ao mesmo tempo.  
A otimização em problemas de multirresposta pode ser implementada com abordagens 
mais formais.  
Um problema de otimização em problemas de multirresposta pode ser transformado num 
problema de otimização univariado com restrições (Myers e Carter,1973; Biles, 1975; Del 
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Castillo e Montgomery,1993). Nesta abordagem é selecionada uma das respostas para 
função objetivo e as restantes respostas surgem em restrições. O problema é formulado da 
seguinte forma: max(min) ŷk = fk(x), com as restrições Ii ≤ ŷi ≤ Si, i = 1,2, … , k − 1, k +
1, … n e x pertencente à região experimental. Ii e  Si  são os limites inferiores e superior das 
restantes respostas. Del Castillo (1996) usou técnicas de programação não linear para obter 
soluções que satisfazem simultaneamente restrições da região de confiança de todas as 
respostas modeladas com modelos lineares ou quadráticos, usando planeamentos rotativos.  
Uma outra abordagem consiste na combinação das respostas numa função univariada, 
atribuindo pesos às diferentes respostas. Na prática, é difícil escolher os pesos para as 
respostas e por isso esta abordagem não é utilizada mais amplamente. A função mais popular 
neste tipo de abordagem é a função desirability (Derringer e Suich,1980) que será tratada 
mais adiante neste trabalho. 
O índice de capacidade de um   especificação. Este índice pode ser usado nos problemas 
de otimização de multirresposta. A maximização do índice de capacidade do processo pode 
ser usada como um critério para a otimização, num problema de otimização de 
multirresposta (Plante, 2001).  
Khuri e Conlon (1981) propuseram uma abordagem em que se minimiza uma função que 
mede a distância do vetor de respostas estimadas à estimativa do ótimo "ideal". Esta 
abordagem permite obter condições de operacionalidade adequadas para a otimização 
simultânea das respostas, através da minimização da função de distância prescrita sobre a 
região experimental. 
Os métodos de otimização utilizados para a obtenção da solução ótima, usando estas 
funções, dividem-se em duas classes: métodos de procura direta e algoritmos de otimização 
matemática. Na primeira classe incluem-se o método de busca padrão de Hooke e Jeeves 
(1961) e o método simplex sequencial (Nelder e Mead, 1965; Copeland e Nelson, 1996). 
Estes métodos iniciam-se com uma solução inicial e progridem na direção do gradiente local 
ou de uma aproximação deste. Uma vez que, na maioria dos casos, há vários ótimos locais, 
este processo não garante que seja localizado o ótimo global, o que é uma desvantagem da 
utilização destes métodos. Seria desejável obter todas as soluções ótimas, uma vez que umas 
soluções podem ser melhores que outras, tendo em conta considerações práticas. A forma de 
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aliviar este potencial problema é selecionar vários pontos iniciais e aplicar o método de busca 
direta nestes diversos pontos iniciais. 
Os algoritmos de otimização matemática são diversos. O método do gradiente reduzido 
generalizado (Lasdon et al., 1973; Del Castillo e Montgomery, 1993) usa as derivadas 
explicitamente e por este facto é mais eficiente que os métodos de busca direta. Além disso, 
têm a capacidade de localizar soluções localmente ótimas para problemas com restrições não 
lineares. A ideia principal destes métodos é a utilização do gradiente para direção de busca. 
Problemas com funções objetivo altamente não lineares ou multimodais são difíceis de 
resolver, situação que se agrava na presença de múltiplos objetivos. Os métodos de busca 
heurística, como os algoritmos genéticos e os simulated anneling, são métodos de busca do 
ótimo global que, apesar de não garantirem que este seja atingido, evitam que o algoritmo 
fique “preso” num ótimo local. 
Os algoritmos genéticos têm proporcionado uma alternativa aos métodos tradicionais de 
otimização e, nos últimos anos, têm sido usados cada vez mais em conjugação com a MSR.   
Neste trabalho serão abordados os algoritmos genéticos e são apresentadas duas 
aplicações - uma na indústria cerâmica e uma na exploração florestal-, para otimizar a função 
desirability global e os modelos de superfície de resposta obtidos com recurso à MSR para 
respostas individuais.       
   
3.2.2.1. ALGORITMOS GENÉTICOS 
 
Os Algoritmos Genéticos (AG) constituem uma classe de algoritmos evolucionários que 
foram introduzidos por Holland (1975) e posteriormente desenvolvidos por Goldberg (1989) 
e são aplicados para encontrar soluções exatas ou aproximadas de problemas de otimização 
e de busca.  
Algoritmo Genético, de acordo com Busacca et al. (2001), é um método de busca 
estocástico baseado na evolução genética natural das espécies e difere da maioria das 
técnicas de otimização devido ao seu critério de busca global. Assim, ao contrário dos 
métodos de gradientes, que iniciam a busca do ponto de ótimo, a partir de uma única solução 
inicial (otimização local), o AG parte de uma população de soluções, sendo capaz de 
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encontrar ótimos globais para problemas de otimização restritos e irrestritos, assim como 
para uma ou múltiplas funções objetivo. As funções objetivo podem ser contínuas ou 
discretas, convexas ou não, unimodais ou multimodais. Esta versatilidade é uma das 
principais vantagens dos AG, além da sua capacidade de realizar pesquisas paralelas no 
espaço de experimentação e testes de pequenos blocos de boas soluções em vários cenários, 
o que os torna muito eficientes. A desvantagem mais importante dos algoritmos genéticos é 
o grande número de parâmetros que têm de ser definidos para obter um bom desempenho. 
Dada a sua filosofia, a linguagem usada nos AG é influenciada pela linguagem usada na 
genética. Uma população é um conjunto de indivíduos que representam soluções do 
problema em estudo. Cada indivíduo da população é chamado de cromossoma. Os 
cromossomos evoluem através de sucessivas iterações, chamadas gerações. Durante cada 
geração, os cromossomas são avaliados, utilizando algumas medidas de aptidão - fitness. 
Para criar a próxima geração, os novos cromossomas, chamados de descendentes, são 
formados por um ou outro cruzamento (crossover) ou operador de mutação (mutation). A 
nova geração é formada de acordo com os valores de fitness dos cromossomas. Depois de 
várias gerações, o algoritmo converge para o melhor cromossoma. 
Para implementar um AG, o investigador precisa definir primeiro o tipo de variáveis que 
vai utilizar e a sua codificação. Tem que definir a função fitness (aptidão) que, em geral, é a 
função que quer otimizar e que não tem que ser continua nem diferenciável, uma vez que o 
algoritmo usa apenas o valor da função fitness. Uma vez que é necessário usar os operadores 
genéticos reproduction, crossover e mutation, em cada passo do processo evolutivo, têm que 
ser definidas as respetivas probabilidades de ocorrência. Finalmente deve-se definir um 
critério de paragem que normalmente é o número de iterações. Quando o aumento do número 
de iterações provoca uma variação na resposta que não é significativo, o algoritmo para. É 
necessário definir também o número de elementos da população. 
Assim, no processo de otimização em que se utiliza o AG, segue-se os passos seguintes 
(Álvarez et al., 2009): 
1. Gerar aleatoriamente uma população inicial de soluções candidatas;  
2. Calcular os valores de aptidão de cada indivíduo da população atual, usando a função 
fitness escolhida;  
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3. Gerar a próxima população usando os operadores genéticos: 
3.1. Selection – escolher um conjunto de soluções promissoras em detrimento de 
outras menos aptas para o objetivo.   
3.2. Crossover - processo que consiste em considerar dois cromossomas da 
população e trocar aleatoriamente entre si partes dos “genes” que os compõem 
para obter uma nova solução. Este processo aplica-se a uma proporção da 
população definida pela taxa previamente estabelecida de crossover.  
3.3. Mutation – este processo altera aleatoriamente “genes” de cromossomas da 
população numa proporção definida pela taxa de mutation previamente assumida. 
As mutações servem para manter a diversidade da população, reduzindo a 
probabilidade de encontrar um mínimo ou máximo local em detrimento de ótimo 
global. 
3.4.Regressar ao passo 2 até que o critério de paragem seja satisfeito.  
O número de elementos da população, a taxa de cruzamentos (crossover) e a taxa de 
mutação (mutation) são parâmetros importantes para a eficiência do algoritmo. 
 
3.2.2.2. FUNÇÃO DESIRABILITY 
 
Obter combinação de níveis das variáveis independentes que resultam na resposta ótima 
complica-se num problema com mais que uma variável resposta a otimizar e a dificuldade é 
maior se as respostas dependem de várias variáveis independentes e sujeitas a restrições. A 
MSR permite ajustar um modelo para cada resposta individualmente. Obtidos estes modelos 
pode usar-se diversos métodos de otimização para obter uma combinação de níveis que se 
aproxime o melhor possível de uma otimização simultânea de todas as variáveis.  
Um dos métodos de otimização simultânea consiste em definir uma função que combina 
os modelos ajustados a cada resposta individualmente numa única resposta univariada, que 
pode depois ser otimizada. 
A otimização usando a função desirability, proposta por Derringer e Suich (1980), é um 
dos métodos mais utilizados na indústria para lidar com a otimização de problemas de 
múltipla resposta. Baseia-se na ideia de que a qualidade de um produto que tem múltiplas 
características de qualidade é completamente inaceitável se uma das caraterísticas se 
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encontra fora dos limites desejados. Este método atribui uma pontuação para um conjunto 
de respostas e escolhe a combinação de níveis das variáveis independentes que maximiza a 
essa pontuação.   
Nesta abordagem, após a modelação de cada uma das repostas, individualmente, os 
valores preditos são transformados em valores do intervalo [0,1] usando um de três métodos, 
de acordo com três critérios diferentes de otimização: minimização, maximização ou 
aproximação a um valor alvo. Definida a função desirabillty, 𝑑𝑖  de cada resposta individual, 
define-se a desirability global através  da média geométrica das desabiliteis individuais:    
                               𝑑(𝑥) = (𝑑1(?̂?1(𝑋)). 𝑑2(?̂?1(𝑋)) … . 𝑑1(?̂?𝑚(𝑋)))
1
𝑚
                             (13) 
sendo 𝑚 o número de variáveis resposta. 
Conforme o que se pretenda, a função desirability para cada uma das variáveis resposta 
é um índice que reflete a desirability para cada resposta. Toma o valor próximo de 1 se a 
desirability é grande e um valor próximo de zero se esta é pequena. A desirability global é 
zero quando alguma das desirabilities individuais é zero. 
Se o objetivo é, por exemplo, minimizar a variável resposta, então a função desirability 
toma a forma:  
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em que 𝐴𝑖 e 𝐵𝑖 são os limites inferior e superior admissíveis para a variável resposta ?̂?𝑖, 
respetivamente. 
No caso de se pretender obter não um máximo ou mínimo da função objetivo, mas manter 
o valor objetivo num intervalo [𝐴𝑖 , 𝐵𝑖], então a função toma a forma:   
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em que 𝐴𝑖 e 𝐵𝑖 são os limites inferior e superior admissíveis para a variável resposta ?̂?𝑖, 
respetivamente e T é o valor alvo previamente definido. 
Definida a função desirability global, pode ser aplicado um método de otimização para 
determinar a combinação de níveis das variáveis independentes que a maximizam. Por 
exemplo, Derringer and Suich (1980) usaram o método de busca direta. Hooke-Jeeves 
(1961) e Castillo et al. (1996) usaram o método do gradiente reduzido generalizado, 
Pasandideh e Niaki (2006) usaram os algoritmos genéticos.    
 
3.3. ALGUMAS APLICAÇÕES 
 
A combinação da Metodologia de Superfície de Resposta com os Algoritmos Genéticos 
não se resume à otimização de condições de operacionalidade através da otimização de 
modelos de superfície de resposta, mas também à criação de planeamentos ótimos mediante 
diferentes critérios de otimalidade que podem ser simulados computacionalmente. Alvaréz 
et al. (2009) fazem uma revisão interessante de aplicações de algoritmos genéticos nestas 
duas vertentes. Rodriguez et al. (2009) apresentam outras referências relativas à construção 
de planeamentos recorrendo aos algoritmos genéticos. 
Ainda Rodriguez et al. (2009) propõem um critério de seleção de planeamentos que 
envolvem variáveis de controlo e variáveis de ruído, considerando as propriedades de 
predição dos planeamentos. Na metodologia proposta combinam na função desirability dois 
modelos, um para a variância da resposta média, relacionada com a variabilidade das 
variáveis de controlo, e outro para a variância do declive, diretamente relacionada com a 
variabilidade das variáveis de ruído. A otimização desta função, com recurso a um algoritmo 
genético, proporciona a otimização conjunta das duas variâncias e pode ser usada para 
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produzir planeamentos experimentais altamente eficientes e robustos a problemas de 
planeamento.   
Su e Chen (2012) apresentam um algoritmo genético para procurar planeamentos D-
Ótimos exatos, para modelos de superfície de resposta multivariados, e mostram que este 
algoritmo apresenta uma representação estável em vários problemas de planeamento de 
multirresposta. Usam um exemplo com duas respostas para comparar este algoritmo com o 
algoritmo de multirresposta proposto por Chang (1997) que permite gerar planeamentos D-
Ótimos para multirresposta, assumindo que os pontos suporte do modelo de multirresposta 
é a reunião dos pontos suporte D-Ótimo para cada resposta e que a matriz de variância-
covariância é a matriz identidade durante o cálculo do planeamento. Mostram que o 
algoritmo proposto tem um bom desempenho, e que melhora com taxas elevadas de 
crossover.  
Sirisom et al. (2014) introduzem uma abordagem para gerar planeamentos 𝐷𝑠-Ótimos 
para subconjuntos de parâmetros do modelo de superfície de resposta de segunda ordem para 
espaços de planeamentos em hipercubos de dimensão 2, 3 e 4 e que, ao mesmo tempo, 
satisfazem um valor mínimo especificado para a D-eficiência, para o modelo completo. 
Usam diversos algoritmos e mostram que o algoritmo genético revela valores mais elevados 
de 𝐷𝑠 que os restantes algoritmos.   
Na perspetiva da otimização da variável resposta a um sistema, Escobar e Cavalca (2007) 
combinam a MSR e os Algoritmos Genéticos Multi-Objetivo para prever a resposta 
dinâmica de um sistema de rotor com rolamento a partir da simulação teórica do sistema. 
Freitas et al. (2011) combinam MSR, o Método do Critério Global e os Algoritmos 
Genéticos para encontrar a combinação de níveis de fator que otimiza o processo de 
revestimento do aço carbono ABNT 1020 com aço inoxidável ABNT 316L, utilizando a 
soldagem com arame tubular. O Método do Critério Global aplica-se à otimização de 
problemas de resposta múltipla, e consiste em, a partir de valores alvo definidos para cada 
resposta de interesse, combinar as múltiplas funções objetivo numa única função, a qual 
passa a ser a função de otimização global do processo (Rao e Rao, 2009). Este método 
pressupõe que se conheçam as múltiplas funções objetivo entre os parâmetros de entrada e 
as variáveis resposta, o que, para a maioria dos problemas, não se verifica. A MSR surge 
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como uma boa alternativa, na medida em que permite que as relações matemáticas entre 
parâmetros e as respostas sejam estimadas a partir de dados experimentais.  
Nos casos práticos que se seguem, é aplicado um algoritmo genético para otimizar a 
função desirability de várias respostas a um problema de pasta cerâmica e um problema de 
produção florestal. 
 
 
3.4. CASOS PRÁTICOS 
 
3.4.1. PASTA CERÂMICA 
 
Mondim (2014) investiga um problema na indústria cerâmica, cujo objetivo é encontrar 
a melhor combinação de níveis de quantidade de água e de desfloculante a misturar na pasta 
cerâmica, para obter o mínimo desvio da densidade e da fluidez da pasta a dois valores alvo 
obtidos em laboratório: 1.7 e 300º, respetivamente.  
O autor usou a Metodologia de Superfície de Resposta para obter a combinação de níveis 
dos fatores que otimiza as variáveis resposta individualmente, mas não estudou o problema 
da otimização simultânea.    
No presente trabalho pretende-se estudar, com recurso a algoritmos genéticos, a 
otimização simultânea das variáveis, através da função desirability global. Para poder 
comparar resultados, manteve-se as variáveis resposta definidas pelo autor, e manteve-se o 
objetivo de minimizar a distância de cada uma das características: densidade e fluidez, aos 
valores alvo estabelecidos. Poder-se-ia usar as variáveis densidade e fluidez e usar a função 
desirability definida em (2). 
O autor mostrou que o modelo polinomial de primeira ordem não proporciona um bom 
ajuste aos dados. Vai-se partir dos modelos ajustados de segunda ordem para proceder ao 
estudo e supor que os pressupostos do modelo foram analisados pelo autor e estão garantidos. 
No desenvolvimento do estudo foi usado o software R, e em particular, os pacotes rsm 
(Lenth, 2009) e GA (Scrucca, 2012).  
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Relembra-que Mondim (2014) apresenta como valores alvo para a densidade da pasta 
cerâmica 1.7 (1 litro de pasta pesa 1700 g) e para a fluidez 300º e que as variáveis resposta, 
que aqui se designam por “Densidade” e “Fluidez”, representam a distância a estes valores. 
Os níveis inferior e superior da quantidade de água são 300 e 350 litros, respetivamente e os 
desfloculante 2 e 4 kg. 
Usando a codificação das variáveis proposta pelo autor, para o ajuste dos modelos de 
segunda ordem às variáveis “Quantidade de água” (𝑥1 =
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎−325
25
) e 
“Quantidade de desfloculante” (𝑥2 =
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝑑𝑒𝑠𝑓𝑙𝑜𝑐𝑜𝑙𝑎𝑛𝑡𝑒−3
1
𝑄) , usou-se a função 
rsm do pacote rsm para fazer a análise da superfície de resposta pela abordagem tradicional. 
Densidade (𝒚𝟏) 
> dens.rsm <- rsm(Densidade ~ SO(x1, x2), data = ceramicac) 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept)  0.065000   0.022344  2.9091 0.019618 *  
x1           0.015178   0.019351  0.7844 0.455428    
x2           0.036390   0.019352  1.8805 0.096837 .  
x1:x2       -0.085000   0.027366 -3.1061 0.014531 *  
x1^2         0.083746   0.020141  4.1580 0.003174 ** 
x2^2         0.073767   0.020145  3.6618 0.006385 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Analysis of Variance Table 
Response: Densidade 
            Df   Sum Sq  Mean Sq F value   Pr(>F) 
FO(x1, x2)   2 0.012435 0.006218  2.0757 0.187872 
TWI(x1, x2)  1 0.028900 0.028900  9.6478 0.014531 
PQ(x1, x2)   2 0.085450 0.042725 14.2631 0.002301 
Residuals    8 0.023964 0.002996                  
Lack of fit  3 0.017014 0.005671  4.0801 0.082103 
Pure error   5 0.006950 0.001390                  
 
Stationary point of response surface: 
        x1         x2  
-0.3049600 -0.4223592  
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Stationary point in original units: 
         Água Desfloculante  
   317.376000      2.577641  
 
Eigenanalysis: 
$values 
[1] 0.12154808 0.03596432 
 
Como se pode observar, a variável “Quantidade de água” não se revelou significativa e 
a bondade do ajustamento do modelo é significativa a 10%.  
 
O modelo obtido é definido por: 
 𝑦1 = 0.065 +  0.015x1  +  0.036x2  + 0.084x1
2  −  0.085x1x2  +  0.074x2
2 
 
Figura 6: (a) Gráfico da superfície de resposta da variável “Distância da Densidade a 1.7”;  (b) Gráfico 
de linhas de contorno. 
 
O ponto estacionário nas variáveis codificadas tem coordenadas  𝑥1 = −0.30496  e 
  𝑥2 = −0.4223592. Nas variáveis naturais, as coordenadas são 𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎 =
317.376 e 𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝐷𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 2.577641. Como se verifica pela 
representação gráfica da função e pelos sinais dos valores próprios, ambos negativos, no 
ponto estacionário a função admite um mínimo. 
Aplicou-se o algoritmo genético à variável 𝑦1 e obteve-se o seguinte output: 
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GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
 
Search domain  
        x1     x2 
Min -1.414 -1.414 
Max  1.414  1.414 
GA results:  
Iterations             = 100  
Fitness function value = -0.05528211  
Solution               =  
             x1         x2 
[1,] -0.2993906 -0.4155053 
 
A combinação de valores das variáveis independentes que origina o ótimo é                       
𝑥1 = −0.2993906 e  𝑥2 = −0.4155053, nas variáveis codificadas, e                               
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎 = 317.515235   e    𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝑑𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 2.5844947, nas 
variáveis naturais.  
A população final, quando o algoritmo parou, tinha a seguinte configuração: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 7: População final de soluções para a Densidade obtida com 𝒚𝟏. 
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Definiu-se a função desirability desta variável, 𝑑1 = (
0.5−?̂?1
0.5
), tomando 0 e 0.5 como 
limites admissíveis para 𝑦1 (este último valor foi identificado por Mondim, uma vez que 
afirma que a densidade da pasta cerâmica deve variar entre 1.65 e 1.75, de acordo com os 
especialistas).  
As representações gráficas da função 𝑑1 permitem perceber o seu comportamento. 
 
Figura 8: (a) Gráfico da função desirability obtida com função que dá a Densidade da pasta cerâmica; (b) 
Gráficos de linhas de contorno.   
 
Aplicado o algoritmo genético à função 𝑑1, obteve-se o seguinte output: 
GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
Search domain  
        x1     x2 
Min -1.414 -1.414 
Max  1.414  1.414 
 
GA results:  
Iterations             = 100  
Fitness function value = 0.8894356  
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Solution               =  
             x1         x2 
[1,] -0.2990015 -0.4137192 
 
A combinação de valores das variáveis independentes que origina o ótimo é                      
𝑥1 = −0.2990015   e 𝑥2 = −0.4137192, nas variáveis codificadas, e                         
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎 = 317.525   e   𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝑑𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 2.58628, nas 
variáveis naturais. Neste ponto a função desirability tem um máximo, como se pode 
confirmar pela representação da superfície de resposta.  
A população final, quando o algoritmo parou, tinha a seguinte configuração: 
 
Figura 9: Representação da população final de soluções para a desirability da Densidade obtida com 𝒅𝟏. 
 
Fluidez 
> flu.rsm <- rsm(Fluidez ~ SO(x1, x2), data = ceramicac) 
            Estimate Std. Error t value  Pr(>|t|)     
(Intercept)   9.9999     2.2639  4.4171 0.0022351 **  
x1            3.0178     1.9606  1.5392 0.1623140     
x2           -5.5183     1.9607 -2.8144 0.0226879 *   
x1:x2        17.5000     2.7727  6.3116 0.0002299 *** 
x1^2          8.1238     2.0407  3.9810 0.0040563 **  
x2^2         18.1293     2.0411  8.8821 2.042e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
-1.5 -1.0 -0.5 0.0 0.5 1.0
-1
.5
-1
.0
-0
.5
0
.0
0
.5
1
.0
iteration = 100
CAPÍTULO 3 
METODOLOGIA E MÉTODOS DE OTIMIZAÇÃO 
82 
 
Analysis of Variance Table 
Response: Fluidez 
            Df  Sum Sq Mean Sq F value    Pr(>F) 
FO(x1, x2)   2  316.43  158.22  5.1451 0.0366007 
TWI(x1, x2)  1 1225.00 1225.00 39.8359 0.0002299 
PQ(x1, x2)   2 2762.56 1381.28 44.9179 4.471e-05 
Residuals    8  246.01   30.75                   
Lack of fit  3   46.01   15.34  0.3834 0.7700270 
Pure error   5  200.00   40.00                   
 
Stationary point of response surface: 
        x1         x2  
-0.7282372  0.5036740  
 
Stationary point in original units: 
         Água Desfloculante  
   306.794070      3.503674  
 
Eigenanalysis: 
$values 
[1] 23.205710  3.047339 
 
Mais uma vez, a variável quantidade de água não se revelou significativa no modelo. O 
teste à bondade de ajustamento do modelo não foi significativo. 
O modelo obtido é definido por: 
𝑦2 = 10 +  3.018x1  −  5.518x2 +  8.126x1
2 +  17.5x1x2  +  18.129x2
2 
 
Figura 10: (a)  Gráfico da superfície de resposta da variável “Distância da fluidez a 300º”; (b) Gráfico de   
linhas de contorno. 
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O ponto estacionário nas variáveis codificadas tem coordenadas  𝑥1 = −0.7282372    e 
𝑥2 = 0.5036740. Nas variáveis naturais, as coordenadas são                    
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎 = 306.79407 e 𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝑑𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 3.503674. Como se 
verifica pela representação gráfica da função e pelos sinais dos valores próprios, ambos 
negativos, no ponto estacionário a função admite um mínimo. 
Aplicou-se o algoritmo genético à variável 𝑦2 e obteve-se o seguinte output: 
GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
Search domain  
        x1     x2 
Min -1.414 -1.414 
Max  1.414  1.414 
 
GA results:  
Iterations             = 100  
Fitness function value = -7.512567  
Solution               =  
            x1        x2 
[1,] -0.727554 0.5031815 
 
A combinação de valores das variáveis independentes que origina o ótimo foi                  
𝑥1 = −0.727554  e 𝑥2 = 0.5031815, nas variáveis codificadas e                
𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑔𝑢𝑎 = 306.81115   e   𝑄𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 𝑑𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 3.5031815, nas 
variáveis naturais. 
A população final, quando o algoritmo parou tinha a seguinte configuração: 
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Figura 11: Representação da população final de soluções para a Fluidez obtida com 𝑦2 . 
 
Definiu-se a função desirability desta variável, 𝑑2 = (
60−?̂?2
60
), tomando como limites 
admissíveis 0 e 60 para 𝑦2 (este último valor foi assumido tendo em conta os valores 
observados, por não se ter acesso à informação de um especialista).  
As representações gráficas da função 𝑑2 permitem perceber o seu comportamento. 
 
 
Figura 12: (a) Gráfico da função desirability da função que dá a Fluidez da pasta cerâmica; (b) Gráfico 
de linhas de contorno.   
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Aplicado o algoritmo genético à função 𝑑2, obteve-se o seguinte output: 
GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
Search domain  
        x1     x2 
Min -1.414 -1.414 
Max  1.414  1.414 
 
GA results:  
Iterations             = 100  
Fitness function value = 0.8747905  
Solution               =  
            x1        x2 
[1,] -0.728104 0.5032504 
 
A combinação de valores das variáveis independentes que origina o ótimo é                      
𝑥1 = −0.728104 e 𝑥2 = 0.5032504 , nas variáveis codificadas e Á𝑔𝑢𝑎 = 306.7974   e               
𝐷𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 3.5038504, nas variáveis naturais. Neste ponto a função desirability tem 
um máximo, como se pode confirmar pela representação da superfície de resposta.  
A população final, quando o algoritmo parou, tinha a seguinte configuração:  
 
Figura 13: Representação da população final de soluções para a desirability da Fluidez obtida com d2. 
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Função desirability global 
Definiu-se a função desirability global que consiste na média geométrica das funções 𝑑1 
e 𝑑2:  
                                                 𝑑(𝑋) = (𝑑1(𝑋). 𝑑2(𝑋))
1
2.                                              (16) 
As representações gráficas da função 𝑑 permitem perceber o seu comportamento. 
 
Figura 14: (a) Gráfico da função desirability global das respostas densidade e fluidez da pasta cerâmica; 
(b) Gráfico de linhas de contorno. 
 
Aplicado o algoritmo genético à função 𝑑, obteve-se o seguinte output: 
GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
Search domain  
        x1     x2 
Min -1.414 -1.414 
Max  1.414  1.414 
 
GA results:  
Iterations             = 100  
Fitness function value = 0.8546129  
Solution               =  
             x1         x2 
[1,] -0.1424848 0.04486722 
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A combinação de valores das variáveis independentes que origina o melhor compromisso 
com a pretensão de otimizar as duas respostas é 𝑥1 = −0.1424848  e                                              
𝑥2 = 0.04486722 , nas variáveis codificadas e Á𝑔𝑢𝑎 = 321.4288   e                      
𝐷𝑒𝑠𝑓𝑙𝑜𝑐𝑢𝑙𝑎𝑛𝑡𝑒 = 3.0448672 , nas variáveis naturais. Neste ponto, a função desirability tem 
um máximo, como se pode confirmar pela representação da superfície de resposta.  
A população final, quando o algoritmo parou, tinha a seguinte configuração: 
 
Figura 15: Representação da população final de soluções para a desirability global. 
 
Uma alternativa à otimização de multirresposta obtida com a função desirability global 
seria estimar a solução através da sobreposição dos gráficos de contorno obtidos para as duas 
resposta individualmente. Como se pode observar, a solução não é óbvia nem sequer por 
aproximação, tendo uma carga subjetiva que não ocorre se se otimizar a função desirability. 
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DISCUSSÃO DOS RESULTADOS  
 
Tabela 1: Combinações de níveis dos fatores para a otimização da Densidade e da Fluidez  
Função 
Método 
otimização 
Qtd.de 
água 
Qtd. de 
desfloculante 
|𝒅𝒆𝒏𝒔𝒊𝒅𝒂𝒅𝒆 − 𝟏. 𝟕| |𝒇𝒍𝒖𝒊𝒅𝒆𝒛 − 𝟑𝟎𝟎| 
𝒚𝟏 
Steepest 
Ascent 
𝟑𝟏𝟕. 𝟑𝟕𝟔 𝟐. 𝟓𝟕𝟕𝟔 0,055285153 17,94488904 
𝒚𝟏 GA 𝟑𝟏𝟕. 𝟓𝟏𝟓 𝟐. 𝟓𝟖𝟒𝟓 0,055282224 17,6535449 
𝒅𝟏 GA 𝟑𝟏𝟕. 𝟓𝟐𝟓 𝟐. 𝟓𝟖𝟔𝟑 0,05528211 17,70690527 
𝒚𝟐 
Steepest 
Ascent 
𝟑𝟎𝟔. 𝟕𝟗𝟒 𝟑. 𝟓𝟎𝟑𝟕 0,166706754 0,222540934 
𝒚𝟐 GA 𝟑𝟎𝟔. 𝟖𝟏𝟏 𝟑. 𝟓𝟎𝟑𝟐 0,166613726 0,227170664 
𝒅𝟐 GA 𝟑𝟎𝟔. 𝟕𝟗𝟕 𝟑. 𝟓𝟎𝟑𝟗 0,166519325 0,236331187 
𝒅 GA 𝟑𝟐𝟏. 𝟒𝟐𝟗 𝟑. 𝟎𝟒𝟒𝟗 0,066875672 9,195074078 
 
Na tabela 1 é possível observar que o método Steepest Ascent e o Algoritmo Genético 
proporcionam soluções de otimização muito próximas para cada variável resposta, seja com 
o modelo ajustado à resposta, seja com a função desirability. 
Figura 16: Sobreposição dos gráficos de contorno obtidos na otimização das resposta, 
individualmente. 
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Observa-se ainda que as soluções encontradas para a otimização das duas respostas, 
individualmente, são mais distantes. O impacto dessa diferença nas respostas é significativo, 
quer na densidade, quer na fluidez. Note-se que a amplitude de variações admissíveis nas 
duas situações é bem diferente: na densidade (𝑦1) é de uma unidade e na fluidez (𝑦2) é de 60 
unidades. No entanto, recorde-se que a primeira variação admissível foi definida por 
especialistas, enquanto a segunda foi admitida a partir dos dados observados. 
A combinação de valores obtida com a função desirability global oferece a combinação 
de níveis das variáveis independentes que proporciona o melhor compromisso entre as duas 
variáveis resposta para uma otimização simultânea. Observa-se que a variação da densidade 
em relação ao valor ideal, para as soluções encontradas com a otimização da variável 
associada à densidade e com a otimização simultânea são muito próximas. Nas soluções 
encontradas para a fluidez, a resposta toma valores significativamente maiores, se tivermos 
em conta que o valor máximo admissível considerado foi 0.5. No caso da fluidez, há uma 
diferença mais significativa entre os conjuntos de soluções, o que poderá ser devido a uma 
muito maior amplitude do conjunto de valores admissíveis assumida e que não teve a opinião 
de um especialista.  
Os resultados obtidos devem ser analisados por um especialista em pasta de cerâmica, de 
forma a avaliar qual das variáveis Densidade ou Fluidez interessa manter mais próximos de 
valores ideais. Interessa também ter em conta que a variável “quantidade de água” não se 
revelou significativa no modelo ajustado a qualquer uma das variáveis resposta. 
O algoritmo genético revelou ter pelo menos a mesma capacidade que o método Steepest 
Ascent em encontrar a melhor combinação de níveis das variáveis independentes que otimiza 
as variáveis resposta individualmente.  
A otimização da função desirability global permitiu encontrar a solução de otimização 
simultânea, sem haver a preocupação da diferenciabilidade da função. A versatilidade dos 
algoritmos genéticos no que toca à função fitness é sem dúvida uma vantagem deste método. 
No entanto, a sensibilidade do método à seleção dos parâmetros aconselha que o estudo seja 
repetido com outros operadores genéticos, com outros valores de probabilidade para os 
operadores crossover a mutation e com o limite superior da variável relacionada com a 
fluidez definido por especialistas, uma vez que o limite inferior mais adequado será zero 
pois desta forma a variável resposta assume o valor ideal.  
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3.4.2. TAXI-BRANCO 
 
Com o objetivo de avaliar a dinâmica de crescimento do taxi-branco (Sclerolobium 
paniculatum Vogel), uma espécie florestal nativa, usaram-se dados de um ensaio 
experimental em Itacoatiara-Manaus disponibilizado por Roberval Lima. O planeamento foi 
feito num esquema fatorial em blocos casualizados, em parcelas subdivididas, com dois 
fatores: E – espaçamento e D – dosagem de fósforo. O objetivo do estudo foi o de encontrar 
a combinação dos níveis dos fatores E (𝑥1) e D (𝑥2) que conduz à maximização de quatro 
variáveis resposta das árvores produzidas: DAP (diâmetro à altura do peito, em centímetros 
– 𝑦1), HC (altura comercial, em metros – 𝑦2), HT (altura total, em metros – 𝑦3) e VT (volume 
total, em 𝑚3/Á𝑟𝑣𝑜𝑟𝑒 − 𝑦4). A otimização foi aplicada a cada resposta individual e às quatro 
respostas em simultâneo.  
A MSR foi utilizada para ajustar um modelo de segunda ordem a cada uma das variáveis 
resposta e foram usados dois métodos de otimização: o método Steepest Ascent, aplicado no 
modelo de segunda ordem ajustado, e o algoritmo genético, aplicado à função desirability 
de cada resposta. A otimização simultânea foi aplicada à função desirability global.    
 
DAP (diâmetro à altura do peito, em centímetros) 
rsm(formula = DAP ~ SO(x1, x2), data = taxiTc) 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept) 10.15452    0.50261 20.2034  < 2e-16 ***  (0,1%) 
x1           0.48846    0.28785  1.6969  0.09289 .    (10%) 
x2           0.56743    0.28197  2.0124  0.04692 *    (5%)   
x1:x2        0.15221    0.35689  0.4265  0.67068     
x1^2        -0.24873    0.47207 -0.5269  0.59945     
x2^2        -1.03738    0.49013 -2.1165  0.03683 *   
 
Analysis of Variance Table 
Response: DAP 
            Df Sum Sq Mean Sq F value  Pr(>F) 
FO(x1, x2)   2  35.98 17.9908  3.3779 0.03814 
TWI(x1, x2)  1   0.91  0.9090  0.1707 0.68041 
PQ(x1, x2)   2  24.89 12.4434  2.3363 0.10205 
CAPÍTULO 3 
METODOLOGIA E MÉTODOS DE OTIMIZAÇÃO 
91 
 
Residuals   98 521.95  5.3260                 
Lack of fit  4  15.53  3.8827  0.7207 0.57991 
Pure error  94 506.42  5.3875                 
 
O produto cruzado 𝐄𝐬𝐩𝐚ç𝐚𝐦𝐞𝐧𝐭𝐨 × 𝐃𝐨𝐬𝐚𝐠𝐞𝐦 e 𝐄𝐬𝐩𝐚ç𝐚𝐦𝐞𝐧𝐭𝐨𝟐 não são 
estatisticamente significativos. O teste à falta de bondade do ajustamento não é 
estatisticamente significativo. 
O modelo é definido por: 
𝑦1  =  10.15452 +  0.48846𝑥1  +  0.56743𝑥2 −  0.24873𝑥1
2 +  0.15221𝑥1𝑥2 −  1.03738𝑥2
2 
 
Stationary point in original units: 
      Esp      Dose  
 4.090047 81.207809  
 
Eigenanalysis: 
$values 
[1] -0.241456 -1.044656 
 
Figura 17: (a) Gráfico da superfície de resposta de DAP; (b) Gráfico de linhas de contorno. 
O máximo, obtido pelo método Steepest Ascent, é atingido em 𝐸 = 4 𝑚  e  𝐷 = 81 𝑔𝑟. 
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HC (altura comercial, em metros) 
rsm(formula = HC ~ SO(x1, x2), data = taxiTc) 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) 10.611954   0.369086 28.7520   <2e-16 *** (01%) 
x1           0.018995   0.211379  0.0899   0.9286     
x2           0.134442   0.207056  0.6493   0.5177     
x1:x2        0.083682   0.262074  0.3193   0.7502     
x1^2        -0.374426   0.346655 -1.0801   0.2827     
x2^2        -0.155933   0.359920 -0.4332   0.6658     
 
Analysis of Variance Table 
Response: HC 
            Df  Sum Sq Mean Sq F value  Pr(>F) 
FO(x1, x2)   2   0.888  0.4439  0.1546 0.85699 
TWI(x1, x2)  1   0.217  0.2170  0.0756 0.78399 
PQ(x1, x2)   2   3.784  1.8922  0.6589 0.51972 
Residuals   98 281.459  2.8720                 
Lack of fit  4  27.756  6.9391  2.5710 0.04282 
Pure error  94 253.702  2.6990                 
Apenas o intersepto é significativo, pelo menos a 10%. O teste à falta de bondade do 
ajustamento é significativo ao nível de significância de 5%. 
O modelo é definido por: 
𝑦2  =  10.611954 +  0.018995𝑥1  +  0.134442𝑥2 − 0.374426𝑥1
2 +  0.083682𝑥1𝑥2 − 0.155933𝑥2
2 
 
Stationary point in original units: 
      Esp      Dose  
 3.075811 87.085853  
 
Eigenanalysis: 
$values 
[1] -0.1481943 -0.3821642 
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Figura 18: (a) Gráfico da superfície de resposta da altura comercial (HC); (b) Gráfico de linhas de 
contorno. 
 
O máximo, obtido pelo método Steepest Ascent, é atingido em 𝐸 = 3 𝑚  e  𝐷 = 90 𝑔𝑟. 
 
HT (altura total, em metros) 
rsm(formula = HT ~ SO(x1, x2), data = taxiTc) 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) 12.370572   0.388182 31.8679   <2e-16 ***   (0,1%) 
x1           0.264395   0.222316  1.1893   0.2372     
x2           0.043885   0.217770  0.2015   0.8407     
x1:x2        0.432248   0.275634  1.5682   0.1201     
x1^2        -0.443880   0.364591 -1.2175   0.2263     
x2^2        -0.456990   0.378543 -1.2072   0.2302     
Analysis of Variance Table 
Response: HT 
            Df  Sum Sq Mean Sq F value  Pr(>F) 
FO(x1, x2)   2   6.596  3.2980  1.0381 0.35798 
TWI(x1, x2)  1   7.362  7.3619  2.3173 0.13116 
PQ(x1, x2)   2   8.966  4.4832  1.4112 0.24877 
Residuals   98 311.338  3.1769                 
Lack of fit  4  26.114  6.5286  2.1516 0.08049 
Pure error  94 285.224  3.0343                 
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Apenas o intersepto é significativo, pelo menos a 10%. O teste à falta de bondade do 
ajustamento é significativo ao nível de significância de 10%. 
O modelo é definido por: 
𝑦3  =  12.370572 +  0.264395𝑥1  +  0.043885𝑥2 − 0.44388𝑥1
2 +  0.432248𝑥1𝑥2 − 0.45699𝑥2
2 
 
Stationary point in original units: 
     Esp     Dose  
 3.41729 74.72180  
 
Eigenanalysis: 
$values 
[1] -0.2342116 -0.6666583 
 
 
 
Figura 19: (a) Gráfico da superfície de resposta da altura total (HT); (b) Gráfico de linhas de contorno. 
 
O máximo, obtido pelo método Steepest Ascent, é atingido em 𝐸 = 3.4 𝑚 e  𝐷 = 75 𝑔𝑟. 
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VT (volume total, em 𝒎𝒆𝒕𝒓𝒐𝟑/á𝒓𝒗𝒐𝒓𝒆) 
rsm(formula = VT ~ SO(x1, x2), data = taxiTc) 
              Estimate Std. Error t value Pr(>|t|)     
(Intercept)  0.0624837  0.0061618 10.1405   <2e-16 *** (0,1%) 
x1           0.0028173  0.0035289  0.7983   0.4266     
x2           0.0055633  0.0034568  1.6094   0.1107     
x1:x2        0.0032437  0.0043753  0.7414   0.4602     
x1^2        -0.0028045  0.0057873 -0.4846   0.6290     
x2^2        -0.0112736  0.0060088 -1.8762   0.0636 .   (10%) 
 
Analysis of Variance Table 
 
Response: VT 
            Df   Sum Sq    Mean Sq F value Pr(>F) 
FO(x1, x2)   2 0.002378 0.00118897  1.4853 0.2315 
TWI(x1, x2)  1 0.000426 0.00042552  0.5316 0.4677 
PQ(x1, x2)   2 0.002950 0.00147517  1.8428 0.1638 
Residuals   98 0.078447 0.00080048                
Lack of fit  4 0.003767 0.00094177  1.1854 0.3223 
Pure error  94 0.074680 0.00079447                
Lack of fit  4  26.114  6.5286  2.1516 0.08049 
Pure error  94 285.224  3.0343                 
 
O intersepto e o quadrado da Dosagem são os únicos termos significativos, pelo menos a 
10%. O teste à falta de bondade do ajustamento não é estatisticamente significativo. 
O modelo é definido por: 
𝑦4  =  0.0624837 +  0.0028173𝑥1  +  0.0055633𝑥2 − 0.0028045𝑥1
2 +  0.0032437𝑥1𝑥2 − 0.0112736𝑥2
2 
 
Stationary point in original units: 
      Esp      Dose  
 3.703492 80.876573  
 
Eigenanalysis: 
$values 
[1] -0.002504554 -0.011573610 
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Figura 20: (a) Gráfico da superfície de resposta do volume total (VT); (b) Gráfico de linhas de contorno. 
 
 
O máximo, obtido pelo método Steepest Ascent, é atingido em 𝐸 = 3.7 𝑚  e  𝐷 = 81 𝑔𝑟. 
Uma vez que o objetivo do estudo é maximizar a variável resposta, a função desirability 
toma a forma 
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𝐴𝑖 e 𝐵𝑖 são, respetivamente, os limites inferior e superior da resposta 𝑦?̂? 
Para definir as funções desirability tomamos para as variáveis resposta os limites 
admissíveis seguintes: 3 𝑐𝑚 a 20 𝑐𝑚 para DAP, 2 𝑚 a 20 𝑚 para HC, 2 𝑚 a 13 𝑚 para HT 
e 0.002 𝑚3 /á𝑟𝑣𝑜𝑟𝑒 a 0.2 𝑚3/á𝑟𝑣𝑜𝑟𝑒.   
Aplicando os algoritmos genéticos às funções desirability e ao modelo de segunda ordem 
de cada variável resposta, obteve-se os resultados apresentados na tabela 2. 
Observa-se que apenas para as variáveis HC e VT há alguma diferença entre os valores 
obtidos para a variável dosagem de fósforo, embora não sejam diferenças significativas.   
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Tabela 2: Combinações de níveis dos fatores para a otimização das variáveis resposta. 
Função 
Método de 
otimização 
Espaçamento 
Dosagem de 
fósforo 
  DAP 
 
Função 
Método de 
otimização 
Espaçamento 
Dosagem 
de fósforo 
HC 
𝑫𝑨𝑷 
Steepest 
Ascent 
4.0904  81.21 10,521 
 
𝑯𝑪 
Steepest 
Ascent 
3.0756 87.09 10,633 
GA 4.0904 81.27 10,450  GA 3.0756 90.08 10,635 
𝒅𝟏 GA 3.9831 82.02 
10,518  𝒅𝟐 GA 3.0764 87.52 10,633 
 HT   VT 
𝑯𝑻 
 
Steepest 
Ascent 
3.4172 74.72 12.431 
 
𝑽𝑻 
Steepest 
Ascent 
3.7034 80.88 0,0644 
GA 3.4167 74.68 12.431  GA 3.7036 80.84 0,0644 
𝒅𝟑 
GA 3.4182 74.78 12.431  𝒅𝟒 
GA 3.4160 74.67 0,0642 
 
A função desirability global, média geométrica das funções desirability 
individuais 𝑑1, 𝑑2, 𝑑3 e 𝑑4 é definida por:   𝑑 = (𝑑1(𝑥)𝑑2(𝑥)𝑑3(𝑥)𝑑4(𝑥))
1
4 
 A representação gráfica desta função é a seguinte: 
 
Figura 21: (a) Gráfico da função desirability global das respostas DAP, HC, HT e VT do Taxi-branco;  
                  (b) Gráfico das linhas de contorno. 
 
Aplicando o algoritmo genético a esta função, para a otimização simultânea das quatro 
variáveis resposta obtém-se o seguinte output: 
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GA settings:  
Type                  =  real-valued  
Population size       =  50  
Number of generations =  100  
Elitism               =    
Crossover probability =  0.8  
Mutation probability  =  0.1  
Search domain  
    x1 x2 
Min -2 -1 
Max  1  3 
 
GA results:  
Iterations             = 100  
Fitness function value = 0.3392566  
Solution               =  
            x1        x2 
[1,] 0.5505346 0.3290395 
 
Com esta abordagem o máximo é atingido para 𝐸 = 3.6 𝑚  e  𝐷 = 80 𝑔𝑟, valores que 
otimizam o compromisso numa otimização simultânea das quatro variáveis resposta. 
A população final, quando o algoritmo parou, tinha a seguinte configuração: 
 
Figura 22: Representação da população final de soluções para a desirability global. 
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O algoritmo genético foi aplicado em 102, 103, 104 e 105 iterações e, como se pode 
observar, a solução está a tender para E=3.6 m e D=80 gr. 
 
DISCUSSÃO DOS RESULTADOS 
 
Tabela 3: Combinações de níveis dos fatores para a otimização das variáveis resposta com os diversos 
métodos e resultantes da simulação de 100, 1000, 10 000, 100 000 iterações do AG sobre a  
desirability global  
Função 
Método de 
otimização 
Espaçamen
to 
Dosagem 
de fósforo 
 
Função 
Método de 
otimização 
Espaçamen
to 
Dosagem 
de fósforo 
𝑫𝑨𝑷 
Steepest 
Ascent 
4.0904  81.21 
 
𝑯𝑪 
Steepest 
Ascent 
3.0756 87.09 
GA 4.0904 81.27  GA 3.0756 90.08 
𝒅𝟏 GA 3.9831 82.02  𝒅𝟐 GA 3.0764 87.52 
𝑯𝑻 
 
Steepest 
Ascent 
3.4172 74.72 
 
𝑽𝑻 
Steepest 
Ascent 
3.7034 80.88 
GA 3.4167 74.68  GA 3.7036 80.84 
𝒅𝟑 
GA 3.4182 74.78  𝒅𝟒 
GA 3.4160 74.67 
𝒅  𝟏𝟎𝟐 𝒊𝒕𝒆𝒓) GA 3.5505 79.83  𝒅 𝟏𝟎𝟑 𝒊𝒕𝒆𝒓) GA 3.5509 79.858 
𝒅 𝟏𝟎𝟒 𝒊𝒕𝒆𝒓) GA 3.5512 79.862  𝒅 𝟏𝟎𝟓 𝒊𝒕𝒆𝒓)  GA 3.5513 79.864 
 
Na tabela 3 é possível observar que o método Steepest Ascent e o Algoritmo Genético 
produzem combinações dos níveis dos fatores muito semelhantes, em cada variável resposta, 
seja com o modelo ajustado à resposta, seja com a função desirability. Apenas na variável 
HC se verifica uma pequena diferença na dosagem de fósforo quando se aplica o algoritmo 
genético ao modelo ajustado por regressão e na variável VT a diferença verifica-se na função 
desirability em relação às duas variáveis independentes. No entanto, esta diferença não é 
significativa se se tiver em conta a escala de medição das variáveis. O valor das variáveis 
resposta para cada uma das soluções não revela diferenças significativas. O mesmo acontece 
com as respostas obtidas com a combinação de valores das variáveis obtidas com a função 
desirability global que resultam em valores muito próximos dos que se obtiveram com a 
otimização individual: 𝐷𝐴𝑃 = 10,450 𝑐𝑚, 𝐻𝐶 = 10,658 𝑚, 𝐻𝑇 = 12,425 e                   
𝑉𝑇 = 0,064 𝑚3/Á𝑟𝑣𝑜𝑟𝑒. 
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4. APLICAÇÃO DA METODOLOGIA DE SUPERFÍCIE DE 
RESPOSTA À AVALIAÇÃO DE RISCO  
 
 
 
A Análise de Risco é o processo de sistematicamente identificar e avaliar os potenciais 
riscos e incertezas que ocorrem num sistema mais ou menos complexo e, em seguida, 
encontrar uma estratégia viável para mais eficientemente controlar esses riscos. Envolve a 
probabilidade de ocorrência e a magnitude das consequências de uma perceção de risco 
específico. É um tema com grande impacto na sociedade moderna, seja no contexto de 
investigação ou na área das aplicações, uma vez que é um processo de análise de informação 
sobre eventos indesejáveis que podem representar um perigo potencial. As diferentes 
perspetivas com que o risco é abordado nas diversas áreas científicas, a multiplicidade de 
aplicações e as diferentes conotações sociais que lhe são atribuídas, tornam difícil a sua 
objetivação, avaliação e gestão e tornam ambíguas as fronteiras que separam estes aspetos.  
A Avaliação de Risco é abordada como processo científico, cuja metodologia pode ser 
qualitativa, quantitativa ou semiquantitativa se combina estas duas formas de análise. Em 
avaliações qualitativas de risco, os resultados são expressos de forma descritiva, enquanto 
em processos quantitativos, o risco é quantificado através da combinação da probabilidade 
ou frequência de ocorrência de um perigo iminente com a magnitude do resultado desta 
ocorrência (Royal Society, 1992). 
A metodologia da avaliação do risco e a forma como se quantifica o erro variam conforme 
as áreas de aplicação. No entanto, o objetivo final é sempre a caracterização do risco, de 
forma a fornecer dados para a tomada de decisão.   
O manancial de aplicações da análise de risco é vastíssimo. As aplicações à gestão de 
projetos ou megaprojetos industriais ou às diferentes Engenharias, à proteção ambiental e 
ecológica, às possíveis catástrofes naturais ou resultantes do erro humano, à saúde pública, 
à transmissão de informação, ao terrorismo ou sabotagem, ao sistema financeiro estão 
sobejamente documentadas na literatura.  
A complexidade de grande parte dos sistemas, a impossibilidade de recorrer a sistemas 
reais, a falta de dados decorrentes dessa impossibilidade ou dos elevados custos da sua 
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obtenção, faz com que o recurso à simulação seja uma opção quase obrigatória, em muitas 
situações. Esta ferramenta permite estimar modelos para prever comportamentos dos 
sistemas, nomeadamente relativos à identificação dos perigos, para estimar a probabilidade 
de ocorrência de determinado evento e para as consequências dessa ocorrência. O grau de 
incerteza presente na simulação, seja nos parâmetros do modelo ou nos dados utilizados, seja 
na forma do próprio modelo, faz com que a quantificação da incerteza seja um pré-requisito 
na avaliação probabilística do risco.  
O método determinista da avaliação de risco assenta no pressuposto de que os eventos 
são completamente predeterminados e na avaliação utilizam-se apenas alguns valores como 
por exemplo: os valores extremos, o valor médio, o percentil 95%, o valor ótimo. Esta 
metodologia tem diversas desvantagens pois usa apenas alguns valores e com o mesmo peso, 
o que não é realista. Também a interdependência entre os valores de entrada e o impacto 
diferente que têm nos valores de saída, não são considerados, havendo demasiada 
simplificação do modelo e a consequente redução da sua precisão. 
Na avaliação probabilística do risco, a incerteza é considerada e o risco é caracterizado 
por uma distribuição probabilística, cujo modelo é depois usado para criar/simular diferentes 
cenários de risco. A simulação numérica implica frequentemente elevados custos 
computacionais, de tal forma que se impõe o recurso a metamodelos. A Metodologia de 
Superfície de Resposta é uma ferramenta adequada à estimação de metamodelos, quer para 
comportamentos do sistemas e avaliação do risco quer para a quantificação das incertezas, 
revelando-se, neste caso, uma boa alternativa à simulação de Monte Carlo ou uma ferramenta 
subsidiária desta metodologia. Na próxima secção faz-se uma revisão das diversas vertentes 
da utilização da Metodologia de Superfície de Resposta na avaliação do risco.     
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4.1. METODOLOGIA DE SUPERFÍCIE DE RESPOSTA E RISCO  
 
A identificação e caracterização dos perigos, a identificação de padrões de exposição, a 
identificação e análise dos principais fatores de risco e dos eventos que podem afetar o 
sistema no que diz respeito ao impacto, à probabilidade de ocorrência, à propagação das 
incertezas, são vertentes a ter em conta numa análise de risco. Em todas estas questões a 
simulação e a modelação têm um papel fundamental, uma vez que se pretende avaliar 
diferentes cenários, para antecipar ações, prevenir, atenuar e, se possível, eliminar situações 
passíveis de causar dano.  
É na implementação destas ações que a Metodologia de Superfície de Resposta tem um 
papel importante. A aplicação desta metodologia proporciona modelos que permitem a 
caracterização e/ou otimização de um sistema ou das suas componentes, ou metamodelos 
simples que substituem modelos de simulação numérica complexos e podem ser usados num 
quadro de análise de incerteza computacionalmente intensivo, o que a torna uma ferramenta 
que importa ter em conta na análise de risco.  
Embora esta metodologia tenha aplicações em áreas cada vez mais diversificadas, é na 
indústria, especialmente em projetos de engenharia, que o mais vasto leque de aplicações 
tem impacto visível. A Metodologia de Superfície de Resposta é uma ferramenta 
extremamente útil para o planeamento de produtos e processos, para a modelação e para a 
otimização de sistemas. A melhoria da qualidade e a inovação em produtos e processos 
industriais com o mais baixo custo possível, tem inspirado a necessidade de melhorar os 
instrumentos estatísticos e procurar novas abordagens e a MSR tem acompanhado esta 
tendência. Douglas Montgomery, Raymond Myers, George Box e seus coautores são 
referências importantes uma vez que abordam a metodologia em várias publicações, dando 
ênfase à sua relevância nas referidas áreas da indústria e particularmente em engenharia. 
Como referido, a MSR consiste na construção de uma função f que simula o modelo real 
no espaço das variáveis de entrada. A função f é estimada com um conjunto de pontos 
experimentais ou simulados. No modelo podem ser introduzidas variáveis controladas 
(fatores) ou incluídas variáveis aleatórias que representam as incertezas do sistema – 
superfície de resposta estocástica. Para substituir a verdadeira função podem ser usados 
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diferentes modelos matemáticos, nomeadamente a expansão em polinómios de Taylor e em 
polinómios de caos e cujos parâmetros é necessário estimar por não serem conhecidos. 
Esta metodologia tem sido usada com sucesso no tratamento do risco em áreas como a 
eliminação de resíduos radioativos (Helton (1993), aspetos ambientais (Isukapalli et al., 
1998; Iooss et al., 2006; Wilde et al., 2012), exploração de campos de petróleo (Madeira, 
2005; Amorim, 2012), aspetos geológicos (Kleijnen, 1992; Oladyshkin et al., 2009; 2011a; 
2011b; Rohmer e Bouc, 2010), problemas de confiabilidade estrutural (Bucher e Bourgund, 
1990; Steffen et al., 2008; Henriques, 1998), incêndios (Wang e Song, 2012), campos de 
petróleo (Risso et al., 2006; 2008; Feraille e Marrel, 2012). Outras áreas de aplicação, 
incluem desastres naturais (Iervolino et al., 2004; Rossetto e Elnashai, 2005; Liel et al., 
2009; Taflanidis et al., 2011; Tanase, 2012), o setor financeiro (Baysal et al., 2008), 
toxicologia (El-Masri, 1997; Groten et al., 2001; Patel et al., 2011). A forma estocástica da 
metodologia com a expansão em polinómios de caos é muito utilizada. Também em termos 
de Análise de Risco na indústria, e em particular em projetos de engenharia, a MSR se torna 
crucial. Estes projetos geralmente envolvem sistemas muito complexos, com vários riscos 
associados, e gerir eficazmente o equilíbrio entre a produtividade e a segurança é um desafio 
em muitas indústrias que operam sistemas de engenharia críticos. Esta complexidade leva a 
modelos computacionais complexos, ressaltando a necessidade de estudos precisos e, 
portanto, envolvendo alto custo computacional associado. A MSR desempenha um papel 
fundamental na simulação e análise destes sistemas. 
A definição quantitativa de risco mais divulgada é aquela em que o risco de um evento é 
o produto da probabilidade de ocorrência do evento pela magnitude das suas consequências 
(perda potencial). Nesta aproximação, o produto da resposta do modelo de probabilidade 
pela resposta do modelo de consequências, em cada cenário, proporciona uma medida 
probabilística do risco do evento. Obtém-se uma medida do risco global adicionando a 
medida de risco de cada evento individual do sistema.  
A curva de risco representa a variação das magnitudes das consequências do evento em 
função das probabilidades estimadas para a ocorrência do mesmo. Parte da dificuldade da 
avaliação do risco reside na estimação das suas componentes: a probabilidade de ocorrência 
de um evento nocivo e a perda potencial resultante da ocorrência desse evento. As duas 
componentes de avaliação de risco são estimadas recorrendo a modelos de simulação 
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numérica ou a metamodelos. Em qualquer dos casos, a modelação de sistemas físicos é 
complicada pela existência de diversas fontes de incerteza. No entanto, apesar da dificuldade 
em incorporar as incertezas no processo de modelação, estas devem ser consideradas, uma vez que 
permitem a avaliação da precisão da estimativa do risco. 
O modelo de simulação do risco (figura 23) pode incluir variáveis controladas pelo 
investigador mas deve incluir variáveis aleatórias que representam as incertezas do sistema, 
de forma que se possa avaliar a sua relevância no sistema e a sua propagação na resposta. 
Por exemplo, Oladyshkin et al. (2011b) consideram uma aproximação integrativa de 
superfície de resposta em que o modelo de simulação do armazenamento subterrâneo de 𝐶𝑂2 
contempla simultaneamente os dois tipos de variáveis. No entanto, em muitas abordagens o 
modelo de avaliação de risco contempla apenas as variáveis incertas. 
 
Figura 23: Modelo de simulação do risco (adaptado de Oladyshkin e Nowak (2012a)) 
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4.1.1. ANÁLISE DE SENSIBILIDADE 
 
O número de variáveis de entrada do modelo condiciona o custo computacional do 
processo de simulação de um cenário probabilístico (conjunto de eventos que podem ocorrer 
num sistema, previstos ou propostos a partir de dados da realidade). Uma vez que há 
necessidade de simular diferentes cenários para obter estimativas das componentes da 
quantificação do risco, quanto menor for o número de variáveis no modelo menor será o 
custo computacional associado. A análise de sensibilidade consiste na avaliação da incerteza 
de cada variável envolvida no sistema e da variabilidade do fenómeno, permitindo identificar 
as variáveis cuja incerteza tem maior impacto na resposta do modelo. Note-se que a análise 
de sensibilidade não avalia o risco do impacto das incertezas no sistema. 
A Metodologia de Superfície de Resposta pode ser usada na análise de sensibilidade, 
especialmente em processos estocásticos. A utilização de um metamodelo mais simples que 
o modelo de simulação numérica possibilita a redução de custos computacionais, além de 
permitir a identificação de possíveis interações entre as variáveis. Bauer et al. (1999) 
apresentam a MSR como uma ferramenta eficiente na análise de sensibilidade. Iooss et al. 
(2006) usam Superfície de Resposta para a análise de sensibilidade num estudo do impacto 
da transferência de radionuclídeos para o homem após a libertação de gás de uma instalação 
nuclear. Song et al. (2012) utilizam uma metodologia baseada na MSR para a análise de 
sensibilidade num modelo hidrológico. Oladyshkin et al. (2012) propõem um método de 
superfície de resposta para análise de sensibilidade global (com base na expansão caos 
polinomial arbitrária). 
 
4.1.2. ANÁLISE DE INCERTEZA 
 
A incerteza é a falta de conhecimento sobre o verdadeiro valor de uma variável, a falta de 
conhecimento sobre o modelo que melhor descreve um sistema de interesse ou sobre qual 
das várias funções de distribuição de probabilidade alternativas deve representar uma 
quantidade de interesse (Frey et al., 2004). A incerteza pode estar associada a vários 
elementos do sistema tais como as medições nos dados de entrada, os valores dos parâmetros 
e a estrutura de modelo e mesmo aos algoritmos para a obtenção do modelo e ao 
CAPÍTULO 4 
 APLICAÇÃO DA METODOLOGIA DE SUPERFÍCIE DE RESPOSTA À AVALIAÇÃO DE RISCO 
109 
 
comportamento humano. Assim, é comum considerar três componentes na incerteza: a 
incerteza estrutural, que diz respeito ao desconhecimento sobre o verdadeiro modelo, a 
incerteza nos parâmetros, introduzida com a necessidade de usar estimativas para os seus 
valores e incerteza estocástica, resultante da possibilidade dos parâmetros ou outras 
quantidades importantes do sistema poderem variar. 
A incerteza no modelo pode ser abordada em duas perspetivas: uma em que se assume 
que o modelo para a avaliação de risco ou as suas componentes não variam e outra em que 
estes variam em função do tempo ou do espaço em que se avalia o risco. No primeiro caso, 
a importância da incerteza do modelo está em saber se e quando o modelo pode ser aplicado 
para produzir resultados razoáveis ou quando irá falhar. A validação é a melhor forma de 
proceder à avaliação da incerteza do modelo (Hoffman et al., 1983; Hosmer e Lemeshow, 
2013). Para implementar o processo de validação podem ser aplicadas diversas técnicas. São 
exemplos a comparação dos valores preditos pelo modelo com numerosos conjuntos de 
dados obtidos independentemente e em condições idênticas às que estão subjacentes à 
avaliação de risco, a validação cruzada, a metodologia Bootstrap ou a metodologia Jackknife 
(Efron,1982). No caso em que o modelo de avaliação de risco varia no tempo ou espaço, é 
possível usar diversas aproximações para quantificar o impacto da incerteza no modelo. 
Poderão ser avaliadas as consequências dessa variação através da simulação de diferentes 
modelos, podem ser comparados diferentes valores das variáveis de entrada em diferentes 
modelos e podem ser usadas diferentes aproximações Bayesianas para analisar as incertezas 
do modelo (Der Kiureghian, 1991; Rose et al., 1991a; 1991b; Raftery, 1995; Bouda et al., 
2011; Cheung et al., 2011).   
A análise de incerteza estocástica – nos parâmetros do modelo e nas variáveis de entrada 
– é a que se encontra mais frequentemente na literatura da análise de risco e a que mais tem 
despertado o interesse do ponto de vista da ciência ou da tomada de decisão, dado que estas 
fontes de incerteza terão impacto na resposta do modelo de avaliação de risco. A propagação 
da incerteza na resposta do modelo é de importância crucial na análise de risco, uma vez que 
a tomada de decisões é condicionada pela estimativa do risco obtida a partir da resposta do 
modelo. A análise de incerteza permite aferir sobre o nível de confiança nas estimativas do 
modelo, identificar as principais fontes de incerteza e quantificar o grau de confiança nos 
dados e no modelo existentes.  
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Diversas metodologias quantitativas foram desenvolvidas para analisar a propagação de 
incertezas estocásticas, e a teoria da probabilidade, juntamente com as estatísticas, fornecem 
os principais conceitos de sua implementação, dada a necessidade de estimar os parâmetros 
e quantificar a aleatoriedade. Estas metodologias variam com a complexidade do sistema e 
com o modelo que é usado para avaliar o risco. Irão ser abordados métodos baseados na 
amostragem por simulação de Monte Carlo ou Hipercubos Latinos e métodos de Superfície 
de Resposta. 
A análise de incerteza estocástica contempla três etapas principais: (1) a caracterização 
da incerteza nos parâmetros do modelo ou nas variáveis de entrada, baseada nas suas funções 
de densidade de probabilidade (PDF) ou de distribuição de probabilidade (CDF), (2) a 
propagação destas funções pelas equações do modelo para obter as funções PDF ou CDF 
da(s) variável(eis) resposta e (3) a gestão do resultado da incerteza (Quim et al., 2006).   
A caracterização da incerteza nos parâmetros do modelo ou nas variáveis de entrada é 
baseada nas funções PDF respetivas. No entanto, estas funções são geralmente 
desconhecidas e devem ser estimadas utilizando dados experimentais ou de simulação ou 
devem ser feitas suposições sobre elas. 
A caracterização da incerteza na variável resposta é proporcionada pela distribuição de 
probabilidades das respostas do modelo. Uma vez que esta é desconhecida, uma estimativa 
pode ser obtida por simulação numérica de um elevado número de amostras de dados de 
entrada a usar no modelo, para a obtenção de um elevado número de respostas. A 
amostragem de Monte Carlo ou os Hipercubos Latinos são os métodos mais usados para 
obter as amostras dos valores de entrada.  
Para cada parâmetro de entrada que tem associada incerteza ou variabilidade, a aplicação 
do método de Monte Carlo exige que uma distribuição de probabilidade (ou a distribuição 
de frequências) e os limites de incerteza para cada parâmetro sejam fornecidos. O método 
consiste em gerar repetidos valores pseudoaleatórios independentes das variáveis de entrada 
incertas, a partir da distribuição conhecida (assumida ou estimada) e dentro dos limites das 
restrições impostas, seguido pela aplicação do modelo usando estes valores, para gerar um 
conjunto de respostas do modelo que são analisadas estatisticamente de forma a obter a 
função de distribuição de probabilidades empírica das respostas.  
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Como alternativa ao método de amostragem de Monte Carlo, os Hipercubos Latinos 
podem ser usados para selecionar as amostras dos valores de entrada de uma forma 
relativamente simples e sem perder generalidade nas aplicações Além disso, este método 
permite obter amostras que refletem a forma da função de densidade, da qual a amostra é 
gerada, de maneira mais precisa. Isto permite obter uma estimativa da distribuição de 
probabilidades que, em geral, é melhor ou igual à que se obtém com a amostragem de Monte 
Carlo (Helton et al., 2006). 
Para produzir uma estimativa precisa da função de distribuição de probabilidade, é 
necessário simular um número muito elevado de cenários. Sendo o método descrito 
computacionalmente intensivo, a sua utilização pode ser impraticável pelos elevados custos 
computacionais, no caso de um sistema muito complexo ou sempre que estiverem 
envolvidos modelos complexos. 
 
4.2. A METODOLOGIA DE SUPERFÍCIE DE RESPOSTA ESTOCÁSTICA – 
EXPANSÃO EM POLINÓMIOS DE CAOS   
 
O recurso ao Método de Monte Carlo ou Hipercubo Latino para estudar a propagação da 
incerteza e para estimar a distribuição de probabilidade da resposta pode ter, como 
anteriormente referido, custos computacionais muito elevados. Por este motivo, é necessário 
recorrer a metodologias que convirjam para a solução mais rapidamente. 
A Metodologia de Superfície de Resposta Estocástica (MSRE) (Isukapalli e 
Georgopoulos, 1998, e Isukapalli, 1999) permite gerar um modelo de resposta reduzido, 
computacionalmente menos exigente e estatisticamente equivalente ao modelo numérico 
completo. Para a estimação dos seus coeficientes são necessários apenas os resultados de um 
número limitado de simulações do modelo completo. A ideia básica da metodologia é a de 
representar a resposta de um modelo às alterações nas variáveis através de uma superfície 
de resposta que é definida com a ajuda de uma base de polinómios ortogonais em relação a 
uma medida de probabilidade no espaço de parâmetros. A MSRE assenta no princípio de 
que as variáveis aleatórias, cujas funções de densidade de probabilidade têm quadrado 
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integrável, podem ser aproximadas pela expansão em séries estocásticas de variáveis 
aleatórias ou por transformação direta destas (Balakrishnan et al., 2003).  
A expansão em polinómios de caos consiste na expansão em série de polinómios 
ortogonais de variáveis aleatórias que, na prática, é aproximada pela retenção de um número 
finito de termos. O domínio de aplicação desta aproximação vai desde a estimação de 
quantis, à análise de sensibilidade e otimização da solução para a sensibilidade e 
quantificação estatística dos momentos. 
A metodologia é implementada de forma sequencial como se segue: (i) representação das 
variáveis incertas de entrada em função de variáveis aleatórias padrão (srv); (ii) 
representação da variável resposta; (iii) estimação dos parâmetros do modelo; (iv) cálculo 
das propriedades estatísticas da resposta; (v) avaliação da aproximação das respostas do 
modelo. O algoritmo da figura 24 ilustra a aplicação da metodologia.  
 
Figura 24: Algoritmo de implementação da MSRE. 
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Na forma clássica, a metodologia começa pela seleção de um vetor de 𝑛 variáveis 
aleatórias independentes 𝜉 = (𝜉𝑖), 𝑖 = 1, . . , 𝑛, com distribuição de probabilidades (PDF) 
𝑁(0,1), para representar o vetor de variáveis incertas 𝑥 = (𝑥𝑖) do modelo, tal que                
𝑥𝑖 = ℎ(𝜉𝑖). A transformação ℎ das variáveis (𝑥𝑖) pode ocorrer por transformação direta 
(tabela 4), por transformação via aproximação por séries, por transformação via distribuições 
empíricas ou por transformação de dados de entrada correlacionados, quando as variáveis de 
entrada não são independentes. 
 
Tabela 4: Transformações das variáveis preditoras 
Tipo de distribuição Transformaçãoa 
Uniforme (𝑎, 𝑏) 𝑎 + (𝑏 − 𝑎) (
1
2
+
1
2
𝑒𝑟𝑓(𝜉/√2)) 
Normal (𝜇, 𝜎) 𝜇 + 𝜎𝜉 
Lognormal (𝜇, 𝜎) 𝐸𝑥𝑝(𝜇 + 𝜎𝜉) 
Gama (𝑎, 𝑏) 𝑎𝑏 (𝜉√
1
9𝑎
+ 1 −
1
9𝑎
) 
Exponencial  (𝜆) −
1
𝜆
𝑙𝑜𝑔 (
1
2
+
1
2
𝑒𝑟𝑓(𝜉/√2)) 
Weibull  (𝑎) 𝑦
1
𝑎 
Valor extremo −log (𝑦) 
a 𝜉 é N(0,1) e  𝑦 tem distribuição exponencial de parâmetro 1 
 
Feita a seleção e a necessária transformação, as variáveis resposta são representadas em 
função do mesmo vetor de variáveis aleatórias: 𝑌 = 𝑓(𝑐, 𝜉), sendo c o vetor de coeficientes 
do modelo do sistema, a estimar. As estimativas dos coeficientes do modelo são obtidas 
através da resposta do modelo completo do sistema a várias realizações de 𝜉, após a 
aplicação da transformação inversa das variáveis 𝑥𝑖. Os coeficientes 𝑐i quantificam a 
dependência da resposta 𝑌 do vetor de entrada 𝜉, para cada concretização de 𝑥.  
A forma da função 𝑌 resulta da expansão em polinómios de caos – polinómios Ψ𝑖 que 
constituem uma base de polinómios ortogonais em relação a uma dada medida de 
probabilidade) com P termos e é expressa por  𝑌 = 𝑓(𝑐, 𝜉), sendo 
 
                 𝑓(𝑐, 𝜉)  ≈ 𝑐0Ψ0∑ 𝑐𝑖1Ψ1(𝜉𝑖1) + ∑ ∑ c𝑖1𝑖2Ψ2(𝜉𝑖1, 𝜉𝑖2)
𝑖1
𝑖2 + ⋯
𝑛
𝑖1=1
𝑛
𝑖1=1  
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                                                𝑃 = ∑ (
𝑛 + 𝑖 − 1
𝑖
)𝑝𝑖=0                                                    (19) 
é o número de termos retidos na expansão truncada até aos termos de grau 𝑝, numa 
aproximação com 𝑛 variáveis aleatórias e que corresponde ao número total de coeficientes 
da expansão a estimar.   
No caso da aplicação clássica da expansão, é usada a medida Gaussiana e os polinómios 
Hermite (ver Wiener (1938), Ghanem e Spanos (1991)). Xiu e Karniadakis (2002a; 2002b; 
2003a; 2003b) mostraram que é possível obter uma melhor aproximação da resposta usando 
polinómios ortogonais do esquema de Askey, diferentes dos polinómios Hermite, para 
representar processos não Gaussianos. Neste caso, os polinómios Hermite são substituídos 
por bases de polinómios ortogonais em relação à medida de probabilidade das variáveis de 
entrada (Xiu e Karniadakis, 2002a). Esta aproximação foi designada por expansão em 
polinómio de caos generalizada. Ernst et al. (2012) apresentaram condições sobre as medidas 
de probabilidade que implicam a convergência quadrática média da expansão em polinómios 
de caos generalizada. 
Oladyshkin e Nowak (2012b) propuseram uma nova generalização da metodologia, 
designada por expansão em polinómio de caos arbitrária ou controlada pelos dados (data-
driven). Nesta nova abordagem, as distribuições de probabilidade das variáveis de entrada 
são arbitrárias bem como as medidas de probabilidade. Os momentos estatísticos são a única 
fonte de informação que é propagada no modelo estocástico. As distribuições de 
probabilidade podem ser discretas, contínuas ou contínuas discretizadas e podem ser 
especificadas por via analítica (através de PDF ou CFD), numericamente, através de um 
histograma, ou usando os dados em bruto. Nesta aproximação, todas as distribuições são 
admissíveis para as variáveis de entrada de um dado modelo, bastando que tenham 
momentos finitos até à ordem 2𝑑 − 1, sendo 𝑑 o grau dos polinómios usados na expansão.  
Sendo 𝑃𝑗
(𝑘)(𝑥𝑗) uma combinação linear de 𝑘 potências da variável de entrada 𝑥𝑗, é 
construído um conjunto de polinómios ortogonais com todos os produtos possíveis dos 
polinómios univariados obtidos para 𝑥𝑖. A base multivariada de polinómios ortogonais 
resulta da reunião dos conjuntos de polinómios obtidos para cada variável de entrada. Os 
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coeficientes de 𝑃𝑗
(𝑘)(𝑥𝑗)  obtêm-se com a matriz dos momentos das variáveis de entrada da 
seguinte forma:  
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A normalização da base simplifica a análise. 
Assim, no caso de se considerar um polinómio truncado, basta conhecer um número finito 
de momentos, não sendo necessário o conhecimento completo da função de densidade de 
probabilidade ou mesmo a sua existência, o que liberta o investigador da necessidade de 
assumir distribuições que nem sempre são suportadas pelos dados existentes e lhe dá 
liberdade de escolha dos pressupostos estatísticos em que se move. De acordo com a 
literatura é sabido que esta expansão converge exponencialmente e mais rapidamente que a 
expansão clássica. 
Definido o modelo, a estimação dos parâmetros depende da sua complexidade (Isukapalli 
e Geogopoulus, 2001). No caso de o modelo ser invertível, os parâmetros podem ser obtidos 
diretamente a partir das variáveis aleatórias de entrada  (𝜉𝑖)𝑖=1
𝑛 . Se as equações do modelo 
são matematicamente manipuláveis, apesar das não linearidades, então os seus coeficientes 
podem ser obtidos por minimização de uma norma apropriada dos resíduos, após a 
substituição das variáveis aleatórias de entrada pelas respetivas transformações em termos 
de variáveis Gaussianas 𝑁(0,1) (método de Galerkin) (Isukapalli, 1999). Quando as 
equações do modelo são difíceis de manipular ou o modelo é do tipo “Caixa Negra”, os 
coeficientes podem ser estimados por métodos de colocação de pontos. Cada conjunto de 
pontos, escolhido de forma que as estimativas do modelo nesses pontos sejam exatas, origina 
um conjunto de 𝑁 equações lineares cuja resolução permite obter os 𝑁 parâmetros do 
modelo.  
Isukapalli e Geogopoulus (2001) apresentam alguns métodos de estimação de parâmetros 
baseados no método de colocação: o Método de Colocação Probabilística, o Método de 
Colocação Eficiente e a o Método baseado na Regressão e discutem as respetivas vantagens 
e desvantagens.   
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A expansão em polinómios de caos é uma ferramenta simples mas poderosa para a 
modelação estocástica. Funções de densidade de probabilidade, funções de distribuição de 
probabilidade ou outras estatísticas de interesse podem ser estimadas e avaliadas 
rapidamente via simulação de Monte Carlo sobre o metamodelo, uma vez que a avaliação 
da resposta numa função polinomial é mais rápida do que a avaliação da resposta no modelo 
original, quando este é complexo.  
Se é usada a expansão arbitrária para a análise de risco, pode-se usar diretamente um 
conjunto de dados de grande dimensão ou a função densidade de probabilidade da entropia 
máxima ou mínima relativa uma vez que, neste caso, os momentos relevantes da expansão 
são compatíveis com os das variáveis de entrada. O método de reamostragem Bootstrap pode 
ser usado para obter estimativas mais precisas dos momentos a partir de um conjunto 
reduzido de dados disponíveis, proporcionando uma estimação mais precisa do modelo de 
avaliação de risco. Oladyshkin et al. (2013) propõem uma aplicação na calibração de 
modelos para ajuste histórico para o armazenamento de 𝐶𝑂2 em reservatórios subterrâneos.  
 
4.3. APLICAÇÕES E RECURSOS COMPUTACIONAIS 
 
A Metodologia de Superfícide Resposta, nas suas diversas abordagens, tem um papel 
importante na geração de modelos reduzidos, ou metamodelos (proxy models), substituindo 
o simulador em processos complexos que exigem um número muito elevado de simulações. 
As aplicações são diversas e muitas delas dizem respeito à Metodologia de Superfície de 
Resposta Estocástica para a quantificação da incerteza em processos estocásticos.  
Além dos exemplos já citados neste trabalho, há algumas outras aplicações na análise de 
risco que merecem uma referência especial.  
Taflanidis et al. (2011) usam a metodologia para avaliar o potencial de inundação de um 
ciclone tropical e Ha e Garland (2006) usam-na na avaliação probabilística do risco num 
acidente com um reator nuclear. Isukapalli e Georgopoulos (1998) aplicam a metodologia a 
dois estudos de caso: um para a análise de incerteza sobre os efeitos carcinogénicos do 
percloroetileno no ser humano e outro sobre um modelo para avaliar concentrações de 
poluentes ambientais e fontes de emissão. 
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A Metodologia de Superfície de Resposta Estocástica tem especial interesse na simulação 
de sistemas dinâmicos ambientais e biológicos, como o transporte de fluidos e de gases e o 
seu impacto na saúde humana, o armazenamento subterrâneo de gases como o 𝐶𝑂2 e o seu 
impacto ambiental ou de sistemas estruturais e a análise de risco associados, nomeadamente 
para a quantificação da incerteza associada.  
Li et al. (2014) aplicaram a MSRE para analisar a confiabilidade de uma caverna 
subterrânea, associada a métodos determinísticos de Elementos Finitos. Mais concretamente, 
a MSRE foi usada para realizar a análise probabilística de desempenho de manutenção da 
caverna. 
Bastug et al. (2013) aplicaram a MSRE num modelo de injeção de gás em meios porosos, 
e mostraram a sua eficiência na análise de incerteza e de sensibilidade de modelos numéricos 
complexos. 
Ahmed e Soubra (2012) combinaram a técnica da simulação em subconjuntos (Subset 
Simulation) com a MSRE, para analisar as incertezas dos parâmetros de resistência do solo 
a uma tira contínua de betão que serve para distribuir o peso de um muro de suporte de carga 
através de uma área no solo. Esta combinação consistiu na utilização de diferentes valores 
da resposta do sistema, obtidos pela simulação de eventos raros, para a determinação dos 
coeficientes desconhecidos da expansão em polinómios de caos. 
Datta (2013) aplicou a MSRE para estimar a propagação das incertezas nos parâmetros 
da função de retenção do estrôncio no organismo humano. 
Datta e Kushwaha (2011) aplicaram a MSRE para estudar o papel dos vários parâmetros 
geológicos e hídricos na avaliação da incerteza da concentração de contaminantes químicos 
nas águas subterrâneas resultantes da indústria nuclear, para projetar as instalações de 
eliminação de resíduos e planos de ação corretiva. Este estudo fornece um programa de 
monitorização ambiental na indústria nuclear.  
Li et al. (2011) aplicaram a MSRE para analisar a confiabilidade estocástica da 
estabilidade de vertentes rochosas envolvendo variáveis não-normais correlacionadas. 
Isukapalli e Georgopoulos (1998) aplicaram a MSRE a quatro estudos de caso cujos 
modelos abrangeram diversas aplicações, tanto do ponto de vista da aplicação do modelo 
(biologia, qualidade do ar e águas subterrâneas) como da sua complexidade. 
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Oladyshkin et al. (2012) aplicaram a MSRE, baseada na expansão em polinómios de caos 
arbitrária, a um problema de transporte de contaminantes num aquífero heterogéneo 3D e ao 
risco para a saúde humana, decorrentes de uma população exposta.  
Oladyshkin e diversos coautores (2009; 2010; 2011a; 2011b; 2013) aplicaram a MSRE, 
com diversas abordagens e combinada com outras metodologias, em diversos problemas 
relacionados com o armazenamento de 𝐶𝑂2 em formações geológicas subterrâneas e com os 
riscos associados.  Sun et al. (2013) aplicaram a MSRE generalizada para avaliar a deteção 
de fugas em locais geológicos de armazenamento de 𝐶𝑂2. Demonstraram como a MSRE 
pode ser usada para a construção de mapas de probabilidade que permitem avaliar a deteção 
de anomalias na cobertura das formações geológicas subterrâneas de armazenamento, no 
espaço e no tempo.  
A implementação da Metodologia de Superfície de Resposta na sua forma clássica para 
a otimização e exploração da superfície de resposta, está disponível, por exemplo, nos 
softwares comerciais Design-Expert, Optimus ou SAS. O software livre R dispõe de um 
pacote para a implementação da metodologia na forma clássica, 𝑟𝑠𝑚, e de alguns pacotes 
que contêm ferramentas que contribuem para formas mais atuais da implementação da 
metodologia, nomeadamente para gerar planeamentos diferentes dos planeamentos 
clássicos, a implementação da amostragem de Monte Carlo, a otimização por Algoritmos 
Genéticos (cf. tabela 5). No entanto, não há registo de qualquer pacote específico para a 
implementação da forma estocástica da metodologia. Existem algumas ferramentas gratuitas 
que auxiliam a implementação do MSRE, particularmente aqueles fornecidos pelo Portal da 
Comunidade para Diferenciação Automática e pelo Projeto DAKOTA. 
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Tabela 5: Pacotes do software R úteis para a análise de risco 
Pacote Descrição 
rsm 
Fornece funções para gerar planeamentos de superfície de resposta, modelos 
de primeira e de segunda ordem, representação gráfica da superfície e de 
linhas de controno, método do gradiente ascendente, Análise Canónica e 
Análise Ridge.   
propagate 
Propagação de incerteza usando expansão em Polinómios de Taylor de grau 
elevado e simulação de Monte Carlo. 
FME 
Fornece funções para ajudar no  ajuste modelos aos dados, para executar 
simulação de Monte Carlo, para a análise de sensibilidade e de 
identificabilidade. Pretende-se desenvolver modelos escritos como um 
conjunto de equações diferenciais que são resolvidos ou por uma rotina de 
integração de deSolve pacote, ou por um solucionador de estado estacionário 
do pacote rootSolve. 
Lhs Fornece métodos para criar e aumentar Amostras em Hipercubo Latino. 
fitdistrplus 
Este pacote dispõe de diversas funções que ajudam a ajustar distribuições 
paramétricas aos dados, censurados ou não. Além do método de estimação de 
máxima verosimilhança, o pacote proporciona ainda a estimação pela 
correspondência dos momentos, pela correspondência dos quantis e pela 
maximização da bondade do ajustamento (disponíveis apenas para dados não 
cesurados). 
EQL 
Este pacote dispõe de uma função que permite calcular o valor dos polinómios 
Hermite para diferentes concretizações. 
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4.4. UMA APLICAÇÃO NA ÁREA DA SAÚDE 
 
Não se encontrou na literatura nenhuma aplicação desta metodologia na área da medicina, 
apesar da incerteza confundir a compreensão dos fatos médicos essenciais e a forma como 
são integrados (Dittus et al., 1989). A incerteza de parâmetros, a heterogeneidade do 
paciente, e a incerteza estocástica de resultados são conceitos cada vez mais importantes em 
modelos de decisão médica. Dittus et al. (1989) e Koerkamp  et al. (2010) apresentam vários 
métodos para analisar a incerteza e a heterogeneidade do paciente nos modelos de decisão. 
O prognóstico do cancro da mama é notadamente heterogéneo, e a pesquisa tem-se focado 
muitas vezes no efeito prognóstico de fatores relacionados com a doença, tais como a 
expressão de recetores de estrogénio, o tamanho do tumor e outros. Ainda continua em 
aberto a questão da modelação dos dados de tempo de recorrência, a complexidade da forma 
da função de risco ao longo período de acompanhamento, e a identificação dos fatores que 
podem afetá-la, recorrendo a uma abordagem totalmente paramétrica (Ardoino  et al., 2012).  
Técnicas de mineração de dados como Máquinas de Vetor Suporte (Suport Vector 
Machine (SVM)), Redes Neuronais (Neural Network), Árvores de Decisão e outras têm sido 
estudadas e aplicadas no prognóstico do cancro da mama, para predizer o tempo até à  
recorrência ou o tempo de sobrevida. 
Citam-se alguns exemplos. 
Kim et al. (2012)  propoem um modelo de prognóstico do cancro da mama baseado em 
SVM para predizer a recorrência do cancro da mama na população coreana, no prazo de 5 
anos após a cirurgia, e comparar o desempenho de previsão deste modelo com os modelos 
previamente estabelecidos.  
Kreike et al. (2010) apresentam uma abordagem baseado em splines naturais (segunda 
derivada nula nos extremos do domínio de interpolação) e no modelo de riscos proporcionais 
de Cox para a análise da relação entre os resultados de microarray e os dados de 
sobrevivência do cancro da mama.  
Ritthipravat (2009) apresenta uma revisão da utilização das Redes Neuronais Artificiais 
na predição da recorrência do cancro da mama.  
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Jerez-Aragonés et al. (2002)  apresentam uma ferramenta de apoio à decisão médica no 
prognóstico de recorrência do cancro da mama que combina árvores de decisão para a 
seleção de fatores de prognóstico com redes neuronais que utilizam como entrada as 
variáveis selecionadas de forma a melhorar a probabilidade de classificação correta.     
No presente estudo utiliza-se a base de dados Wisconsin Prognostic Breast Cancer 
(WPBC), disponibilizada publicamente e criada por William H. Wolberg, W. Nick Street e 
Olvi, L. Mangasarian (recolhida entre 1984 e 1995 ) para ensaiar uma aplicação na área da 
análise de sobrevivência recorrendo à MSRE. Exploram-se características morfológicas dos 
núcleos das células malignas obtidas a partir de imagens dos núcleos celulares e o tamanho 
do tumor como fatores de prognóstico. A expansão em polinómio de caos é aplicada para 
ajustar um modelo de superfície de resposta estocástica que relaciona o tempo até à 
recorrência (TTR) com características morfológicas do tumor, em doentes com cancro da 
mama que foram submetidos a cirurgia para extirpar o cancro. Este modelo é usado com a 
simulação de Monte Carlo, para estimar a função densidade de probabilidade da resposta 
TTR, a função de sobrevivência (DFS – Desease Free Survival) e a função do risco de 
recorrência ao fim de um determinado tempo, em meses.  
A base de dados WPBC tem sido usada em diversos trabalhos de investigação em 
diagnóstico e prognóstico do cancro da mama, com recurso a sistemas inteligentes e de 
aprendizagem automática. Destes, destacam-se os trabalhos desenvolvidos por um dos 
responsáveis pela criação da base de dados, Wolberg e seus coautores, em particular o 
método de aprendizagem automática RSA - Recurrence Surface Approximation. O objetivo 
desta metodologia é estimar um hiperplano que otimiza a previsão do tempo até à recorrência 
do cancro, em doentes a quem foi extirpado o tumor. O modelo permite prever o tempo livre 
de doença nos doentes sujeitos a cirurgia, em função de características morfológicas do 
núcleo de células malignas: tamanho, forma e textura. Mangasarian et al. (1995), Street et 
al. (1995), Street (1998), Wolberg et al. (1999), Mangasarian et al. (2000) discutem a 
metodologia. Anagnostopoulos et al. (2006) usaram a base de dados para melhorar o trabalho 
de Street (1998) na previsão do tempo livre de doença com modelos de redes neuronais. 
Outros autores, como Veillard et al. (2013), estudaram o mesmo tipo de fatores de 
prognóstico, recorrendo a dados mais atuais e outras técnicas de avaliação de imagens dos 
núcleos celulares. 
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A base de dados WPBC é constituída por dados de 253 doentes que foram sujeitos a 
cirurgia para excisão de cancro da mama, invasivo mas sem metástases. Os dados dizem 
respeito a dez características de cada núcleo celular das células de massa de mama recolhida 
por FNA (Aspiração com agulha fina – Fine Needle Aspiration), que foram extraídos através 
de um programa (xcyt) e dependem da análise de imagens celulares. Além destas 
características constam duas características tradicionais de prognóstico: o tamanho do tumor 
e do estado dos linfonodos axilares. Constam ainda os tempos até à remissão, nos doentes 
em que a remissão ocorreu durante o estudo, e os tempos livres de doença dos doentes que 
não tiveram remissão até ao final do estudo ou os tempos do último exame dos que 
abandoaram o estudo. A base de dados está muito bem descrita em Mangasarian et al. (1999).  
Tabela 6: Caracterização da base de dados WPBC 
 
Na tabela 6 estão descritas as variáveis consideradas. Como cada imagem consta de um 
certo número de núcleos celulares, de cada uma destas características foram consideradas 
Atributo Variação 
Raio (distância média do centro a todos os pontos do perímetro) 10.95 a 27.22 
Textura (desvio padrão dos valores da escala de cinzas no interior) 10.38 a 39.28 
Perímetro  71.9 a 182.1 
Área (nº de pixéis do interior mais metade dos pontos do perímetro) 361.6 a 2250 
Suavidade (variação local dos comprimentos do raio) 0.075 a 0.145 
Compacidade (
𝑝𝑒𝑟í𝑚𝑒𝑡𝑟𝑜2
á𝑟𝑒𝑎
− 1.0) 0.046 a 0.311 
Concavidade (severidade das porções concavas do contorno) 0.024 a 0.427 
Pontos côncavos (número de porções concavas no contorno) 0.020 a 0.201 
Simetria  0.131 a 0.304 
Dimensão fractal (“aproximação da linha costeira”-1) 0.050 a 0.097 
Tamanho do tumor (diâmetro do tumor retirado, em centímetros) 0.400 a 10.00 
Estado dos nodos linfáticos (nº de nodos linfáticos axilares positivos 
aquando da cirurgia)  
0 a 27 
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três medidas: a média e o desvio padrão das medidas obtidas em todos os núcleos da imagem, 
e a média dos três maiores valores registados (designada por medida extrema). 
No estudo desenvolvido para este trabalho estudou-se a base de dados no que respeita aos 
pressupostos de normalidade e independência das covariáveis. Foram simulados diferentes 
modelos variando o grau dos polinómios e o número e natureza das covariáveis a incluir, 
nomeadamente os conjuntos referidos atrás. Verificou-se que sempre que duas variáveis 
estavam correlacionadas deixavam de ser significativas no modelo, sendo no entanto 
significativas quando consideradas individualmente. Além disso, e contrariando o que 
acontece com a aplicação de outras técnicas, o estado dos linfonodos axilares não se revelou 
uma característica significativa no modelo.  
O objetivo do estudo é a estimação de um modelo de superfície de resposta com 
polinómios Hermite, em que a variável resposta é o tempo até à recorrência (TTR) e os 
parâmetros de incerteza são três das 32 covariáveis disponíveis. Foram usadas as variáveis 
área extrema, textura extrema e o tamanho do tumor (codificação: WAREA, WTEXTURE 
e SIZE) 
Assumiu-se a normalidade das covariáveis dado o número elevado de dados, as variáveis 
foram transformadas de acordo com este pressuposto – em função de variáveis aleatórias 
normais padrão:    𝑥𝑖 = 𝜇𝑖 + 𝜎𝑖𝜉𝑖 e a resposta foi expressa como uma expansão em 
polinómios de caos com uma base de polinómios Hermite:  
             nii ni n ij jiijiiini ii ccccPCE 1 11210 1     (21) 
 
 
4.4.1. ESTUDO DOS DADOS NÃO CENSURADOS - COM RECORRÊNCIA 
 
Numa primeira abordagem, dos 253 casos, foram usados apenas os 69 que correspondem 
aos doentes que tiveram remissão até ao final do estudo. De seguida fez-se o estudo com 
todos os casos, sendo que 184 casos são censurados à direita.  
O modelo será usado para estimar a distribuição da variável resposta e as consequentes 
funções de sobrevivência e de risco. Uma vez que o número de dados a usar para a regressão 
é significativo, apesar de as variáveis WAREA e SIZE revelarem um afastamento 
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significativo da normalidade assumiu-se o pressuposto da normalidade das covariáveis e 
como as covariáveis selecionadas revelaram pequenos valores de coeficientes de correlação 
assumiu-se o pressuposto da independência. 
 
 
 
Ajustaram-se vários modelos de distribuição de probabilidades à variável resposta (pacote 
fitdistrplus do R, função fitdist). A distribuição que se revelou com melhor 
ajustamento foi a distribuição Gama (menores valores das estatísticas e dos critérios).  
 
 
A estimação dos coeficientes do modelo da expansão em polinómios de caos pode ser 
obtida através do planeamento experimental usando pontos experimentais que resultem da 
combinação de raízes do polinómio Hermite de grau superior numa unidade ao grau da 
expansão e que se localizem mais próximos de zero por serem pontos de maior 
probabilidade. A experiência (ou o modelo de simulação completo) é implementada nestes 
pontos. Com este conjunto de pontos experimentais obtém-se o modelo determinista ou o 
modelo de regressão, dependendo do número de pontos experimentais recolhidos. Acontece 
que na situação presente não é possível o recurso a pontos experimentais, pelo que a 
estimação dos coeficientes do modelo será feita por regressão sobre os dados amostrais.   
Para tal, prepararam-se os dados. A primeira data-frame (DATAR) contém os dados não 
codificados. A segunda data-frame (DATARN) contém as variáveis transformadas de acordo 
com a transformação adequada a uma distribuição normal escrita à custa de variáveis 
aleatórias normais: 𝑥𝑖 = 𝜇𝑖 + 𝜎𝑖𝜉𝑖. A terceira data-frame (DATARNS) é DATARN e não contém 
as variáveis resposta. 
               WAREAN      SIZEN   WTEXTUREN 
WAREAN     1.00000000 0.01935254 -0.19143970 
SIZEN      0.01935254 1.00000000  0.03612967 
WTEXTUREN -0.19143970 0.03612967  1.00000000 
shapiro.test 
WAREA        p-value = 2.014e-09 
WTEXTURE        p-value = 0.3144 
SIZE            p-value = 4.054e-07  
Matriz de correlações 
Goodness-of-fit statistics 
                       1-mle-gamma 
Kolmogorov-Smirnov statistic  0.09362092 
Cramer-von Mises statistic    0.07370940 
Anderson-Darling statistic    0.40613205 
Goodness-of-fit criteria 
                               1-mle-gamma 
Aikake's Information Criterion    609.1817 
Bayesian Information Criterion    613.6499 
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> DATAR<-data.frame(TIME=cancroR$TIME_A,STATUS=cancroR$CODE_A,WAREA=cancroR$WAREA, 
SIZE=cancroR$SIZE,WTEXTURE=cancroR$WTEXTURE,Y=cancroR$TIME_A,Z=cancroR$TIME_B) 
>DATARN<-data.frame(TIME=cancroR$TIME_A,STATUS=cancroR$CODE_A,WAREAN=(cancroR$WAREA-
mean(cancroR$WAREA))/sd(cancroR$WAREA), 
+SIZEN=(cancroR$SIZE-mean(cancroR$SIZE))/sd(cancroR$SIZE),WTEXTUREN=(cancroR$WTEXTURE-
mean(cancroR$WTEXTURE))/sd(cancroR$WTEXTURE),Y=cancroR$TIME_A,Z=cancroR$TIME_B) 
> DATARNS<- data.frame(WAREAN=(cancroR$WAREA-mean(cancroR$WAREA))/sd(cancroR$WAREA), 
+SIZEN=(cancroR$SIZE-mean(cancroR$SIZE))/sd(cancroR$SIZE),WTEXTUREN=(cancroR$WTEXTURE-
mean(cancroR$WTEXTURE))/sd(cancroR$WTEXTURE)) 
> x1t<-hermite(DATARNS,1,prob=TRUE) 
> x2t<-hermite(DATARNS,2,prob=TRUE) 
> M31<-matrix(c(x1t[,1]*x1t[,2],x1t[,1]*x1t[,3],x1t[,2]*x1t[,3]),69,3) 
> M3<-data.frame(TIME,STATUS,x1t,x2t,M31,R=Y) 
 
Construiu-se a matriz M31 com as imagens dos polinómios Hermite até ao segundo grau, 
nas três variáveis. x1t é a matriz das imagens dos polinómios Hermite do primeiro grau e 
x2t é a matriz das imagens dos polinómios Hermite do 2º grau do tipo 𝜉2 − 1 e  
x1t[,i]*x1t[,j] contêm as imagens de 𝜉𝑖 × 𝜉𝑗, com 𝑖 = 1,2 e 𝑗 = 2,3. 
Foi ajustado um modelo linear de primeiro grau com as variáveis WAREA, WTEXTURA 
e SIZE e um polinómio Hermite de segundo grau. 
A data-frame M3 contém as variáveis Tempo e Status, as variáveis 𝜉𝑖 (WAREAN, WTEXTUREN 
e SIZEN), 𝜉𝑖
2 − 1 (WAREAN.1, WTEXTUREN.1 e SIZEN.1 ) e  𝜉𝑖 × 𝜉𝑗   (x1,x2,x3), com  𝑖 = 1,2,3  
𝑗 = 2,3. 
> PCER1<-lm(R~WAREAN+WTEXTUREN+SIZEN,data=M3) 
> summary(PCER1) 
Call: 
lm(formula = R ~ WAREAN + WTEXTUREN + SIZEN, data = M3) 
Residuals: 
    Min      1Q  Median      3Q     Max  
-32.546 -19.567  -8.448  13.273  79.719  
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Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
 (Intercept)   30.101      3.130   9.616 4.13e-14 *** 
WAREAN        -6.154      3.214  -1.915   0.0599 .   
WTEXTUREN     -5.382      3.215  -1.674   0.0990 .   
SIZEN         -3.617      3.157  -1.146   0.2560     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
Residual standard error: 26 on 65 degrees of freedom 
Multiple R-squared: 0.09709,    Adjusted R-squared: 0.05542  
F-statistic:  2.33 on 3 and 65 DF,  p-value: 0.08249 
 
No modelo de primeiro grau (PCER1), observa-se a variável SIZE não dá um contributo 
significativo para o modelo.  
Ajustado o modelo de segundo grau (PCER) observa-se que o intersepto e os termos 
𝑊𝐴𝑅𝐸𝐴, 𝑊𝐴𝑅𝐸𝐴2 − 1 a interação WAREA× 𝑆𝐼𝑍𝐸 são estatisticamente significativos. 
> PCER<-lm(R~WAREAN+WTEXTUREN+SIZEN+WAREAN.1+WTEXTUREN.1+SIZEN.1+X1+ 
+ X2+X3,data=M3) 
> summary(PCER) 
Call: 
lm(formula = R ~ WAREAN + WTEXTUREN + SIZEN + WAREAN.1 + WTEXTUREN.1 +  
    SIZEN.1 + X1 + X2 + X3, data = M3) 
Residuals: 
   Min     1Q Median     3Q    Max  
-39.22 -14.14  -5.16  11.88  67.28  
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)  32.1121     3.0828  10.416 5.45e-15 *** 
WAREAN      -15.9632     4.9758  -3.208  0.00216 **  
WTEXTUREN    -4.3264     3.5873  -1.206  0.23261     
SIZEN        -5.6808     4.8694  -1.167  0.24805     
WAREAN.1      4.9667     1.6113   3.082  0.00312 **  
WTEXTUREN.1   1.0145     2.5324   0.401  0.69015     
SIZEN.1       3.8970     2.7047   1.441  0.15492     
X1           -0.9427     5.0620  -0.186  0.85291     
X2            8.8460     5.0944   1.736  0.08771 .   
X3           -5.0721     3.1098  -1.631  0.10822     
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
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Residual standard error: 24.19 on 59 degrees of freedom 
Multiple R-squared: 0.2906,     Adjusted R-squared: 0.1823  
F-statistic: 2.685 on 9 and 59 DF,  p-value: 0.01098 
Ajustou-se o modelo de Cox e verificou-se que as variáveis WAREA e WTEXTURE se 
revelaram estatisticamente significativa ao nível de significância de 10%: 
              coef exp(coef)  se(coef)     z Pr(>|z|)   
WAREA    0.0002016 1.0002016 0.0001094 1.843   0.0654 . 
SIZE     0.0644939 1.0666191 0.0501149 1.287   0.1981   
WTEXTURE 0.0333426 1.0339047 0.0201914 1.651   0.0987 . 
O teste ao pressuposto da proporcionalidade dos riscos com cada variável assim como 
modelo global não revelou evidência estatística de que estes sejam não proporcionais. 
            rho  chisq     p 
WAREA    0.0392 0.0526 0.819 
SIZE     0.1314 1.0142 0.314 
WTEXTURE 0.1801 2.0357 0.154 
GLOBAL       NA 2.8132 0.421 
 
Recorrendo ao modelo de segundo grau ajustado com polinómios Hermite é possível 
simular, por amostragem Monte Carlo, a distribuição de probabilidade da variável resposta. 
> Nsim<-10^4 
> t<-0 
> X<-0 
> for (i in 1:Nsim) { 
+ u1=rnorm(1) 
+ u2=rnorm(1) 
+ u3=rnorm(1) 
+  
+ T<-function(a1,a2,a3) { 
+ PCEs<- 32.1121-15.9632*a1 -4.3264*a2-5.6808*a3+ 
+ 4.9667*(a1^2-1)+1.0145*(a2^2-1)+3.8970*(a3^2-1)-
0.9427*(a1*a2)+8.8460*a1*a3 -5.0721*(a2*a3) } 
+   t<-T(u1,u2,u3) 
+   X[i]<-t } 
>    X 
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> X1<-X[X>0] # Eliminar os valores negativos) 
> length(X1) 
[1] 9979 
>  f<-density(X1) 
>  plot(f) 
> fdados<-density(Y) 
> plot(fdados) 
 
A função densidade de probabilidade da variável TTR pode ser então representada 
graficamente e comparada com a PDF empírica (fig. 25).    
 
 
Figura 25: Gráficos das funções densidade de probabilidade: (a) simulada;  (b) empírica. 
 
A partir do momento em que se dispõe da estimativa da função densidade da resposta é 
possível estimar a função de sobrevivência (distribuição de probabilidade do tempo livre de 
doença) que é definida por: 𝑆(𝑡) = 1 − 𝐹(𝑡), sendo F a função distribuição da variável T e 
compará-la com a função de sobrevivência que se obtém com o modelo de Cox (fig. 26). 
Tempo até à Recorrência simulado (TTR) Tempo até à Recorrência empírico (TTR) 
> mean(X1)     31.99089 
> sd(X1)       22.00658 
> kurtosis(X1) 4.714502 
> skewness(X1) 1.712969 
> mean(Y)      [1] 30.10145 
> sd(Y)        [1] 26.75496 
> kurtosis(Y)  [1] 1.182963  
> skewness(Y)  [1] 1.317374 
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Para estimar a função de Risco é necessário obter a distribuição que melhor se ajusta à 
função de densidade simulada e consequentemente à função de sobrevivência (fig. 27). 
Verifica-se que a funções Gama é a que melhor se ajusta aos dados simulados para o TTR. 
No entanto, as funções Weibull e Lognormal proporcionam um bom ajustamento uma vez 
que os valores das estatísticas e dos critérios são quase todos muito próximos dos que se 
verificam para a função Gama (tabela 7). 
Tabela 7: Estatísticas e critérios da bondade de ajustamento da variável TRR a uma distribuição.  
 
Weibull Gama Normal 
> gofstat(fs2) 
Goodness-of-fit statistics 
      1-mle-weibull 
Kolmogorov-Smirnov statistic    
0.03318575 
Cramer-von Mises statistic      
4.45026661 
Anderson-Darling statistic     
27.00488424 
 
Goodness-of-fit criteria 
                             
1-mle-weibull 
Aikake's Information 
Criterion      82226.78 
Bayesian Information 
Criterion      82241.17 
> gofstat(fs3) 
Goodness-of-fit statistics 
       1-mle-gamma 
Kolmogorov-Smirnov statistic  
0.03932581 
Cramer-von Mises statistic    
3.81328090 
Anderson-Darling statistic   
25.14518037 
 
Goodness-of-fit criteria 
                             
1-mle-gamma 
Aikake's Information 
Criterion    82352.04 
Bayesian Information 
Criterion    82366.43 
> gofstat(fs4) 
Goodness-of-fit statistics 
        1-mle-lnorm 
Kolmogorov-Smirnov statistic    
0.048958 
Cramer-von Mises statistic      
8.572841 
Anderson-Darling statistic     
52.040569 
 
Goodness-of-fit criteria 
                                   
1-mle-lnorm 
Aikake's Information Criterion    
86847.34 
Bayesian Information Criterion    
86861.76 
(a) Função de sobrevivência simulada (b) Função de sobrevivência de Cox 
> SX1<-Ecdf(X1,what="1-F", xlim=c(0,150)) 
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> plot(survfit(cox) 
 
Figura 26: Gráficos das funções de (a) sobrevivência simulada;  (b) ajustada com o modelo de Cox. 
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Usando as funções PDF Gama, Weibull e Lognormal com os parâmetros que se obtiveram 
do ajustamento anterior, pode-se obter os gráficos das funções de sobrevivência e compará-
los com a função de sobrevivência simulada (figs. 28,29 e 30). 
> SX1<-Ecdf(X1,what="1-F", xlim=c(0,150)) 
> Sgamma<-plot(function(x) 1- pgamma(x, 2.27284347,0.07104233),xlim=c(0, 150),add=TRUE,  
col=3, lwd=3) 
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Figura 27: Gráficos das PDF teóricas ajustadas aos dados simulados  
Figura 28: Gráficos das funções de sobrevivência obtidas com os dados simulados e com a 
distribuição Gama ajustada aos dados simulados 
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Figura 29: Gráficos das funções de sobrevivência obtidas com os dados simulados e com a distribuição 
Weibull ajustada aos dados simulados 
 
 
Figura 30: Gráficos das funções de sobrevivência obtidas com os dados simulados e com a distribuição 
Lognormal ajustada aos dados simulados 
 
Recorde-se que a função que melhor se ajusta aos dados amostrais para a resposta TTR é 
a função Gama.   
Uma vez identificada a distribuição que melhor se ajusta à função de sobrevivência e 
tendo em conta que a função Risco (Hazard) de um doente sofrer remissão é definida por 
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𝐻(𝑡) =
𝑓(𝑡)
𝑆(𝑡)
, sendo f(t) a função densidade da variável T, é possível estimar H e obter a sua 
representação gráfica (fig. 31 e 32). 
 
 
Figura 31: Gráfico da função Hazard obtida com a PDF Gama ajustada aos dados simulados. 
 
 
   Figura 32: Gráficos das funções Hazard obtidas com: (a) PDF Lognormal; (b)  Weibull ajustadas aos     
dados simulados. 
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> x<-runif(10000,0,220) 
> g<-function(x){ 
+ g<-dgamma(x,2.27284347,0.07104233)} 
> S<-function(x){ 
+ S<-1-pgamma(x,2.27284347,0.07104233)} 
> h<-g(x)/S(x) 
> H<-data.frame(x,h) 
> plot(H$x,H$h, main=" Função Hazard (Gamma)",xlab="Tempo até à 
recorrência (meses)", ylab="Risco") 
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Como referido, a função Gama ajusta-se melhor aos dados simulados que a função 
Weibull ou a função Lognormal. Como se pode observar estas três funções diferem 
significativamente. Ardoino et al. (2012) investigam o modelo Gama Generalizado, 
proposto por Cox et al. (2007), para estimar a função Hazard, com o objetivo de estudar a 
dinâmica do cancro da mama e Wahed et al. (2009) propõem uma generalização da função 
Weibull: os modelos são ajustados com um conjunto de dados de cancro da mama 
previamente analisados, e o seu desempenho é avaliado usando métodos convencionais de 
avaliação do ajuste de um modelo.  
 
4.4.2. ESTUDOS COM DADOS CENSURADOS 
 
Espera-se que os resultados obtidos no estudo efetuado inicialmente conduzam a 
resultados enviesados, uma vez que se utilizou apenas os dados de doentes que tiveram 
remissão durante o estudo, e portanto com tempos de remissão relativamente curtos.  
Da base de dados fazem parte 184 doentes que não tiveram remissão até ao final do estudo 
ou então abandonaram o estudo, conhecendo-se apenas o tempo do último exame. Estes 
dados são censurados à direita uma vez que, não tendo havido recorrência até ao final do 
estudo, não há um momento a partir do qual o doente se possa considerar recorrente.   
O modelo será ajustado com o mesmo conjunto de covariáveis e com os 253 dados.  
As covariáveis foram estudadas quanto ao pressuposto de normalidade e foram calculadas 
as correlações para aferir sobre a independência:  
 
Mais uma vez as variáveis WAREA e SIZE revelaram um afastamento significativo da 
normalidade, mas dada a dimensão da amostra (253 casos) vai-se assumir o pressuposto da 
normalidade. Além disso, dado que os valores das correlações são pequenos, vai-se assumir 
que as variáveis são independentes. 
               WAREAN       SIZEN    WTEXTUREN 
WAREAN     1.00000000 0.128161296 -0.028645159 
SIZEN      0.12816130 1.000000000  0.006101366 
WTEXTUREN -0.02864516 0.006101366  1.000000000 
 
shapiro.test 
WAREA        p-value = 5.308e-16 
WTEXTURE        p-value = 0.3376 
SIZE            p-value = 2.2e-16 
Matriz de correlações 
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Recorrendo à função fitdist do pacote fitdistrplus verificou-se que a variável TTR revelou 
um melhor ajustamento à distribuição Weibull, apesar da bondade do ajustamento à 
distribuição Gama ser muito próxima. No entanto, esta função ajusta uma distribuição 
univariada a dados não censurados. Recorrendo à função ﬁtdistcens do mesmo pacote, que 
ajusta um distribuição univariada a dados censurados pela máxima verosimilhança, a função 
Lognormal foi a que resultou nos menores valores dos critérios AIC e BIC, embora os 
valores para função Weibull fossem muito próximos. 
 
DISTRIBUTION  lnorm   AIC:  853.1694   BIC:  860.2362 
DISTRIBUTION  weibull   AIC:  860.0726   BIC:  867.1394 
       
 
 
  Figura 33: Gráficos (a) e (b), das funções CDF ajustadas aos dados simulados da variável TTR, tomando-
os como censurados. 
 
 
Ajustou-se o modelo de Cox e verificou-se que as variáveis WAREA e SIZE se revelaram 
estatisticamente muito significativas. O pressuposto da proporcionalidade dos riscos para 
cada variável e global não é violado. 
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> cox<-coxph(formula = Surv(TIME,STATUS) ~ WAREA + SIZE + WTEXTURE, data 
= DATA) 
> summary(cox) 
Call: 
coxph(formula = Surv(TIME, STATUS) ~ WAREA + SIZE + WTEXTURE,  
    data = DATA) 
 
  n= 253, number of events= 69  
 
               coef  exp(coef)   se(coef)      z Pr(>|z|)     
WAREA     0.0003934  1.0003935  0.0001281  3.070  0.00214 **  
SIZE      0.1883845  1.2072976  0.0462469  4.073 4.63e-05 *** 
WTEXTURE -0.0136452  0.9864474  0.0189745 -0.719  0.47206     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Foi ajustado um polinómio Hermite de segundo grau, usando regressão sobre dados 
censurados. Para implementar esta função usou-se a função survreg do pacote survival 
usando a distribuição gaussiana para a distribuição da variável dependente, pois é necessário 
assumir uma distribuição para a variável resposta.  
Construiu-se a matriz M3 com as imagens dos polinómios Hermite até ao segundo grau, 
nas três variáveis. 
> x1t<-hermite(DATANS,1,prob=TRUE) 
> x2t<-hermite(DATANS,2,prob=TRUE) 
>M31<-matrix(c(x1t[,1]*x1t[,2],x1t[,1]*x1t[,3],x1t[,2]*x1t[,3]),253,3) 
> M3<-data.frame(TIME,STATUS,x1t,x2t,M31,R=Y) 
> PCENC<-lm(R~WAREAN+WTEXTUREN+SIZE+WAREAN.1+WTEXTUREN.1+SIZE.1+X1+ 
+ X2+X3,data=M3) 
Ajustado o modelo de segundo grau observa-se que o intersepto e os termos 𝑊𝐴𝑅𝐸𝐴, 
SIZE, 𝑊𝐴𝑅𝐸𝐴2 − 1, 𝑆𝐼𝑍𝐸2 − 1 e a interação WAREA× 𝑊𝑇𝐸𝑋𝑇𝑈𝑅𝐸 são estatisticamente 
significativos. 
> estPCE<- survreg(Surv(TIME, STATUS) ~ WAREAN+SIZEN+WTEXTUREN+WAREAN.1+S
IZEN.1+WTEXTUREN.1+X1+X2+X3, data =  M3, dist="gaussian")     
> summary(estPCE) 
Call: 
survreg(formula = Surv(TIME, STATUS) ~ WAREAN + SIZEN + WTEXTUREN + WAREA
N.1 + SIZEN.1 + WTEXTUREN.1 + X1 + X2 + X3, data = M3, dist = "gaussian") 
 
              Value Std. Error      z        p 
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(Intercept) 122.044      8.376 14.570 4.34e-48 
WAREAN      -24.269      8.451 -2.872 4.08e-03 
SIZEN       -37.768     10.490 -3.601 3.17e-04 
WTEXTUREN    -2.023      6.104 -0.331 7.40e-01 
WAREAN.1      4.245      2.294  1.851 6.42e-02 
SIZEN.1       9.529      4.337  2.197 2.80e-02 
WTEXTUREN.1   0.807      4.234  0.191 8.49e-01 
X1            2.180      7.682  0.284 7.77e-01 
X2           14.925      6.542  2.281 2.25e-02 
X3           -4.571      6.126 -0.746 4.56e-01 
Log(scale)    4.233      0.093 45.508 0.00e+00 
 
Scale= 68.9  
Gaussian distribution 
Loglik(model)= -460.2   Loglik(intercept only)= -478.3 
        Chisq= 36.32 on 9 degrees of freedom, p= 3.5e-05  
Number of Newton-Raphson Iterations: 4  
n= 253 
 
Recorrendo ao modelo de segundo grau ajustado com polinómios Hermite é possível 
simular, por amostragem Monte Carlo, a distribuição de probabilidade da variável resposta. 
> Nsim<-10^4 
> t<-0 
> X<-0 
> for (i in 1:Nsim) { 
+ u1=rnorm(1) 
+ u2=rnorm(1) 
+ u3=rnorm(1) 
+  
+ T<-function(a1,a2,a3) { 
+ PCEs<- 122.044  -24.269*a1 -2.023 *a2-37.768*a3+ 
+ 4.245 *(a1^2-1)+0.807 *(a2^2-1)+9.529 *(a3^2-1)+2.180 *(a1*a2)+ 
+ 14.925*a1*a3 -4.571 *(a2*a3) } 
+   t<-T(u1,u2,u3) 
+   X[i]<-t  } 
>    X 
 
> f<-density(X1) 
>   plot(f) 
> fdados<-density(Y) 
> plot(fdados) 
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A função densidade de probabilidade da variável TTR pode ser então representada 
graficamente e comparada com a PDF empírica (fig. 34).  Observa-se que a moda da PDF 
simulada ocorre próximo dos 60 meses, o que corrobora o facto reconhecido cientificamente 
de haver um pico de recorrência cinco anos após o diagnóstico. 
 
Figura 34: Gráficos das funções: (a) PDF simulada;  (b) empírica, da variável TTR. 
 
Com a estimativa da função densidade da resposta é possível estimar a função de 
sobrevivência e compará-la com a função de sobrevivência que se obtém com o modelo de 
Cox (fig. 35). 
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Figura 35: Gráficos das funções:  (a) sobrevivência simulada; (b) ajustada com o modelo de Cox. 
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Para estimar a função de Risco procurou-se a PDF que melhor se ajusta à função de 
densidade simulada e consequentemente à função de sobrevivência. Verifica-se que a 
funções Lognormal é a que melhor se ajusta aos dados simulados para o TTR (fig. 36). A 
função Gama é a que tem valores das estatísticas e dos critérios mais próximo dos mínimos 
obtidos para a função Lognormal, mas como se pode observar, com valores não 
suficientemente próximos que possa ser tomada como uma boa alternativa. 
 
Tabela 8: Estatísticas e critérios da bondade de ajustamento da variável TRR a uma distribuição 
 
Usando a função PDF Lognormal com os parâmetros obtidos com o ajustamento anterior, 
pode-se obter o gráfico da função de sobrevivência e compará-lo com a função de 
sobrevivência simulada (fig. 37). Note-se que a distribuição com melhor ajustamento aos 
dados simulados é da mesma família da que melhor se ajusta aos dados amostrais. 
 
 
 
 
Lognormal Gama 
Goodness-of-fit statistics 
        1-mle-lnorm 
Kolmogorov-Smirnov statistic  
0.07095166 
Cramer-von Mises statistic   
16.00217770 
Anderson-Darling statistic   
99.01777616 
 
Goodness-of-fit criteria 
       1-mle-lnorm 
Aikake's Information Criterion    
100668.2 
Bayesian Information Criterion    
100682.6 
 
Goodness-of-fit statistics 
         1-mle-gamma 
Kolmogorov-Smirnov statistic   
0.08508617 
Cramer-von Mises statistic    
25.19694968 
Anderson-Darling statistic   
153.37327692 
 
Goodness-of-fit criteria 
         1-mle-gamma 
Aikake's Information Criterion    
101366.6 
Bayesian Information Criterion    
101381.0 
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Figura 36: Gráficos das funções: (a) PDF teóricas ajustadas aos dados simulados; (b) PDF simulada. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 37: Gráficos das funções de sobrevivência simulada e obtida com a distribuição Lognormal que é 
a que melhor se ajustou aos dados simulados. 
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Uma vez identificada a distribuição que melhor se ajusta à função de sobrevivência, é 
possível estimar a função Hazard para TTR e obter a sua representação gráfica (fig. 38). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 38: Gráficos da função Hazard obtida com a distribuição Lognormal ajustada aos dados 
simulados. 
 
 
A aplicação da Metodologia de Superfície de Resposta Estocástica tem maior expressão 
na modelação computacional de sistemas complexos, uma vez que a simulação do modelo 
completo, normalmente, implica elevados custos computacionais. A metodologia tem sido 
aplicada maioritariamente à análise de risco ambiental, em problemas de transporte de 
partículas e de fluídos, e à análise de confiabilidade estrutural. Neste trabalho ensaiou-se a 
sua aplicação a um problema de análise de sobrevivência, em dados relacionados com 
características morfológicas dos núcleos de células de tumores mamários.  
Recorreu-se à Metodologia de Superfície de Resposta Estocástica para ajustar um modelo 
com polinómios Hermite para estimar o tempo até à recorrência do cancro da mama, após a 
excisão do tumor, em função de três características dos núcleos das células malignas: área 
extrema, textura extrema e o tamanho do tumor. Foram feitos dois estudos: um primeiro em 
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que se usaram apenas dados com recorrência, dados não censurados, e um segundo, em que 
se juntou a estes os dados censurados, dados de doentes que não tiveram recorrência até ao 
final do estudo ou que saíram do estudo antes deste ter terminado.  
Esperava-se que o ajustamento do modelo apenas com os dados com recorrência 
conduzisse a resultados enviesados para a função PDF. Como referido por Street et al. 
(1995), a maioria dos dados com recorrência têm um tempo curto (a média é de 24 meses) e 
portanto um método de regressão que use apenas estes dados resultará em predições de 
tempo de recorrência baixas, coincidindo com o viés deste conjunto particular de dados. No 
entanto, refira-se Demicheli et al. (1996) que aponta um dos picos de recorrência aos 18 
meses. O modelo obtido com os dados censurados conduziu a uma função PDF com um pico 
por volta dos 60 meses, sendo este pico referido com frequência na literatura (Retsky, 1997; 
Jatoi et al., 2005). 
Os modelos obtidos permitiram, através da simulação de Monte Carlo, estimar a função 
densidade de probabilidade da variável resposta, 𝑓(𝑡), e a função de sobrevivência, 𝑆(𝑡), 
que representa a probabilidade de um doente se manter livre da doença em função do tempo. 
A função Hazard obtém-se com as expressões analíticas das funções f(t) e S(t). Assim, 
procurou-se as funções PDF que se melhor se ajustassem a 𝑓(𝑡) para estimar funções de 
risco em cada um dos estudos. Os modelos generalizados de funções usados por Ardoino et 
al. (2012) e Wahed et al. (2009) poderão ser explorados em trabalhos futuros.  
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5. CONSIDERAÇÕES FINAIS E PERSPETIVAS DE INVESTIGAÇÃO 
FUTURA 
 
 
O artigo de Box e Wilson (1951) abriu caminho a um amplo campo de pesquisa e de 
aplicações. O planeamento experimental, a modelação, os métodos numéricos de 
otimização, ao longo das últimas seis décadas, tiveram desenvolvimentos muito 
significativos, o mesmo acontecendo no campo das aplicações. Myers et al. (2004) 
perspetivaram que a MSR se manteria uma das área mais ativas das aplicações da estatística. 
E na perspetiva abrangente que a metodologia assumiu, este facto parece inquestionável.   
O trabalho desenvolvido pretendeu dar conta destes desenvolvimentos. Constata-se que 
as ramificações que a metodologia assumiu são de tal forma numerosas, quer em termos de 
métodos de modelação ou de planeamento experimental, quer em termos de métodos de 
otimização, que se revelou impossível neste âmbito o estudo exaustivo do tema. Pensa-se, 
no entanto, que se reuniu um conjunto significativo de referências que permite ter uma visão 
abrangente das ferramentas disponíveis para a aplicação da metodologia.  
A aplicação dos algoritmos genéticos como método de otimização mostrou-se uma boa 
alternativa ao método da sobreposição das linhas de contorno nos problemas de 
multirresposta. Por outro lado, a utilização deste método na otimização individual revelou 
resultados muito semelhantes aos que se obtiveram com o método Steepest Ascent.    
A importância crescente da simulação computacional de sistemas complexos vem por si 
só justificar a importância que a MSR pode ter neste âmbito de aplicação. De facto, a 
simulação de sistemas complexos pode ter custos computacionais de tal forma elevados, 
quando se utiliza o modelo completo, que o recurso a um metamodelo se pode tornar 
imprescindível.  
Outra aplicação importante da MSR na modelação refere-se à quantificação da incerteza. 
A importância da quantificação da incerteza num sistema e o impacto que terá na resposta é 
clara.  
O método mais comumente aplicado para obter esta quantificação é a simulação de Monte 
Carlo, para estimar a distribuição de probabilidade da variável resposta. A combinação da 
simulação de Monte Carlo com um metamodelo que substitua o modelo total pode permitir 
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uma redução significativa dos custos computacionais. Gallina (2009) analisa a importância 
da MSR na análise de incerteza quando se pretende fazer uma análise não determinista de 
um problema de simulação computacional (problemas de dinâmica estrutural).  
Isukapalli (1998) vai mais longe e propõe uma abordagem que contempla a incerteza nas 
variáveis de entrada e introduz a Metodologia de Superfície de Resposta Estocástica 
(MSRE). As aplicações mais comuns desta metodologia situam-se a nível ambiental, de 
análise estrutural e de dinâmica de fluidos. Neste trabalho ensaiou-se a aplicação desta 
metodologia a dados amostrais na área da saúde. Estimou-se um modelo de expansão em 
polinómio de caos com dois conjuntos de dados amostrais – só com dados não censurados e 
a estes em conjunto com dados censurados – de doentes com cancro da mama. Este modelo 
foi utilizado em combinação com a simulação de Monte Carlo para estimar a função PDF 
para o tempo de sobrevida, a função de sobrevivência e a função de risco, para os dois 
conjuntos de dados. Utilizou-se uma base de polinómios Hermite, no pressuposto da 
normalidade das variáveis preditoras.   
Em trabalhos futuros pode-se explorar a MSRE com a abordagem proposta por 
Oladyshkin e Nowak (2010), uma vez que só se dispõe de dados amostrais e esta abordagem 
será mais adequada. Com esta abordagem não há lugar à suposição da distribuição das 
variáveis de incerteza e a base de polinómios ortogonais é construída com os dados. Esta 
metodologia evita a subjetividade do julgamento do investigador na suposição da 
distribuição das variáveis de incerteza e não exige a transformação das variáveis. Esta 
metodologia pode ainda ser explorada em problemas de dose – resposta. Neste caso é 
possível implementar a metodologia acompanhada de um planeamento experimental, usando 
o método de colocação para selecionar os pontos experimentais a usar para estimar o modelo. 
Na aplicação apresentada neste trabalho não é possível o recurso a outros dados que não 
sejam os dados amostrais.  
No trabalho presente não se quantificou o impacto da incerteza de cada variável de 
entrada, mas tal é possível se se fixar um valor para cada uma das restantes variáveis. 
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