A new variable step-size sign subband adaptive filter (VSS-SSAF), not requiring any a priori information, is proposed by minimising the ℓ 1 -norm of the subband a posteriori error under a box-constraint on the step-size. In addition, an efficient numerical procedure for updating its VSS is introduced to solve the non-differentiable convex problem. The proposed algorithm provides comparable or better convergence performance, when compared with the recent VSS-SSAF (minimising the mean-squares deviation with a priori knowledge of noise variance) or other conventional algorithms aimed at robustness against impulsive interferences.
Introduction: In recent years, subband adaptive filtering techniques have received much attention for their fast convergence. Basically, they decompose input and desired signals into multiple channels to make subband inputs and desired signals with a flatter spectrum, yielding fast convergence. However, their performances may be degraded by the band-edge and aliasing effects in the subband systems [1] . To cope with such difficulties, a new subband adaptive filtering scheme, called a normalised subband adaptive filter (SAF) (NSAF), was introduced by utilising a critical sampling structure and adaptation of the fullband tap weights [2] . However, since its update was derived by applying the ℓ 2 -norm minimisation, the convergence performance of the NSAF can be damaged by impulsive interferences [3] .
To deal with such an impulsive interference problem, the sign SAF (SSAF) and its variable regularisation parameter version (VRP-SSAF) [4] were proposed by extending the sign algorithm (known to be robust against impulsive interferences) to the NSAF structure [2] . In addition, a variable step-size algorithm for the SSAF (i.e. VSS-SSAF) was presented by using the mean-squares deviation (MSD) analysis to achieve better convergence than the conventional SSAF [3] . However, the VSS-SSAF [3] requires the a priori information of noise variance, which is generally difficult to estimate. Moreover, since its convergence performance is sensitive to a predefined constant value, the value should be chosen appropriately by trials [3] .
In this Letter, a new VSS-SSAF, not requiring any a priori information, is proposed to improve the convergence performance of the SSAF in the presence of impulsive interferences. To this end, we formulate the following: update of the variable step-size of the VSS-SSAF by minimising the ℓ 1 -norm of the subband a posteriori error vector subject to a box-constraint on the step-size. Note that the objective function for the proposed algorithm is non-differentiable. Accordingly, to resolve the non-differentiable convex problem, we also present an efficient numerical procedure for its optimal solution. Finally, it is demonstrated that the proposed algorithm provides comparable or better convergence without any a priori information, compared with the conventional methods [3, 4] including the VSS-SSAF with a priori knowledge of noise variance [3] .
Sign subband adaptive filter: The structure of the SSAF is illustrated in Fig. 1 , where the desired response d(n) of the adaptive filter is given as follows:
where
T is the input signal vector, w denotes the weight vector of the unknown linear system and v(n) represents the measurement noise. In addition, when N is the number of subbands [4] , d i (n) and u i (n) are the subband signals obtained by filtering d(n) and u(n) through the analysis filter H i (z), respectively, for i = 1, …, N. Then, if k is used to represent the index of the decimated sequence and d i, D (k) is obtained by decimating d i (n) by a factor of N, the decimated subband errors e i, D (k) are calculated as
T and w(k) denotes the adaptive weight vector at k. Furthermore, it can be expressed in the following compact form:
Then, the SSAF can be derived by the following constrained optimisation problem [4] :
corresponds to the subband a posteriori error vector. By using the Lagrange multiplier approach and the diagonal assumption [4] 
, we obtain the following update equation for the SSAF [4] :
where μ is a step-size, sgn(·) is the sign function and a positive constant δ is a regularisation parameter.
Proposed VSS-SSAF: By using (5) along with a VSS μ(k) and by taking the diagonal assumption [4] , e p (k) in (4) can be rewritten as follows:
where U d (k) is a diagonal matrix whose ith diagonal element is given by u T i (k)u i (k). Then, the proposed VSS-SSAF algorithm can be derived by solving the following one-dimensional (1D) optimisation problem:
that is, ℓ 1 -norm of e p (k) is minimised with respect to μ(k) within the closed interval [μ L , μ U ], where μ L and μ U denote the lower and upper bounds of the step-size. Note that μ L should be assigned to be a positive constant close to zero and μ U to be smaller than one to ensure the convergence of the proposed algorithm as discussed for a class of sign algorithms [5] . In addition, the objective function in (7) is non-differentiable; thus, the solution μ min (k) of (7) should be achieved in a numerical way. Initially, since f (μ(k)) is a piecewise linear convex function, it can be seen that the solution minimising (7) must be one of μ i (k) = e i, D (k)/g i (k) i = 1, …, N, where e i, D (k) and g i (k) are the respective ith elements of e D (k) and g(k) in (6). Accordingly, we set
to achieve the minimum of (7), and then the box-constraint on μ(k) should be further considered by using the convexity of the objective function (7) as follows:
which results in the solution μ min (k) for (7). The above steps are summarised as follows:
(ii) Find the minimum of (7) by evaluating f(μ i (k)): i.e.
Note that when N = 1 (i.e. a fullband case), we have only one solution candidate μ 1 (k) in step (ii), leading to μ min (k) = μ 1 (k). Also, when N = 2, μ min (k) can be more efficiently obtained as follows: If |g 1 (k)| > | g 2 (k)|, μ min (k) = μ 1 (k) and, if not, μ min (k) = μ 2 (k), which can be verified by directly inspecting the two objective functions (i.e. f (μ 1 (k)) and f (μ 2 (k))). Finally, for robustness against impulsive interferences, the stepsize μ(k) is designed to decrease monotonically by employing the following time-average scheme with a smoothing parameter α [3]
Simulation results: To test the convergence performance of the proposed algorithm, the system identification scenario under impulsive interferences as in [3] was used. Specifically, the coloured input signal u(n) was obtained by passing a zero-mean white Gaussian noise (WGN) with unit variance through the following autoregressive process:
) [3] . In addition, the unknown system w was modelled by the acoustic room impulse response truncated to 512 taps [1] . The length of the adaptive filter w(k) was assumed to be the same as w. Moreover, the measurement noise v(n) was modelled by b (n) + i(n) [3, 4] . Specifically, the background noise b(n) was modelled by the zero-mean WGN with 30 dB signal-to-noise ratio (SNR) (SNR = 10 log 10 {E[y
(n)]} in which y(n) = u T (n)w, and the impulsive interference i(n) was modelled by a Bernoulli-Gaussian process with the following parameters: the occurrence Pr = 0.01 in the Bernoulli process and the variance 10s 2 y in the Gaussian process [3] . Finally, the two-channel cosine-modulated filter bank was utilised to ensure the lowest steady-state level for all considered algorithms [3] and the normalised misalignment (i.e. E w − w(k) [4] (e) VSS−SSAF (K=1) [3] (f) VSS−SSAF (K=2) [3] (g) VSS−SSAF (K=3) [3] (h) proposed algorithm Fig. 2 Learning curves of SSAF [4] , VRP-SSAF [4] , conventional VSS-SSAF [3] and proposed algorithm Fig. 2 illustrates the learning curves (i.e. normalised MSD (NMSD)) by the SSAF [4] , the VRP-SSAF (μ = 0.01) [4] and the conventional VSS-SSAF [3] with various predefined constants K = 1, 2, 3 and the proposed algorithm. For the SSAF, two step-sizes (i.e. μ = 0.001 and 0.01) were used due to the conflict between the convergence rate and the misalignment in the SSAF. In the VRP-SSAF, we applied two step-sizes (ρ = 0.15 and 10, as suggested in [4, 3] , respectively) for updating the regularisation parameter. In addition, for the VSS-SSAF, we used α = 1 − (N/5L) as recommended in [3] and μ(0) = 0.2 obtained by training. Moreover, the proposed algorithm used the same initial step-size (i.e. μ(0) = 0.2) as in [3] for a fair comparison and α = 1 − (N/8L) for the best convergence performance. Also, μ L = 10 −5 and μ U = μ(0) in the proposed algorithm because the proposed step-size has a monotonically decreasing property (see (10)). As a result, the conventional VSS-SSAF [3] with K = 1 (i.e. (e) in Fig. 2 ) yielded the best convergence performance, since the a priori information of noise variance is utilised and the predefined constant carefully selected is applied. On the other hand, while showing a little slower convergence in the early stage than (e) of Fig. 2 , the proposed algorithm without any a priori information produced almost the same steady-state error performance as (e) of Fig. 2 , yielding better convergence and steady-steady error performances than other conventional ones (i.e. (a)-(d) and (f)-(g) in Fig. 2) .
Conclusion: Based on the ℓ 1 -norm minimisation of the subband a posteriori error (i.e. a non-differentiable convex problem), a new VSS-SSAF, not requiring any a priori information, is proposed along with an efficient numerical procedure for solving the proposed minimisation problem. When compared with the MSD-minimisation based VSS-SSAF using a priori knowledge of noise variance, the proposed algorithm yields comparable convergence performance. Also, in comparison with other conventional ones aimed at robustness against impulsive interferences, it achieves better convergence and steady-state error performances.
