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PROLOGO
PRO!CGO
En esta memoria se analiza el prcblema de los datos ati 
picos desde un punto de vista diFerente al usual en este ti­
po de situaciones.
Aunque en el capitulo I daremos cumplido espacio a la 
discusiôn del concepto y su tratamiento, se considéra en ge 
neral que dato atipico es aquél que, dentro de una muestra, 
nos sorprende de alguna manera. Con nuestro enFoque preten- 
demos educar esa sorpresa antes de extraer cualquer muestra, 
suponiendo un modelo para la poblaciôn.
El métcdo utilizado es la clasificaciôn de dichos modè­
les subyacentes, segûn su facilidad para producir datos ati- 
picos, en el sentido de maximos extremadamente grandes ô m^ 
minos muy pequenos respecte a los demâs valores présentes en 
la muestra.
Evidentemente si considérâmes las funciones de distribu 
ciôn, todo dependerâ de la forma en que convergen los extre­
mes.
Son pieza fundamental en nuestra aportaciôn los concep- 
tos de funciôn de variaciôn regular, lenta y râpida introdu 
cidos por Karamata (1933), que aplicaremos a la variaciôn de 
la cola derecha de las funciones de distribuciôn para discr^ 
minar entre los diferentes comportamientos. Todos los resul­
tados son trivialmente trasladables a la cola izquierda de la 
funciôn de distribuciôn.
Asi se desarrollarân estas ideas en el capitule II par- 
tiendo de una primera clasificaciôn efectuada por Green (1976) 
que también hemos completado y relacionado con los dominios
de atracciôn de los limites de mâximos normalizados. Utili- 
zaremos para nuestras definiciones el comportamiento asintô- 
tico de la diferencia y la razôn entre los dos extremes de 
la muestra, res-ultando esta ultima la mas potente para refie 
jar el aiejcuniento del mâximo , inversamente con la primera.
Con este planteamiento pasamos en el capitulo III a ana 
lizar las definiciones obtenidas, en los elementos que con­
former un problème bayesiano. En un primer apartado mantene- 
mos la muestra fija y estudiamos que situaciones pueden apa 
recer en el peso de la distribuciôn a priori a la distribu­
ciôn a posteriori, llegando a conclusiones totalmente con­
gruentes con la idea lôgica de que con una muestra como mi- 
nimo mantenemos nuestro conocimiento acerca del parâmetro.
A continuaciôn consideramos el posible efecto de la for 
ma de la verosimilitud en la diferencia entre distribuciôn a 
priori y a posteriori, que es como se trata el problema en 
los trabajos de Dawid (1973) y O'Hagan (1979). No obstante 
en lugar de utilizar limites de esperanzas a posteriori para 
una clase de funciones ô conceptos de dominancia estocâstica 
como ellos hacen, analizamos el comportamiento asintôtico de 
la divergencia de Kullback-Leibier entre las distribuciones 
a priori y a posteriori como aproximaciôn mas correcta desde 
nuestro punto de vista.
Los resultados obtenidos concuerdan con los trabajos c^ 
tados y la idea primera debida a de Finetti (1961), de que 
las observaciones anômalas, en distribuciones propensas a 
producirlas, se desacreditan a si mismas al converger la di£ 
tribuciôn a posteriori a la distribuciôn a priori cuando la 
observaciôn crece hacia infinito. Nosotros consideramos esta 
aproximaciôn en el sentido de que la divergencia de Kullback- 
-Leibler entre las mismas tiende a anularse cuando la verosi
militud es prcpensa.
También estudiamos la convergencia de esta medida para 
verosimilirudes de los demas tipos, consiguiendo refiejar la 
separaciôn total entre ambas para resistentes, con una diver 
gencia que crece indefinidamente.
Consideramos toda esta problemâtica con parâmetro de lo 
calizaciôn, siguiendo la linea de los trabajos citados y ade 
mâs la extendemos al caso de parâmetros de escala.
Por ultimo en el capitulo IV hacemos una aplicaciôn a 
funciones de distribuciôn en el semieje positivo, propias de 
teoria de la fiabilidad y relacionaimos los conceptos de razôn 
de fallo creciente y decreciente con la resistencia y propen 
siôn respectivamente. Incluso qeneralizando las definiciones 
a las de N3UE y NWUE sigue existiendo la compatibilidad con 
los dos comportcunientos seflalados.
Quiero expresar mi mâs sincero agradecimiento al profe- 
sor Dr. D. Miguel Angel Gômez Villegas por su estimulo y ayu 
da incondicionales en todo momento. Hago extensivo el mismo 
a los companeros del Departamento.
:a p i t u l o  I
TRATAMIENTO DE DAT03 ATIPICOS
TRATAMIENTO DE DATOS ATIPICCS
1 . SUMARIO
Consideraremos en primer lugar el concepto de dato ati_ 
pico en sus diferentes acepciones asi como los posibles mé­
canismes generadores. A centinuaciôr. y despues de una breve 
introducciôn histôrica, daremos algur.as nocicr.es sobre la 
forma usual de tratar este tipo de observaciones: tests de 
discordancia y métodos de acomodaciôn.
Los tests de discordancia han sido desarroliados prin- 
cipalmente para muestras univariantes y distribuciones cono 
cidas, obteniéndose en cada caso los estadîsticos mâs apro- 
:piados. Para comparer el comportamiente de los diferentes 
contrastes utilizaremos medidas especificas para este tipo 
de problèmes.
Los métodos de acomodaciôn se aplican para realizar in 
ferencias vâlidas en la poblaciôn aûn con la presencia de da 
tos atipicos. Los procedimientos de robustez, siendo este un 
concepto mueho mâs amplio, han proporcionado la mayoria de 
las herramientas para estimaciôn y contraste.
En el ultimo apartado se trataran las ncciones de resis 
tencia y propension. Segûn este enfoque podemos clasificar 
las distribuciones de manera que nuestra predisposiciôn a 
considerar ciertas observaciones como atipicas, dependa del 
caracter de la distribuciôn suoyacente. Evidentemente es un 
tratamiento previo a la muestra y supcr.e la existencia de un 
modelo para la poblaciôn en la que se muestrea.
En esta linea se desarrollarân les demâs capitules, am
iando y modificar.do las definiciones asi como aplicir.dç 
is a diferentes situaciones.
2. INTRCDUCCION AL C3NCEPTQ PE DATO ATIPICO. QRIGENES HISTO- 
RICCS
Como paso inicial al desarrollo de este trabajo, sera 
interesante detenernos en la significaciôn y descripciôn de 
lo que entendemos por dato atipico. Quizà el aspecto mâs ge­
neral puede ser el de la subjetividad del concepto (Collet 
y Lewis (i976)).
Ante un conjunto de datos, la persona que los observa 
puede ir.dicar ciertos elementos que le parece no son ccnsi£ 
tentes con el resto de la masa global de los datos, ô que en 
principle le causan cierta sorpresa 6 sospecha que son anô- 
malos en algûn sentido.
En ciertos casos puede ser que se tenga un modelo pref^ 
jado para estos datos y haya alaunos que no se ajuster al mi£ 
mo, pero en muchas otras ocasiones es el propio impacto que 
causa sobre el observadcr lo que détermina totalmente un da­
to atipico.
La naturaleza del dato atipico puede ser aleatoria, sien 
do su causa, por ejemplo, la variabilidad propia del modelo, 
ô deterministica, estando dentro de este tipo los producidos 
por errores de medidas o por influencias externas sin ningûn 
interés.
La influencia de estos valores en el tratamiento poste­
rior de los datos va desde la introducciôn de un grave errer 
en los parâmetros que se estimen, hasta la manifestaciôn de 
un modelo diferente para la poblaciôn, que englobe todos los
dares, pasandr per la dereccicn de ur. fenomenc especial.menre 
interesante para el estudio a realizar.
En general se observa una tendensia a considerar las 
cuestiones relarivas a la integridad 6 no de les datos, a si 
se ajustan ô no a modelos prefijados c a si su efecto es 6 
no importance en las conclusiones finales, Sin embargo, a ve 
ces estos dates, en prir.cipio anomales, pueden ser un aviso 
ante una situation errônea en el planteamiento inicial. Por 
lo tante no todo se reduce a una discusiôn sobre la linea 
que délimita el rechazc ô aceptaciôn de ciertas observacio­
nes , sino a una visiôn general de unes datos intentando ex­
traer de ellos la mayor informaciôn posible a cerca del fe- 
riômeno en ouestiôn. Solo en Ips casos de conocimiento exac- 
co del error dé tipo deterministico se llevaria a cabo el re 
cFt^zo ô la repetiçiôn de la obServacion. En el resto de las 
ocasier.es se realizarâ un estudio de discordancia ô acomoda 
ciôn directa de .la;s observaciones.
Para concluir este apartado daremcs una primera évalua 
ciôn histôrica de los, trabajos sobre datos atipicos.
El comienzo del tratamiento del problema se puede resu- 
mir en un conjunto de epiniones a favor y en contra del re- 
chazo de observaciones en principio dudcsas o anômalas, con 
diferentes grados dé justificaciôn.
Dentro de este periodo se encuentran diferentes publica 
clones, sobre todo de Astronomia como la de Boscovich (1755) 
que para determiner la elipticidad de la Tierra con un pro- 
medio de diez medidas del exceso del grado polar sobre el 
ecuatorial decide desechar los dos valores extremos por ex­
ceso, y calcular la media con las ochc observaciones restan­
tes. Y asi, a pesar de que Bernouilli ('777), en la primera 
discusiôn sobre el te.ma, no estuviese a favor del rechazo
dris-icû de observaciones raras, este se siguic çrarticando 
casi 75 afios después sin ningûn tipo de jus tif icaciôr..
El primer trabajo de caracter objetivo sobre el recha­
zo de observaciones atipicas, se debe al astronome americano 
Feirce ( 1 852). Su criterio fue plasmadc, très afJos después, 
en unas tablas por Gould y asi , aceptado por unos y cri­
tic ado por otros llegamos dentro de esta linea al test de 
Chauvenec (1863). Este, considerando que el numéro esperado 
de observaciones en una muestra de tamano n , de una M(0,a) 
eue superen co en valor absolute es n 2 (-c}, rechaza los 
mayores que co , en valor absolute, dcnde c verifica: 
n |(-c) = 0,5 .
Al poco tiempo Stone (1868) introduce un test de recha­
zo, basado en el concepto de "modulo de descuido": m, si en 
media un observador comete un error en cada m observaciones 
que toma. Con un razonamiento ar.âlogo al de Chauver.et exige 
que c verifique: m î (-c) = 0,5 .
Los siguientes trabajos relatives a la deteccicn de da­
tes atipicos consideran diferentes pesos para las observacio 
nés. Une de los primeros fué Glaisher ("373), y supuso una 
cierta ruptura en la forma de tratar observaciones atipicas 
ya que empieza a utilizar métodos robustes, en algûn senti­
do, y por primera vez sefiala que las observaciones podrian 
venir de pobiaciones diferentes.
Estos dos autores anteriores, mantuvieron una polémica 
sobre sus planteamientos, recogidas en los diferentes ccmen 
tarios que se dedican en sus publicacicnes.
Otro método de ponderaciôn fue prcpuesto per Newcomb 
(1386), y en el aparece un interesante principio del use de 
una cierta funciôn de pérdida. También es notable , dentro 
de este periodo de acomodaciôn de los dates mediante pondéra
clones el trabajo de Mer.delev ( 1 395; en el cue se encuentre 
lo que ahora denominarcamos ’’r runcamienco".
La aproximaciôn, debida a Irwin (1925), proporciono la 
base para un test de varios datos atipicos, désarroilândose 
a partir de éi todos los trabajos sobre tests de huecos en­
tre observaciones.
x . - x
Un test basado en un criterio de "stude.ntizaciôn" — -—  
fue publicado por Thompson (1935). Y por fin el tratamiento 
razcnadc de les dates atipicos empieza a tomar forma con el 
clâsico de Pearson y Chandra Sekar C  336) donde ademâs de 
criterios para tests de rechazo analizan el efecto de "en- 
mascaramiento" producido al tener varios datos atipicos y 
aplicar contrastes para una ûnica observaciôn anômala.
A partih de este momento se aplicaron los tratamientos 
que veremos a continuaciôn.
3. .TESTS DE DISCORDANCIA
La forma mâs general de tratar los datos atipicos ha si_ 
do la apliqaciôn de contrastes para.detectarios. En muestras 
pequefias, la aplicaciôn de los tests sôlo se hacia en el ca­
so de .observaciones sospechosas, pero desde que se pueden ma 
nejar grandes masas de datos es casi imprescindible una apl^ 
caciôn sistemâtica de los mismos.
Segûn David (I98l) parece deseable que los tests de e s  
te tipo sirvan para al menos uno de les siguientes objetivos:
i) Visualizar los datos de una forma rutinaria previa al 
anâlisis.
ii) Detectar la presencia de datos atipicos, indicando la
r.eresidad de un esrudio mâs ç ref unie iel mecanismo gene- 
rador.
iii) Seflalar las observaciones, que precisa.mente por ser ex- 
tremas, son de especial interés.
3.1. Elementos de un test de discordancia
- Hjpôtesis Nula: Considéra que los dates han sido generados 
por un modelo probabilistico bésico, sin considerar les da­
tos atipicos.
- Hipétesis' Alternativa: Introduce unas ciertas modificacio- 
nes en el modelo, que explican la aparicion de esos datos a- 
nômalos.
Hasta ahora las consideraciones que han prevalecido al 
plantear las pruebas de discordancia han sido fundamentaImen 
te intuitivas y precisamente la hipétesis alternativa es uno 
de los puntos claves de la polémica que aûn hoy se mantiene.
Diferentes formas en las que puede expresarse son las 
siguientes:
i) ALTERNATIVA DETERMINISTICA: Se englooan aqui todos los 
errores de medida o ejecuciôn que pueden identificarse. Por 
tanto no hace falta contrastar la discordancia, y la deci­
sion a tomar es la del rechazo o correcciôn de las observa­
ciones detectadas como errôneas.
ii) ALTERNATIVA INHERENTE : Con ella se enfrenta la idea de 
que todos los datos provienen de una distribuciôn F, con que 
todos provienen de una distribuciôn G, bajo la cual el grado 
de sorpresa ante ciertas observaciones desaparezca prâctica- 
mente.
iii) ALTERNATIVA DE MIXTL’RA: Se ccr.su leran les cazcs atipicrs 
corne miemcros de una pooiaciôr. ccn:a.minan:e que aparece jun­
to al modèle bésico. Esta contaminac:en puede resultar en a_l 
gunos casos, el descubrimiento de un fenômeno importante ais 
ladamente estudiadc, y en otros cases la introducciôn de un 
posible error en las estimacicnes.
Se podria plantear este tipo de hipctesis alternativa 
con una exprèsiôn: H : (1 \  )F-XG , eue refleja una proba 
biiidad x de que los dates atipicos surjan de una distribu­
ciôn G, diferente del modelo inicial . Desde luego a debe 
presuponerse pequeno, son le que hay posa evidensia, si sôlo 
aparecen uno o dos datos atipicos, para garantizar el uso 
del modelo alternative. Ademâs hay un cierta contradiction 
con la idea de dato atipico como valor extreme alejade, ya 
que bajo esta hipétesis alternativa ciertas observaciones 
son generadas por un modelo G, y no tienen per que ser jus- 
tamente los extremos. Es decir bajo este enfoque, el dato a 
tipico es un valor contaminante, evidentemente dificil de v^ 
sualizar dentro de una muestra.
La aproximaciôn bayesiana descri ta por 3cx y Tiao (1 963) 
puede considerarse como un ejemplo de la alternativa de mix 
tura, aunque es un método mas de acomodaciôn que de discor­
dancia.
iv) ALTERNATIVA DE DESLIZAMIENTO : Tal vez sea el tipo de al^  
ternativa mâs estudiada, como modelo apropiado para la gene 
raciôn de datos atipicos.
A grandes rasgos se considéra que el modelo inicial F, 
tiene parâmetros de localizaciôn u y escala o , y que en la 
muestra un cierto numéro de observaciones provienen de un ne 
delo del tipo inicial con los paramètres trar.sformadcs. Se 
suele estudiar por separado dos tipos de modèles alternati-
vcs : ur.c en quo la trasfcrmacicn inplica una traslacion del 
parâmetro de oriqen y otro en el cual se considéra la alter_a 
ciôn del parâmetro de escala.
Como ejemplo citaremos el planteamiento de Ferguson 
(196i), que describe dos posibles modelos.
Modelo A : X^,...,X^ son variables aleatorias independientes, 
N(u^, a ) respectivamente. Existen constantes conocidas a,^ , . . 
....a^,muchas de las cuales serân cero, un parâmetro descc-
r.ocido A y una permutaciôn de (1,2 n) desconocida ( v , , . .
..., ), taies que :
u. (i=i,...,n)
i
entcnces las hipôtesis alternativas serân del tipo:
H : i F 0 ; H' : i > 0
Modelo 3 : , . . . , variables aleatorias independientes
N( M , a .), que en las condiciones anteriores verifican:
2 2
= J
en este caso la hipôtesis alternativa serâ H : a > 0 ya que 
H ': A <0 serâ irrelevante para el estudio de datos atipicos.
De nuevo se plantea la ancmalia de ser hipôtesis alter 
nativas que no especifican la observaciôn que corresponde a 
la distribuciôn trasformada en origen y escala.
V ) ALTERNATIVA INTERCAM3IABLE: Se suele aplicar este modelo 
cuando lo que interesa es una estimaciôn robusta o se busca 
la acomodaciôn de los datos atipicos.
-1 0-
Para el caso de una ûnica observaciôn atipica la veros^ 
iTtilirud para una muestra de tamano n, nos queda:
L (  X I |g(Xj) n  f(x )}
1=1'
donde se supone que f es la densidad del modelo basico y g 
la de la poblaciôn contaminante, siendo ambas f y g conoci­
das .
En general suponiendo k posibles datos atipicos
donde J = (i^,...,i^) es una selecciôn de k enteros de 
( i,2,...,n) y el sumatorio se extiende sobre todas las po­
sibles formas de construir J.
3.2. Tipos bâsicos de estadîsticos
Con vistas a la aplicaciôn y comparaciôn de los diver- 
sos estadîsticos es convenience:
- En primer lugar conocer el criterio de rechazo que se uti- 
za, para lo que debemos saber la distribuciôn del estadîsti- 
co bajo la hipôtesis nula.
- En segundo lugar que los tests sean comparables por su fun 
ciôn de potencia, lo que nos lleva a conocer la distribuciôn 
bajo la hipôtesis alternativa, o al menos la posibilidad de 
manejarla.
- Y por ultimo que posean ciertas propiedades de optimalidad; 
buscar tests uniformemente mas potentes o al menos ôptimos
— 1 1 —
localmenre, insesgados, invariantes y de no ser asi que su 
construcciôn se haga con un método como el de razôn de vero 
similitudes que puede trasmitir ciertas caracteristicas ût^ 
les al problema de datos atipicos.
Este planteamiento reduce mueho los estadîsticos a te­
ner en cuenta, ya que es relativamente tâcil construirlos ba 
jo aspectos intuitives, pero verificar las condiciones de 
manejabiiidad, optimalidad y capacidad de comparaciôn, hace 
inutiles muchas ideas totalmente razonables.
Otro problema que puede surgir con tests para un ùnico 
dato atipico, es la existencia de otras observaciones extre 
mas, no consideradas en principio como atipicas y que pueden 
producir un efecto llamado de "enmascaramiento", e impedir 
la detecciôn de datos atipicos aunque de hecho existan va­
rios. El problema se ha intentado solucionar proponiendo 
tests para varios datos atipicos o examinando los mismos su 
cesivcimente, utilizando un test de tipo jerârquico.
Pasamos a ennumerar las clases mâs générales de estadÎ£ 
ticos propuestos para la detecciôn de datos atipicos siguien 
do a Barnett y Lewis (1984).
i ) Estadisticos de exceso y dispersiôn 
Ejemplos: DIXON (1951):
X - X ,
nj_n_ n-1 j_n
X - X^
n:n 2 :n
(X, : estadistico de orden k en una muestra de tcimaho n)
k en
para detectar una desviaciôn del mâximo, sin considerar el 
minimo y asi eliminar el posible efecto de distorsiôn si é£
— 1 2 —
te fuese demasiado pequeno.
IRWIN (1 925) : X - X „
n:n n-1:n
suponiendo conocida la desviaciôn tîpica de la distribuciôn 
bâsica.
ii) Estadisticos de dispersiôn y rango
Ejemplo: DAVID, HARTLEY and PEARSON (1954); PEARSON and 
STEPHENS (1964):
X — X
n : n 1 : n
donde S puede ser cualquier valor muestral o poblacional que 
refieje dispersiôn. Sirve para detectar que hay valores aie 
jados del resto, pero no los sefiala claramente.
iii) Estadisticos de dispersiôn y desviaciôn 
Ejemplos: GRUBBS (1950):
HALPERIN et al. (T955):
I X. - X
max ----------
S
donde X y S pueden ser cualquier valor muestral o poblacio-
— 1 3—
nal que refleje localizaciôn y dispersiôn respectivamente.
iv) Estadisticos de sumas de cuadrados
Las sumas consideradas en este tipo de estadisticos, 
son la total y la obtenida excluyendo algunas observaciones. 
Sirva como ejemplo el propuesto por GRUBBS (1950) para con­
trastar dos datos atipicos superiores:
donde
n-2
i=1
(X. - X )'
i;n n,n-1
i=l
(X. - X)^
n , n-1
n-2
l
i=1
1 :n 
n-2
t
v) Estadisticos de momentos de orden elevado 
Ejemplo: FERGUSON (196l):
-.3
y
I—  -
Vn  I (X. - X)
i=l ^
n _ 2 3/2
( [ (X. - X)'^)
i=l ^
n % (X . — X)
i=l ^
n -  2 2
( I (X. - X)^) 
i=1 ^
medidas de asimetria y curtosis respectivamente.
vi ) Estadisticos de localizaciôn y extremos
Un représentante de este tipo de estadisticos es — --
X
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principalmenre utilizado para el estudio de datos atipicos 
en las distribuciones GAMMA. Hay varios autores que tratan 
con estos estadisticos, citaremos a un especialista en el 
problema: KIMBER (1982).
Como tipo general de estadistico, eligiendo los parâ­
metros i,j,k y ra segun donde se sospeche la contaminacion, 
es tan los de DIXON (1950):
X - X.
n-1 +1 : n j : n
^n-k+1:n X
m : n
También pueden considerarse los estadisticos que surjan 
de aplicar en cada caso el test de razôn de verosimilitudes 
o aproximaciones intuitivas de los obtenidos con la aplica­
ciôn de dicho método.
Otro principio estadistico para la construcciôn de tests 
puede considerarse la optimalidad local. Asi, Ferguson (1961) 
obtiene los tests invariantes localmente mejores con hipôte 
sis alternativas de deslizamiento, tanto en la media, su mo 
delo A, como en la varianza, modelo B, basados en el coefi- 
ciente muestral de asimetria
^ n [ (X^ — X)
h _ ______________
°1 ■ " n ■ . 3/2'
( Z (X. - X)^)
i=1 ^
para alternativas unilaterales, y en el coeficiente muestral 
de curtosis:
n
n I (X. - X)^
h - _ izl  ^ _
2 n 2
( I  (X. - X ) ^ )
i=l ^
para al'ernativas bilatérales.
LOS estadîsticos para contraster desviaciones del mode 
lo bàsico Fq , como por ejemplo el de Anderson-Darling (1954)
=
n
(F (x) - F_(x))^
 E------- 2 d F (X)
Fq Cx ) (1 - Fq (x ))
donde F^(x) es la funciôn de distribuciôn empîrica, asi co­
mo la familia general de estadîsticos que propone Tiku (1975) 
parecen en principio muy interesantes como tests para datos 
atîpicos, aunque todavîa su comportamiento no ha sido sufi- 
cientemente investigado.
3. 3 Datos atîpicos multiples
Como ya hemos apuntado anteriormente, la existencia de 
varias observaciones atîpicas provoca ciertos problèmes co­
mo el del "enmascaramiento", ya definido y detectado por 
Pearson y Chandra Sekar (1936) y el de "superaciôn" descri- 
to por Fieller (1976) que nos hace identificar como atîpica 
alguna observaciôn que no lo es, al ser arrastrada por otra 
demasiado extrema. Esto nos lleva a utilizer planteamientos 
propios de este tipo de situaciôn.
Las dos lineas mâs générales en las que se han desarro 
11ado los tests para datos atîpicos multiples son:
- procedimientos consecutivos
- procedimientos de bloque
Segûn indican sus denominaciones, los procedimientos conse­
cutivos consisten en analizar sucesivamente las observacio­
nes extremes y eliminarlas hasta obtener valores no signify 
cativos, por lo que son mas propensos al efecto de "enmas-
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caramiencc". Por ocra parte los de bloque analizan los co- 
rrespondientes datos extremos sospechosos y contrastan su 
discordancia en conjunto ; aqui el posible error se puede 
producir por el efecto de "superaciôn".
Y para concluir, como ejemplo de otros métodos para 
construir tests de discordancia, citaremos a Kitagawa (1979) 
que utiliza el criterio de informaciôn de Akaike (AIC), que 
aproxima menos dos veces la Entropia Esperada con:
Aie = - 2 log (maxima verosimilitud) + 2 (numéro de para 
metros independientes ajustados)
En su trabajo propone la comparaciôn de los diferentes 
modelos que se consiguen suponiendo las r^  observaciones pe 
queflas, de una pobiaciôn y las r^ mayores de otra, con el 
criterio de Akaike, seleccionando el del minimo AIC. Este 
método aparece duramente criticado en Barnett y Lewis (1984)
A pesar del inmenso desarrollo del estudio sobre datos 
atîpicos, aun queda mueho por hacer para conseguir tests con 
buenas propiedades y asequibles desde un punto de vista prâc 
tico, sobre todo en el terreno de los datos atîpicos multi­
ples .
3.4. Medidas de comportamiento
Para poder comparar los diferentes tests de discordan­
cia, David y Paulson (1965) y David (1981) proponen una sé­
rié de medidas para el caso de un ùnico dato atîpico:
P^  : Funciôn de potencia: probabilidad de que el tests con- 
cluya correctamente que existe un dato atîpico.
P^ : Probabilidad de que el valor del estadîstico aplicado 
al contaminante sea significative.
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: Probabilidad de que el test concluya que existe un da­
to atîpico y lo identifique correctamente.
P^ : Probabilidad de que solo sea significativo el estadîs­
tico en el valor contaminante.
P^ : Potencia condicional: probabilidad de que el test sea 
significativo en el contaminante suponiendo que es ex­
treme .
Consideremos el caso de un ùnico dato atîpico por la
derecha, por ejemplo X , con hipôtesis alternative de de^
i
lizcuniento. Aunque las medidas expuestas pueden aplicarse a 
situaciones mâs générales, supongamos que el estadîstico es 
del tipo:
T - max T. 
i 1
I -  X I
como por ejemplo : T = max ---------
i S
Sea t tal que Pr ( T > t^/ ) = a , entonces :
P = P r ( T > t  / H ) 
I a
P = P r ( T  >t / H )
2 .« .
P, = Pr (T > t A X > X. V j |6 i*/ H) 
3 a J
P^ = Pr (T > t A T. < t V j / i* / H) 4 « J a
P = Pr (T > t / X > X. V j A i* ; H) 
5 i* * i* J
-• 3-
Por su propia definiciôn, P^  > P^ > P^ > P
y p  ------------£------------------
 ^ Pr (X > X. V j A i / H) 
i* ^
Ladiferencia entre P^  y P^ radica en que el valor contaminan 
te puede aparecer en el centro o en un extremo de la mues- 
tra.
La utilizacion de cada una de estas medidas en particu­
lar, dependerâ deltipo de hipôtesis alternative considerada, 
y de hecho no existen siempre todas las medidas.
Dado que el calculo, en algunos casos, se complica po 
dremos utilizer ciertas acotaciones. Asi, para la funciôn 
de potencia haremos uso de las desigualdades de Bonferroni 
para n sucesos (A^ ,...,A^)
n p. n n
I  Pr( A. ) - Î I Pr ( A . I U  . ) < P r ( M A . )  < Z Pr(A. ) 
i=l  ^ i < j ^ ^ i=l  ^ i=l
ya que identificando A^ con el suceso (T^ > t ^ ) nos queda-
p, = p H M a .)
1 =  1
Para datos atîpicos multiples se pueden utilizer las 
mismas medidas, por supuesto con un significado diferente 
que originarâ interesantes medidas de tipo parcial.
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4. METODOS DE ACOMODACION
Con este tratamiento se pretende eliminar el efecto no 
civo de los datos atîpicos en las conclusiones sin tener en 
cuenta su identificaciôn.
Como concepto mâs cunplio, en esta linea, esta la robu£ 
tez, entendiendo como Huber (1981) que: "robustez significa 
insensibilidad a pequefias desviaciones de las suposiciones". 
De toda la colecciôn de problèmes que se tratan en esta par 
cela de la Estadîstica, nos quedaremos con aquellos métodos 
especîficos para situaciones en las que aparecen o pueden 
aparecer datos atîpicos.
Podremos utilizer métodos robustos de estimaciôn, que 
incluyen los L-estimadores , M-estimadores y R-estimadores. 
Como ilustraciôn sirve el trabajo de Kale y Sinha (1971) 
que utilizan L-estimadores ponderando las observaciones y 
dando menos peso a los extremos.
En esta linea podrîamos incluir una de las primeras 
publicaciones con enfoque bayesiano sobre el tema debida a 
de Finetti ( 1 96l ).
Dentro de un tratamiento mâs especîfico de la acomoda 
ciôn de datos atîpicos tenemos el trabajo de Anscombe (I960) 
en el cual se introducen unas ciertas medidas de eficiencia 
que denomina: premio y protecciôn comparand© con la contra 
taciôn de una pôliza de seguros . Si por ejemplo es la 
hipôtesis nula de no contaminaciôn y H es la alternativa 
que incluye algûn tipo de contaminaciôn, podremos construir 
un estadîstico T ôptimo bajo y , un estadîstico robus^ 
to para el modelo descrito en H, entonces:
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Var (T / H^) - Var (T /H )
premio = ------- '----------------------
Var (T /Hg)
Var (T / H) - Var 
protecciôn = -----------------------------
Var (T / H)
También se podrân utilizer tests de hipôtesis e intervalos 
de confianza basados en estadîsticos del tipo T - 9/ don
de T es un estimador robusto para 8 , y que poseen propieda­
des de robustez.
5. PROPENSION Y RESISTENCIA A DATOS ATIPICOS
Segûn este planteamiento, ya desde el conocimiento del 
modelo que sigue la pobiaciôn, podemos conseguir distintos 
grados de expectative sobre los datos atîpicos que van a apa 
recer en la muestra.
En su origen el concepto surge aplicandolo a una fami­
lia de distribuciones, si es que poseen un determinado tipo 
de observaciones extremes, Neyman y Scott (1971). Las defi- 
niciones fueron las siguientes:
DEFINICION 5.1.- Sea (X.,...,X ) una muestra aleatoria de 
---------------  1 n
una distribuciôn F, y sea (X, .....X ) el estadîstico de
1 :n n:n
orden, Diremos que X ^ ^  es un (k,n) dato atîpico para un de­
terminado k > 0 si:
(X - X , ) > k ( X  , - X, )
n:n n-1 :n n-l:n 1 :n
*•21 —
DEFINICION 5.2.- Si 11amamos P(k,n.F) = Pr (X - X . >
---------------  n:n n-l:n
> k(X - X ) / F) y n ( k,n, 7) = sup P(k,n,F)
n-l:n 1 .n p
diremos que la familia de distribuciones es (k,n) PROPENSA 
(a datos atîpicos) si n(k,n,?) = 1 y sera (k,n) RESISTENTE
(a datos atîpicos) si n (k,n,? )  < 1 .
DEFINICION 5.3.- Si la familia de distribuciones es PROPEN­
SA para todo k > 0 y n i. 3, entonces diremos que 3^  es COM-
PLETAMENTE PROPENSA.
Posteriormente Green (1974), demuestra el siguiente re­
sult ado :
TEOREMA 5.1 : Unafamilia de distribuciones es propensa com-
pletamente, si y solo si es (k,n) propensa para algûn k > 0 
y n > 2 .
Basandose en este tipo de definiciones Kale (1977) estu 
dia el comportamiento de las mixturas {(1-p) F^ + p F ^ ) don 
de F^  e “3*^  , ^ 2  y 0 P  ^ "I *' variando estas distribu­
ciones a lo largo de toda la familia se obtiene una nueva fa 
milia de distribuciones formada por mixturas de las anterio 
res. Los resultados podrîan resumirse asî:
i ) Si j'  ^ y ?  2 son résistantes,entonces la mixtura es re 
sistente, sea cual sea el valor de p.
ii) Con p conocido 6 al menos 0 < ^ p <1, basta
con que haya una familia de la mixtura que sea résis­
tante, para que la mixtura lo sea.
iii) Solo demuestra en casos particuleras que una mixtura de 
dos propensas completamente, taimbién lo es.
iv) Si en vez de mixturas se consideran modelos para acomo- 
dar datos atîpicos en los que de las n observaciones que
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idealmente provienen de una pobiaciôn con funciôn de distri­
buciôn F, se scspecha que una de las observaciones es de una 
pobiaciôn contaminante con distribuciôn G, en ese caso demues­
tra que son propensos completamente.
En el mismo articule se seflala la diferencia en princi- 
prio sorprendente de estos dos ûltimos resultados, justifi- 
cado por el efecto de enmascarauniento ya que la definiciôn 
de propensas corresponde al caso de un ùnico dato atîpico 
anâlogo al modelo iv) pero diferente de las mixturas, mode­
lo iii) que pueden permitir mâs de un dato atîpico.
Continua generalizando la definiciôn al caso de m datos
atîpicos (;< , ,..., X ) mediante:
n-m-t-1 : n n :n
P„(R,r.,Fl . k
n(k,n,F) = sup P (k,n,F)
y a partir de aquî repetir las definiciones.
Finalreente recomienda los modelos de tipo intercambia- 
ble, o sea verosimilitudes:
i) L(x ,...,x /Q, ç) = --- I f (x. , ç) ]~[ f(x.,
n i=l jAi ^
o) para
un dato atîpico.
b) L(x  X / 8, ç ) = — 1—  I  r~f f (x , ç ) n  f (x , 9)
' " X r- -î-r ^ ; _T J( ) C iel^ jclm n,m m m
para m datos atîpicos, donde I : conjunto de m enteros con
ra —
tenido en ( 1 ,2,...,m ) y C : combinaciones de n elemen-
n ,m
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tos tornados de tn en m, para acomodar observaciones extremes.
No obstante se plantea la necesidad de aplicar estas de 
finiciones a distribuciones en particular en v e z  de a fami­
lies de distribuciones como se habîa hecho anteriormente. En 
tonces aparece un articule de Green (1976) que demuestra el 
siguiente resultado:
TEOREMA 5 . 2  : Ninguna familia de distribuciones, con un ûn^ 
co miembro ,puede ser propensa completamente.
Habîa que dar nuevas definiciones y asî continua Green 
su trabajo suponiendo que la funciôn de distribuciôn F(x) 
verifica :
1 ) F( - ) = 1
2) F(x) < 1 para todo x finito
DEFINICION 5.4.- Una funciôn de distribuciôn F es ABSOLUTA-
MENTE RESISTENTE (a datos atîpicos) si Ve > 0  tenemos que
Pr(X - X , > e ) *--> 0 cuando n * » .
n:n n-1 :n
DEFINICION 5.5.- Una funciôn de distribuciôn F es RELATIVA- 
ENTE RESISTENTE (a datos atîpicos) si para todo k >1, se 
X
tiene que Pr ( —  ---- > k )   >  0 cuando n* - .
X , 
n-1 :n
DEFINICION 5.6.- Una funciôn de distribuciôn F es ABSOLUTA-
MENTE PROPENSA (a datos atîpicos) si existe une > 0  , « > o
y un n^ taies que Pr(X - X  > e ) > 4  V n > n „ .
G  ^ n:n n-1:n 0
DEFINICION 5.7: Una funciôn de distribuciôn F es RELATIVA- 
MENTE PROPENSA (a datos atîpicos) si existe k > 1 ,« > 0
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X
y un cales que: Pr ( — ------ >k ) ^ 4 V n )
^n-1 :n
Y este es el punto de partida para el trabajo desarro11ado 
en los capitules posteriores.
Los demas resultados que aparecen en la publicaciôn de 
Green (1976) y que relacionan las definiciones con el compor 
tamiento asintôtico del mâximo, serân expuestos posteriormen 
te dentro de un contexco mâs general, ampliando las def ini­
ciones anteriores.
Evidentemente y teniendo en cuenta que : 
min { X^ X^ ) = - max ( -X^ , . . . ,-X^ )
se pueden generalizar los resultados al caso de dato atîpico 
por excesivamente pequefîo es decir un valor de X^  demas i a
do alejado del resto de la muestra.
CAPITULO II
CLASIrlCACION DE DISTRIBUCIONES SEGUN SU 
CAPACIDAD DE PRODUCIR EXTREMOS ALEJADOS
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CAPITULO II
CLASIFICACION DE DISTRIBUCIONES SEGUN SU CAPACIDAD DE PRODU­
CIR EXTREMOS ALEJADOS
1 . SUMARIO
Después de la relaciôn de algunos resultados importan­
tes, utilizados en el capitule, pasamos a generalizar las 
def iniciones de Green (1 976); en un primer paso suprimiendo 
los supuestos sobre la funciôn de distribuciôn, y a continua 
ciôn utilizando conceptos de convergencia en probabilidad
tanto de la diferencia S = X - X como de la razôn
n n : n n-1 : n
X
R = -7------ . De las definiciones correspondientes sur-
" n-1 :n
girân los resultados esenciales del presence trabajo.
La primera generalizaciôn de las definiciones de Green 
(1976) nos llevarâ a estabiecer ciertas iraplicaciones entre 
los diferentes comportamientos y la pertenencia a los dis­
tintos dominios de atracciôn de los limites de mâximos nor- 
malizados. Con la siguiente ampliaciôn, tendremos sencillas 
caracterizaciones segûn el comportamiento de la cola derecha 
de la funciôn de distribuciôn y de la funciôn de densidad 
cuando exista.
Al igual que en el capitule anterior, efectucunos el de­
sarrollo considerando extremo al mâximo, ya que de forma ob 
via puede pasarse de un minimo a un mâximo.
2. RESULTADOS PREVIQS
2.1. Distribuciones asintôticas de extremos
Consideremos X^,...,X^,... una sucesiôn de variables a
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leacorias independientes e identicamente distribuidas segûn
la funciôn de distribuciôn F(x). Si construimos la sucesiôn
de los correspondientes mâximos: X , X , X _I 11 2 # 2 nin
las funciones de distribuciôn serân:
F (x) = P(X 4 x )  = f"(x), n=1,5,... 
n n : n
El estudio asintôtico de esta sucesiôn, fue el objeti- 
vo fundcimental en la teoria clâsica de extremos, con publi­
caciones como las de Dodd (1923), Frechet (1927), Fisher y 
Tippet (1928) y von Misses (1939), cuyos resultados fueron 
recopilados y completados por Gnedenko (1943). Mâs tarde de 
Haan (1970, 1976) aplica nuevas técnicas y demuestra mâs sen 
cillamente los teoremas bâsicos.
2.1.1. Leyes de los grandes nûmeros
Siguiendo el ya citado trabajo de Gnedenko, tenemos las 
siguientes definiciones:
DEFINICION 2.1.1. La sucesiôn de mâximos (X ^ ^ ) cumple la 
LEY DE LOS GRANDES NUMEROS, si existe una colecciôn de con^ 
tantes (A^) taies que (X^_^ - A^) converge en probabilidad 
hacia cero, cuando n ♦ «.
DEFINICION 2.1.2. Diremos que la sucesiôn de los mâximos
(X ) es RELATIVAMENTE ESTABLE, si existen unas constantes 
n:n %
positivas {B } taies que (— ?---) converge en probabilidad 
" ®n
hacia uno cuando n ♦ - .
En los dos teoremas siguientes aparecen condiciones so 
bre la funciôn de distribuciôn F(x) que posteriormente ser- 
virân para caracterizar las distribuciones propensas y resi^ 
tentes de Green (1976).
TEOREMA 2.1 .1 .: Suponiendo que F(x) < 1 para todo x finito.
—2 8—
la sucesiôn de los mâximos ( ,  cumplirâ la ley de los 
grandes nûmeros si y solo si, para todo c >0
1 - F(x+e) _ 
X 1 - F(x)
TEOREMA 2.1.2.: Suponiendo que F(x) < 1 para todo x finito, 
la sucesiôn de los mâximos serâ relativamente astable si y 
solo si para todo k > 1 se verifica
1 - F(kx) _ 
x^» 1 — F(x)
Geffroy (1958, 1959) demuestra ademâs, que si la suce­
siôn de los mâximos cumple la ley de los grandes nûmeros, 
también lo hace la sucesiôn de las (k+l)-mayores observacio 
nés y con las mismas constantes; analogamente para la esta 
bilidad relativa. De esta forma se puede estabiecer la equ^ 
Valencia de:
i) La definiciôn anterior de resistencia absoluta (Défini 
ciôn 5.4. del Capitule I) con la ley de los grandes nûmeros.
ii) La definiciôn anterior de resistencia relativa (Defini­
ciôn 5.5. del Capitule I) con el concepto de estabilidad re 
lativa, pudiendose caracterizar las funciones de distribuciôn 
resistentes de Green (1976) con las condiciones de los Teore 
mas 2 .1 .1 . y 2 .1 .2 . ya enunciados.
Basândose en las condiciones de Gnedenko (1943), carac 
teriza Green (1976) las distribuciones propensas con los s^ 
guientes teoremas:
TEOREMA 2.1.3: Una funciôn de distribuciôn F(x), bajo las 
condiciones i) F(-) = 1 , ii) F(x) < 1 para todo x finito, se­
râ absolutamente propensa a datos atipicos si y solo si exis
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ten constantes A > 0 y B > 0  tales que:  ^ A para
1 - F(x)
todo X finito.
TEOREMA 2.1.4.: Bajo los supuestos i) y ii) del Teorema 2,1.3. 
una funciôn de distribuciôn F(x) serâ relativamente propensa 
a datos atipicos si y solo si existen constantes k >1, M > 0 
tales que :
 ----1— 2- ^ M para todo x finito
1 - F(x)
Si suponemos la existencia de la funciôn de densidad 
f(x), se podrân enunciar los correspondientes resultados que 
damos referidos a la propensiôn y resistencia de las distri­
buciones correspondientes.
TEOREMA 2.1.5.: Considerando que la funciôn de distribuciôn 
F(x) verifica los supuestos i) y ii) y que posee funciôn de 
densidad f(x), las condiciones
a) lim ————— — = 0 para todo c > 0
f (x)
f ( kx)
b ) lim —— ———— — = 0 para todo k > 1
f (x)
son suf icientes para la resistencia absoluta y relativa res- 
pectivamente de la distribuciôn F. Tcimbién serân necesarios 
si la densidad posee una cola derecha monôtona.
TEOREMA 2.1 .6 .: Si la funciôn de distribuciôn F(x) verifica 
las hipôtesis i) y ii) y posee funciôn de densidad f(x), son 
condiciones suficientes para la propensiôn absoluta y relatif 
va respectivamente las siguientes:
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a) existen constantes A >0, 3 >0 y x^ tales que
f(x+B)
-------  > A para todo x > x
f(x) °
b) existen constantes k > l , M > 0 y x^ tales que
—— — — ^  M para todo x x 
f(x) °
Estas condiciones no son necesarias ni siquiera anadiendo la 
condicion de monotonia para la cola derecha de la densidad.
2.1.2. Tipos de distribuciôn limite
Manteniendo la analogia con los resultados de sumas de 
variables aleatorias independientes e identicamente distri­
buidas, donde en vez de potencia n-ésima de F(x) se obtiene 
la convoluciôn n-ésima, nos planteamos las condiciones nece 
sarias para que existan colecciones de constantes (a^) y (b^) 
donde a ^ > 0, que hagan converger debilmente la sucesiôn:
F^(a X + b ) = Pr(a ^(X - b ) 4  x  ) 
n n n n:n n
a una distribuciôn G no degenerada, cuando n ♦ • . Como resu_l 
tados importantes a utilizar daremos el teorema de Khintchi- 
ne y la definiciôn de distribuciôn Max-estable.
t e o r e m a  1.7.: Sea (F ) una sucesiôn de funciones de distribu — — —— — —  n —
ciôn y G una funciôn de distribuciôn no degenerada. Sean
a > 0 y b constantes taies que 
n n
n V
F (a X + b ) ---- > G(x) (convergencia débil)
Entonces, que existan una funciôn de distribuciones G^ y
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ronstantes c > 0 y d tales que:
w
F (c X + d ) ►— > G (x)
n n n x
es équivalente a que :
c
— -- '—  ' > a y a ( d - b ) 
a n n n
n
para algûn a > 0 y b , entonces
G^(x) = G(ax + b)
es decir G y G^ son distribuciones del mismo tipo. Por tanto 
mâs que una distribuciôn limite tendremos un tipo limite.
DEFINICION 2.1.3.: Diremos que una funciôn de distribuciôn
no degenerada G(x) es MAX-ESTABLE si para todo n = 2,3,...
existen constantes a > 0  y b taies que : 
n n
c"( a x+ b ) = G(x) 
n n
Asi se pasa a resolver el posible comportamiento asintôtico 
de los mâximos normalizados de una forma compléta mediante 
los siguientes teoremas:
TEOREMA 2.1 .8.: Toda distribuciôn max-estable es del tipo de 
valores extremos es decir igual a G(ax + b) para algûn a > 0 
y algûn b, donde:
TIPO I : (ô A(x) en la notaciôn clâsica)
G(x) = exp(-e ^) - - < x < -
TIPO II: (ô i  (x))
-32—
0 X 4 0
G(x) =
^ exp( -X ) (para algûn « >0) x > 0 
TIPO III: (6 ? (x))
exp ( -( -x) ) (para algûn a >0 ) x 0
G(x) =
X > 0
Inversamer.ee, cada funciôn de distribuciones del tipo 
da valores extremos es max-estable.
Y como punto final a esta parte de la Teoria de Extre­
mos tenemos el Teorema de los Tipos Extremos, al que asi 11a 
man Leadbetter, Lindgren y Rootzen (1983).
TEOREMA 2.1.9.: Si la sucesiôn de los mâximos (X ) es tal 
  n ; n
que para algunas constantes a^> 0 y b^, verifica
Pr(a \ x  - b ) < X ) ---- > G(x)
n n :n n
donde G(x) es alguna funciôn de distribuciôn no degenerada, 
entonces G es de alguno de los tipos de valores extremos que 
aparecen en el Teorema 2 .1 .8 .
Inversamente cada funciôn de distribuciôn G(x) del tipo 
de valores extremos puede aparecer como limite de mâximos 
normalizados; de hecho es el limite si se considéra que la 
sucesiôn de variables aleatorias tiene como funciôn de dis­
tribuciôn comûn G(x).
2.1.3. Caracterizaciôn de los dominios de atracciôn
Diremos que la funciôn de distribuciôn F pertenece al
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dominio de atracciôn (para mâximos) de la funciôn de distri­
buciôn G(x) que serâ del tipo de valores extremos si existen
constantes a >0 y b taies que: F*^(a x + b ) •— — > G(x). U- 
n n n n
tilizaremos la notaciôn FeD(G).
Desde luego el siguiente paso en la teoria clâsica de 
extremos fue caracterizar estos dominios de atracciôn por el 
comportamiento de las funciones de distribuciôn que los com- 
ponian, mâs concretamente se viô que dependia de la variaciôn 
■de la cola derecha en la funciôn de distribuciôn.
Los siguientes teoremas se deben a Gnedenko (1943).
TEQREMA 2.1.10.: Para que una funciôn de distribuciôn F(x) 
pertenezca al dominio de atracciôn de una distribuciôn del 
tipo II de valores extremos i.e. (x) es necesario y suf 
ciente que para todo valor de k > 0
lim ——— ——— ——— = k con a >0
X —  1 - F(x)
y el punto final x ^ = sup(x / F(x) < 1) sea infinite.
TEOREMA 2.1.11.: Para que una funciôn de distribuciôn F(x) 
pertenezca al dominio de atracciôn de alguna distribuciôn 
del tipo III de valores extremos i.e. t (x) es necesario y 
suficiente que:
i) exista un x^ tal que
' F(Xp) = 1
F(Xp. - e) < 1 para todo c > 0
es decir que el punto final de F sea finito
(l — F (x^ — kh) ^
ii ) lim —— ———— —— ———— — = k para todo k ^  0
h -*0 1 — F(Xp, — h)
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Respecto ai dominio de atracciôn del tipo I, se dan dos leo 
remas aunque segûn el propio autor no tienen una forma t m  
concluyente y cômoda de aplicar como los casos anteriores.
TEOREMA 2.1.12: La funciôn de distribuciôn F(x) pertenece al
dominio de atracciôn de alguna distribuciôn del tipo I si y
solo si existen constantes (a ) y (b ) donde a > 0  taies que:
n n n
lim n ( l - F ( a  x + b )) = e ^
TEOREMA 2.1 .13: La funciôn de distribuciôn F(x) pertenece al 
dominio de atracciôn de alguna distribuciôn del tipo I si y 
solo si es posible encontrar una funciôn A(z) que verifiqje
z A(z) > 0 para z A 0
lim A(z) = 0 donde x_ = sup { x F(x) <1 }
z tXp
y tal que para cada x :
,. 1 - F(z + z A(z) x) -X
z + X_ 1 - F(z)
siendo x^ = sup (x / F(x) <1) punto final de la distribuciôn.
Observaciôn: El enunciado del teorema 2.1.13, corresponde a 
L. de Haan (1971), ya que en el de Gnedenko (1943) se exige 
la continuidad de A(x), que después no se utiliza en la de- 
mostraciôn.
Para concluir este apartado resumimos el trabajo de \on 
Misses (1936) en una serie de condiciones suf icientes de per 
tenencia a los diferentes dominios de atracciôn en el case 
de existir la funciôn de densidad f(x).
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TEOREMA 2.1.14: Dada la funciôn de distribuciôn F(x) que po 
see funciôn de densidad f(x), las condiciones suficientes pa 
ra que pertenezca a cada uno de los très dominios de atrac­
ciôn son las siguientes:
TIPO I: -f(x) tenga derivada negativa para todo x en un in-
tervalo ( x^ , x^) donde x^ < -
-f(x) = 0  para x > x^
- lim -îllïi
X * X_ f (X)
TIPO II: -f(x) >0 para todo x > x^ donde x^ es finito.
X f (x)— 1 un ——— —— = Qt ^0
X 1 - F(x)
TIPO III :-f(x) >0 para todo x en un intervalo finito (x^,x^)
-f(x) = 0 para x > x^.
(Xp-x) f (x)
X t Xp 1 - f(x)
siendo x^ = sup {x / F(x) < i > , punto final de la distribu-
En la demostraciôn de los teoremas anteriores se obtie-
nen también las constantes normalizadas a y b . No obstante
n n
en de Haan (1970) se hace un estudio mâs exhaustivo de la ob 
tenciôn de dichas constantes en términos de los cuantiles de 
F y para situaciones mâs générales.
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EJEMPLOS:
A continuaciôn citaremos algunas distribuciones conoci- 
das de los distintos dominios de atracciôn:
Al de tipo I pertenecen: Normal, Exponencial y la pro­
pia distribuciôn A( x) .
En el de tipo II esta la distribuciôn de Pareto, y la 
de Cauchy asi como toda la colecciôn ( (x))  ^  ^^  •
Por ultimo dentro del dominio de atracciôn del tipo III 
estarân distribuciones con punto final finito como por ejem­
plo la Uniforme en (0,1), la Exponencial truncada en un va­
lor Xp. y las propias distribuciones de la familia ( f ^
También hay distribuciones que no pertenecen a ningûn 
dominio de atracciôn, como es el caso de la Poisson, y la 
Geométrica, para las que el ùnico posible limite del mâximo 
normalizado es degenerado.
2.2. Funciones de variaciôn regular. Aplicaciôn a la teoria
de extremos
El concepto de variaciôn regular para una funciôn posi­
tiva, lo introdujo Karamata en 1930. Desde entonces ha teni^ 
do multiples aplicaciones, en particular dentro de la teoria 
de la probabilidad.
La justificaciôn de esta gran aplicabiiidad dentro del 
campo de las probabilidades estâ, segûn Feller (1966), en 
que las funciones de distribuciôn son monôtonas y se tiene 
el siguiente resultado:
LEMA 2.2.1 : Sea U una funciôn monôtona positiva en (0, -), 
tal que :
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—— ————  '  ^R ( X ) ^  “ cuando t
U(t)
en un conjunto denso A. Entonces:
R(x) = X** donde - - « o 4  •
Este compor tcuni en to es el de las funciones de variaciôn regu 
lar, si p es finito, aunque se extiende a funciones no necesa 
riamente monôtonas.
DEFINICION 2.2.1.: Una funciôn positiva U, definida en (0, • ) 
es de VARIACION REGULAR en infinite si:
U ( t X ) Plini —————— — = X pâFd. todo X ^  0 •
t —  U(t)
El numéro real o recibe el nombre de EXPONENTS DE REGULARI- 
DAD. En el caso particular de p = 0, se dice que la funciôn 
es de VARIACION LENTA.
La variaciôn regular de una funciôn, es una propiedad
de tipo local, unilatéral y asintôtico, que surge al exten­
der la clase de funciones cuyo comportamiento asintôtico cer 
ca de un punto es el de una funciôn potencial multiplicada 
por un factor que varia mâs lentamente que una funciôn pot en 
cial.
Asi puede considerarse esta nueva definiciôn:
DEFINICION 2.2.2: Una funciôn positiva (definida en (0, •) 
varia regularmente, con exponente p(diremos que es p -VARIAN­
TE) si y solo si es de la forma:
U(x) = x^ L ( x)
donde L (x) es una funciôn de variaciôn lenta.
— J 8~
Diremos que una funciôn U(x) es de variaciôn regular en el 
cero si U(1/x) es de variaciôn regular en infinite. Por tan 
to podemos définir la variaciôn regular en cualquier punto 
finito sinplemente trasladando el origen de la funciôn.
Estas definiciones pueden extenderse al caso o = - • si con­
sidérâmes :
para x < 1
1 para x = i 
L 0 para x > 1
DEFINICION 2.2.3: Una funciôn positiva U definida sobre 
(0, -) es de VARIACION RAPIDA en infinite si:
lim ———————— = X^ para todo x > 0
t —  U(t)
Ejemplos:
- Cualquier funciôn eventualmente positiva y medible
que posea an limite finito cuando x es de variaciôn len­
ta.
- El ejemplo mâs sencillo de funciôn de variaciôn lenta en 
infinite es L(x) = log x y cualquier iteraciôn de las mismos,
- Entonces U(x) = x ** log (1+x) es p -variante.
- También se tiene que L(x) = arctg x es de variaciôn lenta 
y U(x) = e* es de variaciôn râpida en infinite.
- Por ûltino funciones de tipo oscilatorio no amortiguadas 
no varian regularmente como en el caso de :
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f(x) = 2 + sen X
A continuaciôn expondremos algunos resultados debidos a Kara 
mata, posteriormente recogidos por de Haan (1970) de gran a- 
plicaciôn en la Teoria de Extremos.
TEOREMA 2.2.1; Sea U una funciôn positiva definida en (0, •) 
e integrable sobre irttervaiôs finitos, entonces son équiva­
lentes:
a) U es de variaciôn regular con exponente p > -l 
X Ü(x)
b ) 1 im — — ———  5 p + 1 >0
f U(t) dt 
) 0
c) (T* de Representaciôn). Existen funciones reales c(x) y 
a(x) taies que
lim c(x) = c (0 < c <  - )
X
lim a(x) = 0  > -1
X
y se verifica: ü(x) = c(x) exp ( " -ïiîi- dt )
1 t
TEOREMA 2.2.2: El mismo enunciado anterior para p < -1 reem- 
plazando el apartado b) por:
X U(x)
ü(t) dt
X
CORq l a RIO 2.2.1 : a) Si U es de variaciôn regular con exponen
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te 0 >-1 se tiene que: U^(x) = 
regular con exponente p + 1 .
X
U(t) dt es de variaciôn
0
b) si U es de variaciôn regular con exponente p <-1 se tiene 
que: U^(x) = U(t) dt es de variaciôn regular con exponen
J X
te p + 1 .
Para funciones de variaciôn râpida se puede dar una versiôn 
mâs debii de los resultados anteriores.
TEQREMA 2.2.3: a) Una funciôn no-decreciente y positiva U, 
definida en (G, -) es de variaciôn râpida con p = • si y 
solo si:
X U(x) 
ü(t) dt
b) Una funciôn no creciente y positiva U definida en (G, • ) 
es de variaciôn râpida con p = - - si y solo si:
X  ^ U(x)
='** [*0 (t) - % ,
jx t
Dado que la variaciôn regular es una propiedad asintôtica es 
suficiente que las condiciones de los teoremas sobre la fun­
ciôn sean vâlidas en intervales [A, •) para algûn A> G.
PRGPIEDADES:
1 .- Si U es p-variante en infinite {-« < p < •). entences:
1 im — — —— — —  = p y per tante:
X log X
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lim U(x) =
X -»
0 si p < 0
si p > 0
2 .- Si U es p-variante en infinite (-• < p < - ) se verifi- 
ca que para todas : 
sivitos tales que:
las sucesiones (a^) y (b^) de numéros pe-
a
lira a = lira b = « y lira -r—  = c 
n _ n b
n ♦« n n n
donde 0 < c < • tenemes:
U(a^) p
1 xjn = c
n u ( b  )
S i p f  0 (-» < p < + -) el resultade es valide también para 
c = 0 y c = « .
Si p = - • la conclusi6n es cierta para funciones monôtenas 
ü y c j ^ l  ( 0 < c < " ) .
3 .- Si U es p -variante en infinite (- - < p < •) la relaciôn;
U(tx) 
lira —— — —  = X
t—  U(t)
se da uniferraeraente sobre intervales finites de la ferma: 
{ ,  Xg) con 0 < x^ < x^ < -
Si p < 0 se puede eliminar la cendiciôn x^ < •
Si p > 0 y U esta acetada sobre intervales acetades pedemos 
temar x^ = 0
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4 ,- Toda funciôn de variaciôn regular con exponente o # 0 
es asintôtica a una funciôn estrictamente monôtona y de va­
riaciôn regular con el mismo exponente.
5 •- Sea U una funciôn p-variante (-• < p < • ) y supongamos 
que existe una funciôn monôtona u tal que para todo x positi^ 
vo
U(x) =
f X
u(t) dt
0
entonces
i . X u(x)
X ♦- U(x)
Si se considéra que u(x) = U'(x) es continua para x > B don 
de B> 0 y que U(x) es positiva se tiene el result ado inverso..
EXTENSION DEL CONCEPTO DE VARIACION REGULAR
Se consideran funciones U : R^ >---> taies que existe
una funciôn f ; R^ *— > R^ y un numéro real P tal que verifi-
lim  ----- = X ^  para todo x positivo
t —  U(t)
Asi para funciones no decrecientes U y en el caso particular 
de p = 1 (restricciones que no nos hacen perder generalidad " 
en los resultados) tenemos la clase r ;
DEFINICION 2.2.4: Una funciôn no decreciente U : R '--- > R^
pertenece a la clase r si se dâ alguno de los apartados si- 
guientes:
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a) existe una funciôn positiva f tal que para todo numéro 
real x:
U(t + X f(t)) _ X
t —  U(t)
b) ■ X y
U(x) ( U(t) dt dy)
Xl.ni —— 0 , 0
(
[X 2 
U(t) dt)
, 0
c) existen funciones reales c(x), a(x),b(x) y un numéro real 
c tal que:
c(x) > 0 : lim c(x) = c > 0
X •*—
lim a(x) 3 0
X ♦-
b(t) dt > 0 ; lim b(x) = 0
0 X
y para todo valor x : ü(x) = c(x) exp (
r* r+a(t
J 0
dt)
También tiene interes el estudio de la clase a ,  ccxapuesta 
por las imagenes inversas de las funciones de la clase r . 
Para profundizar en estos temas citaremos la publicaciôn de 
L. de Haan (1974).
APLICACION A LA TEORIA DE EXTREMOS
Si se analizan las condiciones de pertenencia a los d^
-44-
ferences dominios de acracciôn, estas podran expresarse en 
términos de variaciôn regular de la cola derecha de la Fun­
ciôn de distribuciôn.
TEQREMA 2.2.4: i) La funciôn de distribuciôn F pertenece al 
dominip de atracciôn de una funciôn de distribuciôn del tipo 
II i.e. I^(x) si y solo si (1-F(x )) es de variaciôn regular 
con exponente - « , en infinito.
ii) La funciôn de distribuciôn F pertenece al dominio de 
atracciôn de alguna funciôn de distribuciôn del tipo III i.e. 
f (x) si y solo si x„ < «• y ademâs i - F(Xp - -1-) es de va 
riaciôn regular con exponente ( - * ) , en infini to.
TEQREMA 2.2.5: Una funciôn de distribuciôn F pertenece al do 
rainio de atracciôn de algunas funciones de distribuciôn de 
tipo I i.e.VL( x) si y solo si la funciôn U(x) = “ IFIxT” 
ta en la clase T .
En el caso de la ley debil de los grandes numéros y la 
estabilidad relativa, obtenemos las siguientes eguivalencias:
TEQREMA 2.2.5: Dada una funciôn de distribuciôn F con punto 
final Xp, infinito, se tiene que son équivalentes las siguien 
tes afirmaciones:
a) F es relativamente estable
b) 1 - F es - •-variante en infinite
j:c) La integral ] (1 - F(t)) dt es finita yQ
lim
X*»
X (1-F(x))__
(1-F(t) dt
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CCRq l a RIQ 2.2.2: Si F pertenece ai dominio de atracciôn de 
A.(x) y su punto final es infinite se verifica que F es 
relativamente estable.
TEQREMA 2.2.6: Dada una funciôn de distribuciôn F con punto 
final Xp en infinite, los siguientes apartados son equivalen 
tes :
a) F verifica la ley debil de los grandes numéros
b) Para todo x > 0 lim —— — — — —— = 0
t *- 1 - F(t)
c) La integral (1 - F(t)) dt es finita y
1 - F(x)
(1 - F(t)) dt
El Teorema 2.2.6 se deduce del Teorema 2.2.5 considerando 
el hecho de que F verifica la ley debil de los grandes nûme 
ros si y solo si la funciôn G definida por:
Q si X < Q
G(x) =
 ^F(log x) si X > 0 
es absolutamente estable.
3. GENERALI2ACIQW DE LA CLASIFICACIQN DE GREEN. RELACIQW CON 
LOS DQMINIQS DE ATRACCIQN
Como es de suponer el considerar distribuciones con pun 
to final fini to, es decir x^ = sup { x / F ( x ) < i >  < •  nos con
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ducirâ a funciones de distribuciôn resistentes a datos ati- 
picos. Asi veremos que pueden suprimirse las hipôtesis que 
llevan a exigir que el punto final sea infinite, para apl^ 
car las definiciones dadas por Green (1976).
Para comenzar recordaremos una proposiciôn de Gnedenko 
(1943) que trata el caso x _ < »  aplicado a la ley de los gran 
des numéros y a la estabilidad relativa que ya vimos eran e- 
cuivalentes a las dos definiciones de resistencia.
PROPOSICION 3.": Si la funciôn de distribuciôn F es tal que 
su punto final x_ es finito, existe una sucesiôn de constan­
tes (A^) ,, A^ 3 Xp para todo n taies que: la sucesiôn de los 
màximos cumple la ley de los grandes numéros. Si ademâs Xp >
> 0, existe una sucesiôn (B^) tal que 3^ = Xp, para todo n 
que hace que la sucesiôn de los mâximos sea relativamente 
estable.
PROPOSICION 3.2: Si la funciôn de distribuciôn F es tal que
x„ < “ , entonces P r ( X  - X  > c ) ,• > 0 para todo
F n:n n-l :n ^   > _
c > 0 .
DEMOSTRACION;
Caso i : Supondremos que F posee una funciôn de densidad f ; 
entonces là funciôn de densidad conjunta de las variables
(^n-1:n ' ’"n:n^
fjç ^ (x,y) = — --1- (F(x))"~^ f(x) f(y) para x < y
n->‘l:n, n:n n-2l
por lo tanto
Pr
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n :n
n-1 :n
n(n-T) ( [ f(x) f(y) (F(x))""^ dy) dx
X+c
n(n-l) (F(x)""^ (1 - F(x+c)) f(x) dx =
X -e
n(n-i) (F(x))""^ (1 - F(x+c>) f(x) dx +
r X.
*F-:
n(n-l)(F(x))""^ (i - F(x-i-e))f(x) dx
pero la funciôn 1 - F(x+c) = 0 para todo x en (x^-c, x^),
con lo que la segunda integral se anula, y asi nos queda
Pr(X -X , >c) =
n:n n-i:n
'X -€ ^
n(n-l)(F(x)) (1—F(x-*-c) f(x) dx <
n(n-1 ) (F(x) )" ^ f(x) dx = n(F( x^.-c)
—48—
hemos ucilitado que ( i -F( x+ e) ) <i para codo x<x^-c y por la
raisma razon F(Xp.-e) <i con lo cual :
■ V l  :n " " " -c)""' --- > 0
n ' > •
entonces:
Pr(X - X > c) *— >0 para todo e> 0n :n n-1:n
n * -
c.q.d.
Caso 2 : En el caso general, se tiene que:
ÿ saberaos que Pr(x^. - X^ ^ >«/2) «— >0
Por otro lado: Pr(x^ - X < c ) = Pr(X _ > x„- e) =
F n-1:n n-1:n F
= PrC'haya al menos dos observaciones, de las n, mayores que
Xp-e") = 1 - ( (F(Xp- c) )" +• n(F(Xp-e))"  ^ ( 1-F( x^-e) ) ) i— >i
n ♦ •
es decir: Pr(Xp - X^^^ ^  >e/2) i— >0
n ♦ •
En resumen Pr(X - X >« ) *— >0 para todo « > 0  
n:n n-1 :n ^ _
c.q.d.
Con los resultados anteriores podemos dar la siguiente defi- 
nicion, sin hacer ninguna hipôtesis sobre el punto final x^ ., 
de la distribuciôn basica:
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DEFINICIGN 3.1: La funciôn de distribuciôn F es absolutamen 
ce resiscente a datos acipicos si para todo c > o se tiene:
Pr(X - X , > e ) •— >0 cuando n * »
n:n n-1:n
Y como consecuencia de la proposiciôn 3.2:
PROPOSICION 3.3: Sea F una funciôn de distribuciôn con punto 
final Xp, finito, entonces F es absolutamente resistente a 
datos atipicos.
A continuaciôn efectuamos el mismo tratamiento con la 
resistencia relativa (Definiciôn 5.5 del Capitulo I) y el 
punto final finito.
PROPOSICION 3.4: Si el punto final de la Funciôn de distribu 
ciôn F es tal que 0 < Xp < • , se verifica que:
Pr(X / X , >k) •— > 0 para todo k > i
n:n n-1:n
DEMOSTRACION: Sea k > 1 , entonces
n:n
( 0,Xp)-
/X =kX ,
! n:n n-1 :n
/ : y  I
y  [ (Xp.o)
(Xp/k,0) n-1 :n
' V l  :n> V ' *  '
- F(Xp/k)" . n(1-F(x /k)) (F(x /k))"*’
y como F(Xp/k) <1 para todo k>l, esta ultima expresiôn con
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verge a cero cuando n * • por lo que:
n * • c.q.d.
PROPOSICION 3.5: Si ei punto final de la distribuciôn F, el 
valor Xp es negative, se verifica que F es relativamente re­
sistente a datos acipicos.
DEMOSTRACION: Triviaimente s i X  ^ X ^ 0 se verifica
—    n-1 : n n:n
* n n
que — 4— —  ■» por ser variables negativas por tanto para
*n-1 :n
todo k >1 Pr(X /X , > k) s G para todo n
n:n n-1:n
y asi F es relativamente resistente a datos atipicos
c.q.d.
Definimos nuevamente la resistencia relativa a datos atipi­
cos, igual que en el caso anterior, sin hacer ninguna hipô­
tesis sobre el punto final de la distribuciôn.
DEFINICION 3.2: DiremoS que una funciôn de distribuciôn F es 
relativamente resistente a datos atipicos si para todo k >1 
se tiene:
Pr(X /X , > k) *^ 0 cuando n ♦ -
n:n n-l:n
y la consigùiente proposiciôn, basada en las anteriores.
PROPOSICION 3.6: Si una funciôn de distribuciôn es tal que 
su punto final es finito, entences es relativamente résis­
tante a datos atipicos.
Por lo tanto en el caso de tener punto final finito, la 
funciôn de distribuciôn correspondiente posee las dos carac- 
teristicas de resistencia. Veremos a continuaciôn las impli-
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cacicnes que existen en el caso de punto final infinite.
PROPOSICION 3.7: Sea una funciôn de distribuciôn F con x_ = ----------------- F
= - entonces si F es absolutamente resistente a datos atipî 
COS, se verifica que F es relativamente resistente.
DEMOSTRACION: Por los teoremas de Green (1976) tenemos que 
suponiendo x^ = - se dan las siguientes equivalencies :
F absolutamente resistente<=> para todo e > 0 lim --— ------ = 0
X —  1-F(x)
F relativamente resistente<=> para todo k > 1 lim = 0
X ♦- l-F(x)
Es decir que si F es absolutamente resistente => dados c > 0 y 
4 > 0 existe un x^ tal que
— — ———   ^ 4 para todo x ^  x^
1-F(x)
Ademâs dados c > o y k >1 existe un x^ tal que :
kx^ = x^ + e y k x > x + c  para todo x >x^
Sea x^* = maxCx^, x^), entonces para todo x > x^' se dar an 
simultanéamente las dos condiciones anteriores, o sea:
l-F(kx) 1-F(x+c)
1-F(x) 1-F(x)
entonces: para todo k > i : lim -------- = 0 <=> F es relati-
x *• 1-F(x)
vamente resistente c.q.d.
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La impiicacion inversa no es cierta en general, por ejemplo 
la distribuciôn de Poisson es relativamente resistente y no 
es absolutamente resistente.
En el caso de funciones de distribuciôn propensas a da­
tos acipicos (Definiciones 5.6 y 5.7 del Capitulo I) se dan 
las siguientes implicaciones:
PROPOSICION 3.8: Si F es una funciôn de distribuciôn con Xp=
= • absolutamente propensa a datos atipicos se verifica que 
F no es absolutamente resistente.
DEMOSTRACION: Utilizando el Teorema 2.1.3 , si F es absolu- 
tamente propensa existen c > 0, « > 0 y un n^ taies que:
Pr( X - X . > c) ^ 6 para tôdo n > n_ => existe un o  o
nrn n-1 :n 0
tal que lim Pr(X - X , >e ) 4 0 t=> F no es absolu- 
n:n n-^ 1 : n
n -•
tamente resistente c.q.d.
Por lo tanto la definiciôn de absolutamente propensa a datos 
atipicos no tiene ningûn sentido en distribuciones con punto 
final finito.
PROPOSICION 3.9: Si F es una funciôn de distribuciôn con x^ - 
• relativamente propensa a datos atipicos, se verifica que 
F no es relativamente resistente (y por tanto no es absolu- 
camente resistente, tàmpoco)
DEMOSTRACION: Anâlogamente a lo anterior, utilizando la razôn
R . A i2---
" V l : „
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PROPOSICION 3.'’0 : Si F es una funciôn de distribuciôn con 
Xp. = • y es relativamente propensa a datos atipicos, se ve­
rifica que F es absolutamente propensa.
DEMOSTRACION: Tenemos que llegar a que:
Existen k>l,  « >0 taies que -1--------- > 5 para todo x =>
1 - F(x)
=> existen «> 0, y B> 0 tal que   > a para todo x
1 - F(x)
Lo demostramos con la negaciôn de las condiciones anteriores 
asi supongamos que:
1 - F(x^+B)
Dados a> 0, 8> 0,existe x' tal q u e --------------- < a
1 - F(X’)
Sea un b*> i, entonces existe un x tal que:
8 *
» * . * , 8*X + 8  = 8  X O sea x ---------
8* 8* B* 8*-1
y 8 *x-> X + B * para todo x > x ^
1 - F(x^+ g*)
Si X ’ es tal que verifica : — ----------   <a para todo o
° 1 - F(X')
veamos que x' no puede ser menor que x
0 g
Supongamos x • < x entonces:
0 g*
1-F(x^^-g*) 1-F(Xgg 4- g') ^2 X
l-F(x^) l-F(x^)
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por t&nCo scon ®  ^0* ® ^ 0  CciX€s q u 6 z ^
en contradicciôn con la hipôtesis, asi que:
> X ^ , pero si esto ocurre asi:
s
B* + a * lo cual implica
1-F( a * x^) l-F(x^ t-8 *)
—— ——————————  ^—-----————————— ^ (s pârâ. uOdo a •
l-F(x^) I-F(X^)
es decir F no es relativamente propensa c.q.d.
Como resultado final, vamos a relacionar el comportamiento 
de las distribuciones respecto a los datos atipicos, consi­
der ad os como mâximos demasiado alejados, con los dominios de 
atracciôn de los tipos de distribuciones de valores extremes 
ya descritos en el Teorema 2.1.8.
TEQREMA 3.1: Dada una funciôn de distribuciôn F, se verifi- 
can las siguientes implicaciones:
a) F e D(A) => F es relativamente resistente a datos atipicos
b) F c D( I ) => F es relativêimente propensa a datos atipicos =>
=> F es absolutamente propensa a datos atipicos.
c) FcD(f^) => F es absolutamente resistente a datos atipicos
(<=> F es relativamente resistente ya que el pun 
to final serâ finito).
DEMOSTRACION:
a) Si x_< « se verifica q.ue F es tanto jelativamenbeuxomo .ahL« 4 — . Lj -V. -
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solutamence resiscente.
Supongêunos x^ . = • , entonces, por el Corolario 2.2.2., 
se verifica que F es relativamente estable, équivalente, en 
este caso, con que F sea relativamente resistente a datos a 
tipicos.
b) Si FcD( f _ ) < => por e 1 Teorema 2.1 .10) ' lim — ————— = k
(para algûn ®> 0) y 1-F(y)
para todo k > o, por tanto para todo 3> 1 , k> 0 se tiene:
y*m 1-F(y)
asi existirâ un y^ tal que para todo y > y^
l-F(ky) ^ 1 ^
1-F(y) B k® ^
y^ l-F(ky) i-FdcyQ)
S03 ^ y ^ y* GfitoncGs —— — ^ = M_
k 1-F(y) 1-F(yQ/k)
sea y < — — entonces — —————— ^ 1 — F ( y ) = M_
k i-F(y) ° ^
de esta forma seleccionando M = max nos queda
l-F(ky)
— — —  ^ M para todo y 
1-F(y)
condiciôn necesaria y suficiente para que F sea relativamen­
te propensa, lo que implica, dado que el punto final es in­
finite, que F es absolutamente propensa por la Proposiciôn
—56—
3.10.
c) Si F D(t ) para algûn «> 0 <=>^
X.
1-F(x -xh) 
lim —————— — —— — X® V X > 0
b*0 i-F<Xp.-h)
entonces por ser el punto final finito la distribuciôn sera 
absolut^ente y relativamente resistente a datos atipicos.
COMENTARIQS : Las definicion.es de Green ( 1976) suponen un pri^ 
mer paso muy valioso en todo el planteamiento de la propen- 
siôn y resistencia, pero adolece de algunos inconvenientes, 
incluso con nuestra generalizaciôn del apartado 3.
Por ejemplo, no discrimina entre las distintas funciones 
de distribuciôn con punto final finito. También, consideramos 
que las definiciones de propensiôn suponen simplemente una ne 
gaciôn del concepto de resistencia pero se pierde el signifi- 
cado que ténia esta, respecto al comportamiento de la dife- 
rencia, o razôn en cada caso, de los extremos superiores.
Las definiciones que propondremos a continuaciôn, supe- 
ra estas anomalias, dando una clasificaciôn mâs compléta de 
las distribuciones.
4. DISTRIBUCIONES gftOPENSAS (SP), NEUTRAS (SU) Y RESISTENTES
(SR) SEGÜN EL COMPORTAMIENTO ASINTOTICO DE S « X -X 
—  ---- — - --- ------— —    ' - '— n n:n n-1 :n
Corresponde a este apartado una de las cuestiones funda- 
mentales de nuestrp trabajo. Seguimos considerando como dato 
atipico el extremo superior demasiado aie j ado del reste,
representado por el siguiente extremo X^  ^ y refiejando
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là discancia por la diferencia encre ambos S = X - X
n n:n n-1:n
Analizaremos por separado distribuciones con punto final 
infinito y finito, solucionando este ultimo caso con la apli- 
caciôn del primero a un cambio de variable.
a.i. Caso de punto final infinito
Sean funciones de distribuciôn F, cales que su punto fi­
nal x„ = sup (x / F(x) < 1 } es x„ = - .
4.1.1. Definiciones de distribuciones SP, SN y SR
DEFINICION 4.1.1 : Diremos que una funciôn de distribuciôn F
con Xp. = - es RESISTENTE con la suma a datos atipicos, y la
denominaremos SR, si S^ 5 Op(i), es decir para todo c > 0
lim Pr( S > c ) = 0 
n —  "
Esta definiciôn coincide con la de resistencia abeoluta 
de Green (1976). Las dos siguientes son las que cons_ç^tuyen 
la novedad de nuestro planteamiento al desglosar la no resi£ 
tencia en dos coraportamientos diferentes.
DEFINICION 4.1.2 ; Diremos que una funciôn de distribuciôn F, 
con Xp, = - , es NEUTRA con la suma, a datos atipicos y la de­
nominaremos SN si
r  >
es decir si S^ esta acotada en probabilidad pero no conver­
ge a cero en probabilidad.
Teniendo en cuenta el significado de la notaciôn Op y
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Op, podemos enunciar la siguiente proposiciôn:
PROPOSICION 4.1.1: Dada una funciôn de distribuciôn F que 
posee funciôn de densidad f sera SN si:
a) PcU'a todo e > 0 , J c ^  y J n  ^ taies que : Pr(S^> c^) t ce > 0 , 3  C ^ y ^  N t« 
para todo n ^ N ^ y  c >Cg
b) Existen « < 1 y c* > 1 taies que:
Pr(S^> c*) = Cq para infinites n's.
DEMOSTRACION:
Para que una funciôn de distribuciôn F sea SN deben 
cumplirse las condiciones:
a) s Op(l), es decir para todo e >0, existen c ,N^ taies que 
Pr(S^> c^)< c para todo n > N^ y por supuesto para todo c > c ^
b) S # o.(1> es decir negando el que para todo e>0 el
n P
lim Pr(S__ > c ) = 0 nos queda 
n —
Existen c_> 0 , «_> 0 taies que Pr(S > c.)> e para infi- o V n u  o
nitôs n ‘s.
Si aplicamos a) al «_ de b), existen c^ y N^ taies que
0 0
Pr(S > c^ )< K para todo n> N^ y c > c^ es decir para in-
” ‘o 0 0
finitos n*s.
También por b), existe c^ tal que Pr(S^> c^) > para infinites n's
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Evidencemence c_< c ya que k(c) = Pr(S > c) es monôtona no ere 
0 Cq n
ciente para cualquier n. 
Por otra parte:
k(c) = Pr(S > c) = —— ———  n(n—i)(F(x)) ( 1 —F (X ) )f (X )dx
- -  i-F(x)
donde: n(n-l)(F(x))" ^ (1-F(x)) f(x) = f (x), la funciôn
n-1 : n
de densidad del segundo extremo X
n-1 :n
Como --------- es una funciôn continua en c para todo x y
i-F(x)
ademâs
1_-F(x+c)
fjç (x) 4 'x (X)
1-F(x) n-1 :n n-1 :n
para todo c
donde
f^ (x) dx = 1 
-- n—1 :n
résulta que k(c) es una funciôn continua, luego existe un c 
tal que Pr(S^> c*) = para infinités n's siendo < c * < c^
c.q.d.
DEFINICION 4.1.3: Diremos que una funciôn de distribuciôn es
P
PROPENSA con la suma y la denominaremos SP si S^ •— >- cuan­
do n * - , es decir si para todo c> 0 lim Pr(S >e ) = i .
n —
Con estas definiciones, se conoce el comportamiento de
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los extremos en los diferentes casos pero no son aplicables 
con facilidad a los casos particulares, Por esto hemos esta- 
blecido una relaciôn con propiedades de la funciôn de distri­
buciôn bâsica.
4,1.2.- Caracterizaciôn con propiedades de las funciones de 
distribuciôn
TEQREMA 4.1.1: Una funciôn de distribuciôn F con x^ . = • se­
ra SR si y solo si para todo c > 0 lim ------------ = o .
X —  1 -F(x)
DEMOSTRACION: Utilizando el paralelismo entre la definiciôn 
de SR y que el mâximo cumpla la ley de los grandes numéros, 
es un resultado de Gnedenko (1943).
Para demostrar los siguientes teoremas de caracteriza­
ciôn, necesitamos suponer que existe funciôn de densidad 
ademâs de un resultado debido a Schuster (1984) que enuncia 
remos a continuaciôn:
TEOREMA 4. . 2 : Sea F una funciôn de distribuciôn absoluta­
mente continua, con densidad f y x^ = - . Supongamos que el
f ( X )
limite h = lim --------  existe y es posibleraente infinito
X * -  1-F(x)
Entonces
h, = 0 <=> S 
1 n
2_> .
h^ = a donde 0< a< - < - > <
'  °p‘ ”
h = • <=> S s o_(1) 
1 n P
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A partir de aqui caracterizaremos las distribuciones propensas 
y resistentes de Forma anâloga al Teorema 4.1.1.
TEOREMA 4.1 .3 : Una funciôn de distribuciôn F con x^ . = • y 
funciôn de densidad f es SN si y solo si
Para todo c ^  0 lim ————————— — e donde c — lim ——————— —
X*- 1-F(x) X 1 —F ( X )
suponiendo que 0 < c < - y que F es estrictamente monôtona
DEMOSTRACION;
=>) Si F es SN entonces
f ( X )<=> lim ———————— = c
X-*- 1-F(x)
donde 0 < c < «por el Teorema 4.1.2,
TZpTxT
L s t o équivale a z lim —— ——— —————— ——
X dx
= c <=> para todo M > 0
existe x , tal que:
“ T:FTZT
dx
< M para todo x > x
o sea
d log
c - M < 1-F(x) < c + M para todo x> x
dx
0
Tomemos un e>0 cualquiera, entonces para todo x ' > x^, se tie 
ne :
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' X  ' c ' X  ' f  e
(c-M) dx < d log
i -f (x T
1 X ' X  '
decir:
e (c-M) < log 1-F(x-) 
1-F(x'+c)
-  <  c (c+M)
que implica
+Me - € C  . 1_-FUj_+e)_ _ - C Ee e <
l-F(x')
< e e
X ' +  e
(c+M) dx
X  '
y como es también para todo M > 0 :
lim —————————— = e tal que 0 ^  c ^
X —  l-F(x)
) Supongamos que para todo e >0, lim --------- = e ^ '
X  1 -F(x)
donde 0 < c < - .
Como Xp = • y F es estrictamente monôtona, para x's suficien- 
temente grandes, F es côncava, luego
< MX) < para todo ,. o
También 1-im 1-F(x+e) 
X —  1-F(x)
l-F(x-c) ce
X —  1-F(x)
de manera que :
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1 -F(x
y  Cl
e (1-F(x) ) 1-F(x) e (1-F(x))
que implica: 1/e (-1--— -—  - i) < — ----- < 1/e (i _ -IzÜiîîil ) 
1-F(x) 1-F(x)
Vomo ademas : lirti (————————— — l ) = e —l
X —  1-F(x)
lim (1 - ) = 1  -
x —  1-F(x)
y desarrollando en serie la funciôn exponencial:
c c -c e
e —1 , 1 —e , .
cuando e - 0 para 0 < c < • .
Lo aplicamos en la cadena de desigualdades anterior
t*" ( X )
c - o(e) <  < c +o(e) para x suficientemente grande
1-F(x)
f ( X )
y obtenemos: lim ---------  c c.q.d,
X ♦- 1 -F(x)
TEOREMA 4.1.4: Una funciôn de distribuciôn F con Xp =» y
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funciôn de densidad f sera SP si y solo si para todo e > 0 ,
lim --— ------- = 1 , suponiendo F estrictamente monôtona,
1-F(x)
DEMOSTRACION;
=>) Supongamos que F es SP, entonces 3^ • > * lo que es equi^
f ( x)valente a lim -----    0.
X  1 -F(X )
d log(1-F(x))O lini ——— — — ———— —— = 0
X dx
por tanto para todo M > 0, existe x^ tal que:
d_log(_i-F(x) ) 
dx
< M para todo x > x
, „ d logd-F(x))  ^ ^
lo que es igual —M < — ————————— —— < 0
dx
ya que log(i-F(x)) es una funciôn monôtona decreciente
Sea une > 0 cualquiera y x' > x
-Me <
r X * +c
X '
d log(1-F(x)) < 0
-Me < log < 0
1-F(X')
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que nos lleva a que: lim log ---------- = 0  ô lo que
X** 1-F(x)
. 1 —F(x+ c)ÔS xQ^ uâl. I Xxni —————————— = 1
X —  1 -F(x)
<=) Supongamos que para todo c >0, lim --— ------- = i
X —  1-F(x)
= lim
x'-*« 1 -F ( X ' - c)
Como Xp = "  y F estrictamente monôtona, para valores altos 
la funcion de distribuciôn F es côncava, y asî necesariamen 
te se tiene:
-Üïîil-I-Eiïi. < f(x) < para todo 0
y también
1/c ( 1 _ t i / c  ( - Iz ü iî il l-  - 1)
1-F(x) 1-F(x) 1-F(x)
Como los dos extremos convergen a cero cuando x + - nos queda:
f ( x) P
lim    0 <=> S '---- > * por el Teorema 4.1.2., o sea F
X—  l-F(x) "
es SP c.q.d.
Utilizando la definiciôn de Funcion de variaciôn lenta
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obtenemos una condiciôn suficiente para la propension:
TEOREMA 4.1.5 : Si F es una funcion de distribuciôn tal que 
U(x) = 1-F(x),para x> 0 es una funcion de variaciôn lenta 
en infinite, se verifica que F es SP.
DEMOSTRACION:
Tendremos que demostrar:
lim = 1 , V k >0 => lim = 1 , V O C
X * -  1-F(x) X  1-F(x)
sea k >1, entonces existe x^ = k/k-1 tal que
kx^ = k + x^ y kx > x + k V x > x ^
es decir: -Izîiïïl < -IZÎiïlïL < i , V x > 0 
l-F(x) 1-F(x)
_ . i-F(kx) , ■ 1-F(x+k)
por* t o X xin i —> Xini = i
X —  1-F(x) X-*» 1-F(x)
sea 0 < k <1 , entonces considérâmes y = kx
l-F(kx) _ 1-F(y) _ .
X i-F(x) y 1 y)
équivalente a que:
1—F(«y)
lim — —  — 1 con o > 1
y*» 1-F(y )
y por el caso anterior, se verifica:
— 6 7 “
1_p(y+a)lim —  ----- — — = 1 con œ — 1 /k
y -*• 1 —F (y)
Ademâs si 0< c^< 1 < se tiene:
1 -F(y+ e ) 1-F(y+ £ )
 £—  <  1- < 1
1-F(y) 1-F(y)
1-F (y+ e ^ ) 1_F(y+ e ^  )
por lo QU0 lÎJTi ———————— —— = 1 lim —— — — —— = i
y 1 —F (y) y-»" 1—F(y)
c.q.d.
En el caso de distribue!ones resistentes habrâ que considé­
rer el concepto de variaciôn râpida (DEFINICION 2.2.3.)
TEOREMA 4.1.6: Si F es una funciôn de distribuciôn con =
= • y resistente con la suma a datos atipicos (SR), entonces 
la funciôn definida como U(x) = 1-F(x ) para x > 0 es de va­
riaciôn râpida con indice de variaciôn p = - - .
DEMOSTRACION:
Si F es SR esto es équivalente a que :
V € ^  0 1 im ———— ————— = 0
X-*- 1 -F(x)
y como para todo c > 0 y k > 1 existe un x^Ck.e) tal que : 
X  + e < kx V X  > x^ , se tiene
> 0 , V X  >  X  (k.e)
1 —G( X  ) 1 —G( X  )
y asi lim — — -- — = 0 , V c > 0 —> lim --- ——— - = 0 , V k > i
X 1-G(x) X * *  1-G(x)
Utilizando lo anterior para k'< 1
I-G(k'x)
X 1 -G(x)
es decir l -G es de variaciôn râpida con o = - »
c.q.d.
Ejemplos:
Con estas ultimas caracterizaciones se pueden clasifi- 
car de un modo sencillo algunas de las distribue!ones cono- 
cidas:
SR; Normal y Rayleigh.
SN: ExponencialLogistica, Doble exponencial A ( x ) , y Lapla­
ce .
SP: Pareto, la distribuciôn de valores extremos (x) para 
cualquiero>0, Cauchy y t^-Student.
4.2 Caso de punto final fini to
Si tenemos una funciôn de distribuciôn F con punto final 
Xp finito, donde x^ = sup (x tal que F(x) <1), se verifica
P
que S I > 0 cuando n * - , siendo S = X - X ( PRO-
^ n n n:n n-1:n
POSICION 3.2). Por tanto todo este tipo de distribuciones se
rian resistentes con la suma, es decir SR con la notaciôn del
apartado anterior.
—6 9—
Este comportamiento es perfectamente congruente con la 
intuicion, pero nos interesarâ discriminar dentro de estas 
distribuciones, segûn la forma de converger a la unidad en 
las proximidades del punto final.
Para esto, si X es la variable aleatoria con funciôn
de distribuciôn F, pasaremos a la variable aleatoria Y =
 ----   , cuya funciôn de distribuciôn es G(y) = F(x -1/y)
- X
tal que su punto final x^ = -, con lo que podemos aplicar 
las definiciones del caso anterior.
El paso a la variable Y puede justificarse en la forma 
de estudiar las variaciones de las diferentes colas de las 
distribuciones. Segûn esto como nos interesa el comportamien 
ta de 1-F a la izquierda de x^, esto sera el mismo que el de 
H, donde H(z) = i - F ( X p - z ), a la derecha del cero.
Pero H, es la funciôn de distribuciôn de Z = x^ - X .
No obstante interesa trasladar el estudio de la cola de una 
funciôn de distribuciôn al de la cola de otra, por lo que 
pasamos a la funciôn G, donde 1-G(y) = H(i/y), ya que el corn 
portamiento de 1-G en el infinite coincide con el de H en el 
cero. Asi llegamos a estudiar G(y) = F(Xp - 1/y) que es la
funciôn de distribuciôn de la variable aleatoria Y
4.2.1. Definiciones de distribuciones SP*, SN* y SR*
Segûn la introducciôn anterior si X es la variable alea 
toria con punto final finito, las definiciones sobre su ca- 
racter en cuanto a datos atipicos van a surgir de las défini^
ciones que ya tenemos sobre la variable Y  ---------. Por
tanto veremos en primer lugar la relaciôn que existe entre:
—7 0—
S = X - X ,  y S' = Y - Y  ^
n n:n n-1:n n n :n n-i:n
Evidentemente si X, ^ ...< X se verificarâ Y, x
1 :n n:n 1 :n
\ : n      ' “"- =
"F - \ ; n
1 1 X , - X
,, _ ______________________       QlliH_____
" ^n:n ^ F " V l : n   ^^ F~^n : n  ^  ^"'f ' V l : n ^
S
n
1 1 
y c o m o ----------- ^   podemos acotar:
X —X X —X
F n :n F n:n
< W l = n > '
P
S I— 0 
n
p
Pero tenemos que : (  ^*f ~ ^n •n ^ ►—— > o
V  '"F -  V l:n >  °
Por tanto el limite de S ' dependerâ de las velocidades rela 
tivas de convergencia a cero en probabilidad de las variables 
aleatorias anteriores.
Veamos los diferentes casos que se pueden presenter:
s
CASO 1 : S i ------   T- —^ > 0 cuando n , se verifi-
P
ca que 3^  ----> 0 cuando n ♦ - que équivale a exigir que G,
la funciôn de distribuciôn de la variable aleatoria Y sea
SR, Asi podemos enunciar la correspondiente definiciôn y un
resultado sobre el comportamiento de S en distribuciones re
n —
sistentes.
DEFINICION 4.2.1 : Dada una funciôn de distribuciôn F con pun 
to final x_ finito, diremos que es resistente con la suma 
y la denominaremos SR* si la funciôn de distribuciôn G, de­
finida como G(y) = F(Xp-l/y) cuyo punto final x^ es infini­
te, es SR.
PROPOSICION 4.2.1: Una funciôn de distribuciôn F, con x ^ < -
* . ^n Psera SR si —— —— — ———  ^  ^0 cuando n * — .
‘’‘F->'n:n>
DEMOSTRACION: Utilizando la desigualdad de la derecha en (1)
CASO 2 : Si en la cadena de desigualdades (1) se tiene: 
S
-----------   s 0 (1) es lo mismo que exigir:
S
Para todo e> 0, existe c , N taies que: Pr( _ > c )<
V n i N
pero Pr( S ' > c ).$ P(S /( x_-X ) ^  > c ) < 
n e  n F n:n e
que implica: S^ = Op(1)
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Si exigimos ademâs que
' V n : n >
I— r-> 0 => S' f 0^(1 ) 
n P
Por 10 tanto igual que en el caso anterior nos quedarâ:
DEFINICION 4.2.2: Dada una funciôn de distribuciôn F con pun 
to final Xp finito, diremos que es neutra* con la suma y la 
denominaremos SN* si la funciôn de distribuciôn G, definida 
como G(y) = F(Xp-l/y) cuyo punto final x^ es infinite, es SN.
PROPOSICION 4.2.2: Para que una funciôn de distribuciôn F 
con X p < - sea SN* es suficiente que
V <='r-Vl:n> r
DEMOSTRACION: Con las desigualdades (1).
CASO 3: Si en (1) se tiene -----   %- '— — > "
(*F-\-1:n)
p
=> S^ >— —  > " que équivale a exigir que la variable aleatoria
sea propensa con la suma, por lo tanto:
x^-X
DEFINICION 4.2.3: Sea F una funciôn de distribuciôn con Xp< - ,
diremos que es propensa * con la suma y la denominaremos SP* 
si la funciôn de distribuciôn G, definida como G(y) =
= F(Xp-l/y), cuyo punto final = • , es SP.
PROPOSICION 4.2.3: Dada una funciôn de distribuciôn F con
S
x„ < -, sera SP si
DEMOSTRACION: Utilizando (1).
También podrîamos enunciar las correspondientes con 
ciones necesarias basândonos en (1).
PROPOSICION 4.2.4: Dada una funciôn de distribuciôn F con 
Xp< - se tiene que:
i) Si F es SR se verifica que
:n>'
ii) Si F es SN se verifica que
0^(1 )
V  < " F - V , : n >
r  * °p(1)
iii) Si F es SP se verifica que
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CQMENTARIOS: En resumen las definicicnes pueden basarse en la 
idea de que mâximos alejados de la variable Y = —  ---  co-
rresponden a mâximos prôximos a x^ de la variable X y asi los 
distintos comportamientos de Y se traducen en lo mismo para 
X.
4.2.2. 'Caracterizacion con propiedades de las funciones de 
distribuciôn
Para los siguientes resultados tendremos en cuenta como 
se traslada el estudio de la variaciôn de una funciôn en in­
finite a su variaciôn en cero y por ultimo en cualquier va­
lor finito, que es el objetivo de este apartado. Supondremos 
que Xp > 0 .
PROPOSICION 4.2.5: Si una funciôn de distribuciôn F con Xpt 
< • es SR* entonces la funciôn definida por U(x) = 1-F(x) 
para x >0 es de variaciôn râpida con o = - -, a la izquierda 
de Xp.
DEMOSTRACION: Considerando la funciôn de distribuciôn G, tal 
que G(y) =* F(Xp-l/y), por ser F, SR* serâ G, SR, y por el 
Teorema 4.1.6 esto implica que la funciôn definida por H(y) = 
= 1-G(y) para y > 0 es de variaciôn râpida con p = -« en infi­
nite.
Pero que H(y) = 1-G(y ) sea (- - )-variante en infinite 
es équivalente a que H(i/y) = i-G(l/y) sea de variaciôn râ­
pida con p=« en cero lo que es équivalente a que U(y) =
= H(—— — —— ) = 1 — G ( —— ——— ) = 1 — F ( y ) sea de variaciôn r a—
Xp-y Xp-y
pida con p = - - a  la izquierda de x .
c.q.d.
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Teniendo en cuenca resulcados anteriores sabemos que en 
las condiciones exigidas a la funciôn de distribuciôn F en
S
1este apartado el que --------- - i— — > 0 implica que F es
SR*. No obstante partiendo de que 1-F sea de variaciôn râpi­
da obtenemos una condiciôn mâs general como es que:
"n P
----------- '---- > 0 cuando nn.» , ya que:
 ---- I— — > 0 cuando n- « = > ---- ---- '— — > 0
cuando n ♦ », no siendo cierta siempre la implicaciôn inversa
p
pues ( Xp-X^ _ ^  ) I— :— > 0 para n •* ■ .
Antes de enunciar el teorema correspondiente, daremos un 
lema cuyo resultado utilizaremos en la demostraciôn.
LEMA 4.2.1 : Sea una funciôn dé distribuciôn F con Xp^- y fun­
ciôn de densidad f, tal que la funciôn U(x) = 1-F(x) para 
X  > 0 es de variaciôn râpida con p = -  «  , a la izquierda de
X , entonces se verifica que: — -— -4---- '— — > 1 cuando
*F~^n-1:n
DEMOSTRACION:
Sea X la variable aleatoria cuya funciôn de distribu­
ciôn es F ; si definimos a partir de ella la variable
> 0 , tenemos:
Xp-X
V\:n
x,-X , Y
F n-1 ; n n : n
—7 6—
por lo que hemos de demostrar que n-1 : n . P •>  1
La funciôn de densidad conjunta de (Y , Y ) :
n-1 :n ’ n:n
fy (x.y) = n(n-l) ( G ( y ) ^  g(x) g(y) tal que 0 < x < y
n-1 : n
donde G(y) = F(Xp-l/y) es la funciôn de distribuciôn de la 
variable Y, y g es su funciôn de densidad. Si definimos la 
Y^ 1 .
variable Z = — 4— l---, su funciôn de distribuciôn serâ:
n Y
n :n
para 0 < z < 1 ;
H (z) = 
n
n(n-l) (G(x)  ^ g(x) g(y) dy =
x/z
-IzSiïdîi d G (x)
0 1—G(x) n-1 : n
donde G (x) , es la funciôn de distribuciôn de la varia
n-1 :n
ble aleatoria Y
n-1 :n
G (x) = (G(x))" + n(G(x))"~‘' (1-G(x))
n—1 :n
que por ser , sera:
G (x) '----> 0 cuando n * - , V x > 0
n-1 : n
Sx. 11 amamos h (x) = —————————— sera:
1 —G ( X )
0 < — — ————— <1 , o sea h ( x) acot ad a par e 0 < z < 1
1-G(x) ^
y (X ) continua para cada z, por ser G absolutamente conti­
nua.
Ademâs lim h (x) = lim ---------- = 0 , para cada 0 ^  z < 1
X -- ^ X -- 1-G(x)
por ser G tal que U(x) = 1-G(x) en x > 0 es de variaciôn râ 
pida en infinite.
En estas condiciones: (Ghow, Teicher (1978))
lim
n*"
— ————  d G ( X ) = 0 , para cada 0 < z < 1
0 1 —G(x) n-1 :n
Luego:
H^(z) I > H(z) =
0 z < 1
cuando n - -
lo que implica: — —— —  »———— > i cuando n -►
c.q.d.
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TECREMA 4.2,1 : Si la funciôn de distribuciôn absolutamente 
continua F, con < - es tal que la funciôn U definida por 
U(x) = 1-F(x) para x >0 es de variaciôn râpida con p= « a la 
izquierda de x , entonces
.!s______________ 0
DEMOSTRACION:
Como S = X - X = ( x - ' Â  ) - (x_-X )
n n : n n-1 : n F n-1 : n F n:n
S x^-X ,
_. . n F n-1:n
*F "\: n
y por el Lema 4.2.1. sabemos que — -— --li-- i— -— > i
*F"\: n
cuando n* - , por lo tanto :
S p
— — — —  *  ^0 cuando n * ^ *  c.q.d.
< V n : n >
Para establecer equivalencias con las definiciones iniciales, 
habrâ que exigir alguna condiciôn mâs restrictive a la fun­
ciôn de distribuciôn F.
t e o r e m a  4.2.2: Sea una funciôn de distribuciôn F absolumen- 
te continua, con funciôn de densidad f y punto final x^ fin^ 
to, entonces:
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* 1-F(x)
x) F es SR <—> xiiTi ——————————— —— — 0
x-x“ f(x) (x_-x)
* 1-F(x)
XX ) F es SN <=> lim ——————————— —— = c donde 0 < c <
x-x- f(x) (Xj_-x)
* 1-F(x)
xxi) t* es SP  ^  ^lim —————————— ———— —
x-x- f(x) (x^-x)
DEMOSTRACION:
Por las definiciones correspondientes sabemos que el 
comportamiento de F es équivalente al comportamiento de la 
funciôn de distribuciôn G, definida por G(y) = F(Xp-i/y), 
con x^ = «o .
,: 1-G(y) ,. 1-F(x)Entonces como Ixm -----  —  = Ixm  --
y —  g (y )  x-x- f(x) (x^-x)
se obtienen las condiciones anteriores c.q.d,
Aplicando este teorema se pueden verificar los siguientes ca 
SOS particulares
EJEMPLOS:
La familia de funciones de distribuciôn (F ) donde
a a > 0
F (x) =
1 - X « X.
— 3 0—
serâ : SR* para a > i
SN* para a - 1 donde <«
SP* para a <i
La distribuciôn Uniforme es SP*, al igual que la fami lia con 
crecimiento polinomial en un punto finito x„ dado por:
— 1 / a
0 X < x„-k
F_ ( x) = ( i-;<(Xp-x)* x_-k X Xp
V '
5. DISTRI3UCICNES PRCPEMSAS (RP), NEUTRAS (RM) Y RESISTENTES
X
(RR) SEGUN EL CCMPCRTAMIENTO ASINTOTICO DE R = — ---—
" X
n-1 : n
Procederemos de forma anâloga al apartado anterior es- 
tudiando la razôn entre los dos extremos superiores. También 
procederemos a relacionarlas con las definiciones relatives 
a la suma.
5.1. Caso de punto Final infinite
Daremos las definiciones, teniendo en cuenta que nues- 
tro concepto de resistencia con la razôn coincide con la re- 
sistencia relative de Green (1976) y las demas nociones for- 
man parte de la extensiôn que también efectuamos en el caso 
de la suma.
—3l —
5.1.1. Definicicnes de distribuciones RR, RN y RP
DEFINICION 5.1.1: Dada una funciôn de distribuciôn F con :
= • , diremos que es RESISTENTE con la razôn a datos atipicos
P ^ n - n
y  la denominaremos RR si R h— > l siendo R   -i .
n n y
n-1 : n
DEFINICIÔN 5.1 .2 : Dada una funciôn de distribuciôn F con x„ = 
= -, diremos que es NEUTRA con la razôn a datos atipicos y 
la denominaremos RN si R^, ya definido, es:
' 'n ' V ' >
DEFINICION 5.1.3 : Dada una funciôn de distribuciôn F con x„ - 
= -, diremos que es PROPENSA con la razôn a datos atipicos
p
y la denominaremos RP si R •---- > •.
n
La convergencia en probabilidad a infinito y las nota- 
ciones 0^ y o^ fueron expuestas en el apartado anterior.
A continuaciôn demostraremos un resultado anâlogo al de 
Schuster (1984) que se refiere a S^ y que ya fue utilizado 
en el apartado anterior, pero relativo a R^.
Supongamos que F es absolutamente continua, con funciôn 
de densidad f y llamemos:
0(u) = F \ u )  = inf (x / F(x) ) u) , funciôn cuantil ica
^ al estadistico de orden k, en una muestra de tamafio 
n de una U (0,1).
— 32 —
w
\ : n '  ' "F
Dado que x„ = • y que y cuando n
X
n-1 :n ' > x^
podemos considerar que existe un tal que tanto-X^_^ >0 
como X^  ^ ^ ^0 para todo n , lo que justifica el tomar 
logaritmos antes de efectuar los limites. Asi tenemos que:
log . log - log = log - log 0(u„_,
si suponemos que en un entorno de uno existe la funciôn cuan- 
tilica 0 y es diferenciable con derivada continua l/f(0). si- 
guiendo con lo anterior:
1
log R  ------------------- (U - U , )
" f(0('-*)) 0(L'*)
V l : o  « “n ^ "n:n
1
Llamando H(u)    nos queda:
f(Q(u)) 0(u)
y por lo tanto
H(U*) (--üiil -niliH) < l o g  R  ^ H(U*) (--üiS -üzlH-)
’-V,:o " " '-Vn
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1 - U _
ea Z  -------    , entonces se demuestra que es una va-
" 1 - U ,
n-1 : n
riable con distribuciôn Uniforme en (0,1). Luego:
H(U*) (1 -  Z ) 4 log R < H(U*) (Z  ^ -1 ) 
n n n n n
Ambas sucesiones de variables ( 1-Z ) y (Z ^-1) estan acotadas
n n
en probabilidad es decir son Op(1) por lo que el comportamien
to asintôtico de log R viene determinado por el de H(U*). Co
n n
% P ^
com ademas  -----   l cuando n * • , no dependerâ de los dis­
tintos valores del limite, si existe: k = lim     —  =
u-1- f(Q(u))0(u)
. lim -llEiïL .
X —  X f (x)
TEOREMA 5.1.1.: Sea una funciôn de distribuciôn absolutamen­
te continua F con x„ = - , tal que la funciôn cuantilica exis­
te y es diferenciable con derivada continua en un entorno de 
la unidad. Supongamos que k^  existe siendo posiblemente infi­
nito, entonces:
p p
i) k = 0 <=> log R '---- > 0 R '------ 1 cuando n
1 n n
log R^ î Op(1)
ii) k^  = c ( 0 < c<» )<- >( y
log R ? o ( 1 )
 ^ Op(l)
L R -1  ^ o„(1 )
cuando n
P P
iii) k^  = - <=>log R^ ' > - <=> » > • cuando n
-34—
DEMOSTRACION: Utilizando el razonamiento previo al enunciado 
del teorema:
X P
i) Supongamos = 0 ,  como U^ » > 1 y H es continua se ve­
rifica H(U*) '— — > 0 y como { Z ^  - 1) y (1 - Z^) estan acota­
das en probabilidad.
p p
log R I >0 <=> R  ----> 1 cuando n - -
n n
Ahora supongamos log '— =— > 0 ; como para n suficlentemente
grandes U* 1 , esto hace que en ese caso H(U*) > 0 y asi se
verifica H(u*) (l - Z ) '— 0 es decir H(U*) •— — >0 ^>k, = 0 
n n n 1
ii) Supongamos k^  = c donde 0 <c < -, entonces
log R < H(U*) (z“  ^ - 1) => log R = 0„(1)
n n n n P
y log R > H(U*) (1 - Z ) = c(l-Z ) -r o„(1 ) ^>log R /o_(1) 
n n n n P n P
Si loa R = 0„(1)=>H(U*) (1-Z )= 0^(1 )=> H(U*) = 0^(1 )
n P n n P n P
y log R^ ^Op(1 ) => H(U*) -1 ) X Op(l ) => H(U*). X Op(1)
lo que nos lleva a k^  = c , donde 0 <c < • ,
X P
iii) Suponemos k^  = -, entonces H( U^) •----> " cuando n ♦ • ,
esto es: H(U*) (1-Z^) que nos dâ log R^ »— — >• cuando
—85~
Inversamence si log —— >» =>H(U*) ( - 1 )  >'■ ^  > “  =>
X P
=> H ( ) I >• , todas las convergencias cuando n-* - , For
lo anterior = . .
c.q.d.
5.1.2.- Relaciôn con las definiciones de distribuciones SR, 
SN y SP.
PROPOSICION 5.1.1 : i) Si F es una funciôn de distribuciôn
SR, se verifica que F es RR.
ii) Si F es una funciôn de distribuciôn SN, se verifica que 
F es RR.
DEMOSTRACION: Como —  ---=* (1 - R~^ ) , el q u e  '— — > 0
X " X
n : n n ; n
cuando n * -, nos lleva a las implicaciones
P P
i) S I > 0 => R I > 1 para n --
ii) S ^ V O p d )
p
=> R^ I > 1 para n -
PROPOSICION 5.1.2: Si F es una funciôn de distribuciôn RN se ve 
rifica que es también SP.
DEMOSTRACION: Partimos de la igualdad:
R -1
S = X (1 - R ) = X ( ~ s ---- )
n n:n n n:n R
n
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y como X t— — > = cuando n »
n : n
> => 3
n
PROPOSICION 5.1 .3 : Si F es una funciôn de distribuciôn RP, 
se tiene que es SP.
DEMOSTRACION: Utilizando de nuevo S = X ( 1 - R ”* ) y razo- 
---------------------------  n n :n n
nando como en la proposicion anterior.
q BSERVACIONES : De las relaciones expuestas surge la congrueri 
cia con la intuiciôn de que si dos observaciones estân a una 
distancia pequena entonces su razôn se acercarâ a la unidad 
e inversamence si su cociente es alto se implicarâ que su 
distancia también lo es.
En resumen el concepto mas fuerte de propensiôn se obtie 
ne con la razôn y el de resistencia con la suma.
5.1.3. Caracterizaciôn con propiedades de las funciones de 
distribuciôn
t e o r e m a  5.1 .2 : Dada una funciôn de distribuciôn F, con x^ =
= », serâ RR si y solo si la funciôn U(x) = 1 - F(x) para 
X  > 0 es de variaciôn râpida con p  = -" en infini to.
DEMOSTRACION:
p
Si F es RR <=> '---- > 1 y esto segun Geffroy (1959) es
equivalence a la estabilidad relativa de la sucesiôn de los 
mâximos que es equivalence a su vez (Gnedenko (1943)) con
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que :
lim ——————— —— = 0 V k ) 1
X ♦» 1 - F(x)
y esta es la definiciôn de funciôn de variaciôn râpida con
Para los siguientes resultados tendremos que hacer aigu 
nas hipôtesis no demasiado restrictivas sobre las funciones 
de distribuciôn consideradas.
TEOREMA 3.1 .3 : Sea una funciôn de distribuciôn F con x_ =
= », absolutamente continua y monôtona con derivada continua 
y positiva para x^ suficientemente grandes.
i) Si F es RN se verifica que la funciôn U(x) = 1-F(x) para 
X > 0 es de variaciôn regular con exponente de regularidad
p = - o, para algun o > G.
ii) Si la funciôn U(x) = 1 - F(x) para x >0, es de variaciôn 
regular con exponente p =  - a, para algun a > 0, y la funciôn 
de densidad f es monôtona no creciente, entonces F es RN.
DEMOSTRACION:
X f ( X )
i ) Si F es RN lim — — — ———— = c siendo G < c < »
n ♦« 1 - F(x)
Entonces por los resultados de L de Haan (197G) (Teorema
1.2.1 b) y Lema 1.2.2 b)) se tiene que la funciôn U(x) =
= 1 - F(x) para x > 0 es (-c)-variante.
ii) Para demostrar este apartado nos remitimos al Teorema
2.7.1 b) en de Haan (1970).
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TEOREMA 3.1 .4: Supongamos que la funciôn de distribuciôn F 
verifica las condiciones del teorema anterior entonces si F 
es RP équivale a que la funciôn U(x) - 1-F(x) para x >0 es 
de variaciôn lenta en infinito.
DEMOSTRACION;
- Supongamos que F es RP, entonces lim -------- = 0 . Por
X ♦» 1—F (X )
tanto podemos utilizar las demostraciones de de Haan (1970)
particularizadas a esta situaciôn.
Llamemos a(x) = -— £i£l- , entonces a(x) * 0 cuando 
1-F(x)
a(x)_ _ ££^2
X 1-F(x)
es decir a£x) _ _Ë_— (£^2
X dx
como podemos integrar desde algùn valor B > 0:
- j :  4 :^ -
1 - F(x) = Cq e para x > B
Entonces si k > 1
i-F(kx) c^ e
kx
dt fk
du
u
1-F(x)
=0 ^
y asi
l-F(kx) 
X 1-F(x)
= 1
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Analogamente para k <1 .
- Ahora supongamos que U(x) = 1-F(x) para x > 0  es de varia­
ciôn lenta.
Sea k > 1 ; como x^ , = « y F es absolutamente continua y 
monôtona se verifica que F es côncava para valores suficien­
temente grandes. Es decir
F(x) - F((1/k)x)^  ^ F(kx) - F(x)
X  - x/k kx - X
por lo que :
(1-1/k) (1-F(x)) 1-F(x) (k-1) (1-F(x))
dado que los extremos de las desigualdades convergen a cero 
cuando x -*■ », se tiene :
lim = 0 <=> F es RP
X*- 1-F(x)
c.q.d.
EJEMPLOS :
RR: Normal; Log-normal; Exponencial; Logistica; Weibull; 
Rayleigh.
RN: Cauchy; Pareto; distribuciôn de valores extremos de ti­
po II (|^(x) para cualquier « > 0).
0 X  < e
RP: La funciôn de distribuciôn F(x) = <
1 - 1 /log^x X ^  e
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5.2.- Caso de punto Final fin:to
Como en el caso del estudio de S = X - X , tene
n n :n n-l:n —
mos que si F es tal que su punto final es x^ , < - entonces F es
RR; este resultado, intuitivamente valido, no nos permite sin 
embargo discriminar dentro de esta clase de distribuciones.
Procediendo de forma analoga al caso de la suma, efectua
mos un cambio de variable que nos permita aplicar las defini-
ciones del caso anterior. Asi definimos la funcion de distri- 
bucion G(y) = F(x_ - 1/y), que corresponde a la variable alea
toria Y = —  -- - . Los estadisticos de orden Y,  ----------
- \ : n
Y - X ,
. _ , o, n:n F n-1:n
y/ xâ r*â20n K = — ——— — —
" Y . x _ - X
n-1 : n F n : n
X
n :nentonces R = —— — ——  ,
" X
n-1 : n
1 X — X
R-’ , (R. -,) ----Ï12.
n n
n-1 :n
y R -1 = (R -1 ) 
n n
X  ^
n-1 :n
’‘f - \ : n
per lo tanto
1 1 
----------------------------------  ( R  _ 1 ) / R' - 1  X ---------------(R -1 )
(—   1 ) (—   1 )
X . X
n-1:n n:n
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donde
f  R - 1
n
V
-> 0
F
n^-1 :n
X
> 0 cuando n
- 1 ) I > 0
Asi el comportamiento asintôtico d e R ^ - l  dependerâ de las 
velocidades relatives de convergencia a cero de las variables 
citadas.
5.2.1. Definiciones de distribuciones RR*, RN* y RP*
DEFINICION 3.2.1 : Dada un a funciôn de distribuciôn F con x^ . < 
< « diremos que es resistente* con la razôn y la denominare- 
mos RR* si la funciôn de distribuciôn G(x) = F(Xp - 1/x) es
RR es decir si R' - 1 h 
n
> 0 cuando n -
DEFINICION 5.2.2: Dada una funciôn de distribuciôn F con 
Xp<- diremos que es neutra* con la razôn y la denominaremos 
RN* si la funciôn de distribuciôn G(x) = Ffx^ - 1/x) es RN 
es decir
'A = V ’>
cuando n * ■
DEFINICION 5.2.3: Dada una funciôn de distribuciôn F con pun 
to final X p <- diremos que es propensa* con la razôn y la de­
nominaremos RP* si la funciôn de distribuciôn G(x) = F(Xp.-1/x)
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es RP.
Condiciones necesarias y suficientes vienen recogidas 
en los siguientes resultados,
PROPOSICION 5.2.1 : Dada una funcion de distribuciôn F con pun 
to final finito, se verifica que si para n :
R - 1 
n
X
-> 0 => F es RR
ii)
R - 1 
n
= Op d )  \
R - 1 
n
-  1
\ => F es RN
n-1 : n
-  1
J
R - 1 p
iii) Si — — — — —— —  I > “ —  ^F es RP
n-1 :n
DEMOSTRACION: En todos- los casos utilizando la cadena de de
sigualdades (2).
PROPOSICION 5.2.2; Dada una funciôn de distribuciôn F con pun 
to Final finito se tiene:
i) F es RR
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R - 1
n > 0 cuando n - -
n-1 :n
-  1
ii) R - 1
n
n-1 : n
F es RN y
R - 1
n
1 X V n:n
= Op(1)
f  Op(1)
cuando n « »
R - 1
iii) Si F es RP* = > -- -----
^F
n:n
DEMOSTRACION: Como en la proposiciôn anterior, aplicando las 
desigualdades (2).
Haciendo uso de la relaciôn con las definiciones rela- 
tivas a la suma én el caso de punto final infinito, podemos 
resumir los resultados.
PROPOSICION 5.2.3: Dada F, funciôn de distribuciôn con punto 
final finito se tiene:
i) Si F es SR* => F es RR*
ii) Si F es SN* => F es RR*
-94-
iii) Si F es RN* => F es SP*
iv) Si F es RP* => F es SP*
DEMOSTRACION: Aplicando las proposiciones 5.1 1, 5.1.2 y 
5.1-3. a la funciôn de distribuciôn G(x) = F ( - 1/x).
5-2.2.- Caracterizaciôn con propiedades de las funciones de 
distribuciôn.
Estas propiedades, como en las situaciones anteriores, 
serân relativas a la variaciôn en la cola derecha de la fun­
ciôn de distribuciôn. Supondremos 0 < x^ < • .
TEQREMA 5.2.1 : Si F, funciôn de distribuciôn con x^ < - es 
RR* es équivalente a que la funciôn U(x) = 1 - F(x) para 
X > 0 es de variaciôn râpida con exponente de regularidad
p = -*• ».
DEMOSTRACION: Si la funciôn de distribuciôn F es RR* ^=> la 
funciôn de distribuciôn G(x) = F(Xp - ~~~) es RR <=>la fun­
ciôn U ( x) = 1 - G(x) es de variaciôn râpida con p =  -  -  en 
infinito <=>1 - F(x) es de variaciôn râpida con p = -t- - a la
izquierda de x^.
c.q.d.
TEOREMA 5.2.2: Si F, funciôn de distribuciôn con x^ <- es RR* 
se verifica que:
(x„-x) (1-F(x))
lim
X * X p  ^ F
(1-F(u ) du
X
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DEMOSTRACION;
Si F es RR <=> la funciôn U(x) = 1 - G(x) para x > 0 
donde G(x) = F(x^ - 1/x) es de variaciôn râpida con p = - 
lo cual es équivalente por el Teorema 2.2.5 a que:
lim
X ♦-
x(1 - G^x22___
(1-G(t))dt
Pero lim
X
x(l-G(x)) 
(1-G(t)) dt
lim
X
X  (1-F(x„-1/x))
( 1 - F ( X p - 1 / t ) )  dt
lim
X  *  =
X (1-F(Xp - 1/x))
(1-F(u)) 
- ~2 
Xp-1/x (Xp-u)
du
lim
X X.
(1 - F(x))
"F (Xp-x)
X (x^-u)'
(1-F(u))du
< lim
X ♦ X,
(Xp-x) (1-F(x))
(1-F(u)) du
De forma que :
lim
X ♦ X.
(1-F(x) )
F" (Xp-x) 
X (Xp-u)
:> lim 
X ♦x.
2" (1—F(u ))du
(Xp-x)(1-F(x))
(1-F(u)) du
c.q.d.
Por ultimo trasladando los conceptos de variaciôn regular en
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infiniro a la correspond!ente en un punto finito, obtenemos 
los resultados siguientes:
TEOREMA 5.2,3: Sea F una funciôn de distribuciôn con Xp< - 
y absolutamente continua con funciôn de densidad f(x):
i) Si f(x) es positiva para x >B , donde B es algûn valor po­
sitive, entonces la funciôn U(x) = 1-F(x) para x 0 es de va 
riaciôn regular a la izquierda de Xp si F es RN*.
ii) Si f(x) es monôtona no creciente el que U(x) = 1-F(x) 
para x >0 sea de variaciôn regular con exponente 0< p < * 
a la izquierda de Xp implica que F es RN*.
DEMOSTRACION: Aplicando el Teorema 5.1.3 a la funciôn de di£ 
tribuciôn G(x) = F(Xp-l/x) que posee punto final infinito.
TEOREMA 5.2.4: Sea F una funciôn de distribuciôn con Xp < - 
y absolutamente continua con derivada positiva para, valores 
suficientemente grandes, entonces si F es RP* équivale a que 
la funciôn U(x) = 1-F(x) para x > 0 sea de variaciôn lenta a 
la izquierda de Xp.
DEMOSTRACION: Aplicando el Teorema 5.1.4 a la funciôn de di£ 
tribuciôn G(x) = F(Xp-1/x).
EJEMPLOS:
La familia de funciones de distribuciôn (F^)^ ^  ^ donde
^ -l/(x„-x)
1 - e X < X
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serâ RR para todos los valores de « > 0.
Por otra parte las funciones de distribuciôn con crecimiento 
polinomial en un punto finito:
F ( x) =
— 1 / 1
1 - k(Xp-x)
X jc x_ - k
, —1 / «Xp-k < X < Xp
serân RN asi como las distribuciones uniformes.
Y como ejemplo de distribuciôn RP
F(x) =
loge(Xp-x)
X <  Xp - 1 /e
Xp - 1/e < X < Xp
donde x„ > l/e.
F
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CAPITULO III 
APLICACION A LA INFERENCIA BAYESIANA
1 . SUItARIO
Dedicaremos este capitulo a aplicar las definiciones de 
propension y resistencia dadas anteriormente a los elementos 
que conforman un problema de inferencia con enfoque bayesia- 
no •
Previamente haremos un resumen del tratamiento de datos 
atipicos desde este punto de vista incidiendo principalmen- 
te en las publicaciones relativas a nuestro planteamiento.
A continuaciôn y en los casos de parâmetros de locali- 
zaciôn y escala respectivamente, estudiaremos la influencia 
del carâcter de la distribuciôn a priori en la distribuciôn 
a posteriori para una observaciôn fija, siguiendo con el a- 
nâlisis de la divergencia entre a priori y a posteriori cuan 
do la observaciôn crece a infinito, mediante la medida de 
Kullback-Leibler.
2. DISTRIBUCIONES CON PARAMETRO DE LOCALIZACION
2 . 1 Resultados previos
Partiendo de la idea bayesiana, ninguna informaciôn es 
rechazable, por lo que es dificil establecer una analogia 
con los tests de discordancia y la eliminaciôn consecuente 
de algunas observaciones.
De hecho el desarrollo fundamental en esta linea corre£ 
ponde a métodos de acomodaciôn, aunque se pueden encontrar
— 1 0 0 —
también cierros cracamientos que escablecen probabilidades a 
posteriori del grado de contaminaciôn de los datos.
En uno de los primeros trabajos, de Finetti (1961), con
sidera que una forma de acomodar datos atipicos es utilizar 
estimadores que sean médias ponderadas de las observaciones, 
siendo los datos atipicos aquellas observaciones con pesos 
muy pequeflos.
Esta idea, en principio confusa, de asimilar dato atipi^
co con observaciôn poco influyente en el estimador, subyace
en los posteriores resultados de Dawid (1973) y O'Hagan 
(1979), cuando se refieren a verosimilitudes propensas como 
aquellas en las que la observaciôn extrema anula su efecto 
en la a posteriori.
La primera publicaciôn, correspondiendo a Dawid, da orj  ^
gen a un teorema que impone condiciones sobre la verosimili- 
tud y la distribuciôn a priori, para que la media a posterio 
ri de una clase bastante amplia de funciones, converja a la 
media a priori cuando la observaciôn crece hacia infinito.
TEOREMA 2.1.1: Sea una funciôn de densidad con parâmetro de 
localizaciôn f(x-d), y distribuciôn a priori sobre n con me­
dida de probabilidad G. Sea una funciôn m(Q) tal que la me­
dia a priori es finita. Entonces si se verifica:
i) Dado e> 0, h >0 existe un A tal que si y > A se tiene que
I f(y') - f(y)I < Ef(y) siempre que | y '-y |< h
ii) Existen algunas constantes B y M taies que:
0 < f(y*) < M f(y) 
siempre que y ' > y > B
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iii) (a) k O )  dG < -
(b) I (n(9) I k(9) dG < -
donde k(ô) — sup (——— — ) 
X f(x)
La esperanza a posteriori de m( a ) dado X = x tiende a la es 
peranza a priori cuando x ♦ - .
Como el mismo seflala las condiciones i) y ii) exigen que 
la verosimilitud tenga una cola derecha sin oscilaciones fuer 
tes, casi uniforme, mientras que con iii) se evitan comporta- 
mientos simétricos de la a priori y la verosimilitud que pue 
den llevar a contradicciones al intercarabiarlas en la apli- 
caciôn del teorema.
Mas tarde O'Hagan, recoge este teorema y con condicio­
nes mâs fuertes pero mas manejables obtiene el mismo résulta 
do.
t e o r e m a  2.1 .2: Sea una funciôn de densidad con parâmetro de 
localizaciôn f(x-9) y una distribuciôn a priori sobre Q con 
medida de probabilidad G. Sea m(0) una Funciôn tal que la es 
peranza a priori es finita. Entonces las condiciones siguien 
tes:
i*) igual a i) del Teorema 2.1.1.
ii ) a) f(y) es continua y positiva para todo y c R.
b) Existe una constante B tal que para todo y > B
i) f(y) es decreciente en y
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ii) b(y) = ---------- existe y es credence
dy
en y.
c) Existe una constante C ^ B tal que para todo y ^ C  
F(y) es creciente en y.
iii*) a) (f(9)) dG < -
b) I m(0)| • ( F(9) )"^ dG < -
implican las condiciones i), ii) y iii) del Teorema 2.1.1.
A partir de este resultado define el concepto de propen 
siôn de orden n, sedalando que como este implica el de orden 
n+1, la mayor exigencia corresponde al orden uno.
DEFINICION 2.1,1: Sean X. ,...,X _ variables aleatorias inde----------— — —  1 n+1 ~
pendiente e identicamente distribuidas dado n = 0,' con dens^
dades f(x.-9). La distribuciôn con densidad f es PROPENSA a 
1
datos atipicos por la derecha de orden n si cuando - - .
Pr( Q^c /X X . ...,X = X )
1 1 n+1 n+1
I— > Pr(Q<c/X, = X  X = X )
1 1 n n
para todo c, x^,...,x^ y para cualquier distribuciôn a prio­
ri sobre a.
Anâlogamente se define la propensiôn por la izquierda. 
Para poder aplicar los teoremas anteriores a la situaciôn de 
muestra de taraaflo n se tiene en cuenta lo siguiente:
Si P es una medida de probabilidad a priori, la distri-
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buciôn a posteriori dada X, = x, X , = x , , tendra una
1 1 n+1 n+1
densidad respecte a P, como medida dominante:
n+1 n
a f(x.-9) = F(x - 9) s f(x. - 9) 
i=i i=i ^
por lo que podemos considérer la distribuciôn a posteriori
como obtenida de una ûnica observaciôn x . y una medida a 
s n+1
priori P satisfaciendo:
dP* "
—— — = n f(x. — 9)
dP i=i ^
De esta forma tenemos:
TEOREMA 2.1 .3 : ITna distribuciôn con densidad f, simétrica y 
verificando las condiciones i) y ii*) es propensa a datos 
atipicos de orden uno.
Como coroleu'io obtiene que la t-Student es propensa pa­
ra cualquier valor de los grades de libertad.
Y por ultime para définir la resistencia a datos atipi­
cos utilizarâ el concepto de dominancia estocâstica (Fishburn 
y Vickson (1978)), para reflejar la idea de que, en ese caso, 
la distribuciôn a posteriori debe seguir a la observaciôn, 
cuando ésta crece.
DEFINICION 2.1 j^ 2 : Sean ' '^n+1 ® identica
mente distribuidas dado o = 9, con densidades f(x^-9). La dis 
tribuciôn con densidad f, sera RESISTENTE a datos atipicos 
si :
Pr(a^c/  = V i  ^
es una funciôn decreciente de x ,, para todo c, x, ,.,.x ,
n+1 1 n
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para todo n - 0,1.2.... y para cualquier distribuciôn a prio­
ri sobre a ; es decir si x' > x . la distribuciôn a pos-
n+i n— I
tericri dada x ,...,x , x ' , domina estocasticamente a la da 
1 n n+1 —
da X ....,X , X I
1 n n+1
Como condiciôn suficiente, utiliza la unimodalidad Fuer 
te incroducida por Ibragimov (1956) y équivalente a la log- 
-concavidad de la funciôn de densidad.
TEOREMA 2.1 4 : Una distribuciôn fuertemente unimodal con den 
sidad f , que tenga derivada acotada es resistente a datos 
atipicos.
Aplicando el resultado a la distribuciôn Normal se ob­
tiene que es resistente.
2.2. Comportamiento de las distribuciones a priori y a pos­
teriori para una muestra fija
Nos restringiremos al estudio en la cola derecha de la 
distribuciôn, extendiendose todos los resultados a la cola 
izquierda haciendo 9 .
Sea X una observaciôn de la densidad f^(x) = f(x-9) don 
de 9 e a c R, sobre el cual tenemos definida una distriubciôn 
a priori con densidad »(9). Los siguientes resultados podran 
aplicarse al caso de muestra con tamafio n > 1 , haciendo la 
misma observaciôn que O'Hagan (1979).
Con la notaciôn anterior dado X = x, la distribuciôn a 
posteriori tendra como funciôn de densidad;
p(x)
' + •
donde p(x> = f(x-9) «(9) dO sera la funciôn de densidad
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predicciva.
De esta forma la cola derecha de la distribuciôn a pos­
teriori sera:
I f(x-u) » (u) du
J 0
1 - H (0/x) =
p<x)
I f(x-u) (u) du
= (1 - n { 9 ) ) ---- -
p(x)
donde n (9): funciôn de distribuciôn a priori
r
y (u) =
para u x 9
« ( u) _— — —  para u > 9
1- n{9)
es la funciôn de densidad a priori truncada en el valor 9 
que denominaremos densidad a priori condicionada a la dere­
cha.
Por lo tanto:
1 - . ( , / x , , I i } " - ' "
1 - n(9) p(x) p(x)
donde p^(x) : funciôn de densidad predictive condicionada a 
la derecha, que corresponde a la funciôn de 
densidad a priori #^(x) descrita anteriormente.
Para aplicar las definiciones del capitulo II, relati-
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vas a la propension y resistencia cor. la suma consideraremos, 
para un valor fijo x:
(1 ) » (9/x) » (9)
1 - n(9/x) 1 -.1(9)
f(x-92
■plü. ■
De Forma que comparer los comportcimientos en la cola derecha 
de las distribuciones a priori y a posteriori depende del va 
los de:
lim
Pero tenemos que :
f(x-9) f(x-9)
F(x-u) * g(u) du
1 - R (9)
I L - Z - I  »(u) du 
9 f(x-9)
Asi suponiendo que la distribuciôn bâsica es simétrica y con 
punto final infinito, y que la funciôn de densidad f(x) es 
monôtona decreciente en las colas, para valores de 9 sufi- 
cientemente grandes:
f(x-u) < f(x-9)
luego
_£lïlül»(u) du < 1-11(9)
9 f(x-9>
> 1 para valores grandes de 9
P^(x)
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Sustituyendo en (i), obtenemos
(2) — — — —   ^ — — — —  para valores grandes de 8
1 - n (9/x) 1 - n (9)
Entonces hay dos situaciones en las que el comportamiento de 
las distribuciones a priori y a posteriori no dependen del
factor - - - - - - -  y  por tanto de la verosimilitud.
p“ (x)
Con las restricciones anteriores sobre la funciôn de 
densidad f y con distribuciones a priori de punto final inf 
nito enunciaremos los resultados correspondientes.
PROPOSICION 2.2.1: Si la distribuciôn a posteriori para un 
valor fijo x, es SP se verifica que la distribuciôn a priori 
es tcirabién SP
DEMOSTRACION: Utilizando la desigualdad (2)
lim — -'.iSlïi. = 0 -> lim — liai-. . 0 
9 1 - n (9/x) 9 —  1 -1(9)
PROPOSICION 2.2.2: Si la distribuciôn a priori es SR se ve­
rifica que la distribuciôn a posteriori para un valor x fijo 
es también SR.
DEMOSTRACION; Utilizando de nuevo la desigualdad (2)
lim — .-i----- = . => l i m --- = -
9 —  1 -11(9) 0*- 1 -II (9/x)
PROPOSICION 2.2.3: Si la distribuciôn a priori es SN se veri^ 
fica que la distribuciôn a posteriori para una observaciôn 
fija X, no puede ser SP. ^ W jfJh* t
— C3—
DEMC3TRACICN: ?or la desigualdad (2) y distribuciôn a prior: 
SN
w ( 9/ X )
L iju  ^ le  ^ 0
1 - n(ô/x)
PROPOSICION 2.2.4: SI para una observaciôn Fija x, la distr^ 
buciôn a posteriori es SN, se tiene que la distribuciôn a 
priori no puede ser SR.
DEMOSTRACION: Por la desigualdad (2) y distribuciôn a poste­
riori SN
lim ----  —  < k'< - .
9 —  1 - n (9)
Observaciones:
a) Si la distribuciôn a priori tiene punto final finito, se 
tienen los mismos resultados para SR*, SN* y SP*
b) La hipôtesis de monotonia en las colas para la funciôn de 
densidad no es muy restrictive dado que la mayoria de las 
distribuciones usuales la cumplen. Un caso en el que esto
no ocurre es la funciôn de distribuciôn: F(x) = l-exp(-x-C sen x) 
donde 0 , 5 < G < 1 ,  a pesar de tener punto final infinito.
c) Los resultados anteriores ponen en evidencia un hecho cla- 
ro en el planteamiento bayesiano, pues si a priori hay un co- 
nocimiento bastante ajustado del parâmetro, es decir la dis­
tribuciôn a priori es de colas bajas, la distribuciôn a pos­
teriori debe mantener este tipo de comportamiento. Del mismo 
modo si el conocimiento a posteriori sobre el parâmetro es 
mâs bien difuso, sôlo puede provenir de una situaciôn a prio 
ri anâloga.
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También existe un comportamiento obligado de la verosimi­
litud y la distribuciôn a posteriori si suponemos que la fun 
ciôn de densidad a priori es de cola derecha monôtona y punto 
final infinito. y la verosimilitud es simétrica respecte al 
origen.se tiene:
TEOREMA 2.2.1 : i) Si la verosimilitud es SR se verifica que 
la distribuciôn a posteriori es SR.
ii) Si la distribuciôn. a posteriori es SP se verifica que la 
verosimilitud es SP.
iii) Si la distribuciôn a posteriori es SN se verifica que 
la verosimilitud no puede ser SR.
iv) Si la verosimilitud es SN se verifica que la distribuciôn 
a posteriori no puede ser SP.
DEMOSTRACION:
Si la funciôn de densidad a priori tiene cola derecha 
monôtona se tiene que :
w (u) < * (G) V u > 9 ,
si 9 es suficientemente grande, por lo cual.
f(x-9) f(x-9) l-n(9) f(x-9)
P°(x) I f (X—u ) — —— — du » (9) I f (X—u )du
J 9 1-8(9) j 9
luego
= -£iï20) . > ____flïz»)__ = -îiîiSl.
i-.(8/x) p“ (x) l-,(9) f(x-a)
9
Fia-x)
1 - F(@-x)
y asi considerando x fijo y tomando limites cuando 9-- se 
obtienen los resultados del teorema.
c.q.d.
Observaciones; Se puede resumir este resultado en la idea de 
que verosimilirudes de colas bajas hacen que la distribuciôn 
a posteriori sea del mismo tipo, asi como que distribuciones 
a posteriori poco concentradas sôlo pueden conseguirse con 
verosimilitqdés. de colas altas.
En forma de esquema tenemos que en las hipôtesis del co 
Btienzo:
a priori
SP
verosimilicud 
—  SP — —
a posteriori 
—  SP
SN
SR
Podemos observer que si se mantiene el caracter de la 
distribuciôn a priori en la distribuciôn a posteriori para 
cualquier situaciôn es necesario que la verosimilitud sea 
propensa.
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Para que sea suficiente habrâ que imponer alguna restrie 
Cion mâs sobre dicha verosimilitud propensa, en los casos de 
distribuciôn a priori SN y SR.
TEOREMA 2.2.2: Sea f(x) una funciôn de densidad continua y 
positiva para todo x, simétrica y de colas monôtonas verifi- 
cando la condiciôn de que:
Dado Cg > 0 y M >0 existe un x^ tal que para todo x > x^
.fiïül 1
f(x)
< M V e «{0, C q )
Entonces lim = 1 para x Fijo
0 —  Pg(x)
DEMOSTRACION; Dado x tenemos que por ser f(x) simétrica;
f(x-9)
f(v+9-x) %(9+v) .
0 f(9-x) (1- n (9))
Ademâs
lim 
9 —  J
l<ïîe:2L!ie;ïL a, . u.
0 f(9-x) (1- n (9))
f f(9+v) » (9+x+v)
— J 0 f(9) (1- : (9+x))
dv
luego converge a cero cuando tiende a infinito.
Por otro lado, dada la condiciôn del teorema:
-1 1 2-
F(x+e^)
lim —— — — — = 1 V c € (0, c )
X—  F(x) ®
y la convergencia es uniforme en cualquier intervalo. Asi 
obtenemos:
f
— —TTg?— ■(9+x+v) dv
lim — 2----- --------------------
n (9+X+ e g) ~ 1 ( 9+x)
y de esta forma:
0 f(9+v) « (9+x+v) 1 - n(9+X+ c g)
0 f(9) (1- n(9+x) 1 - E(9+x)
para 9 ♦ • , y cualquier c ^> 0.
Si la distribuciôn a priori es:
1 - n (9+X+ Cg) -ce^
SMI LxiQ' — — — — — — —  = 0 pdrd âXçun c , # 0^
1 — n(9+x)
1 - a(9+X+ e g) 
• 9 •• 1 - a (9+x)
En àmbos casos:
(• f(9+v) • (9+x+v) ---------------------dv = 1
0 f(9) ( 1 - a (9+x))
c.q.d.
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Aplicando la regia de L 'Hôpital: si dado c > 0 se tiene que
existe e 1 lim — —  = 1 , entonces lim ————— —— = i ,
X f (x) 1 -F(x)
équivalente con que F es una funciôn de distribuciôn SP. Pa 
ra que se dé el resultado inverso es necesario asegurar la
existencia de lim ~ i  , en cuyo caso
X —  f ( x)
f(x+c) _ 1-F(x+c)
X •- f (x) X *• 1-F(x)
Veremos algunas condiciones que aseguren la existencia de di^  
cho limite.
TEOREMA 2.2.3: Dada una funciôn de distribuciôn F con x^ =
= •, simétrica respecte al origen, cuya funciôn de densidad
f(x) monôtona en las colas verifica que h(x) - ----------
dx
es una funciôn monôtona creciente para valores de x suficien 
temente grandes, entonces como verosimilitud en un plantea­
miento bayesiano no altera el comportamiento de la distribu­
ciôn a priori al pasar a la distribuciôn a posteriori.
DEMOSTRACION:
ECx +Cq )
Sea e > 0 , llamaremos k (x) = ----------
° 'o f(x)
Para valores de x suficientemente grandes
0 < k (x) < 1 
0
y ademâs
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F(x) . f{x+c^) - f(x+c^) . f(x) 
° (f(x))^
pero:
f ’(x+€ ) f'(x)
f(x) f ' ( x+c ) — f(x+® ) F ' ( x) = ( — — —  — — —— ). f(x)f(x+e ) 
° F(x+C^) f(x) °
luego
F'Cx +Cq ) f(x)
signe ( k ' ( x) ) = signo ( — ————— — — — — — — ) > 0
'O F(x+c^ ) F(x )
al ser, para estos valores de x en las colas:
f(x) . F(x+c^) > 0
y la Funcion h('x) = — — —— — — = — —— . — ———  monotona
dx f(x) dx
creciente
De esta forma la funciôn de densidadd verifica la condiciôn 
del Teorema 2•2.2.
EJEMPLOS
Dado que la funciôn de densidad de la t-Student con m 
grados de libertad es:
m+1
f(x) = k(m+x^) ^
corresponde al tipo de distribuciones que cumplen el Teore— 
ma 2.2.3, puesto que la funciôn:
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F ’(x) d log f(x) . , X 
f(x) dx (m+x )
es mcnôtona creciente para x > .
2.3. InFluencia del tipo de vercsimilirud en la divergencia 
asintotica entre las distribuciones a priori y a poste­
riori
Teniendo en cuenta el concepto de F-divergencia enrre 
las Funciones de densidad a priori y a posteriori (Goel (1983))
^-(»(0). »(0/x)) = *(0/x) F( — — —  ) d0 
« (0/x)
donde F es cualquier Funciôn convexa definida en (0, -), pa­
ra el caso F(u) = (u-i) log u:
"^(«(0). * (0/x)) = (*(0) - *(0/x)) log -liSl- d0 
» (0/x)
obtenemos la divergencia de Kullback-Leibler (Kullback (1968)) 
como medida de la discrepancia entre las dos Funciones de den 
sidad.
De este modo analizaremos el comportaniento de la distri- 
bucion a posteriori respecto a la distribuciôn a priori cuan- 
do X crece hasta inFinito, para los distintos tipos de vero- 
similitudes.
En todos los casos supondremos que la Funciôn de densi- 
dad F es simétrica positiva continua y monôtona en las colas. 
También en los casos de distribuciones SP y SN, supondremos 
que existe:
lim V c > 0
X*- f(x)
For lo canto, siendo f la funciôn de densidad de F;
i) F es una funciôn de distribuciôn SP équivale a
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. f(x+e) 
lim — = I
X-» F(x)
ii) F es una Funciôn de distribuciôn SR équivale a
.. F(x+c) - X iin s 0
X-» f(x)
V c > 0
iii) F es una Funciôn de distribuciôn SN équivale a
lim fl— —  = e ^  V c > 0 ,  donde 0 < c < •
f(x)
TEOREMA 2.3.1 : Si F es una funciôn de distribuciôn SP y la
convergencia de lim ------- = i es uniforme en intervalos
X*» f(x)
Finitos se verifica: lim — £i~- = i , v 9
X*» f(x-9)
para cualquier distribuciôn a priori con densidad positiva «(u)
DEMOStRACION: lim. = 1
". ' ' x*« f{x)
lim . I
X*» f(x)
uniformément® en intervalos 
finitos para c.
Entonces, dàdo h > 0
p(x)
f(x)
-h
îiïZÎii «(u) du +
-- f(x)
r  £iï:ïi.(u
J - h  f(x)
) du +
—117 —
F(x-u)
W ( U / GU 4
h f(x)
En primer lugar por ser f de colas monotonas y simétrica:
-h
» ( u ) du <
r-h
- •  f(x)
*(u) du 9 B <-h)
Ppr lo que ♦ 0 cuando h* - 
También por las mismas razones:
f ’  f(x-u)
f I W \ U
J h f<x)
) du < 1 - n(h) para h > 2x
Luego I g + O  cuando h ♦ • .
Y por ultimo debido a la convergencia uniforme:
Dado h > 0 y M> 0 existe x^ tal que V x > x^ :
1 — M < — ——  < 1 + M  V.uc(  —h , h )
f(%)
De esta forma:
lim
X
f "
J -h f(x) ) du
I (h) — B (—h)
y asi: lim -Hiîl = 1 
X*® f(x)
f(x)
Adenés: lim  = 1 , V @ por ser SP
X®® f(x-Ô)
— 11 8—
En definitiva:
Lim — —— —  — 1 V 9
x«. f(x-9)
c.q.d.
Para utilizar el resulcado anterior désarroi!aremos la expre 
siôn de la divergencia de Kullback-Leibler
%l,(,(9). w(9/x)) = (*(9) — * (9/X ) ) log — — — d9 — 
*(9/x)
■I ( - 2 - 1  - 1) log ( II— 1.) «(9) d9 —  p(x) p(x)
TEOREMA 2.3.2; Sea F una funciôn de distribuciôn SP y la con
vergéncia de lira - ^ - - -  = 1 uniforme en intervalos finitos, 
X—  f(x)
Si dada una distribuciôn a priori con densidad positiva *(u) 
se verifica
I (d(9)*-1) (log c(9)) .(9) d9 < •
donde c(9) » sup ,
X p(x)
Entonces:
ira ^„(«(9), »(9/x)) =
X “
-11 9-
DEMQSTRACION; Como tenemos que:
_ 1) log
p(x) p(x)
< (c(©)-1 ) log c(©) V 8
y esta funciôn es integrable respecto a la distribuciôn a 
priori, aplicando el Teorema de la Convergencia Dorainada ré­
sulta:
lim "Il (»(0), »(e/x)) = 0
c.q.d.
COMENTARIQS:
Este resultado confirma la idea bayesiana introducida 
por David (1973), (aunque de Finetti (1961) lo indicô ante- 
riormente), de que en distribuciones propensas a producir 
datos extremes alejados, el efecto que éstos podrian causar 
en la distribuciôn a posteriori era el de anularse a si mi£ 
mos como observaciones y volver al punto de partida, es de- 
cir a la distribuciôn a priori.
Nosotros lo hemos traducido en el sentido de que la di­
vergencia de Kullback-Leibler entre las densidades a priori 
y a posteriori tienen a anularse cuando la observaciôn es ex 
tréma si la verosimilitud es propensa con la suma. En estos 
casos el modelo asimila perfectamente el dato atipico sin mo 
dificar las conclusiones errôneamente.
En el caso de distribuciones SN los resultados aparen- 
temente no tienen un significado tan intuitive como el ante 
rior.
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TEOREMA 2.3.3: Sea F una funciôn de distribuciôn SN y tal 
que:
i) la convergencia en lim -----2 = es uni forme en inter
X** f(x)
valos finitos
ii) si definimos k(u) = sup - - - - -  y se tiene que :
X f (x)
k(u) * (u) du < - V h
h
siendo »(u) la funciôn de densidad a priori, 
Entonces:
lim — - — 2  = (c) V 0 tal que 0 < c <
X*® f(x-9)
con
v - r ;
eu / . . e »(u) du
DEMOSTRACION:
Tenemos en primer lugar que : 
f(x)
X*® f(x-9)
—cô
lim — — — —  = e V 0
asi que nos faitara calculer lim -£i^2
X*® f(x)
Sea 0
—1 21 —
P(x)
f(x)
ro
, (u) du +
f(x)
-££--—  » (u) du + 
0 f(x)
— ————— w(u) du = I + I_ + I-
f(x)
Respecto a la primera integral dado que Vc>0: lim -------
X*® f(x)
f(x)
es monôtona en e , para x suficiente- 
mente grande
como 0 < -£l-±jl < 1  V c> 0 
f(x)
-Ceh(e) = e es continua
se tiene (Apéndice I) que la convergencia es uniforme. 
Por esta razôn:
11 eue »(u) du cuando x*® .
En la segunda por la condicion i), la convergencia en:
lim - £ i ~ ~  = es uniforme para e € (0,e )
X*- f(x)
Asi que, analogamente a la situaciôn anterior: 
0 eu
e » (u) du cuando x® •
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Y por ultimo en la tercera integral debido a la condiciôn ii)
w(u) du <
f(x)
k(u)ir (u) du < •
por lo que : * 0 cuando c ^
En resumen: lim -H£-2 = 
X—  f (x)
e^ '^  * (u) du
c.q.d.
TEOREMA 2.3.4; Sea F üna funciôn de distribuciôn SN, tal que 
se verifican las condiciones del Teorema 2.3.3 y ademâs que;
j ::(ç(e)-l) log c(0) » (9) d9 < «
donde c(9) = sup --— --2 
X p(x)
Entonces
lim
X
1 "cÎI(ti(9) ,#(9/x)) = [ (-------   1) (c9-log ♦q(c)) » (9)d0
® J -• ^Ac)
DGMOSTRACION: Ütilizando el Teorema 2,3.3, y el Teorema de la 
Convergencia Dominada.
A continuaciôn realizamos el estudio para distribuciones 
SR, teniendo en cuenta las hipôtesis que hicimos sobre la fun-
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ciôn de densidad al comienzo de este apartado.
TEOREMA 2.3.5: Sea F una funciôn de distribuciôn SR, enton­
ces
lim ——————  = ® V 9
X-® f (x-9)
DEMOSTRACION:
Si F es S R ^ V c  > 0 lim —— ——— = 0
X f(x)
También tenemos que V e > 0 :
f(x-c) 
X -- f(x)
es decir que dado e ^ >  0, para todo k> 0 existe x^ tal que:
f(x-c^)
— ———— —  > k V X > X
f(x)
Suponqamos que x^ esta en la cola monôtona de f por tanto: 
V c >€ q f(x-c) > f(x-c^)
es decir:
— —— —— > k V X > X y V e > c. 
f(x) " ^
Teniendo en cuenta estas acotaciones calcularemos
lim -Eiïi- . lim - E L y i î L  V 9 
X f (x-9) y f (y)
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p(y+9)
f(y)
f(y+9-u) . .
— —— —  W ( U ) Q.U —
—  f ( y )
- ~ - - 2  n ( Q-v ) dv + 
0 f(y)
— ——  » (Ô+V) dv = I + I
0 f(y) ^
Respecto a la primera integral, supongamos y en la cola monô­
tona de f:
- I L y t i l  < 1 
f(y)
es decir:
—— ——— — it ( 0—V ) < If ( 0—V ) V y
f(y)
donde
If ( 0-v ) dv < « V 0
Aplicando el Teorema de la Convergencia Dominada:
«----> 0 cuando y *
Repecto a la segunda, sea e ^  > 0 k > 0  , entonces existe y^ 
tal que para todo y > y^ y ademâs y - e n  la cola monôtona de 
f se tiene que:
r 0
0 f(y)
---- - 2  tt(9+v ) dv + - - - - - 2  it (Q+v) dv > 
F(y)
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(Q-i-v) dv + k "(9+v) dv =
; 0
= n (e^+9) - n (0) + k(l - n ( c^+9)) = M(e^, k, 0)
En resumen, dado 0 e a ,  e^ >o,  k >0 existe k) y
una constante M(0, k) tal que:
£iZ_ïl iT (Q+v) dv > M( e , k, 0) Y y > y  
0 f(y)
o sea V 0 Ig '---- >® cuando y+ ”
Por lo tanto:
lim -Eiïi-
X-* F(x-0)
V 0
c.q.d,
TEOREMA 2.3.6: Sea F una Funciôn de distribuciôn SR con fun­
ciôn de densidad F que verifica:
i) c(0) (log c(0))» (0) d0< •
donde c ( 0) = sup — — — 
X p(x)
y ir(0) es la funciôn de densidad a priori
ii) — Eiî1- - k(x) es monôtona creciente V 0 
f(x-0)
Entonces
— 126—
lim ~^(ii(9) , it(0/x) ) - ”
DEMOSTRACION:
Desdoblando y(*(0), *(9/x)) obtenemos:
( Tr(0)., n(0/x) ) = £iïlSl log .(9) d8 .
-- p(x) p(x)
log — -— 2- w(0) d0 
f(x-0)
Utilizando la condicion i) y ademâs que:
lim -£2îl22 log -£iîi22 = 0  y 0
X p ( x ) p(x)
résulta:
f +'
lim
X -*•»
_£iî_®2 log _iiîz®2_ » (9) d0 = 0
p(x) p(x)
Ademâs si consideramos (x } sucesiôn monôtona creciente
n e N
tal que lim x = », como:
X-- "
k(x) = — -2-2—  es monôtona creciente V 0 
f(x-0)
tenemos que;
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P(x^) 
h ( 9 ) = —— ————— ——
" f(x -8)n
es tal que la sucesiôn {h ( 8)} „ es momôtona crecjUwWte pa
n n e N —
ra todo 8.
Ademâs h ( 8 ) > 0  y Lim h ( 8 ) = »  
" n.. "
o sea lim log h (8) = « 
n
y por el Teorema de la Convergencia Monôtona: ^ <
lim log h (8) * (8) d8 =
n -«
lo que implica
lim
X*"
log — Eiîl- ir (0) d8 
f(x-8)
En resumen:
%lim (»(8), » (0/x)) V 0
COMENTARIQS:
En este ultimo caso se refleja el comportamiento de la 
distribuciôn a posteriori cuando x crece indefinidamente, en 
una separaciôn total de la distribuciôn a priori, para vero- 
similitudes SR. De esta forma los datos extremos arrastran 
consigo la distribuciôn a posteriori.
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Con esta conclusion seguimos en la linea de los resulta­
dos de O ’Hagan (1979), aunque en dicha publicaciôn, como ya 
expusimos se interpretaba en termines de dominancia estocâs- 
tica.
3. DISTRIBUCIONES CON PARAMETRO DE ESCALA
Considérâmes funciones de distribuciôn F (x), que depen 
den de un factor de escala 0 c Q c R , de manera que existe 
una funciôn de distribuciôn F, tal que:
Fq (x ) = F(0x ) V x  c R
Entonces las correspondientes funciones de densidad se­
rin:
f^(x) = 0f(0x) V X  e R
si ademas tenemos definida sobre a una funciôn de distribu­
ciôn a priori n con funciôn de densidad », la distribuciôn 
a posteriori tendra como funciôn de densidad
»(0/x) =
p(xl
donde p(x) = u f(ux) » (u) du
0
3.1. Comportamiento de las distribuciones a priori y a poste­
riori para una muestra fija
Como en el caso de parâmetro de localizaciôn, nos res- 
tringimos a muestras de tamafio uno y a la cola derecha de la 
distribuciôn, suponiendo que los puntos finales son infinites.
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Para comparer los comporcamientos de las distribuciones 
a priori y a posteriori calcularemos la cola de la distribu­
ciôn a posteriori.
Dado que la funciôn de distribuciôn a posteriori es: 
u f(ux) » (u) du 
p(x)
n(9/x)
8
(1- : (9 )) u f(ux) D. ,— — —  ir _ ( u ) du
0 p(x)
donde para cada 8 se define:
’.g(u) .
_^ [u2__
1 - n(u)
u > 8
funciôn de densidad a priori condicionada a la derecha. 
Entonces:
1- n (0/x)
" «
u
0
f (ux)
D, ,  ^
»g(u) du
P°(x)
1- n (0 ) u
0
f (ux) » (u) du
p(x)
denominando, como anteriormente, a Pg(x): funciôn de densi­
dad predictive condicionada a la derecha.
De esta forma:
8 «(8/x) 8 f(8x) 8 *(0 )
1- n(0/x) p^(x) 1- iî(0 )
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Y asi el factor déterminante de las relaciones sera:
Pero :
QF(Ox)lim — ——— —  para x Fijo
0F (0x)
uf(ux) » (u) .
0 0f(0X) (1- !t (0)
y si suponemos que F es UNIMODAL con moda en el origen, es 
équivalente a que:
G(x) = F(x) - xF'(x)
sea una funciôn de distribuciôn (Gnedenko, Kolmogorov (1954))
Por tanto:
F unimodal en el origen => lim xF'(x) = lim xf(x) = 0
X -- X
Si ademâs suponemos que la funciôn de densidad f es monôtona 
en las colas resultarâ que :
h(x) = xf(x) es monôtona no creciente para valores x su- 
ficientemente grandes
P@(x)
Aplicàndolo al estudio del factor ---------- :
0f(0x)
uxf(ux) < 0xf(0x) V u > 0 , si suponemos un valor 0 suficien
temente grande
y en este caso se concluye que :
— 131”
P°!x)
uf(ux) . . .
— ————— W ( U ) uU
. a 8f(8x)  ^ ,
1 - n ( 9 )
En resumen para valores 9 suticientemente gremdes:
9»(9/x) 9f(9x) 9«(9) 9»(0)
1- n (9/x) p^(x) i - H ( 9 ) 1- n (9)
y de esta forma surgen las siguientes relaciones:
PROPOSICION 3.1 .1 : Si la distribuciôn a priori es RR, se ve­
rifica que la distribuciôn a posteriori es RR.
DEMOSTRACION: Partiendo de las desigualdades (1’)
9»(9) 9'(9/x)
9 *. 1 - n (9) 9-- 1 - K (9/x)
PROPOSICION 3.1.2: Si la distribuciôn a posteriori es RP se 
tiene que la distribuciôn a priori debe ser RP
DEMOSTRACION: Con (1') :
8,(9/x) _ n - n
9 —  1 - n (9/x) 9 —  1-n (0)
PROPOSICION 3.1 .3 ; Si la distribuciôn a priori es RN, se ve- 
virifca que la distribuciôn a posteriori no puede ser RP.
DEMOSTRACION : Con ( 1 ' ) como 0 < c <  •
^  ^ 9*(0) _  ^ 9»(0/x)0  ^ i. i/Ti —— — —— — — V c  ^ —— — — ——
9—  1-n (9) 0 —  1-n (0/x)
— 1 3 2 —
PROPOSICION 3.1,4; Si la distribuciôn a posteriori es RN se 
verifica que la distribuciôn a priori no puede ser RR.
DEMOSTRACION: Utilizando (1') y analogamente al caso anterior
En los supuestos iniciales considerâbamos distribuciones 
unimodales y asi h(x) = xf(x) resultaba monôtona no crecien­
te para valores grandes. También obtenemos esta conclusiôn 
exigiendo que F sea una funciôn de distribuciôn RN ya que es 
équivalente a:
lim —— ———— = c donde 0 ^  c ^
X 1 -F(x)
y por tanto:
lim xf(x) = 0
X
que con la hipôtesis de monotonia en la cola de f nos lleva 
a la misma condiciôn:
De este modo, con distribuciones a priori o bien unimo­
dales o bién RN y densidad monôtona en la cola vamos a obte- 
ner un cierto tipo de comportamiento en la distribuciôn a 
posteriori obligado por el de la verosimilitud.
TEOREMA 3.1.1 : i) Si la verosimilitud es RR se verifica que 
la distribuciôn a posteriori es RR.
ii) Si la distribuciôn a posteriori es RP, la verosimilitud 
no puese ser RR.
iii) Si la distribuciôn a posteriori es RN, la verosimilitud 
no puede ser RR.
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iv) Si la verosimilitud es RN, la distribuciôn a posteriori 
no puede ser RP.
DEMOSTRACION: Por las hipôtesis sobre la distribuciôn a prio 
ri tenemos que para valores de 9 suficientemente altos:
u » (u) < 9«(9)
y asi:
9f(0x)
uF(ux) rr(u) ^
9 9f(0x)(1-n(0))
0f(ux)’'(9)
J 9 9F(9x) (1-n(9) )
 ___
f(9x) (1-n(9) )
_1-F(_0x)_
X
luego:
_0»(9x)__  ^_9xf(9x2
1 -n(9/x) 1 -F(9x)
Aplicando esta desigualdad se demuestran los diferentes apar- 
tados.
c.q.d.
Como resumen obtenemos el esque^a:
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a priori verosimilitud a posteriori
RP RP
RN
RR
OBSERVACIONES:
- A1 igual que en el caso de parâmetro de localizaciôn 
quedan eliminadas las situaciones por las que con un conoci- 
miento a priori preciso se pasase a un cierto desconocimien- 
to a posteriori, refiejado en colas altas de la distribuciôn. 
Tcunbién si a posteriori se tiene una distribuciôn poco con- 
centrada solo puede partir de una distribuciôn a priori del 
mismo tipo.
- Otra conclusiôn que surge del esquema, es que en el 
caso de distribuciones a priori RN, sôlo para verosimilitudes 
RR no podemos obtener distribuciones a posteriori del mismo 
tipo, es decir RN, Efectivamente, haciendo algunas hipôtesis 
sobre la distribuciôn se demuestra dlcho resultado,
TEOREMA 3.1 .2 : Sea la verosimilitud unimodal con moda en el
f ( kx)
origen, de colas monôtonas y tal que existe lim  ,v k > 0
X —
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(p. ej. si f es de variaciôn regular)
Entonces si no es RR se tiene que las distribuciones a prio­
ri y a posteriori tienen el mismo comportamiento en la cola 
derecha para un valor x Fijo.
DEMOSTRACION: Dado que
9»(9/x) 9f(9x) 9» (9)
1— n(9/x) Pg ( X ) 1—n(9)
tendremos que calculer :
0f(©x) 
9*- Pg(x)
pero
9f(9x)
uf(ux)»(u) .
9 9F(9x)(1-n(Q))
y por las hipôtesis iniciales sobre f:
Pq (x )
9f(9x)
Si ademas exigimos que F no sea RR; existe k > 1 tal que
lim -ll-i--l ^ 0 <=> lim --i— 1-  ^ 0 
X 1 -F(x) x F (  x)
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es decir para k > l , existe c ^  > 0 cal que:
f ( kx)
--------> e ^ para infinites valores de x
f(x)
Entonces:
9f(9x)
wf(w9x)»(w9) 9 .
1 f(9x) (1-n(Q))
1 1- n (9) 9 9(i-n(9))
para infinites valores de 9, 
0 sea:
PgCx)
Xim — —————— > 0
y por tanto
9—  9f(9x)
_ ^ . 9f(9x) ^
0 < lim — ——— —— <
9—  Pg(x)
C.q.d.
3.2. Influencia del tipo de verosimilitud en la divergencia 
asintôtica entre las distribuciones a priori y a poste- 
ri
Seguiremos utilizando como f-divergencia la correspon-
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diente a la medida de Kullback-Leibler. 
1 ] (®£l£îl _ 1 ) (log , (0) do
0 p(x) p(x)
Por lo tanto el limite de esta expresiôn dependerà de:
lim
X -- p(x)
y para efectuar su câlculo vamos a utilizar ciertos resulta­
dos de la teorla de Karamata (1933) sobre variaciôn de fun­
ciones en el infinite.
En primer lugar, recordando los Teoremas 2.2.2 y 2.2.3 
del Capitule II tenemos que si U:R^ *— > es una funciôn
integrable Lebesgue en intervalos Finitos:
i) lim —r Z
X-»
x_U^x)_ 
U(t) dt
X con 0< X < - , es équivalente a
que U sea de variaciôn regular en infinite con exponente 
p = ( - 1 -1 ).
ii) Si para algûn numéro real «
t* U(t) dt < -
__
t U(t) dt
se verifica que U(x) es de variaciôn râpida en infinite con
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exponente p = - - .
Y podemos concluir;
TEOREMA 3.2.1 : i) Si F es una funciôn de distribuciôn RR se 
verifica que La cola derecha de la funciôn de densidad f es 
de variaciôn râpida en infinite con exponente p  =  -  -  .
ii) Si F es una funciôn de distribuciôn RN se verifica que la 
cola derecha de la funciôn de densidad f es de variaciôn re­
gular en infinite con exponente o = -c-1.
DEMOSTRACION : i) Si F es RR'S^lim _££— 1- = - lo cual impli-
X-»- 1-F(x)
ca que la Funciôn de densidad restringida al intervale (0,-) 
es de variaciôn râpida con exponente p = - - , en infinite.
ii) Si F es RNo l i m  —  = c para 0 < c  < - y por tanto
X 1-F(x)
la cola derecha de la funciôn de densidad es (-c-1)-variante 
en infinite.
c.q.d,
De esta forma en el caso de parâmetro de escala podre- 
mos utilizar los resultados relatives al comportamiento asin 
tôtico cuando x ♦ • de intégrales (supuestamente bien defin^ 
das) del tipo:
b
f(t) R(xt) dt
a
donde R es una funciôn de variaciôn regular en infinite y 
0 < a < b < • .
Efectivaunente la Funciôn de densidad predictiva es de
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esta forma, ya que:
p(x) = 0f(0x)it(0) d©
Se puede encontrar en Seneta (1976) el estudio para fun­
ciones de variaciôn lenta que exponemos y posteriormente am- 
pliamos a variaciôn regular en general, y aplicamos al caso 
que nos ocupa. En todos los resultados nos referiremos a va­
riaciôn en infinite:
TEOREMA 3.2.2: Sea L(x) una funciôn de variaciôn lenta en
[A,") para algûn A > 0, y la integral: t f(t) dt para
0 < a < “ esta bien definida para alguna funciôn real dada f
y un c )0. Entonces la intégral 
definida
i) en general si c > 0
f(t ) L(xt) dt esta bien
ii) cuando c = 0 hay que exigir que L(t) sea final- 
mente no creciente.
En ambas situaciones:
f(t) L(xt) dt ~  L(x) f(t) dt
estcindo bien definida f(t) dt, cuando x -►
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TEGREMA 3.2.3^: Sea L(x) una funcion de variaciôn lenta en 
(0, •) y acotada en cada subintervalo Finito de (0, •), Su 
pongamos que la integral
r b
t f(t) dt
esta bien definida para alguna funcion real dada F y un 
c > 0. Entonces cuando x -► «
r b
f(t) L(xt) dt ^  L(x) f(t) dt
para c > 0, siendo necesario afladir que L(x) es no decre- 
ciente para c igual a cero.en (0, -).
Entonces resuraiendo los dos resultados obtenemos:
TEOREMA 3.2.4: Sea L(x) una Funcion de variaciôn lenta en 
(0, •) y acotada en cada subintervalo Finito de (0, •). 
Supongamos que las siguientes intégrales estan bien défini- 
das para algun b > 0 y c > 0, es decir:
t"^  F(t) dt < -
t F(t) dt < •
entonces como;
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t F(t) dt t f(t) dt
tambien esta bien definida: t f(t) dt
y asi:
f(t) L(xt) dt = f(t) L(xt) dt + F(t) L(xt) dt ^
L(x) f(t) dt
cuando x - -
Generalizando a funciones de variaciôn regular, dado que si 
R(t) es p-variante tiene la forma:
R( t) = X** L( t )
donde L(t) es una funciôn de variaciôn lenta, el tipo corre^ 
pondiente de integral sera:
f{t) R(xt) dt =
0
(xt) f(t) L(xt) dt =
F^(t) L(xt) dt .
Y podemos aplicar los teoremas para Funciones de variaciôn
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lenta con funcion asociada:
f^(t) = t f(t)
TEOREMA 3.2.5: Sea R(t) una funciôn de variaciôn regular con 
exponente p , en (0,-) y acotada en subintervalos finitos. Su 
pongamos que:
t^^* f(t) dt
esta bien definida para algun c ^ O  , y que: 
fb 
0
t"C^* f(t) dt
también esta bien definida para algûn c > 0 y 0 < b < 
Entonces:
f(t) R(tx) dt ^  R(x) t"f(t) dt
Trasladando las hipôtesis y conclusiones a nuestro plantea- 
miento quedarâ de la siguiente forma:
TEOREMA 3.2.6: Sea f una funciôn de densidad positiva, tal 
que restringida a (0,-) es de variaciôn regular con exponen­
te p  , y acotada en subintervalos finitos.
Supongcunos una distribuciôn a priori con densidad « (9) 
tal que:
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"(8) d9
0
esta bien definida para algûn c > 0 ,  es decir existe momento 
de orden (c + p) para algûn c > 0  de la distribuciôn a priori.
Supongamos que
esta bien definida para algûn c > 0 y 0 < b < »  .
Entonces
p(x) = 9f(9x) * (9) d9 ^  f(x) of+l »(0) d9
Con esta equivalencia conseguimos, en el caso de verosimili- 
tudes con variaciôn regular, calcular:
lim -Eiîl- =
X-r- f ( X )
0+1
9 w(9) d9
TEOREMA 3.2.7: Sea F una funciôn de distribuciôn RN, y sea 
una distribuciôn a priori con funciôn de densidad *(9) tal 
que:
9 »(9) d9 < * para 0 < c < •
Entonces para cualquier 9>0:
9f(9x) 9
p(x) 9“^ w (9) d9
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DEMCSTRACION: Si F es RN => f es de variaciôn regular con ex­
ponente p = -c-1 para 0 < c < • , es decir:
F(9x) .-c-1X xm —— — " — ô
X —  f(x)
Ademâs por el Teorema 3.2.6:
lim -Eiïi = 
X —  f ( x)
9~^ w (9) d9
por t a n t o :
lim
X ♦“
9f(9x) -c
p(x)
u~^ * (u) du
0
c.q.d,
Pasamos a continuaciôn al câlculo del limite cuando x -- de 
la divergencia de Kullback-Leibler entre las distribuciones 
a priori y a posteriori.
TEOREMA 3.2.8: En las hipôtesis del Teorema 3.2.7 y suponien 
do ademâs que:
(m(9)-1) (log ra(9)) »(9) d 9 < -
donde
m(9) = s up
X p(x)
se verifica que:
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-f f  ©-C Q-c
lim Op (w(0),if(Q/x)) = I ( ————  — 1 ) log ——---- *(9) <39
X Jo ' c c
donde M =
c
9~^ .(9) d9 .
DEMOSTRACION: Utilizando el Teorema 3.2.7 y el Teorema de la 
Convergencia Dominada.
Para distribuciones RR tenemos que:
xf(x)
X -» 1-F(x)
lo que implica:
F(x) de variaciôn râpida con p = - - .
es decir
I X < 1 1 X  =  1
0  X  >  1
por ser un comportamiento anâlogo al de x 
Procediendo como en el caso anterior:
TEOREMA 3.2.9: Sea F una funciôn de distribuciôn RR, con fun­
ciôn de densidad f, de cola derecha monôtona, y sea » la fun­
ciôn de densidad a priori, con esperanza finita. Entonces:
lim — —————  = — V 9 > 0
X —  9f(9x)
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DEMOSTRACION: Sea © > 0  :
P(x) lim
X -- 0f(9x) y -- 9f(y)
Pero:
p(y/9)
9f(y)
uf(yu/9)w(u) , 
9f(y)
uf(yu/9)»(u) ,
9f(y)
Respecto a la primera integral:
r 1
Q » ( Qw ) dw
0 f (y)
y como:
JJjfll.  ^0
F(y)
V we(0,1 ) ,
7 => lim I. =
lim = -
y—  F(y) J
y —
aplicando el Lema de Fatou
Para la segunda integral :
JilL'al ,(@w) dv 
1 F(y)
En este caso por ser f de cola monôtona, tenemos que para va
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lores de y suficientemente grandes y para todo w mayor que 
uno :
_wf ( wy2
f(y)
y por existir la esperanza de la distribuciôn a priori;
w«(0w) dw < •_ w f £ w y 2 _  d y  <
1 F(y)
Con estas condiciones, aplicando el Teorema de la Convergen­
cia Dominada:
lim -f .= 0 V w> 1
implica:
En resumen;
y —  f(y)
lim 1 ^ = 0
y —
, . P ( X )
xxm ———————-
X —  0f(Qx)
c.q.d,
Y calculando la divergencia asintôtica de Kullback-Leibler, 
conluimos:
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TEOREMA 3.2.10: Dada F, funcion de distribuciôn RR y verifi- 
candose las condiciones del teorema anterior:
M
lim ( w( 9) , w(9/x) = - para 9 > 0
X
DEMOSTRACION:
p(»(9),»(9/x)) =
qi consideramos:
h (0) =  1) log
* p(x) p(x)
verifica:
_ 1) log ir(0) d0
p(x) p(x)
h (0) > 0
X
lim h (9)=
X ^
=>lim "3 ( »( 0), »( 0/x) ) = -
f
X --
aplicando nuevcimente el Lema de Fatou.
c.q.d.
Finalmente nos referiremos a las funciones de distribu­
ciôn RP. En este caso:
lim -ïîiïl- . 0 
X * »  1-F(x)
Vamos a restringirnos a aquellas distribuciones para las que 
su funciôn de densidad es de variaciôn regular en infinite 
o sea existe:
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.. F(kx)
X f{x)
para todo k , mayor que cero.
De esta forma, aplicando la régla de L 'Hôpital :
I-F(kx) _ , _ .. kf(kx) 
x 1-F(x) x f(x)
y asi necesariamente f debe ser de variaciôn regular con ex­
ponente p = - 1 :
lim = k”  ^ V k > 0
X-- f(x)
con estas hipôtesis de partida, obtenemos los correspondien­
tes resultados:
TEOREMA 3.2.1^: Sea F una funciôn de distribuciôn RP y tal 
que su funciôn de densidad f es de variaciôn regular en infi^ 
nito. Sea una distribuciôn a priori, con esperanza finita. 
Entonces:
lim — ----—  = 1 V 0 > 0
X 0f(0x)
DEMOSTRACION: Como en casos anteriores, calculamos:
re.EiZ6Êl.
0f(y)
uf(yu/9) »(u) 
0 0f(y)
- I, - .
_uf (^yu/0) » (^ u)^  du 
© 9f(y)
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Para la primera integral consideramos que por ser f(x) de va 
riaciôn regular con exponente p = -1 :
lim -Hüïï i- : 1
y f(y)
y ademâs la convergencia es uniforme en intervalos finitos, 
Entonces:
r 1
wf(wy) ._ . .^ TT ( ôv ) div
0 f(y)
converge a:
*(9w) 9 dw - n(9) cuando y
La segunda integral sera:
_wf(_wy)__ , (Qy) 9 dw 
1 f(y)
Por ser f de variaciôn regular en infinite podemos suponer 
que es de cola derecha monôtona , sin perder generalidad.
Ademâs: 9*(9) d9 i -
f ( wv)
entonces V w > 1 : ---- —  < 1
f(y)
y asi: | w»(9w) 9 dw < - 
Aplicando el Teorema de la Convergencia Dominada:
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12 *— > ( ôw ) G dw = 1 - .1(9)
cuando y crece indefinidamente•
Por tanto: lint ———————— = 1
X -- 9f(9x)
c.q.d.
TEOREMA 3.2.12: En las hipôtesis del teorema anterior, si F 
es una funciôn de distribuciôn RP, se tiene que:
lim "3 ( ,(9/x) , it(9)) = 0 V 9 > 0
suponiendo que m(9) = sup verifica:
X p(9)
(m(9)—1) (log m(9)) %(9) dO <
0
DEMOSTRACION: Utilizando el Teorema anterior y el de la Con­
vergencia Dominada.
OaSERVACIONES:
Como puede deducirse de los resultados obtenidos en el 
caso de parâmetro de escala se extraen conclusiones anâlogas 
al caso de parâmetro de localizaciôn. En particular es desta 
cable el papel que juega el concepto de variaciôn regular, lo 
que nos permite afirmar la convergencia uniforme en interva­
los finitos, necesaria en algunas demostraciones, asi como 
los resultados relatives al tipo de intégrales que describen 
las funciones de densidad predictivas.
RELACICM COM 0TRA3 ClASES DE DISTRIBUCIONES
:a ?i t u i : :v
RELACION CON GTRAS CLASES DE DISTRIBUCIONES
1 . SUMARIO
Vamos a ccr.siierar ciertas riases de distribuciones que 
surgen en el anâlisis de supervivencia, per tanto nos restrir 
giremos a variables no negatives.
En primer lugar plantearemcs las relaciones que exister, 
con las definiciones de distribuciones IFR, DFR, IFRA y D.-RA 
segûn sea la razon de fallo. A ccntinuaciôn trataremos con 
las distribuciones .'lau, NWU, N3UE y NWUE, que se aplican en 
las denominadas pollticas de mantenimiento utilizadas para 
reducir la incidencia del fallo en el sistema.
2. CLASES DE DISTRIBUCIONES EN TZCRIA DE LA FIA3ILIDAD
Para explicar el crigen de las distintas definiciones, 
es necesario introducir el concepto de envejecimiento:
Supongamos una variable aleatoria X con funciôn de dis- 
tribucicn F, tal que F(0) = 0  por tanto la funciôn de super­
vivencia en un valor x sera F(x) = 1-F(x).
Asi la funcion de supervivencia condicional de la varia 
ble, si ha durado hasta el instante t es:
F ( X/ t )  ------ —— 31 ■ [ z )  > C
Anâloga.mente la probabil idad condicionada de fallo en un i: 
tervalo de amplitud x, para una variable de edad igual a t
F(-)
A partir de esta distribuciôn se define, cuando exista, la 
razôn de fallo en el instante t:
Ht) = lim -1-
X - 3 ;< r ( t )
es decir
T ' - . ' , 1-F(£)
cuando exista funciôn de densidad f(t) y sea F(t) > 0  .
Con este planteamiento surgen las siguientes clases de 
distribuciones 'Barlcw y Proschan (1975)).
DEFINICIOM 2.1: Dire.tios que una funciôn de distribuciôn F es 
IFR si la funciôn de supervivencia condicionada es una fun­
ciôn decreciente de la edad:
F(x/t) = - - - - - -  es decreciente e n t & O  para cada x > 0
F(t)
En el caso de existir la funciôn de densidad, esta defini- 
ciôn sera équivalente a considerar funciones de distribuciôn 
con razôn de fallo monôtona creciente.
De la misma forma:
DEFINICION 2.2: Una funciôn de distribuciôn F sera DFR si 
la funciôn de supervivencia condicionada es creciente con
ten la eiad, es decir
F(x/r) = -liilïl- es creciente en r ^0 para cada x >0
F(t)
Para funciones de distribuciôn con Funciôn de densidad sera 
équivalente a exigir que la razôn de fallo sea monôtona de­
creciente .
ZJEMPLCS
- La distribuciôn de Weibull, con funciôn Je distribution :
F ^ ( t ) = l - e ^ ^ ^ ^  para t ) 0 tal que x, a > 3  
es IFR para « > 1 y DFR para 0 <
- La distribuciôn Gamma: y ( p , a ; sera DFR para 3 < p ^ '  y
IFR para p >1.
Una generalizaciôn de las funciones anteriores la constitu- 
yen los conceptos de distribuciôn IFRA y DFRA respectivamen- 
te y que enunciamos seguidamente:
DEFINICION 2\3: Una funciôn de distribuciôn F, sera IFRA si 
la funciôn - ----^--£-£- es creciente en t&O.
Para los casos en que exista la razôn de fallo, sera equiva- 
Iq r(u) du
lente a q u e ------------ sea creciente en t)0, ya que
- log (1-F(t)) = r(u ) du
0
en dicha situaciôn.
/£F IN 171 ON 2.4: Or.a funcicn de distribution F, sera Dr RA
a fur.tion — ob.2l— uo.o.l'' es decreciente en t > 0 ô equivalen-
temente si
JÔ :) du
es decreciente, en t >0 , cuando
exista la razor, de fallo,
Si considérâmes la definition de distribution IFR, podriamos 
interpretarla en termines de propension y resistencia a ex- 
tremos aiejados. En efetto, la funciôn de supervivencia 
F(x/t), como es la prcbabilidad de obtener valores que distan 
X de t suponiendo que la variable es mayor que t, indica, al 
ser decreciente en t, que la prcbabilidad de obtener extremes 
alèjados no puede ser alta .
.Esta interpretacïôn queda justificada por el siguiente resul- 
tado. Suponemos en todo caso que x^ . = » .
PROPOSITION 2.1: Si F es una distribuciôn IFR, se verifica 
que F no puede ser SP.
DEMOSTRACION: Teniendo en cuenta que, dado e > 0:
Pr(X - X , > e ) =
n:n r.-l :n
dF (X)
0 1-F(x) n-1:n
(■>-£( O  dF^ (x) = 1-F(e)
0 n-1 : n
l-F^X-t-e)
al ser ----------- decreciente en « ,
1-F(x)
Zr.tor.tes para redo e > 3, existe .< v e ; , tal que
? r .A - X , > e ) < k , para tcdo n
n : n n-i : n
es decir:
S = X - X = 0^(1 )
n : n n-i:n P
y por tanto no puede converger en probabilidad hacia inf; 
ni to.
Si suponemos que existe la razôn de fallo para todo x, obte­
nemos las siguientes implicaciones :
■-RGPCSmCN 2.2: ci es una funciôn de distribuciôn IFR, se 
verifica que F es RR.
DEMOSTR.ACION : Si F es IFR se tiene que :
f ( X  )
r (x)  ----------  es una funciôn creciente
i-F(x)
por lo tanto,
lim 0
X  —  1 -F(x)
que implica:
lim xf ( x]
X -rm 1 —F ( X ) 
O sea F es RR.
Para el caso de dictribuciones Z r 2  n:c queca el resultado co- 
rrespor.dience a la resistencia:
PRQF03ICICN 2.3: Si F es una Funciôn de distribuciôn DFR, en 
tonces F no puede ser SR.
DEMCSTRACICN: Como en el caso anterior consideramos:
• - F  N
d a d o o O :  Fr(X - X , >c) = j — lüïli' dF.^  (x) >
Jo i-F:x) \ -1: n
> '-F(E), por ser F de tipo DFR.
Si E es tal que 1-F(e)>0 tenemos que: 
existe e , cal que para k(c) = --F(s) > 0
Fr(X - X . > e ) >;<(£) > 0
n :n n-i :n
es decir, S = X - X no puede converger a cero en
n n :n n-1:n
prooaDilidad, y por tanto F no puede ser SR.
Para las siguientes relaciones, vamos a utilizer un resulta- 
do que describe el comportamiento en la cola de la funciôn de 
distribuciôn seqûn sea IFRA ô DFRA.
TEOREMA 2.1: (Barlow y Proscham (1975)). Sea F una funciôn de 
distribuciôn IFRA (DFRA) con cuantil de orden p, x^. Entonces:
). ( < ) para 0 « t ^ x^
1 - F(r)
$ ( ^ ) e para t > x
donde: a = - -£—  Log (i-p) .
Si ademas tenemos en cuenta que I.-R implica IFRA y que DFR 
implica DFRA, podremos demcsmrar las siguientes proposicio- 
nes que siguen asimilando razôn de fallo creciente con resi£
tencia a datos atipicos y razôn de fallo decreciente con pro
pensiôn.
PROPOSICIDN 2.4: Si F es una funcicn de distribueion IFR, se 
verifica que ? es SR, suponiendo x_ = « .
DEMOSTRACION: Por ser F. tipo IFR:
--— ' - L - t . i l -  es decreciente en x, V c > C  
1-F(x)
Por tanto
lim - I z l L l t l l  ^  - I z l L l t l l -  < 1 _ F(c) < 1
x-« 1-F(x) 1-F(x)
si suponemos que existe c, 0 < c < », tal que :
dado e >0: lim ———— '•-----= e > 0 (o sea F, SN)
X ^» 1 -F(X )
entonces :
e ^ %  1 _ F( c)
y esto para cualquierc > 0, por le que F no puede ser IFRA 
por el Teorema 2.1 y por tanto F tampccc puede ser IFR, en 
contradicciôn con la hipôtesis, asi qu-e :
V c > G
X *» 1- F (x)
équivalente a que F es SR.
PRCPOSICICN 2 . 5 :  S i  F es una funcicn de distribuciôn DFR, 
tonces F es SP, suponiendo F(x) > 0, para todo x.
DEMOSTRACION: Si F es DFR:
l-F{x+c) .
------------ es creciente en x, para caca c > 0
i-F(x) 
por lo que :
0 < T-F( e) < 111 4 lim -1— l-lll
r-F(x) X —  i-F(x)
Como en el caso anterior, si suponemos que F es SN:
dado G  ^0 1 im ————————— = q donde o < c  ^ »
X 1 -F(x)
y llegamos a contradicciôn por lo tanto F es SP.
También podemos enunciar los resultados inversos aunque con 
carâcter negativo
PROPOS ICION 2.6: Si F es una funciôn de distribuciôn RN se 
verifica que F no puede ser IFRA por tanto no puede ser IFR.
DEMOSTRACION: Por ser F una funciôn de distribuciôn RN se 
tiene que la funciôn:
U(x) = 1 - F(x) 
es de variaciôn regular con expcr.ente p  - -c dcr.de 3  < 
Por canto:
logd-F(x))
:mo
tenemos:
log X
lim ——————  — *
X -- log X
lim -i-iSî-ilrEiïil . 0
por 10 que la funciôn:-------------------> o
X
no puede ser creciente, es decir F no puede ser IFRA.
PRQPOSICION 2.7: Si F es RP, entonces F no puede ser IFRA, 
por tanto no puede ser tampoco IFR.
DEMOSTRACION: Por ser F una funciôn de distribuciôn RP, se 
verifica que la funciôn:
U(x) = 1 - F(x)
es de variaciôn lenta, por tante:
n -  n
X ♦- log X
es decir:
lim -i£2-ll:LlïU. . 0
X —  X
y entonces se tiene que la funciôn ^ q no
X
puede ser creciente, asi F no puede ser IFRA.
PRQPOSICION 2.8: Si F es una funciôn de distribuciôn SP, en 
tonces F no puede ser IFRA.
DEMOSTRACION: Como F es SP:
fCx) . , . -d logd-F(x))
X 1 -F(x) X ■*- dx
y asi aplicando L'Hôpital:
un, . 0
es decir F no puede ser IFRA.
PRQPOSICION ' i . 9 :  Si F es una funciôn de distribuciôn SR se 
verifica que F no puede ser DFRA y por tanto no puede ser 
DFR.
DEMOSTRACION: Si F es SR:
lim ————— —— = m
X 1 -F(x)
y anâlogamente a la demostraciôn anterior, aplicando L'Hôpi­
tal
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un,
asi F no puede ser DFRA.
Y para concluir este capitulo, relacionaremos nuesrras 
definiciones con una nueva generalizaciôn de los conceptos 
anteriores (Barlow y Proscham (1975)).
DEFINICION 2.5: Una funciôn de distribuciôn F sera NBU si:
F(x+y) < F(x) . F(y) para x > 0 y > 0
DEFINICION 2.6: Una funciôn de distribuciôn F sera NWU si:
F(x+y) > F(x) . F(y) para x >0 y >0
DEFINICION 2.7: Una funciôn de distribuciôn F sera NBUE si
a) F tiene esperanza ya sea finita ô infinite u .
b)
J t
F(x) dx < u F(t) para t > 0 .
DEFINICION 2.8: Una funciôn de distribuciôn F sera NWUE si
a) F tiene esperanza ya sea finita ô infinite u.
b) F(x) dx ) w F(t) para t ) 0
t
En todos los casos se tiene la igualdad para la distribuciôn 
Exponencial, ya que es la ûnica distribuciôn con razôn de
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fallo constante.
Las cadenas de implicaciones son:
IFR => IFRA => NBU => NBUE
DFR => DFRA => NVU => NWUE
y asi razonando como en las proposiciones anteriores obtene­
mos unos resultados mas générales.
FROPOSICIGN 2.10: Si F es una funciôn de distribuciôn NBU se 
tiene que F no puede ser SP.
DEMOSTRACION: Igual que la Proposiciôn 2.1.
PRQPOSICION 2.11: Si F es una funciôn de distribuciôn NWU, 
se tiene que F no puede ser SR.
DEMOSTRACION: Como la Proposiciôn 2.3.
Las demostraciones coinciden con las correspondientes 
a las funciones de distribuciôn IFR y DFR porque en ellas no 
utilizâbcimos el crecimiento y decrecimiento respectivamente 
de F(x/t) sino las acotaciones que implicaban y que coinci­
den con las definiciones de NBU y NWU.
Seguidamente suponiendo que existe la razôn de fallo:
lim - î i i i -  = lim
t 1 -F(t) . X (l-?(x)) dx
aplicando L'Hôpital. Por tanto se tienen las relaciones:
PROPOSICION 2.12: Si F es una funciôn de distribuciôn NBUE 
y la media de la distribuciôn u es finita se tiene que F no
puede ser SP.
DEMOSTRACION: For ser F NBUE.
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t X u < V r i 0
es decir:
li-Ti
1 -F
y entonces aplicando la regia de L 'Hôpital :
lim < .
t -• f(t)
que implica:
lim — liHl—  ^ 0 y asi F no puede ser SP.
t —  1-F(t)
PROPOSICION 2.13: Si F es NWUE y tal que F(0) = 0  se tiene 
que F no puede ser SR.
DEMOSTRACION; Per ser F, NWUE
t i-F(t) 
lo que implica
(i-F(x)) dx
lim
t —  1-F(t)
—  1 o o —
y per ranco, co.no en el case antericr:
lim — liil  p m  o sea F no puede ser SR.
t—  1-F(t)
Qbservacicnes: Incluso con las sucesivas ampliaciones del con 
cepto se sigue manteniendo la incompatibilidad de las defin^ 
ciones NBUE y NWUE con la propension y la resistencia respec 
tivamente.
Es interesante resaltar rambién que en el caso de distr^ 
bucior.es DFR y DFRA se manciene el carâcter bajo la operaciôn 
de mixtura en general y para NWU y NWUE solo en distribucio- 
nes que no se cruzan. Esto no ocurre en ningûn caso para las 
demis definiciones. Es decir que el comportamiento de resisten 
cia no tiene por que mantenerse al construir mixturas ya que 
pueden ser mcdelos para explicar dates atipicos, y por tanto 
correspondientes a distribuciones propensas.
APENDICE I
— 1 ô 3 —
APENDICE I
TEOREMA: Sea (u (x)} una sucesiôn de funciones de R— >R mo- 
— ——— — —  n
nôtonas y acotadas que convergea puntualmente a una funciôn 
u(x), continua (por tanto mor.ôtona), entonces la convergen- 
cia es uniforme.
DEMOSTRACION: Supongamos que (u^(x)) es una sucesiôn de fun­
ciones monôtonas no crecientes y acotadas, por lo tanto:
u(x) = lim u (x) monôtona no creciente 
n.. "
|u( x)| ^  M , para algûn M > 0
Entonces, dado x eR y e > 0 , existe n^fx, e) tal que:
lu (x) - u(x)|< e V n n 
1 n ' J
es decir
u(x) - e <  u^(x) < u(x) + e V n > n^
Sean (x^,x^,...,x^} taies que:
y ademâs:
Sea
u(x^) - u(x^+l) < e V i = 1,...,k.
i tal que x c ( x^. , x^^^ ) , entonces:
existe n^ tal que, V n ^ n^  se verifica
u(x. ) - E< u (x.) $ u(xj » E 
1 ~ n 1 1
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exisre n ! ’ cal que V n ^ n!' se verifica
Luego si = max { ,  n!'} , v n > n.
u(x. ) - e < u (x. ) ( u (x) < u (x.) ( u(x.) + e
1+1 n 1+1 n n i  i
y asi
- 2e < u(x^^^) - u(x) - e^U^(x)-u(xK$u(x^) - u(x) + e ^ 2 e
Por tanto, dado e', para todo xe(x^. , x^  ^) , existe n^ tal que:
I u^( x) - u( x)| e ' V n > n .
Considerando i = 1,...,k obtenemos n^, "2 '"'""k ' entonces si: 
n^ = max (n^ , . . . , n^^
sera:
|u^(x) - u( x)| e' + n ) n^ , V x
es decir, la convergencia es uniforme.
c.q.d.
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