Abstract-The fundamental conflict between the enormous space of adaptive streaming videos and the limited capacity for subjective experiment casts significant challenges to objective Quality-of-Experience (QoE) prediction. Existing objective QoE models exhibit complex functional form, failing to generalize well in diverse streaming environments. In this study, we propose an objective QoE model namely knowledge-driven streaming quality index (KSQI) to integrate prior knowledge on the human visual system and human annotated data in a principled way. By analyzing the subjective characteristics towards streaming videos from a corpus of subjective studies, we show that a family of QoE functions lies in a convex set. Using a variant of projected gradient descent, we optimize the objective QoE model over a database of training videos. The proposed KSQI demonstrates strong generalizability to diverse streaming environments, evident by state-of-the-art performance on four publicly available benchmark datasets.
I. INTRODUCTION
V IDEO traffic in various content distribution networks is expected to occupy 71% of all consumed bandwidth by 2021 and exceed 82% by 2022 [1] . The explosion of data volume introduced by video streaming will quickly drain available network bandwidth in the next decade. Concurrent with the scarcity of network resources is the steady rise in user demands on video quality. With the emergence of new technologies such as 4K, high dynamic range, wide color Gamut, and high frame rate, viewers' expectation on video quality has been higher than ever. The diversity of streaming environments and complexity of human Quality-of-Experience (QoE) response have posed significant challenges to optimal content distribution services.
Adaptive bitrate (ABR) algorithms are the primary tools for modern Internet over-the-top (OTT) video streaming services. In dynamic adaptive streaming environment, ABR achieves player-driven bitrate adaptation by providing video streams in a variety of bitrate and quality levels, and breaking them into small HTTP file segments. Throughout the streaming process, Z. Duanmu the video player at the client adaptively switches among the available streams by selecting segments based on playback rate, buffer condition and instantaneous throughput, primarily to optimize viewers QoE [2] - [7] .
With many ABR algorithms at hand, it becomes pivotal to measure their performance so as to guide the network resource allocation. Therefore, the development of an accurate objective QoE model lies in the root of ABR systems. State-of-the-art QoE models employ sophisticated machine learning techniques such as random forest [8] , support vector machine [9] , and neural network [10] to combat the complex human visual system (HVS). The success of the approach heavily depends on the quantity and quality of training data, both of which are extremely limited in practice. First, there is a major conflict between the enormous sample space and the limited capacity for subjective QoE measurements. For example, the number of possible adaptation patterns in a dtemporal segment and b-encoding level streaming video is b d , which further expands with respect to the source content, encoder type, and rebuffering patterns. By contrast, collecting group-truth data via subjective testing is expensive and timeconsuming. The largest publicly available subject-rated QoE database contains only 1, 350 samples [11] , which are deemed to be extremely sparsely distributed in the sample space. Second, the learning-based models assume that the training samples and testing samples come from the same distribution. However, the assumption has never been justified in the existing studies and may hardly hold in practice. A motivating example is shown in Fig. 1 , where the probability density functions of video presentation quality measured by a state-of-theart VQA model VMAF [12] , rebuffering duration, and quality adaptation magnitude in six publicly available streaming QoE datasets are presented. Clearly, there is significant variability on the characteristics of streaming videos across different datasets, suggesting that an objective QoE model optimized on a simple dataset such as WaterlooSQoE-I [13] may yield very poor predictions on complex datasets as WaterlooSQoE-III [14] , WaterlooSQoE-IV [11] , and LIVE-NFLX-II [15] , and vice versa. The streaming video probability density estimation is further complicated by the concept drift problem [16] , where the characteristics of streaming video changes over time.
For example, the drift in streaming video distribution may arise from the advancement of video acquisition [17] - [19] , compression [20] - [22] , transmission [2] - [7] , and reproduction systems [23] - [25] , and the steady rise in viewers' expectation on video quality [26] , [27] . Consequently, the construction of a large-scale and representative training dataset remains an elusive goal. Hindered by the two fundamental conflicts, it is highly difficult to develop objective QoE models that generalize to diverse impairments. To this end, we propose an objective QoE model namely knowledge-driven streaming quality index (KSQI) to integrate prior knowledge of the HVS and a limited number of training data. From a Bayesian perspective, we show one possible solution to the QoE assessment problem resides in a deeper understanding of the HVS.
Given a collection of subjective QoE studies, how do we make use of the knowledge in a principled and scalable manner? To answer the question, we analyze the HVS properties observed from existing subjective QoE studies, from which we derive a system of linear inequalities. We further show that a family of objective QoE models lies within a convex set that results from the intersection of a hyper-plane and a positive cone in a functional space. This gives us both guidance on the form of our model as well as constraints.
Building upon insights of HVS properties, how do we design an objective QoE model that can accurately predict subjective QoE response? We demonstrate that the QoE model parameter estimation problem can be formulated as a quadratic programming problem. Using a variant of projected gradient descent, we optimize the proposed model over a database of training samples with limited adaptation patterns. The resulting model is computationally efficient, mathematically well-behaved and perceptually grounded.
We compare KSQI to ten objective QoE models on four benchmark datasets covering a broad set of video contents, encoder configurations, network conditions, ABR algorithms, and viewing devices. KSQI shows very strong generalizability in all considered scenarios, significantly outperforming all existing schemes. We show that the proposed model is not only superior on average, but also in extreme cases via a set of intuitive examples. We have made the implementation of all objective QoE models available at https://github.com/ zduanmu/ksqi to facilitate future objective QoE research.
In summary, this paper makes the following key contributions:
• Mathematical analysis on the space of QoE functions for adaptive streaming videos;
• Design of an objective QoE model combining the constraints from our analysis and human annotated data; • By far the most comprehensive evaluation of objective QoE models.
II. RELATED WORKS
Over the past decade, QoE for adaptive streaming videos has been a rapidly evolving research topic and has attracted an increasing amount of attention from both industry and academia. Existing objective QoE models can be categorized based on the observation space and the functional form that they rely on to make QoE predictions. The earliest QoE models simply correlate the statistics of rebuffering events to QoE [28] , assuming rebuffering dominates the viewing experience. Although several efforts have put forth to improve the prediction accuracy [29] , [30] , the negligence of picture quality reduces the relevance of the QoE models to real-world ABR scenarios. To overcome the limitations of the rebufferingcentric QoE models, many studies propose to complement rebuffering duration with average bitrate or quantization parameter (QP) as the input to the quality prediction model. These models compute the QoE as a weighted average of bitrate/QP and rebuffering duration, where the trade-off parameter is either determined empirically [31] or by solving a regression problem [32] . Motivated by observations that frequent quality adaptations annoy viewers [27] , [33] - [35] , a number of models has been developed to explicitly quantify the quality adaptation experience and then linearly combine it with average bitrate and rebuffering duration [4] , [5] , [34] . Due to the simplicity, these models remain the standard criterion for the assessment and optimization of ABR systems [4] , [5] , [7] , [36] . Despite the demonstrated success, the aforementioned QoE models assume every single bit contributes equally to the video quality. However, the assumption is fundamentally flawed according to the rate-distortion theory [37] , and may deteriorate in different compression, transmission and reproduction systems [22] , [24] , [38] . Recent efforts suggest to replace bitrate by state-ofthe-art video quality assessment (VQA) models [12] , [39] , [40] as the presentation quality measure [6] , [13] , [41] , achieving highly competitive performance on existing benchmarks. All these models make a priori assumptions about the form of the QoE models. The subjective QoE response with respect to rebuffering and quality adaptation, however, can vary significantly from an exponential or logarithmic function.
Supposing subjective QoE response is too complex to model with simple parametric functions, recent objective QoE models utilize machine learning techniques such as non-linear autoregressive model [42] , neural network [43] , support vector machine [44] , and random forest [27] , [45] to map streaming video features to subjective opinion scores. Although these models can fit arbitrary complex continuous functions [46] , they are often susceptible to overfitting. The defect is exaggerated by the limited capacity for subjective experiment and the concept drift problem as will be demonstrated in the subsequent sections.
In addition to the specific limitations the two kinds of models may respectively have, they may qualitatively contradict the HVS properties observed from the existing subjective studies. Furthermore, the objective QoE models have not received comprehensive evaluation on subject-rated datasets of diverse video contents, encoder types, network conditions, ABR algorithms, and viewing devices. While many recent works acknowledge the importance of objective QoE models [3] , [4] , [7] , [36] , [47] , a careful analysis, modeling, and evaluation of the models has yet to be done. We wish to address this void. In doing so, we seek a good compromise between 1) simple and rigid model building upon intuitive understanding of QoE and 2) complex and indefinite models requiring a significant number of training samples.
III. CHARACTERIZING THE QOE FUNCTIONS
Despite the complexity of HVS, there are three widely accepted key influencing factors in QoE of streaming videos: video presentation quality, rebuffering, and quality adaptation (switching between profiles) [4] , [5] , [14] , [15] , [48] - [50] . The simplest approach to parametrizing the QoE function is to assume the three elements are additive. Formally, the QoE of chunk t is determined by
where P t , S t , and A t denote the presentation quality, the rebuffering QoE function, and the adaptation QoE function of chunk t, respectively. For simplicity, we will drop the subscript t from P t and Q t , denote P t−1 by lower case p, and P t −P t−1 by ∆p in the rest of this section unless otherwise specified.
While the presentation quality P can be obtained from subjective tests or a reliable VQA model, the two QoE functions S and A are not well studied. Defining the space of QoE functions helps us build a model of these functions. It not only guides us as to the form such a model should take, but also determines the constraints these functions must satisfy. We begin by summarizing observations from a collection of existing subjective QoE studies, and then formulate the domain knowledge to define the space of these functions.
A. Space of Rebuffering Experience Function S
First, we assume that the influence of each rebuffering event is independent, additive, and only determined by the previous chunk's presentation quality p and the rebuffering duration τ [13] , [50] , [51] . This assumption allows us to analyze each rebuffering event separately, and reduces dimensions of the functional space [13] . As such, S can be modeled as a bivariate function S(p, τ ) ∈ {S|S : R 2 → R}. Second, various subjective tests [52] , [53] have attested that rebuffering duration is negatively correlated with the overall QoE of streaming videos, while very short rebuffering may not be perceived and thus has little impact on QoE [54] , [55] . Formally,
The third assumption is that the QoE drop tends to be greater when the presentation quality of the previous chunk is higher, i.e.
Such a trend has been observed in recent subjective tests [13] , [50] , and may be explained by the expectation confirmation theory [26] . The fourth assumption is elicited from the fact that, given a constant presentation quality and a fixed total duration of rebuffering, the overall QoE degrades as the number of rebuffering occurrences increases [30] , [56] , [57] . Mathematically, this may be expressed as
The fifth remark on S is that, given the same rebuffering duration, videos with higher presentation quality consistently deliver higher overall QoE, despite the greater penalty for the rebuffering event [51] . This statement can be formulated as
In summary, we define the theoretical space of rebuffering QoE functions S as
The equality constraint and inequality constraints in (5) represent a hyperplane and a positive cone, respectively [58] . The convexity of hyperplane and cone determines that their intersection is also convex.
B. Space of Adaptation Experience Function A
Similar to video rebuffering, we first assume that the influence of each quality adaptation event is independent and additive, and only depends on the instantaneous presentation quality p, and the intensity of the adaptation ∆p [33] - [35] , [56] . Thus the adaptation QoE function A lies in the space defined by {A = A(p, ∆p)|A : R 2 → R}. The second assumption is an intuitive one that A must have the same sign as the quality adaptation ∆p [34] , [35] , [56] , [59] . This assumption suggests that people always assign a penalty to presentation quality degradation, reward to quality elevation, and neither penalty nor reward when no quality adaptation occurs. Mathematically, the assumption can be expressed as
Further analysis [33] - [35] , [56] on the relationship between the QoE adjustment A and the intensity of quality adaptation ∆p indicates that subjects tend to give greater QoE penalty or reward when quality drops or improves by a greater amount. This finding, together with the second assumption, prompts our third assumption: A is monotonically increasing with regards to ∆p. Formally, the two assumptions combined can be represented by
Experiments in [35] find that quality degradation occurring in the high quality range leads to greater amount of penalty than that occurring in the low quality range, while quality elevation in the high quality range results in smaller rewards. Such an observation leads to the fourth assumption that the function A is monotonically decreasing along the other axis
Another commonly observed trend in adaptation QoE is that the reward for a positive quality change is relatively smaller than the penalty for a negative one given the same intensity of quality adaptation and the same average presentation quality [33] - [35] . Formally, this can be summarized by
In summary, we define the space of adaptation experience functions A as
Analogous to the rebuffering experience function, the adaptation experience function A also lies in a convex set.
IV. A KNOWLEDGE-DRIVEN QOE MODEL
Given the functional space constrained by the hyperplane and the positive cone described above, there are infinite number of functions lying in the space. A good QoE model should be in close agreement with human perception. In this section, we present the roadmap to design a perceptually grounded objective QoE model.
A. Modeling the Presentation Quality
Traditionally, for the sake of operational convenience, bitrate is often used as the major indicator of video presentation quality [3] - [5] , [7] , [29] , [60] . However, bitrate may heavily deviate from perceptual quality. The presentation quality model should provide meaningful and consistent QoE predictions across video contents, video resolutions, and viewing conditions/devices. To the best of our knowledge, currently the only video QoE models that satisfy such requirements are SSIMplus [40] and VMAF [12] . Both models perform consistently well on various subject-rated video databases [61] , [62] , making them an appropriate component in KSQI. In the rest of the paper, we present our results using VMAF as our presentation quality model as it is open source that facilitates reproducible research. Although the presentation quality scores are not available to the adaptive streaming player by default, they can either be embedded into the manifest file that describes the specifications of the video, or carried in the metadata of the video container. Thanks to the light overhead, the feature embedding technique has been successfully deployed in practical QoE measurement [13] , [63] and ABR optimization systems [6] , [38] .
B. Modeling the Rebuffering QoE Function S
Strictly speaking, W S is a space of continuous functions, but we may approximate it in terms of a vector space by densely sampling the supporting domain of S. Specifically, the supporting domain of S is defined as
, where P indicates the best quality, and τ max is the maximum rebuffering duration. By uniformly sampling both p and τ , we approximate the function S with a finite-size matrix S ∈ R (N +1)×(N +1) , where an element s i,j denotes the QoE penalty when (p, τ ) =
for the convenience of further formulation. Finally, we are able to approximate the functional space W S with a vector space
where G s , h s , B s and c s are constructed so that all the entries in s should satisfy the constraints in (5) .
Given a training set of M s video sequences, each of which has C s chunks, one or more rebuffering events, no adaptation, and a mean opinion score (MOS) Q m to indicate its overall QoE, we want to obtain a vector s * ∈ W s that best fits the training data. Besides, it is beneficial to impose smoothness on the function S. Practically, many subjective experiments have empirically shown the smoothness of the QoE functions [13] , [42] . Mathematically, smoothness regularization may lead to well-behaved solutions. Thus, the objective function of s can be defined as
where λ > 0 is a weighting factor. We adopt the mean squared error as the fidelity term 
where P mc and s im c ,jm c denote the presentation quality and rebuffering QoE penalty at chunk c of video m, respectively. It is not hard to see that both The convexity of W s and (11) implies that there exists a unique solution for the optimization problem. The problem can be efficiently solved with projected gradient descentbased algorithms such as alternating direction method of multipliers [64] .
C. Modeling the Adaptation QoE Function A
Following the same approach, we work with the discrete version of of A. The supporting domain of A is {(p, ∆p)|p ∈ [0, P ], ∆p ∈ [−p, P − p]}, since the presentation quality could go neither below 0 nor over the best quality P . By uniformly sampling both p and ∆p, we approximate the function A with a finite-size matrix A ∈ R (N +1)×(N +1) , where an entry a i,j denotes the QoE change when (p, ∆p) = 
where G a , h a , B a and c a are according to the constraints in (10) .
Given a training set of M a video sequences, each of which has C a chunks, no rebuffering events, and a MOS Q m , we aim to optimize
where
Here, s im c ,jm c denotes the quality adaptation experience at chunk c of video m. The optimal quality adaptation experience matrix A can be obtained by solving the following quadratic programming problem
D. Overall QoE
In practice, one usually requires a single end-of-process QoE measure. We use the mean value of the predicted QoE over the whole playback duration to evaluate the overall QoE.
To reduce the memory usage, the end-of-process QoE can be computed in a moving average fashion
where Y t is the cumulative QoE up to the t-th segment in the streaming session.
V. EXPERIMENTS
In this section, we first describe the experimental setups and evaluation criteria. We then compare KSQI with classic and state-of-the-art objective QoE models. Furthermore, we develope an efficient methodology for examining the best-case performance of objective QoE models. Finally, we conduct a series of ablation experiments to identify the contributions of the core factors in KSQI.
A. Experimental Setup 1) Objective QoE Models: We evaluate the performance of 11 objective QoE models for adaptive streaming videos. The competing algorithms are chosen to cover a diversity of design philosophies, including 8 classic parametric QoE models: FTW [30] , Mok2011 [29] , Liu2012 [31] , Xue2014 [32] , Yin2015 [4] , Spiteri2016 [5] , Bentaleb2016 [6] , and SQI [13] , 2 state-of-the-art learning-based QoE models: VideoATLAS [44] and P.1203 [45] , and the proposed KSQI. A description of the existing QoE models is shown in Table I . The implementation for VideoATLAS are obtained from the original authors and we implement the other nine QoE models. We have made the implementation of the models publicly available at https://github.com/zduanmu/ksqi. For the purpose of fairness, the parameters of all models are optimized on the WaterlooSQoE-I [13] and the WaterlooSQoE-II [35] datasets, except for P.1203 [45] whose training methodology is not specified in the original paper. The WaterlooSQoE-I dataset contains 60 compressed videos, 60 compressed videos with initial buffering, and 60 compressed videos with rebuffering. The WaterlooSQoE-II dataset involves 588 video clips with variations in compression level, spatial resolution, and framerate. For the models with hyper-parameters, we randomly split the datasets into 80% training and 20% validation sets, and the hyper-parameters with the lowest validation loss are chosen. For KSQI, we set the maximum rebuffering duration τ max to 10, because a rebuffering event longer than 10 seconds rarely occurs as shown in Fig. 1 . The penalty of a rebuffering event longer than 10 can be easily obtained by extrapolating the matrix S. We set the step size N to 10, roughly characterizing the standard deviation of subjective presentation quality evaluation. The maximum presentation quality value P = 100 is inherited from SSIMplus and VMAF. Although we can learn a initial buffering experience matrix independent from S, it introduces unnecessary model complexity. Instead, we discount the impact of initial buffering with 1 9 and set the expectation to the initial quality P −1 to 80 following the recommendation by [13] . We apply OSQP [65] to solve the quadratic programming problem in (12) and (13) . The fidelitysmoothness tradeoff parameter λ = 1 is obtained by crossvalidation. In the subsequent section, we will also show that KSQI performs consistently over a broad range of λ and step size N .
2) Benchmark Databases: We compare KSQI with stateof-the-art objective QoE models on four subject-rated adaptive streaming video datasets, including LIVE-NFLX-I [50] , LIVE-NFLX-II [15] , WaterlooSQoE-III [14] , and WaterlooSQoE-IV [11] . The LIVE-NFLX-I dataset consists of 112 streaming videos derived from 14 source content with 8 handcrafted playout patterns. The LIVE-NFLX-II dataset consists of 420 streaming videos generated from content-adaptive encoding profiles, bitrate adaptation algorithms and network conditions. The WaterlooSQoE-III dataset contains 450 streaming videos of 20 source contents recorded from a set of streaming experiment. The WaterlooSQoE-IV dataset contains 1, 350 highly-realistic streaming videos constructed from 5 video contents, 2 video encoders, 9 real-world network traces, 5 ABR algorithms, and 3 viewing devices. The streaming videos in different datasets are of diverse characteristics since they are generated from different source videos, encoding profiles, adaptive streaming algorithms, and network conditions. We do not evaluate Xue2014 on the LIVE-NFLX-I dataset because their quantization parameters (QP) and encoded representa- tions of the streaming videos are not publicly available.
3) Evaluation Criteria: Three criteria are employed for performance evaluation by comparing MOS and objective QoE scores according to the recommendation by the video quality experts group [66] . We adopt Pearson linear correlation coefficient (PLCC) to evaluate the prediction accuracy, Spearman ranking-order correlation coefficient (SRCC) and Kendell rank correlation coefficient (KRCC) to assess prediction monotonicity. A better objective QoE model should have higher PLCC, SRCC, and KRCC.
B. Performance Comparison
Tables II, III, and IV show the PLCC, SRCC, and KRCC on the benchmark datasets, respectively, where top 2 best performers are highlighted with bold face. We have several observations. First, the objective QoE models which employ advanced VQA models as the presentation quality measure generally performs favorably against the conventional bitratebased QoE models. In particular, Bentaleb2016 significantly outperforms Yin2015, where the only difference between them is the presentation quality measure. Second, although the learning-based QoE models perform competitively on certain test sets, they fail miserably on the other benchmark datasets. Specifically, the performance degradation of P.1203 and VideoATLAS from one dataset to another can be as large as 0.406 and 0.575, suggesting that the learning-based models exhibit low generalizability to diverse streaming environments. By contrast, KSQI achieves state-of-the-art performance on all benchmark datasets, thanks to the constraints given by domain knowledge. Third, the classic QoE models with a fixed parametric form cannot faithfully capture the subjective QoE response on streaming videos with complex distortion patterns, evident by the low prediction accuracy on WaterlooSQoE-III. In spite of the authors' effort in designing functional forms to conform known HVS properties [13] , [30] , [32] , the QoE functions can vary significantly from exponential and logarithmic functions. On the other hand, KSQI does not assume a particular form of QoE functions and instead maximizes the mathematically well-behaveness. In summary, we believe the performance improvement arises because 1) KSQI is equipped with an HVS inspired VQA measure that generalizes well on a variety of video contents, encoders, and viewing devices; 2) the training procedure optimizes the quality prediction accuracy regularized by the prior knowledge on HVS; and 3) the proposed model does not make inaccurate a priori assumptions on the form of QoE functions.
C. Best-case Validation
Objective QoE model is not only used to evaluate, but also to optimize a variety of ABR algorithms and systems. A good rule of thumb is that an optimized system is only as good as the optimization criterion used to design it [67] . Conversely, the performance of an objective QoE model can be assessed via synthesizing optimal streaming videos with respect to an objective QoE model followed by visual inspection of the generated stimulus [68] , [69] . Specifically, given a set of encoded and segmented videos and a realistic network trace, we can generate an optimal streaming video in terms of each objective QoE model. Subjective evaluation of the synthesized stimuli provides a best-case validation of the underlining objective QoE models. A good objective QoE model should produce perceptually better streaming videos comparing to the other schemes.
In this paper, we select 12 high-quality videos of diverse complexity to constitute the test sample set. All videos have the length of 30 seconds. Using the source sequences, each video is encoded with an x264 encoder into 10 representations in accordance with the Netflix's recommendation [20] . We segment the test sequences the encoded videos with GPAC's MP4Box [70] with a segment length of 2 seconds for the following reasons. First, 2-second segments are widely used in the development of ABR algorithms. Second, it allows us to derive test videos in an efficient way such that they cover a diverse adaptation patterns in a limited time. 12 network traces of diverse characteristics are randomly selected from the HSDPA dataset [71] . We compare KSQI with three objective QoE models that have guided the development of ABR algorithms, including Yin2015, Spiteri2016, and Bentaleb2016. Table V  STATISTICAL SIGNIFICANCE MATRIX BASED ON F-STATISTICS ON THE COMBINATION OF WATERLOOSQOE-III, WATERLOOSQOE-IV, LIVE-NFLX-I,  AND LIVE-NFLX-II DATASETS. A SYMBOL "1" MEANS THAT THE PERFORMANCE OF THE ROW MODEL IS STATISTICALLY BETTER THAN THAT OF THE  COLUMN MODEL, A SYMBOL "0" MEANS THAT THE ROW MODEL IS We present results for the offline optimal scheme [5] , [7] , which is computed using dynamic programming with complete future throughput information. The dynamic programmingbased method generates globally optimal streaming videos for the considered QoE models, completely eliminating the influence of inaccurate throughput estimation. For each source video, we randomly select a network trace and optimize the streaming videos with respect to the four objective QoE models. In the end, we obtain a total of 48 streaming videos generated from 12 (source videos, network traces) pairs × 4 ABR algorithms. An online demonstration of the experiment is available at [72] .
We perform a subjective user study that adopts the pairwise comparison methodology in which a pair of streaming videos generated from the same video contents and network traces are presented to human viewers. The subjective experiment is setup as a normal indoor home settings with an ordinary illumination level, with no reflecting ceiling walls and floors. A customized interface is created to render a pair of 1920×1080 videos side-by-side on a 27 inch 4K monitor. The display is calibrated in accordance with the recommendations of ITU-R BT. 500 [73] . For each video pair, the subjects are forced to choose which one has a better perceptual quality. A total of 10 naïve subjects, including 4 males and 6 females aged between 18 and 35, participate in the subjective experiment. Visual acuity and color vision are confirmed from each subject before the subjective test. A training session is performed, during which, 3 video pairs that are different from the videos in the testing set are presented to the subjects. We used the same methods to generate the videos used in the training and testing sessions. Therefore, subjects knew what distortion types would be expected before the test session, and thus learning effects are kept minimal in the subjective experiment. For each subject, the whole study takes one hour, which is divided into two sessions with a 5-minute break in-between.
The results of the subjective experiment can be summarized as a 4 × 4 matrix R, where r i,j represents the probability of QoE model i better than QoE model j. Fig. 2 shows the result matrix R, where the higher value of an entry (warmer color), the stronger the row model against the column model. It is obvious that KSQI performs favorably to the competing models. We further aggregate the pairwise comparison results into a global ranking via the maximum likelihood method for multiple options [51] , [74] , [75] . Let µ = [µ 1 , µ 2 , µ 3 , µ 4 ] ∈ R 4 be the global ranking score vector, we maximize the loglikelihood of µ arg max
where Φ(·) is the standard normal cumulative distribution function. The constraint i µ i = 0 is introduced to resolve the translation ambiguity. The optimization problem is convex and enjoys efficient solvers. A larger µ i means the optimal streaming video in terms of the i-th model is perceptually better than the optimal samples generated by other QoE models in general. Fig. 3 shows the experimental results. It can be seen that KSQI significantly outperforms the standard QoE models. The results have significant implications on the development of ABR algorithms. Specifically, state-of-the-art ABR algorithms have achieved a performance plateau levels and significant improvement has become difficult to attain. However, the enormous difference in perceptual relevance between the bitrate-based QoE model and KSQI suggests that further improvement is attainable simply by adopting perceptually motivated optimization criterion.
D. Statistical Significance Test
To ascertain that the improvement of the proposed model is statistically significant, we carry out a statistical significance analysis by following the approach introduced in [76] . First, we linearly scale MOSs in each dataset to the same perceptual scale [0, 100]. Second, a nonlinear regression function is applied to map the objective quality scores to predict the subjective scores independently on the four testing datasets. The prediction residuals of each QoE models from all datasets are aggregated into a vector. We observe that the prediction residuals all have zero-mean, and thus the model with lower variance is generally considered better than the one with higher variance. We conduct a hypothesis testing using F-statistics. Since the number of samples exceeds 50, the Gaussian assumption of the residuals approximately hold based on the central limit theorem [58] . The test statistic is the ratio of variances. The null hypothesis is that the prediction residuals from one quality model come from the same distribution and are statistically indistinguishable (with 95% confidence) from the residuals from another model. After comparing every possible pairs of objective models, the results are summarized in Table V , where a symbol '1' means the row model performs significantly better than the column model, a symbol '0' means the opposite, and a symbol '-' indicates that the row and column models are statistically indistinguishable. It can be observed that the proposed model is statistically better than all other methods on the combination of all existing benchmark datasets.
E. Ablation Experiment
We conduct a series of ablation experiments to single out the core contributors of KSQI. We first take bitrate [4] , [31] , logarithmic bitrate [5] , and QP [32] as the video presentation quality measure as opposed to VMAF and then train the QoE model with the proposed optimization framework. In order to map the range of video presentation quality measure into the same perceptual scale [0, 100], we apply a linear transform to the alternative measures before the training stage. From Table VI , we observe that KSQI achieves the best performance with the adoption of state-of-the-art video quality measure such as VMAF.
Next, we analyze the impact of the knowledge-imposed constraints on the quality prediction performance. We start from a baseline model by solving the problem in (12) and (13) with no constraints and gradually increase the number of constraints. We then investigate the validity of each observation by imposing only one constraint in a variant model. The results are listed in Table VII , from which the key observations are as follows. First, the performance of KSQI generally improves with respect to the number of imposed constraints, advocating the effectiveness of prior knowledge in regularizing the objective QoE functions. Second, while some of the constraints do not improve the performance of KSQI by themselves, the joint model achieves state-of-the-art performance. This suggests that the constraints may be complement to each other. Third, the constraint (3) has drastically different impacts on the LIVE-NFLX-II dataset and the WaterlooSQoE-III dataset, suggesting that the validity of the constraint may be influenced by other factors. A careful investigation may further improve the performance of the proposed QoE model.
F. Impact of Step Sizes
In previous experiments, we set the bin sizes of video presentation quality and rebuffering duration to 10 and 1, respectively. To investigate the impact of step sizes, we train several variants of KSQI, where the number of bins ranges from 5 to 20. We show the experimental results in Fig. 4 . Theoretically speaking, the performance of KSQI should increase monotonically with respect to the precision of feature representations. However, the observation does not echo our expectation, which may be a consequence of insufficient training data and intrinsic noise in the subjective opinion scores. Nevertheless, KSQI is generally very robust to a broad range of bin sizes.
G. Impact of λ
The parameter λ in KSQI determines the tradeoff between fidelity and smoothness of the QoE functions. Although the optimal parameter is obtained from cross-validation in previous experiments, we also perform an experiment to investigate the impact of λ. Specifically, we train several versions of KSQI, where λ ranges from 0.01 to 10, 000. The results are shown in Fig. 5 , from which we can observe that the performance of KSQI is generally insensitive to λ.
VI. CONCLUSIONS
We propose a novel objective QoE model for adaptive streaming videos, namely KSQI, by regularizing a nonparametric model with known HVS properties. KSQI outperforms the existing objective QoE models by a sizable margin over a wide range of video contents, encoding configurations, network conditions, and viewing devices, which we believe arises from a perceptually motivated video quality representation, a knowledge constrained optimization framework, and a non-parametric model of QoE functions.
The proposed model may be improved in many ways. First, KSQI is readily extendable when new knowledge of HVS properties is acquired. With proper modifications of the nonparametric functions, we may incorporate more features such as motion strength [41] into the QoE model. Second, there may be better ways to combine the video presentation quality, rebuffering experience, and quality adaptation experience. For example, we can jointly model all influencing factors by escalating the dimensionality of the non-parametric model. Third, how to integrate the QoE model into the adaptive bitrate selection algorithm for optimal playback control is another challenging problem that is worth further investigations.
