Since many environmental processes such as heat waves or precipitation are spatial in extent, it is likely that a single extreme event affects several locations and the areal modelling of extremes is therefore essential if the spatial dependence of extremes has to be appropriately taken into account. This paper proposes a framework for conditional simulations of max-stable processes and give closed forms for Brown-Resnick and Schlather processes. We test the method on simulated data and give an application to extreme rainfall around Zurich and extreme temperature in Switzerland. Results show that the proposed framework provides accurate conditional simulations and can handle real-sized problems.
INTRODUCTION
Max-stable processes arise naturally when studying extremes of stochastic processes and therefore play a major role in the statistical modelling of spatial extremes (Buishand et al, 2008; Padoan et al., 2010; . Although a different spectral characterization of max-stable processes exists (de Haan, 1984) , for our purposes the most useful representation is (Schlather, 2002) 
where {ζ i } i≥1 are the points of a Poisson process on (0, ∞) with intensity dΛ(ζ) = ζ −2 dζ and Y i are independent replicates of a non-negative continuous sample path stochastic process Y such that E {Y (x)} = 1 for all x ∈ R d . It is well known that Z is a max-stable process on R d
with unit Fréchet margins (de Haan & Fereira, 2006; Schlather, 2002) . Although (1) takes the pointwise maximum over an infinite number of points {ζ i } and processes Y i , it is possible to get approximate realizations from Z (Schlather, 2002; Oesting et al., 2011) .
Based on (1) several parametric max-stable models have been proposed (Schlather, 2002; Brown & Resnick, 1977; Kabluchko et al., 2009; and share the same finite dimensional distribution functions pr{Z(x 1 ) ≤ z 1 , . . . , Z(x k ) ≤ z k } = exp −E max j=1,...,k
Paralleling the use of the variogram in classical geostatistics, the extremal coefficient function (Schlather & Tawn, 2003; Cooley et al., 2006) θ(x 1 − x 2 ) = −z log pr{Z(x 1 ) ≤ z, Z(x 2 ) ≤ z} is widely used to summarize the spatial dependence of extremes. It takes values in the interval [1, 2] ; the lower bound indicates complete dependence, and the upper one independence.
The last decade has seen many advances to develop a geostatistic of extremes and software is available to practitioners (Wang, 2010; Schlather, 2011; Ribatet, 2011) . However an important tool currently missing is conditional simulation of max-stable processes. In classical geostatistic based on Gaussian models, conditional simulations are well established (Chilès & Delfiner, 1999) and provide a framework to assess the distribution of a Gaussian random field given values observed at fixed locations. For example, conditional simulations of Gaussian processes have been used to model land topography (Mandelbrot, 1982) .
Conditional simulation of max-stable processes is a long-standing problem (Davis & Resnick, 1989 , 1993 . Wang & Stoev (2011) provide a first solution, but their framework is limited to processes having a discrete spectral measure and thus may be too restrictive to appropriately model the spatial dependence in complex situations.
Based on the recent developments on the regular conditional distribution of max-infinitely divisible processes, the aim of this paper is to provide a methodology to get conditional simulations of max-stable processes with continuous spectral measures. More formally for a study region X ⊂ R d , our goal is to derive an algorithm to sample from the regular conditional distribution of Z | {Z(x 1 ) = z 1 , . . . , Z(x k ) = z k } for some z 1 , . . . , z k > 0 and k conditioning locations
CONDITIONAL SIMULATION OF MAX-STABLE PROCESSES

2·1. General framework
This section reviews some key results of an unpublished paper available from the first author with a particular emphasis on max-stable processes. Our goal is to give a more practical interpretation of their results from a simulation perspective. To this aim, we recall two key results and propose a procedure to get conditional realizations of max-stable processes.
Let R X be the space of on X ⊂ R d and let Φ = {ϕ i } i≥1 be a Poisson point process on R X where ϕ i (x) = ζ i Y i (x) (i = 1, 2, . . .) with ζ i and Y i as in (1). We write f (x) = {f (x 1 ), . . . , f (x k )} for all random functions f : X → R and x = (x 1 , . . . , x k ) ∈ X k . It is not difficult to show that for all Borel set A ⊂ R k , the Poisson point process {ϕ i (x)} i≥1 defined on R k has intensity measure
The point process Φ is called regular if the intensity measure Λ x has an intensity function λ x , i.e., Λ x (dz) = λ x (z)dz, for all x ∈ X k .
The first key point is that provided the point process Φ is regular, the intensity function λ x and the conditional intensity function
drives how the conditioning terms {Z(x j ) = z j } (j = 1, . . . , k) are met.
The second key point is that, conditionally on Z(x) = z, the Poisson point process Φ can be decomposed into two independent point processes, say Φ = Φ − ∪ Φ + , where
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Before introducing a procedure to get conditional realizations of max-stable processes, we introduce notation and make connections with the pioneering work of Wang & Stoev (2011) .
A function ϕ ∈ Φ + such that ϕ(x i ) = z i for some i ∈ {1, . . . , k} is called an extremal function associated to x i and denoted by ϕ + x i . It is easy to show that there exists almost surely a unique extremal function associated to
might happen that a single extremal function contributes to the random vector Z(x) at several locations x i , e.g., ϕ + x 1 = ϕ + x 2 . To take such repetitions into account, we define a random partition θ = (θ 1 , . . . , θ ℓ ) of the set {x 1 , . . . , x k } into ℓ = |θ| blocks and extremal functions Wang & Stoev (2011) call the partition θ the hitting scenario. The set of all possible partitions of {x 1 , . . . , x k }, denoted P k , identifies all possible hitting scenarios.
From a simulation perspective, the fact that Φ − and Φ + are independent given Z(x) = z is especially convenient and suggests a three-step procedure to sample from the conditional distribution of Z given Z(x) = z. THEOREM 1. Suppose that the point process Φ is regular and let (x, s) ∈ X k+m . For τ = (τ 1 , . . . , τ ℓ ) ∈ P k and j = 1, . . . , ℓ, define I j = {i :
Consider the three-step procedure:
Step 1. Draw a random partition θ ∈ P k with distribution
where the normalization constant is Step 2. Given τ = (τ 1 , . . . , τ ℓ ), draw ℓ independent random vectors ϕ
where 1 {·} is the indicator function and
and define the random vector Z + (s) = max j=1,...,ℓ ϕ + j (s).
Step 3. Independently draw a Poisson point process {ζ i } i≥1 on (0, ∞) with intensity ζ −2 dζ and {Y i } i≥1 independent copies of Y , and define the random vector
Then the random vectorZ(s)
The corresponding conditional cumulative distribution function is
where
It is clear from (3) that the conditional random field Z | {Z(x) = z} is not max-stable.
2·2. Distribution of the extremal functions
In this section we derive closed forms for the intensity function λ x (z) and the conditional intensity function λ s|x,z (u) for two widely used max-stable processes; the Brown-Resnick (Brown & Resnick, 1977; Kabluchko et al., 2009 ) and the Schlather (Schlather, 2002) processes.
Details of the derivations of these closed forms are given in the Appendix. 
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The Brown-Resnick process corresponds to the case where (1) with W a centered Gaussian process with stationary increments, semi variogram γ and such that W (o) = 0 almost surely. For x ∈ X k and provided the covariance matrix Σ x of the random vector W (x) is positive definite, the intensity function is
and for all (s, x) ∈ X m+k , (u, z) ∈ (0, ∞) m+k and provided the covariance matrix Σ (s,x) is positive definite, the conditional intensity function corresponds to a multivariate log-normal probability density function
where µ s|x,z ∈ R m and Σ s|x are the mean and covariance matrix of the underlying normal distribution and are given by
where Id k denotes the k × k identity matrix and 0 m,k the m × n null matrix.
The Schlather process considers the case where
with ε a standard Gaussian process with correlation function ρ. The associated point process Φ
is not regular and it is more convenient to consider the equivalent representation where Y (x) = 
. For x ∈ X k and provided the covariance matrix Σ x of the random vector ε(x) is positive definite, the intensity function is
For (s, x) ∈ X m+k , (u, z) ∈ R m+k and provided that the covariance matrix Σ (s,x) is positive definite, the conditional intensity function λ s|x,z (u) corresponds to the density of a multivariate Student distribution with k + 1 degrees of freedom, location parameter µ = Σ s:x Σ −1 x z, and scale
MARKOV CHAIN MONTE CARLO SAMPLER
The previous section introduced a procedure to get realizations from the regular conditional distribution of max-stable processes. This sampling scheme amounts to sample from a discrete distribution whose state space corresponds to all possible partitions of the set of conditioning points, see Theorem 1 step 1. Hence, even for a moderate number k of conditioning locations, the state space P k becomes very large and the distribution π x (z, ·) cannot be computed. It turns out that a Gibbs sampler is especially convenient.
For τ ∈ P k , let τ −j be the restriction of τ to the set {x 1 , . . . , x k } \ {x j }. Our goal is to simulate from the conditional distribution
where θ ∈ P k is a random partition which follows the target distribution π x (z, ·).
Since the number of possible updates is always less than k, a combinatorial explosion is avoided. Indeed for τ ∈ P k of size ℓ, the number of partitions τ * ∈ P k such that τ * −j = τ −j for some j ∈ {1, . . . , k} is
since the point x j may be reallocated to any partitioning set of τ −j or to a new one.
To illustrate consider the set {x 1 , x 2 , x 3 } and let τ = ({x 1 , x 2 }, {x 3 }). Then the possible
while there exists only two partitions such that τ * −3 = τ −3 , i.e., ({x 1 , x 2 }, {x 3 }), ({x 1 , x 2 , x 3 }).
The distribution (4) has nice properties. Since for all τ * ∈ P k such that τ * −j = τ −j we have
Since many factors cancel out on the right hand side of (5), the Gibbs sampler is especially convenient.
The most computationally demanding part of (5) is the evaluation of the integral
For the Brown-Resnick and Schlather processes, we follow the lines of Genz (1992) and compute these probabilities using a separation of variables method which provides a transformation of the original integration problem to the unit hyper-cube. Further a quasi Monte Carlo scheme and antithetic variable sampling is used to improve efficiency.
Since it is not obvious how to implement a Gibbs sampler whose target distribution has support P k , the remainder of this section gives practical details. For any fixed locations x 1 , . . . , x k ∈ X , we first describe how each partition of {x 1 , . . . , x k } is stored. To illustrate consider the set {x 1 , x 2 , x 3 } and the partition ({x 1 , x 2 }; {x 3 }). This partition is defined as (1, 1, 2), indicating that x 1 and x 2 belong to the same partitioning set labeled 1 and x 3 belongs to the partitioning set 2. There exist several equivalent notations for this partition: for example one can use (2, 2, 1) or
(1, 1, 3). Since there is a one-one mapping between P k and the set
we shall restrict our attention to the partitions that live in P * k and going back to our example we see that (1, 1, 2) is valid but (2, 2, 1) and (1, 1, 3) are not.
e., the number of conditioning locations that belong to the partitioning sets a j and b where b ∈ {1, . . . , b + } with
Then the conditional probability distribution (5) satisfies
where τ * = (a 1 , . . . , a j−1 , b, a j+1 , . . . , a k ). Although τ * may not belong to P * k , it corresponds to a unique partition of P k and we can use the bijection P k → P * k to recode τ * into an element of P * k . In (6a)-(6d) the event {r 1 = 1, r 2 = 0, b = a j } is missing since {r 1 = 1, r 2 = 0} implies that τ * = τ , where the equality has to be understood in terms of elements of P k , and this case has been already taken into account with (6a).
Once these conditional weights have been computed, the Gibbs sampler proceeds by updating each element of τ successively. We use a random scan implementation of the Gibbs sampler (Liu et al., 1995) . More precisely, one iteration of the random scan Gibbs sampler selects an element of τ at random according to a given distribution, say p = (p 1 , . . . , p k ), and then updates this element. Throughout this paper we will use the uniform random scan Gibbs sampler for which the selection distribution is assumed to be a discrete uniform distribution, i.e., p = (k −1 , . . . , k −1 ).
SIMULATION STUDY
In this section we check if our algorithm is able to produce realistic conditional simulations of Brown-Resnick and Schlather processes. For each model, we consider three different sample path properties, as summarized in Table 1 . These configurations were chosen such that the spatial dependence structures are similar to our applications in Section 5. In order to check if our sampling procedure is accurate and given a single conditional event {Z(x) = z} for each configuration, we generated 1000 conditional realizations with standard
Gumbel margins. Figure 1 shows the pointwise sample quantiles obtained from these 1000 sim- Schlather: ρ(h) = exp −(h/208)
0·50
Step 1 Step 2 Step 3 Overall
Step 1 Step 2 Step 3 Overall ulated paths and compares them to unit Gumbel quantiles. As expected the conditional sample paths inherit the regularity driven by the shape parameter κ and there is less variability in regions close to conditioning locations. Since the considered Brown-Resnick processes are ergodic (Kabluchko and Schlather, 2010) , for regions far away from any conditioning location the sample quantiles converges to that of a standard Gumbel distribution indicating that the conditional event has no influence. This is not the case for the non-ergodic Schlather processes. Most of the time the sample paths used to get the conditional events belong to the 95% pointwise confidence intervals, corroborating that our sampling procedure seems to be accurate. Table 2 gives computational timings for conditional simulations of max-stable processes on a 50 × 50 grid with a varying number of conditioning locations. Due to the combinatorial complexity of the partition set P k , the timings increase rapidly with respect to the number of conditioning points k. It is however reassuring that the algorithm is tractable when k ∈ {1, . . . , 50};
hence covering many practical situations and applications. 
APPLICATION 5·1. Extreme precipitations around Zurich
In this section we obtain conditional simulations of extreme precipitation fields. The data considered here were previously analyzed by who showed that BrownResnick processes were one of the most competitive models among various statistical models for spatial extremes.
The data are summer maximum rainfall for the years 1962-2008 at 51 weather stations in the Plateau region of Switzerland, provided by the national meteorological service, MeteoSuisse. To ensure strong dependence between the conditioning locations, we consider as conditional locations the 24 weather stations that are at most 30km apart from Zurich and set as the conditional values the rainfall amounts recorded in the year 2000, the year of the largest precipitation event ever recorded in Zurich between 1962-2008, see Figure 2 . The largest and smallest distances between the conditioning locations are around 55km and just over 4km respectively.
A Brown-Resnick process having semi variogram γ(h) = (h/λ) κ has to be fitted and the maximum pairwise likelihood estimator introduced by Padoan et al. (2010) was used to simultaneously fit the marginal parameters and the spatial dependence parameters λ and κ. In accordance with , the marginal parameters were described by
where η(x), σ(x), ξ(x) are the location, scale and shape parameters of the generalized extreme value distribution and lon(x), lat(x) the longitude and latitude of the stations at which the data are observed. The maximum pairwise likelihood estimates for λ and κ are 38 (14) and 0·69 (0·07) and give a practical extremal range, i.e., the distance h + such that θ(h + ) = 1·7, of around 115km, see the right panel of Figure 2 . Table 3 shows the distribution of the partition size estimated from a Markov chain of length 15000. Around 65% of the time the summer maxima observed at the 24 conditioning locations were a consequence of a single extremal function, i.e., only one storm event, and around 30% of the time a consequence of two different storms. Since the simulated Markov chain keeps a trace of all the simulated partitions, we looked at the partitions of size two and saw that around 65% of the time, at least one of the four up-north conditioning locations was impacted by one extremal function while the remaining 20 locations were always influenced by another one. Arosa (1840) Bad Ragaz (496) Basel (316) Bern (565) Chateau d'Oex (985) Davos (1590) Engelberg (1035) Gd−St−Bernard (2472) Locarno−Monti (366) Lugano (273) Montana (1508) Montreux (405) Neuchatel (485) Oeschberg (483) Santis (2490) Zurich ( 
5·2. Extreme temperatures in Switzerland
In this section we apply our results to get conditional simulations of extreme temperature fields. The data considered here were previously analyzed by Davison and Gholam-Rezaee (2011) Table 4 . We can see that around 90% of the time the conditional realizations were a consequence of at most three extremal functions. Since our original observations were not summer maxima but maximum daily values, a close inspection of the times series in year 2003 reveals that the hottest temperatures occurred between the 11th and 13th of August, see Figure 4 , and, to some extent, corroborates the distribution of Table 4 . Figure 5 shows the 0·025, 0·5 and 0·975 pointwise sample quantiles obtained from 10000 conditional simulations on a 64 × 64 grid. As expected, we can see that the largest temperatures occurred in the plateau region of Switzerland while temperatures were appreciably cooler in the Alps. The right panel of Figure 5 shows the difference between the pointwise conditional medians and the pointwise unconditional medians estimated from the fitted trend surfaces. The The conditional intensity function is λ s|x,z (u) = C (s,x) C x exp − 1 2 log (u, z) T Q (s,x) log(u, z) + L (s,x) log(u, z) + 1 2 log z T Q x log z − L x log z
and since log(u, z) = J m,k log u +J m,k log z, it is not difficult to show that
Finally, the relation C (s,x) /C x = (2π) −m/2 |Σ s|x | −1/2 is a simple consequence of the normalization λ s|x,z (u)du = 1.
The Schlather model
For all x ∈ X k and Borel set A ⊂ R
We start by focusing on the ratio a (s,x) (u, z)/a x (z). Since Using the two previous results it is easily found that λ s|x,z (u) = π −m/2 (k + 1) −m/2 |Σ| −1/2 1 + (u − µ) TΣ−1 (u − µ) k + 1
